Evaluation of cognitive workload finds its application in many areas, from educational program assessment through professional driver health examination to monitoring the mental state of people carrying out jobs of high responsibility, such as pilots or airline traffic dispatchers. Estimation of multilevel cognitive workload is a task usually realized in a subject-dependent way, while the present research is focused on developing the procedure of subject-independent evaluation of cognitive workload level. The aim of the paper is to estimate cognitive workload level in accordance with subject-independent approach, applying classical machine learning methods combined with feature selection techniques. The procedure of data acquisition was based on registering the EEG signal of the person performing arithmetical tasks divided into six intervals of advancement. The analysis included the stages of preprocessing, feature extraction, and selection, while the final step covered multiclass classification performed with several models. The results discussed show high maximal accuracies achieved:~91% for both the validation dataset and for the cross-validation approach for kNN model.
Introduction
Cognitive workload is defined as a quantitative measure of the amount of mental effort needed to perform a task [1] . In our research, we distinguish the terms "cognitive workload" and "mental fatigue", whereas mental fatigue is defined as a psychological state related to the loss of work capacity [2] "triggered by prolonged periods of demanding cognitive activity" [3] .
Assessment of human mental effort is an important, but not trivial task. Research on cognitive workload gives an opportunity to understand the process of mental fatigue, including analyzing the influence of different complexity tasks on mental effort and concentration level. What is more, estimation of mental effort may be helpful in adjusting learning techniques and cognitive sources, as well as in understanding the human performance of different level tasks and information processing capabilities.
Evaluation of cognitive workload used to be performed with subjective measures, for example, based on interviews or questionnaires, where participants assessed the amount of mental effort they put into a task [4] . These approaches, however, depend on the subjective opinion of participants, gathered on the basis of psychophysiological measurement [5, 6] or subjective scales [7] , and usually do not assure reliable, comparable results. workload level in the literature [34] [35] [36] . Researchers also report higher classification performance for the within subject approach [37, 38] . Nevertheless, there is a clear need for developing a universal classifier that would be able to distinguish among several levels of cognitive workload of any person, regardless of external and internal conditions such as the age, time of day, or habits of an examined person. Using data from only one subject does not ensure good generalization, neither for other subjects nor even for other sessions of the same subject in other days and conditions [39] . Developing a subject-independent classifier requires analysis of broader datasets, which allows extracting more universal features, which in consequence can lead to better understanding of the processes occurring in human brain.
As it was previously noted, most of available researches focus on a subject-dependent approach [40] [41] [42] [43] [44] . However, the need in subject-independent research has drawn the attention of researchers. Nevertheless, only a few publications presenting subject-independent approach based on classical EEG analysis [33, 45, 46] can be found.
The literature review (Table 1) revealed that the many researches focus on only two classes of cognitive workload [40] [41] [42] 47] . However, multiclass approach, especially three-class [33, 48, 49] , is gaining popularity. Although some researchers attempt to distinguish amongst more classes, the resulting classification accuracy is usually lower in the case. The literature overview shows that typical number of participants is close to 10 subjects. Eleven participants took part in the presented experiment.
The main aim of the paper was to perform subject-independent evaluation of multilevel cognitive workload, ensuring the best accuracy using possibly lowest number of EEG-based features with the use of classical methods of machine learning, i.e., SVM, kNN, decision trees. Several models of multiclass classification were tested. During the evaluation, several methods of feature selection were applied. The dataset used in the experiment was gathered in accordance with the self-developed data acquisition procedure.
The mentioned classification models were chosen after initial testing of classification accuracy. Such models, such as linear, quadratic discriminant analysis and logistic regression were discarded due to the low values of accuracy, obtained applying these models. Moreover, the literature shows extensive use of classifiers applied in the current research: SVM [40] [41] [42] 50] , kNN [50] [51] [52] , decision trees [50, 51] . The rest of the paper is structured in the following way. Section 2 presents the experiment structure, where the data acquisition protocol and the equipment applied are described in detail. Section 3 covers the whole process of data processing, starting with preprocessing, including signal filtering and artifact removal, through feature extraction and feature selection, ending with a description of the classification models applied. Section 4 contains the obtained results, whereas the discussion concluding the paper is presented in Section 5.
Materials and Methods
The experiment was conducted in quiet laboratory conditions by using a dedicated 21-channel Mitsar EEG 201 amplifier. The signal was gathered from 19 electrodes, and a computer mouse was used in order to provide the answers. A special cap and EEG cup gel were applied in order to ensure good conductivity in the experiment. The electrodes were placed according to the 10-20 system. The monopolar average montage was applied, and the ground electrode was placed in the center of the frontal lobe of the person examined. Twelve male participants took part in the experiment, but the signal from one of them contained a high level of noise and, due to that fact, only the signals from 11 subjects were used in the further analysis. The mean age of the people examined was 22 years. The subjects were asked to minimize movements and blinking in order to obtain less noisy fragments in the signal. The samples were recorded with the frequency of 500 Hz.
The experiment lasted about 20 min, and all participants had to carry out the same of tasks. The procedure of the experiment was divided into six intervals of advancement. The person was prepared for the examination, and the calibration was performed before the first part. Each interval except for the last one (interval 6) consisted of 17 arithmetical tasks, and the consequent intervals were separated with breaks. The last interval included 16 arithmetical tasks, as the last stimulus was not fully recorded.
In total, each conducted experiment contained 6 intervals and 5 breaks. Each task was based on displaying a mathematical operation (adding, subtracting, multiplying integers) and the result of this operation. The person examined had to make the decision if the result was correct and then click on the button of the mouse, or do nothing if the answer was incorrect. The appearance of the stimulus was marked by a marker in the record, and the moment when the user clicked was marked as well. Figure 1 below presents the overall description of the conducted experiment with the numbers of intervals, resting breaks, and stimuli. Figure 2 shows the procedure of a single stimulus: The stimuli are separated with 1 s long breaks, after a break a task was demonstrated, shortly after the task the answer was provided, after that the participant was given approximately 3 s for approving/disapproving the answer by clicking/not clicking a mouse button, after that the next cycle was started with 1 s long break [49, 52, 57] . The obtained dataset included 11 files with EEG signal. The structure of each file is the following: 19 columns representing separate electrodes and rows representing separate samples of the signal registered.
In order to make the differences between various levels of cognitive workload more noticeable, intervals 3 and 4 were rejected from the experiment. The data from the first and second intervals were considered as a low level of cognitive workload, the data from the fifth and sixth interval were regarded as a high cognitive workload, and the data from the breaks were seen as a state of relaxation. The authors decided to remove intervals 3 and 4, as participants in the after-study interview reported different level of mental effort in intervals 3 and 4. That is why the decision to remove them was made in order to keep the dataset homogenous and reduce inter-subject differences.
The further analysis was performed based on the dataset including 1067 samples. This number The obtained dataset included 11 files with EEG signal. The structure of each file is the following: 19 columns representing separate electrodes and rows representing separate samples of the signal registered.
The further analysis was performed based on the dataset including 1067 samples. This number of samples was obtained in the following way: 11 participants, 2 intervals with low level of cognitive The obtained dataset included 11 files with EEG signal. The structure of each file is the following: 19 columns representing separate electrodes and rows representing separate samples of the signal registered.
In order to make the differences between various levels of cognitive workload more noticeable, intervals 3 and 4 were rejected from the experiment. The data from the first and second intervals were considered as a low level of cognitive workload, the data from the fifth and sixth interval were regarded as a high cognitive workload, and the data from the breaks were seen as a state of relaxation.
The authors decided to remove intervals 3 and 4, as participants in the after-study interview reported different level of mental effort in intervals 3 and 4. That is why the decision to remove them was made in order to keep the dataset homogenous and reduce inter-subject differences.
The further analysis was performed based on the dataset including 1067 samples. This number of samples was obtained in the following way: 11 participants, 2 intervals with low level of cognitive workload with 17 stimuli each, 2 intervals with high level of cognitive workload with respectively 17 and 16 stimuli each, and 30 samples received from breaks. EEG pre-processing consisted of filtration and artifact correction. The pre-processing was performed in the EEGLab, which is the plugin of Matlab software. The set of notch and high pass filters were used. In order to implement said filters, Butterworth filter of the second order was applied. Firstly, a notch filter was used in order to eliminate the influence of the electrical power circuit, the notch boundaries were set to 45-55 Hz. High-pass filter was used to remove noised signal containing non-stationary signal drift across the recording below 0.53 Hz [58] [59] [60] in addition to the two mentioned filters, low pass filter was also applied, and its cut off frequency was equal to 50 Hz. The described filtering step is a part of standard EEG signal processing pipeline [61] .
Data Processing
Secondly, in the preprocessing stage MARA (Multiple Artifact Rejection Algorithm) [62] algorithm available in EEGLab software was also applied. This is a method based on Independent Component Analysis (ICA), where artificial intelligence is applied to choose the components to remove. Artifactual ICA-components marked by MARA were revised with ICLabel [63] , the other EEG pre-processing consisted of filtration and artifact correction. The pre-processing was performed in the EEGLab, which is the plugin of Matlab software. The set of notch and high pass filters were used. In order to implement said filters, Butterworth filter of the second order was applied. Firstly, a notch filter was used in order to eliminate the influence of the electrical power circuit, the notch boundaries were set to 45-55 Hz. High-pass filter was used to remove noised signal containing non-stationary signal drift across the recording below 0.53 Hz [58] [59] [60] in addition to the two mentioned filters, low pass filter was also applied, and its cut off frequency was equal to 50 Hz. The described filtering step is a part of standard EEG signal processing pipeline [61] .
Secondly, in the preprocessing stage MARA (Multiple Artifact Rejection Algorithm) [62] algorithm available in EEGLab software was also applied. This is a method based on Independent Component Analysis (ICA), where artificial intelligence is applied to choose the components to remove. Artifactual ICA-components marked by MARA were revised with ICLabel [63] , the other ICA component classification method, also available in EEGLab software.
In order to eliminate possible potentials related to movement planning and performing, 200 ms prior to each mouse click were discarded. This procedure was adopted to the stimuli where mouse click was required in order to approve the correct answer.
Owing to a high inter-subject diversity of EEG signals, feature extraction is one of the essential steps in evaluating the level of cognitive workload based on EEG signal. In addition to this, it may be noticed that classical Machine Learning models such as SVM, decision trees, or kNN require feature extraction and selection for ensuring sufficient quality of cognitive workload classification [40, 44] . After initial consideration, the Fast Fourier Transform (FFT) method was chosen as the main feature extraction method. This decision was taken due to the fact that FFT is one of the most popular methods of EEG feature extraction [56, 64] . The Hamming window function was also applied.
The sampling frequency was equal to 500 Hz. The length of a single stimulus record was 5500 ms, what corresponds to 2750 samples. Hamming window was applied to each stimulus, and afterwards FFT was calculated for the whole window, resulting into 1375 frequency bins with frequency resolution 0.18 Hz/bin. Further procedure included decreasing frequency resolution to 1 Hz. Due to the fact that only components of the frequencies below 30 Hz contain valuable information, the spectrum obtained after the FFT transform was cut to the 0-30 Hz interval. This measure allowed to decrease the number of features down to 570, which was still high. In order to further decrease the feature number, the next step was taken: The power of the frequency components were averaged within the following intervals: Delta(1-3 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta1 (13-20 Hz), and beta2 (20-30 Hz) for 19 electrodes, which led to the total feature number equaling 95.
As was shown in a previously published paper [32] , the appliance of a log transform positively affects the classification performance, as the distribution of a log-transformed feature becomes closer to the normal distribution, thus eliminating outliers. The data which did not undergo the log-transform procedure were not used in the further analysis.
In order to reduce the input dimension number and ensure higher classification accuracy, feature selection was performed. Various ranking methods allowing to arrange the features according to their predictive ability were applied. They included:
1.
ECFS-Feature Selection by Eigenvector Centrality [61], 2.
Relief feature selection method [65], 3.
Mutinffs-mutual information feature selection method [66] , 4.
Fisher score feature selection method [67] .
As the experiment presented involved multiclass classification, feature selection methods had to be used in the following way: Having n classes in our dataset, the feature selection methods were used n times in 1-vs-all manner, obtaining n feature rankings, and the resulting feature set was built as the intersection of the said rankings. Multiple feature numbers were tested in order to find the most productive feature set, i.e., one where the classification accuracy was the highest.
Having the feature selection stage completed, the final stage of the experiment, i.e., classification, was started. The following classification models were used:
• SVM with cubic kernel, • decision tree, • k nearest neighbours (kNN), • random forest of 100 boosted decision trees.
The performance of the models mentioned was tested in two ways: With the use of a five-fold cross validation technique and a separate validation dataset. The total number of samples is equal to 1067, 15% of the whole dataset were used for hold-out validation and did not take part in cross validation. 5-fold cross validation was conducted.
In order to extract the features, which are the most common for all the subjects, all the observations were joined into one dataset, and the observations in the dataset were shuffled in random order. Said dataset was used in 5-fold cross validation both for feature selection and classification.
Results

Statistical Analysis
Statistical analysis was performed using the Statistica 13 (Dell Inc.), Matlab and R software. All tests were performed with the statistical significance level of 5%.
Statistical analysis was conducted for features calculated as natural logarithm of separate frequency component power. Analyzed data subjected to statistical analysis had 285 features (19 electrodes, 5 frequencies, 3 cognitive workload levels). The sample size is 11.
Statistical analysis was based on ANOVA for repeated measures. What is more, the correlation analysis was additionally performed to supplement the results.
The values of Spearman correlation coefficients were computed to determine the relationship between features and the level of cognitive workload. Three levels of cognitive workload were considered: Cognitive workload level of 1 indicates break, 2-low cognitive workload level, and 3-high cognitive workload level. The results of this correlation analysis including p-value are presented in the Table 2 . Presented results cover statistically significant correlation obtained at the level alpha 0.05. The correlation analysis confirmed the strongest correlation between the cognitive workload level and EEG features in beta waves covered especially in central and parietal areas of the brain. Laterality analysis revealed higher results for the electrodes on the left in the delta, theta, alpha, and beta2, but in the beta1 the trend is the opposite (F (4, 40) = 336.26, p < 0.001 obtained for the interaction of the electrode location with individual frequency ranges). ANOVA for repeated measures was applied in order to perform the main statistical analysis. The analysis was conducted on the 11 × 285 dataset, where 11 is a sample size (number of participants) and 285 is a number of features obtained after electrodes aggregation to the main brain areas. Results of ANOVA for repeated measures were calculated for three effects defined as: COGNITIVE (three levels of cognitive workload), LOCATIONS (nineteen electrodes), and FREQUENCY (five EEG waves). As a result of this analysis, a significant main effect of COGNITIVE F (2, 20) = 26.795 was obtained; p < 0.001; η 2 p = 0.73. After the application of Tukey HSD post hoc tests, it was observed that the power of waves from the entire studied frequency range was significantly stronger (p < 0.001) during low (M = −0.61; SE = 0.11) and high cognitive workload (M = −0.64; SE = 0.11), than it was observed in the recording in the relaxation condition (M = −0.83; SE = 0.11). Simultaneously, there are no significant differences in power between low and high cognitive load (p = 0.995). This relationship between cognitive workload and wave power over the entire frequency range is presented in the Figure 4 , where it might be observed that the natural logarithm of wave power during cognitive workload is on around −0.61 ln(mV 2 ). Statistical analysis revealed also significant differences between all effects (COGNITIVExLOCATIONSxFREQUENCY). F(144, 1440) = 1.763; p < 0.001; η 2 p = 0.15. However, for this result post hoc analysis did not confirm any strong relations. Significant differences were also found in LOCATIONS (F (18, 180) = 13.867; p < 0.001) and FREQUENCY (F (4, 40) = 845.21; p < 0.001). What is more, results reveal significant interaction with the COGNITIVExLOCATION effect (F (36, 360) = 1.907; p < 0.001) confirmed in post hoc analysis.
Due to the fact, that inter-trial-intervals (breaks) represent a different brain state than low/high workload states, the correlation analysis was performed also for only two levels of cognitive workload: Low and high. Table 3 presents the values of Spearman correlation coefficients for these two workload states. Obtained Spearman correlation results showed weaker relations compared to analogous correlation results of three cognitive workload levels (including breaks). The strongest correlations were found in temporal (T), parietal (P), and central (C) areas of the brain.
Statistical analysis did not reveal significant statistical differences between low and high workload states. Significant differences were also found in LOCATIONS (F (18, 180) = 13.867; p < 0.001) and FREQUENCY (F (4, 40) = 845.21; p < 0.001). What is more, results reveal significant interaction with the COGNITIVExLOCATION effect (F (36, 360) = 1.907; p < 0.001) confirmed in post hoc analysis.
Statistical analysis did not reveal significant statistical differences between low and high workload states. 
Classification Results
Tables 4 and 5 contain the highest accuracies achieved for various classification models. The values in the last two columns correspond to the selected feature number and FS method, which ensured the best accuracy for the current classifier, shown in the column "Highest mean accuracy".
The tests were conducted with all the FS methods mentioned in the Section 3, but only the FS method numbers and feature numbers ensuring the best accuracy for given classifier were presented in the Tables 4 and 5 . The values in the column "FS method" stand for, correspondently: 1-ECFS; 2-"relieff"; 3-mutinffs The cycles of training and testing the classification models were repeated 250 times for every classifier. The highest mean values of accuracy and its standard deviation values are presented in the Tables 4 and 5 . The presented results illustrate high nonlinearity of the feature space. Due to that fact a separate decision tree demonstrated the poorest performance, owing to the fact that it divides the space with borders parallel to the axes, which not always allows to obtain good space partitioning. SVM demonstrated better performance, but cubic kernel still did not introduce enough nonlinearity to successfully partition the space. kNN demonstrated the best result due to the different nature of its algorithm. Ensemble of decision trees provided sufficient results; however, its training took the longest time.
Discussion
The main focus of the present research was put on estimation of cognitive workload level in accordance with subject-independent approach applying classical machine learning methods combined with feature selection techniques. Another issue addressed was multiclass classification of cognitive workload, i.e., distinguishing among more than two levels of cognitive workload. The results obtained show that the proper procedure of feature selection has high influence on the performance of the classification model, allowing to conduct subject-independent multiclass cognitive workload classification with high accuracy (91% in the case of the cross validation for kNN classifier).
All the combinations of the mentioned classifiers and feature selection methods were tested, whereas only those feature selection methods that ensured the best values for specific classifiers, were presented, and the rest of the results were discarded from further analysis due to lower classification performance.
Another point that can be highlighted is the procedure of feature selection. The results show that it allows to achieve sufficient performance of the classification model with a significant decrease of feature number: 52 of 95 features allowed to obtain the classification accuracy as high as 91% with the use of a kNN classifier.
The comparison of the classification models applied shows that kNN and the ensemble of boosted decision trees allow to achieve the highest accuracy compared to the other models. The literature review shows that kNN methods were widely applied in cognitive workload classification in both two-and multiclass approach. The obtained accuracy varied in the range between 85% and 90% in case of subject dependent approach [36, 44, 47, 51, 53] . As for subject-independent approach, the results achieved with the use of kNN were in the range between 80% and 90%. The procedure of feature selection made it possible to achieve higher classification accuracy. The literature (papers presented in the Table 1 ) allows concluding that researches rarely conduct comparison of various methods of feature selection, limiting FS only to one method, or avoiding it at all.
The results show that the choice of the classifier also affects the accuracy of distinguishing between various levels of cognitive workload.
The task of classifying cognitive workload appears to be highly complicated due to high nonlinearity of the feature space classified. Nowadays, deep learning is progressively gaining popularity in many fields of data analysis, but classical models can still present interest due to lower computational cost of these models. The classical models can be trained faster with appliance of less powerful hardware [68] . In the present research, it was shown that the classical methods of machine learning (e.g., kNN, random forests) can provide good performance in the task of classifying cognitive workload with comparatively low computational cost. Another advantage of the classical classification methods is the fact that the results of classification are more interpretable. A deep neural network usually behaves as a "black box", in other words, it can approximate highly complex dependencies, but high number of model parameters cause bad interpretability of the results, whereas classical models, such as decision trees and kNN classifiers, give a better ability to understand the processes behind the analyzed phenomena.
To complement the classification analysis, the statistical examination was also performed. Spearman analysis results indicated significant correlation between the cognitive workload level and EEG features of beta waves located especially in central and parietal areas of the brain. Results of ANOVA for repeated measures prove that the power of waves from the entire studied frequency range was significantly stronger during low and high cognitive workload, than it was observed in the recording in the relaxation condition. Owing to the fact that the statistical analysis did not reveal significant differences between low and high cognitive workload level. What is more, Spearman correlation results did not revealed strong relations between features. This lack of significant differences between low and high cognitive workload levels is a limitation of this research. Further research is needed to investigate this problem.
