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Abstract-Examples of two and three dimensional phase demodulation problems are presented. Computer 
realizations for the optimal nonlinear phase estimator are discussed in detail, with emphasis on parallel 
computer architectures. Implementation of the nonlinear filter on various computer architectures, including 
the CDC6600/76G9, CDC STAR-100, lliiac IV, the CRAY-I, and the Floating Point Systems AP120B is 
reviewed. Detailed Monte Carlo performance analysis is presented for the two-dimensional system, while 
partial results are included for the three dimensional case. Implications concerning the role of computer 
architecture upon nonlinear filter realization are discussed. This article is a revision and update of the 
authors’ technical report [ I] “New Frontiers in Nonlinear Filtering”. Revisions are primarily involved with 
the inclusion of up-to-date results and general conclusions. 
1. INTRODUCTION 
About ten years ago[2] we initiated a research effort which had as its objective the actual 
construction of the optimal nonlinear filter for some low state dimensional problems. The 
mathematical problem consisted of solving a nonlinear partial differential equation of diffusion 
type driven by a random process. The natural synthesis tool was a digital computer. Very 
quickly it was realized that the serial nature of the machines available at that time severely 
limited not only the realization problem but, more significantly, the error analysis problem. This 
is because although a highly developed theory existed, no good error performance bounds were 
available and error analysis could only be done by time consuming Monte Carlo simulation 
analysis. 
We soon decided that we should concentrate our efforts on the phase demodulation 
problem[3] because of the exceptional amount of research effort that had been devoted to 
threshold extension of the classical phase lock loop, which in actuality is a suboptimal filter for 
the phase demodulation problem[4]. Further threshold extension had payoffs which would 
justify the design of a special purpose black box to realize the optimal demodulator. Also it 
became obvious that some thought should be given to the architecture of the black box in order 
that it provide real-time realization as well as effective off-line error analysis[5] capabilities. We 
have studied the architecture question by gaining experience with designing fast software for 
various parallel, pipeline and array processors, and along the way documenting the achievable 
error variance improvement possible by the use of the optimal demodulator. 
Our purpose in undertaking this research effort is to develop a new technique for system 
design based on parallel computation and to show in the case of phase demodulation how the 
nonlinear filter can improve system performance. To those who believe our results are 
impractical because of the computational resources required to propagate the relevant con- 
ditional density, we feel it sufficies to note the enormous progress in computer speed and design 
in the last ten years, in order to underscore the declining validity of that argument as a function 
of time. 
+This work was sponsored by the Department of the Air Force. The views and conclusions contained in this article are 
those of the contractors and should not be interpreted as necessarily representing the official policies. either expressed or 
implied. of the United States Government. 
$Air Force Grant AF-AFOSR-3100 and Contract F44620-76-CoO85. 
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2. PROBLEM DESCRIPTION 
We model the observation process as the solution of random differential equations in the 
sense of Ito[6]: 
dz’ = H(x3) cos (x,) dt + dv’ 
(2.1) 
dz* = H(x3) sin (x1) dt + dv’ 
where xl is a phase process, x3 is the amplitude process, and v’ and v* are Brownian motions of 
spectral density r which are independent of the amplitude and phase signal processes. Our 
object is to find optimal estimates of the current value of phase and amplitude based on past 
and present observations of z1 and 2’. In order to proceed we must model the amplitude and 
phase processes, which may also be done in the sense of Ito as 
dx, = x2 dt 
dx,=dw, 
dx,=-/3x,dt+dw, 
(2.2) 
where dw, and dw, are white noises with spectral parameters q33 and qz2, respectively. We 
consider two special cases of (2.1), (2.2): for the two-dimensional process we replace the H(x3) 
with unity and eliminate the equation for x3 from the state equations; for the three-dimensional 
process we implement (2.1) and (2.2) as shown with H(x3 = exp (x3). 
The solution of the filtering problem involves the determination of the conditional prob- 
ability density for the signal process given the present and past observations. This solution is 
obtained by solving the following differential equation: 
dp = Ap dt + (h - i)‘R-‘(dz - i dt)p 
with (2.3) 
I 
where s = 2 and n = 3 for the three-dimensional model or n = 2 for the two-dimensional model, 
A=+?x3$ 
a 1 a2 1 a* 
3 
+x2-+-q33axjt+y22ax,? 
ax, 2 
h = 
( 
H(x3) cm (XI) 
H(x3)sin(x,))’ R=(L 9)’ (2.4 
2’ 
z= 0 z2 * 
Equation (2.3) is the Stratonovich-Kushner quation for the solution to the nonlinear filtering 
problem (see [7]). 
Two alternatives exist for solving (2.3) on a digital computer[8]. One scheme involves the 
direct replacement of (2.3) with a suitable finite difference equation which in the continuous 
limit approaches (2.3), and when solved yields a solution which also in the limit (hopefully) 
approaches the solution of (2.3). A more effective method, however, is to pose and solve a 
sequence of discrete filtering problems as 
z,’ = H(xn3) cos (X”‘) + V”’ 
(2.5) 
z.* = H(x,~) sin (x,‘) + vn2 
x ” ’ = xl-, + Ax’- n I 
x,* = x’,_, + w’.-, (2.6) 
x,’ = x’,_, + PAX:_, + w’,_, 
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where E( v,,;)~ =r/A, E( w,‘)* = Aqii with A interpreted as the sampling interval. The solution to 
the discrete filtering problem evolves according to the equations [7,9] 
P,,, = S* F, (2.7) 
(2.8) 
where P,{F,} is the conditional distribution of x,‘, x,*, and xn3 given .$,_I, z6_2,, , , , zoi {z,‘, 
I z,-I 9.. . , zoi}, * denotes convolution, 1 denotes point-wise multiplication. The functions S and 
D,, are derived from (2.5) and (2.6), based on assumed probability density functions (Gaussian) 
for ~9”’ and v,‘, respectively, and K, is a scalar which is chosen to normalize F,, to have unit 
total mass. 
For the two-dimensional special case (i.e. without the amplitude signal process) the optimal 
filter recursion of (2.8) becomes 
where 
D,(YI) = exp { 
z,’ cos (y,) + z,* sin (yr) 
rid 1. 
It can be shown [ 10, 1 l]’ that a cyclically modulated ensity F., defined as 
F,(y,, yz) 4 2 2 F:(YI +2dc, y2+2+) 
kc-SC,=-oc 
(2.9) 
(2.10) 
(2.11) 
with - 7~ 5 yl < 7~, and - n/A 5 y2 < V/A, carries all of the information ecessary for nonlinear 
filtering subject o the cyclic loss function L(E,) = (l/2)(1 -cos (er)), where l 1 is the error in the 
estimate of the phase xl. The modulated ensity satisfies the recursion relation 
where 
FAG 7) = +- DAcr) /zA $7 - p)F(a - /LA, CL) dp 
n 
(2.12) 
(2.13) 
It has also been established [ 10, 1 l] that the estimate x): of x,’ which minimizes the expected 
value of the cyclic loss function is given by 
Xz = Xg {E &'lZi', zfi 5 ?I)}. (2.14) 
The optimal filter recursion (2.8) for the three-dimensional problem can be obtained in an 
analogous fashion. Using a discrete form of the representation theorem (see[7]) and following 
the development of the two dimensional special case, the density F, for the filtered amplitude 
and cyclic phase processes can be updated recursively as 
F,b,vi)=~D,(o;a) NT - a)Sz(a - Pv) F,,-da-PA, /J, 7) dF dn (2.15) ” 
where 
z.‘coso+z”*sing-kH(a) 
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1 
SI(~-CY)=~$ exp -- 
cc [ 2& ( 
7-a+$y’] 
S2(a - P17) = exp [ 
- 2q,,A -&a -&)*I 
and K, is again a normalizing constant chosen so as to make F, integrate to unity. 
As discussed previously, the most convenient and accurate scheme for solving the con- 
tinuous-time filtering problem is to solve the corresponding discrete-time filtering problem for 
appropriately small A, instead of attacking the continuous-time problem directly. Indeed, it is 
interesting to observe the relationship between (2.3) and the pair (2.7) and (2.8). Solving (2.7) 
and (2.8) n times leads to 
P, = (eAAeBA) (eAAeBA) . . . (eAAeBA)Po 
1 2 . . . n 
(2.16) 
where the operator eAA is convolution with S and eBA is multiplication by 0,. The infinitesimal 
generators of the operators eA’ and eB’ are A (see 2.4) and B: p +(h - hYR_‘(dz- hdt)p, 
corresponding to the terms on the right side of (2.3). The fact that the relation for P,, 
approaches the solution P(t, x) of (2.3) is known as Trotter’s formula. Since we replace the 
continuous-time problem with the analogous discrete-time problem, the update relations (2.7) 
and (2.8) inherit the properties of P(t, x); in particular, the positivity of P(t, x) implies the same 
for P,. It is of course important o preserve this positivity relationship when additional 
approximations are introduced for the purpose of realizing (2.7) and (2.8) on a digital computer. 
We have considered various ways to represent the conditional density in the update formulae 
(2.7) and (2.8) by a finite number of finite precision parameters. The representations will be 
briefly reviewed in the context of the two-dimensional phase demodulation problem. In the 
point-mass representation (see[l21) the conditional density is characterized by a finite set of 
weights placed at discrete points in the domain of the density. A fixed rectangular grid, 
consisting of m points in the phase variable xl and n points in the phase rate variable x2, is 
defined as follows, with indices (i, j) corresponding to the state variables (a, 7), respectively: 
i=O ,.*a, m-l 
T(j) = IT+~(f>+~(L)2(!+Ll), 
(2.17) 
(2.18) 
j=O,...,n-1. 
Note that the phase rate variables, evaluated at the points T(i) may be used directly in the 
convolution (2.12), but the a priori conditional density F,_, must be interpolated along the phase 
coordinate such that t(k) = c+(i) -AT(j), so that k must correspond to pairs i and j which satisfy 
(modulo m) 
(2.19) 
Now if m is arbitrarily taken to be an even integer and n/m is taken to be an integer then (2.21) may 
be decomposed into an integer part and a fractional part as follows: 
where 
k=k+k’, (2.20) 
(2.21) 
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(2.22) 
i=o,..., m-l,j=O,...,n-1 
DIV is integer division (with discarded remainder) 
MOD is the remainder after integer division. 
The interpolated ensity point will lie between kand (k + 1) MOD m in the phase coordinate, with 
weighting k’ on the former and 1 - k’ on the latter. It can be seen from examining (2.19)-(2.23) that 
interpolation in the phase coordinate is always required if m is even and n > m. Moreover, if m is 
odd, interpolation will also be required unless m = n, in which case 
v) MOD m. 
Previous simulation results[lO, 11,131 have been reported using m odd with n/m chosen 
(2.23) 
between 4 and 6. The present work takes m to be even (32) in order to provide the best mapping 
to machines uch as Illiac IV which have an even number of processing elements. There is no 
other significance to this change of realization. In any event, with n/m =4 there must be 
interpolation independent of whether m is odd or even. 
The term (2.13) consists of an infinite sum. The values which the argument may assume 
consist only of integer multiples of 27r/nA in the discrete coordinate space, resulting in 
(2.24) 
Jp(=O,l,..., n-l. 
The expression (2.24) reveals that S is an even function which is cyclic modulo n. Further, for 
small values of 422, the contribution to the sum (2.24) of all terms except I = 0 is negligible. A 
key result for the two-dimensional problem [ 141 is that the nonlinear filter performance depends 
only on a function of q22 and r; thus, any problem may be scaled by adjusting both r and q22 so 
as to provide a suitably small qz2 so as to guarantee the validity of the approximation 
So)-exp[~(~)I~~],lPl=O,l,..., n-l. (2.25) 
In the examples chosen for this paper, q22 is taken to be 0.01, which permits us to ignore all 
terms for Jp( > 5, that is S(p) 40 for IpJ > 5. 
The point mass method will be the representation discussed in detail in this paper because it 
is accurate, preserves positively, readily generalizes to higher dimensions and is easily im- 
plemented on a large class of digital computers (see [15-191). We will briefly highlight in the 
remainder of this section some other representations which have previously been studied in 
connection with this problem (see [ 10, 11, 20-301). 
The doubly periodic density function F,(x, y) may be represented by a finite number of 
Fourier coefficients {aij(n)}(i,j)Es, where S is finite. Moreover, it is possible to derive a recursive 
update SO that {aij(n + 1)) can be obtained directly from {nij(n)}, and the cyclic optimal estimate 
can be expressed as x$ = arg [~,,~(n)]. For more details consult [ 10, 11,27,30]. Experience has 
shown that the behavior of the Fourier filter is very good with respect o the estimates, in spite 
of considerable negativity introduced by the truncated series representation. Moreover, for 
reasonably low signal-to-noise conditions the filter can be as much as an order of magnitude 
faster than the equivalent point-mass filter. The speed advantage begins to disappear, however, 
as the signal/noise environment is improved, and the filter requires the use of complex 
arithmetic and Bessel functions, which makes it somewhat more difficult to realize and 
unattractive to vectorize. 
If F, is represented by a linear combination of a finite number of splines under tension, the 
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update formula (2.12) can be used to obtain a corresponding recursive updating formula for the 
spline coefficients. The spline filter can be made to operate as fast as the Fourier filter and the 
positivity of the densities can be assured by appropriate (experimental) adjustment of the 
tension coefficients. The implementation of the spline filter, however, requires considerable 
nonvectorizable overhead so that implementation of filters on highly parallel or vectored 
computers would not provide significant speed improvement. 
Another class of representations involves fitting densities with Gauss-Hermite polynomials 
or by sums of Gaussian densities. These methods show the greatest promise when the 
signal/noise nvironment is rather good. The choice of the appropriate number of terms and the 
placement of the terms (in the case of Gaussian sums) requires a good deal of experimentation 
and nonvectorizable computation as the signal to noise ratio drops well below the threshold of 
the phase-locked loop. 
After much study, therefore, the point-mass filter has evolved to a standard of comparison 
for other techniques. Moreover, as computer evolution continues a higher premium is being 
placed upon regularity and parallelizability of computation, so that the comparative importance 
of the point-mass method will continue to grow (see also[31]). Since the point mass filter also 
enjoys uniform convergence (as the density of the grid increases) and overall simplicity of 
implementation it is natural to do a computer architecture tradeoff in the context of the 
point-mass filter. 
3.CANDIDATE COMPUTER ARCHITECTURES 
As discussed in the previous section, it is possible to increase the computational efficiency 
of some examples of our problem by up to an order of magnitude by the use of sophisticated 
numerical techniques. The standard for performance comparison, however, remains the point- 
mass filter which, coincidentally, also has a simple and highly regular realization. Since 
performance analysis for nonlinear filters requires extensive Monte Carlo simulations, and the 
point-mass filter is a reference standard, the point-mass filter must be efficiently implemented. 
Thus, our attention has concentrated on the subject of computer architectures which can 
exploit the regularity and parallelizability of the point-mass filter. We are of course interested 
both in the suitability of the architecture and the ease of programmability for our class of 
problems. 
The majority of commercially available computers are essentially single thread or Single- 
Instruction-Single-Data (SISD) architectures. Nevertheless, ome reasonably fast machines of 
this type have been built. By employing ever faster memories, high-speed cache memories, 
instruction fetch-decode-execute overlap, fast multipliers, etc. various serial machines have 
become quite competitive for this problem, at least for the two-dimensional version. Examples 
of such machines are the IBM 370/168 and the PDP 1 l-70, both of which have been used in this 
study. On the other hand, extension of the study of nonlinear filter performance to problems of 
higher dimension clearly requires more powerful architectures ( ee also [32-361). 
The vector processing machines which have been studied for this report include two broad 
categories: the array processor and the linear vector pipeline processor. An array processor 
such as the Illiac IV[37-391 makes use of many identical processors to create a Single- 
Instruction-Multiple-Data (SIMD) environment. By contrast, vector pipeline machines uch as 
the CDC STAR[40-42] make use of memory paging and segmented arithmetic functional units 
to increase the rate of throughput of multiple identical computations on the corresponding 
elements of vector operands. The vectors for pipeline processors may be obtained from 
sequential memory locations or from linearly related memory locations, in general, forming 
what has come to be referred to as a linear vector. The vectors might also be taken from 
arbitrary memory locations by vector indexing, but any potential advantage of memory paging 
might hereby be lost. 
As experience with advanced architectures accumulates ( ee[43]), it has become apparent 
that a multiplicity of architectural features must be simultaneously present in order to create a 
truly general purpose environment. The earliest examples of this trend were the look ahead 
machines uch as the CDC 6600/7600 which incorporated a finite instruction stack with multiple 
functional units scheduled by means of an automatic reservation system. More recently, 
Floating Point Systems[44-45] has introduced an APl2OB which employs user-generated 
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horizontal microcode to permit the simultaneous execution of a number of parallel activities, 
including a floating point add, a floating multiply and several register-register and register- 
memory transfers. 
The latest and (to date) most comprehensive machine architecture to become available is the 
CRAY 1[46-48], which combines a large variety of registers, vector registers, and multiple 
segmented functional units to achieve a very general purpose machine. The segmentation of all 
of the functional units permits pipelining from vector registers which in turn can be filled with 
linear vectors from memory. Functional unit reservations permit chaining of nonconflicting 
sequential operations, thereby combining overhead from several pipeline operations into one 
composite operation. Another recent architecture involving the array concept is being 
developed by Burroughs (the BSP[49]). 
In the remainder of this section we review the computational requirements of the point-mass 
filter and summmarize the impact of the various computer architectures on the realization of 
this filter. 
(a) Assessment of required computations 
The various manipulations of the pointmass densities which are necessary in order to 
perform the convolution by S are depicted in Figs. 1 and 2. Before the convolution can be done 
it is necessary to develop an interpolated F,_, density as follows: imagine the cyclic density 
attached to a elastic cylinder with axis aligned along the phase-rate coordinate (see Fig. 1). The 
coordinate transformation leading to the interpolated F._, is imagined as follows: fasten the 
ends of the elastic cylinder to parallel flat plates; now rotate the plates in opposite directions 
each one-half revolution; next compute the interpolated ensity along lines parallel to the 
cylinder axis. The interpolated ensity on the resulting cylinder is fitted with a gaussian sleeve 
(i.e. height equal to amplitude of S), and the cylinder is joined end-to-end, forming a torus. The 
convolution operation produces a new density function by replacing the ring under the center of 
gaussian sleeve with the integral of the product of the sleeve height with the original density 
under the sleeve (see Fig. 2). The final operations in the implementation of the cyclic nonlinear 
filter are the pointwise multiplication by D, and the normalization by K,. The estimates are 
fgg3- 
Fig. I. First step in convolution process. 
Fig. 2. Phase rotation and phase-rate convolution. 
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computed by collapsing the resulting density along the phase-rate dimension, multiplying the 
resulting ring by sine and cosine of phase and integrating, and finally by computing the 
arctangent of the ratio of the results. 
The computations required to implement he two-dimensional point mass filter are sum- 
marized in Table 1, as a function of m and n. The sensor terms are the only ones which require 
math functions (exponentials). Since only m exponentials are required, this computation is 
generally insignificant compared with the overall filter update, so no special effort has been 
expended to optimize the required computations. 
Table 1. Floating point operations for filter 
Number of Operations 
Function Multiples Adds Divisions Exponentials 
Sensor Terma 2m m 0 m 
Interpolation mn 2mn 0 0 
Convolution SW 1Omn 0 0 
Rev sums 0 IlUl-Ul 0 0 
Estimates 3m 3m- 1 1 0 
NormaliraCion mn+m 0 0 0 
I 
Tocal 7nm+6m 13mn+3m- 1 1 m 
Example w__’ 28864 53343 32 
m = 32 (no. of phase points) 
n - 128 (no. of phase rate points) 
(b) The CLX-STAR algorithm 
1 
I 
-i 
The pipeline architecture (seeI40-421) is unconstrained by small fixed resources (i.e. 64 
processors). On the other hand, efficient utilization of the pipeline requires detailed attention to 
prearrangement .of vectors to allow for streaming from consecutive memory locations. This 
consideration is particularly important for STAR, which has a relatively slow memory cycle 
time. Since the nonlinear filter is recursive, it is necessary to include the vector rearrangement 
as part of the filter update and therefore the rearrangement constitutes the major overhead of 
the STAR program. The operations on the matrix F,_, to precondition it for the convolution are 
shown in Figs. 3 and 4.t First, the column-ordered F,_, matrix is column-shuffled with itself to 
produce a matrix which has two copies of every phase variable in each column. Then, a 
scrambled F,_, can be formed which has the property that each row in the final convolved 
matrix can be generated by operating on a suitable interpolation between the two adjacent rows 
of the scrambled F,,_,. The interpolation which does this is depicted in Fig. 4. This interpolation 
may be done by vector operations of length (m + l)n, or 4224. The row corresponding to m + 1 
in the result may be compressed out of the final result to reduce the subsequent calculations. 
The cyclic convolution is shown in Fig. 5. Fist, the end columns of the interpolated F,_, are 
cyclically copied to produce a matrix from which each of the terms of the convolution may be 
obtained as m x n matrices. The production of a j-term symmetric onvolution is done in 
parallel for all 4096 points by a sequence of 10 vector adds and 5 vector multiplies, all of length 
4096. 
The only computations which are done on the STAR that are less than 100% efficient are the 
vector sums and the determination of the estimates. This is reflected in Table 2, which gives the 
breakdown of the various functions in the STAR program. The minimum achievable filter 
update time of 4.9 msec corresponds to an average computation rate of 16.8 (megaflops) million 
floating point operations per second for the required computations of the nonlinear filter. In 
tFigures 3-5 are shown with m = 4 and n = 16 for illustrative purposes only. 
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Fig. 3. Scrambling of phase variables modulo 2~. 
INTERPOLATED DENSITY , _/.--- 
._,’ 
1 UNNECESSARY EXTRA ROW 
Fig. 4. Interpolation of scrambled matrix. 
INTERPOLATED DENSIT” 
Fig. 5. Convolution operation. 
order to understand this figure in light of the achievable rates of vector operations, it is 
necessary to multiply the total time by 0.634 (from Table 2), the fraction of time devoted to 
arithmetic, and the total number of arithmetic operations (82208) from Table 1 needs to be 
divided by 0.785, the fraction of required arithmetic. The resulting effective arithmetic rate is 
33.7 megallops. When account is taken (from Table 1) that 64.9% of the required floating-point 
operations are multiplies, which execute at 25 megaflops, and 35.1% of the operations are 
additions, which execute at 50 megaflops, the composite arithmetic rate would be expected not 
to exceed 25(0.649) + 50(0.351) =33.8 megaflops. Thus, the nonlinear filter makes extremely 
efficient use of vector arithmetic. It is readily apparent, moreover, that the inefficiencies of the 
resulting program are directly attributable to the slow memory speed (e.g. 31.3% of the time 
devoted to vector rearrangement) and the introduction of unnecessary vector arithmetic to 
compensate for rather slow scalar (and short vector) processing. If the memory speed and 
CAMWA Vol. 6. No. 3-D 
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Table 2. STAR program breakdown _ 
Cycles 
operations 
Vector Arithmetic 
% of Total start-ups Compuce Required 
63.4 5174 76793 78.5%. 
vector Rearrangement 31.3 1233 39292 83.7% 
Scalar Arithmetic -_ __ 79 100.0% 
Subroutine Overhead 
3 Calls 
4.1 __ 5142 0% 
nisce11ane0us 1.2 __ 1537 100.0% 
Memory Conflicts, etc. 
TOTAL, 
Minimum Achievable 
_--_.--. 
6407 122843 5.17 msec 
5% 95% 
6224 111296 -j 4.70 msec 
--__- 
scalar processing speeds were better matched to the 25megaflop cycle rate, the filter would run 
almost wice as fast. 
The CDC STAR was programmed in a vectorized form of FORTRAN IV with the use of 
assembly language listings to aid in optimization. It was necessary to insert two inline machine 
instructions to implement he vector block transfers for the rearrangement process. These 
instructions were not as yet supported by the FORTRAN system. Moreover, we were 
compelled to replace one machine instruction which was supported (the SUM instruction, 
which accumulates the sum of components of a vector) by an entire vector subroutine in order 
to increase execution speed. Since these changes were anything but obvious we view the 
language support o be somewhat deficient for this particular exercise. 
(c) The Illiac IV algorithm 
The primary considerations for programming the Illiac IV array are the proper utilization of 
all of the 64 processor elements (PEs) and minimization of data routing between PEs (see 
[37-391). In order to accomplish the efficient use of the PEs, the values of m = 32 and n = 128 
were selected and utilized for all machine xamples. On the Illiac, two rows of PE storage were 
used for each value of the phase samples in F,. The interpolation and convolution were 
accomplished in a totally parallel fashion, using all 64 PEs, except for the operation depicted in 
Fig. 6. The convolution operation of Fig. 5 is done by cycling the rows (of length 128) under the 
convolution kernel, one element at a time. It is necessary to perform a cyclic rotation of each 
phase row to accumulate the terms for the convolution (a cyclic rotation to the right is 
combined with a cyclic rotation to the left at each step). Since a cyclic routing on Illiac IV 
involves only one 64PE row at a time, it was necessary to form the two-row rotation by two 
single-row rotations, followed by an end-element switch (involving three transfers with only 
one PE enabled). 
The overall effectiveness of the Illiac IV algorithm is evident from the fact that so few 
operations are required which involve fewer than 64 PEs enabled. The sensor terms are 
computed with only 32 PEs enabled, but this operation only involves about 5% of the estimate 
update. The single PE transfers in the convolution are also only responsible for about 5% of 
the computation time. Finally, the row sums are done logarithmetically with a PE utilization 
efficiency of 16.7%, and they account for another 5% of the estimated computation time. Thus, 
the net PE utilization efficiency of this algorithm is 87.5%. 
Although the Illiac IV algorithm is capable of utilizing all of the PEs 85% of the time, it 
remains to estimate what percentage of the PE time is devoted to floating-point computation as 
opposed to memory operations. The Illiac architecture permits only one floating point operation 
to be in progress at one time in each PE. At least one operand fetch from memory can be 
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Fig. 6. Cyclic Rotation Module 128 on Illiac. 
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EFFECTIVE CHAIN LENGTH (t lops) 
Fig. 7. Maximum computation rates for Illiac IV. 
overlapped with computation, however, so that throughput can be maximized by chaining 
multiple arithmetic operations in series and retaining intermediate results within PE registers. 
Assuming two operands must be fetched at 10 cycles each to start a chain and that one result 
must be stored for 10 cycles to end the chain, then the megaflop rate for a chain of N identical 
lo-cycle operations (e.g. floating point multiples) is given by 
(3.1) 
where C is the cycle time in nanoseconds. This working expression is plotted in Fig. 7. 
The code for the Illiac was prepared in GLYPNIR, an ALGOL-based language with no 
automatic optimization features. Thus, although assembly language listings were used to 
minimize unnecessary overhead, no effort was expended to introduce any arithmetic haining 
since that would have required extensive machine dependent code. Furthermore, the timing was 
done with the clock rate set at approximately 80 nanoseconds per cycle. Thus, the measured 
time of 9 milliseconds for the approximately 83K floating point operations corresponds to a raw 
rate of 9.2 MFLOPS which, corrected for the 85% PE utilization is equivalent to 10.8 MFLOPS 
of full PE utilization versus 20 MFLOPS achievable with no chaining or 54% of the maximum 
achievable arithmetic rate. Assuming that the 46% overhead is retained, but that chaining is 
introduced to an effective chain length of N = 3 on the average, then the achievable Illiac rate 
would be 18.4 MFLOPS for C = 80 nanoseconds or 29.4 MFLOPS for the design value of 
C = 50 nanoseconds. 
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The CDC 6600 (and 7600) has instruction look-ahead and multiple arithmetic functional units 
which provide a partial overlap parallelism. The most efficient 6600 programs contain many 
tight loops instead of complicated computations within large loops. By recoding the vectorized 
STAR program in analogous FORTRAN for the CDC 6600, we were able to achieve efficient 
utilization of the available resources with functional loops which are for the most part 
contained within the 8-word instruction stack. 
The basic data flow of the CDC 6600 is illustrated in Fig. 8. Reads from memory are 
accomplished by setting the A registers Al-A5 with the appropriate address; writes are 
obtained by loading A6-A7. The B registers are used for incrementing and address com- 
putation. 
The breakdown of the computations for the CDC 6600 is shown in Table 3. Note that the 
Fig. 8. CDC f%OO CPU architecture. 
Table 3. CDC6600 program breakdown 
FUNCTION MULTIPLIES ADDS READS WRITES IN STACK? 
Sensor Update 64 32 96 32 NO 
Interpolation 4096 8192 lb480 4096 Inner Loop 
Only 
Cyclic Expansion __ __ 320 320 Yes 
Convolution 20480 60960 65551 24576 Yes 
ROW sums -_ 4064 4128 32 Yes 
Estimates 96 93 139 3 Yes 
Normalization 4128 __ 4160 4096 Yes 
TOTALS 28864 53341 90874 33155 
NO. MINOR CYCLES 10 7 3 3 -- 
TOTAL CYCLES 288640 373387 272622 99465 
SUMMARY: Operation Cycles % - 
Arithmetic 662027 so.9 
Read/Write 372087 28.6 
Overhead 265886 20.5 
Minor Cycles Measured 1300000 100.0 
@ 0.1 usec/cycle 
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major overhead is for reading and writing and miscellaneous waiting. It is interesting to note 
also that the ratio of multiply rates between STAR and 6600 is 25 to 1, while the add-rate ratio 
is 35 to 1 (including normalization on 6600). Thus, for arithmetic alone, STAR would be 
expected to be 31 times faster than the 6600 on this problem. The achieved speed-up of 27 is 
therefore reasonable. 
The CDC 6600 was programmed in standard FORTRAN IV for this problem. It was 
necessary to code all two-dimensional rrays as one-dimensional rrays and to make several 
iterations with assembly language listings produced by the FI’N 4.6 level 428 optimizing 
compiler before the final running time of 130msec per estimate, which corresponds to 0.63 
MFLOPS, was achieved. It should be acknowledged that the present 6600 program does not 
make use of the second multiplier, since to do so would force the affected loops out of the 
stack. The CDC 6600 and 7600 serve as good benchmarks for comparison of achieved 
efficiencies and software development difficulties. The three-dimensional problem is intractable 
for the 6600. We are currently studying the three-dimensional problem on the AP-120B. 
(e) The AP-120B algorithm 
The Floating Point Systems AP-120B architecture (see [44,45]) is illustrated in Fig. 9. There 
are sufficient data paths to permit a number of essentially independent operations to proceed in 
parallel. Microcode for the AP-120B is included in @bit microinstructions, which are pro- 
grammed and cross-assembled in a Macro assembly language for the host minicomputer. 
Although the software development for the AP-120B must be considered tedious by com- 
parison with the larger machines, the AP-120B can nevertheless provide competitive per- 
formance at very low cost. Thus, we have optimized a two-dimensional example for the 
AP-120B to show its performance in the most competitive light, even though we have not 
expended equivalent effort in optimization for other machines. 
The initial code for the AP120B was derived by translating the CDC 6600 FORTRAN IV 
code described in the previous section. The only modification introduced was to implement the 
convolution in a one-dimensional pipeline, as suggested by Randy Cole of USC/ISI. The 
original program required 22.8 msec per estimate and utilized three times as much memory as 
was required to store the density information. An alternative formulation, taking into account 
the intrinsic odd/even memory paging constraints, was eventually developed, resulting in a 
computation time of 13.88 msec per estimate. This latter, essentially minimal, program is the 
subject of the present discussion. 
The various conditional densities can be visualized as 32 X 128 matrices of weights 
representing the appropriate probabilities, with the (i, j)th weight associated with the ith phase 
and jth phase rate weight, even though in the machine this matrix is stored as a 4096-clement 
vector made up of the ordered columns of the matrix. The code which realizes the update of the 
one-step predictor P,_r -P,, is broken into two parts P,_i+F,,_i and F.-i + P,, which are 
respectively column-oriented and row-oriented operations. 
We describe first the passage from the predictor to scrambled filter density, P.-,(x, y)+ 
F.-,(x -Ay, y). Assume that P,,_, has been stored unnormalized (i.e. not divided by K,_i). 
Then (l/K,_,)D,_,(xj) is written on ith place of both Data Pad X (DPX) and Data Pad Y (DPY) 
Fig. 9. AP-120B processor block diagram. 
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(see Fig. 9). Next, starting from the last column of P,_, the column elements are written 
alternately on DPX and DPY in the positions corresponding to their order in the column, 
starting with DPX or DPY depending upon whether the largest a with Xi - Dyj 2 x, is odd or 
even for the jth column. This interleaving of the values of a column of P, is necessary because 
the APIZOB microcode permits at most one access to each of DPX and DPY in one instruction. 
Thus, for the jth column, P,_,(x,, yj) in DPX(I) and P,_,(x,+l, yj) in DPY(I + 1) are replaced by 
(l/K,-,) D,-1(x,). PAX,, yj) and (IIK,-~)~-~(x~+~)P,-I(x,+~, yj)l respectively, while Pn-h+?, Y~I 
and P(x,+~, yi) are read from main data memory into DPX(I +2) and DPY(I +3). Next, the 
interpolation of the contents of DPY(I - 1) and DPX(I) are written into P,_dx,_,, yj+l) and 
Pn_I(~I+l_a, yj+l), respectively. During the above operations I= a + 1, a + 3,. . . , a + 31 and 
these indices are interpreted module 32 by masking out all but the last 5 bits. We have 
described the situation when a is even; if (Y is odd the DPX and DPY are interchanged. The 
result of the P,,_, + F._, operation, the scrambled values of F,_, reside in main data memory 
overlapping the old P,_, but shifted to the right by one column (i.e. 32 locations). 
The next part of the update consists of the convolution of the scrambled values of F,,_I with 
a gaussian kernel to produce P,. Because of the mathematical structure of our problem the 
convolution task is row-oriented; that is, 32 one-dimensional convolutions, one for each row of 
the scrambled filter density. 
We will illustrate the convolution for a typical case where the convolution kernel Ui has finite 
support, i.e. ai = 0 for JiJ > 5. Denote ki as the input sequence and li as the convolved output, 
then 
This convolution is implemented as a pipeline (see Fig. 10) within the registers of the AP120B 
as follows: ten registers are used to store the partial convolutions for ten consecutive values 
of j. Then Ki are inserted serially into the pipeline. 
The pipeline is initialized according to the sequence below, which produces I, at the output: 
Step Computed Terms Instructions Flops 
1 k-da5 1 1 
2 k--Jas k-3& 2 3 
3 k-205 k-z:4 k_,a+, 3 5 
. . . 
11 k,aT kc& 
+ 
k&G . . * khf-, 11 21 
- - 
66 121 
Thereafter, until fn_ro, 4 is produced in 11 instructions with 21 FLOPS (11 multiplies and 10 
adds). After k._, is inserted into the pipeline, then b, k,, . . . , k5 must be inserted again to 
complete the calculation. During the last 10 iterations the pipeline may be shut down in a 
manner analogous to the above build-up, so that the last 10/i are produced in a total of 55 
instructions, or 100 FLOPS. Thus, in summary we can produce 128 convolution terms with 
110-t 118 (11) = 1408 = 11 (128) instructions and 200 + 118 (21) = 2678 FLOPS, for an overall 
arithmetic efficiency of 95%. On the other hand, if we note that ai = h-i and a0 = 1, we see that 
the total required computations for this symmetric convolution equals 128 (10 ADDS+5 
MULTIPLIES) = 1920 FLOPS, so that the equivalent symmetric onvolution cannot be made 
ki 
Fig. IO. Ccmvolution flowgraph for AP-12OB. 
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anymore than 68% efficient, since 1408 instructions will ideally permit 2816 FLOPS. The fact 
that AP120B achieves 5.9 MFLOPS, then, instead of the theoretical 12 MFLOPS, is partially 
explained on the basis of unnecessary multiplies which are introduced to produce the fastest 
overall computation speed. This is analogous to the vectorization of some functions on the 
STAR wherein superfluous computations were introduced in order to achieve the minimum 
overall computation time. 
AP120B code for the 3-Dprobfem. The software for the 3-D problem used the described 2-D 
code as a subroutine as follows: P,(x, y, z) for each fixed amplitude z is first updated by the 2-D 
microcode described above with sensor density different for different z to obtain P”+,(x, y, z), x 
and y take values on a fixed 16 x % grid while z has value on a moving grid centered at the 
conditional amplitude mean and with mesh proportional to the conditional amplitude standard 
deviation. 
The conditional distribution P,+,(x, y, z) is obtained from p,,+,(x, y, z) by convolving over 
the z direction. See [12] for details on how convolution is performed on a moving grid. This 
final convolution is achieved by a software pipeline as in the case of the previous convolution. 
The validity of separation of the update in this way depends on the statistical independence of
the amplitude and phase processes. 
(f) The CRAY-1 algorithm 
The CRAY-1 (see [4648]) represents a logical extension of many of the features of the 
CM36600 system. It may be viewed in a global sense as a multifunctional unit machine with 
vector pipelining extensions. Closer inspection reveals a number of innovations which extend 
the generality of the design and which go a long way toward eliminating inefficiency. Probably 
the most significant improvement is to provide segmentation of all functional units so that 
processing need only wait until input and output registers are free, independent of the amount 
of time required to compute the function. In addition, two new features significantly impact he 
applicability of the CRAY-1 for vector processing. First there are eight vector registers which 
may be filled by any set of operands composing any linear vector in main memory? of length 
less than or equal to 64. The vector registers may be used to provide inputs or outputs to any of 
the floating point functional units at an 80 megaflop rate. Second, and even more significant, he 
output results from one vector operation can be combined with inputs from a third vector 
register as they appear, thus avoiding a second start-up delay. Thus, with addition chained with 
multiplication, the CRAY-1 is asymptotically capable of producing up to 140 megaflops. 
Chaining of vector operations on the CRAY-1 can be explained with the aid of Fig. 11, 
which shows the memory and function unit utilization patterns for an evaluation of the vector 
I 
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CHAINED Lt 
V3_“D + v.2 VS-V3WS 
OPERATIONS 
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I 
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I N lTERATlONS-! 
FLOATING POINT OPERATIONS IN KERNEL = 128 
COMPUTATION RATE = SO 
( 
,sN) MFLOPS 
T CHAIN SLOT CYCLES 
Fig. 11. Optimal evaluation of D t ! $Ai. 
i-l 
?Memory bank access conflicts only occur if the consecutive operands occupy memory locations separated by a 
multiple of 16 locations. 
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D+2 SiAi 
i=l 
where D and the Ai, i=l,..., N are 64-element vectors and the SC are scalars which are 
assumed to be in scalar register storage. Evaluation of the expression proceeds by cyclic 
utilization of the eight vector registers. Assuming all operations are of length 64, results from a 
vector operation are available ither beginning exactly on the chain-slot cycle or 64 cycles later. 
The chain-slot cycle varies with the operation; it occurs on cycle number 8 for floating-point 
additions and on cycle 9 for memory reads and floating-point multiples. Chaining can occur if 
(and only if) all operands are waiting and the functional unit is free during the chain-slot cycle. 
Otherwise the instruction does not issue for 64 cycles after the chain slot. Using these rules and 
ignoring all other constraints, the timing chart in Fig. 11 can be constructed. The figure shows 
how the evaluation consists of a repetitive kernel involving 64 adds and 64 multiplies in 72 
cycles imbedded in a start-up memory read (lead-in) of 86 cycles and a memory store (lead-out) 
of 64 cycles. The functional units are free after four cycles, so it is necessary to assume that 
four additional cycles are used for other (non-vector) instructions in order to assure that 
successive additions are at least eight cycles apart. Otherwise, chaining of the addition to the 
second multiply would not occur because of the unavailability of the other addition operand (V, 
in the diagram). 
Implementation of the nonlinear filter in a form compatible with full vector potential of the 
CRAY-1 can be accomplished in standard FORTRAN, with some minor restrictions. The basic 
code for the convolution, as depicted in Fig. 7, can be implemented as follows: 
10 
20 
30 
40 
DO40 1=1,32 
DO 10 J= 1,128 Initializes row I 
JN(1, J) = JNl(1, J + 10) from cyclic/interpolated density 
DO30 K=l,5 
! 
Recursion to 
DO 20 J = 1,128 complete symmetric 
JN(1, J) = JN(1, J) + A(K)*(JNl(I, J + K + 10) + JNl(1, J - K + 10)) convolution 
CONTINUE 
CONTINUE 
The currently available CRAY-1 compiler has the capability of scanning the code in the 
innermost loop (10 and 20, in this example) to determine whether array references dependent 
upon this inner loop index (J in this case) constitute linear vectors (i.e. constant memory offset 
between adjacent elements). Because of the FORTRAN convention to store arrays by columns, 
the vectors defined in the above example are row vectors, so that adjacent elements are 
separated by the row dimension (33 in this case). Thus, the inner loops in the above example 
will vectorize and the compiler will generate code which will implement he 128-element 
computations with two passes on vectors of length 64. FORTRAN code such as the example 
above has been clocked to achieve an average rate of 38 megatlops for the 61440 floating-point 
operationst defined by the inner loop at 20. 
Although the rate achieved for the code in the above example represents an impressive 
speed up over the fastest scalar realization of the inner kernel (38 vs 13 MFLOPS), it is 
nevertheless far short of the asymptotic rate for the evaluation of an expression of this type. 
Three sources of the inefficiency of this code have been isolated. First, the compiler has 
intentionally been designed to extend vectorization over at most one loop level, thus preventing 
the handling of recursive vector expressions as defined by the statement at 20 above, without 
passing the partial results through global memory, rather than retaining these in vector 
registors. Second, no vector expression reordering has been implemented tooptimize execution 
time. Finally, and perhaps most subtle, the optimum efficiency can in some cases (e.g. see Fig. 
11) only be achieved by introducing instruction issue delays to permit maximum chaining (i.e. 
t61440 = 3 operations per loop x (128) x (5) x (32). 
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dummy instructions may be needed). To overcome the multiple loop vectorization deficiency 
the user is forced to explicitly expand recursive vector relations, which may only be done in 
simple cases, such as the one in the above example. To improve expression evaluation ordering 
the user can insert redundant parentheses from right to left (i.e. in the order of expression 
parsing) to force a particular evaluation sequence. Unfortunately, however, there does not 
appear to be any straightforward mechanism for the FORTRAN programmer to introduce 
artificial delays inside complex expression evaluations to assure chaining. 
When all of the above suggestions are incorporated, the most efficient FORTRAN realiza- 
tion of the convolution proceeds as follows: 
DO40 1=1,32 
DO 20 J= 1,128 
20 JN(1, J) = (A(S)*(JNI(I, J + 5)+ JNl(I, J + 15)) 
+ (A(4)*(JNl(I, J + 6) + JNl(I, J + 14)) 
+(A(3)*(JNl(I, J+7)+JNl(I, J+ 1311 
+ (A(2)*(JNl(I, J + 8) + JNl(I, J + 12)) 
+(A(l)*(JN1(I,J+9)+JN1(I,J+111)+JN1(I,J+10))))l) 
40 CONTINUE 
In this version all partial results remain in vector registers and the five redundant sets of 
parentheses force a balanced evaluation of the expression. Without the additional parentheses 
the expression evaluates at a 55-MFLOP rate, whereas as shown it runs at 72.5 MFLOPS. This 
rate compares favorably with the optimal rate for evaluating the expression, based on published 
execution times for the vector instructions, given by 
) (3.2) 
when N = 5 terms (e.g. R 2 80 for N = 5). While this result is encouraging, it must be noted that 
extension of this performance for arbitrarily large N (e.g. to the asymptote of R = 102 
MFLOPS) is practical only with an assembly language program. 
One final note involving the evaluation of the convolution expression concerns the under 
utilization of the CRAY-1 multiplier because of the two-to-one ratio of adds to multiplies. If the 
expression under evaluation contained an equal number of vector adds and multiplications of 
vectors times scalars, the optimal evaluation rate would be (e.g. see Fig. 11) 
(3.31 
We observe that the convolution can be represented in this form if the A(.) terms are explicitly 
multiplied by each component in the density. (This would be necessary for an asymmetric 
convolution kernel, for example.) For the symmetric ase, however, this takes four floating- 
point operations to do the work of three. On the other hand, because the number of terms is 
higher (N = 10 in this case) and the asymptotic efficiency is higher (142 vs 102 MFLOPS), it is 
apparent that the achieved rate for the symmetric onvolution can be higher if one-third of the 
computations are superfluous. In fact, although this has not as yet been experimentally verified, 
as much as a 10% increase in speed is possible for this example by incorporating the extra 
multiplies. 
The overall computation rate for the nonlinear filter update on the CRAY-1 is distributed as 
shown in Fig. 12. This diagram confirms graphically that the convolution, which represents 75% 
of the total computation, executes at nearly twice the average rate, so that the total time for 
producing estimates is dominated by other operations, including memory shuffling. This 
reinforces the conclusion that a really effective vector processor is only adaptable for general 
computation if it also has intrinsically fast scalar processing and fast memory, since any 
practical problem will have some percentage of these operations. A machine with the same 
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Fig. 12. Distribution of computation rates for CRAY-I. 
memory speed as the STAR-100, for example, could execute vector arithmetic infinitely fast 
and would still only triple the average computation rate for our problem (see Table 2). 
4. EXPERIMENTAL RESULTS 
For the 2-D phase demodulation problem, extensive Monte Carlo runs have been made at a 
variety of input signal-to-noise ratios, and the phase error module 27r for the phase-lock loop 
and the optimal cyclic estimator have been evaluated. The results of these Monte Carlo runs are 
given in Fig. 13, where each point on the optimal curve resulted from averaging the squared 
errors of three million estimates with three-standard-deviation c fidence intervals of 2.034 dB 
about each point. The experiment consisted of producing 30,000 independent sample paths with 
each path consisting of 130 samples in time of the phase error mod 27r. The first 30 errors were 
discarded so that steady-state performance could be evaluated. These results were obtained 
using the AP120B array processor. Each point on the curve represents two days of computer 
time. Of this total, one day represents overhead of the PDP-11 host processor. The other day is 
the array processor time. For these experiments a fixed grid of 32 X 128 was used (i.e. 32 
subdivisions in phase and 128 in phase rate). The resulting performance curve on Fig. 13 
represents a refinement to the analogous curve in[lO] where the grid was 21 X 105 and 200 
sample paths were used to find the error. 
The problem of combined phase and amplitude demodulation was first considered in a 
program for the STAB-100 at NASA, Langley, and is described in[ 191. Originally with H linear 
(see (2.5) and (2.6)) for a number of output signal-to-noise ratios, the abssica of Fig. 13, with the 
amplitude being normal with mean 1, variance 0.05 and generated by (2.6), Monte Carlo runs 
showed that unknown amplitude reduces performance only slightly. When H is expenential nd 
lnH(A,) has variance 0.1, again performance closely resembles the fixed amplitude case. We 
are currently investigating the case where lnH(A,) has variance about 2 and H is exponential, 
as this seems to be a physically interesting case. At the moment assembly code is being 
developed for the 3-D phase demodulation problem using AP120B. For the 3-D problem we 
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Fig. 13. Monte Carlo performance summary. 
expect less impact from the PDP-11 system overhead because a larger proportion of time will 
be spent in the AP120B. 
The results of the ongoing timing studies for various machines are summarized in Table 4. 
The maximum theoretical computational rates are derived by considering only asymptotic add 
and multiply rates, with the range given to reflect a variation of the mix of the two types. The 
measured times given correspond to the required 82208 floating-point operations, thus leading 
directly to the achieved rates. Facility cost and development times are given only to provide 
some index of cost effectiveness of using the various machines for this problem. If the amount 
of time a fixed code is to be used is large (e.g. production Monte Carlo runs), then the 
development time is weighted low and the AP120B becomes the cost effective machine to use; 
conversely, for experimental code undergoing frequent changes, the CRAY-1 is the preferred 
choice. 
One difficulty with the cost figures in Table 4 is the problem associated with extrapolation of 
these results to large examples. Each of the machines has built-in limits to local storage, beyond 
which spill over to auxiliary storage leads to additional (non-uniform) program complexities and 
overhead. Thus, it is conceivable that the preferred ordering of the various machines would 
change somewhat for larger problems. The AP120B, for example, would become increasingly 
dependent upon the (presumably) much slower host processor for local storage, which can lead 
Table 4. Comuarative twocessor costloerformance for demodulation uroblem 
Max Time Achieved Approx" Software 
Theory Per Megaflops* cost Develop. 
Megaflops Iteration (n0i iars/ Time 
Machine (msec) Flop) (man-months) 
CRAY-1 80-140 2.1 3R.4 0.21 0.5 
STAR-100 25-50 4.9 16.8 0.48 2.0 
Illiac IV 40-80)' 9.0 9.1 1.10 3.0 
APl2OB 6-12 13.9-t 5.9 .03 6.0 
CDC7600 5-15 25.0 3.3 .91 1.1 
IBM370-168 2-4 94.0 O.R7 2.30 1.0 
CDC6600 l-3 130.0 0.63 1.59 1.0 
PDPVAX11/780 0.5 311.0 0.26 0.77 0.5 
PDPll-70 0.2 870.0 0.09 1.67 1.2 
'Assumes 82.2K Flops per iteration. 
**Assumed installation costs of (production) systems: 
CRAY-1 - $8M, STAR-100 - $8M, Illiac IV - $lOM, APlZOLl - $150X(. 
CDC7600 - $3M, lBbl370-168 - $21, CDC6600 - SLM. PDPl11780 - $200K, PDPll-70 - $lSOK 
tDoes not include PDPll-55 overhead. 
# Assumes 80nsec. clock 
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to programming difficulties and loss of efficiency. Furthermore, the time required to do effective 
Monte Carlo simulations would essentially become intractable for all but the fastest machines. 
Even in this context the CRAY-1 becomes inadequate for problems exceeding four dimensions. 
Another difficulty in interpreting these numbers arises when it is observed that a generation 
of digital component technology spans the machines tudies. The CRAY-I, which achieved the 
fastest timing, is built from extremely fast logic. It is no doubt obvious that if the building 
blocks were more similar the apparent differences between the CRAY-I, the STAR-100 and the 
Illiac would begin to disappear. Indeed if the Illiac architecture were permitted to utilize 
CRAY-I multipliers at an 80-MHz rate, then computation rates in excess of 500 MFLOPS 
would be possible. On the other hand, considering the number of logic packages in the CRAY-I 
multiplier, such a machine would undoubtedly be enormously expensive. Suffice it to say, 
therefore, that the speeds achieved by the CRAY-1 for this problem indicate the current 
state-of-the-art in vector processing. 
Since vectorization is a compiler-directed function on the CRAY, it is possible to suppress 
the use of vector registers and instructions by special commands to the compiler, thus permit 
evaluation of the incremental enhancement of vectorization. Now of course if the code is 
arranged to permit maximum use of chaining for vector instructions, then naturally it is 
generally unlikely that consecutive arithmetic instructions operating in scalar mode will be able 
to issue on successive cycles. Thus, the scalar mode time of the vector code will be a lower 
bound on the achievable rate for scalar operations. Execution of our code on the CRAY-1 in 
scalar mode resulted in an arithmetic rate of 5.88 MFLOPS, or a factor of 6.5 slower than in vector 
mode. Rearrangement of the code to take advantage of functional unit segmentation can only 
increase the scalar speed, so we conclude that at most a speed-up of 6.5 can be attributed to the 
vector enhancements on the CRAY. Nevertheless, this factor remains valid regardless of the 
problem parameters, unlike the speed-ups provided by sophisticated numerical techniques. 
5.CONCLUSIONS 
In this paper we have explored the consequences of implementing a practical nonlinear 
filtering problem on existing machines representing diverse architectural concepts of parallelism 
and computational concurrency. In addition, as we reported in the previous section, we have 
solidified our simulation results for a particular example of a phase demodulation problem and 
we have introduced some considerations directed toward extending the model for that problem 
to include the effects of amplitude uncertainties. 
The primary focus of the current investigation has been toward improving our understand- 
ing of the relationship between machine architecture and achievable arithmetic efficiency for a 
particular example of a nonlinear filter problem. As we have noted, experimental results exist to 
confirm that at most an order of magnitude increase in computational rate may be achieved for 
this problem by employing conventional numerical integration/representation techniques. 
Moreover, the application of sophisticated numerical techniques requires considerable xperi- 
mentation to ascertain suitable values for adjustable parameters, and the resulting com- 
putational efficiency is generally critically dependent upon the problem parameters, uch as 
signal-to-noise ratio. On the other hand, as the current study documents, the adaptation of 
nonlinear filters to advanced vector machines is hardly straightforward, and the achievable 
performance nhancement is subtly dependent upon the computational gorithm employed. 
The new ingredient in the realization problem which is encountered with the introduction of 
vector machines is variability of the cost (i.e. speed) of computation depending upon algorithm 
structure and regularity. The variation in cost can be arbitrarily high for array processors (e.g. 
up to 64-l for Illiac), or it may be more limited, such as the factor of 6.5-l for CRAY-1. 
Nevertheless, numerical techniques which simply endeavour to achieve minimal computations 
for a given accuracy result may not be very applicable to such parallel machines. It is apparent 
that numerical algorithm development for parallel and vector machines must in some way 
paramaterize the various cost factors to achieve the most efficient results. 
At the present ime our survey of available computers indicates that the CRAY-1 is the 
machine to be utilized for nonlinear filter research and algorithm development. This follows 
from achievable speeds and ease of programming. On the other hand, for small problems (e.g. 2 
or 3 dimensions) the APl20B has proven to be a cost effective machine for making production 
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Monte Carlo runs. Extension of the Monte Carlo work to problems of higher dimension will in 
general be impractical for a machine of the size and speed of API20B, however, SO that future 
research will continue to be dependent upon machines of the power of the CRAY-1 and its 
successors. 
Our final conclusion concerns the viability of a real-time nonlinear filter based on our 
experiments to date. As our data reveals, the benchmark two-dimensional phase demodulator 
runs on the CRAY-I with a sampling frequency approaching 500 Hz, and the AP120B runs at 
approximately one sixth this speed. Our previous work on this problem confirmed that adequate 
accuracy can be achieved with a 21 x IO5 grid, or approximately one half the number of mass 
points. Thus, it follows that real-time demodulation of acoustic signals is achievable with the 
realizations developed to date. Moreover, as the performance results confirm, the com- 
putational speeds observed span two orders of magnitude, representing at most ten to fifteen 
years evolution of computer technology. It is therefore conceivable that much higher eal-time 
sampling frequencies will be realizable within only a few years. In the meantime, the study of 
optimal nonlinear filtering methods can serve as guidance for the design and validation of 
proposed suboptimal filters. 
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