An Einstein nilradical is the nilradical of a metric Einstein solvable Lie algebra. The classification of Riemannian Einstein solvmanifolds (possibly, of all noncompact homogeneous Einstein spaces) can be reduced to determining which nilpotent Lie algebras are Einstein nilradicals and to constructing, for every Einstein nilradical, its Einstein metric solvable extension. We show that every nilpotent Lie algebra admits a unique derivation, the pre-Einstein derivation, the solvable extension by which may carry an Einstein inner product. Using the pre-Einstein derivation, we give a variational necessary and sufficient condition for a nilpotent Lie algebra to be an Einstein nilradical. As an application, we prove an easy-to-check convex geometry condition for a nilpotent Lie algebra with a nice basis to be an Einstein nilradical and also show that a typical two-step nilpotent Lie algebra is an Einstein nilradical.
Introduction
The theory of Riemannian homogeneous spaces with an Einstein metric splits into three very different cases depending on the sign of the Einstein constant, the scalar curvature. Among them, the picture is complete only in the Ricci-flat case: by the result of [AK] , every Ricci-flat homogeneous space is flat.
The major open conjecture in the case of negative scalar curvature is the Alekseevski Conjecture [Al1] asserting that a noncompact Einstein homogeneous space admits a simply transitive solvable isometry group. This is equivalent to saying that any such space is a solvmanifold, a solvable Lie group with a left-invariant Riemannian metric satisfying the Einstein condition.
By a deep result of J.Lauret [La5] , any Einstein solvmanifold is standard. This means that the metric solvable Lie algebra s of such a solvmanifold has the following property: the orthogonal complement to the derived algebra of s is abelian. The systematic study of standard Einstein solvmanifolds (and the term "standard") originated from the paper of J.Heber [Heb] .
On the Lie algebra level, all the metric Einstein solvable Lie algebras can be obtained as the result of the following construction [Heb, La1, La5, LW] . One starts with the three pieces of data: a nilpotent Lie algebra n, a semisimple derivation Φ of n, and an inner product ·, · n on n, with respect to which Φ is symmetric. An extension of n by Φ is a solvable Lie algebra s = RH ⊕ n (as a linear space) with (ad H ) |n := Φ. The inner product on s is defined by H, n = 0, H 2 = Tr Φ (and coincides with the existing one on n). If n is "nice" and the derivation Φ and the inner product ·, · n are chosen "in the correct way", the resulting metric solvable Lie algebra (s, ·, · ) is Einstein (note however that these conditions are expressed by a system of algebraic equations, which could hardly be analyzed directly). Metric Einstein solvable Lie algebras of higher rank with the same nilradical n can be obtained from s via a known procedure, by further adjoining to n semisimple derivation commuting with Φ.
It turns out that the structure of an Einstein metric solvable Lie algebra is completely encoded in its nilradical in the following sense: given a nilpotent Lie algebra n, there is no more than one (possibly none) choice of Φ and of ·, · n , up to conjugation and scaling, which may result in an Einstein metric solvable Lie algebra (s, ·, · ).
Definition 1. A nilpotent Lie algebra is called an Einstein nilradical, if it is the nilradical of an Einstein metric solvable Lie algebra. A derivation Φ of an Einstein nilradical n and an inner product ·, · n , for which the metric solvable Lie algebra (s, ·, · ) is Einstein are called an Einstein derivation and a nilsoliton inner product, respectively.
In this paper, we address the following two questions: (A) How to determine, whether a given nilpotent Lie algebra n is an Einstein nilradical? (B) If n is an Einstein nilradical, how to construct an Einstein solvmanifold whose Lie algebra has n as its nilradical? To answer question (B), we need to produce an Einstein derivation and a nilsoliton inner product for n. For an Einstein derivation, the answer is given by Theorem 1: any Einstein derivation is a positive multiple of a pre-Einstein derivation (which can be found by solving a system of linear equations). The nilsoliton inner product could rarely be found explicitly, unless n has a very simple structure. Implicitly it is characterized by (iii) of Theorem 2 and Remark 1 below (see also the end of Section 3).
Question (A) is much more delicate. A necessary condition for a nilpotent Lie algebra to be an Einstein nilradical is that it admits an N-gradation (which is defined by the Einstein derivation [Heb] ). However, not every N-graded nilpotent Lie algebra is an Einstein nilradical.
It is known, for instance, that the following nilpotent Lie algebras n are Einstein nilradicals: n is abelian [Al2] , n has a codimension one abelian ideal [La2] , dim n ≤ 6 [Wil, La2] , n is the algebra of strictly upper-triangular matrices [Pay] . Free Einstein nilradical are classified in [Ni3] : apart from the abelian and the two-step ones, there are only six others. A characterization of Einstein nilradical with a simple Einstein derivation and the classification of filiform Einstein nilradicals (modulo known classification of filiform N-graded Lie algebras) is given in [Ni2] .
Our starting point is the following fact: if Φ is an Einstein derivation of an Einstein nilradical n, then for some constant c < 0, Tr (Φ ψ) = −c Tr ψ, for any derivation ψ of n (see Section 2 for details). This motivates the following definition:
Definition 2. A derivation φ of a Lie algebra n is called pre-Einstein, if it is semisimple, with all the eigenvalues real, and (1) Tr (φψ) = Tr ψ, for any ψ ∈ Der(n).
Here Der(n) is the algebra of derivations of n. We call an endomorphism A of a linear space real (nonnegative, positive), if all its eigenvalues are real (respectively, nonnegative, positive). In the latter cases, we write A ≥ 0 (respectively, A > 0). For any ψ ∈ Der(n) we denote ad ψ the corresponding inner derivation of Der(n). If ψ is semisimple and real, the same is true for ad ψ .
Our main result is contained in Theorems 1 and 2, which are proved in Section 3.
Theorem 1. 1. (a) Any Lie algebra g admits a pre-Einstein derivation φ g . (b) The derivation φ g is determined uniquely up to automorphism of g.
(c) All the eigenvalues of φ g are rational numbers. 2. Let n be a nilpotent Lie algebra, with φ a pre-Einstein derivation. If n is an Einstein nilradical, then its Einstein derivation is positively proportional to φ and
(2) φ > 0 and ad φ ≥ 0.
The inequalities (2) are necessary, but not sufficient to guarantee that a nilpotent Lie algebra is an Einstein nilradical. Combining the idea of the pre-Einstein derivation with [Heb, Theorem 6 .15] we give a variational necessary and sufficient condition for a nilpotent Lie algebra to be an Einstein nilradical, which answers question (A). Denote V = (∧ 2 R n ) ⊗ R n the space of skew-symmetric bilinear maps on R n . Let µ be an element of V defining a nilpotent Lie algebra n = (R n , µ). Choose and fix a pre-Einstein derivation φ of n, and define the subalgebra g φ ⊂ sl(n) by
where z(φ) is the centralizer of φ in sl(n) and t is a linear functional on sl(n) defined by t(A) = Tr (Aφ). Let G φ ⊂ SL(n) be the connected Lie group with the Lie algebra g φ . Define the action of G φ on the
Choose an arbitrary inner product ·, · on R n , with respect to which φ is symmetric, and define ν 2 = i,j ν(E i , E j ) 2 , where {E i } is an orthonormal basis for R n and ν ∈ V.
Theorem 2. For a nilpotent Lie algebra n = (R n , µ) with a pre-Einstein derivation φ, the following conditions are equivalent:
(i) n is an Einstein nilradical;
Remark 1. Note that the equivalence of (i) and (ii) gives the characterization of Einstein nilradicals completely in terms of the Lie algebra structure of n, with no inner product involved. The equivalence of (i) and (iii) is similar to the well-known criterion for a homogeneous space of a unimodular Lie group to be Einstein: as it follows from (5) of Section 2, the scalar curvature of a metric nilpotent Lie algebra is the squared norm of the Lie bracket times a constant.
In (iii), one can replace "has a critical point" by "attains the minimum". Moreover, if f attains the minimum at g ∈ G φ and µ 0 = g.µ, then the metric Lie algebra (R n , µ 0 , ·, · ) is isometrically isomorphic to the nilradical of an Einstein metric solvable Lie algebra.
Note in conjunction with (ii), that the SL(n)-orbit of a non-abelian nilpotent Lie algebra is never closed [La3, Theorem 8.2] . One can therefore either work with a smaller group (as in Theorem 2), or consider a different function. One such function naturally related to the group action is the norm of the moment map. As shown in [La1, La2, LW] , a nilpotent Lie algebra n = (R n , µ), µ ∈ V, is an Einstein nilradical if and only if the squared norm of the moment map (with respect to some inner product on R n ) of the SL(n)-action on V attains its minimum on the orbit of µ.
We end Section 3 with describing a possible general strategy of determining when a given nilpotent Lie algebra is an Einstein nilradical.
As an application of Theorems 1 and 2, in Section 4 we consider Lie algebras having a nice basis.
Definition 3. Let {X 1 , . . . , X n } be a basis for a nilpotent Lie algebra n, with [X i , X j ] = k c k ij X k . The basis {X i } is called nice, if for every i, j, #{k : c k ij = 0} ≤ 1, and for every i, k, #{j : c k ij = 0} ≤ 1. Although the condition of having a nice basis looks rather restrictive, the nilpotent Lie algebras with a nice basis are not uncommon. Such algebras often appear in the classification lists, especially in the low-dimensional cases. Every Lie algebra admitting a derivation with all the eigenvalues of multiplicity one has a nice basis (recall that to be an Einstein nilradical, a nilpotent Lie algebra must admit a positive real semisimple derivation). In particular, filiform algebras admitting an N-gradation have a nice basis [Ni2] . Every two-step nilpotent algebra attached to a graph [LW, Fan] has a nice basis.
Given a nilpotent algebra n of dimension n with a nice basis, introduce the following objects. In a Euclidean space R n with the inner product (·, ·) and an orthonormal basis f 1 , . . . , f n , define the finite
Denote L the affine span of F, the smallest affine subspace of R n containing F. Let m = #F. Fix an arbitrary ordering of the set F and define an m × n matrix Y with the rows (Y ) k ij . Namely, if for 1 ≤ a ≤ m, the a-th element of F is f i + f j − f k , then the a-th row of Y has 1 in the columns i and j, −1 in the column k, and zero elsewhere. Denote [1] m an m-dimensional vector all of whose coordinates are ones.
We have the following theorem: As another application of Theorems 1 and 2, we prove Proposition 1, which says that a nilpotent Lie algebra, which is complex isomorphic to an Einstein nilradical, is an Einstein nilradical by itself.
In Section 5, we consider two-step nilpotent Einstein nilradicals. Informally, we prove that a typical two-step nilpotent Lie algebra is an Einstein nilradical of eigenvalue type (1, 2; q, p).
There seem to be no commonly accepted notion of what a "typical" nilpotent Lie algebra is [Luk] . We mean the following. A two-step nilpotent Lie algebra n is said to be of type (p, q), if dim n = p + q and dim[n, n] = p (clearly, 1 ≤ p ≤ 1 2 q(q − 1)). Any such algebra is determined by a point in the linear space V(p, q) = ( 2 R q ) p , with two points giving isomorphic algebras if and only if they lie on the same orbit of the action of GL(q) × GL(p) on V(p, q). The space of isomorphism classes of the algebras of type (p, q) is a compact non-Hausdorff space, the quotient of an open and dense subset of V(p, q) by the action of GL(q) × GL(p).
Theorem 4. Suppose q ≥ 6 and 2 < p < 1 2 q(q − 1) − 2, or (p, q) = (5, 5). Then (i) there is a continuum isomorphism classes of two-step nilpotent algebras of type (p, q); each of them has an empty interior in the space V(p, q) [Eb1]; (ii) the space V(p, q) contains an open and dense subset corresponding to two-step nilpotent Einstein nilradicals of eigenvalue type (1, 2; q, p) 1 .
Two-step nilpotent Lie algebras of the types excluded by Theorem 4 can be completely classified [GT] . We discuss them in Section 5. In particular, using Theorem 3 we classify all the two-step nilpotent Einstein nilradicals with q ≤ 5, (p, q) = (5, 5), in Proposition 3.
Einstein solvmanifolds
Let g be a Lie algebra, with B the Killing form. For an inner product ·, · on g, define the mean curvature vector H by H, X = Tr ad X (clearly, H is orthogonal to the nilradical of g). Let {E i } be an orthonormal basis for (g, ·, · ), and let A * be the metric adjoint of A ∈ End(g).
The Ricci operator ric of the metric Lie algebra (g, ·, · ) (the symmetric operator associated to the Ricci tensor) is implicitly defined by (4)
for any A ∈ End(g). If (n, ·, · ) is a nilpotent metric Lie algebra, then H = 0 and B = 0, so (4) gives
for any A ∈ End(n). Explicitly, for X, Y ∈ n,
By the result of [La5] , any Einstein metric solvable Lie algebra is standard, which means that the orthogonal complement to the derived algebra [g, g] is abelian.
It is proved in [AK] that any Ricci-flat metric solvable Lie algebra is flat. By [DM] , any Einstein metric solvable unimodular Lie algebra is also flat. We will therefore always assume g to be nonunimodular (H = 0), with an inner product of strictly negative scalar curvature c dim g.
Any Einstein metric solvable Lie algebra admits a rank-one reduction [Heb, Theorem 4.18 ]. This means that if (g, ·, · ) is such an algebra, with the nilradical n and the mean curvature vector H, then the subalgebra g 1 = RH ⊕ n, with the induced inner product, is also Einstein. What is more, the derivation Φ = ad H|n : n → n is symmetric with respect to the inner product, and all its eigenvalues belong to γN for some γ > 0. This implies, in particular, that the nilradical n of an Einstein metric solvable Lie algebra admits an N-gradation defined by the eigenspaces of Φ. As proved in [La1, Theorem 3.7], a necessary and sufficient condition for a metric nilpotent algebra (n, ·, · ) to be the nilradical of an Einstein metric solvable Lie algebra is
where c dim g < 0 is the scalar curvature of (g, ·, · ). This equation, in fact, defines (g, ·, · ) in the following sense: given a metric nilpotent Lie algebra whose Ricci operator satisfies (7), with some constant c < 0 and some Φ ∈ Der(n), one can define g as a one-dimensional extension of n by Φ. For such an extension g = RH ⊕ n, ad H|n = Φ, and the inner product defined by H, n = 0, H 2 = Tr Φ (and coinciding with the existing one on n) is Einstein, with scalar curvature c dim g. A nilpotent Lie algebra n which admits an inner product ·, · and a derivation Φ satisfying (7) is called an Einstein nilradical, the corresponding derivation Φ is called an Einstein derivation, and the inner product ·, · the nilsoliton metric.
As proved in [La1, Theorem 3 .5], a nilpotent Lie algebra admits no more than one nilsoliton metric, up to conjugation and scaling (and hence, an Einstein derivation, if it exists, is unique, up to conjugation and scaling). Equation (7), together with (5), implies that if n is an Einstein nilradical, with Φ the Einstein derivation, then for some c < 0
The set of eigenvalues λ i and their multiplicities d i of the Einstein derivation Φ of an Einstein nilradical n is called the eigenvalue type of n (and of Φ). The eigenvalue type is usually written as (λ 1 , . . . , λ p ; d 1 , . . . , d p ) (note that the λ i 's are defined up to positive multiple). Throughout the paper, ⊕ means the direct sum of linear spaces (even when the summands are Lie algebras). Any semisimple endomorphism A of a linear space V admits a decomposition into the real and the imaginary part:
If ψ is a semisimple derivation of a Lie algebra g, then both ψ R and ψ iR are also derivations.
Pre-Einstein Derivation. Proof of Theorems 1 and 2
In this section, we prove Theorem 1 and Theorem 2 and describe a possible general approach to answer questions (A) and (B) from Section 1.
Proof of Theorem 1. 1. (a) The algebra Der(g) is algebraic. Let Der(g) = s ⊕ t ⊕ n be its Levi-Mal'cev decomposition, where t ⊕ n is the radical of Der(g), s is semisimple, n is the set of all nilpotent elements in t ⊕ n (and is the nilradical of t ⊕ n), t is a torus, an abelian subalgebra consisting of semisimple elements, and [t, s] = 0. With any ψ ∈ t, ψ R and ψ iR are also in t. The subspaces t c = {ψ R : ψ ∈ t} and t s = {ψ iR : ψ ∈ t} are the compact and the fully R-reducible tori (the elements of t s are diagonal matrices in some basis for g), t s ⊕ t c = t.
The quadratic form b defined on Der
). In general, b is degenerate, with Ker b = n, so for any ψ ∈ n, b(t, ψ) = Tr ψ = 0. As s is semisimple and [t, s] = 0, we also have b(t, ψ) = Tr ψ = 0, for any ψ ∈ s. Moreover, for any ψ ∈ t c , b(t s , ψ) = Tr ψ = 0.
Hence to find a pre-Einstein derivation for g it suffices to find an element φ ∈ t s which satisfies (1), for all ψ ∈ t s . Such a φ indeed exists, as the restriction of b to t s is nondegenerate (even definite) and is unique, when a particular torus t is chosen.
(b) The subalgebra s ⊕ t is a maximal fully reducible subalgebra of Der(g). As by [Mos, Theorem 4 .1], the maximal fully reducible subalgebras of Der(g) are conjugate by an inner automorphism of Der(g) (which corresponds to an automorphism of g), and then t, the center of s ⊕ t, is defined uniquely, the uniqueness of φ, up to automorphism, follows.
(c) The proof is similar to that of [Heb, Theorem 4.14] . Suppose φ has eigenvalues λ i , with multiplicities d i , respectively, i = 1, . . . , p. In a Euclidean space R p with a fixed orthonormal basis f i , consider all the vectors of the form f i + f j − f k such that λ i + λ j − λ k = 0. In their linear span choose a basis v k , k = 1, . . . , m, consisting of vectors of the above form and introduce a p × m matrix F whose vectorcolumns are the v k 's. Then any vector ν = (ν 1 , . . . , ν p ) t ∈ R p satisfying F t ν = 0 defines a derivation ψ = ψ(ν) having the same eigenspaces as φ, but with the corresponding eigenvalues ν i . From (1) we must have d i (λ i −1)ν i = 0, for any such ν, which implies that the vector (d 1 (λ 1 −1), . . . , d p (λ p −1)) t belongs to the column space of F . So there exists
[1] p = (1, . . . , 1) t ∈ R p , and D = diag(d 1 , . . . , d p ). As φ by itself is a derivation, we have F t λ = 0, which
and the claim follows, as all the entries of D and of F are integers.
2. Suppose that n is an Einstein nilradical, with an Einstein derivation Φ and a nilsoliton inner product ·, · . Then Φ is semisimple, real and satisfies (8), with some negative constant c ∈ R, so (−c) −1 Φ is an Einstein derivation. Moreover, Φ > 0 (as follows from [Heb, Theorem 4.14] ) and ad Φ ≥ 0. To prove the latter inequality, we use the fact that for any ψ ∈ Der(n), Tr (Φ [ψ, ψ * ]) ≥ 0 (see assertion 2 of Lemma 2 of [Ni1] ). If ad Φ ψ = λψ for some λ ∈ R, then λ Tr (ψψ * ) ≥ 0.
Note that the pre-Einstein derivation of a semisimple Lie algebra is trivial (zero), and it may well happen that the pre-Einstein derivation of a nilpotent Lie algebra is zero (for instance, for a characteristically nilpotent algebra).
Inequalities (2) from assertion 2 of Theorem 1 can be used to prove that certain nilpotent Lie algebras are not Einstein nilradicals. Of course, if n has no positive derivations at all, it is not an Einstein nilradical. Example 1 of [Ni1] shows that even when a nilpotent algebra has positive derivations, its pre-Einstein derivation can be nonpositive. Nilpotent algebras whose pre-Einstein derivation is positive, but the inequality ad φ ≥ 0 is violated, are more common. One example is given below.
Example. Let n be a two-step nilpotent 12-dimensional algebra of type (2, 10) defined by the relations
shows that the derivation φ given by the diagonal matrix 1 55 diag (43, 42, 42, 43, 42, 43, 44, 44, 43, 42, 85, 86) with respect to the basis {X i , Z α } is pre-Einstein. An endomorphism ψ sending X 4 to X 2 and all the other basis vectors to zero is a derivation satisfying ad φ ψ = − 1 55 ψ. In the proof of Theorem 2, we combine the idea of the pre-Einstein derivation with [Heb, Theorem 6.15] , which in turn uses the results of [RS] (see also [La4, Section 6] ). The group G φ is explicitly constructed as follows. Given a nilpotent algebra n, fix a pre-Einstein derivation φ. Let n j be the eigenspaces of φ, with the corresponding eigenvalues λ j , j = 1, . . . , p. Denote a j = N λ j , where N is the least common multiple of the denominators of the λ j 's. Then G φ is the identity component of the subgroupG φ ⊂ p j=1 GL(n j ) ⊂ GL(n) defined by
As all the a j are integers (although some could be zero or negative), the groupG φ is real algebraic. The group G φ is reductive, with the Lie algebra g φ , and is given explicitly by
Proof of Theorem 2. Choose an arbitrary inner product ·, · on n = (R n , µ), with respect to which φ is symmetric. The equivalence of (ii) and (iii) follows from [RS, Theorems 4.3, 4.4] . To prove the equivalence of (i) and (iii), observe that (5) can be rewritten as Tr (ric n A) = 1 4 d dt |t=0 exp(tA).µ, µ = 1 2 d dt |t=0 (exp(tA).µ 2 . The fact that ·, · is a nilsoliton inner product on n = (R n , µ) is equivalent to ric n ∈ Span(id, φ) (by (7) and assertion 2 of Theorem 1). As ric n commutes with any symmetric derivation (in particular, with φ) by [Heb, Lemma 2.2] , we obtain that ·, · is a nilsoliton inner product on n = (R n , µ) if and only if d dt |t=0 f (exp(tA)) = 0, for all A ∈ g φ , that is, if and only if the identity is a critical point of the function f . Since φ is a pre-Einstein derivation for every algebra (R n , g.µ) with g ∈ G φ (as Der(g.µ) = g Der(µ)g −1 and G φ commutes with φ), the inner product ·, · is nilsoliton for n = (R n , g.µ) if and only if g is a critical point of f .
The implication (iii)⇒(i) now follows immediately. To prove the converse, suppose that n is an Einstein nilradical. Then for some g ∈ GL(n), the inner product ·, · is nilsoliton on (R n , g.µ). We want to show that g can be chosen from the group G φ . By (7) and assertion 2 of Theorem 1, for any nilsoliton inner product there exists a symmetric pre-Einstein derivation, so by conjugation we can assume that there exists a nilsoliton inner product ·, · ′ , with respect to which φ is symmetric. It follows that for all X, Y ∈ R n , X, Y ′ = hX, Y for some positive definite h symmetric with respect to ·, · and belonging to H, the centralizer of exp φ in GL + (n). Then there exists h 1 ∈ H, with all the eigenvalues positive, such that h * 1 h 1 = h (h * 1 is the adjoint with respect to ·, · ). Hence ·, · is a nilsoliton inner product on the Lie algebra (R n , h −1 1 .µ). The two-dimensional abelian Lie group H 0 = exp(Span(id, φ)) lies in the center of H, and H = H 0 G φ , so h 1 = gg 0 for some g ∈ G φ and g 0 ∈ H 0 (in fact, g even belongs to exp(g φ )). Moreover, g 0 = e t exp(sφ) for some t, s ∈ R. As exp(sφ) is an automorphism of µ and e t is a scaling, the inner product ·, · is nilsoliton on (R n , g −1 .µ), with g ∈ G φ , which implies that g −1 is a critical point of the function f .
Theorems 1 and 2 suggest the following strategy for deciding whether a given nilpotent Lie algebra n is an Einstein nilradical. (a) Find a pre-Einstein derivation φ for n. In practice, this can be done just by solving a system of linear equations. As it follows from the proof of assertion 1(a) of Theorem 1, every maximal torus of Der(n) contains a pre-Einstein derivation, so one can choose a particular maximal torus to reduce the amount of calculations. Also note that if φ is a candidate for being a pre-Einstein derivation, it suffices to check the validity of (1) only for semisimple derivations ψ commuting with φ. (b) If inequalities (2) are not satisfied, then n is not an Einstein nilradical. Otherwise, compute the algebra g φ and use Theorem 2. Note that non-closedness of G φ .µ is equivalent to the fact that for some A ∈ g φ , the limit lim t→∞ exp(tA).µ exists and is a Lie bracket not isomorphic to µ. In fact, combining Theorem 2 and Lemma 3.3 of [RS] , one can say even more: if G φ .µ is non-closed, then there exists a semisimple A ∈ g φ with integer eigenvalues, such that the limit µ 0 = lim t→∞ exp(tA).µ exists and the algebra (R n , µ 0 ) is an Einstein nilradical. (c) Sometimes instead of (b) it is easier to prove that n is an Einstein nilradical by explicitly producing a nilsoliton inner product. The pre-Einstein derivation gives a substantial amount of information for that. First of all, by assertion 2 of Theorem 1, if a nilsoliton inner product exists, it can be chosen in such a way that the eigenspaces of φ are orthogonal. Secondly, the pre-Einstein derivation completely determines the eigenvalue type. Also, as by (5) Tr (ric n φ) = 0, it follows from (7) and Theorem 1 that an inner product on n is nilsoliton if and only if ric n = c (id − φ) for some c < 0, where the expression for ric n is given by the right-hand side of (6).
Applications of Theorems 1 and 2
In this section, we use Theorem 1 and Theorem 2 to prove two facts: Theorem 3, which gives an easy-to-check condition for a nilpotent Lie algebra with a nice basis to be an Einstein nilradical, and Proposition 1, which says that the property of being an Einstein nilradical is, in fact, a property of the complexification of a real nilpotent Lie algebra.
Proof of Theorem 3. In brief, the proof goes as follows. We fix a nice basis and compute the pre-Einstein derivation and the group G φ . Then we show that the closedness of the orbit of the diagonal subgroup of G φ is completely controlled by the convexity condition (i), and that if there is a critical point somewhere on G φ , then there is one on the diagonal.
Let B = (X 1 , . . . , X n ) be a nice basis for a nonabelian nilpotent Lie algebra n = (R n , µ). Let Λ = {(i, j, k) : i < j, c k ij = 0}, #Λ = m > 0. In a Euclidean space R n with the inner product (·, ·) and an orthonormal basis f 1 , . . . , f n , define the finite subset F = {Y a = f i + f j − f k : a = (i, j, k) ∈ Λ} and denote by L the affine span of F, the smallest affine subspace of R n containing F. Fix an arbitrary ordering of the set Λ and define an m × n matrix Y whose a-th row has 1 in the columns i and j, −1 in the column k, and zero elsewhere, where a = (i, j, k) ∈ Λ.
The proof follows the steps at the end of Section 3. Fix the nice basis B and an inner product ·, · on n, with respect to which the nice basis is orthonormal. We say that an operator (an inner product) is diagonal, if its matrix with respect to B is diagonal. For a vector v = (v 1 , . . . , v n ) t ∈ R n , denote v D the diagonal operator defined by v D X i := v i X i . Note that v D ∈ Der(n) if and only if v ∈ Ker Y . Similarly, for a vector r = (r 1 , . . . , r n ) t ∈ R n , with r i = 0 denote ·, · r the diagonal inner product defined by X i , X j r := r 2 i δ ij . As it follows from (6), the Ricci operator ric r of the metric algebra (n, ·, · r ) is diagonal and (10) ric r = (− 1 2 Y t β) D for a vector β ∈ R m with the components β a = (c k ij r −1 i r −1 j r k ) 2 , where a = (i, j, k) ∈ Λ. We want to show that n admits a diagonal pre-Einstein derivation (note that n may have more than one nice basis). Let φ be a diagonal derivation satisfying (1) for all diagonal derivations ψ.
To show that such a φ is indeed a pre-Einstein derivation, consider an arbitrary ψ ∈ Der(n). By (5), Tr (ric ψ) = 0, for any inner product on n. In particular, for any diagonal inner product ·, · r , equation (10) implies that Tr ((Y t β) D ψ) = 0. Choose v ∈ R n in such a way that v D and ψ have the same diagonal entries. Then 0 = Tr ((Y t β) D v D ) = (β, Y v). This holds for any vector β ∈ R m with the components β a = (c k ij r −1 i r −1 j r k ) 2 , where a = (i, j, k) ∈ Λ. Choose one such a = (i, j, k) and take r i = r j = e −t , and r l = 1 for l = i, j. Substituting this to (β, Y v) = 0, dividing by e 4t and taking the limit when t → ∞ we obtain (Y v) a = 0. It follows that Y v = 0, so that v D , the projection of ψ to the diagonal, is also a derivation. Then Tr (φψ) = Tr (φv D ) = Tr v D = Tr ψ, so the derivation φ given by (11) (which is clearly semisimple and real) is indeed a pre-Einstein derivation.
Let g φ be the subalgebra of sl(n) defined by (3), and G φ ⊂ SL(n) be the connected Lie group with the Lie algebra g φ , the identity component of the groupG φ defined by (9). As in (iii) of Theorem 2, consider the function f : G φ → R defined by f (g) = g.µ 2 , where µ is the Lie bracket of n.
We first consider the behavior of f restricted to the diagonal subgroup of G φ . Namely, let g D be the abelian subalgebra consisting of all the diagonal elements of g φ .
Lemma 1. 1. The following three conditions are equivalent:
(i) the projection of the origin of R n to L lies in the interior of Conv(F).
(ii) there exists a vector α ∈ R m with all the coordinates positive satisfying To show that (i) and (ii) are equivalent to (iii), we start with the following observation: let {w a } be a finite set of vectors in a Euclidean space V , with Span(w a ) = V ′ ⊂ V , and let b a be positive numbers. Then the function e : V → R defined by e(x) = a b a e (wa,x) has a critical point if and only if it attains its minimum if and only if the origin of V lies in the interior (with respect to V ′ ) of the convex hull of the vectors w a . Since e(x + y) = e(x) for y ⊥ V ′ , we lose no generality by replacing V by V ′ and e by e |V ′ . The fact that a critical point, if it exists, is a minimum, is clear, as e(x) is positive and convex. Next, at a critical point x, de(x) = a b a e (wa,x) w a = 0, so 0 lies in the interior of the convex hull of the w a 's. Conversely, if M is a large positive number, the preimage e −1 (0, M ] is closed, nonempty, and is contained in the convex polyhedron ∩ a {x : (w a , x) ≤ ln(M b −1 a )}. If the origin lies in the interior of the convex hull of the w a 's, that polyhedron is bounded, so e −1 (0, M ] is compact. Now, according to (11),
. Applying the observation from the previous paragraph, with V = {v : (v, [1] n ) = (v, Y t α) = 0} and w a = Y a − P , the projections of the vectors Y a to V , we find that f D has a critical point if and only if the origin lies in the interior of the convex hull of the vectors Y a − P , that is, if and only if P lies in the interior of Conv(F).
2. Let v D ∈ g D be a critical point of f D and let µ ′ = exp(v D ).µ. The basis B is still nice for the Lie algebra n ′ = (R n , µ ′ ), so by (10) the Ricci operator ric n ′ of the metric Lie algebra (n ′ , ·, · ) is diagonal. As it was shown in the proof of Theorem 2, d dt |t=0 f (exp(tA). exp(v D )) = 2Tr (ric n ′ A), for any A ∈ End(n). The expression on the right-hand side vanishes for all the nondiagonal A's, as ric n ′ is diagonal, and for all A ∈ g D , as v D is critical for f D . Hence exp(v D ) is a critical point of f .
Lemma 1 proves the "if" part of the theorem. To prove the "only if" part, we will show that if the function f has a critical point somewhere on G φ , then it has a critical point on exp g D .
We will need the following lemma, which slightly refines the Cartan decomposition of the reductive real algebraic group G φ . On the Lie algebra level, we have g φ = u φ ⊕ p = u φ ⊕ p 0 ⊕ g D , where u φ is the subalgebra of all the skew-symmetric matrices from g φ , p is the subspace of all the symmetric matrices from g φ , and p 0 is the subspace of all the matrices with the zero diagonal from p. On the Lie group level, let U φ = O(n) ∩ G φ , a maximal compact subgroup of G φ , G D = exp g D , a maximal torus in G φ , and let P 0 = exp p 0 .
Proof of Lemma 2. Let π(g) = g t g for g ∈ G φ and let M = π(G φ ). Clearly, π(g 1 ) = π(g 2 ) if and only if g 2 = ug 1 for some u ∈ U φ . The action of G φ on itself from the right defines the action on the homogeneous
is Ad(U φ )-invariant and gives, by right translations, a bi-invariant Riemannian metric on M . The space M with that metric is an Hadamard symmetric space with the de Rham decomposition p j=1 SL(d j )/SO(d j ) × R p−2 , where d 1 , . . . , d p are the multiplicities of the eigenvalues of the pre-Einstein derivation φ. The space g D is a maximal abelian subalgebra in p = u ⊥ φ , so M D = π(exp g D ) ⊂ M is a complete flat totally geodesic submanifold. For any g ∈ G, let γ = γ(s) be (the unique) geodesic realizing the distance d(g) from π(g) to M D , with s ∈ [0, d(g)] an arclength parameter such that γ(0) = π(g D ) ∈ M D , γ(d(g)) = π(g). Then g −1 D γ(s)g −1 D is a geodesic of M passing through the basepoint o = π(id) ∈ M whose tangent vector is orthogonal to the tangent space of M D at o. It follows that g −1 D γ(s)g −1 D = π(exp(sA)) for some symmetric matrix A ∈ g φ such that Q(A, g D ) = 0, that is, for some A ∈ p 0 . So π(g) = g D exp(d(g)A)g D = π(exp( 1 2 d(g)A)g D ), as required. Assume that n is an Einstein nilradical and that g 0 ∈ G φ is a critical point of the function f . By Lemma 2, g 0 = upg D for some u ∈ U φ , p ∈ P 0 , g D ∈ G D . As f (ug) = f (g) for any u ∈ U φ and g ∈ G φ , the point g 1 = pg D is also critical.
Denote µ ′ = exp(g D ).µ and n ′ = (R n , µ ′ ). The basis B is still a nice basis for n ′ . Moreover, φ is a pre-Einstein derivation of n ′ , as Der(n ′ ) = g D Der(n)g −1 D and g D commutes with φ. So the algebra g φ and the group G φ for n ′ are the same as for n, and f n ′ (g) = f n (gg D ) for g ∈ G φ . We can therefore replace n by n ′ and assume that the function f has a critical point p ∈ P 0 . Let p = exp A for some A ∈ p 0 . Consider a function F (t) = f (exp(tA)) for t ∈ R. The function F has a critical point at t = 1, as exp(A) is critical for f , and at t = 0, as F ′ (0) = d dt |t=0 f (exp(tA)) = 2Tr (ric A) = 0, since ric is diagonal by (10). Let {E i } be an orthonormal basis of the eigenvectors of the symmetric matrix A, with the corresponding eigenvalues ν i , and let C k ij = [E i , E j ], E k be the structural constants with respect to the basis {E i }. Then F (t) = f (exp(tA)) = i,j,k (C k ij ) 2 exp(2t(ν i + ν j − ν k )), so F ′′ (t) ≥ 0. Since the convex function F (t) has two critical points, it must be a constant, which implies that ν i + ν j = ν k for all the triples (i, j, k) with C k ij = 0, so A ∈ Der(n) and p ∈ Aut(n). As f (g) = f (gp −1 ) for any p ∈ Aut(n) and g ∈ G φ , the identity is also a critical point for f . Thus if n is an Einstein nilradical, then the function f has a critical point on exp g D , which proves the "only if" part of the theorem by assertion 1 of Lemma 1.
The above prove shows that if a nilpotent Lie algebra with a nice basis is an Einstein nilradical, then the nilsoliton inner product can be chosen diagonal. This is by no means obvious, as a nilpotent Lie algebra can have two quite different nice bases, the easiest example being a direct sum of two copies of the Heisenberg algebra h 3 given by [X 1 , X 2 ] = X 5 , [X 3 , X 4 ] = X 6 . The basis {X 1 ± X 3 , X 2 ± X 4 , X 5 ± X 6 } for this algebra is also nice, with a different number of nonzero structural constants.
Also note that a nilsoliton inner product for a nilpotent Lie algebra with a nice basis can sometimes be found explicitly. For instance, as it follows from (10) and (11), if rk Y = m, the inner product ·, · r is nilsoliton, if we choose r = (e s1 , . . . , e sn ) ∈ R n in such a way that the s i 's satisfy the linear system (Y s) a = √ α a |c k ij | −1 for a = (i, j, k) ∈ Λ. Another application of Theorems 1 and 2 is the following proposition. Proposition 1. Let n 1 and n 2 be two (real) nilpotent Lie algebras, whose complexifications are isomorphic as the complex nilpotent Lie algebras. If n 1 is an Einstein nilradical, then so is n 2 , with the same eigenvalue type.
Note that two real nilpotent algebras with isomorphic complexifications might be quite different. For instance, two-step nilpotent algebras n 1 and n 2 defined by [X 1 , X 2 ] = Z 1 , [X 3 , X 4 ] = Z 2 , and by [X 1 , X 3 ] = [X 2 , X 4 ] = Z 1 , [X 1 , X 4 ] = [X 3 , X 2 ] = Z 2 , respectively, are isomorphic over C. However, the algebra n 1 is decomposable: it is a direct sum of two copies of the Heisenberg algebra h 3 , while n 2 is nonsingular (for any X ∈ n \ z, where z is the center of n, the map ad X : n → z is surjective [Eb2] ).
Proposition 1 can be useful when one knows the classification of a family of nilpotent algebras only up to complex isomorphism (see e.g. [GT] or several lists of seven-dimensional nilpotent Lie algebras available in the literature). Also, in the majority of the results of the Geometric Invariant Theory (which seems to be strongly present in the study of Einstein nilradicals), the ground field is C [VP] .
Proof of Proposition 1. We start with constructing a pre-Einstein derivation in the complex case, which we define as a semisimple derivation φ satisfying (1). The proof follows the same lines as that of assertion 1 of Theorem 1 and shows that a pre-Einstein derivation always exists, is unique up to conjugation, and has all its eigenvalues rational.
Let N be a complex nilpotent Lie algebra, and let Der(N) = s⊕t⊕n be the Levi-Mal'cev decomposition of Der(N), where t⊕n is the radical of Der(N), s is semisimple, n is the nilradical of t⊕n, t is an algebraic torus, and [t, s] = 0.
The quadratic form b on Der(N) defined by b(ψ 1 , ψ 2 ) = Tr (ψ 1 ψ 2 ) is invariant and b(t, s) = b(t, n) = 0. As Tr ψ = 0 for any ψ ∈ s ⊕ n, the derivation φ we are after lies in t. The torus t is fully reducible: in some basis for N, all the elements from t are given by diagonal matrices. As t is algebraic, it is defined over Q: there exists a set of diagonal matrices with rational entries such that t is their complex linear span. Explicitly, this follows from the property, which is somewhat stronger then algebraicity. Denote D i a matrix having 1 as its (i, i)-th entry and zero elsewhere. For a nonzero ψ ∈ t, let ψ ⊥ be the set of matrices D = D i + D j − D k such that Tr (ψD) = 0. Then t contains all the diagonal matrices ψ ′ such that Tr (ψ ′ D) = 0, for all D ∈ ψ ⊥ (the replicas of ψ).
The restriction of b to t is nondegenerate, and the matrix of b is rational (and positive definite) with respect to a rational basis for t. It follows that there exists a unique φ ∈ t such that (1) holds for all ψ ∈ t (and hence for all ψ ∈ Der(N)), and the eigenvalues of φ are rational numbers. As in the proof of Theorem 1, the Mostow theorem [Mos, Theorem 4.1] implies that the pre-Einstein derivation is unique up to conjugation by an automorphism of N.
Let now n = (R n , µ) be a real nilpotent Lie algebra, with the complexification n C = (C n , µ). Then Der(n C ) = (Der(n)) C , so the pre-Einstein derivation φ = φ n also serves as a pre-Einstein derivation for n C . It follows that the pre-Einstein derivations of two real Lie algebras whose complexifications are isomorphic have the same eigenvalues.
By Theorem 2, n is an Einstein nilradical if and only if the orbit G φ .µ is closed in V. Let g C φ be the complexification of the Lie algebra g φ defined by (3), and let G C φ ⊂ SL(n, C) be the Lie group with the Lie algebra g C φ (the group G C φ is defined by the right-hand side of (9), but over C). Consider the orbit of µ in the space V C = ∧ 2 C n ⊗ C n , the complexification of V, under the action of G C φ . By the results of [BHC, Proposition 2.3] and [Bir, Corollary 5.3] 
It follows that two real algebras having isomorphic complexifications are or are not Einstein nilradicals simultaneously. In the former case, the eigenvalue types are the same, as the spectra of the pre-Einstein derivations are the same.
Remark 2. The proof shows that the property of a real nilpotent Lie algebra n to be an Einstein nilradical is, in fact, a property of its complexification n C . Namely, call a complex nilpotent Lie algebra N = (C n , ν) with a pre-Einstein derivation φ stable, if the orbit G C φ .ν is Zariski-closed in V C . Then n is an Einstein nilradical if and only if n C is stable.
Two-step Einstein nilradicals
In this section, the technique developed in the preceding sections is applied to the two-step nilpotent Lie algebras. We prove Theorem 4 and also consider some exceptional cases.
We start with some preliminary facts, mostly following [Eb2] . A two-step nilpotent Lie algebra n of dimension p + q, is said to be of type (p, q) , if its derived algebra m = [n, n] has dimension p. Clearly, m ⊂ z(n), the center of n, and 1 ≤ p ≤ D := 1 2 q(q − 1). Choose a subspace b complementary to m in n and two bases: {X i } for m and {Z k } for b. The Lie bracket on n defines (and is defined by) a p-tuple of skew-symmetric q × q matrices J 1 , . . . , J p such that
Note that the J α 's must be linearly independent, as m = [n, n], so the points of V(p, q) corresponding to the algebras of type (p, q) form a subset V 0 (p, q) ⊂ V(p, q), which is the complement to a real algebraic subset. The spaces V(p, q) and V 0 (p, q) are acted upon by the group GL(q)×GL(p) (change of bases): for x = (J 1 , . . . , J p ) ∈ V(p, q) and (M, T ) ∈ GL(q) × GL(p), (M, T ).x = (J 1 , . . . ,J p ), withJ α = p β=1 (T −1 ) βα M J β M t (note that instead of fixing the basis and deforming the Lie bracket, as in the action g.µ(X, Y ) = gµ(g −1 X, g −1 Y ), we now keep the Lie bracket fixed and change the basis). Clearly, two points of V 0 (p, q) lying on the same GL(q) × GL(p)-orbit define isomorphic algebras. The converse is also true, so that the space X (p, q) of the isomorphism classes of two-step nilpotent Lie algebras of type (p, q) is the quotient space V 0 (p, q)/(GL(q) × GL(p)). The space X (p, q) is compact, but in general is non-Hausdorff.
By Proposition A of [Eb1, Section 5.4d], when q ≥ 6 and 2 < p < D − 2, or when (p, q) = (5, 5), the space V(p, q) contains no open GL(q) × GL(p)-orbits, that is, no two-step nilpotent algebras of type (p, q) are locally rigid (an open orbit of the action of SL(q) on the Grassmannian G(p, ∧ 2 R q ) considered in [Eb1] occurs exactly when the action of GL(q) × GL(p) on V(p, q) has an open orbit).
It will be more convenient to consider the action of SL(q) × SL(p), rather than GL(q) × GL(p) on V(p, q). The SL(q) × SL(p)-orbits distinguish the isomorphism classes up to scaling, which is easy to control.
The splitting n = b ⊕ m of a two-step nilpotent Lie algebra n is a gradation, which corresponds to the canonical derivation Ψ defined by Ψ(X + Z) = X + 2Z, for any X ∈ b, Z ∈ m. If a pre-Einstein derivation φ for n is proportional to Ψ, then the group G φ from Theorem 2 is precisely SL(q) × SL(p) (see (9)). If, in addition, n is an Einstein nilradical, then it has the eigenvalue type (1, 2; q, p). Thus Theorem 2 implies the following:
Proposition 2 ([La3, Proposition 9.1]). A two-step nilpotent Lie algebra n of type (p, q) corresponding to a point x ∈ V(p, q) is an Einstein nilradical of the eigenvalue type (1, 2; q, p) if and only if the orbit (SL(q) × SL(p)).x ⊂ V(p, q) is closed.
Let n be a two-step nilpotent Lie algebra of type (p, q), with 1 ≤ p < D, defined by a point x = (J 1 , . . . , J p ) ∈ V 0 (p, q). Choose an arbitrary basis J ′ α , α = 1, . . . , D − p, in the orthogonal complement to the subspace Span(J 1 , . . . , J p ) ⊂ ∧ 2 R q with respect to the inner product Q(K 1 ,
defines a two-step nilpotent Lie algebra n * of type (D − p, q), which is called the dual to n. It is easy to check that the isomorphism class of n * is well-defined (depends only on the isomorphism class of n).
Proof of Theorem 4. Let a pair (p, q) with 1 ≤ p ≤ q(q − 1)/2, be such that the stabilizer in general position (the s.g.p.) of the group G C = SL(q, C) × SL(p, C) acting on the space V C (p, q) = (∧ 2 C q ) p is reductive. This means that there exists a reductive complex Lie algebra h and a nonempty G C -invariant Zariski-open subset U ′ ⊂ V C (p, q) such that for any point x ∈ U ′ the Lie algebra of the stabilizer G C
x is isomorphic to h [VP, §7] .
By [Ela] , in the most cases, the s.g.p. of the action of G C on V C (p, q) is finite, that is, h = 0 (as it is suggested by the dimension count). The cases when it is not are listed in Table 6 of [Ela] . Examining that table we see that the s.g.p. is reductive unless (p, q) = (2, 2k + 1).
By the Popov criterion [Pop] , in all the cases when the s.g.p. is reductive, the action is stable, that is, there exists a nonempty Zariski-open subset U ′′ ⊂ V C (p, q), which is a union of closed G C -orbits. Let U be the set of real points of U ′′ ∩ U ′ . Then U is a SL(q) × SL(p)-invariant semialgebraic subset of V(p, q) = (∧ 2 R q ) p and is open and dense in the Euclidean topology in V(p, q).
It now follows from Remark 2 and Proposition 2 that for every point x ∈ U, x = 0, the two-step nilpotent Lie algebra corresponding to x is an Einstein nilradical. Note that every such x lies in V 0 (p, q), hence defining a two-step nilpotent Lie algebra n precisely of type (p, q) (for if x = (J 1 , . . . , J p ) ∈ U and the J α 's are linearly dependent, then the closure of the orbit (SL(q) × SL(p)).x contains the origin of V(p, q)). Hence the eigenvalue type of the Einstein nilradical n is (1, 2; q, p) .
The proof shows that a generic point of V(p, q) defines an Einstein nilradical with the eigenvalue type (1, 2; q, p) in all the cases except for (p, q) = (2, 2k + 1) (in fact, one can prove that there are no two-step Einstein nilradicals of type (1, 2; 2k + 1, 2) at all). In Theorem 4, we narrow the dimension range to exclude those cases when some algebras of type (p, q) have open orbits in V(p, q) (and additionally, the cases (p, q) = (2, 2k), k > 3). The remaining cases give a reasonable notion of being typical not only in the linear space V(p, q), but also in the non-Hausdorff space X (p, q) of isomorphism classes of two-step nilpotent algebras of type (p, q). Note that in general, the condition of typicality of a nilpotent Lie algebra could be hardly nicely defined (see [Luk] ). On the other hand, taking the categorical quotient V(p, q)//(SL(q) × SL(p)) is somewhat tautological in view of the proof of Theorem 4.
Theorem 4 omits two-step nilpotent Lie algebras n with the following (p, q):
• p = 1. Any such n is the direct sum of a Heisenberg algebra and an abelian ideal and is an Einstein nilradical (the corresponding solvmanifold can be taken as the product of a real and a complex hyperbolic space). • p = D, a free two-step nilpotent algebra; n is an Einstein nilradical by [GK, Proposition 2.9 ].
• p = D − 1; any such algebra is an Einstein nilradical by [Ni1, Lemma 6 ].
• p = 2, p = D − 2. These algebras can be completely classified using the Kronecker theory of matrix pencils; the approach suggested at the end of Section 3 can be used to find Einstein nilradicals among them. • q ≤ 5, (p, q) = (5, 5). Using Theorem 3 and the classification from [GT] we find below all the Einstein nilradicals among these algebras.
First of all, by [Wil, Theorem 3 .1] and [La2, Theorem 5.1], any nilpotent Lie algebra of dimension six or lower is an Einstein nilradical (no longer true for dimension 7). Secondly, any two-step nilpotent algebra with p = 1, D, or D − 1, is an Einstein nilradical. This leaves out the following list of pairs (p, q):
(p, q) = (3, 4), (4, 4), (2, 5), (3, 5), (4, 5), (6, 5), (7, 5), (8, 5) .
According to the classification in [GT, Table 2 ], all the algebras with (p, q) = (3, 4), (4, 4), (2, 5), (3, 5), and (4, 5) over C fall into a finite number of classes, each of which has a representation over R. The same is true for the remaining three cases (p, q) = (6, 5), (7, 5), (8, 5), which give the algebras dual to the algebras of types (p, q) = (4, 5), (3, 5), and (2, 5), respectively. Note that the dual to an Einstein nilradical is not necessarily an Einstein nilradical. By Proposition 1, it suffices to consider the algebras in [GT, Table 2 ] and their duals as the real Lie algebras. The majority of them (all five of type (3, 4), all three of type (4, 4), all five of type (2, 5), 15 out of 17 of type (3, 5), and 31 out of 38 of type (4, 5)) have a nice basis, which is the basis given in the table. Moreover, as q ≤ 5, the two-step nilpotent Lie algebra dual to a one having a nice basis also has a nice basis, which easily follows from Definition 3.
Therefore, for all but two algebras of type (3, 5), seven algebras of type (4, 5) and their duals (two of type (7, 5) and seven of type (6, 5)), the question of whether the algebra is an Einstein nilradical is completely answered by Theorem 3. It turns out that in all these cases the matrix Y has the maximal rank m, so that the equation Y Y t α = [1] m from (ii) of Theorem 3 has a unique solution α. A direct computation shows that the only cases when the algebra fails to be an Einstein nilradical are the following: three algebras of type (7, 5) dual to the algebras 75, 87 and 102, and six algebras of type (6, 5) dual to the algebras 21, 36, 41, 50, 52 and 59 from [GT, Table 2 . The algebras dual to the algebras from Table 1 In the remaining cases, when there is no nice basis, we follow steps (a) and (c) at the end of Section 3, first finding a pre-Einstein derivation and then solving the system of equations for the nilsoliton metric. All nine algebras 26, 28, 44, 45, 55, 60, 66, 72, 78 and their duals appear to be Einstein nilradicals. An explicit form of the nilsoliton inner product is given in Tables 1 and 2, where we use the following notations. The first column is the number of the algebra in the list [GT, Table 2 ], the asterisk means
