Abstract. We introduce a nabla, a delta, and a symmetric fractional calculus on arbitrary nonempty closed subsets of the real numbers. These fractional calculi provide a study of differentiation and integration of noninteger order on discrete, continuous, and hybrid settings. Main properties of the new fractional operators are investigated, and some fundamental results presented, illustrating the interplay between discrete and continuous behaviors.
Introduction
The notion of derivative is at the core of any calculus. One can interpret the derivative in a geometrical way, as the slope of a curve, or, physically, as a rate of change. But what if we generalize the notion of derivative and we study the limit lim s→t f (s) − f (t) (s − t) α for α ∈]0, 1] (derivative of order α)? In this paper we discuss this question in the general framework of the calculus on time scales, which might be best understood as the continuum bridge between discrete time and continuous time theories, offering a rich formalism for studying hybrid discrete-continuous dynamical systems [11, 12, 27] . The particular case of the q-scale fractional calculus is well studied in the literature: see [2, 3, 4] and references therein. Here we are interested to deal with arbitrary time scales. A time scale is a model of time, where the continuous and the discrete are considered and merged into a single theory. Time scales were first introduced by Aulbach and Hilger in 1988 [5] . Applications in many different fields that require simultaneous modeling of discrete and continuous data are available [19, 20, 33] .
In order to define an inverse operator of our new derivative, the antiderivative, we apply some ideas from fractional calculus, which is a branch of mathematical analysis that studies the possibility of taking real number powers of the differentiation operator [1, 25, 32] . The fractional calculus goes back to Leibniz (1646-1716) himself. However, it was only in the last 20 years that fractional calculus has gained an increasingly attention of researchers. In October 2009, Science Watch of Thomson Reuters identified it as an Emerging Research Front and gave an award to Metzler and Klafter for their paper [28] . Here we consider fractional calculus in the more general setting of time scales. The study of fractional calculus on arbitrary time scales was introduced in the PhD thesis of Bastos [6, 7, 8, 9] and is now subject of strong current research: see, e.g., [10, 21, 22, 24, 29, 30] . However, to the best of our knowledge, all the previous results refer to nonsymmetric fractional calculi. Here we introduce a general symmetric fractional calculus on time scales. For the importance to study such a symmetric calculus we refer the reader to [15, 16, 17] .
The paper is organized as follows. In Section 2 we present the basic notions and necessary results to what follows. Our results appear in Section 3. We begin to define and develop the nonsymmetric fractional calculus (Section 3.1). In order to do that, we define the nabla fractional derivative and the nabla fractional integral of order α ∈]0, 1]. Then, in Section 3.2, we introduce and develop the symmetric fractional calculus. We end with Section 4 of conclusions and future work.
Preliminaries
A nonempty closed subset of R is called a time scale and is denoted by T. We assume that a time scale has the topology inherited from R with the standard topology. Two jump operators are considered: the forward jump operator σ : T → T, defined by σ (t) := inf {s ∈ T : s > t} with inf ∅ = sup T (i.e., σ (M ) = M if T has a maximum M ), and the backward jump operator ρ : T → T defined by ρ (t) := sup {s ∈ T : s < t} with sup ∅ = inf T (i.e., ρ (m) = m if T has a minimum m). A point t ∈ T is said to be right-dense, right-scattered, left-dense or leftscattered if σ (t) = t, σ (t) > t, ρ (t) = t or ρ (t) < t, respectively. A point t ∈ T is dense if it is right and left dense; isolated if it is right and left scattered. If sup T is finite and left-scattered, then we define T κ := T \ {sup T}, otherwise T κ := T; if inf T is finite and right-scattered, then T κ := T \ {inf T}, otherwise T κ := T. We set T κ κ := T κ ∩ T κ and we denote f • σ by f σ and f • ρ by f ρ . In time scales it is common to define two derivatives: one using the forward jump operator, the so-called delta derivative; the other using the backward jump operator, known as the nabla derivative. Definition 2.1 (Delta derivative [11] ). We say that a function f : T → R is delta differentiable at t ∈ T κ if there exists a number f ∆ (t) such that, for all ε > 0, there exists a neighborhood U of t such that
for all s ∈ U . We call f ∆ (t) the delta derivative of f at t and we say that f is delta differentiable if f is delta differentiable for all t ∈ T κ .
Definition 2.2 (Nabla derivative [11] ). We say that a function f : T → R is nabla differentiable at t ∈ T κ if there exists a number f ∇ (t) such that, for all ε > 0, there exists a neighborhood V of t such that
for all s ∈ V . We call f ∇ (t) the nabla derivative of f at t and we say that f is nabla differentiable if f is nabla differentiable for all t ∈ T κ .
A third derivative, the symmetric derivative on time scales, can be seen, under certain assumptions, as a generalization of both the nabla and delta derivatives. The symmetric calculus on time scales was recently proposed and investigated in [13, 14, 18] . We refer the reader to these references for the motivation to study the symmetric calculus and for a deep understanding of the theory. Definition 2.3 (See [14] ). We say that a function f : T → R is symmetric continuous at t ∈ T if, for any ε > 0, there exists a neighborhood U t ⊂ T of t such that, for all s ∈ U t for which 2t − s ∈ U t , one has |f (s) − f (2t − s)| ≤ ε.
Continuity implies symmetric continuity but the reciprocal is not true [14] . Definition 2.4 (See [14] ). Let f : T → R and t ∈ T κ κ . The symmetric derivative of f at t, denoted by f ♦ (t), is the real number, provided it exists, with the property that, for any ε > 0, there exists a neighborhood U ⊂ T of t such that
for all s ∈ U for which 2t−s ∈ U . A function f is said to be symmetric differentiable provided f ♦ (t) exists for all t ∈ T κ κ . In time scales one uses special classes of functions that guarantee the existence of an antiderivative. Definition 2.5. A function f : T → R is called regulated provided its right-sided limit exist (finite) at all right-dense points in T and its left-sided limits exist (finite) at all left-dense points in T. Definition 2.6. A function f : T → R is called rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at leftdense points in T. The set of rd-continuous functions f : T → R is denoted by C rd . Analogously, a function f : T → R is called ld-continuous if it is continuous at all left-dense points and if its right-sided limits exist and are finite at all right-dense points. We denote the set of all ld-continuous functions by C ld . Theorem 2.7 (See [11, 12] ). Every ld-continuous function f : T → R has a nabla antiderivative. In particular, if t 0 ∈ T, then F defined by
For the notions of nabla and delta integrals and their generalizations, we refer the reader to [11, 26, 31] .
Main Results
We develop two types of fractional calculi on arbitrary time scales: nonsymmetric (Section 3.1) and symmetric (Section 3.2). The new calculi provide, as particular cases, discrete, quantum, continuous and hybrid fractional derivatives and integrals.
3.1. Nonsymmetric fractional calculus. We begin by introducing a new notion: the nabla fractional derivative of order α ∈]0, 1] for functions defined on arbitrary time scales. For α = 1 we obtain the usual nabla derivative of the time-scale calculus. Let T be a time scale, t ∈ T, and δ > 0. We define the right δ-neighborhood of t as U + := [t, t + δ[ ∩ T and the left δ-neighborhood of t as
Definition 3.1 (The nabla fractional derivative). Let f : T → R, t ∈ T k . For α ∈]0, 1] ∩ {1/q : q is an odd number} (resp. α ∈]0, 1] \ {1/q : q is an odd number}) we define f ∇ α (t) to be the number (provided it exists) with the property that, given any ε > 0, there is a δ-neighborhood U ⊂ T of t (resp. right δ-neighborhood
for all s ∈ U (resp. s ∈ U + ). We call f ∇ α (t) the nabla fractional derivative of f of order α at t.
Throughout the paper we only consider the nonsymmetric fractional calculus as the calculus derived from the nabla fractional derivative. However, we could also consider the delta fractional calculus associated with the delta fractional derivative.
q is an odd number} (resp. α ∈]0, 1] \ {1/q : q is an odd number}) we define f ∆ α (t) to be the number (provided it exists) with the property that, given any ε > 0, there is a δ-neighborhood U ⊂ T of t (resp. left δ-neighborhood
Along the text α is a real number in the interval ]0, 1]. The next theorem provides some useful properties of the nabla fractional derivative on time scales. Theorem 3.3. Assume f : T → R and let t ∈ T k . The following properties hold:
q is an odd number . If t is left-dense and if f is nabla fractional differentiable of order α at t, then f is continuous at t.
q is an odd number . If t is left-dense and if f is nabla fractional differentiable of order α at t, then f is right-continuous at t. (iii) If f is continuous at t and t is left-scattered, then f is nabla fractional differentiable of order α at t with
q is an odd number . If t is left-dense, then f is nabla fractional differentiable of order α at t if, and only if, the limit
exists as a finite number. In this case,
(vi) If f is nabla fractional differentiable of order α at t, then
Proof. (i) Assume that f is fractional differentiable at t. Then, there exists a neighborhood U of t such that
and, since t is a left-dense point,
We conclude that f is continuous at t.
(ii) The proof is similar to the proof of (i), where instead of considering the neighborhood U of t we consider a right neighborhood U + of t. (iii) Assume that f is continuous at t and t is left-scattered. By continuity,
Hence, given ε > 0 and α ∈]0, 1] ∩ {1/q : q is an odd number}, there is a neighbor-
for all s ∈ U (resp. U + ). Hence, we get the desired result:
(iv) Assume that f is nabla fractional differentiable of order α at t and t is leftdense. Let ε > 0 be given. Since f is nabla fractional differentiable of order α at t, there is a neighborhood U of t such that
for all s ∈ U, s = t. Therefore, we get the desired result:
exists and is equal to L and t is left-dense. Then, there exists a neighborhood U of
for all s ∈ U (note that the inequality is trivially verified for s = t). Hence, f is nabla fractional differentiable of order α at t and
(v) The proof is similar to the proof of (iv), where instead of considering the neighborhood U of t we consider a right-neighborhood
On the other hand, if t > ρ (t), then, by (iii),
The proof is complete.
Next result relates different orders of the nabla fractional derivative of a function.
Theorem 3.4. Let α, β ∈ ]0, 1] with β ≥ α and let f : T → R be a continuous function. If f is nabla fractional differentiable of order β at t ∈ T, then f is nabla fractional differentiable of order α at t.
Proof. If t is left-scattered, then, by Theorem 3.3 (iii) , f is nabla fractional differentiable of any order α ∈ ]0, 1]. If t is left-dense, then, by Theorem 3.3 (iv, v),
which proves existence of the nabla fractional derivative of f of order α at t ∈ T.
Proof. If t is left-scattered, then, by Theorem 3.3 (iii), one has
Assume t is left-dense. Then, by Theorem 3.3 (iv) and (v), it follows that
This concludes the proof.
Proof. Clearly, the function is nabla differentiable, which is the same as saying that function f is nabla fractional differentiable of order 1. Then, by Theorem 3.4, the function is nabla fractional differentiable of order α, with α ∈ ]0, 1]. From Theorem 3.3 (vi) it follows that
1−α and the desired relation is proved. Assume now that t − ρ(t) = 0, that is, ρ(t) = t. In this case t is left-dense and by Theorem 3.3 (iv) and (v) it follows that
Let us now consider the particular case T = R.
Corollary 3.7. Function f : R → R is nabla fractional differentiable of order α at point t ∈ R if, and only if, the limit
Proof. Here T = R and all points are left-dense. The result follows from Theorem 3.3 (iv) and (v). Note that if α ∈]0, 1] \ 1 q : q is an odd number , then the limit only makes sense as a right-side limit.
The next result shows that there are functions which are nabla fractional differentiable but are not nabla differentiable.
Proof. Here T = R + 0 . In this time scale every point t is left-dense and by Theorem 3.3 (v) with α = 1/2 it follows that
Therefore, the nabla derivative of order α is always zero whenever the function is differentiable. The fractional nabla derivative is particular useful to study the behaviour of functions that are not differentiable in the classical sense, as shown in Proposition 3.8.
For the fractional derivative on time scales to be useful, we would like to know formulas for the derivatives of sums, products and quotients of fractional differentiable functions. This is done according to the following theorem.
Theorem 3.10. Assume f, g : T → R are nabla fractional differentiable of order α at t ∈ T k . Then, (i) the sum f + g : T → R is nabla fractional differentiable at t with
(ii) for any constant λ ∈ R, λf : T → R is nabla fractional differentiable at t with (λf )
(iii) if f and g are continuous, then the product f g : T → R is nabla fractional differentiable at t with
(v) if f and g are continuous and g ρ (t)g(t) = 0, then f g is fractional differentiable at t with
Proof. Let us consider that α ∈]0, 1] ∩ 1 q : q is an odd number . The proofs for the case α ∈]0, 1] \ 1 q : q is an odd number are similar: one just needs to choose the proper right-sided neighborhoods. Assume that f and g are nabla fractional differentiable of order α at t ∈ T k . (i) Let ε > 0. Then there exist neighborhoods U 1 and U 2 of t for which
for all s ∈ U. Therefore, f + g is fractional differentiable of order α at t and
(ii) Let ε > 0. Then there exists a neighborhood U of t with
It follows that
Therefore, λf is fractional differentiable of order α at t and (λf )
If t is left-scattered, then
The other product rule formula follows by interchanging the role of functions f and g. (iv) Using the fractional derivative of a constant (Proposition 3.5) and Theorem 3.10 (iii), we know that
Since we are assuming f ρ (t) = 0,
as intended. (v) Follows trivially from the previous properties:
The next result provides examples of how to use the algebraic properties of the nabla fractional derivatives of order α. 
Proof. We use mathematical induction. First, let us consider the case α = 0. If m = 1, then f (t) = t − c and f
1−α holds from Propositions 3.5 and 3.6 and Theorem 3.10 (i). Now, assume that
. By Theorem 3.10 (iii), we have
Hence, by mathematical induction, part (i) holds. For g(t) = 1
, we apply Theorem 3.10 (iv) to obtain
For α = 1 the proofs are similar bearing in mind that (t)
Now we introduce the nabla fractional integral on time scales.
Definition 3.12 (The indefinite nabla fractional integral). Assume that f : T → R is a regulated function. We define the indefinite nabla fractional integral of f of order β, 0 ≤ β ≤ 1, by
with f (t)∇t the usual indefinite nabla integral of time scales [11] .
Remark 3.13. It follows from Definition 3.12 that
Definition 3.14 (The definite nabla fractional integral). Assume f : T → R is a ld-continuous function. Let
denote the indefinite nabla fractional integral of f of order β with 0 ≤ β ≤ 1, and let a, b ∈ T. We define the Cauchy nabla fractional integral from a to b by
The next theorem gives some algebraic properties of the nabla fractional integral.
Theorem 3.15. If a, b, c ∈ T, λ ∈ R, and f, g ∈ C ld with 0 ≤ β ≤ 1, then
Proof. The equalities follow from Definitions 3.12 and 3.14, analogous properties of the nabla integral on time scales, and the properties of Section 3.1 for the fractional nabla derivative on time scales. (i) From Definition 3.14, we have
(ii) From Definitions 3.14 and 3.12, one has
The last properties (iii), (iv) and (v) are direct consequences of Definition 3.14:
We end this section with a simple example of a discrete fractional integral of order α.
Example 3.16. Let T = Z, 0 ≤ β < 1, and f (t) = t. Using the fact that
where C is a constant, we have
The fundamental concepts of the nabla fractional calculus of order α, which are the differentiation and integration of noninteger order using the nabla operator, were presented in this section. Instead of using the nabla operator, we could use the delta operator and we would obtain an analogous delta fractional calculus of order α. The properties of the delta fractional calculus of order α are similar to the properties of the nabla case. In the next section we will use both nabla and delta approaches, the delta and nabla fractional calculi of order α, to obtain useful results of the symmetric fractional calculus of order α and extend the results of [14] . is the real number (provided it exists) with the property that, for any ε > 0, there exists a neighborhood U ⊂ T of t such that
for all s ∈ U for which 2t − s ∈ U . A function f is said to be symmetric fractional differentiable of order α provided f
Remark 3.18. If α = 1, then the symmetric fractional derivative is the symmetric derivative on time scales [14] .
Some useful properties of the symmetric derivative are given in Theorem 3.19. (ii) If f is symmetric fractional differentiable of order α at t and t is dense or isolated, then f is symmetric continuous at t (Definition 2.3). (iii) If f is continuous at t and t is not dense, then f is symmetric differentiable of order α at t with
(iv) If t is dense, then f is symmetric fractional differentiable of order α at t if and only if the limit
(v) If f is symmetric differentiable of order α and continuous at t, then
Proof. (i) Suppose that f has two symmetric derivatives of order α at t, f
for all s ∈ U 1 for which 2t − s ∈ U 1 , and a neighborhood U 2 of t such that
(ii) From hypothesis, for any ε > 0, there exists a neighborhood U of t such that
(iv) Assume that f is symmetric fractional differentiable of order α at t and t is dense. Let ε > 0 be given. Then, there exists a neighborhood U of t such that
for all s ∈ U for which 2t − s ∈ U . It follows that
for all s ∈ U with s = t. Therefore, we get the desired result:
Conversely, let us suppose that t is dense and the limit
exists. Then, there exists a neighborhood U of t such that
α − L ≤ ε for all s ∈ U for which 2t − s ∈ U . Because t is dense, we have
which leads us to the conclusion that f is symmetric differentiable of order α and f
Note that if we use the substitution s = t + h, then
(v) If t is a dense point, then σ (t) = ρ (t) and
If t is not dense, and since f is continuous, then
Next proposition shows a function that is not differentiable at point t = 0 in the sense of classical (integer-order) calculus and standard (nonsymmetric) calculus on time scales [11, 12] , but is symmetric fractional differentiable of order α ∈ ]0, 1].
Proposition 3.25. Let T be a time scale with 0 ∈ T κ κ and f : T → R be defined by
Proof. We know (see Remark 3.20) that
The result follows immediately from this equality.
We now give some algebric properties of the symmetric fractional derivative.
Theorem 3.26. Let f, g : T → R be two symmetric fractional differentiable functions of order α at t ∈ T κ κ and let λ ∈ R. The following holds: (i) Function f + g is symmetric fractional differentiable of order α at t with
(ii) Function λf is symmetric fractional differentiable of order α at t with
(iii) If f and g are continuous at t, then f g is symmetric fractional differentiable of order α at t with
(iv) If f is continuous at t and f σ (t) f ρ (t) = 0, then 1/f is symmetric fractional differentiable of order α at t with
On the other hand, if t ∈ T is not dense, then
Hence, functions γ 1 , γ 2 : T → R are well defined and, if f is delta and nabla differentiable, then f
Remark 3.30. Suppose that f is delta and nabla fractional differentiable of order α. If point t ∈ T κ κ is right-scattered and left-dense, then its fractional symmetric derivative of order α is equal to its delta fractional derivative of order α. If t is left-scattered and right-dense, then its symmetric fractional derivative of order α is equal to its nabla fractional derivative of order α.
Due to Proposition 3.29, we can now define a symmetric integral of noninteger order. Finally, we present some algebraic properties of the symmetric fractional integral. Proof. Equalities (i)-(v) follow from Definition 3.31 and analogous properties of the nabla and delta fractional integrals (cf. Theorem 3.15).
Conclusion
Fractional calculus, that is, the study of differentiation and integration of noninteger order, is here extended, via the recent and powerful calculus on time scales, to include, in a single theory, discrete, continuous and hybrid fractional calculi. Both nonsymmetric and symmetric fractional derivatives and integrals on an arbitrary nonempty closed subset of the real numbers are introduced, and their fundamental properties derived. It is shown that a function may be fractional differentiable but not differentiable; and that a function may be symmetric fractional differentiable but not fractional differentiable. A relation between the nonsymmetric and symmetric fractional derivatives is also derived. In particular, our time-scale symmetric fractional calculus of order α ∈]0, 1] gives, when α = 1, the recent results of [14] ; while for α = 1 the delta and nabla nonsymmetric fractional calculi reduce to the the usual delta and nabla calculus on time scales, respectively.
We have only introduced some fundamental concepts and proved some basic properties. Much remains to be done in order to develop the theory here initiated. In particular, it would be interesting to investigate the usefulness of the new fractional calculi in applications to real world problems, where the time scale is partially continuous and partially discrete with a time-varying graininess function. This and other questions will be subject of future research.
