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Abstract 
Extension to the Generalized Lagrange Formulation for Nonlinear Circuits 
Mbalu Fornah-Delo 
 
 
 
 
 Derived separately, the classical generalized Lagrange equations, 
demonstrates a variant of the Poincare’s equations. With the use of generalized 
Lagrange equations, circuit modeling is extended to incorporate memristor elements 
and magnetically coupled circuits. Due to recent interest in memristive based nano-
circuits and the need for energy-based models in power systems dynamics and 
controls.  
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1. Introduction 
 
 
 Memristors are an important class of two-terminal circuit elements whose 
resistance retains memory of its pervious states through which the elements have 
evolved. This paper considers the extension of the generalized Lagrange approach to 
modeling electrics with complex topologies, Kwatny et al. (1982). The inclusion of 
memristor elements, Chua (1971), is considered as well as magnetically coupled 
networks. The motivation for this is the growing interest in memristor nano-circuits, 
Kavehei et al. (2010), as well as the presence of coupled networks in power systems 
and electro-mechanical devices.  
 In contrast to Kwatny et al. (1982), the discussion herein approaches the 
generalized Lagrange equations as a variant of Poincaré’s equations, Arnold et al. 
(1988); Chetaev (1989). Thus, the circuit formulation is linked to a much more 
powerful variational construct for modeling mechanical systems than the classical 
Lagrange approach, Kwatny and Blankenship (2000).  
 
1.1 Motivation  
 
 
A significant amount of research has been devoted to the composition and 
analysis of conventional electrical circuits using Lagrangian and Hamiltonian 
methods. Over the last three decades a small but growing focus has been on 
memristors—memory resistors.  
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The motivation for this paper as previously stated in the introduction, is the 
growing interest in memristor nano-circuits. Memristors can be used for many 
applications, including digital memory, Neuromorphic systems, and logic circuits. 
Independently derived both Poincare’s equations and generalized Lagrange 
equations have many similarities—that have proposed the question of whether one 
can be derived from the other. In this paper I will show that although there are 
similarities, one cannot be derived from the other or vice versa.  
 
1.2 Background 
 
 
 Memristors and memristive devices have been a vastly researched topic over 
the past four decades. With the original question surrounding the matter, what is the 
missing constitutive relation? The original three basic electrical circuit elements: the 
capacitor invented by Ewald Georg von Kleist in 1745; the resistor invented by Georg 
Simon Ohm in 1827; and the inductor invented by Michael Faraday in 1831, were 
built by these experimental physicists to observe the lumped behavior of relevant 
measureable electrical parameters across a system.  
In 1961, Herny M. Paynter in his original lecture notes from the University of 
Michigan entitled Analysis and Design of engineering systems identified the 
relationship between what he called the “generalized momentum (or magnetic flux 
linkage) and generalized displacement (or electrical charge)”. Figure 1.1 shows where 
Paynter identified the following relation with the dotted line as shown. 
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Figure 1.1: Paynter's Tetrahedron of state 
 
 
 
Paynter drew the tetrahedron of state to summarize the relationship amongst the 
following state variables: e; p; q and f. Paynter was able to define five of the six 
binary relationships possible from figure [1], two of the definitions:  
 Quantity - 𝑝 𝑡 =   𝑝 0 +    𝑒 𝑡 𝑑𝑡!!                      (1.1)   
Displacement - 𝑞 𝑡 =   𝑞 0 +    𝑡 𝑑𝑡!!                  (1.2)  
were interpreted as the momentum, “magnetic flux or pressure-momentum”. The 
remaining binary relationships are the three elementary constitutive relations for 
energy storage and dissipation elements: 
Fc (c, q) = 0                        (1.3) 
Fl (p, f) = 0                        (1.4) 
FR (e, f) = 0                      (1.5) 
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It wasn’t until 1971 where Leon O. Chua hypothesized the existence of the 
fourth basic two-terminal circuit element, while trying to establish a missing 
constitutive relationship between the electrical charge and the magnetic flux. Chua is 
accredited as the first to find the relationship amongst the electrical charge and the 
magnetic flux and naming the hypothetical nonlinear device, memristor (memory + 
resistor), in terms of a quasi-static expansion of Maxwell’s equations.  
Chua named the device Memristor because of its ability to demonstrate the 
“hysteresis property of the then-ferromagnetic core memory and also the dissipative 
characteristics of a resistor”. In this device the nonlinear resistance can be memorized 
open-endedly by controlling the flow of the magnetic flux or the electrical charge.  
Within the following five years, 1976, Leon O. Chua and Sung Mo Kang 
broaden the theory of the memristor by introducing a broader class of memristive 
devices and systems. Their initial attempts to validate the theoretical theory of 
memristor were conducted by demonstrating the charge-controlled memristor 
behavior with the assistance of active and passive electrical circuit components. Chua 
and Kang made no attempts to apply the memristors in commercial products due to 
the complexity surrounding the implementation of the memristor.  
In 2008, Hewlett Packard’s researchers serendipitously observed the 
memristive behavior of nanoscale cross-point devices in their crossbar memory 
arrays. Dr. Leon Chua was accredited for his seminal work that explained the 
nanoscale phenomenon they discovered. The HP memristor is based on a nanometer 
scale TiO2 thin film, containing a—doped region and an un-doped region. HP’s 
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purpose of the proposed memristor applications in artificial biological systems and 
nonvolatile RAM, they also enable reconfigurable nano-electronics.  
 
1.3 Objectives 
 
 
This thesis aims to meet the following objectives: 
• Propose a mathematical model using the generalized Lagrange approach with 
similarities of Poincare’s equations, Arnold et al. (1998), Chetaev (1989).  
• Demonstrate the similarities amongst Poincaré and Lagrange equations.  
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2. CIRCUITS AND CIRCUIT ELEMENTS 
 
 
 In electro-magnetic circuits there are four basic variables current i, voltage ν, 
charge q, and flux linkage λ. From the four variables it is possible to identify six 
distinct pairs and consequently there can be six pairwise relationships. Two of these 
are the fundamental (kinematic) relationships: 𝑑𝑞(𝑡)𝑑𝑡 = 𝑖 𝑡       𝑎𝑛𝑑    𝑑λ(𝑡)𝑑𝑡 = 𝑣 𝑖                   (1) 
The four remaining are called constitutive relations and define the basic circuit 
elements.  
Two-terminal or one-port circuit elements are characterized by two port 
variables: the voltage ν across the terminal pair and the current i flowing through the 
element.  Each element will have an appropriate causality in which one of the port 
variables is considered the input and the other output of the device. Four different 
elements can be defined in terms of the four constitutive relationships: the resistor, 
defined by a relationship between ν and i, the inductor, defined by a relationship 
between λ and i, the capacitor, defined by a relationship between ν and q and the 
memristor, defined by a relationship between λ and q. 
 The first three are the classical circuit elements. Existence of the fourth was 
postulated by Leon Chua in Chua’s 1971 publication and recently confirmed in 
Strukov et al. (2008). The missing element was also anticipated by Paynter Paytner’s 
1961 lecture notes publication, who recognized the missing constitutive relation as 
indicated by the dash line in Figure 2.1.  
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Figure 2: The state tetrahedron adapted from Paynter (1961). The dashed line 
denotes the missing relationship. 
 
 
 
 A complete model of a circuit element is one in which specification of one of 
the port variables (v or i) enables determination of the other. A complete model of 
each of the four circuits elements requires combining the appropriate constitutive 
relation with, if necessary, one or more of the kinematic relations. 
(1) the resistor, ΦR (v, i) = 0 
(2) the inductor, ΦL (λ, i) = 0 
(3) the capacitor, ΦC (v, q) = 0 
(4) the memristor, ΦM (λ, q) = 0  
In the above definitions the implicit relations are intended to define a one-
dimensional regular sub-manifold of R2. As an example, in the case of the resistor the 
manifold is implicitly defined by MR = {(v, i) ∈ R2 | ΦR (v, i) = 0}. In some instances 
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it might be more appropriate to define the manifold parametrically MR = {(v, i) ∈ R2 
| v = φ1 (s), I = φ2 (s), s ∈ [a, b] ⊂ R}. 
An element is linear if its constitutive relationship is linear. In which case for the 
resistor we have ΦR = v −  Ri, for the inductor ΦL = λ  −  Li, and for the capacitor ΦC = 
v  −  Cq. Here, R, L, C represent the usual resistance, inductance, and capacitance. For 
the memristor, notice that upon differentiation with respect to t yields: 𝜕𝛷𝑀𝜕λ   λ+   𝜕Φ𝑀𝜕𝑞   𝑞 = 0                                      (2) 
or 𝜕Φ𝑀𝜕λ   𝑣 +   𝜕Φ𝑀𝜕𝑞   𝑖 = 0                                    (3) 
Consequently, if ΦM is linear, i.e. ΦM = Aλ−Bq, than (3) becomes: 𝐴𝑣  –   𝐵𝑖   = 0 
so that the memristor is simply a resistor with resistance 𝑅   = 𝐵 ∕ 𝐴. This point is 
noted in Chua (1971).  
In order to address nonlinear elements we need additional terminology. 
(1) A resistor is current-controlled (voltage-controlled) if ΦR (v, i) = 0 is satisfied by 
a single valued function of the current v = φ (i) (of the voltage I = φ (v)). (2) An inductor is flux-controlled (current-controlled) if ΦL (λ, i) = 0 is satisfied by a 
single valued function of flux, i = φ (λ) (current, λ = φ (i)).  (3) A capacitor is charge-controlled (voltage-controlled) if ΦC (v, q) = 0 is satisfied 
by a single valued function of charge, v = φ (q) (voltage, q = φ (v)).  (4) A memristor is flux-controlled (charge-controlled) if ΦM (λ, q) = 0 is satisfied by 
a single valued function of flux, q = φ (λ) (charge, λ = φ (q)).  
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The inductor and capacitor are energy storage devices. For example consider a flux 
controlled inductor; the energy supplied to the device over a time interval (t0, t1) is: 
ℇ =    𝑖𝑣  𝑑𝑡!!!!   =    φ   λ   𝑑λ  
!
!  
Now, assume that the graph φ (λ) is confined to the first and third quadrants, 
i.e., 𝜆𝜑   𝜆 ≥ 0,  and then ℇ   ≥ 0. It is clear that any energy increase obtained by 
changing the flux linkage from λ0 to λ1 is recovered when the linkage is reduced to λ0. 
A similar conclusion is obtained from the capacitor. On the other hand, for a current-
controlled resistor compute the power supplied to it: 𝒫   = 𝑖𝑣   = 𝑖φ   𝑖  
Thus, if the graph of φ (i) is confined to the first and third quadrants, i.e., i φ 
(i) ≥ 0, it follows that 𝒫   ≥ 0. Thus power is always injected and cannot be retrieved, 
so the resistor is purely dissipative.  
Consider a charge-controlled memristor. Then 
𝜆 =   𝜑   𝑞 ⇒ 𝑣   = 𝑀   𝑞 𝑖,                    𝑀   𝑞 =   𝜕𝜑  (𝑞)𝜕𝑞  
Consequently, if 𝑀   𝑞 ≥ 0,∀𝑞,  it follows that 𝒫 = 𝑖𝑣   = 𝑀   𝑞 𝑖!   ≥ 0 
The memristor is purely dissipative. Recall that a one-port device is passive if the 
energy that can be extracted from it with any state is x, i.e., the available energy ℇA 
(x), is bounded Wyatt et al. (1981). Chua proved in Chua (1971) that a charge-
controlled memristor is passive if and only if 𝑀   𝑞 ≥ 0. Similar conclusions can be 
made for a flux-controlled memristor for which the constitutive relation is 
	   10	  𝑞   =   φ   λ   ⇒ 𝑖 =𝑊 λ 𝑣,                            𝑊 λ =   𝜕φ(λ)𝜕λ   
Sources provide the driving input into the circuit. An ideal voltage source is a 
two terminal element in which the voltage across it is independent of the current 
through it. An ideal current source is a two terminal element in which the current 
through it is independent of the voltage across it.  
 
2.1. Energy Functions  
 
 
The electrical energy stored in a charge controlled capacitor is easily 
computed, given the constitutive relation 𝑣 = 𝑣  (𝑞), by integrating the work done 
over time of the power delivered 
𝑇!   q =    𝑣𝑖  𝑑𝑡     =    𝑣   𝑞 𝑑𝑞!! . 
Similarly, if the capacitor is voltage controlled, its co-energy can be computed as a 
Legendre transformation of the energy, given the constitutive relation 𝑞   = 𝑞  (𝑣) 
𝑇!∗   v = [q  v−   𝑇!    q ]!→!   !   =    𝑞   𝑣 𝑑𝑣!! . 
In the same way, the inductor energy, 𝑈!   λ , and co-energy, 𝑈!∗  (𝑖) can be obtained  
𝑈!   λ =    𝑖   λ 𝑑λ,!!  
𝑈!∗   λ =    λ   𝑖 𝑑𝑖.!!  
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These definitions were given in Cherry (1951). A companion paper Millar (1951) 
provides the following definitions of resistor content, GR (i), and co-content, 𝐺!∗ (v) 
𝐺!    𝑖 =    𝑣   𝑖   𝑑𝑖,!!  
𝐺!∗    𝑣   =    𝑖   𝑣   𝑑𝑣!!  
as well as voltage source content, GE (i, t), and current source co-content, 𝐺!∗   𝑣, 𝑡  
𝐺!    𝑖, 𝑡   =    𝑣   𝑖 𝑑𝑖,!!  
𝐺!∗   𝑣, 𝑡 =    𝑖   𝑡   𝑑𝑣.!!  
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3. Generalized Lagrange Equations 
 
 
The traditional application of the Lagrange formulation to circuits chooses 
either capacitor charges or inductor flux linkages as the independent coordinates. The 
network topology must be such that the coordinate derivatives can be associated with 
companion inductor currents or capacitor voltages. This limits the class of circuits 
that can be addressed. This problem has been considered by several investigation 
including MacFarlane (1970); Chua and McPherson (1974); Kwatny et al. (1982). 
The method introduced in Kwatny et al. (1982) is based on the generalized Lagrange 
equations Noble and Sewell (1972) which can be viewed as variant of Poincare’s 
equations Arnold et al. (1988); Chetaev (1941, 1989). Poincaré’s equations preserve 
the underlying theoretical structure and elegance of the Lagrange formulation. In the 
case of circuits, Poincaré’s equations take the simplified form: 𝑞   = 𝑉𝑝                      (4) 𝑑𝑑𝑡   𝜕𝐿(𝑝, 𝑞)𝜕𝑝   –   𝜕𝐿(𝑝, 𝑞)𝜕𝑞   𝑉   = 𝑄!𝑉                          (5) 
where is p is a vector of qussi-velocities, q is the generations coordinator vector. V is 
the velocity transformation matrix. It relates the coordinates velocities to the qussi-
velocities. Q is a vector of externally applied generalized forces and the function 𝐿  (𝑝, 𝑞) is the Lagrange function.  
 Hamilton’s principle of stationary action was originally stated for classical 
mechanical systems but has since been extended to other systems including electric 
systems. In its basic form, this principle states that the natural evolution of a system 
described by a set of configuration coordinates, q (t) from a fixed initial configuration 
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at time t1 to another configuration at time t2 > t1 a stationary point of the action 
integral: 
𝑆   =    𝐿   𝑞   𝑡 , 𝑞   𝑡 . 𝑡 𝑑𝑡  !!!!  
where L is the Lagrangian Function. This means that the arbitrary small variation of I 
from an admissible trajectory q (t) is zero: 
δ𝑆   = [𝐿  (𝑞   𝑡 +   ε   𝑡 , 𝑞   𝑡 +   ε   𝑡 , 𝑡)  – 𝐿  (𝑞   𝑡 , 𝑞   𝑡 , 𝑡)]  𝑑𝑡!!!!  
where ε (t) is an arbitrary small function of t. From this statement it is possible to 
derive the basic form of Lagrange’s equations: 𝑑𝑑𝑡   𝜕𝐿𝜕𝑞     −   𝜕𝐿𝜕𝑞   = 0. 
Also, the variational indicator can be expanded to account for non-
conservative elements, i.e. resistors and sources leading to Lagrange’s equations in 
the form: 𝑑𝑑𝑡   𝜕𝐿𝜕𝑞     −   𝜕𝐿𝜕𝑞   = 𝑄 
where the generalized Q are obtained from the variation of the total work expression 
for all non-conservative elements: δ𝑊   =    𝑄!  ! δ𝑞! .   
The ordinary application onto circuits selects the coordinate to be either an 
independent set of capacitor charges or an independent set of inductor flux linkages. 
For the capacitor charge formulation the Lagrange is: 
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  𝐿   𝑞, 𝑞 = 𝑈∗   𝑖 − 𝑇   𝑞  
where U* is the sum of all inductor co-energies and T is the sum of all capacitor 
energies. In the case of inductor flux linkage formulation the Lagrange is: 𝐿   λ, λ = 𝑇∗ 𝑣 − 𝑈   λ . 
Where T* is the sum of all capacitor co-energies and U is the sum of all inductor 
energies.  
 
3.1 State Variables 
 
 
Consider a network ℵ.We’ll select a normal tree T and let ℒ be its co-tree. The 
dynamical transformation matrix would be defined as follows: 
Definition I: Consider a network with n nodes and m branches. The chord to tree-
branch dynamical transformation matrix is the matrix 𝒟   ∈   ℛ !!! ×  (!  –!!!)  with 
elements: 
𝑑!"   =    1 −   𝑡𝑟𝑒𝑒  𝑏𝑟𝑎𝑛𝑐ℎ  𝑗  𝑎𝑛𝑑  𝑐ℎ𝑜𝑟𝑑  𝑘  𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑠  ℎ𝑎𝑣𝑒  𝑡ℎ𝑒  𝑠𝑚𝑎𝑒  𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛−1 − 𝑡𝑟𝑒𝑒  𝑏𝑟𝑎𝑛𝑐ℎ  𝑗  𝑎𝑛𝑑  𝑐ℎ𝑜𝑟𝑑  𝑘  𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑠  ℎ𝑎𝑣𝑒  𝑜𝑝𝑝𝑜𝑠𝑖𝑡𝑒  𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛0 − 𝑡𝑟𝑒𝑒  𝑏𝑟𝑎𝑛𝑐ℎ  𝑗  𝑑𝑜𝑒𝑠  𝑛𝑜𝑡  𝑙𝑖𝑒  𝑖𝑛  𝑎  𝑙𝑜𝑜𝑝  𝑓𝑜𝑟𝑚𝑒𝑑  𝑏𝑦  𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛  𝑜𝑓  𝑐ℎ𝑜𝑟𝑑  𝑘 
Consequently, Kirchoff’s laws imply: 𝑖!   = 𝐷𝑖!                                               (6) 𝑣!   =   −𝐷!   𝑣!                          (7) 
where it, vt are the tree branches currents and voltages respectively, and iC, vC are the 
chord currents and voltages. 
Definition II: If a set of capacitors from a loop, then their voltages (and charges) are 
dependent. Thus, the set of capacitors are said to be dependent. Otherwise the set is 
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called independent. If a set of inductors are from a cut-set, then their currents are 
dependent and the set is said to be dependent. Otherwise the set is called independent. 
 In general the elements of a network can be divided into three categories: 1) 
state elements—independent elements that store energy (ideal capacitors and 
inductors) that are used to define the dynamical state, 2) non-state elements—
elements that do change the network’s total energy including resistors, memristors 
and sources, and 3) excess elements—(dependent capacitors and inductors), 
MacFarlane (1970).  
Hence, it is useful to partition equations (6) and (7) to form the following new 
equations: 𝑖!"𝑖!"𝑖!"   = 𝐷!! 𝐷!" 𝐷!"𝐷!" 𝐷!! 𝐷!"𝐷!" 𝐷!" 𝐷!!    𝑖!"𝑖!"𝑖!"                                 (8) 𝑣!"𝑣!"𝑣!"   = −𝐷!!
! −𝐷!"! −𝐷!"!−𝐷!"! −𝐷!!! −𝐷!"!−𝐷!"! −𝐷!"! −𝐷!!!   
𝑣!"𝑣!"𝑣!"                                   (9) 
Given a network ℵ choose a tree with a maximum number of independent 
capacitors and a co-tree with a maximal number of independent inductors Bryant 
(1959), MacFarlane (1970). The only situation preventing all of the network 
capacitors from being included in the tree is the presence of capacitor only loops. In 
this case, the loop is divided into a set of independent capacitors and a set of 
dependent capacitors. The independent set is included in the tree and the dependent 
set in the co-tree. Similarly the only situation preventing the inclusion of all inductors 
in the co-tree is the existence of an inductor only cut-set. In this situation, the cut-set 
is divided into an independent set of inductors and which is included in the co-tree 
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and the set of excess inductors included in the tree. The independent capacitors and 
independent inductors comprise the state elements of the network.  
Treating each capacitor-only loop and each inductor only cut-set in this 
method McFarlane (1970) defines a state tree for the network. For any given network, 
following this procedure a state tree and its co-tree are identified having the following 
properties: 
ST1 The state tree contains a maximal independent set of capacitors and minimal set 
of dependent inductors. 
ST2 The co-tree contains a maximal independent set of inductors and a minimal 
dependent set of capacitors.  
ST3 The only type of loop that can be formed by insertion of chord of chord capacitor 
into a state tree is a capacitor only loop. 
ST4 No loop formed by insertion of a chord resistor into the state free can contain an 
inductor. 
Note that item 4 follows from the fact that the inductor would not have belonged to an 
inductor only cut-set and therefore should not have been included in the state tree. 
 It follows from (ST3) and (ST4) that the dynamic transformation matric takes 
the form: 
𝐷   = 𝐷!! 𝐷!" 𝐷!"𝐷!" 𝐷!! 0𝐷!" 0 0 .                                (10) 
Now, the tree T and co-tree ℒ, are each divided into two parts, respectively, 
T1, T2 and ℒ!,ℒ! according to the following criteria: 
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A1 All independent voltage sources belong to T1 and all independent current 
sources belong to ℒ!. 
A2 All resistors are divided between 𝑇!  𝑎𝑛𝑑  ℒ!  such that all current controlled 
resistors belong to T1 and all voltage-controlled resistors belong to ℒ!.  
A3 All inductors in the tree are current controlled and belong to T1. All capacitors in 
the co-tree are voltage controlled and belong to ℒ!. 
A4 Elements in ℒ! do not make fundamental loops with elements in 𝑇!. Elements in 𝑇! do not belong to cut-sets with elements in ℒ!. 
A5 𝑇!does not contain any voltage-controlled capacitors and 𝑇! does not contain any 
charge-controlled capacitors. Similarity, ℒ! does not contain any flux-controlled 
inductors and ℒ! does not contain any current controlled inductors.  
 These conditions imply that all non-state elements and excess elements belong 
to 𝑇!  𝑜𝑟  ℒ!.   Since elements in ℒ! do not make fundamental loops with elements in 𝑇!, it follows that under the above conditions D has the form: 𝑖!"!𝑖!"!𝑖!"!𝑖!"!𝑖!"!
  = 𝐷!!!!𝐷!!!"𝐷!"!!𝐷!"!"𝐷!"!
0𝐷!!!!000
0𝐷!"!"000
0𝐷!"!!000
0𝐷!"!!000     
𝑖!ℒ!𝑖!ℒ!𝑖!ℒ!𝑖!ℒ!𝑖!ℒ!  𝑣!ℒ!𝑣!ℒ!𝑣!ℒ!𝑣!ℒ!𝑣!ℒ!   =
𝐷!!!!!0000
𝐷!!!"!𝐷!!!!𝐷!"!"!𝐷!"!!!𝐷!"!!
𝐷!"!!!0000
𝐷!"!"!0000
𝐷!"!!0000     
𝑣!"!𝑣!"!𝑣!"!𝑣!"!𝑣!"!   . 
Herein the capacitor charges in T1 and the inductor fluxes in ℒ! are chosen as 
generalized coordinates. The capacitor voltages in T2 and the inductor currents in ℒ! 
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are generalized velocities. The distribution of circuit elements within the tree and 
co-tree is summarized in figure 3.  
 
 
 
	  
Figure 3: Tree and co-tree division of circuit elements and state coordinates. 
 
 
 
 
 
3.2 Generalized Coordinates and Velocities 
 
 
 This notion of generalized coordinates and velocities can be clearly illustrated 
by considering a simple circuit composed of linear inductors and capacitors without 
any excess element. Then, in view of (10), (6) and (7) reduce to the following: 
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  𝑖!   =   𝐷!!𝑖! ,                𝑣!   =   −𝐷!!!   𝑣! .                                   11  
The tree, T consists entirely of an independent set of capacitors. These are 
divided into two sets T1, T2. The co-tree, ℒ consists entirely of an independent set of 
inductors, also divided into sets  ℒ!,ℒ!. These divisions are arbitrary, except that the 
elements in ℒ! do not make fundamental loops with elements in T1. 
 The capacitor charges in T1, denoted qC1, and the inductor fluxes in ℒ!, 
denoted λL2, are the generalized coordinates. The capacitor voltages in T2, vC2 , and 
the inductor current in ℒ!, 𝑖!!, are the generalized velocities. Equation (11) then can 
be written as follows: 𝑖!!𝑖!!   = 𝐷!!!! 0𝐷!!!" 𝐷!!!!    𝑖!!𝑖!!                             (12) 𝑣!!𝑣!!   = − 𝐷!!!!! 𝐷!!!"!0 𝐷!!!!!    𝑣!!𝑣!! .                (13) 
The upper part of (12) and lower part of (13) provide a relationship between 
the coordinate derivatives and the generalized velocities: 𝑑𝑑𝑡    𝑞!!λ!!   = 𝑉   𝑖!!𝑣!!                                                           (14) 
where 
𝑉 = 𝐷!!!! 00 −𝐷!!!!!                                                     (15) 
The remaining equations then become: 𝑖!!   =   𝐷!!!"𝑖!! +     𝐷!!!!𝑖!!                                     16  𝑣!!   =   −𝐷!!!!! 𝑣!! −     𝐷!!!"! 𝑣!!.                     17  
 
 
	   20	  
3.3 Lagrange Equations 
 
 
Consider the case without excess elements. The Lagrangian takes the form: 𝐿 𝑝, 𝑞 =   𝑊∗ 𝑝 − 𝑍   𝑞 +   𝑞!𝐺𝑝                                  (18) 
where 
𝑝   = 𝑖!!𝑣!! ,                𝑞   = 𝑞!!λ!!                                                                  19  
and 𝑊∗ 𝑝 =   𝑈ℒ!∗    𝑖!! +   Τ!!∗    𝑣!!                                                    20  𝑍   𝑞 =   𝑈ℒ!    λ!! +     Τ!!    𝑞!! .                                          (21) 
The key to deriving the generalized Lagrange equations is to understand the 
relationship between the coordinate time derivatives 𝑞 and the quasi-velocities p as 
given by (14) and (15), or simply:                                                                             𝑞   = 𝑉𝑝.                                                          (22) 
Suppose 𝑟𝑎𝑛𝑘  𝑉   = 𝑘   ≤ min 𝑚,𝑛 .  Then V can be factored to the form 𝑉   = 𝐿𝑅, 𝐿   ∈   𝑅!×! ,𝑅   ∈   𝑅!×!. L and R are both of full rank K and consequently, L 
possess and left inverse Ll and R possesses a right inverse Rr. Consequently, V has a 
pseudo-inverse 𝑉!   =   𝑅!𝐿! , such that 𝑉𝑉!𝑉   = 𝑉. 
Now, the matrices (𝐼  −   𝑅!𝑅) and (𝐼  −   𝐿𝐿!) can be similarly rank factored: 𝐼 −   𝑅!𝑅 =   ΔΦ,            Δ ∈   𝑅!× !!! ,Φ ∈   𝑅(!!!)×! 𝐼 −   𝐿𝐿! =   ΓΣ,            Γ ∈   𝑅!× !!! , Σ ∈   𝑅 !!! ×!. 
The solution properties of (22) for p in terms of 𝑞 can be summarized in terms 
of these matrices. A solution of (22) exist if and only if the compatibility constraints 
hold: 
	   21	                                                      Σ𝑞   = 0                                                                                  (23) 
If (23) holds, then all solutions of (22) are of the form:                             𝑝   = 𝑉!𝑞 +   Δω                                                                            (24) 
where ω (t) is an arbitrary differentiable (𝑛  – 𝑘) vector quasi-coordinates. Notice that 
(23) and (24) can be combined to yield the extended velocity relation: 𝑝0   = 𝑉! ΔΣ 0    𝑞ω   . 
It’s inverse is  𝑞ω   = 𝑉 ΓΦ 0    𝑝0   . 
 As noted in Kwatny et al. (1982), if the velocity transformation matrix V has a 
right then there are no compatibility constraints and if V has a left inverse then no 
additional coordinates are required.  
 In the following theorem (Generalized Lagrange Equations), consider a 
network without excess elements and having generalized coordinates qC1, λL2, 
velocity transformation matrix as given in equation (15) and Lagrangian equation 
(18), then the generalized Lagrange equations becomes:                                             𝑞   =   𝑉𝑝                            (25) 
                 𝑑𝑑𝑡    𝜕𝜕𝑝   −    𝜕𝜕𝑞   𝑉   = 𝑄              (26) 
                                        − 𝜕𝜕𝑞   Λ   =   λ                      (27) 
where 𝑞!   = 𝑞!   ω!  and   𝐿 𝑝, 𝑞 =𝑊∗   𝑝 −   𝑍 𝑞 +   𝑞!!𝐺!                  (28) 
with  
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            𝐺   = 0 0−𝐷!!!!! 𝐷!!!" 0Δ!!𝐷!!!" 0 .                    (29) 
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4. Memristor Example 
 
 
 
 
Figure 4: A four-element memristor circuit. 	  	  	   Consider	   the	   circuit	   in	   figure	   4.	   If	   you	   recall	   that	   in	   the	   linear	   case,	   the	  memristor	   is	   essentially	   a	   resistor.	   The	   interesting	   case	   is	   the	   nonlinear	  memristor.	   In	   this	   case	   the	   inductor	  and	  capacitor	  are	   considered	   to	  be	   linear,	  the	   voltage	   source	   is	   constant,	   and	   the	  memristor	   is	   flux	   controlled.	   Thus,	   the	  tree	  and	  co-­‐tree	  can	  be	  defined	  and	  partitioned	  in	  the	  following	  way:	  𝑇!   = 𝐸 , 𝑇!   = 𝐶 	  ℒ!   = 𝐿 , ℒ! = {𝑀}	  The	   state	   variables	   are	   the	   two	   generalized	   velocities	  υ!   𝑎𝑛𝑑  𝑖!	  so	   the	  Lagrangian	  is:	  
𝐿   =   𝑈!∗   𝑖! +   𝑇!∗   υ! =   12 𝐿!𝑖!! +   12𝐶!υ!! .	  The	  flux-­‐controlled	  memristor	  is	  characterized	  by:	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  𝑖!   =𝑊   λ! υ! , 𝑑λ!𝑑𝑡   =   υ! .                (30)	  
The work done by the voltage source is 𝛿𝒲!   =   𝑉!𝑑𝑖! and by the memristor 
is 𝛿𝒲!   =    𝑖!   𝑑υ!   =𝑊   λ! υ! . Thus, the Lagrange equations now become: 
    𝐿 𝑑𝑖!𝑑𝑡   =   𝑉! , 𝐶 𝑑υ!𝑑𝑡   =𝑊   λ! υ! .                  (31) 
Finally, it is clearly shown above that equations (29) and (30) provide a 
complete description of the network.  	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5. Coupled Circuits 
 
 
Systems in which electrical and mechanical components and interact are of 
considered in this section. Electron-mechanical transducers are central to electric 
power system—the most obviously important being generators and motors. A direct 
approach to developing the equations describing the behavior of such devices is to 
apply Lagrange’s equations in some form. The generalized Lagrange equations are 
particularly convenient for the systems of interest herein where the mechanical 
dynamics are rather simple and the complexity a rises only in their integration with 
the electrical dynamics. The key ideas for the application of the generalized equations 
to such systems will be illustrated with a series of examples.  
Each example involves a couple system that may include only electrical or 
both electrical and mechanical components. The system interacts with the external 
world by energy exchange through multiple ports. The first issue is to identify the 
idealized system energy storage potential function and constitutive relations that can 
be derived from it. Then, the generalized Lagrange equations are derived for the non-
ideal system.  
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Figure 5: Two mutually couple inductors. 	  	  	  
Mutually couple inductors play an important role in motors and other devices. 
Consider the mutually couple ideal inductors shown in figure 5. The flux linkages of 
each coil depends on the current in both coils: 𝜆!   =   ϕ!  (𝑖!, 𝑖!) 𝜆!   =   ϕ!  (𝑖!, 𝑖!) 
Assume, for now that the relationships are invertible so that: 𝑖! =   φ!  (λ!, λ!) 𝑖! =   φ!   λ!, λ! . 
The instantaneous power flowing into the pair of coils is: 𝑃 =   𝑒!𝑖! +   𝑒!𝑖!. 
Thus, the work done on the system in an infinitesimal time interval 𝑑𝑡 is: 𝛿𝑈 =   𝑒!𝑖!  𝑑𝑡 +   𝑒!𝑖!  𝑑𝑡 =    𝑖!𝑑λ! +    𝑖!𝑑λ!.                      (32) 
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Since the ideal inductors are conservative the infinitesimal work equals the 
increase in magnetic stored energy the pair of coils. Now, equations (32) is an exact 
differential 𝑑𝑈   λ!, λ! , only if the constitutive relations satisfy the integrability 
conditions: 𝜕φ! λ!, λ!𝜕λ! =   𝜕φ!   λ!, λ!𝜕λ! . 
If this is the case, the magnetic energy function 𝑈   λ!, λ!  exists for coupled 
pair. If 𝑈  (λ!, λ!) is known, then the constitutive equations can be obtained by 
differentiation, 
𝑖! =   𝜕𝑈  (λ!, λ!)𝜕λ! , 𝑖! =   𝜕𝑈  (λ!, λ!)𝜕λ!  
Similarly, the co-energy 𝑈∗   𝑖!, 𝑖!  exists provided the integrability conditions hold: 𝜕Φ! 𝑖!, 𝑖!𝜕𝑖! =   𝜕Φ!   𝑖!, 𝑖!𝜕𝑖! . 
In this case, and if 𝑈∗ is known, the constitutive relations can be obtained in the form: 
λ! =   𝜕𝑈∗  (𝑖!, 𝑖!)𝜕𝑖! , λ! =   𝜕𝑈∗  (𝑖!, 𝑖!)𝜕𝑖!  
Furthermore, if both 𝑈𝑎𝑛𝑑  𝑈∗  exists, then they are related by a Legendre 
transformation, e.g.,  𝑈∗   𝑖!, 𝑖! =   λ!𝑖! +   λ!𝑖! − 𝑈   λ!, λ!  
 Consider the case where the constitutive relations are linear, i.e.  λ! =   𝐿!!𝑖! +   𝐿!"𝑖! λ! =   𝐿!"𝑖! +   𝐿!!𝑖! 
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Integrability requires 𝐿!" =   𝐿!",  that is, the inductance matrix is symmetric. 
Consequently,  
  λ!λ! =   𝐿!! 𝐿!"𝐿!" 𝐿!!      𝑖!𝑖!      
and 
  𝑖!𝑖!   =   Γ!! Γ!"Γ!" Γ!!        λ!λ!      ,   Γ!! Γ!"Γ!" Γ!!   =   𝐿!! 𝐿!"𝐿!" 𝐿!!   !!. 
 With the constitutive relations known it is a simple matter to integrate along any 
path to find the energy and co-energy functions. For example, to find the energy 
function take any path 𝐶  𝑓𝑟𝑜𝑚   0, 0   𝑡𝑜   λ!, λ! : 𝑈   λ!, λ! =   12    λ!  λ!      Γ!! Γ!"Γ!" Γ!!       λ!λ!                       (33) 
Similarity, integrate or use a Legendre transformation to obtain: 
𝑈∗   𝑖!, 𝑖 =   12    𝑖!  𝑖!      𝐿!! 𝐿!"𝐿!" 𝐿!!       𝑖!𝑖!   .                    (34) 
Now consider the system shown below in figure 6. The network is composed of two 
circuits coupled by the mutual inductance. All elements are assumed to have linear 
constitutive relations. Each circuit has its own graph as illustrated in figure 7. The left 
circuit tree and co-tree are subdivided in accordance with the criteria in Section 3.1 as 
follows: 𝑇! = 𝐸,𝑅!, 𝐿! , 𝑇! =    , ℒ! = {𝐿!}, ℒ! = {  } 
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Figure 6: Two circuits coupled through a mutual inductance. 	  	  	  	  
	  
Figure 7: Directed graphs for the two distinct circuits. 	  	  	  
Similarly the right circuit tree and co-tree are divided as follows: 𝑇! = {  }, 𝑇! =   𝐶! , ℒ! = {𝐿!}, ℒ! = {  𝑅!}  . 
The significance of these tree and co-tree divisions is that they organize the 
choice of state variables. Consider that 𝐿! is an excess element in the left circuit. 
From the left circuit, inductor 𝐿!  contributes a velocity 𝑖!! . From the circuit, 𝐿! 
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contributes a velocity 𝑖!!  and 𝐶!  contributes a velocity υ!! . All generalized 
coordinates are quasi-coordinates, ω, with ω = 𝑝, i.e.,  
                                 𝑑𝑑𝑡      ω!ω!ω!   =    𝑖!!𝑖!!υ!!                                       35 .   
Consider assembly of the Lagrangian. In this case, since all storage elements 
contribute velocity states the Lagrangian involves only co-energy functions. The 
circuits cross coupling terms; ω!𝐺𝑝 can be assembled independently for the left and 
right circuit and then combined. First, the dynamic transformation relations for the 
two circuits, respectively, are: 
   𝑖!𝑖!!𝑖!!    =   111     𝑖!! , 𝑖!! = [1 1]      𝑖!!𝑖!! . 
Notice that for the left circuit, 𝐷!!!" is null, so the cross product term is 
absent. On the other hand, for the right circuit, the cross product term is ω!𝑖!! . 
Consequently, the Lagrangian is: 𝐿   𝑖!! , 𝑖!! , 𝑖!! ,ω! =   𝑈!!!!∗    𝑖!!𝑖!! +   𝑈!!∗    𝑖!! +   𝑇!!∗    υ!! +ω!𝑖!! 
where 
𝑈!!!!∗    𝑖!!𝑖!! =   12    𝑖!! 𝑖!!      𝐿!! 𝐿!"𝐿!" 𝐿!!      𝑖!!𝑖!!  𝑈!!∗ 𝑖!!   =   12   𝐿!  𝑖!!! , 𝑇!!∗    υ!! =   12   𝐶!  υ!!!  
 The generalized forces are easily determined to be the following: 𝑄 =   𝐸  (𝑡) −𝑅!𝑖!! 0 −υ!!/𝑅!                     (36) 
Thus, Lagrange’s Equations are obtained as: 
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     𝐿! +   𝐿! 𝐿!" 0𝐿!" 𝐿!! 00 0 𝐶!      𝑑𝑑𝑡       𝑖!!𝑖!!υ!!    +     𝑅! 0 00 0 10 −1 𝑅!!!        
𝑖!!𝑖!!υ!!    =   𝐸   𝑡00   . 
 This is a complete representation of the coupled inductor network. All three of 
the quasi-coordinates can be considered the ignorable.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
	   32	  
6. CONCLUSION 
 
  
The objectives of the work presented in this thesis were to propose a 
mathematical model using Noble and Sewell (1972), generalized Lagrange approach 
with similarities of Poincare’s equations, Arnold et al. (1998), Chetaev (1989) and to 
demonstrate the similarities amongst Poincaré and Lagrange equations. Findings 
resulted in the Lagrange not being a variant of Poincare’s equation. The mathematical 
model derived provided an extension of the the generalized Lagrangian equations 
incorporating memristor elements and magnetically coupled circuits, Kwatny el al.  
 
6.1. Summary of Contributions 
The major contributions of the thesis could be summarized as  
• Modeling using the generalized Lagrange approach. 
• Explanation of the similarities amongst Poincaré and Generalized 
Lagrange equations.  
• Incorporation of Memristor and coupled circuits into Generalized 
Lagrange Formulation. 
This thesis formulated a mathematical method of modeling circuits 
incorporating memristors and magnetically coupled circuits. This expands the 
applicability of Lagrange methods in power systems (magnetic coupling) and nano-
circuits (memristor).  
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