This paper describes a framework for specifying robotic agents in a modular way. The framework is based on nite state machines together with a set of operators that allow the description of a complex system from its components. The nite state machine model allows the presented framework to bene t from available controller synthesis and veri cation methodologies. The set of operators is motivated by execution scenarios and system architecture that are common within the area of robotics. They are adopted from operators o ered in several process algebras.
Introduction
Robotic agents are often complex systems that reside in dynamically changing environments. In order for robotic agents to operate robustly and reliably in a real world environment, they are equipped with several sensors and actuators that constantly monitor the environment and act upon observed changes, according to a prespeci ed strategy. In other words, robotic agents consist of several components that interact with their environments and with one another. In addition, since most applications of robotic agents are typically costly and safety critical, it is crucial that the design of these systems be within a structured methodology that supports analysis. Furthermore, to make the design process manageable, it is essential that the methodology allows modular speci cation and exploits the inherent architectures of these systems.
Within the area of intelligent control and exible manufacturing systems, a significant progress has been made on automaton (or nite state machine) based methodologies for the speci cation and veri cation of control systems (e.g., 12, 19] ). In some cases these methodologies have been successfully used in the synthesis problem where a controller is automatically constructed from a given speci cation 15, 16] . These methodologies, however, focus more on veri cation and synthesis of the controller and o er mainly two types of operations to compose a large system from the nite state machines of its components: parallel and sequential composition. This in turn limits the notion of modularity in the design process. For example, one can not compose two components such that one interrupts or disables the other. Such an operation is essential for robotic applications where, for example, a robot must be able to interrupt the execution of another to avoid a collision.
Within the area of concurrent systems, which include robotic applications, several process algebraic formalisms have been developed to specify and analyze communicating, concurrently executing systems, e.g., CCS 14] , CSP 6] , ACSR 10] . One aspect that makes these formalisms attractive is their support of various operators for constructing a complex system from simpler systems.
In this paper, we propose a framework that combines the conveniences of nite state machines with operators borrowed from process algebras. That is, a complex system in this framework can be described in terms of its elementary components and a set of operators to describe their interactions. Our framework is based on nite state machines and thus can bene t from methodologies for automatic controller synthesis and analysis. Its set of operators adapts several operators from process algebras to the nite state model, e.g., the sequential composition of CSP 6] and the notion of exception in ACSR 10] . The operators are adapted using common techniques for de ning sequential and parallel composition of nite state machines. In addition, the set of operators in this framework re ect typical strategies of composing the various elementary components in robotic agent applications.
Paper organization. Section 1.2 brie y reviews relevant formalisms that have been applied to robotic agents. Section 1.3 informally describes an example of a task of robotic agents that is used throughout the paper to illustrate our formalism. Section 1.4 rst describes a typical system architecture of robotic agents and then presents our formalism. Section 1.5 brie y describes how the composition operator can be used to de ne a supervisor process. The paper is summarized in Section 1.6.
Related Work
A signi cant progress has been accomplished in formally specifying and analyzing concurrent, communicating systems. The developed formalisms often addressed different motivations, e.g., applicability to a speci c problem domain, ease of representation, and computational complexity associated with the veri cation process. We next review relevant formalisms that were applied to the area of robotics.
Petri Nets 11, 5] 7] ). These formalisms are based on the intuitive notation of transition diagrams. They however o er few composition operators.
In the domain of autonomous mobile agents, temporal automata 9] were used to demonstrate some simple examples that concentrated mainly on the design speci cation issues as opposed to veri cation and analysis of the system.
Lyons 13] adopted a process algebraic approach and proposed the formal Robot Schemas (RS) model which is well suited for sensory based robotic applications. The RS model has the power of a full procedural programming language. It however abandoned the intuitive state diagram representation in favor of procedural description in terms of RS.
Among the approaches which tackle the hybrid system issues of modeling robotic agents are Constraint Nets 20] and Hybrid Automata 1]. These models capture both continuous and discrete phenomena of the design but did not emphasize modularity which is important for specifying a variety of tasks. More applications using synchronous programming languages such as Lustre, Esterel were reported in the domains of visual servoing and mobile robotics 18, 4].
Example
The system task consists of navigating two mobile robots together towards a prespeci ed goal location while avoiding obstacles. Figure 1. 1 illustrates the task. Each robot is equipped with cameras that detect the obstacles in the eld of view of the robot. The elds of view of the two robots overlap. In Figure 1 .1, the rhomboid areas I., II., and III. correspond to the bird-eye view of the elds of view of robot A, B, and the common eld of view, respectively.
The two robots must reach the goal location autonomously, i.e., without any intervention from a human supervisor. For this, the robots need to coordinate their activities (or goals), exchange the information about the obstacles in their respective elds of view, and in case of failure, interrupt each other so that no one proceeds without the other. Throughout the task accomplishment, several concurrent processes extract the sensory information from the environment, generate the motion commands to the individual robots, and react to any unexpected presence of obstacles. We will revisit this example in the following sections to illustrate how we can model it within the proposed formalism.
Our Framework
A robotic agent typically consists of a nite set of sensors and actuators. Each sensor has a set of data extraction and processing strategies. Each actuator has a set of control strategies. The agent sensors and actuators execute in parallel to achieve a speci c task (or objective), e.g., locate and avoid an obstacle in the environment.
On a lower level of abstraction, each sensor and actuator is in charge of invoking its strategies in a speci c logical and temporal order to achieve the overall task of the agent. This may require interactions with other sensors and actuators of the agent. Interactions are modeled through communication events that are broadcasted. In addition, global variables can be used to exchange system state information. In our framework, each sensor and actuator strategy is represented by a nite state machine (FSM) model, called elementary process. An elementary process can be viewed as a server for the sensor or actuator that encapsulates the low level protocol of the device and a speci c strategy for generating motion commands or extracting sensory data. Each sensor and actuator is described by combining, e.g., in sequence or parallel, various elementary processes. We call the resulting FSM model of the sensor or actuator a process. A robotic agent can be represented by the parallel composition of the processes of its sensors and actuators. This modular speci cation can be carried to a higher level of abstraction, where multiple agent processes can be combined to describe more complex systems of interactive agents.
We next describe elementary processes which are the basic notion of a component in our framework. We then describe the various composition operators which allow us to describe more complex components in an intuitive way.
Elementary Processes
An elementary process has an FSM model that describes an elementary control or perceptual strategy. The transitions between the states of the FSM model are labeled with events that describe initiation, termination, interruption of, or communication with another process. Communication is modeled via shared events; that is, if two parallel processes share an event, a communication link is established between them. Furthermore, communication in our model is broadcast based. In other words, more than two processes activated in parallel can share a communication link at any time instant.
A state of the FSM model represents execution modes such as data processing, control mode, and idling mode. The set of nal states of an elementary process is partitioned into a set of successful and unsuccessful nal states.
We assume that each elementary process can access global variables and use them inside predicates to express the goals the mobile agent should achieve, maintain or prevent from happening. In this paper, however, we do not model variables. The process starts in state 1 where the agent waits for the event goto which indicates that a destination location was set. In state 2, the proportional control law to compute the next command for the mobile base is continuously applied until the goal location is reached (event succ GT ), or either an unexpected failure (event fail GT ) or an external interrupt (event intrpt GT ) occurs. In state 2 the goal can be reset (event goal), and information about the obstacles can be provided (event obst). It starts in state 1, and moves to state 2 when the obstacle detection process starts (event detobs). In state 2, the process continuously acquires images from the stereo vision sensor. After ltering the image data and applying the appropriate mapping, the process broadcasts the information about the obstacles in the eld of view of the mobile robot (event obst) until an external interrupt (event intrpt DO ) occurs.
Obstacle Detection elementary strategy GoTo elementary strategy
We will revisit this example to show how to combine the two processes in parallel to de ne a speci c strategy for a robot.
Composition Operators
As mentioned earlier, elementary processes can be composed to describe various strategies of a sensor and actuator. The resulting FSM models, or processes, of sensors and actuators can be further combined to describe the task of the robotic agent. Furthermore, the same operators can be used to describe a system with multiple robotic agents that interact with one another.
The choice of operators in our framework is motivated by execution scenarios and system architectures that are common within the domain of robotic agents. The set of operators we describe next is by no means exhaustive. It however illustrates how to de ne essential, primitive operators that can be used to de ne others. Let P; R and S range over the set of processes and 1 ; ; n range over the set of events. The syntax of a process in our framework is de ned by the following grammar: P ::= R ; S j R : S j R jj S j R ] f 1 ; ; ng S j R :; S j R ::S Sequential composition: P = R ; S. Process P behaves like the process R until R terminates at which time P starts behaving like S. The process P terminates when S terminates and has the same termination status as S, i.e., being in a successful or unsuccessful state. In terms of the FSM model, sequential composition of processes R and S is achieved by connecting each nal state of R with the initial state of S by an -transition, and making the nal states of S those of P and the initial state of R the initial state of P. Figure 1 .4 depicts the sequential composition of two processes. Note that regular minimization algorithms can be applied to eliminate the transitions from the resulting nite state machine.
As an example, consider the following sequential composition:
GoTo ; GoTo
It speci es that the mobile agent must execute the GoTo strategy twice, consecutively.
The objective for the robot is to navigate to two di erent locations one after another. The locations are determined by global system variables. Note that in this composition, even if the rst process terminates unsuccessfully, i.e., the rst process did not accomplish its task of reaching the rst location, the second process is initiated and an attempt is made to reach the second location.
Conditional composition: P = R : S. Process P behaves like the process R until R terminates successfully at which time P starts behaving like the process S. If R fails, the conditional composition also fails. If R terminates successfully, the termination status of P is that of S. If R terminates unsuccessfully, then so does P.
In terms of the FSM model, P is obtained by connecting each successful state in the FSM model of R to the initial state of the FSM model of S. Conditional composition can be used to describe a process that monitors a certain condition to be true, e.g., a landmark is found, a goal location is reached, a target is detected. The condition is required for initiating a second process. Once the condition is reached the rst process successfully terminates and the second process is started.
As an example, consider the following process:
LocLand : Navigate where a robot must rst detect and locate a landmark (process LocLand). The successful termination of detecting and locating a landmark is a precondition for instantiating the Navigate process which will move the robot towards the landmark, the new goal location, while avoiding obstacles. The process Navigate is a composite process that will be described shortly. The conditional composition process is part of our robotic example where the LocLand process is used to determine an initial goal location that is used when starting the GoTo process to move the robot.
Parallel composition: P = R jj S. Process P behaves like the processes R and S running in parallel. P terminates with the termination status of the process which terminates last. Parallel composition is formed as a modi ed version of a synchronous product of the participating FSM's; that is, both R and S must agree on the transitions labeled with the (non-) events they share, i.e., a shared event can be asserted only when both processes can make a transition on that event. The processes R and S however proceed independently on unshared events, i.e., unshared events can be asserted in an interleaved fashion in P.
Informally, the FSM model of P is obtained from a restricted version of the synchronous product of the FSM models of R and S. Transitions on unshared events are interleaved, while transitions on shared events must be synchronized to produce a single transition in P that is labeled with the shared event. The initial state of P is composed of the initial states of R and S. The nal states of P are states composed of the nal states of R and S. The successful (unsuccessful) nal states of P are those states where the last substate (i.e., state from R or S) that changed is a successful (unsuccessful) state. In addition, the unsuccessful states of P also include those states that are reached through a synchronous transition to an unsuccessful state in one process (e.g., R) and to a successful state in the other (e.g., S). In practice, if R and S synchronize on an event right before terminating, then they should terminate with a consistent status. Appendix A contains the formal de nition of the FSM model of the parallel composition.
As an example, consider the process in charge of navigating a robot while avoiding obstacles. Process Navigate can be speci ed as follows:
GoTo jj DetObs where the processes GoTo and DetObs are the elementary processes of Figure 1 .3.
The FSM model of the parallel composition of the two processes is shown in Figure 1 .5.
Disabling composition: P = R ] f 1 ; ; ng S. Disabling composition is similar to the parallel composition with the di erence in the way transitions on the disabling events 1 ; ; n are handled. First, transitions on any of the speci ed disabling events need not be synchronized, even when the event is shared between R and S.
Second, the rst process that can assert a disabling event, terminates the participation of the second process in the parallel composition; that is, P behaves from that point on like the process which rst asserted a disabling event. The transitions in P from that point on are those of the process which asserted a disabling event rst and the termination status of P is that of this latter process.
A particular application of the disabling operator is when the set of the disabling events consists of all the events leading to nal states in R and S. In this case, the disabling composition describes a process where R and S are executed in parallel and P terminates when either process terminates.
In our robotic example, the two robots are required to navigate together. However, it is sometimes necessary to make one follow the other, for instance, to move through a narrow space. The corresponding process can be described as follows:
where the set D = fsuccA GT ; intrptA GT ; failA GT ; succB F ; failB F ; intrptB F g:
Both agents (processes) proceed in parallel until one of them terminates, which interrupts and disables the other process. The termination status is the status of the process which terminates rst. Once process R successfully terminates process S is initiated. Upon completion of S, process R is again initiated and so on so forth. The sequential initiations terminate with the failure of process R, otherwise the process P has a recursive, non-terminating behavior. Figure 1 .7 depicts the synchronous recurrent composition operation.
As an example, consider the task of looking for moving targets and tracking them upon request. This can be described by the following process: DetectIndMotion :; Track Once the process R successfully terminates, the process S is instantiated with a new copy of the process R ::S. This means that R is asynchronously \forking" instances of S. The forking process terminates with the failure of the process R. The fact that this composition operator creates multiple copies of process S brings some subtleties to the nite state machine representation and cannot be clearly represented pictorially.
As an example, consider an observer agent that sits at a home station and monitors a working area with multiple mobile agents. The goal of the observer agent is to keep track of the destinations which still have to be visited by the team of mobile agents.
When a mobile agent A satis es a given goal, it comes back to the home station. Upon detecting agent A, the observer agent sends it to an unvisited destination. The whole process terminates if all destinations are visited or the observer agent fails to detect a mobile agent. The system can be described by the following process:
ObserverAgent ::GoTo A :
Synthesis Example
During the speci cation of our mobile robotic example, the composition operators facilitate the speci cation of the desired behavior of the mobile robot. Having the FSM model of the desired behavior and the model of the plant, which in our case corresponds to the sensor and actuator processes activated in parallel, we can formulate the control of the mobile robot as a Supervisory Control Theory Problem 17] . This allows us to synthesize a supervisor process if one exists, which in turn guarantees the desired behavior of the system. The supervisor process is then executed in parallel with the elementary strategies (i.e., elementary processes) of the system sensors and actuators. It serves as a run-time monitor and scheduler of the elementary strategies.
Consider the navigation task in our mobile robotic example. Each robot has copies of the GoTo and DetObs elementary processes associated with its actuators and sensors. Navigation is accomplished through the possibly repeated executions of these elementary processes. However, to achieve the overall system task of moving the robots together while avoiding obstacles, the execution of the elementary processes must not be random. For this, we construct a supervisor process that describes the desired behavior of the system as a whole unit. The speci cation of the desired behavior is constructed in a bottom-up fashion by rst combining the elementary processes into more complicated processes. In our robotic example, each of the two robots A and B has a navigation process which is described as the disabling composition of the GoTo and DetObs processes. This guarantees that the termination of either process, terminates the second process. (This is to be contrasted with the previous de nition of the navigation task where the obstacle detection process and the motion process did not interrupt one another.) The two robot navigation processes are then combined to describe the navigation task of the overall coupled system. The two processes are combined using the disabling composition to allow the two robots to march in parallel and collaborate in such a way that the task will not proceed unless both mobile agents are progressing successfully. The overall system navigation task is described by the following process: Navigate = NavPhase1 :;Navigate NavPhase1 = (GoTo A ] D1 DetObs A ) ] D2 (GoTo B ] D3 DetObs B ) where D1 = fsuccA GT ; intrA GT ; failA GT ; intrA DO g D3 = fsuccB GT ; intrB GT ; failB GT ; intrB DO g D2 = D1 D2
The system navigation task is a recursive process that stops if a failure occurs in the process NavPhase1.
Conclusion
We have illustrated a way to enrich a nite state machine based model with a set of operators that allow modular description of robotic systems. The FSM model is chosen due its intuitive notation and provides suitable abstraction of the sensing and control strategies which could be described in terms of di erential equations Robotic community. The proposed representation allows our formalism to bene t from available synthesis and veri cation methodologies. The set of operators has been chosen to re ect common execution scenarios in robotic applications and, thus, provides an intuitive way of describing such applications.
We have used the presented formalism to formally specify the presented robotic example. The robotic system currently consists of seven elementary processes for each mobile agent. We found the composition operators a helpful mechanism in structuring a supervisor process for the example. They allowed us to describe various supervisors for di erent system tasks in a modular and intuitive way. A detailed description of the implementation and the workings of the individual strategies can be found in 8].
