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Abstract
Stochastic methods have gained some popularity in global optimization in that most of them do not assume the cost functions to
be differentiable. They have capabilities to avoid being trapped by local optima, and may converge even faster than gradient-based
optimization methods on some problems. The present paper proposes an optimization method, which reduces the search space
by means of densiﬁcation curves, coupled with the dynamic canonical descent algorithm. The performances of the new method
are shown on several known problems classically used for testing optimization algorithms, and proved to outperform competitive
algorithms such as simulated annealing and genetic algorithms.
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1. Introduction
Global optimization provides a framework for dealing with a wide spectrum of real world problems in science and
engineering. Practically any engineering problem may be expressed in terms of a global optimization problem even
though it may seem at ﬁrst sight to have nothing to do with optimization. Because of that, an expressive number of
methods have been suggested to ﬁnd a tradeoff between time and space complexities and the capabilities to locate the
global optimum up to a certain precision. Most of these methods can be cast into three main classes: gradient-based,
enumerative, and stochastic algorithms.
The gradient-based schemes [1], although thoroughly used, have the limitations to often yield local optima instead of
actual global optima, and to be based on differentiability assumptions underlying the cost function. Therefore, they are
limited in use with respect to all the possible optimization problems that may involve non-differentiable cost functions
and for which global optimization may be required.
Enumerative algorithms are devoted to scan the search space with the hope to ﬁnd out the global optima. Although
such algorithms are obviously guaranteed to ﬁnd global optima, they are inefﬁcient for real-world problems for which
the search space may be too large for being scanned in a reasonable amount of time.
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Stochastic algorithms have been proposed for overcoming the limitations of pure enumerative searches. Two families
of such algorithms that have gained some popularity are genetic algorithms (GA) and simulated annealing (SA) which
do not assume differentiability of the cost function of interest.
Considering GA [6], there has not been a clear way of choosing the size of initial population and other parameters.
The way to maintain diversity, to enhance exploration and exploitation, to escape from local minima and to ﬁne tune
local search still remains unsolved.
The disadvantages of SA [7] are such that it cannot focus on the regions which are susceptible of containing the global
optimizer, and that it may require several function evaluations even for not so complicated optimization problems.
The present paper proposes a fast and efﬁcient derivative-free global optimization algorithm. Based on the dynamic
canonical descent (DCD), initially proposed by Bousson [2], where the number of variables of the original problem
is reduced by the use of densiﬁcation curves. Concerning the densiﬁcation theory, a new curve is proposed leading to
less function evaluation regarding the same precision when exploring the space and a new approach for the variable
reduction is presented concerning a multidimensional reduction instead of a mono-dimensional one.
The paper is organized as follows. Section 2 describes the DCD algorithm upon which the proposed optimization
method is built. Section 3 presents an efﬁcient domain densiﬁcation method for reducing the dimension of the search
space, together with subsequent properties and how it may be used in the framework of the DCD algorithm. Finally,
this approach is validated on tough optimization problems in Section 4, and conclusions are drawn in Section 5.
2. Dynamic canonical descent
Let f be a function from Rn to R, and consider the problem:
Minimize f (x)
Subject to x ∈ X ⊂ Rn,
where X is a compact and convex set and f a continuous (but not necessarily differentiable) function. In the sequel we
assume X to be a box, that is a cartesian product of closed intervals X1, . . . , Xn
X = X1 × X2 × · · · × Xn. (1)
Since any Lebesgue-measurable set may be approximated by unions of boxes, the method that will be presented
hereafter applies to any Lebesgue measurable convex set as well. The basis of the proposed method is rather to ﬁnd
at each iteration, along an individual coordinate direction, a point at which the function value is less than its current
value instead of minimizing it along that coordinate direction. Several optimization methods based on searches along
coordinate directions have been proposed, all of them coping mainly with the optimization of differentiable cost
functions, and do not guarantee the convergence to global optima of nonconvex functions [2].
The search domain is assumed to be compact and convex, and the cost function to be continuous almost everywhere
on X.
Let us deﬁne a mapping P , which may be seen as a computer program, which takes three arguments: a real-valued
function f deﬁned on X, an element (X1, . . . , Xn) ∈ X and an integer i in the set {1, . . . , n}, n being the dimension of
the optimization space and i the order of a canonical direction, such that
 = P(f,X1, . . . , Xn, i) (2)
if and only if
 ∈ Xi and f (x1, . . . , xi−1, , xi+1, . . . , xn)<f (x1, . . . , xi−1, xi, xi+1, . . . , xn). (3)
So, the mapping P ﬁnds a better point along the ith canonical direction, that is a point at which the value of the function
is less than its value at the current point (x1, . . . , xn) ∈ X. The algorithm aims at approximating the minimizer of f
by ﬁnding out, at each iteration, a point along a coordinate direction which is better than the previous one and cycling
through coordinate directions. The way according to which function P works will be described in the next section. By
using a function P with such a speciﬁcation, it is shown herein how a local minimum of f can be found.
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Let us start theminimization process from an initial point x0=(x01 , . . . , xn1 ) ∈ X where x0i ∈ Xi , for each i=1, . . . , n.
Then at the ﬁrst interaction we compute successively
x11 = P(f, (x01 , . . . , x0n), 1),
x12 = P(f, (x11 , x02 , . . . , x0n), 2),
...
x1i = P(f, (x11 , . . . , x1i−1, x0i , x0i+1, . . . , x0n), i),
...
x1m = P(f, (x11 , . . . , x1n−1, x0n), n). (4)
Let z1i = (x11 , . . . , x1i , x0i+1, . . . , x0n) for any i. During that ﬁrst iteration along the canonical directions, we successively
went through the n-dimensional elements: z11, z12, . . . , z1n. Since z1n is the last element obtained upon completion of
the (ﬁrst) exploration of all the canonical directions, we shall call it x1. If x1 = x0, then we stop the search process;
otherwise the search process proceeds to iteration 2 starting from x1. At iteration k, zki = (xk1 , . . . , xki , xk−1i+1 , . . . , xk−1n )
let for any i, and xk =zkn be the current best minimizer obtained upon completion of iteration k. Then the search process
generates the next iterate xk+1 = zk+1 = (xk+11 , . . . , xk+1n ) according to the schema:
xk+11 = P(f, (xk, 1),
xk+12 = P(f, (zk+11 , 2),
...
xk+1i = P(f, (zk+1i−1 , i),
...
xk+1n = P(f, (zk+1n−1, n). (5)
As seen, the displacements of successive current best points are done only along coordinate axis directions. Therefore,
the process uses a canonical hill descent strategy. The search process stops when the current best point cannot be
improved after having explored all the n coordinate directions from it.
The general algorithm is stated below, details are given in the sequel. Numbers i and k are, respectively, the coordinate
rank (from 1 to n) and the iteration rank. Vector zki , when i2, is the iterate obtained from the (i − 1)th coordinate of
x at iteration k, zk1 = zk−1n , and xk = zkn is the iterate upon completion of the full cycle through the coordinate directions
at iteration k.
Algorithm 1. Dynamic canonical descent
/* The starting point x0 is assumed to be given with x0 ∈ X, it may be for instance the central point of box X. ∗ /
Step 0: Initialize: i = 1;
Step 1: From the current best point zki for the cost function f ﬁnd out a better point in the ith coordinate direction; /*
This step is dealt with by algorithm 2 in the next section */
Step 2: If (i < n) then set: i = i + 1, and goto step 1;
Step 3: Set: i = 1 and xk = zkn;
Step 4: If (xk = xk−1) then set: k = k + 1 and goto step 1; otherwise, set: x∗ = xk and stop.
Let us assume that the current best value of function f is achieved at a point x = (x1, . . . , xn) ∈ X and that one shall
ﬁnd out a better point along the ith coordinate direction. That means one has to ﬁnd a  ∈ Xi such that:
f (x1, . . . , xi−1, , xi+1, . . . , xn)<f (x1, . . . , xi−1, xi, xi+1, . . . , xn). (6)
272 K. Bousson, S.D. Correia / Journal of Computational and Applied Mathematics 191 (2006) 269–279
Since Xi is an interval let us assume Xi = [ai, bi] where aibi so that xi induces two subintervals on Xi : [ai, xi] and
[xi, bi]. Subinterval [ai, xi] is said to be of maximum width with respect to its complement [xi, bi] if (xi−ai)(bi−xi);
otherwise [xi, bi] is said to be of maximum width (with respect to [ai, xi]). The minimum width subinterval is deﬁned
accordingly. The idea of ﬁnding a better point consists in exploring the maximum width subinterval deﬁned by the
current best point from the farthest point on the concerned subinterval (a point on the boundary of the search domain),
and then the distance from the current best point to that boundary point is shrunk repeatedly until a best point is
found or until we come sufﬁciently close to the current best point. Farther points are tried ﬁrst because this gives the
capability to the search process to jump away from eventual local minima. The shrinkage is done according to a stepsize
factor , and the minimum allowed stepsize is deﬁned by  which corresponds to the minimum jump in the search
process. Smaller the minimum stepsize, better the precision. Both  and  have to be user-supplied parameters. The
minimum width subinterval is then explored only when no better point is found on the subinterval of maximum width.
The algorithm for ﬁnding a point (x1, . . . , xi−1, , xi+1, . . . , xn) better than (x1, . . . , xi−1, xi, xi+1, . . . , xn) in the ith
coordinate direction is proposed as follows, where  is ﬁxed by the user such that 0< < 1:
Algorithm 2. Finding out a better point
Step 0: found = 0; x = (x1, . . . , xi−1, xi, xi+1, . . . , xn); val = f (x); /* found = 1 means that a better point has been
found, found = 0 means that no better point has been found */
Step 1: if (xi − aibi − xi) then ri = ai − xi ; else ri = bi − xi ;
Step 2: repeat until (|ri |< ) or (found = 1);
 = xi + ri;
 = f (x1, . . . , xi−1, , xi+1, . . . , xn);
if (< val) /* (x1, . . . , xi−1, , xi+1, . . . , xn) is a better point */
x = (x1, . . . , xi−1, , xi+1, . . . , xn);
val = ;
found = 1;
else
ri =  · ri /*where 0< < 1 */;
end(repeat);
Step 3: if (found=0) and (the minimum width subinterval deﬁned by the current best point has not yet been explored)
then
if (xi − aibi − xi) then
ri = bi − xi ;
else ri = ai − xi ; goto step 2;
otherwise: stop;
Upon completion of algorithm2, either a better point has been found, inwhich casex=(x1, . . . , xi−1, , xi+1, . . . , xn)
is that better point, either no better point has been found, in which case the current best point x=(x1, . . . , xi−1, xi, xi+1,
. . . , xn) remains unchanged.
It can be proven that the canonical descent algorithm converges to a local minimum [2], and since a global minimum
is also a local minimum, the canonical descent algorithm may converge to a global minimum. Experience has shown
that, although only the local convergence has been proven, the method converges to global optimum, even without any
restart strategy.
The arguments in favor of the superiority of the canonical descent algorithm over other algorithms are:
(1) The minimization process is based on a high exploration search. Indeed, the process is based on searching for
best point far from current best point. The current best point may be a local minimum, so the fact that at each
iteration the search for the best point starts far from the current best point allows one to escape from the eventual
current minima. During the search process, several points in the direction of each coordinate axis are evalu-
ated starting from the farthest one, and if necessary, down to a point in the neighborhood of the current best
point.
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(2) The minimization process is based on a high exploitation search. Indeed, the distance between two consecutive
tested points is relatively high when these points are far from the current minimum, and decreases as the search
process goes to a small neighborhood of the current best point. If the current best point is close to the actual
minimizer, then the process is guaranteed to converge to it because of the ﬁne tuned exploitation of the neighborhood
of the current minimizer.
3. Densiﬁcation curves
Methods borrowed from domain densiﬁcation [5,8] may be used to improve the convergence rate of DCD, applying
the densiﬁcation procedure that enables to approximate anymultidimensional function by amono-dimensional function.
Several curves have been proposed in the literature [3,4], but all of them implies differentiability concepts. Since the
DCD algorithm deals with canonical directions, ﬁnding a new point with a lower value in each coordinate direction,
it can easily be shown that the total number of function evaluation that would be necessary to ﬁnd the optimum is
highly dependent on the dimension of the problem being solved. In this way, a method that would reduce the number
of variables of the original problem should require less function evaluations than its competitive methods.
Deﬁnition 1. Let B = ∏ri=1 [ai, bi] ⊂ Rn be a box (or hyper-rectangle) and J = [a, b] be a real interval. Then a
function h : J → B is said to be an -dense curve in B, if:
∀x ∈ B, ∃t ∈ J : ‖h(t) − x‖,
where ‖ · ‖ denotes the Euclidean norm in Rn.
There are many methods for constructing such curves [3,4], which are dense up to a given rate a in a determined
box. We propose here a new densiﬁcation curve that allows to densify the space with fewer points.
Let us consider the h : J = [0, 1] → B =∏ni=1 [ai, bi] deﬁned as
∀ ∈ J, h() = (h1(), h2(), . . . , hn())
with
h1 = (a1 − b1)2 cos(1) +
(a1 + b1)
2
,
h2 = (a2 − b2)2 cos(2) +
(a2 + b2)
2
,
...
hn = (an − bn)2 cos(n) +
(an + bn)
2
,
where
n = n−12n.
Theorem 2. The functionh : [0, 1] → ∏ni=1 [ai, bi] is√n − 1/4M-dense inv∏ni=1 [ai, bi],whereM=maxi=1,...,n{(bi − ai)}.
Proof. Let initially consider a point (x1, x2) ∈ R2, with
h1() = (b1 − a1)2 cos(1) +
(a1 + b1)
2
; 1 = 2,
h2() = (b2 − a2)2 cos(2) +
(a2 + b2)
2
; 2 = 2.
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Since h1() is continuous in the interval [a1, b1], we can derive
∃1 = ∗1 : x1 = h1(∗1) =
(b1 − a1)
2
cos(1
∗
1) +
a1 + b1
2
.
Notice that h2() is periodic, with period T2 = 2/2 = 1/2, we thus obtain
∃1 = ∗2; |∗2 − ∗1|
T2
2
= 1
4
: x2 = h2(∗2) =
b2 − a2
2
cos(2
∗
2) +
a2 + b2
2
= x∗2 .
In this way consider,
x∗1 = h1(∗2) =
(b1 − a1)
2
cos(1
∗
2) +
a1 + b1
2
.
Applying the mean value theorem we obtain
|∗1 − ∗2|
1
4
⇒ |x1 − x∗1 |
1
4
1
b1 − a1
2
= 
4
(b1 − a1).
We can conclude that points (x1, x2) and (x∗1 , x∗2 ) are separated with distance d expressed as
d2 =
2∑
i=1
|xi − x∗i |2 = |x1 − x∗1 |2 + |x2 − x∗2 |2 =
[
x(b1 − a1)
4
]2
+ 0 ⇔ d = (b1 − a1) 4 .
Following the same methodology, we can extend this result to R3. Consider a point (x1, x2, x3) ∈ R3.
There is at least ∗3, such that
x3 = h3(∗3) =
(b3 − a3)
2
cos(3
∗
3) +
a3 + b3
2
= x∗3 .
In the same way, there is a ∗2, such that
|∗3 − ∗2|
T3
2
= 1
2(2)2
.
That veriﬁes
|x2 − x∗2 |
1
(2)2
2
b2 − a2
2
= 
4
(b2 − a2).
Calculating the distance between xi and x∗i we obtain
d2 =
2∑
i=1
|xi − x∗i |2 = |x1 − x∗1 |2 + |x2 − x∗2 |2 + |x3 − x∗3 |2
=
[

4
(b1 − a1)
]2
+
[

4
(b2 − a2)
]2
+ 0
(

4
M
)2
+
(

4
M
)2
= 2
(

4
M
)2
⇔ d = √2 
4
M
with M = maxi=1,...,3 {(bi − ai)}.
Without lost of generality we can extend this result to any point of Rn. We need to calculate
d2 =
n∑
i=1
|xi − x∗i |2,
where xi and x∗i are deﬁned in the same way, obtaining the expression
d2 =
[

4
(b1 − a1)
]2
+
[

4
(b2 − a2)
]2
+ · · · +
[

4
(bn−1 − an−1)
]2
(n − 1)
(
M
4
)2
⇔ d = √n − 1M
4
.
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Fig. 1. Densiﬁcation curve with = 3.
Fig. 2. Densiﬁcation curve with = 6.
Applying the result to (n + 1), we calculate the distance
d2 =
[

4
(b1 − a1)
]2
+
[

4
(b2 − a2)
]2
+ · · · +
[

4
(bn − an)
]2
(n)
(
M
4
)2
⇔ d = √n M
4
.
That proves Theorem 2. 
The curve obtained by this method has a cosine representation. This means that all axes are ﬁlled with periodical
functions, having different periods.We notice from Figs. 1 and 2 that the parameter  is controlling the distance between
all points in space in a three-dimension problem.
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Given the densiﬁcation rate , it is necessary to know the step size  along the density curve such that the distance
between two sampled points in the search domain B be less than . The following theorem ascertains the expression
of .
Theorem 3. Let the function h : [0, 1] → B, be a density function in B. Let P = h(), P+ = h( + ), then
d(P, P+) if  =
( 
M
)n 2n−1√
n(
√
n − 1)n−1 .
Proof. We start by considering two consecutives points P =h() and P+ =h(+) and calculate the Euclidian
distance between both, applying the mean value theorem
d2(P, P+) =
N∑
i=1
(hi( + ) − hi())2 =
N∑
i=1
(h′i ())2, < <  + .
Since
hi() = (ai − bi)2 cos(i) +
(ai + bi)
2
⇒ h′i () = −
(ai − bi)
2
i sin(i)
⇒ h′i ()2 =
(ai − bi)2
22
2i sin
2(i).
We obtain
d2(P, P+) = 2
n∑
i=1
[
(ai − bi)2
22
2i sin
2(i)
]
2
n∑
i=1
[(
M
2
)2
2n
]
= 2
(
M
2
)2
2nn
⇒ 2 = 2
(
M
2
n
)2
n ⇔  = 
(M/2)n
√
n
= 2√
nMn
.
But
n = n−12n ⇒  = 2√
nMn−12n
with  =
√
n − 1
4
M.
Thus obtaining
 = 2√
nM2n
(
(
√
n − 1/4)M)n−1 =
24n−1√
n(M2)n(
√
n − 1)n−1 =
( 
M
)n 2n−1√
n(
√
n − 1)n−1 .
Concluding with the expression
⇒  =
(

)N 2N−1√
N(
√
N − 1)N−1 . 
The problem found in the present theory is that for a high number of variables the increment becomes too small, or
in other words, the number of points necessary to explore box B along the densifying curve becomes too high, slowing
down the optimization method or even preventing the procedure to converge to any minimizer. Another problem is
that even though we are converting the problem to only one variable, the amount of calculation may be to high, which
slows down the search procedure. To overcome this limitation we propose to reduce a multivariable function to a new
multivariable function, but with much less variables than the original function. In this way we want to ﬁnd a new
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function g such that
f (x1, . . . , xn) ≈ f (h11(1), h12(1), . . . , h1p(1), h21(2), . . .
. . . , h2p(2), hm1(m), hm2(m), . . . , hmp(m)) = g(1, . . . , m) (7)
with 2m>n/2, where n corresponds to the original function dimension, m to the new function dimension and p the
dimensional coefﬁcient reduction deﬁned by expression (8)
p = n
m
, p ∈ N+, p?1. (8)
The densiﬁcation of each subspace can be done with the curve presented earlier in this paper. If we want to densify the
domain (or the box) with a densiﬁcation rate  considering m subspaces with densiﬁcation rates 1, . . . , m, then these
must satisfy the constraint of expression (9)
m∑
i=1
2i 2 (9)
with this procedure we overcome the two problems presented. First, the increment  is a function of the dimension,
and since we densify fewer variables, the necessary point to search the space will be much lower. The fact that we are
increasing the processing time will be negligible if the relation between the total number of variables and the dimension
of the subproblems is higher.
4. Examples
Theproposed algorithmwas applied to several test problems (Eqs. 10–12) and comparedwith other famous algorithms
like SA and GA.
Example 1. Axis parallel hyper-ellipsoid
f1(X) =
n∑
i=1
ix2i (10)
with −5.12<xi < 5.12, i = 1, . . . , n and min(f1(X)) = f1(X∗) = 0 for x∗i = 0.
Example 2. Griewank’s function
f2(X) =
n∑
i=1
x2i
4000
−
n∏
i=1
cos
(
xi√
i
)
+ 1 (11)
with −600<xi < 600, i = 1, . . . , n and min(f2(X)) = f2(X∗) = 0 for x∗i = 0.
Example 3. Multi-minima function
f3 =
n∑
i=1
min(|xi − 0.2| + a, |xi − 0.4|, |xi − 0.7| + a) (12)
with 0<xi < 1, i = 1, . . . , n and min(f3(X)) = f3(X∗) = 0 for x∗i = 0.4.
It can be shown from Figs. 3–5 that the proposed algorithm achieves better results in the sense that the solutions of
the proposed problems where always found with less function evaluations than competitive algorithms.
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Fig. 3. Axis parallel hyper-ellipsoid convergence result.
Fig. 4. Griewank’s function convergence result.
Fig. 5. Multi-minima function convergence result.
5. Conclusions
The present paper has proposed a new algorithm for optimizing continuous (but not necessarily differentiable)
functions, based on the dynamic canonical descent coupled with a method for reducing the number of variable in a
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function. The present work proposes a new curve for densifying the space with few points and simple expressions,
meaning a low processing time. To overcome the limitations of the densiﬁcation theory due to the increasing number
of sampled points, we propose a method for reducing the number of these points instead of applying the method for
obtaining a mono-dimension problem.
The method was applied to test function and compared with other famous algorithms like simulated annealing a
genetic algorithms and results showed a faster convergence due to less number of function evaluation. For all function,
a dimension of n = 10 was chosen with a dimensional coefﬁcient reduction p = 2. However, as described by Eq. (8)
in Section 3, the proposed method is able to handle any optimization problem with any dimension n for any value of
parameter p greater than or equal to 2.
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