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Abstract
We provide investment advice for an individual who wishes to minimize her lifetime
poverty, with a penalty for bankruptcy or ruin. We measure poverty via a non-negative,
non-increasing function of (running) wealth. Thus, the lower wealth falls and the longer
wealth stays low, the greater the penalty. This paper generalizes the problems of minimizing
the probability of lifetime ruin and minimizing expected lifetime occupation, with the
poverty function serving as a bridge between the two. To illustrate our model, we compute
the optimal investment strategies for a specific poverty function and two consumption
functions, and we prove some interesting properties of those investment strategies.
JEL subject classifications. C61, G02, G11.
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1 Introduction
In Scarcity [12], Mullainathan and Shafir described how researchers have directly measured the
reduction in mental capacity, or bandwidth, suffered by people who live with scarcity of money,
time, or other resources. This so-called bandwidth tax is a result of how poverty forces one’s
mind to focus on dealing with lack of resources. In this paper, we provide investment advice
for an individual who wishes to minimize her lifetime poverty, with a penalty for bankruptcy
or ruin. We measure poverty via a non-negative, non-increasing function of (running) wealth.
Thus, the lower wealth falls and the longer wealth stays low, the greater the penalty.
In most work concerning poverty, the goal is to measure how well or how poorly income
or wealth is spread across a population.1 In that literature, the focus is on the distribution of
poverty across a group of individuals, not on controlling poverty for a given individual, as we do
in this paper. In other words, our problem is one of micro-economics, not of macro-economics.
∗web: https://sites.google.com/site/asafcohentau/, email: shloshim@gmail.com
†web: http://dept.math.lsa.umich.edu/people/facultyDetail.php?uniqname=vryoung,
email: vryoung@umich.edu
1See [9] and [10] for extensive bibliographies in this line of research.
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This paper is in the spirit of many of those in the collected works of Merton [11] in that we
optimize an objective function for an individual investing in a Black-Scholes market, that is, a
market with one riskless asset earning interest at a constant rate and with one risky asset whose
price follows geometric Brownian motion. Whereas the individual in Merton’s model seeks to
maximize expected utility of consumption and terminal wealth, the individual in our model
minimizes expected “poverty,” as measured by a non-decreasing function of (running) wealth,
not of consumption or of terminal wealth. In our model, the individual’s rate of consumption
is given, but she chooses how to invest in order to minimize poverty during her lifetime.
We characterize the optimal investment policy by using the first and second derivatives of
the value function (that is, the minimum expected poverty, with a penalty for ruin), which
in turn is a solution of an (non-linear) ordinary differential equation. We prove comparative
statistics of the value function for general poverty and consumption functions. Also, for a
specific choice of the poverty function and two types of consumption functions, we compute
(semi-)explicit expressions for both the value function and the optimal investment policy. For
these special cases, we use the convex Legendre transform to determine the value function and
the corresponding optimal investment policy.
Mathematically, our problem is closely related to those in the goal-seeking literature, such
as minimizing the probability of lifetime ruin,2 maximizing the probability of reaching a bequest
goal,3 minimizing expected lifetime occupation (that is, the time that wealth stays below a
given level),4, or minimizing the probability of lifetime drawdown or expected lifetime spent
in drawdown.5 In fact, this paper generalizes the problems of minimizing the probability of
lifetime ruin and minimizing expected lifetime occupation, with the poverty function serving
as a bridge between the two, as we discuss in Remark 2.1 below.
The remainder of this paper is organized as follows. In Section 2, we describe the financial
model, and we define the problem of minimizing the expectation of a non-negative, non-
increasing function of wealth, the so-called poverty function, with a penalty for ruin. At the end
of that section, we present a verification lemma that we use to solve the optimization problem.
In Section 3, we prove some properties of the value function for a general poverty function, and
in Section 4, we focus on a specific poverty function and two consumption functions. Section
5 concludes the paper.
2 The model
In Section 2.1, we present the financial market in which the individual invests, and we define
the cost function that the individual wishes to minimize. Then, in Section 2.2, we present a
verification lemma that we use to solve the individual’s control problem.
2.1 Background and statement of problem
We study a model of an individual who trades continuously in a Black–Scholes market with no
transaction costs. Borrowing and short selling are allowed. The market consists of two assets:
2For an early reference, see Young [14], and for a more recent reference, see Bayraktar and Zhang [8].
3Bayraktar and Young [7] and Bayraktar et al. [4].
4Bayraktar and Young [6].
5Chen et al. CLLL2015, Angoshtari et al. [2], and Angoshtari et al. [1].
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a riskless asset and a risky asset. The price of the riskless asset follows the deterministic
dynamics
dXt = rXtdt,
in which r > 0 is the constant riskless rate of return. The price of the risky asset follows
geometric Brownian motion given by
dSt = St (µdt+ σdBt) ,
in which µ > r, σ > 0, and (Bt)t≥0 is a standard Brownian motion on a filtered probability
space (Ω,F ,F = {Ft}t≥0,P), in which Ft is the augmentation of σ(Bu : 0 ≤ u ≤ t).
Let Wt denote the wealth of the individual’s investment account at time t ≥ 0. Let pit
denote the dollar amount invested in the risky asset at time t ≥ 0. An investment policy
{pit}t≥0 is admissible if it is an F-progressively measurable process satisfying
∫ t
0 pi
2
s ds < ∞
almost surely, for all t ≥ 0.
We assume that the individual’s net consumption rate equals c(w) − A, in which c(w) is
the rate of consumption when wealth equals w, and A ≥ 0 is the constant rate of income. In
Section 4, we assume that c(w) is a continuous, non-decreasing function of wealth; in Section
4.2, we consider two specific consumption rates: a constant consumption rate c(w) = c, and a
proportional consumption rate c(w) = κw. Then, the wealth process follows the dynamics{
dWt = [rWt + (µ − r)pit − c(Wt) +A] dt+ σpitdBt, t ≥ 0,
W0 = w.
Let τa denote the first time that the wealth reaches a, which we will refer as the ruin level,
that is, τa = inf{t ≥ 0 :Wt ≤ a}. The individual wants to avoid living in poverty and to avoid
bankruptcy or ruin during her lifetime. Let τd be the random time of death of the individual,
independent of the Brownian motion driving the risky asset’s price process. We assume that
τd is exponentially distributed with hazard rate λ > 0, that is, P(τd > t) = e
−λt.
The individual seeks to minimize the following cost over admissible investment strategies.
J(w; {pit}) : = E
w
[∫ τa∧τd
0
l(Wt) dt+ ρ · 1{τa≤τd}
]
(2.1)
= Ew
[∫ ∞
0
λe−λt
(∫ τa∧t
0
l(Ws) ds
)
dt+ ρ e−λτa
]
= Ew
[∫ τa
0
e−λt l(Wt) dt+ ρ e
−λτa
]
,
in which Ew denotes expectation conditional on W0 = w, l(·) is a non-negative, non-increasing
function that measures the economic and physical costs of living in poverty, and ρ > 0 is
a constant penalty for lifetime ruin. We call l(·) the poverty function. If we were to allow
ρ < l(a+)
λ
, then the individual might find it advantageous to commit financial suicide by
allowing her wealth to fall to the ruin level instead of continuing to live in poverty. Therefore,
to prevent financial suicide, we assume that ρ ≥ l(a+)
λ
throughout this paper. One can interpret
the difference ρ − l(a+)
λ
as the net penalty for ruin, that is, net of the penalty for ruining
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instead of remaining in poverty (near a) for the rest of one’s life. Furthermore, we assume
that l(a+) > 0; otherwise, l(·) ≡ 0, and our problem would be equivalent to minimizing the
probability of lifetime ruin.
The function V defined by
V (w) := inf
{pit}
J(w; {pit}) (2.2)
is the value function, in which we minimize over admissible investment strategies.
Remark 2.1 In [6], Bayraktar and Young study a special case of the problem in this paper,
the so-called lifetime occupation problem. They minimize the expected time that wealth spends
below 0, subject to the “game” ending if wealth falls below some very low level, −L in [6].
Thus, if one sets ρ = 1/λ, l(w) = 1{w<0}, and a = −L, then V in (2.2) plus the pre-existing
time spent below 0 equals the minimum lifetime occupation as defined in [6]. Note that by
setting l(w) = 1{w≤0}, we measure the running time that wealth spends below 0, and by setting
ρ = 1/λ, we assume that once wealth reaches a = −L, then the individual spends the remainder
of her life in poverty, with expected time 1/λ.
One can define occupation more generally to mean the time spent in a given interval, say,
[a, d], for ruin level a. If one considers poverty functions with support lying in [a, d], then the
problem in this paper connects two seemingly unrelated problems: minimizing the probability
of lifetime ruin with ruin level a as defined in Young [14] and minimizing expected lifetime
occupation of [a, d]. Indeed, at one extreme, if we set ρ = 1/λ and l(·) ≡ 0 on [a, d], then V
(2.2) equals 1/λ times the minimum probability of lifetime ruin. The corresponding optimal
investment strategy is not changed by this scaling. At the other extreme, if given ρ = 1/λ,
we set l(·) as large as possible on [a, d], specifically, l(w) = 1{a≤w≤d}, then V (2.2) equals the
minimum lifetime occupation of the interval [a, d]. Again, we assume that if wealth reaches a,
then the individual spends the remainder of her life in poverty, with expected time 1/λ.
Remark 2.2 Throughout this paper, we assume that the rate of consumption c(·) is a contin-
uous, non-negative, non-decreasing function of wealth on (a,∞) and that the poverty function
l(·) is a non-negative, non-increasing function of wealth on (a,∞) with finitely many points of
discontinuity, such that there exists a unique ws ∈ (a,∞] for which
rw < c(w) −A, for all w < ws,
rw > c(w) −A, for all w > ws,
and
l(w) = 0, for all w > ws.
We allow ws =∞, which is the case, for example, if c(w) = κw with κ > r. If W0 = w ≥ ws,
then we can set pit = 0 for all t ≥ 0, which implies
dWt = (rWt − c(Wt) +A) dt ≥ 0.
Under this investment strategy, the wealth is non-decreasing, so lifetime ruin cannot occur nor
will the individual incur penalty for being in poverty. For this reason, we call ws the safe level.
4
2.2 Verification lemma
In this section, we provide a verification lemma that characterizes the value function as a
unique solution to a boundary-value problem. We do not prove the theorem because its proof
is similar to others in the literature; see, for example, [5]. For every pi ∈ R, define the following
differential operator Lpi by
Lpif := (rw + (µ − r)pi − c(w) +A)fw +
1
2
σ2pi2fww − λf,
in which f is a twice-differentiable function.
Lemma 2.1 Let K = K(w) be a C2 function that is decreasing and convex on [a,ws] (except
at points of discontinuity of the poverty function l(·), where it will be C1 and have left- and
right-derivatives). Suppose K satisfies the following boundary-value problem.6

inf
pi
{LpiK(w) + l(w)} = 0, a < w < ws,
K(a) = ρ, K(ws) = 0.
(2.3)
Then, the value function V defined by (2.2) equals K on [a,ws], and the optimal amount
invested in the risky asset is given in a feedback form by
pi∗t = −
µ− r
σ2
·
Kw(W
∗
t )
Kww(W ∗t )
for all t ∈ [0, τa ∧ τd], in which W
∗
t is optimally controlled wealth at time t.
3 Properties of the value function
In this section, we assume that, for a given rate of consumption c(·) and poverty function
l(·), the boundary-value problem (BVP)(2.3) has a decreasing, convex solution (C2 except at
discontinuities of the poverty function, where it is C1). When we look at specific functional
forms for c(·) and l(·) in Section 4, we construct the solution of the BVP, but in this section, we
take the solution as given. Moreover, without ambiguity, we write V for that solution because
the verification lemma, Lemma 2.1, ensures us that an appropriate solution of (2.3) equals the
value function.
We prove properties of the value function in this section. To that end, define the differential
operator F by
F (w,K,Kw ,Kww) = λK − inf
pi
[
(rw + (µ− r)pi − c(w) +A)Kw +
1
2
σ2pi2Kww
]
− l(w), (3.1)
and use F to rewrite the BVP (2.3) as follows.{
F (w,K,Kw ,Kww) = 0,
K(a) = ρ, K(ws) = 0.
Note that F is increasing with K and decreasing with Kww. These monotonicity properties
allow us to prove the following comparison lemma.
6When ws =∞, the boundary condition K(∞) = 0 should be understood as limw→∞K(w) = 0.
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Lemma 3.1 Let u, v ∈ C2(a,ws), except at the points of discontinuity of the poverty function
l(·), at which u and v are C1 with left- and right-derivatives. Suppose
F (w, u, uw, uww) ≤ F (w, v, vw , vww), (3.2)
with F (w, u, uw, uww) < ∞, for all w ∈ (a,ws).
7 If u(a) ≤ v(a) and u(ws) ≤ v(ws), then
u(w) ≤ v(w) for all w ∈ (a,ws).
Proof. First, if the maximum of u − v occurs on the boundary of (a,ws), but not in the
interior, then u ≤ v in the interior because u ≤ v on the boundary by assumption. Second, if
u− v attains a non-positive maximum in the interior of (a,ws), then we also have u ≤ v in the
interior.
Third, suppose u− v attains a strictly positive maximum at w0 ∈ (a,ws). If w0 is a point
of continuity of the poverty function, then uw(w0) = vw(w0) and uww(w0) ≤ vww(w0). Because
F (w0, u(w0), uw(w0), uww(w0)) < ∞, either uww(w0) > 0 or uw(w0) = uww(w0) = 0. In the
former case, we have
0 ≤ F (w0, v(w0), vw(w0), vww(w0))− F (w0, u(w0), uw(w0), uww(w0))
= −λ(u(w0)− v(w0))−m
u2w(w0)(vww(w0)− uww(w0))
uww(w0)vww(w0)
< 0,
a contradiction. In the latter case, we have vw(w0) = 0 and vww(w0) ≥ 0; thus,
0 ≤ F (w0, v(w0), vw(w0), vww(w0))− F (w0, u(w0), uw(w0), uww(w0))
= −λ(u(w0)− v(w0)) < 0,
a contradiction. If w0 is a point of discontinuity of the poverty function, then the above
argument applies with w0 replaced by w0− or w0+. ✷
In the next proposition, we apply Lemma 3.1 to show how the value function V in (2.2)
changes with respect to the various inputs of the model. Many of the properties of V follow
directly from its definition; however, we find it instructive to show the interested reader how
to prove these properties using the comparison lemma. In the proposition, when we write
“increases” or “decreases,” we mean in the weak or non-strict sense.
Proposition 3.1
(i) V increases with the penalty for ruin ρ.
(ii) V increases with the poverty function l. Specifically, if l1(w) ≤ l2(w) for all w ∈ (a,ws)
(with l1(w) = 0 = l2(w) for all w > ws), then V (· ; l = l1) ≤ V (· ; l = l2).
(iii) V increases with the consumption function c. Specifically, if c1(w) ≤ c2(w) for all w ∈(
a,w1s
)
, in which w1s is the safe level for c1, then V (· ; c = c1) ≤ V (· ; c = c2) on
(
a,w1s
)
.
(iv) V decreases with the hazard rate λ.
(v) V decreases with the drift of the risky asset µ.
7At a point d of discontinuity of l(·), we require (3.2) to hold at w = d− and w = d+.
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(vi) V increases with the volatility of the risky asset σ.
Proof. To prove (i), let 0 < ρ1 ≤ ρ2, and define Vi(·) := V (· ; ρ = ρi) and Fi(·) := F (· ; ρ = ρi)
for i = 1, 2. We have
F1(w, V2, (V2)w, (V2)ww) = 0 = F1(w, V1, (V1)w, (V1)ww),
V1(a) = ρ1 ≤ ρ2 = V2(a), and V1(ws) = 0 = V2(ws). Thus, by Lemma 3.1, it follows that
V1 ≤ V2.
To prove (ii), let l1(w) ≤ l2(w) for all w ∈ (a,ws), and define Vi(·) := V (· ; l = li) and
Fi(·) := F (· ; l = li) for i = 1, 2. We have
F1(w, V2, (V2)w, (V2)ww) = l2(w) − l1(w) ≥ 0 = F1(w, V1, (V1)w, (V1)ww),
V1(a) = ρ = V2(a), and V1(ws) = 0 = V2(ws). Thus, by Lemma 3.1, it follows that V1 ≤ V2.
The proofs of Properties (iii) - (vi) are similar, so we leave them to the reader. ✷
Remark 3.1 Properties (i) - (iii) make intuitive sense and follow easily from the definition
of V . Property (iv) also follows from the definition of V ; specifically, if λ increases, then the
discount function e−λt in (2.1) is smaller for all t ≥ 0. From an intuitive point of view, if λ
increases, then the individual is more likely to die and thereby has less opportunity to spend
time in poverty or to ruin. We expect Properties (v) and (vi) to hold because increasing µ or
decreasing σ means that the risky asset is a more effective investment for avoiding poverty and
ruin.
In defining the value function V , if we were to set l ≡ 0, then the value function would
equal the minimum probability of lifetime ruin (times ρ), as defined in [14]. Thus, as l → 0,
we expect V to approach the minimum probability of lifetime ruin, which is indeed the case,
as we prove with the help of the following lemma.
Lemma 3.2 Fix ε > 0. Let u, v ∈ C2(a,ws), except at the points of discontinuity of the poverty
function l(·), at which u and v are C1 with left- and right-derivatives. Suppose
sup
w∈[a,ws]
|F (w, u, uw , uww)− F (w, v, vw , vww)| < ε, (3.3)
with F (w, u, uw, uww) < ∞, for all w ∈ (a,ws).
8 If u(a) = v(a) and u(ws) = v(ws), then
|u(w) − v(w)| < ε/λ for all w ∈ (a,ws).
Proof. If u = u on [a,ws], then the proof is done. We now treat the case for which u 6= v on
[a,ws]. Without loss of generality we may assume that u−v attains a strictly positive maximum
at w0 ∈ (a,ws). If w0 is a point of continuity of the poverty function, then uw(w0) = vw(w0)
and uww(w0) ≤ vww(w0). Because F (w0, u(w0), uw(w0), uww(w0)) <∞, either uww(w0) > 0 or
uw(w0) = uww(w0) = 0. In the former case, we have
−ε ≤ F (w0, v(w0), vw(w0), vww(w0))− F (w0, u(w0), uw(w0), uww(w0))
= −λ(u(w0)− v(w0))−m
u2w(w0)(vww(w0)− uww(w0))
uww(w0)vww(w0)
< −λ(u(w0)− v(w0));
8At a point d of discontinuity of l(·), we require (3.3) to hold at w = d− and w = d+.
7
therefore, u(w0)− v(w0) < ε/λ. In the latter case, we have vw(w0) = 0 and vww(w0) ≥ 0; thus,
−ε ≤ F (w0, v(w0), vw(w0), vww(w0))− F (w0, u(w0), uw(w0), uww(w0))
= −λ(u(w0)− v(w0)),
and again u(w0)− v(w0) < ε/λ. If w0 is a point of discontinuity of the poverty function, then
the above argument applies with w0 replaced by w0− or w0+. ✷
In the next proposition, we apply Lemma 3.2 to show that the value function V in (2.2) is
continuous with respect to the poverty function.
Proposition 3.2 V is continuous with respect to the poverty function l. Specifically, if |l1(w)−
l2(w)| < ε for all w ∈ (a,ws) (with l1(w) = 0 = l2(w) for all w > ws), then
|V (· ; l = l1)− V (· ; l = l2)| < ε/λ,
uniformly on [a,ws].
Proof. Suppose |l1(w) − l2(w)| < ε for all w ∈ (a,ws), and define Vi(·) := V (· ; l = li) and
Fi(·) := F (· ; l = li) for i = 1, 2. We have
|F1(w, V1, (V1)w, (V1)ww)− F1(w, V2, (V2)w, (V2)ww)| = |0− (l1(w) − l2(w))| < ε.
Moreover, V1(a) = ρ = V2(a), and V1(ws) = 0 = V2(ws). Thus, by Lemma 3.2, it follows that
|V1 − V2| < ε/λ on [a,ws]. ✷
The next corollary follows immediately from Proposition 3.2.
Corollary 3.1 Let V 0 denote the minimum the probability of lifetime ruin times ρ. Then,
lim
‖l‖∞→0
V (w) = V 0(w),
for all w ∈ [a,ws], in which ‖l‖∞ = supw∈[a,ws] |l(s)|.
4 Piecewise constant poverty function
In this section, we focus on a specific poverty function and two consumption functions. The
poverty function is given by
l(w) =
{
l, a ≤ w ≤ d,
0, w > d,
(4.1)
in which 0 < l ≤ ρλ is the running cost for living in poverty, and d > a is the poverty level. One
can think of l(·) given in (4.1) as the building block for non-negative, non-increasing functions.
Indeed, one can write any such function as the pointwise limit of an increasing sequence of
functions of the form
ln(w) = b0 +
mn∑
i=1
bi 1{a≤w≤di};
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see, for example, Royden [13].
In Section 4.1, we assume that rate of consumption is constant; in Section 4.2, we assume
that the rate of consumption is proportional to wealth. Our work in those two sections easily
extends to the case for which l(·) is given by (4.1) and the rate of consumption is piecewise
linear in wealth. Furthermore, we expect the qualitative results in Sections 4.1.3 and 4.2.3
concerning the optimal investment strategies to extend to the more general case for which l(·)
is any non-negative, non-increasing function, as we discuss in Section 5.
4.1 Constant rate of consumption
In this section, we solve the problem when the rate consumption is constant, that is, c(w) ≡ c.
We assume that c > A; otherwise, the minimization problem is trivial. The safe level ws equals
c−A
r
. In this case, we assume that d < c−A
r
, that is, the poverty level is less than the safe level.
We first analyze an auxiliary free-boundary problem (FBP). Then, in Section 4.1.2, via the
Legendre transform, we connect the FBP with the problem of minimizing the expectation
of the poverty function, with a penalty for lifetime ruin. Finally, in Section 4.1.3, we study
properties of the optimal investment strategy.
4.1.1 Related free-boundary problem
Consider the following FBP on [0, ya], with 0 < yd < ya, both to be determined.

λLˆ(y) = −(r − λ)yLˆy(y) +my
2Lˆyy(y) + (c−A)y + l1{yd≤y≤ya},
Lˆ(0) = 0, Lˆy(yd) = d,
Lˆ(ya) = aya + ρ, Lˆy(ya) = a,
(4.2)
in which
m :=
1
2
(
µ− r
σ
)2
.
In the following proposition, we present the solution of the FBP (4.2).
Proposition 4.1 The solution of the free-boundary problem (4.2) on [0, ya] is given by
Lˆ(y) =


k0y
β1 +
c−A
r
y, y ∈ [0, yd),
k1y
β1 + k2y
β2 +
c−A
r
y +
l
λ
, y ∈ [yd, ya],
(4.3)
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in which
k0 := −
(
c−A
r
− d
)
1
β1
y1−β1d , (4.4)
k1 := −
1− β2
β1 − β2
(
c−A
r
− a
)
y1−β1a −
β2
β1 − β2
(
ρ−
l
λ
)
y−β1a , (4.5)
k2 := −
β1 − 1
β1 − β2
(
c−A
r
− a
)
y1−β2a +
β1
β1 − β2
(
ρ−
l
λ
)
y−β2a , (4.6)
β1 :=
1
2m
[
(r − λ+m) +
√
(r − λ+m)2 + 4λm
]
> 1, (4.7)
β2 :=
1
2m
[
(r − λ+m)−
√
(r − λ+m)2 + 4λm
]
< 0. (4.8)
The ratio of the free boundaries yda :=
yd
ya
∈ (0, 1) uniquely solves g(y) = 0, in which g is
defined by
g(y) =β1(1− β2)
(
c−A
r
− a
)
l
λ
yβ1−β2 + (β1 − β2)
(
c−A
r
− a
)(
ρ−
l
λ
)
yβ1 (4.9)
− (β1 − β2)
(
c−A
r
− d
)
l
λ
y1−β2 − (β1 − β2)
(
c−A
r
− d
)(
ρ−
l
λ
)
y
+ β2(β1 − 1)
(
c−A
r
− a
)
l
λ
,
the free boundary ya can be expressed in terms of yda via
ya =
β1
β1 − 1
l
λ
y−β2da +
(
ρ− l
λ
)
c−A
r
− a
, (4.10)
and the free boundary yd = ya · yda.
Moreover, Lˆ is increasing, concave, and C2, except at y = yd, where it is C
1 and has left-
and right-derivatives.
Proof. We start by showing that yda and ya are well-defined. To this end, we first claim that
g in (4.9) has a unique zero in (0, 1). Indeed,
gy(y) = (β1 − β2)
[
(1− β2)
l
λ
y−β2 +
(
ρ−
l
λ
)]
·
[
β1
(
c−A
r
− a
)
yβ1−1 −
(
c−A
r
− d
)]
.
(4.11)
Since β1 > β2 and ρ ≥
l
λ
, it follows that the first two factors of gy’s expression are positive.
The third term changes sign at most once. Therefore, g changes its monotonicity at most once.
Moreover, because g(0) = β2(β1 − 1)
(
c−A
r
− a
)
l
λ
< 0 and g(1) = (β1 − β2)(d − a)ρ > 0, it
follows that g in (4.9) has a unique zero in (0, 1), so yda is well-defined. Notice also that ya > 0
because ρ > l
λ
, β1 > 1, and a <
c−A
r
; thus, yd is positive and less than ya.
We now turn to showing that the expression given in (4.3) is, indeed, the solution of the
FBP. First, one can verify that Lˆ(y) = j1y
β1+j2y
β2+ c−A
r
y+ l
λ
1{yd≤y≤ya} solves the differential
equation in (4.2), for some constants j1 and j2. From Lˆ(0) = 0, we deduce that j2 = 0 when
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0 ≤ y < ya, and from Lˆy(yd−) = d, we obtain (4.4). From the boundary conditions at ya, we
obtain (4.5)–(4.8).
We now turn to showing that Lˆ is C1 at y = d. By using the boundary conditions Lˆ(yd+) =
Lˆ(yd−) and Lˆy(yd+) = d, we obtain
k1 = −
(
c−A
r
− d
)
1
β1
y1−β1d +
β2
β1 − β2
l
λ
y−β1d , (4.12)
k2 = −
β1
β1 − β2
l
λ
y−β2d . (4.13)
By equating (4.5) and (4.12), we obtain
yβ1da
[
−β1(1− β2)
(
c−A
r
− a
)
ya − β1β2(β1 − β2)
(
ρ−
l
λ
)]
= −(β1 − β2)
(
c−A
r
− d
)
yd + β1β2
l
λ
,
from which it follows that
ya =
−β1β2
[
l
λ
+
(
ρ− l
λ
)
yβ1da
]
−(β1 − β2)
(
c−A
r
− d
)
yda + β1(1− β2)
(
c−A
r
− a
)
yβ1da
. (4.14)
Similarly, by equating (4.6) and (4.13), we obtain (4.10). Finally, by equating the two expres-
sions for ya, (4.10) and (4.14), we obtain g(yda) = 0. In other words, ya are yda are chosen so
that Lˆ is C1 at y = d.
We now show that Lˆ is increasing and concave on [0, ya]. Because Lˆy(ya) = a ≥ 0,
it is sufficient to show only concavity, which is accomplished by showing that Lˆyy < 0 on
[0, ya]. We verify the latter separately on [0, yd) and on [yd, ya]. For y ∈ [0, yd), we have
Lˆyy(y) = −(β1−1)
(
c−A
r
− d
)
1
yd
(
y
yd
)β1−2
, which is negative because β1 > 1 and d <
c−A
r
. For
y ∈ (yd, ya], algebraic manipulation, together with (4.5), (4.6), and (4.10), yields
Lˆyy(y) ∝− (1− β2)
l
λ
y−β2da
(
β1
(
y
yd
)β1−β2
− β2
)
− (β1 − β2)
(
ρ−
l
λ
)(
y
yd
)β1−β2
,
which is negative because β1 > 1, β2 < 0, and ρ ≥
l
λ
. ✷
4.1.2 Relation between the free-boundary problem and minimizing poverty with
a penalty for ruin
We now show that the Legendre transform of the solution (4.3) of the FBP (4.2) is the value
function V (2.2) and, thereby, provide an implicit expression for V . Because Lˆ is concave, we
can define its convex Legendre transform, as in the following proposition.
Proposition 4.2 Define the convex Legendre transform of Lˆ on
[
0, c−A
r
]
by
L(w) := max
0≤y≤ya
[
Lˆ(y)− wy
]
. (4.15)
Then, L equals the value function V (2.2) when l(·) is given by (4.1) and c(·) ≡ c.
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Proof. We show that L satisfies the verification lemma; therefore, V = L. Fix w ∈
[
0, c−A
r
]
.
The maximizer y(w) solves Lˆy(y(w)) − w = 0. Therefore, y(w) = (Lˆy)
−1(w) =: I(w). (In
particular, it follows from (4.2) that y(a) = ya and y(d) = yd.) More generally, we obtain
Lw(w) = −I(w) = −y(w) and Lww(w) = −1/Lˆyy(y(w)). From these two expressions, it
follows that L is decreasing and convex on
[
0, c−A
r
]
.
By substituting y(w) = −Lw(w) into the FBP (4.2) and by using the expressions obtained
in the above paragraph, we deduce that L solves the following BVP on
[
0, c−A
r
]
.

λL(w) = (rw − (c−A))Lw(w)−m
L2w(w)
Lww(w)
+ l1{a≤w≤d},
L(a) = ρ, L( c−A
r
) = 0.
(4.16)
The first boundary condition follows from L(a) = Lˆ(ya) − aya = ρ. To obtain the second
boundary condition, notice that because Lˆ(y)− c−A
r
y is concave and because
d
dy
[
Lˆ(y)−
c−A
r
y
]∣∣∣∣
y=0
= Lˆy(0)−
c−A
r
= 0,
it follows that Lˆ(y)− c−A
r
y is decreasing on
(
0, c−A
r
]
. Because L
(
c−A
r
)
= max0≤y≤ya
[
Lˆ(y)− c−A
r
y
]
,
it follows that the maximum is attained at y c−A
r
= 0; therefore, L
(
c−A
r
)
= 0. It is clear that
(4.16) is equivalent to (2.3) when l(w) is given by (4.1) and c(w) ≡ c. ✷
The following theorem provides an implicit expression for the minimum expectation of the
poverty function, with a penalty for lifetime ruin, when the consumption rate is constant.
Theorem 4.1 When l(·) is given by (4.1) and c(·) ≡ c, the value function V (2.2) equals
V (w) =


−k1(β1 − 1)y
β1(w) + k2(1− β2)y
β2(w) +
l
λ
, a ≤ w ≤ d,
β1 − 1
β1
(
c−A
r
− d
)
yd
(
c−A− rw
c−A− rd
) β1
β1−1
, d < w ≤ c−A
r
,
(4.17)
and the optimal investment strategy is given in feedback form by pi∗t = pi
∗(W ∗t ), in which W
∗
is optimally controlled wealth and pi∗ is defined by
pi∗(w) =


−
µ− r
σ2
(
k1β1(β1 − 1)y
β1−1(w)− k2β2(1− β2)y
β2−1(w)
)
, a ≤ w < d,
µ− r
σ2
(β1 − 1)
(
c−A
r
− w
)
, d < w ≤ c−A
r
.
(4.18)
Here, k1 and k2 are given by (4.5) and (4.6), respectively, and y(w) ∈ [yd, ya] is the unique
solution of
k1β1y
β1−1(w) + k2β2y
β2−1(w) +
c−A
r
= w. (4.19)
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Notice that, on the interval
(
d, c−A
r
]
, pi∗(w) is identical to the optimal strategy in the
classical lifetime ruin problem (without poverty); see [14, Equation (11)].
Proof of Theorem 4.1. From Proposition 4.2, we know that V = L. Hence, it is sufficient to
show that L(w) equals the expression in (4.17). We separately analyze the two cases a ≤ w ≤ d
and d < w ≤ c−A
r
. If a ≤ w ≤ d, then, by the boundary conditions in (4.2),
d
dy
[
Lˆ(y)− wy
]∣∣∣
y=yd
= Lˆy(yd)− w = d− w ≥ 0, (4.20)
and
d
dy
[
Lˆ(y)− wy
]∣∣∣
y=ya
= Lˆy(ya)− w = a− w ≤ 0. (4.21)
By Proposition 4.1, Lˆ is concave; thus, for a fixed w, the function Lˆ(y) − wy is also concave.
From inequalities (4.20) and (4.21), for which at most one holds with equality, it follows that
there exists a unique y(w) ∈ [yd, ya] that maximizes Lˆ(y)− wy, and y(w) can be identified as
the unique solution of (4.19). The proof in this case is completed by recalling the definition of
L(w) in (4.15).
If d < w ≤ c−A
r
, then again by the boundary condition in (4.2) (because Lˆ is C1 at y = yd),
d
dy
[Lˆ(y)− wy]
∣∣∣
y=yd
= d−w < 0. Again, for a fixed w, the function Lˆ(y)−wy is concave. So,
there exists a unique y(w) ∈ [0, yd) that maximizes Lˆ(y)− wy. Specifically,
y(w) =
(
c−A− rw
−k0β1r
) 1
β1−1
.
Then, by using (4.4) and the relationship between L and Lˆ in (4.15), the proof is done. ✷
4.1.3 Properties of the optimal investment strategy
In this section, we study properties of the optimal investment strategy in (4.18); thus, through-
out this section, we assume that l is given by (4.1) and c(w) ≡ c. The following proposition
provides necessary and sufficient conditions for the optimal strategy to be monotone as a
function of the wealth on each of the intervals (a, d) and
(
d, c−A
r
)
.
Proposition 4.3 Let pi∗ denote the optimal amount invested in the risky asset, as given in
(4.18).
(i) pi∗ decreases with w in
(
d, c−A
r
)
;
(ii) pi∗ decreases with w in (a, d) if and only if
(β1 − 1)(β1 − β2)
(
ρ−
l
λ
)
yβ1da + (1− β2)
l
λ
[
β1(β1 − 1)y
β1−β2
da + β2(1− β2)
]
≥ 0; (4.22)
(iii) pi∗ increases with w in (a, d) if and only if
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(β1 − 1)
(
ρ−
l
λ
)
yβ2da + (1− β2)(β1 + β2 − 1)
l
λ
≤ 0. (4.23)
(iv) If neither (4.22) nor (4.23) holds, then there exists w0 ∈ (a, d) such that pi
∗ decreases
with w in (a,w0) and increases with w in (w0, d).
Proof. Property (i) immediately follows from the second expression for pi∗ in (4.18). We now
prove properties (ii) - (iv). First, because y(w) = −Vw(w) and because V is convex, it follows
that ∂
∂w
y(w) < 0. Thus,
∂
∂w
pi∗(w) ∝
∂
∂y
(
k1β1(β1 − 1)y
β1−1 − k2β2(1− β2)y
β2−1
)
∝ k1β1(β1 − 1)
2yβ1−β2 + k2β2(1− β2)
2
∝ −(β1 − 1)
[
β1(1− β2)
l
λ
+ (β1 − β2)
(
ρ−
l
λ
)
yβ2da
](
y
ya
)β1−β2
− β2(1− β2)
2 l
λ
=: p(y).
Note that p(y) decreases with y. Thus, p(y) < 0 for all y ∈ (yd, ya) if and only if p(yd) ≤ 0,
which is equivalent to inequality (4.22). Similarly, p(y) > 0 for all y ∈ (yd, ya) if and only if
p(ya) ≥ 0, which is equivalent to inequality (4.23). Finally, if neither (4.22) nor (4.23) holds,
then there exists y0 ∈ (yd, ya) such that p(y) > 0 for y ∈ (yd, y0) and p(y) < 0 for y ∈ (y0, ya).
By setting w0 equal to the expression on the left side of (4.19), item (iv) follows. ✷
Next, we examine how pi∗ varies with some parameters of the model. To that end, we begin
with a lemma concerning yda.
Lemma 4.1 The ratio of the free boundaries, yda, satisfies the following inequality.
yda >
(
c−A− rd
c−A− ra
) 1
β1−1
, (4.24)
from which it follows that yda increases with l and decreases with ρ.
Proof. Because yda is the unique zero in (0, 1) of g given by (4.9), and because g(0) < 0 and
g(1) > 0, it follows that inequality (4.24) holds if and only if
g
((
c−A− rd
c−A− ra
) 1
β1−1
)
< 0,
which is equivalent to (
c−A− rd
c−A− ra
)β1−β2
β1−1
< 1,
which is true. Thus, we have proved inequality (4.24).
Differentiate g(yda) = 0 fully with respect to l to obtain
0 = gy(yda)
∂yda
∂l
+
∂g(y)
∂l
∣∣∣∣
y=yda
; (4.25)
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thus, because gy(yda) > 0, to show that yda increases with l, it is enough to show that
∂g(y)
∂l
∣∣∣∣
y=yda
< 0.
It is straightforward to show that
∂g(y)
∂l
∣∣∣∣
y=yda
= −
1
l
(β1 − β2)ρ
{(
c−A
r
− a
)
yβ1da −
(
c−A
r
− d
)
yda
}
, (4.26)
which is negative due to inequality (4.24).
The proof that yda decreases with ρ is similar, so we omit it. ✷
As the penalty for being in poverty l increases relative to the penalty for ruin ρ, we expect
the optimal investment strategy to increase with l (and decrease with ρ) because the individual
has more incentive to get out of poverty, and investing more heavily in the risky asset is the
best way to do that. (Recall that we assume ρ ≥ l
λ
so that the individual will not wish to
commit financial suicide.)
Proposition 4.4 The optimal amount to invest in the risky asset pi∗(w) (weakly) increases
with l and (weakly) decreases with ρ for w ∈ (a, d) and is independent of l and ρ for w ∈(
d, c−A
r
)
.
Proof. It is clear, from the expression for pi∗ in (4.18) on
(
d, c−A
r
)
, that pi∗ is independent of
l and ρ on this interval. Thus, we focus on showing that pi∗(w) increases with l for w ∈ (a, d).
First, we prove that pi∗(a+) increases with l. By using equations (4.5), (4.6), and (4.10), we
get
pi∗(a+) =
µ− r
σ2
(β1 − 1)
(
c−A
r
− a
)
(1− β2)
l
λ
y−β2da +
(
ρ− l
λ
)
l
λ
y−β2da +
(
ρ− l
λ
) . (4.27)
Differentiate this expression with respect to l to obtain
∂pi∗(a+)
∂l
∝ ρ− β2 l
(
ρ−
l
λ
)
1
yda
∂yda
∂l
,
which is positive because β2 < 0 and yda increases with l from Lemma 4.1. Thus, pi
∗(a+)
increases with l.
Next, we prove that pi∗(d−) increases with l. By using equations (4.12), (4.13), and (4.10),
we get
pi∗(d−) =
µ− r
σ2
(β1 − 1)
[(
c−A
r
− d
)
− β2
(
c−A
r
− a
) l
λ
l
λ
y1−β2da +
(
ρ− l
λ
)
yda
]
. (4.28)
Differentiate this expression with respect to l to obtain
∂pi∗(d−)
∂l
∝ ρ yda − l
(
(1− β2)
l
λ
y−β2da +
(
ρ−
l
λ
))
∂yda
∂l
∝ (β1 − 1)
(
c−A
r
− a
)
yβ1−1da > 0,
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in which the second line follows from (4.25), (4.26), and (4.11). Thus, pi∗(d−) increases with l.
Next, we derive a differential equation for pi∗ on (a, d) that we use to show that pi∗ (weakly)
increases with l on that interval. Rewrite the differential equation in (4.16) as follows; we write
V in place of L.
λV =
[
(rw − c+A) +
µ− r
2
pi∗
]
Vw + l.
Differentiate this expression with respect to w, divide both sides by Vw, and rearrange the
result to obtain
µ− r
2
pi∗w = λ− r +m+
µ− r
σ2
rw − c+A
pi∗
. (4.29)
Finally, suppose l1 ≤ l2, and let pii(·) = pi
∗(·; l = li) for i = 1, 2. We wish to show that
pi1(w) ≤ pi2(w) for all w ∈ (a, d). Suppose, on the contrary, that pi1(w) > pi2(w) for some
w ∈ (a, d); then, because pi1(a+) < pi2(a+) and pi1(d−) < pi2(d−), it follows that pi1− pi2 takes
a positive maximum at some w0 ∈ (a, d). Then,
0 =
µ− r
2
((pi1)w(w0)− (pi2)w(w0))
=
µ− r
σ2
(rw0 − c+A)
(
1
pi1(w0)
−
1
pi2(w0)
)
> 0,
a contradiction. Thus, pi1 ≤ pi2 in (a, d).
A similar proof shows that pi∗(w) (weakly) decreases with ρ for w ∈ (a, d), so we omit that
proof. ✷
In a related result, we show that as l→ 0+, pi∗ approaches the optimal investment strategy
for minimizing the probability of lifetime ruin.
Proposition 4.5
lim
l→0+
pi∗(w) = pi0(w),
for all w ∈
(
a, c−A
r
)
, in which pi0(w) := µ−r
σ2
(β1 − 1)
(
c−A
r
− w
)
is the optimal investment
strategy for minimizing the probability of lifetime ruin when c(w) ≡ c.
Proof. The result is clear for w ∈
(
d, c−A
r
)
because pi∗(w) = pi0(w) for all w ∈
(
d, c−A
r
)
.
For w ∈ (a, d), pi∗ is determined by its value at w = a+ and its differential equation in
(4.29). Note that, in the differential equation, pi∗w depends only on the parameter l via pi
∗.
Thus, it is enough to show that liml→0+ pi
∗(a+) = pi0(a+), which is clear from (4.27) because
liml→0+ y
−β2
da ∈ [0, 1]. ✷
Remark 4.1 Note that inequality (4.22) strictly holds when l = 0; thus, when l is small
enough, pi∗ decreases with w on (a, d). In other words, when l is small enough, pi∗ behaves like
pi0 on (a, d) in that pi∗ decreases with w and is “close to” pi0.
As a corollary to Propositions 4.4 and 4.5, we observe that the optimal amount invested in
the risky asset is greater in our model than when simply minimizing the probability of lifetime
ruin.
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Corollary 4.1 For a < w < d,
pi∗(w) > pi0(w),
and for d < w < c−A
r
,
pi∗(w) = pi0(w).
In particular, pi∗(d−) > pi∗(d+).
Proof. This result follows immediately from Propositions 4.4 and 4.5 because pi0 is the optimal
strategy when the penalty for poverty l = 0. ✷
Remark 4.2 Because pi∗(w) = pi0(w) for w > d, the individual is myopic in her investment
when she is not in poverty. That is, she invests as if her only penalty is ρ when wealth reaches
the ruin level a. In their conclusion, Mullainathan and Shafir [12] hypothesize that the seeds of
scarcity exists when resources are abundant (w > d for our problem) in that people myopically
waste their resources and scarcity occurs more quickly than if the people had used their resources
more effectively when they were abundant.
On the other hand, pi0 is independent of the ruin level; thus, one could also say that our
individual invests as if she were going to receive the full penalty when wealth reaches d > a,
the poverty level.
4.2 Proportional rate of consumption
In this section, we solve the optimization problem when the rate of consumption of proportional
to wealth, that is, c(w) = κw. We assume that κ > r and that a > A
κ−r in order to avoid a
trivial case; see Section 4.1 in [14]. In the case of proportional consumption, there is no safe
level; more precisely, ws =∞.
The analysis is similar to the one presented in Section 4.1. Specifically, we first study an
auxiliary FBP and then connect it to the the problem of minimizing the expectation of the
poverty function, with a penalty for lifetime ruin, via the Legendre transform. Finally, we
study properties of the optimal investment strategy. Whenever the proofs are similar to the
corresponding ones in Section 4.1, we omit them.
4.2.1 Related free-boundary problem
Consider the following FBP on [0, za] with 0 < zd < za, both to be determined.

λMˆ(z) = −(r − κ− λ)zMˆ (z) +mz2Mˆzz(z)−Az + l1{zd≤z≤za},
Mˆ(0) = 0, Mˆz(zd) = d,
Mˆ(za) = aza + ρ, Mˆz(za) = a,
(4.30)
in which, as before,
m =
1
2
(
µ− r
σ
)2
.
In the following proposition, we present the solution of the FBP (4.30).
17
Proposition 4.6 The solution of the FBP (4.30) on [0, za] is given by
Mˆ(z) =


k4z
γ1 +
A
κ− r
z, z ∈ [0, zd),
k5z
γ1 + k6z
γ2 +
A
κ− r
z +
l
λ
, z ∈ [zd, za],
(4.31)
in which
k4 :=
(
d−
A
κ− r
)
1
γ1
z1−γ1d ,
k5 :=
1− γ2
γ1 − γ2
(
a−
A
κ− r
)
z1−γ1a −
γ2
γ1 − γ2
(
ρ−
l
λ
)
z−γ1a , (4.32)
k6 := −
1− γ1
γ1 − γ2
(
a−
A
κ− r
)
z1−γ2a +
γ1
γ1 − γ2
(
ρ−
l
λ
)
z−γ2a , (4.33)
γ1 :=
1
2m
[
(r − κ− λ+m) +
√
(r − κ− λ+m)2 + 4λm
]
∈ (0, 1),
γ2 :=
1
2m
[
(r − κ− λ+m)−
√
(r − κ− λ+m)2 + 4λm
]
< 0.
The ratio of the free boundaries zda :=
zd
za
∈ (0, 1) uniquely solves h(z) = 0, in which h is
defined by
h(z) = − γ1(1− γ2)
(
a−
A
κ− r
)
l
λ
zγ1−γ2 − (γ1 − γ2)
(
a−
A
κ− r
)(
ρ−
l
λ
)
zγ1 (4.34)
+ (γ1 − γ2)
(
d−
A
κ− r
)
l
λ
z1−γ2 + (γ1 − γ2)
(
d−
A
κ− r
)(
ρ−
l
λ
)
z
− γ2(γ1 − 1)
(
a−
A
κ− r
)
l
λ
,
the free boundary za can be expressed in terms of zda via
za =
γ1
1− γ1
l
λ
z−γ2da +
(
ρ− l
λ
)
a− A
κ−r
, (4.35)
and the free boundary zd = za · zda.
Moreover, Mˆ is increasing, concave, and C2, except at z = zd, where it is C
1 and has left-
and right-derivatives.
Proof. The proof is similar to the proof of Proposition 4.1. The parameters zda and za are
well-defined. Indeed,
hz(z) = (γ1 − γ2)
[
(1− γ2)
l
λ
z−γ2 +
(
ρ−
l
λ
)]
·
[
−γ1
(
a−
A
κ− r
)
zγ1−1 +
(
d−
A
κ− r
)]
.
(4.36)
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Since γ1 > γ2 and ρ ≥
l
λ
, it follows that the first two factors of hz’s expression are positive.
The third term changes sign at most once. Therefore, h changes its monotonicity at most
once. Moreover, because h(0) = γ2(1− γ1)
(
a− A
κ−r
)
l
λ
< 0 and h(1) = (γ1 − γ2)ρ(d− a) > 0,
it follows that h in (4.34) has a unique zero in (0, 1), so zda is well-defined. Notice also that
za > 0 because ρ >
l
λ
, γ1 < 1, and a >
A
κ−r ; thus, zd is positive and less than za.
The argument that the expression in (4.31) (with the above defined za and zd) solves the
FBP is almost identical to the one in the proof of Proposition 4.1; therefore, we omit it.
The proof that Mˆ is increasing and concave is also similar. The main difference is in the
explicit expression of Mˆzz. For z ∈ [0, zd), we have Mˆzz(z) = −(1 − γ1)
(
d− A
κ−r
)
1
zd
(
z
zd
)γ1
,
which is negative because γ1 < 1 and d >
A
κ−r . For z ∈ (zd, zA], algebraic manipulation,
together with (4.32), (4.33), and (4.35), yields
Mˆzz(z) ∝− (1− γ2)
l
λ
z−γ2da
(
γ1
(
z
zd
)γ1−γ2
− γ2
)
− (γ1 − γ2)
(
ρ−
l
λ
)(
z
zd
)γ1−γ2
,
which is negative because γ1 > 0, γ2 < 0, and ρ ≥
l
λ
. ✷
4.2.2 Relation between the free-boundary problem and minimizing poverty with
a penalty for ruin
In this section, we show that the Legendre transform of the solution (4.31) of the FBP (4.30)
is the value function given in (2.2) and, thereby, provide an implicit expression for it. Because
Mˆ is concave, we can define its convex Legendre transform, as in the following proposition.
Proposition 4.7 Define the convex Legendre transform of Mˆ on [0,∞) by
M(w) := max
0≤z≤za
[
Mˆ (z)− wz
]
.
Then, M equals the value function V (2.2) when l(·) is given by (4.1) and c(w) = κw.
Proof. As in the proof of Proposition 4.2, the conclusion that V = M follows by showing that
M satisfies the conditions of the verification lemma. The main difference between the proofs lies
in the boundary condition at w = ws. Specifically, we need to show that limw→∞M(w) = 0.
For w < d, we have
d
dz
[
Mˆ(z)− wz
]∣∣∣
z=zd
= Mˆz(zd)− w = d− w < 0,
so the z(w) that maximizes Mˆ(z)−wz lies in (0, zd), and satisfies Mˆz(z(w))−w = 0. It follows
that z(w) =
(
w− A
κ−r
k4γ1
)− 1
1−γ1
, and M(w) = Mˆ(z(w)) − wz(w) = k4(1 − γ1)
(
w− A
κ−r
k4γ1
)− γ1
1−γ1
.
Thus, limw→∞M(w) = 0, as required. ✷
The following theorem provides an implicit expression for the value function of the minimum
expectation of the poverty function, with a penalty for lifetime ruin, when the consumption
rate is proportional to wealth. The proof is similar to the one of Theorem 4.1, so we omit it.
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Theorem 4.2 When l(·) is given by (4.1) and c(w) = κw, the value function V (2.2) equals
V (w) =


k5(1− γ1)z
γ1(w) + k6(1− γ2)z
γ2(w) +
l
λ
, a ≤ w ≤ d,
1− γ1
γ1
(
d−
A
κ− r
)
zd
(
w− A
κ−r
d− A
κ−r
)− γ1
1−γ1
, w > d,
and the optimal investment strategy is given in feedback form by pi∗t = pi
∗(W ∗t ), in which W
∗
is optimally controlled wealth and pi∗ is defined by
pi∗(w) =


µ− r
σ2
(
k5γ1(1− γ1)z
γ1−1(w) + k6γ2(1− γ2)z
γ2−1(w)
)
, a ≤ w < d,
µ− r
σ2
(1− γ1)
(
w − A
κ−r
)
, w > d.
(4.37)
Here, k5 and k6 are given by (4.32) and (4.33), respectively, and z(w) ∈ [zd, za] is the unique
solution of
k5γ1z
γ1−1(w) + k6γ2z
γ2−1(w) +
A
κ− r
= w.
4.2.3 Properties of the optimal investment strategy
In this section, we study properties of the optimal investment strategy in (4.37); thus, through-
out this section, we assume that l(·) is given by (4.1) and c(w) = κw. The following proposition
states that the strategy is increasing as a function of the wealth on each of the intervals (a, d)
and (d,∞).
Proposition 4.8 The optimal amount invested in the risky asset, as given in (4.37), increases
with w in (a, d) and in (d,∞).
Proof. That pi∗ increases with w in (d,∞) immediately follows from the second expression
for pi∗(w) in (4.37). Now, consider w ∈ (a, d). As in the proof of Proposition 4.3, we observe
that, because z(w) = −Vw(w) and because V is convex, it follows that
∂
∂w
z(w) < 0. Thus,
∂
∂w
pi∗(w) ∝
∂
∂z
(
−k5γ1(1− γ1)z
γ1−1 − k6γ2(1− γ2)z
γ2−1
)
∝ k5γ1(1− γ1)
2zγ1−γ2 + k6γ2(1− γ2)
2
∝ (1− γ1)
[
γ1(1− γ2)
l
λ
+ (γ1 − γ2)
(
ρ−
l
λ
)
zγ2da
](
z
za
)γ1−γ2
− γ2(1− γ2)
2 l
λ
> 0.
✷
Next, we examine how pi∗ varies with some parameters of the model. To that end, we begin
with a lemma concerning zda.
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Lemma 4.2 The ratio of the free boundaries, zda, satisfies the following inequality.
zda >
(
d(κ− r)−A
a(κ− r)−A
) 1
γ1−1
, (4.38)
from which it follows that zda increases with l and decreases with ρ.
Proof. Because zda is the unique zero in (0, 1) of h given by (4.34), and because h(0) < 0 and
h(1) > 0, it follows that inequality (4.38) holds if and only if
h
((
d(κ− r)−A
a(κ− r)−A
) 1
γ1−1
)
> 0,
which is equivalent to (
d(κ− r)−A
a(κ− r)−A
) γ1−γ2
γ1−1
< 1,
which is true. Thus, we have proved inequality (4.38).
Differentiate h(zda) = 0 fully with respect to l to obtain
0 = hz(zda)
∂zda
∂l
+
∂h(z)
∂l
∣∣∣∣
z=zda
; (4.39)
thus, because hz(zda) > 0, to show that zda increases with l, it is enough to show that
∂h(z)
∂l
∣∣∣∣
z=zda
< 0.
It is straightforward to show that
∂h(z)
∂l
∣∣∣∣
z=zda
=
1
l
(γ1 − γ2)ρ
{(
a−
A
κ− r
)
zγ1da −
(
d−
A
κ− r
)
zda
}
, (4.40)
which is negative due to inequality (4.38).
The proof that zda decreases with ρ is similar, so we omit it. ✷
As the penalty for being in poverty l increases relative to the penalty for ruin ρ, we expect
the optimal investment strategy to increase with l (and decrease with ρ) because the individual
has more incentive to get out of poverty, as in Section 4.1.3.
Proposition 4.9 The optimal amount to invest in the risky asset pi∗(w) (weakly) increases
with l and (weakly) decreases with ρ for w ∈ (a, d) and is independent of l and ρ for w ∈ (d,∞).
Proof. It is clear, from the expression for pi∗ in (4.37) on (d,∞), that pi∗ is independent of l
and ρ on this interval. Thus, we focus on showing that pi∗(w) increases with l for w ∈ (a, d).
First, we prove that pi∗(a+) increases with l. By using equations (4.32), (4.33), and (4.35), we
get
pi∗(a+) =
µ− r
σ2
(1− γ1)
(
a−
A
κ− r
)
(1− γ2)
l
λ
z−γ2da +
(
ρ− l
λ
)
l
λ
z−γ2da +
(
ρ− l
λ
) . (4.41)
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Differentiate this expression with respect to l to obtain
∂pi∗(a+)
∂l
∝ ρ− γ2 l
(
ρ−
l
λ
)
1
zda
∂zda
∂l
,
which is positive because γ2 < 0 and zda increases with l from Lemma 4.2. Thus, pi
∗(a+)
increases with l.
Next, we prove that pi∗(d−) increases with l. By finding expressions for k5 and k6 analogous
to equations (4.12) and (4.13), and by (4.35), we get
pi∗(d−) =
µ− r
σ2
(1− γ1)
[(
d−
A
κ− r
)
− γ2
(
a−
A
κ− r
) l
λ
l
λ
z1−γ2da +
(
ρ− l
λ
)
zda
]
. (4.42)
Differentiate this expression with respect to l to obtain
∂pi∗(d−)
∂l
∝ ρ zda − l
(
(1− γ2)
l
λ
z−γ2da +
(
ρ−
l
λ
))
∂zda
∂l
∝
(1− γ1)
(
a− A
κ−r
)
z1−γ1da
−γ1
(
a− A
κ−r
)
zγ1−1da +
(
d− A
κ−r
) > 0,
in which the second line follows from (4.39), (4.40), and (4.36). The inequality follows since
both the numerator and denominator are positive, in which the latter follows from hz(zda) > 0;
see the arguments in the paragraph that follows (4.36). Thus, pi∗(d−) increases with l.
Parallel to (4.29), we have the following differential equation for pi∗ on (a, d) that we use
to show that pi∗ (weakly) increases with l on that interval.
µ− r
2
pi∗w = λ− r + κ+m+
µ− r
σ2
(r − κ)w +A
pi∗
. (4.43)
Suppose l1 ≤ l2, and let pii(·) = pi
∗(·; l = li) for i = 1, 2. We wish to show that pi1(w) ≤ pi2(w)
for all w ∈ (a, d). Suppose, on the contrary, that pi1(w) > pi2(w) for some w ∈ (a, d); then,
because pi1(a+) < pi2(a+) and pi1(d−) < pi2(d−), it follows that pi1 − pi2 takes a positive
maximum at some w0 ∈ (a, d). Then,
0 =
µ− r
2
((pi1)w(w0)− (pi2)w(w0))
=
µ− r
σ2
((r − κ)w0 +A)
(
1
pi1(w0)
−
1
pi2(w0)
)
> 0,
a contradiction. Thus, pi1 ≤ pi2 in (a, d).
A similar proof shows that pi∗(w) (weakly) decreases with ρ for w ∈ (a, d), so we omit that
proof. ✷
In a related result, we show that as l→ 0+, pi∗ approaches the optimal investment strategy
for minimizing the probability of lifetime ruin.
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Proposition 4.10
lim
l→0+
pi∗(w) = pi0(w),
for all w ∈ (a,∞), in which pi0(w) := µ−r
σ2
(1−γ1)
(
w − A
κ−r
)
is the optimal investment strategy
for minimizing the probability of lifetime ruin when c(w) ≡ κw.
Proof. The result is clear for w ∈ (d,∞) because pi∗(w) = pi0(w) for all w ∈ (d,∞). For
w ∈ (a, d), pi∗ is determined by its value at w = a+ and its differential equation in (4.43). Note
that, in the differential equation, pi∗w depends only on the parameter l via pi
∗. Thus, it is enough
to show that liml→0+ pi
∗(a+) = pi0(a+), which is clear from (4.41) because liml→0+ y
−β2
da ∈ [0, 1].
✷
As a corollary to Propositions 4.9 and 4.10, parallel to Corollary 4.1, we observe that
pi∗(w) ≥ pi0(w). The comments in Remark 4.2 also apply.
Corollary 4.2 For a < w < d,
pi∗(w) > pi0(w),
and for w > d,
pi∗(w) = pi0(w).
In particular, pi∗(d−) > pi∗(d+).
5 Conclusions
We determined the optimal investment strategy for an individual who seeks to minimize her
expected lifetime poverty, with a penalty for ruin, for a given poverty function, a non-negative,
non-decreasing function of running wealth. Our work is related to that in optimal investment
to maximize expected utility of consumption or terminal wealth; however, we believe that
it would be easier for an individual to choose a poverty function as compared with a utility
function. For that reason, we argue that minimizing expected lifetime poverty, with a penalty
for ruin, is more objective than maximizing expected utility.
For the specific cases considered in Section 4.1, we proved that the optimal investment
strategy increases with the poverty level l and decreases with the penalty for ruin ρ. We
expect these properties to hold for more general poverty and consumption functions. That is,
if l1(·) ≤ l1(·) or if ρ1 ≥ ρ2, then we expect pi1(·) ≤ pi2(·).
For the specific cases considered in Section 4.1, we proved that, when wealth is above the
poverty level d, the individual optimally invests as if she were minimizing her probability of
lifetime ruin, an example of myopic investment.9 In many other goal-seeking problems, we
have observed such myopia.
Indeed, Bayraktar and Young [3] found the optimal investment strategy to minimize the
probability of lifetime ruin under constant consumption and under a no-borrowing constraint
on investment, that is, the individual was not allowed to invest more in the risky asset than
9We expect this myopia to hold for more general poverty and consumption functions. That is, if l(w) ≡ 0
for d < w < ws, for some d ∈ (a,ws), then we expect the optimal investment strategy will equal the one for
minimizing the probability of lifetime ruin under the same consumption function.
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her current wealth. Under that constraint, when the constraint did not bind (specifically, at
greater wealth levels), then the individual invested as if the constraint did not exist.
More recently, Bayraktar et al. [4] and Bayraktar and Young [7] determined the optimal
investment strategy to maximize the probability of reaching a bequest goal with and without
life insurance, respectively. In the wealth regions for which it is optimal not to buy life insurance
(specifically, at lower wealth levels), then the individual invested as if life insurance were not
available.
Finally, Angoshtari et al. [1] minimized the expected lifetime spent in drawdown, that is,
the time that one’s wealth spends below some multiple of maximum wealth. They showed that,
when in drawdown, the optimal investment strategy is identical to the strategy for minimizing
expected lifetime occupation of the same interval of wealth. Furthermore, they showed that
when the individual was not in drawdown, then the optimal investment strategy is identical
to the strategy for minimizing the probability of lifetime drawdown.
We conjecture that myopic investment concerning constraints and opportunities is the rule,
rather than the exception, in goal-seeking problems.
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