The Large Area Telescope onboard the Fermi Gamma-ray Space Telescope has collected the largest ever sample of high-energy cosmic-ray electron and positron events. Possible features in their energy spectrum could be a signature of the presence of nearby astrophysical sources, or of more exotic sources, such as annihilation or decay of dark matter (DM) particles in the Galaxy. In this paper for the first time we search for a delta-like line feature in the cosmic-ray electron and positron spectrum. We also search for a possible feature originating from DM particles annihilating into electron-positron pairs. Both searches yield negative results, but we are able to set constraints on the line intensity and on the velocity-averaged DM annihilation cross section. Our limits extend up to DM masses of 1.7 TeV/c 2 , and exclude the thermal value of the annihilation cross-section for DM lighter than 150 GeV/c 2 .
I. INTRODUCTION
During their propagation in our Galaxy, high-energy cosmic-ray electrons and positrons (CREs) lose their energy mainly through synchrotron radiation and inverse Compton interactions with the low-energy photons of the interstellar radiation field. Therefore, CREs reaching the Earth with energies above 100 GeV should be produced by a few nearby sources [1, 2] . Searching for anisotropies in the CRE spectrum provides a powerful probe for local sources, but current limits strongly disfavor the presence of local young and middle-aged astrophysical sources since such sources would produce large anisotropies [2] .
An alternative production mechanism for high-energy CREs could arise due to the annihilation or decay of dark matter (DM), which would yield anisotropies in the CRE flux, albeit below the sensitivity of current analyses [3] . In this case, the CRE energy spectrum is expected to exhibit a cut-off at the energy corresponding to the DM mass [4] . This feature will still be visible in the spectrum after propagation. Therefore, the signature of a DM * mazziotta@ba.infn.it contribution to the CRE spectrum would be an "edge"-like feature at energies close to the DM mass.
Further features in the spectrum are expected from the fact that only a few astrophysical sources will contribute at the highest energies. In fact, CRE spectra of pulsars or supernova remnants are expected to be power laws with cut-offs, which vary from source to source. Thus the superposition of different sources will produce a final spectrum with bumps and dips, which will be more pronounced the fewer sources contribute [5] . The cut-offs are expected to be softer for these sources, with respect to the DM case, although, in practice, in the presence of a weak signal, it would be difficult to distinguish the two.
The CRE energy spectrum has been measured by several experiments, like AMS-02 [6] , CALET [7] , DAMPE [8] and the Fermi Large Area Telescope (LAT) [9] [10] [11] . Recently, the results of new measurements have been published, providing a confirmation of a break in the TeV region as previously seen by groundbased Cherenkov gamma-ray telescopes [12, 13] and an indication of a potential feature at 1.4 TeV (DAMPE).
The CRE data from the Large Area Telescope (LAT) onboard the Fermi satellite [14] [15] [16] have already been used to measure the energy spectrum [9] [10] [11] , to search for anisotropies [1, 2] and for a possible excess from the Sun [17] . In this paper we have analyzed the same data sample used in the measurement of the CRE energy spectrum reported in Ref. [11] for the high-energy analysis (standard path-length selection).
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In this analysis for the first time we use the Fermi-LAT CRE data to search for possible features in the spectrum originating from the direct annihilation of DM particles into e + e − pairs. In particular, as will be illustrated in Sec. III, we will search for either delta-like lines or for spectral edges. In the past, several attempts [18] [19] [20] were made to constrain scenarios with DM particles annihilating or decaying to leptonic final states using the measurements of CRE spectra performed by various experiments. In particular, in Refs. [21, 22] the CR positron ratio and the separate positron and electron fluxes measured by the AMS-02 experiment were used to constrain direct DM annihilations into e + e − . The LAT CRE data extend to higher energies than those from AMS-02, thus allowing us to set constraints for higher DM masses.
II. SPECTRUM OF COSMIC-RAY ELECTRONS AND POSITRONS FROM DM ANNIHILATIONS
To evaluate the spectrum of CREs produced from DM annihilations in the Galaxy, we used a customized version of the propagation code DRAGON [23] [24] [25] , in which the cross sections for the production of secondary particles are taken from Ref. [26] . We set the propagation model of CRs in the Galaxy assuming the source term distribution from Ref. [27] , while the gas density distribution and the interstellar radiation field (ISRF) are taken from the public GALPROP version [28] [29] [30] . The Galactic magnetic field model (GMF) is taken from Ref. [31] .
We adopted a 3D version of the DRAGON code including a spiral arms model [32] that superimposes the spatial pattern of the distribution of different astrophysical quantities (e.g. source term, gas, ISRF and magnetic field) [33] . In our simulation we assume that the interstellar medium is composed of Hydrogen and Helium with relative abundances 1 : 0.1.
We assume that the scalar diffusion coefficient depends on the particle rigidity R and on the distance from the Galactic plane z according to the parametrization [38] . We set α = 0.33 according to the recent boron to carbon ratio (B/C) from the AMS-02 data [37] , R 0 = 4 GV and z t = 4 kpc, while D 0 and η are tuned to the B/C AMS-02 data, also setting the nuclei injection spectra to reproduce the VOYAGER 1 data at low energy [34, 35] . We have found that the B/C data are reproduced setting D 0 = 7.4 × 10 28 cm 2 s −1
and η = −0.1. A reacceleration model is also adopted to 1 The data set has been collected between August 4, 2008 , and June 24, 2015. The full details of the event selection are reported in Ref. [11] . [34, 35] , PAMELA [36] and AMS-02 [37] .
reproduce the B/C data at low energy, setting the Alfvén velocity to v A = 52 km s −1 . The solar modulation is treated using the force-field approximation [39] with Φ = 0.42 GV and Φ = 0.62 GV to reproduce the PAMELA and AMS-02 data respectively, which were taken at different parts of the solar cycle. Figure 1 shows the comparison of the predictions from the actual propagation model with B/C data observed near the Earth by PAMELA [36] and by AMS-02 [37] , and outside the solar system by VOYAGER 1 [34, 35] (unmodulated model).
We have used our model to propagate the CREs produced by DM annihilations in our Galaxy using the DRAGON code. We assume a Navarro-Frenk-White (NFW) DM density profile [40] with a local DM density ρ = 0.41 GeV cm −3 [41] , and an annihilation cross section σv = 3 × 10 −26 cm 3 s −1 . The inclusive yields of e ± from DM annihilations are taken from [4] , including electroweak corrections [42] . Fig. 2 shows, for each DM mass, the expected CRE spectra at Earth (scaled by a factor of 10, i.e. they correspond to σv = 3 × 10 −25 cm 3 s −1 ) compared with the Fermi LAT [11] , AMS02 [6] , CALET [7] and DAMPE [8] data. The DM spectra have been modulated using the forcefield approximation with a modulation potential Φ = 0.55 GV. This value has been derived based on an analysis of gamma rays coming from the Moon using the same time range as considered in this paper [43] . The DM spectra are used as templates in the fit procedure described in Sec. III. For different ρ , constraints will rescale as ρ 2 . We have also used the 2D version of DRAGON [33] in which the diffuse equation is solved in cylindrical coordinates with azimuthal symmetry and without spiral arms. In this way we can check for the effects of [11] , AMS-02 [6] , CALET [7] and DAMPE [8] .
uncertainties related to propagation on the DM spectra. We used the same values of R 0 , z t as in the 3D model, while the remaining parameters have been adjusted to the B/C data. In particular we found α = 0.42, resulting in DM spectra lower by about 20% or less with respect to those evaluated with the 3D model of the Galaxy. We have tested also 2D models with different z t from 2 kpc to 7 kpc. In this case the effect is smaller, at the level of 10%.
Further uncertainties come from the ISRF and the GMF. We have studied them changing separately the normalization of the ISRF and magnetic field by ±50%, which resulted in a [−50%, +100%] variation in the normalization of DM spectra. A similar study has been performed in Ref. [21] yielding comparable results.
We have also tested for a different DM profile, namely an isothermal profile, still normalized to the same local DM density. Differences in this case are even smaller (few percent).
III. ANALYSIS METHOD
Following the approach of Ref. [44] , we have implemented a fitting procedure in sliding energy windows to search for possible local peaks (either bumps or lines) on top of a smooth CRE spectrum.
In each energy window we model the CRE intensity as I(E) = I 0 (E) + I f (E), where I 0 (E) is the "smooth" part of the spectrum and I f (E) describes the possible feature. Since the energy windows are narrow, we assume that the smooth part of the spectrum can be described by a powerlaw (PL) model I 0 (E) = k(E/E 0 ) −γ , where γ is the PL spectral index and the prefactor k corresponds the CRE intensity at the scale energy E 0 , fixed to 1 GeV.
In our analysis, we assume two models for I f (E):
where s represents the line intensity; (ii) a spectrum produced by DM annihilating into CREs I f (E) = sI DM (E|m DM , σv , ...), where I DM (E) is the intensity of CREs from DM observed near the Earth, which is calculated in Sec. II, and the parameter s represents the scale of the annihilation cross-section implemented in the model. In this case s corresponds to σv in units of 3 × 10 −26 cm 3 s −1 . The line model is used as a generic model for a feature. It can represent DM spectra from alternative DM models, or also features induced by local nearby astrophysical sources.
Starting from the model, we can calculate the expected counts in each CRE observed energy bin E j as:
where E is true (Monte Carlo) energy, R(E j |E) is the instrument response matrix (acceptance) which incorporates the energy resolution of the LAT, and t is the integrated livetime.
For our fitting procedure we define a χ 2 function as follows:
where N is the number of energy bins used for the fit. The denominator of each term in the summation includes the sum in quadrature of the statistical Poisson fluctuations ( √ n j ) and systematic uncertainties (f syst n j ), which are discussed more in detail below.
To estimate the parameters {k, γ, s} which minimize the χ 2 we use the MINUIT code within the ROOT toolkit [45, 46] ; the values of the parameters at a 95% confidence limit (CL) are evaluated using MINOS and setting the error confidence level to 2.71.
We have scanned an energy range extending from 42 GeV to 2 TeV. 2 This interval has been divided in 64 bins per decade, equally spaced on a logarithmic scale. When searching for line features, we selected fit windows centered on the line energy E line with a half-width of 0.35E line . Once folded with the energy response, a delta-like line will show up as a broad peak in the count spectrum with the same width as the energy resolution of the LAT, which is always less than the window size 3 . On the other hand, when searching for a DM signal, we selected fit windows centered on the candidate DM mass m DM with a half-width of 0.5m DM . Since a feature originating from DM (Sec. II) will be 700 800 900 1000 1100 1200 1300
Number of Events spread across a larger energy interval than a line, we chose a larger fit window than in the line search. We also tested different energy binnings and different window sizes yielding comparable results. The details of these studies are given in Appendix A.
The high-energy CRE sample used in the present analysis is affected by systematic uncertainties. In Ref. [11] it was shown that the fractional systematic uncertainty f syst , due to the acceptance calculation, to the proton contamination and to the data/Monte Carlo corrections (added in quadrature) ranges from about 1.3% at 42 GeV to about 15% at 2 TeV. In Ref. [11] the calculation of f syst was performed dividing the energy interval in 16 bins per decade and the statistical uncertainties were always found to be about one of order of magnitude less than systematic ones.
To account for systematic uncertainties, that might mimic a false local feature signal or might mask a true local feature, we have implemented a data-driven procedure. 4 As a starting point we have fitted the data, in a given window, with a PL model considering statistical uncertainties only. Then we have evaluated the fractional residuals f j = (n j − µ j )/µ j , where n j is the number of CRE events in the j-th observed energy bin (E j ) and µ j is the number of CRE events predicted by the PL model.
We have then built the distribution of fractional residuals and we have 4 Since no control measurements are available, we cannot evaluate systematic uncertainties following an approach like the one used in Ref. [44] .
calculated its root mean square (RMS). Finally, we have derived the systematic uncertainties f syst from the difference between the observed RMS and its expected value when only statistical uncertainties are considered.
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We note that this is expected to slightly reduce the sensitivity to a possible spectral feature, since the feature would contribute to the evaluation of the systematic uncertainties. In the case of a non-detection, this would result in conservative limits. For each energy window we evaluate the significance of a possible feature considering the χ 2 difference between the alternative hypothesis (line or DM signal) and the null hypothesis (PL model) as Test Statistics. In addition we evaluate the expectation bands for our results, i.e. the sensitivity to the null hypothesis, using a pseudoexperiment technique. As a starting point, we fit the observed CRE count distribution with a simple PL model in the whole energy range.
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This model is used as a template to evaluate the expected counts in each energy bin. Starting from the template model, a set of 1000 pseudo-experiments is performed, in which the counts in each energy bin are extracted from a Poisson distribution with mean value taken from the template, after adding a gaussian fluctuation to account for energy-dependent systematic uncertainties. The count distributions corresponding to the various pseudoexperiments are then fitted including the feature, and the 5 The RMS on the distribution of fractional residuals can be expressed as f 2 RM S = f 2 stat + f 2 syst . 6 As shown in Ref. [11] , the CRE energy spectrum above 50 GeV is well described by a single power law. containment bands (quantiles) for all the parameters are calculated. Fig. 3 shows the results of the fits performed in the energy region near 1 TeV. The left and right plots show respectively the results obtained when the CRE spectrum is fitted with a delta-like line feature or with a DM feature on top of a PL spectrum. The figures show a comparison of the measured counts with those predicted from the fit. In both cases the fitted count distributions reproduce fairly well the observed ones. In the figures the contributions to the count spectra from the features are also shown. The counts due to the possible feature are always less than the 10% of the total counts in each bin.
IV. RESULTS AND DISCUSSION
A comparison of the fitted spectra with the data is shown in Fig. 4 . The plots in the left panels show the results obtained when fitting the CRE count distribution with a delta-like line feature on top of a PL spectrum, while those in the right panels show the results obtained when fitting the distribution with a feature due to DM annihilations in the Galaxy superimposed on a PL spectrum. In both cases, the observed count spectrum is well reconstructed in all the energy windows.
A summary of the fit results is given in Fig. 5 . In the top and in the middle panels the values of the fitted PL prefactor (k) and spectral index (γ) are shown as a function of energy for the two spectral models considered in the present analysis. The left plots show the results obtained for the delta-like line feature, while those on the right show the results obtained assuming a feature in the CRE spectrum due to DM annihilating into CREs. The values of the parameters obtained in the fit are compared with those obtained when the fit is performed without the feature, setting I f (E) = 0 or equivalently s = 0 (null hypothesis). The values of k and γ obtained in the null hypothesis are consistent with those obtained when s = 0. This result is expected, since possible spectral features are expected to be tiny. The plots in Fig. 5 also show the confidence belts evaluated with the pseudo-experiment technique described in Sec. III. In most cases the fitted parameters lie within the central 95% confidence belt.
As mentioned in Sec. III, to evaluate the local significance of a possible feature one can use as a Test 2 values obtained when fitting the data with the alternative hypothesis (line or DM signal superimposed to the PL spectrum) and with the null hypothesis (PL spectrum). The T S local defined in this way is expected to obey a χ 2 distribution with one degree of freedom since the two models differ by one free parameter. The local significance in σ units can be then evaluated as s local = √ T S local . The bottom panels of Fig. 5 show the values of T S local as a function of energy, compared with the 68% and 95% expectation bands obtained with the pseudo-experiment technique. In most energy windows, the values of T S local are close to zero and lie within the 95% expectation band. There are some fits yielding values of T S local slightly above the 95% expectation bands. However, in the evaluation of the global significance of these possible features, it should be kept in mind that the fits are not independent and the number of trials should be taken into account. As a consequence, possible features associated with a local significance larger than 2σ turn out to be globally insignificant. The local significance of a possible feature has been evaluated from T S local . However, since we perform many fits, to obtain the global significance s global , the local significance must be corrected taking into account the effective number of trials. For the line search we performed 88 fits, while for the DM search we performed 32 fits, but all these fits are not independent since they largely overlap in energy.
To calculate the global significances we use the 1000 pseudo-experiments discussed in Sec. III. For each pseudo-experiment (which corresponds to a simulation of one full search across the entire energy range) we record the largest value of the local Test Statistic, T S max . We then calculate the quantiles of the distribution of T S max and we evaluate the corresponding values of the global significance s global assuming that s global obeys a a halfnormal distribution. Fig. 6 shows the conversion from T S local to s global for the line (left panel) and DM (right panel) models. The most significant features have global significances of 0.56σ (E = 145 GeV) and 1.14σ (m DM = 1.1 TeV/c 2 ) for the line and DM model respectively. Fig. 7 shows the upper limits at 95% confidence level on the parameters describing the feature (s for the line, σv for the DM signal). In the right panel of Fig. 7 we also include dashed-dotted and dotted black lines showing variations of the limits on σv assuming that ρ can vary in the range (0.25 − 0.7) GeV cm −3 and that the ISRF together with the GMF can vary by ±50%, respectively. The green and yellow bands show the 68% and 95% CL expectation bands, respectively, calculated from the pseudo-experiments discussed in Sec. III. Since the limits lie within the 95% CL expectation bands, the Fermi LAT data do not provide evidence of any feature at the 2σ (local) level, either in the case of a delta-like line or in the case of a signal from DM annihilations in the Galaxy.
As shown in Fig. 2 , the differences among the CRE spectra measured by DAMPE, CALET, AMS-02 and the Fermi LAT are within 20% in the TeV region. Assuming this uncertainty on the CRE spectrum, this would imply a variation of the current upper limits at most at the same level, which is significantly smaller than the variations originating from the uncertainties in the DM models, due to for instance the uncertainties on the local DM density, or to those on the GMF and on the ISRF. Although our analysis of the LAT data accounts for systematic uncertainties, in the most conservative interpretation, it could be argued that the 20% differences represent the limit to what could be resolved.
The 95% upper limits on the velocity-averaged DM annihilation cross section σv into e + e − pairs obtained in the present analysis lie below the thermal relic cross section calculated by Steigman et al. [47] for DM masses up to 100 GeV/c 2 . Our limits are consistent with those obtained by Bergström et al. in Ref. [21] when studying the AMS-02 data on the positron fraction [51] and by Cavasonza et al. in Ref. [22] when studying the AMS-02 electron and positron data [52] in the range around 100 GeV where they overlap in energy.
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The present limits are also competitive with those obtained by the Fermi LAT Collaboration when studying the gamma-ray emission from the Virgo Galaxy Cluster [49] and from the Milky Way dwarf spheroidal Galaxies [48, 53] in the channel e + e − γ and are similar to those in the bb channel [48, 53] . Finally, our limits are consistent with the limits obtained from the analysis of the gamma rays from the inner Galactic halo performed by the H.E.S.S. Collaboration assuming a cuspy DM profile [50] . [47] . The colored lines indicate the upper limits on σv taken from Refs. [21, 22, [48] [49] [50] .
V. SUMMARY
In this work, we have used the Fermi-LAT CRE data to search for possible features in the spectrum originating from the direct annihilation of DM particles into e + e − pairs in the Galaxy halo. We searched for spectral features from 42 GeV to 2 TeV, thus extending the previous results based on the AMS-02 electron-positron data in the energy range above 300 GeV [21, 22] . The current results have been also compared with the constraints based on the DM annihilation to gamma rays.
The current analysis yields no evidence for a line or a DM feature. With the DM model assumed in the present analysis or for a pure line case, we do not find any indication for the presence of a feature at 1.4 TeV, as suggested by the recent DAMPE measurements [54] [55] [56] [57] .
The limits on the intensity of a line-like feature can be used, in principle, to study other DM models which also produce a feature in the spectrum. In this case, from an approximate match of the DM feature with the line, constraints on the DM model can be derived. Similarly, they can also be used to derive constraints on the presence of nearby CRE accelerators, like pulsars or supernova remnants. A quantitative analysis lies, however, beyond the scope of the present work.
Limits in the case of decaying DM with mass 2m can be easily obtained from the case of annihilating DM of mass m with the simple transformation: Γ = 1/2 σv ρ /m, where Γ is the DM decay rate. We have explicitly checked that this approximation is valid at a few percent level or less. To test the reliability of our analysis method, we have also studied the dependence of the fit results on the energy binning and on the choice of the window size. σv obtained dividing the energy interval in 32, 64 and 128 bins per decade and assuming the nominal sizes for the fit windows (i.e. 0.35E line and 0.5m DM ). As can be seen from the figure, in both cases the upper limits are almost independent of the energy binning.
In Fig. 9 we compare the upper limits on the line and on the DM annihilation cross sections obtained dividing the energy interval in 64 bins per decade and assuming different sizes for the fit windows. In the case of the line fit, the upper limits are almost independent on the window size. The choice of the window size determines the interval [E l1 , E l2 ] of possible line energies, since the conditions E l1 −∆E l1 ≥ 42 GeV and E l2 +∆E l2 ≤ 2 TeV have to be satisfied, and larger window sizes will result in smaller energy intervals. Since the obtained line intensity is found to be independent of the chosen window size, we choose the smallest possible window size, 0.35E line . Smaller windows are not appropriate for this analysis since, due to the energy resolution (15% − 35%), the line features are expected to spread over several energy bins, which should all be included in the fit windows. Likewise, for the DM fit, the obtained upper limits on the DMinduced flux show a mild dependence on the window size. In our analysis we choose a window size of 0.5m DM since it provides the most conservative limits. Also in this case smaller windows are not appropriate because the feature is expected to spread over many energy bins.
