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Abstract Liouville numbers were the first class of real numbers which were proven to
be transcendental. It is easy to construct non-normal Liouville numbers. Kano [13] and
Bugeaud [4] have proved, using analytic techniques, that there are normal Liouville num-
bers. Here, for a given base k ≥ 2, we give a new construction of a Liouville number which
is normal to the base k. This construction is combinatorial, and is based on de Bruijn se-
quences.
A real number in the unit interval is normal if and only if its finite-state dimension is
1. We generalize our construction to prove that for any rational r in the closed unit interval,
there is a Liouville number with finite state dimension r. This refines Staiger’s result [18]
that the set of Liouville numbers has constructive Hausdorff dimension zero, showing a new
quantitative classification of Liouville numbers can be attained using finite-state dimension.
We also give a construction of a Liouville number normal in finitely many bases, provided
a generalized version of Artin’s conjecture holds.
1 Introduction
One of the important open questions in the study of normality is whether any algebraic irra-
tional number is normal. On the other hand, it is known that there are normal transcendentals
as well as non-normal transcendentals. For example, Mahler has proved that the Champer-
nowne constant [15] as well as the Thue-Morse [14] constant are transcendental. However,
the Champernowne constant is normal [7], whereas the Thue-Morse constant is not, and has
finite-state dimension 0 [2].
Liouville numbers were the first class of numbers which were proven transcendental.
In this paper, we show that there are Liouville numbers which are non-normal, and others
which are normal. Indeed, there are Liouville numbers of every rational finite-state dimen-
sion between 0 and 1 (definitions follow in Section 3).
Examples of non-normal Liouville numbers are well-known. Normal Liouville numbers
are harder to construct, and there are works by Kano [13] and Bugeaud [4] which establish
the existence of such numbers. Kano constructs, for any bases a and b, Liouville numbers
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which are normal in base a but not in base ab. Bugeaud gives a non-constructive proof using
Fourier analytic techniques that there are Liouville numbers which are absolutely normal –
that is, normal in all bases. In this paper, we give a combinatorial construction of a number
that is normal to a given base b. The construction is elementary. Thus the Liouville numbers
forms a class of numbers whose transcendence is easy to establish, and which contain simple
examples of normal and non-normal numbers.
The set of normal numbers coincide exactly with the set of numbers with finite-state
dimension 1 [17], [8]. We show that the combinatorial nature of our construction lends
itself to the construction of Liouville numbers of any finite-state dimension. Thus we get a
quantitative classification of non-normal Liouville numbers. This classification is new, since
the set of Liouville numbers has classical Hausdorff dimension and even effective Hausdorff
Dimension zero [18].
We begin with a survey briefly explaining Liouville’s approximation theorem and defin-
ing the class of Liouville numbers. Section 3 constructs a Liouville number which is dis-
junctive – that is to say, has all strings appearing in its base b expansion– but is still not
normal. The subsequent section gives the construction of a normal Liouville number.
2 Liouville’s Constant and Liouville Numbers
Liouville’s approximation theorem says that algebraic irrationals are inapproximable by ra-
tional numbers to arbitrary precisions.
Theorem 1 (Liouville’s Theorem) Let β be a root of f (x) = ∑nj=0 a jx j ∈ Z[x]. Then there
is a constant Cβ such that for every pair of integers a and b, b > 0, we have
∣∣β − ab ∣∣> Cβbn .
Liouville then constructed the following provably irrational number ψ =∑∞i=0 10−i!, and
showed that it had arbitrarily good rational approximations in the above sense, and therefore
is a transcendental number. In this paper, since we consider base-2 expansions, we will show
that
ψ1 =
∞
∑
i=1
2−i!
is a Liouville number.
Definition 1 A real number α in the unit interval is called a Liouville number if for all
numbers n, there are numbers p > 0 and q > 1 such that
∣∣∣α − pq ∣∣∣< 1qn .
For every n, we have
∣∣∣∣∣ψ1−
n
∑
i=1
1
2i!
∣∣∣∣∣=
∞
∑
i=n+1
1
2i!
=
∞
∑
i=(n+1)!
1
2i
=
1
2(n+1)!−1
<
1
2n!n
=
1
qnn
,
where qn is the denominator of the finite sum ∑ni=1 12i! . Thus ψ1 is a Liouville number.
It is easy to see that the Liouville constant ψ1 is not a normal number - the sequence
111 never appears in the decimal expansion of ψ1. It is natural to investigate whether all
Liouville numbers are non-normal.
This requires sharper observations than the one above.
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3 Disjunctive Liouville Sequences
Hertling [12] has showed that there are disjunctive Liouville numbers - that is, there are
Liouville numbers whose base r expansions have all possible r-alphabet strings. Staiger
strengthened this result to show that there are Liouville numbers which are disjunctive in
any base [18]. This shows that we cannot rely on the above argument of absent strings to
show non-normality.
Here, to motivate the construction of a normal number in the next section, we give a
different construction of a different disjunctive Liouville sequence. Consider ψ2 = ∑∞i=3 i2i! .
For any binary string w, we know that 1w (1 concatenated with w) is the binary representa-
tion of a number, hence it appears in the binary expansion of ψ2. Thus ψ2 is a disjunctive
sequence.
It is easy to see that ψ2 is not a normal number. At all large enough prefix lengths of
the form n!, there are at most n(⌊log2 n⌋+1) ones - this follows from the fact that at most
n unique non-zero numbers have appeared in the binary expansion of ψ2, and each of the
numbers can be represented with at most ⌊log2 n⌋+1 bits. Hence
liminf
n→∞
|{i : 0 ≤ i ≤ n−1 and ψ2[i] = 1}|
n
≤ lim
n→∞
n(⌊log2 n⌋+1)
n! = 0,
which proves that ψ2 is not normal.
However, ψ2 is a Liouville number: For every n, there are rationals with denominators
of size 2n! which satisfy the Liouville criterion, as follows:∣∣∣∣∣ψ −
n
∑
i=3
i
2i!
∣∣∣∣∣=
∞
∑
i=n+1
i
2i!
<
∞
∑
k=1
n+ k
2(n+1)!·k
Summing up the series, we obtain the inequality
∞
∑
k=1
n+ k
2(n+1)!·k
=
[n+1] ·2(n+1)!−1 +1
2((n+1)!−1)·2
<
[n+2]
2(n+1)!−1
<
1
2(n!)·n
.
4 A Normal Liouville Number
Though the Liouville numbers constructed above were non-normal, there are normal Li-
ouville numbers. We give such a construction below, which depends on DE BRUIJN SE-
QUENCES introduced by de Bruijn [9] and Good [10], a standard tool in the study of nor-
mality.1
Definition 2 Let Σ be an alphabet with size k. A k-ary de Bruijn sequence B(k,n) of order
n, is a finite string for which every possible string in Σ n appears exactly once.2
de Bruijn proved that such sequences exist for all k and all orders n. Since each de
Bruijn sequence B(k,n) contains each n-length string exactly once, it follows that the length
of B(k,n) is exactly kn.
1 There are several historical forerunners of this concept in places as varied as Sanskrit prosody and poet-
ics. However, the general construction for all bases and all orders is not known to be ancient.
2 For the string x0x1 . . . xkn−1, we also consider subpatterns xkn−n+1 . . .xkn−1x0, xkn−n+2 . . . xkn−1x0x1 , and
so on until xkn−1x0 . . .xn−2 , obtained by “wrapping around the string”.
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4.1 Construction
If w is any string, we write wi for the string formed by repeating w, i times. In this section, we
limit ourselves to the binary alphabet Σ = {0,1} even though the construction generalizes
to all alphabets.
Consider α ∈ [0,1) with binary expansion defined as follows.
α = 0 . B(2,1)11 B(2,2)22 B(2,3)33 . . .B(2, i)ii . . . .
Informally, we can explain why this construction defines a normal Liouville number,
as follows. The Liouville numbers ψ1 and ψ2 that we considered before, have prefixes that
are mostly zeroes. The density of 1s go asymptotically to zero as we consider longer and
longer prefixes. So it is fairly easy for a finite state compressor to compress the data in a
prefix. However, in this construction, the repeating patterns employed are those which are
eventually hard for any given finite state compressor. This is why the sequence could be
normal.
Moreover, the transition in the patterns occur at prefix lengths of the form kk. By Stir-
ling’s approximation,
k!≅ kke−k
√
2pik.
So the transitions in the pattern occur at prefix lengths similar to that of ψ1 and ψ2, so it
is reasonable to expect a sequence of rationals approximating α that obeys the Liouville
criterion. We now make this argument more precise.
For any i, let ni = ∑im=1 mm2m. We call the part of α [ni−1 . . .ni − 1] as the ith stage of
α , which consists of ii copies of B(2, i). Thus ni denotes the length of the prefix of α which
has been defined at the end of the ith stage. We have the following estimate for ni.
ni =
i
∑
m=1
mm2m < ii
i
∑
m=1
2m = ii
[
2i+1 −2]= ii2i+1 −2ii < 2(ii2i) .
Thus ni = O([2i]i).
Lemma 1 α is a Liouville number.
Proof Consider the rational number piqi 3 with a binary expansion which coincides with α
until the i−1st stage, followed by a recurring block of B(2, i). This rational number is
α [0 . . .ni−1]
2ni−1
+
B(2, i)
(22i −1)2ni−1 ,
obtained by evaluating the binary expansion as a geometric series. The exponent of the
denominator of this rational number is
2i +ni−1 = 2i + O
(
[2(i−1)]i−1)= O(ni−1),
so the denominator of the rational is 2O(ni−1).
We add ii copies of B(2, i) in the ith stage. Thus the expansion of α and that of ri coincide
for the first ni positions. So, α and piqi are in the same dyadic interval of length at most 2
−ni ,
and hence are within 12ni of each other.
3 not necessarily in the lowest form
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We have also that ni > iO
(
[2(i−1)](i−1)
)
, so that
1
2ni
<
1(
2O(ni−1)
)i .
Thus, ∣∣∣∣α − piqi
∣∣∣∣< 1qii .
Since this is true of any stage i, we can see that α is a Liouville number.
⊓⊔
Lemma 2 α is normal to the base 2.
Proof Let us define COUNT : Σ ∗×Σ ∗ → N by
COUNT(w;x) = |{n | x[n . . .n+ |w|−1] = w}| ,
that is, the number of times w occurs in x, counting in a sliding block fashion. For example,
00 occurs twice in 1000. It is enough to show that for an arbitrary binary string w of length
m, for all large enough indices j,
COUNT(w;α [0 . . . j−1]) = 2−m j+o( j).
Let j be a number greater than nm. Every such index j has a number i such that ni < j ≤
ni+1.
We split the analysis into three phases, that of the prefix α [0 . . .nm−1 −1], of the middle
region α [nm−1 . . .ni], and of the suffix α [ni . . . j−1].
The prefix α [0 . . .nm−1] has a constant length that depends on w but not on j. Hence the
discrepancy in the count of w due to this prefix, which is at most nm−1, is o( j).
Since the number of times w occurs in B(2,m) is exactly 1,
COUNT(w;B(2,m)) = 2−m |B(2,m)|.
Similarly, it is easy to see that for any M > m, by the properties of the de Bruijn sequences,
COUNT(w;B(2,M)) = 2−m |B(2,M)|.
This observation is used in the following analysis of the middle part and the suffix.
The part of of α in the stretch nm−1 . . .nm −1 parses exactly into mm disjoint blocks of
B(2,m). Consequently,
COUNT(w;α [nm−1 . . .nm]) = 2−m(nm−nm−1).
For all stages k between m−1 and i,
COUNT(w;α [nk . . .nk+1 −1]) = 2−m(nk+1 −nk),
hence by a telescoping sum,
COUNT(w;α [nm−1 . . .ni −1]) = 2−m(ni −nm−1).
The suffix is formed during the i+1st stage of construction of α , and hence consists of
(i+1)(i+1) copies of B(2, i+1). Let j be such that
p.2(i+1) < j−ni < (p+1)2i+1 −1.
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That is, j falls within the p+1st copy of B(2, i+1). Then,
j = ni + p2i+1 +o( j),
since the last term is at most 2i+1 −1 and ni = Ω (ii).
Since w is normally distributed in α [0 . . .ni] and in each of the p preceding copies of
B(2, i+1), we have
COUNT(w;α [0 . . . j−1]) = 2−mni +2−m p2i+1 +o( j) = 2−m j+o( j),
showing that α is normal.
⊓⊔
5 Finite State Dimension
We now briefly give the block entropy characterization of finite state dimension [3]. Finite-
state dimension, or equivalently finite state compressibility, is an asymptotic measure of
information density in a sequence measured by a finite-state automaton. This was introduced
by Dai, Lathrop, Lutz and Mayordomo [8]. The sequences with maximal density, are exactly
the set of normal sequences. These have finite-state dimension 1. A more detailed study of
the relationship between algorithmic randomness, normality and Liouville numbers is found
in Calude and Staiger [5], and an investigation of the incompressibility of Liouville numbers
in a slightly different model is found in Calude, Staiger and Stephan [6].
Let Ω be a nonempty finite set. Recall that the Shannon entropy of a probability measure
pi on Ω is
H(pi) = ∑
w∈Ω
pi(w) log 1
pi(w)
,
where 0log 10 = 0.
For nonempty strings w,x ∈ Σ+, we write
#(w,x) =
∣∣∣∣
{
m ≤ |x||w| −1 | w = x[m|w| . . .(m+1)|w|−1
}
]
∣∣∣∣ .
That is, #(w,x) is the number of times a string w of length m occurs in x, when x is
parsed into disjoint blocks each of length m.
For each infinite binary sequence, each positive integer n, and a binary string w of length
m, the nth block frequency of w in S is
pi
(m)
S,n (w) =
pi(w, S[0 . . .n|w|−1])
n
.
This defines a probability measure on m long binary strings. The normalized upper and
lower block entropy rates of S are
H−m (S) =
1
m
liminf
n→∞ H
(
pi
(m)
S,n
)
and
H+m (S) =
1
m
limsup
n→∞
H
(
pi
(m)
S,n
)
.
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Definition 3 Let S ∈ Σ ∞. The finite state dimension of S is
dimFS(S) = inf
m∈Z+
H−m (S),
and the finite state strong dimension of S is
dimFS(S) = inf
m∈Z+
H+m (S).
For purposes of the next section, we use a sliding block variant of the block entropy. This
is obtained by counting the frequency of blocks in a sliding block fashion. Let 0 < m < n be
integers. The frequency of an m-long block w in an n-long string x is defined as
|{i | w = x[i . . . i+m−1]}|
n−m+1 .
It is easy to verify that this defines a probability measure over the set of m-long strings,
and hence it is possible to define the sliding block entropy in a manner analogous to the
definition of the block entropy.
It is implicit in the work of Ziv and Lempel [19] that the sliding block entropy and the
block entropy are both equal to the finite state compressibility of a sequence. In the following
section, we establish that it is possible to attain every rational sliding block entropy value
using Liouville numbers.
6 Finite State Dimension of Liouville Numbers
We now have β , a Liouville number with finite-state dimension zero, and α , a normal Li-
ouville number - that is, a number with finite-state dimension 1. We show, that for any
rational q ∈ [0,1], we can construct a Liouville number having finite-state dimension q. The
construction is a variant of the standard dilution argument in finite-state dimension [8].
The dilution argument is as follows. Suppose S is an infinite binary sequence, and pq is
a rational in the unit interval expressed in lowest terms. Then,
w00q−p w10q−p . . . ,
where w0 is the first p bits of S, w1 is the next p bits of S, and so on, is a binary sequence with
finite-state dimension pq dimFS(S). We cannot adopt this construction, since it is not certain
that a dilution of α gives us a Liouville number even if it gives a sequence with the desired
finite-state dimension.
We show that a slight variant of the dilution argument enables us to create a Liouville
number with arbitrary rational finite-state dimension.
Let us establish that we can construct a Liouville number with finite state dimension m
n
,
where m and n are positive numbers, and the rational is expressed in lowest terms.
The sequence we construct is
αm/n = 0 ·
(
(021)(n−m) B(2,1)m
)11
. . .
(
(02k)(n−m) B(2,k)m
)kk
. . .
That is, the recurring block in the kth stage consists of m copies of B(2,k) and a padding
of n−m copies of 02k . The recurring block has a length of n2k . This block is then repeated
kk times, to form the kth stage. This is similar to what happens in the construction of the
normal Liouville number.
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We now show that the constructed number has the desired finite-state dimension.
First, we count the frequency of k-long strings in the stage k. Any string other than 0k
occurs m times, and 0k occurs (n−m)2k +m times.
Thus the frequency in the block, of any string other than 0k is
m
n2k
,
and the frequency of 0k is
n−m
n
+
m
n2k
.
We now compute the k-block entropy of the kth stage. This is
1
k
[
m
n2k
(2k −1) log n2
k
m
+
(
n−m
n
+
m
n2k
)
log n2
k
(n−m)2k +m
]
(1)
=
1
k
[
m
n2k
2k log(n2k)− m
n2k
(2k −1) logm
− m
n2k
log
(
(n−m)2k +m
)
+
n−m
n2k
log n2
k
(n−m)2k +m
] (2)
=
m
n
log(n2k)
k −
m
n2k
(2k −1) logmk
− m
n2k
log
(
(n−m)2k +m)
k +
n−m
n2k
1
k log
n2k
(n−m)2k +m
(3)
We now simplify the terms to get the following expression for the k-block entropy of the
kth stage.
m
n
Θ(1)− m
n
(
1−Θ
(
1
2k
))
Θ
(
1
k
)
− m
n2k
Θ(k)
k +
n−m
n2k
1
k log
n2k
(n−m)2k +m . (4)
The last term can be bounded using the following analysis. We know, since 0 < m < n,
that n2k > (n−m)2k ≥ 2k. Hence,
2k < m+2k < m+(n−m)2k < m+n2k < 2n2k,
the extreme terms being obtained by the bounds 0 < m < n.
Hence,
log n2
k
2k
> log n2
k
m+(n−m)2k > log
n2k
2n2k
,
hence
logn > log n2
k
m+(n−m)2k > log
1
2
.
Since both the upper bound and lower bounds are constants independent of k, we have that
the last term in (4) is Θ(1/2k).
The same bound holds for k-block entropy of any stage K > k, by the property of B(2,K).
Thus, taking limits as k → ∞, the sliding block entropy rate of the sequence is m
n
, as
desired.
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We now show that αm/n is a Liouville number. We need the following estimate for the
length of αm/n up to stage i.
li =
i
∑
m=1
(n2m)mm < nii
i
∑
m=1
2m = niiO(2i) = nO([2i]i) = O([2i]i),
noting that n is a constant that does not depend on i.
The ith convergent to αm/n is the rational
αm/n [0 . . . li−1]
2li−1
+
(02i)(n−m) B(2, i)
(2n2i −1)2li−1 .
The exponent of the denominator is O(li−1), but the distance of αm/n from the conver-
gent is
2−iO(li−1).
This completes the proof.
7 A Conditional Construction Based on Artin’s Conjecture
In this section, we give an outline of how number-theoretic properties may be employed to
construct normal Liouville numbers simultaneously normal in finitely many bases. Let n be
a natural number which is at least 2.
Definition 4 A number a is said to be a primitive root of a number p if the sequence a
mod p,a2 mod p,a3 mod p, . . . ,ap−1 mod p, has p−1 distinct elements.
For example, 2 is a primitive root of the prime 13, but is not a primitive root of the prime
7.
Recall that the base-a expansion of any rational is eventually periodic. We mention the
following observation. If a is a primitive root of p, then the fraction a/p when expressed in
base a, has a recurring block of length p−1 - that is, the maximal length. We explain this
observation as follows.
To be specific, let a = 2 and m be an arbitrary positive integer. Let 1/m consist of rep-
etitions of the binary string b1 . . .bk . Then the length of the recurring block (k), is equal to
the number of times the binary expansion has to be shifted left before the fractional part
represents 1/m again. The orbit of the number 1/m under the left-shift is precisely the set{
2
m
mod 1, . . . , 2
m−1
m
mod 1
}
=
{
2 mod m
m
, . . . ,
2m−1 mod m
m
}
.
By the discussion above, the maximal k, equal to m− 1, is attained when 2 is a primitive
root of m. The following lemma says that if a is a primitive root of p, the left-shifts of the
base a expansion of 1/p show certain degree of uniformity in distribution. Thus the base-a
expansion of 1/p is the analogue of an a-ary deBruijn sequence.
Lemma 3 Let a be a primitive root of a prime number p. Then for each k with ak < p, for
each 0 ≤ j < ak , and each positive integer n, we have the following frequency estimate:∣∣∣{ amp mod 1 ∈ [ jak , j+1ak
)
| n ≤ m ≤ n+ p−1
}∣∣∣
p−1 =
1
ak
+Θ
(
1
(p−1)ak
)
. (5)
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Proof The number of orbit points amp mod 1, n ≤ m ≤ n+ p−1 which fall into
[
j
ak
, j+1
ak
)
are precisely those for which the following inequality hold.
j
ak
≤ a
m
p
mod 1 < j+1
ak
.
Since p is a prime, we have ak 6= p. Thus we have either ⌊ p−1
ak
⌋ or ⌈ p−1
ak
⌉ numbers in
1 ≤ m ≤ p−1 which satisfy the above inequality. From this, the required density estimate
follows.
⊓⊔
The above lemma has the consequence that for each fixed k, as p→ ∞, the frequency in
(5) tends to 1/ak .
We could construct a normal number along the lines of section 5 if we are assured of an
infinite number of such p for each a. This is a consequence of Artin’s Conjecture:
Conjecture 1 [1] Let a be an integer other than -1, and a perfect square. Then for any x ∈N,
the number of primes for which b is a primitive root is asymptotically A(a) xlogx , where A(a)
is a constant dependent on a.
Heath-Brown [11] proved that the conjecture is true for all prime a with at most two
exceptions, and for any x ∈N, the number of a ∈ Z, |a| ≤ x, for which the conjecture fails is
o((logx)2). We use a generalized version of this conjecture by Matthews.
Conjecture 2 [16] Let a1,a2, . . . ,an be non-zero integers not ±1. Then for any x ∈ N, the
number of primes ≤ x is asymptotically
x
logx
A(a1, . . . ,an)+O
(
x
log2 x
(log logx)2
n−1
)
.
Matthews [16] established this conjecture assuming a special case of the Generalized
Riemann Hypothesis. We call this the Generalized Artin’s Conjecture. We utilize this to
outline a construction of an Liouville number simultaneously normal to finitely many dis-
tinct bases 1 < a1 < a2 < · · · < an. The construction relies on the following property of
base-k expansions.
Lemma 4 Let a1, . . . ,an be primitive roots of p. Then 1/p×(a1a2 . . .an)p−1 mod 1 = 1/p.
Proof We prove the assertion in the case when a1,a2 are distinct primitive roots of p. We
know that
1
p
a
p−1
1 mod 1 =
1
p
a
p−1
1 mod 1 =
1
p
,
since a1 and a2 are primitive roots of p. Then,
1
p
a
p−1
2 mod 1 =
(
1
p
a
p−1
1 mod 1
)
a
p−1
2 mod 1 =
1
p
(a1a2)
p−1 mod 1.
The general case proceeds by induction on n.
⊓⊔
Corollary 1 Let 1 < a1 < · · ·< an be numbers which are primitive roots of p. Then for any
ai, 1 ≤ i ≤ n, we have{
aki
p
mod 1 | 0 ≤ k ≤ p−1
}
=
{
aki × (a1a2 . . .an)p−1
p
mod 1 | 0 ≤ k ≤ p−1
}
.
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Proof This is true because for any ai and any positive number k,
aki mod p = [aki (a1a2 . . .an)p−1] mod p.
⊓⊔
We now “left-shift” 1/p enough to extract some repetition of the recurrent block in the
expansions in all the bases a1, . . . ,an. For any positive integer i, let pi be the ith largest prime
such that a1, . . . ,an are simultaneously the primitive roots of pi, assuming such primes exist.
We denote the integer
Pi =
⌊
1
pi
(a1a2 . . .an)
pi−1
⌋
.
For the following construction, the basic building blocks will be the “right-shifted” versions
of Pi. Denote
N(i) = Pi× (a1a2 . . .an)−(pi−1).
By construction, for any 1 ≤ i ≤ n, the representation of N(i) in base ai, will be a repetitive
block of digits, followed by an infinite sequence made of zeroes.
Let f : N→ N be a function which we will specify later. Now we construct the stage i
as f (i) repetitions of the non-zero digits in the expansion of N(i). Consider
S′(i) = N(i)× (a1a2 . . .an)−(pi−1)+N(i)× (a1a2 . . .an)−2(pi−1)+ · · ·+
N(i)× (a1a2 . . .an)− f (i)×(pi−1),
and the “appropriately right-shifted” version of S′(i),
S(i) = S′(i)× (a1a2 . . .an)∑
i−1
j=1− f ( j)(p j−1).
Then the Liouville number normal in bases 1 < a1 < · · ·< an is
γ =
∞
∑
i=1
S(i).
We need only the consequence that for the bases a1, . . . ,an, there are infinitely many
such primes, for the above construction. (The density estimates help lower bound the stage
lengths, but are not strictly needed for the construction.) Let a1,a2, . . . ,an be numbers for
which the Generalized Artin’s conjecture holds - thus there are infinitely many primes
p1, p2, . . . such that each ai is a primitive root of each of these primes.
To ensure that γ is a Liouville number, we need f to satisfy the following condition: for
each i≥ 2, the cumulative length of the stages 1, . . . , i−1 should be greater than the number
of non-zero digits in the expansion of N(i+1) in any of the bases a1, . . . ,an. The length of
N(i) is at most loga1 pi+1. The length of the expansion of the block in the i
th stage is at least
logan p(i). So it is sufficient to ensure that f satisfies, for each i ≥ 2,
loga1(pi+1) = o(logan(pi)× f (i)).
This property can be ensured by making f (i) large enough, assuming the Generalized Artin’s
conjecture.
The proof that γ is a Liouville number follows from the property of f . That γ is a normal
number in each of the bases 2 < a1 < · · ·< an will follow from Corollary 1.
Acknowledgements The first author would like to gratefully acknowledge the help of David Kandathil and
Sujith Vijay, for their suggestions during early versions of this work and Mrinal Ghosh, Aurko Roy and
anonymous reviewers for helpful suggestions.
12 S. Nandakumar and Santosh Kumar Vangepalli
References
1. E. Artin. In S. Lang and J. T. Tate, editors, Collected Papers, pages vii–ix. Addison-Wesley, 1965.
2. M. Bachan. Finite State Dimension of the Kolakoski Sequence. Master’s thesis, Iowa State University,
Ames, U. S. A., 2005.
3. C. Bourke, J. M. Hitchcock, and N. V. Vinodchandran. Entropy rates and finite-state compression.
Theoretical Computer Science, 349:392–406, 2005.
4. Yann Bugeaud. Nombres de liouville aux nombres normaux. Comptes Rendus Mathématique. Académie
des Sciences. Paris, 335:117, 2002.
5. Cristian S. Calude and Ludwig Staiger. Liouville numbers, borel normality and algorithmic randomness.
Technical Report CDMTCS-448, CDMTCS Research Report Series, University of Auckland, 2013.
6. Cristian S. Calude, Ludwig Staiger, and Frank Stephan. Finite state incompressible infinite sequences.
In Theory and Applications of Models of Computation, 2014.
7. D. G. Champernowne. Construction of decimals normal in the scale of ten. J. London Math. Soc.,
2(8):254–260, 1933.
8. J. J. Dai, J. I. Lathrop, J. H. Lutz, and E. Mayordomo. Finite-state dimension. Theoretical Computer
Science, 310:1–33, 2004.
9. N. G. de Bruijn. A combinatorial problem. Koninklijke Nederlandse Akademie v. Wetenschappen,
49:758, 1946.
10. I. J. Good. Normal recurring decimals. Journal of the London Mathematical Society, 21:167, 1946.
11. D. R. Heath-Brown. Artin’s conjecture for primitive roots. Quart. J. Math. Oxford, (37):27–38, 1985.
12. Peter Hertling. Disjunctive omega-words and real numbers. J. UCS, 2(7):549–568, 1996.
13. H. Kano. General constructions of normal numbers of the Korobov type. Osaka Journal of Mathematics,
4:909, 1993.
14. K. Mahler. Arithmatische eigenschaften der Lösungen einer Klasse von Funktionalgrichungen. Mathe-
matische Annalen, 101:342, 1929.
15. K. Mahler. Arithmatische eigenschaften einer Klasse von Dezimalbrüchen. Proc. Kon. Nederlandsche
Akad. v. Wetenschappen, 40:421, 1937.
16. K. R. Matthews. A generalisation of Artin’s conjecture for primitive roots. Acta Arithmetica, XXIX:113–
146, 1976.
17. C. P. Schnorr and H. Stimm. Endliche Automaten und Zufallsfolgen. Acta Informatica, 1:345–359,
1972.
18. Ludwig Staiger. The Kolmogorov complexity of real numbers. Theoretical Computer Science,
(284):455–466, 2002.
19. J. Ziv and A. Lempel. Compression of individual sequences via variable rate coding. IEEE Transaction
on Information Theory, 24:530–536, 1978.
