We prove strengthenings of two well-known theorems related to the Lebesgue measure and additive structure of the real line. The first one is a theorem of Erdős, Kunen, and Mauldin stating that for every perfect set there exists a perfect set of measure zero such that their algebraic sum is the whole real line. The other is Laczkovich's theorem saying that every proper analytic subgroup of the real line is included in an F σ set of measure zero. Using the strengthened theorems we generalize the fact that permitted sets for families of trigonometric thin sets are perfectly meager.
Introduction
This paper is motivated by the study of special sets of harmonic analysis, called 'trigonometric thin sets'. These are sets of real numbers, usually small in the sense of Lebesgue measure and Baire category, which can play the role of a set of exceptions in statements about the convergence of trigonometric series. For example, the well-known Carleson's theorem states that a Fourier series of a 2πperiodic square-integrable function f converges pointwise to the value of f for all reals x, except points from a set of measure zero. Another example is the Denjoy-Luzin theorem saying that if a trigonometric series absolutely converges outside a measure zero set, then it must absolutely converge everywhere.
From many types of trigonometric thin sets let us mention here one. A set X ⊆ R is a Dirichlet set if there exists an increasing sequence of natural numbers {n k } k∈N such that the sequence of functions {sin n k πx} k∈N converges uniformly to 0 on X. It is not difficult to show that every Dirichlet set is included in a closed (even perfect) Dirichlet set and has Lebesgue measure zero.
In 1981, P. Erdős, K. Kunen, and R. D. Mauldin proved that if P is a nonempty perfect set of reals, then there exists a perfect set M of Lebesgue measure zero such that their algebraic sum P + M = {x + y : x ∈ P ∧ y ∈ M } is the whole real line [7] . The proof was based on a variation of a number-theoretic theorem by G. G. Lorentz. We now present a different proof, based on Kronecker's approximation theorem. We also obtain a somewhat stronger result, finding a perfect set M which is a Dirichlet set.
Preliminaries
The results of this paper are motivated by the study of small sets of reals related to the absolute convergence of trigonometric series. Because of the periodicity of trigonometric functions, it is convenient to work on the unit circle T instead of the real line R. We prefer the additive notation; i.e., T denotes the quotient topological group R/Z, with addition as the group operation. Also, all our results can be stated for both T and R, and we will not distinguish between these two contexts.
For x ∈ T, let x denote the distance between x and 0, or, when considering the real line, a distance of x ∈ R to the nearest integer. Then (x, y) = x − y is a metric on T yielding the quotient topology. Since x ≤ |sin πx| ≤ π x , we can use x instead of sin πx when considering the convergence of sequences of trigonometric functions or the absolute convergence of trigonometric series. For example, one can equivalently define Dirichlet sets as follows.
Definition 2.1.
A set X ⊆ T is called a Dirichlet set if there exists an increasing sequence of natural numbers {n k } k∈N and a sequence of positive reals {ε k } k∈N converging to zero such that ∀x ∈ X ∀k ∈ N n k x ≤ ε k .
It is clear that the above definition remains equivalent if instead of accepting an arbitrary sequence {ε k } k∈N converging to zero we require a fixed one, e.g., ε k = 2 −k . We often use this fact without further notice.
We will also need some other types of trigonometric thin sets. 
an Arbault set (or A-set) if there exists an increasing sequence of natural numbers {n k } k∈N such that n k x → 0 for every x ∈ X, (3) an N-set if there exists a sequence {a n } n∈N of nonnegative reals such that n∈N a n = ∞ and for all x ∈ X, n∈N a n nx < ∞. Z. Bukovská [3] proved that pseudo-Dirichlet sets are those sets which can be covered by an increasing sequence of Dirichlet sets.
N-sets are also called 'sets of absolute convergence'. By the original definition, a set of reals is an N-set if there exists a trigonometric series absolutely converging on it but not absolutely converging everywhere. The equivalent characterization used in Definition 2.2 was proved by R. Salem [12] .
Let us denote by D, pD, A, N the families of all D-sets, pD-sets, A-sets, and N-sets, respectively. It is easy to see that D ⊆ pD ⊆ A and pD ⊆ N . It is known that all these inclusions are proper and no inclusion between families A and N holds true; see [4] , [5] .
One can easily show that every Dirichlet set is nowhere dense and has Lebesgue measure zero. Moreover, all sets from families A and N are meager sets of measure zero (see [4] , pp. 468, 471). For N-sets, this is a classical result of A. Denjoy and N. N. Luzin.
Let us recall the following well-known theorem from approximation theory.
Theorem 2.3 (Kronecker's Approximation Theorem)
. Let x 1 , . . . , x n be irrational numbers linearly independent over Q, i.e., if a i x i = 0 for some a 1 , . . . , a n ∈ Q, then a i = 0 for every i. Let y 1 , . . . , y k be arbitrary reals. Then for every ε > 0 and every K there exists an integer k ≥ K such that for each i, kx i − y i < ε.
Erdős-Kunen-Mauldin theorem
In 1981, P. Erdős, K. Kunen, and R. D. Mauldin proved that if P is a nonempty perfect set of reals, then there exists a perfect set M of Lebesgue measure zero such that their algebraic sum P + M = {x + y : x ∈ P ∧ y ∈ M } is the whole real line [7] . In this section we prove a somewhat stronger result, finding a perfect set M which is a Dirichlet set.
In what follows, by 'perfect set' we will always mean a nonempty one. 
We define an increasing sequence of natural numbers {n k } k∈N , a sequence of positive reals {ε k } k∈N , and a sequence {A k } k∈N of finite subsets of P inductively as follows. We start with A 0 = {c 0 } and arbitrary n 0 and ε 0 > 0. Let k ≥ 0 and let A k , n k , ε k be defined such that ε k > 0 and A k is a finite subset of P . For every i ∈ {0, 1} and every pair (a, b) ∈ A k × B k , pick p i k (a, b) ∈ P in such a way that p i k (a, b) − a ≤ ε k /2, and the set
This is possible since every neighbourhood of an element of P contains uncountably many elements of P . Using Theorem 2.3 find a natural number n k+1 > n k such that for all i ∈ {0, 1} and (a, b)
To prove (a), let y ∈ R be arbitrary. For every k there exists
Clearly every Q k is a finite subset of P ; hence the set Q is closed. We have Q ⊆ P , since P is closed and every element of Q is a limit of a sequence of elements of P . For every k we have a∈Q k B(a, ε k ) ⊇ a∈Q k+1 B(a, ε k+1 ), and thus the set Q is nonempty. Condition (1) and the fact that Q k ⊆ P k ensure that Q has no isolated point. Hence, Q is a perfect subset of P .
For all k and
To prove part (b), let D = {x ∈ R : ∃K ∀k ≥ K n k x ≤ 2 −k }, and let y be a given real. Again, for every k, let b k ∈ B k be such that ∀k n k+1 y − b k ≤ 2 −(k+2) . We are going to show that P ∩(D+y) is dense in P . Let U be an open set intersecting P . Then there exist a ∈ P and ε > 0 such that B(a, ε) ⊆ U . Let K be such that
We put p K = c K and by induction choose
Clearly the sequence {p k } k∈N has a limit p ∈ P , and for all k
It is clear that the above lemma holds true also for T instead of R. Using part (a) we can now prove the strengthening of the Erdős-Kunen-Mauldin theorem. Proof. For a given perfect set P , let {n k } k∈N be the sequence found in Lemma 3.1, let E be the Dirichlet set {x ∈ T : ∀k n k x ≤ 2 −k }, and let D be its perfect core, i.e., D = E \ {U : U is an open set, U ∩ D is countable}. Since by (a), E has a perfect subset, the set D is nonempty and hence a perfect Dirichlet set.
By (a), for every y ∈ T there is a perfect set Q ⊆ P such that Q − y ⊆ E. We also have y − Q ⊆ E since E is symmetric, and y − Q ⊆ D since y − Q is perfect. Take any q ∈ Q. Then y − q ∈ D, and hence y = q + (y − q) ∈ P + D.
Part (b) of Lemma 3.1 will be used in the next section.
Permitted sets
It should be noted that not one of the considered families of trigonometric thin sets is closed under union (see, e.g., [4] , p. 473). In 1952, J. Arbault and independently P. Erdős (see [1] , p. 271) proved that a union of an N-set and a countable set is again an N-set. This fact inspired the following definition.
Thus, the Arbault-Erdős theorem says that every countable set is permitted. In [1] , J. Arbault also claimed that there exists a perfect permitted set. However, in 1961, N. K. Bari found a gap in his proof and stated the existence of a perfect permitted set as an open problem [2] .
Since the family N is closed under the generating of a subgroup of T, the union A ∪ X in the definition of permitted sets may be replaced by the sum A + X. Using this fact, J. Lafontaine in 1968 tried to show that no perfect set is permitted [9] . He claimed that for any perfect set P there is an N-set X such that the sum P + X has a positive measure. However, Lafontaine's proof seems to contain a gap too: he proves that P + X is positive with respect to some Borel measure μ which is a convolution of two other measures, but there is no evidence why μ should be the standard Lebesgue measure. Without this, P + X may still be an N-set (which must be Lebesgue null), and P may still be a permitted set.
Since every Dirichlet set is also an N-set, Theorem 3.2 shows that Lafontaine's claim was true and hence there exists no perfect permitted set. This fact holds true also in a more general setting.
Definition 4.2.
A family of sets F is called hereditary if it is closed under taking subsets. We say that a set A is F-permitted (see [4] , p. 462) if for any B ∈ F also A ∪ B ∈ F. If F is a family of subsets of a group, a set A is F-additive if for any
The family Perm(F) of all F-permitted sets is an ideal. If F is a hereditary family of subsets of a group G and has a base consisting of subgroups of G (i.e., every member of F is included in a member of F which is a subgroup of G), then [4] ). It seemed that to prove the existence of an uncountable permitted set, one needs to use some additional set-theoretic assumptions. In this situation, L. Bukovský conjectured that every permitted set is perfectly meager; i.e., it is of first category relative to any perfect set. In 2005, we proved this fact for the family of Arbault sets using a combinatorial characterization of the inclusion between the sets of the form {x ∈ T : n k x → 0}; see [6] . Our version of the Erdős-Kunen-Mauldin theorem now allows a much simpler proof which works also for other families of trigonometric thin sets (Theorem 4.6).
The notion of perfectly meager sets has some natural modifications; see [10] , [14] . Definition 4.4 (Zakrzewski) . A subset A of a topological space X is called universally meager if for any countable collection P of perfect subsets of X there exists an F σ -set F ⊇ A such that F ∩ P is meager in P for every P ∈ P. Definition 4.5 (Nowik, Weiss) . A subset A of a topological group G is perfectly meager in the transitive sense (originally, an AFC -set) if for any perfect set P ⊆ X there exists an F σ -set F ⊇ A such that for all y ∈ G, (F + y) ∩ P is meager in P .
In the topological groups R and T, every set which is perfectly meager in the transitive sense is also universally meager, and every universally meager set is perfectly meager. The existence of sets contradicting the opposite implications is known to be consistent with ZFC (see [11] , [14] ). 1. Every F-additive set is perfectly meager in the transitive sense. 2. If F is a hereditary family having a base consisting of subgroups of T, then every F-permitted set is perfectly meager in the transitive sense.
Proof. 1. Let X be F-additive and P be a perfect set. By Lemma 3.1 (b), there exists D ∈ pD such that for all y ∈ T, P ∩(D+y) is dense in P . We have X −D ∈ F; hence there exists an F σ -set F ⊇ X − D such that F − D = T. It follows that F ∩ (D + x) = ∅ for some x ∈ T, and hence P \ (F + y) ⊇ P ∩ (D + x + y) is dense in P for every y ∈ T. Since F is F σ , P ∩ (F + y) is meager in P for every y ∈ T.
2. If F is hereditary and has a base consisting of subgroups of T, then every F-permitted set is F-additive. Proof. It suffices to show that any of the families pD, A, N satisfies the condition ( * ). This is evident for families pD and N since these have a basis consisting of proper F σ subgroups of T. In the case of A we need a different argument.
Let E be an Arbault set, {n k } k∈N be an increasing sequence of natural numbers such that n k
In the next section we prove that the condition ( * ) is satisfied for all families having a base consisting of proper analytic subgroups of T.
Laczkovich's theorem
In this section we will use the standard set-theoretic notation: ω denotes the set of all natural numbers, and ω ω and ω <ω denote the sets of all infinite and of all finite sequences of natural numbers, respectively. For t, s ∈ ω <ω , t s denotes the concatenation of t and s, t ⊆ s means that t is an initial segment of s. For x ∈ ω ω and n ∈ ω, x n is the initial segment of x of length n. We denote by (n) the one-element sequence t ∈ ω 1 such that t(0) = n.
A subset of a Polish space (i.e., a separable completely metrizable topological space) is called analytic if it is a continuous image of a Borel subset of some other Polish space. It is well known that a set A is analytic if and only if there exists a Suslin scheme for A, i.e., an indexed family {A t : t ∈ ω <ω } such that every A t is a closed set, A t ⊆ A s whenever t ⊇ s, and A = x∈ω ω A x n .
We will consider only spaces R and T with the standard metric, Lebesgue measure, and with addition as the operation of the topological group.
We say that a Suslin scheme {A t : t ∈ ω <ω } has vanishing diameters if for every x ∈ ω ω , lim n→∞ diam A x n = 0.
Let E denote the σ-ideal generated by closed sets of Lebesgue measure zero. Clearly all sets contained in E are both meager and of measure zero. Moreover, a set belongs to E if and only if it can be covered by an F σ -set of measure zero.
M. Laczkovich [8] proved that any proper analytic subgroup of the reals is a subset of an F σ -set of measure zero. Clearly, this result is also valid for subgroups of T instead of R. It can thus be formulated as follows.
Theorem 5.1 (Laczkovich) . Let A be a proper analytic subgroup of R or T. Then A ∈ E.
We will show a somewhat stronger result.
Theorem 5.2. For any proper analytic subgroup
It should be noted here that in the proof of Theorem 5.2 we use the result of Theorem 5.1 as well as the idea of its original proof.
Let us note that by Theorem 3 of [8] , there exists a Borel group G ⊆ R such that int(F + F ) = ∅ for every F σ -set F ⊇ G. Hence, it is impossible to replace condition A + F ∈ E in Theorem 5.2 by F + F ∈ E.
To prove Theorem 5.2, we will use the following result due to S. Solecki [13] . By a portion of a set we mean a nonempty relatively open set. Theorem 5.3 (Solecki) . Let A be an analytic set in a Polish space X and let I be any σ-ideal having a base consisting of closed subsets of X. Then either A ∈ I or there exists a nonempty G δ -set G ⊆ A such that no portion of G belongs to I.
We will also need some lemmas. We work in the unit circle T or the real line R. The proofs for both spaces are the same. of closed sets such that A ⊆ j∈ω I t j and t∈T j∈ω diam I t j < ε. Fix a bijection ϕ : ω × ω → ω. For t ∈ ω <ω , we define ψ(t) ∈ ω <ω and B t ⊆ A ψ(t) inductively as follows. Put ψ(∅) = ∅ and B ∅ = A ∅ . If ψ(t) and B t are already defined, for every k, j ∈ ω put ψ(t ϕ(k, j)) = ψ(t) k and B t ϕ (k,j) 
To see that A ⊆ B, assume that a ∈ n∈ω A x n for some x ∈ ω ω . Let us define y ∈ ω ω by induction as follows. For n ∈ ω, take j n such that a ∈ I y n x(n) j n and put y(n) = ϕ(x(n), j n ). Then for every n ∈ ω we have ψ(y n) = x n and B y n+1 = B y n ∩ A x n+1 ∩ I y n x(n) j n ; hence a ∈ n∈ω B y n . Now, let us assume that A ∈ E and A ⊆ i∈ω A i , where the A i are closed sets of measure zero. For every i, there exists a Suslin scheme
Let us note that if a Suslin scheme {A t : t ∈ ω <ω } satisfies t∈T diam A t < ∞, then it has vanishing diameters.
If a ∈ A, then a ∈ n∈ω A x n for some x ∈ ω ω and thus A x n ∩ A ∩ U = ∅ for each n and every open set U containing a. Hence a ∈ B x n for each n, and thus a ∈ x∈ω ω n∈ω B x n .
For every t ∈ ω <ω we have
Definition 5.6. We say that a set A can be covered by countably many copies of B if there exists a countable set C such that A ⊆ B + C. We say that a family F has the countable covering property if for every A ∈ F, the set {B ∈ F : B cannot be covered by countably many copies of A} is finite.
In particular, a Suslin scheme {A t : t ∈ ω <ω } has the countable covering property if for every t ∈ ω <ω there exists a finite set F t ⊆ ω <ω such that for every s ∈ ω <ω \ F t , the set A s can be covered by countably many copies of A t .
Let L(A) denote the set of all limit points of the set A. We will use the following simple observation. Lemma 5.7. Let A be a closed subset of a separable metric space (X, ).
1. For every set B such that A ⊆ L(B) there exists a countable set C ⊆ B such that A = L(C). 2. If A is nowhere dense and B is dense, then there exists a countable set C ⊆ B disjoint from A such that A = L(C).
Proof. 1. Let D be a countable dense subset of A. Let {a n } n∈N be a sequence such that for every d ∈ D there are infinitely many n's such that a n = d. For each n pick some c n ∈ B so that (a n , c n ) → 0. Put C = {c n : n ∈ N}. If x ∈ A and ε > 0 are arbitrary, then there exists d ∈ D such that (x, d) < ε/2. Further, there exists n such that a n = d and (a n , c n ) < ε/2; thus (x, c n ) < ε. Hence x ∈ L(C). On the other side, if x ∈ L(C), then there exists an increasing sequence {n k } k∈N such that c n k → x. Since (a n k , c n k ) → 0, we have a n k → x; thus
The key point in the proof of our strengthening of Laczkovich's theorem is the following lemma. Let us note that in the proof of the lemma we use the original version of the theorem. 
Proof. The statement of the lemma is clearly satisfied for countable groups. We will thus assume that A is uncountable, and hence dense in R or T. By Theorem 5.1 we have A ∈ E. Denote T = ω <ω \ {∅}. By Lemmas 5.4 and 5.5 we can find a Suslin scheme {B t : t ∈ ω <ω } for A such that t∈T diam B t < 1/2, B t has measure zero for every t ∈ T , and B t ∩ A is dense in B t for every t ∈ ω <ω . Moreover, by a suitable pruning we may ensure that each B t is nonempty.
Let us denote by B(x, r) the closed ball with center x and radius r. Let {t n } n∈ω be an enumeration of the set T such that for any m, n ∈ ω, if t m ⊆ t n , then m ≤ n. Since A is dense, there exist a sequence {ε n } n∈ω of positive reals decreasing to 0 and a sequence {c n } n∈ω of elements of A such that for all n, B t n + c n ⊆ B(0, ε n ) and (B t n + c n ) ∩ B(0, ε n+1 ) = ∅. Thus the sets B t n + c n are pairwise disjoint, and if b n ∈ B t n + c n for every n, then the sequence {b n } n∈ω converges to 0. Hence, for every n, the set C n = k≥n
Fix m ∈ ω. Let us recall that (m) ∈ ω 1 is a sequence containing only one element, namely m. Since B (m) is a closed set of measure zero, it is nowhere dense, and by Lemma 5.7 there exists a countable set D m = {d m j : j ∈ ω} ⊆ A disjoint from B (m) and such that B (m) = L(D m ). Since B (m) is closed and no element of D m is in L(D m ), for every j we can choose δ m j ∈ {ε n : n ∈ ω} so that lim j→∞ δ m j = 0 and the closed balls B(d m j , δ m j ) are pairwise disjoint and also disjoint from B (m) . By Lemma 5.7, for every n there exists J n ⊆ ω such that min J n ≥ n, J n ⊆ J n whenever t n ⊇ t n , and L({d m j : j ∈ J n }) = B t n , where m = t n (0). Put
where m = t n (0). The set H n is closed, since every convergent sequence contained in H n is either almost included in one of the closed sets B t n or B(d m j , δ m j ) for some j ∈ J n , or its elements meet infinitely many of the sets B(d m j , δ m j ), j ∈ J n , and hence its limit belongs to B t n . The set B t n ∩ A is dense in B t n , and for all j,
Also, H n ∈ E for every n, and lim n→∞ diam H n = 0.
We define a family {A t : t ∈ ω <ω } as follows. For all t ∈ T let A t = H n where n is such that t = t n , and let A ∅ be the closure of A, i.e., R or T. It is easy to see that {A t : t ∈ ω <ω } is a Suslin scheme with vanishing diameters.
To see that x∈ω ω n∈ω A x n = x∈ω ω n∈ω B x n = A, let x ∈ ω ω . Since lim n→∞ diam A x n = 0 and B x n ⊆ A x n for all n, the intersections n∈ω A x n and n∈ω B x n contain exactly one, hence the same, point. To show that {A t : t ∈ ω <ω } has the countable covering property, let us take t ∈ ω <ω . If t = ∅, then A t clearly covers every A s , s ∈ ω <ω . If t ∈ T , then let m = t(0), t = t n , and j ∈ J n . There exists k such that for every k ≥ k , B t k + c k + d m j is a subset of B(d m j , δ m j ) and hence also of A t = H n . If l ≥ k , then A t l can be covered by a union of countably many translations of sets B t k (k ≥ k ), hence every set A t l such that l ≥ k can be covered by countably many copies of A t . Now we can prove the main result of this section.
Proof of Theorem 5.2. Let A be a proper analytic subgroup of R or T. If A is countable, then the statement is obvious. Let us thus assume that A is uncountable, hence a dense set. By Lemma 5.8, A has a Suslin scheme {A t : t ∈ ω <ω } with vanishing diameters, countable covering property, and such that
Let F be the family of all closed sets F such that there exists some t ∈ T for which the set F + A t has measure zero. The countable covering property implies that if F ∈ F, then F + A s ∈ E for all s ∈ ω <ω except finitely many, and thus F + A ∈ E. Let I be the σ-ideal generated by F. By Theorem 5.3, either A ∈ I or there exists a nonempty G δ -set G ⊆ A such that no portion of G is in I.
In the first case we have A ⊆ F , where F = n∈ω F n for some F n ∈ F. Hence F n + A ∈ E for every n, F is an F σ -set, and F + A ∈ E.
In the rest of the proof we show that the second case is impossible. Assume that G ⊆ A is a nonempty G δ -set such that if G ∩ U = ∅ for some open set U , then G ∩ U / ∈ I. Let F be the closure of G. In what follows, by an interval we will understand a closed connected subset of R or T having nonempty interior. For every interval I, if F ∩ int I = ∅, then also G ∩ int I = ∅. Therefore, F ∩ I ⊇ G ∩ int I / ∈ I, and thus (F ∩ I) + A t has a positive measure, for every t ∈ ω <ω . Since there exists an interval J ⊆ int I such that F ∩ int J = ∅, the same argument shows that also (F ∩ int I) + A t has a positive measure, for every t ∈ ω <ω .
We will use the same trick as does the proof of Lemma 2 in [8] . Let I 0 be an arbitrary interval. We shall play the Banach-Mazur game in I 0 with the second player winning if the intersection of intervals played is a subset of G + G + A. We will provide a winning strategy for the second player and this way prove that the set G + G + A is comeager in I 0 . Since G + G + A ⊆ A and A is a meager set, we will obtain a contradiction.
Let G = i∈ω G i where the G i are open. Clearly G i ∩ F is dense in F , for every i. Assume that the first move of the first player is an interval I 1 ⊆ I 0 . Since A is dense, there exist x 1 , y 1 ∈ G 1 ∩ F and a 1 , b 1 ∈ A such that x 1 + a 1 + y 1 + b 1 ∈ int I 1 . There also exist intervals J 1 , K 1 , L 1 , M 1 such that J 1 , K 1 ⊆ G 1 , x 1 ∈ int J 1 , y 1 ∈ int K 1 , a 1 ∈ int L 1 , b 1 ∈ int M 1 , and J 1 + L 1 + K 1 + M 1 ⊆ I 1 . There exist t 1 , s 1 ∈ T such that a 1 ∈ A t 1 ⊆ L 1 and b 1 ∈ A s 1 ⊆ M 1 . Since F ∩ int J 1 = ∅ and F ∩ int K 1 = ∅, the sets (F ∩ int J 1 ) + A t 1 and (F ∩ int K 1 ) + A s 1 have positive measure, and their sum (F ∩ int J 1 ) + A t 1 + (F ∩ int K 1 ) + A s 1 contains an interval I 2 . Clearly I 2 ⊆ I 1 . Let I 2 be the response of the second player.
