This paper deals with the first boundary value problem for strongly elliptic differential-difference equations of order 2m in a bounded domain. Boundary value problems for elliptic differential-difference equations have important applications to the theory of elliptic problems with non-local boundary conditions of Bitsadze and Samaraskii type [2; 17-193 and to some problems of the theory of sandwich shells and plates [ 131.
where U= (ur ,..., uN), u= (ur ,..., u,)E@"'(R).
THE PROPERTIES OF DIFFERENCE OPERATORS
Consider the properties of operator R, defined by the formula Ru(x) = c u,,(x) u(x + h), (1.1) where ah E C"(R") are complex valued functions; the set T is finite and consists of the vectors h E R", having integer coordinates; x = (x r ,..., x,) E R". Consider the operators I,, P,, R,. Ia: L*(Q) -+ L,(R"), Zpu(x) =u(x) for XE Q, Z,u(x) =0 for XE R"\Q; P,: L,(R") + L,(Q); Peu(x) = u(x) for XE Q; R, = P,RZ,. Throughout this paper, except where otherwise specified, we shall suppose that Q c R" is a bounded domain with the boundary f E C" or a rectangle. The case of the rectangular domain is very useful for the construction of the examples. A bounded self-adjoint operator A in Hilbert space H is said to be positive (positive definite) if (Au, u),>O for all 0 # UE H ((Au, u)~ 2 c(u, u)~ for all u E H, where c > 0). LEMMA 1.1. I$= P,, P2,=Z,. LEMMA 
Operators R: L,(R") + L,(R"), Rp: L*(Q) -+ L2(Q) are
bounded; R*u(x) = C hET a, (X-h) u(x-h); RQ= P,R*Z,. is an analytical function, mes( 4 E R": (p(t) = 0} = 0. The sufficiency is proved.
Let Ql be the open connected components of the set Q\(uhs,,,,(T+ h)), where A4 is the additive group generated by T. Let 9 be the set of all Q,. It is easy to see that (1) Q = ur Qr; (2) for every Q, and h E M: either there is Q, = Qr, + h, or Q,, + h E R"\Q. The set 93' consists of the classes. Subdomains Qr, and Q, belong to the same class if there is such h E M that Q, = Qr, + h. Obviously, the set of classes is finite or countable. We denote index r = (s, I), where s = 1, 2 ,... is the number of the class, and I= l,..., N= N(s) is the number of all elements in the sth class (N< ([diam Q] + 1)").
Let P,: L*(Q) + L2(U1 Q,,) be the orthogonal projection operator of b(Q) onto L2(U, QA where L2(UI Qsd = (4x1 E L*(Q): u(x)= 0 for XE Q\lJ,Qsl}. We denote f,, the boundary of subdomain QS,. Since mes r,, = 0, we have LAQ) = 0 ~52 (U P,,>.
( 1.2) s I
The following assertion is evident.
LEMMA 1.5. L,( U, Q,,) is an invariant subspace of the operator R,.
We introduce the isomorphism of Hilbert spaces US: L,( lJ, Q,,) + LF(Q,,) by the formula (U,u),(x) = 4x + k,) (x E es, 19 (1.3) where 1= l,..., N, h,, is such that Q,, + h,, = Q,, (A,, = 0). Operator R,, = U, R, U; l is the operator of multiplication by N x N dimensional matrix R, with the elements rii = r&x, S) (x E OS,) by the formula rii = Uh(X + h,i) (h = (h, + h,i E T), =o Chxj -hsi $ T).
(
1.4)
Since Q is a bounded domain, by formula (1.4) the number of different matrices R, is finite, if coefficients ah are constant. Let N, denote this number and let R,>, denote all different matrices R, (v = l,..., N,).
8. LEMMA 1.6 . Let the coefficients a,, of the operator R be constant. Then the spectrum of the operator R, is equal to the union of spectra of the matrices RSV (v = l,..., N, ).
Proof. By Lemma 1.5, U, a(R,?) c o(Ro). Let I # lJy (R,rY); then
is a bounded linear operator. By Lemma 1.5, P,R, = R, P,. Hence, it follows from (1.2) that
In the same way we have (Ro -AE) Aj, = E. Hence, operator R, -;1E has a bounded inverse operator for A$ lJy o(RJ. From Lemma 1.6 we have The proof is evident.
THE DEFINITION OF ELLIPTICITY
We consider the equation We define N(s) x N(s) dimensional matrices Z&(X) (x E Q,,) by formula (1.4) in which we have u,~,,(x + hSi) instead of coefficients ah(x + h,Yi). From this it follows that the matrices are positive definite for all x E Q,, and 0 # 5 E R" (see [ 12, 211) . Q.E.D.
In order to formulate the sufficient conditions of strong ellipticity we shall introduce some auxiliary denotations. Let XE Q,, be an arbitrary point. Consider all points xi E Q such that xi -x E M. Since the domain Q is bounded, the set {xi} consists of the finite number of points Z= Z(s, x) (I> N). We shall number the points xi so that xi= x + hSi for i= l,..., N, x1 = x, where hSi satisfy the conditions QSi = Q,, + h,Yi. We introduce Ix Z We shall construct a special "partition of unity."Suppose that {S,,(x)> cover the domain Q, where S&,*(x) are the open balls of a radius 6/2 with the centres in the points x E Q. For each x E Q we shall take 6 = 6(x) so that 6(x) < min{$, r, a}. Here, since Q is a bounded domain, r = r(x) = inf p(x+h, Q)>O (h: x+h$Q); the number a>0 does not depend on x and will be chosen later. Since & is compact, a finite collection of the balls Ss12(yj) (yje Q, j= l,..., J) covers Q. Proof. Suppose that u E cm(Q). For a given point y' E Q there exists a subdomain Q,, such such that yie Q,/. Denote zi= yj-h,,; then zj~ Qsl. We introduce the vector valued functions WIG @'~'(S,(zj)) with coordinates W{(x) = (cpjU)(X + zji -z') 6 E S&'))> (2.5) where i= l,..., Z(s, zj), and the points zii are put in accordance with the point zi in the manner described before Remark 2.1. Let us note that in Ss(zi) the matrices B&x) may have the different order for the different points x (see Example 2.1). Therefore we also introduce the auxiliary Z(s, zj) x Z(s, z') dimensional matrices B/;,Jx) (x E S,(z')) with the elements bik = bik(u, P, j, s, X)
Obviously, B&(zj) = B+(zj). By the property (3) where ko,..., k5 > 0. Let a be such that 4&(a) <k,. Then we can choose q so that 8(k,(u) +k,(u)) cq-' < k4. Thus we obtain the inequality (2.3). Q.E.D.
Now we can formulate the following question: "Is there a necessary and sufficient condition of strong ellipticity in algebraic form?" It follows from Example 2.2 that for a number of domains necessary and sufficient conditions of strong ellipticity, formulated in Theorems 2.1 and 2.2, coincide. Thus from the inequalities (2.6), (2.7), and (2.12) and from the theorem on the equivalent norms in am(Q) the inequality (2.3) follows.
Q.E.D.
We remark that the sufficient conditions of strong ellipticity of the form (2.11) are satisfied in a number of problems of elasticity theory in which the differential-difference equations arise (see [ 131). Proof. It follows from the proof of Theorem 2.4 that its conclusion does not depend on the domain Q and is valid also for Eq. (2.9). From the strong ellipticity of Eq. (2.9) according to Theorem 2.3 we obtain the conclusion of Theorem 2.5.
THE SPECTRUM OF THE STRONGLY ELLIPTIC OPERATOR
Let L be an operator in the space of distributions P(Q) given by
In this section we suppose that differential-difference equations are strongly elliptic. We say that operator L is strongly elliptic if it corresponds to the strongly elliptic equation (2.1). DEFINITION 3.1. We say that the function u is a generalized solution of the boundary value problem (2.1), (2.2) if u E D(L) and Lu = f:
We may also give another equivalent definition. was considered in the cylinder Q = (0, d) x G, where D was the elliptic differential operator of the second order with the smooth coefficients, aG E C2, while the operator RCO,d-E) X G was invertible for sufficiently small E 2 0 and had the shifts along xi. The connection of this problem with the Bitsadze, and Samarskii boundary value problem was found. Thus it was proved that DR, was a Fredholm operator, while if 0 did not belong to the spectrum of according to the Bitsadze and Samarskii problem, the operator DR, had the discrete spectrum. However, the spectrum o(DRe) may not be semibounded. 4 . THE SET K
We introduce the set In this section we suppose that r~ C". According to the assumptions on the boundary r, the definition of set K and Lemma 4.1 one can obtain the following statements. In Theorem 5.2 we prove the smoothness of the generalized solutions in the neighborhoods of the boundaries of subdomains Q,, with the exception of the set K. The proof of the theorem is based on a well-known procedure of approximation of the differential operators by the difference operators [ 11, p. 2183 . However, the elliptic differential-difference equations are nonlocal in contradistinction to the elliptic differential equations. Therefore, considering the solution's smoothness in the neighborhood of point y s r\K, at the same time we must consider the respective neighborhoods of all points y + h E Q, where h E M (see the proof of Theorem 5.2, part 1). In the case where in some neighborhood of point y the boundary r has the form x, = 0, in the integral identity (3.1) the function v(x) is constructed with the help of a smooth function t(x), having the carrier in the denoted neighborhoods of the points y + h, and the difference operator 6:,, having a shift along the coordinate x, (1 < r < n -1) (see the proof of Theorem 5.2, part 2). Then we obtain a priori estimates of the difference relations. Therefrom passing to the limit as t -P 0 we have the respective estimates for the generalized derivatives of order m + 1 (see the proof of Theorem 5.2, part 3) and so on. THEOREM 5.2. Suppose that operator L is strongly elliptic, f E C", fE LZ(Q) n Hk(Qs,) (s= 1, 2 ,..., I= l,..., N(s)). Let u be the generalized solution of the boundary value problem (2.1), (2.2). Then UE H2"+k(Q,l\K,) for each E > 0 (s = 1, 2 ,...; I = l,..., N(s)), where K,= {x~Q:p(x, K)<E}. Proof 1. By Theorem 5.1 it suffices to show that for the arbitrary given point y E Tpi\K there exists a ball S,(y) such that u E H2"+k(Qpi n S,(y)).
Let h,, E M denote a vector such that Q,, = Q,, + h,/ (1= l,..., N = N(p)), hpl = 0. We introduce the points y',..., y"' so that y' = y, y'= yi -h,, + h,, (1= l,..., N(p)). Without loss of generality we can assume that ~'6 Q for I= 1 ,.**, N,, y'~ r for I= No + l,..., N(p). Otherwise we can renumber the subdomains of pth class.
According to the construction y' E (Q n T,,)\K (I= l,..., N,). Therefore by Lemma 4.4 there exists a unique subdomain Qti # Q,r such that y' E r,. We introduce the points zr,..., Z~E Q such that z'=zj-h,+ h,,, zi=yl, whereh,,EM, Qqr=Q,,+hq,(I=l ,..., N= N(q)), h,, = 0. According to the construction Z/G T,,\K. Without loss of generality we can assume that yl= z' (E= l,..., N,,) and Z/E r (1 = No + l,..., N(q)). Then by Lemma 4.4 We consider the balls S4Jyk) (k = l,..., N(p)), &Jz') (I= l,..., N(q)). By Lemma 4.3 we can choose 6 > 0 so small that 46 < mink,, min{p(yk, K), p(z', K), t), the sets rpk n SJ yk), r,,n S&z') are connected and belong to the class C" (k = l,..., N(p); I= l,..., N(p)).
2. Suppose that u = @,, in Eq. Remark 5.1. Theorem 5.2 is also true when the domain is rectanglular if instead of neighborhood of the set K we write the neighborhood of the set Ku& Here B=Qn(lJ he ,,,,(A + h)), A is the set of corner points of the rectangle Q.
Remark 5.2. In the proof of Theorem 5.2 (part 1) it is possible that y' E r,, n r,, for a certain 1 < 1 <N(p); i.e., the point y' belongs to the boundaries of two different subdomains from the same class. This case holds, for example, for the domain Q = (0, 3) x (0, l), where the set 9 consists of one class of subdomains Q,,= (I-1, I) x (0, 1) (I= 1, 2, 3) . Then it is necessary to renumber these subdomains so that y'e I',,,n r,, for all I= l,..., N,,; here the index q corresponds to the same class, which is renumbered.
The following example demonstrates that in general for E = 0 Theorem 5.2 is not valid. In other words there exists a function u E D(L) such that u 4 H2(Q,,), where operator L = -AR, is strongly elliptic. Since O<A< 1, it is easy to see that u~fi'(Q), LuEL,(Q), while u$ H2(Q2, n S,(O)) for every 6 > 0.
THE SMMOOTHNESS OF THE SOLUTIONS ON THE BOUNDARY OF THE NEIGHBORING SUBDOMAINS
In Example 6.1 we shall show that the generalized solution may not have the corresponding smoothness on the boundary of the neighboring subdomains. This is connected with the fact that the differential-difference operators are non-local. The normal derivative of the solution of order k > m -1 may have the discontinuity on the boundary of the neighboring subdomains. Hence, the generalized derivatives of order 2m may contain addenda having the form of d-function and its derivatives. However, as a result of the transformations by the difference operators the different shifts of the solution U(X) are summed. Thus the discontinuities will vanish and (k)(x) will belong to the Sobolev space Hk(Q). In this section we consider the necessary and sufficient conditions of the smoothness of the solutions on the boundary of the neighboring subdomains.
Let the differential-difference operator L be strongly elliptic, while letting U(X) be the generalized solution of the boundary value problem (2.1), (2.2), where fE Hk(Q). We fix s = p and consider the point y' E (Q n I',,)\K. Let y'= y' +&E r,;\K (I= l,..., N(p)). A s in the proof of Theorem 5.2 we assume that Y'EQ for I=1 ,..., No; y'~r for l=N,+l,..., N(p). We establish the conditions where for a given 1 < 1 d N, there exists a > 0 such that UEH*"+~(S,(~')) for all fcZ?'(Q); i.e., the solution has a corresponding smoothness in the neighborhood of the point y'.
By Lemma 4.4 there exists a unique subdomain Q,# Q,i such that y'~r~. We introduce the points zl,..., zNe 0 such that z'=zj--h,+h,,~ T,,\K (l= l,..., N(q)), zi= y'. Without loss of generality we can assume that y' = z' (I = l,..., IV,), z1 f~ r ( 1 = No + l,..., N(p)). By Lemma 4.3 we can choose a > 0 so small that the sets rpk n S,( y"), rql n S,(z') are connected and belong to the class C", while a < mink,, min{p(yk, K), p(z', K), &} (k= l,..., N(p); 1= l,..., N(q)). F or simplicity we assume that y' = 0, p = 1, q = 2, while where A(x) = B,(x) for a = (O,..., 0,2m). In the first group of terms in the right-hand side we sum over Jtll Q 2m, 2m -j < a,, < 2m -1; in the second group of terms we sum over \a\ < 2m, 2m -j < a,.
Using the Leibniz formula and formula (6.6) we obtain from (6.7) for j=O C(-1)S+'AD::VSI.,=C(-1)5Aoaso::WSIr, In the same way, since det A(x) # 0, we obtain by induction By assumption A&,(X) is not expressed by the linear combination of the columns of matrix A,(x) for Ix -gj <E. Therefore for sufficiently small x-g (x E y) the matrix and the extended matrix of the system (6.13) (6.14) have the ranks N, and N, + 1, respectively. Thus the function U(X) does not satisfy Eq. (6.14).
Now we shall demonstrate an example in which the smoothness of the generalized solutions is disturbed on the boundary of the neighboring subdomains. Evidently, u~fi'(Q), ueH2(Qu) and the conditions (6.16) (6.17) are satisfied.
We now demonstrate an example in which the solutions have the corresponding smoothness in the whole domain Q. EXAMPLE 6.2. Consider the equation -(R,pu)x,,, -(R,,u),,., =.0x) (xEQ) (6.18) with boundary conditions ulr=O, (6.19) where Q=(O,2,~(0,2); f~:L,(e);
R~u(x)=2u(x)+u(x,,x2+1)+ (x1,x2-1), R,u(x)=~u(x)+~(x, + 1,x2)+u(x,-1,x2)
It is easy to see that the self-adjoint operators R, are positive definite (see Example 1.1 ), while Eq. (6.18) is strongly elliptic. From this it follows that there exists a unique solution of the boundary value problem (6.18), (6.19 ) (see Example 3.1). It is easy to demonstrate that the hypotheses of Theorem 6.1 are satisfied for all neighboring subdomains Ql,, Qlk. Therefore for every E > 0, u E H2( Q\K,), where Qi 1 = (0, 1) x (0, 1 ), Qi2 = Roughly speaking the cause of the solution's smoothness in the whole domain Q is the following: the shifts of the arguments and the differentiation were done over the different variables.
