Abstract: We give a simple proof characterizing the complexity of Presburger arithmetic augmented with additional predicates. We show that Presburger arithmetic with additional predicates is 1 1 complete. Adding one unary predicate is enough to get 1 1 hardness, while adding more predicates (of any arity) does not make the complexity any worse.
Introduction
Presburger arithmetic, the theory of the natural numbers with addition, was shown to be decidable in 1929 by Presburger, using quanti er elimination (see End72] for a proof). Fischer and Rabin showed that it was actually decidable in double-exponential time FR74]; a more precise characterization of its complexity was given by Berman Ber80] . Adding unary predicates to the language makes it signi cantly more expressive. For example, with a unary predicate P, the following formula expresses the fact that P(n) holds if and only if n is a perfect square. It uses the fact that the di erence between consecutive squares keeps increasing by 2, so that (k + 2) 2 ? (k + 1) 2 = (k + 1) 2 ? k 2 + 2. P(0)^P(1)^8n9m m > n^P(m)]8 n 1 ; n 2 ; n 3 P(n 1 )^P(n 2 )^P(n 3 )^n 1 < n 2 < n 38 m n 1 < m < n 2 _ n 2 < m < n 3 ) :P(m)] ) n 3 ? n 2 = n 2 ? n 1 + 2]:
Once we can express perfect squares, it is not hard to show that we can also express multiplication (since 2mn = (m + n) 2 ? m 2 ? n 2 ). That is, if we had a ternary predicate Q in the language, we could force Q(m 1 ; m 2 ; m 3 ) to hold i m 1 = m 2 m 3 . Thus, with a ternary predicate, we can easily get undecidability. Given this observation, it is perhaps not surprising that the additional expressive power we can gain with unary predicates also comes at a cost. Presburger arithmetic with unary predicates was shown to be undecidable in GS74]. In this paper, we completely characterize the complexity of Presburger arithmetic augmented by additional functions and predicates. We show that if we add even one unary predicate, then the validity problem for the resulting language is 1 1 complete (i.e., the set of formulas in the resulting language that are valid when interpreted over the natural numbers is a 1 1 complete set). However, adding more function and predicate symbols does not make things any worse; the validity problem remains in 1 1 no matter how many function and predicate symbols we add to the language.
In the next section we provide all the necessary de nitions to make this paper self contained. We give the upper and lower bound proofs in Section 3.
We remark that Alur and Henzinger recently obtained an independent proof that Presburger arithmetic augmented by unary predicates is 1 1 -complete, although they did not show that it su ced for the lower bound to have only one unary predicate AH89]. 1 On the other hand, their proof shows that we do not even need the full power of addition to obtain 1 1 -hardness; it su ces to have multiplication by two. We also remark that the result of this paper is used in AH94] to prove undecidability of a rst-order logic for reasoning about probability.
De nitions
Let L, the language of Presburger arithmetic, be the rst-order language with equality, with non-logical symbols f0; 1;+g. If is a collection of (uninterpreted) function and predicate symbols, then L( ) is the result of augmenting L with the function and predicate symbols in . Presburger arithmetic is intended to be interpreted over the natural numbers, where 0 and 1 are to be interpreted as 0 and 1, respectively, and + is interpreted as addition. Notice that x y is de nable as 9z(y = x + z); henceforth we proceed as if is in the language. We also take x ? y = z to be an abbreviation for x = y +z. Finally, we take k to be an abbreviation for 1+ +1 (k times); other similar abbreviations are also used in the paper.
As mentioned in the introduction, the validity problem for Presburger arithmetic, that is, the validity problem for the language L(;), is decidable, while the validity problem for L( ), for containing at least one unary predicate, is known to be undecidable. (We remark that if contains only constant symbols, then it is easy to show that the validity problem for L( ) remains decidable; adding fresh constant symbols to the language does not make the complexity any worse.) We now brie y review the de nition of 1 1 ; the interested reader should see Rog67] for more details. Formulas of second-order arithmetic with set variables consist of formulas of rst-order arithmetic (that is, in the language with constant symbols 0 and 1, together with the function symbols + and ) augmented with expressions of the form x 2 X, where x is a number variable and X is a set variable, together with quanti cation over set variables and number variables. A sentence is a formula with no free variables. Second-order arithmetic with set variables is a very powerful language. For example, the following (true) sentence of the language expresses the law of mathematical induction over the natural numbers: 8X(0 2 X^8x((x 2 X x + 1 2 X) 8x(x 2 X))) A 1 1 formula (resp. 1 1 formula) of second-order arithmetic with set variables is one of the form 8X 1 : : : 8X n ' (resp. 9X 1 : : :9X n '), where ' is a formula of second-order arithmetic with set variables that has no quanti cation over set variables. A set A of natural numbers is in 1 1 (resp. 1 1 ) if there is a 1 1 formula (resp. 1 1 sentence) (x) with one free number variable x and no free set variables such that a 2 A i (a) holds. 1 1 hardness and completeness are de ned in the obvious way (the reduction is via one-one recursive functions). It is well-known that 1 1 -hard sets are not recursively enumerable (see Rog67]).
Upper and lower bound proofs
In this section we prove the 1 1 completeness result. Theorem 3.2: ( HPS83] ) The set fnjA n is recurrentg is 1 1 complete.
Given a Turing machine A, we now show how to e ectively construct a formula ' A in L(fPg), where P is a unary predicate, such that ' A is satis able i A is recurrent. Once we do this, it will follow from Theorem 3.2 that the satis ability problem for Presburger arithmetic augmented with one unary predicate is 1 1 hard.
Suppose A uses tape alphabet ? and has state space Q. We use the special symbol b to denote the blank symbol and $ to separate between consecutive IDs (instantaneous descriptions of the Turing machine), where b; $ = 2 (? Q). Let CD (for cell descriptor) be ? (? Q) fb; $g. (As usual, we use a pair ( ; q) 2 ? Q to denote that A is in state q with its head reading symbol .) We rst assume we have many unary predicates, one predicate P c corresponding to each c 2 CD, and then show how to reduce to one. A computation looks like a sequence of IDs separated by $'s: $ID 1 $ID 2 $ID 3 $: : : , where ID i is in turn a nite sequence of cell descriptors c 1 c 2 : : : c k i . We can encode this computation by forcing P c (n) to be true i the symbol on the n th cell of the computation is c. We do this using the following formulas ' 1 ; : : : ; ' 5 :
The formula ' 1 guarantees for all n, P c (n) holds for exactly one c 2 CD:
(P c (n)^d
The formula ' 2 guarantees that the distance between consecutive $'s always increases by one:
' 2 = def 8n 1 ; n 2 ((n 1 < n 2^P$ (n 1 )^P $ (n 2 )^8m((n 1 < m < n 2 ) ) :P $ (m))) ) 9m Let ' A = ' 1^: : :^' 5 . We leave it to the reader to check that ' A is satis able i there is a recurrent computation of A. From Theorem 3.2, it follows that the satis ability problem for L( ) where contains an in nite collection of unary predicates is 1 1 hard, and hence the validity problem is 1 1 hard.
We conclude by brie y sketching how we can encode the computation of A given only one unary predicate, rather than a collection of them. Suppose the proof above actually uses k predicates to encode the computation of A. For simplicity, call these predicates P 1 ; : : : ; P k . We can think of the in nite sequence of cell descriptors that describes a computation of A as an in nite word w written in a language with k symbols: P 1 ; : : : ; P k .
Corresponding to w we consider an in nite word w 0 in a language with only two symbols, 0 and 1; both w and w 0 are intended to encode the same computation. Conceptually, we think of w 0 as being partitioned into blocks of size k +4. The last 4 symbols of each such block always contain the string 0110; this string marks the end of the block. The rst k symbols of the block contain exactly one 1, all the rest being 0s. Intuitively, symbol i in the m th block of w 0 is 1 i the m th symbol in w is P i . If we use the truth and falsity of P(n) to denote that the n th symbol is 1 or 0, respectively, then the following formula says that w 0 is divided up into blocks of size k + 4 in the appropriate way:
:P(k)^P(k + 1)^P(k + 2)^:P(k + 3)8 n (P(n)^P(n+1)) , (P(n+k + 4)^P(n+k + 5))]8 n P(n + k + 1)^P(n + k + 2) ) 9m (n m < n + k)^P(m)^8m It is now straightforward to translate ' 2 ; : : :; ' 5 to hold with respect to this encoding of the computation. (There is no need to translate ' 1 ; we have already forced it to be the case that precisely one predicate holds for each block.) We leave details to the reader. This completes our proof.
We remark that a minor extension to this proof shows that arithmetic (with + and ) augmented by unary predicates is also 1 1 complete. Clearly, our 1 1 lower bound applies. The upper bound follows by the same argument.
