Mathematical optimization and signal processing techniques for cooperative wireless networks by Georgia Bournaka (7185173)
 
 
 
This item was submitted to Loughborough University as a PhD thesis by the 
author and is made available in the Institutional Repository 
(https://dspace.lboro.ac.uk/) under the following Creative Commons Licence 
conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
Mathematical Optimization
and Signal Processing Techniques for
Cooperative Wireless Networks
by
Georgia Bournaka
A Doctoral Thesis submitted in partial fullment of the requirements
for the award of the degree of Doctor of Philosophy (PhD), at
Loughborough University under a Joint PhD Programme with
National Center for Scientic Research \Demokritos", Greece.
November 2013
Advanced Signal Processing Group,
School of Electronic, Electrical and Systems Engineering,
Loughborough University, Loughborough
Leicestershire, UK, LE11 3TU.
c by Georgia Bournaka, 2013
CERTIFICATE OF ORIGINALITY
This is to certify that I am responsible for the work submitted in this thesis,
that the original work is my own except as specied in acknowledgements
or in footnotes, and that neither the thesis nor the original work contained
therein has been submitted to this or any other institution for a degree.
.................................. (Signed)
Georgia Bournaka (Candidate)
I dedicate this thesis to my dear parents Dimitra and Vassilio Bournaka.
Abstract
The rapid growth of mobile users and emergence of high data rate multime-
dia and interactive services have resulted in a shortage of the radio spectrum.
Novel solutions are therefore required for future generations of wireless net-
works to enhance capacity and coverage. This thesis aims at addressing this
issue through the design and analysis of signal processing algorithms. In
particular various resource allocation and spatial diversity techniques have
been proposed within the context of wireless peer-to-peer relays and coordi-
nated base station (BS) processing.
In order to enhance coverage while providing improvement in capacity,
peer-to-peer relays that share the same frequency band have been consid-
ered and various techniques for designing relay coecients and allocating
powers optimally are proposed. Both one-way and two-way amplify and for-
ward (AF) relays have been investigated. In order to maintain fairness, a
signal-to-interference plus noise ratio (SINR) balancing criterion has been
adopted. In order to improve the spectrum utilization further, the relays
within the context of cognitive radio network are also considered. In this
case, a cognitive peer-to-peer relay network is required to achieve SINR bal-
ancing while maintaining the interference leakage to primary receiver below
a certain threshold.
As the spatial diversity techniques in the form of multiple-input-multiple-
output (MIMO) systems have the potential to enhance capacity signicantly,
the above work has been extended to peer-to-peer MIMO relay networks.
Transceiver and relay beamforming design based on minimum mean-square
error (MSE) criterion has been proposed. Establishing uplink-downlink MSE
duality, an alternating algorithm has been developed.
A scenario where multiple users are served by both the BS and a MIMO
relay is considered and a joint beamforming technique for the BS and the
MIMO relay is proposed. With the motivation of optimising the transmis-
sion power at both the BS and the relay, an interference precoding design is
presented that takes into account the knowledge of the interference caused
by the relay to the users served by the BS.
Recognizing joint beamformer design for multiple BSs has the ability to
reduce interference in the network signicantly, cooperative multi-cell beam-
forming design is proposed. The aim is to design multi-cell beamformers
to maximize the minimum SINR of users subject to individual BS power
constraints. In contrast to all works available in the literature that aimed
at balancing SINR of all users in all cells to the same level, the SINRs of
users in each cell is balanced and maximized at dierent values. This new
technique takes advantage of the fact that BSs may have dierent available
transmission powers and/or channel conditions for their users.
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Statement of Originality
The contributions of this thesis are mainly on the development and analysis
of novel coordinated resource allocation and spatial multiplexing techniques
for wireless networks. The following aspects of this thesis are believed to be
originals:
 Spatial diversity and power allocation techniques for peer-to-peer relay
networks have been proposed in Chapter 3. The novelty of the work
in this chapter is the consideration of user fairness in the form of
signal-to-interference and noise ratio (SINR) balancing for the design
of peer-to-peer relays as supported by [4]-[7]. The algorithms were
rst proposed for multiple one-way amplify and forward (AF) relays
[4] and then it has been extended for multiple two-way AF relays
[5]. An SINR balancing technique for underlay cognitive peer-to-peer
relay network, where the ratio between the achieved SINR and the
target SINR is balanced for all secondary users while satisfying the
primary users' interference and total transmit power constrains was
also proposed [6]. The SINR balancing algorithm has been extended
to a two-way relay based cognitive radio (CR) relay network [7].
 A spectrum sharing peer-to-peer relay network has been proposed in
Chapter 4, where multiple source nodes with multiple antennas com-
municate with their desired destination nodes with multiple antennas
through a multiple-input and multiple-output (MIMO) relay. Initially
the duality between uplink and downlink peer-to-peer MIMO chan-
nels with any number of antennas at each node has been established
to demonstrate that the mean square error (MSE) of a downlink peer-
to-peer network can be achieved in a virtual uplink network with the
same total network transmission power. Using this MMSE duality
result the weighted MSE minimization problem was solved using an
Contents vi
iterative algorithm that optimized the source, relay and receiver pro-
cessing matrices. The novelty of this work is supported by [1].
 A new precoder design technique for a BS serving a number of users
directly and another set of users through a MIMO wireless relay has
been proposed in Chapter 5. The novelty of the work is the exploita-
tion of the knowledge of the interference caused by the relay to the
users served by the BS to perform more ecient interference mitiga-
tion which results into a lower overall network power consumption.
The novelty is supported by [2].
 A coordinated multi-cell beamforming technique has been proposed
for SINR balancing under multiple BS power constraints in Chapter
6. Instead of balancing SINR of all users in all cells to the same level
as considered in the literature, a novel approach to balance SINR of
users in various cells to dierent maximum possible values has been
proposed. This has the ability to allow users in cells with relatively
more transmit power or better channel condition to achieve a higher
balanced SINR than that achieved by users in the worst case cells. This
multi-level SINR balancing problem was solved using SINR constraints
based SINR balancing criterion and subgradient method. The novelty
of this work is supported by [3].
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Chapter 1
INTRODUCTION
Traditionally, dierent parts of the radio spectrum are licensed exclusively
for dierent applications and services. For example, ultra-low frequencies
in the range of 300-3000 Hz are used for submarine communications and
super high frequencies in the range of 3-30 GHz are used for satellite com-
munications. The current radio frequency (RF) spectrum allocation in the
United States of America is presented in Figure 1.1. As seen in Figure 1.1,
the spectrum is very crowded and there is not much radio spectrum avail-
able for new applications and services. Generally, cellular networks use the
ultra high frequencies in the range of 300 MHz to 3 GHz. This range of
frequency spectrum is very valuable and called a \sweet spot"as it has many
advantages in terms of good transmission capabilities compared to other
parts of the radio spectrum. This is because at lower frequencies, the signals
will experience very good propagation characteristics, however the available
bandwidth is very limited, but at high frequencies, considerably high band-
width is available, but the signals would experience very poor propagation
characteristics. The frequencies in the range of 300 MHz to 3 GHz provide
a good balance between propagation characteristics and bandwidth.
When multiple wireless devices operate in the same frequency band,
they often interfere with each other. Spectrum management is essential for
mitigating interference among various wireless devices. The spectrum man-
agement process is called frequency or spectrum allocation. The current
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Figure 1.1. A visual representation of the congestion in radio spec-
trum allocation in the United States of America [3]
spectrum management regime is known as \command and control" [4]. In
this approach, the spectrum is licensed by frequency regulators to various
operators or service providers for predened services for a longer period with
strict rules on the physical layer technologies employed. However, this xed
spectrum assignment policy is a bottleneck for achieving ecient spectrum
utilization. This has motivated the development of communication technolo-
gies that can exploit the wireless spectrum in a more intelligent and exible
3way.
The rst breakthrough technology that enhanced signicantly the utiliza-
tion of the radio spectrum can be attributed to cellular architecture, as it
oered high capacity without requiring any major technological changes [5].
This technique exploits the exponential propagation loss and reuse of the
same frequency at spatially separated locations. More specically, in this
traditional cellular architecture, the coverage area is divided into smaller ar-
eas called cells and each cell typically consists of a base station (BS), often
located at the center of the cell, providing coverage to mobile stations. This
basic design of the cellular network has not changed considerably in the last
30 years. At the same time the growing adoption of rich multimedia services
and smart phones has led to unprecedented demand for wireless data capac-
ity as seen in Figure 1.2.
The global mobile data trac grew 70 percent in 2012 and it is ex-
Figure 1.2. Mobile Video Will Generate Over 66 Percent of Mobile
Data Trac by 2017. Source: Cisco Mobile Forecast 2013 [1]
pected to grow to 11.2 exabytes per month by 2017, resulting in a 13-fold
4Figure 1.3. Cisco Forecasts 11.2 Exabytes per Month of Mobile Data
Trac by 2017. Source: Cisco Mobile Forecast 2013 [1]
increase (Figure 1.3 [1]). This rapid increase of the trac volume and the
subscriber number, has led to the need for more ecient way of utilizing the
radio spectrum.
The possible ways of achieving this includes use of even smaller cells for
delivering sucient capacity. The gains from employing smaller cells come
from higher area spectral eciency [6]. Nonetheless, this approach leads
to degradation of performance, in particular to the users at the cell edge
who suer from both high signal attenuation and severe inter-cell interfer-
ence (ICI). One of the promising approaches to mitigate interference is array
processing. The use of antenna arrays was an active area of research during
World War II in radar systems [7]. Since 1970, more wider and sophisticated
applications have emerged due to advances in digital signal processors.
One of the antenna array processing techniques that oers high diversity
gains is beamforming [8]. In wireless communications, beamformers can be
5employed at the transmitter as well as at the receiver. At the receiver side,
the beamformer is designed in such a way to steer beam towards the direc-
tion of the interest and to attenuate signals arriving from other directions.
Beamformer designs can be classied into dierent categories depending on
various requirements and optimization criteria. The design based on the lin-
early constrained minimum variance beamformer (LCMV) [9], aims to put
a constraint on the response of the beamformer so that signal from the di-
rection of interest is passed with a specic gain and phase while interfering
signals are attenuated. The weights of the beamformer are chosen to mini-
mize output variance subject to the response constraint. This has the eect
of preserving the desired signal, while minimizing the contributions to the
output due to interfering signals arriving from directions other than the di-
rection of interest. To determine this beamformer, the estimate of the angle
of arrival is required. For uncorrelated sources, algorithms such as mini-
mum variance distortionless response (MVDR) (also known as Capon) and
MUSIC can be used. However, all of these methods i.e. LCMV, MVDR,
MUSIC, require calibration of the array of antennas. In communication
networks, generally pilot signals are available for the estimation of the chan-
nels or to design appropriate receivers directly. Hence, beamformers based
on minimum-mean-square error (MMSE) can be designed with the aim of
minimizing the dierence between a desired response and the actual lter
output. The optimum set of weights of the beamformer depends on the cross
covariance between the beamformer input signal vector and the training sig-
nal [10]. This category of beamformer is distinguished from the LCMV from
the fact that the direction of the desired signal is not required to be known.
If the requirement is to maximize the signal to noise ratio (SNR), then for
the design of the beamformer, the knowledge of both the desired and noise
covariance matrices is required [11].
As mentioned already, the beamformers can be employed not only at the
6receiver but also at the transmitter. The main motivation for the design of
the beamformers at the transmitter is that the deployment of antenna arrays
at the mobiles maybe impractical. In addition, BS's higher processing power
capability enables easier deployment of the beamformers. The beam-pattern
of each antenna array can be adjusted to maximize the signal in the direc-
tion of interest and minimize the induced interference to other receivers. For
determining appropriate transmit beamformer, either a feedback channel is
required to obtain the channel state information (CSI) from the receiver or
the receiver needs to calculate the transmitter beamforming coecients and
inform to the BS [12]. In either way, the bandwidth required for transmis-
sion of information back to the BS is considerably high and for this reason,
quantized information is required, for example Grassmannian Beamforming
techniques can be used [13, 14]. The transmit and receive diversity have
been widely adopted in third-generation (3G) code division multiple access
(CDMA) cellular systems [15] as well as in 802.16 worldwide interpretability
for microwave access (WiMaX).
In wireless networks, when a BS aims to transmit signals simultaneously
to multiple users in the same frequency band, directional antennas has to be
employed at the transmitter. This innovative means of using the available
spectrum eciently is called spatial multiplexing and it requires multiple
antennas at the transmitter to steer multiple beams to multiple users. In
this case, it is crucial that the BS allocates power optimally to each user.
Joint power control and beamforming techniques have been proposed in the
literature to satisfy dierent Quality of Services (QoS) criteria. There are
numerous dierent optimizations that are of interest. Some examples in-
clude maximizing total throughput given a constraint on total transmission
power, or minimizing transmission power subject to a set of QoS constraints.
An overview of the problem of minimizing transmission power under a set of
signal to interference plus noise ratio (SINR) constraints for each user can
7be found in [16]. Another interesting problem that was studied in [17] is the
user fairness based beamformer design. The aim is to maximize the SINR of
the worst case receiver in a multiple user scenario subject to a total power
constraint. This leads every user achieving the same SINR, namely SINR
balancing.
Spectral eciency, coverage and quality of wireless links can be improved
further by employing multiple antennas at both the transmitter and the re-
ceiver [18]. This scheme is known as multiple-input-multiple-output (MIMO)
system. The large spectral eciencies associated with the MIMO systems
is based on the assumption that a rich scattering environment provides in-
dependent paths from each transmit antenna to each receive antenna. The
gain obtained is called spatial diversity gain. Space-time coding to exploit
spatial diversity gain in a point-to-point MIMO channel has been studied
in [19,20].
Dierent assumptions can be made about the CSI at the transmitter
and the receiver. Consider a MIMO channel with M transmit and N re-
ceiver antennas and assume that the channel side information is not known
at the transmitter. This yields a system of N equations with M unknowns.
The most simple way of estimating the transmitted signal at the receiver,
is to process the received signal through the inverse of the MIMO channel
matrix. Assuming the channel matrix is of full rank and has independent
entries based on the assumption of a rich scattering environment, the ca-
pacity of this scheme scales linearly with min(M;N) compared to a system
with one antenna at the transmitter and the receiver [21]. The capacity can
be increased further if the channel is known at the transmitter. If the CSI is
known to the transmitter via feedback from the receiver or due to the reci-
procity of channels as in a time division duplex (TDD) system, the MIMO
channel can be decomposed into parallel independent spatial sub-channels.
The power can also be allocated optimally to each sub-channel based on wa-
8ter lling techniques. MIMO is being widely considered for next-generation
cellular systems such as IEEE 802.16/WiMAX and Third Generation Part-
nership Project (3GPP) Long Term Evolution (LTE).
For applications such as cellular telephony, MIMO systems can be de-
ployed in an environment where a single BS must communicate with many
users simultaneously. Multi-user systems with multiple antennas both at the
BS and the users have the advantage to combine the high capacity achievable
with MIMO processing, with the benets of space-division-multiple access
(SDMA). Adding multiple antennas at each user facilitates the transmission
of multiple parallel data streams to multiple users . The CSI at the trans-
mitter is very useful not only for achieving a high SNR at the receiver but
also to reducing the interference introduced to various users.
For multiuser MIMO systems, two problems can be considered. The
downlink, where the BS attempts to transmit signals to multiple users and
the uplink where a group of users transmits data to the BS. In the uplink
no coordination between users is assumed and for this reason the downlink
problem diers from the uplink problem. In the uplink, the challenge is
for the BS to separate the signals transmitted by dierent users using ar-
ray processing, multi-user detection or other methods. In the downlink, the
main challenge is the multiple access interference caused by the BS due to
simultaneous transmissions of signals. The inter-user interference can be
mitigated by intelligent beamforming techniques or by dirty paper coding
techniques [22].
So far the uplink and downlink transmissions within the context of single
cell based processing have been described. Due to characteristics of wire-
less propagation, signals transmitted from the BS do not conne within the
corresponding cell only. Users will experience interference from other BSs
as well. In the 3rd generation partnership project (3GPP) LTE systems,
ICI coordination or avoidance has been proposed to deal with the ICI by
9managing time or frequency or power resources available for each cell in a
coordinated way [23]. Such approaches provide improvement in the SINR
ratio.
Coordinated Multipoint Transmission (CoMP) is the rst cooperative
MIMO scheme proposed for cellular networks. The BSs have the ability to
communicate to each other through high-speed reliable connection, possi-
bly consisting of optical ber links that is capable of having very high data
rates. This enables them to cooperate and process dierent users' signals.
These multi-BS MIMO cooperation is expected to play an important role in
terms of interference mitigation. Coordinated multi-cell beamforming tech-
niques can improve substantially the received signal quality and decrease the
received spatial interference. Relays also form an important part of coordi-
nated processing.
Instead of cooperating through backhaul links, a separate relay node
that assists the direct communication within each cell has similar benets
to multi-cell MIMO network because it can strengthen the eective direct
channel gain between the BS and the remote users and helps with ICI miti-
gation. Relays are also benecial to reduce infrastructure deployment costs.
This is essential under the demand for high data rates envisioned for fourth
generation (4G) wireless systems.
Transmission power for relays are generally less than that is required by
BSs, as relays are expected to cover a region smaller than that of a BS. The
wireless relays receive the data from the BS and forward them to the users.
The costs for provisioning the wired backhaul connection is not required for
the wireless relays [24]. With the deployment of relays, the distance be-
tween the transmitter and receiver decreases, hence the propagation loss is
smaller than if only the BS is employed. This becomes more important as fu-
ture generation wireless networks are likely to use very high radio frequency
resulting into higher channel attenuation, lower coverage while providing in-
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creased bandwidth. Relays will form an important part of the network.
Capacity can be increased further by exploiting spatial diversity and en-
abling simultaneous transmissions by both the BS and the relays. Regardless
of the benets, it should be understood that there are certain disadvantages
as the relays may introduce additional delays and increase interference due
to frequency reuse at the relays.
Even though relays and multi-cell processing have the ability to enhance
capacity and coverage, the ever increasing demand for spectrum requires
more advancement in terms of spectrum usage. As stated earlier, wire-
less technologies and users' demands are growing rapidly and the conven-
tional xed spectrum allocation approach is inecient to meet this increas-
ing demand. Cognitive radio (CR) is a promising technology that aims to
mitigate the spectrum scarcity problem by allowing secondary (unlicensed)
users (SUs) to access licensed frequency bands under the condition of pro-
tecting primary (licensed) users (PUs) from harmful interference. Various
approaches have been developed regarding the way the SUs can access the
licensed spectrum [25]. The rst one is through opportunistic spectrum ac-
cess, by using a frequency band only when it is detected to be idle. This is
called an interweave approach, through which the utilization of the spectrum
is improved by opportunistic reuse of temporary frequency voids, which are
called spectrum holes. The second approach is through spectrum sharing,
when the SUs coexist with the primary users by keeping the interference in
the primary users below a certain acceptable threshold. This is also called
underlay approach and allows only short-range communication for the SUs
due to interference power constrains.
In summary, use of multiple antennas, exploitation of spatial diversity,
intelligent resource allocation techniques, together with ecient interference
management and coordinated multi-cell and relay processing techniques are
the promising technical approaches for enhancing the spectral eciency of
11
wireless networks. All these approaches have been exploited to propose var-
ious novel algorithms in this thesis.
Thesis Outline
Spectrum scarcity is one of the most important challenges that wireless
communications need to address, especially due to increasing demand for
wireless services and ever increasing number of users. The work in this the-
sis is focused on techniques that improve spectral eciency, coverage and
quality of wireless links. New resource allocation and spatial multiplexing
techniques have been proposed for cooperative communication networks in-
cluding peer-to-peer, relay and multi-cell networks.
In Chapter 2, a detailed literature survey is provided together with the
necessary theoretical background. The chapter includes characterization of
wireless channels followed by a detailed discussion on spatial diversity tech-
niques, such as transmit and receive beamforming. Existing wireless relay
techniques have also been summarized. Non-regenerative, regenerative and
two-way relay techniques are introduced and the advantages and the disad-
vantages are discussed. Finally, a discussion on cooperative diversity schemes
is provided.
In Chapter 3, spatial diversity and power allocation techniques for peer-
to-peer relay networks, where the source and the destination nodes are
equipped with single antenna have been investigated. An SINR balancing
based relay signal forwarding scheme is proposed. The beamforming prob-
lem is formulated using a semidenite programming (SDP) framework and
the power allocation problem is solved using geometric programming (GP).
Initially, this resource allocation problem is considered for multiple one-way
amplify and forward relays and then it is extended for multiple two-way am-
plify and forward relays. SINR balancing technique for an underlay cognitive
peer-to-peer relay network is also proposed, where the SINR is balanced for
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all secondary users while satisfying the primary users' interference threshold
and total transmit power constrains.
In Chapter 4, the work in Chapter 3 on peer-to-peer relay networks
are extended for multiple antennas at the source and the destination nodes
as well as the relay. The uplink-downlink duality for this problem is es-
tablished. The MMSE of a downlink peer-to-peer network is shown to be
achieved by a virtual uplink network with the same total network trans-
mission power. Based on this result, an iterative algorithm is proposed to
determine the source, relay and receiver processing matrices, such that the
sum mean square error (MSE) of the retrieved signal at the receivers is min-
imized.
Chapter 5 investigates coordinated beamforming design in a network
with one BS and a relay. Most of the works in the literature considered
optimal beamformer design at the BS and the relays but they have not ex-
plicitly considered the backhaul overheads required to transmit the signal
from the BS to the relay. The knowledge of the interference caused by the
relay to the users served by the BS is exploited to enhance the overall net-
work performance. The optimization problem is solved using second order
cone programming (SOCP) and GP. The proposed method is shown to re-
duce signicantly the transmission power by using interference precoding at
the transmitter for various sets of data rates requirement.
In Chapter 6, a coordinated multi-cell beamforming technique is pro-
posed for SINR balancing under multiple BS power constraints. Instead of
balancing SINR of all users in all cells to the same level, a new approach is
proposed to balance SINR of users in various cells to dierent maximum pos-
sible values. This has the ability to allow users in cells with relatively more
transmit power or better channel condition to achieve a higher balanced
SINR than that achieved by users in the worst case cells. This multi-level
SINR balancing problem is solved using SINR constraints based SINR bal-
13
ancing criterion and subgradient method.
Conclusions are drawn in Chapter 7. Possible future research directions
are also discussed.
Chapter 2
SPATIAL DIVERSITY AND
WIRELESS RELAY
NETWORKS
2.1 Introduction
In this chapter a literature review and the underlying technical background
required for the contributing chapters are provided. Starting with the de-
scription of various communication channel models, various techniques that
are important to maximize spectrum eciency are provided. In particular,
the focus is on spatial diversity techniques, such as beamforming, multiuser
spatial diversity, MIMO technologies, wireless relay technologies including
one-way and two-way relays and cooperative communication networks. Par-
ticular emphasis is placed on cooperative relay networks and coordinated
multi-cell processing.
2.2 Characterization of the channel
Due to non-ideal transmission media that could also vary over time and fre-
quency, the transmitted signal gets distorted. For example, when a pulse is
transmitted, the received signal may appear as a pulse train due to multi-
paths. For this case, a typical impulse response may appear as depicted in
14
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Figure 2.1. An example of delay prole
Figure 2.1. In addition, the nature of multipath could vary over time. This
variation happens because either the transmitter or the receiver moves and
also possibly as a result of variations of the location of the reectors in the
transmission path. In this case, the received signal strength could change as
depicted in Figure 2.2. Generally, the time-variant channel response h(; t)
can be modeled as a complex-valued Gaussian random process in time vari-
able t and delay  . The envelope jh(; t)j at any instant t is generally char-
acterized by Rayleigh or Ricean distribution. If the real and complex parts
of the channel impulse response are modeled by a zero-mean Gaussian ran-
dom process, then this channel is said to be Rayleigh fading. In addition if
there is a strong line of sight (LOS) path, then the channel will obey Ricean
fading [26]. However, throughout this thesis, the channel is assumed to be
Rayleigh fading.
The channel impulse response is generally assumed to be wide-sense sta-
tionary with uncorrelated scattering h(; t), where  represents the impulse
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Figure 2.2. An example of typical fading prole
response associated with a given multipath delay and t represents the time
variation. The autocorrelation is given by
hh(; t) = Efh( ; t)h( ; t+t)g (2.2.1)
when t = 0, hh(; 0) = hh() is called multipath intensity prole or
power delay prole when t = 0. The range of values of  for which hh()
is non zero is called the multipath spread of the channel, denoted by Tm.
The time-varying multipath channel can be characterized in the fre-
quency domain by taking the Fourier transform of h(; t) with respect to
 , denoted by H(f; t). The autocorrelation in the frequency domain is given
by:
'hh(f;t) = EfH(f ; t)H(f +f ; t+t)g (2.2.2)
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and it is called the spaced-frequency, spaced-time correlation function of the
channel [26].
If t = 0 is set to 0 in (2.2.2) the autocorrelation function in the fre-
quency variable 'hh(f) can be obtained, which provides a measure of the
frequency coherence of the channel i.e. the correlation between two frequen-
cies. The bandwidth of this function (f)h is called coherence bandwidth
of the channel and it is the reciprocal of the multipath spread as described
by the equation:
(f)h  1
Tm
(2.2.3)
If the bandwidth of the transmitted signal is greater than (f)h, the
channel is called frequency-selective and the channel amplitude values for
frequencies separated by more than the coherence bandwidth are indepen-
dent. On the other hand, if the bandwidth of the signal is narrower than the
coherence bandwidth (f)h, then the fading across the entire bandwidth is
highly correlated and referred as at fading.
The frequency selective channel can be also interpreted in terms of inter
symbol interference (ISI). If the period of a transmitted symbol T is assumed
to be smaller than Tm, then the received signal will consist of a number of
past symbols introducing ICI.
The time variations of the channel is characterized by another statistical
property, namely the coherence time (t)h, which is a measure of the corre-
lation of the channel impulse response at times separated by (t). Mathe-
matically, it is the range of t values over which 'hh(f;t) is non zero. If
Fourier transform is performed on 'hh(f;t) with respect to the variable
t and f = 0 is set, the function S() is called the Doppler power spec-
trum of the channel. The range of values  over which S() is nonzero is
called the Doppler spread Bd of the channel. The coherence time is related
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to the Doppler spread of the channel as (t)h  1Bd . The coherence time is
a measure of the speed of change of the channel.
All the techniques that will be described in this chapter and through-
out the thesis will consider only at channels. It is also possible to have
multipath channels, known as frequency selective channels, as described in
this section. However, throughout the thesis, technology based on OFDM is
assumed, hence in each subcarrier, the channel is considered to be at and
may or may not fade.
2.3 Spatial Diversity Techniques
One of the favorite techniques to mitigate the eects of fading is spatial diver-
sity method. When a particular channel goes into a deep fade, the possibility
of losing information is high. However, if the same signal is transmitted pos-
sibly through many uncorrelated paths, the information could be recovered
with high probability. Suppose two independent fading paths undergo deep
fading with probabilities P1 and P2 respectively, then the probability that
both paths undergo deep fading simultaneously is P1P2, which is much less
than the marginal probabilities P1 and P2. Such independent paths can
be obtained by using multiple transmit or receive antennas when they are
placed suciently distant. The underlying technique is called spatial diver-
sity.
Spatial diversity techniques are widely used in wireless communications.
There are various kinds of spatial diversity methods such as beamforming,
space-time block coding, multiuser multiplexing and use of multiple antennas
at the transmitter and the receiver, known as MIMO network. Spatial diver-
sity techniques have the ability to enhance the SINR at the receiver, thereby
facilitate increased coverage and better link quality. They have the potential
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to enhance the data rate for wireless communication systems substantially.
In the following subsections, various diversity techniques commonly used in
wireless communications are presented.
2.3.1 Beamforming
Beamforming is a signal processing technique used in the physical layer of
a communication system to control the directionality of transmission or re-
ception of signals using an array of antennas [8].
Receiver Beamforming
A typical receiver beamforming structure is shown in Figure 2.3,
X
∑
X
X
1( )r n
2 ( )r n
( )Mr n
( )y n
1w
∗
2w
∗
Mw
∗
Figure 2.3. A receiver beamformer design.
The signals picked up by M antennas are linearly combined by complex co-
ecients, wi , known as beamformer coecients. The output of the beam-
former y(n) is written in terms of the signals picked up by the anten-
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nas x(n) = [x1(n)   xM (n)] and the beamformer weight vector w(n) =
[w1 w2    wk]T as follows:
y(n) = wH(n)x(n) (2.3.1)
where n is the time index. When the arrays are placed linearly and if the
source is located far away from the receiver, satisfying far eld assumption,
the signal impinged on the array of the antennas, x(n), can be written in
terms of the source signal s(n) and the array response vector s() 2 CM1
as:
x(n) = s(n)s() + n(n); (2.3.2)
where the M-by-1 steering vector is dened:
s() = [1; e j0 ;    ; e j(M 1)0 ]T ; (2.3.3)
0 is the angle of arrival of the source and n is the noise vector.
In the absence of interference, as we assumed in this case, the optimum
beamformer vector can be written as
w = s() (2.3.4)
which coherently combines the signal at the receiver. It is also known oth-
erwise as a matched ltering. However, in the presence of multiple users in
the environment, the signal impinged on the array of the antennas x(n), can
be written using the following equation:
x(n) = s(0)s0(n) +
lX
i=1
s(i)si(n) + n(n) (2.3.5)
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where 0 is the angle of arrival of the desired source s0(n) and i is the angle
of arrival of the interfering source si(n). In this case, in order to retrieve the
source signal s0(n), it is important that the beamformer should suppress the
undesired interference.
Various criteria can be used to design appropriate receiver beamformer
in this case. A well known criterion that aims to keep the beamformer
gain for the signal of interest s0(n) at 1 and minimizes the interference
induced by all other sources at the output of the beamformer, is known as
minimum variance distortionless response (MVDR). In this case, the MVDR
beamformer can be written as in the following equation
wo =
R 1s(0)
sH(0)R 1s(0)
(2.3.6)
where R = Efx(n)xH(n)gCMM is the correlation matrix of the signal ar-
ray input vector x(n) and s(0) is the array response vector for angle  = 0.
In order to design the above beamformer it is important to have the knowl-
edge of 0. Traditionally various algorithms can be used to estimate this
angle of arrival, such as Capon spectral vector estimation, Multiple Signal
Classication (MUSIC) and estimation of signal parameters via rotational
invariance techniques (ESPRIT) [27]. In order for these above algorithms
to work properly, the antennas need to be calibrated, which is not viable or
attractive in wireless communication environment. However, angle of arrival
0, or the array response vector s(0), can be estimated if the source could
transmit a training signal. If the channel can be estimated in this way, the
above technique can still be used. However, it is also possible to determine
the optimum beamformer directly based on the training signal.
There are various criteria, such as MMSE, Least Squares (LS) and SINR,
that can be used to determine the beamformers. In terms of beamformer
design based on MMSE, the error signal e(n) is written as the dierence
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between the desired response d(n) and the beamformer output y(n) as
e(n) = d(n)  y(n) = d(n) wHx(n): (2.3.7)
The beamformer that maximizes the MSE, J(n) = Efje(n)j2g can be written
as
wopt = R
 1P (2.3.8)
where R = Efx(n)xH(n)g is the covariance matrix of the array signal vector
and P = Efx(n)s0(n)g = s(0)2s0 is the cross correlation between the array
signal vector x(n) and the desired signal s0(n). Here the desired signal is the
same as the transmitted training signal, the variance of which is 2s0 . The
above technique is also known as Wiener lter.
In order to use SINR criterion, we have to rst formulate the SINR ratio
in terms of the beamformer weight vector w as follows:
SINR =
wHAw
wHBw
(2.3.9)
where A = s(0)s
H(0)
2
s0 and B =
Pl
i=1 s(i)s(i)
H2si + 
2
n. In this case,
the beamforming vector w that maximizes the SINR is the generalized eigen-
vector corresponding to the largest generalized eigenvalue of the matrix pair
A and B given by
B 1Aw = maxw; (2.3.10)
where max is the largest eigenvalue of the matrix B
 1A.
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Transmitter Beamforming
Even though beamforming has the ability to enhance the performance sub-
stantially, employing multiple antennas at the receiver may not be so at-
tractive due to the computational complexity. It would be better if this
complexity can be transferred to the transmitter (downlink is assumed), by
employing beamforming at the transmitter. Designing beamforming at the
transmitter (downlink beamformer) substantially dier in several aspects
from designing a beamformer at the receiver. In the latter, the design deter-
mines the performance of a specic user, whereas the transmit beamformer
aects the performance of all users in its coverage area. Another dierence
concerns the channel knowledge. For designing the receiver beamforming,
the receiver could estimate the channel coecients using the training signal
or by exploiting certain properties of the desired signal as discussed in the
previous section. For transmitter beamformer, the channel knowledge could
be made available to the transmitter by sending the estimates of the CSI
from the receiver through a nite rate feedback channel [13,28{31].
A typical transmitter beamformer structure with M antennas is shown
in Figure 2.4. The transmitted signal can be written as
x(n) = ws(n) (2.3.11)
where w is the transmitter beamforming vector and s(n) is the information
symbol. For the case of a single user, if the channel between the transmitter
and the receiver is denoted as h, then the beamformer that maximizes the
SNR at the receiver, is the conjugate of the channel h. In other words, the
beamformer rotates the phase of the signals, so that the signals arriving at
the receiver through dierent paths add coherently in phase.
When there are multiple users in the environment, spatial multiplexing
is possible at the transmitter, i.e., multiple beams can be steered to multiple
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Figure 2.4. A transmitter beamformer design.
users. In this case, we can enable multiple users to access the same frequency
band simultaneously, thereby enhancing the overall network throughput. A
very simple mechanism to design such a spatial multiplexing technique is
to use a zero forcing, also known as block diagonalization [32{36]. In this
case the precoder of a particular user is determined as the one that is in
the nullspace of the channels of all other users. However this scheme has a
limitation as it requires substantially large number of antennas. In particular
the number of antennas that are required at the transmitter should be at
least greater than the number of users in the environment [37]. The received
signal at the kth user is written as:
yk(n) = h
H
k x(n) + nk(n) (2.3.12)
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where hk = [h
(k)
1   h(k)M ]H is the channel coecient vector between the BS
and the kth user and the nk(n) is the zero-mean additive white Gaussian
noise with variance 2k. The transmitted vector x(n) 2 CM1 can be written
as
x(n) =Ws(n) (2.3.13)
where W = [w1   wK ], wk 2 CM1 is the beamforming weight vector for
the kth user, s(n) = [s1(n)    sK(n)]T and sk(n) is the symbol intended
for the kth user. The received signals for all users can be written into the
following matrix equation:
y(n) = Hx(n) + n(n) (2.3.14)
where H = [h1   hK ]H and assumed to be full row-rank.
y(n) = [y1(n)    yK(n)]T and n(n) = [n1(n)   nK(n)]T . The SINR of the
kth user can be dened as
SINRk =
[HW]2k;kP
j 6=k[HW]
2
k;j + 
2
k
(2.3.15)
For zero forcing technique, W is designed such that the interference be-
tween the users is forced to zero, i.e., [HW]k;j = 0 when k 6= j. In addition,
without loss of generality, it is assumed that [HW]k;k  0 for k = 1;    ;K.
If it also assumed that Efs(n)sH(n)g = I, then the aforementioned condi-
tions can be stated as:
HW = diagfpg (2.3.16)
where
p
 = [
p

1
   p
K
]T and k=
2
k is the target SINR of the kth user.
These restrictions yield a simple beamforming design that decouple the mul-
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tiuser channel into K independent sub-channels
yk(n) =
p
ksk(n) + nk(n) (2.3.17)
Other possible criteria for transmit beamformer design is to use what is
known as signal to interference leakage ratio, where the precoder is designed
to maximize the power at the receiver while minimizing the interference
leakage to all other users in the environment. This is not very attractive
criterion, because it does not guarantee a particular performance for every
user in terms of BER or SINR. Therefore, a more attractive criterion is to
design beamformers while ensuring the SINR achieved for every user is above
a certain threshold i, as shown in the following optimization [16,38].
min
wi
KX
k=1
jjwijj22
subject to
jjwHi hijj22PK
k=1;k 6=i jjwHk hijj22 + 2i
 i i = 1;    ;K
(2.3.18)
The problem in (2.3.18) is a quadratically constrained non-convex problem.
However, this problem can be converted into a semidenite programming
(SDP) problem with Lagrangian relaxation and it can be solved eciently
using convex optimization toolboxes [39{41]. In addition, it has been proven
that the relaxed problem always yields an optimal rank-one solution [16].
If the transmission power is very limited or if the channels do not have
enough diversity, it may not be possible for all users to attain the target
SINR. In this case, other possible criteria that can be used is called SINR
balancing. It is a max-min fairness approach where beamformer is designed
to maximize the SINR of the worst case user [17,42{44]. This SINR balancing
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technique can be stated as
max
U;p
min
1kK
SINRi(U;p)
i
subject to 1Tp  Pmax
p  0 (2.3.19)
where U = [u1   uK ], jjukjj2 = 1 and p = [p1    pK ]T . uk 2 CM1 is
the unity norm transmit beamforming weight vector and pk is the allocated
power for the kth user respectively i.e., wk = uk
p
pk. In [17], an iterative
algorithm has been proposed using uplink-downlink SINR duality to design
the beamformers and power allocation.
Joint Transmitter-Receiver Beamforming Design
The techniques described so far considered either one antenna at the trans-
mitter or one antenna at the receiver. A communication link with multiple
antennas at the transmitter and the receiver is referred to as a MIMO sys-
tem [45{47]. When multiple antennas are used at the transmitter as well as
at the receiver, it is possible to obtain multiple spatial channels for the users
thereby increasing the data rate directly by a factor up to the rank of the
MIMO channel matrix [48].
For a point-to-point network, with Mt antennas at the transmitter and Mr
antennas at the receiver, the underlying MIMO network is shown in the Fig-
ure 2.5, where the received signal y(n) 2 CMr1 is written as the transmitted
signal x(n) 2 CMt1 multiplied by the MIMO channel matrix H 2 CMrMt
plus the noise n(n) 2 CMr1 as
y(n) = Hx(n) + n(n): (2.3.20)
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Figure 2.5. A MIMO system with Mt transmit antennas and Mr
receive antennas.
It is assumed that the channel matrix H is known both at the transmitter
and at the receiver. The matrix H can be decomposed using singular value
decomposition (SVD) as [49]
H(n) = ~U~VH (2.3.21)
where ~U 2 CMrMr and ~V 2 CMtMt are unitary matrices,  2 RMrMt is
a diagonal matrix of singular values fcig ofH. Let RH denote the rank of the
matrix H. These singular values have the property that ci =
p
i where i
is the ith eigenvalue of HHH . The parallel decomposition of the channel is
obtained using linear transformation of the input and output signal through
transmit precoding and receiver shaping. In transmit precoding the input x
to the antennas is generated as
x = ~V~x (2.3.22)
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where ~x is the modulated symbol stream. Similarly, the received signal is
shaped as
~y = ~UHy (2.3.23)
as shown in Figure 2.6. The transmit precoding and receiver shaping trans-
form the MIMO channel into RH parallel single-input single-output (SISO)
channels as follows:
~y = ~UH(Hx+ n)
= ~UH ~U~VH ~V~x+ ~UHn
= ~x+ ~n
(2.3.24)
where ~n = ~UHn.
( ) ( ) ( )n n ny = Hx + η ( ) ( )Hn ny =U yɶɶ( ) ( )n nx = Vxɶ ɶ
( )nyɶ( )ny( )nx( )nxɶ
Figure 2.6. Transmit precoding and receiver shaping.
Since the parallel channels do not interfere with each other, the MIMO
channel can support up to RH times the data rate of a SISO channel. The
performance of each channel depends on its gain ci.
The channel capacity of this system is equal to the sum of capacities of
each independent parallel sub-channels.
C = maximize
pi:
PRH
i=1 piP
RHX
i=1
Blog2

1 +
2i Pi
2n

; (2.3.25)
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Figure 2.7. Parallel decomposition of the MIMO channel.
where P and Pi are the total transmit power and power allocated to the
ith independent channel respectively. B, i and 
2
n are the bandwidth, i
th
independent channel gain and the noise power at the receiver respectively.
The power allocation problem can be formulated into a convex optimization
framework as
maximize
RHX
i=1
Blog2

1 +
2i pi
2n

subject to 1Tp  P;
pi  0; (2.3.26)
where 1 2 RRH1 is a vector with all elements equal to one and p =
[p1    pRH ]T . From KarushKuhnTucker (KKT) conditions, the following
are obtained [40].
i  0 8 i; (2.3.27)
ipi = 0 8 i; (2.3.28)0@ B
1 +
2i pi
2n
1A 2i
2n
+ i =  8 i; (2.3.29)
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where i
1and  are the Lagrangian variables. From complementary slack-
ness as in (2.3.28) and (2.3.29), the power allocations are obtained as
pi =
8><>:
B
   
2
n
2i
; i = 0;
0; i 6= 0:
(2.3.30)
The optimal value of  is given by
1Tp =
RHX
i=1
max

0;

B

  
2
n
2i

= P: (2.3.31)
This is called the water-lling solution where the water level is equal to B
as shown in Figure 2.8. The parameter  is the optimal value of . It is
B
µ∗
i
2
2
n
i
σ
υ
ip
Figure 2.8. Water lling power allocation
also possible to have multiple users with multiple antennas at the transmitter
and at the receiver. In this case more sophisticated techniques are required
to design the precoders and the receivers. All the techniques described so
far considered frequency at channels. It is also possible to have frequency
selective channels. However, throughout the thesis, technology based on
1Please note that the same notation has been used for eigenvalues earlier
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OFDM, is assumed, hence in each subcarrier, frequency at channel, either
fading or non fading, is considered.
2.4 Relay Techniques
Since communication over a wireless channel is limited by fading, multi-
path, path loss and shadowing, direct communication between nodes requires
high transmission power and consequently causes increased interference. To
achieve reduced power consumption, information can be conveyed to a des-
tination through multiple intermediate nodes. These nodes are known as
relays. In this section, an overview of commonly used relay architectures is
presented with a focus on regenerative and non regenerative relays as well
as one-way and two-way relays.
2.4.1 Non Regenerative Relays
Non regenerative relays perform some linear or non-linear operation in the
analog domain that does not modify the information represented by a chosen
waveform, before retransmitting the signal. Very simple operations, such as
simple amplication, phase rotation, etc are usually performed [50]. One
important class of wireless non regenerative relay, is known as amplify-and-
forward (AF) relay. Though inherently aected by noise propagation eects,
the AF relay is attractive because it provides a reasonable trade-o between
performance and practical implementation costs [51].
A typical relay network consists of a source, a destination and N relay
nodes is shown in Figure 2.9. During the rst phase of transmission, the
source transmits the signal
p
Ps to the relays, where s is the information
symbol and P is the transmit power. The received signal at the ith relay is
given by
xi =
p
Pfis+ i; (2.4.1)
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Figure 2.9. Relay network
where i is the noise at the ith relay whose variance 
2
 . In the second
phase of transmission the ith relay transmits yi, yi = wixi, where wi is the
complex relay beamforming weight that is used by the ith relay to adjust the
phase and the amplitude of the signal. Relay beamforming is a combination
of receive and transmit beamforming as the same weights are used for the
signal reception and transmission. Moreover, each relay knows only its own
received signal and does not know the signals received by other relay nodes.
The signal received by the destination is given by:
z =
rX
i=1
giyi + n: (2.4.2)
Using (2.4.1), (2.4.2) is rewritten as
z =
p
P
rX
i=1
wifigis+
rX
i=1
wigii + n: (2.4.3)
The following optimization problem can be employed to determine the relay
beamforming weights wi [52].
min PT subject to SNR   (2.4.4)
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where PT is the total relay transmit power and  is the target SINR. In [52],
it has been shown that the SNR is given by (wHRw)=(2n + w
HQw) and
PT = w
HDw, where w , [w1;    ; wN ]T is the vector that contains the
complex beamforming weights used by the relays, R is the correlation ma-
trix of the vector h = f  g, that is R , PEfhhHg, Q , 2EfggHg
and D , Pdiag([Efjf21 jg Efjf22 jg   Efjf2r jg]) + 2I. Finally, the vectors
f = [f1f2    fr]T and g = [g1g2    gr]T include the channel coecients from
the transmitter to the relays and the channel coecients from the relays to
the receiver respectively. By dening ~w = D1=2w, the optimization problem
in (2.4.4) can be written as:
min
~w
jj~wjj2
subject to ~wHD 1=2(R  Q)D 1=2 ~w  2n (2.4.5)
The inequality constraint in (2.4.5) should be satised with equality at the
optimum. Hence a closed form solution can be obtained using Lagrangian
formulation.
Another possible optimization criterion is to maximize the SNR subject
to a power constraint at each relay node as
max
w
wHRw
2n +w
HQw
subject to Diijwij2  Pi; for i = 1; 2;    ; r (2.4.6)
where Pi is the maximum allowable transmit power of the ith relay and
Dii is the ith diagonal entry of the matrix D. Dening X , wwH , this
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optimization problem can be rewritten as
max
X
Tr(RX)
2n +Tr(QX)
subject to DiiXii  Pi; 8 i = 1;    ; r; rank(X) = 1; X  0;
(2.4.7)
Using the idea of semidenite relaxation [40] and dropping the non convex
rank-one constraint, (2.4.7) can be converted into a convex form.
The results of [52] are applicable when the relays are synchronized at the
symbol level and when the source-to-relay and relay-to-destination channels
are frequency at. When the channels are frequency selective or the time syn-
chronization between the relays is not perfect, then the signal replicas passed
through dierent relays and/or channel paths will arrive at the destination
node with dierent delays, which will result in ISI. In [53] an asynchronous
at-fading relay network is viewed as an articial multipath channel and
orthogonal frequency division multiplexing (OFDM) scheme is used at the
source and destination nodes to deal with this articial multipath channel.
The above optimization can also be applied in multiuser networks. In
[54], a network of relays is used to establish communication between mul-
tiple source destination pairs. The relays amplify and adjust the phase of
the signal they receive from all transmitting sources by multiplying it with
a complex beamforming weight. To obtain optimal beamforming weights,
the total relay transmit power is minimized subject to QoS constraints on
the received SINRs at the destinations. Using semidenite relaxation, this
power minimization problem is converted into a convex SDP problem and
solved.
The authors in [55] considered the same problem but use additional con-
straints. They enforced the signals received by the destinations to be all
in-phase. This turns the aforementioned power minimization problem into a
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second-order-cone programming (SOCP) problem, which is computationally
less expensive as compared to the SDP problem.
The relay networks described so far, considered only one antenna at the
Figure 2.10. A two-hop MIMO AF relay network
transmitters, receivers and the relays. However, as mentioned earlier, the
use of multiple antennas at wireless transmitters and receivers has signicant
advantages for high-rate multimedia transmissions over wireless channels. A
block diagram of a one-way two-hop MIMO relay network in which linear
processing is employed at all nodes is shown in Figure 2.10. The source vec-
tor s = [s1; s2;    ; sK ]T is rst linearly processed by a matrix B 2 CNSK
and then transmitted over the source-relay link in the rst phase. At the re-
lay, the received signal is rst processed by F 2 CNRNR and then forwarded
to the destination during the second phase [56]. Vector y at the input of the
decision device is given by:
y = THBs+Tn (2.4.8)
where T 2 CKNs is the processing matrix at the destination and H =
HrFHs is the equivalent channel matrix, Hs 2 CNRNS and Hr 2 CNSNR
are the source-relay and the relay-destination channel matrices respectively.
In addition, n 2 CNs1 is a zero-mean complex Gaussian vector whose co-
variance matrix is Rn with  > 0 accounting for the noise variance over
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both links and
Rn = HrFF
HHHr + INS (2.4.9)
A popular approach in the design of AF MIMO relay systems is to max-
imize the capacity between the source and destination [57, 58]. Another
optimization problem is the minimization of the sum of the MSEs. The
MSE matrix is given by :
E = (THB  Ik)(THB  Ik)H + TRnTH (2.4.10)
and the minimization problem is written as:
min
B;T;F
KX
k=1
[E]k;k
subject to TrfBBHg  PS
TrfF(HsBBHHHs + INR)FHg  PR (2.4.11)
where PS and PR denote the power available for transmission at the source
and the relay, respectively. Since E is increasing in each argument, the
optimal T in (2.4.11) must be such that each [E]k;k is minimized for any
given (B;F) [56]. This is achieved by choosing T equal to Wiener lter
T = BHHH(HBBHHH + Rn)
 1 (2.4.12)
The optimal F and B match the singular vectors of the corresponding chan-
nel matrices. In this way, the strongest spatial channels of the source-relay
and relay-destination links are matched together. As a result the overall
channel matrix becomes diagonal and the AF MIMO relay system becomes
equivalent to a set of parallel single-input single-output (SISO) channels. A
similar result was obtained for single hop systems [59]. However, as opposed
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to [59], where the optimal power distribution over the parallel SISO channels
can be easily found by means of water-lling inspired algorithms, (2.4.11)
is not convex. To overcome this problem, [60] proposed an alternative ap-
proach in which the power is allocated separately at the source and the relay
by means of a water-lling algorithm. This leads to a suboptimal procedure
whose solution is shown in [60] to be close to the optimal one.
The block diagram of a linear one-way two hop MIMO system with mul-
Figure 2.11. A two-hop MIMO AF relay network
tiple parallel relays is shown in Figure 2.11 in which the number of active re-
lays is denoted by K and the matrix that contains the channel gains between
the source and the kth relay for k = 1; 2;    ;K is called Hsri 2 CNrNs .
The vector y 2 CK1 can be expressed as in (2.4.8) with the only dierence
that the matrices Hs 2 CNrKNs and Hr 2 CNsNrK now take the form
Hsr = [H
H
sr1H
H
sr2   HHsrK ] while F 2 CNrKNrK is block diagonal and given
by F = diagfF1;F2;    ;FKg. In [61], the authors setW and B equal to the
identity matrix and found the optimal structure of F by minimizing the sum
of the MSEs subject to a global power constraint. The solution is found in
closed-form only for the simple case in which relays are equipped with single
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antenna i.e. Nr = 1, while the multiple antenna case is addressed without
imposing any power constraint at the relays. The design of F that mini-
mizes the total power consumption while satisfying a set of SNR constraints
is studied in [62] and a power ecient solution is derived in closed-form after
solving a two-step optimization problem. Another optimization problem of
the minimization of the sum of the MSEs was studied in [63]. It was found
that the optimal W matrix is the Wiener lter and the diagonalization of
the overall channel matrix is achieved up to a unitary matrix. The evalua-
tion of the diagonal matrices requires to solve a non-convex power allocation
problem, which is solved using the same arguments outlined before.
2.4.2 Regenerative Relays
Another important relay protocol is regenerative relaying, where the infor-
mation bits or waveforms are modied and regenerated at the relay prior
to transmission towards the destination. The most prominent examples
of regenerative relays is the Decode and Forward (DF) relay, that decodes
the received signals and forwards the re-encoded signals to the destination
node [64,65]. This scheme is attractive when the channel between the source
and the relay is of good quality, otherwise the decoding will result into errors
due to low SINR and the errors will propagate to the destination. For this
reason more complex coding schemes are required at the relays. The earlier
implementations were based on convolutional codes [66]. Implementations
based on Turbo-codes and low-density parity check (LDPC) codes have also
been proposed [67{71].
Optimal precoder design for DF relay systems have been extensively
studied based on various optimization criteria. In [72] a two-hop system is
considered with and without direct link between the source and the destina-
tion. The aim is to nd the optimal power allocation for the source and the
relay while satisfying specic outage performance. In [73] a distributed sum
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transmit power minimization with QoS constraints is considered for a net-
work consisting of a single source and destination communicating through
multiple relays. The algorithm in [74] attempted to minimize the uplink
sum transmit power with relay selection, where two-stage transmission over
parallel channels with user cooperation during the latter stage was used to
improve the system performance. The sum transmit power minimization
with BER constraints was addressed in [75] for a multi-hop system with
one source and destination. The DF relaying was modied in such a way
that perfect decoding was not required at each relay. In [76,77] throughput
maximization for DF relay assisted cellular orthogonal frequency-division
multiple access (OFDMA) systems has been considered. In [76] the problem
of downlink outage probability minimization and throughput maximization
have been addressed. The BS is assumed to have local subcarrier CSI knowl-
edge so that it could decide whether it is more benecial to serve users di-
rectly or via relays. A dierent approach to multi-cell OFDMA throughput
maximization was provided in [77] where the problem was approximated to
convex and decoupled between the interfering cells via dual decomposition.
In [78] relay beamforming for two-hop multi-relay system was considered
with multiple antennas at the relay and single-antenna at the source and
destination.
2.4.3 Two-way Relaying
The work described so far considered one-way relay networks that cooperate
with each other to deliver information symbols from one or more sources
to one or several destinations. In two-way relaying schemes, bidirectional
connection is established between two transceivers. Two-way relay was rst
introduced in [79] where an achievable rate region and an outer bound for
the case in which nodes operate in full-duplex were obtained. The capacity
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and achievable region for two-way relay channels were studied in [80,81].
The most straightforward approach for two or more transceivers to ex-
change information is to deploy two successive one-way relaying schemes as
shown in Figure 2.12a. This approach demands 4 time slots to accomplish
the exchange of symbols s1, s2 between the two transceivers, thus it is band-
width inecient. To improve eciency, a time division broadcast (TDBC)
approach was introduced in [82] for a single relay where a network coding
was introduced to reduce the number of time slots to three as shown in
Figure 2.12b. The relaying scheme of [82] requires the relay to decode the
signals it receives during the rst two time slots and then broadcast the XOR
of the decoded signals in the third time slot. Each transceiver can retrieve
its signal of interest by performing an XOR on its transmitted symbol and
its received signal. In [83] the performance of TDBC was studied in detail
and is compared with that of the four time slot scheme. It was concluded
that the TDBC approach provides a throughput which is signicantly higher
than that of the traditional four time slot scheme shown in Figure 2.12a.
In [84, 85] another scheme has been introduced, which is called mul-
tiple access broadcast (MABC) scheme as shown in Figure 2.13. The two
transceivers transmit their information simultaneously and a relay node re-
transmits a processed version of its received signal. This was extended to
multi-antenna relaying MABC scheme in [85, 86]. A hybrid TDBC-MABC
scheme has been proposed in [87]. Designing optimal MABC based relay-
ing schemes for a network with multiple relays has been considered in [88].
More specically, a wireless network which consists of two transceivers and
nr single-antenna two-way relay nodes was considered. Each relay adjusts
the phase and the amplitude of the mixture it receives in the rst time slot
by multiplying it with a complex weight and then each relay retransmits the
so-obtained signal in the second time slot.
During the rst time slot, both transceivers simultaneously transmit
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Figure 2.12. (a) Four-time slot two-way relaying scheme. (b) Three-
time slot TDBC scheme
Figure 2.13. Two-time slot MABC approach
their data to the relays. The signals received at the relays x 2 Cnr1 can be
represented in a vector form as
x =
p
P1f1s1 +
p
P2f2s2 +  (2.4.13)
where, P1, P2 are the transmit powers of transceivers TR1 and TR2, respec-
tively and s1, s2 are the corresponding transmitted information symbols,
 2 Cnr1 is a vector consisting of noise at the relays and f1, f2 are the
vectors of the channel coecients from the transceivers to the relays. In
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the second time slot the ith relay multiplies its received signal by a complex
weight wi and broadcasts the signal. The signal vector t 2 Cnr1 transmit-
ted by the relays can be expressed as
t =Wx (2.4.14)
where W = diag([w1w2   wnr ]). The signals y1 and y2 received at the two
transceivers can be written as:
y1 =
p
P1w
HF1f1s1 +
p
P2w
HF1f2s2 +w
HF1 + n1 (2.4.15)
y2 =
p
P1w
HF2f1s1 +
p
P2w
HF2f2s2 +w
HF2 + n2 (2.4.16)
where Fk = diag(fk) for k = 1; 2 and w = diag(W). The rst-term in
(2.4.15) depends on the signal s1 transmitted by TR1 during the rst time
slot. Also,
p
P1F1f1 and W are known to TR1. Therefore, the rst term in
(2.4.15) is known at TR1. Hence, this term can be subtracted from y1 and
the residual signal is processed at TR1 to extract the information symbol
s2. Similar procedure is followed by TR2 to extract s1. The residual signals
~y1 and ~y2 can be written as
~y1 =
p
P1w
HF2f1s1 +w
HF1 + n1 (2.4.17)
~y2 =
p
P1w
HF2f1s1 +w
HF2 + n2 (2.4.18)
In order to designw, various optimization criteria can be used. One com-
mon approach is to minimize the total transmit power subject to constraints
on the received SNRs at the two transceivers. It is proven that this power
minimization problem has a unique solution and the optimal beamforming
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weight vector (relay coecients) can be calculated using a gradient-based
steepest descent algorithm [88]. Another optimization approach is called
SNR balancing technique, which uses a max-min fairness approach, where
the smaller of the two transceivers' received SINRs is maximized subject to
a constraint on the total transmit power [88]. This problem is shown to have
a unique solution which can be obtained through a gradient-based iterative
procedure.
The two-way relay channels have been studied jointly with other physi-
cal layer transmission techniques, for example OFDM [89, 90] and multiple
transmit and/or receive antennas [91, 92]. For the multi-antenna two-way
relay channel, the DF relay strategy was studied in [91, 93] and the AF re-
lay strategy or analogue network coding was studied in [94]. A distributed
space-time coding strategy was also studied in [92].
2.5 Cooperative Diversity Schemes
One commonly used method for achieving diversity employs multiple an-
tennas at the transmitter and the receiver. However the benets of the
MIMO systems in terms of combating channel fading and increasing system
throughput are limited in practical systems mainly due to two reasons [95].
In a collocated MIMO system, due to space limitation, antennas have to be
placed close to each other. Thus, radio signals in the collocated antennas
experience similar scattering environment and this results in loss of diver-
sity [96, 97]. Also due to the terminal size limitation, the nodes cannot be
equipped with many antennas. This issue can be solved using the concept
of virtual array of antennas where multiple user terminals share their an-
tennas to receive signals for each other in a coordinated way. However, this
approach is not perused in this thesis.
An important problem in cellular networks arises from the fact that mul-
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tiple users share common resources and the frequency reuse among adjacent
cells brings co-channel interference (CCI) [98]. Cooperative communications
in wireless networks aim to combat the aforementioned problems. Two sce-
narios are considered for cooperative communications. The rst one assumes
a coordination at the BS side via the exchange of global CSI and possibly
exchange of user data information over backhaul links among several cells.
Another possibility is cooperation between BS and relays.
In conventional non-cooperative approach, users placed at the edge of
the cell suer from interference. This ICI is treated as noise at the receiver
side and is handled by improved point to point communications between the
BS and the mobile station [99]. The performance of conventional networks
can be signicantly improved if joint signal processing is enabled across dif-
ferent base-stations. There are mainly two types of coordination among
dierent BSs. In the rst one, all antennas of the relevant multi-cell BSs
can be jointly employed for data processing and transmission and all BS are
eectively connected to a central processing site. The BS share not only
the CSI, but also the full data signals of their respective users. This way of
transmission is equivalent to a single giant BS or processing center. The up-
link channel can then be modeled as a multiple access channel with multiple
transmitters and a single multi-antenna receiver. The downlink channel can
be modeled as a broadcast channel with a single multi-antenna transmitter
and multiple receivers.
This kind of full BS coordination was investigated in [100{102] for the
uplink. The information-theoretic capacity of the uplink of cellular networks
with full BS cooperation was performed in [103,104]. In these works, it was
shown that with full BS cooperation, the traditional approach of frequency
re-use is suboptimal and that full BS cooperation reduces the ICI penalty
to zero. A network of M fully connected t-antennas BS can serve a total
of Mt terminals in an interference-free manner simultaneously, by employ-
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Figure 2.14. Joint Transmission
ing multi-user spatial precoding and decoding techniques similar to the ones
used for the MU-MIMO channel [105]. Moreover, the key dierence from
the single-cell scenario with co-located antennas at one BS are the widely
distributed antennas and independent large-scale fading experienced in for
each link between a mobile-BS pair and its potential in co-channel cancela-
tion [106{110]. Many coding strategies have been proposed in the literature
for this setting [111{115]. This mode of operation is called multi-BS MIMO
joint transmission and illustrated in Figure 2.14. The objective is to coor-
dinate the BS transmissions so that the signals from multiple base antennas
can be coherently received to improve signal quality. Similar techniques as
used in multi-antenna based single BS can be used for decoding optimum
beamformers for the transmission and the reception.
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The multi-BS MIMO joint processing comes at a cost of signal-level
coordination. The data intended for dierent mobile users belonging to dif-
ferent cells need to be shared among the BSs. The amount of backhaul
communications required to achieve joint processing is substantially high.
This motivated a second mode of coordination between BS of dierent cells,
namely coordinated beamforming (CB) as illustrated in Figure 2.15. In this
mode, a basic level of coordination is employed where only the CSI of the
direct and interfering channels are shared among the BSs. There is no need
for sharing the information symbols among dierent BSs. This information
allows the transmission strategies across dierent cells to adapt to the chan-
nel state jointly. Transmission strategies include scheduling, power control,
beamforming and advanced coding methods as well.
Coordinated power control and scheduling across the multiple BSs in
order to adapt to the channel condition of the entire network brings improve-
ment over traditional per cell power control. When the BSs are equipped
with multiple antennas, the availability of additional spatial dimensions al-
lows the coordination of beamforming vector across the BSs. This idea has
been explored in [116{120].
An optimization problem associated with coordinated beamforming is
the minimization of the transmit power across the BSs subject to a set of
SINR constraints. This optimization is applicable to constant bit-rate ap-
plications with xed QoS constraints.
Let wl;k denote the downlink transmit beamforming vector for the kth
user in the lth cell. For users with single antenna, the downlink SINR for
the kth user in the lth cell can be expressed as:
  =
jhyl;l;kwl;kj2P
n 6=k jhyl;l;kwl;nj2 +
P
j 6=l jhyj;l;kwj;nj2 + 1
(2.5.1)
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Figure 2.15. Coordinated Beamforming
where hj;l;k is the vector channel from the jth BS to the kth user in the lth
cell. Let l;k be the SINR target for the kth user in the lth cell. Thus, the
total downlink transmit power minimization problem is formulated as [118]:
min
MX
l=1
KX
k=1
jjwl;kjj2
subject to  l;k  l;k; 8 l = 1;    ;M; k = 1;    ;K
(2.5.2)
The minimization is over wl;k which implies both the power and beam-
formers are optimized. When the number of antennas at the BS is larger
than the users in each cell, the BS has adequate spatial dimension for inter-
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ference mitigation. In this case, a per-cell ZF solution is also possible [121].
The transmit downlink problem for the single-cell system was rst con-
sidered in [122], where an iterative algorithm was proposed for optimizing
the beamforming vectors and power allocations. The key idea is to con-
sider the virtual uplink network where it is easy to nd the optimal uplink
receiver beamformers and then to iterate between the beamformer update
step and the power update step to satisfy the target SINRs. The optimality
of this algorithm was established for single-cell network using several con-
vex optimization based techniques [17, 123{126]. Moreover, in [127] it was
shown that the uplink-downlink duality is an example of Lagrangian duality
in optimization.
The duality result is also used to solve the optimization problem of min-
imizing the weighted per-BS or per-antenna powers. The objective is to
minimize the weighted sum power. The weights are adjusted to tradeo
the powers among dierent BS antennas [127, 128]. When the users are
equipped with multiple receive antennas duality holds as well [129]. How-
ever, the iterative updating of transmit, receiver beamformer and the power
is no longer guaranteed to provide globally optimal solution. The single-cell
uplink-downlink duality has been extended for multi-cell and multi-user set-
ting in [118].
Regardless of potential advantages of coordinated multi-cell processing,
there are many practical issues that need to be addressed carefully. First of
all, downlink MIMO cooperation across multiple BSs requires tight synchro-
nization so that there is ideally no carrier frequency oset between the local
oscillators and the BSs. Moreover, sucient resources must be allocated to
pilot signals to ensure reliable estimation of the channel state for network
coordination with spatially distributed BSs. Finally cooperative networks
need an enhanced backhaul network connecting BSs with each other and
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with a central processor. Hence, this is a challenging area for further re-
search.
2.6 Conclusion
As discussed in this chapter, coordinated processing of signals and spatial di-
versity techniques have signicant potential to meet ever increasing demand
for radio spectrum. The techniques proposed in this thesis aim to address
this issue through BS and relay cooperation and spatial diversity techniques.
Chapter 3
WIRELESS PEER-TO-PEER
RELAY NETWORKS
Ad hoc networking capabilities are expected to become key components of
overall next-generation wireless networks, because of their exibility and the
absence of a xed infrastructure. This distinguishes them from traditional
mobile wireless networks and makes them interesting for a wide range of
applications, such as vehicle-to-vehicle communications, emergency services
etc. These types of networks may also provide solutions on future multi-
hop wireless communication to a subscriber over wireless pico BSs or relay
stations that are connected wirelessly among each other having access to the
wired network by some access points. The simplest ad hoc networks that
will be demonstrated in this chapter are peer-to-peer networks formed by a
set of stations that communicate through intermediate nodes. Hence, our
focus in this chapter will be on xed wireless peer-to-peer relay networks.
Initially, beamforming design and power allocation techniques are proposed
for peer-to-peer wireless networks consisting of multiple source-destination
pairs communicating through a number of amplify-and-forward (AF) one
way relay nodes. This framework is then extended to AF two-way-relay
nodes. An underlay cognitive peer-to-peer relay network is also studied.
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3.1 Introduction
The wireless peer-to-peer relay network, despite its advantages, such as en-
hancing link reliability, coverage and combat fading, has a problem of mul-
tiple access interference due to multiple transmission links in the network.
This chapter proposes various optimization techniques to minimize interfer-
ence and to enhance power eciency. In order to maintain fairness among
users, the resources are allocated such that each user's SINR is balanced and
maximized. The associated optimization problem is commonly referred to as
\SINR Balancing". The SINR balancing technique has been introduced for
a downlink network without relays in [17], where the principle of \downlink-
uplink duality" has been applied to transform the original downlink problem
into an equivalent uplink problem that is more easily solved. Another ap-
proach to solve this problem is to apply conic convex optimization [124].
One can nd a number of articles on AF relay beamforming. In [130]
and [131] a distributed beamforming technique has been developed for a
relay network which consists of a number of source-destinations pairs and
relay nodes. The total relay transmit power dissipated by all relays is min-
imized, while the quality of the services at all destinations is guaranteed to
be above certain pre-dened thresholds. Many algorithms have also been
developed for the case of a single source-destination pair [52] and [132].
These techniques maximize the receiver SNR under the relay transmitted
power-constraints. In [133] and [130], algorithms have been formulated such
that the relay power is minimized to satisfy SINR constraints for each user.
Two-way AF relays have also been studied in [85] and [134]. However, the
SNR balancing problem for two-way relay network has only been studied
in [88], where one pair of terminals is considered. The solution is based
on the assumption that the phase of the beamforming vector has to match
the aggregated phase of the channel coecients from the relay to the two
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transceivers.
In this chapter peer-to-peer networks consisting of a number of source
destination pairs are considered. Due to poor quality of the channel between
the source and the destination no direct communication is assumed. For this
purpose, the destination nodes cooperate with a number of single or multi-
ple antenna AF relay nodes, which receive information transmitted by the
source nodes in the rst phase and retransmit it to the destination nodes in
the second phase. By employing multiple relays, spatial diversity gains are
exploited without the need of multiple antennas at each node. In addition,
the focus is on AF half duplex relays because they have many advantages
from an implementation viewpoint. The same set up but for a two-way
multi-user AF relay is also investigated.
Later in the chapter, motivated by the observation that the licensing
based conventional radio spectrum allocation is inecient as the spectrum
is under-utilized most of the time at various geographical locations, an un-
derlay CR approach is investigated for relay networks. The SUs access the
spectrum occupied by the PUs, given that the interference they cause to
the PUs is less than a specic threshold such that the Quality-of-Service
(QoS) of the PU can be ensured. More specically, an AF based relay net-
work with multiple peer-to-peer cognitive radio users is considered. Both
the transceivers and the relay nodes are cognitive terminals. It is assumed
that all transceivers are equipped with single antenna, while relay nodes
consist of multiple antennas. In the context of CR networks, cooperative
transmission between SUs aims to increase the secondary throughput, while
ensuring the PU terminals are not aected harmfully. Both a one-way and a
two-way AF relaying scenario has been considered. The aim is to maximize
the worst-case SU SINR subject to satisfying the total transmission power
and ensuring that the interference leakage to PUs is below a specic thresh-
old. Similar work for cognitive radio networks has been proposed in [135],
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where the relay transceiver matrices have been designed to achieve a specic
target SINR for every users while ensuring the interference leakage towards
a primary receiver is below a certain threshold. These methods have an in-
herent problem that for a limited transmission power, the SINR targets may
not be achieved all the time and the optimization problem may turn out to
be infeasible. As a remedy to this kind of problems and also to introduce
fairness among users, the approach considered in this chapter is based on an
SINR balancing criterion under a CR environment.
3.2 An SINR Balancing Based Multiuser Relaying Scheme
In this section, a relay network with multiple users is considered. The re-
lay coecients and the transmission powers are optimized to maximize the
worst-case user SINR. This problem is solved through an iterative procedure
that uses SDP and GP along with bisection search method. The performance
of the proposed scheme in terms of the mean SINR is evaluated for dierent
number of relays and transmission power at the relays.
3.2.1 System Model
As shown in Figure 3.1, a network with d source-destination pairs and R
relays is considered. Each node in the network has been assumed to have a
single antenna to transmit and receive data. The ith relay received signal xi
is given by
xi =
dX
p=1
fipsp + i; i = 1;    ; R (3.2.1)
where sp is the information symbol transmitted by the pth source, i is the
additive zero-mean noise at the ith relay node, fip represents the channel
coecient from the pth source to the ith relay and gip stands for the channel
coecient from the ith relay to the pth destination. The following assump-
tions are made:
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Figure 3.1. A relay network of d pairs of nodes and R relay nodes.
A1 : The relay noises are assumed to be spatially white, i.e., Efii0g =
2ii0 , where 
2
 is the relay noise variance and ii0 is Kronecker's delta
function.
A2 : The transmission power of the pth source is Efjspj2g = Pp for p =
1;    ; d:
A3 : The information symbols transmitted by the dierent sources are un-
correlated,i.e., Efspsqg = Pppq.
A4 : The ith relay noise i and the information symbols fspgdp=1 are statis-
tically independent.
The above assumptions hold for the rest of Chapter 3 as well. Using vector
notations, (3.2.1) can be rewritten as
x =
dX
p=1
fpsp +  (3.2.2)
where the following denitions are used: x , [x1 x2    xR]T ,
 , [1 2    R]T , fp , [f1p f2p    fRp]T . The ith relay multiplies its
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received signal by a complex weight coecient wi . As a result, the vector
of the signals transmitted by the relays is given by
t =WHx (3.2.3)
where W , diag([w1; w2;    ; wR]) and t is an R 1 vector whose ith entry
is the signal transmitted by the ith relay. The notation diagfa1;    ; aMg
denotes a diagonal matrix whose diagonal elements are a1;    ; aM .
Let gk = [g1k g2k    gRk]T denote the vector of the channel coecients
from the relays to the kth destination. The received signal yk at the kth
destination is expressed as
yk = g
T
k t+ nk = g
T
kW
H
dX
p=1
fpsp + g
T
kW
H + nk
= gTkW
Hfksk + g
T
kW
H
dX
p=1;p6=k
fpsp + g
T
kW
H + nk
(3.2.4)
where nk is the zero-mean noise at the kth destination with a variance of
2n. It is also assumed that:
A5 : The channel coecients fgkgdk=1,ffpgdp=1, the source signals fspgdp=1,
the relay noise , kth destination noise nk are statistically indepen-
dent.
3.2.2 SINR Balancing Technique
The goal is to optimally calculate the relay weights fwigRi=1 with the aim of
maximizing the minimum SINR perceived by the user subject to the relay
power constraint. Hence, the optimization problem is stated as:
max
w
min
k
SINRk
s:t: PR  PRmax; k = 1;    ; d
(3.2.5)
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where PR and PRmax are, respectively, the actual and maximum allowable
total transmit power of the relays and SINRk is the SINR at the kth desti-
nation which is dened as
SINRk =
P ks
P ki + P
k
n
(3.2.6)
Here P ks , P
k
i , and P
k
n are the desired signal component power, the interfer-
ence power, and the noise power at the kth destination, respectively. Using
(3.2.3), the total transmit power at the relays is expressed as
PR = EftHtg = EfxHWWHxg = Tr(WHEfxxHgW) (3.2.7)
If the correlation matrix of the relay received signals is denoted by Rx ,
EfxxHg, the total transmit power can be written as
PR = Tr(W
HRxW) =
RX
r=1
jwrj2[Rx]i;i = wHDw (3.2.8)
where D, diag([Rx]1;1; [Rx]2;2;    ; [Rx]R;R) and w , diag(W). Note that
using (3.2.2) as well as Assumptions A1-A4, the matrix Rx is expressed as
Rx =
dX
p;q=1
EffpfHq gEfspsqg+ 2I
=
dX
p=1
PpEffpfHp g+ 2I =
dX
p=1
PpR
p
f + 
2
I
(3.2.9)
where Rpf , EffpfHp g. It follows from (3.2.9) that the relay transmit power
PR depends not only on the variances of the source-relay channel coecients
but also on the relay noise powers. To express the SINR at the kth destina-
tion, the expressions for the desired signal component power P ks , the inter-
ference power P ki , and the noise power P
k
n in terms of fwigRi=1 are derived.
Using (3.2.4) and Assumption A5, the noise power at the kth destination
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can be written as
P kn = EfvHWgkgTkWHvg+ 2n
= TrfWHEfvvHgWEfgkgTk gg+ 2n
= 2TrfWHRkgWg+ 2n
(3.2.10)
where Rkg = EfgkgHk g. As a result, the noise power P kn is given by
P kn = 
2

RX
r=1
jwrj2[Rkg ]ii + 2n = wHDkw + 2n (3.2.11)
where Dk , 2diag([Rkg ]11; [Rkg ]22;    ; [Rkg ]RR).
The kth desired signal power can be obtained as
P ks = EfgTkWHfkfHk WgkgEfjskj2g
= PkEfwHdiag(gk)fkfHk diag(gk)wg
= PkEfwH(gk  fk)(fHk  gHk )wg
= Pkw
HEfhkhHk gw = PkwHRkhw
(3.2.12)
where  stands for Schur-Hadamard (element-wise) multiplication, hk ,
(gk  fk) = [f1kg1k f2kg2k    fRkgRk]T , Rkh , EfhkhHk g: The vector hk con-
tains the total path coecients between the kth source and its corresponding
destination via dierent relays. Using (3.2.4), the interference power at the
kth destination is given by
P ki = E
(
gTkW
H
 X
p;qDk
fpf
H
q sps

q
!
Wgk
)
= E
(
wHdiag(gk)
 X
pDk
Ppfpf
H
p
!
diag(gk)w
)
= E
(
wH
 X
pDk
Pp(gk  fk)(gHk  fHk )
!
w
) (3.2.13)
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= wH
P
pDk
PpQkw
where Dk = f1; 2; : : : ; dg   fkg and hpk, Qk are dened as hpk , gk  fp,
Qk ,
X
pDk
hpk(h
p
k)
H .
Summarizing (3.2.6), (3.2.8), (3.2.11), (3.2.12) and (3.2.13), the optimiza-
tion problem in (3.2.5) can be rewritten as
max
w
min
k
wHPkR
k
hw
wH(
X
pDk
PpQk +Dk)w + 
2
n
s:t wHDw  PRmax for k = 1; 2;    ; d:
(3.2.14)
Let us dene X , wwH . In this case the problem in (3.2.14) becomes
max
X
min
k
Tr(PkR
k
hX)
Tr((
X
pDk
PpQk +Dk)X) + 
2
n
s:t: Tr(DX)  PRmax for k = 1; 2;    ; d
Rank(X) = 1; X  0
(3.2.15)
where X  0 means that X is a positive semidenite matrix. Following
the semidenite relaxation approach and dropping the non-convex rank-one
constraint, the optimization problem in (3.2.15) is rewritten as
max
X;t

s:t: Tr(X(PkR
k
h   (
X
pDk
PpQk +Dk)))  2n;
Tr(DX)  PRmax for k = 1; 2;    ; d; X  0
(3.2.16)
For any given value of , the feasible set in (3.2.16) is convex and as a result
the optimization problem in (3.2.16) is quasiconvex.
Due to the relaxation, the matrix Xopt obtained by solving the optimiza-
tion problem in (3.2.16) will not be of rank one in general. If Xopt happens
to be rank one, then its principal component will be the optimal solution to
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the original problem in (3.2.15). Otherwise, one has to resort to randomiza-
tion techniques developed in [136] to obtain a rank-one solution from Xopt.
Using the bisection method and solving (3.2.16), the maximum possible
value of  that satises the constraints in (3.2.16) and the corresponding
value of w are obtained. Let max be the maximum possible value of .
Based on [40], the following assumption is derived. If, for any given value of
, the convex feasibility problem
nd X
s.t. Tr(X(PkR
k
h   (
X
pDk
PpQk +Dk)))  2n;
wHDw  PRmax for k = 1; 2;    ; d; X  0
(3.2.17)
is feasible, then max  . If (3.2.17) is not feasible, then respectively
max < . Therefore, one can check whether the optimal value max of the
quasiconvex optimization problem in (3.2.16) is smaller than or greater than
a given value  by solving the convex feasibility problem (3.2.17).
Based on this observation, the quasiconvex optimization problem (3.2.16)
can be solved by using a bisection algorithm, where (3.2.17) has to be solved
at each step. We begin with an interval [l u] known to contain the op-
timal value max. The convex feasibility problem can then be solved at its
midpoint  = (l + u)=2, to determine whether the optimal value is larger
or smaller than . If (3.2.17) is feasible for this value of , then l =  is set,
otherwise u =  is chosen and the convex feasibility problem in (3.2.17) is
solved again. This procedure is repeated until the dierence between u and
l is smaller than some preselected threshold .
The optimization in (3.2.17) maximises the worst case user SINR. If the
number of relays is substantially higher than the number of users, all users'
SINR will tend to be equal to the worst case user SINR tmax. However, in
general, this optimization at the relay will not be able to ensure SINR bal-
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ancing. This is because, unlike transmit beamforming techniques, the relay
transceiver is unable to control the power usage for each user separately at
the relays. Therefore, in order to balance the SINR of all users, the trans-
mission power should be controlled at the source level using the following
GP approach.
The optimization of SINR with regards to the power at the transmitters
Pd is considered, when the beamforming vector at the relay is xed. In this
case, the following optimization problem has to be solved:
max
p
min
k
SINRk
s.t.
dX
k=1
Pdk  Pdmax
(3.2.18)
where Pdk and Pdmax are, respectively, the actual and maximum allowable
total transmit power at the transmitters and p = [p1k p2k    pdk].
Using (3.2.6), (3.2.12), (3.2.13), and considering that the relay weights
fwigRi=1 are xed, the optimization problem in (3.2.18) becomes:
max
p
min
k
PkG
k
hX
pDk
PpEk +Nk + 
2
n
s.t.
dX
k=1
Pdk  Pdmax:
where Gkh , Tr(RkhX), Ek , Tr(QkX) and Nk , Tr(DkX).
The above problem can be rewritten as:
max
pd;et et
s:t: Ek
X
pDk
PpP
 1
k
et+ 2nNkP 1k et+ P 1k et < Gkh
dX
k=1
Pdk  Pdmax:
(3.2.19)
The problem (3.2.19) is convex and belongs to the class of GP [137]. As a
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Table 3.1. Algorithmic solution of the SINR balancing problem
1) Initialize Pd = P
(0)
d
2) Repeat
3) Solve the problem (3.2.17) of maximizing the minimum SINR,
with xed Pd and obtain an updated X.
4) Solve the SINR balancing problem (3.2.19) with xed X
and obtain an updated Pd.
5) Until the SINR converges.
result, it can be eciently solved using numerical methods such as cvx [138].
Hence, the iterative SINR-balancing algorithm is described as follows:
3.2.3 Simulation Results
In order to assess the performance of the proposed scheme three numerical
examples are considered. A network of two source-destination pairs is as-
sumed. The noise power at the relays and at the receivers are assumed to be
equal to each other and the initial signal power at each source is equal to 1.
The channel coecients between the sources and the relays as well as those
between the relays and the receivers have been generated using zero-mean
circularly symmetric i.i.d Gaussian random variables.
In the rst case, a network with R = 3 relays, 2 users and maximum
allowable relay transmit power Pmax = 2 is considered. Figure 3.2 displays
the histogram of the achievable SINR. In Figure 3.3 the maximum allowable
transmit power at the relays versus the mean SINR is plotted. The SINR
shown in Figure 3.2 is the worst case user SINR and not the balanced SINR.
This means that the simulations have been performed without controlling
the power usage at the transmitters. In Figure 3.4 the same simulation has
been performed but this time the balanced SINR is calculated. The maxi-
mum allowable power at the transmitters is Pd = 2. From these two Figures,
it can be noticed that the performance of the users is improved as the maxi-
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Figure 3.2. SINR histogram. SINR is shown in linear scale
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Figure 3.3. The mean SINR versus the maximum allowable transmit
power Pmax(Watts) at the relays for a network with 3 relays without
controlling the power usage for each user.
mum allowable transmit power at the relays is increased and that the second
Figure has better performance than the rst one. In Figure 3.5 the mean
SINR versus dierent number of relays is plotted, while the maximum al-
lowable transmit power at the relays is xed to Pmax = 2. Again, it can be
seen that the performance at the receivers is substantially improved when
the number of the relays is increased.
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Figure 3.4. The mean balanced SINR versus the maximum allowable
transmit power Pmax at the relays for a network with 3 relays.
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Figure 3.5. The mean SINR versus dierent number of relays for a
network with maximum allowable transmit power Pmax=2 Watts.
Section 3.3. An iterative semidenite and Geometric programming technique for the SINR balancing
in two-way relay network 65
3.3 An iterative semidenite and Geometric programming tech-
nique for the SINR balancing in two-way relay network
In this section a solution to the problem of designing distributed beamformer
and allocating power for a two-way multi-relay network is proposed. In such
a network, the relay nodes use AF relaying protocol to help two transceivers
exchange information in a bidirectional manner. Two-way AF relays have
been studied in [85, 88, 134]. However the SINR balancing problem for two-
way relay network has only been studied in [88], where one pair of terminals
is considered. The solution is based on the assumption that the phase of
the beamforming vector has to match the aggregated phase of the channel
coecients from the relay to the two transceivers. In this section, a two-
way, multi-user AF relay is considered and an SINR balancing technique is
proposed, which uses a max-min fair design approach. The smaller of the
transceivers' received SINRs is maximized subject to two constraints, the
total transceivers transmit power and the total relay transmit power.
3.3.1 System Model
The model shown in Figure 3.6 consisting of r relays and d source-destination
pairs is considered. All nodes of the network are single-antenna units and
can either transmit or receive information. For simplication purposes,
the sources-destinations on the left side of the Figure will be referred as
Transceivers 1 and the sources-destinations on the right side of the Figure
as Transceivers 2. The r 1 complex vector x of the received signals at the
relays can be written as:
x =
dX
p=1
fpsp +
dX
q=1
gqsq +  (3.3.1)
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Figure 3.6. A relay network of d pairs of nodes and r relay nodes, all
single-antenna units.
where fip, represent the at fading channel coecients from the pth source
of Transceivers 1 to the ith relay and giq represent the at fading channel
coecients from the ith relay to the qth source of Transceivers 2 respectively.
Additionally, the following denitions are used: x , [x1 x2    xr]T ,  ,
[1 2    r]T , fp , [f1p f2p    frp]T , gq , [g1q g2q    grq]T , sp, sq are the
information symbols transmitted by the pth and qth sources of Transceivers 1
and 2 respectively and  is the r1 complex vector of the noise at the relays.
The ith relay multiplies its received signal by a complex weight coecient
wi . As a result, the vector of the signals transmitted by the relays is given
by:
t =Wx (3.3.2)
Section 3.3. An iterative semidenite and Geometric programming technique for the SINR balancing
in two-way relay network 67
where W ,diag([w1; w2;    ; wr]). The received signals at the kth destina-
tion of Transceivers 1 and 2 are given by
y1k = f
T
k t+ nk = f
T
k W(
dX
p=1
fpsp +
dX
q=1
gqsq + ) + n1k
y2k = g
T
k t+ nk = g
T
kW(
dX
p=1
fpsp +
dX
q=1
gqsq + ) + n2k
(3.3.3)
n1k, n2k is the receiver noises at the kth transceiver for Transceivers 1 and
2 respectively. Since aTdiag(b) = bTdiag(a), we can rewrite (3.3.3) as:
y1k = w
HFkgks2k +w
HFk
dX
q=1;q 6=k
gqsq +w
HFkfks1k
+wHFk
dX
p=1;p6=k
fpsp +w
HFk + n1k (3.3.4)
y2k = w
HGkfks1k +w
HGk
dX
p=1;p 6=k
fpsp +w
HGkgks2k
+wHGk
dX
q=1;q 6=k
gqsq +w
HGk + n2k (3.3.5)
where Fk ,diag(fk),Gk ,diag(gk). The third term in (3.3.4) depends on the
signal sk transmitted by transceiver k during the rst time slot. As Fkfksk is
known at transceiver k, the third term in (3.3.4) can be subtracted from y1k
and the residual signal can be processed at the kth transceiver to extract the
symbol sk. Similarly, the third term in (3.3.5) can be subtracted from y2k
to extract the symbol sk. That is, the residual signals ey1k , y1k wHFkfksk
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and ey2k , y2k  wHGkgksk are expressed as:
ey1k = wHFkgks2k +wHFk dX
q=1;q 6=1
gqsq
+wHFk
dX
p=1;p 6=1
fpsp +w
HFk + n1k (3.3.6)
ey2k = wHGkfks1k +wHGk dX
p=1;p6=1
fpsp +
+wHGk
dX
q=1;q 6=1
gqsq +w
HGk + n2k (3.3.7)
and can be used at the corresponding transceivers to extract the desired
information symbols.
3.3.2 SINR Balancing
The optimal powers P1k, P2k of the Transceivers 1 and 2 should be obtained,
as well as the relay weight vector w through maximizing the worst-case user
SINR under a total power constraint. Mathematically, the optimization
problem is formulated as:
max
p10;p20;w
min
k
(SINR1k;SINR2k)
s:t:
dX
k=1
P1k +
dX
k=1
P2k  Pdmax; PR  PRmax
(3.3.8)
where SINR1k, SINR2k, is the receive SINRs at the kth transceiver for
Transceivers 1 and 2 respectively, PR, PRmax is the actual and the given
maximum transmit power at the relays and Pdmax is the given maximum
total allowable transmit power at the users, p1 , [P11 P12   P1d], p2 ,
[P21 P22   P2d], and p1  0, p2  0 means that all entries of the vectors
p1, p2 are non-negative.
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Using (3.3.2) the total transmit power at the relays can be expressed as:
PR = EftHtg = wHDw (3.3.9)
where D , EfXHXg, X ,diag(x).
Using (3.3.1) the matrix D can be written as:
D =
dX
p=1
P1pFpFp
H +
dX
q=1
P2qGqGq
H + 2I (3.3.10)
In order to derive the expressions for SINR1k, SINR2k, that represent the
desired signal component power P ks , the interference power P
k
i and the noise
power P kn at the kth destination of the Transceivers 1 and 2 are calculated.
The kth desired signal power at the Transceiver 1 can be obtained as:
P 1ks = EfwHFkgkgHk FHk wgEfjs2kj2g = P2kEfwH(fk  gk)(fHk  gHk )wg
= P2kw
HEfhkhHk gw = P2kwHRkhw
(3.3.11)
and at the Transceiver 2 as
P 2ks = P1kw
HRkhw (3.3.12)
where hk , (fkgk) = [f1kg1k f2kg2k    fRkgRk]T and Rkh , EfhkhHk g. The
vector hk contains the total path coecients between the kth source and its
corresponding destination via dierent relays.
Denoting Dk = f1; 2; : : : ; dg   fkg and using (3.3.6), the interference power
at the kth destination of Transceiver 1 is given by:
P 1ki = E
(
wHFk
 X
qDk
Pqgqg
H
q +
X
pDk
Ppfpf
H
p
!
FHk w
)
= E
(
wH
 X
qDk
Pq(fk  gq)(fHk  gHq ) +
X
pDk
Pp(fk  fp)(fHk  fHp )
!
w
)
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= wH(
X
qDk
PqQ1k +
X
pDk
PpD1k)w = w
HT1kw (3.3.13)
where
hqk , fk  gq; Q1k ,
X
qDk
hqk(h
q
k)
H and D1k ,
X
pDk
(fk  fp)(fHk  fHp ):
The interference power at the kth destination of Transceiver 2 is given by:
P 2ki = w
H(
X
pDk
PpQ2k +
X
qDk
PqD2k)w = w
HT2kw (3.3.14)
where
hpk , fk  gp, Q2k ,
X
pDk
hpk(h
p
k)
H and D2k ,
X
qDk
(gk  gq)(gHk  gHq ).
Using (3.3.6) and Assumption A4, the noise power at the kth destination of
Transceiver 1 is written as:
P 1kn = EfwHFkHFHk wg+ 2n = wHRkfw + 2n (3.3.15)
and Transceiver 2 as:
P 2kn = w
HRkgw + 
2
n
(3.3.16)
where Rkf , 2FkFHk and Rkg , 2GkGHk .
Before using the above derivations to rewrite the optimization problem,
we note that (3.3.8) is equivalent to two subproblems. The rst one, cal-
culates the relay weights fwigri=1 and maximizes the worst case user SINR.
Hence, it is formulated as:
max
w
min
k
(SINR1k; SINR2k)
s:t: PR  PRmax; k = 1;    ; d
(3.3.17)
where PRmax is the maximum allowable total transmit power of the relays.
Using (3.3.10) to (3.3.16) and dening W , wwH , the optimization
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problem in (3.3.17) is written as
max
W
min
k
(
Tr(P2kR
k
hW)
Tr((T1k +R
k
f )W) + 
2
n
;
Tr(P1kR
k
hW)
Tr((T2k +Rkg)W) + 
2
n
)
s.t. Tr(DW)  PRmax for k = 1; 2;    ; d
Rank(W) = 1; W  0
(3.3.18)
The rank constraint in (3.3.18) is not convex. Using a semidenite relaxation
[38], optimization problem is formulated as follows:
max
W;t
t
s:t: Tr(W(P2kR
k
h   t(T1k +Rkf )))  2nt;
Tr(W(P1kR
k
h   t(T2k +Rkg)))  2nt;
Tr(DW)  PRmax for k = 1; 2;    ; d
(3.3.19)
Due to the relaxation, the matrixW obtained by solving the optimiza-
tion problem in (3.3.19) will not be of rank one all the time. IfW happens
to be rank one, then its principal eigenvector yields the optimal solution to
the original problem. Otherwise alternative techniques such as randomiza-
tion techniques have to be used (e.g. [136,139,140]), to obtain a suboptimal
rank-one solution from W. The probability of obtaining higher than rank-
one solution at varying users is summarized later in the Table 3.3. The
simulation parameters for this Table are mentioned at the Simulations sub-
section.
For any xed value of t the set of feasible W in (3.3.19) is convex. It
follows that the optimization problem in (3.3.19) is quasi convex [40]. To
solve (3.3.19), the following observation has to been used. Let tmax be the
maximum value of t that is obtained by solving the optimization problem
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(3.3.19). If for any given t, the convex feasibility problem
nd W
s:t: Tr(W(P2kR
k
h   t(T1k +Rkf )))  2nt;
Tr(W(P1kR
k
h   t(T2k +Rkg)))  2nt;
Tr(DW)  PRmax for k = 1; 2;    ; d W  0
(3.3.20)
is feasible, then tmax  t. Conversely, if (3.3.20) is not feasible, then tmax 
t. Based on this observation, one can check whether the optimal value tmax of
the quasi-convex problem (3.3.19) is smaller or greater than any given value t
using a bisection technique and solving a convex feasibility problem at each
step. Starting with a preselected interval [l; u], that contains the optimal
value tmax, the convex feasibility problem at the midpoint t = (l + u)=2 is
then solved, to determine whether the optimal value is larger or smaller than
t. If (3.3.20) is feasible for this value of t, then l = t is set, otherwise, u = t
is chosen and the convex feasibility problem in (3.3.20) is solved again. This
procedure is repeated until the dierence between u and l is smaller than
some preselected threshold .
It should be noted that the optimization in (3.3.19) maximizes the worst
case user SINR. If the number of relays is substantially higher than the
number of users, all users SINR will tend to be equal to the worst case
user SINR tmax. However, in general, this optimization at the relay will
not be able to ensure SINR balancing. This is because, unlike transmit
beamforming techniques [17], the relay transceiver has the inability to control
the power usage for each user separately at the relays. Therefore, in order
to balance the SINR of all users, transmission power control at the source
level is essential, using the following GP approach.
Optimization of SINR with regards to the power at the transmitters P1k,
P2k is considered, when the relay coecient vector w is xed. In this case,
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the following optimization problem has to be solved:
max
p10;p20
min
k
(SINR1k; SINR2k)
s:t:
dX
k=1
P1k +
dX
k=1
P2k  Pdmax
(3.3.21)
where Pdmax is the maximum allowable total transmit power at the trans-
mitters.
Using (3.3.11) to (3.3.16) and assuming that the relay weights fwigri=1
are xed, the optimization problem in (3.3.21) is rewritten as:
max
p10
min
k
(
P2kG
k
hX
qDk
PqE
1k
h +
X
pDk
PpF
1k
h +N1k
)
max
p20
min
k
(
P1kG
k
hX
pDk
PpE
2k
h +
X
qDk
PqF
2k
h +N2k
)
s:t:
dX
k=1
P1k +
dX
k=1
P2k  Pdmax (3.3.22)
where Gkh , Tr(RkhW), E1kh , Tr(Q1kW), E2kh , Tr(Q2kW), F1kh ,
Tr(D1kW), F
2k
h , Tr(D2kW), N1k , Tr(RkfW) and N2k , Tr(RkgW).
The above problem can be rewritten as:
max
p1;p2;et et
s:t:
dX
k=1
P1k +
dX
k=1
P2k  Pdmax:
E1kh
X
qDk
PqP
 1
2k
et+ F1kh X
pDk
PpP
 1
2k
et+N1kP 12k et < Gkh
E2kh
X
pDk
PpP
 1
1k
et+ F2kh X
qDk
PqP
 1
1k
et+N2kP 11k et < Gkh
(3.3.23)
The problem (3.3.23) is convex and belongs to the class of GP [137]. As a
result, it can be eciently solved using numerical methods such as cvx [138].
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The iterative SINR-balancing algorithm is summarized in Table 3.2.
Table 3.2. Algorithmic solution of the SINR balancing problem
1) Initialize P
(0)
1 = [1; :::; 1]
T , P
(0)
2 = [1; :::; 1]
T .
2) Repeat
3) Solve (3.3.20) with xed P1d, P2d to obtain an updated W.
4) Solve (3.3.23) with xed W, to obtain an updated P1d, P2d.
5) Until the SINR converges.
3.3.3 Simulation Results
In order to assess the performance of the proposed SINR balancing technique,
two numerical examples are considered. A network of 2 source-destination
pairs is assumed. The noise power at the relays and at the receivers is as-
sumed to be equal to 0.1. The initial signal power at each source is equal
to 1 and the maximum allowable sum power at the transmitters is set to
Pdmax = 4. In Figure 3.7 the maximum allowable transmit power at the
relays versus the mean SINR is plotted for a network with 5 relays. From
this Figure, we see that the performance of the users is improved as the max-
imum allowable transmit power at the relays is increased. In Figure 3.8 the
mean SINR versus dierent number of relays is plotted, while the maximum
allowable transmit power at the relays is xed to Pmax = 5. Again, it can be
seen that the performance at the receivers is substantially improved when
the number of the relays is increased. Finally, for producing the results of
Table 3.3 a network of 5 relays with Pmax = 5 is assumed.
Table 3.3. The probability of non-one rank solution for various num-
bers of users
Users: 4 6 8 10
Probability :0:005 0:11 0:23 0:4
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Figure 3.7. The mean SINR versus the maximum allowable relay
transmit power Pmax at the relays for a network with 5 relays.
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Figure 3.8. The mean SINR versus dierent number of relays for a
network with maximum allowable transmit power Pmax=5
3.4 SINR balancing techniques for a cognitive radio relay network
with multiple peer-to-peer users
In this section, an SINR balancing technique for a CR based peer-to-peer
relay network is proposed. The main motivation behind this, is that the
radio spectrum is becoming a scarce resource due to ever increasing growth
in wireless devices and emerging high data rate interactive and multimedia
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applications. Most of the useful spectrum with good propagation charac-
teristics is already very crowded and not much spectrum is available for
emerging and future generations of wireless networks. CR [25] is a dis-
ruptive technology that has the potential to provide solutions for spectrum
scarcity. The idea of CR technology originated from the observation that
the licensing based conventional radio spectrum allocation is inecient as
the spectrum is under utilized most of the time at various geographical lo-
cations. Hence a dynamic spectrum allocation based on CR principle is
actively considered for future generations of wireless networks. The basic
idea behind CR technology is that an opportunistic user (namely secondary
user) could access the spectrum of the licensed user, namely PU, provided
that the SU transmissions do not aect the PU network harmfully. There
are generally three types of CR networks namely overlay, underlay and inter-
weaved networks [141]. In the interweave approach, cognitive transmitters
are required to sense availability of spectrum and transmit signals only when
frequency holes are available. This is also known as white space lling. In
the overlay approach, the secondary users help the primary users to oset
the interference caused by the secondary transmission by assisting and re-
laying PU signals. For the underlay approach, the SUs could coexist with
the PU network; however they need to ensure the interference caused to the
primary receivers is below a predened threshold to ensure that the primary
network is not aected harmfully.
In this section, resource allocation techniques for an underlay CR re-
lay network with multiple peer-to-peer users are considered. All SUs have
single antenna at their transmitter and the receiver, hence interference free
simultaneous transmission of signals is not possible for the CR transmitters.
However, multiple MIMO relays placed between the paths of the transmit-
ters and the receivers can perform spatial multiplexing of the transmitted
multiuser signals and forward them to the corresponding receiver destina-
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Figure 3.9. The two-way multi-antenna relay channel with multiple
users
tions by appropriately processing the received signal at the relay through a
set of transceiver matrices.
3.4.1 System Model
As shown in Figure 3.9, a collaborative relay network consisting of one PU,
N relays and K number of secondary peer-to-peer users is considered. No
direct communication link between the transmitter and the receiver of the
secondary users is assumed. The channels are assumed to be quasi-static
at-fading. In this scenario, the SUs use relays to enhance their spectrum
eciency and to increase coverage, while the interference leakage to the PU
must be below a certain threshold. During the rst time-slot, the K users
transmit their data simultaneously to the relay node. In the second time-slot,
the relay retransmits the received data towards the receivers of the secondary
users. Our model consists of a set of N cooperative relays each equipped with
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M antennas. The transmitter and the receiver of each secondary user consist
of a single antenna. Let hip represent the at fading channel coecient
vector from the ith source to the pth relay and gjp represent the at fading
channel coecient vector from the pth relay to the j th destination. The
received signal at the relays yR 2 CMN1 can be written as:
yR =
KX
i=1
hi
p
Pisi + nR: (3.4.1)
where the following denitions are used: hi , [hTi1 hTi2    hTiN ]T , si is the
ith source transmitted signal with the corresponding power Pi and nR is the
MN  1 complex Gaussian noise vector at the relays. The noise power at
the relays is 2R. In the second time slot, the relays process the signals and
retransmit the received data towards the secondary users' destinations. The
linear operation at the relays can be represented as:
xR =WyR; (3.4.2)
where xR 2 CMN1 is the transmitted signal at the relays and W 2
C(MN)(MN) is the relay processing matrix, W = blkdiagfW1; : : : ;WNg,
where Wk is the relay amplication matrix at the kth relay. The received
signal at the kth secondary user destination is given by:
yk = g
T
k xR + nkg
T
kW
KX
i=1
hi
p
Pisi + g
T
kWnR + nk; (3.4.3)
where gj , [gTj1 gTj2    gTjN ]T and nk is the receiver noise at the kth
secondary user destination. The signal v received at the PU is written as:
v = zTWyR + np = z
TW
KX
i=1
hi
p
Pisi + z
TWnR + np
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where z = [z1
T : : : zN
T ]T is the vector of channel coecients between the
PU and the cognitive relays, and np is the noise at the PU receiver. The
channel state information between the relays and PU can be obtained based
on cooperation. The required protocols to obtain these channel state infor-
mation have been provided in [142], [143].
The transmitted power at the relays is equal to:
PR = Tr(EfxRxHR g) =
KX
i=1
jjWhijj2Pi +Tr(WWH)2R: (3.4.4)
The interference and the relay noise leakage to the PU is formulated as:
PI =
KX
i=1
jzTWhij2Pi + jjWHzjj22R: (3.4.5)
For later analysis, we have to formulate the SINR cost function. Thus, the
received signal power at the kth secondary receiver is written as:
P ks = jgTkWhkj2Pk: (3.4.6)
The received interference power at the kth secondary receiver is given as:
P ki =
KX
j=1;j 6=k
jgTkWhj j2Pj (3.4.7)
The thermal noise power at the kth secondary user destination can be written
as:
P kn = jjWHgkjj22R + 2k: (3.4.8)
3.4.2 Optimization Problem
Our goal is to jointly adjust the relay coecient weights and the transmission
powers to maximize the worst case user SINR (i.e. SINR balancing), while
keeping the interference leakage PI to the PU below a certain threshold.
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Thus, the problem is formulated as P1:
P1 : max
p0;W
min
k
SINRk
s:t:
KX
i=1
Pk  PKmax;
PI  PImax; PR  PRmax (3.4.9)
where SINRk =
Pks
Pki +P
k
n
is the receive SINR at the kth secondary user receiver,
PRmax and PKmax are the given maximum total allowable transmit power
at the relays and the secondary source transmitters, PImax is the maximum
allowable interference leakage to the PU receiver, while p , [P1 : : : PK ] and
p  0 means that all entries of the vectors p are non-negative. Next, we
break the above problem into two subproblems P1(a) and P1(b). The rst
P1(a), aims to maximize the worst-case user SINR over all possible relay
beamforming weights.
P1(a) : max
W
min
k
SINRk
s:t: PR  PRmax; PI  PImax; (3.4.10)
while the second P1(b), aims to balance all the users' SINR over all possible
transmission powers.
P1(b) : max
p0
min
k
SINRk
s:t:
KX
k=1
Pk  PKmax;
PI  PImax: (3.4.11)
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The rst subproblem P1(a) can be written equivalently as:
max
W;t
t (3.4.12)
s:t: SINRk  t
PR  PRmax; PI  PImax:
Next, we focus on how to solve problem (3.4.12). For the convenience of
analysis, we modify P ki , P
k
s and P
k
n as follows.
Using the Kronecker product identity Vec(AXB) = (BT
A)Vec(X) and
by dening wk = Vec(Wk), the equations (3.4.6), (3.4.7) can be rewritten
as:
P ks = j(hTk1 
 gTk1)w1 + : : :+ (hTkN 
 gTkNwN)j2Pk (3.4.13)
P ki =
KX
j=1
j 6=k
j(hTj1 
 gTk1)w1 + : : :+ (hTjN 
 gTkN )wN j2Pj (3.4.14)
Let fk = [(h
T
k1 
 gTk1) : : : (hTkN 
 gTkN )], qjk = [(hTj1 
 gTk1) : : : (hTjN 
 gTkN )]
and x = [wT1 : : :w
T
N ]
T .
Then it follows from (3.4.13) and (3.4.14) that:
P ks = jfkxj2Pk
P ki =
KX
j=1
j 6=k
jqjkxj2Pj : (3.4.15)
Furthermore, by dening:
eGk = blkdiagfGk1; : : : ;GkNg; for k = 1; : : :K; (3.4.16)
Gkn =
264gkn(1; 1) 0 : : : gkn(M; 1) 0
0 gkn(1; 1) : : : 0 gkn(M; 1)
375 (3.4.17)
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for n = 1; : : : N , we have jjWHgkjj2 = jj eGkxjj2 and (3.4.8) becomes:
P kn = jj eGkxjj22R + 2k: (3.4.18)
Using above transformations, (3.4.5) can be rewritten as:
PI =
KX
j=1
jtjxj2Pj + jjeZHxjj22R + 2p; (3.4.19)
because jjeZHxjj2 = jjWHzjj2. The matrix eZ has been generated from z in
a similar way that eGk has been from gk. Moreover, tj = [(hTj1
zT ) : : : (hTjN

zT )]. Next we can express PR in (3.4.4) as PR =
PK
k=1 jj bHkxjj2Pk +
Tr(xxH)2R, where
bHk = blkdiagf bHk1; : : : ; bHkNg; for k = 1; : : :K (3.4.20)
bHkn = blkdiagfhk1; : : : ;hkMg; for n = 1; : : : N (3.4.21)
Using the above transformations, (3.4.12) can be rewritten as
max
x;t
t
subject to
jfkxj2PkPK
j=1
j 6=k
jqj;kxj2Pj + jj eGkxjj22R + 2k  t;
for k = 1; : : :K
KX
j=1
jtjxj2Pj + jjeZHxjj22R  PImax;
KX
j=1
jj bHjxjj2Pj +Tr(xxH)2R  PR:
(3.4.22)
The above problem is still non-convex. However, the optimal solution could
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be obtained via a relaxed SDP.
We rst dene: X = xxH ,  =
PK
k=1
bHHk bHkPk + 2RI, Ek = fkfHk , Dj;k =
qj;kq
H
j;k, Nk =
eGHk1 eGk2R, Cj = tjtHj .
Then problem (3.4.22) can be equivalently rewritten as:
max
x;t
t
s:t:
Tr(PkEkX)P
j=1
j 6=k
Tr(DjX)Pj +Tr(NkX) + 
2
k
 t;
for k = 1; : : :K
KX
j=1
Tr(CjXPj) + eZH eZ2R  PImax;
Tr(kX)  PR
Rank(X) = 1; X  0: (3.4.23)
The above problem is still not convex due to the rank-one constraint.
However, if we remove this constraint, the problem is relaxed into a SDP
problem formulated as:
max
x;t
t
s:t:
Tr(PkEkX)P
j=1
j 6=k
Tr(DjX)Pj +Tr(NkX) + 
2
k
 t;
for k = 1; : : :K
KX
j=1
Tr(CjXPj) + eZH eZ2R  PImax
Tr(kX)  PR; X  0: (3.4.24)
The above relaxed SDP can be solved using standard convex optimiza-
tion toolbox. Note that the above subproblem only maximizes the worst
case user SINR, but may not balance the SINR of all users. This is because,
unlike transmit beamforming techniques [17], the relay transceiver has the
inability to control the power usage for each user separately at the relays.
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Therefore, in order to balance the SINR of all users, we need to control the
transmission power at the source level.
For this purpose, we solve problem P1(b):
max
p0
min
k
Tr(PkEkX)P
j=1
j 6=k
Tr(DjX)Pj +Tr(NkX) + 
2
k
for k = 1; : : :K
s:t:
KX
k=1
Pk  PKmax;
KX
j=1
Tr(CjXPj) + eZH eZ2R  PImax: (3.4.25)
The above problem can be written as:
max
p1;et et s.t. toX
j=1
j 6=k
Tr(DjX)Pj +Tr(NkX) + 
2
k  Tr(EkX)Pket 1;
for k = 1; : : :K
KX
k=1
Pk  PKmax;
KX
j=1
Tr(CjXPj) + eZH eZ2R  PImax: (3.4.26)
The problem (3.4.26) is convex and belongs to the class of GP [137] . As a
result, it can be eciently solved using interior point methods [138].
Based on the above we get the following algorithm for P1:
3.4.3 Simulation Results
The performance of the proposed scheme is assessed with the help of two
numerical examples. The elements of channels H, G and Z are assumed to
be circularly symmetric complex Gaussian (CSCG) variables with zero mean
and unity variance. The noise variance at the destination nodes and at the
Section 3.4. SINR balancing techniques for a cognitive radio relay network with multiple
peer-to-peer users 85
Table 3.4. Algorithmic solution of the SINR balancing problem
1) Initialize p.
2) Repeat
3) Solve problem P1(a) to obtain optimal value of W
4) Solve problem P1(b) to obtain optimal value of p
5) Update the old values of p before solving P1(a)
6) Until SINRcurrent   SINRprevious  ",
where " is a small positive constant for controlling the accuracy
The converged value of SINR is the optimal solution of SINR
in (3.4.11).
relay was set to 0.1W and the stopping criterion for the iterative method
was set to 10 3.
In the rst example, we study the eect of the dierent maximum allow-
able relay transmit power PRmax to the mean SINR for a two-user network
with four relays, each equipped with two antennas. The maximum transmit
power at the users is PKmax=10W and the maximum allowable interference
leakage to the PU is PImax=0.2W. In Figure 3.10 it is observed that the
mean SINR increases as the maximum allowable relay power increases.
In the second example, a two-user network with dierent number of relays
is simulated, each of them equipped with two antennas. The maximum al-
lowable relay transmit power PRmax=5W and the maximum transmit power
at the users is PKmax=10W. The results were generated by using a Monte
Carlo experiment with 100 independent realization of the channel gains. As
can been seen in Figure 3.11, the average mean SINR increases as the num-
ber of relays in the network increases.
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Figure 3.10. The mean SINR versus the maximum allowable relay
transmit power PRmax at the relays for a network with 2 users on both
sides, 4 relays, equipped with 2 antennas each and PImax=0.2W.
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Figure 3.11. The mean SINR versus dierent number of relays for
a network with maximum allowable transmit power PRmax=5W and
PImax=0.2W.
3.5 An SINR Balancing Technique for a Cognitive Two-Way Re-
lay Network
In this section the SINR balancing technique proposed in section 3.4, is ex-
tended to a two-way AF relaying scheme with multiple source-destination
pairs of SUs under a CR environment. The aim is the design of relay beam-
forming complex coecients in order to maximize the worst-case SU SINR
subject to total transmit power constraint, while ensuring that the interfer-
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Figure 3.12. The two-way multi-antenna relay channel with multiple
users
ence leakage to PUs is below specic thresholds.
3.5.1 System Model
A wireless two-way cognitive relay network is considered, which consists ofK
single-antenna source-destination pairs and L multiple-antenna relay nodes,
each equipped with M antennas, all operating in the same frequency band
allocated to N single-antenna PUs PUn n = 1; : : : ; N . The pair of sources k
and K + k exchange messages through the set of L relays. All the channels
are assumed to be independent, frequency-at Rayleigh block-fading and the
channel links are established through a two-step AF cooperative scheme. In
the rst step, the 2K sources transmit simultaneously their source informa-
tion to the L relays. In the second step, the L relays amplify their respective
faded mixtures of their received signals and relay them to the destination
receivers. Let sk be the information symbol transmitted by the kth source,
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which transmits with power pk, i.e. Efjskj2g = pk for k = 1; : : : ; 2K. It
should hold that
1Tp  P1 (3.5.1)
where p , [p1 : : : p2K ]T and P1 is the total power available at the sources.
Let hlk , [h1lk; : : : ; hMlk]T stand for the channel between the kth source and
the lth relay, then we introduce hk , [hT1k; : : : ;hTLk]T . Thus, the (ML  1)
received signal vector at the relays is given by
yR =
2KX
k=1
hksk + nR (3.5.2)
where nR , [nT1 : : :nTL]T contains the noise components present at the relay
and the noise components are assumed to be zero-mean, spatially uncorre-
lated and unity variance. The lth relay multiplies its received signal by a
processing matrix Wl. Thus, the vector of signals transmitted by all relays
is given by
xR =WyR (3.5.3)
where W = blkdiagfW1 : : :WLg. From (3.5.2) and (3.5.3) the relays' total
transmit power is given by
Pr = EfxHRxRg =
2KX
k=1
jjWhkjj2pk +Tr(WWH)
=
2KX
k=1
jjAkbjj2pk +Tr(bbH) (3.5.4)
where
Ak = blkdiagfAk1 : : :AkLg, for k = 1; : : : ; 2K,
Akl = blkdiag
Mtimesz }| {
fhkl : : :hklg, b = [wT1 : : :wTL ]T and wl = Vec(Wl). It is also
required that
Pr  P2 (3.5.5)
Section 3.5. An SINR Balancing Technique for a Cognitive Two-Way Relay Network 89
where P2 is the upper-bound on the relays' total transmit power.
Let fnl = [f1nl : : : fMnl]
T denote the channel gains between the lth relay
and the nth PU, fn = [f
T
n1 : : : f
T
nl]
T the channel gain between all the relays
and the nth PU and IRn is the acceptable interference power threshold caused
by the relays on PUn, then it should hold that
EfjfTn xRj2g =
2KX
k=1
jfTnWhkj2pk + jjWfnjj2 + 2p
=
2KX
k=1
jtTk bj2pk + jjFnbjj2 + 2p  IRn
for n = 1; 2; : : : ; N (3.5.6)
where tk = [(h
T
1k 
 fTn ) : : : (hTLk 
 fTn )] has been obtained by applying the
Kronecker product identity Vec(AXB) = (BT 
A)Vec(X) and
Fn = blkdiagfFn1 : : :FnLg, for n = 1; : : : ; N , Fnl = blkdiag
Mtimesz }| {
ffnl : : : fnlg.
The received signal at the kth destination is given by
yk = h
T
k xR + nk = h
T
kW
2KX
i=1
hisi + h
T
kWnR + nk
(3.5.7)
where nk is the noise at the kth destination. Note that the rst term of
the above equation contains the self-interference hksk. Assume that hk is
known at kth user via training-based estimation [57] before data transmis-
sion. Thus, kth receiver can subtract its self-interference from yk. From
(3.5.7), subtracting the self-interference, we obtain:
eyk = hTkW 2KX
i=1
i6=k
hisi + h
T
kWnR + nk = h
T
kWhjsj + h
T
kW
2KX
i=1
i6=k;j
hisi
+hTkWnR + nk (3.5.8)
where
j =
8>><>>:
K + k if k  K
 K + k if k > K
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The rst term of (3.5.8) is the desired signal, the second is the interference
and the last two terms describe the total noise received at the kth destina-
tion.
Thus, the received signal and interference power at the kth receiver may be
represented as:
P ks = jhTkWhj j2pk = jdkbj2pk
P ki =
2KX
i=1
i 6=k;j
jhTkWhij2pi =
2KX
i=1
i 6=k;j
jqibj2pi
(3.5.9)
where
dk = [(h
T
1j 
 hT1k) : : : (hTLj 
 hTLk)] and qi = [(hT1i 
 hTk ) : : : (hTLi 
 hTLk)].
The aggregated noise power received at the kth destination is
P kn = jjWhkjj2 + 2k = jjNkbjj2 + 2k
(3.5.10)
where
Nk = blkdiagfNk1 : : :NkLg, for k = 1; : : : ; 2K and
Nkl = blkdiag
Mtimesz }| {
fhkl : : :hklg.
Using (3.5.9), (3.5.10) the SINR at kth destination is:
SINRk(p;b) =
jdkbj2pkP2K
i=1
i6=k;j
jqibj2pi + jjNkbjj2 + 2k
(3.5.11)
3.5.2 Optimization Problem
The design goal is to jointly adjust the relay coecient weights b and the
transmission power vector p to maximize the worst user SINR (i.e. SINR
balancing), while keeping both the interference leakage to the PUs and the
total transmit and relays' powers below a certain threshold. Thus, the prob-
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lem is formulated as P1:
P1 : max
p0;b
min
1k2K
SINRk(p;b)
s.t. 1Tp  P1
2KX
k=1
jjAkbjj2pk + tr(bbH)  P2
2KX
k=1
jtTk bj2pk + jjFnbjj2 + 2p  IRn ;
for n = 1; 2 : : : N (3.5.12)
The above optimization problem is not convex with respect to both design
parameters b, p and is thus dicult to solve jointly via standard convex op-
timization techniques. Therefore we need to break the above problem into
two subproblems P1(a) and P1(b).
The rst P1(a) aims to maximize the worst-case user SINR over all pos-
sible relay beamforming weights b for a given sources' transmit power.
P1(a) : max
b
min
1k2K
SINRk
s.t.
2KX
k=1
jjAkbjj2pk + tr(bbH)  P2
2KX
k=1
jtTk bj2pk + jjFnbjj2 + 2p  IRn ;
for n = 1; 2 : : : N (3.5.13)
while the second P1(b), aims to balance all the users' SINR over all possible
transmission powers for the given beamforming vectors.
P1(b) : max
p0
min
1k2K
SINRk
s.t. 1Tp  P1
2KX
k=1
jjAkbjj2pk + tr(bbH)  P2
2KX
k=1
jtTk bj2pk + jjFnbjj2 + 2p  IRn ;
for n = 1; 2 : : : N (3.5.14)
Section 3.5. An SINR Balancing Technique for a Cognitive Two-Way Relay Network 92
Introducing B = bbH , Dk = dkd
H
k , Qk = qiq
H
i , N =
eNk eNHk , Rk =
AkA
H
k and Tk = tkt
H
k + FnF
H
n the rst subproblem P1(a) can be written
equivalently as:
max
B;t
t
s.t.
Tr(DkB)pkP2K
i=1
i 6=k;j
piTr(QkB) + Tr(NB) + 
2
k
 t;
for k = 1; : : : ; 2K
2KX
k=1
pkTr(RkB) + Tr(B)  P2
2KX
k=1
pkTr(TkB) + 
2
p  IRn ;
for n = 1; 2 : : : N
rank(B) = 1, B  0: (3.5.15)
Due to the constraint rank(B)= 1, the optimization problem in (3.5.15)
is not convex. Hence we remove the rank constraint so that the problem is
relaxed into SDP [136], [144] as follows:
max
B;t
t
s.t.
Tr(DkB)pkP2K
i=1
i6=k;j
piTr(QkB) + Tr(NB) + 
2
k
 t;
for k = 1; : : : ; 2K
2KX
k=1
pkTr(RkB) + Tr(B)  P2
2KX
k=1
pkTr(TkB) + 
2
p  IRn ;
for n = 1; 2 : : : N
B  0 (3.5.16)
For any given t = tr the feasible set in (3.5.16) is convex. Given the con-
vexity of the above SDP problem, the optimal solution could be eciently
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found by using bisection method. By solving (3.5.16), we obtain the maxi-
mum value of t that satises the constraints and the corresponding value of
B.
SDP relaxation usually leads to an optimal B with rank one for the prob-
lem in (17). However, if rank of the matrix B turns out to be greater than
one, randomization techniques [145] can be used to obtain a rank one solu-
tion.
Note that the above subproblem only maximized the worst case user
SINR. However, if the number of the relays is substantially higher than the
number of users, the resulting SINR will tend to be equal for all users. This is
because, unlike transmit beamforming techniques [17], the relay transceivers
has the inability to control the power usage for each user separately at the
relays. Therefore, in order to balance the SINR of all users, we need to
control the transmission power at the source level.
For this purpose, we solve problem P1(b):
max
p0
min
1k2K
Tr(DkB)pkP2K
i=1
i 6=k;j
piTr(QkB) + Tr(NB) + 
2
k
s.t. 1Tp  P1
2KX
k=1
pkTr(RkB) + Tr(B)  P2
2KX
k=1
pkTr(TkB) + 
2
p  IRn ;
for n = 1; 2 : : : N (3.5.17)
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The above problem can be rewritten as:
max
p0;et et
s.t. 1Tp  P1
et
0B@ 2KX
i=1
i 6=k;j
piTr(QkB) + Tr(NB) + 
2
k
1CA  Tr(DkB)pk
2KX
k=1
pkTr(RkB) + Tr(B)  P2
2KX
k=1
pkTr(TkB) + 
2
p  IRn ;
for n = 1; 2 : : : N (3.5.18)
The problem (3.5.17) is convex and belongs to the class of GP [137] . As a
result, it can be eciently solved using interior point methods [138].
Based on the above we get the following algorithm that optimizes p and b:
Table 3.5. Optimization of the relays' beamforming vectors and
sources' power
1) Initialize p  0.
2) Repeat
2a) Solve problem (3.5.16) to obtain optimal value of B
if B is rank-one, then the principal eigenvector
of B is b
if B is of higher rank we use randomization
techniques to obtain b
2b) Solve problem (3.5.18) to obtain optimal value of p,
for given b
2c) Update the old values of p before solving (3.5.16)
3) Until SINRcurrent   SINRprevious  ", where " is a small
positive constant for controlling the accuracy of the algorithm.
The converged value of SINR is the optimal solution of SINR
in (3.5.12).
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3.6 Simulation Results
In order to assess the performance of the proposed scheme three numerical
examples on the achievable mean SINR with dierent number of users, relays
and relay powers are considered. For convenience, all PUs' and SUs' channel
coecients hk, fn are modeled as Gaussian random variables. Figure 3.13
shows the mean SINR for dierent number of maximum allowable transmit
power at the relays for a network with 2 secondary users on both sides,
2 relays, each of which is equipped with 2 antennas and 1 PU. Moreover,
in all the simulations the noise power at the relays and at the transceivers
is assumed to be equal to 1 and 0.1 respectively. It is observed that the
achievable SINR is increased as the maximum allowable transmit power gets
larger. In Figure 3.14, we show the achievable mean SINR for dierent num-
ber of secondary users, for a network with 2 relays, each equipped with 2
antennas and one PU. As the number of users decreases, the performance
at the transceivers is improved. The maximum allowable transmit power at
the relays is 10W. Finally in Figure 3.15 the mean SINR versus dierent
number of relays is plotted. The maximum allowable transmit power at the
relays is set to 5W and each of the relays is equipped with one antenna.
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Figure 3.13. The mean SINR versus the maximum allowable relay
transmit power P2 at the relays for a network with 2 users on both
sides, 2 relays, equipped with 2 antennas each and P1=7W.
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Figure 3.14. The mean SINR versus dierent number of users for a
network with 2 relays, each with two antennas and maximum allowable
transmit power P2=10W and I
R
1 =7W.
3 4 6 8 10
0
5
10
15
m
e
a
n
 S
IN
R
relays
Figure 3.15. The mean SINR versus dierent number of relays for a
network with maximum allowable transmit power P2=5W and I
R
1 =7W.
3.7 Conclusion
In this chapter, an SINR balancing based relay signal forwarding scheme was
proposed for peer-to-peer networks. First, a one-way AF relay network with
multiple users and single-antenna relay nodes was considered. Then, for
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enhancing the total network throughput, a two-way AF relay network was
considered. Additionally, in order to meet the needs for emerging and future
generations of wireless networks, both sources and relays were assumed to be
part of a cognitive radio network. More specically, the cognitive terminals
i.e., secondary users, are considered to access the spectrum occupied by
the PUs, given that the interference they cause to the PUs is less than a
certain threshold, such that PUs can be protected. This setup has also been
extended for a cognitive two-way relay network and for relay nodes with
multiple antennas in order to improve the quality of the received signal. It
was demonstrated that the relay beamforming problem can be solved using
SDP and the power allocation problem can be solved using GP. The nal
solution consists of an iterative procedure between the beamforming design
and the power allocation. Simulation results have been provided to validate
the performance of the proposed spatial multiplexing and power allocation
techniques.
Chapter 4
TRANSMITTER-RECEIVER
AND RELAY OPTIMIZATION
FOR SPECTRUM SHARING
MULTIPLE-INPUT AND
MULTIPLE-OUTPUT
PEER-TO-PEER USERS
In this chapter a spectrum sharing peer-to-peer relay network is considered
where multiple source nodes with multiple antennas communicate with their
desired destination nodes with multiple antennas through a MIMO relay.
The work available in the literature on peer-to-peer network [146] consid-
ers multiple users with multiple antennas at the transmitters and receivers,
however, only one data stream per user was considered. Hence beamformers
are used at the transmitter and receiver. However, if multiple data streams
are to be considered for each user, the transmitter and receiver processing
units should be matrices instead of beamformers. Such a network with mul-
tiple data steams for each MIMO user is considered in this chapter. The
focus is on optimizing the MMSE of the peer-to-peer MIMO relay network
with linear transmit and receiver lters. In the rst transmission phase K
multiple-antenna sources transmit their signals through a spectrum shared
channel and a multiple-antenna relay receives dierently faded and noisy
mixture of the source signals. In the second phase, the relay linearly pro-
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cesses its received signals and then retransmits them to the destinations.
The goal is to determine jointly the optimal precoding, receiver and relay
processing matrices that minimize the weighted sum-MSE, while concur-
rently satisfying constraints in terms of the total transmission powers of the
sources and relay.
As the rst step to solve this optimization problem, it is shown that
for any multipoint-to-multipoint MIMO network with linear beamformers,
a dual equivalent network exists that attains the same MSE under a total
power constraint. More specically, the duality that preserves the individ-
ual users' MSEs in a peer-to-peer network is derived. Early work on this
eld focused on the MSE duality of the broadcast and multiple access chan-
nels [147], [148]. This property is then used to transform the optimization
problem to an equivalent one that provides an iterative solution. The pre-
coding and receiver lters for a given relaying matrix are shown to be the
solutions to an alternating optimization-based algorithm, while for a given
set of transmitter and receiver lters, the relaying matrix optimization is
formulated using second order cone programming (SOCP).
4.1 System Model and Problem Formulation
A peer-to-peer network depicted in Figure 4.1 is considered that consists of
K pairs of multiple-antenna transceivers and one MIMO relay. The source
and the destination of the kth pair are equipped with Ns;k and Nd;k antennas
respectively, whereas the relay has Nr antennas. The vector sk 2 CMk con-
tains theMk uncorrelated unity variance symbols of user k. Uk 2 CNs;kMk
denotes the precoding matrix and Vk 2 CNd;kMk is the receiver matrix
of the kth user. No direct link between the sources and the destinations is
assumed. In the rst time slot, all sources transmit simultaneously. The
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Figure 4.1. A MIMO relay with multiple peer-to-peer MIMO users
signal picked up by the relay is written as:
yr =
KX
i=1
FiUisi + nr 2 CNr (4.1.1)
where Fi 2 CNrNs;k is the frequency at MIMO channel of user k to the
relay and nr 2 CNr1 is the zero-mean additive white Gaussian noise (ZM-
AWGN) vector at the relay with covariance matrix EfnrnHr g = 2nrINr . The
relay multiplies its received signal vector by a matrix W 2 CNrNr . Thus
the signal vector transmitted by the relay can be written as:
xr =Wyr (4.1.2)
The received signal at the kth destination is written as
yk = GkW
KX
i=1
FiUisi +GkWnr + nk (4.1.3)
whereGk 2 CNd;kNr is the frequency at channel from the relay to the kth
user and nk 2 CNd;k1 is the zero mean additive white gaussian noise vector
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at the kth destination with covariance matrix EfnknHk g = 2nkINd;k . Since
the noise at the relay is also propagated to the destination, the noise present
at the receiver is coloured. This can be whitened by sending the received
signal at the kth terminal through a whitening lter (GkWW
HGHk 
2
nr +
2nkINd;k)
  1
2 . Hence, the input-output relationship of the kth user can be
written as
y
0
k = (GkWW
HGHk 
2
nr + 
2
nk
INd;k)
  1
2GkW
KX
i=1
FiUisi + n
0
k
= G
0
kW
KX
i=1
FiUisi + n
0
k (4.1.4)
where y
0
k is signal at the output of the noise whitening lter and G
0
k and n
0
k
are the eective channel matrix and the noise vector corresponding to the
kth user. Note that by formulation, Efn0kn
0H
k g = INr .
The symbol estimate bsk 2 CMk1 generated by the linear ltering matrix
VHk can be written as
bsk = VHk G0kW KX
i=1
FiUisi +V
H
k n
0
k: (4.1.5)
Thus, the kth user MSE is written as
"k = E fjjsk   bskjj22g = Tr(IMk  VHk G0kWFkUk  UHk FHk WHG0Hk Vk
+VHk G
0
kW
KX
i=1
FiUiU
H
i F
H
i W
HG
0H
k Vk + 
2
k
0VkV
H
k ):
Note that 2
k
0 = 1, because Efn0kn
0H
k g = INr . We assume that the users'
total transmit power is
PT = E f
KX
i=1
jjUisijj22g =
KX
i=1
jjUijj2F ; (4.1.6)
Section 4.2. Linear Downlink-Uplink Duality in Peer-to-Peer Networks 102
and the relay's transmit power is
PR = EfxHr xrg = Tr
 
W(
KX
i=1
FiUiU
H
i F
H
i + 
2
nrINr)W
H
!
; (4.1.7)
where we assumed that the symbol vectors s1;    ; sK are mutually uncor-
related with identity covariance matrix, i.e., EfsksHk g = IMk 8k. The aim
is to design transmit, relay and receiver lters so as to minimize the sum of
the weighted user-wise MSEs of all users:
min
U1:::UK ;W;V1:::VK
KX
k=1
wk"k
s.t.
KX
i=1
jjUijj2F  PTmax and PR  PRmax (4.1.8)
where w1 : : : wK are certain positive weights. The power-constrained opti-
mization problem is very dicult to solve directly, as all variables Uk, W,
VHk are coupled in (4.1.8) and the problem is non-convex. For this reason,
we use an iterative approach to obtain the precoder, receive lters and relay
matrix. Specically the transmit and receiver lters are rst obtained for a
given relay amplication matrix and then the relay matrix is obtained for a
given set of transmit and receiver lters iteratively.
4.2 Linear Downlink-Uplink Duality in Peer-to-Peer Networks
In this subsection, in order to facilitate solving problem (4.1.8) with respect
to Uk and V
H
k , it will be shown that each user's MSE that is achievable in
the downlink can also be achieved in the virtual uplink under the same total
transmit power constraint using MSE duality.
For a xed relaying matrix W, the weighted user-wise MSE optimization
problem (4.1.8) is a function of the transmit matrix Uk and the receive
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Figure 4.2. Multiple peer-to-peer MIMO users and downlink channel.
The combined eect of the original channels and the relay transceiver
matrix is shown with an equivalent set of channels Hlk:
matrix Vk as follows,
min
U1:::UK ;V1:::VK
KX
k=1
wk"k
s.t.
KX
i=1
jjUijj2F  PTmax (4.2.1)
4.2.1 Equivalent Downlink and Uplink Description
For a given relaying matrix W, the Nd;k  Ns;k equivalent MIMO channel
matrix from the ith source to the jth destination node can be denoted as
Hi;j = G
0
iWFj (see Figure 4.2). Substituting this relationship in (4.1.5),
the estimate of the signal in the downlink can be written as
bsk = VHk KX
i=1
Hk;iUisi +V
H
k n
0
k (4.2.2)
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Figure 4.3. Multiple peer-to-peer MIMO users and the equivalent
virtual uplink channel
We derive its downlink MSE "DLk = E fjjsk   bskjj22g as
"DLk = Tr(IMk  VHk Hk;kUk  UHk HHk;kVk +VHk
KX
i=1
Hk;iUiU
H
i H
H
k;iVk
+VkV
H
k ) (4.2.3)
The equivalent uplink model is obtained by reversing the direction and
swapping the roles of the source and destination nodes as shown in Figure
4.3. For the virtual uplink, the precoders are denoted by Tk 2 CNd;kMk ,
and the channel from user k needs to be Hermitian transposed for matching
the dimensions. In this case, the received signal at the kth destination can
be written as:
yk =
KX
i=1
HHi;kTisi + n
0
k (4.2.4)
The symbol estimate bsk of user k in the dual uplink is written as
bsk = RHk KX
i=1
HHi;kTisi +R
H
k n
0
k (4.2.5)
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where Rk 2 CNs;kMk is the receiver lter at the destination. Thus, we
obtain the uplink MSE "ULk = E fjjsk   bskjj22g of user k as
"ULk = Tr(IMk  RHk HHk;kTk  THk Hk;kRk +
RHk
KX
i=1
HHi;kTiT
H
i Hi;kRk +RkR
H
k ) (4.2.6)
In the uplink the same average transmission power should be used, i.e.,
PTmax = Ef
KX
i=1
jjTisijj22g =
KX
i=1
jjTijj2F (4.2.7)
4.2.2 Uplink-Downlink Conversion
The switching of the roles between the uplink and the downlink is depicted
by interchanging every transmit lter in the uplink with the respective re-
ceive lter in the downlink and by choosing the transmit lters from the
downlink as the respective receive lters in the uplink (see Figure 4.3 ). As
the dual domain has to consume the same amount of transmit power, we
need to weight every user's precoder with a scalar ak and the respective
receive lter with the reciprocal of this scalar, such that (4.1.6) and (4.2.7)
hold simultaneously.
In this particular section, we construct an equivalent downlink setup for
an uplink channel. Given arbitrary RHk and Tk for all users k = 1; : : : ;K,
we derive matrices Uk and Vk such that users' MSEs do not change in the
uplink and in the downlink.
In order to leave users' MSE unchanged, dierent scalars ak  <+;0 f1; : : : ;Kg
have to be assigned to dierent users. For this reason, we set the respective
lters in the dual downlink as:
Uk = akRk and Vk =
1
ak
Tk (4.2.8)
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Substituting (4.2.8) in the MSE "DLk expression in (4.2.3) and equating with
(4.2.6) we obtain
"ULk = "
DL
k ()
KX
i=1
jjRHk HHi;kTijj2F + jjRkjj2F
=
KX
i=1
a2i
a2k
jjRHi HHk;iTkjj2F +
1
a2k
jjTkjj2F 8k (4.2.9)
We can rewrite (4.2.9) as:
a2k
 KX
i=1;i6=k
jjRHk HHi;kTijj2F + jjRkjj2F

 
KX
i=1;i6=k
a2i jjRHi HHk;iTkjj2F = jjTkjj2F 8k (4.2.10)
In matrix form (4.2.9) can be rewritten as
Xa = T (4.2.11)
where
[X]k;j =
8>><>>:
PK
i=1;i6=k jjRHk HHi;kTijj2F + jjRkjj2F k = j
 jjRHi HHk;iTkjj2F k 6= j;
a = [a1 : : : aK ]
T and T = [jjT1jj2F : : : jjTK jj2F ]T . From (4.2.11), it is shown
that there exists ak  <+, such that the same MSE target can be achieved in
the downlink. This is because X is a Z-matrix, real-valued with o-diagonal
entries less than zero, and also strictly column diagonally dominant [149].
Consequently, X is non-singular and and its inverse has only nonnegative
entries. As a result, the desired weight vector a is given by:
a = X 1T (4.2.12)
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Summing up all users' MSEs and by means of (4.2.8), we obtain
KX
i=1
a2i jjRijj2F =
KX
i=1
jjTijj2F ()
KX
i=1
jjUijj2F =
KX
i=1
jjTijj2F (4.2.13)
The left-hand side (LHS) of (4.2.13) is the transmitted power in the down-
link, while the right-hand side (RHS) of (4.2.13) is the transmitted power in
the uplink, which means that by setting Uk = akRk and Vk =
1
ak
Tk and a
total power threshold PTmax, we nd the transmit and receiver lters in the
uplink that achieve the same MSE values that were obtained with the lters
Uk and Vk in the downlink.
4.2.3 Downlink-Uplink Conversion
In the previous section, we have shown that the MSE region in the uplink is
also a subset of the MSE region in the downlink. In order to establish the
duality, we have to show that the MSE region in the downlink is a subset of
the MSE region in the uplink.
Given the precoders Uk and the receive lter matrices Vk in the downlink,
the respective lters in the uplink are set to
Rk =
1eakUk and Tk = eakVk (4.2.14)
Inserting this in the uplink expression (4.2.6) and equating with (4.2.3) we
obtain
"DLk = "
UL
k ()
KX
i=1
jjVHk Hk;iUijj2F + jjVkjj2F
=
KX
i=1
ea2iea2k jjVHi Hi;kUkjj2F + 1ea2k jjUkjj2F 8k (4.2.15)
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Rearranging (4.2.15) and using jj(:)jjF = jj(:)H jjF , we obtain
Yea = 2
k0U (4.2.16)
and similarly with (4.2.12) we have:
ea = Y 1U (4.2.17)
where
[Y]k;j =
8>><>>:
PK
i=1;i6=k jjVHk Hk;iUijj2F + jjVkjj2F k = j
 jjVHi Hi;kUkjj2F k 6= j;
ea = [ea1 : : :eaK ]T , U = [jjU1jj2F : : : jjUK jj2F ]T and ea  <+ due to the properties
of the matrix Y.
Summing up all rows of (4.2.15), we obtain
KX
i=1
ea2i jjVijj2F = KX
i=1
jjUijj2F ()
KX
i=1
jjTijj2F =
KX
i=1
jjUijj2F (4.2.18)
This means that the total power consumption is the same during the conver-
sion from the downlink to the uplink. It is proven that both links, downlink
and uplink, have the same achievable MSE region under a sum power con-
straint.
4.3 Uplink and Downlink MMSE Receiver Filter Matrices
In this subsection, the uplink and downlink MMSE receive lters are ob-
tained for a given set of transmit lters in both the links. Please note that
the relay transceiver has already been absorbed into the channel Hi;j .
In the downlink channel, for a xed transmit precoder Uk, the optimum
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linear receiver Vk, that minimizes each user's MSE "k is:
Vk = Z
 1
DLkHk;kUk 8k (4.3.1)
where ZDLk =
PK
i=1Hk;iUiU
H
i H
H
k;i+ I. The MMSE of user k, when it uses
the optimum Vk is then written as
"DLk (U) = Tr(I UHk HHk;kZ 1DLkHk;kUk) (4.3.2)
Similarly, for the virtual uplink channel, for a xed transmit lter Tk, the
MMSE receiver lter is given by
Rk = Z
 1
ULkH
H
k;kTk 8k; (4.3.3)
where ZULk =
PK
i=1H
H
i;kTiT
H
i Hi;k + I. The kth user MSE is written as
"ULk (T) = Tr(I THk Hk;kZ 1ULkHHk;kTk): (4.3.4)
4.4 MSE Alternating Optimization Framework for Peer-to-Peer
Networks
By applying the above shown duality for a peer-to-peer network, MSE opti-
mization problem can be solved by optimizing the MSE values of the equiv-
alent uplink system. However, in peer-to-peer networks, complexity of the
equivalent uplink problem is still high, since downlink MSEs, "DL1 ; : : : ; "
DL
K
are all coupled by the choice of the transmit lters U1; : : : ;UK , while the
uplink MSEs are coupled by the lters T1; : : : ;TK . For this reason, the l-
ters using an alternating manner by switching between the equivalent uplink
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and downlink channels are optimized. The algorithm in this case is summa-
rized in Table I. Here the superscript (n) denotes the number of iteration
number.
Algorithm 1 Table I: Procedure for solving the problem in (4.2.1) via
alternating optimization between the uplink and the downlink
1. initialize: T0k = (
p
Pmax=MkK)I; 8k and choose maximal number
of iterations nmax
2. Repeat
3. n n+ 1
4. Uplink channel:
(a) For a given set of T
(n 1)
k ; 8k , update R(n)k ;8k using (4.3.3).
(b) Compute weight vector a(n) using (4.2.12).
5. Downlink channel:
(a) Update U
(n)
k ; 8k using (4.2.8).
(b) Compute receive lters V
(n)
k ; 8k using (4.3.1).
(c) Compute weight vector ea(n) using (4.2.17).
(d) Update transmit lters T
(n)
k using (4.2.14).
(e) Compute the weighted sum MSE, and denote this "n
6. Until j"n   "n 1j < 1, where 1 is stopping threshold.
4.5 Weighted Sum-MSE Optimization
In this section, it is demonstrated how the proposed duality can be applied to
the weighted sum MSE optimization problem (4.1.8). The matrices, Uk; 8k,
Vk; 8k andW that minimize the weighted sum-MSE as in (4.1.8), subject to
a transmit sum-power constraint PT  PTmax and a relay-power constraint
PR  PRmax cannot be found using a closed form. However, given the relay
matrix W, the transmit matrix Uk; 8k and the receive lters Vk;8k can be
calculated by using the above alternating optimization algorithm, based on
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the MSE duality. Then for a given set of transmit and receive lters, the
optimum relaying matrix W can be obtained using interior point methods,
as this problem is convex.
4.5.1 Deriving Transmit and Receiver Filters for a xed Relaying
Matrix
The aim in this section is to minimize the weighted sum-MSE of a peer-to-
peer relay network for a xed relaying matrix. The transmit and receive
lters cannot be optimized jointly. This leads to optimizing the lters using
an alternating way by switching between the uplink and the downlink. The
scaling factors from (4.2.12) and (4.2.17) need not to be calculated from
the duality according to the previous section. They can be calculated using
the Lagrangian function associated with (4.2.1). The motivation for this
approach is to achieve lower computational complexity.
The Lagrangian function of the optimization problem (4.2.1) is:
L(U; ) =
KX
k=1
wkMk  
KX
k=1
wkTr(U
H
k H
H
k;kZDLkHk;kUk)
+(
KX
k=1
jjUkjj2F   PTmax) (4.5.1)
where  > 0 is the Lagrange multiplier associated with the total transmit
power constraint. It is apparent that the precoding lters Uk satisfy the
Karush-Kuhn-Tucker (KKT) conditions of (4.2.1). So dierentiating (4.5.1)
with respect to Uk yields:
@L
@U
= Uk   wkHHk;kZ 1DLkHk;kUk
+
KX
i=1
wiH
H
i;kZ
 1
DLiHi;iUiU
H
i H
H
i;iZ
 1
DLiHi;kUk (4.5.2)
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According to the rst-order KKT condition:
Uk = wkH
H
k;kZ
 1
DLk(
KX
i=1
i6=k
Hk;iUiU
H
i H
H
k;i + I)Z
 1
DLkHk;kUk
 
KX
i=1
i6=k
wiH
H
i;kZ
 1
DLiHi;iUiU
H
i H
H
i;iZ
 1
DLiHi;kUk (4.5.3)
Multiplying (4.5.3) with UHk from the left and taking its trace, it can be
noticed that wk satises the same linear system of equations as the scalars
eak of the downlink-uplink conversion except from a constant 2
k
0
. Therefore,
the following relation is obtained
ea21
w1
=
ea22
w2
= : : : =
ea2K
wK
(4.5.4)
From (4.5.4), (4.2.16) does not need to be solved for the downlink-uplink
transformation, as ea1;ea2; : : : ;eak have already been determined by the rela-
tionship eak = ea0pwk, where ea0 is chosen such that Uk satises the transmit
power constraint in the downlink. In the same way, using the KKT condi-
tions of the weighted sum-MSE for the uplink and following the same ap-
proach, a1; a2; : : : ; ak can be determined by setting ak = a0
p
wk, where the
coecient a0 is determined from the transmit power constraint in the uplink.
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4.5.2 Deriving Relay Transceiver for xed Transmit and Receiver
Filters
For a given transmit lter Uk and receive lter Vk, the relaying matrix W
can be obtained by reformulating problem (4.2.1) as:
min
W
KX
k=1
wk
h
Tr(IMk)  2real

Tr(VHk G
0
kWFkUk)

+
Tr(VHk G
0
kWRrW
HG
0H
k Vk)
i
s.t. Tr(WRrW
H)  PRmax (4.5.5)
where Rr = (
PK
i=1FiUiU
H
i F
H
i + 
2
nrI) and the relay power is denoted as
Pr = EfxHr xrg = Tr(WRrWH). By setting w = Vec(W), where V ec is
an operator that forms a vector by stacking the columns of a matrix and by
using the matrix identity: trace(ATH) = (Vec(A))TVec(H), (4.5.5) can be
equivalently expressed as:
min
w
KX
k=1
wk
h
Mk   2real

Vec(GTkV

kU
T
kF
T
k )w

+wH

(R
1
2
r 
VTkG
0
k)
T (R
T
2
r 
VHk Gk)

w
i
s.t. wH(R
1
2
r 
 I)T (R
T
2
r 
 I)w  PRmax (4.5.6)
where 
 denotes the Kronecker product. The above problem is a SOCP and
can be solved using interior point methods [138].
Now the original weighted sum-mse minimization problem (4.2.1) can be
solved using an iterative algorithm as shown in Table II. Based on the above,
the overall algorithm to determine Uk, Vk andWk is summarized as below.
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Algorithm 2 Table II: Weighted Sum-MSE Algorithm for MIMO Peer-
to-Peer Relay Network via Alternating Optimization between Uplink
and Downlink and SOCP Optimization
1. initialize: T0k = (
p
Pmax=MkK)I; 8k and W0 = bI, where b is
chosen to satisfy the relay power constraint. Choose the maximal
number of iterations nmax, mmax.
2. Repeat
3. m m+ 1
(a) Repeat
(b) n n+ 1
(c) Uplink channel:
i. For a given set of precoder T
(n 1)
k ;8k and relay matrix
W(n 1), nd R(n)k ; 8k using (4.3.3).
ii. For Uplink/Downlink conversion compute a0 =q
PTP
iTr(wiTHi Hi;iZ
 2
ULiH
H
i;iTi)
iii. Find a
(n)
k = a0
p
wk;8k
(d) Downlink channel:
i. Update U
(n)
k ; 8k using (4.2.8).
ii. Compute receive lters V
(n)
k ; 8k using (4.3.1).
iii. For Downlink/Uplink conversion compute ea0 =q
PTP
iTr(wiUHi Hi;iZ
 2
DLiH
H
i;iUi)
iv. Find a
(n)
k = ea0pwk;8k
v. Update transmit lters T
(n)
k using (4.2.14).
(e) Until j"n   "n 1j < 1
4. For a given transmit lter U
(m 1)
k and receive lter V
(m 1)
k , com-
pute W(m) using (4.5.6)
5. Compute the weighted sum MMSE and denote this n
6. Until jn   n 1j < 2, where 2 is a stopping threshold.
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4.6 Convergence Analysis
In this section, the convergence of the algorithm shown in Table II is demon-
strated. Consider an arbitrary iteration number n. First consider the in-
ner repeat loop (3) for the design of transmitter and receiver lters. Step
3c returns the receiver lters R
(n)
k ;8k, which were aimed at minimizing the
weighted sum-MSE for given transmit ltersT
(n 1)
k ;8k, relay matrixW(n 1)
and a total power limit Pmax. Let the minimum weighted sum MSE obtained
at this stage (n;step3c).
At step 3d(i) and the design of the transmit lters U
(n)
k ; 8k, the MSE
duality ensures that the same weighted sum MSE (n;step3c) can be achieved
with the same total transmit power Pmax in the downlink. In step 3d(ii),
using these transmit lters U
(n)
k ; 8k, the receiver lters V(n)k ;8k, have been
designed so that the minimum weighted sum-MSE value should be further
reduced, i.e. (n;step3d(ii))  (n;step3c).
In step 3d(v), the transmit lters Tnk ; 8k and the same receiver lters
Rnk ;8k achieve the same weighted sum-MSE, (n;step3d(v)) = (n;step3d(ii)).
For the subsequent iteration n+1, step3c minimizes further the weighted
sum-MSE by choosing optimal R
(n+1)
k ; 8k for given T(n)k ; 8k, (n+1;step3c) 
(n;step3d(v)).
As a result, the weighted sum-MSE value monotonically decreases at
each iteration. However, since there is a total power limit, the weighted
sum-MSE  converges to a limit as n ! 1.It was shown so far that for
the inner-loop, at each iteration the sum-MSE decreases monotonically and
converges. Let us now look at the outer loop for the design of the relay.
At step 4, for a given set of transmit ltersU
(m 1)
k ; 8k and receiver lters
V
(m 1)
k ; 8k, the optimal relay lterW(m); 8k is chosen so that the sum-MSE
value is reduced further, i.e. (m;step4)  (m 1;step4). Since there is a relay
power constraint, the weighted sum-MSE value  must converge to a limit
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as m!1. This concludes the proof that the weighted sum-MSE decreases
monotonically and the iterative algorithm converges.
However, since the overall problem (4.1.8) is not convex, the global op-
timality of Algorithm I cannot be guaranteed. In general, dierent initial-
izations may aect the convergence speed and the minimum weighted sum-
MSE value of Algorithm I. The initial values of transmit lters Tk; 8k can
be chosen as matrices containing the right singular vectors of the channels
for better convergence instead of choosing random matrices.
4.7 Simulation Results
A number of simulations was performed to characterize the performance of
the proposed scheme under various scenarios. In all simulations, the ele-
ments of the channel matrices Fk, Hk and Gk are assumed to be circularly
symmetric complex Gaussian random variables with zero mean and unity
variance per dimension. Also, in all simulations, we have assumed two peer-
to-peer users, each employing two antennas at the transmitter and receiver,
hence allowing two simultaneous data streams for each user.
For the rst simulation, the total power at the transmitters was set to
unity and the power available at the relay to 10W. A set of random channels
was generated and the achieved MMSE was computed for dierent num-
ber of antennas at the relay as shown in Figure 4.4. The results have been
shown for two dierent values of noise variances 0.01W and 0.001W. Both
relay and user terminals have identical noise variances. To generate results
for dierent number of relay antennas, the simulation started by choosing
random channel matrices Fk, Hk and Gk for the case of six antennas at the
relay and then the rest of the simulations has been performed by reducing
the dimensions of the initial matrices according to the number of relay an-
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Figure 4.4. The sum MMSE against number of antennas at the relay
for a network with 2 users on both sides equipped with 2 antennas each.
PT=1W, PRmax=10W
tennas required. The stopping criterion for the iteration was 1; 2 = 0:005
and approximately four to eight iterations have been observed. As seen in
Figure 4.4, the MMSE value decreases as the number of antennas at the
relay increases. As there are two users transmitting two data streams each,
the relay needs at least four antennas to perform satisfactory spatial mul-
tiplexing, as such the MMSE value drops signicantly beyond the use of
four antennas. When there is adequate number of antennas at the relays,
the achieved MMSE is of the order of the variance of the noise, conrming
satisfactory performance of the proposed iterative method.
According to the proposed iterative method, the relay matrix had to
be initialized when designing the transmitter and receiver lters in the rst
iteration. For the above simulation, the relay matrixW has been initialized
with randomly generated circularly symmetric complex Gaussian variables.
However, as the overall problem is non-convex, the algorithm is not expected
to converge to the same nal MMSE value for dierent initializations. In
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Figure 4.5. The histogram of the nal sum MMSE due to dierent
random initializations of the relay matrix. The results are shown for
two dierent noise variances 0.01W and 0.001W.
order to investigate the susceptibility of the algorithm for dierent initial-
izations, the above simulations have been performed for 25 dierent random
initializations and the histogram of the nal sum MMSE values obtained has
been plotted. The number of antennas at the relay is ve. The histograms
are shown separately for two dierent noise variances 0.01W and 0.001W.
As seen in Figure 4.5, the nal MMSE values dier only slightly for dierent
random initializations of the relay matrices. Moreover, the higher MMSE
values occur only with small probabilities.
Finally, the sum MMSE for various values of SNR has been computed.
The simulation scenario was set the same as before, i.e. two users, two an-
tennas at the transmitter and receiver and ve antennas at the relay. The
SNR (SNR1) of the link from the transmitters to the relay has been set at
30dB and the SNR (SNR2) of the link between the relay and the users has
been varied. SNR1 has been dened as the ratio of the total transmitter
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Figure 4.6. The sum MMSE against SNR of the relay-user terminal
link, averaged over 10 set of random channels. The results are shown
for sum MMSE of both users and sum MMSE of user 1 and user 2.
SNR of transmitter-relay link was set to 30dB.
power and noise variance at the relay and SNR2 as the ratio between the
relay power and the noise variance at the user terminals. To obtain 30dB
for the rst link (SNR1), the transmitter power was set to unity (W) and
the noise variance at the relay to 0.001 W. In order to change SNR2, the
relay power has been varied but the noise variance has been set at both user
terminals to 0.001W. Ten monte-carlo simulations have been performed for
various random channels and averaged the sum MMSE values. The average
sum MMSE of all users as well as averaged sum MMSE of each users (i.e.
summed over multiple data streams for each user) is depicted in Figure 4.6.
As seen in Figure 4.6, the sum MMSE decreases as the SNR increases. More-
over, even though sum MMSE has been considered as the design criterion,
both users attain more or less the same averaged sum MMSE values over a
set of random channels ensuring a degree of fairness.
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4.8 Conclusion
Based on the derivation of the mean square error uplink-downlink duality
for a MIMO peer-to-peer relay network, a transmitter, receiver and relay de-
sign technique has been proposed. The algorithm was based on an iterative
method and second order cone programming. The simulation results demon-
strate satisfactory performance in term of achievable mean square error and
susceptibility to local minimum.
Chapter 5
A COORDINATED
MULTIUSER RELAYING
TECHNIQUE THROUGH
INTERFERENCE PRECODING
AT THE BASE STATION
A new precoder design technique for a cooperative BS and relay station
network is proposed. The system model considered is a BS serving a number
of users directly and another set of users through a MIMO wireless relay. A
set of beamformers are designed at the relay and the BS to achieve a set of
target rates for users. Most of the works on relay design have not focused on
the backhaul overhead required in terms of transmission of the data from the
BS to the relay. The work in [150], however, proposed a clever optimization
approach to include this overhead in the design of BS and relay transceivers.
A set of beamformers for BS and relay was designed while ensuring the users
served by the BS and the relay achieve a set of target data rates and the
data throughput from BS to relay is no less than the sum data rate of users
served by the relay. Inspired by this work in [150], a technique is proposed
121
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Figure 5.1. Block diagram of a cellular relay system consisting of one
BS, one MIMO Relay and a number of users served by either BS or
relay.
in this chapter to improve the network power usage of this coordinated BS
and relay scheme by exploiting the knowledge available at the BS in terms
of the interference caused by the relay transmission. The benet of the
proposed scheme is demonstrated in terms of transmission power usage by
the simulation results.
5.1 System Model
A downlink multiuser network in a cellular relay as depicted in Figure 5.1
is considered with a single BS, a DF based relay in half duplex mode and
users attached to BS and relay denoted by the set B and R respectively.The
transmitters are assumed to have complete CSI, and there are jB [Rj = K
number of users with single-antenna, where j:j is the cardinality of a set.
The BS and relay are equipped with NB and NR antennas, respectively. The
communications between the BS, the relay and the users are established in
two time-slots. In the rst time slot (TS1), the BS is concurrently sending
independent information to its jBj single-antenna users and to the relay.
The channel Hb;r between the BS and the relay is assumed to be of rank
Section 5.2. Beamformer design with interference precoding 123
NL = minfNB; NRg, thus allowing up to NL data streams to be transmitted
to the relay. The relay decodes the received signal relevant to its assigned
users and during the second time slot, it transmits the decoded messages to
jRj users. At the same time, in the second time slot, the BS also transmits
new independent messages to its jBj users. Consequently, both the users
belonging to BS and relay experience interference in the second time slot.
The work in [150] presented joint beamformer design and power allocation
techniques for BS and relay so that users served by both the BS and the
relay achieve a set of target data rates. To avoid an iterative design and
to maintain low complexity, the work in [150] suggested performing singular
value decomposition of Hb;r and set the receiver lter of the relay at the
rst time slot as the left singular vectors of Hb;r. In this case, the output
of the relay can be considered as NL single antenna users. So, in rst time
slot, the problem is reduced to designing NL + jBj number of beamformers
to serve jBj users and the relay. In the second time slot, the BS transmits
data to its jBj users and the relay transmits data to its jRj users. Hence,
beamformers are required at the BS and the relay to ensure the users belong
to the BS and relay attain certain data rate targets. However, the design of
the beamformers should incorporate a constraint that the data rate achieved
between the BS and the relay in the rst time slot should be equal to the
sum rate of users served by the relay in the second time slot.
5.2 Beamformer design with interference precoding
When designing the beamformers for BS in the second time slot, the work in
[150] considered the signal transmitted by the relay as interference. However,
the information transmitted by the relay in the second time slot is the very
same information that was conveyed to the relay by the BS in the rst
time slot. Hence, the interference induced at the receiver of users served
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by the BS is already known at the transmitter. Therefore, this knowledge
of the interference structure is exploited at the transmitter (BS) to design
beamformers which is the main focus of the work presented in this chapter.
The optimization required in the rst time slot will remain the same as
in [150], however, optimization of the proposed algorithm will be dierent
in the second time slot due to interference precoding. For completeness, the
optimization for the rst time slot is summarized before proceeding to the
second time slot. In the rst time slot, the BS transmits signal to both the
users attached to it and to the relay by processing the signal through a set
of beamformers, w
(1)
b;k 2 CNB1; k = 1;    ; jBj and w(1)b;r;l 2 CNB1; l =
1;    ; NL, designed through the following optimization:
min
w
(1)
b;k;w
(1)
b;r;l;
Rl
jBjX
k=1
jjw(1)b;k jj2 +
NLX
l=1
jjw(1)b;r;ljj2
s.t.  
(1)
k  2Rk   1; 8 k 2 B
 
(1)
l  22
Rl   1; l = 1;    ; Nl
NlX
l=1
Rl =
jRjX
j=1
Rj (5.2.1)
where the parenthesis (t) denotes time slot t,  
(1)
k is the signal-to-interference
plus noise ratio (SINR) achieved by user k 2 B and  (1)l is the SINR achieved
through the lth spatial sub channel between the BS and relay. Both the  
(1)
k
and  
(1)
l are functions of w
(1)
b;k and w
(1)
b;r;l [150]. The last constraint ensures
that the data rate of the BS-relay link is equal to the sum-rate of the users
attached to relay. For a given set of Rl, the overall optimization problem
is SOCP, however, it is necessary to determine the optimum split of data
throughput (i.e. Rl) through the BS-relay channel, which can be achieved
iteratively through GP together with signomial approximation [150]. In the
second time slot, the BS transmits signal to only its jBj users while the relay
transmits signal to its jRj users. The users attached to BS will receive signals
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transmitted by both the BS and the relay. The work in [150] considered the
relay signal at the BS users' terminals as interference in the optimization.
However, as the BS knows the messages transmitted by the relay to its users
(which were transmitted by the BS to the relay in the rst time slot), the BS
could aim to cancel the interference seen by its own users in the second time
slot by performing the following linear preprocessing at the transmitter:
x
(2)
B =
jBjX
k=1
w
(2)
b;ks
(2)
b;k +
jRjX
k=1

(2)
b;ks
(2)
r;k (5.2.2)
where 
(2)
b;k 2 CNB1 is an interference precoding vector aimed at mitigating
interference caused by the relay to the users k 2 B served by the BS and
w
(2)
b;k 2 CNB1 are the beamformers for the users attached to BS. xB is the
signal transmitted by BS in the second time slot. In this case, the received
signal at the kth BS user can be written as
y
(2)
k =
jBjX
i=1
hb;b;kw
(2)
b;i s
(2)
b;i +
jRjX
i=1
(hb;b;k
(2)
b;i s
(2)
r;i + hr;b;kw
(2)
r;i s
(2)
r;i ) + n
(2)
k
(5.2.3)
where w
(2)
r;i 2 CNR1 are the beamformers at the relay for its users. The
subscripts b and r indicate the channel considered corresponds to BS and
relay respectively. For example, hr;b;k denotes the channel vector of the
kth stream (considered as the kth user) from the BS to the relay. s
(2)
b;k
and s
(2)
r;k are the normalized complex data symbols transmitted from the
BS and relay, while n
(2)
k is circularly symmetric additive white Gaussian
noise with zero mean and variance 2k. The optimization is expected to
determine an appropriate set of interference precoders 
(2)
b;k , in addition to the
beamformers w
(s)
b;k and w
(2)
r;k to ensure that the users achieve the target data
rates with minimum possible transmission power. Since the same signal s
(2)
r;k
is transmitted from both the BS and the relay, we dene augmented vectors
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~w
(2)
k = [
(2)T
b;k ;w
(2)T
r;k ]
T and ~hk = [hb;b;k hr;b;k] in order to write (5.2.3) as:
y
(2)
k =
jBjX
i=1
hb;b;kw
(2)
b;i s
(2)
b;i +
jRjX
i=1
~hk ~w
(2)
i s
(2)
r;i + n
(2)
k (5.2.4)
Hence, the SINR of the above kth user can be written as
 
(2)
k =
jhb;b;kw(2)b;k j2
jBjP
i=1
i6=k
jhb;b;kw(2)b;i j2 +
jRjP
i=1
j~hk ~w(2)i j2 + 2k
(5.2.5)
The signal received by users served by relay can be written as
y
(2)
k =
jRjX
i=1
(hr;r;kw
(2)
r;i s
(2)
r;i + hb;r;k
(2)
b;i s
(2)
r;i ) +
jBjX
i=1
hb;r;kw
(2)
b;i s
(2)
b;i + n
(2)
k
(5.2.6)
In the second time slot, the BS could also help the users served by the relay
by coherent transmission of messages s
(2)
r;i . However, since the channel gains
from BS to relay users are likely to be very small (otherwise these users are
not needed to be served by the relay) and since the relay users will experience
considerable delay on signals from BS as compared to signals coming from
relay, it is not viable to coherently add the signals transmitted by BS and
relay at the receiver of the relay users. Hence, the signals transmitted by
the BS, including 
(2)
b;i s
(2)
r;i that was intended to cancel BS user interference
is considered as interference to relay users. Therefore, the SINR of the relay
users k 2 R is written as:
 
(2)
k =
jhr;r;kw(2)r;k j2
jRjP
i=1
i6=k
jhr;r;kw(2)r;i j2 +
jRjP
i=1
jhb;r;k(2)b;i j2 +
jBjP
i=1
jhb;r;kw(2)b;i j2 + 2k
(5.2.7)
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Since (5.2.7) is written in terms of w
(2)
b;k , w
(2)
r;k and 
(2)
b;k , we write 
(2)
b;k and
w
(2)
r;k in terms of the optimization variable ~w as:

(2)
b;k = [INBNB 0NBNR ]~w
(2)
k =M1 ~w
(2)
k and
w
(2)
r;k = [0NRNB INRNR ]~w
(2)
k =M2 ~w
(2)
k .
Hence, the user-rate constrained power minimization problem for the second
time slot is written as:
min
w
(2)
b;k;~w
(2)
k
jBjX
k=1
jjw(2)b;k jj2 +
jRjX
k=1
jj~w(2)k jj2 , subject to
jhb;b;kw(2)b;k j2
jBjP
i=1
i6=k
jhb;b;kw(2)b;i j2 +
jRjP
i=1
j~hk ~w(2)i j2 + 2k
 2Rk   1; 8 k 2 B
jhr;r;km2 ~w(2)k j2
jRjP
i=1
i6=k
jhr;r;kM2 ~w(2)i j2 +
jRjP
i=1
jhb;r;kM1 ~w(2)i j2 +
jBjP
i=1
jhb;r;kw(2)b;i j2 + 2k
 22Rk   1; 8 k 2 R (5.2.8)
The above optimization can be solved using SOCP and b;k, wr;k can be
obtained from ~wk. This proposed scheme requires symbol level synchroniza-
tion between BS and relay transmission, however this is not impossible as
both the BS and relay as well as all users belong to the same network, and
the BS will have direct control channels to relay and the users attached to
it. Technical requirement and benets of coherent multi-point transmission
have been investigated in [151] and references therein.
As the overall problem has been approximated to convex, the complexity
is polynomial time. The overall complexity is limited by the complexity of
SOCP. Compared to the work in [150], the extra complexity of the proposed
method is due to the increased dimension of the optimization variable (i.e.
~w instead of wr). Assuming NB  NR, the worst case complexity of the
algorithm in [150] is O(K1:5(2NB)
3) whereas it is O(K1:5(2(NB+NR))
3) for
the proposed algorithm, [152].
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For a given set of users, optimum allocation of users to BS and relay is a
combinatorial optimization problem which is NP hard. However, a subopti-
mum solution was proposed in [150] which assumed zero interference between
users, however, for both methods proposed here and in [150] that were based
on SOCP allow interference between users in the SINR formulation. For both
these cases, the user allocation algorithm in [150] can still be used, but they
will be suboptimum. If the complexity is tolerable, it is possible to develop
user allocation based on mixed integer programming and SOCP based on
branch and bound method as similar to the work in [153]. The complexity
can be reduced further by allocating users that have strong channel gains
to either BS or relay to the corresponding transmitters and performing op-
timization only for those users whose channel gains are approximately the
same to either BS or relay.
5.3 Simulation Results
In order to assess the performance of the proposed design using the in-
terference precoding and compare this with the design proposed in [150] a
scenario where BS and relay are equipped with 4 and 2 antennas respectively
and both BS and relay serve two single-antenna users each is considered. A
set of random channels using zero mean complex Gaussian random variables
has been generated. The average channel power gain from BS to relay, the
BS to its users and the relay to its users was set to one. The channel gain
from BS to users assigned to relay was set to 0.01, however for the rst
simulation an additional value of 0.1 was also considered for this channel
as well as the channel gain from relay to users served by the BS was set to
0.1 . In Figure 5.2, the required total transmission power (in dB) against
the users' target data rates (in bits/sec/Hz) is depicted with and without
interference precoding. As target rate increases, a substantial reduction in
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Figure 5.2. The total transmission power against various target data
rates.
transmission power using our proposed scheme is observed. For example, at
4 bits/sec/Hz, a power saving of up to factor 10 is achieved.
For the second simulation, the channels have been set the same as before
except that the average channel gain between the relay and the users served
by the BS has been varied from -20dB to 10dB. The target data rates for all
4 users were set to 9 and 5. The required transmission power for the pro-
posed scheme and the scheme that does not consider interference precoding
is depicted in Figure 5.3. As seen, the proposed design provides substan-
tial reduction in transmission power for a range of channel gains between
the relay and BS users. For example, at 0dB channel gain, for target rate
of 5 bits/s/Hz, we observe 15dB reduction in transmission power using our
scheme.
The BS to relay channel may introduce bit errors that may aect the
SINR of BS users in the second time slot due to mismatch between the
precoded interference and the true interference from relay. However, for
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Figure 5.3. The total transmission power against various interference
channel gains. The unit of target data rates is bits/sec/Hz
the DF relay, the relay should normally perform code redundancy check on
each packet and forwards the signals to the users only when packets are re-
ceived correctly, otherwise it should seek retransmission of packets from BS.
Therefore, by setting appropriate delay between BS transmission and relay
transmission of signals, the BS and relay could coordinate to avoid trans-
mission of precoded interference whenever relay does not transmit signals.
If for any reason, the relay forwards the signal without performing code re-
dundancy check check (e.g. for the case of voice packets or real time services
where delay is unacceptable), certain bits transmitted by relay may be in
error. Consequently, the interference precoding performed at the BS may
not match exactly the interference seen from relay at the BS user terminals.
In this case, the SINR achieved at the BS users will be lower than the target
SINR. Normally, the BER will be very small due to forward error control
Section 5.3. Simulation Results 131
coding. However, in order to consider a worst case scenario, a simulation to
include possible errors caused at relay is performed when the signal from the
BS to relay is transmitted without forward error control coding. The target
rate for the 2 users attached to relay is set as 1bit/s/Hz and 0.5 bit/s/Hz
respectively. Since, only one out of two time slots is used for relay users,
the capacity of BS to relay channel should be above 3bits/s/Hz. The SINR
required to achieve this is 7 (i.e. 8.4510 dB). Hence Eb/No is 3.6797 dB.
Considering 8 phase-shift-keying modulation for the BS-RS transmission and
using the BER formula (BER = 2log2MQ(
q
2EbN0 log2Msin(

M ))), M = 8, the
BER is computed as 0.15. A packet of 300 bits has been considered; 200
bits for the relay user 1 and 100 bits for the relay user 2. From relay to
the rst user, a quadrature phase shift keying modulation has been consid-
ered and for the other user a binary phase shift keying modulation. With
0.15 BER and assuming grey coding, 15 quadrature phase shift keying and
15 binary phase shift keying symbols are in error. These errors have been
randomly generated and the true SINR achieved at the BS user terminals
using the beamformer designed has been computed. As the achieved SINR
is lower than the target SINR, the target SINR of the users attached to
the BS has been increased in the optimization until the data rate achieved
meets the target rate in the presence of bit errors. The average transmission
power required for 300 dierent random realizations of channels has been
computed and the result has been compared with our scheme (assuming no
error propagation) and with the scheme of [150]. As seen in Figure 5.4, even
in the presence of errors, the proposed scheme achieves the target rates with
substantially lower transmission power. Having presented the worst case sce-
nario, it should be highlighted that the signals should be transmitted with
appropriate forward error control coding, and the SINR operating points
are normally set slightly above the theoretical SINR value obtained from
the Shannon capacity. This together with advanced forward error control
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coding such as Turbo codes will result into arbitrarily small BER, e.g., in
the range of 10 3 to 10 6 [154]. To account for this possible scenario, our
simulation has been repeated with a lower BER than the uncoded BER of
0.15. Even though, it is possible to get very low BER with forward error
control coding such as Turbo codes, once again a worst case scenario has
been considered by setting the BER as 0.01, and obtained the result as in
Figure 5.4. As seen, the required transmission power is very close to as if
there is no error in relay transmission.
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Figure 5.4. The total transmission power against various target data
rates for BS users, averaged over 300 random channel realizations.
5.4 Conclusion
An interference pre-subtraction based design technique for coordinated BS
and relay beamforming has been proposed. Since the interference introduced
by the relay to the users served by the BS is known to the BS, the BS is
able to mitigate the interference seen by its users through interference pre-
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cancelation. The proposed method outperforms the coordinated BS and
relay beamforming technique that does not consider interference precoding
at the transmitter, in terms of transmission power for a wide range of target
data rates.
Chapter 6
A BASESTATION
BEAMFORMING TECHNIQUE
USING MULTIPLE SINR
BALANCING CRITERIA
A coordinated multi-cell beamforming technique for SINR balancing under
multiple BS power constraints is proposed in this chapter. Instead of bal-
ancing SINR of all users in all cells to the same level, a new approach to
balance SINR of users in various cells to dierent maximum possible val-
ues is proposed. This has the ability to allow users in cells with relatively
more transmit power or better channel condition to achieve a higher bal-
anced SINR than that achieved by users in the worst case cells. According
to the proposed approach, rst, minimum SINR of all users in all cells is
maximized. After this optimization, certain BSs may not use all of their
transmission power. Hence, a subsequent optimization to design beamform-
ers is proposed to enable users in the BSs that have excess power to maximize
their balanced SINR values while keeping the SINRs of users in other BSs
unchanged. This problem is solved using SINR constraint based SINR bal-
ancing techniques with multiple linear power constraints.
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6.1 Signal Model and Problem Formulation
A multi-cell multiuser downlink beamforming design problem with N cells
that operate in the same frequency band is considered. At each cell, a BS
consisting of M antennas performs spatial multiplexing through beamform-
ing and transmits signals simultaneously to K single-antenna terminals. Let
si;j denote the information symbol for the jth user in the ith cell, with
Efjsi;j j2g = 1, ui;j 2 CM1 is the associated unity-norm beamformer vec-
tor (i.e., jjui;j jj2 = 1, 8 i, j ) and pi;j is the power allocated to the jth user
in the ith cell. Moreover, pi = [pi1    piK ]T and p = [pT1   pTN ]T is intro-
duced. Let Ui = [ui;1   ui;K ] 2 CMK denote the beamforming matrix
for the users in the ith cell and U 2 fU1;U2;    ;UNg denotes the set of
all beamforming matrices. The received signal at the jth user in the ith
cell consists of the desired signal, intra-cell and inter-cell interference, as
expressed by
yi;j =
KX
k=1
hHi;i;j
p
pi;kui;ksi;k +
NX
m=1
m6=i
KX
l=1
hHm;i;j
p
pm;lum;lsm;l + ni;j ;
(6.1.1)
where hm;i;j denotes the channel vector from the BS of the mth cell to the
jth user in the ith cell and ni;j is the complex additive white Gaussian noise
(AWGN) with zero mean and variance 2i;j ; i:e:; ni;j s CN (0; 2i;j). Fig. 6.1
illustrates the system model.
Let Pmaxi be the maximum possible transmit power of the ith BS.
Then it should hold that 1TKpi  Pmaxi . By dening Ri;i;j , hi;i;jhHi;i;j , the
downlink SINR for the jth user in the ith cell is expressed as
 DLi;j =
pi;ju
H
i;jRi;i;jui;jPK
l=1
l 6=j
pi;lu
H
i;lRi;i;jui;l +
PN
m=1
m6=i
PK
l=1 pm;lu
H
m;lRm;i;jum;l + 
2
i;j
:
(6.1.2)
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Figure 6.1. Multicell wireless network
The goal is to jointly optimize the beamformers U and the power allocation
vector p of all cells, so that the SINRs of users in each cell are balanced and
maximized. Let ti be the balanced SINR of the users in the ith cell. The
problem of interest can be stated as
max
U;p0
ti ; 8i 2 f1; 2;    ; Ng (6.1.3a)
s.t. min
1jK
 DLi;j (U;p)
i;j
 ti; 8i (6.1.3b)
1TKpi  Pmaxi ; 8i; (6.1.3c)
where i;j is a priority factor for user j in the ith cell. It should be high-
lighted that all available works in the literature so far considered t1 = t2 =
   = tN = t, i.e., SINRs of all users in all cells are balanced to an identical
t value, however by considering dierent ti = 1; 2;    ; N , we aim to balance
SINRs of all users in various cells to dierent possible maximum values.
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6.2 SINR-Balancing in the Coordinated Multi-cell
The rst stage of the proposed algorithm aims to balance the SINR of all
users in all cells. This is achieved using the SINR balancing techniques
proposed, for example, [17], [155] and [156]. For the purpose of completeness
and to facilitate development of the proposed algorithm in Section IV, the
SINR balancing technique for multi-cell beamforming is summarized in this
section. The minimum SINR of users in any cell is maximized, subject to
an upper bound on the transmit power as follows:
max
U;p0
min
i;j
 DLi;j (U;p)
i;j
(6.2.1a)
s.t. 1TKpi  Pmaxi ; 8i: (6.2.1b)
The multiple per-BS power constraints in (6.2.1b) can be put into a single lin-
ear constraint by introducing auxiliary variables ai 2 R+ as
PN
i=1 ai(1
T
Kpi 
Pmaxi )  0. The auxiliary variables need to be adapted using a subgradient
method as described in [156]. Dening a vector a = [a11
T
K    aN1TK ]T and
a scalar Pmax ,
PK
i=1 aiP
max
i , the problem in (6.2.1) can be restated as
max
U;p0
min
i;j
 DLi;j (U;p)
i;j
(6.2.2a)
s.t. aTp  Pmax: (6.2.2b)
This problem can be solved iteratively using the following three sub-problems:
downlink power allocation, uplink power allocation and beamforming design.
6.2.1 Downlink Power Assignment for a given set of Beamformers
Let ep be the optimal power allocation for the problem in (6.2.2). At the
optimum, the inequality constraint should be satised with equality [17].
Hence for a given set of beamformers eU, the optimization in (6.2.2) should
Section 6.2. SINR-Balancing in the Coordinated Multi-cell 138
satisfy
 DLi;j (
eU; ep)
i;j
= DL(eU; Pmax); (6.2.3a)
aT ep = Pmax; (6.2.3b)
where DL(eU; Pmax) is the balanced SINR. Substituting the denition of
SINR given in (6.1.2) and using the method proposed in [17], the following
eigensystem can be constructed to determine the optimum downlink power
allocation ep:
264 D	 D
1
Pmaxa
TD	 1Pmaxa
TD
375ep
1

=
1
DL(eU; Pmax)
ep
1

; (6.2.4)
where D = blkdiagfD1;    ;DNg,
Dn = diag[(
n;1euHn1Rn;n;1eun1 )    ( n;KeuHnKRn;n;KeunK )],
 = [1   N ]T , n = [2n;1   2n;K ]T ;
	 =
266666664
	1 	2;1 : : : 	N;1
	1;2 	2 : : : 	N;2
...
...
. . .
...
	1;N 	2;N : : : 	N
377777775
; (6.2.5)
[	n]ki =
8>><>>:
euHniRnnkeuni if i 6= k; i = 1;    ;K; j = 1;    ;K
0 if i = k
(6.2.6)
and
[	l;n]ki =
euHliRlnkeuli k = 1;    ;K; i = 1;    ;K; l 6= n : (6.2.7)
where blkdiagfS1;    ;SMg denotes a block-diagonal square matrix with
S1;    ;SM as the diagonal square matrices and diagfa1;    ; aMg is a diag-
Section 6.2. SINR-Balancing in the Coordinated Multi-cell 139
onal matrix whose diagonal elements are a1;    ; aM .
6.2.2 Uplink Power Assignment for a given set of Beamformers
Designing beamformers directly in the downlink is dicult due to coupling of
all beamformer vectors and power allocation in the SINR equation of every
user. Hence, SINR uplink-downlink duality has been proposed in [17, 156]
which states that the set of SINRs achievable in the downlink can also be
achieved in a virtual uplink using the same set of beamformers under identi-
cal total power constraint. Using the results in [156], for the multiple linear
constraints as well, it can be shown that for a given set of beamformers eui;j ,
the downlink optimization problem in (6.2.1) is equivalent to the following
virtual uplink optimization problem:
maxeq0 mini;j
 ULi;j (eui;j ; eq)
i;j
(6.2.8a)
s.t. T eq  Pmax; (6.2.8b)
where  ULi;j is the uplink SINR of user j in the ith cell given by
 ULi;j =
eqi;jeuHi;jRi;i;jeui;j
euHi;j( KP
l=1
l 6=j
eqi;lRi;i;l + NP
m=1
m6=i
KP
l=1
eqm;lRi;m;l +
i)eui;j ; (6.2.9)
and 
i = aiI is the equivalent noise covariance matrix in the uplink, qi;j
is the virtual uplink transmit power allocated to the jth user in the ith
cell, eqi = [eqi1;    ; eqiK ]T and eq = [eqTi ;    ; eqTN ]T . Similar to the downlink
solution in (6.2.4), the uplink power allocation can be obtained by solving
the following eigensystem:
264 D	T Db
1
Pmax
TD	T 1Pmax
TDb
375eq
1

=
1
UL(eU; Pmax)
eq
1

; (6.2.10)
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where b = [b1;    ;bN ]T and
[bn]i =
euHni
ieuni n = 1;    ; N; i = 1;    ;K:
6.2.3 Beamformer Design for a Given Power Allocation
For a given uplink power allocation eq, beamformers in the uplink are de-
signed by solving the following generalized eigenvector problem
eui;j = argmaxui;j uHi;jRi;i;jui;juHi;jQijui;j ; s.t. jjui;j jj2 = 1:
where Qij =
KX
l=1
l 6=j
eqi;lRi;i;l + NX
m=1
m6=i
KX
l=1
eqm;lRi;m;l +
i; 8i;8j
(6.2.11)
6.2.4 Iterative Solution
The optimization in (6.2.1) is solved using an iterative algorithm. For a
given set of auxiliary variables a, the beamformers from (6.2.11) and the
power allocation from (6.2.10) are iteratively obtained until convergence.
From the uplink-downlink duality, the same SINR values can be achieved in
both the uplink and the downlink with the same set of beamformers and total
transmit power but with dierent power allocation. Hence, the beamformers
U that have been computed in the virtual uplink, are used in the downlink
to obtain the downlink power allocation using (6.2.4). In order to update
the auxiliary variables, a subgradient method is used as follows [156], [157]:
a
(m+1)
i = a
(m)
i + t(1
T
Kp
(m)
i   Pmaxi ); i = 1; 2;   N; (6.2.12)
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Algorithm 1
1) Initialize m( 0, n( 0, q(0), a(0), t, 
2) Repeat
3) m( m+ 1
4) Repeat
5) n( n+ 1
6) Solve (6.2.11) using q(n 1) to obtain eU(n 1)
7) Compute D(n 1), 	(n 1), b(n 1), using eU(n 1)
8) Solve (6.2.10) and obtain (n) and eq(n)
9) Until (n 1)   (n)  
10)  = (n) and eU = eU(n 1)
11) Obtain ep(m) using (6.2.4)
12) Update auxiliary variables using (6.2.12)
13) Until (6.2.13) is satised.
Table 6.1. Algorithmic solution of the SINR Balancing Problem
(6.2.1)
where t denotes the step size of the subgradient method. The algorithm
stops when the following criterion is satised
ja(m+1)i (1TKp(m)i   Pmaxi )j  ; i = 1; 2;   N; (6.2.13)
where  is a very small positive constant. The algorithm is summarized in
Table I. The quantities that are associated with the nth iteration are denoted
by the superscript (n). We also use the shorthand notation (n), which is
the inverse of the largest eigenvalue obtained in (6.2.10).
6.3 SINR-Balancing with per Basestation SINR-Target-Constraint
Once the SINR balancing is achieved as described in section III, at least
one of the BS power constraints must be active, i.e., at least one of the BSs
should be drawing the maximum possible transmit power. The rationale
behind this argument is that suppose at the optimum, if all BSs do not use
the maximum transmit power, the transmit power of all BSs can be scaled up
by a factor  > 1 until one of the BSs attains its full transmit power. Since
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SINR increases monotonically with increasing transmit power, the balanced
SINR will be increased. As the aim was to maximize the balanced SINR, at
least one of the BS power constraints must be active. Let us denote this BS
as l. The corresponding balanced SINR l obtained from Algorithm 1, is the
maximum SINR that this BS can achieve. At this stage, other BSs may not
have used all of their transmit power. Hence, a second stage optimization is
performed to enable other BSs to increase their balanced SINRs using their
remaining transmit powers while ensuring SINRs of all users' in the lth BS
are kept at l. Hence, the aim of the optimization problem is to maximize
minimal SINR of all users in all BSs except the lth BS, while keeping all
transmit power constraints and introducing an additional constraint that
the users in the lth BS should achieve a target SINR l as follows:
max
U;p0
min
i;j
 DLi;j (U;p)
i;j
; 8i; i 6= l; 8j (6.3.1a)
s.t.
 DLl;j (U;p)
i;j
 l; 8j (6.3.1b)
1TKpi  Pmaxi ; 8i: (6.3.1c)
The above optimization aims to maximize SINRs of users in the remaining
(N-1) BSs, while ensuring the balanced SINR of users in the lth BS is l.
At this stage, the BS l and possibly one of the remaining (N-1) BSs will use
the available transmit power fully. Let us denote the BS that uses its full
transmit power from the remaining (N-1) BS as l
0
and the corresponding
balanced SINR as l0 . It should be noted that l0  l. This is because if
l0 < l, then BS l
0
should have used all of its transmit power at the rst stage
of the optimization. This target SINR based SINR balancing beamforming
design is repeated until SINR of users in the last BS is maximized. At the
end of this repeated optimization, users in various BSs should have achieved
dierent levels of balanced SINR. Suppose we are at the N1th stage of this
repeated optimization. Also, without loss of generality, assume the rst N1
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BSs have achieved full use of their transmit power. Hence, the optimization
is formulated as maximizing the SINR of all users in all BSs except the
rst N1 BSs subject to the maximum transmit power constraints and SINR
target constraint for the users in the rst N1 BSs as follows:
max
U;p0
min
i;j
 DLi;j (U;p)
i;j
; i = N1 + 1;   N; 8j (6.3.2a)
s.t.
 DLi;j (U;p)
i;j
 i; i = 1;   N1; 8j; (6.3.2b)
1TKpi  Pmaxi ; 8i; (6.3.2c)
where  DLi;j (U;p) is the SINR of the jth user in the ith cell in the downlink,
which is given by (6.1.2) and i is the balanced SINR achieved by the ith
BS. First, the multiple linear constraints are put in (6.3.2c) into a single lin-
ear constraint by introducing the auxiliary variables b = [b11
T
K    bN1TK ]T .
These auxiliary variables are updated based on the subgradient method de-
scribed in [158]. Dening Pmax ,
PK
i=1 biP
max
i , the problem in (6.3.2) can
be written as
max
U;p0
min
i;j
 DLi;j (U;p)
i;j
; i = N1 + 1;   N; 8j (6.3.3a)
s.t.
 DLi;j (U;p)
i;j
 i; i = 1;   N1; 8j (6.3.3b)
bTp  Pmax: (6.3.3c)
Based on the uplink-downlink duality [17, 156], for a given set of auxiliary
variables, the dual uplink problem can be formulated as
max
U;q0
min
i;j
 ULi;j (U;q)
i;j
; i = N1 + 1;   N; 8j (6.3.4a)
s.t.
 ULi;j (U;q)
i;j
 i; i = 1;   N1; 8j (6.3.4b)
Tq  Pmax; (6.3.4c)
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where  ULi;j (U;q) is the uplink SINR, given by (6.2.9). Now, this problem can
be solved iteratively using the following three sub-problems: uplink power
allocation, downlink power allocation and beamforming design.
6.3.1 Uplink Power Allocation for a given set of Beamformers
As the rst step, for a given set of beamformers bui;j 8 i, j, in the uplink,
we determine the uplink power allocation bq. The optimal power allocation
should satisfy the following set of equations:
 ULi;j (bui;j ; bq)
i;j
= (bU; Pmax), i = N1 + 1;    ; N; 8j; (6.3.5a)
 ULi;j (bui;j ; bq)
i;j
= i(bU; Pmax), i = 1;    ; N1; 8j; (6.3.5b)
T bq = Pmax; (6.3.5c)
where (bU; Pmax) is the balanced SINR of users in the cells that have not
used their full transmit power. bqA = [bq1    bqN1 ]T is dened as the power
allocation of users in the rst N1 cells and bqB = [bqN1+1    bqN ]T as the
power allocation of users in the remaining cells. By evolving an earlier
approach [159] to write power allocation of a set of users in terms of power
allocation of the remaining users and solve the uplink power allocation in
(6.3.4), it can be shown from (6.2.9) and (6.3.5) that bqA and bqB satisfy
bqA = DA	AbqA +DA	BbqB +DAbA; (6.3.6a)
1

bqB = DB	CbqA +DB	DbqB +DBbB; (6.3.6b)
Pmax = TAbqA + TBbqB; (6.3.6c)
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where A = [1   N1 ]T , B = [N1+1   N ]T ,
DA = blkdiagf1D1;    ; N1DN1g, DB = blkdiagfDN1+1;    ;DNg,
	A =
266664
	1 : : : 	1;N1
...
. . .
...
	N1;1 : : : 	N1
377775 ; (6.3.7)
	B =
266664
	1;N1+1 : : : 	1;N
...
. . .
...
	N1;N1+1 : : : 	N1;N
377775 ; (6.3.8)
	C =
266664
	N1+1;1 : : : 	N1+1;N1
...
. . .
...
	N;1 : : : 	N;N1
377775 ; (6.3.9)
	D =
266664
	N1+1 : : : 	N1+1;N
...
. . .
...
	N;N1+1 : : : 	N
377775 ; (6.3.10)
bA = [b1;    ;bN1 ] and bB = [bN1+1;    ;bN ]. According to [159], (I  
DA	A) is invertible and (I DA	A) 1 is nonnegative. Therefore, bqA can
be written in terms of bqB as
bqA = (I DA	A) 1DA	BbqB + (I DA	A) 1DAbA: (6.3.11)
Substituting (6.3.11) in (6.3.6b), we can get
1

bqB = BbqB + t; (6.3.12)
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where
B = DB	C(I DA	A) 1DA	B +DB	D (6.3.13a)
t = DB	C(I DA	A) 1DAbA +DBbB (6.3.13b)
By substituting (6.3.11) into (6.3.6c), we obtain the following
cT bqB = Pmax   c; (6.3.14)
where
cT = TA(I DA	A) 1DA	A + TB (6.3.15a)
c = TA(I DA	A) 1DAbA: (6.3.15b)
Multiplying both sides of (6.3.12) by cT and using (6.3.14), we obtain
1

=
1
Pmax   cc
TBbqB + 1
Pmax   cc
T t: (6.3.16)
From (6.3.12) and (6.3.16), bqext = [bqTB 1]T satises
1

bqext =
264 B t
1
Pmax cc
TB 1Pmax cc
T t
375 bqext: (6.3.17)
Let
W(bU) =
264 B t
1
Pmax cc
TB 1Pmax cc
T t
375 (6.3.18)
In [159], it was also shown that the conditions
(DA	A)  1 (6.3.19a)
c  Pmax (6.3.19b)
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will imply that W(bU) is a nonnegative matrix.
According to the Perron-Frobenious theory [160], among all eigenvalues
ofW(bU), max(W(bU)) is the unique eigenvalue of maximum modulus. It is
real and positive and associated with a positive eigenvector bqext. Hence, bqB
can be obtained from bqext by scaling the elements such that the last element
is equal to one. Then bqA can be obtained using (6.3.11).
6.3.2 Beamformer Design for a Given Power Allocation
For a given power allocation, the optimal beamformers for all the users in
the virtual uplink are obtained by maximizing independently the SINR of
each user in the uplink. Hence, the same optimization problem as in (6.2.11)
has to be solved.
6.3.3 Downlink Power Allocation and Iterative Solution
From the uplink-downlink duality, the same SINR values can be achieved
in both the uplink and the downlink with the same set of beamformers and
total power constraints. Thus, the uplink beamformers bU obtained in the
virtual uplink can be used to achieve the same SINR values in the downlink.
Let us denote the power allocation in the downlink by p = [pTA p
T
B]
T , where
pA and pB are the downlink power allocation vectors for the users belong-
ing to the rst N1 BSs that have already used their powers fully and the
remaining (N  N1) BSs, respectively.
Similar to (6.3.12), (6.3.13a) and (6.3.13b), the following equations for the
power allocation of the users in the downlink can be written:
1

bpB = BDLbpB + tDL (6.3.20)
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where
BDL = DB	
T
B(I DA	TA) 1DA	CT +DB	TD (6.3.21a)
tDL = DB	
T
B(I DA	TA) 1DAA +DBB (6.3.21b)
It can be shown that ( 1I   BDL) is nonsingular and ( 1I   BDL) 1 is a
nonnegative matrix. Using this assumption, the power allocation in the
downlink is given by
bpB = (1

I BDL) 1tDL (6.3.22a)
bpA = (I DA	TA) 1DA	TCbpB + (I DA	TA) 1DAA (6.3.22b)
Having obtained the beamformers and the power allocations for a given set
of auxiliary variables b, the auxiliary variables are updated according to the
following subgradient method [156], [157].
b
(m+1)
i = b
(m)
i + t(1
T
Kp
(m)
i   Pmax); i = 1; 2;   N; (6.3.23)
where t denotes the step size of the subgradient method. The algorithm
stops when the following criterion is met
jb(m+1)i (1TKp(m)i   Pmax)j  ; i = 1; 2;   N: (6.3.24)
The proposed algorithm is summarized in Table II.
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Algorithm 2
1) Initialize m( 0, n( 0, bq(0)A , bq(0)B b(0), t, 
2) Repeat
3) m( m+ 1
4) Repeat
5) n( n+ 1
6) Solve (6.2.11) using bq(n 1)A , bq(n 1)B to obtain bU(n 1)
7) Compute D
(n 1)
A , D
(n 1)
B , 	
(n 1)
A , 	
(n 1)
B ,
	
(n 1)
C , 	
(n 1)
D , b
(n 1)
A , b
(n 1)
B using
bU(n 1)
8) Solve (6.3.17) and obtain (n) and bq(n)B
9) Obtain bq(n)A from (6.3.11)
10) Until (n 1)   (n)  
11)  = (n) and bU = bU(n 1)
12) Obtain bp(m)B , bp(m)A using (6.3.22a) and (6.3.22b), respectively.
13) Update auxiliary variables using (6.3.23)
14) Until (6.3.24) is satised.
Table 6.2. Algorithmic solution of the mixed SINR balancing based
beamforming design (6.3.2)
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6.4 Complexity and Convergence Analysis
6.4.1 Complexity Analysis
For a given set of auxiliary variables, the complexity of the proposed algo-
rithms in Table I and Table II mainly depends on the complexities of the
matrix inversion and the eigenvalue decomposition. For a given l l matrix,
the required arithmetic operations to determine its inverse and the eigen-
vectors are given by O(l3) and O(l3 + (llog2l)logb)), respectively, where b
is the relative error bound [161]. Based on this, the number of arithmetic
operations required for every iteration of the algorithm in Table I and Table
II are shown in Table III and Table IV, respectively. Only steps 6, 8 and 11
of Algorithm 1 and steps 6, 8, 9 and 12 of Algorithm 2 require matrix in-
version or eigenvalue decomposition. Hence the total arithmetic operations
required for each iteration is the summation of arithmetic operations needed
for matrix inversion and the eigenvalue decomposition. In both tables, n
denotes the number of iterations required to satisfy the stopping criterion,
i.e., step 9 in Table I and step 10 in Table II. It has been observed through
simulations that the average number of iterations n is equal to two.
Table 6.3. Complexity of the 1st stage of the algorithm
Matrix Inversion
Step 6 nKNO(M3)
Eigenvalue Decomposition
Step 6 nKNO M3 + (M log2M)logb
Step 8 nOf(NK + 1)3 + (NK + 1)log2(NK + 1) logb)g
Step 11 Of(NK + 1)3 + (NK + 1)log2(NK + 1) logb)g
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6.4.2 Convergence Analysis
Here, we discuss the convergence of the auxiliary variables. Assume that the
ith constraint (i.e., 1TKpi  Pmaxi ) is not satised at the rst iteration. Since
1TKp
(1)
i > P
max
i , the corresponding auxiliary variable ai will be increased
based on the subgradient method as follows:
a
(m+1)
i = a
(m)
i + t(1
T
Kp
(m)
i   Pmaxi ): (6.4.1)
At the next iteration, the corresponding uplink noise covariance will be in-
creased as a
(1)
i > a
(0)
i (i.e., 
i = aiI). This reduces the achievable SINR
at the next iteration and yields into less power allocation (i.e., 1TKp
(1)
i 
1TKp
(2)
i ). Hence, the corresponding auxiliary variable ai increases with the
iteration number n until the stopping criterion ja(m+1)i (1TKp(m)i  Pmaxi )j  
is satised as follows:
a
(0)
i  a(1)i      a(n)i : (6.4.2)
The stopping criterion is satised when either ai reaches a small value or the
associated constraint is satised. Since, one of these conditions is achieved,
the auxiliary variable adaptation converges. The similar argument holds for
the scenario where the constraint is satised at the rst iteration. In this
case, the corresponding auxiliary variable will be decreasing with the itera-
tion. This monotonic convergence of the auxiliary variable can be observed
Table 6.4. Complexity of the 2nd stage of the algorithm
Matrix Inversion
Step 6 nKNO(M3)
Step 8 {
Step 9 nOf[N(K   1) + 1]3g
Step 12 2Of[N(K   1) + 1]3g
Eigenvalue Decomposition
Step 6 nKNO M3 + (M log2M)logb
Step 8 nOf[(N   1)K + 1]3 + (N   1)K + 1)log2[(N   1)K + 1] logb)g
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Figure 6.2. Evolution of auxiliary variables a1 and a2 against adap-
tation number.
in Figure 6.2.
Having established the monotonic convergence of the auxiliary vari-
ables, SINR convergence of the inner-loop and the outer-loop of the pro-
posed algorithm is investigated. In the inner-loop, the beamformers and
the power allocations are determined for a given set of auxiliary variables
whereas the outer-loop updates the auxiliary variables through a subgradient
method. In the inner-loop, the optimal beamformers and the power alloca-
tions are iteratively determined by maximizing the virtual uplink SINR of
each user [17, 156]. Hence, the virtual uplink SINR increases at each iter-
ation. Since the available transmit power is limited, the achievable uplink
SINR is upper bounded. Hence, the inner-loop converges to a xed solu-
tion. In addition, the inner-loop provides the optimal solution for a given
set of auxiliary variables [17, 156]. If the auxiliary variables are chosen to
satisfy the constraints through the outer-loop, then the beamformers and
power allocation obtained from the inner-loop is optimal solution for the
original problem. As discussed earlier, the auxiliary variables are updated
to satisfy the constraints and they either monotonically increase or decrease.
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Hence, the proposed iterative algorithms yield optimal solution which has
been veried in the simulation section using the SDP formulation of the
power minimization problem.
6.4.3 Beamforming Design based on SDP
For a given set of target SINRs, beamformer weight vectors can be designed
using the following optimization [162]. footnotesize
min
wi;j
NX
i=1
KX
j=1
jjwi;j jj22
s.t.
wHi;jRi;i;jwi;jPK
l=1;l 6=j w
H
i;lRi;i;jwi;l +
PN
m=1;m6=i
PK
l=1w
H
m;lRm;i;jwm;l + 
2
i;j
 i;j ;
8i; j; (6.4.3)
where wi;j = pi;jui;j includes both the power allocation and beamformer
vector. The above optimization can be converted into convex form and solved
using SDP [162], hence it provides optimum solution. This formulation is
used to verify the optimality of the results in Section VI. However, it should
be highlighted that the SINR balancing problem cannot be solved directly
using the SDP approaches because the optimal balanced SINR values are
not known a priori.
6.5 Simulation Results
First, the performance of the SINR balancing algorithm without considera-
tion to balancing SINR of each BS at dierent levels is assessed i.e., balanc-
ing SINR of all users in all BSs together but subject to individual BS power
constraints. A scenario with two BSs has been considered, each serving two
users. The BSs and the users consist of four antennas and single antenna,
respectively. The noise power at each user terminal is set to 0.01. Random
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channels for each user from both BSs using zero mean complex Gaussian
random variables have been generated. The average channel gain from ev-
ery BS to the corresponding users was set to one while the gain of channels
from each BS to users in other BS (co-channel gain) was normalized to 0.1
so that the average power gain for the co-channels is 0.01. The maximum
power limitations at the rst and the second BSs were set to 0.1W and 10W,
respectively. In all the simulations, the priority factor is set to i;j = 1 for
all users. The SINR balancing algorithm described in Section III has been
employed. The stopping criterion threshold  in (6.2.13) and (6.3.24) is set
to 0.1 and the adaptation step size t in (6.2.12) and (6.3.23) to 0.015. The
adaptation of auxiliary variables for a given set of random channels is shown
in Figure 6.2. The adaptation is stopped when one of the auxiliary variables
goes to zero or when there is insignicant change in subsequent values of
both the auxiliary variables. In this example, the second auxiliary variable
converges to zero. At the convergence, it was observed that the rst BS uses
all available power of 0.1W while the second BS uses only 0.5425W. i.e., the
second BS is not able to use all its available power, hence the constraint
associated with the second BS power is inactive conrming as to why the
second auxiliary variable converges to zero.
After the convergence, it is observed that for the random channels used,
the SINRs of users belonging to both the BS were balanced at 15.35. In
order to conrm the optimality of this result, the SDP based beamforming
design [162] as described in Section V has been used and the SINR con-
straints for all four users are set to 15.35 and the power constraints for the
two BSs at 0.1W and 10W, respectively as in the previous simulation. It is
observed that the SDP based design consumed the same power for BS1 and
BS2, as obtained by the proposed algorithm i.e., 0.1W and 0.5425W. Also, it
is observed that the beamformers obtained using the proposed method and
the SDP method are identical. When the SINR target of all four users has
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Table 6.5. Power allocations and the achieved SINRs using the pro-
posed method.
Power Allocation Total Power
BS1 BS2 BS1 BS2
Channels User 1 User 2 User 1 User 2
Channel 1 0.0634 0.0366 7.0120 2.9868 0.1 10
Channel 2 0.0466 0.0534 3.2116 6.7878 0.1 10
Channel 3 0.0581 0.0419 3.9419 6.0579 0.1 10
Channel 4 0.0295 0.0705 3.2601 6.7399 0.1 10
Channel 5 0.0479 0.0521 1.4086 8.5912 0.1 10
Achieved SINR (in linear scale) Total Power
BS1 BS2 BS1 BS2
Channels User 1 User 2 User 1 User 2
Channel 1 15.35 15.35 34.54 34.54 0.1 10
Channel 2 18.52 18.52 341.46 341.46 0.1 10
Channel 3 22.37 22.37 806.82 806.82 0.1 10
Channel 4 18.95 18.95 659.56 659.56 0.1 10
Channel 5 15.08 15.08 280.01 280.01 0.1 10
been increased to slightly above 15.35, the SDP conrmed that the problem is
infeasible. This conrms that the balanced SINR obtained using our method
is optimum. It should be noticed that for a given set of target SINRs, the
beamforming design based on SDP is optimum. However the SDP method
cannot be used directly to design beamformers for SINR balancing, because
the balanced SINR value is not known a priori. SDP method is used only to
verify the optimum resource allocation for a given set of target SINRs which
in this case is the balanced SINR obtained using the method proposed.
Having conrmed the optimality of the rst algorithm, the second algo-
rithm described in Section IV has been used to optimize the SINR of users in
the second BS to a higher level. For the set of random channels considered,
as can be seen for the rst Channel of Table 6.5 the BS2 achieved a higher
SINR of 34.54. The power allocations and the balanced SINR values for each
user at each cell for ve dierent set of random channels have been obtained,
as depicted in Table 6.5. The results with the solutions obtained using the
SDP approach in Table 6.6 have been compared. The random channels used
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Table 6.6. Target SINRs and the user power consumptions using the
SDP-Based Method.
Target SINR (in linear scale) Total Power
BS1 BS2 BS1 BS2
Channels User 1 User 2 User 1 User 2
Channel 1 15.35 15.35 34.54 34.54 0.1 10
Channel 2 18.52 18.52 341.46 341.46 0.1 10
Channel 3 22.37 22.37 806.82 806.82 0.1 10
Channel 4 18.95 18.95 659.56 659.56 0.1 10
Channel 5 15.08 15.08 280.01 280.01 0.1 10
Power Allocation Total Power
BS1 BS1 BS2
Channels User 1 User 2 User 1 User 2
Channel 1 0.0634 0.0366 7.0120 2.9868 0.1 10
Channel 2 0.0466 0.0534 3.2116 6.7878 0.1 10
Channel 3 0.0581 0.0419 3.9419 6.0579 0.1 10
Channel 4 0.0295 0.0705 3.2601 6.7399 0.1 10
Channel 5 0.0479 0.0521 1.4086 8.5912 0.1 10
in both Tables are the same and the SINR targets in Table 6.6 are the same
SINR values achieved in Table 6.5. For example, for Channel 2 in Table 6.6,
the SINR targets for the two users in the rst BS is set to [18.52 18.52] and
for the two users in the BS2 to [341.46 341.46] as obtained with our method
in Table 6.5. Comparing Table 6.5 and 6.6, for the same SINR targets, the
power allocation obtained using the SDP approach and the proposed method
is the same. In addition, it is observed that both methods provided the same
set of beamformers. For all ve random channels, for the verication of re-
sults using SDP, the SINR target of users has been increased slightly above
the balanced SINR values obtained by the proposed method and observed
that SDP optimization turns out to be infeasible. Since the SDP method for
the beamforming design for a given set of SINR targets is optimum [162],
and since both the proposed method and the SDP method provide the same
result, as in Tables 6.5 and 6.6, the proposed method of balancing SINRs of
users at dierent BSs to dierent levels is optimum.
Figure 6.3 depicts the balanced SINRs (in dB) that the users achieve
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Figure 6.3. Achieved SINR (dB) of the users in the 1st and 2nd cell
versus the transmit power constraint of the 2nd cell.
in the rst and the second cells against the maximum transmit power of
the second BS for a given set of random channels. The transmit power of
the rst BS has been set to 0.1W and the maximum power of the BS2 has
been varied. As observed in Figure 6.3, the balanced SINR achieved from
the users belonging to the second cell grows substantially as the maximum
transmit power of BS2 increases, while the balanced SINR of the rst cell
remains at the same value.
For the results presented so far, four antennas for each BS have been
used. Since there are only four users altogether in both BSs, each BS has
adequate degrees of freedom to mitigate interference satisfactorily, hence
they are able to fully utilize the available transmit power to maximize the
balanced SINR as high as possible. However, if the number of antennas are
limited, while one of the BS uses its full transmit power (usually the one
with lower maximum transmit power), the other BSs may not fully use its
transmit power as otherwise signicant interference may be introduced to the
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users in the rst BS. For example, a scenario has been simulated as before
for a set of random channels, but with three antennas for each BS. The rst
BS power was set to 1W, while the second BS power was set to 10W. The
rst BS used all its transmit power of 1W and achieved a balanced SINR of
57.81 for its users, however, the second BS used only 1.7279W and achieved
a balanced SINR of 57.81 for its users. The second BS could not increase
its transmit power beyond 1.7279W, because it may introduce interference
to the rst BS and it will result into lower balanced SINR for the rst BS.
However, a slight decrease in the SINR target for the rst BS will increase
the second BS transmit power utilization and will enhance the second BS
users balanced SINR signicantly. This tradeo has been depicted in Fig-
ure 6.4. Again, the proposed algorithm has the ability to rst determine
the maximum possible balanced SINR that the rst BS could achieve and
secondly to balance and maximize the SINR of the users in the second cell,
while satisfying a wide range of target SINRs for the users in the rst cell.
Finally, the performance of the proposed algorithm has been compared
with that of an extension of the work proposed in [2]. The work in [2] pro-
posed to perform SINR balancing of all users in all the cells with multiple
BS power constraints. Observing that after SINR balancing, certain BSs
may not have used all the available transmit power, as also described in the
proposed algorithm, the authors in [2] proposed to use any excess power
available at these BSs to increase the SINR of the best performing users in
those cells without aecting the SINR of other users. However, the work
in [2] did not aim to balance the SINR of users in other BSs. Therefore, for
the purpose of comparison, the work in [2] is extended to perform a second
level of SINR balancing for the users in the BS that has not used all available
power, by distributing the remaining power among all users in that BS such
that the SINR of users in that BS is balanced and maximized. Assume, that
the ith BS used all its transmit power. Suppose if we wish to use all the
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Figure 6.4. Achieved SINR (dB) of the users in the 2nd cell for
decreasing values of target SINRs (dB) for the users in the 1st cell with
M=3.
excess transmit power of the jth BS to its kth user, according to the work
in [2], a new beamformer should be designed for the kth user as follows:
unewj;k = uj;k + aj;ke
jkvZFj;k (6.5.1)
where j;k = \(uHj;khj;j;k) and aj;k is determined such that jjunewj;k jj = Pmaxj
and vZFj;k is the projection of hj;j;k onto the complement of the column space
of ~Hj;k = [hj;i;1   hj;i;Khj;j;1   hj;j;k 1;hj;j;k+1;   hj;j;K ], i.e., vZFj;k = (I 
~Hj;k(~H
H
j;k
~Hj;k)
 1 ~HHj;k)hj;j;k. However, since the aim is to balance SINR
of all users in the jth cell, rather than allocating all the excess power to
only one user, the work in [2] is modied and extra beamformers for all
the users are designed and the total excess power is distributed among all
users in the jth cell in such a way the SINRs of all users in the jth cell are
balanced. Bisection method has been used to determine the optimum excess
power allocation. Then the performance of our proposed algorithm has been
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compared with the above said extension of [2]. In order to compare the
proposed method with the method described in [2], a scenario with 2 BSs
and 3 users for each BS has been considered. The transmit power at the
rst and second BSs were set to 0.1W and 10W respectively. Five sets of
dierent random channels were generated as shown in Table 6.7. As can be
seen, for example in the rst row of Table 6.7, the second BS achieved a
higher SINR of 34.2 using the proposed method as compared to the SINR
of 25.89 achieved using the extended work of [2]. For all the set of random
channels depicted in Table 6.7, the SINR values achieved using the proposed
method are higher than that achieved using the extended work of [2]. This is
because, the work in [2] proposed to use the remaining power by using extra
beamforming vector components that were obtained by projecting each user
channel onto the complement of the column space of all other user channels.
This can be viewed as zero forcing multiplexing. Due to zero forcing there
is loss of exibility, however, the proposed work does not impose this strict
zero forcing condition, but aims to maximize minimal SINR directly using
an optimization framework. Hence, it outperforms the extended work of [2].
Simulation Remarks: Some additional key points that have been used to
assist the simulation are summarized. If any of the BSs does not use all its
transmit power, the associated auxiliary variable during the adaptation as in
(6.2.12) will converge to zero. In this case, 
i in the SINR of the equivalent
uplink in (6.2.9) is zero. Suppose, the number of antennas at the BS is greater
than the number of interference components shown in the denominator of
the SINR in (6.2.9), the matrix M = (
KP
l=1
l 6=j
qi;lRi;i;l +
NP
m=1
m6=i
KP
l=1
qm;lRi;m;l +
i)
will become rank decient. Therefore, the beamformer for this case cannot
be designed using the generalized singular value solution. For this case,
the beamformer is designed as the vector that is in the null space of the
above matrix M. Also, when the number of antennas is higher than that of
the users, the BS has the ability to manage interference if possible through
Section 6.5. Simulation Results 161
Table 6.7. The achieved balanced SINRs using the extended work
of [2] and our proposed method
Extended work of [2]
Channels
SINR of U1-U3 SINR of U4-U6
i.e., BS1 i.e., BS2
Channel 1 14.4 25.9
Channel 2 9.5 186.5
Channel 3 8.7 337.1
Channel 4 13.7 302.7
Channel 5 8.8 151.5
Our method
Channels
SINR of U1-U3 SINR of U4-U6
i.e., BS1 BS2
Channel 1 14.4 34.2
Channel 2 9.5 199.9
Channel 3 8.7 351.4
Channel 4 13.7 317.3
Channel 5 8.8 154.9
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steering appropriate nulls. In this case, the multiple BSs have the ability
to perform SINR balancing eciently and the BSs are likely to use the
maximum available transmit power. However, with fewer antennas, if the
whole network is severely interference limited, certain BSs may not have the
exibility to trade o the power between users and use all available transmit
power. The auxiliary variables associated with these BS will be non-zero in
this case.
6.6 Conclusion
A coordinated multi-cell beamforming for multiple cells with various trans-
mit power constraints has been considered. The aim was to balance and
maximize the SINR of users in various cells to dierent maximum possible
levels. This facilitates BSs with better channel conditions and more power
to balance SINR of their serving users to a higher level than the balanced
SINR of users attached to BSs with either low transmit power or bad chan-
nel conditions. The algorithm was solved sequentially by balancing SINR
of users in various cells with constraints on transmit power and already
achieved balanced SINRs. The results have been compared with SDP based
beamforming design for optimality.
Chapter 7
SUMMARY, CONCLUSION
AND FUTURE WORK
In this chapter, the novel results of this thesis and the conclusions that can
be drawn from them are summarized, followed by a discussion on future
work.
7.1 Summary and Conclusions
The focus of this thesis has been on proposing and analyzing signal pro-
cessing algorithms, in particular mathematical optimization techniques, for
the enhancement of coverage and capacity of wireless networks. There are
various techniques that have the potential to enhance capacity and cov-
erage, for example spatial diversity techniques, cognitive radio techniques,
relay networks, heterogenous networks and advanced error control coding
techniques. Among these available techniques, the spatial diversity and cog-
nitive radio techniques have the ability to enhance the usage of the spectrum
and to increase the capacity substantially. Relay technology has the abil-
ity to enhance the coverage and also to minimize the power consumption for
transmission of signals in the network. The emphasize on the work presented
in this thesis has been on spatial diversity techniques and relay network as
well as cognitive radio technology. In particular, various mathematical opti-
mization techniques have been proposed for optimal resource allocation and
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spatial diversity for wireless relay networks. The work also considered de-
signing such systems under interference constraints, so that is applicable to
cognitive radio networks as well. Having designed various relay networking
technologies, the nal part of the thesis focused on coordinated multi-cell
processing, in particular coordinated beamformer design for enhancing ca-
pacity.
The rst contributing chapter \Wireless Peer-to-Peer Relay Networks"
had four contributions on peer-to-peer wireless networks. There have been
various works available in the literature on designing wireless relay networks
to achieve a certain QoS. However the work considered in this thesis fo-
cused on designing wireless relay networks while ensuring users' fairness in
the form of maximizing the worst case user SINR in the network. This is
termed as SINR balancing. The work considered both one way and two
way relay networks with and without consideration to interference leakage
to primary users as in a cognitive radio network. Accordingly, the work
considered multiple peer-to-peer users and a number of spatially distributed
relays. The aim of the relay is to receive the signal from multiple users,
amplify and rotate the phase and forward them to the destinations. In that
process, the relay is expected to perform spatial diversity, as the aim is to
maximize the worst case SINR of the users at the destination. This problem
was solved using a combination of SDP and GP and the simulation results
shown multiple spatially distributed relays have the ability to perform spatial
multiplexing and forward the signal to the destination, even in the presence
of multiple users and even if the relays have only one antenna. This work
has been extended to two-way relay networks as well. Finally the work has
been extended to a CR network, where the aim of the relay is not only to
perform spatial multiplexing and to forward the signal to the destination,
however the relay should also need to ensure the interference leakage to a
number of primary users is below a specic threshold.
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In the second contributing chapter, we extended the peer-to-peer wire-
less relay network to a relay that consists of multiple antennas and the peer
to peer users have multiple antennas at both the transmitting and the re-
ceiving end. Hence, we used MMSE as the criterion for optimization. The
aim of the MIMO relay as well as the transceivers of the peer-to-peer users
is to minimize the weighted sum MMSE of the network for a given total
network power. This problem has been solved using uplink-downlink du-
ality and SOCP. According to the uplink-downlink duality, the receiver is
xed and the transmitter is designed by converting the problem into a vir-
tual uplink problem. Once the transmitter has been designed, it is xed
and the receivers are designed directly using MMSE technique. The op-
timum relay transceiver matrix has been designed using SOCP. Hence an
iterative method was proposed. It is understood that the overall problem
is not convex, however this iterative method has provided reasonably good
performance for a variety of random channels.
The third contributing chapter focused again on relay network problem.
Specically a BS with multiple antennas serving a number of users directly
and another set of users through a MIMO relay has been considered. The
aim is to jointly design the beamformers required at the BS and at the re-
lay to ensure that the users served by both the BS and the relay achieve a
set of target SINRs (for a given transmission power at the BS and at the
relay). According to this setup, for each complete transmission, there are
two time slots. In the rst time slot, the BS sends information to the users
that serves directly and to the relay. In the second time slot, both the BS
and the relay transmit signal to their corresponding users. The signal that
needs to be transmitted to the corresponding users of the relay, has been
transmitted by the BS during the rst time slot. The work available in the
literature, considered the signal received by the users in the second time slot
that are directly served by the BS from the relay as interference. However,
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as this is the very same signal that has been transmitted by the BS in the
rst time slot, it should not be considered as interference, as the interference
structure is already known at the BS. This concept has been exploited and
a novel technique has been proposed. The BS in the second time slot not
only designs beamformer to send information to the users it serves, however
also to mitigate interference caused by the relay as the BS knows the exact
interference structure. This technique has been shown to outperform other
techniques available in the literature.
Final contributing chapter has been on multi-cell beamforming. Tradi-
tionally, spatial diversity or beamforming techniques, have been designed
for each BS considering the interference from other BSs as noise. However,
coordinated multi-cell processing aims to design beamformers jointly for a
set of BSs. There are various beamforming techniques known in the litera-
ture, including designing beamformers to achieve a set of SINR targets for
users served by various BSs and also to maximize the worst case user SINR,
namely SINR balancing. However, all the techniques available in the lit-
erature on SINR balancing based beamformer design aimed to balance the
SINR of all users in all cells together. This is however, not desirable, because
users that are in a BS with good channel conditions or higher transmission
power may be disadvantaged as the balanced overall SINR values are limited
by the worst case user in the worst case BS. Therefore, a new approach has
been proposed that aims to balance SINR of users in various cells to various
levels. This has been solved using an SINR target based SINR balancing
technique. The results have been proved to be optimal using a set of simu-
lation results that compares the performance with that obtained using SDP
techniques.
In summary this thesis has investigated various spatial diversity tech-
niques and resource allocation techniques for enhancing the capacity and
coverage of wireless networks. The solutions were based on exploitation of
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uplink-downlink duality and convex optimization techniques, in particular
SDP, SOCP and GP.
7.2 Future Work
The work presented in this thesis can be extended in a number of ways. First
of all, all the techniques presented in the thesis considered perfect channel
state information. It is possible to design spatial diversity techniques and
resource allocation techniques considering certain level of uncertainty in the
channel state information. Various forms of robust optimization techniques
can be applied to solve this problem. In Chapter 3, we considered the relays
to have single antennas. It is possible to employ multiple antennas at the
relay and can be solved within the context of one and two way relay networks.
Employing multiple antennas has the potential to enhance the capacity and
coverage further. The work in Chapter 4 can extended to MIMO peer to
peer network with multiple relays with multiple antennas. This has also the
potential to enhance the capacity and coverage further. The work presented
in Chapter 5 considered single antennas for the user terminals. Again it is
possible to extend this work to multiple antennas based users. In this case
MIMO based transmission from the BS to users as well as from the relay to
users will be established. In this setup, instead of SINR target either data
rate target or MMSE target should be considered. The work in Chapter 6
could also be extended in a number of ways. First we considered multiple
BSs with coordinated multi-cell processing to balance the SINR of users in
various cells to dierent levels. This technique can be extended to achieve
distributed design, either using Lagrangian duality or using game theoretic
methods. This work can be extended further to consider multiple antennas
at the users terminals. Here instead of SINR balancing, either data rate
balancing or MMSE balancing criteria should be considered.
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