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Abstract
Automatic speech recognition works quite well in clean
conditions, and several algorithms have already been proposed
to deal with stationary noise. The next challenge probably con-
sists to compensate for non-stationary noise as well. This work
studies this problem by proposing and comparing two adapta-
tions of the Parallel Model Combination (PMC) algorithm for
non-stationary noise. A third method, derived from the miss-
ing data framework, is further proposed and compared to the
two previous ones. In musical noise, experimental results show
an important improvement of the recognition accuracy for one
PMC-derived algorithm, compared to the non adapted system.
The missing-data algorithm also performs quite well, despite its
simplicity and the strong assumptions he is using.
1. Introduction
Traditional PMC algorithm assumes that the noise model that
represents the noise present in the test sentences is known a
priori. This assumption presents the following drawbacks: It is not often easy to know in realistic situations which
kinds of noise may actually corrupt the speech signal.
And even when we know for example that a passing car
may produce some noise, it is not obvious whether our
stored car noise models will accurately represent the pre-
cise car noise that is passing at that given time. Even when the acoustic models are insensitive to am-
plitude mismatch (for example cepstral models without ), the ratio between the spectral power of the speech
and noise must be known, as the adaptation is realized
in the power spectrum. It is not obvious to compute this
ratio when the noise models have been trained a priori,
for example on a noise database. It is assumed that the speech and noise power spectra
are additive, but this is only an approximation of the true
combination scheme, and it is known that this approxi-
mation might introduce some error [8].
To address the latter issue, other speech and noise combina-
tion equations can be used, for example by consider a masking
rather than an additive scheme, as it is done in missing data
recognition [1]. But this is once again another approximation.
To address the two former issues, the noise models are usu-
ally not trained a priori on an independent database, but are
rather estimated on the test sentence itself, for example dur-
ing the silence segments of the signal. Therefore, the ratio of
the noise and “silence” energies is implicitly known, and the
noise model precisely represents the noise that actually con-
taminates the test sentence. However, this solution (i) requires a
good segmentation of the incoming signal into silence and noise
segments and (ii) limits the use of PMC to “quasi-stationary”
noises, as the noise is assumed to be constant between two si-
lence segments.
We propose in this work to test and compare the two so-
lutions to train the noise models, and we propose a method to
use PMC without assuming that the noise is constant between
two silence segments. Section 2 proposes a method to use a
priori trained noise models, while section 3 adapts PMC to non-
constant noises. Section 4 briefly presents the noise tracking
algorithm that is used in both algorithms. Section 5 describes a
simple method derived from the missing-data framework, which
is known to be especially robust to non-stationary noises. This
algorithm is far from the most advanced methods in the very
active field of missing data recognition, but it is mainly used
for comparison purposes. Section 6 presents our experimental
results and section 7 concludes the paper.
2. Adaptation Based on a Priori Noise
Models
We propose in this section a method to use a priori trained noise
models within the PMC framework. The main issue concerns
how to estimate the energy ratio between the speech power and
the noise power.
It is possible to handle this problem by considering a mul-
tiplicative factor for the noise model. Let  and  be respec-
tively a speech and noise Gaussians in the power spectral do-
main. Let  be the power spectral observation vector with
which  and  are aligned. The idea is to combine the speech
and noise models in the power spectral domain with the follow-
ing equation: 	
  (1)
Given a frame-state alignment, it is possible to compute an op-
timal  for each frame that minimizes, for example, the mean
square error criterion: 







where the index + represents a given scalar coefficient of the
vector.
However, our preliminary experiments have shown that this
procedure may give too much flexibility in the use of the noise
model. We thus propose to compute a single  at each begin-
ning of sentence, using the following method: A “running estimate” of the magnitude of the instanta-
neous noise is computed for every frame of the sentence,
using the algorithm described in section 4. Let ,  ".-
'
, be








Figure 1: Noise model
  represents the relative energy of the target noise with
respect to the training noise and is computed by:
 
    " ,  ".- ' , ',   , 
)
(3)
where ,   , is the magnitude of the training noise.
In our experiments, we use a Gaussian Mixture Model
(GMM) to model the noise. This GMM is trained on a noise
database that contains the same kinds of noise that the noise
which corrupts the test signal, but of course not the same noise
files. Also, we want to deal with unpredictable noise, in the
sense that the noise may or may not occur in the sentence. We
have introduced this constraint into our algorithm by creating a
two-states HMM for the noise model, as the one represented in
figure 1.
The state  represents silence and should align with the
“unnoisy” segments of the signal, while the state 
	 is actually
the noise GMM that has been trained on the noise database.
The transition probabilities are all equal to  
  . The
emitting probability of state  is a constant power spectral
vector equal to zero. This means that, when combined with a
speech power spectral vector, it does not alter the speech model
at all. Due to the particular topology of this noise model, the
combination of this noise model with a classical left-to-right
speech HMM can be realized by simply duplicating every
Viterbi path: one path will align with state  and its clone
with state 
	 . We further use the max operation to compute the
emission probability of a frame aligned with state 
	 instead of
the classical weighted sum for that mixture. This comes from
the assumption that each mixture in the noise GMM represents
a different kinds of noise of the training database. Thus, during
testing, only one of these possible noise may occur, and most
probably not all of them simultaneously. The cost of the search
procedure is thus equal to   times the cost of a classical
Viterbi algorithm, where   is the number of mixtures of the
original noise GMM.
Summary of the approach:
In this approach, the target noise is not directly estimated,
but is assumed to belong to a noise database which contains ev-
ery possible noise that may occur in a given environment. Each
noise may be combined with the speech model aligned with one
frame. Every possible combination between this frame and a
noise Gaussian is treated in parallel by the decoding algorithm.
Furthermore, the energy of the noise model is adapted to the
current sentence using the  factor described above.
Based on these considerations, we have decided to name
this algorithm static OPMC , for Optional PMC with a static
noise model, by contrast with section 3 that uses a dynamic
noise model.
3. Adaptation Without a Priori Noise
Models
Because of the problems exposed in section 1 concerning the
use of a priori noise models, we adapt the previous algorithm by
estimating the noise on the test sentence itself, which is closer
from what is usually done in model adaptation.
The characteristics of our method are the following: The noise model is combined optionally with the speech
models, as it is explained in section 2. The noise model
represents potential bursts of sounds, rather than the con-
tinuous background sound to which acoustic models are
traditionally adapted. We try to obtain precise representations of every noise
source that occur during the sentence. To achieve this,
we have used the noise magnitude estimator, described in
the previous section. Then, all the detected noise frames
are classified into  Gaussian mixtures. The evolution of the noise in time is not important here,









The basic principle of this algorithm can be summarized
into the following steps:
1. All the noise frames are extracted from the incoming
signal and a GMM noise model is estimated on these
frames;
2. The OPMC algorithm described in the previous section
is then applied with this estimated noise model.
The OPMC algorithm that is used here is very similar to
what is described in section 2, except that no  factor is needed.
Indeed, this factor was used to make the energy of the a priori
noise model match the energy of the target noise, but this is not
required any more here, as the noise is directly estimated from
the test signal. This algorithm is called dynamic OPMC.
4. Noise tracking algorithm
To estimate the noise directly on the test sentence, a noise track-
ing algorithm is required to identify the regions dominated by
noise. We use in this work an algorithm derived from [6]. The
algorithm basically segregates speech and noise segments based
on an energy criterion. Our main modification compared to [6]
consists to add a second pass to the algorithm to fix some er-
rors that it is doing at the boundaries of speech segments: a
few frames corresponding to the beginning and to the end of
the speech segments are often affected to noise, whereas they
should be affected to speech.
An example of the segmentation of one sentence corrupted
by musical noise is shown in figure 2.
Of course, other noise tracking algorithms than the one pre-
sented here can be used (and actually should be used when the
conditions differ) with both previous adaptation algorithms, like
for example by using the union probabilistic model [9] or the
FSVA algorithm [10].
5. Model-Driven Missing Data Recognition
System
We consider in this section a missing-data recognition algo-
rithm, which makes use of masks to “hide” the parts of the

















Figure 2: Example of the segmentation of the sentence “trente
neuf mille sept cent quarante sept” into speech and noise seg-
ments. The curve represents the local energy while the dashed
region represents the estimated noise energy.
use any a priori noise model in this section. This algorithm is
described next from a model-combination point of view.
(a) speech HMM (b) mask HMM
Figure 3: Models used in the model-driven missing data ap-
proach
The speech units are modeled like usual by left-to-right
HMMs, whereas the boolean masks are generated by an ergodic
HMM like the one represented in figure 3(b). This model de-
fines every possible mask that can be applied at any instant.
Each state of this model generates one such mask.
The recognition algorithm simply combines the speech and
mask models, and then realizes a traditional Viterbi decoding
to maximize the likelihood of the observations. The combi-
nation of a mask vector and a speech Gaussian is realized in
the missing-data framework, by considering only the unmasked
parts of the power spectrum, as it is described in [1].
Usually, the masks are built using “bottom-up” signal pro-
cessing techniques, for example the computation of local SNRs.
A better approach consists to combine bottom-up procedures
with top-down inference, as it is realized in the multi-source
decoder [2]. We rather test here a purely top-down approach,
where the decoding process only chooses the best masks by
maximizing the recognition score.
The other characteristics of our method are: We use MFCC parameters, but the masks are applied in
the spectral domain, in a similar way as it is realized in
[11]. This choice creates a lot of theoretical and practical
problems that are discussed in a companion paper.
 We use 4 frequency bands, defined by splitting the Mel-
scale filterbanks into 4 groups of same size. We a priori
define only 5 possible masks: the full-band and 4 masks
in which one different sub-band is masked. These masks
have been chosen to control the complexity of the algo-
rithm (which is equal to 5 times the complexity of Viterbi
with a priori masks) and to constraint the system not to
lose too much acoustic information because of the mask. We use a boolean mask with “hard” decision, that is a
spectral coefficient is either considered as is or not con-
sidered at all. Soft decisions have proven to be better
[1], but it is very difficult to use them with MFCC coef-
ficients. To compare the scores returned by each mask, we ap-
ply the a posteriori normalization technique, as it is sug-
gested in [2], rather than a scaling factor.
In this work, the masks are generated using a very simple
model, but in future work, such models could be trained on
some database, just like speech models are. A first extension
would be to train the transition probabilities of the mask model,
which would prevent the masks from changing too often. How-
ever, we have not investigated these directions in this study.
6. Experiments
The task consists to recognize unconstrained sequences of
French numbers. 	  words models are used to represent the
French numbers. The SPEECHDAT (telephone) database has
been used for training and testing. A background music has
been added to the test corpus at different SNRs. This type of
noise has been chosen because it is non-stationary and unpre-
dictable, in the sense that the system does not know when drum
sounds occur, for example (successive time frames are assumed
uncorrelated). Speech models are  -emitting states HMM
with  Gaussians per state. Acoustic vectors have  +  + 
MFCC coefficients. For static OPMC, the a priori noise model
is built on another music, from a different artist than the one
chosen for testing. For dynamic OPMC, the noise model is built
by clustering all the frames that are given by the noise tracking
algorithm with the LBG algorithm into  classes (  
  ).
Figure 4: Experimental results in musical noise
Every method proposed here presents better results than
the baseline (non adapted) system, but the best algorithm is
clearly dynamic OPMC. The MDR system performs also quite
well at low SNR, despite its simplicity, and the fact that it does
not use any noise model.
Remarks on the Dynamic OPMC Algorithm:
Although this method gives the best results in these tests,
other conditions may impair its effectiveness: Important stationary noise: when the noise is always
present and has a relatively high level compared to
speech, then the noise tracking algorithm may not man-
age to differentiate noisy and speech segments, and may
classify everything as noise. This issue may be addressed
by combining the scheme proposed here with adaptation
methods robust to stationary noise. Noise which occur only in speech fragments: when the
noise occurs only in speech fragments, then the noise
tracking algorithm might not detect and model it.
7. Conclusions
The main contributions of this paper are the following: Proposition of two algorithms to adapt PMC to non-
stationary and unpredictable noise; Derivation of a third model-driven MDR algorithm that
uses MFCC features and a posteriori probability normal-
ization; Evaluation and comparison of these three algorithms on
a telephone database with added musical noise.
The three algorithms proposed in this work are model-
driven, which means that the decomposition of the acoustic sig-
nal into its sub-components (one per source) is achieved by the
models of speech and noise. Although the dynamic OPMC
algorithm clearly takes the advantage in experimental results,
the missing data recognition method performs reasonably well
compared to its simplicity. More advanced missing data algo-
rithms can be used, but our constraints imposed us to use MFCC
models, and there are still several important issues to solve be-
fore applying missing data techniques with such models. How-
ever, we do not address these issues here, but let these points for
a companion paper. Also, the low scores obtained with static
OPMC suggest that the issues mentioned in the introduction re-
lating to the use of a priori noise models still needs a lot of
working to be solved.
Finally, we would like to point out that the usability of the
two first algorithms strongly depend on the noise tracking algo-
rithm that is used, and other methods should probably be con-
sidered in different conditions.
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