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Abstract: The main goal of this research report is to define a generic framework for black-box
explanation methods in order to make it easier to compare and classify different approaches. We
focus on two components of this framework, called respectively “Sampling” and “Generation”,
which are characterized formally and used to build a taxonomy of explanation methods. We also
describe precisely how each method can be expressed in the framework.
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Vers un cadre générique pour l’explication en mode bôıte
noire des systèmes de décision algorithmique (version
étendue)
Résumé : Dans ce rapport de recherche, nous proposons un cadre générique pour décrire
les méthodes d’explication fonctionnant en mode “bôıte noire”, l’objectif étant de faciliter la
comparaison et la classification de ces méthodes. Nous définissons formellement deux com-
posantes principales, appelées respectivement l’“Echantillonnage” et la “Génération”, qui sont
ensuite utilisées pour construire une taxonomie des méthodes d’explication. Nous décrivons aussi
précisément la manière dont les méthodes de la littérature s’expriment dans ce cadre.
Mots-clés : Système de décision automatique, explicabilité, explications, transparence des
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4 Henin & Le Métayer
1 Motivations
Algorithmic Decision Systems (hereafter “ADS”) are increasingly used in many areas, sometimes
with a major impact on the lives of the people affected by the decisions. Some of these systems
make automatic decisions, for example to reduce or to increase the speed of an autonomous car,
while others only make suggestions that a human user is free to follow or not. In some cases,
the user is a professional, for example a medical practitioner or a judge, while in other cases
he is an individual, for example an internet user or a consumer. Some ADS rely on traditional
algorithms, while others are based on machine learning (hereafter “ML”) and involve complex
models such as neural networks, support vector machine or random forest. Regardless of these
considerations, when an ADS can have a significant impact, its design and validation should
ensure a high level of confidence that it complies with its requirements.
Explainability has generated increased interest during the last decade because the most accu-
rate ML techniques often lead to opaque ADS and opacity is a major source of mistrust. Indeed,
even if explanations are not a panacea, they can play a key role, not only to enhance trust in
the system, but also to allow its users to better understand its outputs and therefore to make
a better use of it. In addition, they are necessary to make it possible to challenge the decisions
resulting from an ADS. Explanations can take different forms, they can target different types
of users (hereafter “explainees”) and different types of methods can be used to produce them.
In this paper, we focus on a category of methods, called ”black-box”, that do not make any as-
sumption of the availability of the code of the ADS or its implementation techniques. The only
assumption is that input data can be provided to the ADS and its output data can be observed.
Explainability is a fast growing research area and many papers have been published on this
topic during the last years. These papers define methods to produce different types of explana-
tions in different ways but they also share a number of features. The main goal of this paper is
to bring to light a common structure for Black-box Explanation Methods (BEM) and to define a
generic framework allowing us to compare and classify different approaches. This framework con-
sists of three components, called respectively Sampling, Generation and Interaction. The need
to conceive an explanation as an interactive process rather than a static object has been argued
in a very compelling way by several authors [18, 19, 20]. It must be acknowledged, however, that
many contributions in the XAI community do not emphasize this aspect. Therefore, in view of
space limitation, we do not discuss the precise form that explanations and interactions with the
explainee can take, and focus on the Sampling and Generation components. We characterize
these components formally and use them to build a taxonomy of explanation methods. We come
back to the link with the Interaction component in the conclusion. Beyond its interest as a
systematic presentation of the state of the art, we believe that this framework can also provide
new insights for the design of new explanation systems. For example, it may suggest new com-
binations of Sampling and Generation components or criteria to choose the most appropriate
combination to produce a given type of explanation.
We first provide some intuition about the framework and describe it formally in Section 2.
Then we present in Section 3 a taxonomy of black-box explanation systems derived from our
framework and describe the instantiation of the framework to an example of BEM. We illustrate
the interest of the framework for the design of explanation systems in Section 4. Finally, we
provide an overview of related work in Section 5 and conclude with perspectives in Section 6.
2 Description of the framework
We first provide an overview and some intuition about our framework in Section 2.1, before





To introduce our framework, we consider the concrete example of a spam classifier. The system
takes as input the text of an email and outputs the probability of this email being a spam. An
explanation system (herefater, “explainer”) should be able to answer a wide range of questions
because different explainees have different interests, motivations and levels of expertise. For
example, a user of the spam classifier may want to ask questions to better understand the
system or its behavior in specific circumstances. Possible questions on his part include ”Did the
signature part of email xe have an impact on the fact that it has been classified as a spam?”
or “Why is email xe classified as a spam and not email x′e?” The explanations can be useful to
enhance his trust in the classifier or to allow him to understand how to modify its parameters if
it does not behave as expected. On the other hand, the designer of the system may have more
precise requests such as are “What are the main features used by the classifier to decide that
an email is likely to be a spam and what are their respective weights?” Since we assume that
the code of the classifier is not available, the explainer can only build emails, submit them to
the classifier and analyze the results. For example, to answer the first question of the user, the
explainer can create different versions of xe with and without the signature part, or with different
pieces of text in the signature part. The explainer has then to compute the answer based on the
results of the classifier and to present it to the explainee.
This simple example highlights the three main tasks of an explainer which are pictured in
Figure 1 : (i) the Interaction task, which includes the analysis of the questions of the explainee
and the presentation of the explanations in an intelligible way; (ii) the selection of inputs to
submit to the system to be explained, which is called the Sampling task; and (iii) the analysis of
the links between the selected inputs and the corresponding outputs of the system to generate
the content of the explanations, which is called the Generation task. If the input data are not
meaningful for humans, as the pixels of an image for example, an initial task is necessary to
extract an interpretable representation, as done in LIME [22]. Due to space limitation, this task
is not further discussed in this paper. As stated in the introduction, the Interaction task has not
received as much attention as the two other tasks in the literature so far. Therefore, for the sake
of conciseness we focus on the Sampling and the Generation tasks in this paper. We propose
formal characterizations of these tasks which are generic enough to encompass existing proposals
and to compare them on a rigorous basis, as discussed in Section 3 and sketched in Table 2.
Name Description Example
F Black-box model The spam classifier
X Input space of F Space of emails
Y Output space of F [0, 1]
E Scope of the explanation Email xe
S
Samples (product Emails with
of the sampling step) changed signature
Θ Parameters of the sampling Part of the email
D
Dataset describing Training set of Fthe overall population
Table 1: Table of notations
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Figure 1: The three main tasks of the explainer
2.2 Sampling
The role of the Sampling task is to select appropriate inputs (or “samples”) to answer a question
of the explainee about a model F . The choice of the samples may depend on a number of
factors. The first aspect to take into consideration is whether the question concerns the whole
model or specific inputs. We call E the scope of the explanation. If the question concerns
a single input xe, then E = {xe}; if the question is about the whole model F , then E = D
with D a representation of the population (possible inputs to F ) available to the explainer1.
In general, E and D could be any subset of possible input values. We call X this set of input
values, which can be seen as the support set (or type set) of D. In the spam filter example,
X is the set of all possible emails (i.e. the set of all texts of a given format) and D represents
the actual data set of emails available to the explainer, which is used, for example, to estimate
the distributions of the features. In some cases, the explainer does not have any information
about this distribution, which is denoted by D = ∅. The result of the Sampling task is a set of
samples S = {x1, ..., xn} ∈ Xn. For example, to address the first question about the impact of
the signature on the classification of xe, a possible option is to select a single sample obtained
by removing the signature part of xe. This strategy does not require any information about the
actual distribution of the population and can therefore be applied with D = ∅. However, the
answer might not be realistic or precise enough. A more elaborate strategy would be to replace
the original signature of xe by real signatures obtained from many other emails. This strategy
requires information about the actual distribution of the population (D 6= ∅) in order to ensure
that the sample set reflects the reality. We can now define the sampling procedure as follows 2:
S = {hθ(xe, xp)
| (θ, xe, xp) ∈ Θ× E ×D,Z(θ, xe, xp) = 1} (1)
with
hθ : E ×D → X (2)
Θ is the set of parameters for the sampling and Z is a filter function. In a nutshell, the θ
parameter makes it possible to generate several samples for each pair (xe, xp) while Z makes it
possible to generate samples only for a selection of pairs (xe, xp). In our spam filter example,
E is limited to a single email to be explained (E = {xe}). The email is represented by the
content of its different parts (header, body, signature, ...) and hθ(xe, xp) is a version of xe that
is obtained by replacing a part of xe by the corresponding part of xp. The part that is replaced
is specified by θ. For instance, taking Θ = {(SIG)} and assuming that D contains 1000 emails,
the sampling procedure generates 1000 perturbed version of xe with signatures (corresponding
to θ = SIG) extracted from the emails in D. Another option could be to use a filter function
Z relying on a notion of distance and selecting only emails close to xe, or a function Z selecting
1It should be noted that D is actually a multiset since it can involve multiple occurrences of the same value
to reflect the distribution of the values in the real population.
2If Θ, D or E is empty, it should be replaced in (1) by {0}, otherwise the product space would also be empty.
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only emails with the same subject part as xe. The θ parameter can be used to customize the
sampling function. For instance, if both the header and the signature of the email are taken into
consideration, θ could specify which part of the email is replaced (header, signature or both).
With Θ = {(HDR), (SIG), (HDR,SIG)}, the sampling procedure would generate 3000 versions
of xe with header, signature or both replaced by the corresponding parts of other emails in D.
2.3 Generation
The set S of samples is used, in combination with the model F itself, as the raw materiel to
build the explanations. Even if explanations can take many different forms, the Generation task
can conceptually be split into two parts: the computation of a proxy of the model F and the
construction of an explanation based on this proxy. We call the former model generation (GM )
and the latter explanation generation (GE). The proxy model can either be considered as the
explanation itself, in which case no explanation generation is necessary, or used to derive the
final explanation. Coming back to the spam classifier example, an option for the Generation
task is to train a simple rule-based model on the samples to predict the output of the classifier.
An example of rule generated by this step could be: “If the signature of the email is less than 60
characters long, then the classifier will consider that it is a spam; otherwise it will be considered
as an acceptable email”. Because such rules are easily interpretable, they can directly be used as
explanations. In other situations, either because the type of model used is too complex or the
model is too big to be understandable (for example if it involves a large number of rules), simpler
explanations have to be generated from the proxy model. This explanation generation phase can
return, for example, the most important feature(s) of the input. For the spam classifier, the
answer in this case could be: “The length of the signature part and the number of typos are the
two most important features used by the system to decide if an email is a spam”.
Technically speaking, the proxy model is denoted by fw, which is a function of the same type
as the model F , parameterized by w:
fw : X → Y (3)
The core of the Generation task is to find the best fw to answer the question of the explainee,
which amounts to find the optimal values of w. Optimality can be defined formally using sets of
constraints oi(w, S) ∈ IB and criteria ci(w, S) ∈ IR where IR and IB are the sets of real numbers






subject to oi(w, S)
(4)
where λi ∈ R are used to weight the criteria. In many methods, the objective is to find the
parameters w such that the proxy is as close as possible to F on the samples of S. However, using
both criteria and constraints provides a great flexibility, which contributes to the generality of
our framework. Finding a good explanation is often a question of compromise. A typical example
is finding the right balance between precision and complexity – often used as a characterization
of understandability. For example, a simple explanation of the spam classifier that would be
accurate (i.e. predicting the actual result of the classifier) on only seventy percent of its inputs
would not be acceptable; on the other hand, an accurate explanation that would take the form
of several pages of rules would provide little insight to the user. As discussed in the following
section, criteria and constraints can be used to define the priorities among objectives.
The second step of the of the Generation task, the explanation generation, is generally less
technical. For instance, Shapley [30], PDP ICE [14] or VIN [13] compute sums of elements
RR n° 9276
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to produce a plot or specific numerical values; LIME [22] extracts the coefficients of a linear
function; LEMNA [10] and Local-gradients [2] derive from fw slopes in the neighborhood E.
3 Taxonomy of black-box explanation systems
We first show in Section 3.1 how our generic framework can be used to analyze and classify
existing explanation methods (Table 2). In view of space limitations, we cannot provide the
details of the instantiation of the framework for each method of Table 2 but we present as an
illustration the case of counterfactual explanations in Section 3.2. The interested reader can find
the details of the definitions of the methods of Table 2 in our framework in a longer version of
this paper published as a research report [12].
3.1 Key features
The generic definitions introduced in the previous section allow us to highlight the range of
choices in the design of a BEM and to classify existing methods based on these choices. Table 2
summarizes these design choices and the types of explanations produced by these methods. In
this section, we provide some intuition about Table 2, considering successively the design choices
related to the Sampling task (columns to the left), the Generation task (middle columns) and
general choices (two columns to the left).
Design choices related to the Sampling task:
- The set E makes it possible to express the focus of the explanation: if the explainee is
interested in a specific input data, then E is a singleton set (e.g. E = {xe}); at the other
end of the spectrum, for a global explanation of the system, E = D. Ideally, the explainee
should be able to choose any scope between these two extremes. However, as shown in
Table 2, existing methods assume a fixed scope, which is almost always D or a singleton
set. The only exception is QII [5] that makes it possible to focus on a group of input data.
- In general, a model may behave differently on different segments of the population. For
instance, face recognition systems are more accurate for white males than for non-white
females [3]. Therefore, taking into account or not the distribution of the population is
an important feature of a BEM. It appears with the set D in our framework. D is the
information available to the BEM about the population “Pop.”. Table 2 shows that all
methods except LIME and LEMNA take the population into account. The population
does not have any impact on the explanations produced by LIME and LEMNA (D = ∅)
because they build samples by random masking of the input data. The relevance of the
use of the population depending on the question of the explainee is further discussed in
Section 4.
- The “Sampling/Type” column of Table 2 aggregates several pieces of information about the
strategy used in the Sampling task. First, we make a distinction between selection sampling,
which is characterized by the fact that samples must belong to D (hθ : E ×D → D) and
perturbation sampling which can produce any element of X (hθ : E × D → X). We also
distinguish deterministic sampling, which always returns the same set of samples, and
random sampling.
Design choices related to the Generation task:
Inria
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- Many BEM leverage existing machine learning methods to generate an explicit proxy fw
approximating F . The “Model” column of Table 2 shows the type of “interpretable” model
used by these BEMs (Trepan [4], BETA [15], Anchors [23], LIME [22], LEMNA [10], Local-
Gradient [2]). Some of these methods return the interpretable model itself as an explanation
while others apply a further explanation generation step, which is denoted by GE in the
“Steps” column.
- The “Objectives” column shows the objectives of each BEM listed by decreasing order
of priority. Technically speaking, these priorities are defined through the choices of con-
straints, criteria and weights (respectively oi and ci and λi in Definition 4 of Section 2.3).
Defining an objective as a constraint rather than a criterion is a way to assign it a higher
priority. For instance, BETA [15] uses three constraints on the complexity of the rule-based
proxy model and five criteria related to the fidelity of the proxy to F . Conversely, Anchors
[23] sets a constraint on the fidelity of the rule-based model and criteria on the number
of rules. As suggested by the titles of the papers, BETA focuses on interpretability of the
explanation while Anchors puts more emphasis on fidelity.
General design choices:
- The “I/O” column in Table 2 provides information about the fact that the Sampling task is
called iteratively (I) or is a one-shot task (O). Intuitively, the iterative mode may lead to
sample sets that are more precise because they are tailored to the needs of the Generation
task. Selecting 1000 emails in the spam filter example is an illustration of the one-shot
mode. Another option could be to select only 100 samples in a first iteration step. A
second iteration would focus on the region that was underrepresented in the first sample
set, for example by querying only samples with long signatures. This strategy could be
useful to reduce the number of model calls in the Generation task.
- To conclude, the “Steps” column characterizes each BEM based on the three steps identi-
fied in Section 2.2 and Section 2.3: respectively Sampling (S), model generation GM and
explanation generation (GE). It is interesting to notice that five of the BEM in the table
involve the tree steps, only one of them (Local Gradient) does not involve sampling and
three of them do not have any model generation step: Shapley [30], PDP ICE [14] and QII
[5] rely on specific rules to combine directly elements of S to build explanations. Also three
methods do not have any explanation generation phase (they return the proxy model as
an explanation). A method that does not involve a phase is just a particular case of our
framework in which this phase is the identity function.
3.2 Example: counterfactuals
Providing a counterfactual is often an effective way to help an explainee getting an intuition about
the result of the ADS for a given input [28]. What we call a counterfactual here is an alternative
input x′ meeting certain requirements. Typical requirements are the proximity between the
input of interest xe and the counterexample (distance(xe, x′) small) and the fact that the two
inputs do not lead to the same decision (F (xe) 6= F (x′)). In the spam filter example, a good
counterfactual for an email classified as a spam could be a slightly modified version of the email
(e.g. removing a single word) that would not be classified as a spam.
RR n° 9276
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Name Sampling Generation Output Stepsb I/OcE D Typea Model Objectives Type
Trepan Pop. Pop. P&R Decision Complexity, Decision tree S GM I[4] tree Fidelity
BETA Pop. Pop. S&D Rule-based Interpretability, Fidelity Rule-based S GM I[15] model Unambiguity global model
GoldenEye∗ Pop. Pop. P&R Permutation Fidelity, Important features S GM GE I[11] Interaction size interactions
VIN [13] Pop. Pop. P&D Permutation ANOVA Important features S GM GE Iprojection interactions
PDP ICE Pop. Pop. P&D NA NA Dependence plot S GE O[14] for one feature
QII [5] Indiv. or Pop. P&D NA NA Var. importance S GE Oor group
Anchors {xe} Pop. P&R
Rule-based Fidelity, Complexity, Rule-based S GM I[23] model Generality local model
LIME {xe} ∅ P&R
Linear Fidelity, Var. importance S GM GE O[22] model Complexity
Shapley {xe} Pop. P&D NA NA Var. importance S GE O[30]
LEMNA {xe} ∅ P&R
Mixture of Fidelity, Var. importance S GM GE O[10] linear models Complexity
Local {xe} Pop. NA
Parzen Fidelity Directions of GM GE OGradient [2] window highest slope
Counter- {xe} Pop. NA
Small Target output, Example-based S GM GE Ifactuals [28] deviation Distance input
Table 2: Comparative table of the different black-box explanation methods. The columns cor-
respond to the parameters of our framework with the following notation (a) S: Selection, P:
Perturbation, D: Deterministic, R: Random ; (b) S: Sampling, GM : model generation phase,
GE : explanation generation phase; (c) I: Indirect, O: One-shot. ∗: The sampling of GoldenEye
involves mixing more than two inputs. It can be expressed in our framework through the intro-
duction of an extra step between sampling and generation. This minor extension is described in
detail in the extended version of this paper
Technically speaking, the computation of counterfactuals does not involve the construction of
an approximation of the original model but rather a proxy model used to introduce perturbations
of input values. More precisely, we can characterize the Generation task by the following function:
fw(x) = F (x+ w) (5)
with w the perturbation from the original input such that x+w ∈ X. Here, w does not represent
a parameter of a model but a parameter of a perturbation in the input space X. Interestingly,
our framework is general enough to capture this case as well, as shown in the above definition.
The optimization problem is the search for w∗ such that:
w∗ = argmin
w
distance(xe, xe + w)
subject to fw(xe) = y′
(6)
with y′ an alternative output specified by the user. The generation of counterfactuals is typically
iterative. Samples can be queried one-by-one until the needs of the explainee are met. The
resulting counterfactuals xe + w are returned as explanations. In our previous example, the
email with a single word removed is delivered to the user.
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Interestingly, different sampling strategies can be used, leading to different explanations. For
example, if the explainee prefers counterfactuals that are real samples, then selection sampling
would be the most appropriate. Otherwise, perturbation sampling can be used. Using the
population distribution leads to realistic samples while not using it may lead to samples that
are closer to the input of interest but unrealistic. For instance, if any mail containing ”Fg f”
is classified as a spam, then the Generation task could explain any non-spam email by adding
this meaningless sequence of characters to the email. On the other hand, sampling from the
population distribution could discard such unrealistic counterexamples. Therefore, the intention
of the explainee and his level of expertise should be taken into account to choose the sampling
strategy. A lay user may be more interested in realistic counterfactuals while learning about odd
features can be valuable to the system designer for the purpose of debugging.
4 Exploration of the design space
Beyond its interest to provide a systematic overview of existing explanation methods, as described
in the previous section, we think that our framework could provide valuable help for designers
of new explanation systems. As suggested in the introduction, an explanation system should
ideally be interactive and allow explainees to ask different types of questions to enhance their
understanding of the ADS. Depending on the type of questions, different choices can be made
for the Sampling and Generation tasks.
As an illustration, we show in this section how the type of question should influence the
Sampling task. We use a simplified version of the previous spam classifier example in which F has
only one feature: the ratio rcap of capital letters in an email. The output remains the probability
of being a spam. The shape of F is shown Fig. 2 (a). Prcap , which denotes the probability
distribution of rcap, is pictured in Fig. 2 (b). We compare, as an illustration, a sampling based
(a) (b)
Figure 2: (a) Shape of the model F (rcap) (b) Probability distribution of rcap (c) Joint probability
of SPAM=1 and rcap
on Prcap with a uniform sampling between 0 and 1. They may generate respectively the sample
sets Sp and Su:
Sp ={0.03, 0.21, 0.17, 0.1, 0.4, 0.01, 0.0}
Su ={0.45, 0.87, 0.15, 0.4, 0.98, 0.49, 0.54}
(7)
As expected, samples from the population distribution are mostly small values. Let us consider
a local explanation: E = {xe = (0.5)} and the following question of the explainee: “Did the
value of rcap influence the result and how (for or against the classification as a spam?)”. A
way to answer this question is to assess what would be the output of the model in the absence
of the knowledge of rcap [25]. To do so, we can compare the current value with an average
RR n° 9276
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situation, which suggests the use of the population distribution. Since F (xe)− 〈F (x)〉x∈Sp > 0,
the probability evaluated by the model would be lower without any knowledge of rcap. Therefore,
this value contributed to classify it as spam. It should be noted that the result would be different
if the uniform distribution were used instead because F (xe)− 〈F (x)〉x∈Su ≈ 0.
Another possible question of the explainee could be: “What would be the impact of an
increase of rcap on the prediction of the model?”. In this case, the explanation depends on the
shape of F . To be efficient and to cover the full range of values, selecting samples uniformly is
a good strategy. The Generation task would be less efficient and the result less precise with the
population distribution strategy.
5 Related work
In this section, we focus on previous proposals to define general taxonomies or classifications of
explanation methods. Some of these works focus on the theoretical underpinnings of explanations
while others are general overviews of existing methods. On the theoretical side, [17] introduces
a formal framework to unify four BEMs. The framework is restricted to methods that compute
the contribution of each feature to a given prediction. Moreover, it does not attempt to identify
the common components shared by different methods.
The scope of explanation methods considered in [9] is broader, including black-box, white-box
and constructive methods. This survey introduces a glossary and a taxonomy for interpretable
and explainable AI. Our approach differs from [9] in several ways. First, we start from a mathe-
matical definition of the explanation tasks3 and we derive our classification from the parameters
of the formal framework. In addition, this framework makes it possible to compare existing
methods in a very precise way. The range of methods considered in [9] is broader however, as
it goes beyond black-box methods. In the same vein, [1] is a high-level survey of explainable AI
along four axes: explainability strategies, evaluation of explanations, interaction with humans
and more general considerations about on the role of explanations.
Other surveys and taxonomies have been proposed with different focuses. For example [27]
proposes a high-level taxonomy of interpretable and interactive machine learning composed of
six elements4 that are characterized in a very abstract way. Some papers focus on explanations
for specific types of ML techniques. We do not discuss them in detail in this paper since our
focus is black-box methods but still mention [21] which considers three types of explanation
methods for deep learning5 and discusses in a general way desirable properties of explainers and
technical challenges. [24] provides a taxonomy of interpretability in Human-Agent Systems. The
interest of the authors is more general as it also includes the motivations of the explainee and
the expected form of interaction with the explainer. However, [24] does not compare or analyze
explanation methods as it refers to a single method. [26], [16] and [29] analyze more generally
the needs for explainability and transparency considering social and technical aspects. Finally,
[6] provides a formal definition of explanations with a focus on the criteria to evaluate them.
The evaluation of explanations, which is a critical issue, is not covered by this paper. We come
back to this issue in the conclusion.
The above papers provide very useful overviews of the field but, to our best knowledge, none
of them aims to define precise technical criteria to characterize and compare on a rigorous basis
existing BEM, as presented in this paper.
3Rather than the explanation problem as in [9], which amounts to characterize explanation tasks by their
types rather than their functional definitions as done in this paper.
4Dataset, Optimizer, Model, Predictions, Evaluator and Goodness.




The main objectives of the work described in this paper are to provide a formal framework for
BEMs that (i) makes it easier to compare existing approaches and (ii) can provide guidance for
the design of new explanation systems. We have mostly focused on the first objective in this
paper and provided some hints about the second one in Section 4.
We are currently exploring the use of this framework to build a generic explanation environ-
ment allowing BEM designers to specify their choices of parameters (as discussed in Section 2
and Section 3) in order to select appropriate components for each task.
As discussed in the introduction, explanations should be considered as interactive processes
and much work remains to be done to ensure that BEM really address the needs of explainees,
especially when they have little technical expertise. We believe that the systematic exploration
of all possible options to build answers made possible by our framework can also be exploited to
enrich the interaction with the explainee, for example by suggesting different options, or allowing
him to clarify his question. Section 3.2 and Section 4 provide insights into this research direction.
Another key aspect of explanations that has not been developed in this paper is their as-
sessment. Different criteria have been proposed to assess the quality of an explanation [6]. Our
framework makes it possible to specify quality objectives, either as constraints or as criteria as
presented in Section 4, but does not provide any help to evaluate the relevance of these objectives
(for example through an assessment of the understanding of the explainee). This is also a major
avenue for further research.
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Appendices
In the remaining, and unless specified differently, elements of the input space X are vectors in
K dimensions composed of numerical and categorical values. We use the following notation:
xi = (xi1, ..., xiK) ∈ X (8)
The index i refers to the position of xi in a list of elements ofX. For exampleD = {x1, ..., xi, .., xN}.
The second subscript refers to the coordinates of the vector in the input space X: xij is the jth
coordinate of the ith element of D.
A LIME
Local Interpretable Model-agnostic Explanations (LIME) was created in [22]. Basically, it fits a
linear model ”in the neighborhood” of the point xe to be explained and uses the coefficients of
the regression to estimate which features were the most influential for the model.
Given xe, it creates a data set S composed of n perturbed replications of xe by randomly
setting s (random variable) features to 0. For instance with K = 4 and n = 3:
xe=(xe1, xe2, xe3, xe4)
s=1−−→ x′1 =(0, xe2, xe3, xe4)
s=2−−→ x′2 =(xe1, 0, xe3, 0)
s=2−−→ x′3 =(xe1, xe2, 0, 0)
(9)
we create S = {x′1, x′2, x′3}. Then, the output of each perturbed replications is computed and
a weighted lasso regression is fitted on the resulting training set {(x′, F (x′)) | x′ ∈ S}. The
weights of the regression are decreasing as a function of the distance to xe: exp(−d(xe, x′)2/σ2),
with σ a parameter of the model , which ensure the locality of the explanation. Finally, the
coefficients of the linear model are directly used to measure the importance of feature in the pre-
diction of xe. Please refer to the original paper [22] for a more detailed description of the method.
Sampling:
E = {xe} (10)
D = ∅ (11)
Interestingly, LIME is one of the only methods that do not use a dataset apart from the point





SRSWOR of size sj in {1, ...,K}
}
| j ∈ {1, ...,K}
}
(12)
with sj ∼ Unif{0,K}, SRSWOR denotes ”Simple Random Sampling Without Replacement”
and Unif{0,K} denotes the discrete uniform distribution of integers between 0 and K. θj is the
set of features’ index that are nullified. Now we can define the sampling functions6:
hθ(xe, xp) =
( {





6It should be noted that hθ(xe, xp) is a vector of X and that the index j refers to the coordinates of this
vector j ∈ {1, ..., K}
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hθ acts like a masking function, it masks all features which index appears in θ. In (9), θ1 = {1},
θ2 = {2, 4} and θ3 = {3, 4}. Then the equation (1) can be used to generate the database
of perturbed examples as it is done in LIME. We can see that the sampling is a random
perturbation.
It should be noted that in the case of images the features are not set to 0 but to the value
corresponding to the color grey. In the case of text, the cardinal of xe changes but the idea of
the sampling remains the same.
Generation:





wixi + w0 (14)







σ2 (fw(x′)− F (x′))2 (15)
c2(w) = ‖w‖ (16)
c1 ensures that the approximate linear model is faithful to F in the neighborhood of xe while
c2 ensures that the resulting local model is not to complex. How should be weighted this two
objectives is not clearly mentioned in the original article.
Delivering:
Once the model has been fitted, the coefficients of the linear regression are directly delivered
to the user. It should be noted that in the case of image classification, it is more understandable
to deliver to the user the pixels that have a positive value (pixels that contributed toward the
prediction of the correct class).
B Anchors
“Anchors” [23] looks for the biggest square region of the input space that contains the initial
input and which preserves the same output with high-precision. The explanation is a rule based
model faithful locally around the initial input xe. It works on an iterative basis. At each step i,
the analyzer proposes a candidate set of rules Ai, for example:
A0 = ”3 ≥ x1 ≥ 2” AND ”x3 = 0.5”, (17)
and the rules are tested by querying many samples that verifies it. After a successful search, it
can be said, for example, among elements of X that verify the rule A0, 95% of them output the
value F (xe).
Sampling:
E = {xe} (18)
D = {x1, ..., xN} (19)
Anchors works with different types of data, which have different sampling strategies. However,
the same idea remains. The parameters of the sampling θ contains the list of features that appear
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in the candidate set of rule as current iteration. For example, for the anchor defined by (17),
the corresponding parameters are θ0 = {1, 3}. Samples mix features of xe and xp. Features that
appear in θ are taken from xe and others from xp. For tabular and image data, hθ can be written
in the following form:
hθ(xe, xp) =
( {





For text classification, the sampling is more elaborate. If xi ∈ X is a sequence of words, then
xij denotes the jth word in the sentence. θ still contains the list of words that appear in the
candidate set of rules:
hθ(xe, xp) =
( 
xej if xej ∈ θ
xpk with proba p otherwise




with xpk such that xpk and xej have the same POS tag. And with p proportional to their
similarity in an embedding space. In both cases, the parameter space only contains one element
Θ = {θ}. This sampling does not replace systematically every word absent from the rule but
with a probability. Moreover, instead of replacing the ith word of xe with the ith word of xp,
which would be meaningless in most cases, a word with the same function in the sentence is
used (it replaces a verb with a verb or a noun with a noun). This sampling is an efficient way
to generate, from the distribution of the data, many realistic samples that verify the candidate
rule.
The optimization method employed by Anchors to minimize the number of model call requires
that the samples are generated one-by-one (for the case of precision estimation, see below). The
sample is generated with the parameter θ, the input to be explained xe and one sample from D
selected randomly. The random selection of a sample is made thanks to the filter function F .
F (θ, xe, xp) = 1index(xp)=r (22)
with r = Unif{1, N} (drawn at each new sampling). The stochastic nature of the sampling of
Anchors comes from this drawing. The sampling of Anchors is hence random and perturbative.
Generation:
Anchors is a typical generation case. fw is an interpretable model used to approximate M .
More precisely, fw is a rule-based model (RBM) and the rules are represented by w. We use the
notation w(x) = True when x verifies the rule defined by w (false otherwise).
fw = RBMw (23)
The goal of the optimization is to find the set of rules that cover most samples while satisfying
probabilistic fidelity constraints. To evaluate the coverage, an extra sampling step is required
with θ = ∅ (Θ = {∅}), we call the result of the sampling S∅. It should be noted that, except for






ensures that the rule coverage is as big as possible (ratio of inputs verifying the rule among the







≥ (1− δ) (25)
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with τ and δ parameters of the method. This constraint, ensure that the rule is verified at a
certain precision (τ) with a chosen level of uncertainty (δ). In the theoretical formulation, the
size of S is arbitrary. The optimization problem can be formulated as in (4). The optimization
process is iterative. Each step of Anchors consists of 2 iterations in our framework: one itera-
tion for each coverage estimation and one iteration for each precision estimation.
Delivering:
Anchors does not require a delivering step as the explanation is the model fw itself.
C Shapley values
In [30], the authors are using Shapley values, a result from cooperative game theory, to build a
measure of the contribution of a feature for a specific classification (local explanation). Shapley’s
result is interesting because it has four mathematical properties which ensure consistency with
what is expected of a feature contribution. We note xe the point to be explained, as in [30] we
can define for any Q ⊆ {1, ...,K}
FQ(xe) = E
[
F (X1, ..., XK) | Xi = (xe)i,∀i ∈ Q
]
(26)
∆Q(xe) = FQ(xe)− F{}(xe) (27)










Please refer to the original paper for more details on the meaning of this formula.
Sampling:
E = {xe} (29)
D = {x1, ..., xN} (30)
The sampling mixes features of xe with features of xp to generate a new samples. The parameter
of the sampling defines which features from xe are used (i ∈ Q, in equation (26) and which feature
from xp are used (i /∈ Q, in equation (26). Hence, the parameters of the sampling θ contain the
list of features that appear in the tested combination Q: θ = Q. Samples mix features of xe and
xe. Features that appear in θ are taken from xe and others from xp.
hθ(xe, xp) =
( {





Then, we define the range of parameters:
Θ =
{
Q | Q ⊆ {1, ...,K}
}
(32)
We can see that the sampling if a deterministic perturbation of the inputs.
Generation:
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There is no generation step for this method.
Delivering:







with S defined by (1). We can now see that the Shapley value can be approximated by averaging
the dataset defined by (1), with the weights of (28). The approach is direct.
D Quantitative Input Influence
Quantitative Input Influence (QII) [5] describes how to compute the degree of influence of inputs
on outputs of black-box in several cases. In particular, it can explain outputs about individuals
and about group (by measuring the disparate impact of a features among groups). Moreover, it
allows the computation of joint influence (how several features influence output) and of marginal
influence. Using Shapley’s formula as an aggregation of QII is also presented.
Technically speaking, the QII are based on the equation (26). The differences between expla-
nations are obtained during the delivering step.
Sampling: The sampling of QII is strictly equivalent to the sampling of Shapley presented in
the section C.
Generation:
There is no generation step for this method.
Delivering:
We show with some examples from [5] of how the result of (26) can be use to explain a
black-box. First, as in [25], (26) can be used to estimate the output of the black-box in this
absence of the knowledge of a variable for a specific individual xe. This can be estimated with
for the feature i with:
F{1..K}(xe)− F{1..K}\{i}(xe) (34)
This formulation is equivalent to the equation (3) of [5]. To compute the influence on groups,
the latter is averaged over all elements of the groups. If we name Y the group then the impact






The interested reader may find other options in the original publication.
E PDP and ICE
Partial Dependence Plot (PDP) was introduced in [7] and Individual Conditional Expectation
(ICE) in [8] and both were revised in the lens of explanation in PDP ICE [14], which is the
version presented here.
It is a feature-wise global explanation method to estimate the global impact of a feature i
over its range of values. The output is a plot whose x-axis is all possible values of i and y-axis the
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average value of the model F over S with the value of the ith fixed (PDP) or the superposition
of every sample of S with modified value for i (ICE).
In both cases, the sampling is a deterministic perturbation over the full range of values.
This method is a global explanation method in which E = D.
Sampling:
E = {x1, ..., xN} (36)
D = {x1, ..., xN} (37)
In this case, the roles of E and D are identical, which means that one of the data set is not
needed. In the following, we artificially set D = {0}. It should be noted that it could have been
done with our framework by using F to filter unneeded elements.
PDP ICE is feature specific, we name i the feature that is explained. If i is a continuous
value, we can divide its range in r regular steps.
li = min
xk∈D




( li + θ
ui − li





Θ = {0, 1, ..., r − 1} (40)
If the feature i is categorical, we note {v1, ..., vr} the possible values:
hθ(xe, 0) =
( {





Θ = {v1, ..., vr} (42)
We can now generate the sample set S using (1).
Generation:
There is no generation step for this method.
Delivering:
The explanation can be directly computed from the set {(x, F (x))x ∈ S} by computing the
proper average or by displaying all curves on the same plot.
F BETA
Black box Explanation Through transparent Approximation (BETA) [15] is a global explanation
method that approximates the model by an interpretable rule-based model. Selected model tries
to minimize 8 criteria through an optimization procedure. The optimization is iterative and a
candidate rule-set is evaluated at each iteration.
Sampling:
E = {x1, ..., xN} (43)
D = {x1, ..., xN} (44)
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Similarly to E, we artificially set D = {0}
The sampling parameters θ define a candidate set of rules. For ease of notation, we use
∀x ∈ X, θ(x) is Boolean value (true if x verifies the rule defined by θ false otherwise). Then the
sampling is defined by:
hθ(xe, xp) = xe (45)
F (θ, xe, xp) = 1θ(xe) (46)
The sampling of BETA is selective and deterministic, it simply selects all examples from D
that satisfy the rule defined by θ.
Generation:
The generation function is an approximate model which tries to maximize the fidelity with F
and other criteria. The approximate model is a rule based model: fw = RBMw and the criteria
to optimized are explicitly mentioned in the article (cf section 2.2 of [15]). One can simply verify
that every criteria appearing in the optimization problem of BETA (cf. equations (1) and (2) of
[15]) can be expressed analytically w.r.t w and S.
Delivering:
There is no need for a delivering step as the rule-based model itself is provided as an expla-
nation.
G LEMNA
”Local Explanation Method using Nonlinear Approximation” (LEMNA) [10] is a local explana-
tion method. It is based on the framework as LIME but uses a mixture regression model with a
fused Lasso regularization.
Sampling:
The sampling part of LEMNA is similar to LIME as it is described in A. [10] does not give
a lot of details on the sampling procedure used by their method. The sentence ”The idea is to
randomly nullify a subset of features of x” suggest that the sampling function used is defined
as in (13). But the absence of weights decreasing with the distance to xe and the sentence ”we
first synthesize a set of data samples locally (around x)” suggest that the choice of sampling
parameters enforce locality.
Generation:
The generation step is based on an approximation of F in the neighborhood of the data point
to be explained xe. The generation function is a Mixture of Linear Models (MLM) fw = MLMw.





(fw(x′)− F (x′))2 (47)
c2(w) = ‖w‖fussed (48)
c1 ensure that fw is faithful with F , while c2 ensure that the model is not too complex. The
fidelity criterion c1 is classic but the complexity criterion c2 is tailored for application with data





As for LIME A, the coefficients of the linear regression model are used as explanation. Un-
fortunately, few information is provided on which coefficients, among all linear models, should
be chosen.
H VIN
Variable Interaction Network (VIN) [13] is a global explanation method based on the theory of
Analysis of Variance (ANOVA) which aims at detecting additive structure in a black-box. Two
features are additive if they do not interact for the prediction. As Shapley values, VIN combines
partial permutations of the samples to detect the influence of specific features or groups of
features. But thanks to a clever formulation of the problem, VIN does not require a number
of model estimations exponential in the number of features which make it practical for more
applications.
The VIN algorithm uses an iterative approach. While evaluating the importance of some
combinations of features, VIN gather formal guaranties of smallness for other combinations and
can thus avoid the computation of these. The computation of important features interaction
involves a complex analytic formula. It is out of the scope of this research report to show or
explain this formula in details. We simply show that each term of the formula can be extracted
thanks to the sampling procedure. Then, the result can be computed with S. The quantity of






F (xv, xi,−v) (49)
where v ∈ {1, ...,K}, xv = (xi|i ∈ v) and xv = (xi|i 6∈ v).
Sampling:
E = {x1, ..., xN} (50)
D = {x1, ..., xN} (51)
As for Shapley C and QII D, sampling mixes the features of the elements xe and xp. The
parameters of the sampling θ contains the list of features that appear in the tested combination
v: θ = Q. Features that appear in θ are taken from xe and others from xp.
hθ(xe, xp) =
( {






The generation function of the VIN algorithm is a perturbation of F by permutation of
features of input as mentioned in (49). The rest of the generation only involves summation and
iterative search over a lattice of subset. We invite the interested read to refer to [13] for more
details. We do not give the details of the computation of the projection of F , instead we show







with S′(x,w) = {hw(x, xp) | xp ∈ D} (derived from 1).
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I Local-gradient
The method proposed in [2], which we named ”Local-Gradient”, in a local explanation method
of complex classifier. The basic assumption of this method is that a classification can be ex-
plained by pointing the direction of highest slope toward another class. With this assumption, a
classification can be explained by estimating the gradient at a given point.
Technically, this method approximate F with a kernel density approximation method (Parzen
windows) based on the data set available to the explainer D. Parzen windows are then used to
compute gradients in the neighborhood of the point to be explained.
Sampling:
E = {xe} (54)
D = {x1, ..., xN} (55)
Parzen windows are directly learned on D. Hence, there is no sampling for this method. It
should be noted that the authors mention the possibility of sampling new data points if needed.
Generation:
In [2], model selection and model fitting are described extensively. We limit ourselves here to
the main components. The labels of the classifier are defined by: {1, ..., C}. We define the index







with σ ∈ R and kσ(x) = exp(−0.5xTx/σ2)/
√




p̂σ(x, c) + p̂σ(x, y 6= c)
(57)
Finally, the function used to approximate the classifier F is given by:
Fσ = arg min
c∈{1,...,C}
p̂σ(x, y 6= c) (58)





which is a simple minimization of a fidelity criteria. It is expected that Fσ is as close as possible
to F on the points of D. It should be noted that although it is a local explanation method, the
approximate model is fitted on the whole data set D. Thanks to this approach, the same Fσ can
be used to explain any individual classification without generating a new model. On the other
hand, because F can be arbitrarily complex, Fσ may not be very accurate everywhere.
Delivering:
The last step of the explanation process is the computation of the derivative of Fσ at the
point of explanation. Fσ was chosen explicitly such that the derivative are easily computable.
The derivative can be computed analytically with the formula of the Definition 3 of [2]. The




Trepan [4] is a method to approximate a black-box classifier with a decision tree. Because it
is composed of rules that are human-readable, this approximate model offers an interpretable
simplified version of the classifier. Broadly speaking, Trepan is a global explanation method
that uses an approximate interpretable model to approximate F over all inputs of D. But, the
strength of Trepan relies of the use of sampling to focus on regions of the input space X that are
imprecisely predicted by the model. Trepan uses the classical top-down approach to build the
decision tree. The node at which there is the greatest potential to increase the fidelity is chosen
to be the next splitting node. If the latter does not contain enough samples (Smin, the minimum
number of samples, is a parameter of the method) then extra inputs are sampled from X such
that they “fall” in this specific node.
Sampling:
E = {x1, ..., xN} (60)
D = {x1, ..., xN} (61)
In a nutshell, the sampling of Trepan is random and perturbative and draws a fixed number
of samples that satisfy some rules of the decision tree. The sampling of Trepan differs from
other methods because the distribution of the population is not directly estimated through
sampling, instead it is done indirectly by using D to estimate a distribution function and then
drawing from this distribution function. The modeling of each feature’s distribution is done
before the sampling. For discrete-values features, frequency counts are used while kernel density
estimation methods are used for continuous features. For each feature i, we note Pi the estimated
distribution.
Trepan needs to select inputs that respect certain rules of the decision tree. The sampling
parameter θ is used to account these rules. We note θ(x) = 1 if x verifies the rule defined by θ.
Then the following sampling function can be used:
h0(xe, xp) = (xj ∼ Pj)j=1...K (62)
along with the filter:
F (θ, xe, xp) = θ(h0(xe, xp)) (63)
It should be noted that, unlike most of other methods, features are drawn independently.
Generation:
The generation of Trepan involves an decision tree which is fitted to minimize the distance
with the outputs of F . The generation function is noted fw = DTw with w the parameters
of the decision tree. A constraint is added on the size of the tree to ensure that the resulting




fidelity(F (x), fw(x)) (64)
o1(w) = size(DTw) (65)
The complexity of the explanation is controlled, through a hard constraint o1, with the size of
the decision tree (total number of nodes in the tree).
Delivering:
The model fw itself is given as the explanation. Thus there is no explanation generation for
this method.
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K GoldenEye
GoldenEye [11] assumes that evaluating the impact of a single variable is not enough to un-
derstand the complete behavior of a classifier. Therefore, it focuses on selecting the groups of
features that are globally the most important for the classification.
GoldenEye evaluates the global importance of a feature by observing how the model is mod-
ified when the values of the features are randomly permuted among the dataset. Interaction
of features are evaluated by permuting simultaneously groups of features. Finally, GoldenEye
defines an original way of permuting samples among the dataset:
• within class: permutation of values between two samples is permitted only if the two
samples have the same model’s output,
• fully random: permutation of values is allowed between any two samples.
GoldenEye looks for the grouping of features (a set of disjoint groups of features) which permu-
tation least modifies the output of the model for the whole data set.
The sampling of GoldenEye is rather complex. We should first define a grouping of features:
G = {S1, ..., Sm} s.t. Si ⊆ {1, ...,K} and ∀i, j, Si ∩ Sj = ∅ (cf. definition 4 of [11]). Each
Si is a group features (ex: S0 = {1, 3} denotes the features indexed by 1 and 3). Features are
gathered in groups to test if they interact. Basically, as for Shapley, QII or Anchors, samples are
generated by combining features from different elements of D. To test interactions, two features
that appear in the same group are permuted together; the values of the features 1 and 3 after
the permutation come from the same element. Moreover, features that appear in no group are
also permuted but alone. Finally, features that belong to a group are permuted with-in class;
the values of the features 1 and 3 after the permutation come from the same element and this
element has the same output than the initial one. Let’s take an example from a sample xe in
five dimensions:
xe = (xe1, xe2, xe3, xe4, xe5) (66)




. To create a sample from xe, 4 other samples are
needed: xj1 , xj2 , xj3 , xj4 , with:
j1, j2, j3, j4 ∼ Unif{1, N} (67)
N being the size of D. The first two samples xj1 and xj2 are used for permuting the features
of the group while xj3 and xj4 are used for permuting the features that don’t appear in the
grouping (here 2 and 4). The following constraints are applied to j1 and j2.
F (xj1) = F (xj2) = F (xe) (68)
This constraint specifies that two samples (for groups appearing in the grouping) must be drawn
within class. After these operations, the final sample is:
(xj21, xj32, xj23, xj44, xj15) (69)
We see that 4 samples are needed to create a single sample from xe. Because our framework
only allows the combination of two samples xe and xp, it is not straightforward to describe
the sampling of GoldenEye with our framework. A solution is to draw distinct samples with
our framework and then to combine them during an additional step that occurs between the
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sampling and the generation. In our example, we draw 4 samples:
j1 → (0, 0, 0, 0, xj15)
j2 → (xj21, 0, xj23, 0, 0)
j3 → (0, xj32, 0, 0, 0)
j4 → (0, 0, 0, xj44, 0)
(70)
and we then recombine them to obtain the sample of (69). It should be noted that the description
of GoldenEye forces us to bend the rules of the framework a little. To our knowledge, GoldenEye
is the only method to use such kind of sampling. If the interest of this type of sampling is proven
in practice, we should consider adapting our framework to better take into consideration this
strategy.
Sampling:
The sampling of GoldenEye is a random perturbation of samples. The random permuta-
tion with the condition is drawn in advance and the indices are stored in Θ. Each element of Θ
is composed of 4 values:
1. index of xe in the E,
2. type of permutation (fully random “fr” or within class “wi”),
3. the features concerned (e.g. {1, 3}),
4. the random index (other sample whose values are taken from for the permutation).
To generate the first sub-sample (j1) of our previous example, the following set of parameters is
used:
θ = (1, “wi”, {5}, j1) (71)
where 1 is the index of xe that was chosen as an example. The second parameter is “wi” because
the permutation is done within class as the feature 5 appears in the grouping. {5} is the set of
features that are replaced in this sample. Finally, j1 is the random index as previously. In the
remaining, we refer to the coordinates of θ with brackets: θ(1) = 1, θ(2) = “wi”, ... We can now
define the sampling function hθ.
hθ(xe, xp) =
( {





along with the filter:
F (θ, xe, xp) = 1index(xe)=θ(1)1index(xp)=θ(4) (73)
this filter outputs exactly one sample per set of sampling parameter θ.
Now let’s build the set of parameters Θ. We start from the grouping of group {S1, ..., Sm}
and we add {R1, ..., Rp} the features that do not appear in any Si. We have ∪iSi
⋃
∪jRj =
{1, ...,K}. Then, for each sample xe of E, we should draw m+p samples from D. m of them must
satisfies the within class constraint while p of them don’t. So we draw randomly and without
replacement:
∀(i, j) ∈ {1..N} × {1..m}, sij ∼ Unif{1..N} s.t ∀(i, j), F (xi) = F (xsij ) (74)
and:
∀(i, j) ∈ {1..N} × {1..p}, rij ∼ Unif{1..N} (75)
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We can create the set sampling parameters for the generating the first sample:
{(1, “wi”, S1, s11), ..., (1, “wi”, Sm, s1m), (1, “fr”, R1, r11), ..., (1, “fr”, Rp, r1p)} (76)
and generalize it to create the full permutation of the data set:
Θ = {(i, “wi”, S1, si1), ..., (i, “wi”, Sm, sim), (i, “fr”, R1, ri1), ..., (i, “fr”, Rp, rip) | i = 1..N} (77)
Finally, to obtain the desired samples elements of S should be grouped by value of θ(0) and
summed as shown in the example. At the end of this operation we have generated one sample
per element of E, hence we use the notation:
S = {(xe, hθ(xe)|θ ∈ Θ} (78)
where hθ(xe) is the result of the composition described in the previous paragraph.
The instantiation of the sampling of GoldenEye in our framework is somehow laborious. It
should first be noted that the strategy employed is complicated, thus it is not surprising to have
a complicated description. Moreover, as already mentioned, our framework has to be bend in
order to account for this exception.
Generation:
The generation step of GoldenEye uses a perturbative approach to detect the combinations of
features that most impact globally the output of the model. The method iteratively selects the
biggest combination that impact the least the output. To do so, we compare the output before
the permutation with the value after the permutation. Hence the generation function is simply:









The first equation is a hard constraint that fixes a threshold for the fidelity. Bellow this threshold
the group cannot be considered as an important group. The second is an a soft criteria thanks
to which the method focus on combinations of many features.
Delivering:
The delivering step of GoldenEye consist in gathering the groups of features that were selected
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