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Estudio de te´cnicas de aprendizaje automa´tico basado
en redes neuronales para reconocimiento biome´trico de
personas: Resumen
En este trabajo se plantea la elaboracio´n de un sistema de reconocimiento
biome´trico de personas basado en redes neuronales profundas que utiliza como
caracter´ıstica biome´trica una imagen digital del rostro humano con la que se pueda
realizar la tarea de identificacio´n facial de dicha persona.
El problema del reconocimiento facial se puede dividir en cuatro fases
principales, la de deteccio´n del rostro dentro de las ima´genes, el preprocesado
de dichas ima´genes, la extraccio´n de la informacio´n ma´s relevante de cada rostro
y el reconocimiento de la identidad haciendo uso de dicha informacio´n relevante.
Estas etapas se implementan a lo largo de este trabajo para poder crear un sistema
completo de reconocimiento facial.
El sistema de reconocimiento facial creado durante este trabajo permite
experimentar de manera co´moda, debido a la modularidad que este sistema
presenta, con diversas arquitecturas para los procesos de extraccio´n y
reconocimiento, lo que sirve para comprobar las prestaciones del sistema obtenidas
con cada arquitectura. As´ı como poder observar la influencia en los resultados
de cambiar las bases de datos utilizadas para el entrenamiento de la etapa de
extraccio´n de caracter´ısticas.

Study of machine learning techniques base don neural
networks for biometric recognition of persons: Abstract
This work describes the development of a biometric recognition system of
persons based on deep neural networks that uses as biometric feature a digital
image of human face with which can perform the task of facial identification of
such person.
The problem of face recognition can be divided into four main phases, the
detection of the face within the images, the pre-processing of the images, the
extraction the most relevant information of each face and the identity recognition
using such relevant information. These stages are implemented along this work to
create a complete facial recognition system.
The facial recognition system created during this work is highly modular what
facilitates the experimention phase, which include the test of several architectures
for feature extraction and recognition, and also test different databases for training
and testing.
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Cap´ıtulo 1
Introduccio´n
1.1 Motivacio´n del proyecto
La biometr´ıa1 es la ciencia y la tecnolog´ıa dedicada a medir y analizar datos
biolo´gicos. En el a´mbito de la tecnolog´ıa de la informacio´n, la biometr´ıa hace
referencia a las tecnolog´ıas que miden y analizan las caracter´ısticas del cuerpo
humano. Este tipo de tecnolog´ıas se usan en diversos sistemas con el objetivo
principal de identificar y permitir reconocer a una persona en una aplicacio´n
determinada, ya sea para acceso a recursos, control de asistencia, etc.
Dentro de la biometr´ıa se distinguen dos grupos de registros biome´tricos2
en funcio´n de las caracter´ısticas en las que se centran como se puede ver en la
figura 1.1, los basados en caracter´ısticas fisiolo´gicas como el ADN, las huellas
dactilares, la retina, el iris de los ojos, los patrones faciales y las medidas de
las manos; y los basados en caracter´ısticas del comportamiento como la voz,
la firma, la forma de caminar y la dina´mica del teclado; ambos grupos de
caracter´ısticas son intransferibles de las personas por lo cual se pueden utilizar para
realizar la autenticacio´n de identidades. La autenticacio´n mediante verificacio´n
biome´trica esta´ convirtie´ndose en algo cada vez ma´s habitual en los sistemas de
seguridad, tanto privados como pu´blicos, debido a que permite llevar a cabo un
1url: http://searchdatacenter.techtarget.com/es/definicion/Biometria
2url:http://www.biometricos.cl/equipos biometria/que es la biometria por huella digital.php
1
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control y restringir el acceso a determinados recursos, proporcionando seguridad
y confiabilidad a los sistemas que cuentan con este tipo de tecnolog´ıa. Tambie´n se
puede utilizar la biometr´ıa para la personalizacio´n de los sistemas que se usan para
aplicaciones de domo´tica, lo cual permite mejorar la experiencia y las prestaciones
de dichas aplicaciones.
Figura 1.1: Clasificacio´n de los grupos de registros biome´dicos.
En los u´ltimos an˜os, dentro de estos grupos de registros biome´dicos, el
reconocimiento facial3 se ha convertido en un a´rea de investigacio´n activa que
engloba distintas disciplinas, como el procesado de ima´genes, reconocimiento
de patrones y redes neuronales. Tambie´n se podr´ıa considerar en el campo
del reconocimiento de objetos, donde se puede ver la cara como un objeto
tridimensional que esta´ sujeto a variaciones de iluminacio´n, posicio´n, etc., y se
debe identificar basa´ndose en su proyeccio´n en 2D.
El objetivo principal de un sistema de reconocimiento facial es, dada una
imagen de la cara de una persona desconocida, o imagen de test, hallar otra
imagen de la misma persona en un conjunto de ima´genes conocidas, o ima´genes
de entrenamiento. Este tipo de sistema puede operar en dos modos:
3url: http://es.m.wikipedia.org/wiki/Sistema de reconocimiento facial
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• Verificacio´n o autenticacio´n facial: se encarga de comparar una imagen
de la cara cuya identidad se encuentra verificada con otra imagen de la cara de la
que queremos conocer la identidad. El sistema se encargara´ de confirmar o rechazar
la identidad de la cara, lo cua´l se puede ver como un problema de decisio´n.
• Identificacio´n o reconocimiento facial: se encarga de comparar una
imagen de una cara desconocida con todas las ima´genes de caras conocidas que
se encuentran en la base de datos para determinar su identidad, en este caso se
puede ver como un problema de clasificacio´n.
Los sistemas de reconocimiento automa´tico de caras humanas ofrecen una serie
de ventajas frente a otros sistemas, como los basados en ADN o huellas dactilares.
Entre sus principales ventajas se encuentra la rapidez que pueden llegar a alcanzar,
as´ı como la posibilidad de realizarse el proceso sin la colaboracio´n del sujeto e
incluso a una distancia relativamente alta.
1.2 Objetivos y enfoque
El objetivo general del presente trabajo es el estudio, realizacio´n y evaluacio´n
de un sistema de biometr´ıa facial basado en ima´genes. Para llevarlo a cabo, se han
utilizado te´cnicas de aprendizaje automa´tico de datos basadas en redes neuronales
profundas [4] con el objetivo de la identificacio´n y el reconocimiento de personas. La
cara es un rasgo muy identificativo que no requiere ni de un despliegue tecnolo´gico
complejo ni de una alta participacio´n del individuo para ser adquirida su imagen,
lo que la convierte en un rasgo perfecto para realizar un sistema biome´trico efectivo
y poco intrusivo.
Como objetivos espec´ıficos se busca comparar diversas arquitecturas de
verificacio´n facial creadas con redes neuronales aplicadas sobre bases de datos
pu´blicas, analizando sus principales caracter´ısticas y tasas de reconocimiento frente
a varios factores. Tambie´n se realizara´ una optimizacio´n de los para´metros de la
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red para conseguir la mejor configuracio´n posible del sistema.
Adema´s de los objetivos mencionados anteriormente, se planteo´ el aprendizaje
en el manejo de tarjetas gra´ficas (GPUs) con capacidad de paralelizar ca´lculos,
de manera que se conseguira´ aumentar la eficiencia computacional para poder
desarrollar los objetivos que se hab´ıan propuesto.
1.3 Metodolog´ıa y plan de trabajo
Para el correcto desarrollo y consecucio´n de los objetivos marcados en el
presente Trabajo Fin de Ma´ster, se ha seguido un plan de trabajo organizado
de la siguiente forma:
• Estudio del estado del arte. Como punto de partida del trabajo se
empezo´ con una etapa de formacio´n en la que se obtuvieron los conocimientos
necesarios para el desarrollo del mismo. En concreto, se estudio el estado del
arte en redes neuronales artificiales y en sistemas de reconocimiento facial.
Adema´s, como en el trabajo se desarrolla un sistema completo, en la etapa
de formacio´n tambie´n se llevo´ a cabo un estudio profundo sobre el lenguaje
Python4 y la librer´ıa Keras5 utilizados en el mismo.
• Preparacio´n de los datos y desarrollo del sistema de
reconocimiento. La etapa intermedia del trabajo se centro´ en el procesado
de los datos de las respectivas bases de datos utilizadas para darles un
formato adecuado a lo requerido por la librer´ıa Keras y la implementacio´n
del sistema de reconocimiento facial haciendo uso de redes neuronales.
4url: http://www.python.org/downloads
5url: http://www.github.com/fchollet/keras
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• Ajustes de para´metros del sistema. Con el objetivo de mejorar los
resultados obtenidos con los para´metros iniciales del sistema se realizaron
una serie de experimentos haciendo uso de tarjetas aceleradoras gra´ficas para
as´ı poder mejorar los resultados obtenidos en la capacidad de reconocimiento.
• Documentacio´n y escritura de la memoria. En la etapa final del
trabajo, se procedio´ a documentar todo el trabajo realizado y se distribuyo´
en forma de memoria para que se reflejara´ de manera entendible la tarea
realizada durante todo el proceso de desarrollo del presente trabajo.
1.4 Organizacio´n de la memoria
La presente memoria esta´ estructurada en 5 cap´ıtulos:
• Cap´ıtulo 1: Introduccio´n. En este cap´ıtulo se exponen los motivos
para la realizacio´n del proyecto as´ı como los objetivos perseguidos para la
consecucio´n del mismo. Para lograr satisfacer las motivaciones y objetivos,
se expone la metodolog´ıa y el plan de trabajo que se va a seguir.
• Cap´ıtulo 2: Revisio´n bibliogra´fica. El segundo cap´ıtulo se centra en
abordar el estado del arte actual de las redes neuronales como me´todo de
aprendizaje automa´tico. As´ı como tambie´n se desarrollara´ la situacio´n en este
momento de los sistemas de reconocimiento facial, mostrando las diversas
te´cnicas que se utilizan hoy en d´ıa.
• Cap´ıtulo 3: Sistemas implementados. En este cap´ıtulo se exponen los
sistemas que se han implementado durante la duracio´n del trabajo. En cada
sistema se describen las etapas de las que consta para su funcionamiento y
las diferentes estructuras que se han aplicado para su creacio´n.
• Cap´ıtulo 4: Experimentacio´n y Resultados. En el cuarto cap´ıtulo se
presentan los resultados obtenidos de evaluar los sistemas implementados en
el cap´ıtulo anterior con diversas bases de datos pu´blicas de ima´genes faciales.
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• Cap´ıtulo 5: Conclusiones y L´ıneas futuras. El u´ltimo cap´ıtulo incluye
las conclusiones globales del trabajo realizado y se proponen l´ıneas futuras
de investigacio´n que hagan posible la mejora del trabajo aqu´ı expuesto.
Para completar la memoria, se an˜aden una serie de anexos con informacio´n
adicional como el co´digo desarrollado para la realizacio´n del presente trabajo y
una tabla comparativa de los tiempos de computacio´n obtenidos con los diversos
dispositivos con los que se conto´ para la realizacio´n de este trabajo.
Cap´ıtulo 2
Revisio´n bibliogra´fica
En este cap´ıtulo se realiza un estudio de los fundamentos y los tipos de redes
neuronales artificiales existentes, as´ı como tambie´n se presentara´n los antecedentes
y el estado del arte sobre los sistemas de reconocimiento facial basados en diversas
te´cnicas, aunque se explicara´n principalmente los basados en el uso de redes
neuronales.
2.1 Redes neuronales artificiales
2.1.1 Definicio´n de red neuronal artificial
Las redes neuronales artificiales [5] o sistemas conexionistas son sistemas de
procesamiento de la informacio´n cuya estructura y funcionamiento esta´n inspirados
en las redes neuronales biolo´gicas, como se puede observar en la figura 2.1 existen
ciertas analog´ıas entre las redes neuronales biolo´gicas y las redes neuronales
artificiales, entre las que se encuentran las siguientes [1]:
• Las entradas Xi representan las sen˜ales que vienen de otras neuronas y que
son capturadas por las dendritas.
• Los pesos Wi son la intensidad de la sinapsis que conecta dos neuronas.
• θ hace referencia a la funcio´n umbral que la neurona tiene que sobrepasar
para activarse.
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• Cada sen˜al de entrada pasa a trave´s de una ganancia o peso.
• Los pesos pueden ser positivos (excitatorios) o negativos (inhibitorios).
• El nodo sumatorio acumula todas las sen˜ales de entradas multiplicadas por
los pesos y las transfiere a la salida a trave´s de una funcio´n umbral.
Figura 2.1: Comparativa de una neurona biolo´gica con una neurona artificial [1].
2.1.2 Arquitectura
La estructura de una red neuronal artificial se constituye por un conjunto de
elementos simples de procesamiento llamados nodos o neuronas conectadas entre
s´ı por conexiones que tienen un valor nume´rico modificable llamado peso, como se
puede observar en la figura 2.2 los elementos principales que se pueden distinguir
en cualquier tipo de red son los siguientes:
• Neuronas de entrada (capa de entrada): reciben directamente la
informacio´n proveniente de las fuentes externas a la red.
• Neuronas de salida (capa de salida): transfieren la informacio´n de la red
hacia el exterior una vez que ha finalizado el tratamiento de la informacio´n.
• Neuronas intermedias (capas ocultas): reciben est´ımulos y emiten
salidas dentro del sistema, es decir, no tienen ningu´n contacto con el exterior;
son las encargadas de llevar a cabo el procesamiento de la informacio´n.
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• Conjunto de conexiones o pesos sina´pticos entre las neuronas: cada
conexio´n se define por un peso wij, el cual indica el efecto de la sen˜al de la
neurona i en la neurona j.
• Funcio´n de activacio´n: calcula el estado de actividad de una neurona,
convirtiendo la entrada global en un valor de activacio´n, cuyo rango
normalmente va de (0 a 1) o de (-1 a 1). Las funciones de activacio´n de
uso ma´s comu´n en redes neuronales son: escalo´n, lineal, sigmoidal, tangente
hiperbo´lica o ReLU (Rectified Linear Unit) [6].
Figura 2.2: Elementos de una red neuronal artificial.
2.1.3 Caracter´ısticas
Las caracter´ısticas principales de las redes neuronales artificiales [7] se van a
detallar a continuacio´n:
1. Aprendizaje adaptativo: aprenden a realizar algunas tareas mediante un
entrenamiento con ejemplos ilustrativos, sin necesidad de una elaboracio´n
de modelos a priori ni de especificar funciones de distribucio´n de
probabilidad. Las redes neuronales son sistemas dina´micos auto-adaptativos,
son adaptables debido a la capacidad de autoajuste de las neuronas que
componen el sistema y son dina´micos puesto que son capaces de estar
constantemente cambiando para adaptarse a las nuevas condiciones.
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2. Auto-organizacio´n: utilizan su capacidad de aprendizaje adaptativo para
auto-organizar la informacio´n que reciben durante el aprendizaje. El
aprendizaje es la modificacio´n de cada neurona, mientras que la auto-
organizacio´n se basa en la modificacio´n de la red neuronal completa
para conseguir un objetivo concreto. Esta auto-organizacio´n provoca la
generalizacio´n, que es la facultad de las redes neuronales de responder
apropiadamente cuando se les presentan datos o situaciones a la que no
hab´ıan sido expuestas antes.
3. Tolerancia a fallos : en las redes neuronales si se produce un fallo en un
nu´mero no muy grande de neuronas el comportamiento del sistema se ve
influenciado pero no sufre una ca´ıda repentina como si ocurre en los sistemas
de computacio´n tradicionales, que pierden su funcionalidad cuando sufren
un pequen˜o error de memoria. El motivo por el que las redes neuronales
cuentan con esta caracter´ıstica es que tienen su informacio´n distribuida en
las conexiones entre neuronas, existiendo cierta redundancia en este tipo de
almacenamiento.
2.1.4 Tipos de redes
Dentro de las redes neuronales podemos encontrar numerosos modelos distintos
a la hora de resolver un determinado problema, a continuacio´n se describen los
principales.
2.1.4.1 Perceptro´n simple
El perceptron es la red neuronal ma´s antigua. Como se puede ver en la figura
2.3, este tipo de red se basa en sumar las sen˜ales de entrada y multiplicar por los
valores de pesos escogidos aleatoriamente; este valor se compara con un patro´n
para determinar si la neurona es activada o no. Esta red usa un algoritmo de
aprendizaje supervisado, es decir, necesita conocer los valores esperados para cada
entrada que se presenta a la red.
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Figura 2.3: Arquitectura de red de tipo Perceptron1.
Este tipo de red se utiliza en problemas de clasificacio´n y se obtienen resultados
perfectos si los patrones son linealmente separables, si los patrones no son
linealmente separables el algoritmo del perceptro´n no puede converger hacia un
error nulo, por lo que los elementos que no este´n claramente separados de otros no
se pueden clasificar, siendo esta la principal limitacio´n de este tipo de red.
2.1.4.2 Redes multicapa
Al igual que el perceptro´n este tipo de redes son muy antiguas y a su vez han
sido las ma´s utilizadas; como se observa en la figura 2.4 el perceptro´n multicapa
se compone de una capa de entrada, al menos una capa oculta y una capa
de salida. La principal novedad de este tipo de redes respecto al perceptro´n
simple es su algoritmo de aprendizaje durante su entrenamiento, el algoritmo de
retropropagacio´n (backpropagation o propagacio´n hacia atra´s). Dicho algoritmo
es un me´todo de aprendizaje supervisado de gradiente descendente en el que
inicialmente se aplica un patro´n de entrada, el cual se propaga por las distintas
capas que componen la red hasta producir la salida de la misma. Esta salida se
compara con la salida deseada y se calcula el error cometido por cada neurona
de salida. Estos errores se transmiten hacia atra´s, partiendo de la capa de salida,
hacia todas las neuronas de las capas intermedias. Basa´ndose en la influencia en
el error global de cada peso, se ajustan los pesos de cada neurona.
1Apuntes asignatura Aprendizaje automa´tico en datos multimedia
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Figura 2.4: Arquitectura de red de tipo Perceptron Multicapa2.
2.1.4.3 Redes neuronales profundas
Las redes neuronales profundas3 [8] son redes multicapa complejas, como se
puede observar en la figura 2.5, puesto que se basan en el hecho de que varias capas
ocultas tienen la misma capacidad que una sola capa oculta con muchas neuronas
en ella. La principal ventaja de este tipo de redes es que un mayor nu´mero de
capas pueden generalizar mejor y aprender ma´s conceptos abstractos.
Figura 2.5: Arquitectura de red de tipo Red Densa.4
2https://es.wikipedia.org/wiki/Perceptr %C3 %B3n multicapa
3url: https://www.deeplearning4j.org/neuralnet-overview.html
4http://www.varpa.org/ mgpenedo/cursos/scx/Tema4/nodo4-1.html
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En las redes neuronales profundas, cada capa se encarga de entrenar un
conjunto distinto de caracter´ısticas basadas en la salida de la capa previa. Cuanto
ma´s se avanza en la red, caracter´ısticas ma´s complejas son capaces de reconocer
los nodos, ya que se agregan y recombinan caracter´ısticas de las capas previas.
Esto es lo que se conoce como herencia de caracter´ısticas, y es una herencia
que aumenta la complejidad y la abstraccio´n. Esto hace que las redes neuronales
profundas sean capaces de manejar conjuntos de datos muy grandes y de alta
dimensio´n con muchos millones de para´metros que pasan a trave´s de funciones no
lineales.
2.1.4.4 Redes convolucionales
Las redes convolucionales5 son redes neuronales profundas que utilizan
convoluciones en lugar de las matrices generales de multiplicacio´n en al menos
una de sus capas, dichas convoluciones son operaciones de productos y sumas
entre la imagen de entrada y un filtro que genera un mapa de rasgos de cara´cter
local, ya que la aplicacio´n de las ma´scaras permite la deteccio´n de determinados
efectos presentes en las ima´genes, como pueden ser deteccio´n de bordes y cambios
de color. Este tipo de redes pueden emplearse para clasificar ima´genes (nombrar
lo que ven), agruparlas por similitud (bu´squeda de fotograf´ıas), y llevar a cabo el
reconocimiento de objetos dentro de escenas. Pueden identificar caras, individuos,
sen˜ales de tra´fico y muchos otros aspectos de la informacio´n visual. En la figura
2.6 se puede ver un ejemplo de la arquitectura de una red convolucional.
5url:https://www.deeplearning4j.org/convolutionalnets
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Figura 2.6: Arquitectura de red de tipo Red convolucional.5
La eficacia de las redes convolucionales en el reconocimiento de ima´genes es
una de las principales razones por las que el aprendizaje profundo esta´ creciendo
en su uso hoy en d´ıa. Se esta´n potenciado importantes avances en visio´n por
computacio´n, los cuales tienen aplicaciones obvias en auto-conduccio´n de coches,
robo´tica, drones y tratamientos para los discapacitados visuales.
2.1.4.5 Autoencoder
Un autoencoder es una red neuronal que aprende a producir a la salida
exactamente la misma informacio´n que recibe a la entrada haciendo uso de un
algoritmo de aprendizaje no supervisado. Por lo cual, las capas de entrada y salida
siempre deben tener el mismo nu´mero de neuronas en este tipo de redes para que
sean capaces de reproducir la entrada a la red.
La clave de este tipo de red reside en la capa oculta. Dado que se exige que
la salida de esta red tenga como resultado lo mismo que recibe a la entrada, y la
informacio´n tiene que pasar por la capa oculta, tambie´n conocida como bottleneck o
cuello de botella, que habitualmente tiene menos neuronas que las capas de entrada
y salida, la red se vera´ obligada a encontrar una representacio´n intermedia de la
informacio´n en su capa oculta usando menos dimensiones. Por lo tanto, la capa
oculta contendra´ una versio´n comprimida que se puede volver a descomprimir para
recuperar la versio´n original a la salida.
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Figura 2.7: Arquitectura de red de tipo Autoencoder.
De hecho se puede dividir la red en dos como se ve en la figura 2.8, una
primera red que comprender´ıa desde la capa entrada a la capa oculta (bottleneck),
esto ser´ıa un compresor o codificador, y la segunda red que utilizar´ıa la capa
oculta (bottleneck) como capa de entrada, esta parte ser´ıa un descompresor o
decodificador.
Figura 2.8: Ejemplo de autoencoder visto como codificador y decodificador con la
base de datos MNIST7.
7https://blog.keras.io/building-autoencoders-in-keras.html
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2.2 Sistemas de reconocimiento facial
2.2.1 Reconocimiento facial
El reconocimiento facial se trata de una te´cnica que ha tenido un uso muy
extendido durante los u´ltimos an˜os y que se centra en la identificacio´n de
rostros utilizando u´nicamente los rasgos faciales, sin utilizar otros elementos, como
pudieran ser la voz, las huellas dactilares, la firma, el ADN, etc.
El rostro humano proporciona gran cantidad de informacio´n discriminativa
sobre un sujeto permitiendo a la gente la capacidad de discernir e identificar a
simple vista distintos sujetos. El rostro tiene un conjunto de rasgos que lo dotan
de un alto poder discriminativo. Estos rasgos que componen el rostro se encuentran
localizados en posiciones similares a lo largo de la poblacio´n por lo que un sistema
de reconocimiento facial puede aprovecharse de esta caracter´ıstica.
Figura 2.9: Ejemplo de los rasgos biome´tricos de un rostro [2].
Adema´s de estos rasgos, se debe destacar que la forma de la cara tambie´n
es una caracter´ıstica discriminativa, las tareas de localizacio´n o extraccio´n de
distancias se pueden beneficiar de la simetr´ıa del rostro. Sin embargo, existen
ciertas caracter´ısticas que pueden introducir mayor variabilidad en el mismo
individuo como puede ser el pelo, que puede contribuir a la oclusio´n de los rasgos y
a cambiar el aspecto de una persona, u otros elementos artificiales, que contribuyen
a la pe´rdida de fiabilidad en el sistema, como las gorras, bufandas y gafas.
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Existen numerosas te´cnicas implementadas para llevar a cabo un sistema
de reconocimiento facial, como se comentara´ en el siguiente apartado, pero
independientemente de que´ te´cnica se utilice, siempre se necesita tener dos
conjuntos de datos:
• El primero se utiliza siempre para la etapa de aprendizaje o entrenamiento. Se
debe tratar de que los datos que integran este conjunto sean lo ma´s diferentes
posible entre ellos, y que adema´s, representen al problema, para poder llegar
a conseguir un grado de generalizacio´n alto.
• El segundo conjunto se emplea en la etapa de reconocimiento y se conoce
como conjunto de prueba o de test.
2.2.2 Etapas de un sistema de reconocimiento facial
En la figura 2.10 se muestra la secuencia de etapas principales para el
reconocimiento facial, la cual habitualmente suele ser la misma en todos los
sistemas:
Figura 2.10: Etapas generales de un sistema de reconocimiento facial.
• Adquisicio´n: de las ima´genes de entrada que se realiza mediante cualquier
dispositivo capaz de tomar ima´genes. Con una imagen ya se puede comenzar
el proceso, el tiempo de adquisicio´n es muy bajo y no requiere de supervisio´n
siempre y cuando las ima´genes cumplan con un mı´nimo de calidad.
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• Deteccio´n de caras (posicio´n): se trata de una etapa muy cr´ıtica en
los sistemas de reconocimiento facial puesto que el resto de etapas se vera´n
afectadas si no se ha realizado correctamente la deteccio´n y localizacio´n. Lo
primero que se debe determinar en esta etapa es si en la imagen hay caras y
si hay alguna localizarla en la imagen. Esta tarea se puede volver compleja si
hay factores que puedan enmascarar las caracter´ısticas faciales como pueden
ser el vello facial, maquillaje, gafas, etc. Por otro lado, hay otros dos factores
que tambie´n dificultan este proceso: la iluminacio´n que tenga la escena y la
calidad de las ima´genes.
Existen diversos me´todos de deteccio´n de caras pero la mayor´ıa se basan en
autocaras (eigenfaces) [9], redes neuronales, ana´lisis de rasgos o ana´lisis de
bajo nivel [10], como puede ser el color de la cara.
• Preprocesamiento: a partir de la informacio´n obtenida en la deteccio´n
se lleva a cabo la etapa de procesado en la cual se realizan una serie de
transformaciones sobre la imagen para dejarla preparada para la correcta
extraccio´n de caracter´ısticas. Dentro de esta etapa se suelen encontrar cuatro
fases para normalizar y alinear la imagen:
– Rotacio´n. Determinar el a´ngulo de giro de una cara en una imagen y
compensarlo. Al tener caras sin giro, el proceso de reconocimiento dara´
mejores resultados.
– Escalado. Accio´n que se lleva a cabo para conseguir que todas las
ima´genes tengan el mismo taman˜o. Esto se convierte en necesario puesto
que muchas te´cnicas de reconocimiento requieren que todos los datos
de entrada tengan el mismo taman˜o.
– Recorte. Una vez que se ha aplicado la rotacio´n y el escalado, en caso
de ser necesarios, se procede al recorte de la misma para obtener solo
la regio´n de intere´s de las ima´genes.
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– Normalizacio´n. Las ima´genes pueden presentar variabilidad en la
luminosidad y en el contraste lo que puede producir que ima´genes de
la misma persona sean muy diferentes por lo que hay que normalizarlas
para tener un esta´ndar en todas las ima´genes que se pasen al extractor
de caracter´ısticas.
• Extraccio´n de caracter´ısticas: se emplea para obtener la informacio´n que
resulta ma´s relevante de un rostro, se elimina la informacio´n que resulte
irrelevante para el reconocimiento, de esta etapa depende en gran medida
el buen desempen˜o del sistema de reconocimiento facial. Las te´cnicas ma´s
cla´sicas son las siguientes: Principal Component Analysis (PCA), Linear
Discriminant Analysis (LDA) y Redes Neuronales Artificiales (RNA) o
Artificial Neural Networks (ANN) [4].
• Reconocimiento: esta´ u´ltima etapa se basa en alimentar al sistema con
ima´genes de rostros diferentes a las utilizadas durante el entrenamiento para
obtener una medida como resultado con la cual se puede tomar una decisio´n,
bajo la premisa de que en los sistemas de reconocimiento facial caras de un
mismo individuo tienen caracter´ısticas similares. Existen diversos me´todos
para obtener dicha medida, entre los ma´s utilizados se pueden encontrar dos
categor´ıas, los clasificadores que requieren entrenamiento previo: K-Nearest
Neighbours (KNNs) , Support Vector Machines (SVMs), Gaussian Mixture
Models (GMMs) y Redes Neuronales Artificiales (RNA) [4], y las medidas
de similitud o distancia que no requieren de para´metros de entrenamiento:
eucl´ıdea, coseno y chi-square.
El problema que se quiere resolver con la creacio´n de un sistema de reconocimiento
facial y la dificultad de que dicho problema conlleva en algunos casos se puede
observar en las figuras 2.11, ejemplo en el que se trata de ima´genes de la misma
persona, y 2.12, ejemplo en el que se trata de personas diferentes.
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(a) Foto 1 (b) Foto 2
Figura 2.11: Ejemplo 1 de una pareja de ima´genes para decidir si se trata de la
misma persona o no, en este caso se trata de la misma persona.
(a) Foto 1 (b) Foto 2
Figura 2.12: Ejemplo 2 de una pareja de ima´genes para decidir si se trata de la
misma persona o no, en este caso se trata de distinta persona.
2.2.3 Te´cnicas de reconocimiento facial
A continuacio´n, se explican algunos de los me´todos utilizados en los sistemas de
reconocimiento facial en los u´ltimos an˜os tanto para la extraccio´n de caracter´ısticas
como para la clasificacio´n final.
2.2.3.1 Basados en PCA
El me´todo basado en PCA, tambie´n conocido como Eigenfaces [9], se basa en la
transformacio´n de un nu´mero de variables posiblemente correladas en un pequen˜o
nu´mero de variables incorreladas llamadas componentes principales, es decir, se
trata de un algoritmo de reduccio´n dimensional que permite encontrar los vectores
que mejor representan la distribucio´n de un grupo de ima´genes.
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En el caso de las ima´genes de rostros, se centra en el ana´lisis de ciertas
caracter´ısticas faciales para reconocer a un individuo dentro de una base de datos
previamente creada, al aplicarlo se reduce enormemente la cantidad de informacio´n
necesaria a manipular en la fase de reconocimiento. Estas caracter´ısticas funcionan
como proyeccio´n de las ima´genes en un conjunto de vectores ba´sicos ortogonales
(eigenfaces) de un subespacio lineal llamado Espacio Facial, un ejemplo de estos
vectores de caracter´ısticas se pueden observar en la figura 2.13. El reconocimiento
del rostro se realiza proyectando una nueva imagen de un rostro en el espacio
facial y comparando su posicio´n en el espacio facial con alguna cara conocida por
el sistema.
Figura 2.13: Ejemplo de vectores de caracter´ısticas del PCA
Existen varios me´todos de reconocimiento basados en la caracterizacio´n de
ciertos rasgos que no cambian en una cara: la seccio´n alta de las cavidades oculares,
la zona o´sea alrededor de las mejillas y los laterales de la boca. El proceso cuando
se utiliza este tipo de te´cnicas se compone de las fases normales de una aplicacio´n
de reconocimiento facial: realizar una captura de imagen, extraer las caracter´ısticas
matema´ticas de la misma y realizar una comparacio´n con patrones de referencia.
2.2.3.2 Basados en LDA
Este me´todo se creo´ como una variacio´n del PCA, se propuso´ como una
mejora de este, a esta te´cnica tambie´n se la conoce como Fisherfaces [11] y es
de las ma´s utilizadas a la hora de implementar un sistema de reconocimiento e
identificacio´n mediante el uso de los patrones faciales localizados en el rostro.
Se basa en encontrar combinaciones lineales para poder reducir la dimensio´n del
problema, de tal manera que se mantenga la habilidad de separar dos o ma´s clases
de objetos, a este tipo de me´todos se les llama discriminativos.
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El LDA permite utilizar la informacio´n entre miembros de la misma clase y
entre clases para desarrollar un conjunto de vectores caracter´ısticas, de los cuales
se puede ver un ejemplo en la figura 2.14, donde las variaciones entre las diferentes
caras se marcan ma´s mientras que los cambios debido a la iluminacio´n, expresio´n
facial y orientacio´n de la cara no. Es decir, se maximiza la variancia de las muestras
entre clases, y se minimiza entre muestras de la misma clase.
Figura 2.14: Ejemplo de vectores de caracter´ısticas del LDA
Diversos experimentos que se han llevado acabo en los u´ltimos an˜os muestran
que tanto la te´cnica del PCA como la LDA obtienen un buen rendimiento si las
ima´genes de prueba son similares a las ima´genes de entrenamiento. Sin embargo,
el me´todo LDA obtiene mejores resultados en caso de que haya variaciones en las
condiciones de iluminacio´n y gesto que la te´cnica del PCA.
2.2.3.3 Basados en SVM
Las SVMs se han convertido en una herramienta de uso generalizado en el
campo de reconocimiento de patrones, se utilizan como un clasificador automa´tico
que requiere de supervisio´n. Dado un conjunto de ejemplos de entrenamiento
se puede etiquetar las clases y entrenar una SVM para crear un modelo que
prediga la clase de una nueva muestra en funcio´n de una seleccio´n de ejemplos
del entrenamiento llamado vectores soporte.
El objetivo de las SVMs se centra en encontrar el plano o´ptimo que tenga la
ma´xima distancia con los puntos soporte. De esta forma, se separan las muestras
de manera que los datos de ambas categor´ıas queden cada uno a un lado del plano.
Los coeficientes que seleccionan los vectores soporte y los para´metros del plano se
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optimizan simulta´neamente para conseguir la mayor distancia posible entre las dos
categor´ıas.
Los algoritmos SVM pertenecen a la familia de los clasificadores lineales, pero
usando una funcio´n de kernel no lineal pueden generalizar cualquier frontera de
clasificacio´n no lineal gene´rica.
2.2.3.4 Basados en GMMs
Una GMM es una funcio´n de densidad de probabilidad parame´trica
representada como una suma ponderada de las densidades de las componentes
Gaussianas. Las GMMs comu´nmente se utilizan como un modelo parame´trico de la
distribucio´n de probabilidad continua de las medidas o caracter´ısticas en un sistema
biome´trico. Los para´metros de la GMM son estimados en la fase de entrenamiento
usando el algoritmo iterativo EM o la estimacio´n MAP de un modelo a priori bien
entrenado.
En el caso del reconocimiento facial, las GMMs se entienden como me´todos
de modelado estad´ıstico en los cuales un modelo se define como una mezcla de
cierto nu´mero de funciones Gaussianas con las cuales se evalu´a la proximidad a un
modelo de las ima´genes a clasificar.
2.2.3.5 Basados en redes neuronales artificiales
En los u´ltimos an˜os, los te´rminos como big data (grandes cantidades de datos)
y deep learning (aprendizaje profundo) [12] se han convertido en principales en el
mundo de la visio´n por computador debido a la gran cantidad de ima´genes que se
puede encontrar en los buscadores y en las redes sociales.
Esta gran cantidad de datos y el aumento en los recursos de computacio´n
han hecho posible el uso de me´todos estad´ısticos ma´s potentes. Estos modelos
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han mejorado dra´sticamente la robustez a diversas variaciones que son el nu´cleo
de muchas aplicaciones de visio´n por computador. Mientras que los me´todos
de aprendizaje convencionales, como los presentados anteriormente, tienen una
capacidad limitada para aprovechar grandes volu´menes de datos, sin embargo
las redes neuronales profundas han mostrado una mejor escalabilidad de sus
propiedades.
En el presente trabajo se decidio´ utilizar redes profundas ya que en los
sistemas del estado del arte actual se ha demostrado que se consiguen resultados
impresionantes, se pueden aplicar a grandes cantidades de datos de entrenamiento
y se encuentran disponibles recursos de computacio´n escalables como el uso de un
gran nu´mero de CPUs y/o de GPUs.
2.2.3.6 Basados en medidas de similitud
La similitud se corresponde con una medida de cuanto se parecen o no dos
vectores de caracter´ısticas. Si la distancia entre los dos es pequen˜a significa que
existe un alto grado de similitud; si la distancia es grande existe poca similitud
entre ambos. Dentro del conjunto de medidas de similitud se encuentran las dos
que aqu´ı se presentan:
• Distancia eucl´ıdea: La distancia eucl´ıdea es la medida que se usa
comu´nmente. Dicha distancia entre dos puntos es la longitud del camino
que los conecta, esta distancia viene dada por el Teorema de Pitagoras. A
continuacio´n, se puede observar la ecuacio´n por la que se rige esta medida:
d(x,y) =
√∑
(xi − yi)2 (2.1)
Cap´ıtulo 2. Revisio´n bibliogra´fica 25
• Similitud coseno: La similitud coseno se trata de una me´trica que
encuentra el producto normalizado de dos vectores de caracter´ısticas. Para
determinar esta medida de forma eficiente se busca encontrar el coseno
del a´ngulo entre los dos vectores. Lo que indicara´ que dos vectores muy
parecidos tendra´n una similitud coseno cercana a 1, mientras que dos vectores
completamente distintos tendra´n una similitud cercana a 0. Esta´ medida se
esta utilizando por su gran eficiencia al evaluar. A continuacio´n, se puede
observar la ecuacio´n por la que se rige esta medida de similitud:
d(x,y) = sim(x,y) = cos(θ) =
xT • y
‖x‖‖y‖ (2.2)

Cap´ıtulo 3
Sistemas desarrollados
3.1 Introduccio´n
En este cap´ıtulo, se describen con detalle los dos sistemas desarrollados e
implementados a lo largo del presente trabajo, con ambos se consigue tener un
sistema de reconocimiento facial completo. Para ello se analizara´n cada una de
las etapas principales de las que se compone cualquier sistema de reconocimiento
facial y que se han implementado para la completa creacio´n de los sistemas que se
detallan a continuacio´n.
3.2 Sistema basado en una red neuronal
profunda
3.2.1 Descripcio´n
El objetivo de este sistema se centro´ en encapsular todas las etapas de un
sistema de reconocimiento facial desde la deteccio´n inicial hasta la decisio´n final.
En la figura 3.1 se puede ver dicho sistema propuesto como parte principal de este
trabajo, para lograr diferenciar entre diversos pares de fotograf´ıas si se trata de la
misma persona o de distinta persona en ambas fotos, esto se realizo´ por medio de
la obtencio´n de las caracter´ısticas particulares de cada una de las ima´genes faciales
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que comprenden la base de datos, tanto las que forman la parte de entrenamiento
como las de la parte de evaluacio´n, dicho proceso se llevo´ a cabo haciendo uso de un
sistema basado en redes neuronales profundas. Una vez obtenidos los vectores de
caracter´ısticas de cada una de las ima´genes se procede a la etapa de reconocimiento
en la cual se utilizaron clasificadores para obtener los resultados finales. En este
caso a diferencia de cuando se utilizan otros extractores de caracter´ısticas, al
tratarse de redes, se requiere para realizar el entrenamiento de la red el uso de
datos diferentes a los que se pretenden clasificar posteriormente.
Figura 3.1: Fases del sistema basado en una red neuronal convolucional de una
sola rama.
En este sistema se podr´ıan intercambiar fa´cilmente diferentes te´cnicas en
cada una de las etapas para comparar resultados, es decir, se trata de un
sistema completamente modular. Esta modularidad se convirtio´ en un aspecto muy
importante para la implementacio´n del segundo sistema, ya que se pudo reutilizar
una parte de este primer sistema para la creacio´n del segundo como se explicara´
ma´s adelante.
3.2.2 Adquisicio´n
Para este trabajo esta primera fase del sistema de reconocimiento facial que
se trataba de la adquisicio´n de los datos, la cual, como se explico´ en el estado del
arte al comentar las diversas etapas de un sistema de este tipo, se podr´ıa realizar
mediante la captura de las ima´genes con cualquier dispositivo que fuese capaz de
ello pero en este trabajo no se llevo´ a cabo dicha captura. En este caso se hizo uso
de diversas bases de datos pu´blicas para realizar tanto el entrenamiento como la
evaluacio´n del sistema. Dichas bases de datos son las siguientes:
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• Labeled Faces in the Wild (LFW) [13]: se trata de una base de datos pu´blica
de fotograf´ıas faciales creada para estudiar el problema del reconocimiento
facial sin restricciones. Esta base de datos se conforma de un conjunto de
13.323 ima´genes de 5.749 personajes famosos tanto hombres como mujeres.
• CASIA-WebFace (CASIA)1: se trata de una base de datos pu´blica de
fotograf´ıas faciales que se compone de 493.456 ima´genes faciales de 10.575
personas.
• Youtube Faces (YTF) [14]: se trata de una base de datos pu´blica modelada de
manera similar a la LFW, formada con v´ıdeos de algunos de sus individuos,
se compone por un total de 3.425 v´ıdeos de 1.595 personas. Estos v´ıdeos se
encuentran divididos en 5.000 parejas de v´ıdeos, las cuales se reparten en 10
conjuntos de 500 parejas. Cada uno de los v´ıdeos se encuentra descompuesto
en un nu´mero de ima´genes variable en cada uno.
Las bases de datos mencionadas se compon´ıan en ambos casos de ima´genes
en las que los rostros de los sujetos se encontraban centrados en la imagen
pero sin haberles aplicado ningu´n tipo de recorte para hacer uso u´nicamente
de la zona del rostro, ni haberles aplicado ninguna transformacio´n a escala de
grises, transformaciones que posteriormente se explicara´ como se aplicaron en
la realizacio´n de este trabajo. Un ejemplo de las ima´genes que componen estas
bases de datos se pueden observar en la figura 3.2. Sin embargo, a la vez que se
adquirieron estas versiones de las bases de datos tambie´n se adquirio´ una version
de las bases de datos LFW y CASIA ya recortada y en escala de grises [15] para
poder realizar, como se explicara´ ma´s adelante, experimentos con dichas bases de
datos en las cuales se hab´ıa realizado un preprocesado mucho ma´s complejo que el
que se expondra´ a continuacio´n.
1url: http://github.com/happynear/FaceVerification
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(a) Imagen LFW (b) Imagen CASIA (c) Imagen YTF
Figura 3.2: Ima´genes originales de las bases de datos.
3.2.3 Deteccio´n
La fase de deteccio´n del sistema implementado durante este trabajo se baso´
principalmente en la deteccio´n de la cara, en este trabajo no se tuvo en cuenta la
deteccio´n de los ojos. La deteccio´n de la cara se trata de un aspecto crucial en el
sistema puesto que un error al detectar la misma resultara´ en un error en el resto de
etapas. Para esta funcio´n, se implemento´ la deteccio´n de la cara mediante la librer´ıa
opencv2 , que implementa el algoritmo Viola-Jones [3]. La librer´ıa incorpora un
paquete para poder usarla con el lenguaje de programacio´n Python, lenguaje de
programacio´n que se ha utilizado para realizar este trabajo, por su facilidad de
implementacio´n respecto a otras te´cnicas.
La deteccio´n con esta librer´ıa se realiza utilizando un clasificador en cascada
basado en caracter´ısticas Haar pre-entrenado para la cara, se trata de un efectivo
me´todo de obtencio´n de objetos que permite detectar casi cualquier objeto presente
en una imagen. Este algoritmo se eligio´ por su buena relacio´n entre simplicidad,
coste computacional y eficacia. En la figura 3.3 se pueden ver las caracter´ısticas o
filtros de Haar que se usan en este algoritmo.
2url: http://docs.opencv.org/3.1.0/d7/d8b/tutorial py face detection.html
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Figura 3.3: Filtros Haar utilizados en la deteccio´n con opencv [3].
3.2.4 Preprocesado
En la etapa de preprocesado se suelen llevar a cabo las operaciones de rotacio´n,
escalado y recorte de la imagen de la cara con el objetivo de tener todas las
ima´genes de la base de datos a utilizar en un mismo formato, en este caso la
operacio´n de rotacio´n no se llevo´ a cabo puesto que se han cogido versiones de las
diversas bases de datos en las que las ima´genes ya estaban rotadas y centrados los
rostros en la imagen, con lo cual a continuacio´n se describira´n las dos etapas de
las que se compone el preprocesado que se aplico´ a las ima´genes de las tres bases
de datos en este trabajo. En la figura 3.4 se pueden ver las etapas que componen
el preprocesado que se llevo´ a cabo.
Figura 3.4: Fases del preprocesado del sistema.
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3.2.4.1 Recorte
En la figura 3.5 se puede observar el resultado que se obtuvo de recortar una
de las ima´genes originales de la base de datos LFW haciendo uso de la librer´ıa
opencv, este mismo proceso se aplico´ a todas las ima´genes de las bases de datos
para facilitar el proceso posterior de extraccio´n de caracter´ısticas. Las ima´genes de
las bases de datos utilizadas se encontraban en un formato altura-anchura-canales
que inicialmente era de 250x250x3, en este caso la variable canales es 3 que marca
que las ima´genes son RGB (Red-Green-Blue), y tras este proceso las ima´genes se
convirtieron al taman˜o de 128x128x3. Al realizar este recorte se consiguio´ obtener
ima´genes en las que so´lo estuviera la regio´n de intere´s, es decir, el a´rea de la cara.
(a) Imagen Original (b) Imagen
Recortada
Figura 3.5: Ejemplo de una imagen original y su correspondiente imagen recortada
con opencv de la base de datos LFW.
En este trabajo la tarea de deteccio´n y la parte del preprocesado del recorte
de las ima´genes se realizo´ haciendo uso de las CPUs de los diversos nodos que
componen el cluster, lo que permitio´ que se realizasen de forma paralela estas
tareas reduciendo el tiempo de computacio´n.
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3.2.4.2 Transformacio´n a escala de grises
Como u´ltima etapa del preprocesado se realizo´ una conversio´n de todas las
ima´genes de color a escala de grises, de manera que se facilitara´ ma´s el proceso
de reconocimiento a partir de la extraccio´n de caracter´ısticas puesto que con esta´
transformacio´n el efecto de tener diversidad de iluminacio´n entre ima´genes no
tendra´ tanta influencia. Con esta transformacio´n se paso´ de tener ima´genes en
formato 128x128x3 a tenerlas en formato 128x128x1. El resultado de esta etapa
de preprocesado se puede ver en la figura 3.6.
(a)
Recortada
(b) Blanco y
negro
Figura 3.6: Ejemplo de una imagen recortada a color con opencv de la base de
datos LFW y su correspondiente imagen transformada a escala de grises.
3.2.5 Trabajando con grandes volu´menes de datos
Respecto a las etapas tradicionales que se suelen encontrar en los sistemas
de reconocimiento facial para este proyecto se tuvo que an˜adir esta etapa previa
al proceso de extraccio´n de caracter´ısticas para poder manejar correctamente la
gran cantidad de datos que se tiene, principalmente en el caso de la base de datos
CASIA, puesto que en el caso de la base de datos LFW esta etapa no se tuvo
que utilizar porque el nu´mero de ima´genes que la componen se pod´ıa almacenar
completamente sin problema en la memoria de las GPUs que se necesitaron utilizar
para realizar de forma eficiente la extraccio´n de caracter´ısticas, mientras que en
la base de datos CASIA la cantidad de ima´genes que la componen impidio´ que se
pudiera trabajar con todas a la vez.
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Para solventar este problema lo que se realizo´ fue un particionamiento de la base
de datos CASIA en varios ficheros de extensio´n .mat de taman˜o considerablemente
ma´s pequen˜o y cuyo formato permite ser guardado y cargado con facilidad en
Python.
Las etapas que se han explicado hasta ahora solo se realizaron la primera
vez que se ejecuto´ el primer sistema y no se tuvieron que repetir en posteriores
implementaciones, puesto que las ima´genes procesadas se guardaron para no tener
que realizar el proceso siempre que se ejecutaba alguno de los sistemas con los
diversos modelos que se probaron.
3.2.6 Extraccio´n de caracter´ısticas
La etapa de extraccio´n de caracter´ısticas se encarga principalmente de quedarse
con los valores que realmente dan informacio´n de cada imagen de cara al
reconocimiento y desechar aquellos valores que no aportan informacio´n relevante.
En este trabajo se entreno´ una red con datos etiquetados y una vez entrenada se
extrajeron las caracter´ısticas de cada imagen para poder realizar la clasificacio´n
de la etiqueta de identidad, para lo cual se utilizo´ la salida de la penu´ltima capa
puesto que se supuso que en ese punto del modelo ya se tiene una representacio´n
de la entrada con informacio´n suficiente para clasificar la identidad de los sujetos.
Para la realizacio´n de esta etapa se hizo uso de diversas arquitecturas
basadas tanto en redes neuronales convolucionales como redes residuales [16] para
comprobar las prestaciones del sistema completo en funcio´n de la arquitectura
utilizada para la extraccio´n de caracter´ısticas. A su vez se dividio´ en tres partes
para poder trabajar de manera ma´s eficiente con las GPUs para esta tarea, el
esquema que se siguio´ para esta etapa se puede ver en la figura 3.7.
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Figura 3.7: Fases de la extraccio´n de caracter´ısticas del sistema.
3.2.6.1 Inicializacio´n
• Red neuronal convolucional. La primera de las tres etapas de las que
se compone la extraccio´n de caracter´ısticas se trata de una inicializacio´n de
la arquitectura que se utiliza para realizar la extraccio´n de caracter´ısticas
posteriormente, en este caso se trata de una red neuronal convolucional
implementada haciendo uso de la librer´ıa de aprendizaje profundo Keras,
la cual permitio´ la creacio´n de las diversas arquitecturas probadas a lo largo
de este trabajo de manera co´moda y sencilla.
En el co´digo 3.1 se puede ver el modelo creado inicialmente para realizar
el proceso de extraccio´n de caracter´ısticas, se puede observar la simplicidad
que conlleva el hecho de an˜adir una capa o eliminarla en la librer´ıa de Keras,
as´ı como la definicio´n de sus diversos para´metros. Para la creacio´n de los
modelos de este trabajo se utilizaron los siguientes tipos de capas:
– Convolucionales [17], [18] : este tipo de capas son el bloque principal
en las redes neuronales convolucionales. Los para´metros de esta capa se
componen de un conjunto de filtros que aprenden caracter´ısticas como
pueden ser: bordes, cambios de direccio´n, cambios de color.
– Pooling: este tipo de capas se utilizan para llevar a cabo el
submuestreo y tienen tres posibilidades de funcionamiento: coger el
ma´ximo (maxpooling), mı´nimo (minpooling) o promedio (avgpooling),
cualquiera de ellas en una vecindad, delimitada por un nu´cleo o taman˜o
36 3.2. Sistema basado en una red neuronal profunda
de ventana. Este tipo de capa se utiliza porque reduce los costes
computacionales de las capas siguientes y da robustez frente a una
traslacio´n o desplazamiento.
– Densas: se trata de capas totalmente conectadas (FullyConnected),
es decir, las neuronas de estas capas tienen conexiones completas con
todas las activaciones de las capas anteriores a ellas. Sus activaciones
se pueden calcular pues con una multiplicacio´n de la matriz seguida de
un bias de desplazamiento.
– Activacio´n: se tratan de capas que contienen funciones de activacio´n,
normalmente no lineales, que se aplican a la salida de una capa previa y
determinan co´mo y en que´ casos se activara´ una neurona de la siguiente
capa. Algunas como la ReLu hacen incluso el efecto de un umbral de
activacio´n que al ser superado se activara´ una neurona de la siguiente
capa.
– Dropout [19]: este tipo de capas se utilizan para que las redes
puedan generalizar mejor, la operacio´n que realizan consiste en colocar
aleatoriamente una fraccio´n p de unidades de entrada a la capa a 0 en
cada actualizacio´n durante el entrenamiento, lo que ayuda a prevenir el
sobreajuste o overfitting, ya que cuando se desactivan algunas neuronas
el resto tienen que aprender a realizar esa tarea.
– Flatten: esta capa se utiliza en Keras para poder pasar de utilizar
capas convolucionales y de pooling a tener los datos en un formato que
se pueda pasar a las capas densas.
Tambie´n se puede ver en el co´digo 3.1 la compilacio´n necesaria del modelo
antes de que se realice su entrenamiento, en la cual tambie´n se marca la
funcio´n de optimizacio´n y de pe´rdidas de dicho modelo. Mientras que en
la figura 3.8 que se encuentra junto al co´digo se muestra el resultado de la
creacio´n del modelo anteriormente mencionado.
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Listing 3.1: Creando el modelo inicial
img rows , img co l s = 128 , 128
img channe ls = 1
de f c reate mode l ( ) :
model = Sequent i a l ( )
model . add ( Convolution2D (32 ,11 ,11 ,
border mode=’same ’ , d im order ing =’ t f ’ ,
input shape=(img rows , img co l s ,
img channe ls ) , a c t i v a t i o n =’ re lu ’ ) )
model . add ( MaxPooling2D ( p o o l s i z e =(3 ,3) ,
s t r i d e s =(2 ,2) , d im order ing =’ t f ’ ) )
model . add ( Convolution2D (16 ,9 , 9 ,
d im order ing =’ t f ’ , a c t i v a t i o n =’ re lu ’ ) )
model . add ( Flat ten ( ) )
model . add ( Dense (512 , a c t i v a t i o n =’ re lu ’ ) )
model . add ( Dropout ( 0 . 5 ) )
model . add ( Dense ( n b c l a s s e s , a c t i v a t i o n =’
softmax ’ ) )
re turn model
model=create mode l ( )
model . compi le ( l o s s =’
c a t e g o r i c a l c r o s s e n t r o p y ’ , opt imize r =’
sgd ’ , met r i c s =[” accuracy ” ] ) Figura 3.8: Arquitectura del
modelo inicial creado.
Con el fragmento anterior se puede observar la creacio´n de la arquitectura de
la red usada en un modelo, mientras que en la figura 3.9 se puede ver como
es el proceso completo de inicializacio´n del modelo. En la cual se puede
apreciar como despue´s de crear la estructura del modelo, si ya exist´ıa el
modelo previamente se pasa directamente a realizar el entrenamiento del
modelo y si no exist´ıa este modelo se realiza el siguiente proceso:
– Crear carpeta: se crea una carpeta para ese modelo donde se
guardaran posteriormente todos los ficheros intermedios que se vayan
creando.
– Guardar modelo: se guarda el modelo en un fichero de extensio´n .json,
el cual permite de manera sencilla almacenar la estructura del modelo
creado.
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– Guardar pesos: se guardan los pesos iniciales del modelo en un fichero
de tipo .h53 , lo que permite posteriormente empezar directamente el
entrenamiento a partir de unos pesos iniciales.
Este proceso se realizo´ as´ı debido a que este proyecto en su conjunto se
implemento´ haciendo uso de un cluster con recursos compartidos y un sistema
de colas llamado condor4 que prioriza los trabajos de manera interna, lo que
pod´ıa llevar a que en alguna ocasio´n la ejecucio´n del proceso de extraccio´n
de caracter´ısticas se pudiese ver interrumpido en su desarrollo y el hecho de
implementarlo de esta manera en tres fases diferentes permit´ıa recuperar el
proceso en el punto en el que se hubiese visto interrumpido, sin tener que
empezar completamente dicho proceso.
Figura 3.9: Inicializacio´n de los modelos creados para la extraccio´n de
caracter´ısticas.
3url: https://www.hdfgroup.org/HDF5/
4url:https://research.cs.wisc.edu/htcondor/
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• Red residual o resnet [16]. Como una alternativa con base de partida
en el modelo anterior de una red neuronal convolucional, tambie´n se
implementaron diversos modelos de redes residuales con el objetivo de
comprobar si mejoraba la convergencia y se manten´ıa la eficiencia de los
modelos implementados con las redes neuronales convolucionales. En la
figura 3.10 se puede ver como es la arquitectura de una red de este tipo,
cuya principal diferencia con la arquitectura de red neuronal convolucional
comentada anteriormente reside en que tiene un camino residual con el cual
se pretendio´ mejorar la convergencia del sistema en el entrenamiento, ya que
se evita en parte el problema de calcular los gradientes con redes profundas.
Adema´s este tipo de redes incorpora´ el uso de capas de normalizacio´n batch
[20] que mejoran la velocidad de convergencia.
(a) Resnet art´ıculo (b) Resnet implementada
Figura 3.10: Imagen de la resnet propuesta en el art´ıculo de referencia y otra
imagen del trozo del modelo implementado en este trabajo que se corresponde con
la arquitectura resnet propuesta en el art´ıculo.
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3.2.6.2 Entrenamiento
Durante la realizacio´n de este trabajo se realizo´ el entrenamiento de las diversas
arquitecturas implementadas con las bases de datos LFW y CASIA presentadas
anteriormente siguiendo el proceso gene´rico que se puede ver en la figura 3.11. El
protocolo en el que se utilizo´ la base de datos LFW para el entrenamiento, al contar
con un nu´mero reducido de ima´genes se cargaba completamente en memoria para
cada iteracio´n sin problema. En cambio, cuando se entreno´ el modelo con la base
de datos CASIA al tener una cantidad tan elevada de ima´genes se dio el problema
de no poder cargar todas ellas en memoria de las GPUs que se utilizaban, as´ı
que se tuvo que crear una funcio´n generadora para cargar las ima´genes para el
entrenamiento.
Figura 3.11: Entrenamiento gene´rico de los modelos creados para la extraccio´n de
caracter´ısticas.
El proceso que se siguio´ al utilizar la funcio´n generadora para cargar los ficheros
y entrenar el modelo se volvio´ ma´s complejo que cuando no se hac´ıa uso de dicha
funcio´n como se puede ver en la figura 3.12. Los pasos que se deben llevar a cabo
para realizar este proceso son los siguientes:
• Aleatorizar orden ficheros: se realiza el proceso de aleatorizar el orden
de los ficheros que se van a cargar para conseguir mezclar lo ma´ximo posible
las ima´genes de la base de datos y que no aparezcan siempre en el mismo
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orden para que la red no oscile entre clasificar bien los primeros ficheros a
clasificar bien los u´ltimos.
• Unir ficheros a cargar en bloques: se crean los bloques en funcio´n del
nu´mero de ficheros que se desea cargar en cada bloque, este para´metro se
define en una variable al inicio de la funcio´n para facilitar su modificacio´n
para poder realizar diversas pruebas y as´ı poder comprobar la importancia
de la aleatorizacio´n de los ficheros en el entrenamiento.
• Cargar ficheros bloque: se cargan los ficheros que se corresponden a cada
bloque, dichos ficheros fueron creados en la etapa previa de trabajo con
grandes volu´menes de datos donde se guardo´ la base de datos por partes
en ficheros de extensio´n .mat que son los que se cargan en este punto. Este
paso se repite hasta que se carguen todos los ficheros correspondientes a cada
bloque.
• An˜adir ficheros del bloque al entrenamiento: se coge el conjunto de
ficheros de cada bloque cargado anteriormente y se realiza el proceso de
ir an˜adie´ndolos en lotes o batches para el entrenamiento, dichos lotes son
conjuntos de varios ejemplos para los que se calcula el gradiente.
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Figura 3.12: Cargando las ima´genes de la base de datos CASIA para el
entrenamiento.
Al igual que ocurr´ıa con el proceso de cargar las ima´genes, la funcio´n de
entrenamiento del modelo que se utilizo´ difiere en funcio´n de la base de datos
empleada, cuando se realizo´ utilizando la base de datos LFW se uso´ el me´todo fit
para entrenarlo con un taman˜o fijo de batch como se puede ver en el co´digo 3.2.
Mientras que cuando se utilizo´ la base de datos CASIA para entrenar se hizo uso del
me´todo fit generator, como se puede observar en el co´digo 3.3 que permite utilizar
la funcio´n generadora creada para poder cargar todos los ficheros en formato .mat
con las ima´genes en cada iteracio´n del entrenamiento.
Listing 3.2: Entrenando el modelo con la LFW
save model=ModelCheckpoint (” model .{ epoch :02 d } . h5 ” , modelos=Lista ,
verbose =1, s a v e b e s t o n l y=False )
model . f i t ( X train , Y train , b a t c h s i z e=bat ch s i z e , nb epoch=nb epoch ,
verbose =2, v a l i d a t i o n d a t a =(X test , Y tes t ) , s h u f f l e=True ,
c a l l b a c k s =[ save model ] , epoch=epoch )
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Listing 3.3: Entrenando el modelo con la CASIA
save model=ModelCheckpoint (” model .{ epoch :02 d } . h5 ” , modelos=Lista ,
verbose =1, s a v e b e s t o n l y=False )
model . f i t g e n e r a t o r ( myGenerator ( ) , samples per epoch=
samples per epoch , nb epoch=nb epoch , verbose =2, c a l l b a c k s =[
save model ] , epoch=epoch )
En los co´digos anteriores tambie´n se puede observar que se utilizo´ una funcio´n
de guardado (ModelCheckPoint) para que se pudiera guardar el modelo que
resultaba de cada iteracio´n del entrenamiento, as´ı si por cualquier problema se
parase el proceso se pudiese retomar en la iteracio´n que se encontraba haciendo
uso del u´ltimo modelo guardado. Esta accio´n se pudo realizar con relativa sencillez
debido a la facilidad con la que se pueden manipular las funciones de la librer´ıa
Keras.
3.2.6.3 Extraccio´n
Como u´ltima parte del proceso de extraccio´n de caracter´ısticas, una vez
entrenado el modelo con el nu´mero de iteraciones deseadas, se extrajo el vector de
caracter´ısticas de cada imagen del conjunto de evaluacio´n o test. El modelo que se
creo´ en Keras se puede ver como un sistema cerrado del que se puede obtener solo
la entrada y la salida final no las salidas intermedias de cada capa, para que se
pudieran obtener dichas salidas se creo´ una funcio´n, la cual aparece en el co´digo 3.4,
en Theano5 , librer´ıa matema´tica sobre la que trabaja Keras y que esta´ basada en
Python, con la cual se pudo obtener la salida de la penu´ltima capa, que es la que se
utilizo´ a lo largo de todo el trabajo como vector de caracter´ısticas de las ima´genes.
Dichos vectores se guardaron cada uno en un fichero diferente para posteriormente
poder realizar la comparacio´n y reconocimiento en un proceso independiente al de
extraccio´n de caracter´ısticas.
5url: http://deeplearning.net/software/theano/
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Se decidio´ utilizar la salida de la penu´ltima capa como vector de caracter´ısticas
puesto que en ese punto la red ya ha procesado lo suficiente para que se pueda
utilizar esa salida para comparar las ima´genes que queremos determinar si son
de la misma persona. A partir de esta representacio´n se obtuvo posteriormente
la me´trica que permitio´ comprobar si el sistema se hab´ıa entrenado de manera
correcta y era capaz de diferenciar en una pareja de ima´genes si se trata de la
misma persona o no.
Listing 3.4: Funcio´n de extraccio´n de capas intermedias
de f g e t a c t i v a t i o n s ( model , l ayer , X) :
f g e t l a y e r o u t p u t = K. func t i on ( [ model . l a y e r s [ 0 ] . input ] ,
[ model . l a y e r s [ l a y e r ] . output ] )
l aye r ou tput = f g e t l a y e r o u t p u t ( [X] ) [ 0 ]
r e turn l aye r ou tput
3.2.7 Comparacio´n y reconocimiento
La u´ltima etapa del sistema de reconocimiento, como se puede observar en
la figura 3.13, se trato´ de la comparacio´n y reconocimiento de las caracter´ısticas
extra´ıdas de las ima´genes, se pasaron las ima´genes en parejas para poder concluir si
se trataba de la misma persona o no, estas parejas se crearon siguiendo el protocolo
propuesto en la pa´gina web de donde se descargo´ la base de datos LFW 6 .
Figura 3.13: Proceso de comparacio´n y reconocimiento implementado en este
sistema.
El proceso se baso´ en utilizar parejas de ficheros de extensio´n .txt, los cuales
conten´ıan los vectores de caracter´ısticas, para compararlos con una me´trica, en
6 url: vis-www.cs.umass.edu/lfw/
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este caso se eligio´ la distancia coseno como me´trica para comprobar la similitud
entre dos ima´genes. Esta me´trica se escogio´ debido a que se encontro´ que se hab´ıa
propuesto como una alternativa efectiva y simple a la distancia Eucl´ıdea, y con la
que adema´s ya se hab´ıan conseguido grandes resultados en precision con la base
de datos LFW [21]. A continuacio´n se puede observar, como ya se comento´ en el
cap´ıtulo anterior, la ecuacio´n por la que se rige esta medida de similitud:
d(x,y) = sim(x,y) = cos(θ) =
xT • y
‖x‖‖y‖ (3.1)
Una vez se tuvo calculada la me´trica de similitud entre cada par de ima´genes se
hizo uso de un umbral (γ) con el cual se pudo obtener la prediccio´n de la etiqueta
de identidad de cada par de ima´genes del conjunto total de parejas de ima´genes
a comparar. Con esta me´trica se permite calcular el resultado de Precisio´n que
aparecera´ posteriormente en las tablas de resultados del cap´ıtulo siguiente.
y′ =
 1 si d ≥ γ0 si d < γ (3.2)
Adema´s, como se explicara´ en el siguiente cap´ıtulo, se utilizara´n diversas
medidas para comparar la eficiencia de los diversos protocolos probados sobre
los sistemas implementados en este trabajo, estas medidas son la ya mencionada
ROC, el a´rea bajo la curva ROC (AUC) y la tasa de error igual o equal error rate
(EER).
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3.3 Sistema basado en una red neuronal
convolucional siamesa
3.3.1 Descripcio´n
Este sistema se propuso como una l´ınea alternativa de este trabajo, ma´s
innovadora puesto que el modelo de red neuronal siamesa [17], cuya filosof´ıa se
muestra en la figura 3.14, no se encontro´ en ninguno de los art´ıculos que se leyeron
en la primera etapa del desarrollo de este proyecto que se hubiera utilizado un
sistema basado en una red convolucional siamesa de esta forma. Sin embargo, se
comprobo´ que en [22] se usaba una red siamesa pero sin los pesos atados, es decir,
se trataba de dos redes convolucionales separadas que solo se un´ıan en la etapa
final para realizar la clasificacio´n con una SVM, por otro lado tambie´n se pudo
ver que en [23] se hab´ıa usado con partes de los rostros de las ima´genes, no con la
imagen completa como se hizo en este trabajo.
Figura 3.14: Sistema basado en una red neuronal convolucional siamesa.
Con este sistema el objetivo que se pretend´ıa se basaba en realizar la regresio´n
de la me´trica coseno con una variable binaria (0=distintos, 1=iguales). Adema´s, el
hecho de incluir la misma me´trica que se usa para decidir en el entrenamiento es
una ventaja adicional, ya que los gradientes para optimizar los para´metros sera´n
calculados para mejorar la me´trica en la optimizacio´n, no haciendo uso de una
clasificacio´n intermedia como en el sistema presentado en el apartado anterior.
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Este aspecto de la arquitectura tambie´n es una novedad con respecto a trabajos
anteriores.
En una primera fase de implementacio´n de este sistema se intento´ el
entrenamiento completo del modelo pero no se consiguio´ que convergiera de manera
o´ptima, entonces se aprovecho´ la modularidad del sistema implementado en el
apartado anterior, para utilizar el modelo ya entrenado en el proceso de extraccio´n
de caracter´ısticas de dicho sistema como un pre-entrenamiento de la arquitectura
que se creo´ en este segundo sistema, en la cual se utilizo´ los pesos finales del
modelo anterior como pesos iniciales de este modelo en sus dos ramas. En este
sistema las etapas que se utilizaron en el sistema anterior se tuvieron que variar
ligeramente puesto que se propuso la creacio´n de un sistema basado en una red
siamesa que realizara´ el proceso de extraccio´n de caracter´ısticas y la comparacio´n y
reconocimiento todo dentro de la misma arquitectura, es decir, con este sistema se
evito´ tener que guardar los vectores de caracter´ısticas en ficheros externos y luego
tener que cargarlos de nuevo para realizar la comparacio´n y el reconocimiento.
En una segunda fase de implementacio´n, una vez comprobado el correcto
funcionamiento del sistema con los pesos cargados del otro sistema y solucionados
los problemas iniciales que se hab´ıan tenido, se probo´ la arquitectura inicial que
entrenaba el modelo completo desde cero sin cargar pesos. Como se comentara´
en el siguiente cap´ıtulo se consiguio´ finalmente que convergiera y se realizaron las
mismas pruebas que se hab´ıan realizado con el sistema con los pesos cargados del
pre-entrenamiento para comparar los resultados obtenidos de las dos formas.
Por u´ltimo, como se vera´ en el cap´ıtulo de resultados, con los modelos basados
en redes residuales en el sistema anterior se obtuvieron buenos resultados y
mejoraron los tiempos de convergencia de manera considerable, por lo cual tambie´n
se implementaron los modelos basados en redes residuales en este segundo sistema
para ver que´ resultados se obten´ıan.
48 3.3. Sistema basado en una red neuronal convolucional siamesa
3.3.2 Inicializacio´n
En este segundo sistema se procede a explicar directamente el proceso de
inicializacio´n de la red neuronal utilizada en este sistema para el posterior
entrenamiento y reconocimiento puesto que las etapas de deteccio´n y preprocesado
que se emplearon son las mismas que ya se explicaron en el primer sistema y las
cuales solo se tuvieron que ejecutar una vez ya que las ima´genes resultantes de
dichas etapas se guardaron para no tener que volver a realizar este proceso.
Para que se pudiera crear el modelo de red siamesa se tuvo que utilizar la
posibilidad que muestra Keras para el uso de capas con pesos compartidos, es
decir, se pueden crear dos redes con las mismas capas que formen la mencionada red
siamesa. En el co´digo 3.5 se puede ver como se pueden an˜adir las capas compartidas
a dos entradas diferentes, creando dos caminos paralelos que finalmente se pueden
unir de distintas maneras, en este caso se unieron haciendo uso de la misma me´trica
que se comento´ en el sistema anterior y la cual se menciono´ al comienzo de este
apartado, la distancia coseno, puesto que Keras la ten´ıa implementada en uno
de los modos de la capa de unio´n merge (mode=’cos’ ). La figura 3.15 muestra el
modelo de capas que se creo´ con el co´digo comentado anteriormente.
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Listing 3.5: Creando el modelo de la red siamesa
inputa=Input ( shape=(img rows , img co l s ,
img channels , ) )
inputb=Input ( shape=(img rows , img co l s ,
img channels , ) )
shared conv1=Convolution2D (32 ,11 ,11 ,
border mode=’same ’ , d im order ing =’ t f ’ ,
input shape=( img rows , img co l s ,
img channe ls ) , a c t i v a t i o n =’ re lu ’ )
shared poo l1=MaxPooling2D ( p o o l s i z e =(3 ,3) ,
s t r i d e s =(2 ,2) , d im order ing =’ t f ’ )
shared conv2=Convolution2D (16 ,9 , 9 ,
d im order ing =’ t f ’ , a c t i v a t i o n =’ re lu ’ )
s h a r e d f l a t t e n=Flat ten ( )
shared dense1=Dense (1024 , a c t i v a t i o n =’ re lu ’ )
shared dense2=Dense (1024 , a c t i v a t i o n =’ re lu ’ )
shared dense3=Dense (512 , a c t i v a t i o n =’ re lu ’ )
x1a=shared conv1 ( inputa )
x2a=shared poo l1 ( x1a )
x3a=shared conv2 ( x2a )
x4a=s h a r e d f l a t t e n ( x3a )
x5a=shared dense1 ( x4a )
x6a=shared dense2 ( x5a )
x7a=shared dense3 ( x6a )
x1b=shared conv1 ( inputb )
x2b=shared poo l1 ( x1b )
x3b=shared conv2 ( x2b )
x4b=s h a r e d f l a t t e n ( x3b )
x5b=shared dense1 ( x4b )
x6b=shared dense2 ( x5b )
x7b=shared dense3 ( x6b )
c o s d i s t a n c e=merge ( [ x7a , x7b ] , mode=’cos ’ ,
dot axes =1)
c o s d i s=Reshape ( ( 1 , ) ) ( c o s d i s t a n c e )
out=Dense (1 , a c t i v a t i o n =’ sigmoid ’ , name=’out ’ ) (
c o s d i s )
model=Model ( input =[ inputa , inputb ] , output=out )
Figura 3.15: Modelo de
red siamesa creado
inicialmente.
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Para que se pudiera llevar a cabo la primera de las implementaciones
mencionadas anteriormente y que se pudieran cargar los pesos del modelo ya
entrenado se tuvo que modificar una de las funciones de la librer´ıa Keras puesto
que las capas finales de uno y otro modelo no coincid´ıan y por lo tanto se deb´ıa
cargar solo los pesos de las capas que s´ı que se correspond´ıan entre ellas. Para
llevar a cabo esto se modifico´ la llamada a la funcio´n de Keras para poder pasarle
por para´metro en que capa deb´ıa empezar y acabar de cargar los pesos.
Para los dos primeros enfoques el modelo que se utilizo´ es el mismo de la figura
3.15, mientras que para el modelo creado con redes residuales la arquitectura que
se implemento´ se puede ver en la figura 3.16.
Figura 3.16: Arquitectura de red residual siamesa.
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3.3.3 Entrenamiento
La fase de entrenamiento del modelo se realizo´ como en el sistema anterior,
de manera normal con la funcio´n fit si se usa la base de datos LFW para el
entrenamiento y con el generador en el caso de utilizar la base de datos CASIA
para entrenamiento. La principal diferencia con el entrenamiento del otro sistema
se encuentra en que como la arquitectura implementada en la inicializacio´n de este
sistema se baso´ en un modelo pre entrenado para cargar los pesos finales de ese
modelo ya entrenado, en este caso el nu´mero de iteraciones que se utilizaron fueron
muy pocas. Mientras que para el segundo enfoque de este sistema, entrenando el
sistema sin un modelo previo como punto de partida se tuvieron que utilizar ma´s
iteraciones con lo que implica un mayor tiempo de computacio´n para obtener unos
resultados similares.
3.3.4 Comparacio´n y reconocimiento
Por u´ltimo, se realizo´ la etapa de comparacio´n y reconocimiento, como en este
sistema no se necesitaba guardar los ficheros con los vectores de caracter´ısticas
para luego poder calcular la me´trica, sino que ya se entrena la red con el objetivo
de optimizar dicha me´trica, este proceso se simplifico´ bastante. U´nicamente se
utilizaron dos funciones implementadas en la librer´ıa Keras, las cuales se muestran
en el co´digo 3.6, con la funcio´n evaluate se puede obtener las me´tricas de perdidas
y precision del modelo entrenado. Y con la segunda funcio´n la de predict se obtiene
una prediccio´n de las etiquetas en funcio´n a los datos de evaluacio´n o test, lo que
se devuelve son valores de probabilidad con los cuales luego se pueden calcular las
mismas me´tricas que se citaron para el primer sistema: ROC, AUC y EER.
Listing 3.6: Prediccio´n de valores en la red siamesa
s co r e =model . eva luate ( [ X test , X2 tes t ] , y t e s t , verbose =2)
p r in t ( ’ Test s co r e : ’ , s c o r e [ 0 ] )
p r i n t ( ’ Test accuracy : ’ , s c o r e [ 1 ] )
y pred=model . p r e d i c t ( [ X test , X2 tes t ] )

Cap´ıtulo 4
Experimentacio´n y Resultados
En este cap´ıtulo, se explican los experimentos llevados a cabo para evaluar
el rendimiento de los sistemas de reconocimiento facial que se explicaron en el
Cap´ıtulo 3. Dentro de este conjunto de experimentos, se realizaron algunos en los
que solo se utilizo´ la base de datos LFW, la cual tiene un subconjunto de ima´genes
de sujetos que solo se utilizaron para el entrenamiento (train) y otro subconjunto de
sujetos que solo se utilizaron para la evaluacio´n o reconocimiento (test), as´ı como
otros en los que se uso´ la base de datos CASIA para el entrenamiento y la base
de datos LFW con el subconjunto de sujetos destinados para el reconocimiento.
Por u´ltimo, se realizo´ una prueba final en la que se entreno´ con la base de datos
CASIA y se utilizo´ la base de datos YTF para el reconocimiento.
Aparte de ver las diferencias que se consiguen con los cambios de base de
datos para el entrenamiento, se exponen diversos protocolos que se probaron
para ver la importancia que tiene el preprocesado previo de las ima´genes que
se realizo´. As´ı como tambie´n se presenta una explicacio´n sobre las diferencias en
los tiempos de computacio´n al usar las redes residuales (resnet) respecto a utilizar
redes convolucionales.
A la finalizacio´n de cada uno de los experimentos que se exponen se incluye una
tabla resumen con los resultados obtenidos y dos figuras que muestran la eficiencia
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4.1. Influencia del nu´mero de ima´genes e individuos en el entrenamiento del
sistema
del sistema dado ese experimento concreto. Dichas figuras contienen la siguiente
informacio´n:
• En la primera se representan curvas ROC, curvas en las que se presenta
la sensibilidad en funcio´n de los falsos positivos para distintos puntos de
trabajo, y sus respectivos valores de AUC, a´rea que se puede interpretar
como la probabilidad de que una pareja de ima´genes se pueda determinar
correctamente si son la misma persona o no.
• En la segunda se representan curvas de probabilidad de error de deteccio´n y
el punto EER, se trata de la tasa en la cual se aceptan y rechazan los errores
por igual, y en un buen sistema se debe mantener este valor tan pequen˜o
como sea posible.
4.1 Influencia del nu´mero de ima´genes e
individuos en el entrenamiento del sistema
El protocolo que se utilizo´ para realizar este experimento se baso´ en comparar
los resultados obtenidos de llevar a cabo el entrenamiento del modelo que se
muestra en la figura 4.1 con la base de datos LFW respecto a entrenarlo con
la base de datos CASIA, en ambos casos se utilizo´ para el reconocimiento el grupo
de ima´genes de evaluacio´n de la base de datos LFW.
Figura 4.1: Modelo inicial (baseline).
Se planteo´ realizar esta comparacio´n puesto que inicialmente se entreno´ y
evaluo´ solo con los conjuntos de ima´genes de la base de datos LFW con los que
se comprobo´ que el modelo no terminaba de aprender a reconocer correctamente
entre los pares de ima´genes, por lo cual se valoro´ la posibilidad de que se debiera
al hecho de contar con un nu´mero escaso de ima´genes de entrenamiento para esta
tarea, ya que las redes neuronales profundas no se entrenan bien si hay pocos
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ejemplos. Entonces se propuso probar a utilizar para el entrenamiento una base
de datos mucho mayor en cuanto al nu´mero de ima´genes y de sujetos diferentes.
Para lo cual se eligio´ la base de datos CASIA, la cual se uso´ para entrenar el
modelo mientras que la evaluacio´n del modelo se realizo´ con el mismo conjunto
de ima´genes de evaluacio´n de la base de datos LFW para poder comparar los
resultados obtenidos.
En la figura 4.2 se puede ver como mejoro´ el rendimiento global del sistema al
utilizar una base de datos ma´s grande para entrenamiento, se obtuvo un resultado
de AUC considerablemente superior al que se consiguio´ con el modelo inicial
entrenado con la base de datos LFW. Por otro lado, tambie´n se puede ver como
el EER disminuyo´ tambie´n en el caso de usar una base de datos ma´s grande para
el entrenamiento.
(a) ROC (b) EER
Figura 4.2: Curvas ROC y EER obtenidas de realizar el entrenamiento con las
bases de datos LFW y CASIA con el modelo inicial creado, donde C indica el
nu´mero de capas convolucionales y D el nu´mero de capas densas.
Con este experimento se consiguio´ demostrar la importancia de tener una
cantidad de datos suficientemente grande a la hora de entrenar un sistema de
reconocimiento facial cuyo extractor de caracter´ısticas se trata de una red neuronal
profunda.
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A continuacio´n se puede ver en la tabla 4.1 de manera resumida los resultados
obtenidos con este experimento. En dicha tabla se muestran recogidos los valores de
AUC y EER que se pueden observar en las figuras anteriores, as´ı como la precisio´n
en el nu´mero de parejas acertadas en el reconocimiento con dichos modelos de la
lista de parejas que se encuentran en la pa´gina web de donde se descargo´ la base
de datos LFW.
Tabla 4.1: Tabla de resultados del experimento realizado entrenando con las bases
de datos LFW y CASIA con el modelo inicial creado, donde C indica el nu´mero
de capas convolucionales y D el nu´mero de capas densas.
BD entrenamiento BD evaluacio´n Arquitectura AUC EER Precisio´n
LFW LFW inicial(2C+2D) 0.78 0.30 708/989
CASIA LFW inicial(2C+2D) 0.87 0.22 783/989
4.2 Influencia del nu´mero de capas del modelo
El protocolo que se utilizo´ para realizar este segundo experimento se baso´ en
comparar los resultados obtenidos de llevar a cabo el entrenamiento de diversas
arquitecturas para la creacio´n del modelo usado en la extraccio´n de caracter´ısticas.
Se vario´ el nu´mero de capas para comprobar como variaban los resultados por el
hecho de contar con un modelo con mayor nu´mero de capas, se probo´ a an˜adir dos
capas densas ma´s al modelo inicial, que se compon´ıa de dos capas convolucionales
ma´s dos capas densas, en otro modelo se probo´ a an˜adir dos convolucionales ma´s
y en el u´ltimo modelo se an˜adieron dos capas densas y dos capas convolucionales
ma´s al modelo inicial. Los modelos que se evaluaron se pueden ver en la figura 4.3,
estos modelos se probaron tanto con el me´todo de entrenar y evaluar con la base
de datos LFW como con el de entrenar con la base de datos CASIA y evaluar con
la base de datos LFW.
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(a) Modelo con dos capas densas ma´s
(b) Modelo con dos capas convolucionales ma´s
(c) Modelo con dos capas convolucionales y dos capas densas ma´s
Figura 4.3: Modelos con mayor nu´mero de capas convolucionales y capas densas
que el modelo de referencia.
En la figura 4.4 se puede ver co´mo influyo´ en el rendimiento global del sistema
el hecho de cambiar el nu´mero de capas en el modelo que se uso´ para la extraccio´n
de las caracter´ısticas, obteniendo un resultado de AUC superior al del modelo
inicial en el caso de utilizar cualquiera de las tres arquitecturas propuestas para
este experimento y tambie´n se puede ver como el EER disminuyo´ tambie´n con el
uso de estos otros tres modelos.
(a) ROC (b) EER
Figura 4.4: Curvas ROC y EER obtenidas de realizar el entrenamiento con las
bases de datos LFW y CASIA cambiando la estructura de la red que se utiliza,
donde C indica el nu´mero de capas convolucionales y D el nu´mero de capas densas.
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Con este experimento se demostro´ que con un modelo en el que se utilizaron un
mayor nu´mero de capas densas o convolucionales que las que se ten´ıan en el modelo
inicial o baseline se consiguio´ mejorar la precisio´n del sistema implementado en
este trabajo tanto en el caso de realizar el entrenamiento del modelo con la base de
datos LFW (con una mejora relativa del 16,6 %) como al realizarlo con la base de
datos CASIA (con una mejora relativa del 31,8 %), puesto que el an˜adir ma´s capas
intermedias aumenta la capacidad del modelo para aprender los patrones, aunque
la mejora se puede ver que es mucho ma´s importante en el caso de la base de datos
CASIA, lo que confirmo´ que en redes mas profundas se requieren de muchos mas
datos.
Para concluir con este experimento se recogen en la tabla 4.2 los resultados
obtenidos con este experimento.
Tabla 4.2: Tabla de resultados del experimento realizado entrenando con las bases
de datos LFW y CASIA cambiando la estructura de la red que se utiliza, donde
C indica el nu´mero de capas convolucionales y D el nu´mero de capas densas.
BD entrenamiento BD evaluacio´n Arquitectura AUC EER Precisio´n
LFW LFW 2C+2D(baseline) 0.78 0.30 708/989
4C+2D 0.79 0.29 732/989
2C+4D 0.84 0.25 750/989
4C+4D 0.80 0.28 723/989
CASIA LFW 2C+2D(baseline) 0.87 0.22 783/989
4C+2D 0.92 0.17 826/989
2C+4D 0.92 0.17 829/989
4C+4D 0.93 0.15 854/989
4.3 Influencia de la aleatoriedad de las ima´genes
en el entrenamiento
Para que se pudiera utilizar la base de datos CASIA en todos los experimentos
que se realizaron entrenando el modelo con dicha base de datos, como ya se comento´
en el cap´ıtulo anterior se tuvo que fraccionar el conjunto de ima´genes que la forman
puesto que todas a la vez en la memoria de las GPUs no se pod´ıan cargar. Por
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lo que se crearon 200 ficheros .mat que conten´ıan cada uno de ellos una parte de
las ima´genes de la base de datos CASIA, tras realizar este proceso de divisio´n
se planteo´ a la hora de cargar dichos ficheros para el entrenamiento como se
deb´ıa realizar dicho proceso y la importancia de mezclar los diferentes ficheros
al cargarlos en la red para conseguir una correcta convergencia del entrenamiento
del modelo.
Para comprobar cual era el mejor procedimiento a la hora de cargar los datos
se realizaron cuatro pruebas haciendo uso del modelo inicial o baseline. Sobre este
modelo se comprobo´ el efecto de cargar los ficheros de las ima´genes sin mezclar,
cargando de 4 en 4, de 7 en 7 y de 10 en 10 los ficheros de manera aleatoria.
(a) ROC (b) EER
Figura 4.5: Curvas ROC y EER obtenidas de realizar el entrenamiento con la base
de datos CASIA con el modelo inicial creado, probando a no aleatorizar los ficheros
al cargarlos, a cargarlos aleatoriamente de 4 en 4, de 7 en 7 y de 10 en 10.
Como se puede comprobar en la figura 4.5 cuando se realizo´ el experimento de
entrenar el modelo con la base de datos CASIA sin mezclar los diversos ficheros
creados anteriormente, es decir, se cargaron las ima´genes en el orden original en
todas las iteraciones, se demostro´ que el entrenamiento del modelo no llega a ser
capaz de converger del todo. Que se diera este hecho era esperable puesto que la red
se entrena aprendiendo todas las ima´genes en el mismo orden en cada iteracio´n y
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no consigue aprender a generalizar para ser capaz de reconocer ima´genes diferentes
a las del entrenamiento en la fase posterior de reconocimiento. Mientras que en los
otros tres experimentos que se realizaron se puede comprobar que no hay diferencia
apreciable entre cargar los ficheros de 4 en 4, de 7 en 7 o de 10 en 10 siempre que
se carguen de manera aleatoria en cada iteracio´n.
Por u´ltimo, en la tabla 4.3 se resumen los resultados obtenidos con este
experimento, con los cuales se puede comprobar como aumento´ la capacidad de
reconocimiento del sistema por el hecho de cargar los ficheros de manera aleatoria
en vez de cargarlos siempre en el mismo orden, consiguie´ndose una mejora relativa
del 40 %.
Tabla 4.3: Tabla de resultados del experimento realizado entrenando con la base de
datos CASIA con el modelo inicial creado, probando a no aleatorizar los ficheros
al cargarlos, a cargarlos aleatoriamente de 4 en 4, de 7 en 7 y de 10 en 10.
BD entrenamiento BD evaluacio´n Protocolo entrenamiento AUC EER Precisio´n
CASIA LFW sin mezclar 0.72 0.35 602/989
cargar 4 0.86 0.22 783/989
cargar 7 0.87 0.21 795/989
cargar 10 0.86 0.22 785/989
4.4 Influencia del preprocesado de las ima´genes
Como se menciono´ en el cap´ıtulo anterior, cuando se descargaron las bases de
datos que posteriormente se preprocesaron con el sistema implementado en este
trabajo, tambie´n se pudo descargar a la vez una versio´n de las bases de datos
CASIA y LFW ya normalizadas. Las ima´genes de las bases de datos originales se
hab´ıan normalizado [15] siguiendo el siguiente proceso:
• se construyo´ un modelo 3D deformable que se fue ajustando para estimar la
posicio´n de cada cara para la deteccio´n de las caras en las ima´genes.
• posteriormente se utilizaron dos marcas para realizar el alineamiento de los
rostros.
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• por u´ltimo, se aplico´ un aumento de datos obteniendo la imagen en espejo
de todas las ima´genes de la base de datos con el objetivo de conseguir
obtener representaciones ma´s robustas a la variacio´n de posicio´n tras aplicar
el proceso de entrenamiento basado en una red neuronal convolucional.
Por lo que se puede ver dichas bases de datos normalizadas tienen una etapa
de preprocesado ma´s compleja que la implementada en este trabajo, adema´s de
que esta´ compuesta del doble de ima´genes, as´ı que se decidio´ comprobar como
afecta el hecho de realizar un preprocesado ma´s elaborado en la eficiencia del
sistema implementado y contar con un nu´mero au´n mayor de ima´genes. Para
este experimento se utilizo´ el siguiente protocolo que se baso´ en comparar los
resultados obtenidos de llevar a cabo el entrenamiento del modelo que se muestra
en la figura 4.3-c) con las bases de datos LFW y CASIA normalizadas con el
me´todo externo explicado anteriormente respecto a los que se obtuvieron con las
ima´genes normalizadas con opencv y el algoritmo de Viola-Jones [3]. Se escogio´ en
concreto este modelo puesto que fue con el que se obtuvieron los mejores resultados
en los experimentos anteriores.
En la figura 4.6 se puede ver como mejoro´ el rendimiento global del sistema al
utilizar una base de datos en la cual se hab´ıa realizado un preprocesado mucho ma´s
exhaustivo respecto a los resultados obtenidos con las ima´genes preprocesadas en
la fase inicial de este proyecto, tanto entrenando con la base de datos LFW (con
una mejora relativa del 50 %) como con la base de datos CASIA (con una mejora
relativa del 68,1 %), se obtuvo un resultado de AUC considerablemente superior
al mejor resultado obtenido con las ima´genes de las bases de datos detectadas y
recortadas con opencv.
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(a) ROC (b) EER
Figura 4.6: Curvas ROC y EER obtenidas de realizar el entrenamiento con las
bases de datos LFW y CASIA preprocesada en este trabajo frente a realizar el
entrenamiento con las bases de datos descargadas ya preprocesadas.
A continuacio´n se resumen los resultados obtenidos con este experimento en la
tabla 4.4 .
Tabla 4.4: Tabla de resultados del experimento realizado entrenando con las
bases de datos LFW y CASIA preprocesada en este trabajo frente a realizar el
entrenamiento con las bases de datos descargadas ya preprocesadas.
BD entrenamiento BD evaluacio´n Tipo de recorte AUC EER Precisio´n
LFW LFW opencv(baseline) 0.78 0.30 708/989
opencv(mejor resultado) 0.84 0.25 750/989
me´todo externo 0.93 0.15 834/989
CASIA LFW opencv(baseline) 0.87 0.22 783/989
opencv(mejor resultado) 0.93 0.15 854/989
me´todo externo 0.99 0.07 920/1000
4.5 Influencia en el tiempo de convergencia del
uso de una red residual
En la realizacio´n del experimento se quiso comprobar la influencia del uso
de redes residuales en el tiempo de convergencia del entrenamiento de los
modelos, se realizaron diversos experimentos con modelos de redes convolucionales
profundas, con los cuales se hab´ıan obtenido los mejores resultados en los primeros
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experimentos, para implementar a partir de ellos los modelos basados en redes
residuales. Con dichos modelos se pretendio´ comprobar si se pod´ıan conseguir
resultados similares pero con un tiempo de computacio´n bastante menor.
Como se muestra en la figura 4.7 los resultados que se consiguieron al utilizar
redes residuales en el caso de entrenar con la base de datos CASIA se trataron
de resultados similares pero con un nu´mero de iteraciones reducido a una cuarta
parte de las que se utilizaron cuando no se uso´ resnet para el modelo. Mientras
que en el caso de entrenar con la base de datos LFW no se consiguio´ alcanzar
unos resultados similares puesto que este tipo de redes residuales tienen mayor
utilidad en el caso de grandes redes y grandes cantidades de datos para mejorar la
convergencia del modelo en el entrenamiento.
(a) ROC (b) EER
Figura 4.7: Curvas ROC y EER obtenidas de realizar el entrenamiento con las
bases de datos LFW y CASIA con el modelo que mejores resultados se obtuvieron
frente a realizar el entrenamiento de las bases de datos utilizando un modelo basado
en una red residual (resnet).
En la tabla 4.5 se puede ver de manera resumida los resultados de este
experimento y sobre todo la influencia de utilizar resnet en el nu´mero de iteraciones
que se tuvieron que usar en el caso del entrenamiento con la CASIA, cuya reduccio´n
reduce el tiempo de computacio´n a una cuarta parte respecto al modelo en el que
no se utilizo´ resnet.
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siamesa
Tabla 4.5: Tabla de resultados del experimento realizado entrenando con las bases
de datos LFW y CASIA con el modelo que mejores resultados se obtuvieron frente
a realizar el entrenamiento de las bases de datos utilizando un modelo basado en
una red residual (resnet).
BD entrenamiento BD evaluacio´n Arquitectura AUC EER Precisio´n No iteraciones
LFW LFW sin resnet 0.84 0.25 750/989 50
con resnet 0.74 0.35 657/989 15
CASIA LFW sin resnet 0.92 0.17 829/989 100
con resnet 0.91 0.17 820/989 25
4.6 Influencia del protocolo de entrenamiento en
el sistema basado en una red siamesa
El segundo sistema que se planteo´ en el Cap´ıtulo 3 se trataba de una red
siamesa en la que se desarrollo´ el mismo sistema con las tres implementaciones
distintas para la inicializacio´n y el entrenamiento del sistema que se comentaron.
Con dichos implementaciones se realizo´ el siguiente experimento en el que se utilizo´
en los tres casos la misma arquitectura para la red siamesa.
Como se puede ver en la figura 4.8 los resultados que se obtuvieron de cargar los
pesos de un modelo previo ya entrenado e iterar fueron ligeramente mejores que los
de entrenar la red siamesa desde cero tanto usando una red convolucional profunda
como usando una resnet. Esto se debe al hecho de que conseguir que converja la red
siamesa con el mismo nu´mero de iteraciones se trata de una tarea ma´s compleja
que el primer sistema del cual se cargan los pesos, puesto que conlleva el doble de
tiempo computacional.
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(a) ROC (b) EER
Figura 4.8: Curvas ROC y EER obtenidas de realizar el entrenamiento con la base
de datos CASIA con el sistema basado en una red siamesa, probando a cargar los
pesos de un modelo ya pre-entrenado, a realizar el entrenamiento completo y a
realizar el entrenamiento completo con una red residual.
Por u´ltimo, en la tabla 4.6 se resumen los resultados obtenidos con este
experimento.
Tabla 4.6: Tabla de resultados del experimento realizado entrenando con la base
de datos CASIA con el sistema basado en una red siamesa, probando a cargar los
pesos de un modelo ya pre-entrenado, a realizar el entrenamiento completo y a
realizar el entrenamiento completo con una red residual.
BD entrenamiento BD evaluacio´n Protocolo entrenamiento AUC EER Precisio´n
CASIA LFW Con pre-entrenamiento 0.92 0.16 842/989
Sin pre-entrenamietno 0.91 0.18 820/989
Sin pre-entrenamiento+resnet 0.91 0.18 812/989
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4.7 Influencia de la calidad de las ima´genes para
el reconocimiento
Como u´ltimo experimento que se planteo´ utilizar la base de datos YTF para
comprobar los resultados que se obten´ıan al utilizar el sistema que se hab´ıa
entrenado con ima´genes de mejor calidad y esta´ticas para realizar el reconocimiento
con los fotogramas de los v´ıdeos que componen la base de datos YTF y que forman
por tanto una secuencia.
En la figura 4.9 se puede observar como los resultados que se consiguieron en
el reconocimiento del conjunto de parejas que se proponen en la web1 fueron muy
buenos, en los 10 subconjuntos de parejas que aparecen se obtuvieron resultados
de AUC por encima de los conseguidos en los experimentos que se realizaron
anteriormente en los que se utilizo´ en todos ellos los conjuntos de parejas propuestos
para la base de datos LFW.
(a) ROC (b) EER
Figura 4.9: Curvas ROC y EER obtenidas de realizar el entrenamiento con la
base de datos CASIA con el modelo con el que mejores resultados se obtuvieron y
realizar el reconocimiento con la base de datos YTF.
1url: http://www.cs.tau.ac.il/ wolf/ytfaces/
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El hecho de que se obtuvieran mejores resultados al realizar el reconocimiento
con la base de datos YTF se debe a la forma en la que se calculo´ la me´trica de
distancia coseno, puesto que en este caso cada pareja que se comparo se hizo por
v´ıdeo, es decir, luego dentro de cada v´ıdeo hay varios fotogramas que se compararon
uno a uno con los del otro v´ıdeo con el que se quer´ıa ver si es la misma persona o
no, obteniendo la distancia de cada uno y luego calculando la media de todas ella
para obtener la distancia final con la que se realizaron los ca´lculos de ROC, AUC
y EER.
Para finalizar se encuentra resumido en la tabla 4.7 los resultados obtenidos
con este experimento.
Tabla 4.7: Tabla de resultados del experimento realizado entrenando con la base de
datos CASIA con el modelo con el que mejores resultados se obtuvieron y realizar
el reconocimiento con la base de datos YTF.
BD entrenamiento BD evaluacio´n Conjunto de datos AUC EER Precisio´n
CASIA YTF Conjunto 1 0.95 0.14 434/500
Conjunto 2 0.93 0.14 418/500
Conjunto 3 0.96 0.13 431/499
Conjunto 4 0.93 0.16 422/500
Conjunto 5 0.95 0.14 435/500
Conjunto 6 0.95 0.15 429/500
Conjunto 7 0.95 0.13 430/496
Conjunto 8 0.95 0.14 432/500
Conjunto 9 0.94 0.15 421/496
Conjunto 10 0.94 0.14 432/500
Resultados promedio 0.945 0.142

Cap´ıtulo 5
Conclusiones y L´ıneas futuras de
trabajo
5.1 Conclusiones
En este trabajo se han propuesto e implementado dos sistemas principales para
el reconocimiento facial, aunque tambie´n se han probado ligeras variaciones de la
arquitectura de dichos sistemas. El segundo sistema propuesto basado en una red
siamesa se implemento´ como una nueva arquitectura de red aplicada de manera
novedosa al objetivo que se llevo´ a cabo en este trabajo y con la cual se consiguio´
obtener un sistema con un buen funcionamiento y buenos resultados de eficiencia
en la tarea de reconocimiento facial.
Los sistemas que se crearon inicialmente para el reconocimiento facial, tras
realizar algunas modificaciones a los modelos de redes iniciales que se usaban
en el entrenamiento, consiguieron buenos resultados con una base de datos de
entrenamiento con un nu´mero considerablemente grande de ima´genes, con lo cual
se pudo demostrar la importancia que tiene la cantidad de datos que se tengan en el
entrenamiento de un modelo basado en una red neuronal profunda para conseguir
resultados o´ptimos.
69
70 5.2. L´ıneas futuras de trabajo
Tambie´n a la vista de los resultados que se obtuvieron se pudo comprobar la
importancia que conlleva la realizacio´n de un preprocesado de las ima´genes ma´s
complejo, puesto que en el caso de utilizar una base de datos ya preprocesada se
consiguieron mejorar bastante los mejores resultados que se hab´ıan conseguido con
las mismas bases de datos preprocesadas en este trabajo.
Adema´s, se probaron las redes de tipo residual que permitieron realizar un
mayor nu´mero de pruebas sobre este sistema debido a la reduccio´n en cuanto a
tiempo de computacio´n en entrenamiento.
Por u´ltimo, se comprobo´ la robustez del sistema ante el reconocimiento
ima´genes de una calidad inferior y en movimiento.
5.2 L´ıneas futuras de trabajo
En base al presente trabajo realizado se podr´ıan llegar a proponer las siguientes
l´ıneas futuras para continuar desarrollando este proyecto:
• Mejora de la fase de preprocesado de las ima´genes de las bases de datos para
intentar conseguir unos resultados similares a los obtenidos con las bases de
datos que se descargaron ya normalizadas con anterioridad.
• Utilizacio´n de me´todos de optimizacio´n basados en optimizacio´n bayesiana,
que permitan probar otras configuraciones en las arquitecturas de
los sistemas implementados, de manera que se pudiera optimizar los
hiperpara´metros de los sistemas creados en este trabajo.
• Implementacio´n de otros me´todos de clasificacio´n para sustituir la me´trica
por distancia coseno por algu´n otro y comprobar si la eficiencia del
reconocimiento mejora.
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• Utilizacio´n de me´todos usados en sistemas de identificacio´n de locutor en
audio para comprobar los resultados que se obtendr´ıan si se utilizara´ la base
de datos YTF en formato v´ıdeo.
• Creacio´n de una aplicacio´n que utilice la ca´mara para adquirir la imagen de
la persona que se quiere comparar con las ima´genes de la base de datos,
adquiridas previamente, para realizar el reconocimiento de esta persona
respecto al resto de sujetos de la base de datos.
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