Developing conversational systems that can converse in many languages is an interesting challenge for natural language processing. In this paper, we introduce multilingual addressee and response selection. In this task, a conversational system predicts an appropriate addressee and response for an input message in multiple languages. A key to developing such multilingual responding systems is how to utilize high-resource language data to compensate for low-resource language data. We present several knowledge transfer methods for conversational systems. To evaluate our methods, we create a new multilingual conversation dataset. Experiments on the dataset demonstrate the effectiveness of our methods.
Introduction
Open-domain conversational systems, such as chatbots, are attracting a vast amount of interest and play their functional and entertainment roles in real-world applications. Recent conversational models are often built in an end-to-end fashion using neural networks, which require a large amount of training data (Vinyals and Le, 2015; . However, it is challenging to collect enough data to build such models for many languages. Consequently, most work has targeted high-resource languages, such as English and Chinese (Shang et al., 2015; .
In this work, we aim to develop multilingual conversational systems that can return appropriate responses in many languages. Specifically, we assume the two types of systems: (i) language-specific systems and (ii) language-invariant systems. A language-specific system consists of multiple conversational models, each of which returns responses in a corresponding language. By contrast, a languageinvariant system consists of a single unified model, which returns responses in all target languages. A key to building these multilingual models is how to utilize high-resource language data to compensate for low-resource language data. We present several knowledge-transfer methods. To the best of our knowledge, this is the first work focusing on low-resource language enablement of conversational systems.
One challenge when developing conversational systems is how to evaluate the system performance. For generation-based conversational systems, which generate each word for a response one by one, many studies adopt human judgments. However, it is costly and impractical to adopt this evaluation method for multilingual systems, especially for minor-language systems. Thus, as a first step, we develop retrieval-based conversational systems and evaluate the ability to select appropriate responses from a set of candidates. Fig. 1 shows the overview of our multilingual responding systems. This paper provides: (i) formal task definitions, (ii) several knowledge-transfer methods and (iii) a multilingual conversation dataset. First, we introduce and formalize the two task settings: singlelanguage adaptation for language-specific systems and multi-language adaptation for language-invariant systems (Sec. 4). Second, we present several methods leveraging high-resource language data to compensate for lowresource language in the two settings (Sec. 5). Our basic method uses multilingual word embeddings and transfers source-language knowledge to target languages (Sec. 5.1 (a)). We also design three extended methods. Among them, the fine-tuning method builds a model specific to a single target language (Sec. 5.2 (b)). The joint loss training and the multi-language adversarial training methods build a unified model invariant for multiple target languages (Sec. 5.2 (c) and (d)).
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Third, we create a multilingual conversation corpus and dataset 1 (Sec. 6).
From the Ubuntu IRC Logs 2 , we collect the logs in 12 languages.
To show benchmark results, we perform experiments on the created dataset (Sec. 7). The results demonstrate that our methods allow models to effectively adapt to low-resource target languages.
In particular, our method using Wasserstein GAN (Arjovsky et al., 2017) achieves high-performance for simultaneously dealing with multiple languages with a single unified model.
Related Work Short Text Conversation
In short text conversation, a system predicts an appropriate response for an input message in single-turn, two-party conversation (Ritter et al., 2011) . One major approach to it is the generation-based approach, which generates a response using a sequence-to-sequence model (Shang et al., 2015; Vinyals and Le, 2015; Li et al., 2016; Mei et al., 2017) . Another popular approach is the retrievalbased approach, which retrieves candidate responses from a repository and returns the highest scoring one using a ranking model (Wang et al., 2013; Ji et al., 2014; Wang et al., 2015) . Lowe et al. (2015) proposed next utterance classification (NUC), in which a model has to select an appropriate response from a fixed set of candidates.
Evaluation for Conversational Systems
Evaluation methods for conversational systems are an open question (Lowe et al., 2015; Liu et al., 2016; Lowe et al., 2017) .
While many of previous studies on conversational systems used human judgements, automatic evaluation methods are attractive because it is much easier and less costly to use. However, according to Liu et al. (2016) , for generation-based systems, automatic evaluation metrics, such as BLEU (Papineni et al., 2002) , correlate very weakly with human judgements.
For retrieval-based systems, some studies used ranking-based metrics, such as mean average precision and accuracy (Ji et al., 2014; Wang et al., 2015) . confirmed the feasibility of NUC as a surrogate task for building conversational systems. Although there are controversial issues for these evaluation methods (Lowe et al., 2015) , as a practical choice, we adopt the accuracy-based metric for evaluating multilingual conversational systems.
Addressee and Response Selection
NUC focuses on two-party, multi-turn conversation. As an extension of it, Ouchi and Tsuboi (2016) proposed addressee and response selection (ARS) for multi-party conversation. ARS integrates the addressee detection problem, which has been regarded as a problematic issue in multi-party conversation (Traum, 2003; Jovanović and Akker, 2004; Bohus and Horvitz, 2011; Uthus and Aha, 2013) . Mainly, this problem has been tackled in spoken/multimodal dialog systems (Jovanović et al., 2006; Akker and Traum, 2009; Nakano et al., 2013; Ravuri and Stolcke, 2014) . While these systems largely rely on acoustic signal or gaze information, ARS focuses on text-based conversations. Extending these studies, we tackle multilingual, multi-turn, and multi-party text conversation settings.
Cross-Lingual Conversation
The motivation of our task is similar with that of Kim et al. (2016) . They tackled cross-lingual dialog state tracking in English and Chinese. While they transfer knowledge from English to Chinese, we transfer knowledge between a high-resource and several low-resource languages.
Addressee and Response Selection
Addressee and response selection (ARS) 3 , proposed by Ouchi and Tsuboi (2016) , assumes the situation where a responding agent returns a response to an addressee following a conversational context.
Formally, given an input conversational situation x ∈ X, a system predicts y ∈ Y , which consists of an addressee a and a response r:
where a res is a responding agent, C is a context (a sequence of previous utterances) and R is a set of candidate responses. To predict an addressee a, we select an agent from a set of the agents appearing in a context A(C). To predict a response r, we select a response from a set of candidate responses
This task evaluates accuracy on the three aspects: addressee-response pair selection (ADR-RES), addressee selection (ADR), and response selection (RES). In ADR-RES, we regard the answer as correct if both the addressee and response are correctly selected. In ADR/RES, we regard the answer as correct if the addressee/response is correctly selected.
Multilingual Addressee and Response Selection
As an extension of monolingual ARS, we propose multilingual addressee and response selection (M-ARS). In ARS, a system is given as input a set of candidate responses and a conversational context in a single language. By contrast, in M-ARS, a system receives the inputs in one of multiple languages. In the following, we first explain our motivation for tackling M-ARS and then describe the formal task definitions.
Motivative Situations
We assume the two multilingual conversational situations:
• You want to build language-specific systems, each of which responds in a single language.
• You want to build one language-invariant system, which responds in multiple languages.
The first situation is that we build K models, each of which is specialized for one of K target languages. The second one is that we build one unified model that can deal with all K target languages. Taking these situations into account, we present the corresponding two tasks: (i) single-language adaptation and (ii) multi-language adaptation.
Task Overview
The goal of single-language adaptation is to develop and evaluate a language-specific ARS model for a single target language. For example, using English, German and Italian training data, we build a model specialized for German conversation. The goal of multi-language adaptation is to develop and evaluate a language-invariant ARS model for multiple target languages. For example, using English, German and Italian training data, we build a model that can respond to not only German but also Italian and English conversation. In the following subsections, we formalize each of these tasks.
Formal Task Definition
We assume that we have conversation data in each of a set of languages K.
Training
In the training phase, a training dataset is given for each language k ∈ K:
where x (k) and y (k) are a conversational situation and the target output in language k, respectively. We train a model F : X → Y on these training samples.
Evaluation
In single-language adaptation, we evaluate a trained model for a single target language t ∈ K. The trained model receives an input of the target language,
eval , and predictsŷ (t) . As evaluation metrics, we use the three accuracies (ADR-RES, ADR and RES) used in ARS (Sec. 3).
In multi-language adaptation, given evaluation datasets for all the languages K, i.e., k D
eval , the trained model receives an input of each language
eval and predictsŷ (k) . As evaluation metrics, we use macro average over all the languages:
. ADR and RES are also computed in the same way.
Methods
In this section, we firstly describe a model used for addressee and response selection, and then explain our proposed methods to train parameters of the model.
Our model F consists of a feature extractor f E , addressee scoring function f A and response scoring function f R . f A and f R return relevance scores (probabilities) for an addressee and response:
where a res is a responding agent vector, h c is a conversational context vector, a i is an agent vector, and r j is a candidate response vector. All these vectors are encoded by the feature extractor f E . We use the dynamic model (Ouchi and Tsuboi, 2016) as f E . Fig. 2 shows the overview of the dynamic model. This model represents each agent as a hidden state vector that dynamically changes along with time steps in GRU (Cho et al., 2014) . 4 A model F is parameterized by θ = {θ E ∪ {W a , W r }}, where θ E is parameters of f E . To train these parameters, we present four methods. These methods assume that we have training sets for a set of languages K: some of them are high-resource languages S ⊆ K and others are relatively low-resource languages T =S. 
A Basic Method (a) Multilingual Embedding Replacement
This method trains a model F on high-resource language data D
train , where s ∈ S, and uses the trained model for responding conversations in other languagesS. To realize this transfer, we use multilingual embeddings.
Consider the case where the high-resource language is English (En) and low-resource language is German (De). In the training phase, we use English word embeddings to train model parameters. 5 In the testing phase, instead of the English embeddings, we use German embeddings:
where w is a one-hot vector. We just replace the English word embeddings W
emb with the German ones W (De) emb . After looking up each word embedding w, the neural model computes the hidden states. One advantage of this method is to require no target language data. As multilingual embeddings, we use MultiCCA 6 proposed by Ammar et al. (2016) . In these embeddings, semantically similar words in the same language or translationally equivalent words in different languages are projected onto nearby.
Besides multilingual embeddings, another option to build a conversational model without no conversation data in a target language is to translate high-resource language data to low-resource one and train a conversational model on the translations. One limitation of this approach is that it is costly to prepare parallel corpora for building the translation model. We discuss this approach in Sec. 7.3.
Extended Methods
We present the two types of methods which use target language data for building (i) language-specific models and (ii) language-invariant models.
Methods for Language-Specific Models (b) Fine-Tuning with Target Language Data
To compensate for the lack of the low-resource language data, this method firstly trains a model F θ on high-resource language data (pre-training phase). Then, using the pre-trained parameters θ as the initial values, this method re-trains them on low-resource language data (fine-tuning phase). We can expect that by gaining the better initial parameters, the tuning effectively adapts the model to the target language.
Methods for Language-Invariant Models
In order to build language-invariant models, it is critical to consider the two perspectives: (i) avoiding catastrophic forgetting and (ii) learning language-invariant features. Catastrophic forgetting (Kirkpatrick et al., 2017) is the phenomenon that a model forgets knowledge of previously trained tasks (languages) by incorporating knowledge of the current task (language). Language-invariant features are the features that are common and unchanged in different languages. Taking these two perspectives into account, we present the following two methods.
(c) Joint Loss Training
This method aims to avoid catastrophic forgetting by jointly training model parameters on all the language data at a time. Assuming that we have a set of languages K, this method uses the joint loss function:
where the loss function J is the cross-entropy loss used in Ouchi and Tsuboi (2016) .
(d) Multi-Language Adversarial Training
To learn language-invariant features, we use a framework of Wasserstein-GAN (W-GAN) (Arjovsky et al., 2017) , a recently proposed technique to improve stability for generative adversarial nets (GANs) (Goodfellow et al., 2014) . The aim of this method is to match the distributions of feature representations in two languages. Fig. 3 illustrates an example. English is the high-resource language s ∈ S, and German and Croatian are low-resource languages t ∈ T . For each language, the feature extractor f E receives an input conversation x and computes the hidden features h = f E (x) 7 . Thus, by using f E , we obtain the hidden feature h (s) and h (t) for English and the others, respectively.
A pair of the high-and low-resource language features h (s) and h (t) is given to a critic g π to minimize the Wasserstein distance between the distributions p(h (s) ) and p(h (t) ):
where the maximum is taken over the set of all 1-Lipschitz functions g π . 8 By maximizing this equation, the distributions of the feature representations, p(h (s) ) and p(h (t) ), are made as close as possible. In this paper, as the critic g π , we use multi-layer perceptron. Eq. 3 is designed for the two distributions. Thus, we generalize this W-GAN equation to deal with |S| high-resource languages and |T | low-resource languages:
This loss function J wgan is integrated with the joint loss: J adv (θ) = J joint (θ) + λ J wgan (θ) where λ is a hyper-parameter that balances these loss functions and we used λ = 0.5.
Corpus and Dataset
One of our goals is to provide a multilingual conversation corpus/dataset that can be used over a wide range of conversation research. We follow the corpus and data creation method of Ouchi and Tsuboi (2016) . First, we crawl the Ubuntu IRC Logs 9 , and preprocess the logs in many languages. Each language is identified by using a language detection library (Nakatani, 2010) . The resulting corpus consists of multilingual conversations in 12 languages, shown in Tab. 1. Then, we create an M-ARS dataset. For each language, we set the ground-truth/false addressees and responses following Ouchi and Tsuboi (2016) Table 3 : Results for Single-/Two-/Five-language adaptation. Each number represents accuracy on addressee-response selection (ADR-RES), addressee selection (ADR) or response selection (RES).
removed for addressee selection. Thus, we have to predict the addressees without seeing the addressed usernames. The number of candidate responses (|R|) is set to 2 or 10. The dataset is then randomly partitioned into a training set (90%), a development set (5%) and a test set (5%). Tab. 2 shows the statistics of the top 5 largest language sections of this resulting dataset.
Experiments
7.1 Experimental Setup
Task Settings
We use the following languages: (i) English (En) as the high-resource language, and (ii) Italian (It), Croatian (Hr) , German (De), Portuguese (Pt) as the low-resource languages. In the following, we describe the languages used in each task.
(a) Single-Language Adaptation We use the En, It, Hr, Pt and De training sets to train a unified model, and evaluate it on the test sets for all the languages (En, It, Hr, Pt, De). As evaluation metrics, we use the macro averages of ADR-RES, ARD and RES for all the languages. For example, for two language adaptation (|T | = 1), we report the macro averages over all the language pairs (En-It, En-Hr, En-De, and En-Pt). For five language adaptation (|T | = 4), we report the macro averages over all the five languages. Note that while we evaluate the performance on only the test set of the target low-resource language in single-language adaptation, we evaluate it on the test sets of English and the low-resource languages in multi-language adaptation.
Comparative Methods
We compare several methods. Our proposed methods (Sec. 5) are orthogonal, so that we can combine a method with others. In the following, we list the methods used in the comparison.
• TRGONLY: A dynamic model proposed by Ouchi and Tsuboi (2016) trained on only the lowresource target language data.
• ENONLY: A model built by (a) multilingual embedding replacement in Sec. 5.1: training a model on the English data and replacing the English word embeddings with the embeddings of the lowresource language.
• FINETUNE: A model built by (b) fine-tuning in Sec. 5.2: training a model on the high-resource language (English), and retraining it on the low-resource language.
• JOINT: A model built by (b) fine-tuning and (c) joint loss training: building a model by FINETUNE as an initial model, and retraining it with the joint loss functions.
• WGAN: A model built by (b) fine-tuning and (d) multi-language adversarial training: building a model by FINETUNE as an initial model, and retraining it with W-GAN.
Besides the neural models, we also use the TF-IDF model used in Ouchi and Tsuboi (2016) . This model firstly creates TF-IDF vectors for the context and each candidate response. Then, it computes the cosine similarity for each pair of the context vector and a response vector. Finally, it selects the candidate response with the highest similarity.
Optimization
We use stochastic gradient descent (SGD) with a mini-batch method. To update parameters, we use Adam (Kingma and Ba, 2014). We describe the details of hyper-parameter settings in Supplementary Material.
Results
Tab. 3 shows the results of single-language and multi-language adaptation. Note that Tab. 6, Tab. 7, and Tab. 8 shows the detailed results for each language.
Single-Language Adaptation
WGAN achieved the best scores for most of the metrics. This suggests that the W-GAN method successfully transfers knowledge of high-resource language to a low-resource language. Also, FINETUNE outperformed TRGONLY. This means that pre-training parameters on the high-resource language data improves a model for a target low-resource language. Interestingly, ENONLY achieved higher scores than chance-level without any target language data. One possible explanation is that the multilingual embeddings have good alignments to some extent between similar meaning words in different languages. 
Multi-Language Adaptation
In both two-and five-language adaptation, WGAN achieved the best scores. Specifically, In five language adaptation, regardless of using a single, unified model, JOINT and WGAN achieved high-performance. 10 Also, WGAN outperformed JOINT in all the metrics. This suggests that WGAN learns languageinvariant features more effectively.
In NLP tasks, Chen et al. (2016) applied W-GAN to cross-lingual sentiment classification and successfully transferred the source-side knowledge to the target one. In this paper, we have extended the adaptation of single source-target pair to the adaptation of multiple pairs. Our experimental results show that our method works well for multi-language adaptation in conversation domain.
Data Augmentation with NMT
As we mentioned in Sec. 5.1 (a), as another approach to compensating for low-resource language, we use data augmentation. To increase the amount of the training set of a low-resource language, we translate high-resource language (English) samples to low-resource ones by using Neural Machine Translation (NMT). Although some translations are noisy, we can obtain much more training samples for a lowresource language. One limitation of this method is that it is costly to prepare parallel corpora, which is often unavailable for low-resource languages. For reproducibility, we use publicly available NMT models already trained on a parallel corpus. Since OpenNMT 11 provides an English-German model, we conduct experiments for the English-German pair.
We investigate the effects of translated German data for pre-training a model. Translating English (En) training utterances to German (De) ones by using the trained NMT model, we can obtain translated German training data (De'). We compare the two settings: (i) pre-training a model on English data and (ii) pre-training a model on translated German data. After pre-training, we apply the methods used in Sec. 7. We evaluate the performance with ADR-RES accuracy on the German test set. Fig. 4 shows the results (|R| = 10). The red dotted line is the performance of the modes trained on only original German training data (De). In each method, the blue bar at left hand is a model pre-trained on English (En), and the green bar at right hand is a model pre-trained on (De').
PRETRAINONLY, the left-most method in Fig.4 , uses the pre-trained models. The results were almost the same between models pre-trained on English or translated German data, and worse than the model trained on only the original German training data (red dotted line). This suggests that only the translations by NMT are not sufficient for building good multilingual ARS models.
Furthermore, we re-train the pre-trained models by using the three methods, FINETUNE, JOINT and WGAN. In other words, each method uses a pre-trained model as the initial model and re-trains the parameters. In all methods, the models re-trained from the De' pre-trained model (green bars) were better than the ones from the En pre-trained ones (blue bars). This suggests that by combining the NMT-based data augmentation method with the knowledge-transfer methods, the performance is boosted. Another point is that WGAN consistently outperformed the other methods, which supports the utility of WGAN.
Analysis of Number of Agents
We investigate how accuracy fluctuates according to the number of agents in the context of length 15, as shown in Fig. 5 . Overall, as the number of agents increases, the accuracies of all the methods tend to decline. Among them, WGAN achieved the best results in most of the cases. This suggests that WGAN can stably predicts addressees and responses in conversations with many participants.
Conclusion and Future Work
We have introduced multilingual addressee and response selection by providing (i) formal task definitions, (ii) several knowledge-transfer methods and (iii) a multilingual conversation corpus and dataset.
Experimental results have demonstrated that our methods allow models to adapt multiple target languages. In particular, methods for language-invariant models can simultaneously deal with multiple languages with a single model.
Since our methods and dataset can apply to response generation, tackling the multilingual response generation tasks is an interesting line of our future work. In addition, our language-invariant systems can receive conversation in a language (e.g., English ) and reply to it in another language (e.g., German). It can lead to interesting findings that our system is evaluated on code-mixing situations, where two or more languages are used in the same context. 
