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Abstract
We consider a differential inclusion subject to a singular perturbation, i.e., part of the derivatives
are multiplied by a small parameter ε > 0. We show that under some stability and structural assump-
tions, every solution of the singularly perturbed inclusion comes close to a solution of the degenerate
inclusion (obtained for ε = 0) when ε tends to 0. The goal of the present paper is to provide a new
result of Tikhonov type on the time interval [0,+∞[.
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Introduction
Consider the following differential inclusion:(
x′(t)
εy′(t)
)
∈ F (x(t), y(t)), (1)
where ε is a small parameter, (x, y) ∈ RM × RN , t  0, and F is a set-valued map. We
call Sε the set of solutions of (1). The evolutions of the two state variables x and y of theE-mail address: frederique.watbled@univ-rennes1.fr.
0022-247X/$ – see front matter  2005 Elsevier Inc. All rights reserved.
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we get the following equation:(
x′(t)
0
)
∈ F (x(t), y(t)), (2)
which is not a differential inclusion anymore. We call S0 the set of solutions of (2), which
consists of all the pairs (x, y) with x absolutely continuous, y measurable, satisfying (2)
almost everywhere.
One important motivation is applications to singularly perturbed controlled systems:{
x′(t) = f (x(t), y(t), α(t))
εy′(t) = g(x(t), y(t), α(t)), (3)
where α : [0,∞[ → A is a measurable function with values in a compact space A. Indeed,
we can write (3) under the equivalent form (1) by setting:
F(x, y) = {(f (x, y, a), g(x, y, a)); a ∈ A}.
When F is single-valued, the inclusions (1) and (2) reduce respectively to:{
x′(t) = f (x(t), y(t))
εy′(t) = g(x(t), y(t)), (4){
x′(t) = f (x(t), y(t))
0 = g(x(t), y(t)). (5)
Assuming that Eq. (4) has a unique solution (xε, yε) and Eq. (5) has a unique solution (x, y)
when the initial condition is fixed, Tikhonov’s theorem [24,25] gives sufficient conditions
to ensure continuity of the solution map ε → Sε at ε = 0, in the sense that:
sup
t∈[0,T ]
∣∣xε(t)− x(t)∣∣→ε→0 0,
sup
t∈[t1,T ]
∣∣yε(t)− y(t)∣∣→ε→0 0 for any t1 > 0.
Roughly speaking, this happens when the equation g(x, y) = 0 has an isolated solution y =
ϕ(x) which is stable, i.e., ∂g
∂y
(x,ϕ(x)) < 0, and when the initial condition (x0, y0) is such
that y0 belongs to the domain of attraction of the root ϕ(x0) of the equation g(x0, y) = 0.
As was shown by Hoppensteadt [18], a condition of stability on the degenerate equation
x′ = f (x,ϕ(x)),
implies uniform convergence of (xε, yε) towards (x, y) on infinite intervals:
sup
t0
∣∣xε(t)− x(t)∣∣→ε→0 0,
sup
tt1
∣∣yε(t)− y(t)∣∣→ε→0 0 for any t1 > 0.
In this paper, we obtain a new result of Tikhonov–Hoppensteadt type. Indeed, we prove
that every sequence of solutions in Sε comes close to the set S0 (Theorem 3.7): in other
words, the set valued map ε → Sε is upper semi-continuous at ε = 0. This question has
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Artstein and Vigodner show the convergence of the slow trajectories xε towards a solution
of a differential inclusion which depends on the invariant measures of the fast subsystems
y′ ∈ PNF(x, y), x fixed, (6)
where PN is the projection onto RN . In [15–17] (see also [22]), Gaitsgory and Grammel
show the convergence in the sense of Hausdorff’s distance of the set of slow variables
towards the set of solutions of a differential inclusion x′ ∈ G(x) obtained by an averag-
ing method. The result holds under hypothesis of stability or controllability of the fast
subsystems (see also [13]). In [20,21], Quincampoix shows the existence of some conver-
gent solutions (xε, yε) towards some solution of (2), for maps F = F1 × F2 and under
an hypothesis of stability on the fast inclusion y′ ∈ F2(y) (cf. also [23]). In [27], Veliov
provides a Tikhonov type theorem which asserts the upper semicontinuity of the solution
map ε → Sε for the Tikhonov metric (the metric of uniform convergence on the compacts
of [0, T ]×]0, T ]) under a stability condition plus some structural assumption about F (see
also [12,26]).
In this paper we assume that there exists a Lipschitz set-valued map K from RM to
subsets of RN , with compact convex values, such that every set K(x) is asymptotically
stable with respect to the fast subsystem (6). We then define
D(x) = co(PMF (x,K(x))),
where coX stands for the closed convex hull of the set X, and PM stands for the projection
onto RM . We obtain that every sequence of slow states xε comes close to the set of solu-
tions of the differential inclusion x′ ∈ D(x), for the distance of uniform convergence on
every compact of [0,+∞[. Moreover, under an assumption of stability on the differential
inclusion x′ ∈ D(x), we get the same result for the distance of uniform convergence on the
whole infinite interval [0,+∞[. Adding a structural assumption about F we are able to
obtain that every sequence of solutions (xε, yε) ∈ Sε(x, y) comes close to S0(x, y), for the
distance of uniform convergence on every compact of [0,+∞[ × ]0,+∞[.
To prove our results, we construct Lyapunov functions W(x,y) associated to the sys-
tems (6). In [19], it is shown that if a set is asymptotically stable then there exists a smooth
Lyapunov function associated to it. This result is improved in [6]. Here we construct a Lya-
punov function W which has the remarkable property to be smooth with respect to both
variables.
The paper is organized as follows: in Section 1 we give some definitions and assump-
tions. In Section 2 we construct a Lyapunov function W(x,y) which is smooth in both
variables. In Section 3 we use this function to show that every sequence of Sε(x, y) comes
close to S0(x, y).
1. Preliminaries and assumptions
Recall that a solution of (1) on an interval I is a couple (xε, yε) of absolutely continuous
functions such that:( ) ( )x′ε(t), εy′ε(t) ∈ F xε(t), yε(t) for almost every t ∈ I.
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(HF) The map F has nonempty convex compact values, and is L-Lipschitz on RM ×RN .
Then F has linear growth, i.e.: there exists c > 0 such that, for any (x, y) ∈ RM ×
R
N
, we have
sup
(u,v)∈F(x,y)
(|u| + |v|) c(|x| + |y| + 1).
Then we know that (1) has solutions defined on [0,+∞[ (we refer to [3–5,11], for the
general theory of differential inclusions). We call Sε(x, y) the set of all the trajectories of
(1) which start at (x, y):
Sε(x, y) =
{(
xε(·), yε(·)
)
solution of (1) and x(0) = x, y(0) = y}.
If we make the change of variables τ = t
ε
in the system (1), and if we set X(τ) = x(ετ),
we obtain:(
X′
Y ′
)
∈
(
ε 0
0 1
)
F(X,Y ).
When ε tends to 0, we are led to consider the following associated differential inclusion
Y ′ ∈ PNF(x,Y ), (7)
where x is fixed in RM , and PN stands for the projection of RM × RN on RN . We call
Sx(y) the set of all the trajectories of (7) which start at y:
Sx(y) =
{
y(·), y′(s) ∈ PNF
(
x, y(s)
)
a.e. and y(0) = y}.
For every x ∈RM , we define E(x) as the set of equilibrium points of (7):
E(x) = {y ∈ RN ; 0 ∈ PNF(x, y)}.
We assume that there exists a set-valued map K defined on RM such that:
(H1) The map K is Lipschitz on RM with a Lipschitz constant LK ; for every x ∈ RM , the
set K(x) is a compact convex subset of RN .
We then define a set-valued map D on RM by setting
D(x) = co(PMF (x,K(x))),
where coX stands for the closed convex hull of the set X, and PM stands for the projection
onto RM . It is clear that D has nonempty compact convex values and is Lipschitz, with
a constant LD less or equal than L(1 + LK). We call SD(x) the set of trajectories of the
differential inclusion x′ ∈ D(x) which start at x. We note Br the open ball centered at the
origin of radius r , and B¯r the closed one, the ambient metric space is always clear from the
context. If A is a subset of a normed space X, and x ∈ X, we denote by dA(x) the distance
from x to A: { }dA(x) = inf |x − z|; z ∈ A .
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11,19] for instance, for the definitions and properties of this notion). We say that a set A is
UGAS for the differential inclusion x′ ∈ D(x) if for any initial condition x, every solution
x(·) starting at x comes close to A when t goes to infinity, at a rate which depends only on
the distance dA(x) from the initial position to A. More precisely, we shall use the following
definition:
Definition 1.1. A set A is UGAS for the differential inclusion x′ ∈ D(x) if there exists
two functions m : ]0,+∞[ → ]0,+∞[ and T : ]0,∞[ × ]0,+∞[ → ]0,+∞[, with m
nondecreasing and m(r)r→0 → 0, such that, for any R > 0, any ν > 0, any x ∈ A + B¯R ,
and any trajectory x(·) starting at x, we have:
(1) dA
(
x(t)
)→t→+∞ 0,
(2) dA
(
x(t)
)
m(R) ∀t  0,
(3) dA
(
x(t)
)
 ν ∀t  T (R,ν).
Notice that if a set A is UGAS for D, then its closure A¯ is automatically invariant for D:
if x is in A¯, then x is in A + B¯R for every R > 0, hence every trajectory starting from x
must remain in A¯.
We assume the following:
(H2) There exists a nonempty compact subset A of RM which is UGAS for the differential
inclusion x′ ∈ D(x), with m and T as in Definition 1.1.
(H3) Every set K(x) is UGAS for the differential inclusion (7), with functions mR and TR
as in Definition 1.1, being such that: ∀R > 0, ∀x ∈ B¯R , ∀r > 0, ∀y ∈ K(x) + B¯r ,
∀ν > 0, every trajectory y(·) ∈ Sx(y) satisfies:
(1) dK(x)
(
y(t)
)→t→+∞ 0,
(2) dK(x)
(
y(t)
)
mR(r) ∀t  0,
(3) dK(x)(y(t)) ν ∀t  TR(r, ν).
Notice that the map K is the multivalued analog of the implicit function y = ϕ(x) de-
fined by the equation g(x, y) = 0 in the Tikhonov approach, and the map D is the analog
of the function d(x) = f (x,ϕ(x)). One difference is that K(x) is not assumed to be con-
tained in E(x). Yet it is invariant since it is UGAS, and it is a compact convex set, hence
the Equilibrium Theorem [5, Theorem 3.2.1] applies and ensures that K(x)∩E(x) = ∅.
2. Construction of Lyapunov functions
In [6], it is shown (Theorem 4.5) that if the origin is UGAS for the differential inclusion
x′ ∈ D(x), then, for any λ > 0, there exists a Lyapunov function V : RM → R+ of class
C∞ and two functions a, b in K∞0 such that:
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(|x|) V (x) b(|x|) for all x,〈∇V (x), v〉−λV (x) for all v ∈ D(x).
Here K∞0 is the standard notation for the class of functions α : [0,+∞[ → [0,+∞[ which
are continuous, strictly increasing, with α(0) = 0 and limr→+∞ α(r) = +∞. By adapting
the proof to the case where a set A is UGAS instead of the single point 0, we get the
following:
Proposition 2.1. Let assumption (H2) holds, let λ > 0. Then there exists a function
V :RM → R+ of class C∞ and two functions aV , bV in K∞0 such that, for every x ∈ RM ,
we have:
aV
(
dA(x)
)
 V (x) bV
(
dA(x)
)
,〈∇V (x), v〉−λV (x) for all v ∈ D(x).
Remark 2.1. Notice that the last inequality implies that every trajectory x(·) of x′ ∈ D(x)
satisfies
∀t  0, V (x(t)) e−λtV (x(0)),
because for almost every t  0,
d
dt
(
V
(
x(t)
)
eλt
)= (〈∇V (x(t)), x′(t)〉+ λV (x(t)))eλt  0.
Proposition 2.1 applied to the maps PNF(x, ·) and the sets K(x) when hypothesis (H3)
holds proves the existence of a Lyapunov function W(x,y). The remarkable fact is that W
is smooth in both variables. Actually we prove directly the proposition for W , and consider
Proposition 2.1 as a consequence. We do not give too much details, because the procedure
is the same as in [6] (see also [19]).
Proposition 2.2. Under the hypotheses (HF), (H1) and (H3), there exists a function
W :RM ×RN → R+ of class C∞, a function aW inK∞0 , and a family of functions (bR)R>0
in K∞0 , such that: for any (x, y) ∈RM ×RN , we have:
aW
(
dK(x)(y)
)
W(x,y),
|x|R ⇒ W(x,y) bR
(
dK(x)(y)
)
,〈∇yW(x, y), v〉−λW(x, y) for all v ∈ PNF(x, y).
Remark 2.2. Notice here again that the last inequality implies that every trajectory y(·) of
y′ ∈ PNF(x, y) satisfies:
∀t  0, W (x, y(t)) e−λtW (x, y(0)).
Proof. Without loss of generality, we assume that the functions mR given in (H3) are
in K∞0 , and that TR(r, ν) is monotone in each of the variables R, r , and ν (nondecreasing
in R, r , nonincreasing in ν), when the two others are fixed. We note N the set of positive
integers.
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Gq(r) = max
(
0, r − 1
q
)
,
Wq(x, y) = sup
ϕ∈Sx(y)
sup
t0
e2λtGq
(
dK(x)
(
ϕ(t)
))
.
We deduce from (H3) that ∀x ∈ B¯R , ∀y ∈ K(x)+ B¯r , we have:
Wq(x, y) = sup
ϕ∈Sx(y)
sup
t∈[0,TR(r, 1q )]
e2λtGq
(
dK(x)
(
ϕ(t)
))
 e2λTR(r,
1
q
)
mR(r).
It is easy to see that the supremum is attained and that Wq(x, y) is locally Lipschitz on
R
M ×RN :
Lemma 2.3. Let R > 0, r > 0. Let δ = max|x|R,|y|r dK(x)(y), T = TR(δ, 1q ). Then, for
all (x1, y1), (x2, y2) ∈ B¯R × B¯r , we have∣∣Wq(x1, y1)−Wq(x2, y2)∣∣ CR(r, q)(|x1 − x2| + |y1 − y2|),
where CR(r, q) = e2λT (eLT +LK).
Second step: For (x, y) ∈ RM ×RN , we set
WL(x, y) =
+∞∑
q=1
2−q
1 +Cq(q, q)e
−2λTq(q, 1q )Wq(x, y),
and we define, for r  0,
aL(r) =
+∞∑
q=1
2−q
1 +Cq(q, q)e
−2λTq(q, 1q )Gq(r).
The function aL is in K∞0 . Eventually we choose bR,L in K∞0 such that m˜R(r) bR,L(r)
for every r  0, where m˜R is defined by
m˜R(r) =
[ ∑
qmax(r,R)
2−q
1 +Cq(q, q)e
2λ(TR(r, 1q )−Tq(q, 1q )) + 1
]
mR(r).
Then WL satisfies the following:
Lemma 2.4. For any (x, y) ∈ RM ×RN , we have
aL
(
dK(x)(y)
)
WL(x, y).
For any (x, y) ∈ B¯R ×RN , we have
WL(x, y) bR,L
(
dK(x)(y)
)
.
The function WL is 1-Lipschitz on RM ×RN , and it is non-increasing along the trajectories
of y′ ∈ PNF(x, y): ( )∀ϕ ∈ Sx(y), ∀h 0, WL x,ϕ(h)  e−2λhWL(x, y).
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satisfies
∀v ∈ PNF(x, y),
〈∇yWL(x, y), v〉−2λWL(x, y).
Third step: We regularize WL by convolution. Let Ω the open set defined by
Ω = {(x, y) ∈RM ×RN ; y /∈ K(x)}.
Lemma 2.5. Let S be a compact subset of Ω , let ε > 0. Then there exists W¯ in C∞c (RM ×
R
N) with suppW¯ ⊂ Ω such that
‖W¯ −WL‖L∞(S) < ε,〈∇yW¯ (x, y), v〉−32λWL(x, y) for any (x, y) ∈ S and any v ∈ PNF(x, y).
Then we take (On) a locally finite covering of Ω by a family of relatively compact open
sets, and (φn) a partition of unity C∞ associated to (On), that is:
φn ∈ C∞c (RM ×RN), 0 φn  1,
Sn = suppφn ⊂ On ∀n,∑
n∈N
φn(x) = 1 ∀x ∈ Ω.
We define:
qn = sup
(x,y)∈Sn
sup
v∈PNF(x,y)
∣∣〈∇yφn(x, y), v〉∣∣,
εn = 2
−n−2
1 + qn
λ
λ+ 1 minSn WL,
and we apply the preceding lemma to every compact Sn, with εn > 0, to obtain a function
Wn. Eventually we set:
W(x,y) =
+∞∑
n=1
φn(x, y)Wn(x, y) for (x, y) ∈RM ×RN,
aW (r) = 34aL(r),
bR(r) = 54bR,L(r),
and we check that W has the claimed properties. 
3. Convergence of trajectoriesWe are now ready to state the main result of the paper:
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r > 0 such that, for any y ∈ K(x) + Br , and for every sequence (xε, yε) ∈ Sε(x, y), there
exists a sequence (x¯ε) ∈ SD(x) such that
∀t1 > 0, sup
tt1
dK(xε(t))
(
yε(t)
)→ε→0 0, (8)
∀T > 0, sup
t∈[0,T ]
∣∣xε(t)− x¯ε(t)∣∣→ε→0 0. (9)
Moreover, ∀η > 0, ∃Tη > 0, such that ∀T > Tη, ∃ ε0 > 0 such that, for all ε ∈ ]0, ε0[, we
have
sup
t∈[0,T ]
∣∣xε(t)− x¯ε(t)∣∣+ sup
tT
dA
(
xε(t)
)+ sup
tT
dA
(
x¯ε(t)
)
 η. (10)
Proof. Without loss of generality, we can assume that the maps mR and m given by the
hypothesis are inK∞0 , and that T and TR are monotone in both variables. We choose V , aV ,
and bV as in Proposition 2.1, and W , aW , bR as in Proposition 2.2. For (c, d) ∈ R+ ×R+,
we define the level set
Γc,d =
{
(x, y) ∈ RM ×RN ; V (x) c and W(x,y) d}.
Notice that Γc,d is compact because:
V (x) c ⇒ x ∈ A+ B¯
a−1V (c)
,
W(x, y) d ⇒ y ∈ K(0)+ B¯
LK |x|+a−1W (d).
In the following lemma we prove that for d small enough compared to c, the set Γc,d is
invariant for (1) for ε small enough.
Lemma 3.2. For all c > 0, there exists d(c) > 0 such that, for all d ∈ [0, d(c)], there exists
ε(c, d) > 0 such that Γc,d is invariant for (1) for any ε ∈ ]0, ε(c, d)[.
Proof. It suffices to prove that any trajectory starting from the boundary ∂Γc,d stays inside
Γc,d . So let (x, y) ∈ ∂Γc,d , and (xε, yε) be a trajectory in Sε(x, y). Then V (x) = c, or
W(x,y) = d . For almost every t , we have
d
dt
V
(
xε(t)
)= ∇V (xε(t)) · x′ε(t)
= ∇V (xε(t)) · (x′ε(t)− dε(t))+ ∇V (xε(t)) · dε(t),
with dε(t) ∈ D(xε(t)) such that∣∣x′ε(t)− dε(t)∣∣= dist(x′ε(t),D(xε(t))),
from which we deduce that
d
dt
V
(
xε(t)
)

∣∣∇V (xε(t))∣∣dist(x′ε(t),D(xε(t)))− λV (xε(t))

∣∣∇V (xε(t))∣∣dist(x′ε(t),PMF (xε(t),K(xε(t))))− λV (xε(t))∣ ( )∣ ( ) ( ) ∣∇V xε(t) ∣LdK(xε(t)) yε(t) − λV xε(t) := α(t).
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α(0) = ∣∣∇V (x)∣∣LdK(x)(y)− λc−λc + ρLa−1W (d),
where ρ is a constant depending only on c. We choose d(c) > 0 such that a−1W (d(c)) <
λc
Lρ
.
Then for any d ∈ [0, d(c)], we get
d
dt
V
(
xε(t)
)
 α(t), α(0) < 0,
where α is continuous, hence we deduce that V (xε(t)) < V (x) = c for small t > 0.
Now let us fix d ∈]0, d(c)]. We have, for almost every t :
d
dt
W
(
xε(t), yε(t)
)
= ∇xW
(
xε(t), yε(t)
) · x′ε(t)+ ∇yW (xε(t), yε(t)) · y′ε(t)

∣∣∇xW (xε(t), yε(t))∣∣c(∣∣xε(t)∣∣+ ∣∣yε(t)∣∣+ 1)− λ
ε
W
(
xε(t), yε(t)
) := β(t),
because εy′ε(t) belongs to PNF(xε(t), yε(t)). If W(x,y) = d , then
β(0) ρ − λd
ε
,
where ρ is a constant depending only on c and d . We choose ε(c, d) > 0 such that ε(c, d) <
λd
ρ
, so that for any ε ∈ ]0, ε(c, d)[, we have
d
dt
W
(
xε(t), yε(t)
)
 β(t), β(0) < 0,
where β is continuous, hence we deduce that W(xε(t), yε(t)) < W(x,y) = d for small
t > 0. 
Now let x ∈ RM , let R > |x|, and let c1 = bV (R). We can assume without loss of
generality that 0 belongs to A, so we have R > dA(x) hence V (x) < c1. Let d1 = d(c1) be
given by Lemma 3.2, and define r by
r = b−1R (d1).
Let y be in K(x) + Br , and let (xε, yε) be a sequence of elements in Sε(x, y) with ε ∈
]0, ε(c1, d1)[. As (x, y) ∈ Γ (c1, d1), we know from Lemma 3.2 that (xε, yε) remains in
Γ (c1, d1). As a consequence we get that (xε, yε) is uniformly bounded:
∀t  0, ∣∣xε(t)∣∣+ ∣∣yε(t)∣∣ ρ,
where ρ is a constant depending only on R. In the following the value of ρ may vary, but
it always depends only on R.
Lemma 3.3. For every γ > 0, there exists τγ > 0 and εγ > 0 such that, for every ε ∈
]0, εγ [, we have
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(
yε(t)
)
 γ , (11)
∀T > 0,
T∫
0
dK(xε(s))
(
yε(s)
)
ds  γ (1 + T ). (12)
Proof. Let γ > 0 be such that aW (γ ) < d1. We make the change of variable s = tε , and set
Xε(s) = xε(εs), Yε(s) = yε(εs).
Then Y ′ε(s) ∈ PNF(Xε(s), Yε(s)) for almost every s, hence
dist
((
X′ε(s)
Y ′ε(s)
)
, {0} × PNF
(
x,Yε(s)
))

∣∣X′ε(s)∣∣+L∣∣Xε(s)− x∣∣
 (1 +Ls) sup
u∈[0,s]
∣∣X′ε(u)∣∣
 ερ(1 +Ls),
because F is of linear growth and (xε, yε) is bounded. Applying Filippov’s theorem we
choose a solution (X(·), Y (·)) of the differential inclusion(
X′
Y ′
)
∈ {0} × PNF(x,Y )
such that X(s) = x for all s, Y(0) = y, and
∀s  0, ∣∣x −Xε(s)∣∣+ ∣∣Y(s)− Yε(s)∣∣ eLsερ.
We get:
dK(Xε(s))
(
Yε(s)
)
 dK(x)
(
Y(s)
)+LK ∣∣x −Xε(s)∣∣+ ∣∣Y(s)− Yε(s)∣∣
 dK(x)
(
Y(s)
)+ (1 +LK)eLsερ. (13)
Now Y(·) is a trajectory of (7), hence satisfies
W
(
x,Y (s)
)
 e−λsW(x, y) e−λsd1,
from which we deduce
dK(x)
(
Y(s)
)
 a−1W (e
−λsd1).
Replacing in (13), we get:
dK(Xε(s))
(
Yε(s)
)
 (1 +LK)eLsερ + a−1W (e−λsd1). (14)
Now we choose τγ > 0 such that
a−1W (e
−λτγ d1)
1
2
b−1ρ
(
aW (γ )
)
, (15)
and εγ ∈ ]0, ε(c1, aW (γ ))[ such that
(1 +LK)eLτγ εγ ρ < 12b
−1
ρ
(
aW (γ )
)
, (16)εγ τγ a
−1
W (d1) < γ. (17)
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dK(xε(ετγ ))
(
yε(ετγ )
)
 b−1ρ
(
aW (γ )
)
, hence W
(
xε(ετγ ), yε(ετγ )
)
 aW (γ ).
As we have chosen εγ smaller than ε(c1, aW (γ )), the trajectory remains inside Γc1,aW (γ )
forever, so we get
sup
tετγ
dK(xε(t))
(
yε(t)
)
 γ, (18)
which proves (11). Then from (17) and (18) we deduce that for any T > 0 and any ε ∈
]0, εγ [, we have
T∫
0
dK(xε(s))
(
yε(s)
)
ds =
ετγ∫
0
dK(xε(s))
(
yε(s)
)
ds +
T∫
ετγ
dK(xε(s))
(
yε(s)
)
ds
 ετγ a−1W (d1)+ T γ  γ (1 + T ),
which proves inequality (12). 
Now let t1 > 0, γ > 0. Let τγ and εγ be given by Lemma 3.3, where we choose εγ
smaller than t1
τγ
. Then, for every ε ∈ ]0, εγ [, we get
sup
tt1
dK(xε(t))
(
yε(t)
)
 sup
tετγ
dK(xε(t))
(
yε(t)
)
 γ,
which gives (8).
On the other hand, we have, for almost every t :
dist
(
x′ε(t),D
(
xε(t)
))
 dist
(
x′ε(t),PM
(
xε(t),K
(
xε(t)
)))
 LdK(xε(t))
(
yε(t)
)
.
Applying Filippov’s theorem, we can find a solution x¯ε of SD(x) such that
∀t  0, ∣∣xε(t)− x¯ε(t)∣∣ LetLD
t∫
0
dK(xε)(s)
(
yε(s)
)
ds. (19)
Putting together (19) and (12), we get
∀ε ∈ ]0, εγ [, sup
t∈[0,T ]
∣∣x¯ε(t)− xε(t)∣∣<LeTLD(1 + T )γ, (20)
from which we deduce (9).
Now we fix η > 0, δ = η3 , c = aV (δ), d = d(c) as in Lemma 3.2. Let ν be defined by
ν = min
(
δ,
1
2
b−1V (c)
)
.
We choose γ > 0 such that γ < b−1ρ (d) and LeTLD(1 + T )γ < ν. Let Tη be greater than
T (R,ν), and also greater than εγ τγ , where εγ and τγ are given by Lemma 3.3. Then( )∀t  Tη, dA x¯ε(t) < ν. (21)
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dA
(
xε(T )
)
 dA
(
x¯ε(T )
)+ sup
t∈[0,T ]
∣∣xε(t)− x¯ε(t)∣∣. (22)
Putting together (21), (22), and (20), we get
dA
(
xε(T )
)
 b−1V (c), hence V
(
xε(T )
)
 c.
From the inequality
sup
tT
W
(
xε(t), yε(t)
)
 d ∀ε ∈ ]0, εγ [,
which comes from (11), we deduce thanks to Lemma 3.2 that
V (xε(t)) c for all t  T , hence dA
(
xε(t)
)
 a−1V (c) = δ. (23)
Putting together (20), (23), and (21), we get
sup
t∈[0,T ]
∣∣xε(t)− x¯ε(t)∣∣+ sup
tT
dA
(
xε(t)
)+ sup
tT
dA
(
x¯ε(t)
)
 η,
so (10) is proved. 
If A is a single point, we get the immediate following corollary:
Corollary 3.4. If A is a singleton, then
sup
t0
∣∣xε(t)− x¯ε(t)∣∣→ε→0 0.
If K is single-valued, we get as a corollary a Tikhonov type result:
Corollary 3.5. If K is single-valued with K(x) = {k(x)} for x ∈ RM , then there exists
a subsequence (xεk , yεk ) and a solution x¯ ∈ SD(x) such that(
x¯, k(x¯)
) ∈ S0,
∀t1 > 0, ∀T > t1, δ[t1,T ]
(
(xεk , yεk ),
(
x¯, k(x¯)
))→k→+∞ 0,
where the distance δ[t1,T ] is defined by
δ[t1,T ]
(
(x1, y1), (x2, y2)
)= sup
t∈[0,T ]
∣∣x1(t)− x2(t)∣∣+ sup
t∈[t1,T ]
∣∣y1(t)− y2(t)∣∣.
If, moreover, the set A is reduced to a single point, then
∀t1 > 0, δ[t1,+∞[
(
(xεk , yεk ),
(
x¯, k(x¯)
))→k→+∞ 0.
Proof. From the sequence (x¯ε) obtained in Theorem 3.1, we extract a subsequence (x¯εk )
which converges uniformly on every compact of [0,+∞[ towards a solution x¯ ∈ SD(x).
The only fact which is not immediate is that (x¯, k(x¯)) is in S0, which we show now.
Lemma 3.6. Let (xε, yε) ∈ Sε(x, y) be such that (xε, yε) converges uniformly towards
(x¯, k(x¯)) on every compact of [0,+∞[ × ]0,+∞[. Then (x¯, y) is in S0.
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hence (x′ε, εy′ε) also, by linear growth of F . Hence there exists a subsequence (x′εk , εky
′
εk
)
which converges to a limit (α,β) for the weak star topology σ(L∞,L1). As L∞(a, b) ⊂
L1(a, b), we have also convergence for the weak topology σ(L1,L∞). Then we deduce
that
xεk (t) = xεk (a)+
t∫
a
x′εk (s) ds → x¯(a)+
t∫
a
α(s) ds,
hence x¯′(t) = α(t) for almost every t of [a, b]. In the same manner, β(t) = 0 for almost
every t of [a, b]. As ((xε, yε), (x′ε, εy′ε)) belongs to GraphF , we apply a classical con-
vergence result [3, Theorem 2.4.4] to deduce that (x¯′(t),0) belongs to F(x¯(t), y(t)) for
almost every t of [a, b]. As this is true for any 0 < a < b, we deduce that it is true for
almost every t  0. Therefore (x¯, y) belongs to S0. 
If the map K is not single-valued, we need some more hypothesis to obtain the conver-
gence of the fast variable. We say that we have property (HS) if we have the following:
∀x ∈ RM, ∀y ∈ K(x), PMF(x, y)× {0} ⊂ F(x, y).
For instance, if K(x) ⊂ E(x) and F is of the form F1 ×F2 (which means that the controls
influencing the slow and the fast equations are independent), then property (HS) holds
true. Notice that in general property (HS) implies that K(x) is a subset of E(x) for every
x ∈RM.
Theorem 3.7. Let assumptions (HF), (H1)–(H3) and (HS) hold. Then, for any x ∈ RM ,
there exists r > 0 such that, for any y ∈ K(x) + Br , and for every sequence (xn, yn) ∈
Sεn(x, y) with εn → 0, we have
∀t1 > 0, ∀T > t1, δ[t1,T ]
(
(xn, yn), S0
)→n→+∞ 0,
where the distance δ[t1,T ] is defined by
δ[t1,T ]
(
(xn, yn), (x, y)
)= sup
t∈[0,T ]
∣∣xn(t)− x(t)∣∣+ sup
t∈[t1,T ]
∣∣yn(t)− y(t)∣∣.
Proof. Let x ∈RM , let r > 0 be given by Theorem 3.1, let y ∈ K(x)+Br , and let (xn, yn)
be a sequence in Sεn(x, y) with εn → 0. Fix t1 > 0 and T > t1. The result is then an
immediate consequence of the following lemma:
Lemma 3.8. There exists a sequence (x¯n, y¯n) such that
x¯′n ∈ PMF(x¯n, y¯n),
y¯n ∈ K(x¯n),( )
δ[t1,T ] (xn, yn), (x¯n, y¯n) →n→+∞ 0.
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solution of (2), hence it belongs to S0.
Proof of the lemma. The idea of the proof is taken from [27]: for every n fixed, we
construct a sequence of couples ((xkn, ykn))k∈N which will converge towards the wanted
(x¯n, y¯n).
We set x0n = xn, y0n = yn.
Step k = 1: for every t ∈ [0, T ], we choose y1n(t) ∈ K(x0n(t)) such that
dK(x0n(t))
(
y0n(t)
)= ∣∣y0n(t)− y1n(t)∣∣.
Then x0n
′ ∈ PMF(x0n, y0n) ⊂ PMF(x0n, y1n) + L|y0n − y1n|B¯ , hence by Filippov’s theorem
there exists x1n such that
x1n
′ ∈ PMF
(
x1n, y
1
n
)
,
x1n(0) = x,
∣∣x0n(t)− x1n(t)∣∣ LeLt
t∫
0
dK(xn(s))
(
yn(s)
)
ds.
We set:
βn = sup
t∈[0,T ]
∣∣x0n(t)− x1n(t)∣∣, akn(t) = (LLKeLT )k−1 t
k−1
(k − 1)!βn.
Step k: We suppose constructed the first k couples verifying the following:
xkn
′ ∈ PMF
(
xkn, y
k
n
)
, (24)
ykn(t) ∈ K
(
xk−1n (t)
)
, (25)∣∣xkn(t)− xk−1n (t)∣∣ akn(t),∣∣ykn(t)− yk−1n (t)∣∣ LKak−1n (t) for k  2.
Step k + 1: As
ykn(t) ∈ K
(
xk−1n (t)
)⊂ K(xkn(t))+LKakn(t)B¯,
we can choose yk+1n (t) ∈ K(xkn(t)) such that∣∣yk+1n (t)− ykn(t)∣∣ LKakn(t).
Now xkn
′ ∈ PMF(xkn, ykn) ⊂ PMF(xkn, yk+1n ) + LLKaknB¯ , hence by Filippov’s theorem
there exists xk+1n such that
xk+1n
′ ∈ PMF
(
xk+1n , yk+1n
)
,xk+1n (0) = x,
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t∫
0
akn(s) ds for t ∈ [0, T ].
Calculating the integral, we find that∣∣xk+1n (t)− xkn(t)∣∣ ak+1n (t),
which ends the recurrence.
Now we see that the sequences xkn , ykn , converge uniformly on [0, T ] towards, respec-
tively, two functions x¯n, y¯n, with the estimation:
sup
t∈[0,T ]
∣∣xn(t)− x¯n(t)∣∣ ρβn  ρLeLT
T∫
0
dK(xn(s))
(
yn(s)
)
ds,
sup
t∈[0,T ]
∣∣y1n(t)− y¯n(t)∣∣ ρβn,
for a constant ρ depending on T . From Lemma 3.3 we know that
T∫
0
dK(xn(s))
(
yn(s)
)
ds →n→+∞ 0,
hence βn →n→+∞ 0, from which we deduce that
sup
t∈[0,T ]
∣∣xn(t)− x¯n(t)∣∣→n→+∞ 0.
On the other hand, we have
∀t ∈ [t1, T ],
∣∣yn(t)− y¯n(t)∣∣ dK(xn(t))(yn(t))+ ρβn,
and from Lemma 3.3 we know that
sup
tt1
dK(xn(t))
(
yn(t)
)→n→+∞ 0,
hence we deduce that
sup
t∈[t1,T ]
∣∣yn(t)− y¯n(t)∣∣→n→+∞ 0.
The last assertion of the lemma is proved. The second assertion: y¯n ∈ K(x¯n), is immediate
by passing to the limit in (25). The first one: x¯′n ∈ PMF(x¯n, y¯n), is a consequence of (24),
using the same convergence theorem as in Lemma 3.6. 
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