Abstract-We examine threshold-based transmission strategies for distributed opportunistic medium access, and specifically address the problem of setting the threshold values so as to optimize the aggregate throughput utility of the various users. In the case of weighted logarithmic throughput utility (Proportional Fairness) we provide an adaptive algorithm for finding the optimal threshold values in a distributed fashion. Moreover, we discuss how the algorithm may be adapted to achieve packet-level stability with only limited exchange of queue length information among the various users. We also present numerical results to demonstrate the convergence of the proposed adaptive algorithm.
I. INTRODUCTION
Channel conditions in wireless networks exhibit huge variations across space and time, giving rise to vast random fluctuations in the feasible transmission rates. Channel-aware or opportunistic scheduling strategies provide an effective mechanism for improving throughput performance by exploiting such rate variations, and have attracted immense attention over the last decade.
Even though the seminal paper by Knopp & Humblet [15] considered opportunistic scheduling in an uplink scenario, the bulk of the work has focused on scheduled channel access and centralized control as is typical of downlink type situations, see for instance [3] , [4] , [6] , [21] , [23] , [16] , [30] . Extensions to joint scheduling and congestion control as well as routing in network settings have also been thoroughly investigated [5] , [7] , [20] , [27] , [28] .
The problem of opportunistic scheduling in a distributed setting in conjunction with random access mechanisms such as Aloha has received relatively less attention. Adireddy & Tong [1] , [2] and Venkitasubramaniam et al. [31] present strategies where the probability of transmission is a function of the Signal-to-Noise Ratio of a user. They study the problem of finding the transmission probabilities so as to maximize the aggregate throughput, characterize the maximum achievable throughput, and evaluate the throughput gains in various scenarios. Qin & Berry [24] , [25] develop channel-aware Aloha type strategies as well as so-called splitting algorithms for exploiting multi-user diversity and improving the throughput performance in a distributed setting. Ghurumuruhan et al. [8] , [9] consider the extension of channel-aware Aloha type strategies to multi-channel scenarios, and evaluate the throughput gains from the additional degree of channel diversity. Ghurumuruhan et al. [10] examine the impact of imperfect channel state information on the throughput performance of channel-aware Aloha strategies in multi-carrier systems. The stability region of multi-carrier systems with channel-aware Aloha type strategies is analyzed in Ghurumuruhan et al. [11] . Yu & Giannakis [34] , [35] establish that threshold-based transmission strategies maximize the aggregate throughput in case of homogeneous users and the sum of the log throughtputs in case of heterogeneous users.
The above papers offer interesting results for aggregate throughput measures in symmetric scenarios, but do not specifically address the issue as to how to set the various parameters, such as transmission threshold values, so as to optimize a given performance or throughput utility criterion in heterogeneous cases. The latter problem is explicitly addressed in a separate strand of papers which propose distributed algorithms for optimizing transmission probabilities for various given throughput objectives in the context of Aloha systems but without channel variations.
Kar et al. [13] , [14] and Wang & Kar [32] were the first to present distributed random -access algorithms for achieving Proportional Fair and Max-Min fair rate allocations, respectively, in Aloha systems with single-hop flows. Gupta & Stolyar [12] develop distributed algorithms for realizing a weighted Proportional Fair throughput allocation subject to minimum throughput requirements in a single-hop Aloha networks with a more general interference structure. Stolyar [29] presents two distributed random-access algorithms based on queue lengths for similar single-hop Aloha models with exogenous packet arrivals, and shows that these guarantee stability as long as the arrival rate vector lies within the saturation rate region. Wang & Kar [33] present both primal-based and dual-based algorithms for achieving a Proportional Fair rate allocation in Aloha networks with multi-hop sessions. Liu & Stolyar [17] propose different random-access algorithms based on queue lengths and back-pressure mechanisms for achieving a weighted Proportional Fair allocation and guaranteeing stability in multi-hop Aloha networks.
In the present paper we focus on threshold strategies for distributed channel-aware medium access as in [1], [2] , [31] , [35] , and specifically address the problem of setting the threshold values so as to optimize the aggregate throughput utility of the various users. In the case of weighted logarithmic throughput utility (Proportional Fairness), we provide an adaptive algorithm for finding the optimal threshold values in a distributed fashion. Moreover, we discuss how the algorithm may be adapted to achieve packet-level stability with only limited exchange of queue length information among the various users.
The remainder of the paper is organized as follows. In Section II we present a model description and discuss a few important preliminaries. We analyze the throughput optimization problem in Section III. In Section IV we provide an adaptive algorithm for finding the optimal threshold values in a distributed fashion. Various packet-level stability issues are discussed Section V. In Section VI we present numerical results to demonstrate the convergence of the proposed adaptive algorithm.
II. MODEL DESCRIPTION
We consider a wireless multi-access channel shared by N users, operating in a time-slotted fashion. The feasible transmission rates of the various users vary over time as a result of fading. Denote by R, (t) the feasible transmission rate of user i in time slot t. We assume that R, (1), R, (2), ... to be independent among the various users. The users decide to access the channel in a distributed fashion, based on a threshold strategy. Specifically, there exists some threshold value ,i such that user i transmits in time slot i if R, (t) > ,i, regardless of the decisions of other users. Thus the probability that user i decides to transmit is Ti == 1 -F;('i), which we will also refer to as the activity factor of user i. The set s,~{I, ... , N} \ {i} represents the group of users whose transmissions interfere with those of user i, i.e., a transmission of user i is successful only if no users j E S, transmit in the same time slot. The set S, may be interpreted as the set of neighbors of user i in the interference 'graph' and allows for arbitrary 'Boolean' interference constraints. Thus the probability that a given transmission of user i is successful, is n Fj('j). It may be shown that the above-described jESi threshold strategy yields a Pareto-optimal throughput vector within the class of 'distributed' strategies.
For notational convenience, define and The actual throughput or 'goodput' of user i in time slot t may be expressed as
and the expected throughput of user i is
with , == ('1, ... ,'N) representing the vector of threshold values.
III. THROUGHPUT OPTIMIZATION
As mentioned in the previous section, the above-described family of threshold strategies yield Pareto-optimal throughput vectors within the class of 'distributed' strategies. In this section we consider the problem of throughput optimization, i.e., finding a vector of threshold values which maximizes the aggregate throughput utility. We will focus on logarithmic throughput utility functions, which corresponds to weighted Proportional Fairness.
Denote Vi == {j : i E Sj} and ui:» == LjEV i Wj, with ui; representing the weight of user i in the throughput optimization. Then the aggregate throughput utility function may be expressed as
Or equivalently,
8G(,)
that W _ i == N -1, then the optimality condition (2) takes the form:
Thus the optimality condition becomes
which corresponds to the earlier one as F i ('i) == 1 -Ti.
Remark 3.1: When we work with the activity factors instead of the threshold values as the independent variables, we can in fact allow for rate distribution functions that are not continuous but have probability mass in discrete points. Specif- 
i=l Thus, the optimality condition becomes:
and Hence, the collective activity factor of all the users is at most unity, and if the user's weights are all equal, then the activity factor of each individual user is at most 1IN. Recall that in the standard Aloha system without channel variations, the sum of the transmission probabilities of all the users is exactly equal to unity for every Pareto-optimal throughput vector [19] . Thus, the use of opportunistic medium access in the presence of channel variations reduces the optimal collective activity factor, essentially because the relative loss caused by collisions is larger. Now suppose that the transmission rate of user i has an exponential distribution with mean r., i.e., F;(r) == 1-er/>. the left-hand side is strictly increasing in ,i and equal to 0 for ,i == 0, while the right-hand side is strictly decreasing in ,i with limit 0 for ,i~00. A further important and remarkable property is that the optimal threshold value ,i only depends on the aggregate weight ui:» of the interfering users, and not on their transmission rate distributions. Fi(,i) ), which gives probabilities of all users is equal to unity for every Paretooptimal throughput vector as mentioned earlier [19] . Remark 3.2: As observed in the Introduction, the present paper provides a bridge between opportunistic medium access strategies in the presence of channel variations and distributed throughput utility optimization in a standard Aloha system without channel variations. Indeed, the expression for the throughput of user i in terms of the activity factors 7j has a similar structure as in a standard Aloha system (with the term U, (7i) rather than just 7i accounting for the gains from opportunistic medium access), which is again related to the observation in the previous remark.
IV. ALGORITHM SPECIFICATION
A key observation is that the optimality condition (2) only involves quantities relating to user i, plus the aggregate weight ui:» of the interfering users. The optimal threshold values I; can therefore be found in a distributed fashion, as long as each user knows the aggregate weight of the interfering users. When the rate distribution function F; (.) and hence the function U i ( .) are known, Equation (2) can in principle be solved using numerical means. In practice, however, the function F i (.) will not be known exactly and may exhibit nonstationary characteristics, which means that use of an adaptive algorithm based on actual rate observations is preferable.
We now proceed to specify such an algorithm, where we focus on a synchronous window-based version, but the description extends to similar asynchronous and non-windowbased incarnations. Specifically, we assume that time is divided with E a suitably small coefficient. As alternatives to the above fixed-range multiplicative updates, one could also use additive and/or variable-size updates. When the cycle length L is sufficiently large and the coefficient E sufficiently small, it is intuitively plausible that the threshold values will 'approach' the optimal ones in a certain sense. We will not establish a rigorous convergence result, but in Section VI we will present a few numerical results to demonstrate the convergence empirically.
V. PACKET-LEVEL STABILITY
In the previous section we considered the problem of throughput optimization, implicitly assuming the various users to have saturated queues, i.e., always have packets to transmit. In this section we tum our attention to a scenario with queue dynamics where users are not infinitely backlogged but have queues fed by packet arrivals. Specifically, denote by Ai (t) the number of packets arriving to the queue of the ith user in the tth time slot. We assume that A i(l), A i(2 We assume that a user only decides to transmit if its queue is non-empty and its feasible transmission rate exceeds the threshold value.
Let Qi (t) represent the queue length of the ith user at the start of the tth time slot. Define
R~(t) == R i (t)X i (t) IT (1 -X j (t)), jESi
as the number of packets served from the ith queue in the tth time slot, with
Xk(t) == I{Rk(t»l'k,Qk(t)+A k(t»O}
indicating whether or not the ith user transmits in the tth time slot. The time evolution of the ith queue may then be described by the familiar recursion
Observe that the queue size process Q(t) (Ql(t) We will address each of the problems (I), (II) and (III) below.
A. Problem I
Problem I has been thoroughly studied in the slightly simpler but similar context of a standard slotted Aloha system (without channel variations), where the stability region is determined for a given vector of transmission probabilities, rather than for a given vector of threshold values. While an abundance of interesting results have been obtained in the literature, an explicit characterization of the stability region in that setting is essentially limited to the case of two users. The dependence between the queue lengths renders the case of an arbitrary number of users extremely complex, and and whenever that inequality holds, the fraction of time that the queue is non-empty is the available results are limited to bounds and asymptotic approximations, or entail restrictive assumptions on the packet arrival processes.
In [26] and consider a corresponding version of the system where user 1 transmits 'dummy' packets when its queue is empty. It is easily verified that the queues of both users are stochastically larger in that system, hence the term dominant system. In particular, stability of the queue process in the dominant system implies that of the queue process in the original system. In the dominant system, the probability that a transmission of user 1 is successful, alternates between the values F 2 (12) and 1, depending on whether the queue of user 2 is empty or not. In contrast, the probability that a transmission of user 2 is successful, is always F 1 (11), since user 1 transmits dummy packets when its queue is empty, and hence the expected throughput of user 2 is T2(11,12) == U2 (12)F1(11)' It follows that the queue of user 2 is stable if and only if (5) In conclusion, the stability region A(11, ,2) for a given pair of threshold values (,1, 12) is the set of all arrival rate vectors (AI, A2) E~~satisfying either inequalities (5) and (6) or inequalities (7) and (8).
B. Problem II
We now tum to the problem of characterizing the overall stability region A :== U (1'1,1'2)ElR2 A(11,'2) , i.e., the set of arrival rate vectors for which ther~exists a pair of threshold values such that the queues are stable.
For any (,I, ,2) E~~' define T('1' 12) :== {(Xl, X2) Ẽ~:
Xi < Ti(11, , 2)} == [0, T1(, 1,12)] X [0, T2(, 1, ,2) ], 
(1/ r ))], and U :== UrE(O,oo) U(r). It may then be shown that closure(A) == T ==
U.
(i) We first prove that closure(A)~T.
Assume that (AI, A2) E closure(A). Then there exists a vector ('1, '2) E~~such that (AI, A2) satisfies either inequalities (5) and (6) or inequalities (7) and (8) . By symmetry, we may assume the former to be the case, without loss of generality. Now let I~be such that 1 -F 2 ( I~) == 1f2 (1 - ,
(ii) We now show that T~U.
Assume that (AI, A2) E T. Then there exists a vector ('1,'2) E~~such that Ai ::; T, ('1,'2), i == 1,2, and (T{, T~) 2: (T1(, 1, ,2), T 2 (, 1,12) ) implies that (T{, T~) tJ-T. Therefore (log (T 1 (,1, 12) ), log (T 2 (,1, 12 )) E log(T), with log(T) :== {(log(T 1),log(T2 ) ) : (T 1 , T 2 ) E T}, and (log(T{) , log(T~))
(log (T1('1,'2) ), log(T2('1, '2) ) is Pareto-optimal and maximizes some linear function over log (T) since the set log(T) is convex as may be shown by a somewhat tedious and
(8)
Because of the dominance, the above two inequalities imply that the queue process in the original system is stable. Considering a dominant system with the roles of the two users reversed, we deduce that the queue process in the original system is also guaranteed to be stable when the following two inequalities are satisfied:
We obtain that the stability of the queue length process is ensured when either inequalities (5) and (6) or inequalities (7) and (8) hold. Following a similar line of argument as in [18] , [26] , it may be concluded that the latter conditions are not only sufficient, but in fact also necessary for stability. (A(,I,,2) )~closure(A).
C. Problem III
Finally, we consider the problem of finding threshold values that achieve stability for an unknown vector of arrival rates A (assuming A E A to ensure the existence of such threshold values). Surprisingly, the problem turns out to be simpler than the problem of determining the stability region for given threshold values, and can be tackled in far greater generality. Thus we now return to the scenario as studied in Sections II and III with an arbitrary number of N users and a general interference structure characterized in terms of the sets S, and Vi, i == 1, ... , N. We consider a transmission strategy which adapts the threshold values over time as specified in Section III. Rather than using fixed user weights uu, however, we take these equal to the current queue lengths of the various users, setting ui; (t) == Qi (t). Note that the transmission strategy does not use any explicit knowledge of the feasible transmission rate distributions or arrival parameters.
The above-described transmission strategy achieves stability for any arrival rate vector (AI, ... , AN) E A. The proof is quite similar to that in [29] , and relies on consideration of the fluid limit where the queue length process is scaled in both space and time. 
VI. NUMERICAL EXPERIMENTS
We now present a few numerical results to demonstrate the convergence of the adaptive algorithm described in Section IV.
We consider a system with N == 3 users whose feasible transmission rates vary over time. The rates are assumed to be independent from slot to slot and among users, with an exponential marginal distribution and user-dependent means of 1.0, 3.0 and 5.0, respectively. The length of the cycles is set to L == 1000 slots, and the coefficient in the multiplicative update is taken to be E == 0.00 1. Figure 1 shows the behavior of the 'drift' term Di(k) during the first 1000 cycles. While the drift never reduces to zero in the presence of finite-length cycles and fixed-range updates, the figure confirms that the drift term cannot persistently be negative or positive. After an initial transient phase, the system rapidly settles into an equilibrium where the drift exhibits slight, random oscillations around zero. Figure 2 plots the evolution of the threshold values ,i(k) and illustrates that these converge to reasonably stable values which are proportional to the mean feasible transmission rates. Figure 3 shows the behavior of the transmission probabilities t. (,i(k) ) and indicates that these are equal for the various users, and that their sum is smaller than one, which is in agreement with (3). Figure 4 plots the evolution of the goodputs T i ( , i ( k )), which differ among the various users, and in fact are proportional to the mean feasible transmission rates. The above-mentioned properties of the threshold values, transmission probabilities and goodputs corroborate the results described in Section III for the case where the feasible transmission rates of the users are exponentially distributed.
In particular, for N == 3, the solution s* of equation (4) is approximately 1.47, and the corresponding activity factor is roughly 0.23. 
