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2 Análisis de alteracíon de número de copias de DNA en ćancer 31
2.1 Introduccíon: Alteracíon del ńumero de copias de DNA . . . . . . . . . . . . . . 31
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1.11 Validacíon cruzada doble/anidada (nCV) . . . . . . . . . . . . . . . . . . . . . .20
1.12 Red de interacción para Leucemias Agudas Linfoblásticas . . . . . . . . . . . . 22
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Bioinform ática y geńomica
funcional
Podemos definir la bioinforḿatica como una ciencia interdisciplinar que consiste en la aplica-
ción de t́ecnicas computacionales, matemáticas y estad́ısticas a la clasificación y el ańalisis de
informacíon biológica. Desde una perspectiva a m´ s alto nivel, la bioinfoḿatica trata de analizar
grandes cantidades de datos para lograr entender problemas tanto de bioloǵıa fundamental como
de aspectos biol´ gicos relacionados con enfermedades.
Los avances en bioinforḿatica han estado siempre ligados a los avances técnicos y tecnol´ gicos
que posibilitan la adquisición de grandes cantidades de datos biológicos. El primer gran esfuerzo
tecnoĺogico fue elInternational Human Genome Project(HGP) (Watson, 1990) que posibilit́o la
introduccíon de instrumentos de secuenciación automatizada de DNA a mediados de los 80, aun-
que los resultados del primer borrador del genoma humano no vieron la luzh sta el 2001 (Lander
et al., 2001; Venter et al., 2001). Este gran paso en la automatización ha hecho posible el desarrollo
de tecnoloǵıas capaces de obtener cantidades masivas de información dando lugar a las denomi-
nadas cienciaśomicas: geńomica, transcript́omica, metaboĺomica, protéomica, etc. Se ha pasado
aśı de estudiar entidades biológicas de manera independiente a un estudio holı́stico o global de
todos los genes, proteı́nas y biomoĺeculas.
La bioinformática integra diferenteśareas de conocimiento como la estadı́stica, la mineŕıa de datos
y en general, la teorı́a de la informacíon para desarrollar técnicas capaces de almacenar, analizar y
extraer informacíon útil de las grandes cantidades de datos generadas por las tecnologı́as ´ micas.
Esta ciencia integrativa puede subdividirse a su vez en diferentesárea dependiendo del problema
biológico al que buscan aportar soluciones. Ası́ podemos definir sub́areas como labioloǵıa estruc-
tural , centrada en el análisis y comparación de secuencias, predicción de estructura de proteı́nas y
clasificacíon de estructuras 3D; labioloǵıa de sistemasque comprende el modelado de sistemas y
procesos bioĺogicos y el ańalisis de redes biomoleculares complejas; lageńomica funcional que
incluye la b́usqueda y anotación de genes en genomas, los análisis de expresión ǵenica, estudios de
regulacíon de genes, análisis de mutaciones, etc; elanálisis de imágenes bioḿedicascentrado en
la automatizacíon del procesamiento, cuantificación y ańalisis de iḿagenes clı́nicas especialmente
orientado al diagńostico; labioloǵıa evolutiva y geńomica comparativaque estudia el origen y
los descendientes de los sistemas vivos ası́ como su evolucíon en el tiempo tomando como base
la correspondencia entre genes y otras caracterı́sticas geńomicas en diferentes organismos; y la
minerı́a de datos bioḿedicosque utiliza t́ecnicas de ling̈uı́stica computacional y estadı́stica para
organizar de manera automática el conocimiento bioḿedico generado.
1
Introduccíon general: Bioinforḿatica y geńomica funcional
El trabajo de investigación desarrollado en esta memoria de Tesis Doctoral se encuadra fundamen-
talmente en la sub́area de la geńomica funcional. El objetivo de la genómica funcional es entender
las relaciones que existen entre el genoma de un organismo, incluyendo sus genes, proteı́nas, fun-
ciones e interacciones, y el fenotipo de dicho organismo, es decir, la manifest cíon externa de
dicho genotipo. Pretende expandir y sintetizar el conocimiento gen´ mico y protéomico para pro-
porcionar un mejor comprensión de las propiedades de un organismo a nivel celular o sistémico.
Una caracterı́stica fundamental de la genómica funcional es su aproximación global, que normal-
mente involucra t́ecnicas de masivas de alto rendimiento en lugar de la aproximación tradicional
de ańalisis gen a gen.
La geńomica funcional estudia la variación en la abundancia de los genes y sus productos génicos,
como mRNAs y protéınas, en una muestra biológica. Esta variación puede ser estudiada a lo largo
del tiempo, como por ejemplo durante el desarrollo de un organismo, en diferentes lugares, como
las diferencias entre distintas partes del cuerpo o tipos celulares, o en diferentes estados biológicos
o patoĺogicos que afectan a genes, cromosomas, RNA o proteı́nas.
En la presente memoria se ha profundizado en diferentes aspectos de la genómica funcional orien-
tados a la mejor comprensión de caracterı́sticas y mecanismos de desarrollo tumoral aplicados a
diferentes tipos de cáncer. Elprimer capı́tulo se centra en el an´ lisis de los cambios en la abundan-
cia de los genes en ḿultiples estados, de manera que sea posible la diferenciación y clasificacíon
en base a la variación de dichos genes. Un aspecto importante en el análisis de estas variaciones
es la b́usqueda de relaciones y asociaciones entre los genes que ayudarán en la identificación de
los procesos o funciones desreguladas en cada uno de los tipos patológicos estudiados.
La posibilidad de entender cómo una mutación u otro tipo de alteración geńomica conduce a la
expresíon de un determinado fenotipo tiene implicaciones muy importantes a la hora de entender
enfermedades complejas en las que la inestabilidad cromosó ica es elevada, como es el caso de
la mayoŕıa de los procesos tumorales. En els gundo caṕıtulo de la presente Tesis Doctoral se
estudiaŕan las alteraciones somáticas en el DNA, es decir, cambios en el DNA adquiridos durante
la vida de un organismo que no provienen su la lı́nea germinal. En el caso de cáncer, el ańalisis
de estas alteraciones proporcionará informacíon sobre el desarrollo y progresión tumoral, lo que
puede ayudar a un diseño más eficaz de marcadores moleculares trasladables a la clı́nica.
En la mayoŕıa de tumores, el ńumero de alteraciones genómicas es muy elevado. Sin embargo, no
todas las mutaciones tienen el mismo tipo de penetrancia ni afectan por igual enla ma ifestacíon
de un determinado fenotipo. Una de las herramientas de las que dispone la genómica funcional
para la discriminación de las diferentes mutaciones es la integración de datos. El ańalisis de las
alteraciones cromos´ micas con sus efectos sobre los niveles de expresión de los genes y sobre la
abundancia de las proteı́nas codificadas permite identificar aquellas alteraciones con efectos más
significativos sobre un sistema biológico estudiado. Es por ello que la integración de diferentes
capas de información provenientes de estudios genómicos, transcript́omicos y protéomicos resulta
mucho ḿasútil que el estudio independiente de cada una de ellas. Eltercer caṕıtulo plantea la
integracíon de datos geńomicos y transcript́omicos en la identificación de los elementos desenca-
denantes de los procesos tumorales. Conocer cuáles son las causas de una determinada patologı́a
tumoral ayudaŕa al desarrollo de tratamientos y terapias que mejoren la supervivencia de los pa-
cientes que la padecen.
Porúltimo, otro de los aspectos fundamentales de la genómica funcional es la identificación de las
funciones o procesos biológicos asociados a los estados analizados, ya sean los procesos activos
en cada etapa del desarrollo de un organismo, en diferentes lugares o tipo celulares o procesos
desregulados en diferentes estados patológicos. En elcuarto caṕıtulo se abordaŕa la identificacíon
y asignacíon de funciones y procesos biológicos a estados estudiados con técnicas geńomicas.
2
Objetivos
El objetivo general de esta Tesis Doctoral es el desarrollo y aplicación dealgoritmos y métodos
bioinform áticospara el ańalisis de datos biol´ gicos procedentes de diversas plataformas genómi-
cas de tipo microarrays de alta densidad, ası́ como su integración e interpretación para obtener una
visión global de los genes y procesos biológicos alterados. Estos métodos se aplicar´ n a varios
estudios experimentales concretos decáncersobre muestras humanas de pacientes.
De modo ḿas espećıfico, se proponen los siguientes cuatro objetivos:
1. Disẽno y desarrollo de unclasificador multiclasepara diferenciar varios tipos y subtipos
patoĺogicos, basado en an´ lisis de microarrays de expresión ǵenica derivados de muestras
clı́nicas de pacientes. Integración en un algoritmo que explora los datos de expresión y los
paŕametros de clasificación para construir redes de genes marcadores de cada tipo o subtipo
biológico estudiado. Para todo ello se utilizarán datos procedentes de microarrays de oligos
alta densidad para muestras de mRNA, que miden simultáneamente la expresión de la ma-
yoŕıa de los genes del genoma humano.
2. Desarrollo de un ḿetodo y un flujo de trabajo optimizado para el análisis cuantitativo de
alteraciones geńomicas del ńumero de copiasde DNA (Copy Number Alterations, CNA)
aśı como para la detección depuntos de ruptura (breakpoints) en el genoma. Para esto
se utilizaŕan datos procedentes de microarrays de oligos alta densidad de DNA, es decir,
microarrays geńomicos que detectan variaciones y polimorfismos en el genoma humano.
3. Desarrollo de un ḿetodo deanálisis integradode datos de microarrays de expresión (mR-
NA) y datos de microarrays genómicos (DNA); y estudio de la correlación entre las alte-
raciones geńomicas ennúmero de copias(CN) y las alteraciones transcriptómicas de la
expresíon génica(GE).
4. Desarrollo de un algoritmo robusto paraanálisis biológico funcional basado en asocia-
ción rećıproca ḿultiple degenes y t́erminos derivados de diferentes espacios de anotaci´ n
biológica. Dicho algoritmo se centrará sobre todo en la eliminación de redundancias y en
la simplificacíon de los resultados que se obtienen por las técnicas cĺasicas de ańalisis de
enriquecimiento funcional (Functional Enrichment Analysis).
En todos los casos, estos métodos se desarrollar´ n trabajando conmuestras humanas de pacien-
tes correspondientes a varios tipos decáncer (leucemias, ćancer de colon, glioblastomas), que
provienen de series experimentales publicadas y de trabajos concretos realizados en colaboración





Diseño y construccíon de un
clasificador multiclase para
subtipos patoĺogicos basado en
expresíon génica:
geNetClassifier
1.1 Introducci ón: Transcript ómica y perfiles de expresíon génica
El transcriptoma es el conjunto total de tránscritos (RNA) de una determinada especie deriva-
dos de la transcripción de su DNA geńomico. La transcripcíon principal corresponde a loslocus
génicos que codifican para proteı́nas, de los cuales se derivan los RNAs mensajeros codificantes
(denominados clásicamente como mRNAsó protein coding RNAs). Tambíen existen otros tipos de
RNAs que no son codificantes para proteı́nas (denominados en general ncRNAs), cuyas funciones
son muy variadas y se están caracterizando mejor en losúltimos ãnos: tRNAs, rRNAs, snRNAs,
miRNAs, lncRNAs, lincRNAs, etc. En todos los organismos vivos existe una asoci cíon directa
entre la informacíon geńomica codificada en el DNA, la información transcrita a RNA y el feno-
tipo o caracteŕısticas de los individuos. Las herramientas clásicas para la cuantificación y estudio
de los mRNAs codificantes han sido y siguen siendo ampliamente utilizadas en los laboratorios de
bioloǵıa molecular, como por ejemplo las técnicas deNorthern blot, RT-PCR, ESTs, SAGE, etc.
Estas t́ecnicas analizan el mRNA de manera individual o para un conjunto pequeño de genes; sin
embargo, hasta la aparición de t́ecnicas geńomicas y transcriptómicas globales –como los micro-
arrays– no fue posible el estudio de todo el transcriptoma a gran escala (S hena et al., 1995). Más
recientemente las técnicas de secuenciación masiva del transcriptoma (principalmente RNA-seq)
junto con otras t́ecnicas globales están permitido una mejor caracterización de distintos transcritos
derivados de cadalocusgénico. Esta caracterización incluye las estructuras detalladas de exone-
s/intrones, las isoformas activas, ası́ como la ḿultiple variabilidad (i.e. polimorfismos) que existe
en los genomas y transcriptomas de organismos complejos como el humano.
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Figura 1.1: Esquema del proceso de
hibridaci ón de un microarray - El
proceso de hibridación de un micro-
array comprende 6 fases(i) extraccíon
de los mRNA con colas poli-A;(ii)
la transcripcíon reversain vitro para
dar las cadenas de cDNA complemen-
tarias; (iii) el marcaje con moléculas
fluorescentes;(iv) la fragmentacíon de
las secuencias;(v) la hibridacíon en el
microarray y lavado de restos no uni-
dos; y(vi) la lectura de la fluorescen-
cia con unscannerde alta resolución.
(Fuente: www.affymetrix.com)
Los estudios de expresión global (llamados a menudo estudios de genómica funcional) se centran
primeramente en el an´ lisis de los genes codificantes y sirven para construir perfiles de expresión
de los genes conocidos del genoma (i.e. ”gene expression profiles”) en las muestras biol´ gicas en
las condiciones estudiadas. En este capı́tulo nos centraremos principalmente en la construcción y
ańalisis de este tipo de perfiles en muestras clı́ni as obtenidas de pacientes con distintas patologı́as.
Desde el punto de vista tecnológico, en la caracterización de los perfiles de expresión en diferen-
tes tipos celulares, tejidos o fenotipos patológicos los dispositivos microarrays y las técnicas de
ultrasecuenciación –i.e. nuevas técnicas de secuenciación masiva, NGS– han demostrado obtener
resultados coherentes (Malone and Oliver, 2011). En comparacíon con las t́ecnicas de ultrase-
cuenciacíon, los microarrays de oligos –especialmente los de la plataformaAffymetrix, Inc.– han
sido usados en numerosos estudios biomédicos publicados. El mayor grado de madurez de los
microarrays de oligos, de los que se conocen y han sido estudiadas las poibles fuentes de ruido
y desviacíon para las que se han desarrollado toda una serie de algoritmos y técnicas estadı́sticas
robustas de determinación de sẽnal y correcíon de ruido, hacen que estos microarrays sigan siendo
una fuente de datos muy utilizada. También, hoy por hoy, la diferencia de precios entre las dos
tecnoloǵıas –microarraysversusultrasecuenciación– hace que para el an´ lisis de series largas, con
más de 20 o 30 muestras, los arrays sigan siendo una metodologı́a más asequible a la hora de
obtener perfiles de expresión ǵenica.
1.1.1 Microarrays para medir la expresión génica global
Los microarrays de oligonucleótidos de DNA son dispositivos que incluyen colecciones de miles
de moĺeculas de oligonucléotidos de DNA de un organismo concreto inmovilizadas sobre un so-
porte śolido formando una micromatriz en la que la localización de cada oligo es conocida. Estos
oligos con una secuencia especı́fica de DNA son conocidos como sondas. El primer paso para
la utilización de los microarrays de expresión es la extracción del mRNA de una muestra. Este
mRNA es fragmentado y marcado con una molécula fluorescente antes de ser depositado sobre
la superficie del array. Una vez depositados los fragmentos marcados,ést hibridaŕan con las
sondas complementarias inmovilizadas. De esta manera, cuando el array esiluminado las moĺecu-
las fluorescentes de los fragmentos que han hibridado en determinadas regiones o puntos de la
micromatriz emiten luz que puede ser escaneada y cuantificada (Figura1.1).
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Figura 1.2: Disẽno de un micro-
array GeneChipde Affymetrix - Es-
quema que representa la estructura
del array Human Genome U133A de
Affymetrix. Este array incluye conjun-
tos de 11 pares de sondas agrupados en
unprobesetque representa un mRNA.
Cada par de sondas está formado por
un PM y un MM cada uno con miles
de copias en unáunica celda. (Fuente:
www.affymetrix.com)
El soporte en el que se inmovilizan las sondas depende de la compañı́a que fabrica los arrays, sien-
do cristal o silicio paraAffymetrix(http://www.affymetrix.com) oAgilent(http://www.agilent.com)
y microesferas paraIllumina (http://www.illumina.com). Los ḿas populares y ḿas usados entre los
arrays de oligonucléotidos son losGeneChipdesarrollados porAffymetrix(Irizarry et al., 2003a).
Cada uno de estos microarrays contiene entre 40 y 60000 conjuntos de sondas (llamadosprobe-
sets) con secuencias de todo el transcriptoma de la especie estudiada, representando en el caso de
humano unos 25000 genes. Cada conjunto de sondas (probeset) est́a a su vez constituı́do por entre
11 y 16 sondas de oligonucleótidos distintas que corresponden a distintas regiones codificantes
del gen que representan. Finalmente, para cada sonda de secuencia espe ı́fica existe un oligo de-
nominadoperfect match(PM, i.e. oligo de 25 nucléotidos que se corresponde exactamente con
una seccíon de la moĺecula de mRNA de inter´ s) junto a un oligo llamadomismatch(MM, i.e.
oligo de 25 nucléotidos que se construye cambiando el nucleótido central de la secuencia del PM).
El proṕosito de estas sondas MM de control es permitir la cuantificación del ruido de fondo y la
estimacíon de hibridaciones inespecı́fi as.
Un ejemplo de este tipo de arrays es elHuman Genome U133AdeAffymetrix, cuyo disẽno puede
verse en la figura1.2. En las nuevas versiones de los arrays este diseño con MM y PM ha sido
sustituido por sondas PḾunicamente.
Entre los principales objetivos para los que se utilizan este tipo de microarrays destacan:
1. La b́usqueda de genes que sufren cambios significativos en sus niveles dexpresíon en dos
estados diferentes. Es decir, análisis de la expresión diferencial entre dos estados.
2. La clasificacíon de muestras basada en los perfiles de expresión de sus genes. Es decir,
construccíon de perfiles de expresión normalizados para cada muestra a lo largo de todos
los genes y b́usqueda de grupos de muestras similares de acuerdo a esos perfiles.
3. La b́usqueda de patrones o grupos de genes relacionados que cambian su expre íon de ma-
nera conjunta en una serie de muestras o condiciones. Es decir, construción de perfiles de
expresíon normalizados para cada gen a lo largo de las muestras y bú queda de pares de
genes que co-expresan de acuerdo a esos perfiles.
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1.1.2 Análisis de perfiles de expresión génica para clasificacíon de muestras
Como se ha indicado en el apartado anterior, los microarrays que miden la expresíon ǵenica glo-
bal pueden ser utilizados para la clasificación de muestras de estados o subestados biológicos
concretos. Para ello se debe proceder a la construcción de perfiles de expresión normalizados para
cada muestra a lo largo de todos los genes y, basados en esos perfiles, buscar grupos de muestras
similares.
En este caṕıtulo presentaremos el diseño y construccíon de un clasificador para ḿultiples clases
que permita diferenciar tipos y subtipos biológicos o patoĺogicos basado en datos de expresión
génica. El algoritmo se denominageNetClassifiery est́a disẽnado para construir clasificadores
transparentes y para obtener las redes de genes asociadas a cada clase a partir de datos procedentes
de microarrays de expresión global. El ḿetodo se basa en técnicas de aprendizaje automático
(machine learning) que permiten extraer conocimiento de un conjunto de muestras y extrapolar
tal conocimiento a la clasificación de nuevas muestras o individuos problema. Esta clasificación
se construye de modo que no sea una caja negra de toma de decisiones, sino que proporcione
informacíon acerca de la influencia o valor de cada gen en la clasificación. De este modo, los genes
seleccionados contituirán el punto de partida para la identificación de marcadores moleculares de
los estados estudiados.
En las siguientes secciones se introducen brevemente conceptos clave enel d sarrollo del algorit-
mo; se comentan las diferentes técnicas de aprendizaje automático alternativas para la construc-
ción de clasificadores y se describe someramente la técnica empleada en el algoritmo (Máquinas
de Vector Soporte, SVM), ası́ como el ḿetodo Bayesiano Empı́rico Paraḿetrico (BEP) utilizado
en la seleccíon de genes. Finalmente, se detalla también cada uno de los pasos que constituyen el
algoritmogeNetClassifiery se presenta como ejemplo de aplicación la clasificacíon y caracteriza-
ción de 4 tipos de leucemia diferentes.
1.2 Métodos
1.2.1 Métodos de aprendizaje autoḿatico: SVM
La disciplina del aprendizaje automático omachine learningincluye t́ecnicas y metodologı́as des-
tinadas a la b́usqueda y establecimiento de patrones que permitan identificar las caracterı́sticas de
un estado o un evento a partir de un conjunto estructurado de datos empı́ricos medidos para dicho
evento. El establecimiento preciso de estos patrones permitirá luego la realización de predicciones
autoḿaticas sobre el estado o evento en cuestión.
Los problemas de predicción y b́usqueda de patrones son frecuentes en el análisis de datos de alta
dimensionalidad.́Este es el caso de los datos procedentes de microarrays en los que se midela ex-
presíon de miles de genes simultáneamente en un conjunto de muestras. Diversos algoritmos han
sido aplicados cońexito a la b́usqueda de genes marcadores de estado y a la consecuente clasifica-
ción de estados biol´ gicos y patoĺogicos. Algunos de los algoritmos de clasificación más utilizados
en estudios que analizan datos genómicos o transcriptómicos son:(i) Análisis lineal discriminante
(Linear Discriminant Analysis, LDA); (ii) K-vecinos ḿas pŕoximos (K-Nearest Neighbours, k-
NN); (iii) Redes neuronales (Neural Networks, NN); y (iv) Máquinas de Vector Soporte (Support
Vector Machines, SVM). Una amplia revisíon que incluye los fundamentos y descripción de estos




Figura 1.3: Transformación del espacio de en-
trada de SVM - La aplicacíon de una funcíon de
transformacíonφ del espacio de entrada en un es-
pacio de caracterı́sticas de ḿas dimensiones per-
mite una separación lineal de las clases. (Modi-
ficado de (Keyvanrad and HomayounpourM.M,
2011))
La mayoŕıa de los ḿetodos de aprendizaje automático citados presentan problemas con datos
de alta dimensionalidad. Sin embargo, SVM permite trabajar sin problemas con este tipo datos.
Esta caracterı́stica unida a los rendimientos demostrados en el aná isis de datos procedentes de
microarrays de expresión (Brown et al., 2000; Furey et al., 2000) hacen de SVM una metodologı́a
adecuada para el tratamiento de los perfiles de expresión ǵenica.
Las ḿaquinas de vector soporte son un conjunto de algoritmos de aprendizaje automático super-
visado destinados a la clasificación. El objetivo de estas técnicas es obtener el hiperplanoóptimo
capaz de separar dos clases. Muchos problemas no son separables mediante un hiperplano de
manera sencilla por lo que SVM realiza una transformación previa de los vectores de entrada
(n-dimensionales) en vectores de dimensió más alta en los que el problema de separación pue-
da resolverse linealmente. Es decir, los objetos del espacio de entrada son mapeados a un nuevo
espacio de caracterı́sticas que tiene mayor dimensionalidad utilizando un conjunto de funciones
(kernels), de tal forma que en lugar de buscar una curva compleja que los separepuedan ser sepa-
rados por medio de un hiperplano1.3.
De todos los hiperplanos posibles SVM elige aquel que maximiza la separación entre las dos cla-
ses. Este hiperplano es definido por medio de una serie de instancias de entrenamiento que actúan
como ĺımites, denominadas vectores soporte (support vectors).Las nuevas instancias se clasifican
de acuerdo al lado del hiperplano en el que se encuentran. Una representacíon del hiperplano de
separacíon con los vectores soporte se puede ver en la figura1.4.
Figura 1.4: Vectores soporte para SVM- El método SVM binario selecciona el hiperplano (lı́nea en
negrita) que maximiza el margen entre las dos clases. Este hiperplano es determinado por ciertas ins-
tancias utilizadas en el entrenamiento que sirven de frontera (v ctores soporte marcados con cı́rculos).
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Las SVM fueron inicialmente diseñadas para la clasificación binaria, aunque han sido extendidas a
la clasificacíon de ḿultiples clases utilizando dos aproximaciones fundamentales (Statnikov et al.,
2005):
1. One-Versus-Rest(OVR): Es conceptualmente la SVM multiclase más sencilla. Se basa en
la construccíon dek clasificadores binarios: clase 1 frente al resto, clase 2 frente al resto, ...
clasek frente al resto. La función de decisíon global elige la clase que se corresponde con
el valor ḿaximo de lask funciones de decisión binarias (winner-takes-all).
2. One-Versus-One(OVO): Este ḿetodo implica la construcción de SVM binarios para cada








La función de decisíon global asigna cada instancia a la clase que tiene el mayor número de
votos seǵun una estrategia de mayorı́as (max wins strategy).
Se ha demostrado que si el problema multiclase es no-separable y algunos delos subproblemas
binarios son separables el rendimiento de clasificación OVO es mejor que el rendimiento de clasi-
ficación OVR (Kressel, 1999). En la figura1.5se muestra un ejemplo de ambas aproximaciones.
Figura 1.5: Esquemas alternativos para SVM multiclase- SVM multiclase aplicado a la separación
de 3 clases.(a) OVR construye 3 clasificadores que separan cada clase individualmente del resto de las
clases.(b) OVO construye también 3 clasificadores, pero separa clase 1 frente a clase 2, clase 1 frente
a clase 3 y clase 2 frente a clase 3. (Modificado de (Statnikov et al., 2005))
1.2.2 Seleccíon de variables para la clasificacíon
Los ańalisis de expresión procedentes de datos de microarrays parten tı́picamente de un conjunto
de decenas o cientos de muestras en las que se han medido varios miles de genes ( n torno a 20000
genes). Debido a la alta dimensionalidad de este tipo de datos, en los algoritmos de aprendizaje
supervisado, y ḿas concretamente en los de clasificación, es necesario hacer una pre-selección
de los genes como variables para evitar el problema del sobreajuste o sobreentrenamiento (over-
training) (Guyon et al., 2002). Para evitar el sobreajuste, la reducción del ńumero de variables
(Feature Subset Selection) (Bell and Wang, 2000) se ha convertido en un paso requerido en el
entrenamiento de clasificadores con datos de muy alta dimensión.
Aunque no hay un ḿetodo espećıfico que se haya demostrado el mejor para realizar esta tarea, las
aproximaciones son fundamentalmente de dos tipos:
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1. Indirecta ofilter: hace uso de heurı́sticos para determinar el subconjunto de variablesópti-
mo, es decir, establece una regla matemática que es capaz de guiar el proceso de búsqueda
hacia una solución optimizada.
2. Directa owrapper: cada posible subconjunto de variables candidato es evaluado directa-
mente en el modelo de clasificación de modo exhaustivo.
La exploracíon de todas las posibles combinaciones de variables es computacionalmente muy
costosa y no mejora en exceso la exactitud o precisión del clasificador (Inza et al., 2004). Esto ha
propiciado que la aproximación de filtrado (i.e. el ḿetodo indirecto) esté mucho ḿas extendida
para la selección de genes en la clasificación de datos de microarrays. Dentro de las posibles
estrategias de filtrado para ayudar a la selección la ḿas coḿun es ordenar los genes en base a
ańalisis de expresión diferencial entre clases, lo cual permite ordenar los genes por los valores de
cambio entre clases o por la significación estad́ıstica de tales cambios. A continuación se describe
el método que usamos en este trabajo para generar ese orden de genes (gene rankig).
1.2.2.1 Método bayesiano emṕırico paramétrico (PEB) para generar un orden de genes
El ordenamiento orankingde los genes que constituye el primer paso de la aproximación de fil-
trado para la selección de variables se realiza en base a la expresión d ferencial de cada uno de
los genes en cada clase analizada. La aproximación est́andar para la b́usqueda de genes diferen-
cialmente expresados consiste en probar una hipótesis para cada gen utilizando variantes de los
est́adisticost o F. Dada la muy elevada cantidad de variables testadas, los p-valores proporcio-
nados por estos estadı́sticos deben ser corregidos con alguno de los métodos de corrección para
contrastes ḿultiples (multiple testing) (Tusher et al., 2001).
Por otro lado, el ńumero de muestras o de r´ plicas bioĺogicas disponibles es habitualmente limitado
y muchas veces no es suficiente a la hora de estimar las diferencias en los nive e de expresión.
Por ello, si en lugar de tratar cada gen independientemente se analizan los nive e de expresión
del conjunto de genes simultáneamente es posible extraer información acerca de la variabilidad de
estos genes. Los ḿetodos bayesianos empı́ricos (Empirical Bayes, EB) utilizan la variabilidad del
conjunto de genes y por tanto se adaptan fácilmente a problemas en los que el conjunto de variables
es ḿas alto que el ńumero de muestras o individuos. En general los métodos paraḿetricos cĺasicos
se centran en el control de la proporci´ n esperada de falsos positivos (False Discovery Rate, FDR)
para dar un valor de significación a cada variable gen, mientras que los métodos EB logran el
ordenamiento oranking de las variables genes en base a sus patrones de expresión utilizando
probabilidades posteriores.
El primer ḿetodo bayesiano utilizado con datos de expresión ǵenica fue un ḿetodo bayesiano
emṕırico paraḿetrico basado en modelos jerárquicos que fue empleado para detectar cambios en
la expresíon ǵenica para uńunico array de cDNA (Newton et al., 2001). Este ḿetodo fue extendido
para ḿultiples condiciones o clases (Kendziorski et al., 2003) y, a continuacíon refinado para evi-
tar la asumpcíon de un coeficiente de variación constante para todos los genes (Lo and Gottardo,
2007). Estaúltima formulacíon incluye una estimación de los paŕametros del modelo con un algo-
ritmo de esperanza-maximización (Expectation-Maximization, EM). El paquete de Bioconductor
(www.bioconductor.org)EBarraysproporciona una implementación de estos ḿetodos en R.
El método bayesiano empı́rico paraḿetrico (Parametric Empirical Bayesian method, PEB) calcula
las probabilidades bayesianas o probabilidades posteriores de patrones de expresión diferencial
para ḿultiples condiciones o clases. Este m´ todo busca inicialmente un modelo que caracterice la
distribucíon de probabilidad de las medidas de expresión de un genj en un conjunto de muestras
xj = (xj1, xj2, . . . , xjI). Con la hiṕotesis de partida de que las muestras son intercambiables
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podemos plantear las medidasxij como desviaciones aleatorias de una distribución observada
fobs(· | µj).
Cuando se comparan los valores de expresión en dos estados, el conjunto de muestras1, 2, . . . , I
se divide en dos subconjuntoss1 y s2. Se pueden plantear entonces dos hipótesis: la hiṕotesis nula
inicial en que la media de los valores de expresión para cada grupo sea la misma (µj1 = µj2),
es decir, expresión equivalenteEEj , o que las medias sean distintas (µj1 6= µj2), es decir, exista
expresíon diferencialDEj .










Y para un genDE los valoresxj = (xj1, xj2) siguen una distribución
f1(xj) = f0(xj1)f0(xj2) (1.2)
Si p es el porcentaje de genesDE, entonces1 − p es el porcentaje de genesEE y la distribucíon
marginal de los datos serı́a:
pf1(xj) + (1 − p)f0(xj) (1.3)
Aplicando el teorema de Bayes la probabilidad posterior de expresión diferencial del genj se
obtiene mediante la ecuación:
pf1(xj)
pf1(xj) + (1 − p)f0(xj)
(1.4)





1.2.3 Normalización y obtencíon de la sẽnal sumarizada para cada gen
El preprocesamiento de los microarrays de expresión constituye un paso fundamental que reper-
cute directamente sobre todos los análisis posteriores. Es por ello necesaria una exploraci´ n de
los métodos de normalización y obtencíon de la sẽnal sumarizada para cada gen del microarray.
Es importante también tener en cuenta cuáles son las entidades biológicas que van a constituir el
punto de partida de los algoritmos, y, si es necesario, redefinirlas para adecuarlas a los objetivos
buscados.
La cuantificacíon de la cantidad de mRNA en una muestra es calculada a partir de la señal fluo-
rescente de hibridación obtenida del microarray. Esta señal est́a afectada por la fluorescencia ines-
pećıfica del propio array, que será necesario corregir para eliminar el ruido de fondo. Existen
tambíen otras fuentes de variación que pueden influir en las mediciones de los niveles de expre-
sión como pueden ser: diferencias en la cantidad de mRNA total hibridado en distintas muestras,
eficiencia de la hibridación, propiedadeśopticas delscanner, etc.
A la hora de comparar microarrays es necesario tener en cuenta estas funte de variación en cada
uno de ellos. La normalización es el t́ermino para describir la eliminación de esa variación. Es
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decir, se trata de eliminar el efecto de la tecnologı́a o de artefactos en las mediciones de fluores-
cencia. Tambíen se debe tener en cuenta que para calcular la intensidad del conjunto desondas
(probeset) que miden cada gen en el microarray es necesario integrar o sumarizar el conjunto de
medidas diferentes que corresponden al mismo mRNA.
Para la ejecución de estos 3 pasos (eliminación del ruido de fondo, normalización y sumarizacíon
o integracíon de las sondas del mismoprobeset/gen) exiten diferentes ḿetodos. Algunos de los
algoritmos ḿas utilizados son:
1. MAS5 (Liu et al., 2003): Es el ḿetodo original propuesto porAffymetrix. Es un ḿetodo
paraḿetrico que evaĺua cada array de manera independiente y utiliza tanto las sondas PM
(Perfect Match) como las MM (MisMatch).
2. RMA (Irizarry et al., 2003b): Utiliza la informacíon del conjunto de arrays en lugar de
evaluar array por array e incluye una normalización no paraḿetrica basada en cuantiles.
Utiliza únicamente las sondas PM.
3. dChip (Li and Wong, 2001): Tambíen multiarray aunque optimizado para réplicas t́ecnicas.
Hay disponibles dos variantes, una que utilizaúnicamente PM y otra que utiliza tanto PM
como MM.
4. PLIER (Affymetrix, 2005): Desarrollado porAffymetrixpara mejorar el anterior, MAS5.
Est́a basado en la generación de modelos para el an´ lisis de ḿultiples muestras simultánea-
mente. Permite la utilización de modelos para PM y MM y para PḾunicamente.
La diferencia en los valores de sumarización obtenidos con estos métodos para las mismas mues-
tras unido a la complejidad de la evaluación de los algoritmos ha motivado una gran cantidad de
trabajos orientados a la comparación de las diferentes alternativas, (Irizarry et al., 2003a, 2006;
Millenaar et al., 2006; Qin et al., 2006) entre otros. De estos estudios se puede extraer que, en
general, los algoritmos que utilizańunicamente PM tienen una menor varianza y por tanto ma-
yor precisíon. Este hecho unido a la buena correlación de los datos normalizados con RMA con
datos de RT-PCR ha motivado la decisión de utilizar RMA para el preprocesamiento de datos de
microarrays de expresión (Millenaar et al., 2006).
1.2.4 Redefinición de las sondas de medida de los microarrays a genes
Además de las fuentes de ruido comentadas anteriormente otro aspecto que afecta al ańalisis de
los microarrays de expresión se deriva de la definición arbitraria de conjuntos de sondas (probe-
sets) para la medida de los genes. La mayorı́a de los ańalisis de datos procedentes de microarrays
identifican como genes un conjunto predeterminado de sondas de oligonucleótidos definidas por
el fabricante. La arquitectura conocida de muchos genes humanos está en constante evolución y
va cambiando con el tiempo al aumentar el conocimiento, con lo que la referencia para los genes y
transcritos utilizada en la definición de los conjuntos de sondas del microarray no se corresponde
con la versíon más actualizada y refinada del genoma. Esta situación se ve agravada con la existen-
cia de ciertos conjuntos sondas (probesets) definidos como distintos pero que mapean a un mismo
gen, provocando redundancia. Todo ello aumenta bastante la imprecisión que la asignación de los
valores de expresión a los genes.
Para evitar esta fuente de ruido adicional se han redefinido los genes re-mapeando cada una de
las sondas del microarray sobre una versión actualizada del transcriptoma humano obtenida de
Ensembl(http://www.ensembl.org). De esta manera cada gen queda definido por todo el conjunto
de sondas del array que mapean de manera exclusiva en los lı́mites del locus ǵenico conocido
correspondiente. Esta redefinición se ha llevado a cabo utilizando los ficheros proporcionados en
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la seccíon Probe Mappingde la herramienta bioinforḿaticaGATExplorer(Risueno et al., 2010)
(http://bioinfow.dep.usal.es/xgate/mapping/mapping.php).
1.3 Desarrollo del algoritmo de clasificacíon múltiple: geNetClassifier
El ańalisis de los perfiles de expresión de genes en distintos tipos de tejidos, bajo diferentes con-
diciones o en distintos estados patológicos est́a fundamentalmente orientado a la búsqueda de
marcadores biol´ gicos para dichas situaciones. Estos marcadores biológic s seŕan aquellos genes
que permitan distinguir, bien solos o bien en combinación on otros, los diferentes estados o clases
comparadas.
En esta sección se presentageNetClassifier, un algoritmo disẽnado para la b́usqueda de genes
marcadores que permitan diferenciar estados patológicos. El algoritmo disẽnado se centra en la
búsqueda de estas firmas moleculares, sin embargo analiza también las relaciones existentes entre
los genes caracterı́sticos identificados. La figura1.6presenta un esquema con los pasos fundamen-
tales del algoritmo junto con los diferentes tipos de información o resultados que se obtendrán a
partir de los perfiles de expresión.
Figura 1.6: Partes del algoritmogeNetClassifier- Representación esqueḿatica de los pasos funda-
mentales del algoritmo. En verde aparecen resaltados los principales resultados buscados y en gris las
métricas o caracterı́sticas en las que se apoyan.
El primer paso degeNetClassifierconsiste en el establecimiento de unra kingde los genes basado
en las diferencias de expresión entre los estados. Esterankingde genes corresponde, como se ha
indicado en la sección anterior, a la ordenación de variables previa a la exploración y seleccíon que
realizaŕa el clasificador. De este modo, elranking sirve como punto de partida para la selección
del ńumero de geneśoptimo que permita distinguir un estado del resto de los estudiados. Esta




1. Probabilistic Disease Assigmento asignacíon de nuevos individuos a cada una de las clases
o estados estudiados.
2. Disease Signatureo firma molecular caracterı́stica de cada uno de los estados patológicos.
El proceso de clasificación no seŕa únicamente una caja negra de toma de decisiones sino
que proporcionará informacíon acerca de la importancia en la clasificación de cada una de
las variables exploradas, es decir, su poder discriminante (Discriminant Power). Aśı, las
variables ḿas importantes, es decir, los genes con mayor influencia, constituirán el punto de
partida para el ańalisis de marcadores de los estados estudiados.
3. Disease Networkso redes de asociación entre los genes candidatos a ser marcadores para
cada uno de los estados patológicos. La selección de variables proporcionará el punto de
partida para el estudio de las relaciones entre las variables o genes que se realizaŕa mediante
dos tipos de ańalisis:
(a) ańalisis de la relacíon entre genes mediante medida de la coexpresión (gene coexpres-
sion).
(b) ańalisis de la interacción entre genes mediante medida de la información mutua entre
ellos (mutual information).
En las siguientes subsecciones se detallan y comentan cada uno de los pasos del algoritmo desa-
rrollado.
1.3.1 Rankingde genes utilizando PEB
Como se ha comentado en la sección 1.2.2, el elevado ńumero de variables o caracterı́sticas com-
parado con el ńumero de muestras en los datos procedentes de microarrays de expresión hace
necesaria una reducción de las mismas para evitar el sobre-entrenamiento cuando se utilizan al-
goritmos de aprendizaje supervisado. Para ello se ha optado una aproximaci´ n de filtrado. En la
implementacíon desarrollada a cada una de las variables o genes se le asigna un coeficiente de
relevancia que establece unranking entre ellas. Aśı las variables predictivas quedan ordenadas
respecto a las clases seleccionándose lask primeras para inducir con ellas. En las primeras posi-
ciones delrankingapareceŕan las variables que despejan una mayor cantidad de incertidumbre en
el problema, mientras que en las zonas finales estarán quellos atributos sin aparente relación con
el problema abordado.
Para establecer elrankingde los genes se utiliza el método Bayesiano Empı́rico Paraḿetrico (Pa-
rametric Empirical Bayes method, PEB) (Lo and Gottardo, 2007) basado en el análisis de la sẽnal
de expresíon. Los fundamentos teóricos de este ḿetodo han sido presentados en la sección1.2.2.1.
PEB busca los genes que presentan una expresión diferencial significativa cuando se comparan las
muestras en un estado frente a los demás (One Versus Rest, OVR) y devuelve las probabilidades
posteriores de expresión diferencial para cada uno de los genes en cada estado. Además el algo-
ritmo implementado parageNetClassifiercalcula la diferencia de la media de expresión de cada
gen en cada estado respecto al resto. Utilizando estos dos estadı́sticos, la probabilidad posterior y
la diferencia de medias, los genes son ordenados en base a su relevancia.
Para lograr una mayor especificidad elrankingse construye con la condición de que cada gen no
puede estar presente en más de una lista siendo asignadoúnicamente a la lista del estado en el que
es ḿas relevante. Con ello se consigue que no haya solapamiento entre los genes de cada estado.
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1.3.2 Seleccíon de genes como variables para la clasificación
El objetivo de este paso del algoritmo es la selección del ńumero de genes ḿınimo que permita
construir el clasificadoŕoptimo. El problema se centra en el establecimiento de un punto de corte
que seleccione un número concreto de los genes con mejores posiciones en elranking para ser
utilizados como variables en la construcción del clasificador y lograr la menor tasa de error posible.
El algoritmo disẽnado para establecer el número ḿınimo de genes que proporcionan el menor
error de clasificación consiste en la construcción de clasificadores con un número creciente de
genes, comenzando con un gen para cada clase y añadiendo un gen ḿas en cada paso tomado por
orden en elranking. Para cada uno de los clasificadores construidos se evalúa la tasa de errores
utilizando validacíon cruzada. El ńumero de genes seleccionado se corresponderá con aquel que
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Figura 1.7: Esquema con el proceso de selección de genes- Las flechas continuas representan el
flujo de ejecucíon y las flechas discontinuas representan el acceso o la escritura de datos.
El número de genes seleccionado varı́a ligeramente en diferentes ejecuciones debido a la aleatori-
zacíon de las muestras en la validación cruzada. Para lograr una mayor estabilidad todo el proceso
se repite un ńumeron de veces (n = 6 por defecto). Finalmente el número de geneśoptimo elegido
seŕa el mayor ńumero de genes seleccionado en cada una de las iteraciones, excluyendo aquellos
considerados atı́picos (outliers). El hecho de tomar este número de genes en lugar de la media o el
número ḿınimo aumenta la sensibilidad del predictor y permite la segregación de muestras que,
con un ńumero menor de genes, no habrı́ n podido ser correctamente clasificadas.
Un ejemplo del ńumero de genes seleccionado en cada iteración para cada clase se puede ver
en la figura1.8 que corresponde a la clasificación de muestras en cinco clases: cuatro tipos de
leucemias y una quinta clase normal no leucemia. Las barras sólida representan el número de
genes finalmente elegido para cada una de las clases: 4 para ALL, 11 para AML, 1 para CLL, 8
para CML y 9 para NoL. Este número de genes serán tomados por orden delrankingestablecido
y seŕan las variables utilizadas en la construcción del clasificador final.
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Figura 1.8: Número de genes con ta-
sas de error ḿınimas - Las barras re-
presentan para cada clase el número de
genes que han proporcionado las tasas
de error ḿınimas en 6 iteraciones del
algoritmo. Cada color representa una
iteracíon y las barras śolidas el ńume-
ro de genes final seleccionado.
1.3.3 Construcción del clasificador y b́usqueda de genes marcadores
El método de aprendizaje automático seleccionado para la clasificación ha sido SVM. Las princi-
pales caracterı́sticas que han llevado a esta elección han sido comentadas en la sección1.2.1. Se ha
utilizando la implementación para multiclaseOne-Versus-One(mcSVM-OvO) conkernel lineal
proporcionada en el paquete de Re1071.
El método SVM es transparente, es decir la utilización de este tipo de clasificador nos permite
obtener informacíon acerca del papel de cada gen (cada variable) en la clasificación y la impor-
tancia del mismo en el establecimiento de las fronteras entre las diferentes clases. De esta manera
podemos ahondar en la biologı́a subyacente a la clasificación.
Al utilizar una aproximacíon OvO, la SVM define un conjunto de vectores soporte para la separa-
ción de cada par de clases. Estos vectores soporte incluyen los coeficient s d Lagrangepara cada
coordenada o cada gen. Utilizando una combinación de estos coeficientes podemos obtener una
medida del poder discriminatorio de cada gen respecto a cada par de clases. Una representación
de este poder o valor discriminante para el gen VPREB1 puede verse en lafigura1.9donde cada
barra representa los coeficientes deLagrangeapilados en cada clase. De este modo, se puede defi-
nir el paŕametro ”poder discriminante”(discriminant power) de cada gen como la diferencia entre
las clases con los valores máximos de la suma sus coeficientes de Lagrange. En el gráfico aparace
representado como la diferencia entre la mayor barra (que indica la clase que mejor marca) y la
siguiente barra ḿas cercana. Esta distancia se corresponde a la separación entre las dos lı́neas rojas
marcadas en la figura1.9.
Estepoder discriminantees un nuevo par´ metro clave que nos permite identificar los genes que
mejor distinguen las clases de entre todos los utilizados en la clasificación y, de este modo, aporta
informacíon adicional respecto a los genes seleccionados.
1.3.3.1 Aplicación del clasificador para la asignacíon a clase
Una vez seleccionados los genes que se utilizarán como variables en el clasificador,éste es entrena-
do con las muestras disponibles para la identificación del estado o fenotipo de un nuevo individuo
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Figura 1.9: Poder discriminante -
Representación del poder discrimi-
nante para el gen VPREB1 como la di-
ferencia entre los dos valores mayores
de la suma ḿaxima de los coeficien-
tes de Lagrange de los vectores sopor-
te para cada clase.
o muestra. El ḿetodo SVM utilizado proporciona las probabilidades de asignació de una muestra
problema a cada una de las clases, sin embargo, muchas veces resulta difı́cil dist nguir a cúal de
las clases es posible asignar la muestra. Por ello se ha desarrollado dentrodel algoritmo de clasi-
ficación un paso que tiene en cuenta estas probabilidades de asignación, pero tambíen el ńumero
de clases a distinguir y la probabilidad de confusión con el resto.
Para asignar una muestra a una clase determinada se deben cumplir dos condiciones:
1. La probabilidad de asignación proporcionada por el clasificador deber ser al menos el doble
que la probabilidad al azar.
2. La diferencia de probabilidad con la siguiente clase más probable debe ser también mayor
que 0.8 veces la probabilidad al azar.
Por ejemplo, para asignar una muestra a una determinada clase en un clasificador que trata de
discernir entre 5 clases, la probabilidad de asignación debe ser al menos del 40 % (2∗20 %) y la
mı́nima probabilidad de confusión con otras clases tiene que ser del 16 % (0.8∗ 20 %). Es decir, si
la probabilidad de asignación a 2 de las clases es del 50 % y del 40 % respectivamente, esa muestra
no seŕa asignada. Esta situación es equivalente a la acción de un experto cuando no emite un juicio
debido a que no está seguro.
Utilizando esta estratégia no todas las muestras serán identificadas o incluidas dentro de alguna de
las clases, sin embargo se logra que el número de falsos positivos o error de tipo I (False Positives,
FP) disminuya. El objetivo buscado es un equilibrio entre los FP y elcall rate o porcentaje de





La figura1.10muestra una representación de la probabilidad de asignación a la clase ḿas probable
frente a la diferencia de las probabilidades entre las dos clases más probables. Esta representación
permite ver los efectos de la variación de los umbrales de asignación establecidos. Con los umbra-
les establecidos por defecto 5 muestras, de un total de 50, quedarı́an sin asignar a ninguna clase
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(not-assigned), disminuyendo elcall rate, pero sin incrementar el número de falsos positivos ya
que la muestra en rojo, erróneamente clasificada no es asignada.
Figura 1.10: Estrategia de asignacíon - Probabilidades de asignación de un conjunto de muestras a
la clase ḿas probable frente a la diferencia entre las dos clases más probables. Las lı́neas verticales
representan los umbrales utilizados en el algoritmo para elc so de 5 clases. Se presenta la asignació
de 50 muestras.
1.3.3.2 Estimación del error de generalizacíon
La estimacíon del error de generalización de un clasificador mediante validación cruzada (Cross
Validation, CV) una vez que han sido seleccionados los parámetros y variableśoptimas en un
determinado estudio es un estimador sesgado el error real del clasificador puesto que deja fuera
de dicha estimación todo el proceso de selección y ajuste de par´ metros y variables. Para lograr
un estimador independiente que tenga en cuenta todo el proceso se han desarrollado estrategias
más robustas de estimación del error de generalización basadas en la aplicación de ḿetodos de
validacíon cruzada durante la construcción de los clasificadores. En concreto, la validación cruzada
anidada o doble (Double-Nested Cross Validation, CV) reduce considerablemente el sesgo y
proporciona una estimación del error del ḿetodo de clasificación mucho ḿas ajustada a la que se
corresponderı́a con un conjunto de datos independiente (Varma and Simon, 2006).
En la nCV se simula una validación independiente añadiendo un segundo bucle de CV sobre el
inicial utilizado para la estimación del ńumeroóptimo de genes. Un ejemplo simplificado para en-
tender el funcionamiento es el mostrado en la figura1.11. El conjunto de datos total se divide enr
grupos mutuamente excluyentes (r-Fold Cross Validation). El error es estimado en el bucle externo
(outer loop) y el bucle interno (inner loop) determina el valoŕoptimo de los paŕametros/variables,
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(nCV) - Simplificacíon del
esquema de nCV imple-
mentado. Comprende dos
bucles, un bucle interno
para la estimación del
número de variables a
utilizar en la clasificacíon
y otro externo para la
evaluacíon y estimacíon
del error de generalización.
en nuestro caso el número de genes. Es importante resaltar que para obtener una estimación válida
del error de generalización todos los pasos del algoritmo, incluyendo la selección de genes, tienen
que estar integrados dentro de la estrategia de CV.
La estimacíon del error de generalización se basa en el cálculo de tres par´ metros:










3. Coeficiente de correlación de Matthewsque mide de modo equilibrado el balance entre
verdaderos y falsos positivos y negativos (Matthews Correlation Coefficient, MCC).
MCC =
TP ∗ TN − TP ∗ FN
√
(TP + FP )(FP + FN)(TN + FP )(TN + FN)
(1.9)
1.3.4 Asociacíon entre genes marcadores en cada clase
Entre los genes situados en las cabeceras delranking de expresíon diferencial aparecen algunos
con perfiles de expresión similares. Estos genes asociados o relacionados podrı́an considerarse
variables redundantes y pocoútiles en la clasificación.De hecho la eliminación de variables de-
pendientes para reducir el conjunto de variables de entradaóptimo para la clasificación sin que
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se reduzca,a priori, el rendimiento del clasificador constituye un tema muy estudiado (Ding and
Peng, 2005; Liu et al., 2009, 2011).
Sin embargo, estas asociaciones entre genes marcadores pueden resultar muyútiles desde el punto
de vista bioĺogico. La identificacíon de conjuntos de genes asociados desregulados de la misma
manera en un estado patológico puede ayudar en la identificación de los procesos o funciones en
los que es posible que est´ n cooperando.
El estudio de estas asociaciones se aborda desde dos perspectivas complementarias. Por un lado
se analiza la co-modulación de los genes mediante un análisis de coexpresión. Por otro lado se
analiza la cantidad de información que un gen puede aportar sobre la modulación de otro mediante
el ańalisis de la informacíon mutua entre cada par de genes.

















(Yi − Y )2
(1.10)
La interaccíon o dependencia entre cada par de genes ha sido estimada mediante el c´ lculo de la
informacíon mutua:









Las correlaciones e interacciones calculadas entre cada par de genespermiten la construcción
de redes de genes basadas en la asociaci´ n gen a gen. La identificación de ḿodulos con alta
densidad de conexiones permite descubrir grupos de genes que pueden estar siendo modulados
conjuntamente o bien implicados en el mismo proceso biológ co.
En el ejemplo de la figura1.12se muestra la red construida para un tipo de leucemia. En esta red
se aprecia un ḿodulo o grupo de genes sobre-expresados (en rojo) y otro conjunto más pequẽno
de genes reprimidos o infra-expresados (en verde). La mayorı́a de las asociaciones entre genes
corresponden en este caso a coexpresión (l neas azules).
1.4 Aplicación a datos de leucemia
Las leucemias constituyen un conjunto de enfermedades caracterizadas por una proliferacíon he-
matopoýetica ańomala. Ciertos tipos de células sangúıneas se multiplican a un ritmo superior al
normal y no se diferencian de modo adecuado, dando lugar a masas neoplásicas que impiden el
desarrollo de los deḿas tipos celulares hematológicos. Dependiendo de la evolución de la enferme-
dad y de la ĺınea celular a la que afectan las leucemias se pueden clasificar en agudas (A) o crónicas
(C), mieloides (ML) o linfoides (LL). Las leucemias agudas se caracterizan por un aumento muy
rápido de las ćelulas inmaduras, lo que impide que la médulaósea pueda producir las sanas correc-
tamente. La cŕonica sin embargo, se distingue porque aunque puede producir las células maduras,
éstas siguen siendo de alguna forma m´ s numerosas y además defectuosas. Su progresión puede
llevar meses o incluso años y suele darse principalmente en ancianos (i.e. personas mayores de 65
años). Las leucemias linfoides, se denominan ası́ porque las ćelulas afectadas son aquellas que dan
lugar a los linfocitos. Las mieloides, afectan a los mielocitos, que posteriormentes d sarrollan
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Figura 1.12: Red de interaccíon para Leucemias Agudas Linfobĺasticas- Red de genes obtenida
calculando correlaciones e información mutua. En verde genes reprimidos en ALL y en rojo sobre-
expresados. Aparecen representados con cuadrados los genes utilizados para la construcción del clasi-
ficador con tamãno en funcíon del poder discriminante.
en gĺobulos rojos, blancos o plaquetas. Un esquema del proceso de diferenciació de las ćelulas
sangúıneas puede verse en la figura1.13.
Seǵun lo descrito, existen cuatro grandes clases de leucemias que son las siguientes:
1. Leucemia linfobĺastica aguda (Acute Lymphoblastic Leukemia, ALL)
2. Leucemia mieloide aguda (Acute Myeloid Leukemia, AML)
3. Leucemia linfoćıtica cŕonica (Chronic Lymphocytic Leukemia, CLL)
4. Leucemia mieloide crónica (Chronic Myeloid Leukemia, CML)
En esta sección se aplicaŕan los algoritmos desarrollados sobre un conjunto de 50 muestras hu-
manas de pacientes con leucemia analizados con microarrays de expresión deAffymetrixmodelo
HG U133 plus 2.0. Este conjunto consiste en 10 muestras de cada uno de los tipos principales
descritos: ALL, AML, CLL y CML; más un conjunto de 10 muestras de individuos sanos (NoL).
Con la aplicacíon de los algoritmos desarrollados se pretende encontrar la firma molecular génica
propia de cada uno de estos tipos de leucemia y construir un clasificador que permita diferenciar
los diferentes subtipos. El clasificador proporcionará datos acerca de los genes que constituyen
dicha firma molecular candidatos a ser biomarcadores en cada una de las clases.
1.4.1 Rankingde genes asociados a cada subtipo de leucemia
El ańalisis de las probabilidades posteriores de los genes calculadas con PEB eel primer paso del
algoritmo permite comparar las diferentes clases o estados patológic s estudiados proporcionando
un tamãno aproximado de las firmas moleculares para cada uno de ellos. Observando el ńumero
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Figura 1.13: Esquema de la hema-
topoyesis - Evolución y diferencia-
ción de las ćelulas sangúıneas en las
dos ĺıneas principales mieloide y lin-
foide a partir de las ćelulas madre
hematopoýeticas (HSCs) que se en-
cuentran en la ḿedulaósea. (Fuente:
www.genome.gov).
de genes con probabilidades posteriores por encima de un umbral común (por ejemplo 0.75), po-
dremos comparar los estados patológicos y distinguir cúales est́an asociados con la desregulación
de una mayor cantidad de genes y por tanto de procesos.
En el rankingde genes para los 4 subtipos de leucemia se puede observar que el número de ge-
nes asociados a cada uno ellos es muy diferente. La figura1.14muestra la distribución de genes
ordenados en base a las probabilidades posteriores de expresión diferencial para cada subtipo de
leucemia. Tan śolo 308 genes están asociados a AML con una probabilidad posterior mayor que
0.75, mientras que para la misma significación estad́ıstica CLL incluye ḿas de dos mil. Esto sugie-
re que en AML est́an afectados procesos muy concretos, mientras que CLL serı́a una enfermedad
más sist́emica, con ḿas genes afectados y procesos desregulados.



















































Figura 1.14: Distribución de probabilidades posteriores de expresión diferencial en 4 subtipos
de leucemia- Genes ordenados en base a su probabilidad posterior para cada uno de los subtipos de
leucemia. En la leyenda se indica el número de genes con probabilidad posterior> 0.75.
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1.4.2 Genes seleccionados para cada subtipo de leucemia
Como se ha descrito, el algoritmo de clasificación utiliza el orden de los genes en elrankingpara
guiar la seleccíon de variables que servirán para distinguir cada uno de los subtipos patológicos o
clases. El clasificador que obtuvo una mayor precisión para la diferenciación de los 4 subtipos de
leucemias ha sido construido con 34 genes distribuidos entre las clases comoindica la tabla1.1.
ALL AML CLL CML NoL
8 5 4 4 13
Tabla 1.1: Número de genes seleccionados para diferenciar cada tipo de leuc mia
La figura1.15 presenta la evolución de las tasas de error de clasificación que se han obtenido
con un ńumero creciente de genes añadidos en el proceso de selección de variables. Cada uno de
los colores representa una iteración de este proceso de selección. Como se observa los errores son
estables en cada una de las iteraciones con tasas de error similares para el mismo ńumero de genes.
Figura 1.15: Tasas de error para distintos ńumeros de genes seleccionados- Tasas de error observa-
das en el proceso de validación de los clasificadores de leucemias construidos con un número creciente
de genes. Cada color representa una de las n iteraciones (n=6).
La tabla1.4.2contiene la lista con los genes marcadores de cada subtipo de leucemia selecciona-
dos por el clasificador. Adeḿas del nombre del gen la tabla incluye:(i) la posicíon que ocupa en
el rankingen la clase a la que ha sido asociado;(ii) el valor de la probabilidad posterior calculada
con PEB;(iii) la diferencia entre el nivel de expresión medio del gen en las muestras de la clase
que discrimina y el nivel medio de expresión en el resto de muestras; y(iv) el poder discriminante
de cada gen derivado del clasificador. El valor de la probabilidad posteri r de expresión diferen-
cial aparece siempre como 1 en la tabla debido a los lı́mites de representación nuḿerica en la
aproximacíon a 1 (0.9999...)
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Figura 1.16: Perfiles de expresíon de genes asociados a leucemias- Niveles de expresión de los
genes con mejor probabilidad posterior de expresión d ferencial en cada subtipo de leucemia (VPREB1,
HOXA9, TYMS y GJB6). Cada barra representa el nivel de expresión de un gen en una muestra. Las
muestras están agrupadas de 10 en 10 en cada subtipo de leucemia.
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Gene Ranking Class Posterior Mean expression Discriminant
position probability difference power
VPREB1 1 ALL 1 6.33 9.74
ZNF423 2 ALL 1 5.10 12.77
DNTT 3 ALL 1 6.89 8.58
EBF1 4 ALL 1 5.42 10.50
PXDN 5 ALL 1 5.04 8.31
S100A16 6 ALL 1 4.34 11.12
CSRP2 7 ALL 1 4.05 8.98
SOCS2 8 ALL 1 4.54 7.77
HOXA9 1 AML 1 4.44 7.78
MEIS1 2 AML 1 3.28 10.84
CD24L4 3 AML 1 -4.49 -2.99
ANGPT1 4 AML 1 2.74 10.03
CCNA1 5 AML 1 2.56 10.15
AC079767.3 1 CLL 1 6.51 11.83
TYMS 2 CLL 1 -5.52 -10.49
FCER2 3 CLL 1 4.59 7.65
NUCB2 4 CLL 1 -5.61 -10.95
GJB6 1 CML 1 5.25 6.40
PRG3 2 CML 1 4.98 5.95
LY86 3 CML 1 -2.20 -4.22
AC091062.1 4 CML 1 2.43 3.68
IGHV3-23 1 NoL 1 3.49 4.85
IGLV3-19 2 NoL 1 2.74 5.81
IGKV4-1 3 NoL 1 2.66 3.10
IGLV1-47 4 NoL 1 2.35 3.76
FGF13 5 NoL 1 2.69 -1.50
IGLV3-25 6 NoL 1 2.47 -2.49
IGHV3-9 7 NoL 1 2.11 4.94
NMU 8 NoL 1 1.97 4.42
SMPDL3A 9 NoL 1 1.95 4.74
KLRB1 10 NoL 1 2.23 4.71
RNF182 11 NoL 1 1.84 2.36
RFESD 12 NoL 1 2.37 5.61
SLC25A21 13 NoL 1 1.49 8.24
Tabla 1.2: Genes seleccionados para diferenciar cada tipo de leucemia
Los perfiles de expresión del primer gen de la tabla para cada clase (VPREB1, HOXA9, TYMS y
GJB6) se pueden ver en la figura1.16, donde las ĺıneas verticales representan el nivel de expresión
del gen en cada una de las muestras.
Cada uno de estos genes tiene una probabilidad posterior de expresión diferencial calculada con el
método PEB. Adeḿas, el clasificador proporciona el poder discriminante, comentado en la sccíon
1.3.3. El orden de los genes establecido en base a la probabilidad de expresión diferencial no tiene
porqúe coincidir exactamente con el orden basado en el poder discriminante. Sin embargo ambas
medidas pueden utilizarse conjuntamente para analizar los genes de interés en cada subtipo de
leucemia analizado. Ası́ por ejemplo la probabilidad posterior de expresión diferencial del gen
VPREB1 en ALL es muy alta, sin embargo su poder discriminante en el clasificador no lo es tanto
(de hecho es menor que el poder discriminante de otros genes que están ḿa abajo en elranking).
La figura1.17muestra el poder discriminante de los genes que ocupan las 4 primeras posiciones
del rankingpara AML, ordenados de izquierda a derecha. En este gráfico tambíen se aprecia que
MEIS1, hoḿologo humano de un gen murino conocido por su papel en el desarrollo deleucemia
mieloide (Moskow et al., 1995; Smith et al., 1997) es el gen que mejor diferencia AML del resto,
aunque sea HOXA9 el que presenta una mayor probabilidad posterior. La interaccíon entre ambos
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genes ha sido además reportada en células mieloides indicando que sobre-expresión de ambos
genes es sufiente para la inducción de leucemia mieloide en ratones (Shen et al., 1999).
Figura 1.17: Poder discriminante - Representación que muestra el par´ metro definido comopoder
discriminantepara los genes que ocupan las 4 primeras posiciones delrankingde expresíon diferencial
para AML.
1.4.3 Estimación del error de generalizacíon para el clasificador de leucemias
En la figura1.15se observa que el error cometido al clasificar los 4 tipos de leucemias siempre
tiende a 0 o está muy cerca de 0 cuando se llega a un n´ meroóptimo suficiente de genes. Esta
estimacíon del error con validación cruzada es una medida aproximada que, muchas veces, puede
ser optimista respecto a los valores reales de clasificación con muestras independientes. Una esti-
macíon más robusta es la validación cruzada anidada (nCV) descrita en1.3.3.2. En la tabla1.4.3se
proporcionan los valores de sensibilidad, especificidad y el coeficiented correlacíon de Mathew
(MCC) para cada una de las clases, ası́ como elcall rate o porcentaje de muestras clasificadas
utilizando nCV.
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Sensibilidad Especificidad MCC Call Rate
ALL 100 100 100 90
AML 100 100 100 80
CLL 100 100 100 90
CML 100 100 100 100
NoL 100 100 100 90
Tabla 1.3: Paŕametros de estimación del error de clasificación
1.5 Discusíon
Los perfiles de expresión ǵenica derivados de datos de microarrays han sido ampliamente uti-
lizados para construir clasificadores o predictores utilizando diferentestécnicas de aprendizaje
autoḿatico (machine learning, ML). Una de las aplicaciones principales de esta tecnologı́a es la
clasificacíon de tipos y subtipos de enfermedades. El problema fundamental que surge en este
escenario es la identificación de las mejores caracterı́sticas para la clasificación, es decir aquellas
que no solamente reduzcan al mı́nimo los errores cometidos sino que tengan un sentido biol´ gico
coherente con las enfermedades analizadas. De hecho la mayorı́a de los ḿetodos funcionan como
una caja negra respecto a las entidades biológ cas tras la clasificación, y por tanto no resultańutiles
en la identificacíon de los procesos biol´ gicos subyacentes.
Por otro lado, los ḿetodos de clasificación más frecuentemente usados son binarios –es decir,
para asignación entre dos clases– y no suelen permitir la opci´ n deno-asignacíon que se darı́a
cuando hay duda en el sistema experto, como sucede frecuentemente en las asign ciones dadas
por expertos humanos.
En este caṕıtulo se ha propuesto un algoritmo diseñado para la construcción de clasificadores mul-
ticlase que permitan identificar qué genes están asociados a cada una de las clases y en qu´ grado.
El método incluye la posibilidad deno-asignacíony, adeḿas, proporciona para cada clase una red
de genes derivada que facilita la interpretación de los procesos biol´ gicos asociados. Estas redes
pueden ser estudiadas mediante el análisis de los ḿodulos o conjuntos de genes más conectados o
relacionados.
La definicíon de las entidades que van a ser utilizadas como variables es un aspecto que normal-
mente no se tiene en cuenta en los trabajos centrados en la clasificación de estados patológicos a
partir de datos geńomicos. La mayoŕıa de estos trabajos toma los niveles de expresión de lospro-
besetscomo variables en lugar de los genes en su definició b ológica ḿas exacta. Si el punto de
partida del ḿetodo se corresponde a entidades definidas arbitrariamente la dificultad deencontrar
el procesos coherentes en los resultados obtenidos se ve incrementada. De este modo, una redefi-
nición y mapeo de las sondas directamente sobre los loci génicos reduce parte del ruido inherente
a la tecnoloǵıa geńomica utilizada, solucionando inconsistencias como el hecho de que los valores
de losprobesetsasociados a un mismo gen presente niveles de expresión diferentes.
El ańalisis de los genes asociados a cada una de las clases proporciona una idea general acerca de
la complejidad de las enfermedades estudiadas. Aquellas con un número alto de genes significa-
tivamente asociados es probable que afecten a procesos o funciones más generales o a un mayor
número de ellos. Adeḿas se proporciona información del poder discrimiante de cada uno de los
genes de manera complementaria a la significación encontrada mediante el análisis de expresión
diferencial, lo que da una idea independiente de la relevancia de cada genen la clasificacíon.
Una de las t́ecnicas ḿas utilizadas para la selección de variables es la identificación y eliminacíon
de las asociaciones o dependencias entre las mismas para minimizar las redundancias, criterio
MRMR (Minimum Redundancy-Maximum Relevance) (Ding and Peng, 2005). En la teoŕıa general
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de aprendizaje computacional (ML) se plantea que eliminando estas redundancias se mantiene
el poder predictivo y se disminuye el número de variables necesarias para la clasificación. El
método propuesto permite la identificación y la eliminacíon de estas asociaciones, sin embargo la
informacíon de las relaciones entre los genes es mantenida y utilizada en la construcción de redes
de interaccíon como un paso ḿas hacia la interpretabilidad biológica de los resultados.
En conclusíon el algoritmo desarrolladogeNetClassifierproporciona un ḿetodo de clasificación
robusto asegurado mediante validación cruzada anidada y centrado en el acceso transparente a las
entidades bioĺogicas que clasifican. El algoritmo multiclase propuesto constituye una ventajafren-
te a las aproximaciones tradicionales focalizadas en la minimización de los errores de clasificación





Análisis de alteracíon de
número de copias de DNA en
cáncer
2.1 Introducci ón: Alteraci ón del número de copias de DNA
El presente capı́tulo se centra en el an´ lisis del DNA geńomico humano, concretamente en el
ańalisis de las alteraciones de número de copias de DNA que sufren las células en determinadas
patoloǵıas o situaciones de transformación. En ingĺes estas alteraciones se denominan habitual-
menteCopy Number Alterationsy se citan con el acrónimo CNA.
En esta sección se definen los conceptos básicos de CNA y las plataformas genómicas experimen-
tales de tipomicroarraysque permiten la cuantificación de este tipo de datos de una manera global.
Las siguientes secciones de este capı́tulo describen el flujo de trabajo y metodologı́as desarrolladas
para el ańalisis de CNA. En lośultimos ãnos han sido desarrollados numerosos métodos para la
normalizacíon y segmentación como CRMAv2 (Bengtsson et al., 2009) o CBS (Venkatraman and
Olshen, 2007). Sin embargo, el consenso de metodologı́as para lograr un an´ lisis robusto de series
con ḿultiples muestras para datos de número de copias no es tan firme como las metodologı́as
actualmente usadas para datos de expresión. Por este motivo el capı́tulo se divide en dos secciones
diferenciadas:(i) primero sobre el preprocesamiento y normalización de muestras individuales;
(ii) segundo sobre el an´ lisis unificado de conjuntos de muestras.
Además, dentro del ańalisis unificado se han desarrollado algoritmos para la detección de las
regiones ḿınimas de alteración recurrente (Minimal Common Regions, MCR) aśı como para la
deteccíon de regiones con puntos de ruptura recurrentes (R current Breakpoint Regions, RBR).
Porúltimo, el trabajo incluye los resultados de la aplicación de los algoritmos diseñados a la iden-
tificación de regiones alteradas en muestras humanas de cáncer colorectal (Colo-Rectal Cancer,
CRC). Este ańalisis permite identificar de forma consistente las regiones má significativamente
alteradas en CRC.
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2.1.1 Definición de alteracíon del número de copias de DNA
La gran mayoŕıa de los organismos eucariotas metazoos –incluyendo todos los mamı́feros– son
organismos diploides. Esto significa que sus células tienen dos copias del genoma completo, es
decir, dos copias de cada una de las molécu as de DNA que constituyen los cromosomas. En el
caso del ser humano las células soḿaticas normales cuentan con 46 cromosomas, 23 pares de cro-
mosomas, de los cuales 22 pares son iguales (llamados autosomas) y un par so los cromosomas
sexuales (llamados heterocromosomas X e Y) que son iguales en la mujer (XX)y diferentes en el
hombre (XY).
La diploid́ıa celular se mantiene bien controlada en las células soḿaticas durante su replicación.
De este modo, en la división de la ćelula en dos ćelulas hijas –que es el proceso conocido como mi-
tosis–, cada molécula de DNA es replicada y cada nueva célula hija recibe una copia de ese DNA.
Algunas veces durante este proceso se producen errores que conllevan cambios en las moléculas
de DNA y por tanto en el genoma. Hay diferentes tipos de errores que pueden ir desde modi-
ficaciones de secuencia en unaúnica base nucleotı́dica (Single Nucleotide Polymorphism, SNP)
a alteraciones que pueden afectar a todo un cromosoma. Algunos de estasmodificaciones como
mutaciones puntuales, translocaciones o inversiones no afectan al número de copias de DNA, sin
embargo otras modificaciones sı́ pueden afectarlo. En este capı́tulo nos centraremośunicamente
en aquellas alteraciones que pueden modificarlo.
Una alteracíon del ńumero de copia de DNA (Copy Number Alteration, CNA) es el incremento o
disminucíon patoĺogica de una parte del genoma que puede abarcar desde un cromosoma entero
un segmento de pocos cientos o miles de pares de bases. Las CNAs son de dos tipos principales:
• Gananciaso amplificacionesen las que un segmento de DNA se replica m´ s de una vez,
con lo que el ńumero de copia total de DNA correspondiente a esa región es mayor que 2
(siendo, com se ha indicado, el estado normal en los autosomas diploide, 2copias).
• Pérdida o delecíon en la que un segmento de DNA se pierde, con lo que el número de
copias totales de DNA en esa región pasa a ser 1́o 0 (seǵun se haya perdido una o ambas
copias) .
Las CNAs est́an involucradas en el desarrollo y progresión de diferentes tipos de enfermedades
complejas, especialmente en cán er. La amplificación de una región geńomica que codifica un
oncoǵen (Oncogene) o la delecíon de una región que codifica un gen supresor tumoral (Tumor
Suppressor Gene, TSG) puede contribuir a la transformación de una ćelula en tumoral. De este
modo, mediante el estudio de estas CNAs es posible identificar aquellas regiones cuya alteración
juega un papel importante en el desarrollo y progresión de la enfermedad. El fińultimo de la
deteccíon del ńumero de copias de DNA es establecer las regiones cromosó icas asociadas al
estado patol´ gico y, en particular en cáncer, asociadas a la progresión tumoral, a la supervivencia
de los enfermos o las posibilidades deéxito de determinados tratamientos (Kallioniemi, 2008).
2.1.2 Cuantificación del número de copias de DNA
Existen diferentes plataformas experimentales que permiten la cuantificación de las CNAs midien-
do los valores de ńumero de copias de un genoma en posiciones concretas. Por un lado est´ n las
técnicas geńomicas de gran escala y análisis masivo, como los microarrays de número de copias
de DNA, y por otro las t́ecnicas especı́ficas de pequẽna escala que permiten estudiar un núme-
ro reducido de regiones concretas, como la hibridación y marcaje con sondas fluorescentesin itu
(Fluorescence In Situ Hybridization, FISH). En cuanto a los microarrays, hay dos tipos principales
que permiten la cuantificación del ńumero de copias: los arrays de CGH (Comparative Genomic
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Hybridization, aCGH) y los arrays de SNPs (oligonucleotide-based Single Nucleotide Polimorfism
arrays).
2.1.2.1 Arrays de CGH
En los arrays de CGH cadenas largas de DNA con localizaciones genómicas conocidas están
inmovilizadas en cadaspotdel array. El DNA de la muestra problema (test sample) -muestra del
tumor en el caso de estudios de cán er- junto con el de una muestra de referencia normal (reference
sample), marcados con diferentes fluoróforos, se hibridan sobre el chip. Normalmente estos arrays
son de tipo ”dos-colores.o ”dos-canales”(two-channel arrays), mezcĺandose la muestra problema
y la referencia tras el marcaje respectivo de cada una con un tipo de fluoróforo (por ejemplo los
cyanine: verde Cy3 y rojo Cy5). Las intensidades de fluorescencia de ambas muestras se miden y
se comparan calculando la relación entre ellas, es decir, el ratio normalmente transformado a escala
logaŕıtmica (log-ratio). Este ratio es un valor que permite estimar la diferencia en el número de
copias entre las dos muestras hibridadas para una determinada localización en el genoma. La figura




















Figura 2.1: Arrays de CGH. - Representación esqueḿatica de la hibridación de microarrays de CGH
de tipo ”dos-colores”(Cy3 y Cy5). Modificado de (Feuk et al., 2006).
Si, por ejemplo, el ńumero de copias en un determinado locus es mayor en el tumor que en la re-
ferencia una mayor cantidad de moléculas de DNA tumoral hibridar´ n en elspotdel micorray que
representa eselocus, mientras que, comparativamente, la cantidad de moléculas de la referencia
seŕa menor. Las localizaciones de estosloci se corresponderán con genes que probablemente est´ n
asociados con dicho tumor.
El ańalisis de este tipo de datos siempre se realiza de una manera comparativa tomando los ratios
(test/ referencia) y nunca cuantificando los valores absolutos de hibridación de unáunica muestra.
2.1.2.2 Arrays de SNPs
Los arrays de SNPs fueron inicialmente diseñados para detectar polimorfismos en el DNA genómi-
co en una población. Los polimorfismos de uńunico nucléotido (Single Nucleotide Polimorfism,
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llamados SNPs, son las variaciones más frecuentes en el genoma y se definen como variaciones
de unaúnica base en la secuencia de DNA en al menos un 1 % de la población.
Los arrays de SNPs disponibles en el mercado son microarrays de oligonucléotidos de alta densi-
dad. Estos arrays son de tipoün-color.o ün-canal”(single-channel arrays). En su disẽno, descrito
de modo b́asico, constan de una superficie sólida de material inerte que hace de soporte sobre el
que se inmovilizan de modo ordenado (en pequeñasáreas bien definidas) cadenas cortas de DNA
de hebra simple (oligonucleótidos) con secuencias especı́ficas del DNA o del genoma que se quie-
re testar. Sobre estas microáreas o celdas, que son de miles a cientos de miles en un array, se
hibrida una muestra del DNA problema preparado adecuadamente con pasos de digestíon, ampli-
ficación, fragmentacíon y marcaje. La fluorescencia que marca la muestras permite una lectura y
cuantificacíon precisa, realizada con aparatos diseñados para ello. La figura2.2tomada deAffyme-
trix Genome-Wide Human SNP Array 6.0 data sheetmuestra de manera esquemática el proceso
de hibridacíon de un array de SNPs. Este tipo de arrays de SNPs han demostrado un mejor rendi-
miento que aCGH en la detección de ganancias o pérdidas de una sola copia de diferentes tamaños
geńomicos (Hehir-Kwa et al., 2007).
Figura 2.2: Arrays de SNPs.- Representación esqueḿatica de la hibridación de microarrays de SNPs
de tipoün-color”. (Fuente: www.affymetrix.com)
Para cada uno de los SNPs, el microarray contiene sondas para interrogar cada uno de los alelos
(A y B) pudiendo corresponder a 3 formas: monocig´ tica AA, heterociǵotica AB ó monociǵotica
BB. La cuantificacíon de cada alelo independientemente se debe a que estos microarrays fueron
disẽnados para la detección del ”genotipo”de cada SNP; es decir, el genotipado de miles de po-
limorfismos simples a la vez. El an´ lisis del genotipo permite estudiar la susceptibilidad de cada
individuo a determinadas enfermedades cuandoéstas están ligadas a ciertos genes (expression
Quantitative Trait Loci, eQTL). Tambíen estos microarrays pueden ser utilizados para buscar la
combinacíon de diferentes SNPs como marcadores genéticos en estudios llamados de .asociacíon
geńomica”(Genome Wide Association Studies, GWAS). En todos estos tipos de estudios el proble-
ma principal es que se necesitan siempre cientos o miles de muestras, y por ello de microarrays,
para lograr un ańalisis estad́ıstico robusto. Sin embargo, en losúltimos ãnos los arrays de SNPs
han sido utilizados de modo muy eficiente en la determinación del ńumero de copias de DNA.
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Figura 2.3: Técnica FISH- Esquema
del método de hibridación in situ con
fluorescencia. (Fuente:National Hu-
man Genome Research Institute, NH-
GRI, www.genome.gov).
Otra ventaja que presenta la utilización de los arrays de SNPs aplicados al c´ lculo del ńumero
de copias es la posibilidad de detección de la ṕerdida de heterocigosidad (Loss of Heterozygosity,
LOH). La LOH ocurre cuando de los dos alelos presentes de un gen unoest́a mutado y el alelo
normal se pierde. Por ejemplo, si se produce una mutación maligna en un gen supresor tumoral
que hace que este gen ya no sea funcional y la segunda copia funcional del gen desaparece, es
posible que se desencadene un proceso tumoral. Si el gen que presenta esta LOH tiene un ńumero
de copias normal diploide (copy-neutral LOH) es posible detectarlo mediante arrays de SNPs,
pero no mediante arrays de CGH.
Existen diferentes plataformas y compañı́as que proporcionan arrays de SNPs con caracterı́sticas
similares comoAffymetrix, NimbleGen, Illumina o Agilent. El flujo de trabajo desarrollado para
este tipo de datos ha sido diseñado y probado con arrays de SNPs deAffymetrix. Sin embargo,
una vez realizada la normalización en el preprocesamiento de los datos, que es dependiente de
la plataforma y del tipo de arrays, el resto de los algoritmos desarrollados pueden ser aplicados
independientemente del tipo especı́fico de array y plataforma utilizados.
2.1.2.3 Hibridaci ón in situ con fluorescencia, FISH
La hibridacíon in situ con fluorescencia (Fluorescence In Situ Hybridization, FISH) es una t́ecni-
ca de marcaje de cromosomas mediante la cual los cromosomas son hibridados con s ndas que
emiten fluorescencia y que, gracias a ello, permiten la visualización y distincíon de los cromoso-
mas aśı como de las anomalı́ s que puedan presentar. La técnica FISH se basa en la utilización de
fragmentos de DNA de secuencia especı́fica, denominados sondas, que corresponden a regiones
concretas del genoma y que son etiquetados con una sustancia fluorescente. Estas sondas marca-
das se unen por hibridación espećıfica al DNA y permiten identificar los cromosomas y regiones
cromośomicas correspondientes utilizando microscopı́a fluorescente. Un esquema de FISH puede
verse en la figura2.3.
Esta t́ecnica se emplea sobre todo para la detección de grandes deleciones, duplicaciones o translo-
caciones en ćelulas tumorales ya que se realiza sonda a sonda y no a escala genómica. La t́ecnica
de FISH tiene una resolución mucho menor que cualquiera de los arrays comentados anterior-
mente de cara al mapeo de alteraciones en todo el genoma; sin embargo, ha sid una t́ecnica muy
utilizada en estudios citogen´ ticos y actualmente es todavı́ muy usada como técnica experimental
de validacíon de series de pacientes para pequeños conjuntos de sondas especı́ficas seleccionadas.
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2.2 Preprocesamiento: Ańalisis de muestras individuales
El preprocesamiento de los datos tiene un efecto significativo en el aumentode la resolucíon en la
deteccíon de alteraciones de número de copias de DNA alcanzable con las diferentes plataformas
de microarrays de oligonucleótidos de alta densidad (Hehir-Kwa et al., 2007). El preprocesamiento
incluye las operaciones preliminares sobre los datos de fluorescencia hasta llegar a obtener un
valor que cuantifique el ńumero de copias de DNA para cada región. Se lleva a cabo de manera
independiente para cada una de las muestras y sin establecer asociaciones con la enfermedad
estudiada o con ningún tipo de variable. Comprende tres pasos principales:(i) cálculo de la sẽnal
cruda normalizada,(ii) segmentación y (iii) discretizacíon.
2.2.1 Cálculo de la sẽnal cruda normalizada
El primer paso en el análisis de ńumero de copias de DNA es la obtención del ńumero de copia
estimado de cada sonda a partir de los datos de fluorescencia del dispositivo microarray usado.
Este paso lo denominamos cál ulo de la sẽnal cruda normalizada (normalized raw signals), y
se puede a su vez subdividir en varios pasos que son muy dependientesl ipo de dispositivo
y tecnoloǵıa geńomica que se use en el estudio. Incluye las correcciones respecto al ruido y a
las distintas desviaciones posibles en la señal. Una vez minimizadas estas desviaciones mediante
métodos de corrección y normalizacíon, la sẽnal de las diferentes sondas hibridadas será más
fácilmente comparable. Como se ha indicado, los métodos concretos aplicados en este paso son
muy dependientes de la tecnologı́a de cuantificación de DNA utilizada y del tipo de dispositivos
empleados (fabricante, modelo, etc). Sin embargo, se pueden establecer, de manera general, un
conjunto de procesamientos diferentes:
1. Eliminacíon de la sẽnal de fondo obackground: estima y sustrae la hibridación residual
inespećıfica que puede presentar cada array o cada una de las zonas del array.
2. Normalizacíon interna del array: intenta corregir las diferencias entre la señ l de las diversas
sondas para hacerlas comparables.
3. Sumarizacíon: suma de modo robusto las señales ḿultiples para asignar uńunico valor a
cada regíon geńomica teniendo en cuenta los valores de las sondas que mapean en la misma.
Existen varios algoritmos que implementan variaciones sobre estos pasos entre los que cabe des-
tacar dChip (Li and Wong, 2001), CNAG (Nannya et al., 2005), CRMA (Bengtsson et al., 2008)
o CRMAv2 (Bengtsson et al., 2009) como los ḿas utilizados. En este trabajo se ha utilizado
CRMAv2, disẽnado espećıficamente para los arrays de SNPs deAffymetrixe implementado en el
paquete de Raroma.affymetrix(http://www.aroma-project.org). Este método de ćalculo de la sẽnal
cruda normalizada incluye concretamente los siguientes pasos (Bengtsson et al., 2009):
1. Estimacíon y correccíon de la hibridacíon cruzada entre la señal de los pares de sondas de
los distintos alelos para un mismo SNP, que son medidos por el valorPerfect Matchdel alelo
A (PMA) y el Perfect Matchdel alelo B (PMB).
2. Estimacíon de la afinidad de cada sonda basada en su secuencia de aminoácidos mediante el
ajuste de un modelo de afinidad para cada array usando sólo un subconjunto de sondas con
valores neutrales de número de copia. Los valores de intensidad son corregidos en base a la
suma de los efectos individuales de cada aminoácido en cada posición de la sonda.
3. Sumarizacíon de la sẽnal de lask sondas ŕeplica que existen para cada SNPj en cada mues-
tra i en cada uno de los alelos (A y B):θij . Esta sumarización puede realizarse mediante un





θij = θijA + θijB
O bien mediante un modelo multiplicativo en el que se tiene en cuenta la afinidad de ca
sonda, si dichas sondas no son réplicas exactas sino que la posición del SNP está desplazada
un ńumero de nucléotidos dentro de la sonda:
PMik = φk ∗ θi + ξik
4. Correccíon de los efectos debidos a la diferente longitud de los fragmentos de PCR. Es-
te efecto surge al utilizar dos enzimas de restricción distintos en la fragmentación de las
muestras.
5. Cálculo del ńumero de copia crudo para cada SNP relativo a la referencia no alterada:
CNij = log2(θij/θRj), dondeθij y θRj son los valores de la señal sumarizadas de las
sondas para cada SNP en las muestras problema y en las referencias, respectivamente.
Como resultado de este proceso de cálculo de la sẽnal normalizada obtenemos para cada SNP el
valor estimado de su número de copiaCNij , al que nos referiremos comol g2ratiocrudo.
2.2.2 Segmentacíon
Los métodos de segmentación constituyen una familia de algoritmos que han sido aplicados re-
cientemente a datos genómicos. Un algoritmo de segmentación divide un conjunto ordenado de
datos en regiones de elementos adyacentes con valores similares. A cada uno e los segmentos
identificados se les asigna un´ ico valor que representará a todos los elementos en la región. Ca-
da perfil geńomico de ńumero de copias puede verse entonces como una sucesión de segmentos
que representan regiones homogéneas en el genoma.
La aplicacíon de este paso en el preprocesamiento es posible debido a dos caracterı́sticas princi-
pales de los datos de número de copias de DNA. En primer lugar, por la naturaleza de los datos
de ńumero de copias de DNA, ya que existe una relación entre las sondas próximas en el geno-
ma. En segundo lugar, porque el proceso biológico subyacente es discreto con valores de 1 copia
de la regíon, 2 copias, 3 copias ... (deleción o amplificacíon de las regiones cromos´ micas de
DNA) mientras que la sẽnal que lo mide es contı́nua. Aprovechando estas caracterı́sticas es po-
sible reducir parte del ruido inherente a la tecnologı́a y a la heterogeneidad de las células en una
misma muestra mediante el agrupamiento de sondas adyacentes en los estados dńumero de copia
posibles.
Teniendo en cuenta esta asociación los algoritmos de segmentación parten de la suposición de
que dos regiones del genoma adyacentes tienen el mismo nú ero de copias a no ser que se haya
producido alguna alteración. La idea intuitiva de cambio de estados ha llevado al desarrollo de va-
rios métodos basados en modelos de Markov ocultos (Hidden Markov Models, HMM) (Fridlyand
et al., 2004), sin embargo existen también otras aproximaciones metodológicas para las b́usquedas
de estos cambios de estado. Entre los algoritmos má utilizados para la segmentación se encuen-
tranCircular Binary Segmentation(CBS) (Olshen et al., 2004) (Venkatraman and Olshen, 2007),
PennCNV (Wang et al., 2007), CGHseq (Picard et al., 2005) y GLAD (Hupé et al., 2004) entre
otros. Como ḿetodo de segmentación utilizado para el preprocesamiento de los datos previo a la
aplicacíon de los algoritmos desarrollados se ha utilizado CBS, evaluado en estudiosindependien-
tes que estiman su precisión frente a otros algoritmos (Willenbrock and Fridlyand, 2005; Lai et al.,
2005).
La idea fundamental de CBS es considerar cada cromosoma como un anillo cerrado con los dos
extremos del cromosoma unidos. Cada uno de estos anillos se divide en dospartes comparando el
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valor del ńumero de copia de cada una con unt-test:
Zij =
(Sj − Si)/(j − i) − (Sn − Sj + Si)/(n − j + i)
√
1/(j − i) + 1/(n − j − i)
(2.1)
para cada par de posicionesi, j. Sk es la suma de loslog2ratio crudos desde el primer SNP hasta
el k-ésimo. Si el valor ḿaximo deZij est́a por encima de un umbral calculado mediantebootstrap,
entoncesi y j delimitan un segmento.
El método es utilizado de manera recursiva hasta que no se identifica ningún otro segmento. Se ha
utilizado la versíon implementada en el paquete de RDNAcopyque realiza modificaciones en el
bootstrappingoptimizando el tiempo de procesamiento. Cada uno de los segmentos identificados
queda descrito con la mediana de losg2ratiospara los SNPs incluidos en el mismo. En este
trabajo nos referiremos a estos valores resultado de la segmentación comolog2ratiosegmentados
o valores del ńumero de copias segmentado (sCN).
2.2.3 Discretización
Uno de los pasos clave del pre-procesamiento para el análisis del ńumero de copia consiste en
la discretizacíon de los estados de las regiones cromosómicas siendo, para muestras diploides
al menos de tres estados básicos: deleción o ṕerdida (loss) (<2 copias), no cambio o normal
(neutral) (=2 copias) y ganancia (gain) (>2 copias). A estos estados se les puede añadir otro
cuarto estado de amplificación (amplification) (>3 copias) para distinguir ganancias más dŕasticas
con un ńumero de copias superior a tres.
La asignacíon a estos estados constituye un tema abierto en los análi is de la alteración del ńumero
de copias de DNA y no existe aún un ḿetodo que haya sido ampliamente admitido o que presente
una clara ventaja frente al resto.
La mayoŕıa de los estudios de CNAs en cáncer se basan en la dispersión de los datos respecto a un
valor de centralidad, que se espera que sea un valor de no cambio de número de copia o normal.
Aśı establecen umbrales basados en las desviaciones estándar sobre la media, como es el caso de
(Aguirre et al., 2004) o (Tonon et al., 2005) que definen las ganancias y pérdidas comolog2ratios
> 4 desviaciones estándar sobre el cuantil 50 % de los datos.
Esta asignación puede realizarse directamente sobre loslog2ratioscrudos como en el caso anterior
o aplicarse sobre datos segmentados. Los investigadores Willenbrock and Fridlyand (Willenbrock
and Fridlyand, 2005) determinaron que la discretización sobre valores previamente segmentados
o suavizados es preferible frente a la asignación directa sobre loslog2ratioscrudos. En el trabajo
mencionado estiman la variabilidad experimental con un estadı́stico ḿas robusto, la desviación
absoluta de la mediana (MAD,Median Absolute Deviation). Calculan este estadı́stico para las
diferencias entre los valores delog2ratiossegmentados (sCN) y crudos (CN). Ası́, para cada SNP
i (i = 1, . . . , n) tenemosXi = |sCNi − CNi|, cuya desviacíon absoluta de la mediana serı́a:
MAD = mediani(|Xi − median(X)|) (2.2)
Calculados los valores de MAD, dichos autores establecen entonces un umbral de 3 veces la MAD
(aunque utilizan 2.5 en el conjunto de datos real) para la asignación de ganancias, pérdidas o no
cambio. Otros trabajos que analizan alteraciones genómicas en ćancer, como (Fridlyand et al.,
2006), utilizan tambíen este valor MAD para la discretización.
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Figura 2.4: Representacíon de los segmentos de todo el genoma ordenados por valor creciente de
log2ratio - Los puntos rojos representan los valores delog2ratio de los datos segmentados (sCN). Los
puntos grises representan los valores delog2ratio crudos (CN) para cada sonda en cada segmento.(a)
Segmentos en unáunica muestra.(b) Segmentos para un conjunto de muestras tumorales.
Atendiendóunicamente a los valores segmentados (sCN) es posible postular que aquellas regiones
en las que no se ha producido ninguna alteración el valor medio del segmento se corresponderá con
un log2ratioen torno a 0, que indicarı́a el no cambio. Los segmentos con valores delog2ratio> 0
se corresponderán con regiones ganadas y los segmentos con valores< 0 e corresponderán a su
vez con regiones perdidas en la muestra problema frente a la referencia.Como se puede apreciar en
la parte(a) figura2.4si ordenamos los segmentos de acuerdo a suslog2ratiosde modo creciente,
de menor a mayor, se observa una funció con saltos. Es razonable asumir que estos saltos se
corresponden con un número de copias particular (Olshen et al., 2004). Sin embargo, al ordenar los
segmentos no sólo de una muestra sino de todo el conjunto de muestras los escalones se suavizan
(figura 2.4 (b)). Este suavizado, en el que sucede una pérdida de escalones y umbrales claros,
puede ser ḿas evidente cuando los datos provienen de muestras clı́nicas debido principalmente a
la variabilidad de los individuos, a la heterogeneidad de los tumores analizados o a la diferencia en
los porcentajes de infiltración tumoral (es decir, a la existencia de diferentes porcentajes de células
tumorales en cada una de las muestras). Cuando se produce este efecto de suavizado, sin que se
pueda determinar una causa concreta conocida, la identificación de los umbrales se puede realizar
mediante a una b́usqueda analı́tica de los puntos de inflexión de la curva.
Junto a la aproximación descrita para la búsqueda de umbrales, la discretización se puede acometer
de otro modo plantéandola como un problema de agrupamiento (clustering) de los segmentos
en los tres estados posibles predefinidos de número de copias de DNA: ganancia, normalidad y
pérdida de la región geńomica.
Para lograr esta discretización basada en agrupamiento, proponemos la aplicación de un algoritmo
de agrupamiento no supervisado con un n´ mero de estados predefinidos como esk-means(Lloyd,
1982). Este algoritmo se puede considerar una variante del algoritmo de Esperanza-M ximizacíon
(Expectation-Maximization, EM) en el que para un conjunto de observaciones (valor medio de los
segmentos)(x1, x2, ..., xn) y dado un conjunto inicial de semillasm
(1)
1 , ..., m
(1)
k procede en dos
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Figura 2.5: Distribuci ón de densidad de los va-
lores delog2ratiossegmentados de un conjun-
to de muestras de ćancer colorectal- Histogra-
ma y distribucíon de densidad delog2ratiosseg-
mentados. Marcados en verde, gris y rojo los in-
tervalos del histograma catalogados como pérdi-
das, normalidad y ganancias respectivamente.
pasos independientes:
1. Paso E(o paso de asignación), en el que cada segmento es asignado a la media más cercana:
S
(t)
i = {xp : ‖xp − m
(t)
i ‖ ≤ ‖xp − m
(t)
j ‖∀1 ≤ j ≤ k} (2.3)














De esta manera los segmentos se agrupan enk clústers, dondek es el ńumero de estados de número
de copias de DNA a considerar.
La figura2.5 muestra la distribución de densidad de los valores delog2ratiossegmentados en el
que se diferencian con distintos colores las regiones que incluyen los estados de ganancia (gained,
rojo), normalidad (neutral, gris) y ṕerdida (lost, verde) de copias de DNA. El número de cĺusters
o grupos buscado puede variar, incluyendo por ejemplo estados para deleciones (ṕerdida total de
la regíon cromośomica) y amplificaciones (ganancia de más de 1 copia de DNA para una región)
adeḿas de los 3 estados definidos anteriormente.
Conviene mencionar que si se establecenúnicamente 3 grupos, debido a la naturaleza del algorit-
mo dek-meansque busca el centroide de cada clase, es necesario tener en cuenta la existencia de
regiones con un ńumero muy alto de copias (ḿas de 3ó 4). Estas regiones pueden modificar en
el centroide del estado de ganancia provocando el desplazamiento delgrupo y la modificacíon del
umbral esperado. Es necesario descartar las regiones extremas o atı́picas para que no afecten en ex-
ceso al establecimiento de umbrales. La determinació de estas regiones ooutliersse lleva a cabo
utilizando la definicíon de (Tukey, 1977) que consideraoutliersa aquellos valores comprendidos
fuera del rango definido por:
[Q1 − k(Q3 − Q1), Q3 + k(Q3 − Q1)] (2.5)
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dondeQ1 y Q3 son los cuartiles inferior y superior de las distribución delog2ratiosy k es una
constante definida comok = 1,5. Gráficamente estos valores extremos pueden verse representados
en la figura2.6.
Figura 2.6: Boxplot de los valores delog2ratiossegmentados para un conjunto de muestras de
cáncer colorectal.- Representados en azul los puntos consideradosoutliersseǵun la regla deTukey.
2.3 Análisis unificado de conjuntos de muestras
La localizacíon de alteraciones en el número de copias de DNA en muestras individuales como la
realizada en los pasos anteriores constituye sólo el inicio en la determinación de regiones y genes
cŕıticos en una enfermedad. Para extraer conclusiones extrapolables sobr genes desregulados en
una determinada enfermedad o en condiciones particulares la determinación de las alteraciones
en muestra individual no es suficiente, y es necesario el análisis simult́aneo de un conjunto de
muestras.
Para este ańalisis unificado se han desarrollado algoritmos que detectan regiones alteradas re-
currentemente (Minimal Common Regions, MCR), o regiones con puntos de ruptura recurrentes
(Recurrent Breakpoints Regions, RBR) y algoritmos para el an´ lisis diferencial de regiones alte-
radas.
2.3.1 Deteccíon de regiones ḿınimas comunes (MCR) de alteracíon
Las regiones ḿas fuertemente asociadas a un estado patológico son aquellas que están alteradas
de manera recurrente o común en los individuos o muestras de dicho estado. Es probable que
las alteraciones ḿas frecuentes sean las que producen los cambios funcionales importantesp ra
la progresíon y el desarrollo de la enfermedad, mientras que las alteraciones que ocurr n en un
pequẽno subconjunto de muestras se deban a efectos individuales no comunes sin relevancia para
el proceso patol´ gico. Bajo esta hiṕotesis el ańalisis de las CNA en una determinada enfermedad
se centraŕa en la b́usqueda de regiones comunes o recurrentes, má concretamente de las regiones
mı́nimas alteradas de forma recurrente en el conjunto de muestras (Minimal Common Regions,
MCR).
Para la b́usqueda de las MCR se ha diseñado un ḿetodo basado en la frecuencia de alteración de
la regiones similar al propuesto en (Aguirre et al., 2004) y (Tonon et al., 2005). La seleccíon de
las MCR comprende los siguientes pasos:
1. Asignacíon de la frecuencia de alteración de cada región cromośomica, de modo indepen-
diente para las ganancias y para las pérdidas.
2. Seleccíon de aquellas regiones con una frecuencia de alteración por encima de un umbral (z-
score> 2,1) como regiones significativas candidatas a ser MCR. Serán descartados aquellos
cromosomas que no contengan ninguna región s gnificativa.
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3. Búsqueda de los picos o sub-regiones con mayor recurrencia en las regiones significativas
como regiones candidatas.
4. Se identificaŕan como MCR las regiones candidatas con una frecuencia de al menos el 80 %
de la frecuencia de alteración máxima en el cromosoma y que comprendan al menos 5
sondas.
La caracterización de estas regiones comunes comprende también la anotacíon de la amplitud de
la alteracíon utilizando para ello la mediana del valor delog2ratio de la regíon en las muestras
que presentan la alteración (es decir, aquellas cuyoslog2ratiosest́an por encima o por debajo del
umbral de discretización) considerando también de modo independiente las ganancias/amplifica-
ciones y las ṕerdidas/deleciones.
2.3.2 Deteccíon de regiones con puntos de ruptura (breakpoints) recurrentes
Las CNAs no siempre tienen como objetivo la desregulación de un gen incluido en la región
alterada, muchas veces el objetivo es la desregulación del gen o locus ǵenico en la frontera de
dicha. Un ejemplo es el gen de fusión TMPRSS2-ERG en cáncer de pŕostata (Tomlins et al.,
2005). Este gen de fusión es el resultado de una deleción en el cromosoma 21 en la que los
dos genes implicados se sitúan en los extremos de la región. Los ĺımites de las regiones con
cambios en el ńumero de copias determinan localizaciones en las que se ha producido la ruptur
del cromosoma, pero existen también otros reordenamientos como traslocaciones e inversiones
en los que no se modifica “aparentemente” en el número de copias. Sin embargo, incluso en el
caso de este tipo de reordenamientos balanceados se producen pequeñas del ciones en las regiones
adyacentes (Kolomietz et al., 2001; Watson et al., 2007). Esto hace posible el an´ lisis de los puntos
de ruptura a partir de los datos de arrays de SNPs.
Definimos entonces punto de ruptura obreakpointcomo la transicíon de un estado de número de
copia (ganancia, no cambio o pérdida) a otro. A partir de esta definición y de manera análoga
a las MCR establecemos las regiones con puntos de ruptura recurrentes como aquellas regiones
cromośomicas que de manera recurrente o frecuente presentan transiciones deun estado a otro en
las diferentes muestras.
El estudio y determinación de estas regiones con puntos de ruptura recurrentes es importante a
la hora de identificar genes que posiblemente est´ n alterados en la enfermedad. Para ello hemos
disẽnado un algoritmo que analiza la densidad de puntos de ruptura e identifica regiones cro-
mośomicas con alta densidad en base al número de muestras diferentes que presentan puntos de
ruptura en la misma región.
La determinacíon de las regiones con puntos de ruptura recurrentes se realiza para cd cromosoma
independientemente. La figura2.7 esquematiza el proceso de definición de regiones candidatas
con puntos de ruptura recurrentes en el cromosoma 17 para un conjuntode muestras de cáncer. El
proceso consiste en los siguientes pasos:
1. Cálculo del ńumero total de puntos de rupturaN que corresponden a cualquier transición
de estado (ganancia/neutral/perdida) en todas las muestras.
2. División del cromosoma en intervalos del mismo tamaño. El ńumero de intervalosK se
determina mediante la regla deSturges
3. Cálculo de la frecuencia de puntos de ruptura en cada intervalo. En el cálculo de estas
frecuencias se asignarán pesos diferentes si una misma muestra presenta varios puntos de
ruptura dentro del mismo intervalo.
42
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Figura 2.7: Esquema del algoritmo para la deteccíon de puntos de ruptura recurrentes- Puntos
de ruptura en el cromosoma 17 para muestras de cáncer colorectal representadas en sus localizaciones
cromośomicas (puntos rojos). Las barras azules representan las frecuencias de puntos de ruptura en el
intervalo cromośomico ponderadas teniendo en cuenta que una muestra puede presentar varios puntos
de ruptura. El recuadro rojo señala el intervalo con una probabilidad de puntos de ruptura significativa-
mente diferente al resto de intervalos y las lı́neas verticales discontinuas representan la región extendida
a los intervalos adyacentes del intervalo seleccionado.
4. Determinacíon de los intervalos con una frecuencia significativamente diferente del resto
de intervalos. Estos intervalos significativos se expandir´ a los intervalos adyacentes para
constituir las regiones candidatas a contener los puntos de ruptura recurrentes.
5. Refinamiento de las regiones candidatas mediante la aplicación recursiva del ḿetodo. Estas
regiones candidatas serán divididas en intervalos del mismo tamaño recalcuĺandose las fre-
cuencias ponderadas de puntos de ruptura en cada uno de ellos. El algoritmo procedeŕa hasta
que no existan diferencias significativas en las frecuencias de los intervalos. La regíon can-
didata seŕa entonces marcada como RBR.
El algorimo desarrollado se presenta en mayor detalle en el siguiente pseudocódigo, que recibe
como paŕametros de entradaS, P y B definidos como:
• S = {s1, . . . , sm}, Un conjunto dem muestras definidas por las localizaciones de sus
puntos de ruptura respectivossi = {b1, ..., br}.
• P = [p1, p2], Las posiciones de inicio y fin de la región geńomica que se va a considerar.






si = {b1, . . . , bn}, El conjunto de las localizaciones genómicas (loci) de todos los
puntos de rupturan en la regíon delimitada porP . Al comienzo del algoritmo este conjunto
corresponde a todos los puntos de ruptura del cromosoma de estudio.
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Algorithm 1 Algoritmo para la detección de regiones con puntos de ruptura recurrentes
procedure DIVIDE INTERVAL(P,n) ⊲ Divide the interval according to the Sturges rule
K ← 1 + 3,22 log |B|
R ← (p2 − p1)/K ⊲ Range of the intervals
P ′1 ← [p1, p1 + R)
for i = 2 to K − 1 do
P ′i ← [p1 + (i − 1)R, p1 + iR)
end for
P ′K ← [p1 + (k − 1)R, p2]




procedure RECURRENTBREAKS(S, P, B)
P ′ ← DIVIDE INTERVAL(P ,|B|) ⊲ |B| = n: total number of breakpoints
m ← |S| ⊲ Total number of samples
K ← |P ′| ⊲ K: number of intervals
for i = 1 to K do
B′i ← {b ∈ B/b ⊂ P
′
i}
for j = 1 to m do








log(xij + 1) ⊲ Weighted frequency
end for
for i = 1 to K do
zi ← (d-scorei − mean(d-score))/sd(d-score)
end for




for i = 1 to K do
if zi > 2 then
regionStart ← i
while zi > 2 do
i ← i + 1
end while
regionEnd ← i
breakRegions ← breakRegions ∪ [regionStart, regionEnd]
end if
end for
for all breakRegions do
P ← P ′regionStart−1 ∪P
′
regionEnd+1 ⊲ Extend candidate region to adjacent intervals
B ← B′regionStart−1 ∪ B
′
regionEnd+1






2.4 Aplicación a datos de ćancer colorectal (CRC)
El cáncer colorectal o ćancer de colon (Colo-Rectal Cancer, CRC) es el segundo tipo de cáncer
más frecuente en los paı́ses desarrollados. Este tipo de cán er se suele desarrollar lentamente
durante muchos años. La mayoŕıa comienzan como un pólipo o abultamiento en la mucosa del
intestino grueso y crecen hacia el centro del colon o el recto transformándose un adenocarcinoma
o tumor maligno. El desarrollo comprende cuatro etapas diferenciadas quese caracterizan por el
tamãno del tumor, cúanto ha penetrado en la mucosa, si ha invadidoórganos adyacentes y cuántos
ganglios linf́aticos ha afectado. Lośorganos adyacentes más frecuentemente afectados por los
procesos metastásicos del ćancer de colon son el hı́gado y los pulmones.
La estrat́egia de ańalisis y los ḿetodos desarrollados comentados en las secciones2.2 y 2.3 han
sido aplicados a un conjunto de datos de cáncer colorectal con metástasis en el hı́gado. Este con-
junto de datos experimentales consiste en un total de 23 muestras de tumores primarios metast́asi-
cos adeḿas de otras 23 muestras de las metástasis respectivas en hı́gado que fueron hibridadas
en microarrays de SNPs (250K Affymetrix SNP Mapping NspI, StyI arrays). Como controles se
hibridaron muestras pareadas de la sangre periférica de los mismos pacientes. Más informacíon
sobre los datos y detalles sobre su obtenció se encuentran en (Sayagúes et al., 2010) y (Muñoz
Bellvis et al., 2012).
2.4.1 Evaluación de los ḿetodos de discretizacíon aplicados a CRC
El establecimiento de los umbrales para la discretización es un paso crı́tico en el ańalisis de CNA,
puesto que los estados definidos constituyen el punto de partida en los análisis de recurrencia
posteriores. En nuestro estudio sobre tumores primarios metastásicos de CRC, la evaluación y
determinacíon de los umbrales de ganancia, pérdida y normalidad se ha realizado estableciendo
comoGold Standarddatos del ńumero de copia de diversas regiones cromosómicas obtenidas ex-
perimentalmente mediante FISH (2.1.2.3). Los datos de FISH se correponden al uso de 45 sondas
hibridadas para cada muestra, distribuidas a lo largo de los 22 autosomas hunos. De estas 45
sondas se han seleccionado 24 que mapean en al menos 10 SNPs para obtener unos resultados
comparables a los datos de los arrays de SNPs. Para esta comparación se ha tomado la mediana de
los SNPs que mapean en cada una de las sondas para cada array, discretizándolo en los 3 estados
definidos: ganancia, pérdida o no cambio.
Para establecer el valor´ ptimo de los umbrales de determinación de ganancias y pérdidas se han
construido curvas de sensibilidad y especificidad incrementando progresivamente los umbrales.
Estas curvas pueden verse en la figura2.8. El punto en el que se cruzan las curvas de sensibilidad
y especificidad representa el umbralc cuyo valor maximiza conjuntamente las dos funciones.
Este umbralc puede estimarse como el valor que minimiza la diferencia entre la sensibilidad y la
especificidad, es decir, el umbral para el cual la diferencia entre ambos paŕametros se hace cero
(Minimized Difference Threshold, MDT) (Jimenez-Valverde and Lobo, 2007).
Los valores obtenidos para el parámetro MDT en las muestras de CRC analizadas se corresponde
con un umbral en torno a 0.06 para la determinación de ganancias (Gain threshold) y en torno
a -0.07 para la determinación de ṕerdidas (Loss threshold). Como se aprecia en la tabla2.4.1los
umbraleśoptimos derivados de los datos de FISH no difieren demasiado de los umbrales estableci-
dos por los ḿetodos comentados en la sección 2.2.3que son:(i) cálculo de la desviación absoluta
de la mediana (MAD);(ii) agrupamiento en 3 estados (pérdida, no cambio y ganancia de número
de copias) sin eliminaroutliers; (iii) agrupando en 3 estados con eliminación deoutliers y (iv)
agrupamiento en 4 estados (incluyendo amplificación). Sin embargo, si se consideranúnicamente
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Figura 2.8: Curvas de sensibilidad y especificidad para distintos umbrales de discretizacíon -
Curvas de especificidad, sensibilidad y valor absoluto de ladiferencia de ambas marcando el punto
en el que se minimiza esta diferencia (Minimized Difference Threshold, MDT): (a) umbrales para la
determinacíon de ṕerdidas y(b) umbrales para la determinación de ganancias.
3 estados sin eliminar losoutliers, el umbral de ganancias se ve afectado por las amplificacio-
nes y se sobreestima (valor 0.16) produciéndose una desviación mayor respecto al valoŕoptimo
observado experimentalmente.
Loss Gain Loss Sensitivity Gain Sensitivity
threshold threshold /Specificity /Specificity
Minimized Difference Threshold (MDT) -0.07 0.06 0.84 / 0.83 0.83 / 0.85
(i) Median Absolute Deviation (MAD) -0.10 0.10 0.74 / 0.89 0.76 / 0.91
(ii) Three states with outliers -0.08 0.16 0.82 / 0.86 0.53 / 0.98
(iii) Three states without outliers -0.07 0.06 0.84 / 0.83 0.83 / 0.85
(iv) Four states -0.10 0.08 0.74 / 0.89 0.79 / 0.87
Tabla 2.1: Umbrales de discretización obtenidos con diferentes métodos.
Con el estudio descrito tenemos una clara estimación del grado de especificidad y sensibilidad
esperados para unos umbrales determinados de ganancia y pérdida. La eleccíon de unos umbrales
que optimicen a la vez tanto la especificidad y como la sensibilidad puede no ser siemp e la mejor
opción, ya que en muchos casos interesa tener una especificidad no menor del 95 % (es decir,
no admitir ḿas de un 5 % de falsos positivos). Por ello, en el análisis concreto del conjunto de
muestras de CRC se ha optado por una aproximación más conservadora estableciendo el umbral
en el valor que obtiene una especificidad del 95 % (ver lı́nea azul en la figura2.8). De este modo,
se determińo usar como umbrales 0.09 y -0.09 para ganancias y pérdidas, respectivamente.
2.4.2 Identificación de regiones de alteracíon recurrente en CRC
Como se ha mencionado previamente, la probabilidad de que una región cromośomica contenga
genes cŕıticos para una enfermedad está relacionada con la recurrencia de la alteración en los
individuos con dicha enfermedad. El análisis de la frecuencia de alteración de las regiones es
muy importante a la hora de encontrar regiones que contengan genes ”conductores” que dirijan el
desarrollo y progresión de la enfermedad.
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Los ańalisis de recurrencia de alteración se realizaron con el conjunto de muestras de CRC citado,
incluyendo en este caso datos de 20 pacientes. La figura2.9a presenta unheatmapcon los valo-
res delog2ratio segmentados (sCN) para cada muestra. En elheatmapse aprecia que hay ciertas
regiones que aparecen frecuentemente alteradas en la mayorı́a de muestras. Esto se aprecia mejor
en el mapa con las frecuencias de alteración para cada región mostrado en la figura2.9 b. Son
particularmente interesantes los picos con las frecuencias más altas, calculados con el algoritmo
de b́usqueda de MCR (Minimal Common Regions) comentado en la sección 2.3.1. Las MCR con
ganancia de ńumero de copias o amplificación se corresponden, para los tumores de CRC, a regio-
nes localizadas en los cromosomas: 7, 8q, 13q y 20q, (con un incremento del úmero de copias en
más del 60 % de los tumores). Por su parte, los cromosomas 1p, 8p, 17p y 18resentan ṕerdidas
muy recurrentes (presentes en más del 70 % de los tumores para 1p, 17p y 18 y más del 65 % para
8p).
Figura 2.9: Heatmap y frecuencias de alteracíon de muestras de CRC- Resumen con las altera-
ciones ḿas frecuentes encontradas en CRC. El eje x representa las localizaciones geńomicas en cada
uno de los cromosomas situados en orden creciente uno a continuacíon de otro.(a) Heatmap con los
valores de ńumero de copia (log2ratiosegmentados) en cada región para cada muestra de CRC.(b) En
rojo (por encima de 0), frecuencias de ganancias de número de copias de DNA; en verde (por debajo
de 0), las frecuencias de p´ rdida de ńumero de copias de DNA.
La mayoŕıa de estas MCR se corresponden con regiones pequeñas (< 1Mb) que contienen al me-
nos un gen candidato a ser explorado como gen de interés. Bastantes de estos genes han sido
previamente asociados con CRC o con metástasis tumoral. Las tablas2.4.2y 2.4.2contienen estas
regiones< 1Mb para las ganancias y las pérdidas de ńumero de copia respectivamente. En estas
tablas se muestra información más detallada sobre la localización de la regíon, su tamãno y el
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número de SNPs que incluyen, la recurrencia (mostrada como porcentaje demuestras que presen-
tan alteracíon), la mediana dellog2ratiosegmentado en las muestras que presentan la alteración y
los śımbolos identificativos de los genes incluidos en la región.
Region Region Number Recurrence Median Genes
length (Kb) of SNPs ( % samples) log2ratio
Chr1: 7334675 - 7347651 13 7 70 -0.21 -
Chr1: 26131131 - 26191419 60 16 74 -0.18 PAFAH2
Chr1: 26194668 - 26738275 544 70 70 -0.19 PAFAH2, SCARNA17, SCARNA18,
EXTL1, TRIM63, PDIK1L, GRRP1,
ZNF593, CNKSR1, CATSPER4,
CCDC21, UBXN11, CD52, AIM1L,
ZNF683, LIN28, DHDDS, HMGN2
Chr1: 29528243 - 29633233 105 17 70 -0.20 -
Chr1: 29894172 - 29922153 28 17 70 -0.21 -
Chr1: 30778256 - 30843796 66 28 70 -0.18 -
Chr8: 198834 - 392556 194 46 70 -0.26 FAM87A, FBXO25
Chr8: 400640 - 539716 139 29 70 -0.26 FBXO25, C8orf42
Chr8: 11285446 - 11566690 281 85 65 -0.17 C8orf12, C8orf13, BLK, C8orf14
Chr8: 23264737 - 23277681 13 8 70 -0.16 -
Chr8: 23295574 - 23519768 224 68 65 -0.17 LOXL2, ENTPD4, SLC25A37
Chr8: 29372156 - 29426943 55 15 65 -0.17 -
Chr8: 31294142 - 31566697 273 41 65 -0.17 -
Chr8: 32105734 - 32675812 570 196 70 -0.15 -
Chr8: 32692415 - 33064331 372 67 65 -0.15 NRG1
Chr17: 5965727 - 6261243 296 73 74 -0.21 WSCD1
Chr17: 6634969 - 6666473 32 12 74 -0.22 TEKT1
Chr17: 10693238 - 11021844 329 89 78 -0.22 -
Chr17: 14234746 - 14967525 733 214 78 -0.23 -
Chr17: 14984724 - 15082587 98 18 78 -0.23 PMP22
Chr17: 19622919 - 20156497 534 66 74 -0.23 ULK2, AKAP10, CYTSB
Chr17: 20792902 - 20844368 51 8 74 -0.23 USP22
Chr18: 41130655 - 41494986 364 134 91 -0.20 SLC14A2
Chr18: 44872826 - 45204796 332 32 87 -0.21 -
Chr18: 45410728 - 45497910 87 29 91 -0.21 -
Chr18: 45654114 - 46036475 382 144 91 -0.21 MYO5B, CCDC11
Chr18: 46252199 - 46288353 36 12 91 -0.22 -
Chr18: 46291648 - 46467497 176 53 87 -0.22 MAPK4
Chr18: 69742176 - 69938053 196 38 87 -0.23 FBXO15
Chr18: 74952886 - 75029618 77 18 87 -0.23 -
Tabla 2.2: MCR con delecciones recurrentes en CRC
El mismo algoritmo de detección de regiones ḿınimas comunes ha sido aplicado a las muestras
de las met́astasis en h́ıgado de los mismos pacientes. Se han identificado MCR con ganancia en el
número de copias en regiones localizadas en los cromosomas 7p, 8q24, 13qy 20q con incremento
del ńumero de copias de DNA en más del 70 % de las muestras. A su vez se han identificado tam-
bién regiones con ṕerdidas recurrentes en los cromosomas 1p (70 %), 8p23 (70 %), 17p (90 %),
18q22 (95 %) y 22q13 (70 %). En estas regiones se localizan oncogenes y genes supresores tumo-
rales previamente asociados con procesos metastáticos. Las tablas con la información a cerca de
las regiones identificadas y sus genes no se han añ dido en la memoria por simplicidad, pero se
muestran detalladamente en las tablas 1 y 2 en (Muñoz Bellvis et al., 2012): ”Unique genetic pro-
file of sporadic colorectal cancer live metastasis versus primary tumorsas defined by high-density
single-nucleotide polymorphism arrays”que ha sido ãnadido como aṕendice en la presente me-
moria.
En el ańalisis de MCR se detectan también regiones ḿas extensas (> 1Mb) recurrentemente alte-
radas que comprenden decenas de genes en los cromosomas 8q, 17p y 22q. Estas regiones están
descritas en ḿas detalle en (Sayagúes et al., 2010). En estas regiones de mayor tamaño no es po-
sible identificar aquellos genes que puedan ser candidatos a dirigir el proc so tumoral utilizando
únicamente la información del ńumero de copias de DNA. Para esta discriminación e identificacíon
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Region Region Number Recurrence Median Genes
length (Kb) of SNPs ( % samples) log2ratio
Chr7: 6633026 - 6709622 77 11 70 0.18 ZNF316, ZNF12
Chr7: 7957012 - 7981482 24 10 70 0.18 GLCCI1
Chr7: 8109452 - 8142826 33 11 70 0.20 ICA1
Chr7: 8255230 - 8280496 25 10 74 0.18 ICA1
Chr7: 9676276 - 9690241 14 8 70 0.20 -
Chr7: 10461770 - 10486412 25 8 74 0.18 -
Chr7: 12514442 - 12576898 62 9 74 0.18 SCIN
Chr7: 12579777 - 12725149 145 20 70 0.20 SCIN, ARL4A, SNORA64
Chr7: 20303440 - 20340777 37 14 70 0.20 ITGB8
Chr7: 20660167 - 20868295 208 37 70 0.18 ABCB5, SP8
Chr8: 86214670 - 86946337 732 52 65 0.20 LRRCC1, E2F5, CA13, CA1, CA3,
CA2
Chr8: 87377186 - 87789535 412 65 65 0.20 WWP1, FAM82B, CPNE3, CNGB3
Chr8: 88872540 - 89066702 194 24 65 0.20 WDR21C
Chr8: 91686333 - 91735940 50 10 65 0.22 TMEM64
Chr8: 94759374 - 95077320 318 44 65 0.20 RBM12B, C8orf39, TMEM67,
PPM2C
Chr8: 95294349 - 95435061 141 28 65 0.19 GEM
Chr8: 95593385 - 95776644 183 36 65 0.20 KIAA1429, RBM35A
Chr8: 101919388 - 102577101 658 69 61 0.23 YWHAZ, GRHL2
Chr8: 122649759 - 122760879 111 21 61 0.22 HAS2
Chr8: 125380146 - 125811489 431 87 61 0.21 TMEM65, TRMT12, RNF139,
TATDN1, NDUFB9, MTSS1
Chr8: 128638191 - 128724583 86 25 65 0.23 -
Chr8: 129180096 - 129268067 88 43 65 0.21 mir-1208
Chr8: 130906244 - 131222249 316 35 65 0.23 FAM49B, SNORA25, ASAP1
Chr8: 133845345 - 133868639 23 9 65 0.23 PHF20L1
Chr8: 133882656 - 133900665 18 6 65 0.23 -
Chr8: 133913690 - 133953202 40 10 61 0.22 PHF20L1, TG
Chr8: 134275461 - 134665414 390 113 61 0.23 WISP1, NDRG1, ST3GAL1
Chr8: 135527585 - 135836235 309 97 65 0.20 ZFAT
Chr8: 136498075 - 136866133 368 74 65 0.20 KHDRBS3
Chr8: 137055200 - 137091177 36 12 65 0.21 -
Chr13: 71257370 - 71353336 96 17 74 0.25 DACH1
Chr13: 73603130 - 73627939 25 10 78 0.25 KLF12
Chr13: 74972248 - 75117835 146 26 78 0.25 COMMD6, UCHL3, LMO7
Chr13: 76352482 - 76366765 14 11 78 0.25 KCTD12
Chr13: 78098212 - 78143588 45 7 78 0.25 C13orf7
Chr13: 78805700 - 79077299 272 46 78 0.21 RBM26, NDFIP2
Chr13: 79621013 - 79845948 225 40 78 0.21 SPRY2
Chr20: 29309964 - 29460709 151 22 78 0.25 DEFB115, DEFB116, DEFB117,
DEFB118, SNORA40, DEFB119
Chr20: 33776127 - 33954944 179 21 78 0.28 RBM39, PHF20, COX7BP2
Chr20: 37766095 - 38339016 573 131 83 0.24 HSPEP1
Chr20: 43550795 - 43804853 254 82 78 0.25 SPINT3, SPINLW1, WFDC8,
WFDC9, WFDC10, WFDC11,
WFDC13, SPINT4
Chr20: 44503157 - 44574807 72 20 78 0.28 ZNF663, ZNF840, ZNF334
Chr20: 46929063 - 47265311 336 55 78 0.26 ARFGEF2, SNAP23P, CSE1L,
STAU1
Chr20: 51015479 - 51116032 101 25 78 0.25 TSHZ2
Chr20: 54234467 - 54365833 131 40 78 0.26 MC3R
Tabla 2.3: MCR con ganancias o amplificaciones recurrentes en CRC.
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Análisis de alteración de ńumero de copias de DNA en cáncer
resulta necesario incluir información adicional. En lośultimos ãnos se han realizado numerosos
esfuerzos en integración de datos de diferente procedencia, como por ejemplo la integración de in-
formacíon geńomica de ńumero de copias de DNA con información transcript́omica de expresión
génica (mRNAs). La integración de esta información heteroǵenea puede ayudar en la separación
de los genes cuya CNA afecta fuertemente a su nivel de expresión y aśı poder identificar y discri-
minarúnicamente subconjuntos de genes mejor definidos dentro de regiones alteradas xtensas.
2.4.3 Búsqueda de puntos de ruptura frecuentes en CRC
Las localizaciones genómicas en las que se producen cambios en el número de copias de DNA
(puntos de ruptura) de manera recurrente en el conjunto de muestras deuna patoloǵıa sona priori
regiones importantes especialmente afectadas por las alteraciones de CN. Deste modo, la iden-
tificación de regiones de cambio o ruptura frecuente en las muestras de CRC puede permitir la
identificacíon de genes clave en la progresión de esta enfermedad.
Para identificar dichas regiones con puntos de ruptura frecuente sobrel conjunto de tumores
de CRC se ha aplicado el algoritmo diseñado y explicado anteriormente en la sección 2.3.2. Las
regiones identificadas se muestran en la tabla2.4.3. La tabla contiene el ńumero de SNPs que com-
prende cada región identificada junto con el número total de puntos de ruptura y, entre paréntesis,
el número de muestras diferentes que presentan dichos puntos de ruptura enesa r gíon. Se muestra
tambíen el ńumero total de SNPs en el cromosoma ası́ como el ńumero total de puntos de ruptura
de las muestras en ese cromosoma. Finalmente, utilizando una distribución hipergeoḿetrica se
calcula p-valor de enriquecimiento significativo un puntos de ruptura paracad una de estas regio-
nes respecto a cada cromosoma total. En la figura2.10se representan las 4 regiones con puntos de
ruptura recurrentes ḿas significativas.
Chromosome Chromosomal SNPs in Breakpoints Breakpoints SNPs p-value
band position(Kb) region (samples) in chromosome in chromosome
1p12 116620 - 123939 716 12 (9) 254 40083 1.51E-03
4p16.1 7984 - 10259 513 13 (7) 155 32252 1.11E-06
7p22.3 141 - 837 49 11 (6) 201 25734 1.10E-13
8p11.23 35498 - 38405 386 10 (8) 173 27421 1.44E-04
10p15.3 102 - 695 103 7 (6) 178 28431 3.71E-06
17p11.2 20156 - 22976 182 18 (15) 133 11233 3.64E-12
20p12.1 13875 - 16089 550 16 (9) 145 12378 4.71E-04
Tabla 2.4: Regiones con puntos de ruptura recurrentes detectados en muestras de CRC
De las regiones identificadas en CRC, aquella que presenta un mayor núme o de puntos de ruptu-
ra con una mayor significación estad́ıstica es la región que comprende el cromosoma 17p11.2: 18
puntos de ruptura en 15 muestras diferentes que incluyen al menos un punto de ruptura. Este punto
de ruptura ha sido estudiado en profundidad en (Gonźalez-Gonźalez et al., 2012) donde se valida
con otro conjunto ḿas amplio de muestras de CRC utilizando FISH y con otro conjunto indepen-
diente de 119 muestras de CRC metastático (Poulogiannis et al., 2010) obtenidas de la base de
datos ṕublica GEO (GSE12520) (http://www.ncbi.nlm.nih.gov/geo). En este trabajo se demuestra
el valor prońostico del punto de ruptura detectado y la sonda diseñada para su detección. La figura
2.11tomada de (Gonźalez-Gonźalez et al., 2012) muestra el disẽno de esta sonda utilizada para
detectar la ruptura recurrente observada en el cromosoma 17 (región 17p11.2).
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Caṕıtulo 2
Figura 2.10: Regiones con puntos de ruptura recurrentes en CRC - RBR más significativas en
CRC: (A) regíon 1p12, (B) 8p12, (C) 17p11.2 y (D) 20p12.1.
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Figura 2.11: Punto de ruptura en el cromo-
soma 17p11.2- Representación esqueḿatica de
la sonda disẽnada para la detección del punto de
ruptura del cromosoma 17p11.2 mediante FISH.
2.5 Discusíon
El desarrollo de plataformas genómicas experimentales que permiten la cuantificación del ńume-
ro de copias de DNA a lo largo de genomas completos ha hecho posible el análisis sisteḿatico
de las alteraciones en número de copias (CNA) en diferentes tipos de cáncer (Beroukhim et al.,
2010). De hecho, una caracterı́stica coḿun a un gran ńumero de oncopatologı́as malignas y pro-
cesos tumorales es la alta inestabilidad genómica que se observa comparada con células normales,
que provoca desde alteraciones de brazos completos de cromosomas a alteraciones focales que
comprenden unos pocos genes.
En este caṕıtulo se ha disẽnado y desarrollado un flujo de trabajo completo para el análisis de las
alteraciones del ńumero de copias de DNA, es decir, para an´ lisis de CNA. En este flujo de trabajo
se han utilizado metodologı́as y algoritmos ampliamente validados y aceptados como CRMAv2
(Bengtsson et al., 2009) y CBS (Venkatraman and Olshen, 2007), asi como nuevos algoritmos
disẽnadosad hoc. En concreto se han explorado diferentes t´ cnicas para la discretización de los
datos en estados de ganancia (g in), no alteracíon (NA) y pérdida (loss) y se ha implementado un
algoritmo basado en el agrupamiento conkmeansy la eliminacíon de losoutlierscomo elementos
at́ıpicos que distorsionan la discretización.
En la deteccíon de regiones recurrentes de alteración se han desarrollado dos tipos de algoritmos.
Por un lado, se ha desarrollado una estrategia para la detección de regiones ḿınimas comunes
(MCR), definidas como las regiones cromosómicas ḿas pequẽnas que contienen una determinada
alteracíon (ganancia o ṕerdida) en un porcentaje significativo de las muestras de una enfermedado
estado. Esta estrategia está basada en ḿetodos implementados en diferentes trabajos, especialmen-
te (Aguirre et al., 2004). Por otro lado, se ha desarrollado también un algoritmo para la detección
de regiones con puntos de ruptura recurrentes (RBR), es decir, regiones cromośomicas en las que
es ḿas probable que se produzcan fallos en la replicación, con rupturas y recombinaciones, asocia-
das a las cuales se originen alteraciones en el número de copias de DNA. Estas rupturas recurrentes
suelen estar asociadas con enfermedades concretas y, en cáncer, con subtipos patológicos defini-
dos.
Los algoritmos disẽnados, integrados en el marco de trabajo descrito, han sido aplicados con éxito
a un conjunto de muestras humanas de cáncer colorectal (CRC) metast´ ico. En este conjunto de
datos se han identificado regiones con un aumento del número de copias de DNA en más del 60 %
de las muestras en los cromosomas 7, 8q, 13q y 20q (regiones ganadas significativamente), ası́ co-
mo regiones en las que se han perdido una o varias copias de DNA con unarec rrencia de ḿas
del 65 % en los cromosomas 1p, 8p, 17p y 18 (regiones perdidas significativamente). La mayorı́a
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de estas regiones han sido previamente detectadas en otros estudios similares de CRC metastásico
(De Angelis et al., 1999), (Diep et al., 2003), (Höglund et al., 2002), (Diep et al., 2006), con-
firmando la validez de los an´ lisis. Adeḿas, se han detectado nuevas regiones con alteraciones
recurrentes que contienen genes asociados con cáncer, muchos de los cuales han sido descritos
con relacíon a la patoǵenesis del CRC y con procesos metastásicos. Estas regiones están comen-
tadas de forma ḿas detallada en la discusión de trabajo (Sayagúes et al., 2010) tituladoMapping
of genetic abnormalities of primary tumours from metastatic CRC by high-resolution SNP arrays
y que se adjunta en esta memoria.
El algoritmo de detección de MCR ha sido aplicado también conéxito al conjunto de muestras
de met́astasis en h́ıgado, identificando regiones comunes alteradas de la misma manera en los
tumores primarios y sus respectivas metástasis. Estas regiones comunes incluyen ganancias de los
cromosomas 7, 8q, 13q y 20 y pérdidas en 1p, 8p, 17p, 18 y 22q que comprenden prácticamente
todas las regiones identificadas alteradas en los tumores primarios. Sin embargo, tambíen se han
encontrado diferencias entre ambos conjuntos de datos que obedecen por un lado a un aumento
de la frecuencia de alteración respecto a la frecuencia detectada en los tumores primarios y por
otro lado a la adquisición de nuevas alteraciones como deleciones en los cromosomas 4 y 10q y
amplificaciones en los cromosomas 5p y 6p. Estas nuevas alteraciones incluyen 11 genes asociados
previamente con el proceso metastásico de CRC (Muñoz Bellvis et al., 2012) y podŕıan estar
asociadas bien con el proceso metastásico en śı o con la adaptación de las ćelulas metastásicas al
microentorno en el h́ıgado.
Finalmente, el algoritmo diseñado para la detección de puntos de ruptura ha posibilitado la de-
terminacíon de las regiones cromos´ micas ḿas inestables asociadas al CRC. Entre las regiones
detectadas destaca la región del cromosoma 17 que comprende la banda 17p11.2. Este punto de
ruptura ha sido validado con un conjunto de muestras de CRC más a plio e independiente en
(Gonźalez-Gonźalez et al., 2012). Esta regíon detectada está caracterizada por una arquitectura
compleja con repeticiones en bajo número de copias denominadas LCRs (Low Copy Repeats) que,
aparentemente, influyen en la inestabilidad genómica y facilitan los reordenamientos genómicos
(Sharp et al., 2006; Carvalho and Lupski, 2008). Esta inestabilidad provoca que muchas veces, du-
rante la divisíon del centŕomero en la mitosis y meiosis se produzcan alteraciones y cruzamientos,
llevando a que la división se realice en el plano transversal en lugar de en el vertical. Esto prov ca
que uno de los brazos del cromosoma original se pierda y el otro se duplique dando lugar a un
isocromosoma con dos brazos genéticamente id́enticos entre śı pero en sentido inverso (Barbouti
et al., 2004). El isocromosoma del brazo largo del cromosoma 17 ha sido asociado con diferentes
tipos de tumores como el meduloblastoma, donde es la alteración más frecuente (50 %, (Biegel,
1997)), linfoma no-Hodgkin (NHL), leucemia mieloide aguda (AML), leucemia linfoide cŕonica
(CLL) y śındromes mielodisplásicos (MDS) (Babicka et al., 2007; Scheurlen et al., 1999). La am-
plificación del cromosoma 17q (el punto de ruptura 17p11.2 conlleva normalmente una ṕ rdida del
brazo p del cromosoma y una ganancia del brazo q del mismo) es un factorde mal prońostico en la
gran mayoŕıa de los casos reportados. Sin embargo, hasta ahora la presencia de este isocromosoma





Análisis combinado de perfiles
de expresíon génica y de
número de copias de DNA
3.1 Introducci ón: Integración de datosómicos
Las tecnoloǵıas geńomicas y protéomicas de gran escala (como los microarrays de alta densidad)
han posibilitado la cuantificación de caracterı́sticas celulares globales a diferentes niveles biomo-
leculares, como pueden ser los niveles de expresión ǵenica (Schena et al., 1995), el número de
copias de DNA (Pollack et al., 1999), la expresíon de protéınas (Haab et al., 2001), la metilacíon
del DNA (Yan et al., 2000), etc. Cada uno de estos tipos de datos proporciona una visión de los
procesos celulares desde un punto de vista diferente aunque complementario. La integracíon de
varias de estas capas de datos proporciona una visión global ḿas completa y detalla que la que
puedan ofrecer cada unas de las capas por separado.
El presente capı́tulo est́a enfocado a la integración de dos de estas capas de datos ”ómicos”: el
número de copias de DNA y los perfiles de expresión ǵenica. Esta integración tiene como objetivo
discernir las alteraciones germinales que influyen en la aparición y progresíon de numerosas pato-
loǵıas malignas, es decir, que están frecuentemente asociadas a las transformaciones que suceden
en los procesos tumorales.
Como la introduccíon a los datos de expresión y de ńumero de copias de DNA, ası́ como a las
técnicas de cuantificación y medida de los mismos han sido ya presentadas en los capı́tulos 1
y 2 respectivamente; en este capı́tulo se presentan directamente las ventajas derivadas de dicha
integracíon junto con los problemas que han motivado el desarrollo del algoritmo implementado.
A continuacíon se detalla la motivación de este trabajo y se describen cada uno de los pasos
llevados a cabo para la integración, aśı como los ḿetodos empleados para el análisis conjunto de
los datos. Para finalizar se muestran los resultados obtenidos con el algoritmo disẽnado aplicado a
un conjunto de datos de Glioblastoma Multiforme.
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3.2 Motivaci ón: Número de copias de DNA (CN) y expresión génica
(GE)
El ańalisis de datos de expresión ha sido utilizado cońexito en la identificacíon de rutas molecu-
lares (pathways) y en la identificacíon de subgrupos o subtipos diferentes de cáncer (Tusher et al.,
2001; Subramanian et al., 2005). Sin embargo, en la caracterización de genes conductores el con-
senso entre diferentes firmas moleculares publicadas en estudios independientes es muy escaso
(Ein-Dor et al., 2005; Fan et al., 2006; Sims, 2009). Por el contrario, los ańalisis publicados sobre
las alteraciones en número de copias del DNA (CNAs) para una misma enfermedad suelen ser bas-
tante consistentes, identificando regiones similares aunque varı́en en tamãno o est́en ligeramente
desplazadas (Beroukhim et al., 2010; Bignell et al., 2010). Las alteraciones genómicas pueden ser
por tanto predictores ḿas fiables y estables en la localización de genes conductores, ya que nor-
malmente implican la amplificación o deleccíon de oncogenes y genes supresores tumorales con
un papel importante en la carcinogénesis.
La principal desventaja del an´ lisis de CNA es que normalmente da como resultado regiones
geńomicas de gran amplitud en las que pueden llegar a incluirse un gran número deloci génicos.
Aparecen aśı dificultades para separar aquellos genes de la región cuya desregulación causa y pro-
mueve el desarrollo del tumor, que denominaremos genes conductores (driv r genes), de aquellos
otros genes que acompañan al estado transformado patológico o que incluso simplemente están
accidentalmente situados en la región con CNA pero que no tienen un efecto causal sobre la en-
fermedad, que denominaremos genes pasajeros (passenger genes). La clave de los estudios de
geńomica funcional que buscan biomarcadores para distintas enfermedadeso estados biol´ gicos
patoĺogicos es encontrar los genes que son verdaderamente causales.
En ciertos casos genes situados en regiones con modificación en el ńumero de copias de DNA
no presentan cambios en sus niveles de expresión, o viceversa, genes que presentan alteracio-
nes en sus niveles de expresión no modifican su ńumero de copias de DNA (gene dosage). Aka-
via y colaboradores postulan que los genes conductores deberı́an presentar ambas caracterı́sticas:
estar amplificados y sobre-expresados o delecionados e infra-expresados (Akavia et al., 2010).
Otros autores demostraron que los genes que están consistentemente sobre-expresados en regio-
nes geńomicas amplificadas son necesarios para el desarrollo tumoral de las células, de modo que
amplificacíon y sobre-expresión recurrentes marcan genes que pueden ser utilizados como poten-
ciales dianas terapéuticas (Bernard-Pierrot et al., 2008; Natrajan et al., 2009). De este modo, una
estrategia eficaz para disminuir el número de genes pasajeros y ayudar a diferenciarlos de los ge-
nes conductores consiste en la integración de informacíon del ńumero de copias de DNA junto con
datos de expresión ǵenica.
En los últimos ãnos han surgido numerosas aproximaciones a este tipo de integración (Pollack
et al., 2002; Kotliarov et al., 2009; Akavia et al., 2010; Turner et al., 2010; Kim et al., 2011). Estas
aproximaciones han demostrado la utilidad de dicha integración a la hora de identificar genes
conductores bas´ ndose en la hiṕotesis de que los cambios de expresión en los genes asociados a
una determinada enfermedad están frecuentemente inducidos por alteraciones genómicas. La idea
fundamental que subyace en este tipo de análisis es la identificación de alteraciones recurrentes
y genes cuyos perfiles de expresión est́en asociados (correlacionados normalmente) con dichas
alteraciones. Sin embargo, la mayorı́a de estos trabajos buscan las relaciones entre los genes de
una manera individual; es decir, utilizan los valores de expresión baśandose en una estrategia gen
a gen sin tener en cuenta las localizaciones cromos´ icas de estos genes.
La aproximacíon que se propone en este capı́tulo est́a basada sin embargo en una exploración
global de la relacíon entre el ńumero de copias de DNA y los niveles de expresión ǵenica. Nues-
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tra aproximacíon se apoya en la hipótesis de que deberı́a existir un comportamiento coḿun a los
genes que están bajo la influencia de CNAs (Ortiz-Estevez et al., 2011). Para analizar este com-
portamiento coḿun se propone la aplicación de un algoritmo de segmentación a los dos tipos de
datos (i.e. ńumero de copias CN y expresión ǵenica GE) de manera independiente. Del mismo
modo que los algoritmos de segmentación dentifican conjuntos de SNPs contiguos en el geno-
ma con el mismo ńumero de copias de DNA; la aplicación del algoritmo de segmentación a los
valores de expresión ǵenica permitiŕa identificar conjuntos de genes con expresión similar en re-
giones geńomicas y reducir posibles efectos de regulación ǵenica que no estén relacionados con
la localizacíon cromośomica.
En (Ortiz-Estevez et al., 2011) se analiza la correlación entre los dos tipos de datos segmentados
(CN y GE) y se demuestra que dicha segmentación mejora las correlaciones encontradas utilizando
los genes de modo independiente. Sin embargo, no se propone una metodologı́a para el ańalisis
y la discriminacíon de las regiones candidatas y de los genes conductores identificados en las
mismas.
3.3 Desarrollo metodoĺogico: Integración de datos de expresión génica
y de datos de ńumero de copias de DNA
El presente capı́tulo describe el desarrollo de un método para la integración de datos procedentes
de microarrays de expresión y de microarrays de DNA basado en las localizaciones cromos´ icas
de ambos tipos de datos publicado en (Fontanillo et al., 2012). Para una mayor facilidad de lectura
abreviaremos los datos de expresión ǵenica como GE y los datos de número de copias de DNA
como CN.
El flujo de ańalisis propuesto se encuentra representado de manera esquemática en la figura3.1
que incluye el preprocesamiento propuesto en (Ortiz-Estevez et al., 2011). En el flujo de trabajo se
muestra que ambos tipos de datos se preprocesan de manera independientey se aplica un algoritmo
de segmentación de manera también independiente a CN y GE. Una vez obtenidos los valores
de ńumero de copia de DNA segmentados y los valores de expresión segmentados se realiza la
integracíon de ambos tipos de datos. El análisis de la asociación entre ambos permitirá seleccionar
las regiones candidatas junto con los genes alterados en cada una de ellas.
3.3.1 Normalización y sumarizacíon
En los caṕıtulos previos se ha comentado la importancia del preprocesamiento en el análisis de
datos de GE procedentes de microarrays (1) y datos de CN procedentes de microarrays de SNPs
(2). En el flujo de ańalisis conjunto de ambos tipos de datos el preprocesamiento se realiza de
forma independiente para ambos.
Por un lado, los datos de GE son preprocesados con RMA (Irizarry et al., 2003a) y, por otro,
los datos de CN son preprocesados con CRMA (Bengtsson et al., 2009). Para ambos algorit-
mos es necesario un fichero de descripción del array (Chip Definition File, CDF) que contie-
ne informacíon sobre el mapeo de las sondas del array. Las sondas de los arraysde expresíon
seŕan agrupadas para cadalocus génico utilizando el mapeo proporcionado porGATExplorer
(http://bioinfow.dep.usal.es/xgate) (Risueno et al., 2010) y las sondas de los arrays de SNPs serán
agrupadas para cada uno de los SNPs mapeados segun las asignaciones proporcionadas porAffy-
metrixusando la plataformaroma.affymetrix(http://www.aroma-project.org).
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Figura 3.1: Esquema del flujo del ańalisis integrado de datos de expresión y número de copias de
DNA - Los pasos iniciales de preprocesamiento y segmentación incluidos en el recuadro gris han sido
adaptados de (Ortiz-Estevez et al., 2011). El resto de pasos incluyen el análisis de la correlación entre




Llamamos segmentación al proceso de dividir un conjunto de datos ordenado en regiones deele-
mentos adyacentes que tienen valores similares. A cada una de estas regiones se le asigna un valor
que representa a todos los datos que pertenecen a la misma.
Entre los diferentes algoritmos de segmentación comentados en2.2.2, se ha utilizado CBS (Cir-
cular Binary Segmentation) (Venkatraman and Olshen, 2007). Dicho algoritmo ha sido aplicado a
los datos de GE y de CN de manera independiente.
Al igual que en el preprocesamiento de los datos de CN descrito en2.2.1, el número de copias de
cada regíon viene determinado por la comparación con una muestra sana de referencia (log2ratio
de sẽnal de la muestra tumoral alteradaversusla sẽnal de la muestra de referencia normal), en los
datos de GE se han utilizado también los valores de expresión relativos a muestras sanas pareadas
(log2ratio de los niveles de expresión de los genes en la muestra tumoralversuslos niveles de
expresíon en la muestra de referencia normal). Esto permite discernir aquellos genes en los que se
produce un cambio en los niveles de expresión en el tumor, de los genes cuyos valores de expresión
son altos en cualquier célula independientemente de si es tumoral.
Para datos de CN los algoritmos de segmentación proporcionan una buena estimación del ńumero
real de copias de DNA, ya que se centran en la búsqueda de los puntos de ruptura donde se
producen estos cambios. En contraposici´ n, la segmentación de GE no es el mejor estimador
para el nivel de expresión propio de un gen, sino una medida indirecta de los efectos sobre la
expresíon de mecanismos de regulación relacionados con la localización geńomica. Al suavizar
los valores de expresión de cada gen teniendo en cuenta la expresión de los genes adyacentes se
est́an considerando sobre todo los efectos asociados a la localización de los genes en el genoma,
como pueden ser la alteración del ńumero de copias de la región u otros mecanismos epigenéticos
como la metilacíon del DNA o la descondensación de la cromatina. De esta manera, se suavizan
o enmascaran los mecanismos de control transcripcional especı́ficos de un gen no asociados a su
locusgeńomico.
La segmentación de datos de expresión plantea un problema añ dido que no está presente en
los datos que provienen de arrays de SNPs. Un SNP es unúnico punto con una localización
concreta en el genoma, sin embargo un gen para el que se tiene unú ico valor de expresión puede
ocupar desde unos pocos cientos hasta decenas de miles de pares de bases. Para los algoritmos de
segmentación cada uno de estos genes tiene que ser considerado de manera puntual, or lo que
para la segmentación se ha utilizado como localización concreta el punto medio dellocusgénico
independientemente del número de pares de bases en las que se extienda el gen.
3.3.3 Emparejamiento de los datos de expresión y número de copias de DNA
El proceso para emparejar los datos de GE y CN no es trivial puesto que las sondas e identifica-
dores utilizados en ambos tipos de datos no son los mismos ni tienen la misma distribución a lo
largo del genoma.
La aproximacíon mayoritaria es la tomada en (Turner et al., 2010) que asigna a cada gen presente
en el microarray de expresión el valor de CN correspondiente a un valor de centralidad, media o
mediana, de los SNPs localizados en el locus de dicho gen. Sin embargo, ocurre que, dependiendo
del tipo de array de SNPs utilizado,únicamente un porcentaje de los genes asociados contienen
algún SNP.
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En (Kotliarov et al., 2009) extienden esta definición y toman para cadaprobesetdefinido en el
microarray de expresión el valor de la media de los SNPs localizados en una ventana de 1 Mbp
alrededor del centro de dichoprobesetlogrando aśı una mayor cobertura. Esta aproximación pre-
senta el inconveniente de que los SNPs tomados para cada uno de losprobe etspueden solaparse.
Además sigue siendo necesaria también la realizacíon de una equivalencia posterior entrep obeset
y gen.
La segmentación tanto de los datos de expresión como de ńumero de copias de DNA hace posible
una nueva aproximación. El algoritmo implementado aprovecha la ventaja de los datos segmen-
tados en los que ya no se dispone de información puntual de cada sonda en posiciones concretas,
sino que las regiones o segmentos abarcan todo el genoma completo. Cada una de los segmentos
calculados para cada tipo de datos está definido por la media del conjunto de SNPs o del conjunto
de genes incluidos en cada uno de ellos. De esta manera, es posible asignar cad gen un valor
de expresíon y de ńumero de copias de DNA correspondiente al valor del segmento en el quese
encuentra. Si en unlocushay uno o ḿas puntos de ruptura que dan lugar a varios segmentos con
valores diferentes para un mismo gen, se asignará a dicho gen el valor del segmento que incluya
una mayor proporción dellocusgénico.
Utilizando los datos segmentados se construyen dos matrices con los valoresde CN segmentados
(sCN) o con los valores de GE segmentados (sGE), respectivamente. Deesta manerasCNij se
corresponde con el valor del número de copias para el geni en la muestraj y sGEij con el valor
de expresíon del geni en la muestraj.
3.3.4 Correlación entre niveles de expresión y número de copias de DNA
En la integracíon de los datos de expresión y de ńumero de copias de DNA la determinación de
la influencia de las CNAs sobre los niveles de expresión de los genes incluidos en las regiones
alteradas adquiere un papel importante. Como se ha indicado al principio deeste caṕıtulo, varios
estudios han demostrado que las CNAs pueden estar relacionadas con modificaci nes similares en
los niveles de expresión de algunos genes especı́ficos (Pollack et al., 2002; Kotliarov et al., 2006;
Bungaro et al., 2009).
En el ańalisis integrado desarrollado, la cuantificación de la influencia o asociación entre CN y
GE se realiza mediante el cál ulo de los coeficientes de correlación dePearsonentre los valores






(sCNij · sGEij) − n · sCNi · sGEi
n · σsCNi · σsGEi
(3.1)
La utilización únicamente del coeficiente de correlación basado en datos segmentados permite
la deteccíon de regiones donde existe una fuerte influencia de las CNAs sobre los valores de
expresíon. Sin embargo, la segmentación sobre GE reduce la sensibilidad y no permite identificar
fácilmente aquellas CNAs que afecta a un número muy reducido de genes o a genes cuyosloci
est́an muy distantes. En el cálculo de sCN las sondas de los arrays de SNPs están homoǵeneamente
distribuidas en el genoma, con la sola excepción de algunas regiones bien localizadas (como los
centŕomeros donde la densidad de sondas es mucho menor que en el resto). Enel cálculo de sGE
esto no sucede ası́, existen regiones genómicas en las que la densidad de genes es muy baja y
la variabilidad de su expresión muy alta. Es por ello que los segmentos obtenidos para los datos
de expresíon son ḿas extensos y consecuentemente, existe una mayor dificultad en la detección
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de puntos de ruptura. Este hecho reduce la sensibilidad en la detección de regiones muy pequeñas
afectadas por las CNAs y plantea un problema en la búsqueda de correlaciones para aquellos genes
en regiones de densidad génica baja y con mucha variabilidad en la expresión de genes cercanos.
Para aunmentar la sensibilidad y evitar la pérdida de estas regiones en el análisis de las correla-
ciones, el algoritmo realiza una búsqueda de genes cuyos valores de expresión difieren significa-
tivamente de la media del segmento en el que se encuentran. Se seleccionanaquellos genes que
son consideradosoutliersen su segmento en un porcentaje de las muestras (por defecto un tercio
de las mismas). Una vez identificados estos genes se recalculan las correlaciones entre los valores
de sCN y sus valores de expresión sin segmentar. Se recuperan ası́ ciertos genes aislados pero sig-
nificativos que se comportan de modo independiente a sus genes más cercanos, que de otro modo
habŕıan quedado ocultos en la segmentación.
3.3.5 Alteraciones consistentes y recurrentes en los niveles de CN y GE
Seǵun la hiṕotesis de la presión selectiva las alteraciones que confieren a la célula tumoral una ven-
taja sobre el resto son mantenidas, con lo que las alteraciones comunes observada en un elevado
número de muestras serán probablemente ḿas importantes en el desarrollo de la enfermedad que
aquellas que se producen en un número muy pequẽno de muestras, aunque sean de una intensidad
mayor.
A la hora de identificar regiones clave buscaremos por tanto aquellas que se producen de manera
recurrente y consistente. Esta alteración recurrente”significa alterada en una alta proporción de
los individuos, y çonsistente”significa alterada de la misma forma en ambos tipos de datos (es
decir, una ganancia en CN que conlleve una sobre-expresión de los genes en la región o una
pérdida en CN que conlleve una infra-expresión de los genes en la región). De esta manera se
discriminaŕa aquellos genes pasajeros que o bien no ven modificada su expresión o b en esta
expresíon est́a regulada por otros factores independientes del número de copias de DNA.
Para acometer la búsqueda de estas alteraciones consistentes y recurrentes se realiza unńalisis
basado en la estratificación en categorı́as de los segmentos en ambos tipos de datos. De este modo,
las regiones geńomicas se clasifican en diferentes categorı́as dependiendo de los valores de CN y
de GE.
En los datos de CN las categorı́as en las que se discretizan los segmentos también son 3:
1. Ganancia en el ńumero de copias de DNA (3 copias o más) (Gained, G)
2. Ṕerdida en el ńumero de copias de DNA (1 copia o menos) (Lost, L)
3. Sin cambios en el ńumero de copias de DNA (2 copias) (No Changed, N)
Los segmentos de GE son discretizados en 3 categorı́as:
1. Regulados sobre-expresados (Up-regulated, U)
2. Regulados infra-expresados o reprimidos (Down-regulated, D)
3. Sin cambios en la expresión (No Changed, N)
La combinacíon de los dos tipos de estratificaciones permite la discretización de las regiones
geńomicas en 9 categorı́as representadas en la tabla de contingencia presentada en la figura3.2.
La discretizacíon de los datos en estos 9 estados se realiza a partir de los valores de sGE yde
sCN para cada gen en cada una de las muestras obtenidos del emparejamiento de los dos tipos de
datos explicado en la sección 3.3.3. La determinacíon de los estados o categorı́as establecidos es
independiente para cada tipo de datos y se realiza de forma análog a la descrita en el capı́tulo 2
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Figura 3.2: Posibles estados para cada región
basados en la categorización de los segmentos
de CN y de GE- De acuerdo a las categorı́as es-
tablecidas para los datos de número de copias de
DNA (Ganancia, Ṕerdida y No Cambio) y de ex-
presíon (Sobre-expresión, Infra-expresíon y No
Cambio) las regiones pueden clasificarse en 9 es-
tados diferentes mostrados en la tabla de contin-
gencia.
en la seccíon 2.2.3. Esto es, tomando las distribuciones de los valores de expresión y de ńumero
de copias para el conjunto de genes mapeados en ambos tipos de datos se identifican los valores
at́ıpicos uoutliers de estas distribuciones, que se eliminarán para el ćalculo de los umbrales. A
continuacíon se utiliza un algoritmo de agrupamiento (K-means) en 3 clases o clústers para ca-
da tipo de datos de manera independiente. Se establecen como umbrales de ganancia y ṕerdida
y sobre-expresión e infra-expresión los ĺımites o fronteras entre las clases determinadas por el
algoritmo de agrupamiento.
Utilizando estos umbrales para cada muestra se clasifican los genes en las 9 categoŕıas descritas.
De estas 9 categorı́as resultan interesantes aquellas que implican la alteración consistente en am-
bos tipos de datos, es decir, cuando la sobre-expresión (up U) est́a asociada con un aumento del
número de copias de DNA (gain G) y cuando la infra-expresión ǵenica (downD) est́a asociada
con la ṕerdida (lossL) de alguna de las copias de DNA. Estas categorı́as (U-G y D-L) est́an mar-
cadas en rojo y verde respectivamente en la tabla de contingencia de la figura 3.2. El algoritmo
buscaŕa aquellos genes que de manera recurrente se encuentran en estas categoŕıas en la mayorı́a
de las muestras. Es decir, se buscarán patrones comunes de modulación de los genes mediante el
ańalisis de todas las muestras.
La determinacíon de los patrones recurrentes o comunes se realiza mediante el análisis de las
distribuciones de frecuencias empı́ricas para las categorı́as U-G y D-L mencionadas anteriormente.
En estas distribuciones se identifican aquellos genes con una frecuenciad alteracíon por encima
del cuantil 90 (C90).
A partir de los genes identificados se establecen las regiones genómicas recurrentemente alte-
radas de manera que cada una de estas regiones estará formada por los genes en localizaciones
cromośomicas contiguas con una frecuencia de alteración U-G y D-L por encima del umbral es-
tablecido. Cuando existan dos de estas regiones recurrentes separadas por 3 o menos genes serán
combinadas en unáunica regíon con los ĺımites de comienzo y fin marcados por el inicio de la
primera regíon y el fin de la segunda respectivamente.
3.3.6 Identificación de regiones geńomicas clave en la alteracíon
El método desarrollado identifica por un lado regiones candidatas con una altacorrelacíon entre
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Figura 3.3: Distribuci ón de densidad de los
coeficientes de correlacíon para los datos de
GBM - En morado se representa el número de
genes totales, considerando todas las muestras,
con correlaciones significativas (r≥ 0.60) entre
los niveles de expresión ǵenica y el ńumero de
copias de DNA para los datos de GBM. En azul
se representa el número de genes con correlacio-
nes no significativas (r≤ 0.60).
muestras testadas para ambos tipos de datos. Una región geńomica seŕa definida como clave en el
desarrollo y progresión tumoral si y śolo si cumple ambas condiciones. Es decir, la frecuencia de
alteracíon de la regíon es elevada y además la CNA determina la desregulación de los genes aso-
ciados a la misma. Estas regiones clave son regiones candidatas a contenerl s genes conductores
causales asociados con la enfermedad o el tipo de cáncer analizado.
3.4 Aplicación a un conjunto de muestras de Glioblastoma Multifor-
me (GBM)
El método disẽnado ha sido aplicado a un conjunto de datos sobre muestras de Glioblastoma
Multiforme (GBM), que es el tumor ḿas coḿun y de peor prońostico de los tumores del siste-
ma nervioso central con una mediana de supervivencia de aproximadamente 14 meses (Furnari
et al., 2007). Los datos para el an´ lisis con el algoritmo desarrollado han sido tomados del estudio
(Kotliarov et al., 2006) que consta de 64 muestras de tumores de pacientes de GBM de los que se
han hibridado tanto microarrays de DNA como microarrays de expresión. En concreto, para DNA
se ha utilizado el modeloGenechip Human Mapping 100KdeAffymetrixy para el ańalisis de los
niveles de expresión ǵenica elGenechip Human Genome U133 Plus 2.0. A parte de las muestras
tumorales y para tener una referencia con la que poder comparar se hanhibridado tambíen arrays
de ambos tipos con 21 muestras no tumorales de cariotipo normal, tomadas de resecciones del
lóbulo temporal de paciences epilépticos.
3.4.1 Correlación entre CN y GE en muestras de GBM
Aproximadamente el 55 % de los 21281 genes humanos mapeados (versión h37 delGenome Refe-
rence Consortium, GRC) en ambos tipos de datos están relacionados con un coeficiente de corre-
lación dePearsonr > 0.60, correspondiente con un p-valor ajustado con el método deBonferroni
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Figura 3.4: Boxplots con
las frecuencias de altera-
ción conjunta para CN y
GE en GBM - Distribucio-
nes de densidad del número
de muestras de GBM asig-
nadas a cada una de las 9
categoŕıas (U-G, N-G, D-
G, U-N, N-N, D-N, U-L N-
L D-L) para todos losloci
génicos humanos.
<0.005. El elevado porcentaje de genes correlacionados muestra la influencia d l ńumero de co-
pias de DNA sobre los valores de expresión de los genes. Siendo más astringente en la selección
del umbral ḿınimo de correlacíon la cobertura se ve reducida al 26 % de los genes para un umbral
de correlacíon r> 0.70 y a un 6 % de los genes para un r> 0.80. La figura3.3muestra el ńumero
de loci génicos para los diferentes valores de correlación, en la que se aprecia que la mayorı́a pre-
senta correlaciones significativas entre los datos sCN y sGE. Se considera regiones con valores
de correlacíon significativa aquellas regiones formadas por al menos dosloci génicos contiguos en
los que el coeficiente de correlación es mayor de 0.60 (r> 0.60) correspondiente con un p-valor
< 0.005 (corregido mediante el método deBonferroni).
3.4.2 Frecuencia combinada de alteracíon de CN y GE en muestras de GBM
Partiendo de los datos emparejados de sCN y sGE se han estratificado los genes en las 9 categorı́as
representadas en la tabla de contingencia3.2. La figura3.4presenta las distribuciones del número
de muestras en cada categorı́a para todos los genes.
Como cabŕıa esperar, la categorı́a de no cambio (N-N) es la ḿas frecuente. La mayorı́a de los genes
no presentan ninguna alteración ni en el ńumero de copias de DNA ni en sus niveles de expresión,
mientras que en categorı́as como D-G o U-L (correspondientes a tendencias opuestas entre GE
y CN) no existen apenas genes (tan sólo 4) y adeḿas presentan esta tendencia en un n´ mero
muy pequẽno de muestras (siempre en menos de 5 muestras). Por otro lado, en las categoŕıas de
inteŕes, es decir, regiones donde se produce una sobre-expresión colocalizada con una ganancia
de CN (U-G) o una infra-expresión colocalizada con una pérdida de CN (D-L), se observa que un
número reducido de genes aparece alterado en ambos tipos de datos en un porcentaje elevado de
las muestras (ḿas de 30 muestras de las 64 analizadas).
El ańalisis de las distribuciones de frecuencias empı́ricas en estas categorı́as permite establecer
un umbral correspondiente al cuantil del 10 % de frecuencias superiores. La determinación de los
loci más frecuentemente asignados a estas categorı́as se corresponde con los genes que aparecen
alterados en el 20 % y el 17 % de las muestras para las categorı́as U-G y D-L, respectivamente.
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Figura 3.5: Frecuencias de alteracíon de GE y CN para datos de GBM- Porcentaje de muestras al-
teradas en cada localización geńomica para cada cromosoma ordenados del 1 al 22, uno a continuació
de otro. En rojo y rosa el porcentaje de muestras con sobre-expr síon y aumento CN respectivamente.
El porcentaje de muestras con infra-expresión est́a marcado en verde y con una disminución del ńume-
ro de copias de DNA en verde claro superpuesto. Las lı́neas azules marcan una frecuencia de alteración
en el 25 % de las muestras.
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Se establecen como regiones candidatas aquellas formadas por uno o másloci contiguos con fre-
cuencias de alteración por encima de los umbrales establecidos. Estas regiones candidatas se co-
rresponden con regiones en los cromosomas 7, 19 y 20 para U-G y regiones en los cromosomas
10, 13 y 22 para D-L. En la representación esqueḿatica de estas alteraciones en la figura3.5se ob-
servan como las mayores frecuencias se localizan en dichos cromosomas.En l figura tambíen se
puede ver que la mayorı́a de las CNAs y los cambios de expresión se superponen en el genoma, lo
que indica una fuerte asociación entre ambos tipos de datos, reportada también en (Ortiz-Estevez
et al., 2011). Existen sin embargo algunas regiones (como el brazo p del cromosoma 6el cro-
mosoma 21) en las que se observa que la sobre-expresión de los genes situados en estosloci no se
corresponde con un aumento de CN. Se puede suponer que esta no correspondencia debe obedecer
otros mecanismos de regulación transcripcional distintos en los que no se produce esa asociación
entre CN y GE.
3.4.3 Identificación de genes conductores en regiones candidatas para GBM
Como se ha descrito anteriormente, el método desarrollado identifica como regiones candidatas
aquellas que presentan una alta correlación entre los valores de CN y GE y que, además, est́an
frecuentemente alteradas en el mismo sentido de manera consistente. La figura 3.6 muestra una
visión global de estas dos caracterı́sticas para cada región en los 22 autosomas humanos. En ella
se representan el porcentaje de muestras con alteraciones (elárea rosa representa el porcentaje
de muestras U-G y eĺarea verde el porcentaje de muestras D-L) y la correlación (r) entre los
valores de CN y GE (en azul correlaciones no significativas, r≤ 0.60, y en rojo correlaciones
significativas, r> 0.60) para las muestras de GBM.
Imponiendo esta doble condición se obtienen las regiones alteradas de manera recurrente y consis-
tente que se corresponden con los cromosomas 7, 10, 13q, 14q, 20 y 22q. Las regiones candidatas
obtenidas son consistentes con las alteraciones previamente descritas. Poejemplo, en el trabajo
(de Tayrac et al., 2009), donde se reportan ganancias en los cromosomas 7 (73 %) y 20 (16 %) y
pérdidas en 10 (58 %), 13q (31 %) y 22q(21 %); y en el trabajo de (Ruano et al., 2006) en el que
tambíen se identifican como regiones clave los cromosomas 7, 10, 13 y 20.
Los regiones ḿas significativas identificadas se muestran de manera detallada en las tablas3.4.3y
3.4.3, tanto para las regiones que muestran ganancia y sobre-expresión como para las regiones que
muestran ṕerdida e infra-expresión, respectivamente. Estas tablas contienen información acerca
del tamãno de la regíon (posiciones de comienzo y fin en Megabases (Mb)), frecuencia mediad
alteracíon de la regíon (porcentaje de muestras) y valor medio de la correlación (r) entre los valores
de sCN y sGE. Las correlaciones calculadas con los valores de expresión sin segmentar para los
genes con valores de expresión muy diferentes del resto de su segmento aparecen marcadas con
*. Además se indica el ńumero de genes totales que comprende la región y se sẽnalan los genes
previamente asociados con algún tipo de ćancer (seǵun el censo de genes de cáncer del Sanger
Center:Cancer Gene Census List, http://www.sanger.ac.uk/genetics/CGP).
Las alteraciones ḿas importantes y frecuentes en Glioblastoma son la amplificación del cromoso-
ma 7 y la deleccíon del cromosoma 10 (Ohgaki et al., 2004), hecho que corrobora las frecuencias
de alteracíon encontradas en los datos analizados. Los resultados para estos crom omas obtenidos
con el ḿetodo propuesto han sido ampliados en la figura3.7. Las alteraciones abarcan práctica-
mente los cromosomas completos en más del 50 % de las muestras, aunque también se observa que
existen pequẽnas regiones en las que la influencia de las alteraciones en el núm ro de copias no se
corresponde con la desregulación de la expresión ǵenica (son pequeñas zonas con correlaciones
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Figura 3.6: Esquema de las regiones candidatas en GBM- Gráfico de los 22 autosomas. El eje X
representa las localizaciones genómicas en cada cromosoma. Los puntos azules y rojos diferencian las
correlaciones no significativas (r≤ 0.60) y significativas (r> 0.60). Lasáreas rosa y verde señalan el
porcentaje de muestras en las categorı́as U-G y D-L respectivamente.
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Start End Frequency Correlation Number Cancer
Chr Cytobands (Mb) (Mb) U-G ( %) (average r) of genes genes
7 p22.3-p21.3 14 12407 54 0.75 70 CARD11, PMS2
7 p21.2,p21.1 13981 18582 48 0.83 15 ETV1
7 p21.1 20736 20825 50 0.81 2
7 p15.3,p15.2 22277 26373 50 0.85 21 HNRNPA2B1
7 p15.2 26682 27830 50 0.68 15 HOXA11, HOXA13, HO-
XA9
7 p14.3 29901 33407 50 0.78 25
7 p14.3,p14.2 34693 36658 48 0.72 8
7 p14.1-p12.1 37857 50759 50 0.72 63 IKZF1
7 p11.2 54820 54827 59 0.77 * 1 SEC61G
7 p11.2 55087 55275 61 0.77 * 1 EGFR
7 p11.2 55572 56044 59 0.70 5 (VOPP1)
7 p11.2-q11.21 57270 66582 57 0.66 18 SBDS
7 q11.22-q21.2 69661 91852 58 0.68 104 ELN, HIP1, AKAP9
7 q21.2,q21.3 92738 97976 57 0.72 32
7 q22.1-q34 98456 141707 56 0.71 278 MET, SMO, BRAF,
CREB3L2, PIK3CG
7 q34-q36.3 141955 158879 56 0.75 121 EZH2, MLL3, PIP
20 p13-q13.33 73 62897 26 0.83 464
Tabla 3.1: Regiones candidatas sobre-expresadas y ganadas (U-G).
Start End Frequency Correlation Number
Chr Cytobands (Mb) (Mb) D-L ( %) (average r) of genes Genes
10 p13-p12.2 16746 24410 60 0.64 28 MLLT10
10 p12.1-p11.22 25190 47922 60 0.63 79 KIF5B, RET
10 p11.2 38239 38265 61 0.60 * 1 ZNF25
10 q11.22,q11.23 49204 53405 63 0.68 42 NCOA4
10 q21.1-q23.1 59989 82352 64 0.65 130 CCDC6, FAM22B,
MYST4, PRF1
10 q23.1, 84191 87743 66 0.66 7
10 q23.31-q23.33 91498 97024 67 0.62 36 LGI1
10 q24.1 97391 97763 66 0.62 4
10 q24.1-q26.3 98081 134474 69 0.67 196 FGFR2, NFKB2, SUFU,
TCF7L2, TLX1, MXI1,
VTI1A
13 q12.13,q12.2 27693 28017 28 0.60 5
13 q12.2,q12.3 28367 30382 30 0.61 12 CDX2, FLT3
13 q13.3-q21.2 35882 61059 35 0.73 103 FOXO1, LCP1, LHFP,
RB1
13 q22.2-q31.1 76452 80913 37 0.63 13
13 q32.1-q33.2 95813 106131 33 0.64 34
13 q33.3 108171 108931 28 0.95 4
13 q34 110423 111549 23 0.89 8
14 q11.2-q24.2 19686 70583 18 0.75 315 BCL2L2, CCNB1IP1,
NIN, NKX2-1
14 q24.2,q24.3 73223 76275 17 0.69 44
14 q24.3,q31.1 77826 80673 17 0.75 9
22 q11.1-q13.33 16158 51225 25 0.73 398 BCR, CHECK2, CLTCL1,
EWSR1, MN1, MYH9,
NF2, PDGFB, SMARCB1
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Figura 3.7: Esquema de las alteraciones de los cromosomas 7 y10 en GBM - Vista detallada de
los cromosomas 7 y 10. El eje X representa las localizacionesgeńomicas en cada cromosoma. Los
puntos azul y rojo representan las correlaciones no significativas (r≤ 0.60) y significativas (r> 0.60),
respectivamente. Laśareas rosa y verde señalan el porcentaje de muestras en las categorı́as U-G y D-L.
La alteracíon de estos dos cromosomas está fundamentalmente asociada con la sobre-expresión
del gen EGFR y la infra-expresión del gen PTEN, respectivamente. El gen EGFR se encuentra
sobre-expresado y sulocuscon un incremento en el número de copias de DNA en más del 60 %
de las muestras analizadas y constituye la alteración más frecuente en GBM. Esta alteración de
EGFR se asocia con genes enloci cercanos que regulan su función. Aśı por ejemplo, VOPP1
(conocido como ECOP: (EGFR coamplified and overexpresed protein) aparece también alterado
muy significativamente y está en la regíon adyacente a EGFR (ver tabla3.4.3), aunque no es un
gen anotado en el censo de genes de cáncer (por ello se incluye entre paréntesis). La alteración
de PTEN en GBM es ḿas discutida. Revisiones como (Reifenberger and Collins, 2004) sẽnalan
que la alteracíon de este gen aparece en aproximadamente la mitad de los GBMde novo, pero
en śolo un 10 % de los GBM desarrollados a partir de gliomas de menor grado. La variabilidad
en las frecuencias de alteración publicadas para PTEN en diferentes subtipos de GBM concuerda
con la variabilidad en perfiles de expresión y de ńumero de copias observados para PTEN en las
muestras de GBM analizadas. Además, el nivel de expresión de este gen no se ve afectado en gran
medida por las CNAs en sulocus: la correlacíon observada entre GE y CN es tan sólo de r= 0.38.
Estos hechos señalan que PTEN quiźas no sea el mejor macador genómico que caracteriza GBM y
tambíen por ello no lo detecten nuestros análisis de modo consistente. Por otro lado, la alteración
de este gen ha sido asociada también a la ṕerdida de genes supresores tumorales adicionales en
el cromosoma 10, como LGI1 (Chernova et al., 1998) y MXI1 (Wechsler et al., 1997), que si se
observan alterados y están incluidos en la tabla.
3.5 Discusíon
La integracíon de datos geńomicos de ńumero de copias de DNA junto con datos transcriptómicos
de expresíon ǵenica facilita la identificación de genes conductores implicados en el desarrollo de
enfermedades complejas en las que la inestabilidad genómica juega un papel fundamental, como
es el caso del ćancer. En este capı́tulo se ha presentado un método para la identificación de al-
teraciones en CN asociadas a cambios diferenciales en GE comunes en la aparición o desarrollo
de un estado patol´ gico. El ḿetodo se propone también como herramientáutil para la b́usqueda
de genes conductores causales de un proceso tumoral bajo la hip´ tesis de que los cambios de ex-
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presíon asociados a un determinado tipo de cáncer son inducidos frecuentemente por alteraciones
geńomicas.
La utilización de algoritmos de segmentación sobre lo datos de expresión reduce los efectos sobre
los niveles de expresión ǵenica no relacionados con sus localizaciones cromos´ icas. Mediante
la segmentación las sẽnales de sobre-expresión o infra-expresíon de genes enloci muy cercanos se
suavizan y por ello si los efectos de la regulación no est́an vinculados a las posiciones genómicas
tienden a cancelarse. La relación entre CN y GE que se mantiene tras la segmentación seŕa por
tanto aquella principalmente asociada a la localización geńomica. Tras estos an´ lisis, las discre-
pancias que puedan seguir existiendo entre los cambios en CN y los cambios de GE seŕan debidas
a otros tipos de regulación, como: regulación epigeńetica, metilacíon de DNA o metilacíon, aceti-
lación y fosforilacíon de histonas (Wilson et al., 2006; Jones and Baylin, 2007), etc. El ańalisis de
las regiones donde existen estas discrepancias constituye un punto de parti a ra descubrir otro
tipo de regulaciones, abriendo la puerta a la integración por ejemplo de datos epigenéticos como
la realizada en (Stransky et al., 2006). En todo caso, el análisis previo de CN y GE utilizando
segmentación tiene la ventaja de reducir los efectos de regulación no asociados a la localización
geńomica.
Otra ventaja del ḿetodo desarrollado derivada de la utilización de algoritmos de segmentación es
la posibilidad de integrar datos provenientes de arrays de diferente resolución sin tener que recurrir
al mapeo de sondas de un array a otro y al promediado de sondas con la consiguiente ṕerdida de
informacíon y cobertura.
El método de integración de datos y ańalisis ha sido aplicado a datos de cán er GBM identifićando-
se regiones con alteraciones recurrentes de CN en las que se enmarcangenes cuya alteración es
clave en el desarrollo de la enfermedad. Los resultados obtenidos son consistentes con alteraciones
previamente publicadas en otros trabajos (de Tayrac et al., 2009; Ruano et al., 2006). La presencia
de oncogenes y genes supresores tumorales previamente conocidos y asociados con la aparición y
progresíon de GBM en los resultados obtenidos avala el m´ todo desarrollado. El resto de regiones
candidatas y genes identificados pueden constituir un punto de partida para l v lidacíon de nuevos
genes conductores de GBM y estudios posteriores de la progresi´ n de la enfermedad.
Aunque la utilizacíon de datos de GE reduce el tamaño y el ńumero de regiones candidatas respecto
a las que se obtendrı́anúnicamente utilizando datos de CN, en muchas de las regiones resultantes
en el ańalisis de GBM la mayorı́a de los genes ven alterada su expresión y no es dif́ıcil elegir
de entre ellos un gen conductor concreto. Por un lado, es posible que estas r giones contengan
varios de genes conductores, cada uno de ellos contribuyendo en part de manera individual al
desarrollo tumoral, pero que en conjunto tengan un efecto oncogé ico aditivo. Por otro lado, tam-
bién es posible que algunos de los genes con cambios significativos en sus perfile de expresión
sean simplemente genes pasajeros cuya sobre-expresión o infra-expresíon no confiera una ventaja
para el origen del tumor. La discriminación o determinación de genes conductores frente a genes
pasajerośunicamente podrı́a hacerse mediante estudios funcionales examinando los efectos de la




Algoritmo de análisis biológico
funcional: GeneTerm Linker
4.1 Introducci ón: Análisis biológico funcional
El presente capı́tulo est́a centrado en la b́usqueda y el ańalisis de las funciones y procesos en los
que est́an implicados conjuntos de genes derivados generalmente de experimentosd alto rendi-
miento a gran escala. Cuando se estudian las caracterı́sticas de una enfermedad o las consecuencias
de la aplicacíon de un estı́mulo sobre una ćelula u organismo, este estudio no concluye general-
mente con una lista de los genes diferencialmente expresados o alterados junto con sus p-valores.
A menudo los investigadores recorren esa lista escogiendo manualmente aquellos genes que les
resultan ḿas interesantes para el proceso estudiado y dirigen la interpretación de los resultados
hacia procesos conocidos. Para evitar el sesgo y proporcionar unaproximacíon más exhaustiva
y dirigida por los datos es necesario un análisis de lospathwayso funciones (Khatri et al., 2012).
Este ańalisis se denomina an´ lisis de enriquecimiento funcional (Functional Enrichment Analy-
sis). Sin embargo, muchas veces este tipo de análisis no es aplicado debido a que los resultados
obtenidos con la mayorı́a de las herramientas disponibles son incluso más dif́ıciles de interpretar
y resumir que la lista de genes inicial. Es común que tras realizar un an´ lisis de enriquecimiento
funcional sobre una lista de varios cientos de genes se obtengan variaslistas con cientos de fun-
ciones enriquecidas, tras lo cual el investigador termine eligiendo de nuevo de esas listas aquellas
funciones que le resultan más interesantes.
En este caṕıtulo se hace una breve introducción de conceptos necesarios para entender el análisis
de enriquecimiento funcional planteando sus principales desventajas y necesidades de mejora. Se
describe a continuación el ḿetodo desarrollado para la simplificación de los resultados obtenidos
con las herramientas de enriquecimiento funcional,GeneTerm Linker, que facilita la interpreta-
ción de las funciones biol´ gicas sobre-representadas. Se muestran también los resultados de la
validacíon del ḿetodo con conjuntos de genes seleccionados ası́ como su aplicación a datos de
experimentales.
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4.1.1 Principales espacios de anotación biológica
El ańalisis de enriquecimiento funcional está basado en la utilización de bases de datos de anota-
ciones bioĺogicas que incluyen grupos de genes asociados a funciones biológicas especı́ficas como
vı́as de sẽnalizacíon celular, v́ıas metab́olicas, procesos celulares, etc. Esta información carac-
teŕıstica de los genes es necesario que pueda ser consultada de una manerasencilla y autoḿatica.
Entre las bases de datos más utilizadas en este tipo de análisis se encuentranGene Ontology(GO),
Kyoto Encyclopedia of Genes and Genomes(KEGG) yUniProt.
4.1.1.1 Ontoloǵıa de genes:Gene Ontology(GO)
Gene Ontologyo GO (Ashburner et al., 2000; Consortium, 2010) es un repositorio de atributos
de genes y sus productos con un vocabulario controlado que constituye, hoy por hoy, una de las
principales bases de datos de conocimiento biológico.
Debido a que una parte importante de los genes que especifican las funciones b ĺogicas b́asicas
est́an compartidos por todos los organismos eucariotas, el conocimiento del papel de una protéına
en un organismo puede ser extrapolado a otros organismos. Basándose en esta premisa, el trabajo
delGO Consortiumconsistío en producir un vocabulario controlado y estructurado que describiese
el papel de los genes y sus productos dentro de cualquier organismo. Para ello se crearon tres
ontoloǵıas independientes:
(i) Procesos bioĺogicos (Biological Process, GO-BP), se refiere a un objetivo biológico en el
que contribuye el gen. Un proceso está compuesto por un conjunto de funciones molecu-
lares que, a menudo, implican una transformación qúımica o f́ısica. Ejemplos de proceso
biológico se consideran ‘crecimiento celular y mantenimiento’ o ‘transducción de sẽnales’.
(ii) Funciones moleculares (Molecular Functions, GO-MF), se define como una actividad bio-
qúımica de un producto ǵenico. Describe la actividad realizada, pero no dón e ni cúando
sucede. Ejemplos de funciones moleculares pueden ser ‘enzima’ o ‘kinasa’.
(iii) Componentes celulares (Cellular Components, GO-CC), se refiere al lugar de la célula don-
de est́a activo un determinado producto génico. Ejemplos pueden ser ‘retı́culo endopĺasmi-
co’ o ‘nucleosoma’.
Las relaciones entre los genes o productos génicos con los t́erminos de la ontologı́a no son uńıvocas
sino de tipo uno a muchos, permaneciendo ası́ fiel a la realidad bioĺogica en la que un mismo gen o
protéına puede verse involucrado en más de un proceso simultáneamente. Un ejemplo de términos
y relaciones en las tres ontologı́as puede verse en la figura4.1
La ventaja de usar ontologı́as es la capacidad de representar no sól las entidades, sino también
las relaciones existentes entre ellas. El desarrollo y uso de un vocabulario biológico controlado y
estructurado en GO representa el conocimiento biológ co actual y a la vez permite organizar los
nuevos conocimientos que sean añadidos con posterioridad. Además permite el acceso de forma
más sencilla a la información, tanto para las personas como para las herramientas computacionales
construidas para su manejo.
4.1.1.2 Vı́as metab́olicas y de sẽnalización: Kyoto Encyclopedia of Genes and Genomes(KEGG)
La enciclopedia KEGG,Kyoto Encyclopedia of Genes and Genomeses una base de datos que
contiene informacíon de las funciones a alto nivel de un sistema biológico como la ćelula, el orga-
nismo y el ecosistema, integrando información que va desde un nivel molecular hasta genómico
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Figura 4.1: Ontoloǵıas ǵenicas(GO) - Ejemplo de representación de los 3 espacios de categorı́as
ontológicas que incluyeGene Ontology(GO).
(Kanehisa and Goto, 2000). La parte ḿas completa de KEGG corresponde a las vı́as y rutas me-
tab́olicas y de sẽnalizacíon (pathways). Ésta es la parte que se utilizará en el presente capı́tulo
como espacio de anotación.
El disẽno global actual de KEGG es modular, integra hasta 16 bases de datos diferentes que se
incluyen dentro de 3 categorı́as ḿas generales (Kanehisa et al., 2010) (Kanehisa et al., 2012):
(i) Información geńomica (Genomic Information), que consiste en bloques de construcción
moleculares formados por genes y proteı́nas.
(ii) Información qúımica (Chemical Information), que incluye biomoĺeculas pequẽnas (meta-
bolitos y productos/sustratos celulares), reacciones entre ellas y otras estructuras qúımicas
derivadas de estas reacciones.
(iii) Información de sistemas (Systems Information), que integra los bloques de información an-
teriores en diagramas de interacciones moleculares, reacciones y redesrelacionales. Incluye
los mapas de v́ıas y rutas moleculares, jerarquı́as funcionales, enfermedades (entendidas
como alteraciones de las rutas) y drogas (entendidos como alteradores delas rutas).
Como se puede ver, la mayor parte de la información contenida en KEGG es modular y gradual,
esto es, unos paquetes de información son construidos a partir de otros hasta llegar a contener
informacíon de las funciones sistémicas de la ćelula o el organismo. Todo el conocimiento ex-
perimental de esas funciones sistémicas es ãnadido y organizado de tres formas diferentes: como
un mapa de las rutas metabólicas y de sẽnalizacíon (Pathway map), como listas de componentes
biomoleculares (Simple list), o como datos estructurados de una manera jerárquica (Hierarchical
list). Un ejemplo asociado a la leucemia mieloide crónica puede verse en la figura4.2 tomada de


















Figura 4.2: Tipos de representacíon de información en KEGG - El ejemplo muestra (a) el pathway para leucemia mieloide cróni a (hsa05220), (b) los elementos
asociados con leucemia mieloide crónica en KEGG DISEASE (H00004) y (c) parte de la estructura je´ rquica para la clasificación de enfermedades humanas
(br08402). Adaptado de (Kanehisa et al., 2010).
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4.1.1.3 Estructura y funci ón de protéınas: Integrated repository of protein families, domains
and functional sites(InterPro)
La función de cada proteı́na est́a intŕınsecamente ligada a su estructura. La secuencia primaria
de aminóacidos que la integra, los plegamientos secundario, terciario y cuaternario, aśı c mo su
interaccíon con otras proteı́nas y otras biomoléculas para formar macroestructuras más complejas
(complejos proteicos) definen sus caracterı́sticas y funciones. En este sentido es importante encon-
trar patrones en su estructura puesto que pueden estar ligados a determinados comportamientos o
funciones celulares. Una fuente de información para obtener este tipo de datos es InterPro (Hunter
et al., 2012). InterPro (www.ebi.ac.uk/interpro/) es una base de datos de familias de protéınas esta-
blecidas en base a modelos y patrones que integran información de alineamientos de secuencias e
identificacíon de dominios y de sitios funcionales. Está estructurado también de manera jerá quica,
como se puede apreciar en la figura4.3en la que se muestra la estructura de la familia de proteı́nas
tirosina quinasa.
Figura 4.3: Estructura de una familia de protéınas en InterPro - El ejemplo muestra la estructura
jerárquica de la familia de proteı́nas tirosina quinasa en InterPro. (Fuente: www.ebi.ac.uk/interpro).
InterPro est́a formado por un consorcio de bases de datos independientes que son:PROSITE (Hulo
et al., 2008), PRINTS (Attwood et al., 2003), Pfam (Finn et al., 2010), ProDom (Bru et al., 2005),
SMART (Letunic et al., 2012), TIGRFAMs (Haft et al., 2003), PIRSF (Nikolskaya et al., 2006),
SUPERFAMILY (Wilson et al., 2009), PANTHER (Mi et al., 2010) y Gene3D (Lees et al., 2012).
Cada una de estas bases de datos utiliza metodologı́as y algoritmos diferentes, ası́ como diferentes
tipos de informacíon biológica de protéınas para inferir patrones. Todas estas bases de datos tienen
un tamãno similar, sin embargo difieren en contenido y pueden considerarse complementarias. La
integracíon de estas bases de datos se realiza de forma manual por expertos evitando duplicidades
y redundancias. Ası́, esta integración y unificacíon proporciona una mayor cobertura además de
unos resultados ḿas fiables y permite, en algunos casos, buscar las relaciones biológicas existentes
entre los diferentes patrones constituyentes.
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4.2 Motivaci ón: Problemas del ańalisis biológico funcional
El ańalisis de enriquecimiento funcional, normalmente citado comoFunctional Enrichment Analy-
sis (EA) (Huang et al., 2009a), facilita la tarea de inferir implicaciones funcionales en conjuntos
de genes o conjuntos de proteı́nas que cooperan. El problema de las técnicas de enriquecimiento
subyace en la redundancia de sus resultados, incluyendo, en muchos casos, informacíon trivial
que puede contribuir a enmascarar otras realidades biológicas ḿas relevantes presentes en el estu-
dio realizado. El ańalisis de enriquecimiento funcional clásico no se centra en la solución de los
problemas derivados de la repetitividad y el solapamiento de los diferentesespacios de anotación.
Aśı por ejemplo podemos encontrar frecuentemente problemas como:
(i) Redundancia: Existen numerosos términos redundantes, repetidos en los diferentes espa-
cios de anotación (por ejemplo GO:0007049:cell cycley KEGG hsa04110:cell cycle) o
términos equivalentes con el mismo significado biológico (por ejemplo GO:0007049:cell
cycley GO:0022402:cell cycle process).
(ii) Imprecisión: Sesgo causado por la anotación demasiado frecuente de términos geńericos,
inespećıficos, poco precisos en los espacios de anotaci´ n (por ejemplo GO:0050789:protein
bindingque incluye alrededor del 40 % de los genes deHomo Sapiensanotados en GO-MF).
(iii) Falta de anotacíon: Carencias en la anotación de genes ampliamente conocidos, como
es el caso de NRAS, que no está anotado al t́ermino GO:0043410:positive regulation of
MAPKKK cascade, y, sin embargo, es par´ logo al gen HRAS que cumple un papel impor-
tante en la v́ıa de sẽnalizacíon de MAPK kinasas.
En este marco, se plantea la necesidad de solventar los problemas descritosy ot as dificultades que
surgen a la hora de interpretar los resultados derivados de análisis bioĺogicos funcionales comple-
jos. Lograr una simplificación de estos resultados es fundamental, pero para ello es necesario
realizar un ańalisis exhaustivo de los espacios de anotaci´ n.
De este modo, como paso previo antes de acometer los problemas detectados en l mayoŕıa de las
herramientas de enriquecimiento, se han analizado y comparado las distribuciones de frecuencias
de los t́erminos bioĺogicos en las dos bases de datos más utilizadas para anotación: GO en sus tres
espacios de anotación y KEGG (ambas comentadas previamente en4.1.1). En estas bases de datos
las funciones están anotadas con términos especı́ficos que describen los roles biológicos utilizando
vocabularios controlados y estructurados. Estos vocabularios no sonest́aticos en el tiempo sino que
evolucionan de forma natural modulando su significado, tal y como lo hace el lenguaje cotidiano.
Un ejemplo de esta modulación puede ser la ṕerdida de significado que experimentan algunos
términos al convertirse en términos populares utilizados en gran variedad de contextos.
El ańalisis del ńumero de genes asignados a cada término revela que las distribuciones no son ho-
moǵeneas. La figura4.4presenta las distribuciones de densidad del número de genes por término.
En el caso de GO ḿas del 50 % de los términos tienen asignados menos de 4 genes, algo que
no sucede en KEGG, con una distribución más homoǵenea semejante a una campana deGauss.
Centrando la atención en la diferencia de longitudes de las colas de las distribuciones se observa
la presencia de términos con miles de genes anotados en GO que aparecen como términos at́ıpicos
o outliersde las distribuciones (representados como cı́rculos en los boxplots de la figura4.5.
En la tabla4.2se resumen los tres términos con un mayor número de genes para GO-BP, GO-MF,
GO-CC junto con el ńumero de genes anotados paraHomo sapiensen cada uno. El término ḿas
utilizado en GO-BP está asociado con aproximadamente el 6 % de los genes humanos (término
GO:0007165Signal transduction: 1872 genes asignados). Estos términos, como es el caso de
GO:0005515:Protein binding, son los elementos atı́picos en la distribución, que est́an sobre-
representados y pueden ser considerados como términos promiscuos y poco informativos, de-
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Análisis del número de
genes anotados a cada
término en los espacios
de anotación
Figura 4.4: Distribuciones del ńumero de genes anotados a cada término - Cada color representa
un espacio de anotación diferente mostrado en la leyenda. El número de genes por término est́a re-
presentado en escala logarı́tmica. La zona ampliada corresponde a términos que se asignan a un gran
número de genes.
Figura 4.5: Distribuciones del
número de genes anotados a cada
término - Se presentan losboxplots
de las distribuciones de número de
genes anotados a términos GO-BP,
GO-MF, GO-CC (en color rojo) y
KEGG (en color verde) paraHomo
sapiens.
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masiado generales para proporcionar información lara yútil por ellos mismos en unos resultados
de ańalisis funcional.
Categoŕıa Términos # Genes
GO-BP
GO:0007165 Signal transduction 1872
GO:0006355 Regulation of transcription, DNA dep. 1063
GO:0045449 Regulationof transcription 987
GO-MF
GO:0005515 Protein binding 6618
GO:0046872 Metal ion binding 2759




GO:0016021 Integral to membrane 4109
Tabla 4.1: Términos sobre-representados en los tres espacios de anotació de GO.
4.3 Desarrollo metodoĺogico del algoritmo
De forma general, los ḿetodos de enriquecimiento funcional buscan patrones frecuentes de asocia-
ción entre los genes y las descripciones o funciones anotadas en bases de datos bioĺogicas. Estos
patrones pueden ser analizados como conjuntos de elementos (item ets) frequentes. Una definición
formal de un conjunto de elementos frecuentes,fr quent itemset, podŕıa ser:
Dado un conjunto déıtemsI = {i1, ..., in} y una base de datos de transaccionesT = {t1, ..., tm}
donde cada transacción es un subconjunto deI, F ⊆ I es un conjunto déıtems frecuente si
est́a incluido en un ńumero de transacciones mayor que un umbral dado,ε.
En el contexto bioĺogico de enriquecimiento funcional se pueden establecer equivalenciasiden-
tificar los t́erminos en los espacios de anotación comoı́tems y los genes como las transacciones
que los soportan. De esta manera los resultados de las herramientas de enriqu cimiento funcional,
entendidos comofrequent itemsetspueden simplificarse como un conjunto de términos asociados
a un conjunto de genes con unscoreo un p-valor que es derivado del análisis de enriquecimiento
e indica la fortaleza de la asociación.
Formalmente definimos cada uno de estos conjuntos genes-t´ rminos oGeneTerm setscomo una tu-
pla:Ei =< Gi, Ai, pi > dondeEi es elGeneTerm seti-ésimo de los resultados,Gi es un conjunto
de genes{g1, g2, . . . , gn}, Ai es un conjunto de términos o anotaciones biológicas{a1, a2, . . . , an}
y pi es el p-valor.
En t́erminos de enriquecimiento se puede decir queAi s el conjunto de términos sobre-representados
en una lista de genes yGi es el conjunto de genes que soporta esa sobre-representación con un
p-valorpi.
La mayoŕıa de las herramientas de análisis de enriquecimiento funcional, bien de tipo GSEA,
Gene Set Enrichment Analysis) (Subramanian et al., 2005) o ańalisis de enriquecimiento tradicio-
nales, proporcionan largas de listas deGeneTerm setsderivadas del ańalisis de diferentes espacios
de anotacíon. Estas listas contienen términos y funciones redundantes y muchas veces demasiado
geńericas que enmascaran parte de las funciones más espećıficas y no permiten extraer conclusio-
nes bioĺogicas significativas de una manera sencilla.
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En este contexto proponemos un método basado en la búsqueda y construcción de “metagrupos”
de genes y t́erminos. Estos “metagrupos” estarán compuestos porGeneTerm setseleccionados y
relacionados, minimizando la influencia de términos y anotaciones redundantes y poco informati-
vas, y de optimizando la significación biológica de los resultados de enriquecimiento.
En los siguientes apartados se describen los cincos pasos secuencialesde los que consta el ḿetodo
propuesto.
4.3.1 Paso 1: Filtrado de t́erminos poco informativos
Tal y como se muestra en la sección 4.2, aquellos t́erminos con un ńumero de genes asociado
mucho mayor que el que cabrı́a esperar en un determinado espacio de anotación incorporan infor-
macíon pocoútil por śı solos, mientras que pueden estar enmascarando otros patrones interesantes
menos frecuentes, pero aún aśı significativos.
Una vez analizado cada espacio de anotaci´ n disponible para cada organismo e identificados los
términos poco informativos, el primer paso consiste en eliminar aquellosGeneterm setsque in-
cluyenúnicamente estos términos poco informativos. Es decir, dado un elementoEi del conjunto
de resultados de enriquecimiento será liminado si y śolo si el conjunto de t́erminosAi est́a com-
puestoúnicamente por los denominados “términos poco informativos”.
SeaR = {a1, . . . , ar} el conjunto de t́erminos poco informativos,Ei =< Gi, Ai, pi > seŕa filtra-
do⇔ Ai ⊆ R.
De este modo, si elGeneterm setcontiene una combinación de este tipo de términos junto con otros
que no pertenecen a esta categorı́a no seŕa eliminado puesto que los términos poco informativos
pueden resultaŕutiles para matizar la información proporcionada. En este paso se produce una
reduccíon considerable en el número deGeneterm setspuesto que filtra elementos no descriptivos
por śı solos aunque los mantiene siempre y cuando maticen la información. La figura4.6contiene
una representación esqueḿatica del proceso para dos términos poco informativos, C y K.
Figura 4.6: Esquema del filtrado de t́erminos poco informativos - Los t́erminos C y K han sido
identificados como poco informativos en sus respectivos espacios de anotación y por ello losGeneTerm
setsen los que aparecen solos son eliminados.
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4.3.2 Paso 2: Generacíon de módulos funcionales
El segundo paso del ḿetodo se centra en la agrupación deGeneterm setsimilares para formar
módulos funcionales que faciliten la interpretación de los resultados de enriquecimiento.
Es posible encontrar clústers coherentes deit msetsrelacionados de manera que el conjunto total
sea ḿas f́acilmente entendible (Toivonen et al., 1995). Por un lado se han desarrollado algoritmos
basados en el agrupamiento deı́tems (Lent et al., 1997; Liu et al., 1999). Sin embargo, la aplicación
del coeficiente de similitud deJaccardutilizado para medir la distancias entre los conjuntos de
transacciones que soportan lositemsetsobtiene mejores resultados que las medidas de similitud
calculadas en base a losı́tems (Gupta et al., 1999).
Apoyados en estos estudios, para el agrupamiento dei emsetsfrecuentes en este paso del algoritmo
se utilizan las medidas de similitud basadas en transacciones (es decir, genesen el contexto de
Geneterm sets). Estas medidas capturan mejor las interacciones entre los conjuntos deitemsy
son robustas e independientes del tamaño de los datos. Adeḿas en el algoritmo desarrollado se
ha tenido en cuenta el p-valor, la fortaleza de la asociación entre las transacciones y losı́tems (es
decir, entre los genes y los términos).
Para ello, para cadaGeneterm setEi se crea un vectorvi como sigue:




1 gk ∈ Gi
0 gk /∈ Gi
(4.1)
y M es el ńumero total de genes en el conjunto deG neterm sets.
De esta manera el vectorvi contiene 1 en la posición k-́esima si el genk est́a incluido en el conjunto
de genes delGeneterm setEi y 0 en caso contrario. Adeḿas se ãnade el p-valor ponderado por el
número total de genesM en la coordenadaM + 1 del vector.
Las distancias entre cada par de vectoresvi on calculadas usando la distancia Coseno, genera-
lización para vectores no binarios derivada de la distancia deJaccardempleada en (Gupta et al.,
1999) y (Plasse et al., 2007):




Una vez que las distancias han sido calculadas para cada par deGeneterm setsEi y Ej es necesario
utilizar un algoritmo de agrupamiento que nos permita definir metagrupos preliminares. Se ha
utilizado el ḿetodoWard (Ward, 1963) de agrupamiento jerá quico puesto que el conjunto de
Geneterm setses homoǵeneo, sin valores extremos que puedan alterar el agrupamiento. Como se
desprende de los resultados obtenidos en la comparación de diferentes ḿetodos de aglomerativos
realizada en (Plasse et al., 2007), los grupos obtenidos con el métodoWard son equilibrados con
un ńumero de elementos muy similar. La figura4.7muestra lośarboles jeŕarquicos obtenidos con
diferentes algoritmos de agrupamiento. Cada uno de los extremos u hojas delárbol se corresponde
con unGeneterm set. En los diferenteśarboles se observa un agrupamiento similar, sin embargo
el métodoWardproprorciona grupos ḿas compactos y definidos.
A la hora de definir los grupos se considera un punto de corte heurı́stico basado en la profundidad











































































































































































































































































































































































































































































































































































































































































































Algoritmo de ańalisis bioĺogico funcional:GeneTerm Linker
si éste no es suficiente para lograr al menos una división de los datos, se incrementa el umbral
un 10 % en la altura iterativamente hasta lograr la agrupación de al menos 2Geneterm setsen el
clúster. De este modo, no se fuerza el establecimiento de un número de grupos predefinido, sino
que se agrupan solamente aquellosGeneterm setsque representen información verdaderamente re-
lacionada, ḿodulos funcionales de genes y términos. Conviene notar que el modelo implementado
se basa en la utilización agrupamiento jerá quico no supervisado con el método deWard, sin em-
bargo es independiente del algoritmo concreto utilizado pudiéndose implementar otras versiones
cambiando el ḿetodo de agrupamiento.
Figura 4.8: Agrupamiento deGene-Term setsen módulos funcionales- Representación esqueḿatica
del proceso del algoritmo en el que se logra el agrupamiento deGeneterm setsen ḿodulos funcionales
o metagrupos preliminares.
El proceso correspondiente a este paso del algoritmo está r presentado esquemáticamente en la
figura4.8.
4.3.3 Paso 3: Convergencia de t́erminos
Todo el proceso de agrupamiento está dirigido por las transacciones, es decir, los genes de los
Geneterm sets. Aśı cada ḿodulo funcional contiene anotaciones biológicas con información de
los procesos en los que participan los genes que lo forman. Sin embargo, es frecuente encontrar
diferentes grupos de genes implicados en los mismos procesos biol´ gicos o funciones. Uno de los
objetivos del ḿetodo propuesto es establecer una correspondencia recı́proca entre los genes y los
términos bioĺogicos, por lo que es necesario tener en cuenta también dichos t́erminos a la hora de
definir módulos funcionales ḿas generales.
Para ello, una vez realizado el agrupamiento preliminar basado en los genes, el ḿ todo combi-
na los cĺusters que están involucrados en funciones similares agrupando recursivamente los que
comparten los mismos términos bioĺogicos. Se construyen ası́ módulos funcionales donde la con-
vergencia de genes y términos est́a maximizada. El proceso se representa esquemáticamente en la
figura4.9.
4.3.4 Paso 4: Eliminacíon de redundancias
Una vez generados los módulos funcionales es todavı́ posible compactar y reducir más su tamãno




Figura 4.9: Convergencia de ḿodulos funcionales en base a los términos - Representación es-
queḿatica de la convergencia de módulos funcionales (i.e. los metagrupos preliminares derivados del
agrupamiento) que se realiza teniendo en cuenta los términos bioĺogicos que los componen.
Toivonen y colaboradores (Toivonen et al., 1995) proponen el concepto decoverde un conjunto de
reglas de asociación como el ḿınimo subconjunto que contiene todas las relaciones presentes en el
conjunto original. Es posible extender este concepto a un módulo funcional deGeneterm setscon
la idea de mantener la completitud de los datos eliminando redundancias sin perder informacíon.
En este contexto no sólo es necesario mantener las anotaciones o combinaciones de anotaciones
enriquecidas, sino también conservar todos los genes que soportan dicho enriquecimiento.
Cada ḿodulo funcional contiene un conjunto deGeneterm sets, que a su vez están formados por
un conjunto de t́erminos y un conjunto de genes. De esta manera podemos decir que el módulo
queda definido por la unión de los genes y términos de losGeneterm setsque lo constituyen.
Sin embargo, no todos losGeneterm setsañaden informacíon. Aquellos cuyo conjunto de genes y
anotaciones está incluido en otrosGeneterm setsdel mismo ḿodulo resultan redundantes. Elcover
de un ḿodulo seŕa entonces un subconjunto de susGeneterm setsque garantice su completitud,
es decir, que mantenga la descripción del ḿodulo intacta. Formalmente, dado un módulo Γ =
{E1, E2 . . . En} y un subconjunto∆ ⊆ Γ, decimos que:













donde:γ(Ei) = Gi y α(Ei) = Ai
En la b́usqueda delcoveres importante tener en cuenta la significación o fortaleza de la asociación
entre los genes y los términos. Para ello losGeneterm setsdel metagrupo son ordenados por su
p-valor eliminando consistentemente aquellos con peor p-valor y que no añaden ninǵun gen o
término nuevo al ḿodulo. La figura4.10muestra esqueḿaticamente este proceso, al final del cual
se consiguen los ḿodulos funcionales finales o metagrupos.
4.3.5 Paso 5: Significacíon y coherencia de los metagrupos finales
Una vez obtenidos los ḿodulos funcionales o metagrupos finales y establecido suc veres posible
estimar su relevancia, calidad y coherencia. Para conocer la relevanciao significacíon estad́ıstica
83
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Figura 4.10: Eliminación de Geneterm setsredundantes - Representación esqueḿatica del proce-
so del algoritmo en el que se eliminan losGeneterm setsredundantes en cada uno de los módulos
funcionales construidos en el paso anterior.
de los metagrupos finales se aplica un test hipergeométrico en el que se tienen en cuenta los genes
que los caracterizan y los genes anotados a cada uno de losG neterm setsque lo forman.
A la hora de estimar la calidad de los metagrupos funcionales es importante evaluar su compac-
tación, es decir, la homogeneidad dentro del grupo y la proximidad o separación de los diferentes
grupos entre śı. El coeficiente Silueta (Silhouette coefficient) es una medida de validación de re-
sultados de agrupamiento que tiene en cuenta ambos parámetros. Este coeficiente varı́ entre -1 y
1 de manera que valores cercanos a 1 nos indican que el módulo est́a bien definido, es homogéneo
o compacto y está suficientemente diferenciado del resto. De la misma manera un valor de Silueta
negativo o cercano a 0 indicarı́ que el ḿodulo es difuso y algunos de susGeneterm setspodŕıan
estar agrupados igualmente en otros módulos.
Una vez obtenidas estas medidas definimos formalmente metagrupo como la tuplaMi =< Gi, Ti, pi, si >
dondeGi es la uníon de todos los genes de losGeneterm setsque forman el ḿodulo Gi =
{g1, g2, . . . , gm}, Ti es la uníon de los t́erminos de losGeneterm setsdel moduloTi = {t1, t2, . . . , tn},
pi es el p-valor obtenido con el test hipergeométrico, ysi el coeficiente Silueta para dicho módulo.
Adicionalmente se han calculado otras medidas de caracterización del metagrupo como el diáme-
tro, distancia ḿaxima entre losGeneterm setsdel módulo, o el coeficiente de similitud, que es la
media de las similitudes entre cada par deGeneterm sets.
4.4 Aplicación y validación del algoritmo GeneTerm Linker
En este apartado se presentan los resultados de validación del ḿetodo descrito que hemos deno-
minado:GeneTerm Linker. Para validar la capacidad del método propuesto para encontrar meta-
grupos de genes y anotaciones funcionalmente relacionados se han utilizado varios conjuntos de
datos.
En primer lugar, se ha utilizado un conjunto de 59 proteı́nas nucleares de levadura (Saccharomyces
cerevisiae) que constituyen 5 complejos bien definidos mostrados en la tabla4.4. Estos 5 grupos
de genes/proteı́nas han sido bien caracterizados mediante métodos experimentales de detección
de interacciones proteı́na-protéına y constituyen un conjunto que ha sido también usado para en-
contrar regiones densamente conectadas en redes de interacción de protéınas (Bader and Hogue,
2003). La figura4.11muestra la red de interacción de protéınas generada para este conjunto de
datos, construida utilizando la base de datos APID y la herramienta APID2NET (Prieto and De
Las Rivas, 2006) y (Hernandez-Toro et al., 2007) respectivamente. APID se utilizó como fuente de
informacíon sobre los datos experimentales conocidos para las interacciones y APID2NET como





a. mRNA cleavage and polyadenylation specificity factor complex 13
(CFT1, CFT2, FIP1, GLC7, MPE1, PAP1, PFS2, PTA1, PTI1, REF2,RNA14, YSH1, YTH1)
b. anaphase-promoting complex 11
(APC1, APC2, APC4, APC5, APC9, APC11, CDC16, CDC23, CDC26, CDC27, DOC1)
c. proteasome, 19/22S regulator complex 12
(RPN1, RPN2, RPN3, RPN5, RPN6, RPN8, RPN10, RPN11, RPN13, RPT1, RPT3, RPT6)
d. U6 snRNP complex 11
(DCP1, KEM1, LSM1, LSM2, LSM3, LSM4, LSM5, LSM6, LSM7, LSM8,PAT1)
e. SAGA complex 12
(ADA2, GCN5, HFI1, NGG1, SGF11, SGF29, SGF73, SPT3, SPT7, SPT8, SPT20 TRA1)
Tabla 4.2: Protéınas de levadura seleccionadas que constituyen 5 complejosbi n definidos
Figura 4.11: Red de 59 protéınas de levadura obtenida mediante datos experimentales deinter-
acción - Los nodos representan las 59 proteı́nas y los enlaces se corresponden con las interacciones
experimentales obtenidas de APID. En cada nodo están marcados con diferentes colores los términos
biológicos asignados en GO-BP e InterPro a cada proteı́na.
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Bajo la premisa de que las proteı́nas de un complejo deberı́an estar anotadas a las mismas fun-
ciones bioĺogicas, el ḿetodo de ańalisis rećıproco de genes y términos desarrollado,GeneTerm
Linker, debeŕıa ser capaz de reconstruir 5 módulos utilizandoúnicamente anotaciones sobre la
estructura y funciones de los 59 genes individualmente.
Para probar esta hipótesis se realiźo un ańalisis de enriquecimiento funcional de los 59 genes
utilizandoGeneCodis(Nogales-Cadenas et al., 2009) donde se seleccionaron las bases de datos
de anotacíon Gene Ontology(Biological Process, Molecular Function y Celular Component),
InterPro y KEGG, con un soporte mı́nimo de 4 genes y utilizando un test hipergeom´ trico con
correccíon por FDR para calcular el enriquecimiento. Los resultados de GeneCodis fueron 127
Geneterm sets, de los cuales 31 contenı́anúnicamente anotaciones poco informativas descritas en
la seccíon4.3.1.
La aplicacíon deGeneTerm Linkersimplificó y organiźo los resultados en 5 metagrupos con
un total de 49Geneterm sets. Los resultados obtenidos pueden verse en detalle en el material
suplementario deFontanillo et al.(2011).
El resumen del ańalisis de enriquecimiento funcional en 5 metagrupos facilita la visualización y su
interpretacíon. La tabla4.4muestra los genes que forman cada metagrupo, sus p-valores, los valo-
res Silueta y los t́erminos o anotaciones asociados a cada uno de ellos. Los p-valores obtenid s con
el test hipergeoḿetrico son muy significativos y los valores de Silueta altos (> 0,5) reflejando que
los metagrupos encontrados son compactos y constituyen unidades diferenciadas. Como se puede
observar en esta tabla los metagrupos se corresponden con los complejosanalizados e incluyen
de modo casi exacto los genes descritos para cada uno (ver4.4). Las principales funciones y roles
biológicos de cada complejo están representadas en el conjunto de anotaciones respectivo, donde
algunos de los términos son sińonimos como en el metagrupo 3GO:0000502:Proteasome com-
plexy KEGG:03050:Proteasomey otros complementarios comoGO:0046540:U4/U6 tri-snRNP





Met. Genes g(t) G(u) P-valor Silueta Términos
1 GLC7, REF2, YTH1, FIP1, PAP1,
PFS2, CFT1, RNA14, PTI1, PTA1,
MPE1, CFT2, YSH1
13(59) 15(7103) 2.26E-26 0.529 mRNA cleavage and polyadenylation specificity factor complex (CC), mRNA polyadeny-
lation (BP), mRNA cleavage (BP), RNA 3’-end processing (BP),transcription termina-
tion (BP), mRNA cleavage factor complex (CC), metal ion binding(MF), termination of
RNA polymerase II transcription, poly(A)-coupled (BP), termination of RNA polymerase
II transcription, poly(A)-independent (BP)
2 CDC23, APC5, CDC16, APC2,
APC1, DOC1, APC9, APC11,
APC4, CDC27, CDC26, GLC7,
TRA1
11(59) 11(7103) 4.85E-24 0.823 Cell cycle-yeast (KEGG), modification-dependent protein catabolic process (BP),
ubiquitin-protein ligase activity (MF), sister chromatid segregation (BP), protein ubiquiti-
nation (BP), spindle elongation (BP), anaphase-promoting complex (CC), cyclin catabolic
process (BP), anaphase-promoting complex-dependent (BP), metaphase/anaphase transi-
tion (BP), Ubiquitin mediated proteolysis (KEGG)
3 RPN13, RPN8, RPN1, RPT1,
RPN3, RPN10, RPN11, RPN2,
RPN5, RPT3, RPT6, RPN6, APC2,
DOC1
14(59) 90(7103) 8.11E-15 0.609 Ubiquitin-dependent protein catabolic process (BP), proteasome complex (CC), Protea-
some (KEGG), proteasome storage granule (CC), proteasome regulatory particle, lid sub-
complex (CC), proteasome regulatory particle, base subcomplex (CC), endopeptidase ac-
tivity (MF), enzyme regulator activity (MF)
4 LSM5, DCP1, PAP1, LSM3,
LSM8, LSM6, LSM1, LSM4,
LSM7, LSM2, PTA1, KEM1,
PAT1, YSH1
14(59) 93(7103) 1.31E-14 0.750 RNA degradation (KEGG), tRNA processing (BP), U4/U6 x U5 tri-snRNP complex
(CC), ribonucleoprotein complex (CC), nuclear mRNA splicing(BP), Like-Sm ribo-
nucleoprotein (LSM) domain (IPR), Like-Sm ribonucleoprotein (LSM)-related domain
(IPR), nuclear-transcribed mRNA catabolic process (BP), U6snRNP (CC), Spliceosome
(KEGG), small nucleolar ribonucleoprotein complex (CC), RNAsplicing (BP), cytoplas-
mic mRNA processing body (CC), RNA catabolic process (BP)
5 NGG1, HFI1, TRA1, SPT20,
SGF29, SPT7, SGF73, SPT8,
SGF11, GCN5, SPT3, ADA2,
RPN6, CFT2
14(59) 142(7103) 5.26E-12 0.570 SAGA complex (CC), chromatinmodification (BP), histone acetylation (BP), SLIK
(SAGA-like) complex (CC), RNA polymerase II transcription factor activity (MF), trans-
cription cofactor activity (MF), positive regulation of transcription (BP), histone acetyl-
transferase activity (MF), Ada2/Gcn5/Ada3 transcriptionactivator complex (CC), trans-
cription factor TFIID complex (CC), DNA-directed RNA polymerase II (CC), transcrip-
tion coactivator activity (MF), ER-nuclear signaling pathway (BP), transcription from
RNA polymerase II promoter (BP)
Tabla 4.3: Resultado del ańalisis independiente conGeneTerm Linkerde 59 protéınas nucleares de levadura
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De forma ḿas visual la figura4.12muestra una red funcional que ha sido construida utilizando
sólo los resultados deGeneTerm Linker. En esta red funcional los nodos corresponden a los genes
y los enlaces representan que dos genes están en el mismoGeneterm set(enlace negro) o en el
mismo metagrupo pero no en el mismoGeneterm set(enlace gris). En esta figura se aprecia mejor
cada uno de los metagrupos obtenidos por el algoritmo, y las relaciones funcionales entre los genes
que los constituyen.
Figura 4.12: Red funcional derivada de datos deGeneTerm Linkerpara 59 protéınas de levadura
- La figura muestra la red funcional obtenida a partir de los metagrupos encontrados porGeneTerm Lin-
ker a partir de 59 protéınas de levadura. Los metagrupos o m´ dulos funcionales quedan bien definidos
y se descubren 7 proteı́nas que hacen de puente entre varios de los m´ dulos.
4.4.1 Comparación del método con otras aproximaciones de anotación funcional
Existen numerosas aproximaciones bioinformáticas y ḿetodos para el análisis de enriquecimiento
funcional (Huang et al., 2009a), (Khatri et al., 2012), sin embargo la b́usqueda de ḿodulos fun-
cionales derivados de an´ lisis de enriquecimiento ha sido poco explorada. La herramienta más
utilizada para este tipo de an´ lisis modular esFunctional Annotation Clustering, que pertenece
a la plataforma bioinforḿatica DAVID (DAVID Bioinformatics Resources) (Huang et al., 2009b),
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denominada DAVID FAC en adelante. Esta herramienta realiza el agrupamiento de las anotaciones
enriquecidas en una lista de genes basándose en el grado de co-asociación entre los genes de la
lista inicial de partida.
Hemos comparado el ḿetodoGeneTerm Linkerdesarrollado en este trabajo con la herramienta
DAVID FAC utilizando el mismo conjunto de 59 proteı́nas que constituyen los 5 complejos de
levadura analizados en el apartado4.4. Con ambas herramientas se seleccionaron los mismos
espacios de anotación: KEGG, los tres espacios de GO e InterPro; con soporte mı́nimo de 4 genes.
El resto de paŕametros en la herramienta de DAVID FAC se mantuvieron con sus valores por
defecto en una de las pruebas y en otra ejecución se ajustaron hasta obtener 5 módulos. Aunque
estaúltima opcíon no se corresponde con un análisis est́andar puesto que se conocen a priori el
número de ḿodulos a definir, su realización se consideró oportuna para obtener una comparación
en el mejor de los supuestos posibles para DAVID FAC.
Para comparar los resultados obtenidos con ambas herramientas se construyó una matriz de co-
ocurrencias de los genes/proteı́nas como se describe en (Halkidi et al., 2001). De esta manera para
cada par de genesg1y g2existen cuatro posibilidades:
(a) Sig1y g2pertenecen al mismo complejo y son asociados en el mismo metagrupo o módulo
obtenido se consideran verdaderos positivos (TP )
(b) Si g1 y g2 pertenecen al mismo complejo y no son incluidos en el mismo metagrupo o
módulo obtenido se consideran falsos negativos (FN )
(c) Si g1 y g2 no pertenecen al mismo complejo y son incluidos en el mismo metagrupo o
módulo obtenido se consideran falsos positivos (FP )
(d) Sig1y g2no pertenecen al mismo complejo ni están en el mismo metagrupo: se consideran
verdaderos negativos (TN )
A partir de estos conceptos básicos que definen el grado de acuerdo entre lo esperado y lo obser-
vado, podemos definir los siguientes parámetros estadı́sticos para evaluar los ḿetodos:
Exactitud o estad́ısticoRand:
Rand = (TP + TN)/(TP + TN + FP + FN) (4.4)
Coeficiente deJaccard:
J = TP/(TP + FP + FN) (4.5)
En la tabla4.4.1se muestran los resultados de los análisis realizados conGeneTerm Linkery
DAVID FAC. Como se puede observarGeneTerm Linkerecupera mejor los ḿodulos buscados
consiguiendo medidas de exactitud y coeficiente deJaccardmejores que DAVID FAC. Incluso
ajustando los valores de los parámetros en DAVID FAC para obtener el número de grupos deseado
se obtienen menosTP y másFP .
4.4.2 Validación con conjuntos de datos ḿas amplios y evaluacíon de la tolerancia
al ruido
Las t́ecnicasómicas de alto rendimiento generan gran cantidad de datos que permiten el análisis
de estadios biol´ gicos en situaciones experimentales especı́ficas. Estas técnicas permiten la apro-
ximación al problema analizado desde un punto de vistaómico o global, sin embargo sacrifican a
cambio parte de su precisión. Debido a esto, las listas de genes obtenidas tras estos análisis a gran
escala incluyen genes falsos positivos que aparentemente no guardan una relacíon funcional con
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Grupos buscados 5 5 5
Grupos encontrados 5 15 5
Combinaciones de genes 1711 1711 1711
TP 320 320 254
FN 82 1179 132
FP 0 0 66
TN 1309 212 1259
Coeficiente deJaccard 0.769 0.213 0.562
Exactitud Rand 0.952 0.311 0.884
Tabla 4.4:Análisis comparativo de resultados obtenidos con DAVID FAC yGeneTerm Linkerutilizan-
do el set de datos de 59 proteı́nas de levadura correspondientes a 5 complejos.
el resto. La existencia de estos falsos positivos ha motivado la evaluación deGeneTerm Linker
para enfrentarse a estas situaciones de ruido.
Para demostrar estas capacidades hemos validado el método frente a tres series de datos biomo-
leculares sobre genes/proteı́nas que se han recolectado procedentes de 3 repositorios de diferente
naturaleza bioĺogica. Adeḿas estas series contienen datos de varias especies:
(a) Complejos CORUM: Complejos de proteı́nas identificados en mamı́feros tomados de la ba-
se de datos CORUM (http://mips.helmholtz-muenchen.de/genre/proj/corum) (Ruepp et al.,
2010).
(b) Vı́as SGD:Vı́as de sẽnalizacíon y v́ıas metab́olicas de levadura tomadas de la base de datos
sobre rutas biomoleculares incluida en SGD (http://www.yeastgenome.org) (En el et al.,
2010).
(c) Enfermedades OMIM: Genes implicados en enfermedades humanas tomados de la base
de datos de OMIM (http://www.ncbi.nlm.nih.gov/omim) (Hamosh et al., 2005).
De estas bases de datos se seleccionaron complejos/vı́as/enfermedades con al menos 8 genes ano-
tados tomando de entre ellos 10 grupos aleatorios de cada repositorio, es decir, un total de 30
conjuntos de referencia.
Cada conjunto seleccionado fue analizado utilizandoGeneTerm Linkerevaluando cúantos de los
genes asociados a cada complejo/vı́a/enfermedad están incluidos en el metagrupo más significativo
recuperado. Para evaluar la tolerancia al ruido cada conjunto es analizado no śolo con los genes que
lo componen sino ãnadiendo genes seleccionados al azar entre el conjunto total de cada repositorio.
De esta manera se han introducido dos niveles de ruido: 20 % y 60 %; de manera que si por ejemplo
un complejo analizado está formado por 10 genes, a la hora de introducir un 20 % de ruido se
añaden otros 2 genes más tomados al azar de la base de datos de todos los complejos.
Los resultados utilizandoGeneTerm Linkersobre los conjuntos de referencia se muestran en la
tabla4.4.2, que presenta en cada fila los datos del metagrupo más significativo encontrado por
el algoritmo adeḿas de su coincidencia con el correspondiente conjunto de referencia.Como
ejemplo, en el caso del primer complejo “C complex spliceosome” st́a compuesto por 80 genes
a los que se ha añ dido un 20 % de ruido extra conteniendo en total 96 para ser analizados. El
metagrupo ḿas significativo encontrado por GeneTerm Linker contiene 68 genes delo cuales los
68 pertenecen al complejo (es decir son verdaderos positivos, TP).
Siguiendo los mismos pasos se calcularon los resultados para los 30 conjuntos de referencia. Co-
mo los genes que pertenecen a cada conjunto de referencia son conocidos es posible calcular los
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ı́ndices de precisión y exhaustividad (precision and recall) del método. En un escenario de re-
cuperacíon de informacíon se define precisión como el ńumero de elementos relevantes obtenido
respecto al total de resultados recuperados; es una medida de la exactitud y fidelidad. Por otro lado,
el ı́ndice de exhaustividad (recall) se define como el ńumero de elementos relevantes recuperados
respecto al total de elementos relevantes (los que deberı́an haber sido recuperados); es por tanto
un indicador de la completitud. Una medida m´ s general se puede obtener combinando las dos
anteriores con una media armónica de ambas que se denomina medida F (F-measureo F1score).
Estad́ısticamente estos parámetros están relacionados con los errores de tipo I y tipo II y se definen
del siguiente modo:
Precision = TP/(TP + FP ) (4.6)
Recall = TP/(TP + FN) (4.7)
F1score = 2 ∗ (Precision ∗ Recall)/Precision + Recall) (4.8)
Los resultados del an´ lisis, mostrados en la tabla4.4.2, indican que la precisión media tanto para
complejos como v́ıas (pathways) o enfermedades con un nivel de ruido del 20 % es cercana al
100 % (100 %, 97.80 %, 99.74 % respectivamente). El método es por tanto preciso y robusto frente
a las perturbaciones, recuperando en cada metagrupo la mayorı́a de la sẽnal funcional incluida en
los conjuntos originales probados. Se observa también en esta tabla que el número de genes de los
conjuntos de referencia no afecta a las tasas de error del método ya que la precisión y elrecall no
se ven asociados con dicho tamaño.
Figura 4.13: Comparacíon de F1scores- F1score medios para los 10 conjuntos analizados en las
bases de datos CORUM, OMIM y SGD introduciendo un 20 % y un 60 % de ruido
En la figura4.13se muestra elF1score medio para los 10 conjuntos de cada repositorio introdu-
ciendo porcentajes de ruido del 20 y 60 %. Como se puede observar, elhecho de ãnadir genes no
relacionados con cada conjunto en el análisis no tiene una especial influencia a la hora de recu-
perar los grupos funcionales. Sin embargo, sı́ que se observan diferencias entre las bases de datos
utilizadas pasando de valores derecall medio por encima del 90 % para los complejos (CORUM)
a valores entorno al 65 % en el caso de las enfermedades (OMIM). Estaobservacíon es coherente
con las expectativas, ya que desde el punto de vista biológico molecular se ha de esperar un des-
censo de la coherencia y compactación funcional de las unidades cuando pasamos de CORUM
a SGD y a OMIM. Resulta claro que la cohesión y la similitud funcional de genes asociados en
un complejo multiprotéına con relaciones estructurales y funcionales de tipo molecular es mucho
mayor que la que cabrı́a esperar en una vı́a metab́olica en la que existe asociación funcional y no
estructural. Ýesta a su vez es aún mayor que la cohesión funcional de los genes de una enfermedad
donde la asociación entre los genes es muchas veces heurı́stica, observacional o fenomenológica
y no realmente asociada a una causa molecular conocida.
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Genes Genes Genes TP Precision Recall F1score
iniciales analizados metagrupo ( %) ( %) ( %)
Complejos (CORUM)
C complex spliceosome 80 96 68 68 100.00 85.00 91.89
Mediator (transcriptional coactivator) 32 39 28 28 100.00 87.50 93.33
Proteasome (20S/26S) 22 27 22 22 100.00 100.00 100.00
RNA polymerase II (RNAPII) 26 32 24 24 100.00 92.31 96.00
F1F0-ATP synthase, mitochondrial 16 20 14 14 100.00 87.50 93.33
DAB, transcription preinitiation complex 16 20 16 16 100.00 100.00 100.00
Exosome 11 14 11 11 100.00 100.00 100.00
eIF3 complex 13 16 11 11 100.00 84.62 91.67
Nup 107-160 nuclear pore subcomplex 9 11 9 9 100.00 100.00 100.00
CENP-A NAC-CAD kinetochore complex 13 16 13 13 100.00 100.00 100.00
Vı́as/Pathways (SGD)
Gluconeogenesis 22 27 22 22 100.00 100.00 100.00
TCA cycle, aerobic respiration 22 27 23 22 95.65 100.00 97.78
Sphingolipid metabolism 19 23 16 16 100.00 84.21 91.43
Biosynthesis of purine nucleotides 35 42 21 21 100.00 60.00 75.00
Lipid-linked oligosaccharide biosynthesis 12 15 12 12 100.00 100.00 100.00
Ergosterol biosynthesis 11 14 11 11 100.00 100.00 100.00
Superpathway of glucose fermentation 14 17 13 13 100.00 92.86 96.30
Fatty acid biosynthesis, initial steps 17 21 13 12 92.31 70.59 80.00
Inositol phosphate biosynthesis 19 23 11 11 100.00 57.89 73.33
Folate biosynthesis 18 22 10 9 90.00 50.00 64.29
Enfermedades (OMIM)
Retinitis pigmentosa 51 62 39 38 97.44 74.51 84.44
Deafness 84 101 31 31 100.00 36.90 53.91
Cardiomyopathy 44 53 19 19 100.00 43.18 60.32
Epidermolysis bullosa 11 14 11 11 100.00 100.00 100.00
Congenital disorder of glycosylation 23 28 11 11 100.00 47.83 64.71
Muscular dystrophy 25 30 11 11 100.00 44.00 61.11
Glycogen storage disease 19 23 9 9 100.00 47.37 64.29
Leigh syndrome 8 10 7 7 100.00 87.50 93.33
Acute Leukemia 37 45 9 9 100.00 24.32 39.13
Diabetes mellitus 13 16 5 5 100.00 38.46 55.56
Tabla 4.5: Efectos de la introduccion del 20 % de ruido sobre la precision y el recall
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4.4.3 Aplicación del método a conjuntos de datos experimentales
La validacíon deGeneTerm Linkeren las secciones previas se ha realizado con conjuntos de
datos seleccionados con resultados conocidosa priori que permiten evaluar el ḿetodo y estimar
errores y precisión. Sin embargo, para aceptar la utilidad mas práctica y general es necesaria
su validacíon en escenarios tı́picos de ańalisis de enriquecimiento como pueden ser análisis de
genes diferencialmente expresados o análisis de listas de genes derivadas de otros tipos de técnicas
geńomicas. Para demostrar la utilidad del método en ejemplos de datos experimentales reales se
han seleccionado las firmas moleculares obtenidas en dos estudios de diferente naturaleza:
1. Estudio de Alzheimer: Análisis del desarrollo de ovillos neurofibrilares marcadores prima-
rios de la enfermedad de Alzheimer (Dunckley et al., 2006). En este estudio se identifican
225Affymetrix probesetscomo posibles genes implicados en el desarrollo neurofibrilar.
2. Estudio de Cáncer: Progresíon del ćancer de mama a través del ańalisis de los genes que
correlacionan con los diferentes estadı́os patoĺogicos de la enfermedad (Ma et al., 2003). En
este estudio se identifican 174 genes marcadores para el pronóstico de la enfermedad.
Estas dos firmas moleculares fueron analizadas con GeneTerm Linker para encontrar los procesos
biológicos subyacentes en cada estudio. Los resultados se muestran en las tablas4.4.3y 4.4.3para
los datos de Alzheimer y cáncer de mama respectivamente. En el caso del estudio de Alzheimer
las funciones que aparecen más claramente están relacionadas con el transporte de iones de sodio
y potasio, las v́ıas de sẽnalizacíon de calcio, actividad post-sináptica, enfermedad de alzheimer y
vı́as de sẽnalizacíon de Wnt y GnRH. Las funciones más sobre-representadas en la firma mole-
cular de la progresión del ćancer de mama son la ubiquitinación y degradación de protéınas en el
proteasoma, regulación de apoptosis, mitosis y meiosis con presencia de genes en los microtúbu-
los y cinetocoro y v́ıas de sẽnalizacíon de EGF. Ambas firmas funcionales son coherentes con las
caracteŕısticas patoĺogicas de cada enfermedad, es decir, con los procesos neurodegenerativos o
con los procesos tumorales, demostrando queGeneTerm Linkeres capaz de encontrar genes y


















Genes Silueta P-valor Términos
CACNA1C, CACNA1D, HCN1, HCN3, KCNB1, KCNJ9, KCN-
MA1, KCNV1, KCTD2, SCN2A, SCN3A, SCN3B
0.55 4.50E-10 Ion transport (IPR), voltage-gated ion channel activity (MF), sodium ion transport (BP), potas-
sium ion transport (BP), voltage-gated potassium channel activity (MF), voltage-gated potassium
channel complex (CC)
ADD3, ATP2B1, CACNA1C, CACNA1D, CALM3, CAMK2D,
CHRM1, GAP43, P2RX5, PLCB1, SLC3A2, SNTA1
0.42 1.01E-07 Calmodulin binding (MF), Calcium signaling pathway (KEGG), calcium ion transport (BP)
ANO3, CHRM1, GABBR2, GABRB3, GRIA3, MCHR1, P2RX5,
TSPO
0.41 1.55E-03 Postsynaptic membrane (CC), Neuroactive ligand-receptor ine action KEGG), ion channel acti-
vity (MF)
APOE, CACNA1C, CACNA1D, CALM3, CAMK2D, FZD3, KCN-
MA1, MAPK8, MAPT, PLCB1, PPP1R14A, PRKG1, SORT1
0.30 4.33E-07 Calcium signaling pathway (KEGG), Long-termpotentiation (KEGG), GnRH signaling pathway
(KEGG), Alzheimer’s disease (KEGG), Vascular smooth muscle contraction (KEGG), Melanoge-
nesis (KEGG), Neurotrophin signaling pathway (KEGG), Wnt signaling pathway (KEGG)
CACNA1C, CHRM1, GABBR2, GABRB3, GAP43, GRIA3, HO-
MER1, KCNMA1, LZTS1, NRXN3, SEPT3, SNTA1, SYNGR1
0.26 2.34E-10 Postsynaptic membrane (CC), postsynaptic density (CC), synap e (CC), synaptic transmission
(BP)
ACTN1, APOE, CACNA1C, CACNA1D, CALM3, CHRM1,
CNTN4, CNTNAP1, CUX2, CXCL12, DDN, ECHDC1, FAT3,
GAP43, HCN1, HHIP, ICAM2, KCNMA1, LRRFIP1, LZTS1,
MAPK8, MAPT, MTSS1, MYO9A, NLGN4X, NPTXR, NRCAM,
NRXN3, NTNG1, PAK7, PDCD6, PLCB1, PRKCI, RASGRP1, RO-
BO2, RUNX1T1, S100A16, SCN2A, SCN3A, SELPLG, SLC3A2,
SORT1, STRC, SYNGAP1, THY1, TRPS1, VWF, WASF2
-0.05 3.61E-20 Cell adhesion molecules (KEGG), integrin binding (MF), response to calcium ion (BP), cell projec-
tion (CC), cell surface (CC), Concanavalin A-like lectin/glucanase, subgroup (IPR), Concanavalin
A-like lectin/glucanase (IPR), apical plasma membrane (CC), external side of plasma membra-
ne (CC), IQ calmodulin-binding region (IPR), MAPK signalingpathway (KEGG), SH3 domain
binding (MF), enzyme binding (MF), dendrite (CC), axon (CC),catalytic activity (MF), Axon gui-
dance (KEGG), Focal adhesion (KEGG), transcription repressor activity (MF), Regulation of actin
cytoskeleton (KEGG)





Genes Silueta P-valor Términos
PLK1, PSMA7, PSMB2, PSMB3, PSMD12, UBE2C 0.73 2.04E-06 Regulation of ubiquitin-protein ligase activity during mitotic cell cycle (BP), anaphase-promoting
complex-dependent proteasomal ubiquitin-dependent protein catabolic process (BP), proteasome
complex (CC), Proteasome (KEGG)
IL2RA, ING4, IP6K2, MCM6, POLL, RRM2, TOP2A 0.60 4.81E-04 DNA replication (BP), positive regulation of apoptosis (BP)
AURKA, BUB1, KIF11, PBK, PLK1, SCYL2, UBE2C 0.52 7.75E-06 Mitosis (BP), protein kinase activity (MF)
BIRC5, CDCA8, CENPA, ESPL1, HJURP, NDC80, SKA2, SMC1A,
TOP2A
0.32 1.80E-08 Chromosome segregation (BP), chromosome, centromeric region (CC), chromosome (CC)
ANLN, AURKA, BIRC5, CDC25B, CDCA8, CEP55, ESPL1, GA-
BARAP, KIF11, NUSAP1, RACGAP1, SKA2
0.32 9.49E-12 Spindle microtubule (CC), mitosis (BP), cytokinesis (BP), spindle (CC), microtubule binding (MF)
AURKA, BUB1, ESPL1, HJURP, NDC80, NUSAP1, PGR, PLK1,
SMC1A
0.25 1.52E-10 Oocyte meiosis (KEGG), condensed chromosome kinetochore (CC), mitotic sister chromatid se-
gregation (BP), kinetochore (CC), Cell cycle (KEGG)
BUB1, CCNA2, CDC25B, ESPL1, MCM6, PGR, PLK1, SMC1A,
UBE2C
0.22 5.79E-08 Mitosis (BP), Cell cycle (KEGG), Progesterone-mediated oocyte maturation (KEGG)
ANLN, AURKA, BIRC5, BUB1, CCNA2, CDC25B, CDCA3,
CEP55, CKS2, KIF11, NDC80, PBK, PLK1, SKA2, TOP2A, UBE2C
0.08 2.15E-13 Mitosis (BP), spindle organization (BP), phosphoinositide-mediated signaling (BP)
BRE, CBX7, CENPA, DNALI1, HDAC7, ING4, KIF11, KIF5C,
L3MBTL, RAD51, RAG2, SATB1, SFPQ, SMC1A, TOP2A, WDR5
-0.02 1.52E-09 DNA repair (BP), chromatin binding (MF), chromatin modification (BP), microtubule motor acti-
vity (MF)
ANLN, ARPC1A, B3GNT3, BCL2, CDKN3, CHST10, EFEMP2,
ESPL1, FBLN2, FOXO4, FZD5, GABARAP, ING4, LRRC59,
LTBP3, MARCKS, MASP2, NDFIP2, NUDT21, PLAGL1, PLK1,
SLC27A1, SLC35B1, SPCS3, ZMPSTE24
-0.03 1.97E-12 Calcium ion binding (MF), EGF-like calcium-binding (IPR), EGF-like calcium-binding (IPR),
EGF-type aspartate/asparagine hydroxylation site (IPR),EGF calcium-binding (IPR), microsome
(CC), cell cycle arrest (BP), actin cytoskeleton (CC), centrosome (CC), Golgi membrane (CC)
Tabla 4.7: Resultados del análisis conGeneTerm Linkerdel set de datos experimental de cán er de mama
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El hecho de simplificar y agrupar los genes y los términos en metagrupos facilita en gran manera
la interpretacíon de los resultados. En la tabla4.4.3, que resume los resultados de estos análisis,
se puede observar cómo el ńumero deGeneterm setsobtenidos con la herramienta de enrique-
cimiento antes de aplicarGeneTerm Linkeres demasiado alto para una interpretación inmediata
de los resultados. El uso deGeneTerm Linkerreduce significativamente (de 101 a 59 y de 103
a 68) el ńumero deGeneterm sets, manteniendo todas las funciones encontradas inicialmente y
estableciendo asociaciones entre los términos que, de otra manera, quedarı́an ocultas.
Alzheimer Cáncer de mama
Dunckley et al. (2006) Ma et al. (2003)
Firma génica (publicada) 225 Affymetrixprobesets 200 genes
Genes identificados 176 genes 174 genes
Grupos DAVID FAC 58 68
Metagrupos GeneTerm Linker 6 10
GeneTerm setsiniciales 101 103
GeneTerm setsredundantes 42 35
GeneTerm setsfinales 59 68
Tabla 4.8: Resumen de los resultados deG neTerm Linkerpara dos conjuntos de datos experimentales
4.5 Implementación deGeneTerm Linkeren un servidor web
GeneTerm Linkerest́a diponible como herramienta web que permite a cualquier usuario acceder al
método y utilizarlo de modo sencillo con sus listados de genes o proteı́nas problema. La aplicación
bioinformática est́a disponible enhttp://gtlinker.cnb.csic.esy http://cicblade.dep.usal.es:8000.
En la figura4.14 se presenta una captura de pantalla de la página de entrada a la herramienta.
Internamente la aplicación est́a implementada en los lenguajes de programación R (http://www.r-
project.org) y Ruby (http://ruby-lang.org) y está asociada a la aplicación de ańalisis de enrique-
cimiento funcionalGeneCodis(http://genecodis.cnb.csic.es) a través de suWeb Service. La aso-
ciación deGeneTerm Linkera una herramienta de enriquecimiento previa es necesaria porque,
como se ha explicado en el desarrollo, el método realiza un ańalisis post-enriquecimiento de las
relaciones genes-términos encontradas. En este sentidoGeneTerm Linkerpodŕıa acoplarse a cual-
quier salida de una herramienta de análisis de enriquecimiento. La asociación conGeneCodisse
ha implementado para facilitar la utilización pŕactica deGeneTerm Linkery para permitir que los
investigadores usuarios puedan partir de la lista cruda inicial de genes/prot ı́nas problema sin ne-
cesidad de pasar por el paso intermedio de enriquecimiento. Finalmente, indicar que en el sitio
webde GeneTerm Linkerse incluye una ayuda para su uso con detalles respecto al método y el
modo de ver e interpretar los resultados.
4.6 Discusíon
La anotacíon funcional se ha considerado el cuello de botella de los estudios biomédicos desde
la aparicíon de las t́ecnicas masivas de producción de datos biomoleculares (Medrano-Soto et al.,
2008; Llewellyn and Eisenberg, 2008). Para muchos de los genes estudiados mediante estas t´ cni-
cas no se conocen o no se han anotado funciones especı́ficas y otros han sido anotadosúnicamente
en base a homologı́a, asignando funciones conocidas a secuencias similares. Esta falta de cono-
cimiento preciso, los errores introducidos muchas veces en las anotaciones p r homoloǵıa y la
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Figura 4.14: Aplicación web del ḿetodo GeneTerm Linker- Captura de pantalla de la página de
inicio deGeneTerm Linkeren la que se introducen los datos básicos esenciales: listado de genes, lista
de referencia (opcional), organismo, espacios de anotación que se quieren utilizar y soporte mı́nimo
para construir losGeneterm sets.
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utilización frecuente de términos “de moda” poco informativos son dificultades añadidas a las que
las herramientas de enriquecimiento deben enfrentarse.
En este caṕıtulo se ha propuesto un nuevo método bioinforḿatico de ańalisis funcional denomina-
doGeneTerm Linkerque pretende solventar o minimizar los efectos descritos. El método ha sido
desarrollado especialmente para la combinación de ḿultiples espacios de anotación con el obje-
tivo de eliminar redundancias y reducir la complejidad de los resultados de anotacío funcional
autoḿatica.
La caracterización funcional de listas de genes/proteı́nas derivadas de t´ cnicaśomicas deberı́a pro-
porcionar idealmente menos conjuntos de genes/proteı́nas anotados que el número de elementos
que contiene la lista inicial (Merico et al., 2010). Sin embargo, las herramientas actuales no pro-
porcionan resultados sencillos ni fácilmente interpretables. El ḿetodo propuesto en este capı́tulo
intenta minimizar este problema proporcionando un resultado simplificado y preciso, donde los
genes y t́erminos est́an agrupados en metagrupos evaluados por su significación, coherencia fun-
cional y similitud.
Además la herramienta puede facilitar la inferencia de relaciones funcionales entr g es que no
han sido anotadas especı́ficamente en ninguna base de datos, pero que, sin embargo, aparecen
implı́citas cuando se analizan los genes que pertenecen a un mismo metagrupo.
En la figura4.15 se muestra un esquema con los fundamentos que guiaron el desarrollo de la
herramienta. La potencia del método radica en su capacidad para combinar múltiples fuentes de
anotacíon sin depender de su estructura interna a la hora de proporcionar resultado simplifica-
dos. Las aproximaciones de la simplificación de los resultados de enriquecimiento mediante la
búsqueda de asociaciones basadas en la estructura jerá quica de las bases de datos de anotaci´ n
(sobre todo aplicadas enGene Ontology) consiguen una mejora de los resultados, sin embargo
no son extrapolables a otros espacios de anotación con diferente estructura y organización.Gene-
Term Linker hace posible la integración de ḿultiples espacios incluyendo tanto GO como KEGG,
InterPro, etc.
Una contribucíon complementaria de este estudio es el análisis comparativo de los espacios de
anotacíon utilizados. En la sección 4.2 se muestra que KEGG es más estable y contiene menos
términos at́ıpicos. Estas diferencias son debidas fundamentalmente al “recurado” exhaustivo por
expertos de KEGG y al hecho de que GO muchas veces anote términos muy generales para su apli-
cacíon en organismos muy diversos. Esta falta de especificidad y la utilización masiva de t́erminos
que se hacen demasiado populares (comoSignal transductiono Regulation of transcription, influ-
ye en gran medida en la calidad de los resultados de enriquecimiento.
Como conclusíon, es posible afirmar que se ha construido una herramienta innovadora cuy valor
radica en proporcionar una solución coherente y simplificada al problema de la anotaci´ n funcio-
nal, pero que al mismo tiempo permite ahondar en la naturaleza de los resultadospara descubrir
nuevas relaciones. Para lograr esto la herramienta construida va un paso más lejos que las he-
rramientas de enriquecimiento actuales permitiendo la integración bases de datos heterogéneas
y eliminando los problemas derivados de la utilización de t́erminos redundantes o poco infor-
mativos. Para ḿas informacíon se puede consultar el artı́culo publicado sobre GeneTerm Linker
titulado: ”Functional analysis beyond enrichment: non-redundant reciprocallinkage of genes and
biological terms”, que se adjunta en esta memoria (Fontanillo et al., 2011).
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Figura 4.15: Esquema descriptivo del ḿetodo de GeneTerm Linker - Esquema que describe el
problema y el objetivo del ḿetodo de GeneTerm Linker ilustrándolo como herramienta de post-
enriquecimiento e indicando los parámetros en los que se apoya para construir los metagrupos de genes




El objetivo fundamental de la genómica funcional es entender cómo funciona el genoma en su
conjunto mediante el an´ lisis de la expresión de todos y cada uno de sus genes y de los múlti-
ples factores que regulan o influyen la expresión de los mismos. La recolección sisteḿatica de
informacíon y datos procedentes de tecnologı́as geńomicas experimentales globales a gran escala
proporciona un punto de partida para desvelar la actividad del genoma yel comportamiento de los
sistemas vivos asociado a su genoma. Se trata de expandir el alcance de lainvestigacíon biológica
desde el estudio de genes individuales al estudio de todos los genes de una ćelula en un momento
determinado. Desde esta perspectiva en la presente memoria de Tesis Doctoral se han abordado el
desarrollo de distintos ḿetodos y algoritmos bioinforḿaticos y su aplicación a series de datos de
estudios en ćancer obtenidos por diversas técnicas geńomicas. A continuación se hace un resumen
de las cuatro partes del trabajo desarrollado y se proponen una conclusi es finales a modo de
sumario.
En el caṕıtulo 1 se han utilizado perfiles de expresión derivados de datos de microarrays que
permiten diferenciar tipos o subtipos de enfermedades ası́ como identificar una firma molecular
propia de cada uno de los estados. Se ha desarrollado el algoritmogeNetClassifierque, mediante el
ańalisis de estos perfiles de expresión, proporciona un ḿetodo de clasificación multiclase robusto,
evaluado mediante validación cruzada anidada y centrado en el acceso transparente a las entidades
biológicas. Este clasificador realiza una asignación probabiĺıstica de nuevas muestras a cada uno
de los estados, de manera que permite reducir el número de falsos positivos y lograr una mayor
semejanza con el proceso de decisión que llevaŕıa a cabo un experto. Además de identificar los
genes marcadores para cada enfermedad, el algoritmo analiza las relaciones entre dichos genes
de manera que se facilita la creación de redes de genes asociados a cada subtipo patológico y la
identificacíon de los procesos biol´ gicos desregulados en cada estado en los que cooperan dichos
genes marcadores.
Los procesos tumorales están dirigidos habitualmente por la acumulación de alteraciones en el
DNA, normalmente con incrementos y disminuciones en el número de copias de DNA. En el
caṕıtulo 2 se ha implementado un flujo de trabajo completo para el análisis de estas alteraciones.
Los algoritmos disẽnados se basan en la discretización de los valores cuantitativos continuos del
número de copias de DNA obtenidos mediante arrays de SNPs en 3 estados: amplific ción (o
ganancia), deleción (o ṕerdida) y no cambio. A partir de esta discretización se han desarrollado
dos algoritmos que buscan alteraciones recurrentes propias de determinadas patoloǵıas. El primer
algoritmo identifica regiones ḿınimas con alteraciones comunes en un conjunto de muestras, que
se corresponderán con las alteraciones germinales o más importantes implicadas en el desarrollo
de las patoloǵıas, normalmente procesos tumorales. El segundo algoritmo identifica las regiones
con puntos de ruptura, es decir, en las se producen frecuentemente loscambios en el estado de
número de copias, normalmente asociadas con el desarrollo tumoral. Utilizandoestos algoritmos
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se han identificado regiones alteradas candidatas a marcadores moleculares de ćancer colorectal
metast́atico. Adeḿas se ha descubierto un punto de ruptura en el cromosoma 17p11.2 relacionado
con la supervivencia de los pacientes con este tipo de tumor metastático.
El ańalisis de las alteraciones genómicas del ńumero de copias de DNA proporciona una informa-
ción valiosa para comprender el origen y desarrollo tumoral, sin embargo, no t das las alteraciones
definidas producen los mismos efectos sobre la expresión ǵenica. La integración de estos datos jun-
to con los perfiles de expresión ǵenica facilita la identificación de genes conductores claves en el
desarrollo y progresión tumoral. En elcaṕıtulo 3 se ha presentado un método para la identificación
de alteraciones en el número de copias de DNA asociados a cambios en la expresión ǵenica. El
método propuesto permite la integración de datos procedentes de microarrays de RNA y de DNA
que tienen diferente resolución y reduce, gracias a la segmentación, los efectos de regulación no
asociados a la localización geńomica. De este modo, se consiguen identificar genes conductores
en regiones geńomicas candidatas que refinan los resultados obtenidos analizando por separado
ambas capas de información.
Por último, en elcaṕıtulo 4 se ha propuesto un ḿetodo bioinforḿatico de ańalisis de enriqueci-
miento funcional que permite la combinación de ḿultiples espacios de anotación con el objetivo de
eliminar redundancias y reducir la complejidad de los resultados de anotación funcional autoḿati-
ca. Se ha desarrollado una herramienta web con el método propuesto que facilita la interpretación
de los resultados de enriquecimiento mediante el filtrado de términos generales identificados en
el ańalisis de diferentes espacios de anotación y posibilita la inferencia de relaciones funcionales
entre genes pobremente anotados.
De modo global, el trabajo descrito en esta memoria proporciona un conjunto de herramientas y
algoritmos que permiten estudiar la asociación entre genotipo y fenotipos patológicos. Estudiando
las alteraciones genómicas y los cambios en la expresión ǵenica es posible comprender mejor las
funciones y procesos que están teniendo lugar en las células y que, de alguna manera, están impul-
sando el desarrollo tumoral o patológico. El ańalisis de datos procedentes de técnicas geńomicas
como los microarrays de expresión y de SNPs permite identificar genes marcadores o causales y
ahondar en los mecanismos que rodean la aparición y la progresíon de enfermedades complejas
como el ćancer. La profundización en el conocimiento de las enfermedades puede traducirse en
tratamientos mejor dirigidos y ḿas espećıficos, aśı como en un diagńostico precoz que posibilite
una mejor calidad de vida y una mejora de la supervivencia de los pacientes.Como aporte adicio-
nal las herramientas y algoritmos desarrollados en este trabajo son independient s de la tecnologı́a
utilizada para la cuantificación de las sẽnales ǵenicas y geńomicas y, por ello, pueden ser fácilmen-
te adaptables a otras técnicas experimentales en auge como las nuevas t´ cnicas de secuenciación
masiva simplemente adaptando el preprocesamiento de los datos.
Finalmente, comoCONCLUSIONES FINALES resumidas del trabajo se puede decir:
1. La aplicacíon de ḿetodos de aprendizaje automático (machine learning) transparentes ba-
sados en datos de expresión ǵenica global permite construir sistemas expertos (i.e. clasifi-
cadores) capaces de diferenciar subtipos de enfermedades e identificar las entidades biomo-
leculares que los definen. Además, el ańalisis de los paŕametros internos de estos sistemas
expertos permite derivar nuevas caracterı́sticas de las entidades biomoleculares, como es el
poder discriminante de los genes.
2. La b́usqueda sisteḿatica a nivel geńomico de alteraciones recurrentes en el número de co-
pias de DNA en muestras de pacientes con tipos de cáncer especı́ficos permite identificar
regiones del genoma que incluyen genes cuya alteración es clave para el desarrollo de esos
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procesos tumorales. Esta estrategia se ha demostrado eficaz un estudio decáncer colorectal
metast́asico.
3. El desarrollo de ḿetodos bioinforḿaticos integrativos de varios tipos de señales geńomicas,
como son los cambios de expresión ǵenica y la alteración del numero de copias, se ha de-
mostrado eficaz cuando se siguen estrategias coherentes y paralelas deprocesado de ambos
tipos datos basadas en la co-localización geńomica de las sẽnales.
4. La anotacíon biológica y ańalisis de enriquecimiento funcional de listas de genes marca-
dores derivadas de datos genómicos se ve optimizada cuando se exploran simultáneamente
múltiples espacios de anotación, se evitan redundancias y se filtran términos poco informati-
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Höglund, M., Gisselsson, D., Hansen, G. B., Säll, T., Mitelman, F., and Nilbert, M. (2002). Dis-
secting karyotypic patterns in colorectal tumors: two distinct but overlapping athways in the
adenoma-carcinoma transition.Cancer Res, 62(20):5939–46.53
Huang, D. W., Sherman, B. T., and Lempicki, R. a. (2009a). Bioinformaticsenrichment tools:
paths toward the comprehensive functional analysis of large gene lists.Nucleic Acids Res,
37(1):1–13.76, 88
Huang, D. W., Sherman, B. T., and Lempicki, R. a. (2009b). Systematic andintegrative analysis
of large gene lists using DAVID bioinformatics resources.Nat Protoc, 4(1):44–57.88
Hulo, N., Bairoch, A., Bulliard, V., Cerutti, L., Cuche, B. A., de Castro, E., Lachaize, C.,
Langendijk-Genevaux, P. S., and Sigrist, C. J. A. (2008). The 20 years of PROSITE.Nucleic
Acids Res, 36(Database issue):D245–9.75
Hunter, S., Jones, P., Mitchell, A., Apweiler, R., Attwood, T. K., Bateman, A., Bernard, T., Binns,
D., Bork, P., Burge, S., de Castro, E., Coggill, P., Corbett, M., Das, U., Daugherty, L., Duquenne,
L., Finn, R. D., Fraser, M., Gough, J., Haft, D., Hulo, N., Kahn, D., Kelly, E., Letunic, I.,
Lonsdale, D., Lopez, R., Madera, M., Maslen, J., McAnulla, C., McDowall,J., McMenamin,
C., Mi, H., Mutowo-Muellenet, P., Mulder, N., Natale, D., Orengo, C., Pesseat, S., Punta, M.,
Quinn, A. F., Rivoire, C., Sangrador-Vegas, A., Selengut, J. D., Sigrist, C. J. A., Scheremetjew,
M., Tate, J., Thimmajanarthanan, M., Thomas, P. D., Wu, C. H., Yeats, C., and Yo g, S.-Y.
(2012). InterPro in 2011: new developments in the family and domain prediction database.
Nucleic Acids Res, 40(Database issue):D306–12.75
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Gonźalez-Gonźalez, M., Mũnoz-Bellvis, L., Mackintosh, C., Fontanillo, C., Gutiérrez, M. L.,
Abad, M. M., Bengoechea, O., Teodosio, C., Fonseca, E., Fuentes, M.,De Las Rivas, J., Orfao, A.,
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Abstract
Background: For years, the genetics of metastatic colorectal cancer (CRC) have been studied using a variety of techniques.
However, most of the approaches employed so far have a relatively limited resolution which hampers detailed
characterization of the common recurrent chromosomal breakpoints as well as the identification of small regions carrying
genetic changes and the genes involved in them.
Methodology/Principal Findings: Here we applied 500K SNP arrays to map the most common chromosomal lesions
present at diagnosis in a series of 23 primary tumours from sporadic CRC patients who had developed liver metastasis.
Overall our results confirm that the genetic profile of metastatic CRC is defined by imbalanced gains of chromosomes 7, 8q,
11q, 13q, 20q and X together with losses of the 1p, 8p, 17p and 18q chromosome regions. In addition, SNP-array studies
allowed the identification of small (,1.3 Mb) and extensive/large (.1.5 Mb) altered DNA sequences, many of which contain
cancer genes known to be involved in CRC and the metastatic process. Detailed characterization of the breakpoint regions
for the altered chromosomes showed four recurrent breakpoints at chromosomes 1p12, 8p12, 17p11.2 and 20p12.1;
interestingly, the most frequently observed recurrent chromosomal breakpoint was localized at 17p11.2 and systematically
targeted the FAM27L gene, whose role in CRC deserves further investigations.
Conclusions/Significance: In summary, in the present study we provide a detailed map of the genetic abnormalities of
primary tumours from metastatic CRC patients, which confirm and extend on previous observations as regards the
identification of genes potentially involved in development of CRC and the metastatic process.
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Introduction
The development and progression of CRC is a multistep process
leading to the accumulation of genomic alterations that occur at
the single cell level over the lifetime of a tumour, from benign to
invasive and metastatic states leading to patient death [1,2]. For
many years, the genetics of metastatic CRC have been studied
with an increasingly high variety of techniques from conventional
cytogenetics [3] and fluorescence in situ hybridization (FISH) [4] to
comparative genomic hybridization (CGH) [5] and array CGH
(aCGH) [6]. Based on these techniques, many different recurrent
genetic abnormalities have been identified in metastatic CRC
which frequently include gains of chromosomes 8q, 13q and 20q
[7,8] together with losses of the 1p, 8p, 17p and 18q chromosomal
regions [9]. By contrast, detailed characterization of the common
breakpoint regions as well as the identification of the specific genes
targeted by such abnormalities has proven difficult with these
approaches. This is partially due to the fact that these techniques
have a relatively limited resolution which hampers identification of
the specific cancer-associated genes recurrently targeted in such
alterations. In fact, the highest resolution approaches applied so far
to the study of CRC are based on aCGH (i.e. Camps et al who
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applied a 185K oligonucleotide array with an estimated resolution
of 16 kb, to the analysis of 32 primary CRC tumours) [10].
In recent years, the availability of high-density single nucleotide
polymorphism (SNP) arrays has allowed identification of small
regions of chromosomal gains and losses with a much higher
resolution, down to 2.5 kb [11]. Thus, based on genome wide SNP
arrays, fine mapping of chromosomal breakpoints and subsequent
identification of the specific genes recurrently altered (deleted,
gained or amplified) is achieved for individual samples. This allows
for a more precise and detailed comparison of the breakpoint
regions found in different tumours and their correlation with the
clinical features of the disease.
In the present study we used 500K SNP mapping arrays with a
mean distance between interrogated SNPs of 5.8 kb (median
intermarker distance of 2.5 kb) to map genetic lesions present at
diagnosis in primary tumours from a group of 23 sporadic CRC
patients who developed liver metastasis. Our major goal was to
define the most frequent recurrent breakpoint regions in
metastatic CRC and the commonly gained and/or deleted genes
in the altered chromosomes. In order to evaluate the reproduc-
ibility of the SNP-array results we performed parallel interphase
FISH (iFISH) analyses of the same tumour samples using 24
probes directed against an identical number of regions from 20




Tissue specimens were obtained from primary tumours from 23
patients (15 males and 8 females; median age of 68 years, ranging
from 48 to 80 years) suffering from metastatic sporadic CRC. The
study was approved by the local ethics committee of the University
Hospital of Salamanca (Salamanca, Spain) and prior to entering to
the study, informed consent was given by each individual.
In each case, the diagnosis and the classification of the tumours
were performed according to the WHO criteria [12]. According to
tumour grade, 13 cases corresponded to well-differentiated CRC,
8 to moderately- and 2 to poorly-differentiated tumours.
Histopathological grade was confirmed in all cases in a second
independent evaluation by an experienced pathologist.
From the 23 primary tumors, 16 were localized at the right
(caecum, ascending or trasverse) or the left (descending and
sigmoid) colon and 7 in the rectum. Mean size of primary tumors
was of 5.261.8 cm with the following distribution according to the
TNM stage [13]: T3N0M1, 3 cases; T3N1M1, 9; T3N2M1, 3;
T4N0M1, 5; T4N1M1, 1 and; T4N2M1, 2 patients. In all cases
paired liver metastases were identified either at the time of
colorectal surgery (n = 14) or during the first year after initial
diagnosis (n = 9); the mean size of the largest liver metastases/
patient was of 5.362.8 cm (range: 2 to 10 cm).
After histopathological diagnosis was established, samples from
representative areas of the primary tumours showing macrosco-
pical infiltration, were used to prepare single cell suspensions to be
stored (220uC) in methanol/acetic (3/1; vol/vol) for further
iFISH analyses [14]. The remaining tissue was either fixed in
formalin and embedded in paraffin or frozen in liquid nitrogen,
and stored at room temperature (RT) and at 280uC, respectively.
From the paraffin-embedded tissue samples, sections were cut
from three different areas representative of the tumoural tissue
used to prepare single cell suspensions and placed over poly L-
lysine coated slides. All tissues were evaluated after hematoxylin-
eosin staining to confirm the presence of tumour cells and evaluate
their quantity in samples to be studied by both iFISH and SNP-
arrays. For SNP-array studies, tumour DNA was extracted from
freshly-frozen tumour tissues mirror cut to those used for iFISH
analyses which contained $65% epithelial tumour cells. In turn,
normal DNA was extracted from matched peripheral blood (PB)
leucocytes from the same patient. For both types of samples
(tumour tissue and PB leucocytes), DNA was extracted using the
QIAamp DNA mini kit (Qiagen, Hilden, Germany) following the
manufacturer’s instructions.
Analysis of single nucleotide polymorphism (SNP) arrays
Paired samples of purified tumoural DNA and normal PB DNA
from individual patients were hybridized to two 250K Affymetrix
SNP Mapping arrays (NspI and StyI SNP arrays, Affymetrix, Santa
Clara, CA) using a total of 250 ng of DNA per array, according to
the instructions of the manufacturer. Fluorescence signals were
detected using the GeneChip Scanner 3000 (Affymetrix). Average
genotyping call rates of 94.4% and 97.3% were obtained for
tumoral and paired normal PB DNA samples, respectively. Only
those SNPs with a call rate $92.3% were used for further analyses.
In order to calculate genome-wide copy number (CN) changes
in tumoural vs. normal samples, the aroma.affymetrix algorithm was
used, following the CRMA v2 method, as described elsewhere (R-
software package, Berkeley, CA) [15]. The following sequential
steps were used for this purpose: i) calibration for crosstalks
between pairs of allele probes; ii) normalization for probe
nucleotide-sequence effects, and; iii) normalization for PCR
fragment length- and probe localization-dependent effects. Then,
data derived from both the 250K StyI and the 250K NspI arrays
was integrated into a single database and raw CN values
calculated as transformed log2 values of the tumoural/normal
ratio obtained for paired SNP fluorescence signals.
Log2 ratio values were then used to identify DNA regions which
showed similar CN values, using the Circular Binary Segmenta-
tion (CBS) algorithm [16]. For the identification of altered (gained
or lost) DNA regions, a threshold was established based on the
changes observed in the log2 CN values (fluorescence intensity
ratio) of sequential tumour DNA segments found for each
individual. Therefore, log2 ratio .0.09 and ,20.09 were used
as cut-off thresholds to define the presence of increased and
decreased CN values, respectively. High-level gains (amplifica-
tions) were defined as regions with a mean log2 CN ratio $0.22
for $3 contiguous SNPs. The specific frequencies of both CN
gains and losses per SNP were established and plotted along
individual chromosomes for each individual case analyzed.
Minimal common regions (MCR) of gain and loss were defined
as the smallest group of contiguous SNPs ($3) with a high
frequency of gains and losses (Z-score threshold $2.1) according to
the overall distribution of CN values found in the entire tumour
cell genome, respectively. Common recurrent breakpoint regions
were defined as those chromosomal regions which recurrently
showed transition from one CN state (gain, loss or no-change) to
another for the whole set of individual samples analyzed, at a
frequency of $35% of the cases (n = 8/23 samples).
Interphase fluorescence in situ hybridization (iFISH)
studies
In all cases, iFISH studies were performed on an aliquot of the
single cell suspension prepared from the tumour sample. A set of
24 locus-specific FISH probes directed against DNA sequences
localized in 20 different human chromosomes, specific for those
chromosomal regions more frequently gained or deleted in
sporadic CRC [4,6,8,17,18] were systematically used to validate
the results obtained with the SNP arrays (Table 1).
Genetics of Colorectal Cancer
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The methods and procedures used for the iFISH studies have
been previously described in detail [19]. Briefly, dried slides
containing both the tumour cells’ and the probes’ DNA were
denatured (1 min at 75uC) and hybridized overnight (37uC) in a
Hybrite termocycler (Vysis Inc, Downers Grove, IL, USA). After
this incubation, slides were sequentially washed (5 min at 46uC) in
50% formamide in a 26 saline sodium citrate buffer (SSC) and in
2XSSC. Finally, nuclei were counterstained with 35 mL of a
mounting medium containing 75 ng/ml of 4,6-diamidino 2-
phenylindole (DAPI; Sigma, St Louis, MO, USA); Vectashield
(Vector Laboratories Inc, Burlingame, CA, USA) was used as
antifading agent.
A BX60 fluorescence microscope (Olympus, Hamburg, Ger-
many) equipped with a 1006 oil objective was used to count the
number of hybridization spots/nuclei for $200 cells/sample. Only
those spots with a similar size, intensity and shape were counted in
areas with ,1% unhybridized cells; doublet signals were
considered as single spots. A tumour was considered to carry a
numerical abnormality for a given chromosomal region when the
proportion of cells displaying an abnormal number of hybridiza-
tion spots for the corresponding probe was at a percentage higher
or lower than the mean value plus two standard deviations (SD) of
the mean percentage obtained with the same probe in control
samples (n = 10).
Quantitative Real-Time PCR
In order to validate the results obtained in the SNP-array
studies, quantitative real-time polymerase chain reaction (RQ-
PCR) was performed using the Step One Plus Real-Time PCR
System (Applied Biosystems, Foster City, CA) in matched normal
and tumoural samples in 18/23 cases. Expression of the MAP2K4,
MYC and BIRC7 genes was analyzed. We employed TaqManH
Gene Expression Assays designed by Applied Biosystems (Applied
Biosystems, Foster City, CA) according to the manufacturers
instructions, and the assays ID for the genes studied were as
follows: Hs_00387426-m1 (MAP2K4), Hs_00153408-m1 (MYC)
and Hs_00223384-m1 (BIRC7).
Each PCR was carried out in duplicate in a 10 uL volume
using the TaqManH Fast Universal Mastermix (Applied Biosys-
tems) and the following cycling parameters: incubation at 95uC
(20 sec), followed by 50 cycles at 95uC (1 sec) and an incubation
at 60uC (20 sec). Analysis was made using StepOne software v2.0.
The obtained data were normalized by using the internal
housekeeping gene, GAPDH. Relative quantification was calcu-
lated using the equation 22DCT = CTGENE-CTGAPDH. The final
mRNA expression index in each sample was calculated as follows
(arbitrary units; AU): mRNA expression index = MYC or
MAP2K4 or BIRC7 mRNA value/ GAPDH mRNA value X
10,000 AU.
Table 1. A panel of 24 locus-specific FISH probes directed against 24 different regions localized in 20 different human
chromosomes were used to validate the results obtained with the SNP arrays.
iFISH probe chromosome
localization iFISH probe length (kb) Target gene
N. of SNPs inside the region identified by the iFISH
probe
1p36 110 P58 120
1q25 620 ABL2 68
2p24 200 NMYC 38
3q26 839 HTERC 52
5p15.2 450 D5S721 118
6q23 740 MYB 88
7q31 200 D7S486 33
8p22 170 LPL 39
8q24 600 CMYC 159
9p21 190 P16 37
9q34 270 ABL1 33
10q23 370 PTEN 49
11q22 184 ATM 69
12p13 350 TEL 98
13q14 220 RB1 14
13q34 550 LAMP1 92
14q32 1500 IGH 82
15q22 540 DAPK2 38
17p13 145 TP53 12
18q21 750 BCL2 153
19q13 340 CD37 21
20q13.2 320 ZNF217 53
21q22 500 AML1 111
22q11.2 300 BCR 36
All probes were purchased from Vysis Inc (Chicago, IL, USA), except for the 3q26, 15p22 and 19q13 probes, which were obtained from QBIOgene Inc (Amsterdam, The
Netherlands).
doi:10.1371/journal.pone.0013752.t001
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Figure 1. Metastatic colorectal cancer genome for the 23 CRC patients studied. In panel A an overall view of both the gained (blue areas)
and lost (red areas) chromosome regions across the genome are shown for the 23 patients genotyped on the Affymetrix 500k SNP array platform. In
panel B a summary plot showing the frequency of CN gains (plotted above zero values in the x-axis) and losses (plotted below zero values the x-axis)
detected for each individual chromosome, is displayed. Those chromosome regions most frequently showing recurrent losses and gains by SNP
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Statistical methods
For all continuous variables, mean values (and SD) and range
were calculated using the SPSS software package (SPSS 12.0 Inc,
Chicago, IL USA); for dichotomic variables, frequencies were
reported. In order to evaluate the statistical significance of
differences observed between groups, the Mann-Whitney U and
X2 tests were used for continuous and categorical variables,
respectively (SPSS).
A multivariate stepwise regression analysis (regression, SPSS)
was performed to determine the correlation between the structural
and/or numerical abnormalities found for both iFISH, SNP-array
techniques and their relationship with the expression of those
genes analyzed by RQ-PCR. Only those iFISH probes with $12
SNPs localized in the iFISH mapped region (Table 1) were used
for correlation studies with the CN status identified by the SNP
array (gain vs. loss vs. no change) for those SNPs localized at each
iFISH region. P-values ,.01 were considered to be associated with
statistical significance.
Results
Map of CN changes by SNP arrays
Overall CN changes for at least one chromosomal region were
detected in all 23 tumors studied. The highest frequency of CN
losses detected corresponded to chromosomes 1p (n = 17; 74%), 8p
(n = 18; 78%), 14q (n = 15; 65%), 17p (n = 19; 83%), 18 (n = 21;
91%) and 22q (n = 17; 74%); in turn, CN gains more frequently
involved chromosomes 1q (n = 10; 43%), 7 (n = 20; 87%), 8q
(n = 17; 74%), 13q (n = 18; 78%), 20q (n = 20; 87%) and X (n = 13;
57%) (Figure 1); these (gained) chromosomes/chromosomal
regions also revealed the highest level of genomic amplification
(Table S1). In addition, gains and losses of many other
chromosomal regions were identified at lower frequencies
(Figure 1). An illustrating map of the most frequently gained/lost
chromosome regions according to SNP-array studies, is shown in
figure 2.
Of note, SNP arrays allowed the identification of 43 small DNA
sequences (arbitrarily defined as regions of ,1300 kb) which
displayed recurrent CN changes (gains and losses). Interestingly,
most of those regions which showed recurrent CN changes
(n = 28/43) contained at least one known well-characterized gene,
five contained known cancer-associated genes and one region held
a microRNA gene (MIR1208), localized at chromosome 8q24.21
(Table 2). The exact number of small regions characterized by CN
changes, as well as the relative proportion of CN gains vs. losses
varied widely among the different chromosomes. The 43 small
regions containing CN gains and losses were coded in those
chromosomes more frequently affected by CN changes and their
arrays were localized in chromosomes 1p, 8p, 17p and 18, and involved the whole chromosome 7 and the 8q, 13q and 20q chromosome regions,
respectively.
doi:10.1371/journal.pone.0013752.g001
Figure 2. Representative karyotype of a primary metastatic colorectal tumor as determined by the Affymetrix 500K SNP array
genotyping platform, showing summary results for those chromosome gains/losses more frequently detected in the colorectal
tumor samples analyzed (n = 23).
doi:10.1371/journal.pone.0013752.g002
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distribution was as follows: chromosomes 1p, 1 region; 7p, 3; 8p, 4;
8q, 16; 13q, 7; 17p, 3; 18q, 4; 20q, 3, and; Xq, 2 region. In
addition, other regions carrying recurrent large-scale CN gains
and losses (arbitrarily defined as regions of .1500 kb) were
identified at the 8q21.13, 17p12, 17p11.2, 22q13 and Xq25
chromosome segments (one in each chromosome). Interestingly,
Table 2. Most frequently detected small regions (,1300 kb) of gain and loss in primary sporadic colorectal tumors genotyped on









Chr 1: 26,131,131-26,191,419 60,288 16 1p36.11 Deletion 74 PAFAH2
Chr 7: 8,255,230-8,280,496 25,266 10 7p21.3 Gain 74 ICA1
Chr 7: 10,461,770-10,486,412 24,642 8 7p21.3 Gain 74 –
Chr 7: 12,514,442-12,576,898 62,456 9 7p21.3 Gain 74 SCIN
Chr 8: 32,105,734-32,675,812 570,078 196 8p12 Deletion 70 –
Chr 8: 198,834-392,556 193,722 46 8p23.3 Deletion 70 FAM87A, FBXO25
Chr 8: 400,640-539,716 139,076 29 8p23.3 Deletion 70 C8orf42
Chr 8: 23,264,737-23,277,681 12,944 8 8p21.3 Deletion 70 –
Chr 8: 86,214,670-86,946,337 731,667 52 8q21.2 Gain 65 LRRCC1, E2F5, CA13, CA1, CA3, CA2
Chr 8: 87,377,186-87,789,535 412,349 65 8q21.3 Gain 65 WWP1, FAM82B, CPNE3, CNGB3
Chr 8: 88,872,540-89,066,702 194,162 24 8q21.3 Gain 65 WDR21C
Chr 8: 91,462,487-91,474,759 12,272 2 8q21.3 Gain 65 –
Chr 8: 91,686,333-91,735,940 49,607 10 8q21.3 Gain 65 TMEM64
Chr 8: 94,759,374-95,077,320 317,946 44 8q22.1 Gain 65 RBM12B, C8orf39, TMEM67, PPM2C
Chr 8: 95,294,349-95,435,061 140,712 28 8q22.1 Gain 65 GEM
Chr 8: 95,593,385-95,776,644 183,259 36 8q22.1 Gain 65 KIAA1429, RBM35A
Chr 8: 128,638,191-128,724,583 86,392 25 8q24.21 Gain 65 –
Chr 8: 129,180,096-129,268,067 87,971 43 8q24.21 Gain 65 MIR1208
Chr 8: 130,906,244-131,222,249 316,005 35 8q24.21 Gain 65 FAM49B
Chr 8: 133,845,345-133,868,639 23,294 9 8q24.22 Gain 65 PHF20L1
Chr 8: 133,882,656-133,900,665 18,009 6 8q24.22 Gain 65 –
Chr 8: 135,527,585-135,836,235 308,650 97 8q24.22 Gain 65 ZFAT
Chr 8: 136,498,075-136,866,133 368,058 74 8q24.23 Gain 65 KHDRBS3
Chr 8: 137,055,200-137,091,177 35,977 12 8q24.23 Gain 65 –
Chr 13: 73,603,130-73,627,939 24,809 10 13q22.1 Gain 78 KLF12
Chr 13: 74,972,248-75,117,835 145,587 26 13q22.2 Gain 78 COMMD6, UCHL3, LMO7
Chr 13: 75,689,304-75,689,865 561 2 13q22.2 Gain 78 –
Chr 13: 76,352,482-76,366,765 14,283 11 13q22.3 Gain 78 KCTD12
Chr 13: 78,098,212-78,143,588 45,376 7 13q31.1 Gain 78 C13orf7
Chr 13: 78,805,700-79,077,299 271,599 46 13q31.1 Gain 78 RBM26, NDFIP2
Chr 13: 79,621,013-79,845,948 224,935 40 13q31.1 Gain 78 SPRY2
Chr 17: 10,693,238-11,021,844 328,606 89 17p13.1 Deletion 78 –
Chr 17: 14,234,746-14,967,525 732,779 214 17p12 Deletion 78 –
Chr 17: 14,984,724-15,082,587 97,863 18 17p12 Deletion 78 PMP22
Chr 18: 41,130,655-41,494,986 364,331 134 18q12.3 Deletion 91 SLC14A2
Chr 18: 45,410,728-45,497,910 87,182 29 18q21.11 Deletion 91 –
Chr 18: 45,654,114-46,036,475 382,361 144 18q21.11 Deletion 91 MYO5B, CCDC11
Chr 18: 46,252,199-46,288,353 36,154 12 18q21.11 Deletion 91 –
Chr 20: 37,766,095-38,339,016 572,921 131 20q12 Gain 83 HSPEP1
Chr 20: 51,012,908-51,013,194 286 2 20q13.2 Gain 83 –
Chr 20: 52,991,500-54,234,439 1,242,939 325 20q13.2 Gain 83 CBLN4
Chr X: 134,159,698-134,160,254 556 2 Xq26.3 Gain 57 –
Chr X: 151,650,011-151,652,710 2699 2 Xq28 Gain 57 –
Genes which have been associated with cancer are shown in bold.
doi:10.1371/journal.pone.0013752.t002
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each of these larger regions has been previously associated with
malignancy and contained genes i) relevant to the metastatic
process (i.e.: TPD52, FABP5, MAP2K4, LLGL1, TOP3A,
ALDH3A2, UPK3A, FBLN1, TYMP), ii) associated with intracellu-
lar signaling processes (i.e.: PAG1, ELAC2, RASD1 and
TNFRSF13B) and iii) genes involved in the regulation of the cell
cycle (i.e.: FLCN, PEMT and XIAP); in turn, three of these large
CN regions showing CN losses and one with CN gains contained a
total of 8 known microRNAs (Table 3).
Chromosomal regions showing high-level CN gains
The highest levels of genetic amplification were detected for the
7p15.2, 8q24.21, 13q12.13 and 20p12.3 chromosome bands with
maximum fluorescence intensity log2 ratios of 0.99 (0.2360.11),
1.45 (0.3560.15), 1.47 (0.3160.22) and 0.96 (0.2860.11), respec-
tively (Table 4). Several genes which are potentially involved in the
pathogenesis of CRC are localized in these four chromosomal
regions. Among others, these include the CYCS and UPP1 genes on
chromosome 7p, the MYC gene at chromosome 8q24.21, the
HSPH1 and CDX2 genes at chromosome 13q and the CDC25B,
PLCB4, TNFRSF6B, OGFR, NTSR1, CDH4, CYP24A1 and RGS19
genes in chromosome 20. The most commonly amplified single
region (18/23 cases; 78%) corresponded to a region localized at
chromosome 20q11.22 identified by the SNP_A-2220183 and the
SNP_A-2039695 at the 33,776,127 bp and 33,954,944 bp posi-
tions, respectively (Table S1).
Interestingly, we recorded a statistically significant association
between tumour grade and presence of gains/amplifications at the
20p13 chromosomal region localized between the 2,574,587 and
2,993,797 bp positions and assessed by 66 SNPs with a greater
frequency of well- vs moderately-differentiated tumours- (11/13
(85%) vs 2/8 (25%); p = 0.005) among cases with this chromo-
somal alteration.
Recurrent chromosomal breakpoints identified by SNP-
arrays
Based on the analysis of the distribution of chromosomal
breakpoints defined by the SNP-arrays, four recurrent chromo-
somal breakpoints (arbitrarily defined as DNA segments showing
CN changes in more than one third of the cases) were identified at
chromosomes 1p12, 8p12, 17p11.2 and 20p12.1 (Figure S1).
Chromosomes 1, 8 and 20 showed a high number (.145) of
different breakpoint regions with a variable and heterogeneous
distribution; in contrast, a highly prevalent breakpoint region was
identified in the centromeric portion of chromosome 17p, between
the genome coordinates 20,156,497 bp and 22,975,771 bp (15/19
patients with abnormalities for this chromosome), and a minimum
size of 28.2 Mb for the recurrent breakpoint. In these 15 cases, the
first gene affected on the retained telomeric side of the breakpoint
region was the CYTSB gene and the first constantly deleted gene
on the centromeric side was the FAM27L gene. Interestingly, in 13
of these 15 patients a preferential breakpoint occurred at the
21,769,828–22,975,771 genome coordinate where the FAM27L
gene is coded.
Correlation between the chromosomal changes detected
by SNP-arrays and both iFISH and RQ-PCR studies
In order to evaluate the consistency of the chromosomal
changes identified by the SNP-arrays, iFISH analysis were
performed in parallel for a total of 24 chromosome regions from
20 different chromosomes. Overall our results showed a high
degree of correlation (mean r2 of 0.73602; range: 0.65 to 0.91)
between both methods, including when such analysis was
restricted to the most frequently altered regions (r2$0.67)
(Table 5).
In order to assess the impact of the information generated by
SNP arrays, the expression of three genes (MAP2K4, MYC and
Table 3. Most frequently detected extensively altered chromosome regions with CN changes (.1500 kb) in primary sporadic









Chr 8: 80,831,670-82,390,493 1,558,823 8q21.13 Gain 65 HEY1, MRPS28, TPD52, ZBTB10, ZNF704, PAG1, FABP5
Chr 17: 11,135,229-14,009,355 2,874,126 17p12 Deletion 78 DNAH9, ZNF18, MAP2K4, MIR744, MYOCD, ELAC2,
HS3ST3A1, MIR548H3, COX10
Chr 17: 16,270,540-19,616,367 3,345,827 17p11.2 Deletion 78 TRPV2, C17orf45, C17orf76, ZNF287, ZNF624,
CCDC144A,TNFRSF13B, C17orf84, FLCN, COPS3, NT5M,
MED9, RASD1, PEMT, RAI1, SREBF1, MIR33B, TOM1L2,
LRRC48, ATPAF2, C17orf39, DRG2, MYO15A, ALKBH5,
LLGL1, FLII, SMCR7, TOP3A, SMCR8, SHMT1, NOS2B,
TBC1D28, TRIM16L, FBXW10, FAM18B, PRPSAP2, SLC5A10,
FAM83G, GRAP, EPN2, B9D1, MIR1180, MAPK7, MFAP4,
ZNF179, SLC47A1, ALDH3A2, SLC47A2, ALDH3A1, ULK2
Chr 22: 43,616,234-49,576,671 5,960,437 22q13 Deletion 57 ARHGAP8, PHF21B, NUP50, C22orf9, MIR1249, UPK3A,
FAM118A, SMC1B, RIBC2, FBLN1, ATXN10, WNT7B,
C22orf26, MIRLET7A3, MIRLET7B, PPARA, PKDREJ, GTSE1,
TRMU, CELSR1, GRAMD4, CERK, TBC1D22A, FAM19A5,
C22orf34, BRD1, ZBED4, ALG12, CRELD2, PIM3, IL17REL,
TTLL8, MLC1, MOV10L1, PANX2, TRABD, TUBGCP6,
HDAC10, MAPK12, MAPK11, PLXNB2, FAM116B, SAPS2,
SBF1, ADM2, MIOX, TMEM112B, NCAPH2, SCO2, TYMP,
KLHDC7B, CPT1B, CHKB, MAPK8IP2, ARSA,SHANK3, ACR,
RABL2B
Chr X: 120,721,375-126,726,076 6,004,701 Xq25 Gain 57 GRIA3, THOC2, MIR220A, XIAP, STAG2, SH2D1A, ODZ1,
WDR40C, WDR40B, CXorf64
Genes which have been associated with cancer are shown in bold.
doi:10.1371/journal.pone.0013752.t003
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BIRC7) was further analyzed in detail using RQ-PCR. As expected
from the SNP-array data, the MYC and BIRC7 relative transcript
levels were up-regulated in 15/18 (83%) and 14/18 (78%) tumours
analyzed, respectively. Conversely, the MAP2K4 gene was down-
regulated in 16/18 (89%) tumours (Figure 3). Upon comparing the
results obtained with the two methods, a significant (p,0.001)
correlation was observed between the microarray data and the
expression of the three genes evaluated by RQ-PCR techniques
with correlation coefficients (r2) of 0.88, 0.66 and 0.64 for
MAP2K4, MYC and BIRC7 genes, respectively.
Discussion
In this study we describe a comprehensive map of the genetic
abnormalities present in primary tumors from metastatic CRC
through the usage of high-resolution 500K SNP arrays. To our
knowledge this is the most extensive study using high-resolution
SNP-arrays to define the genetic alterations in this subgroup of
CRC patients. Overall, our results confirm previous analyses using
chromosome banding techniques [20], CGH [5], SKY [21],
aCGH [6,10] and low-resolution 50k SNP-arrays [22].
Previous reports in which similar SNP-array tools have been
applied to investigate the genetic profile of non-metastatic CRC
[23] have shown in a subset of patients with advanced carcinomas
in the absence of liver metastases (n = 18), a relatively low
frequency of 1p, 8p, 9q, 14 and 17p losses and unique
amplifications at chromosome 20q. Interestingly, among our series
of metastatic CRC patients the frequency of losses at the same
chromosomal regions was strikingly higher: 1p, 74% vs 11%; 8p,
78% vs 33%; 9q, 35% vs 6%; 14, 65% vs 39%; and; 17p, 83% vs
33%. In turn, we also detected additional amplifications at 7p, 8q
and 13q, as well as at the 20q chromosomal region. In line with
our observations, Al-Mulla et al [24] also found that, once
compared to patients without metastatic disease (n = 30) CRC
patients with liver metastases (n = 26) more frequently displayed
losses of chromosomes 1p, 4, 5q, 8p, 9p, and 14q. Altogether,
those results indicate that the genetic profile of metastatic CRC is
defined by imbalanced gains/amplifications of chromosomes 7p,
8q, 13q and 20q together with losses of the 1p, 8p, 9p, 14q and
17p chromosomal regions [5,20,25–27]. In addition, here we
describe new recurrently altered regions that contain cancer genes,
many of which have been previously involved in the pathogenesis
of CRC, at the same time, we provide detailed characterization of
recurrent chromosomal breakpoints most frequently occurring in
primary tumours from CRC patients who had developed liver
metastases.
Interestingly, a relatively high degree of correlation was found
between the cytogenetic alterations detected by SNP-arrays and
iFISH studies. Despite this, slight differences were noted between
both techniques. On one hand, these were due to the lower
Table 4. Most frequently detected high-level amplified chromosome regions (average log2 copy number ratio $0.22) containing
genes commonly associated with cancer in primary sporadic colorectal tumors genotyped on the Affymetrix 500K SNP array
platform (n = 23).








cases Cancer associated genes
Chr 7: 21,060,948-21,773,238 7p15.3 0.22 0.51 57 SP4
Chr 7: 25,072,457-29,780,614 7p15.2 0.23 0.99 52 CYCS, CHN2, JAZF1, HOXA1,
HOXA4, HOXA5, HOXA7, HOXA9,
HOXA10, HOXA11, HNRPA2B1
Chr 7: 30,433,934-47,043,330 7p15.1 0.24 0.69 52 SFRP4, AMPH, RALA, INHBA,
PPIA, IGFBP3
Chr 7: 47,249,414-48,538,115 7p12.3 0.23 0.51 57 UPP1
Chr 7: 50,305,027-50,512,587 7p12.2 0.24 0.51 61 DDC, IKZF1
Chr 8: 128,130,968-129,218,353 8q24.21 0.35 1.45 61 MYC
Chr 13: 22,371,210-23,251,245 13q12.12 0.29 0.81 57 SACS
Chr 13: 23,722,973-24,224,179 13q12.12 0.30 0.90 57 ATP12A, PARP4
Chr 13: 25,516,360-33,070,797 13q12.13 0.31 1.47 61 BRCA2, RXFP2, HMGB1, HSPH1,
SLC7A1, FLT1, FLT3, CDX2, PDX1,
GTF3A
Chr 20: 3,590,646-3,775,309 20p13 0.28 0.62 52 CDC25B, SIGLEC1, GFRA4
Chr 20: 6,077,268-10,228,083 20p12.3 0.28 0.96 52 PLCB4, PLCB1
Chr 20: 33,776,127-33,954,944 20q11.22 0.27 0.51 78 RBM39, PHF20
Chr 20: 47,898,202-49,082,996 20q13.13 0.27 0.55 74 ADNP, BCAS4, PTPN1, CEBPB,
SNAI1
Chr 20: 52,203,846-52,261,791 20q13.2 0.27 0.55 74 CYP24A1
Chr 20: 59,237,873-59,740,719 20q13.33 0.27 0.59 74 CDH4
Chr 20: 59,926,031-62,297,793 20q13.33 0.28 0.82 74 TAF4, SS18L1, LAMA5, GATA5,
SLCO4A1, NTSR1, OGFR, TCFL5,
DIDO1, BIRC7, EEF1A2, PTK6,
STMN3, NFRSF6B, TPD52L2,
SOX18, RGS19, OPRL1,
Genes which have been commonly associated with colorectal cancer are shown in bold.
Only those regions with recurrently amplified DNA copy-number found in at least half of the cases, are listed.
doi:10.1371/journal.pone.0013752.t004
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sensitivity of the SNP-array vs. iFISH for the identification of
chromosomal abnormalities present in only a small proportion of
all cells in the sample (i.e. secondary genetic lesions absent in the
ancestral tumour cell clones) [28]. On the other hand, they were
attributable to the increased sensitivity of the SNP-array vs. iFISH
studies as regards identification of small interstitial changes [11].
In this regard, our results show occurrence of a high number of
CN changes involving minimal/small regions (,1.3 Mb) and to a
less extent, also extensive/large (.1.5 Mb) regions which
frequently went undetectable by iFISH. Interestingly, several of
these small and large altered regions contain cancer-associated
genes known to be involved in CRC and/or the metastatic
process: i.e. the TPD52 [29], FABP5 [30], MAP2K4 [31], LLGL1
[32], FBLN1 [33] and TYMP [34] genes.
Among all human chromosomes, chromosomes 17 and 18 were
those more frequently found to be altered in our series, their
abnormalities typically consisting on extensive deletions involving
the TP53 and DCC genes, respectively, in addition to other tumor
suppressor genes, such as MAP2K4 at 17p12. A potential role for
chromosome 18q in the development of CRC with associated liver
metastases has been previously reported [35]; in this regard,
decreased expression of Smad4 in addition to DCC, has been
pointed out as a potential target protein coded in chromosome 18q
since it is associated with both liver and lymph node metastases
[36]. In line with these findings we also identified loss of the
SMAD4 gene in the great majority (83%) of the metastatic cases
analyzed. By contrast, the most frequently (78% of cases) amplified
region was found in chromosome 20, at 20q11.22. This is a
relatively small region of 178,817 bp which harbors 8 known
genes, half of which have been associated with CRC: TNFRSF6B
[37], OGFR [38], NTSR1 [39] and CDH4 [40]. Among these
genes, overexpression of TNFRSF6B -a gene that belongs to the
tumor necrosis factor receptor (TNFR) super-family- has been
reported in advanced stages of CRC [37] and other tumors of the
gastrointestinal tract [41], in association with an increased
resistance to adjuvant chemotherapy [42]; in turn, increased
NTSR1 expression has been reported as an early event in colon
tumorigenesis that contributes to tumor progression and an
aggressive clinical behavior [39]. Similarly, we also identified
amplification and overexpression of the MYC gene at 8q24 in the
great majority of the primary tumors, which have both been
previously suggested to be involved in disease progression to a
metastatic tumour [28;43].
From the clinical point of view, gain/amplification of 20p13 was
associated with a higher frequency of well vs. moderately-
differentiated tumours. Noteworthy, this chromosomal region
contains genes which have been previously associated with disease
progression. Accordingly, Miyoshi N et al have recently suggested
that overexpression of the TGM2 gene in CRC patients is
associated with a shorter overall survival [44] and expression of the
PTPRA gene has been recurrently associated with progression of
gastric cancer, including lymphovascular invasion and liver/
peritoneal dissemination [45,46].
Apart from defining the most frequently altered genes in
metastatic CRC, this study was also aimed at detailed character-
ization of the most frequent recurrent breakpoint regions
associated with such genetic changes. The number of different
breakpoints detected within individual chromosomes is usually
considered as a surrogate marker for chromosomal instability in
cancer. In the present study, we found 245 different breakpoints
for chromosome 1. This frequency is significantly higher than that
reported by others using aCGH analyses of CRC without distant
metastases: 16 different chromosomes breakpoints found, in a
group of 32 patients [10]. These results suggest that advanced-
stage and metastatic CRC could be associated with a greater
number of breakpoints and higher chromosomal instability. In line
with this hypothesis, Knutsen et al [21] found 407 chromosomal
breakpoints in 15 CRC cell lines, using spectral karyotyping with a
high frequency of recurrent breakpoints in the centromeric (p11 to
q11) or pericentromeric (p11.2 and q11.2) regions of chromosomes
12, 13, 14, 15, 17 18 and 20. Interestingly, in this latter study
Knutsen et al [21] also found recurrent breakpoints at 17p11.2 in
6/15 cell lines.
In the present study, a high percentage of cases showed
recurrent breakpoints for chromosomes 1, 8, 17 and 20. Most
interestingly, breakpoints at chromosome 17p were preferentially
localized at the genome coordinate 20,156,497–22,975,771 bp at
17p12 (15/23 cases); in most of these cases (12/15 cases), the
breakpoint was restricted to the genome coordinate (21,769,828–
22,975,771 bp) which maps for the FAM27L gene, a gene whose
function remains to be elucidated. Whether, disruption of the
FAM27L gene may also play a role in the malignant transforma-
tion and/or the metastatic process of CRC into the liver in
addition to, inactivation of TP53 and inhibition of apoptosis
[47,48], remains to be elucidated. Nevertheless, it should be noted
that Camps et al [10] have shown a higher frequency of 17p11.2
breakpoints in CRC patients with positive (8/16) vs. negative (4/
Table 5. Primary colorectal cancer with liver metastasis
(n = 23): correlation between the numerical changes detected
by each individual iFISH probe used and the CN changes
identified for the corresponding single nucleotide
polymorphisms (SNPs) through SNP array studies.


























R2: Coefficient of correlation.
doi:10.1371/journal.pone.0013752.t005
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16) lymph nodes using aCGH. This breakpoint has been
previously associated with an homogeneous genetic profile defined
by a higher frequency of abnormalities of chromosomes 1p, 7, 8,
13q, 18q and 20q and an adverse clinical outcome [35,49–52].
Other recurrent chromosomal breakpoints found in our patients
were localized in the 1p12, 8p12 and 20p12.1 chromosomal
regions. Previous studies suggest that genes typically deregulated
by these chromosome breaks included the REG4 [53] and
NOTCH2 [54] genes at chromosome 1p12, EIF4EBP1 [55] and
FGFR [56] at chromosome 8p12, and the FOXA2 [57] gene at
chromosome 20p12; all these genes have been associated with the
development and progression of CRC and the metastatic process
in a variety of human cancers, including the development of liver
metastases in CRC [53–57]. Additional GEP and functional
studies as well as direct comparison of paired primary and
metastatic tumours are required to validate our findings and to
gain further insight into their role in metastatic CRC patients.
Supporting Information
Figure S1 Primary colorectal cancer with paired liver metastasis
(n = 23): Identification of recurrent chromosomal breakpoint
regions for the 1p12, 8p12, 17p11.2 and 20p12.1 chromosome
regions as defined by the Affymetrix 500K SNP array genotyping
platform. Breakpoints occurred in 9 cases (39%) at the 118097448-
120939802 genome coordinate for chromosome 1 (panel A), in 8
cases (35%) at the 37770635-38405382 coordinate for chromo-
some 8 (panel B), in 15 cases (65%) at the 20156497-22975771
position for chromosome 17 (panel C) and in 9 cases (39%) at the
14921777- 16089156 genome coordinate for chromosome 20
(panel D).
Found at: doi:10.1371/journal.pone.0013752.s001 (4.70 MB TIF)
Table S1 Most frequently detected amplified regions (for .3
contiguous SNPs with average log2 copy number ratio .0.22) in
primary colorectal tumours from metastatic CRC patients
genotyped on the Affymetrix 500K SNP array platform (n = 23).
Only recurrently amplified DNA copy-number regions found in at
least half of the cases, are listed.
Found at: doi:10.1371/journal.pone.0013752.s002 (0.10 MB
DOC)
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Most genetic studies in colorectal carcinomas have focused on those abnormalities that are acquired by
primary tumors, particularly in the transition from adenoma to carcinoma, whereas few studies have compared
the genetic abnormalities of primary versus paired metastatic samples. In this study, we used high-density 500K
single-nucleotide polymorphism arrays to map the overall genetic changes present in liver metastases (n¼ 20)
from untreated colorectal carcinoma patients studied at diagnosis versus their paired primary tumors (n¼ 20).
MLH1, MSH2 and MSH6 gene expression was measured in parallel by immunohistochemistry. Overall,
metastatic tumors systematically contained those genetic abnormalities observed in the primary tumor sample
from the same subject. However, liver metastases from many cases (up to 8 out of 20) showed acquisition of
genetic aberrations that were not found in their paired primary tumors. These new metastatic aberrations mainly
consisted of (1) an increased frequency of genetic lesions of chromosomes that have been associated with
metastatic colorectal carcinoma (1p, 7p, 8q, 13q, 17p, 18q, 20q) and, more interestingly, (2) acquisition of new
chromosomal abnormalities (eg, losses of chromosomes 4 and 10q and gains of chromosomes 5p and 6p).
These genetic changes acquired by metastatic tumors may be associated with either the metastatic process
and/or adaption of metastatic cells to the liver microenvironment. Further studies in larger series of patients are
necessary to dissect the specific role of each of the altered genes and chromosomal regions in the metastatic
spread of colorectal tumors.
Modern Pathology (2012) 25, 590–601; doi:10.1038/modpathol.2011.195; published online 6 January 2012
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Occurrence of distant metastasis in sporadic colo-
rectal cancer (eg, liver metastasis) confers a poor
prognosis. In fact, metastatic disease is the main
cause of death in colorectal carcinoma patients, and
the liver is the most common site for metastatic
spread of colorectal carcinoma.1,2 Current knowl-
edge about the genetic pathways of clonal evolution
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in colorectal carcinoma suggest that development of
colorectal cancer could be triggered by the clonal
expansion of cells that carry mutations, which most
frequently involve the APC, RAS, TP53 and/or DCC
genes, and lead to a growth and/or survival
advantage of tumor cells.3 As metastatic cells derive
from primary tumor cells, specific genomic altera-
tions driving these ultimate steps of the metastatic
cascade are expected to be acquired over the
genomic profile of neoplastic cells from the primary
tumor.4 The genomic abnormalities, which are
potentially characteristic of such advanced stages
of the disease, are complex and so far, poorly
described and partially understood. This relates to
the fact that most genetic studies in colorectal
cancer have focused on those abnormalities that
are acquired in primary tumors, particularly, in the
transition from adenoma to carcinoma, and few
studies have compared these abnormalities with
those observed in paired metastatic samples.5–7
Despite this, multiple recurrent chromosomal ab-
normalities, which are found in primary tumors
have been associated with metastatic colorectal
carcinoma. Among others, these mainly include
numerical changes such as gains of chromosomes
8q, 13q and 20q, and losses of the 1p, 8p, 17p and
18q chromosomal regions.8–10 However, the mole-
cular mechanisms underlying the association of
such genetic profiles with metastatic colorectal
carcinoma remain largely unknown.
Previous studies using conventional karyotyping,5
comparative genomic hybridization (CGH),5,7,11
fluorescence in situ hybridization (FISH)9,11 or
microsatellite markers to detect regions of loss of
heterozygosity (LOH),12 have largely failed in iden-
tifying recurrent chromosomal abnormalities ac-
quired in metastatic versus primary colorectal
tumors. This could be explained, at least in part,
because of the relatively limited resolution of these
techniques. More recently, the availability of high-
density single-nucleotide polymorphism (SNP) ar-
rays has facilitated the identification of small
regions of chromosomal gains and losses because
of its higher resolution (down to 2.5 kb),13 and
provides new opportunities in the identification of
novel cancer genes involved in the metastatic
process of colorectal cancer. However, previous
reports in which high-density SNP arrays have been
used to investigate the genetic profiles of colorectal
carcinoma have specifically focused on primary
tumor samples,14 and to the best of our knowledge,
no study has been reported so far in which high-
density SNP arrays are employed to investigate the
potential genetic differences between paired pri-
mary and metastatic tumors from colorectal carci-
noma patients.
In the present study, we applied high-density
(500 K) SNP mapping arrays—mean distance be-
tween the interrogated SNPs of 5.8 kb (median
intermarker distance of 2.5 kb)—to map the overall
genetic changes present in liver metastases from 20
untreated colorectal carcinoma patients studied at
diagnosis versus their paired primary tumors (n¼ 40
samples). Our goal was to search for recurrent
genetic differences between paired primary versus
metastatic tumor samples that might contain candi-




Tissue specimens from 20 sporadic colorectal
adenocarcinomas and 20 paired liver metastases
(n¼ 40 samples) were obtained from 20 patients (13
males and 7 females; median age of 70 years, ranging
from 49 to 80 years) after informed consent had been
given by each subject. It should be noted that only
patients with metastatic lesions able to be resected
were included in this cohort, which, therefore, is not
representative of the whole colorectal cancer patient
population. All patients underwent surgical resec-
tion of both tumor tissues at the Department of
Surgery of the University Hospital of Salamanca
(Salamanca, Spain). All tumors were diagnosed and
classified according to the WHO criteria,15 and they
were all studied before any treatment was given.
According to the tumor grade, 11 cases were
classified as well-differentiated tumors, 8 as moder-
ately- and one as poorly differentiated carcinomas.
In all cases, histopathological grade was confirmed
in a second independent evaluation by an experi-
enced pathologist. Median follow-up at the moment
of closing the study was of 37 months (range: 36–96
months). The study was approved by the local ethics
committee of the University Hospital of Salamanca
(Salamanca, Spain).
Seven primary tumors were localized in the
rectum, and the other 13 were localized either in
the right (cecum, ascending or transverse) or the left
(descending and sigmoid) colon. The mean size of
the primary tumors was of 5.3±1.9 cm with the
following distribution according to their TNM stage
at diagnosis:16 T3N0M0, two cases; T3N1M1, four
cases; T3N1M0, four cases; T3N2M1, four cases;
T4N0M1, one case; T4N0M0, three cases; T4N1M1,
one case and; T4N2M1, one case. Liver metastases
were identified either at the time of colorectal
surgery (n¼ 11) or during the first year after initial
diagnosis (n¼ 9); to date, patients have not shown
any other metastasis. The mean size of the liver
metastases was of 4.3±2.2 cm.
After histopathological diagnosis was established,
part of the primary tumor and its paired liver
metastasis (both corresponding to a macroscopically
tumoral region) were used to prepare single-cell
suspensions. Once prepared, single-cell suspen-
sions were resuspended in methanol/acetic acid
(3/1; vol/vol) and stored at 20 1C for further
interphase FISH analyses, as recently described.17
The remaining tissue was either fixed in formalin
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and embedded in paraffin, or frozen in liquid
nitrogen and stored at room temperature or at
80 1C, respectively. All tissues were evaluated after
hematoxylin–eosin staining to confirm the presence
of tumor cells and to evaluate their quantity in each
individual sample. For SNP array studies, tumor
DNA was extracted from representative areas of
freshly frozen tumor tissues (primary tumors and
liver metastases), which contained Z65% epithelial
tumor cells, localized mirror-cut to those used for
iFISH analyses. In turn, normal DNA was extracted
from peripheral blood leukocytes from the same
patient. For the three types of samples (primary
tumors, paired liver metastases and peripheral
blood leukocytes), DNA was extracted using the
QIAamp DNA mini kit (Qiagen, Hilden, Germany)
following the instructions of the manufacturer.
SNP Array Studies
Each DNA sample derived from primary tumors and
liver metastases and normal peripheral blood leu-
kocytes was hybridized to two different 250 K
Affymetrix SNP Mapping arrays (NspI and StyI
SNP arrays, Affymetrix, Santa Clara, CA, USA); for
this purpose, 250 ng of DNA per array was used,
according to the instructions of the manufacturer.
Fluorescence signals were detected using the Affy-
metrix GeneChip Scanner 3000 (Affymetrix), and
average genotyping call rates of 94.4, 91.5 and
97.3% were obtained for primary tumors, liver
metastases and normal peripheral blood DNA
samples, respectively.
To identify copy number changes throughout the
whole tumor genome, the aroma.affymetrix algo-
rithm was used, following the CRMA v2 method
described elsewhere18 (R-software package, http://
www.aroma-project.org) and the following sequen-
tial steps: (i) calibration for crosstalks between pairs
of allele probes; (ii) normalization for probe nucleo-
tide-sequence effects; and (iii) normalization for
PCR fragment-length and probe localization effects.
Then, data from the 250K StyI and 250K NspI arrays
was integrated into a single database, and raw copy
number values were calculated as transformed log2
values of the primary tumor/normal peripheral
blood, liver metastasis/normal peripheral blood,
liver metastases/primary tumor ratios calculated
for each individual patient.
To identify DNA regions with similar copy
number values, we used Circular Binary Segmenta-
tion as implemented in the DNAcopy Bioconductor
package19 with the default parameters; a P-value
r0.01 for Z5 markers per DNA segment was used to
define points with changes. We used the smoothed
value by assigning the median segment value to each
probe. For the identification of altered (gained or
lost) DNA regions, a threshold was established on
the basis of the changes observed in the fluorescence
intensity of sequential DNA segments for primary
tumor versus peripheral blood, liver metastasis
versus peripheral blood, and for liver metastases
versus primary tumor samples, for each of the 20
patients studied. Log2 ratio values 40.09 and
o0.09 were used as cut-off thresholds to define
the presence of increased and decreased copy
number values, respectively. High-level gains
(DNA amplification) were defined as regions with
a mean log2 copy number ratio Z0.25. The specific
frequencies of both copy number gains and losses
per SNP were established and plotted along indivi-
dual chromosomes for each tumor sample analyzed,
for all individual cases studied. On the basis of the
empirical frequency distribution of gains and losses
among the 20 primary and the 20 metastatic tumor
samples, respectively, we took the common altered
regions grouping the contiguous SNPs with adjusted
P-values o0.01 (false discovery rate correction,
based on the Benjamini and Hochberg procedure).20
Minimal common regions were defined as the
smallest subset of SNPs in the altered regions with
the highest frequency of gains and losses. At least
five contiguous SNPs were required to define a
region. Genes in these regions were identified using
Ensembl release 53 (http://www.ensembl.org). The
pattern of copy number changes of the primary
tumors analyzed here has been previously reported
in detail in a recent study.21
Interphase FISH Studies
To evaluate the reproducibility of the SNP array
results and to assess background noise impact of this
technique, interphase FISH analyses of the same
tumor samples was performed in parallel, using 24
probes directed against an identical number of
regions from 20 different human chromosomes,
which are frequently altered in sporadic colorectal
carcinomas. Overall, our results showed a high degree
of correlation between both methods; this also holds
true when such analysis was restricted to the most
frequently altered regions, as previously described.21
Immunohistochemistry
One block of formalin-fixed paraffin wax-embedded
adenocarcinoma tissue was selected in each case. In
all cases, this block comprised an area of normal
colonic mucosa adjacent to the tumor. Sections
(4 mm) were affixed to Superfrost-plus slides (CML,
Nemours, France) and dried overnight at 37 1C.
Paraffin was removed and the tissue rehydrated
using xylene and ethanol. Slides were subjected to
microwave antigen retrieval in 10 mM citrate buffer
(pH 6) at 85 1C for 35 min and cooled in phosphate-
buffered saline, pH 7.4 (Sigma). Endogenous perox-
idase activity was blocked with 2% hydrogen
peroxide in methanol, and slides were washed with
phosphate-buffered saline before overnight incuba-
tion with the appropriate antibody at a dilution of
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1:100. Commercially available monoclonal antibo-
dies against the nuclear proteins MLH1 (Clone
G168-15; BD Biosciences, San Jose, CA, USA),
MSH2 (Clone FE11; Biocare Medical, CA, USA)
and MSH6 (Clone BC/44; Biocare Medical) were
applied, followed by staining with Strept ABC
complex/HRP Duet kit (DAKO, Copenhagen, Den-
mark) in conjunction with diamino benzedene
180 mg in 300 ml phosphate-buffered saline with
300 ml hydrogen peroxide. Sections were washed
under running tap water and then lightly counter-
stained in Mayer’s hematoxylin. Loss of expression
was recorded when nuclear staining was absent
from all malignant cells, but preserved in normal
epithelial and stroma cells. Two observers assessed
all cases independently.
Statistical Methods
For all continuous variables, mean values and their
s.d. and range were calculated using the SPSS
software package (SPSS 12.0. Chicago, IL USA); for
dichotomic variables, frequencies were reported. To
evaluate the statistical significance of differences
observed between groups, the Mann–Whitney U-test
and the w2-test were used for continuous and
categorical variables, respectively (SPSS).
Results
Frequency and Chromosomal Localization of Copy
Number Changes in Liver Metastasis from Colorectal
Carcinoma
Overall, liver metastases from the 20 colorectal
cancer patients analyzed systematically contained
those chromosomal abnormalities that were identi-
fied in their paired primary colorectal carcinomas;
(please note that the later have been previously
described in detail for a larger series of patients).21
Despite this, some aberrations were either newly
acquired or more frequently found in liver metas-
tases than in their paired primary tumors, which
could reflect an increased genetic instability of
neoplastic cells from metastatic versus primary
tumor samples (Figure 1).
In detail, all liver metastases showed copy
number changes in at least one chromosomal region.
The highest frequency of copy number losses
detected corresponded to chromosomes 1p (n¼ 16;
80%), 17p (n¼ 18; 90%) and 18q (n¼ 19; 95%); in
turn, copy number gains more frequently involved
chromosomes 7p (n¼ 18; 90%), 8q (n¼ 15; 75%),
13q (n¼ 14; 70%) and 20q (n¼ 15; 75%) (see
Supplementary Table S1). Interestingly, each of
these regions has been previously found to contain
Figure 1 Metastatic colorectal cancer genome for the 20 colorectal carcinoma patients genotyped on the Affymetrix 500 K SNP array
platform. A summary plot showing the frequency (a (in the left)) and fluorescence intensity log2 ratios (b (in the left)) of those copy
number gains (plotted in red above zero values in the x axis) and losses (plotted in green below zero values in the x axis) identified in
primary sporadic colorectal tumors (light colors), and their paired liver metastases (dark color) are displayed for the whole genome. The
panels in the right show abnormalities identified in primary sporadic colorectal tumors (light colors) and their paired liver metastases
(dark color) for individual chromosomes, which showed new abnormalities in metastatic versus primary tumor samples (c–h), or
displayed an increased frequency of abnormalities in metastatic samples, which were already detected in primary tumors (i–q). Arrows
point to regions of interest.
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genes, which are altered/involved in colorectal
cancer (eg, ANGPT2, UBR5, KLF10, EIF3H, NOV,
DCT, ABCC4, SLC15A1, EFNB2, IRS2, ING1,
MAP2K4 (mitogen-activated protein kinase kinase-
4), ID1, BCL2L1, MYLK2, CBFA2T2 and E2F1) and/or
genes that are relevant to the metastatic process (eg,
ANGPT2, RRM2B, KLF10, RAD21, NOV, POU4F1,
SPRY2, DCT, CLDN10, EFNB2, IRS2, COL4A2, ING1,
MYH8, MAP2K4, ID1, BCL2L1, TPX2, MYLK2 and
E2F1), in addition to genes associated with other
malignancies (ie, TRPS1, BTF3L1, DNAJC3, STK24,
TM9SF2, LIG4, ARHGEF7, SCO1, MYOCD, GALR1,
HCK and SMC1B; Table 1). From them, the ANGPT2,
MAP2K4, E2F1, ID1 and BCL2L1 genes have been
reported to be involved in mechanisms that lead to
increased cell proliferation and angiogenesis, and
they have been found to be altered in both colorectal
cancer and the metastatic events.
Frequency and Chromosomal Localization of High-
Level Copy Number Gains in Liver Metastases from
Colorectal Carcinomas
Chromosome 7 showed 17 regions, which displayed
high level genetic amplification (Table 2) with mean
log2 ratio fluorescence intensities of 0.28 (range:
0.25–0.36). These 17 regions were distributed along
the whole chromosome 7 at the 7p22, 7p21, 7p15,
7p12, 7q22 and 7q36 chromosome bands, and they
were all found to be altered (amplified) in Z14/20
cases studied (70%; see Supplementary Table S2).
These regions contain multiple genes, which have
been recurrently associated with the pathogenesis of
colorectal cancer and the metastatic process: FSCN1,
TWIST1, ITGB8, DFNA5, HOXA7, GRB10, EGFR,
AZGP1, MCM7, EPHB4 and MUC3A (Table 2). In
turn, for chromosome 8, only two regions of high-
level genetic amplification (mean fluorescence
intensities of 0.42 and 0.37, respectively) were
detected; both regions were localized at the 8q24
chromosome band, and they involved the MTSS1
and ASAP1 genes (Table 2). Additionally, chromo-
somes 13 and 20 also displayed three regions (two in
chromosome 13 and one in chromosome 20) with
high level genetic amplification (mean fluorescence
intensities of 0.45 and 0.43, respectively), contain-
ing genes potentially involved in the pathogenesis of
colorectal cancer and the metastatic process, the
KLF5 and IRS2 and the MMP9 genes coded in the
13q22.1, 13q34 and 20q13.12 chromosomal regions,
respectively (Table 2).
Acquired Chromosomal Abnormalities in Liver
Metastases
In individual patients, primary tumors and their
paired liver metastases frequently revealed the same
chromosomal changes at both sites (Figure 1).
However, liver metastases from 8 out of 20 cases
showed acquisition of new genetic abnormalities
that were not found in their paired primary tumors.
Table 1 Chromosomal regions, which most frequently displayed copy number alterations by SNP arrays, in colorectal liver metastases












Chr8: 6 319 564–6 393 980 74 416 41 8p23.1 Deletion 70 ANGPT2a
Chr8: 102 281 574–104 598 943 2 317 369 449 8q22.3 Gain 75 RRM2B, UBR5a, KLF10,
Chr8: 116 722 193–118 020 419 1 298 226 222 8q23.3 Gain 75 TRPS1, EIF3Ha, RAD21
Chr8: 120 491 103–120 508 049 16 946 8 8q24.12 Gain 75 NOVa
Chr13: 75 649 333–83 553 225 7 903 892 1469 13q22.3 Gain 70 BTF3L1, POU4F1, SPRY2
Chr13: 93 770 996–94 062 605 291 609 72 13q31.3 Gain 70 DCTa
Chr13: 94 410 370–94 792 167 381 797 118 13q31.3 Gain 70 ABCC4a
Chr13: 94 803 129–95 581 085 777 956 80 13q31.3 Gain 70 CLDN10, DNAJC3
Chr13: 96 635 106–99 063 992 2 428 886 530 13q32.1 Gain 70 STK24, SLC15A1a, TM9SF2
Chr13: 105 576 623–106 900 640 1 324 017 327 13q33.2 Gain 70 EFNB2a
Chr13: 107 631 285–107 678 245 46 960 15 13q33.3 Gain 70 LIG4
Chr13: 109 092 251–110 808 910 1 716 659 406 13q34 Gain 70 IRS2, COL4A2, ING1a, ARHGEF7
Chr17: 10 134 845–11 066 755 931 910 178 17p13.1 Deletion 90 MYH8, SCO1
Chr17: 11 124 244–12 787 020 1 662 776 312 17p12 Deletion 90 MAP2K4a, MYOCD
Chr18: 71 151 155–73 487 286 2 336 131 645 18q22.3 Deletion 95 GALR1
Chr20: 29 314 247–30 386 296 1 072 049 103 20q11.21 Gain 75 ID1, BCL2L1a, TPX2, HCK, MYLK2a
Chr20: 31 377 143–32 096 987 719 844 81 20q11.21 Gain 75 CBFA2T2a, E2F1a
Chr22: 44 114 817–44 172 947 58 130 16 22q13.2 Deletion 70 SMC1B
a
Genes that have been described to be involved/altered in colorectal cancer, and genes that have been commonly associated with the metastatic
process are shown in bold italics.
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These new metastatic aberrations included copy
number gains at chromosomes 2p, 5p, 6p, 7q and
11p, together with copy number losses of chromo-
somes 4, 5q and 10q (Table 3). The specific
abnormalities, which were recurrently detected in
8 out of 20 colorectal carcinomas metastasis for
those chromosomal regions that showed a normal
diploid profile in their corresponding (paired)
primary tumors, are shown in Figure 2. As illu-
strated, these metastatic abnormalities involved
chromosomal regions which harbor i) tumor sup-
pressor genes that have a key role in the metastatic
process (eg, the ANXA5, CCNA2, IL2 and IL21 genes
at chromosome 4q27; the PLK4, IL15, GAB1, HHIP
and SMAD1 genes coded at the 4q28.1 chromosome
regions and the PTEN gene coded at the 10q23.33
chromosomal region) and; (ii) oncogenes (eg, the
PTGER4 and PRKAA1 genes coded at chromosome
5p13.1, and both the RIPK1 and NQO2 genes coded
at chromosome 6p25.2); copy number gains of the
former two oncogenes have been associated with
advanced colorectal carcinoma. Many other genetic
aberrations were present in liver metastases from
colorectal carcinoma analyzed, but at lower frequen-
cies (Figure 1).
Correlation Between the Chromosomal Changes
Detected by Interphase FISH and SNP Array Studies
Overall, the chromosomal abnormalities identified
by interphase FISH in liver metastases showed
profiles similar to those found by SNP array studies,
also when such analysis was restricted to the most
frequently altered regions. Thus, gains/amplifica-
tion at 7q were detected in 60% of the cases by
interphase FISH versus 70% by SNP array studies
(r2¼ 0.67; Po0.001); similarly, gains/amplification
of chromosomes 8q (found in 70% of cases by
interphase FISH vs 75% by SNP array studies;
Table 2 Chromosomal regions, which most frequently displayed high-level genetic amplification by SNP arrays, and which contained












Chr7: 2 888 108–2 965 622 7p22.2 0.26 1.40 80 CARD11
Chr7: 4 624 574–5 634 592 7p22.1 0.26 1.13 85 FSCN1b
Chr7: 19 099 597–19 164 657 7p21.1 0.29 1.33 80 TWIST1b
Chr7: 20 315 252–20 348 199 7p15.3 0.26 0.93 80 ITGB8b
Chr7: 24 288 850–24 294 445 7p15.3 0.28 1.68 80 NPYb
Chr7: 24 761 544–24 764 289 7p15.3 0.27 1.45 80 DFNA5b
Chr7: 27 110 282–27 278 326 7p15.2 0.36 1.67 70 HOXA5, HOXA7b, HOXA9,
HOXA11, HOXA13
Chr7: 28 169 667–28 211 202 7p15.2 0.28 1.19 70 JAZF1
Chr7: 50 163 751–50 752 627 7p12.2 0.27 1.93 75 IKZF1, DDC
Chr7: 50 797 965–50 839 403 7p12.2 0.32 1.41 75 SLC4A2, FASTK
Chr7: 50 797 965–50 839 403 7p12.2 0.33 1.42 75 GRB10b
Chr7: 54 954 150–56 213 585 7p11.2 0.27 1.10 75 EGFRb, PSPH
Chr7: 99 301 754–101 811 250 7q22.1 0.25 0.70 70 AZGP1b, MCM7b, CUX1, EPHB4b,
MUC3Ab, MUC12b
Chr7: 105 711 183–105 715 751 7q22.2 0.25 0.88 70 PBEF1
Chr7: 154 677 722–155 005 086 7q36.3 0.27 0.91 70 EN2
Chr7: 156 357 544–156 630 253 7q36.3 0.28 0.63 70 MNX1, UBE3C
Chr7: 156 893 472–158 147 850 7q36.3 0.29 1.34 70 PTPRN2
Chr8: 125 800 442–125 834 484 8q24.13 0.42 1.19 85 MTSS1
Chr8: 131 064 043–131 191 826 8q24.21 0.37 0.98 70 ASAP1b
Chr13: 72 497 695–72 659 497 13q22.1 0.41 0.73 70 KLF5b
Chr13: 79 810 102–79 825 947 13q31.1 0.46 1.39 70 SPRY2
Chr13: 90 792 026–90 811 945 13q31.3 0.47 1.50 70 MIRHG1
Chr13: 98 007 816–98 035 844 13q32.2 0.43 1.49 70 STK24
Chr13: 109 205 907–109 255 030 13q34 0.44 1.20 70 IRS2b
Chr13: 109 743 976–109 764 350 13q34 0.47 1.47 70 COL4A1, COL4A2
Chr13: 110 549 062–110 578 598 13q34 0.45 1.79 70 ARHGEF7
Chr20: 41 247 578–41 278 159 20q12 0.41 1.10 70 PTPRT
Chr20: 44 007 866–44 178 129 20q13.12 0.41 0.88 70 MMP9b
Chr20: 59 241 454–59 268 793 20q13.33 0.47 1.8 70 CDH4b
a
Only those regions, which were recurrently amplified in at least 14 out of 20 cases analyzed (470%) are listed.
b
Genes that have been described to be involved/altered colorectal cancer, and genes that have been commonly associated with metastatic
processes are shown in bold italics.
High-level genetic amplification was defined versus those with an average log2 copy number ratio Z0.25.
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r2¼ 0.79; Po0.001), 13q (80 vs 70%; r2¼ 0.78;
Po0.001) and 20q (80 vs 75%; r2¼ 0.80; Po0.001),
as well as deletions of chromosomes 8p (65 vs 70%;
r2¼ 0.81; Po0.001), 17p (75 vs 90%; r2¼ 0.64;
p¼ 0.02) and 18q (75 vs 95%; r2¼ 0.63; p¼ 0.03) were
detected at similar frequencies with both methods.
Microsatellite Status
All primary tumors examined (n¼ 20) showed a
normal expression of the MLH1, MSH2 and MSH6
mismatch repair proteins in the nucleus and
adjacent non-neoplastic tissue elements.
Table 3 Metastatic colorectal cancer genome for the 20 colorectal cancer patients genotyped on the Affymetrix 500 K SNP array platform:
chromosomal abnormalities identified exclusively in liver metastases (and not in their paired primary tumors), which involved







Mean log2 ratio in
liver metastases
Cancer-associated genes
Chr2: 11 301 969–11 420 624 2p25.1 Gain 7 1.13 —
Chr4: 11 217 752–12 280 681 4p15.33 Deletion 7 23.76 —
Chr4: 12 402 361–14 483 843 4p15.33 Deletion 7 53.43 —-
Chr4: 14 537 247–16 743 438 4p15.33 Deletion 7 48.17 BST1b, FGFBP1b, PROM1b
Chr4: 95 174 065–97 996 020 4q22.3 Deletion 7 58.56 BMPR1Bb
Chr4: 98 021 823–101 566 164 4q22.3 Deletion 7 55.19 EIF4Eb, ADH5, MTTPb
Chr4: 122 461 059–126 659 227 4q27 Deletion 8 61.43 ANXA5b, CCNA2b, IL2b, IL21b, NUDT6b,
FAT4b
Chr4: 126 668 154–147 205 681 4q28.1 Deletion 8 324.84 PLK4b, SLC7A11, NARG1, SETD7, IL15b,
INPP4B, GAB1b, SMARCA5, HHIPb,
SMAD1b
Chr4: 147 218 521–148 654 896 4q31.22 Deletion 7 26.13 EDNRA, POU4F2, LSM6
Chr4: 148 658 165–150 007 154 4q31.23 Deletion 7 24.35 EDNRA, ARHGAP10, NR3C2b
Chr4: 151 081 476–169 411 644 4q31.3 Deletion 7 317.79 LRBA, MAB21L2b, FBXW7b, SFRP2b,
ANXA10b, LRAT, PDGFCb, PPIDb, CPEb
Chr4: 171 433 995–173 576 567 4q33 Deletion 7 37.39 -
Chr4: 175 432 179–176 373 292 4q34.1 Deletion 8 17.93 HPGDb
Chr4: 176 393 349–181 031 240 4q34.2 Deletion 7 93.92 VEGFCb
Chr4: 181 036 139–183 912 221 4q34.3 Deletion 8 81.56 -
Chr4: 183 917 599–185 620 740 4q35.1 Deletion 7 28.21 IRF2b, DCTDb, ING2b
Chr4: 188 066 517–189 969 188 4q35.2 Deletion 8 31.94 ZFP42
Chr5: 31 602 359–32 770 165 5p13.1 Gain 7 17.03 NPR3, PDZD2
Chr5: 40 710 736–40 901 620 5p13.1 Gain 8 1.55 PTGER4b, PRKAA1b
Chr5: 42 953 413–43 243 995 5p12 Gain 7 3.87 —
Chr5: 43 501 986–43 901 209 5p12 Gain 7 2.68 —
Chr5: 58 935 951–59 201 448 5q12.1 Deletion 6 6.29 —
Chr5: 141 299 822–141 552 149 5q31.3 Gain 7 2.14 RNF14b
Chr6: 1 310 265–1 608 630 6p25.3 Gain 7 7.89 —
Chr6: 2 713 210–3 252 280 6p25.2 Gain 8 9.74 RIPK1b, NQO2b, SERPINB1, SERPINB6b,
SERPINB9
Chr6: 3 391 923–3 411 021 6p25.2 Gain 8 0.98 —
Chr6: 3 663 243–3 673 023 6p25.2 Gain 8 0.90 —
Chr6: 4 026 261–4 342 058 6p25.2 Gain 7 5.45 —
Chr6: 4 840 846–5 220 281 6p25.1 Gain 7 7.36 —
Chr6: 5 493 557–5 966 877 6p25.1 Gain 7 7.00 —
Chr6: 6 476 360–6 654 484 6p25.1 Gain 7 4.22 —
Chr6: 7 647 658–7 683 958 6p24.3 Gain 8 1.18 BMP6b
Chr6: 10 495 977–10 532 295 6p24.3 Gain 7 0.96 TFAP2Ab
Chr6: 13 593 062–13 758 950 6p23 Gain 7 2.08 —
Chr6: 13 857 081–14 361 384 6p23 Gain 7 6.40 —
Chr6: 15 143 396–15 884 421 6p23 Gain 7 8.47 CD83b
Chr6: 16 085 720–16 448 755 6p22.3 Gain 7 4.71 —
Chr6: 17 210 737–18 442 309 6p22.3 Gain 7 12.44 NRN1, DEK, BPHL, RIPK1b
Chr7: 158 430 322–158 640 662 7q36.3 Gain 7 3.79 —
Chr10: 71 077 186–71 425 507 10q13.2 Deletion 6 10.26 —
Chr10: 83 990 316–84 564 355 10q23.1 Deletion 6 9.53 —
Chr10: 89 574 656–89 676 489 10q23.2 Deletion 7 1.89 PTENb
Chr10: 97 903 413–100 323 090 10q23.33 Deletion 6 21.38 BLNK, DNTT, FRAT1b, LOXL4b, PGAM1b,
SFRP5b
Chr11: 32 104 370–34 401 072 11p13 Gain 6 17.60 LMO2, HIPK3, WT1b
Chr11: 43 653 493–45 414 563 11p11.2 Gain 6 19.81 CD82b, EXT2b, ALKBH3
a
Number of cases with chromosomal abnormalities identified exclusively in liver metastases and not in their paired primary tumors.
b
Genes that have been described to be altered/involved in colorectal cancer, and genes that have been commonly associated with the metastatic
process are shown in bold italics.
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Discussion
This study focused on the genetic characterization
of liver metastases that occur in the context of
primary colorectal carcinoma. To the best of our
knowledge, this is the first study that compares the
genetic abnormalities found in liver metastases
versus paired primary colorectal tumors, in which
high-resolution 500 K SNP arrays have been system-
atically used. Overall, primary tumors and their
paired metastases from individual patients fre-
quently revealed many common chromosomal
changes at both sites; these findings support the
existence of a close genetic relationship between
primary colorectal tumors and their paired liver
metastases, as previously suggested.17 Genetic
changes observed in common in both groups of
samples included gains of chromosomes 7, 8q, 13q
and 20 and losses of the 1p, 4, 8p, 17p, 18 and 22q
chromosomes with normal expression of the MLH1,
MSH2 and MSH6 mismatch repair proteins. In line
with other studies, all our metastatic tumors showed
a higher frequency of these chromosomal abnorm-
alities than primary colorectal tumors,7,22 and some
of these abnormalities, together with deletions on
chromosome 15q, have been associated with disease
progression.23 Previous studies in which the genetic
abnormalities of colorectal carcinoma have been
Figure 2 Metastatic colorectal cancer genome for the 20 colorectal carcinoma patients genotyped on the Affymetrix 500 K SNP array
platform; copy number changes detected in liver metastases (n¼ 8/20 cases; red color) versus their paired primary tumors (blue color) for
the 4q27, 4q28.1, 4q34.1, 5p13.1, 6p25.2 and 10q23.33 chromosomal regions (a). Genes contained in the newly altered chromosomal
regions are listed in italics capital letters. Log2 ratios 40.09 and o0.09 (shown as colored background) were used as cut-off thresholds
to define the presence of increased and decreased copy number values, respectively. All copy number changes detected between liver
metastases versus their paired primary tumors showed statistically significant differences (Po0.001). As an example, the 3p14, 12q12
and 19q13 chromosomal regions, which did not show any differences between paired primary and metastatic lesions, are also shown (b).
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investigated by conventional cytogenetics,24 FISH,17
CGH,25 array CGH26 and low-resolution 50 K SNP
arrays23 have also found that most of these genetic
abnormalities are recurrently identified in primary
tumors from metastatic colorectal carcinoma. On the
basis of the high frequency of these chromosomal
abnormalities in both primary and metastatic sam-
ples, it could be hypothesized that they reflect a
metastatic genetic profile of colorectal carcinoma
that could be of great clinical utility for the
identification of colorectal carcinoma patients at
higher risk of developing liver metastases, already at
diagnosis.
Interestingly, high-level genetic amplification was
found at specific regions of chromosomes 7, 8, 13
and 20; overall, 43 genes commonly involved/
altered in colorectal cancer and/or associated with
the metastatic process are coded in these regions. Of
note, 17 of these 43 genes have been associated with
progression of hepatocellular carcinomas.27–29 Alto-
gether, these findings could suggest that these
genetic abnormalities that are acquired by metastatic
colorectal carcinoma cells in the liver could be
associated with homing and/or adaptation to the
liver microenvironment. Among these genes, over-
expression of TWIST1 has been demonstrated to
induce angiogenesis; at the same time, it has been
associated with both the development of metastasis
in hepatocellular carcinomas30 and an unfavorable
outcome in colorectal carcinoma patients;31 in turn,
increased expression of IRS2—commonly found in
human hepatocellular carcinoma specimens and
hepatoma cell lines—32 has been associated with
colon tumorigenesis, in which it contributes to
tumor progression and an aggressive clinical beha-
vior.33 In line with this hypothesis, preliminary
studies on genomic differences detected in primary
colorectal carcinomas versus paired brain metas-
tases have described a genetic profile consisting of
gains of 8q, 12p, 12q, 20p, and loss of 5q in brain
metastasis,34 which is clearly different from that
observed in our liver metastases. The different
genetic signature associated with liver versus brain
metastases could mirror the unique adaptation
process of metastatic tumor cells to each specific
microenvironment. Despite these findings, those
three chromosomal regions, which showed the
highest levels of amplification, were 13q31.3,
13q34 and 20q13.33, where four known cancer
genes (MIRHG1, COL4A1, COL4A2 and CDH4) are
coded. To the best of our knowledge, no specific
association between amplification of these genes
and colorectal carcinoma has been reported so far;
conversely, deregulation of these genes has been
associated with neuroblastoma,35 esophageal squa-
mous cell carcinoma36 and glioblastoma multi-
forme.37
In the present study, we also show the existence of
recurrent genetic changes between paired primary
and metastatic colorectal tumor cells. Such changes
mainly consist of (1) an increased frequency of
genetic lesions of chromosomes that have been
associated with metastatic colorectal carcinoma
(1p, 7p, 8q, 13q, 17p, 18q, 20q) and, more interest-
ingly, (2) acquisition of new chromosomal abnorm-
alities (eg, losses of chromosomes 4 and 10q and
gains of chromosomes 5p and 6p). Interestingly, the
former abnormalities involved chromosomal regions
that encode for up to 11 genes, which have been
previously found to be involved in the metastatic
process of colorectal carcinoma. As an example, the
ANGPT2 gene (localized in chromosome 8 at
8p23.1) is known to be involved in angiogenic
processes and has been previously associated with
an invasive/malignant potential;38 in turn, the E2F1
gene (20q11.21) has been shown to have a crucial
role in the control of cell cycle through down-
regulation of tumor suppressor proteins.39 Similarly,
the ID1 and BCL2L1 genes (both coded in the same
chromosomal region at 20q11.21) are also known to
have a role in cell growth, senescence and differ-
entiation, and the carcinogenesis of human color-
ectal carcinoma,40 whereas overexpression of the Id-
1 protein has been associated with tumor progres-
sion in colorectal carcinoma.41 In turn, Paredes
et al11 have recently described that losses of
chromosome 17p in metastatic colorectal cancer
samples cover larger regions than in primary tumors,
suggesting that additional unknown suppressor
genes could be present at 17p, in the newly deleted
sequences. In line with these findings, we have
recurrently identified loss of the MAP2K4 gene at
17p12 in the great majority of the metastatic samples
analyzed. The MAP2K4 gene is a member of the
stress-activated protein kinase signaling cascade
involved in the regulation of multiple cellular
processes, which among other associations, has
been recently suggested to have a functional role
as a metastasis-suppressor gene in several malignant
tumors, for example, human prostatic cancer,42
ovarian cancer,43 as well as breast and pancreatic
tumors.44 Similarly, a potential role for 18q LOH in
the development of colorectal cancer with asso-
ciated liver metastases has been suggested,10 as well
as its potential independent prognostic value,45
which may depend on the microsatellite instability
status.46 In this regard, chromosomal instability has
been associated in colorectal cancer with a worse
prognosis, and different groups of tumors have been
defined on the basis of the chromosomal instability
status.47 Herein, we identified loss of the 18q22–q23
chromosomal region in the great majority (95%) of
the metastatic samples analyzed; interestingly, no
clear association could be found between 18q LOH
and the microsatellite instability status, because of
normal expression of the MLH1, MSH2 and MSH6
mismatch repair genes, and potentially, also the
relatively limited number of cases studied. Simi-
larly, the sample size and the presence of multiple
structural and/or numerical chromosome changes in
all liver metastases analyzed precludes the study of
chromosomal instability subtypes.
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Many patients also showed acquisition of new
genetic aberrations, which were not detected in their
paired primary tumors. These included gains of
chromosomes 2, 5p, 6p, 7q and 11p, and losses of
chromosomes 4 and 10q. These results suggest that
these chromosomal regions may also have a relevant
role in the metastatic process as supported by the
fact that some of them—for example, del(4p15.33),
del(4q22.3), del(4q27), del(4q28.1), del(4q31),
del(4q35.1) and del(10q23)—are known to contain
multiple tumor suppressor genes (eg, PLK4 at
4q28.1, SFRP2 at 4q31.3, IRF2 at 4q35.1 and PTEN
at 10q23.2)48–51 and genes that are involved in the
metastatic process.52–54 In line with these findings,
previous studies in which primary colorectal carci-
nomas were compared with liver metastases also
reported a greater frequency of chromosome 4 losses
in late versus early stages of the disease.9,55 How-
ever, due to the limited sensitivity of the SNP array
technique for the detection of small clones that
could already be present in primary tumors, further
studies in which such abnormalities are investigated
at the single-cell level are required to confirm our
findings.
In summary, here we show the existence of
relevant genetic differences between paired primary
and metastatic colorectal tumors, which mainly
consist of (1) an increased frequency of genetic
lesions of chromosomes that have been associated
with metastatic colorectal cancer (1p, 7p, 8q, 13q,
17p, 18q, 20q) and, more interestingly, (2) acquisi-
tion of new chromosomal abnormalities (eg, losses
of chromosomes 4 and 10q and gains of chromo-
somes 5p and 6p). These genetic changes acquired
by metastatic tumors may be associated with either
the metastatic process and/or adaption of metastatic
cells to the liver microenvironment. Further studies
in larger series of patients, in which cases with non-
resecable liver metastasis are also analyzed, are
necessary to dissect the specific role of each of the
altered genes and chromosomal regions in the
metastatic spread of colorectal tumors. Additional
gene expression profile studies are required to
validate the proteins associated with copy number
alterations in the metastasis versus the primary
tumor.
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Abstract
Background: Most sporadic colorectal cancer (sCRC) deaths are caused by metastatic dissemination of the primary tumor.
New advances in genetic profiling of sCRC suggest that the primary tumor may contain a cell population with metastatic
potential. Here we compare the cytogenetic profile of primary tumors from liver metastatic versus non-metastatic sCRC.
Methodology/Principal Findings: We prospectively analyzed the frequency of numerical/structural abnormalities of
chromosomes 1, 7, 8, 13, 14, 17, 18, 20, and 22 by iFISH in 58 sCRC patients: thirty-one non-metastatic (54%) vs. 27
metastatic (46%) disease. From a total of 18 probes, significant differences emerged only for the 17p11.2 and 22q11.2
chromosomal regions. Patients with liver metastatic sCRC showed an increased frequency of del(17p11.2) (10% vs.
67%;p,.001) and del(22q11.2) (0% vs. 22%;p = .02) versusnon-metastatic cases. Multivariate analysis of prognostic factors
for overall survival (OS) showed that the only clinical and cytogenetic parameters that had an independent adverse impact
on patient outcome were the presence of del(17p) with a 17p11.2 breakpoint and del(22q11.2). Based on these two
cytogenetic variables, patients were classified into three groups: low- (no adverse features), intermediate- (one adverse
feature) and high-risk (two adverse features)- with significantly different OS rates at 5-years (p,.001): 92%, 53% and 0%,
respectively.
Conclusions/Significance: Our results unravel the potential implication of del(17p11.2) in sCRC patients with liver
metastasis as this cytogenetic alteration appears to be intrinsically related to an increased metastatic potential and a poor
outcome, providing additional prognostic information to that associated with other cytogenetic alterations such as
del(22q11.2). Additional prospective studies in larger series of patients would be required to confirm the clinical utility of the
new prognostic markers identified.
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Introduction
Metastatic dissemination of the primary tumor is the major
cause of death of sporadic colorectal cancer (sCRC) patients [1].
Metastasis is a complex multi-step process which is driven by
sequential accumulation of multiple genetic and molecular
alterations and/or epigenetic changes involving one or multiple
tumor cell clones. In recent years, data accumulated about the
intratumoral pathways of clonal evolution of sCRC associated with
chromosomal alterations/instability, indicates that liver metastatic
lesions may derive from descendants of a tumor cell clone which is
already present in the primary tumor [2]. Advances in genetic
profiling of cancer also suggest that the metastatic potential of
human tumors is encoded in the bulk of a primary tumor, as
metastatic tumors systematically contain those genetic abnormal-
ities observed in the primary tumor sample from the same subject.
However, the precise molecular changes associated with the
development of sCRC with liver metastasis still remain to be
identified [2]. Multiple recurrent chromosomal abnormalities that
are found in primary tumours have been associated with
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metastatic CRC, including gains of chromosomes 8q, 13q and 20q
and losses of the 1p, 8p, 17p, 18q and 22q chromosomal regions
[3–5].
In a recent study, we described a detailed map of the genetic
abnormalities of primary tumors from sCRC patients with liver
metastasis by high-resolution SNP arrays. In this study, we
reported the existence of a highly prevalent breakpoint region in
the great majority of primary sCRC patients who had synchronous
liver metastasis. Such breakpoint region is located in the
centromeric region of chromosome 17p, between the genome
coordinates 20,156,497 bp and 22,975,771 bp [6]. This break-
point region has been previously associated with i) a homogeneous
genetic profile consisting of a higher frequency of abnormalities of
chromosomes 1p, 7, 8, 13q, 17p, 18q, 20q and 22q and ii) an
adverse clinical outcome [7]. However, delineation of the minimal
common breakpoint region at chromosome 17p11.2 and its
potential prognostic value in sCRC tumors, remain to be fully
defined.
In the present study we investigated the prognostic value of
structural/numerical abnormalities of the most frequently altered
chromosomes in liver metastatic colorectal carcinomas from 58
sCRC patients (27 liver metastatic vs. 31 non-metastatic tumors)
with a long median follow-up, as detected by interphase
fluorescence in situ hybridization (iFISH). Overall, our results
show that the occurrence of del(17p) involving the 17p11.2
breakpoint region is an independent prognostic factor for overall
survival, as confirmed in a larger series of 119 patients from the
GEO public database. However, we have demonstrated that the
combined assessment of del(22q11) and del(17p11.2) increased the
predictive value for a liver metastatic tumor.
Materials and Methods
Patients and samples
In the present study, we prospectively analyzed surgical
specimens from 58 patients diagnosed with a sCRC between
1999 and 2010 (38 males and 20 females; median age of 69 years,
ranging from 38 to 83 years) after informed consent was given by
each subject. All patients underwent surgical resection of primary
tumor tissues at the Department of Surgery of the University
Hospital of Salamanca (Salamanca, Spain) and they were
diagnosed and classified according to the WHO criteria [8] prior
to any treatment was given. Fourteen primary tumors were
localized in the rectum and the other 44 were localized either in
the right (caecum, ascending or trasverse) or the left (descending
and sigmoid) colon, with an overall mean size of 5.362 cm.
According to tumor grade, 39 cases were classified as well-
differentiated tumors, 15 as moderately- and four as poorly-
differentiated carcinomas. In all cases, histopathological grade was
confirmed in a second independent evaluation by an experienced
pathologist. Median follow-up at the moment of closing this study
was of 96 months (range: 12–124 months). The study was
approved by the local ethics committee of the University Hospital
of Salamanca (Salamanca, Spain) and informed consent was given
by each individual, prior to entering the study.
From the 58 cases analyzed, 27 (47%) tumors had liver
metastases (group 1; median follow-up of 37 months; pT3–4 pN1–
2 M1) identified either at time of colorectal surgery (n = 16) or
during the first year after initial diagnosis (n = 11); they all
underwent complete surgical resection of both their primary and
metastatic CRC. The other 31 (53%) patients corresponded to
non-metastatic sCRC selected on the basis of a long follow-up in
the absence of liver metastasis (median follow-up of 99 months;
pT2–4 pN0 M0) to ensure their non-metastatic nature (group 2).
After histopathological diagnosis was established, part of the
primary tumor was used to prepare single-cell suspensions. Once
prepared, single cell suspensions were resuspended in methanol/
acetic (3/1; vol/vol) and stored at 220uC for further iFISH
analyses, as described elsewhere [2]. The remaining tissue was
either fixed in formalin and embedded in paraffin, or frozen in
liquid nitrogen and stored at room temperature (RT) and at
280uC, respectively. Each individual tissue sample was also
evaluated after haematoxylin-eosin staining, to confirm the
presence of tumor cells and to evaluate their quantity.
Interphase fluorescence in situ hybridization (iFISH)
studies
Mixed single-cell suspensions from different samples obtained
from each tumor were used for iFISH studies, after fixation in 3/1
methanol/acetic (vol/vol). A set of 18 different probes (Vysis Inc,
Downers Grove, IL) specific for those chromosomes and
chromosomal regions most frequently gained/amplified and
deleted colorectal carcinomas with liver metastases [6], were
systematically used in double and triple staining with the Spectrum
Orange (SO), Spectrum Green (SG) and Spectrum Aqua (SA)
fluorochromes: for chromosome 1, the LSI p58 (1p36) (SO)/
TelVysion 1p (SG)/LSI 1q25 (SA) Multi-color probe was
employed; for chromosome 7, the LSI D7S486 (7q31) (SO)/
CEP 7 (SG) Dual Color probe was used; for chromosome 8, the
LSI LPL (8p22) (SO)/CEP 8 (SA)/MYC (8q24) (SG) Multi-color
probe was employed; for chromosome 13, the LSI RB1 13q14
(SO)/LSI 13q34 LAMP1 (SG) was used; for chromosome 14, the
LSI IGH (14q32.33) Dual Color, Break Apart probe was selected;
for chromosome 17, the LSI TP53 (17p13) (SO)/CEP 17 (SA)
probe combination was employed; for chromosome 18, the LSI
BCL2 (18q21) (SO)/CEP 18 (SA) probe combination was used; for
chromosome 20, the LSI ZNF217 (20q13.2) (SO)/CEP 20 (SG)
probes were employed, and; for chromosome 22, the LSI BCR
(22q11.2) probe was used. We have previously found in primary
tumors [6] and their paired liver metastases [9] a high prevalence
of gains of chromosomes 7, 8q, 11q, 13q, 20q and X together with
losses of the 1p, 8p, 17p and 18q chromosomal regions; in this
series of cases, the breakpoints found at the centromeric region of
chromosome 17p were variable and were mapped between the
genomic coordinates 20,156,497 bp and 22,975,771 bp by SNP’s
arrays. Herein, we investigated the presence of breakpoints at
chromosome 17p11.2 using iFISH probes specifically designed
and manufactured for this purpose (Kreatech Diagnostics,
Amsterdam, The Netherlands), as schematically described in
Figure 1.
The specific methods and procedures used for the iFISH studies
have been previously described in detail [2] and for the
investigation of the relationships existing between those genes
coded at the 17p11.2, 17p13.1 and 22q11.2 chromosomal regions
and other genes, the Ingenuity Pathway Analysis software
(Ingenuit SystemH,www.ingenuity.com) was used.
External validation of the prognostic impact of del(17p)
and del(22q)
External validation of the prognostic impact of del(17p) and
del(22q) was performed in a previously reported group of sCRC
patients from which aCGH files (MHP Human 1 Mb) and clinical
data were publicly available at the GEO database (accession
number GSE12520; genomic markers that predict survivorship in
colorectal cancer) [10]. From all cases available in the dataset, we
selected those studied with the MHP Human 1 Mb CGH array
platform for a total of 109 cases: 81 sCRC from Edinburgh
Prognostic Stratification of sCRC
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(Scotland, UK) and 38 from Hong Kong. Gpr files were pre-
processed and normalized as described elsewhere [11]. Patients
included in this external validation group were classified according
to the Duke’s staging system as follows: stage A, 7.5% (n = 8), B,
44.9% (n = 48), C, 39.2% (n = 42) and stage D (metastatic), 8.5%
(n = 9). Median of follow up of these patients was 67 months, with
a median overall survival of 28.7months (range: 0.3–147.2
months).
Statistical methods
For all continuous variables, mean values and their standard
deviation (SD) and range were calculated using the SPSS software
package (SPSS 15.0 Inc, Chicago, IL USA); for dichotomic
variables, frequencies were reported. In order to evaluate the
statistical significance of differences observed between groups, the
Student’s T and the Mann-Whitney U tests were used for
continuous variables, depending on whether they displayed or not
a normal distribution, respectively. For qualitative variables, the
X2 test was applied (cross-tab; SPSS). Overall survival (OS) curves
were plotted according to the method of Kaplan and Meier, and
the log-rank test (one-sided) was used to establish the statistical
significance of the differences observed between survival curves
(survival; SPSS). Multivariate analysis of prognostic factors for OS
was performed using the Cox stepwise regression (forward
selection) model (regression, SPSS). For multivariate analysis only
those variables showing a significant association with OS in the
univariate analysis were included. Statistical significance was
considered to be present once P values (or, where appropriate,
Pearson-corrected P values) were ,.05.
Results
Clinical and biological characteristics of liver metastatic
versus non-metastatic sporadic colorectal carcinoma
(sCRC)
Overall, sCRC cases with liver metastases showed a higher
frequency of lymph node metastases (p#.001) and abnormally
increased CEA serum levels (p#.001) than non-metastatic patients
(Table 1). From the prognostic point of view, sCRC with liver
metastases also showed a higher frequency of deaths in association
Figure 1. Schematic representation of the chromosome 17p11.2 dual color Break Apart probe combination designed and used for
iFISH analysis of this chromosomal region in sCRC. Panel A describes the probe design for which three different clones (A, B and C) directly-
labelled with PlatinumBright495 (green signal) and that hybridize to the telomeric part of the 20,156,497 bp region were combined with another
three clones (clones D, E and F) directly labelled with PlatinumBright550 and that correspond to sequences harboured centromerically to
20,156,497 bp (red signal), and were produced. The 17p11.2 Break Apart DNA Probe finally consisted of a dual-color assay to detect breakpoints at
17p11.2 using the combination of these 6 fluorescently labelled clones. A positive breakpoint at chromosome 17p11.2 was defined when one or two
red/green or yellow fusion signals split into two separate red and green signals. Only red and green signals which were more than one signal
diameter apart from each other were counted as reflecting a chromosome break, since based on the probe design a gap of 380 KB exists between
the two sets of probes corresponding to the green and the red signals, respectively; two fusion signals identify the two normal chromosomes 17 as
illustrated for the lower nuclei shown in panel B. Loss of a green signal in the presence of a single red signal and a fusion signal was interpreted as
associated with del(17p) with a 17p11.2 breakpoint (e.g; three upper nuclei in panel B).
doi:10.1371/journal.pone.0042683.g001
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with a significantly shortened patient overall survival (median of 25
months vs. not reached, respectively; p#.001). By contrast, no
significant differences were found between liver metastatic vs. non-
metastatic CRC cases, regarding patient age, gender, tumor
localization, histological grade and size, and alkaline phosphatase
serum levels (Table 1).
Chromosomal alterations in metastatic vs non-metastatic
sCRC
For most chromosomes analysed, sCRC with liver metastases
showed similar cytogenetic profiles to those of non-metastatic
tumors; this included similar (p..05) frequencies of del(1p) (48%
vs. 42%), polysomy of chromosome 7 (59% vs. 45%), del(8p)
associated to gains of 8q (44% vs. 26%), polysomy of chromosome
13 (74% vs. 58%), del(18q) (52% vs. 32%) and gain of chromosome
20q (63% vs. 39%) (Table 2). The only statistically significant
differences found between liver metastatic and non-metastatic
sCRC were those involving chromosomes 17p (p,.001) and 22q
(p = .02): all cases showing del(22q) corresponded to liver
metastatic tumors (0% vs. 22%); del(17p13) was found in 74% of
liver metastatic vs. 19% of non-metastatic cases; del(17p13) with a
breakpoint at 17p11.2 was almost exclusively detected among
sCRC with liver metastases (67% vs. 10%, p,.001) (Table 2), and;
all except one case with del(22q) (n = 5) also demonstrated
del(17p11.2) while16 cases which had del(17p11.2) did not carry
del(22q). The remaining 36 tumors carried none of the two
chromosomal alterations. Interestingly, whenever these two
chromosomal alterations were detected, either individually or in
combination, they were present in all tumor cells, suggesting they
had been acquired in the ancestral tumor cell clone.
Overall, a total of 36 genes are coded at the 17p11.2, 17p13.1
and 22q11.2 chromosomal regions (Table 3); 11 out of these 36
genes (31%) have been found to be involved in cancer. The
network of functional interactions among these genes and other
related downstream genes implicated in cancer is depicted in
Figure 2. As shown in it, such cancer-associated genes deleted in
sCRC cases with del(17p11.2) and del(22q11.2) directly related to
several well-established biomarkers of sCRC such as the EGFR,
BCL2, BAX and TP53 genes [12–15].
Impact of chromosomal alterations and other disease
features of liver metastatic vs. non-metastatic sCRC on
patient overall survival
Regarding prognosis, the presence of both del(17p13) (p = .04) -
including del(17p11.2) (p,.001)- and del(22q11) (p,.001) were
associated with a significantly inferior outcome. Other disease
features that showed an adverse impact on patient OS were:
increased (.7.5 ng/ml) CEA serum levels (p,.001), male gender
(p = .04), lymph node involvement (p,.001) and, metastatic liver
disease (p,.001) (Figure 3).
Multivariate analysis of the prognostic factors for OS showed
that the most informative combination of independent variables to
predict an adverse outcome was the presence of del(17p11.2)
(p = .04) and del(22q11.2) (p = .002). Based on these two cytoge-
Table 1. Clinical and biological characteristics of liver metastatic (n = 27) versus non-metastatic (n = 31) sporadic colorectal
carcinoma (sCRC) patients.
Liver metastatic sCRC (n = 27)
Non-metastatic sCRC
(n = 31) p-value Total cases (n = 58)
Age (years)* 73 (48–80) 72 (38–83) NS 72 (38–83)
Gender
F 11 (41%) 9 (29%) NS 20 (34%)
M 16 (59%) 22 (71%) 38 (66%)
Tumor Localization
Rectum 5 (19%) 11 (36%) 16 (28%)
Left colon 13 (48%) 15 (48%) NS 28 (52%)
Right colon 9 (33%) 5 (16%) 14 (20%)
Histological grade
Well-differentiated 16 (59%) 23 (74%) 39 (67%)
Moderate-differentiated 8 (30%) 7 (22%) NS 15 (26%)
Poorly-differentiated 3 (11%) 1(4%) 4 (7%)
Histopathology
pN0 7 (26%) 31 (100%) 38 (66%)
pN1 12 (44%) 0 (0%) p#0.001 12(21%)
pN2 8 (30%) 0 (0%) 8 (13%)
Tumor Size (cm)# 5 (2.5–9) 5 (2.5–14) NS 5 (2.5–14)
Serum ALP (mg/dl) 94 (1–330) 108 (55–495) NS 101 (1–495)
Serum CEA (ng/ml) 45.4 (0.8–4598) 3.2 (0.6–84) p#0.001 7.2 (0.6–4598)
Deaths 20 (74%) 3 (10%) p#0.001 23 (40%)
Median OS (months)* 25 Not Reached p#0.001 Not Reached
*Results expressed as median (range) or
#as number of cases (percentage); NS: statistically not significant (p..05); F: female; M: male; ALP: alkaline phosphatase; CEA: Carcinoembryonic antigen; OS: overall
survival.
doi:10.1371/journal.pone.0042683.t001
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netic variables, a scoring system was built to stratify patients into a
low- (no adverse features: score 0; n = 24), intermediate- (one
adverse feature: score 1; n = 28) and high-risk (two adverse
features: score 2; n = 5) groups with significantly different (p,.001)
OS rates at 5-years: 92%, 53% and 0%, respectively (Figure 3).
Validation of the clinical impact of del(17p11.2) and
del(22q) in an independent series of patients
In order to confirm the prognostic impact of the two
chromosomal abnormalities described above, we investigated their
prognostic impact in an independent series of colorectal cancer
patients from the public GEO database (n = 119). Noteworthy,
also in this new series, patients whose tumors harboured
pericentromeric breakpoints at 17p in the 17p11.2 chromosomal
Table 2. Chromosomal alterations of primary tumors from liver metastatic (n = 27) versus non-metastatic sCRC patients (n = 31).
Liver metastatic tumors
(n = 27) Non-metastatic tumors (n = 31)p-value Total cases (n = 58)
Chromosome 1
Normal 7 (26%) 14 (45%) 21 (36%)
del(1p) 13 (48%) 13 (42%) NS 26 (45%)
Polysomy 7 (26%) 4 (13%) 11 (19%)
Chromosome 7
Normal 5 (19%) 14 (45%) 19 (33%)
del(7q) 5 (19%) 1 (3%) NS 6 (10%)
q+ 1 (3%) 2 (7%) 3 (5%)
Polysomy 16 (59%) 14 (45%) 30 (52%)
Chromosome 8
Normal 3 (11%) 7 (23%) 10 (17%)
del(8p) 5 (19%) 4 (13%) 9 (15%)
q+ 2 (7%) 3 (9%) NS 5 (9%)
Del(8p)/8q+ 12 (44%) 8 (26%) 20 (35%)
Polysomy 5 (19%) 9 (29%) 14 (24%)
Chromosome 13
Normal 7 (26%) 13 (42%) NS 20 (35%)
Polysomy 20 (74%) 18 (58%) 38 (65%)
Chromosome 14
Normal 15 (55%) 19 (61%) 34(59%)
del(14q) 4 (15%) 1 (3%) NS 5 (9%)
Polysomy 8 (30%) 11 (36%) 19 (32%)
Chromosome 17
Normal 5 (19%) 20 (65%) 25 (43%)
del(17p) 20 (70%) 6 (19%) p,.001 26 (45%)
Polysomy 2 (7%) 5 (16%) 7 (12%)
Del(17p11.2) 18 (67%) 3 (10%) p,.001 21 (36%)
Chromosmose 18
Normal 13 (48%) 17 (55%) 30 (52%)
del(18q) 14 (52%) 10 (32%) NS 29 (50%)
Polysomy 0 (0%) 4 (13%) 4 (7%)
Chromosome 20
Normal 5 (19%) 12 (39%) 17 (27%)
20q+ 17 (63%) 12 (39%) NS 29 (50%)
Polysomy 5 (19%) 7 (22%) 12 (21%)
Chromosome 22
Normal 15 (56%) 23 (74%) 38 (66%)
del(22q) 6 (22%) 0 (0%) p = .02 6 (10%)
Polysomy 6 (22%) 8 (26%) 14 (24%)
Results expressed as number of cases and percentage of cases between brackets; NS: statistically not significant (p..05).
doi:10.1371/journal.pone.0042683.t002
Prognostic Stratification of sCRC
PLOS ONE | www.plosone.org 5 August 2012 | Volume 7 | Issue 8 | e42683
region (from 15 to 25 megabases from p-ter) were found to have an
inferior clinical outcome than those harbouring del(17p13) alone
(p = .02 and p = .04, respectively). The prognostic impact of
del(17p11.2) was even stronger (p = .01) when all other tumors
which showed pericentromeric deletions, including those with
breakpoints in the q-arm close to the centromere (from 15 to 27.5
Mb from p-ter), were considered (Figure S1).
These results support the observations of our dataset and
confirm the prognostic impact of del(17p11.2). However, the
prognostic impact of del(22q) could not be confirmed (p..05) in
this new independent sCRC series of patients.
Discussion
sCRC patients who do not show or develop distant metastasis
are often cured by surgical resection of the primary tumor with
optional administration of adjuvant therapy. However, when
metastasis to the liver and other organs occur, the chances of cure
are dramatically reduced. Despite the fact that the understanding
of the genetic mechanisms underlying the early stages of both
familial [16] and sporadic CRC has significantly advanced in
recent years [17], the genetic mechanisms responsible for
progression of sCRC to a metastatic phenotype still remain poorly
understood. In this study, we investigated the pattern of numerical
chromosomal alterations of primary tumors from metastatic sCRC
that exhibited synchronous liver metastases versus non-metastatic
sCRC. In order to avoid false-negative non-metastatic cases, in
this later group only sCRC with a relative long follow up (median
follow-up of 99 months) were selected for the non-metastatic
tumor group. Similarly, only liver metastatic cases who had
undergone complete resection of both their primary and
metastatic tumor, were included in the metastatic patient group.
iFISH probes targeting those chromosomal regions more
frequently altered in sCRC [6] were specifically applied to the
cytogenetic characterization of both patient groups and a new
probe for the definition of del(17p) associated with breakpoints at
chromosome 17p11.2, was also systematically used. In line with
previous observations which show that liver metastatic and non-
metastatic sCRC share multiple chromosomal alterations (e.g.
Figure 2. Schematic representation of the network of interactions observed between genes encoded at the 17p11.2 (genes
highlighted in red), 17p13.1 (genes highlighted in green) and 22q11.2 (genes highlighted in blue) chromosomal regions, and
molecules downstream molecules regulated by these genes which have been associated with cancer or cancer related signalling
pathways. Genes highlighted in yellow are encoded at the three chromosomal regions referred above and they have been previously associated
with cancer; genes highlighted in grey are considered as biomarkers for sCRC.
doi:10.1371/journal.pone.0042683.g002
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gains of chromosomes 7, 8q, 13q and 20q and losses of the 1p, 8p,
14q, 17p, 18q and 22q chromosomes) [7,18–20], here we also
found a similar distribution between liver metastatic and non-
metastatic tumors for most chromosomal alterations identified. In
contrast, del(22q) and del(17p) (particularly when associated with
breakpoints at chromosome 17p11.2), were significantly more
prevalent or even restricted, to liver metastatic tumors. These later
findings support a potential role for both del(17p11.2) and del(22q)
in the metastatic process of sCRC to the liver.
Previous reports based on cytogenetic analyses of metastatic
disease from colorectal tumors indicated that chromosome 17p is
frequently lost in sCRC [21,22]. In line with other studies and
using similar methodological approaches, our results showed the
presence of del(17p13) in almost half of the sCRC cases studied
Table 3. List of genes encoded at chromosomal regions identified as being deleted by iFISH probes directed against the 17p11.2
(20156497 bp to 22975771 bp), 17p13.1 (7449445 bp to 7594642 bp) and 22q11.2 (21852397 bp to 21984023 bp) chromosomal
regions: gene name, cell localization and function.
Coded name Gene Cellular localization Function
17p11.2
C17orf103 Chromosome 17 open reading frame 103 Unknown Unknown
C17orf51 Chromosome 17 open reading frame 51 Unknown Unknown
CCDC144C Coiled-coil domain containing 144C Unknown Unknown
CCDC144NL Coiled-coil domain containing 144 family, N-terminal like Unknown Unknown
CDRT15L CMT1A duplicated region transcript 15-like 2 Unknown Unknown
DHRS7B Dehydrogenase/reductase (SDR family) member 7B Unknown Metabolism
FAM106B Family with sequence similarity 106, member B Unknown Unknown
FAM27L Family with sequence similarity 27-like Unknown Unknown
KCNJ12 Potassium inwardly-rectifying channel, subfamily J, member 12 Membrane Transport
LGALS9B Lectin, galactoside-binding, soluble, 9B Cytoplasm Cell-cell adhesion
MAP2K3 Mitogen-activated protein kinase kinase 3 Cytoplasm Cell death
MTRNR2L1 MT-RNR2-like 1 Unknown Unknown
SPECC1 Sperm antigen with calponin homology and coiled-coil domains 1 Nucleus Unknown
TMEM11 Transmembrane protein 11 Membrane Transport
USP22 Ubiquitin specific peptidase 22 Nucleus Cell cycle
17p13.1
ATP1B2 ATPase, Na+/K+ transporting, beta 2 polypeptide Membrane Metabolism
CD68 CD68 molecule Membrane Metabolism
EIF4A1 eukaryotic translation initiation factor 4A1 Cytoplasm Metabolism
FXR2 fragile X mental retardation, autosomal homolog 2 Cytoplasm Metabolism
MPDU1 mannose-P-dolichol utilization defect 1 Cytoplasm Metabolism
SAT2 spermidine/spermine N1-acetyltransferase family member 2 Membrane Metabolism
SENP3 SUMO1/sentrin/SMT3 specific peptidase 3 Nucleus Metabolism
SHBG sex hormone-binding globulin Extracellular Cell death
SNORA67 small nucleolar RNA, H/ACA box 67 Unknown Unknown
SNORD10 small nucleolar RNA, C/D box 10 Unknown Unknown
SOX15 SRY (sex determining region Y)-box 15 Nucleus Cell differentiation
TNFSF12 tumor necrosis factor (ligand) superfamily, member 12 Extracellular Cell death
TNFSF13 tumor necrosis factor (ligand) superfamily, member 13 Extracellular Cell death
TP53 tumor protein p53 Nucleus Apoptosis
WRAP53 WD repeat containing, antisense to TP53 Nucleus Telomerase activity
22q11.2
PI4KAP2 Phosphatidylinositol 4-kinase, catalytic, alpha pseudogene 2 Unknown Metabolism
RIMBP3 RIMS binding protein 3 Nucleus Unknown
SCARNA17 Small Cajal body-specific RNA 17 Unknown Unknown
SCARNA18 Small Cajal body-specific RNA 18 Unknown Unknown
UBE2L3 Ubiquitin-conjugating enzyme E2L 3 Cytoplasm Metabolism
YDJC YdjC homolog (bacterial) Unknown Metabolism
Genes which have been associated with cancer are shown in bold.
doi:10.1371/journal.pone.0042683.t003
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[23,24]; The frequency of del(17p13) was also significantly higher
in liver metastatic than non-metastatic cases, as has been suggested
by other groups [25–27]. It was noted that among cases with
del(17p13), occurrence of a breakpoint at chromosome 17p11.2
was mostly restricted to metastatic sCRC. Coinciding with these
observations, several authors have previously found that losses of
chromosome 17p in metastatic CRC samples cover larger regions
than in primary tumors, suggesting that unknown suppressor
genes, other than the TP53 gene, could be involved in the newly
deleted 17p sequences [28]. If this is confirmed, then these
differences could explain why cases with del(17p) in the absence of
TP53 mutations, also occur in advanced sCRC. Moreover, it
provides evidence for the potential existence of new additional
tumor suppressor genes (and potentially also oncogenes) coded in
the centromeric portion of chromosome 17p, proximal to TP53. In
this regard, it should be noted that several cancer associated genes
(e.g.: KCNJ12, MAP2K3, and USP22) are coded in this chromo-
somal region, the first gene systematically deleted at this break-
point region being a gene of unknown function (FAM27L).
Interestingly, genetic polymorphisms involving this chromosomal
region including the FAM27L gene, have been recently associated
with an increased risk for chronic myeloid leukemia [29]. Further
studies, in which mutations of this gene and deletions at
chromosome 17p11.2 are searched for, may indicate their
potential role in sCRC liver metastasis. Among other genes the
MAP2K3 gene is also coded in chromosome 17 region found to be
commonly deleted in metastatic sCRC. MAP2K3 is a strong
promoter of tumor invasion, progression and short survival in
several human cancers [30] and previous studies have shown that
decreased expression of MAP2K3 is associated with human breast
infiltrating ductal carcinomas [31]; similarly, non-synonymous
coding SNPs downregulating KCNJ12 expression have been
related with rhabdomyosarcomas [32], supporting a potential role
for both genes in liver metastatic sCRC. However, in this
chromosomal region, also some oncogenes are coded such as the
USP22 gene. Recent studies have shown that aberrant expression
of USP22 is associated with liver metastasis and poor prognosis
[33], due to the fact that this gene positively regulates cell cycle via
both the BMI-1-mediated INK4a/ARF pathway and the Atk
signaling pathway [34]. However, the activation and oncogenic
role of USP22 in the progression of sCRC is potentially linked to
genes encoded in other chromosomal regions such as the BMI-1
(10p13), CMYC (8q24) and CCND2 (12p13) genes [35].
In addition to del(17p11.2), in this study we also found an
association between losses of chromosome 22q and disease
outcome, in line with previous observations [26,36,37]. Previous
studies based on CGH analysis [38] have shown an association
between del(22q) and liver metastasis among sCRC patients;
similarly, Yana et al [39] showed that del(22q) correlates with the
Duke’s stage of the disease. Iino et al [26] have suggested that LOH
at chromosomes 17p, 18q, and 22q, is associated with an increased
metastatic potential of sCRC. In the latter study, LOH at
chromosome 17p was also significantly associated with vascular
invasion, whereas 18q and 22q LOH correlated more with
lymphatic dissemination of the disease; importantly, only LOH of
chromosome 22q showed a significant association with the
presence of lymph node metastasis. Thus, it could be hypothesized
that in sCRC, these three chromosomal losses may be specifically
associated with the metastatic process. If this holds true, screening
for genetic abnormalities of primary sCRC tumors could be useful
for predicting the metastatic potential which exists at the time of
diagnosis [40]. It should be emphasized that analysis of
del(17p11.2) in paired primary tumors and liver metastases from
sCRC patients showed either presence or absence of these
chromosomal changes in both (paired) tumor samples in all but
two cases; in these later two cases, del(17p11.2) was only detected
by SNP-arrays in the liver metastatic tumor.
Multivariate analysis of prognostic factors for OS, showed the
independent prognostic value of the two chromosomal abnormal-
ities, del(17p) with a breakpoint at 17p11.2 and del(22q);
Figure 3. Clinical, biological and genetic characteristics of sCRC patients which showed a significant impact on overall survival in
the univariate analysis: (A) carcinoembryonic antigen (CEA), (B) gender, (C) lymph node involvement, (D) occurrence of distant metastasis, (E)
chromosome 17 status, (F) del(17p11.2) (G) chromosome 22 status, and (H) prognostic score established on the basis of the two most informative
independent prognostic factors -del(17p11.2) and chromosome 22 status; p,.0001-.
doi:10.1371/journal.pone.0042683.g003
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consequently, coexistence of both chromosomal alterations was
associated with a significantly reduced OS vs. cases which showed
neither of these alterations (OS at 5 years of 0% versus 93%,
respectively). Despite the fact that an association has been reported
between different chromosomal abnormalities and the prognosis of
sCRC [18], to the best of our knowledge this is the first report in
which the independent prognostic value of del(17p) with a
breakpoint at 17p11.2 and of del(22q) is described. Preliminary
results using genome-wide array analyses have shown an
association between specific genetic alterations present in primary
sCRC tumors and patient survival [10,18,22]. Poulogiannis et al
(using a DNA microarray platform covering the entire genome at
an average of 1 Mb of resolution) identified DNA copy number
losses at 18q12.2 to be an independent prognostic marker [10]. In
the current study, we have re-analyzed this dataset and confirmed
the prognostic value of del(17p) including that of del(17p) with a
breakpoint at 17p11.2; in contrast, the clinical impact of del(22q)
could not be validated in this series. Although the precise clinical
value of del(22q) should be investigated further, validation of our
data concerning the prognostic impact of the 17p11.2 breakpoint
in an independent dataset (in spite of the substantial differences in
the technologies applied in both studies) strengthens the evidence
for the clinical relevance of chromosome 17p deletions encom-
passing genomic regions beyond the TP53 locus, and points to the
potential role of other candidate genes coded at chromosome 17p
centromericly to TP53. As discussed above, such genes include the
MAP2K3, KCNJ12 and USP22 genes [30–35]. Interestingly, when
we searched for direct interactions among the deleted genes and
other cancer-associated genes, 30 genes deleted in cases with
del(17p), and another 6 genes deleted in cases with del(22q),
emerged as directly related to signaling pathways involved in cell
growth and proliferation (e.g., EGFR and CDK1A) as well as in cell
death (e.g., BAX and BCL2). These findings suggest a potential role
for the combined deletion of these genes in conferring poor-
prognosis to sCRC with coexisting del(17p) and del(22q), possibly
due to increased cell proliferation and survival and diminished
DNA repair.
In summary, in the present study we show that the presence of
del(17p) with a breakpoint at 17p11.2 is an independent adverse
prognostic factor for OS of sCRC. When combined with
del(22q11.2) it allowed the identification of three groups of sCRC
patients with significantly different outcome, which could be
predicted at diagnosis. Further prospective studies are required in
larger series of sCRC patients to confirm the prognostic value of
the combined assessment of del(17p) and del(22q) in primary
tumor samples at diagnosis and the precise role of the deleted
genes.
Supporting Information
Figure S1 Validation of the impact of chromosome 17
status on overall survival in an independent series of
sCRC patients from the GEO database (n = 109): panel A,
del(17p13); panels B and C, del(17p) harbouring pericentromeric
breakpoints at chromosome 17p and del(17p) harboring a
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DNA copy number aberrations (CNAs) are genetic alterations common in cancer cells. Their transcriptional
consequences are still poorly understood. Based on the fact that DNA copy number (CN) is highly correlated
with the genomic position, we have applied a segmentation algorithm to gene expression (GE) to explore its
relation with CN. We have found a strong correlation between segmented CN (sCN) and segmented GE (sGE),
corroborating that CNAs have clear effects on genome-wide expression. We have found out that most of the
recurrent regions of sGE are common to those obtained from sCN analysis. Results for two cancer datasets
confirm the known targets of aberrations and provide new candidates to study. The suggested methodology
allows to find recurrent aberrations specific to sGE, revealing loci where the expression of the genes is
independent from their CNs. R code and additional files are available as supplementary material.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The presence of genomic aberrations in tumoral cells is a well-
known fact. In recent years, several studies have shown that the
alteration of DNA copy number (CN) can be related to similar
modifications in the expression levels of some specific genes [1–3].
These changes can be amplifications (gains) or deletions (losses) of a
region of a chromosome, or even a whole chromosome and they are
commonly called DNA copy number aberrations (CNAs). These
abnormalities are assumed to affect gene expression (GE) and
ultimately some of them may coadjuvate to the development of a
particular cancer. However, the relationship between CN and GE is
complex and not well understood: there are genes whose expression
is not apparently affected by their CNs and genes which show their
expression strongly correlated with them. One reason for this unclear
relationship is that CN is only one of the several factors that can affect
the regulation of GE and gene function in complex metazoans.
Recently, new studies focused on the relationship between CNAs
and GE have performed joint analysis based on different strategies.
Some of them calculated the correlation between CN and GE gene by
gene across samples [2,4,5]. These correlations are not particularly
large, although they are significant for many genes. Others, like Tsafrir
et al. [6], obtained a correlation along the genome using filtered CN
and filtered GE. Witten et al. use a sparsified version of the canonical
correlation between CN and GE [7]. Moreover, Jarvinen et al. [8] and
Cifola et al. [9] based their experiments on differential expression
calculated between groups defined by genomic alterations. Finally,
other studies are based on the hypothesis that some genes are
grouped in the genome by their functions and, because of this, they
consider that CNAs affect groups of cofunctional genes [10,11].
Here, we hypothesize that there should be a common behavior of
the genes under the influence of CNAs. From this viewpoint we look
for a global consistent relationship between CN and GE. Knowing that
CNAs are highly correlated with the position on the genome, we
propose that the global GE modifications produced by CNAs should be
also correlated with the genomic position.
In order to study and evaluate the relationship between CN and GE,
we have used a global approach that does not focus only in gene by
gene relationships but that considers the complete genome and treats
the loci with a coherent common approach, both when measuring CN
and transcriptomic activity. To test the validity of our hypothesis, we
have analyzed two different set of samples that have matched CN and
GE. One of them is a study of glioblastoma multiforme (GBM) [2] and
the other is a study of acute lymphoblastic leukemia (ALL) [3].
Since the CN values of two adjacent positions in the genome are
(unless there is a CNA) identical, segmentation of raw CN improves
the estimation of real CN. The segmentation algorithm (in the case of
CN) identifies contiguous subsets of SNPs in the genome that have the
same CN value. It provides “sharp” edges between regions instead of
smooth transitions as standard filters do. This characteristic is
important when working with CN data because when a region is
lost (or amplified) the change between the two sides of the break
point is not smooth. Therefore, the segmentation methods applied to
raw CN data (sCN) give better results than linear or median filters [12]
and they are customarily applied. We applied a similar segmentation
approach (in the two datasets) to both analysis (GE and CN). Applying
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a segmentation algorithm to GE removes (to a certain extent) the
possible effects of the regulation of GE that are not related with the
genomic position. We found that segmented values of GE (sGE) are
strongly correlated with sCN.
Finding recurrent aberrations in segments of the genome has been
an active field of research on the last years [13]. Copy number data can
be used to find chromosomal regions in which aberrations (deletions
or amplifications) frequently appear. It is essential to find the
recurrent changes in samples to get a common CNA signature of a
given disease. In cancer, full agreement within tumor samples is
difficult to find due to tumor heterogeneity. However, if there is a
consistent region of aberration which happens more often than
expected by chance, it could reveal one of the causes of the detected
cancer. These chromosomal regions might include genes which
change their expression because of these CNAs and they would be
also found as recurrent using sGE data. The recurrent aberrated
regions in sCN and sGE in this work have been independently
calculated and the results show that most of them appear in the same
cytobands in sGE and sCN.
Contrary to this general trend, in some cases we found genome
regions or loci where CNAs do not correlate with GE changes, for
example where the sGE is significantly altered but the sCN is neutral.
These regions can be affected by another level of regulation, e.g.,
epigenetic methylation/demethylation, or occur in zones with
recurrent copy neutral loss of heterozygosity (LOH) [14,15]. However,
in our datasets, we did not find a conclusive evidence of this effect.
The calculation of sGE using expression microarray data can be, on
its own, an interesting approach to putatively pinpoint loci in the
genome affected by different positional factors, such as alteration in
the number of copies, epigenetic modifications, LOH or other events
linked to the position in the genome.
2. Materials and methods
The analysis of the arrays can be divided into two different parallel
processes for CN and GE. Fig. 1 outlines the steps followed in this
research.
Fig. 1. Analysis work flow for CN and GE. The gene expression arrays are processed with RMA [16] and the SNPs copy number arrays are analyzed using CRMAv2 [17]. The
summarization of the probes is done using a specific cdf which has the information on how to group the probes (by genes in the case of expression data or by SNPs for copy number
data). Once the data have been processed, a segmentation algorithm is applied dividing the genome in regions of consecutive elements (SNPs or genes) with similar values and
assigning a single value, log2 ratio of CN for SNPs and log2 ratio of expression for genes. SNP CN and gene expression data can be matched using their locations in the genome as
explained in the main text. Once both identifiers are matched, we have computed the correlation (that was strongly significant) and generated the ROC curves that show the
similarities between regions over/under expressed and regions with gain/loss of copy numbers. Finally, GISTIC, an algorithm to detect recurrent aberrated regions is applied to the
segmented data (sCN and sGE) in order to find altered loci in a significant group of samples and the results are compared. Pipelines for CN and GE data are completely independent.
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2.1. Data
Two different studies have been used to validate our method. Both
include measurements of genome-wide copy number and expression
for each sample. The first dataset is a study of brain tumors carried out
by Kotliarov et al. [2]. We used a subgroup of 64 cases (listed in the
supplementary material) from the whole dataset related with
glioblastoma multiforme (GBM). The second dataset consists of 28
cases of pediatric acute lymphoblastic leukemia (ALL) from the
GSE10792 [3]. These leukemia samples are listed in the supplementary
material.
2.2. Material and data preprocessing
Gene expression data have been analyzed using RMA [16] over the
HGU133 plus2 array. The chip definition file (cdf) to perform the
analysis was downloaded from version 10 of Brainarray [18], which
corresponds to version 46 of Ensembl genes and genomes.
Affymetrix Human Mapping 50K SNP array has been used for the
analysis of the CN data. The cdf file needed in this case is the Affymetrix
GeneChipMapping 50K Xba240_SNP array cdf. CRMAv2 [17] has been
applied to the CN signals in order to obtain the raw CN.
The analysis of both types of data have been performed under R
[19] using the aroma.affymetrix package [20].
2.3. Segmentation
A segmentation algorithm divides a set of ordered data into
regions of adjacent elements which have similar values. Each region is
assigned a single value which represents all the data that belong to it.
Segmentation methods are a family of algorithms that were initially
applied to image analysis and, more recently, to genomic data.
There are several algorithms to segment genomic data such as
circular binary segmentation (CBS) [21,22], CGHseq [23], GLAD [24] or
HAAR [25], among others.
CBS has been chosen in this experiment because different
independent comparisons [12,26] have proved that it is an accurate
method. It is also widely used and implemented both in Matlab and R.
Before the segmentation algorithm is applied, the raw data are
normalized dividing by the median of the samples from each element
(SNP or gene) and computing its log2,
Δ CNi; j = log2 CNi; j =median CNi;1:n
  
ð1Þ
Δ GEk; j = log2 GEk; j =median GEk;1:n
  
; ð2Þ
where i and k represent the elements (SNPs or genes, respectively), j
is the sample and n is the number of samples analyzed in the
experiment.
The input of the segmentationmethods are the raw data (i.e., GE or
CN values previously calculated) and a list with the name, chromo-
some and position of each of the probesets of the array.
CBS proceeds as follows. It considers each of the chromosomes as a
“ring”: both extremes of the chromosomes are assumed to be
connected. Each ring is split in two parts and the copy numbers of




= j−ið Þ− Sn−Sj + Si
 
= n−j + ið Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1= j−ið Þ + 1 = n−j−ið Þp ð3Þ
for each pair of positions i, j. Sn is the sum of the raw copy number data
from the 1st SNP to the nth SNP. The method is based on the statistic
ZC=max 1b ib jbn|Zij|. If the ZC is above a threshold, established using a
bootstrap method, then a new segment is found. The same algorithm
is applied recursively to each of the found segments.
Using bootstrap to select the threshold is time-consuming. The
authors of CBS derived an estimation of the threshold one order of
magnitude faster [22]. Recently, they have developed an even faster
version.
The output of the segmentation method is sGE and sCN for gene
expression and copy numbers. respectively. sGE and sCN are matrices
with constant values along the positions in the genome for points
(genes or SNPs) within the same segment.
As shown in Eq. (2), each gene is previously normalized by the
median of its expression across the samples. Therefore, sGE provides
regions of the genome that show their expression upregulated or
downregulated if compared with the median across the samples. sCN
has been normalized in a similar way.
Segmentation of GE shows a specific problem that does not occur
with CN data: a gene is itself a “segment” of the genome, not a single
point, as with a SNP. RMA (like other summarization algorithms)
provides an estimation of the concentration of the whole gene and as
indicated before, a segmentationmethod needs a file with the position
of the elements. Then, when dealing with GE data, a single position
point has to be assigned to each gene. We decided to use the middle
point of the genes as their representative positions (this middle point
is calculated for each gene as: genemiddlepos =(geneendpos+genestartpos )/2).
Most of the segmentationmethods are able to adapt their accuracy
according to the noise level of the data: if the data is clean, narrower
segments can be detected. If the data is noisier, only broad segments
are statistically significant. Since GE is affected by other factors
different from CN, GE data is noisier than CN data and the
segmentation algorithm is expected to provide broader segments.
We used CBS algorithm with the default parameters for GE
segmentation, adapting the input data to the gene signals as indicated
above. The genome information of the genes was generated using
ENSMART [27]. The file and the code to generate it are included as
supplementary material.
2.4. Recurrent aberrations in chromosomal segments
There are different algorithms to find recurrent segments with
aberrations such as STAC [28], SIRAC [29] or GISTIC [30], among
others. For a review of different methods, the reader can consult [31].
All of them, based on different statistical techniques, look for regions
with aberrations that occur in a significant number of samples.
We have selected GISTIC [30] for our study. GISTIC is a freely
available method that distinguishes random background from true
aberrations. It takes into account the values of CN and lets the user set
the different parameters to find deletions/amplifications and the
p-value to determine if an aberration is recurrent.
GISTIC, after a careful analysis of the samples (to exclude
duplicates or noisy samples), accepts as input sCN values. In its first








where cij is the log2 ratio of the CN, I is an indicator function that
equals 1 if its argument is true and 0 otherwise, and θamp is a
threshold to consider that a locus has an amplification. This statistic
takes into account both the strength of the amplification as its
frequency. Using a semi-exact approximation, to avoid a computer
intensive bootstrap, GISTIC identifies the regions of the genome were
Gi
amp is statistically significant, with FDR correction for multiple
hypothesis. Once the recurrent regions are selected, GISTIC identifies
the peak or peaks (if the region shows a multimodal distribution).
Genes that are located in these peaks are suggested by GISTIC to be the
targets of the recurrent amplifications. The same algorithm is used to
identify the deletions.
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GISTICwas developed to be applied to sCN, but in our experiments,
we also applied it to sGE to find recurrent over-expressed or under-
expressed regions in the genome. The thresholds established for this
experiment are the default values in GISTIC. As a result, GISTIC returns
a list of the recurrent regions with their statistical significances.
2.5. Matching DNA copy number and gene expression data
The process to match both identifiers (genes and SNPs) is not
straightforward because there are genes that have several SNPs in the
array and there are genes with no SNPs. Moreover, there are SNPs in
the intergenic regions that do not match any gene coding region.
Our first attempt was a direct assignation using Ensembl database
[32]. Only the genes that had SNPs assigned in the database were
matched and if there was a CNA within a gene, the median of the CN
values for all the SNPs belonging to that gene were calculated. With
this assignation only 50% of the genes had at least one corresponding
SNP in the SNP array. This loss of data drove us to use a different
approach.
Considering the sCN, the whole genome is divided into regions
depending on their sCN values. Then, using the position of a gene,
their corresponding sCN value can be assigned. So, even if a gene has
no SNPs, it always lies in a region that has a predicted sCN (by the
segmentation method). Fig. 2 illustrates this point. Gene A is located
in a segment of the genome with several SNPs mapped to it and a
single CN estimation (signal about −0.5). This is the CN value
assigned to gene A. Gene B has no SNPs located close to it, but the zone
of the genome where it is located has an assigned CN value. Finally,
gene C belongs to two different segments. In this last case, we have
considered the CN of a single point for each gene located at the center
point of its genomic position.
3. Results
As indicated in Section 2, we have used two different datasets of
cancer samples that have matched CN and GE data from genomewide
microarrays. One dataset is from a GBM study and the other one from
an ALL study. Since both studies have matched samples, we have
compared sGE with sCN with two different validation methods.
Firstly, we have generated a sCNmatrix with the dimensions genes by
samples in order to check if the CNAs affect the sGE. We have done
this using ROC curves. And the second method uses GISTIC to look for
recurrent aberrated regions in each of the data-types and check the
similarities and differences within the results.
Figs. 3 and 4 show the results from both datasets. Both figures
show the recurrent amplified regions (red) and the recurrent over-
expressed zones (pink). In GBM (Fig. 3), there are regions such as
chromosomes 10, 19, 20 and 22 which are amplified and over-
expressed and all of them have been previously published in different
articles [33,35]. The recurrent deleted and under-expressed regions
from GBM are shown in Fig. 3 in dark and light green (negative part of
the plot). For example, arm 4q and regions 6q25, 11p15, 14q and
19p13 have been described as LOH regions because of the deletions
[14,15]. All of the LOH regions seem to affect the GE of genes lying in
those zones of the genome. On the other hand, there are some
recurrent CN aberrated regions that do not seem to affect sGE. This can
be due to the fact that they are so small that they are missed by the
segmentation method, or because these regions are regulated by
other factors that minimize the effect of CN.
From the ALL data we can see in Fig. 4 that chromosomes 4, 6, 14,
17, 18, and 21 are amplified and also found as recurrently over-
expressed. Small regions of arm p of chromosomes 7, 16 and 19 are
also selected using both types of data. Chromosome 1 seems to have
some genes over-expressed independently from sCN. The negative
part of the figure shows common aberrations in chromosome arms 7p,
9p, 20q and the whole chromosome 21. These regions are both
recurrently deleted and under-expressed. There are also some
recurrent CN aberrated regions that do not seem to affect sGE.
3.1. Similarities between sCN and sGE
After performing thematching between sCN and sGE, both types of
data have the same dimensions (genes by samples). The Pearson
correlation coefficient between them in GBM was 0.60, with a strong
statistical significance (pb2.210−16). Correlation for the ALL dataset
was weaker (0.19) but still strongly significant (pb2.210−16).
Figs. 5 and 6 show the ROC curves for three different tests. These
tests check how CNAs affect sGE based on ROC curves. Firstly, we
generated a ROC curve to test if the CN amplifications affect sGE. In
order to do this, we considered that there was an amplification if the
measured CN was larger than 2.5. This threshold (for all the samples)
gave a set of loci that showed amplifications. After that, different
thresholds for sGE data were set. Then, for a particular threshold there
were true positives (TP, i.e., loci with amplifications and also over-
expressed), false positives (FP, i.e., loci over-expressed and not
amplified) and, with equivalent definitions, true negatives (TN) and
false negatives (FN). Having these values, the true positive rate (TPR)
and the false positive rate (FPR)were calculated as: TPR=TP/(TP+FN)
and FPR=FP/(FP+TN). Second, the same reasoning was applied to
Fig. 2.Mapping between genes and sCN regions. This step is performed in order to assign a CN value to each gene and test howboth (CN andGE)matrices behave. On the Y axis the log2
ratio of the CN are represented and on the X axis the genomic position. The green dots are the raw copy number values, the black horizontal lines are the segmented copy numbers and
the dotted black lines are the “expected” values of a gain to three copies (log2(3/2) = 0.58), a normal region (log2(2/2) = 0) and a deletion to one copy (log2(1/2) =−1). However,
these values are not obtainedwhenusing real CNdata, this can be due to saturation of the probes, normalizationmethods or contaminationwith normal tissue. Once the CNshave been
segmented, the genome is divided into regions of SNPs with an assigned number of copies. After that, the assignation of a CN value to each gene is performed based on its genomic
position. The procedure for different cases is indicated in the figure: gene A includes several SNPs which belong to a region of the segmentation; gene B has no SNPs but its CN can be
estimated using the segmented data; finally, gene C displays a possible problem because there are two regions with different CN values within it. In this experiment, if there is a CNAs
within a gene we have simply assigned the CN that corresponds to the center point of the gene.
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check deletions (considering a CN deletion when CN value was equal
or lower than 1.5). Finally, a third test to check strong amplifications
(four or more copies) is also performed. These figures also include a
ROC curve obtained using raw GE (instead of sGE) to test gains.
Fig. 5 shows for all the curves that use sGE, a high TPR (around
0.70) compared to a much lower (less than 0.05) FPR. These curves
show a very steep slope for low values of FPR in contrast to the ROC
curve obtained using raw GE. They can be interpreted as follows:
there are very few loci that show changes in sGE that do not directly
correspond to CNAs, i.e., most of the changes in sGE occur due to a
change in the CN (although there are some exceptions). However,
there are some CNAs that do not show the corresponding alteration in
Fig. 3. Output of the GISTIC package for the GBM dataset using sCN and sGE. One of the outputs of GISTIC is a file where the recurrent regions it founds are assigned a g-score (value
calculated by GISTIC related to the q-value). In this figure the positive part of the Y axis represents the g-scores given to the amplified/over-expressed regions and the negative part
represents the (−)g-scores given to the deleted/under-expressed regions. We have done this change of sign in order to show both graphs in the same figure. On the other hand, the
X axis represents the genomic position grouped by chromosomes. There also are four horizontal lines that show the thresholds to consider a g-score significant (FDR equals to 25%).
The two straight lines highlight the threshold corresponding to sCN, and the dotted lines highlight the ones corresponding to sGE. Depending on the aberration under study
(amplifications/over-expressions, deletions/under-expressions) they are respectively plotted in the positive and negative part of the figure. Only the autosomes are shown here. The
positive part of Fig. 3 shows the values obtained using GISTIC with both types of data. It shows the recurrent amplified regions (red) and the recurrent over-expressed zones (pink).
Regions such as chromosomes 10, 19, 20 and 22 are amplified and over-expressed and all of them have been previously published in different articles [33,34]. The recurrent deleted
and under-expressed regions are shown in Fig. 3 in dark and light green (negative part of the plot). For example, arm 4q and regions 6q25, 11p15, 14q and 19p13 have been
described as a LOH regions [14,15] and all of them seem to affect the GE of genes lying in those zones of the genome. On the other hand, there are some recurrent CN aberrated
regions that do not seem to affect sGE, this can be due to the fact that they are missed by the segmentation method, because of the large level of noise, or because these regions are
regulated by other factors that minimize the effect of CN. The Y axis were clipped to 0.2 and−0.2 to ease the comparison with the other dataset. The (maximum, minimum) values of
the g-scores for sCN and sGE are (0.880, −0.391) and (0.426, −0.140) respectively. The names of chromosomes 17, 19 and 21 are omitted owing to lack of space.
Fig. 4. GISTIC applied to the ALL data. In this figure the positive part of the Y axis represents the g-scores given to the amplified/over-expressed regions and the negative part
represents the (−)g-scores given to the deleted/under-expressed regions. Depending on the aberration under study (amplifications/over-expressions, deletions/under-expressions)
they are respectively plotted in the positive and negative part of the figure. As in Fig. 3, the recurrent amplified regions are shown in red and the recurrent over-expressed zones in
pink, while the recurrent deleted and under-expressed regions are shown in dark and light green (negative part of the plot). In this figure we see recurrent amplifcations/over-
expressions in both sCN and sGE. Chromosomes 4, 6, 14, 17, 18 and 21 are amplified and also found as recurrently over-expressed. Small regions of arm p of chromosomes 7, 16 and
19 are also selected using both types of data. Chromosome 1 seems to have some genes over-expressed independent from sCN. The negative part of the figure shows common
aberrations in chromosome 7 and 9 arm p, chromosome 20 arm q and the whole chromosome 21. These regions seem to be both deleted and under-expressed. The Y axis were
clipped to 0.2 and−0.2. The (maximum, minimum) values of the g-scores for sCN and sGE are (0.189,−0.370) and (0.200,−0.188) respectively. Chromosome names 17, 19 and 21
are omitted owing to lack of space.
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sGE. This fact moves the curve downwards for larger FPRs, i.e., the
curve approaches 1.0 only for large FPRs. The origin of this fact is two-
fold. On one hand, the segmentation algorithm over GE cannot
discover narrow segments because of the inherent variability of GE
owing to the different regulators. And, on the other hand, not all the
CNAs affect GE, and some genes (that do show aberrations in their CN)
are regulated by other factors that minimize the effect of CN.
In Fig. 6 the ROC curves obtained from the ALL dataset are shown.
As happens in GBM, here the ROC curves demonstrate that the
aberrations (deletions, amplifications and high amplifications) are
reflected in segmented GE more than in raw GE. TPR (correctly calling
CNAs aberrations) is around 0.9 for a FPR (incorrectly calling CNAs
normal (CN=2)) equal to 0.02 for amplifications and high amplifica-
tions (black dots and red crosses). This means that 90% of all the “real
CN amplifications” are found using segmented gene expression, or
that almost all the regions that are amplified are also over-expressed.
In the case of deletions (blue triangles), the slope is a bit lower andwe
get a TPR of almost 0.8 and a FPR of 0.09. When using raw expression
data (green squares) ROC curve is only slightly above the diagonal, i.e.,
results are only slightly better than those expected by chance.
3.2. Recurrent aberrated regions in sCN and sGE data
Usually researchers are interested in the location of recurrent
CNAs, i.e., amplifications or deletions, because they can be the drivers
of pathology. In our case, we have used GISTIC to provide the locations
of the genome especially enriched in over/under expressions (using
sGE data) and also in amplifications/deletions (using sCN data).
Figs. 3 and 4 show the g-scores provided by GISTIC for amplified/
over-expressed loci (red lines, positive part of the plot) and deleted/
under-expressed (green lines, negative part of the plot). It can be seen
that the significant recurrent regions (if sCN and sGE are compared)
are very similar to each other, i.e., most of the recurrent aberrations
affect sGE and most of the recurrent over/under-expressed loci of the
genome are related with recurrent aberrations. The list provided by
GISTICwith themost significant aberrated loci and a table showing the
statistical ratios at different thresholds are given as supplementary
material.
3.2.1. Common recurrent altered regions to sCN and sGE
In this section, we illustrate that the regions selected by GISTIC as
recurrently over/under-expressed using sGE are consistent with the
results from sCN, and also with the information already published
about GBM. GBM is the first cancer sequenced by The Cancer Genome
Atlas (TCGA [35]) andwe have compared our findings with the results
published by this consortium.
In the case of common regions to both analysis, it is likely that the
reason for the changes in GE are the CNAs, i.e., regions with a deletion
tend to be under-expressed and regions with a gain tend to be over-
expressed.
Fig. 3 shows that most of the regions selected as recurrent using
sCN also appear with sGE data. We independently study both the
deletions/under-expressions and the gains/over-expressions.
3.2.1.1. Recurrent deleted and under-expressed regions. In this section
we focus on the recurrent deleted and under-expressed regions
shown in Figs. 3 and 4 in dark and light green (negative part of the
plot).
3.2.1.1.1. GBM. Arm 4q and regions 6q25, 11p15, 14q and 19p13
have been described as deleted regions [14,15] and all of them seem to
affect the GE of genes lying in those zones of the genome. The
chromosome arm 4q has also been studied as a loss region [36,37]
which can be the reason for the change in the GE data.
McLendon et al. [35] describe region 9p21.3 as the most
recurrently deleted in GBM, and we show that it is also recurrent in
segmented gene expression data as an under-expressed zone. PTEN
(10q23.31) is known to bemutated in GBM and to have a homozygous
deletion in a high percentage of samples [30,35]. Arm 15q has been
reported to be deleted in GBM samples in a study performed by
Vranova et al. [38]. Region 13q14 [35] and 22q13 [39] have been
reported to be related with the progression of the GBM. All these
regions appear to be recurrently under-expressed and deleted in our
study.
3.2.1.1.2. ALL. In this dataset, the analysis of the ALL samples based
on recurrent deleted/under-expressed regions (Fig. 4) shows that








































Amplif. using raw data
Fig. 5. Using the GBM dataset, we have calculated the ROC curves of the CNAs
(amplifications (copy number equal or higher than 2.5), deletions (copy number equal
or lower than 1.5) and high amplifications (four or more copies)) that also appear in
sGE, and also the same analysis using raw GE. The AUC (area under curve) using raw GE
is much smaller than using sGE. Amplifications and high amplifications strongly affect
sGE.








































Amplif. using raw data
Fig. 6. As done before with GBM, this figure presents the ROC curves of the predictions
of CNAs (amplifications (copy number equal or higher than 2.5), deletions (copy
number equal or lower than 1.5) and high amplifications (four or more copies)) using
segmented gene expression data, and the predictions of amplifications using raw
expression data of pediatric acute lymphoblastic leukemia (ALL). TPR (correctly calling
CNAs aberrations) is around.9 for a FPR (incorrectly calling CNAs normal (CN=2))
equal to 0.02 for amplifications and high amplifications (black dots and red crosses).
When using raw expression data (green squares) the line we get is almost diagonal.
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chromosome 9 has a significant loss of the p arm which is also seen in
sGE data. In this way, there is a clear agreement between our analyses
and the results published by Bungaro et al. [3]. However, in our
dataset we detect higher frequencies of the 9p deletion than Bungaro
et al.
3.2.1.2. Recurrent amplified and over-expressed regions. The positive
part of Figs. 3 and 4 show the recurrent amplified and over-expressed
regions obtained using GISTIC with both datasets respectively. It
shows the recurrent amplified regions (red) and the recurrent over-
expressed zones (pink).
3.2.1.2.1. GBM. Regions such as chromosomes 10, 19, 20 and 22 are
amplified and over-expressed and all of them have been previously
published in different articles [34].
Gene EGFR, located at 7p11.2 has been previously found to have
been activated in glioblastomas [30,35] and here it appears as
recurrent in both sCN and sGE data. A narrow region in 1q32 has
been reported as an amplification related with the progression of the
gliomas [40]. Weber et al. [33] also associated region 5q34 with the
proliferative activity of malignant glioma cell lines.
CDK4 on 12q14 is frequently amplified in GBMs [41]. Knobbe et al.
[42] and Van et al. [43] reported region 13q34 as amplified and over-
expressed. Finally, Korshunov et al. [44] described cytoband 14q32 as
a frequently amplified region in GBMs.
3.2.1.2.2. ALL. Fig. 4 shows that chromosome 21 suffer one of the
clearest alteration with a significant gain that can be also seen in sGE
data too. Again, there is an agreement between our analyses and the
results published by Bungaro et al. [3]. The “chr 21 amplification”
affects 64.2% of the cases. Moreover, the method here proposed also
allows to detect significant alterations in other chromosomes that
were not indicated by Bungaro et al. and that also occur in both data
types (sCN and sGE), as the gain of chromosomes 6, 17 and 18 (see
Fig. 4) which have already been published [45].
3.2.2. Noncommon recurrent altered regions
In addition to the over/under-expressed regions caused by CNAs,
there are zones in sGE which appear to be correlated with the position
in the genome but not with the observed CNAs. These regions can
appear due to other causes different from sCN (as methylation, LOH
with neutral copy number or clusters of genes regulated for the same
factor). In our case, a LOH analysis (for loci with neutral CN) was
executed and no significant results were found.
3.2.2.1. Recurrent over/under-expressed regions
3.2.2.1.1. GBM. The closest gene to region 15q21.1 is THBS1 which
appears to be under-expressed. It has been identified as a methylated
tumor suppressor in different cancers [46]. This fact could be the
reason why this region appears more clearly when studying sGE than
with sCN. There also are a group of loci where different gene families
are located that seem to have their expression altered, as MT1 gene
family (16q12.2), IRX (5p15.33), NEF (8p21.2) and CXC (4q13.3).
These results can be due to a common regulation factor that impacts
the whole gene family and can be found using sGE.
3.2.2.1.2. ALL. In the ALL data there are also a number of genomic
regions which seem to have the genes within them be affected by a
factor related with the position in the genome. These regions are
mostly in chromosomes 1, 5, 13 and 19, and most of them have
already been studied [47,48].
4. Discussion
In this study, we propose to segment GE data derived from
genome-wide expression microarrays. Segmentation of gene expres-
sion tends to reduce the effects not related with the position in the
genome: if the regulators are not related with the genomic position,
upregulation and downregulation of close genes along the genome
will tend to cancel out each other. Therefore, sGE is an indirect
measurement of the effect on GE of the regulators related with the
genomic position. In Section 3, it is shown that one of the effects
related with the genomic position and in fact the most important one
is CNA.
None of the datasets (both GBM and ALL) includes reference
samples. The normalization of the CN and GE estimates has been done
using the median of all the samples. This method is valid if most of the
samples behave normally. However, in the case of very frequent
aberrations, the value of this reference can be biased towards the
direction of the alteration. This is the reason why, for example,
chromosome 7 in the GBM dataset appears to be both recurrently
deleted and amplified (when it is known to be amplified in GBM). If
the studies include reference samples it is advisable to use them both
for CN and GE normalization, i.e., in Eqs. (1) and (2), the median that
appears in the denominator must be performed over the reference
samples instead of all the samples.
sGE and sCN data have a close relationship as shown by the global
correlation between sGE and sCN which is strongly significant. In
addition, the ROC curves of the CNAs and sGE show that, depending on
the threshold, it is possible to get specificities and sensitivities over
75% (Figs. 5 and 6). Figs. 3 and 4 also show that most of the recurrent
aberrated regions commonly occur in both types of data.
GE, as expected, has a very strong variation across the genome
since many factors that affect GE are not related with the genomic
position. This additional variability is reflected in the probabilities of
recurrent aberrations. As can be seen in Fig. 3, g-scores for sCN are
larger (more significant) than for segmented expression data. Even
though, the predicted recurrent regions are very similar and the
overall probabilities provided by sGE are significant. We have also
found recurrent “under-expressed segments” not correlated with “CN
deletions.” These discrepancies can be attributed to local modifica-
tions of the genome, for example, a local methylation of the genome as
has been published by Stransky et al. [49] located in one of these zones
where CNA and GE do not correlate. Other loci not regulated by CN are
gene families affected by a common regulation factor.
In summary, at least for an exploratory analysis, sGE provides
initial regions to search for possible target genes whose CNAs affect
GE. In addition, the combination of sGE and sCN also provides loci
uncorrelated GE/CN that can be related to other regulatory events.
Supplementarymaterials related to this article can be found online
at doi:10.1016/j.ygeno.2010.10.008.
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Abstract
Background: Analysis of DNA copy number alterations and gene expression changes in human samples have
been used to find potential target genes in complex diseases. Recent studies have combined these two types of
data using different strategies, but focusing on finding gene-based relationships. However, it has been proposed
that these data can be used to identify key genomic regions, which may enclose causal genes under the
assumption that disease-associated gene expression changes are caused by genomic alterations.
Results: Following this proposal, we undertake a new integrative analysis of genome-wide expression and copy
number datasets. The analysis is based on the combined location of both types of signals along the genome. Our
approach takes into account the genomic location in the copy number (CN) analysis and also in the gene
expression (GE) analysis. To achieve this we apply a segmentation algorithm to both types of data using paired
samples. Then, we perform a correlation analysis and a frequency analysis of the gene loci in the segmented CN
regions and the segmented GE regions; selecting in both cases the statistically significant loci. In this way, we find
CN alterations that show strong correspondence with GE changes. We applied our method to a human dataset of
64 Glioblastoma Multiforme samples finding key loci and hotspots that correspond to major alterations previously
described for this type of tumors.
Conclusions: Identification of key altered genomic loci constitutes a first step to find the genes that drive the
alteration in a malignant state. These driver genes can be found in regions that show high correlation in copy
number alterations and expression changes.
Background
Acquisition of somatic genetic alterations plays an
important role in the development of cancer. Several sys-
tematic efforts have addressed the study of genetic altera-
tions to characterize human cancers [1,2], including:
copy-number alterations (CNAs), translocations, inser-
tions or single-nucleotide polymorphisms (SNPs). Most
of these approaches are focused on finding frequent
alterations, which occur in a high number of cases.
According to the selective pressure theory, a genomic
alteration that confers an advantage to a malignant state
is likely to be found in more tumors than expected by
chance [3]. However, most methods that look for recur-
rent aberrations using copy number information find
many regions, containing many genes [4,5]. Therefore, to
identify recurrently altered genomic regions -biologically
relevant- it is necessary to integrate gene and genome
information, as proposed by Akavia et al. [3]. Several
reports have recently shown that integrative strategies can
be very useful to identify driver genes, considering the
hypothesis that disease-associated gene expression changes
are frequently induced by genomic alterations [3,6-10].
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Most of these reports are focused on finding gene-based
relationships.
Built on these hypotheses -that relate transcriptomic and
genomic alterations-, we propose a new integrative
method based on the location of both types of signals
along the genome. Our method takes into account the
genomic loci, both in the copy number (CN) analysis and
also in the gene expression (GE) analysis, and applies the
segmentation step proposed by Ortiz-Estevez et al. [11].
These authors designed a method for robust comparison
between CN and GE using paired samples. Such approach
is based on a search for correlation between segmented
CN regions and segmented GE regions to find the most
significant simultaneous alterations. We follow this
approach introducing two new steps to asses the matching
between CN and GE loci: (i) first, a signal correlation ana-
lysis; (ii) second, an alteration frequency analysis. Using
these analyses we propose a set of significantly altered
genomic regions in the studied pathological state. In order
to show the performance and demonstrate the value of
our method, we use a dataset of 64 Glioblastoma Multi-
forme (GBM) samples with paired measurements of GE
and CN (taken from [7,8]).
Results and discussion
The method is designed for combined analysis of datasets
from two types of genome-wide arrays: DNA genomic
microarrays and RNA expression microarrays. These
arrays provide copy number and expression quantitative
data, respectively. The analysis places both types of signals
along the genome, taking into account the gene loci for
the CN data and the GE data. The rationale of the method
is to search for copy number alterations with a major
influence in the expression levels of the genes encoded. As
a distinctive element from other integrative approaches we
do not consider only SNPs or genes individually. We take
into account the gene loci following the strategy described
in [11], that is based on the application of the same
smoothing and segmentation algorithm to CN and GE in
order to establish comparable regions. Once we get the
smoothed segments, we perform two independent analyses
for each gene loci: a signal correlation analysis and an
alteration frequency analysis. (The workflow described in
Materials and Methods, presented in last figure, illustrates
the procedure of the method including these two indepen-
dent analyses).
Analysis of correlation between gene expression and
copy number levels
The method matches the CN and GE segmented signals
within each chromosomal region -i.e., the log2 ratio sig-
nals of the corresponding segments- and selects the gene
loci that show a significant correlation. These loci can be
considered candidate hotspots. In Figure 1 we present the
results of this analysis done for the GBM dataset, marking
in purple the number of gene loci with Pearson Correla-
tion Coefficient r ≥ 0.60 (that corresponds to a Bonfer-
roni-adjusted p-value < 0.005). Such cutoff (r ≥ 0.60)
includes around 55 % of the human gene loci, providing a
good coverage with a significant p-value. Setting more
stringent cutoffs reduces the coverage too much: r ≥ 0.70
includes only ~26 % of the gene loci; r ≥ 0.80 includes
only ~6 %.
The number of probes in the SNP arrays -used to calcu-
late the segmented signals for CN- is large and uniform
along the genome. However, in the expression arrays
some genomic regions do not have enough allocated gene
loci and the number of probes is sparse. This fact is a pro-
blem when a GE segment includes outliers (i.e. gene locus
which have expression levels very different from the mean
of their neighbours). To solve this problem, we look for
statistically significant outliers within the GE segments
-which were at least in 1/3 of the samples- and we recalcu-
late the signal correlation between their unsegmented GE
and the corresponding CN segments. In this way, we find
a new set of gene loci with correlation r ≥ 0.60, which is
added to the initial set of candidate hotspots identified.
This step of the procedure is important to recover some
gene loci with quite significant correlation (e.g. EGFR or
SEC61G), which were missed in the first step due to the
described problem.
Analysis of frequencies for the categorical states Up-Gain
and Down-Loss
The method also proposes to find the genomic regions
that present a significant GE and CN alteration in the
same direction. To assess this, we included a second selec-
tive step based on stratification of the segmented data.
The genomic regions are stratified in several categories:
up-regulation (U), down-regulation (D) or no-change (N)
for expression; and gain (G), loss (L) or no-change (N) for
copy number. This approach allows a discretization of the
genomic regions into 9 different categories as shown in
Figure 2 (inserted table): U-G, N-G, D-G, U-N, N-N,
D-N, U-L, N-L, D-L. Figure 2 also presents the empirical
cumulative distributions for these 9 categories of the GBM
samples per gene loci, counting the frequency of samples
for all the gene loci in each category. As expected, the
distributions show that the “no change” (i.e. N-N, neutral-
neutral) is the most frequent state. The analysis of distri-
butions also finds some regions that show a clear corre-
spondence between GE and CN alterations: i.e. the
scenario where GE up-regulation is observed co-located
with a CN gain (U-G category) and the scenario where GE
down-regulation is co-located with a CN loss (D-L cate-
gory). Our interest focuses on these regions, since they are
the ones altered in the same way in both types of data.
The analysis of the empirical frequency distributions for
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the U-G and D-L categories allows identifying the fre-
quency cutoffs that correspond to the 10% upper quan-
tiles. These cutoffs were: 13 samples for U-G and 11
samples for D-L (out of 64 in GBM dataset). The set up of
these thresholds identifies those genomic regions that are
the most frequently assigned to such altered categories
(U-G and D-L) in the studied dataset.
Genome-wide identification of hotspots: candidate key
genomic regions
Our method identifies candidate key regions that show
high correlation between CN and GE and that are fre-
quently altered in the same direction, in both types of
signals. The overlapping between the regions with the
most significant correlation and the ones with the highest
frequencies of simultaneous alteration (CN and GE) along
the genome, will constitute hotspots where putative driver
genes are likely to be encoded.
Figure 3 presents the combined view of GE and CN
alterations on the complete genome obtained for the
GBM dataset. The graph shows the alteration frequency,
either in CN or in GE independently, along all the genome
(22 human chromosomes). The dark colors correspond to
GE up-regulated regions (red) or down-regulated regions
(green), and the light colors -placed on top- correspond to
CN gains (pale red) and losses (pale green). These results
Figure 1 Density distribution of the correlation coefficients between GE and CN for the GBM dataset. Purple represents the number of
gene loci that present significant correlation (r ≥ 0.60) between gene expression and copy number signals, counted considering all the samples.
Blue are the rest, not considered significant.
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show that the method finds the alterations previously
described for CN in GBM cancer [12,13]. In fact, the most
frequent alterations in glioblastoma are the gain of chro-
mosome 7 and the loss of chromosome 10. Our analysis
finds such alterations in CN, and also finds their correla-
tion with GE up-regulation for chromosome 7 and with
GE down-regulation for chromosome 10. Figure 4 pre-
sents a detailed view of the alterations that occur in chro-
mosome 7. It includes a profile of the regions with
significant correlation (purple dots along the chromo-
some) and a profile of the frequency of U-G regions (pale
red). They cover nearly the complete chromosome. A
figure with the representation for all the 22 human chro-
mosomes for the GBM samples is included as Additional
File 3.
Key genomic regions found for the 64 paired GBM cancer
samples
As shown in Figure 3, the method presented in this work
allows the identification of relevant altered genomic
regions suffering significant changes in most of the GBM
samples. The results also show that many of the detected
CN alterations and GE changes overlap along the genome.
These regions can be proposed as relevant “hotspots”. In
Table 1 and Table 2 we present a detailed description of
the common genomic regions found in GBM; indicating
the correlation and frequency of the U-G regions (Table 1,
which includes 19 regions), and the D-L regions (Table 2,
which includes 24 regions). The tables include the correla-
tion between GE and CN for each region (as average cor-
relation for all the gene loci); and the percentage of
samples -frequency- in each region, counting only the
samples where simultaneous GE and CN alterations
occur: either up gene expression and gain in copy number
(U-G) or down gene expression and loss in copy number
(D-L). The regions detected are in the chromosomes that
suffer the most significant changes in GBM samples: U-G,
chr 7 and chr 20; D-L chr 10, chr 13, chr 14 and chr 22.
The tables also include the genes enclosed in these
regions. The most remarkable changes correspond to a
Figure 2 Observed frequency distributions of the 9 categorical states for the GBM dataset: U-G, N-G, D-G, U-N, N-N, D-N, U-L, N-L, D-L.
Boxplots corresponding to the distributions of number of samples assigned to each category for all the gene loci. Insert: Contingency table
showing the 9 possible categories for the gene expression and copy number. The total number of GBM samples analysed was 64.
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large part of chr 7 (U-G) and to a large part of chr 10
(D-L). Two important genes are precisely located in these
chromosomes: EGFR (in chr 7) usually up-regulated and
PTEN (in chr 10) usually down-regulated [12,13]. PTEN is
not found in our analysis, but it has been reported an
absence of PTEN alterations in more than half of de novo
glioblastomas and more than 90 % of glioblastomas
developed from a pre-existing lower grade gliomas [14],
which has been linked to the presence of additional tumor
suppressor genes on chr 10, such as LGI1 [15] and MXI1
[16]. We found these two genes in regions 8 and 10 of the
D-L list (Table 2), and we observed a very variable profile
of PTEN in the GBM samples. These facts may indicate
that PTEN is not the best genomic marker for this altered
Figure 3 Combined view of GE and CN alterations obtained for the GBM dataset. The regions for all the human chromosomes (chr) that
are altered either in CN or in GE are presented along the whole genome keeping the proportional size of the chromosomes. The graph shows
the frequency of such alterations in the GBM samples. The colors correspond to GE up-regulated regions (in red) or down-regulated regions (in
green), and -plotted on top- the CN gains (in pale red) or the CN losses (in pale green). Blue lines mark the regions that change in more than
25% of the GBM patients. The chromosomes with most significant changes (that present large regions included in the categories U-G or D-L)
are labeled: U-G chr 7, chr 19, chr 20; D-L chr 10, chr 13, chr 22.
Figure 4 Detailed view of chromosome 7 showing the CN and GE correlation and the U-G category frequency for the GBM dataset.
The genomic regions for chromosome 7 are represented in X-axis. Blue and purple dots show the correlation coefficients between CN and GE
for each gene loci (purple when r ≥ 0.60). Pink profile represents the frequency values for the Up-Gain category (U-G).
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Table 1 Significant U-G regions with the associated genes.
regions chr cytobands start end Correlation (average r coefficient) U-G Frequency (average %) Number of genes gene symbols
1 7 p22.3,,p22.2,p22.1,... 13912 12407180 0.75 53.13 97 PDGFA,PRKAR1B,HEATR2,...
2 7 p21.2,p21.1 13980952 18581782 0.83 48.34 16 ETV1,DGKB,TMEM195,...
3 7 p21.1 19741898 19786077 0.77 48.44 2 TWISTNB,TMEM196
4 7 p21.1 20735744 20825207 0.81 50.00 2 ABCB5,SP8
5 7 p15.3,p15.2 22277336 26372745 0.85 50.00 28 RAPGEF5,IL6,TOMM7,...
6 7 p15.2 26682190 27829944 0.68 50.00 18 SKAP2,HOXA1,HOXA2,...
7 7 p14.3 29901392 33407268 0.78 50.00 29 WIPF3,SCRN1,FKBP14,...
8 7 p14.3,p14.2 34692740 36658380 0.72 48.44 13 NPSR1,DPY19L1,TBX20,...
9 7 p14.1,p13,p12.3,... 37856706 50759460 0.72 49.60 83 GPR141,TXNDC3,SFRP4,...
10 7 p11.2 54819940 54826939 0.77 * 59.38 1 SEC61G
11 7 p11.2 55086725 55275031 0.77 * 60.94 1 EGFR
12 7 p11.2 55572215 56043680 0.70 59.06 5 VOPP1,SEPT14,ZNF713,...
13 7 p11.2 56125502 56171766 0.70 57.81 4 CCT6A,SUMF2,PHKG1,...
14 7 p11.2,p11.1,q11.21 57269897 66582330 0.66 56.56 25 ERV3,VKORC1L1,GUSB,...
15 7 q11.22,q11.23,q21.11,... 69660980 91851882 0.68 57.74 131 AUTS2,WBSCR17,CALN1,...
16 7 q21.2,q21.3, 92738082 97975672 0.72 56.51 36 SAMD9,SAMD9L,HEPACAM2,...
17 7 q22.1,q22.3,q31.1,... 98456252 141707080 0.71 55.94 343 TMEM130,TRRAP,SMURF1,...
18 7 q34,q35,q36.1,... 141954920 158879258 0.75 56.26 154 TRBV12-2,TRBC1,PRSS1,...
19 20 p13,p12.3,p12.2,... 72762 62897316 0.83 25.62 570 DEFB125,DEFB126,DEFB12,...
Table with the significant Up-regulated and Gained (U-G) regions, indicating: chromosomal bands covered by each region; percentage of samples (%) that are in the U-G category in each region (calculated as
average frequency for all the gene loci in the region); correlation between GE and CN for each region (calculated as average correlation of the gene loci in the region); number of genes located in each region. Total
number of GBM samples analysed: N = 64. Marked with * the correlations calculated between unsegmented GE and segmented CN. Due to size limitations the table only includes a maximum of 3 cytobands or 3



















Table 2 Significant D-L regions with the associated genes.
regions chr cytobands start end Correlation (average r coefficient) U-G Frequency (average %) Number of genes gene symbols
1 10 p14 9365826 11653762 0.62 57.19 5 CUGBP2,C10orf31,USP6NL,...
2 10 p13,p12.33,p12.31,... 16746068 24410224 0.64 59.98 39 RSU1,CUBN,TRDMT1,...
3 10 p12.1,p11.23,p11.22,... 25189544 47921720 0.63 60.50 103 PRTFDC1,ENKUR,THNSL1,...
4 10 p11.2 38238795 38265453 0.60 * 60.94 1 ZNF25
5 10 q11.22,,q11.23 49203737 53404614 0.68 62.91 42 FAM25C,BMS1P7,PTPN20C,...
6 10 q21.1,q21.2,q21.3,... 59989486 82351987 0.65 64.07 152 IPMK,CISD1,UBE2D1,...
7 10 q23.1, 84190870 87742781 0.66 65.63 9 NRG3,GHITM,PCDH21,...
8 10 q23.31,q23.32,q23.33 91498034 97024055 0.62 67.19 39 KIF20B,HTR7,RPP30,...
9 10 q24.1 97391080 97763109 0.62 66.41 6 ALDH18A1,TCTN3,ENTPD1,...
10 10 q24.1,q24.2,q24.31,... 98081203 134474152 0.67 68.70 253 DNTT,OPALIN,TLL2,...
11 13 q12.13,q12.2 27693163 28017254 0.60 28.13 5 USP12,RPL21,RASL11A,...
12 13 q12.2,,q12.3 28367434 30381664 0.61 30.29 13 GSX1,PDX1,ATP5EP2,...
13 13 q13.3,q14.11,q14.12,... 35881808 61059301 0.73 35.48 124 NBEA,MAB21L1,DCLK1,...
14 13 q21.32,q21.33 67340716 70478658 0.62 35.94 2 PCDH9,KLHL1
15 13 q22.2,q22.3,q31.1 76451567 80912598 0.63 37.40 15 KCTD12,IRG1,CLN5,...
16 13 q31.3, 92785210 94467454 0.62 34.38 2 GPC5,GPC6
17 13 q32.1,q32.2,q32.3,... 95812885 106130800 0.64 33.35 38 ABCC4,CLDN10,DZIP1,...
18 13 q33.3 108170700 108931486 0.95 27.73 4 FAM155A,LIG4,ABHD13,...
19 13 q34 110422550 111549152 0.89 23.44 9 IRS2,COL4A1,COL4A2,...
20 14 q11.2,q12,q13.1,... 19686156 70583360 0.75 18.44 389 TTC5,CCNB1IP1,PARP2,...
21 14 q24.2 71478110 72101080 0.74 17.19 2 PCNX,SIPA1L1
22 14 q24.2,,q24.3 73223406 76274521 0.69 17.19 52 DPF3,DCAF4,ZFYVE1,...
23 14 q24.3,,q31.1 77825772 80673424 0.75 17.19 14 TMED8,AHSA1,ISM2,...
24 22 q11.1,q11.21,q11.22,... 16157622 51224902 0.73 24.93 490 POTEH,CESK1,XKR3,...
Table with the significant Down-regulated and Lost (D-L) regions, indicating: chromosomal bands covered by each region; percentage of samples (%) that are in the D-L category in each region (calculated as
average frequency for all the gene loci in the region); correlation between GE and CN for each region (calculated as average correlation of the gene loci in the region); number of genes located in each region. Total
number of GBM samples analysed: N = 64. Marked with * : correlations calculated between unsegmented GE and segmented CN. Due to size limitations the table only includes a maximum of 3 cytobands or 3



















region. By contrast, we found RB1 tumor suppressor in
region 13 of the D-L list; and this gene -included in chr
13- is a clear candidate to drive the alteration of tumor
cells. With respect to EGFR, it has the highest U-G fre-
quency observed (60.9%, Table 1) and therefore the
method reveals this gene locus as the most common GE
up-regulated and CN gained in the GBM samples. The
alteration of EGFR can be associated with other genes that
regulate its function, also found by the method. This is the
case of VOPP1 and RAB11FIP2. VOPP1 is also known as
ECOP (EGFR-coamplified and overexpressed protein) or
GASP (Glioblastoma-amplified secreted protein), and is
found in region 12 of the U-G list (Table 1). RAB11FIP2 is
a suppressor of the endocytic internalization of EGFR and
it is found in region 10 of the D-L list (Table 2) [17]. The
presence of these genes in the hotspots found for GBM
supports the value of the method described. There are
many other interesting genes in the identified altered
genomic regions, that can be useful for further investiga-
tions on the disease studied.
Complete information corresponding to the genes found
in the significant U-G regions and D-L regions is
included respectively as supplementary material in Addi-
tional-file-1 (for the data corresponding to Table 1) and
Additional-file-2 (for the data corresponding to Table 2).
Conclusions
The combined analysis of CN and GE data obtained using
DNA genome and RNA expression microarrays for paired
samples is a very powerful approach to uncover key altered
regions in a biological state studied. We present a robust
method to find genomic regions that show simultaneous
significant changes in both CN and GE. Our calculations
applied to a cancer dataset find expected known genomic
alterations and many others identified as key altered geno-
mic regions. This approach is also proposed as an ade-
quate strategy to identify driver or causal genes under the
hypothesis that disease-associated gene expression changes
are frequently induced by genomic alterations.
Materials and methods
Data
In this study we use a dataset of 64 human samples from
Glioblastoma Multiforme (GBM) [7] that includes for
each sample: Affymetrix DNA microarrays applied to
detect of genome-wide CN changes and Affymetrix RNA
expression microarrays applied to detect of GE changes.
We used the same subgroup of samples that was pre-
viously analysed in Ortiz-Estevez et al. [11].
GE and CN normalization and signals calculation
GE data were processed using RMA algorithm [18]
applied to the human gene expression microarrays:
Affymetrix HGU133 plus 2.0 (using the same strategy
followed in [19,20]). CRMAv2 algorithm [21] was
applied to normalize the raw data and obtain the sig-
nals from the Affymetrix Human Mapping 500K SNP
arrays. The processed signals were divided by the med-
ian of the normal samples for each element (SNP or
gene) and then the log2 was computed. These log2
ratio signals were smoothed and segmented using Cir-
cular Binary Segmentation (CBS) algorithm [22] with
the default parameters implemented in the DNAcopy R
package.
Correlation between GE and CN
Pearson Correlation Coefficients (r) of the segmented GE
and CN data were calculated taking the values of the seg-
mented copy number and gene expression at the central
point of the genomic position for each gene. P-values for
the correlation coefficient of every gene loci were com-
puted and adjusted by Bonferroni method. The established
threshold for the selection of significantly correlated gene
loci was correlation coefficient r ≥ 0.60, which corresponds
to adjusted p-value < 0.005. When using the gene loci GE
unsegmented signal, the same correlation threshold and
p-value cutoff were applied.
Frequency of U-G and D-L alterations
The thresholds that define DNA copy number gains and
losses and up and down gene regulation were established
applying k-Means algorithm, fixing three clusters (k = 3)
on the segmented data, and done independently for the
CN data and for the GE data. The CN data values were
classified into gained (G), lost (L) or no-change (N) and
the GE values were classified as up-regulated (U), down-
regulated (D) or no-change (N). The thresholds found by
k-Means for CN in the GBM dataset were > 0.19 (of the
log2 ratio signals) for gain and < -0.15 for loss. The thresh-
olds found for GE in the GBM were > 0.10 (of the log2
ratio signals) for up-regulation and < -0.12 for down-regu-
lation. A contingency table with the 9 possible categorical
states for the two types of data was built for every gene
locus. A cutoff threshold was set up for the frequency of
up-regulated and gained (U-G) and for the down-regu-
lated and lost (D-L) categories, based on the empirical
cumulative distributions of the categories. Taking into
account the gene loci, the significant altered regions were
defined as the ones that had a frequency ≥ than the upper
10% quantile of the distribution of U-G or the distribution
of D-L.
General workflow for identification of key regions in
the genome
Following the steps described above, we present a gen-
eral workflow (Figure 5) that illustrates the strategy to
achieve a combined paired analysis of datasets from
genome-wide microarrays, both for GE and CN.
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The workflow includes the different steps, the applied
methods and the progression of the analysis. The strategy
designed searches for high correlation between chromo-
somal regions that present a significant CN alteration (as
gain or loss) and regions with significant GE change (as
up or down). In this way, it determines which CN altera-
tions have a strong influence on GE patterns. Key
regions, i.e. hotspots in the genome, are defined as those
regions simultaneously chosen as significantly correlated
and frequently altered in both GE and CN.
Figure 5 Workflow of the method for the analysis of gene expression and copy number changes. The figure illustrates the strategy to
achieve a combined paired analysis of data sets from genome-wide microarrays both for GE and CN. The method searches for high correlation
between segmented chromosomal regions that present a significant CN alteration (gain or loss) and segmented regions with significant GE
change (up or down). The frequency of alteration is also analysed. The selected loci (hotspots) are regions chosen as significantly correlated and
frequently altered in both GE and CN.
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Additional material
Additional file 1: Spreadsheet with the complete data
corresponding to Table 1.
Additional file 2: Spreadsheet with the complete data
corresponding to Table 2.
Additional file 3: Detailed view of all the 22 chromosomes showing
the CN and GE correlation and the U-G or D-L categories frequency
for the GBM dataset. The genomic regions are represented in X-axis.
Blue and purple dots show the correlation coefficients between CN and
GE for each gene loci (purple when r ≥ 0.60). Pink and green profiles
represent the frequency values for the Up-Gain (U-G) category or the
Down-Loss (D-L) category respectively.
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Functional Analysis beyond Enrichment: Non-Redundant
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Abstract
Functional analysis of large sets of genes and proteins is becoming more and more necessary with the increase of
experimental biomolecular data at omic-scale. Enrichment analysis is by far the most popular available methodology to
derive functional implications of sets of cooperating genes. The problem with these techniques relies in the redundancy of
resulting information, that in most cases generate lots of trivial results with high risk to mask the reality of key biological
events. We present and describe a computational method, called GeneTerm Linker, that filters and links enriched output
data identifying sets of associated genes and terms, producing metagroups of coherent biological significance. The method
uses fuzzy reciprocal linkage between genes and terms to unravel their functional convergence and associations. The
algorithm is tested with a small set of well known interacting proteins from yeast and with a large collection of reference
sets from three heterogeneous resources: multiprotein complexes (CORUM), cellular pathways (SGD) and human diseases
(OMIM). Statistical Precision, Recall and balanced F-score are calculated showing robust results, even when different levels of
random noise are included in the test sets. Although we could not find an equivalent method, we present a comparative
analysis with a widely used method that combines enrichment and functional annotation clustering. A web application to
use the method here proposed is provided at http://gtlinker.cnb.csic.es.
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Introduction
Genome- and proteome-wide analyses performed using high-
throughput techniques are providing many collections of genes
and proteins that are associated to studies performed over specific
sets of samples in definite biological contexts. One of the major
challenges of current computational biology is to provide robust
automatic methods for a meaningful functional annotation of the
long lists of genes or proteins derived from such high-throughput
studies. Functional enrichment analysis (EA) is at present the most
popular available methodology to derive functional implications of
sets of cooperating genes. It uses statistical testing to find
significant annotations in groups of genes. A recent review of
enrichment tools categorizes them in three major classes: singular
(SEA), modular (MEA) and gene-set (GSEA) [1]. Modular analysis
(MEA) can be considered a second generation of functional
enrichment since it uses concurrent gene annotation improving
coverage [2,3,4]. Gene set enrichment analysis (GSEA) has
become a popular tool to extract biological insight from complete
ranked gene lists without the need of pre-selecting top genes [5].
Functional enrichment analysis, however, does not address
several key problems associated to the biological annotations: (i)
Redundancy of the biological terms, that are repeated in many
different annotation resources (e.g. cell cycle GO:0007049, cell cycle
KEGG hsa04110, etc) or that are segregated in very similar terms
with the same biological meaning (e.g. GO:0007049 cell cycle and
GO:0022402 cell cycle process). (ii) Bias in the annotation space due
to highly frequent use of certain ‘‘promiscuous’’ terms that are
unspecific (e.g. GO:0050789 regulation of biological process includes
more than 44% of all human genes annotated to GO-BP). (iii)
Inadequate functional annotation of many genes that are well-known
(e.g. NRAS human gene product P01111 is not annotated to
GO:0043410 positive regulation of MAPKKK cascade, but the role of
this gene in the MAPK signaling is well-known, since it is
paralogous to gene HRAS, which has a central role in such
pathway).
To overcome these limitations and challenges we have
developed a new computational method that finds significant
and coherent metagroups of genes and terms, performing several
steps to eliminate redundant and non-informative data. The
method takes the output of an enrichment analysis and produces a
simple result that includes genes and co-annotations associated in
metagroups. These metagroups are ranked by analysis of their
significance and coherence, as a way to find the most relevant
functions present in the query gene list. The algorithm is tested
with a small set of well known interacting proteins and with a large
reference set of data from three heterogeneous resources:
mammalian multiprotein complexes (CORUM), yeast cellular
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pathways (SGD) and human diseases (OMIM). Statistical Precision,
Recall and balanced F-score are calculated for each test, and we
observe robust results even introducing different percentages of
randomly selected genes in the queries. The computational
method can be applied to the output result of any enrichment
analysis. We provide a web application to use the method (http://
gtlinker.cnb.csic.es) that only needs as input a gene list, because in
a first step it runs an enrichment analysis tool [3] implemented
within the same workflow.
Results
Analysis of the distributions of terms/genes in different
Annotation Spaces
Functional annotation and enrichment analysis relies on the use
of biological databases that include groups of genes associated to
specific biological functions, such as: metabolic and signaling
pathways, cellular processes and apparatus, organisms, etc. Some
of the biological databases most used in functional profiling are:
GO (repository of gene and gene product ontological attributes
across species) [6], KEGG (atlas of biological pathways) [7],
UniProt (catalog of structural and functional information on
proteins) [8]. In these databases the functions are annotated with
specific terms that define and describe the biological roles and
actions. They usually apply controlled vocabularies, i. e. structured
collections of terms with numerical IDs. As it happens in language
evolution, the use of the terms can modulate their meaning,
because when some expressions become too trendy, fashionable or
promiscuous they can lose significance. In addition, most of these
vocabularies are defined to be organism-independent and
therefore in some cases they encode global definitions that are
not useful to explain very specific biological processes.
We have analyzed and compared the frequency distributions of
the biological terms in two worldwide used databases (GO and
KEGG). This analysis counts the number of genes assigned to
each term and reveals that the distributions are quite uneven,
existing a large proportion of terms that include very small number
of genes and a considerable amount of outliers assigned to many
genes. In fact, for the case of GO-BP (Biological Process), GO-MF
(Molecular Function) and GO-CC (Cellular Component) more
than 50% of the terms have less than four genes assigned in human
(see Figure 1A, boxplots of the distributions of GO and KEGG
terms assigned to human genes). The distribution is more
homogeneous for the case of KEGG terms, which shows a
Gaussian-like curve (Figure 1C and 1D). The black vertical lines
in these plots indicate the percentage of genes per term with
respect to the total number of human genes (i.e. 29095 genes using
ENSEMBL v57, March 2010). The results show that the most
used GO-BP term is assigned to 6.43% human genes (1872 genes
assigned to signal transduction, GO:0007165). Figure 1B presents
for each GO category (BP, MF, CC) the three terms most
frequently annotated to human genes. Such terms (e.g. term protein
binding) are outliers in the distributions (Figure 1A) and therefore
they can be considered terms with low-information-content, too
generic to provide clear and meaningful functional annotation on
their own.
Identification of over-represented terms to improve
functional annotation
The analysis of the distribution of terms indicates that there are
some biological annotations that are over-represented, mainly in
GO. Such over-representation can be quantified by the deviation
from the average number of assignments (red and green vertical
lines in Figure 1C and 1D). Based on such average ( X ) and on
the standard deviation (sx) of the distributions of terms in each
annotation space for each organism, we set up a Z-score threshold
to identify the outlier terms that had a number of genes assigned
(Ng) deviated from average: Ng.( X+nsx). The deviation factor n
was set up at 4 for human. This threshold allows identification of
the biological terms that are ‘‘generic’’ and ‘‘promiscuous’’, and –
on their own– they can be considered not very informative. These
generic terms affect a significant proportion of genes. In the case of
human, generic GO-BPs include 10,038 genes (34.5% of the total),
generic GO-MFs include 12,991 genes (44.6% of the total) and
generic GO-CCs include 15,179 genes (52.2% of the total). In the
case of KEGG only 2 terms were considered nonspecific and they
only affect to 700 genes. All the generic terms were tagged in order
to further use them only in the case that they appear in co-
occurrence with other terms.
Definition of GeneTerm-sets as a type of Frequent Itemsets
Most of the enrichment analyses are based in searching for
frequent patterns of association between biomolecular elements (e.g.
genes, proteins) and the corresponding annotations or descriptions
found in biological databases. In the data-mining field those
patterns are called frequent itemsets [9]. A formal mathematical
definition of frequent itemsets can be as follows: given a set of items
I~ i1, i2::: inf g and a database of transactions T~ t1, t2::: tmf g
where each transaction is a subset of I , F(I is a frequent itemset if it
is included in a number of transactions greater than a specified
threshold, e. That number of transactions is called the support of the
itemset.
Translating these concepts to the biological context of
enrichment analyses, the items will be the ‘‘terms’’ (i.e. the
biological annotations) from the different databases, and the
transactions will be the ‘‘genes’’ (i.e. the biological entities). In this
way, it is possible to generalize the frequent patterns obtained by any
enrichment analysis as a list of annotations related with a subset of
genes, both associated by the score or p-value of the enrichment
that measures the strength of the relationship. Formally, such
combination of terms/genes/p-value is a frequent itemset derived
from a functional annotation procedure, and we define such as
GeneTerm-set element: Ei~SGi ,Ai ,piT. Where Ei is the ith element
in the results, Ai is a set a1,a2,:::anf g of biological annotations or
terms, Gi is a set of genes g1,g2,:::gmf g and pi the p-value. In
terms of enrichment Ai is a set of annotations over-represented in
a list of genes and Gi is the subset of genes that support that over-
representation with a p-value of pi. When using singular (SEA) or
concurrent modular (MEA) enrichment analyses, the difference in
the data structure of the result consists only in the number of
elements in Ai, that is 1 in the first case and $1 in the latest. Most
of the enrichment tools provide large lists of these GeneTerm-set
elements derived from the analysis on different annotation spaces.
Such multiple lists are many times very redundant, provided as
independent or non-related and including many generic terms.
This hampers the extraction of meaningful biological insights
because the interpretation of such redundant and complex data
sets is quite difficult, time-consuming and daunting, many times
dependent on the expertise and the area of interest of the biologists
that analyze the lists.
Method: non-redundant reciprocal linkage of GeneTerm-
sets to go beyond Enrichment
We have developed a computational method to find
metagroups of genes and annotations composed by linked
GeneTerm-sets, eliminating redundant and non-informative ele-
ments. The method, called GeneTerm Linker has 2 major
goals: (i) to provide a robust automatic way to analyse the large
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collections of GeneTerm-sets produced by enrichment methods; (ii)
to produce significant and coherent metagroups of genes
associated to concurrent terms and annotations that describe
the specific biological functions of the metagroup. In the
following paragraphs we describe the four major procedure steps
that the method includes:
Step 1
Filtering GeneTerm-sets that only include over-repre-
sented terms. As we showed above, those terms whose
frequency of appearance in databases is strongly greater than
average can provide obvious and non-interesting results, while
masking significant functional patterns present in the query
genes. Such over-represented terms are considered outliers.
Once the outliers are found in each biological annotation
category for each organism, the first step of the method consists
in removing the GeneTerm-set elements that only correlate
groups of genes with over-represented terms. If one element in
the enrichment result includes outliers in its set of annotations
but also contains other terms, the element is not discarded
because the generic terms are related with other specific
annotations. In this way, given an element Ei from the
enrichment result, the whole element will be set aside only if
its set of annotations Ai is composed by outliers. This first step
of the method significantly reduces the number of elements in
the list of results, removing useless information.
Figure 1. Distributions of biological terms in GO and KEGG databases. Distributions of biological terms from GO and KEGG databases
counting the number of genes assigned to each term. The data correspond to human genes. (A) Boxplots of the distributions for GO categories (BP,
MF, CC) and for KEGG. (B) Most frequent GO terms. (C) Left: density distribution of GO-BP -marking the average with a red line-; right: proportion of
genes per term with respect to the total number of genes (%). (D) Same as C for KEGG.
doi:10.1371/journal.pone.0024289.g001
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Step 2
Retrieve metagroups using reciprocal linkage between
GeneTerm-sets. The second step of the algorithm creates
metagroups of elements that are related by sharing common genes
or by sharing common terms. The method is reciprocal because it
considers both the genes and the terms included in each GeneTerm-
set. First, to find the linkage between genes it uses a similarity
coefficient that provides a preliminary grouping of GeneTerm-sets.
Second, to find the linkage between terms it uses a greedy
algorithm that explores the annotations to merge the common
ones.
Gupta et al. showed that the use of the Jaccard Similarity coefficient
to measure the distance between the transactions that support
frequent patterns get better results than the distance between the
items, demonstrating its fitness to catch the interactions between
those sets in the data and its robustness regardless the size of the
data [10]. This is an approach that does not take into account the
strength of the relationships between transactions and items, i.e.
between genes and terms in our case. Considering these ideas, our
method finds the linkage between GeneTerm-set elements by
creating for each Ei a vector vi which contains the occurrence
of each gene with respect to the whole gene list of the input (in
binary numbers 1/0) and incorporates as an additional component
the p-value of each element Ei weighted by factor M (the total
number of genes in the list). This additional parameter represents
the strength of the relationship within each GeneTerm-set. The pair-
wise distances between all vectors vi are calculated using Cosine
Similarity, a generalization of the Jaccard Similarity coefficient for non-
binary attributes. Once the similarity is calculated, the distances
are analyzed using Ward’s hierarchical clustering in order to find the
linkage between GeneTerm-sets (i.e. the clusters formed by the
elements). This linkage is considered fuzzy because each gene or
combination of genes can be included in several GeneTerm-sets. A
heuristic threshold consisting of a cutoff set up at a given depth of
the cluster tree is used to define the preliminary metagroups. By
default the threshold is set up at 20% of the tree depth, but if it is
not enough to define metagroups, the algorithm increases the
cutoff in 10% steps till at least one metagroup is found. In this way,
we identify coherent modules of information based on common
genes.
After this process, the algorithm proceeds performing a greedy
recursive exploration of terms within the preliminary clusters (pre-
metagroups) to merge the ones that share the same terms. At the
end of this second step the method provides metagroups where the
convergence of genes and terms is maximized. A formal
mathematical description of the process is included in the
Materials and Methods.
Step 3
Remove redundancy within the selected metagroups. Once
the metagroups are created, it is possible to compact and reduce their
size by removing the redundant elements included inside each
metagroup.
Toivonen et al. proposed the concept of cover of a set of
association rules (a special case of frequent itemsets) as the minimal
subset that contains all the relationships present in an original set
[11]. To avoid losing any item, we extend the concept of cover of a
collection of itemsets (i.e., in our case, a metagroup of GeneTerm-sets)
with the requirement of completeness of the data. In this way, in our
algorithm we redefine and apply the concept of complete cover. The
mathematical description to calculate this parameter is presented
in Materials and Methods.
To assess the complete cover we do not contemplate only the terms
included in the metagroups, but also the genes that support them.
Each metagroup is described by the total set of terms and the total
set of genes included in their elements. So, to find redundant
elements inside a metagroup the method searches for the ones with
all its genes and terms included in another elements of the same
metagroup. In this search the GeneTerm-sets are always ordered by
increasing p-values to eliminate consistently the less significant
sets. Following this approach, redundant GeneTerm-sets present in
the enrichment outputs are found and removed.
Step 4
Calculate significance and coherence of the meta-
groups. After the final metagroups have been generated and
the redundant GeneTerm-sets removed, a series of parameters are
calculated to evaluate their significance and coherence. Our
assumption is that a functional coherent metagroup should be
compact and well separated from other, therefore such coherence
tries to measure both the intra-groups compactness and the inter-
groups distance.
In order to evaluate the statistical significance a Hypergeometric test
is performed with all the genes and terms assigned to each
metagroup [2,12]. The resultant p-values are adjusted for
multiple tests using the FDR method [13].
In order to assess the compactness (maximum distance in
between data points of clusters) and proximity (minimum distance
between clusters) the main parameter calculated is the Silhouette
Width, which ranges from 1 to 21 and measures both the
compactness and proximity of multiple groups [14]. The method
also calculates the Diameter, that is the maximum Cosine distance
within the GeneTerm-sets of each metagroup and ranges from 0 to 1;
and the Similarity Coefficient, which is [1 – average Cosine distance]
within the GeneTerm-sets of each metagroup and also ranges from 0
to 1. All these distance and similarity calculations are done based
on the genes present in the metagroups.
Testing the method with a set of yeast nuclear proteins
We investigate the ability of GeneTerm Linker method to
find metagroups of functionally related genes using as test set of 59
nuclear proteins from yeast (Figure 2A) that have been
characterized by protein interaction methods and form five well-
defined protein complexes [15]. This set had been previously used
in the evaluation of a method to find densely connected regions in
protein interaction networks [15] and it includes a collection of
well-annotated proteins with strong functional links.
A network of experimentally proven interactions between these
proteins was build, using APID and APID2NET [16,17], showing
that they form 5 distinct clusters (Figure 2B). These clusters
constitute a good set for use as a benchmark.
The analysis of the set of yeast proteins is shown in Figure 2C.
The output of the algorithm shows that five compact metagroups
are found, all having a Silhouette Width.0.5, that is a good
indication of the internal tightness of each metagroup and its
external separation from the other metagroups [14]. Moreover,
the Hypergeometric test also indicates that the metagroups are
significant. The size of the 5 metagroups found was: [1] 13 genes
and 9 GeneTerm-sets; [2] 11 genes and 4 GeneTerm-sets; [3] 14 genes
and 9 GeneTerm-sets; [4] 14 genes and 13 GeneTerm-sets; [5] 14 genes
and 14 GeneTerm-sets. The terms corresponding to each metagroup
are presented in Figure 2C (co-annotations column), showing the
main functions and biological roles found associated to each
metagroup (a complete version of this table is included in Table
S1). Some concurrent terms are synonymous, like in the 3rd
metagroup ‘‘proteasome complex’’ (GO:0000502) and ‘‘protea-
some’’ (KEGG:03050); but other terms are complementary, like in
the 4th metagroup ‘‘U4/U6 tri-snRNP complex’’ (GO:0046540)
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and ‘‘Like-Sm ribonucleoprotein (LSM) domain’’ (IPR001163).
The overall result shows that the method finds the 5 complexes
expected, including in each one all its proteins. In the case of
metagroups 3, 4 and 5 some extra proteins are included: APC2
and DOC1 in the 3rd metagroup; PAP1, PTA1 and YSH1 in the
4th metagroup; and RPN6 and CFT2 in the 5th metagroup.
Comparison of the method with another functional
annotation approach
To perform a comparative analysis with other methods, we
carried out a systematic identification of the gene pairs that
compose the test set of five yeast complexes, described above, and
all the gene pairs found by the functional association method. In
this way, we count all possible gene pairs and all true positive (TP)
gene pairs found in the reference complexes, and we can calculate







These parameters measure the relationship between pairs of
points using the co-occurrence matrices for the expected partition
and the partition generated by a given method [18]. The statistical
evaluation was done (see Table 1) for the results obtained with
our method and for the results obtained with a widely used
Functional Annotation Clustering (FAC) method developed by DAVID
Bioinformatics Resources [4]. This is the only method that we
found in the literature that has a similar goal of finding functional
modules (that include genes and terms) and use data derived from
enrichment analysis.
The results indicate that GeneTerm Linker method is quite
accurate to find the biological complexes present in the test set of
59 yeast nuclear proteins (Accuracy = 0.95). Such Accuracy drops
when using the agglomeration algorithm FAC [4], which by
default finds many more groups or modules of genes and terms (15
functional modules). Tuning the parameters of FAC algorithm to
find just the 5 expected metagroups the Accuracy still does not reach
90% (0.88).
The Jaccard coefficient measures the proportion of gene pairs that
belong to the same metagroup in both the expected and the
computed partition, relative to all pairs that belong to the same
metagroup in at least one of the two partitions. This coefficient for
the case studied was 0.769 using our method and 0.562 using FAC
method.
Testing the method with reference sets from three
heterogeneous resources: Complexes, Pathways and
Diseases
To achieve a more comprehensive evaluation of the method, we
did a series of trials with reference sets of gene metagroups defined
in three broad biomolecular resources: (1) sets composed of
multiprotein complexes identified in mamals (from CORUM)
[19], (2) sets composed by groups of genes involved in yeast
pathways (from SGD) [20], (3) sets of groups of genes involved in
human diseases (from OMIM) [21]. We select from each database
ten of sets with at least 8 genes/proteins each (Figure 3).
Using this collection of reference gene sets we run the method
once for each set, to investigate how many of the reference genes
are included in the first, most significant, metagroup found. We
performed the analyses using not just each reference metagroup
alone, but also mixing it with randomly selected genes to introduce
two levels of noise in the set: 20% and 60% (i.e. in order to acquire
20% noise, if the reference group had 10 genes then 2 genes were
randomly selected from the whole gene list of such resource and
included with the 10 true genes).
The results using GeneTerm Linker over the whole collection
of reference gene sets is shown in Figure 3, which presents in each
row the most significant metagroup found and its overlap with the
corresponding reference gene set used as query. For example, in
the case of the first group (1c): the C complex spliceosome is composed
Figure 2. Analyses of a highly connected set of yeast proteins with GeneTerm Linker. Analyses of a set of 59 yeast proteins using the
algorithm proposed. (A) Lists of the proteins that form 5 known protein complexes. (B) Protein interaction network form by such 59 yeast proteins.
Each node is a protein and the color scheme corresponds to GO-BP and InterPro terms marked using APID2NET [17]. (C) Output of the analysis of the
59 genes with the algorithm proposed (full table in Table S1).
doi:10.1371/journal.pone.0024289.g002
Table 1. Comparison of methods: GeneTerm Linker and Functional Annotation Clustering.
GeneTerm Linker DAVID FAC (used by default) DAVID FAC (tuned to find 5 groups)
Total groups reference 5 5 5
Total groups found 5 15 5
All possible gene pairs 1711 1711 1711
TP 320 320 254
FN 82 1179 132
FP 0 0 66
TN 1309 212 1259
Jaccard Coefficient 0.769 0.213 0.562
Accuracy 0.952 0.311 0.884
Comparative results for the set of 59 yeast proteins: Accuracy and Jaccard Coefficient obtained using the present method and using Functional Annotation Clustering
(FAC) method with its parameters by default or tuned to find 5 groups.
doi:10.1371/journal.pone.0024289.t001
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of 80 genes, 96 genes are tested (introducing 20% extra randomly
selected genes) and the method finds 68 genes, all included in the
reference set and functionally linked to 6 terms with a significance
of 5.25 e2138 (adjusted p-value). Following the same steps, we
calculate the results for each one of the thirty reference gene sets.
As indicated above these reference sets were taken from three
heterogeneous biological sources: complexes (c), diseases (d) and
pathways (p). A complete table, including all the results about the
specific genes and terms found in each metagroup, is provided as
Table S2.
Calculating the Precision, Recall and F-score of the
method
Since the correct answer is known for each metagroup of the
reference gene sets, we can calculate the error rates and estimate
the Precision and Recall of our method. In an information retrieval
scenario, Precision is defined as the number of relevant document-
items retrieved by a search divided by the total number of
document-items retrieved by that search, and Recall is defined as
the number of relevant document-items retrieved by a search
divided by the total number of existing relevant document-items
(which should have been retrieved). The document-items in our
context are the genes. The balanced F-score is a measure that
combines Precision and Recall evenly weighted, being the harmonic
mean of both. In statistical terminology these parameters –related
to type I and type II errors– are defined as:
Precision~
TPð Þ
TPzFPð Þ ; Recall~
TPð Þ
TPzFNð Þ ;
F  score~2 Precision
:Recallð Þ
PrecisionzRecallð Þ
The Precision is a measure of exactness and fidelity, whereas the
Recall is a measure of completeness. The results (Figure 3) reveal
that the new functional analysis method proposed is quite precise,
because it shows an average Precision of 100%, 99.7% and 97.8%
in the identification of gene metagroups from protein complexes,
diseases and pathways, respectively. Such Precision was obtained
using a noise level of 20%. This also indicates that it is a rather
robust method which allows perturbation in gene lists without
losing the major functional signal included in a given metagroup.
The Recall –also with 20% noise– was 93.6% and 81.5% for the
gene sets obtained for multiprotein complexes and pathways,
respectively; and 54.4% for gene sets assigned to protein diseases.
This is an interesting observation because it seems that the
decrease of the Recall follows the same tendency expected if we
were considering the strength of ‘‘functional units’’. It is easy to
understand that the average cohesion and tightness of the genes
associated in multiprotein complexes (i.e. in ‘‘molecular ma-
chines’’) should be higher that the cohesion of the genes associated
within a pathway, and much stronger that the cohesion of the
Figure 3. Analysis of gene sets from 3 biomolecular resources: CORUM, OMIM, SGD. Results of the analysis of thirty gene sets derived
from three biomolecular resources: mammalian multiprotein complexes (CORUM), human diseases (OMIM) and yeast cellular pathways (SGD). Each
row corresponds to an independent gene set and it includes the result of the functional analysis showing the first metagroup obtained running the
method. Each analysis is evaluated with respect to the reference gene sets calculating the Precision, Recall and F-score (in %). The analyses are done
introducing 20% random noise; meaning the proportion of random-selected genes added to each query gene set. The number of terms found is
indicated in each row. Not all the terms are described due to space restrictions (last column). A complete table, including also the results at 60%
random noise and all the information about the specific genes and terms found in each metagroup, is provided as Table S2.
doi:10.1371/journal.pone.0024289.g003
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genes associated to a disease. In fact, many times there is not a
clear functional reason about why a human gene is associated to a
given disease [21]. The association is most times heuristic,
observational, phenomenological, and not really linked to a
known biomolecular cause. This reasoning also provides support
to the method, since it shows its power to unravel different types of
functional associations, and to disclose cases where the ‘‘functional
units’’ holding the linkage between genes are not so well defined.
Finally, it seems that the size of the query groups does not affect
the error rates of the method, because sets from 8 to 84 genes were
assayed and the values of Precision and Recall were not dependent
on the size. The only need is that each metagroup has to include a
minimal number of genes to retrieve enough annotations and
terms that allow functional associations. We observed that bellow
seven genes it was quite difficult to achieve the linkage between
genes and terms, although we do not consider it a critical
constraint for high-throughput analysis.
Discussion
Inferring functional linkage between genes and
biological terms
Some eloquent studies have asserted that functional annotation has
become a bottleneck in biomedical science in the current era of
high-throughput sequence and structure determination [22,23].
Many genes and gene products are normally annotated by
homology, assigning known functions to similar sequences. This
procedure can be a potential error-prone which propagates and
can contaminate most of the biomolecular databases [23]. The
lack of specific knowledge about the biological function of many
genes added to a recurrent annotation by simple homology and
the frequent use of some terms that become ‘‘fashionable’’ or
‘‘promiscuous’’ under the influence of certain biomedical areas
(e.g. cancer) can be a pitfall for many functional enrichment
approaches.
Using several information theory principles, we propose a new
method for biological functional analysis called GeneTerm
Linker, developed with a clear aim of avoiding redundancy and
reducing complexity in computational functional annotation,
also aiming to combine multiple annotation resources. In
Figure 4 we present a scheme that illustrates the rational
followed by GeneTerm Linker. The power of the method is
given by the fact that it combines all sources of annotations and
biological information regardless of their internal structure in
order to provide a single result, in this way it brings together all
annotation spaces where a gene list had been interrogated. Lots
of efforts have been devoted to use gene ontology (GO) as a main
functional annotation space and to find functional similarity
metrics in GO using its hierarchical structure and the
relationship between its terms. While this is a valid approach,
its application cannot be exported to other resources of non-
hierarchical but very relevant biological information. As shown
in Figure 4, our method is able to locate in the same frame
terms from GO and from other annotation spaces (KEGG,
InterPro, etc) providing metagroups of genes and terms linked
with significance scores.
A secondary contribution of our study is to present a
comparative analysis of different annotation resources. Figure 1
reflects that KEGG annotations are more stable and contain less
outliers than GO. This is caused by the existence of a thorough
curation in KEGG and the fact that GO is, by definition, an
ontology resource based on a controlled vocabulary, that many
times has to take general broad terms applicable to genes present
in very different organisms. We showed that the lack of specificity
and the overuse of certain popular terms (e.g. signal transduction or
regulation of transcription, Figure 1B) produce a strong influence on
the power of the annotation resources and on the quality of their
specific application to large query gene lists. Functional charac-
terization of large gene lists, derived from genome-wide experi-
ments, aims ideally to provide a set of annotated groups of genes
that should be smaller than the number of genes in the query list
[24]. However, currently most researchers in the field realize that
is quite difficult to obtain a single and meaningful result using the
functional enrichment tools available. The method here proposed
(Figure 4) solves this problem providing a unique result where the
related genes and terms are fuzzy enclosed in metagroups which
are evaluated by enrichment, functional coherence and similarity.
In conclusion, after search and comparison with other methods,
we can say that the innovation and genuine value of the algorithm
presented is to provide a single coherent solution to the problem of
functional annotation of lists of genes or proteins. To achieve this,
it address the problem of using multiple non-orthogonal and non-
homogeneous biological annotation spaces, going beyond enrich-
ment analysis (EA) approaches that provide many lists of genes
and annotations usually not integrated, redundant or with low
information content. Knowing the use and value of these
enrichment approaches, a clear practical problem remains for
many biologists that try computer-driven exploration of their
candidate gene lists. We expect that the method here presented,
GeneTerm Linker, will help to alleviate such difficulties offering
a step forward to many gene-based biomedical and biomolecular
studies.
Materials and Methods
Reference sets to test the method
A reference set of 59 nuclear proteins from yeast (Saccharomyces
cerevisiae) that form five well-defined protein complexes [15] was
selected as first test set and used in the comparative analysis versus
the FAC method [4]. The method was also tested using 30
reference sets of gene metagroups from three biomolecular
resources: (1) CORUM, comprehensive resource of mammalian
multiprotein complexes [19]; (2) SGD, yeast resource that
includes a collection of groups of genes involved in cellular
pathways [20]; (3) OMIM, resource that includes groups of genes
involved in human diseases [21]. We downloaded these 3
resources and searched for groups composed of at least 8 genes/
proteins assigned to specific biological entities within each
database, i.e.: assigned to specific multiprotein complexes (c),
diseases (d) or pathways (p). Then, we select from each database 10
groups and consider them as reference metagroups in order to test
how our method was able to find such groups. The groups are
numbered 1c-10c, 1d-10d and 1p-10p. The names of the 10
groups selected from each database are included in Figure 3 and
all the details about the genes included in each reference
metagroup are provided in Table S2.
Formal definition of GeneTerm-sets
The input to the algorithm are elements defined as GeneTerm-sets
that correspond to combinations of genes/terms/p-value (con-
sidered frequent itemset) derived from functional annotation
enrichment:
Ei~SGi,Ai,piT
Ei ith element; Gi g1,g2:::gmf g set of genes; Ai a1,a2:::anf g set of
terms; pi p-value
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Mathematical description of the calculation of distances
For each element Ei a vector vi contains the occurrence of each
gene with respect to the whole input gene list and the p-value of
each element Ei weighted by factor M = total number of genes in
the list:





Figure 4. Scheme of the rational followed by GeneTerm Linker method. Scheme that illustrates the rational followed by the GeneTerm Linker
method proposed. The method provides a single result combining all annotation spaces where a gene list has been interrogated. The method uses
filters for promiscuous and redundant terms/annotations as it is described in the step 1 and 3 of the algorithm.
doi:10.1371/journal.pone.0024289.g004
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The pair-wise distances between all vectors vi are calculated using






Mathematical description of complete cover and
application to redundancy removal
Each resulting metagroup is formed by a selected collection of
GeneTerm-sets that keep maximum similarity. The redundancy
within the preliminary metagroups is eliminated calculating the
complete cover of each metagroup (to guarantee the completeness of
the data) and then removing the GeneTerm-sets that do not include
any new gene or any new term. Formally:
given a metagroup C~ E1,E2 . . . ENf g
and a subset D(C, D is a cover of C if
























Table S1 Complete functional analysis of 59 yeast
proteins using GeneTerm Linker method. Data file (.xls)
containing the complete results provided by GeneTerm Linker
corresponding to the functional analysis of the 59 nuclear yeast
proteins (which has been partially presented in Figure 2C). The
file has two spreadsheets: (A) includes a complete view of the same
table as Figure 2C; (B) includes the complete output results
provided by GeneTerm Linker algorithm, showing the five
metagroups found with all GeneTerm-sets assigned to each
metagroup.
(XLS)
Table S2 Complete functional analysis of 30 gene sets
from 3 resources (CORUM, OMIM and SGD) using
GeneTerm Linker method. Data file (.xls) containing the
complete results provided by GeneTerm Linker corresponding
to the analysis of 30 gene sets derived from 3 biomolecular
resources: CORUM, OMIM and SGD (which has been partially
presented in Figure 3). Each row corresponds to the functional
analysis of one gene set and shows only the first metagroup found by
the method. All genes and terms found in the first metagroups of each
gene set are included, together with the statistical parameters
(Precision, Recall and F-score in %) and the adjusted p-value
corresponding to such metagroups. Each analysis is done twice for
each gene set, introducing 20% or 60% random-selected genes.
(XLS)
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