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then the variable z= (x-i)Ir (2) is called the corresponding standardized variable. Introducing (2) into (1) its distribution function becomes
from which it immediately follows that z is both scale and location invariant, that is, the order statistics z are, for any given sample size N, uniquely determined by the function F which may or may not involve a shape parameter a.
In cases where the parameters P and ji are unnown it is possible to substitute for them the estimates P and ju, resulting in a random variable z, U 0 I
(4)
On the condition that these estimates are unbiased, also the variable z' is both scale and location invariant.
A much simpler procedure consists in substituting xl for j and (XN-x! for , where x is the smallest and the largest of the order statistics of the sample [x.). We thus arrive at the random variable
which will be called the pseudo-standardized variable. It has been found to possess some useful properties which will now be demonstrated.
The most important property of the variable t is its scale and location invariance, which may be proved by introducing x from equ.(2) into (5).
Then we have
which proves the double invariance, since all z. are uniquely determined by the distribution function F.
Any given sample [x.]
is easily transformed into a sample [ti] by use of equ.(5). From this formula it follows that
and the number of non-fixed elements of [t ] is thus reduced to (N-2).
It is a convenient property for the writing of computer programs that all the order statistics t are finite and belong to the interval (0,1), which 1 simplifies the dividing of the t-space into classes.
Any operator acting upon a sample [t.] constitues a shape operator, due to its invariances.
Four types of operators have been thoroughly examined as will be indicated in the following. Each of them may be used for testing normality of the sample and also for testing the acceptability of any other assumed distribution function.
It should be pointed out that any such test has its individual capacity of disclosing special types of deviations of the given sample from the set of samples belonging to the assumed hypothetical sample. It has been observed that shape operators based on pseudo-standardized samples are well fitted for disclosing large outliers due to the fact that such outliers will appear as the largest order statistic x N . From equ.(5) it is easily concluded that a too large YN will depress all the other statistics t. below their normal values. This behaviour is of particular importance for the analysis of fatigue-test data, where large outliers are frequently observed within small samples for the reason that the sample may emanate from a two-component population.
For the practical use of these tests, numerical tables are required. So far, twenty-five such tables have been prepared and are appended. They may also contribute to a statistical description of the pseudo-standardized variable.
III
FOUR TYPES OF SHAPE OPERATORS
Each single order statistic t. may be used as a test statistic for deciding between two 1 different assumed distribution functions or for testing the acceptability of single distributions. Even if the decision power will, in this way, be very small, it may, in many cases, be sufficient for rejecting an assumed function. (Cf.3.3) It is a priori evident that a combination of a part or all of the order statistics t. will greatly improve the decision power. Four such possiilities will now be demonstrated.
The operator T(J,k,N)
The most simple procedure of combining the order statistics consists in summing all or some of them. This sum will be denoted by k
It may be considered an operator. If applied to a given sample [t.] it yields a test value. Let the hypothetical population be denoted by R. We now have to generate a large number of random samples from this population, transform them into [t.] samples and let the operator T(j,k,N) act upon them. The result is a large number of values which may be considered to be random points of the test statistic, which is denoted by TR(j,k,N). All those values which are equal to the test value are counted. If the number is zero or small, the hypothetical distribution function will be rejected.
So far, this procedure has been applied to the Weibull distribution with a =1.0, 0.9, 0.7, 0.5, 0.3, 0.1, 0.01. These populations are symbolized by R= a.
It has also been applied to the normal distribution, which is symbolized by R =0. Thus Tl(j,k,N) and TO(j,k,N) signify the operator T(j,k,N) acting upon exponential and normal random samples, respectively.
An improvement is obtained by using two different sets of (j,k) and combining them to a bivariate test statistic. This procedure has been performed by use of an IBM 360, M75 and Program 1/71, which produces the frequency matrix, the test level distribution, and the decision power of several combinations. From these tables test-level matrices can be prepared. Some examples are presented in Table 1 tables it is found that these rejection regions do not coincide. In view of the fact that the bivariate test statistic provides more information, the rejection will be based on its test levels.
The operator ST(J,k,N)
Another way of combining the order statistics t. consists in summing the squared deviations from the expe6ted values t.. The test operator thus becomes
The expected values t. may be arbitrarily specified.
1
If they correspond to the population R, the operator will be denoted by TR (j,k,N) in particular the notations Tl(j,k,N) and TO(j, k, N3 indicate that the expected values correspond to the exponential and the normal distributions, respectively. These operators, if acting upon random samples drawn from the population S constitute test statistics, which will be denoted by STRS (j,k,N lies above the curve for a =0.01 or below that for a.= 1.0 it can be concluded that the sample does belong neither to the normal nor to any Weibull dbn, which may be taken as an indication that the sample is inhomogeneous and may belong to a two-component population, which frequently occurs, when fatigue-life distributions are concerned. Some rejection regions are given in Fig Table 24 . This sample will be tested for normality and log-normality.
It is first transformed into a t-sample after which it is practical to start with the TI-test. Comparing the order statistics t. with the 5% percentiles in Table 14 for a= O we find I that all t. fall below the rejection limits.
Consequently, the hypothesis that the sample belongs to a normal population is strongly rejected. Furthermore, the values of t. also fall below the rejection limit corresponding to a = 1.0. Hence, it can be concluded that the sample does not belong to any Weibull population. We now take the logarithms of x i and transform them into a new set of t. and repeat the procedure. Also the hypothesis of 1 log-normality is strongly rejected.
If the test data x. are examined it becomes evident that the rejections are caused by the very large outlier XlO= 3,318 kc which may indicate that the sample, in this case, is drawn from a two-component population and that the oulier belongs to the second component.
The values of TX(2,5,10) and TX(2,9,10), defined by equ.8, and STOX(2,5,10) and STOX(2,9,10), defined by equ.9,are now computed. The corresponding values of Q and TL can be read from Tables 3 and 12 . Both normality and log-normality are rejected also by all the tests.
Finally, the test value VJX is determined by use of the class limits t = 0;0.250;0.375;0.500;1.0 and the test C levels TL are taken from Table 7 in Ref. [l] . Both hypotheses are strongly rejected.
The second example is also taken from the Boeing Collection. The procedure indicated above is repeated, this time with a positive result, as demonstrated in Table 25 .750
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