Abstract. In this paper we study the classification of ancient convex solutions to the mean curvature flow in R n+1 . An open problem related to the classification of type II singularities is whether a convex translating solution is k-rotationally symmetric for some integer 2 ≤ k ≤ n, namely whether its level set is a sphere or cylinder S k−1 × R n−k . In this paper we give an affirmative answer for entire solutions in dimension 2. In high dimensions we prove that there exist non-rotationally symmetric, entire convex translating solutions, but the blow-down in space of any entire convex translating solution is k-rotationally symmetric. We also prove that the blow-down in space-time of an ancient convex solution which sweeps the whole space R n+1 is a shrinking sphere or cylinder.
Introduction
Convex solutions arise in the study of singularities of the mean curvature flow. To study the geometric behavior at singularities one needs to classify such solutions. In this paper 1 we study the classification problem for general ancient convex solutions, including the convex translating solutions arising at type II singularities [14, 15] and the ancient convex solutions arising at general singularities [28] .
It was proved by Huisken-Sinestrari [14, 15] that if M is a mean convex flow, namely a mean curvature flow with mean convex solution, in the Euclidean space R n+1 , then the limit flow obtained by a proper blow-up procedure near type II singular points is a convex translating solution (also called soliton), that is in an appropriate coordinate system a mean curvature flow of the form M ′ = {(x, u(x) + t) ∈ R n+1 : x ∈ R n , t ∈ R}, where u is a complete convex solution to the mean curvature equation 1991 Mathematics Subject Classification. 53C44, 53A10, 35J60. This work was supported by the Australian Research Council.
Translating solutions play a similar role for the investigation of asymptotic behavior of type II singularities as self-similar solutions for type I singularities. It is known that a convex self-similar solution must be a shrinking sphere or cylinder [13] . For convex translating solutions there is a well known conjecture among researches in this area, which is explicitly formulated, for example in [28] , which asserts that if u is a complete convex solution of (1.1), then the level sets {u = const} are spheres or cylinders. This Bernstein type problem attracted attention in recent years, as it is crucial for a classification of type II singularities of the mean convex flow. In this paper we prove the conjecture is true for entire solutions in dimension two (Theorem 1.1) and false in higher dimensions (Theorem 1.2).
In this paper we also study the classification of general ancient convex solutions to the mean curvature flow. In [28] White proved that any limit flow to the mean convex flow in R n+1 for n < 7, or any special limit flow, namely blowup solution before first time singularity, for n ≥ 7, is an ancient convex solution, namely at any time the solution is a convex hypersurface. We prove that an ancient convex solution is convex in space-time (Proposition 4.1); and that the parabolic blow-down in space-time of any entire, ancient convex solution, and the blow-down in space of any entire convex translating solution, is a shrinking sphere or cylinder (Theorem 1.3). This result corresponds to Perelman's classification of ancient κ-noncollapsing solutions with nonnegative sectional curvature to the 3-dimensional Ricci flow [22] , see §6.
To study the above two problems, we will consider the following more general equation
where σ ∈ [0, 1] is a constant. If u is a convex solution of (1.2), then u + t, as a function of (x, t) ∈ R n × R, is a translating solution to the flow (1.3) u t = σ + |Du| 2 div( Du σ + |Du| 2 ).
When σ = 1, equation (1.2) is exactly the mean curvature equation (1.1), and (1.3) is the non-parametrized mean curvature flow. When σ = 0, (1.3) is the level set flow. That is if u is a solution of (1.2) with σ = 0, the level set {u = −t}, where −∞ < t < − inf u, evolves by mean curvature.
Conversely, if a family of convex hypersurfaces M = {M t }, with time slice M t , evolves by mean curvature, then M can be represented as a graph of u in the space-time R n+1 ×R 1 with x n+2 = −t, and the function u satisfies (1.2) with σ = 0. We will show that the function u itself is convex (Proposition 4.1). Therefore for both problems it suffices to study the classification of convex solutions to equation (1.2) . 2 We say a solution to the mean curvature flow is ancient if it exists from time −∞. We say a solution u of (1.2) is complete if its graph is a complete hypersurface in R n+1 , and u is an entire solution if it is defined in the whole space R n . Accordingly an ancient convex solution M to the mean curvature flow in R n+1 is an entire solution if M is an entire graph in space-time R n+1 × R 1 , which is equivalent to saying that the flow M sweeps the whole space R n+1 . We say u is k-rotationally symmetric if there exists an integer 1 ≤ k ≤ n such that in an appropriate coordinate system, u is rotationally symmetric with respect to x 1 , · · · , x k and is independent of x k+1 , · · · , x n . Therefore a function u is krotationally symmetric if and only if its level sets are spheres (k = n) or cylinders (k < n).
For other related terminologies we refer the reader to [15, 28] . For any 1 ≤ k ≤ n, there is a k-rotationally symmetric convex solution of (1.1), which is unique up to orthogonal transformations. When n = 1, the unique complete convex solution of (1.1) is the "grim reaper", given by u(x) = log sec x 1 . To exclude hyperplanes in this paper we always consider convex solution with positive mean curvature.
The results in this paper can be summarized in the following theorems.
Theorem 1.1. If n = 2, then any entire convex solution to (1.2) must be rotationally symmetric in an appropriate coordinate system.
From Theorem 1.1 we obtain Corollary 1.1. A convex translating solution to the mean curvature flow must be rotationally symmetric if it is a limit flow to a mean convex flow in R 3 .
Theorem 1.2. For any dimension n ≥ 2 and 1 ≤ k ≤ n, there exist complete convex solutions, defined in strip regions, to equation (1.2) which are not k-rotationally symmetric. If n ≥ 3, there exist entire convex solutions to (1.2) which are not k-rotationally symmetric.
Theorems 1.1 and 1.2 reflect a typical phenomenon, namely the Bernstein theorem is in general true in low dimensions and false in higher dimensions. See [26] for a brief discussion. Theorem 1.3. Let u be an entire convex solution of (1.2) . Let u h (x) = h −1 u √ h x). Then there is an integer 2 ≤ k ≤ n such that after a rotation of the coordinate system for each h, u h converges to
The case σ = 0 of Theorems 1.1-1.3 gives a classification of ancient convex solutions to the mean curvature flow, while the case σ = 1 of Theorems 1.1-1.3 resolves the problem on convex translating solutions. Note that if u is a convex solution which is not defined in the whole space, then u is defined in a convex strip region (Corollary 2.1), and it cannot 3 be a blowup solution to the mean convex flow in general (Corollary 6.1). We also remark that in Theorem 1.3 we did not rule out the possibility that the axis of the cylinder-like level set {u h = 1} may rotate slowly as h → ∞, as the convergence u h → η k is uniform only on any compact sets.
As a limit flow at the first time singularity is convex, by Brakke's regularity theorem, a blowup sequence converges smoothly on any compact sets to an ancient convex solution [28] . Therefore by the above classifications one may infer that if M = {M t } is a mean convex flow in R n+1 , n ≥ 2, then M t satisfies a canonical neighborhood condition, similar to the assertion in [23] for the Ricci flow, at any point x t ∈ M t with large mean curvature before the first time singularity. In particular if the mean curvature at x t converges to infinity, then a proper scaling of M at x t converges along subsequences to shrinking spheres or cylinders. See discussions in §6.
Our proofs of the above theorems rely heavily on the convexity of solutions. To prove these theorems it suffices to consider the cases σ = 0 and σ = 1, as for any σ > 0, one can make the transformû(x) = 1 σ u( √ σx) to change equation (1.2) to the case σ = 1. A key estimate for the proof of Theorem 1.3 is that for any entire convex solution u of (1.2), there exists a positive constant C such that
The constant C is uniformly bounded if u(0) = 0 and |Du(0)| ≤ 1. (1.5) implies a compactness result for ancient convex solutions to the mean curvature flow, see §6.
By Theorem 1.3 and estimate (1.5) we have, if n = 2,
for large |x|. Hence the case σ = 0 of Theorem 1.1 follows immediately from the asymptotic estimates in [8] . For the case σ = 1 we will prove furthermore, by a perturbation argument, that
where u 0 is the radial solution of (1.1). We then conclude u = u 0 by a Liouville type theorem of Bernstein [2] , which asserts that an entire solution w to an elliptic equation in R 2 must be a constant if |w(x)| = o(|x|) at infinity [24] .
The proof of Theorem 1.2 is different for the cases σ = 0 and σ = 1. For the case σ = 0, we consider the Dirichlet problem
where Ω is a bounded convex domain in R n (n ≥ 2). The existence and uniqueness of viscosity solutions to (1.7) can be found in [3, 7] . We prove that there exists a sequence of bounded convex domains {Ω k } such that u k + | inf Ω k u k |, where u k is the solution of (1.7)
with Ω = Ω k , converges to a complete convex solution u of L 0 [u] = 1 of which the level set {x ∈ R n : u(x) = 1} is not a sphere. To prove that u is a complete convex solution we need the concavity of the function log(−u) (Lemma 4.1).
The concavity of log(−u) is still an open problem for the mean curvature equation (1.1). To construct a similar sequence of solutions (u k ) for equation (1.1), we use the Legendre transform to convert the mean curvature equation (1.1) to a fully nonlinear equation for which the convexity is a natural condition for the ellipticity of the equation. Let u be a smooth, uniformly convex function defined in a convex domain Ω ⊂ R n . The Legendre transform of u, u * , is a smooth, uniformly convex function defined in Ω * = Du(Ω), given
The supremum is attained at the unique point x such that y = Du(x), and u can be recovered from u * by the same Legendre transform. If u is a convex solution of (1.1), u * satisfies the fully nonlinear equation
where δ ij = 1 if i = j and δ ij = 0 otherwise, and
It is known that for any uniformly convex domain Ω and any smooth function ϕ on ∂Ω, (1.9) has a unique convex solution u * in Ω satisfying u * = ϕ on ∂Ω, see Theorem 5.2. By Theorem 5.2 we can construct a sequence of convex solutions (u * k ) to (1.9), such that (u k ), the Legendre transform of (u 2. Level set estimates and proof of Theorem 1.3
Let u be a complete convex solution of (1.2). For any constant h we denote
Then Ω h ⊂ Ω h+ε for any ε > 0. Let κ denote the mean curvature of the level set Γ h . We have
where γ is the unit outward normal to Ω h,u , and u γγ = γ i γ j u ij . The main task of the section is to prove estimate (1.5). Let u be a convex solution of (1.2) satisfying u(0) = 0. We want to prove that if the level set Γ 1 is contained in a strip {|x n | ≤ δ} for some sufficiently small δ > 0, then u itself is defined in a strip region.
Let M u denote the graph of u, and D the projection of M u on the plane {x n = 0}. We divide M u into two parts,
∂ x n u(x) 0}. Then M + and M − can be represented respectively as graphs of the form
The functions g + and g − are respectively concave and convex, and we have
Then g is a positive, concave function in D. When σ > 0, M u is a convex, analytic hypersurface, there is no line segment on it, except when it contains a straight line. Hence g vanishes on ∂D (this is also true when σ = 0 [12] ). For any h > 0 we also denote
is a positive, concave function in D h , vanishing on ∂D h , and D h is a convex domain in R n−1 containing the origin. Hence ∂D h can be represented as a radial graph of a positive
For any p ∈ S n−2 , we also denote
Note that if n = 2, then D h is a segment and ∂D h consists of two points.
Lemma 2.1. Let u be a complete convex solution of (1.2) satisfying u(0) = 0. Suppose a h ≥ b h . Then there is a positive constant C n , depending only on n, such that
Proof. There is no loss of generality in assuming a h = a h (p) with p = (1, 0, · · · , 0). By the concavity of g h (tp) for t ∈ (−a h (−p), a h (p)),
By definition we also have
Hence to prove (2.6) it suffices to prove it at p = (1, 0, · · · , 0).
If n = 2, let us first consider the case σ = 0. Then the level set Γ −t is a solution to the curve shortening flow (with time t), and so one has h = If n ≥ 3, we reduce (2.6) to the case n = 2. Letû be the restriction of u on the 2-plane
, where
. Since a h attains its minimum at p, by convexity we have |Dψ| ≤ C n (1 + |Dψ|).
It follows that the curvature of Γ h,û ,κ, and the mean curvature of Γ h,u , κ, satisfiesκ ≤ C n κ. By (2.2) and the convexity we have for some sufficiently small β > 0, then b h ≤ C for all h > 1, namely u is defined in a strip region.
Note that the strip region in Lemma 2.2 is convex, as it is the projection of the complete convex hypersurface M u . It may not take the form {x ∈ R n : |x n | ≤ C}, except in some special cases such as when u is symmetric in x n . But since it is convex, it can be represented as {x ∈ R n : α < a · x < β} for some vector a ∈ R n and constants α, β.
To prove Lemma 2.2 we will prove that g is uniformly bounded, namely the graph
Roughly speaking, the idea of our proof is as follows. If b h < C for some large h, then by Lemma 2.1, a h > Ch. By convexity the mean curvature κ of Γ h,u satisfies κ < Cb h /a 
and
We want to use the induction to prove
for all k ≥ 1.
(2.7) implies that u is defined in a strip region. Indeed, by (2.7), M u ∩ {x ′ = 0} is a convex curve contained in {|x n | < C}. By Lemma 2.1 we have a h (p) → ∞ as h → ∞, see (2.8) below. Hence the domain of definition of u must be a strip region as it is convex.
To prove (2.7) we first note by convexity that
Hence we can assume that b k 0 ≤ 1 for some sufficiently large k 0 . By Lemma 2.1, we have
where C 0 > 0 depends only on n. Our induction argument starts at k = k 0 .
Suppose by induction that (2.7) and (2.8) hold up to k. First we show that (2.8) holds at k + 1. Suppose a k+1 = inf a k+1 (p) is attained at p = (1, 0, · · · , 0). By the induction assumption,
, by the concavity we have
Hence by Lemma 2.1 we have
, by the concavity of g on the line segment tp, where t ∈ (−a k+1 (−p), a k+1 (p)), and since g ≥ 0, we have
for any t ∈ (0, a k+1 (p)). Hence
By Lemma 2.1 we obtain again a k+1 ≥ C 0 h k+1 . Hence (2.8) holds at k + 1.
Next we prove that (2.7) holds at k + 1. Let z k = (τ, 0, · · · , 0), where τ < 0, be the maximum point of g k . Then by the concavity of g, sup{g k (x ′ ) : x 1 > 0} is attained at some point z * k ∈ {x 1 = 0}. By a rotation of the coordinates we may suppose z * k = (0, τ 2 , 0, · · · , 0) with τ 2 ≤ 0. Repeating the process we may suppose
Observing that 2I k ⊂ D k , by the convexity of u we have
Hence by the concavity of g and (2.9) we have, for any (
By (2.8) and (2.9), the concavity of g, and since g ≥ 0, we also have,
From the above gradient estimates and the concavity of g, the average in Q k of the second order derivatives |∂ 2 g| ≤ Ch
k . However we have not proved this estimate pointwise. So in the following argument we need to carefully avoid a small set χ where |∂ 2 g| > h
. If χ is empty, the argument below will be straightforward.
where x = (x ′ , x n ), M g is the graph of g. By the gradient estimates, we have
In the above formula g is a function of (x ′ , h) and | · | j denotes the j-dimensional Hausdorff measure. In the first inequality we have also used the estimate that |χ| n the n-dim Hausdorff measure of the projection of χ on {x n = 0}. Hence we obtain (2.13)
For any given y ′ ∈ I k we denote χ y ′ = χ ∩ {x ′ = y ′ }. From (2.13) and by the Fubini Theorem, there is a set I ⊂ I k with measure
such that for any y ′ ∈ I k − I, (2.14)
k .
For any y
, and denote by J y ′ the projection of χ y ′ on the (x 1 , · · · , x n )-plane. Then J y ′ is a closed set. For any given y ′ ∈ I k − I, by (2.11) and (2.14) we have
Suppose for a moment that (2.16)
Then we can prove (2.7) easily. Indeed, recall that
such that (2.14) holds. Let z ′ = αy ′ , where α > 1 is such that z ′ ∈ ∂D k+1 . Since g k+1 ≥ 0 and g k+1 is concave, we have (2.17)
where by (2.8), a k+1 ≥ Ch k , namely |z ′ | ≥ Ch k . Hence by (2.16) we obtain
Note that t 0 (y ′ ) ≤ t 0 (0) by our choice of I k , and that t 1 (0) = g k+1 (0) and
We obtain
Hence (2.7) holds at k + 1.
It remains to prove (2.16). We need to use equation (1.2). Hence we will use the functions g ± instead of g, where g ± are the inverse functions of u respectively on the parts
. Let I k and Q k be as above. Denote
where M g ± = M ± are the graphs of g ± . For any given y ′ ∈ I k , we denote χ
To prove (2.16) it suffices to prove (2.18)
as one can estimate |t
we have t
and so (2.18) holds. Otherwise let
Then by convexity we have u x n (y ′ , t) ≥ 
Hence we need only to provet
For simplicity we supposet
Hence we have 
By the assumptiont
Write the operator L σ in the form
where γ = (γ 1 , · · · , γ n ) is the unit outer normal to the level set {u < h}, and
for some sufficiently small constants ε 1 and ε 2 , where
k , and so (2.18) holds. For σ ∈ (0, 1), from (2.20) we obtain
Therefore for the fixed y ′ , we have
where
Taking integration we obtain
It follows
To obtain an upper bound for t
, we need an estimate for Φ from below. In other words, if Φ 1 and Φ 2 are two nonnegative functions such that Φ 1 ≤ Φ 2 and
Therefore to estimate t
Note that h k+1 − h k = h k . The above formula is equivalent to
and by (2.15) (2.19), |J
, we obtain (2.22)
, namely (2.18) holds. This completes the proof. 13
If the condition u(x) → ∞ as |x| → ∞ is not satisfied, we have a variant of Lemma 2.2. In this case the level set Ω h = {u < h} is unbounded. Denote by C Ω h the asymptotical cone of Ω h , that is (2.23)
Then C Ω h is a nonempty convex cone with vertex at the origin (it may be a single ray).
Observe that if C Ω h contains a straight line, say the x 1 -axis, then u is independent of x 1 , and so it reduces equation (1.2) to lower dimensional case. Indeed, if C Ω h contains the x 1 -axis, then u ≤ h on a straight line parallel to the x 1 -axis. Without loss of generality let us suppose the straight line is the x 1 -axis. Then by convexity u is a constant on the x 1 -axis. Again by the convexity of u it is easy to prove that for any fixed (
That is u is independent of x 1 . A more general property of complete convex hypersurfaces M ⊂ R n+1 is that if M contains a straight line, then it is a cylinder, namely M = M ′ × R for some convex hypersurface
Therefore we may suppose that C Ω h contains no straight lines. Then for any given h ≥ 1, by a rotation of the coordinates we suppose r = (−t, 0, · · · , 0), where t > 0, is a ray in
, a h , and b h be defined as before, see
Instead of b h defined in (2.5), here we denote
Then we have the following variant of Lemma 2.2.
Lemma 2.3. Let u be a complete convex solution of (1.2) satisfying u(0) = 0. Suppose the set
The proof of Lemma 2.2 applies to Lemma 2.3. Indeed, since r is a ray in C Ω h , by the convexity of u we have u x 1 ≥ 0, and so also g x 1 ≤ 0. Hence we may assume (2.9) holds. The rest of proof of Lemma 2.2 applies to the situation of Lemma 2.3 without change. Lemma 2.3 implies that u is defined in a strip region. Indeed, by Lemma 2.3 M u ∩{x ′ = 0} is a convex curve contained in {|x n | < C}, where M u is the graph of u. Note that under conditions in Lemma 2.3, a h = inf a h (p) is attained at some point p = (p 1 , · · · , p n−1 ) with p 1 ≥ 0. By Lemma 2.1 we have a h (p) ≥ Ch for any h ≥ 1 and p ∈ S n−2 , see (2.8) . Hence the domain of definition of u must be a strip region as it is convex.
Lemma 2.4. Let u be a convex solution of (1.2) and u(0) = 0. Suppose the infimum inf{|x| : x ∈ Γ 1 } is attained at x 0 = (0, · · · , 0, −δ) ∈ Γ 1 for some δ > 0 sufficiently small. As above let D 1 be the projection of Γ 1 on the plane
where C > 0 is independent of δ.
Suppose the inf a 1 (p) is attained at p = (1, 0, · · · , 0). By restricting u to the 2-plane {x 2 = · · · = x n−1 = 0}, we may reduce as in the proof of Lemma 2.1 to the case n = 2 and assume L 0 [u] ≤ C n . Without loss of generality, we may assume C n = 1 in the proof below.
Suppose near x 0 , Γ 1 is given by
Then g is a convex function, g(0) = −δ, and g ′ (0) = 0. Let a, b > 0 be two constants such that g(a) = 0 and g ′ (b) = 1. To prove (2.24) it suffices to prove
For any y = (y 1 , y 2 ) ∈ Γ 1 , where
Let θ denote the angle between ξ and the tangent vector
Hence
where γ is the normal of the level set
where κ is the curvature of the level set Γ 1 = {u = 1}. Hence
where y 2 = g(y 1 ) and g ′ (y 1 ) ≤ 1 for y 1 ∈ (0, b). We consider the equation
with the initial condition ρ(0) = −δ and ρ
Hence we have
By the comparison principle we have g ≤ ρ. Hence (2.25) holds.
Theorem 2.1. Let u be an entire convex solution of (1.2) in R n . Then there exists a positive constant C such that for any x ∈ R n ,
Proof. By adding a constant to u we may suppose u(0) = 0. To prove (2.27) we need to prove that dist(0, Γ h ) ≥ Ch 1/2 for any h ≥ 1. By the rescaling
Hence by convexity, inf B 1 (0) u h is uniformly bounded from below.
also be very small, for otherwise by convexity the domain
Hence by the comparison principle we have inf B 1 (0) u → −∞ as δ → 0, which is a contradiction. Hence δ * → 0 as δ → 0.
If u(x) → ∞ as |x| → ∞, by Lemma 2.2 we conclude that u is defined in a strip. Otherwise by Lemma 2.3 we also conclude that u is defined in a strip region. In both cases we reach a contradiction.
From the proof above it is easy to see that the constant C in (2.27) depends only on u(0), |Du(0)|, and the dimension n. In particular if u(0) = 0 and |Du(0)| ≤ 1, then C is uniformly bounded. 16
Corollary 2.1. Let u be a complete convex solution of (1.2). Then u is either an entire solution, or is defined in a strip region.
Proof. If u is not an entire solution, then for any M > 1, there exists x 0 ∈ R n such that
, where h = u(x 0 ). Then the distance from the origin to the level set Γ 1 = {u h = 1} is less than M −1 . The proof of Theorem 2.1 then implies that u is defined in a strip region.
Lemma 2.5. Let u k be a sequence of convex solutions of (1.2) with σ = σ k ∈ [0, 1]. Suppose σ k → σ and u k → u. Then u is a convex solution of (1.2).
Proof. Lemma 2.5 is well known if
we may suppose σ k ≡ 1. We need only to consider the case when σ k → 0.
In this case we show that u is a viscosity solution of
On the other hand, for any fixedσ > 0, by convexity we have
Lemma 2.6. Let u be an entire convex solution of (1.2). Suppose u ≥ 0 and u(0) = 0. Then the convex set {u = 0} is either a single point or it is a linear subspace of R n .
Proof. If σ > 0, u is analytic. As the set {u = 0} is convex, it must be a single point or a linear subspace of R n . In the following we consider the case σ = 0.
If the set {u = 0} is bounded, then Γ h,u is a closed, bounded convex hypersurface. As Γ h,u evolves by mean curvature (with time t = −h). From [8, 12] it follows that {u = 0} is a single point.
If the set {u = 0} contains a straight line, say the line ℓ = (t, 0, · · · , 0) (t ∈ R), then by convexity u is independent of x 1 . Hence to prove Lemma 2.6, we need only to rule out the possibility that {u = 0} contains a ray but no straight line lies in it.
Suppose the ray r = (t, 0, · · · , 0) (t > 0) is contained in {u = 0}. We may also suppose that {u = 0} contains no straight lines and the asymptotical cone of {u = 0} is contained in
where m > 0 is a constant. Then u m is nonnegative and decreasing in m. By choosing a subsequence we suppose u m →û as m → ∞. Then the straight line ℓ = (t, 0, · · · , 0) (t ∈ R) is contained in the graph ofû. By convexity,û is independent of x 1 . Since L 0 [û] = 1,û does not vanish completely, and so we must have n ≥ 3. Moreover, we havê u < u except on the set {u =û = 0}.
Since u andû are both solutions to L 0 [u] = 1, the level sets {u = −t} and {û = −t} evolve by mean curvature (with time t). Denote M t = {u = −t} ∩ {x 1 = 0} and M t = {û = −t} ∩ {x 1 = 0}. ThenM t evolves by mean curvature asû is independent of x 1 . We assert that M t evolves at a velocity greater than its mean curvature. Indeed, 17
for any given point p ∈ M t , we assume the hypersurface {u = −t} is locally given by x n = ψ(x 1 , · · · , x n−1 ), and locally M t is given by x n = ψ(0, x 2 , · · · , x n−1 ). By choosing the coordinate system properly we also assume that ∂ x i ψ = 0 for i = 2, · · · , n − 1 at p. Then M t evolves at the velocity 1 + |Dψ| 2 div
, by convexity which is greater
ψ, the mean curvature of M t at p.
On the other hand, sinceû < u, M t is strictly contained in the interior ofM t for any t < 0. Moreover M t is a bounded, closed convex hypersurface, as the asymptotical cone of {u = 0} is contained in {x 1 > 0}. By the comparison principle, M t is strictly contained in the interior ofM t for all t ≤ 0. We reach a contradiction asû = u = 0 at the origin.
Proof of Theorem 1.3.
Step 1. First we prove that there is a subsequence of u h , where u h (x) = h −1 u(h 1/2 x), which converges to η k for some 2 ≤ k ≤ n, where η k is the function given in (1.4).
By adding a constant we may suppose u(0) = 0. Let T = {x n+1 = a(x)} be the tangent plane of u at the origin. By Theorem 2.1 and the convexity of u we have
By convexity it follows that Du h is locally uniformly bounded. Hence u h sub-converges to a convex function u 0 which satisfies u 0 (0) = 0,
By Lemma 2.5, u 0 is an entire convex solution of L 0 [u] = 1.
Case 1: the set {x ∈ R n : u 0 (x) = 0} is bounded. Then by convexity the level set Γ 1,u 0 = {x ∈ R n : u 0 (x) = 1} is a bounded convex hypersurface. Since the level set {u 0 = −t}, with time t ∈ (−∞, 0), evolves by mean curvature, by the asymptotic estimates in [8, 12] ,
where ϕ(x) = o(|x| 2 ) for x = 0 near the origin. Hence for any ε > 0, there is a sufficiently small h ′ > 0, such that
where r = 2(n − 1)h ′ . Hence there is a sequence h m → ∞ such that (2.30)
Case 2: the set {u 0 = 0} is unbounded. Then by lemma 2.6, the set {u 0 = 0} is a linear sub-space of R n . Suppose {u 0 = 0} = {x ∈ R n : x k+1 = · · · = x n = 0}. We must have k ≥ 2, as the level set {u 0 = −t} evolves by its mean curvature. It follows that u 0 is a convex function depending only onx = (x 1 , · · · , x k ). Similarly as above we have
near the origin. Hence for any ε > 0,
if h m is sufficiently large. Hence there exist sequences τ m → ∞ and h m → ∞ such that
Step 2. Now we prove that u h itself , after a rotation of axes, converges to the function η k .
In
Step 1 we proved that u h m converges to η k for some 2 ≤ k ≤ n. Let us choose the sequence {h m } properly such that k is the largest such integer, namely if
From the above proof we can also choose h m such that (2.30) or (2.32) holds.
Case 1: k = n. We prove that for any constant ε > 0, (2.33) 
with r = 2(n − 1). Hence from [8, 12] , the level set Ω h,u 0 satisfies
with δ → 0 as h → 0, where r = 2(n − 1)h. Hence we have
if m is sufficiently large. Choose h sufficiently small such that δ ≤ Then scaling back we find that Ωĥ m ,u satisfies
with r = 2(n − 1)ĥ m . When δ < 1 2 ε, this is in contradiction with our choice ofĥ m . Case 2: k < n. For any small ε > 0, by (2.32), Γ h m ,u is ε-close to the cylinder 
Proof of Theorem 1.1
In this section we prove Theorem 1.1. Throughout this section we suppose the dimension n = 2.
Let u be an entire convex solution of (1.2). By Theorem 1.3 we have
with |ϕ(x)| = o(|x| 2 ) as |x| → ∞. To prove Theorem 1.1, we first consider the case σ = 0. 20 Proof. By a translation of the graph of u, we may suppose u ≥ 0, u(0) = 0, and (3.1) holds. For any constant h > 1, denote u h (y) = u(h 1/2 y)/h. Then u h is also an entire convex solution of (1.2) and by (3.1), the level set Ω 1/2,u h satisfies
with ε → 0 as h → ∞. By Gage-Hamilton [8] , we have
for some α ∈ (0, 1), and C is a constant independent of h. Rescaling back to the xcoordinate we obtain
where for any fixed x,
Remark 3.1. By the asymptotic estimates in [12] , Theorem 3.1 also holds in high dimensions if the solution u satisfies
Indeed, if u satisfies (3.4), we have u(x) = Then u is rotationally symmetric in an appropriate coordinate system.
To prove Theorem 3.2 we need a few lemmas. . Suppose u σ is convex. Then for any constant a > 0, there exists a constant C > 0, depending on a and the upper and lower bounds of |Du σ | on the set {x ∈ Ω : inf u σ + a ≤ u σ (x) < 0}, such that for any 0 > h > a + inf Ω u σ ,
Proof. Denote u = u σ and suppose without loss of generality that u(0) = inf Ω u = −1. 
where κ is the curvature of the level set Γ h,u , and γ is the unit outward normal to Ω h,u . (3.6) implies that the level set Γ h,u is moving with the velocity (regard t = −h as the time)
Let w = w(·, h) ∈ C(S 1 ) denote the supporting function of Γ h,u . That is,
The supremum is attained at the point x at which the unit outer normal γ(x) = p, and the curvature κ at x is given by
where S 1 is parametrized by p = (cos θ, sin θ) and w ′ = d dθ w. The area of the domain Ω h,u is given by
Observing that
For any h ∈ (a + inf Ω u, 0), denote D = S 1 × (h, 0). Let G denote the diffeomorphism from M u,h =: M u ∩ {h < u < 0} to D, where M u is the graph of u, such that for any point (x, t) ∈ M u,h , G(x, t) = (G t (x), t) ∈ D, where G t is the Gauss mapping from the level set Γ t,u to S 1 .
We divide D into two parts, D = D 1 ∪ D 2 , such that
Observing that κ(w ′′ + w) = 1, from (3.7) we have
On D 1 we have
where both constants C 1 and C 2 depend on the lower bound of |Du| on the set {u > a + inf u}. Hence
To estimate |G −1 (D 2 )| we suppose inf u is attained at the origin. For any unit vector τ in the plane {x 3 = 0} starting at the origin, let P τ be the plane in R 3 containing τ and the x 3 -axis, and let E τ denote the intersection of P τ with G −1 (D 2 ). On E τ we have, by our
for any unit vector tangential to Γ h,u and that the inner product γ, τ ≥ C ′ for some constants C, C ′ > 0 depending on the upper and lower bounds of |Du| on the set {x ∈ Ω : inf u+a ≤ u(x) < 0} (which also determine the geometric shape of Ω), we have u τ τ ≥ C σ
for a different C (for small σ > 0). It follows that the one dimensional Lebesgue measure |E τ | 1 ≤ Cσ for some C depending on the upper bound of |Du|. Hence the two dimensional Lebesgue measure
Observing that the level set Γ h,u 0 is moving by its curvature (with time t = −h), we have
Hence by (3.9),
We obtain (3.5).
Lemma 3.2. Let {ℓ t } be a convex solution to the curve shortening flow. Suppose ℓ 0 is in the δ 0 -neighborhood of a unit circle S 1 and {ℓ t } shrinks to a point (the origin) at t = 1 2
ℓ t be the normalization of ℓ t . Thenl t is in the δ t -neighborhood of the unit circle centered at the origin,
where α ∈ (0, 1) is a positive constant. 
With estimate (3.11) we obtain (3.10) from [8] , §5.7.10- §5.7.15.
Remark 3.2 (i).
By the Schauder estimate one can simplify some estimates in [8] , §5.1-5.6. In [8] , §5.7.10- §5.7.15, it was proved that for any α > 0 small, there exists δ 0 > 0 such that if (3.11) holds at t = 0, then (3.12)
where τ = 
where y 1 is the minimum point of u and tS 1 y denotes the circle of radius t and center y. Note that when h ≥ h 0 , Γ h,u is pinched between two concentrated circles with Hausdorff distance Cδ 0 (C independent of δ 0 ). Hence the above formula holds for all h ∈ (0, Next we need a refinement of (3.1).Lemma 3.3. Let u be an entire convex solution of (1.1) with inf u = 0. Then in an appropriate coordinate system, we have (3.1) with For any given sufficiently small constant δ 0 > 0, let h > 0 sufficiently large such that (3.14)
for some unit circle S 1 . We claim that for any τ > τ 0 , where τ 0 > 3 max(δ 0 , σ),
where α(N δ (S 1 )) = N αδ (αS 1 ), and αS 1 is the α-dilation of S 1 with the same center, the constants C 1 and C 2 are independent of δ 0 and h, and C 2 is also independent of τ . By Remark 3.2(ii), we may assume both S 1 in (3.14) and (3. 
. By (3.14) we also have
Hence a 0 ≤ 3δ 0 .
We will use the following simple result: Let Ω be a convex domain contained in B R . If the area |B R − Ω| ≤ ε, then
where dist(A, B) denotes the least constant δ > 0 such that A ⊂ N δ (B) and B ⊂ N δ (A).
We use (3.17) to prove (3.15) . Let ℓ be the largest circle, with center at the minimum point of u 0 , contained in Ω τ,u 0 . Let Ω τ,u be the common area enclosed by Ω τ,u and ℓ, and denote Γ τ,u = ∂ Ω τ,u . Since Ω τ,u ⊂ Ω τ,u 0 , we have
where C > 0 is independent of δ 0 , h, and τ . Recall that Ω τ,u ⊂ Ω τ,u 0 and |Ω τ,u 0 − Ω τ,u | ≤ Cσ by (3.5). Hence by (3.17) we have
Combining (3.16) and (3.18) , and noting that a 0 ≤ 3δ 0 < τ , we obtain (3.15).
Now we fix a τ 0 > 0 small such that 
with δ ≤ Cσ 2/3 + δ 0 /4, where C is independent of δ 0 and h. Now Lemma 3.3 follows from (3.19) by iteration. We start at the level τ 
By induction, we obtain δ k−2 ≤ Cτ
with the same C. Hence we have
. It follows that for h = τ To finish the proof we need the following fundamental Liouville Theorem by Bernstein [2] , see also [24] (p.245).
Proposition 3.1. Let u be an entire solution to the elliptic equation
If u satisfies the asymptotic estimate
then u is a constant.
We remark that the operator in the above proposition need not to be uniformly elliptic. Condition (3.21) can be replaced by a weaker condition that u 11 u 22 − u Then u * satisfies equation (1.9). First we have
, we obtain (3.23).
Let u 0 be the unique radial solution of (1.1) satisfying u(0) = 0, and let u * 0 denote the Legendre transform of u 0 . Similar to (3.23) we have
Write equation (1.9) in the form
Since both u * and u * 0 satisfy equation (1.9), v = u * − u * 0 satisfies equation (3.21) in the entire R 2 with coefficients
G[x, r] for any symmetric matrix r. By (3.23) and (3.24), |v(x)| = O(|x| 2/3 ) as |x| → ∞. By the above proposition we conclude that v is a constant.
Remark 3.3. When using the Legendre transform we have implicitly used the local uniform convexity of u, namely the Hessian matrix {D 2 u} > 0. In dimension 2, this was proved in [14] , for high dimensions see [15] . We also note that the reason for using the Legendre transform in the above proof is that equation (3.21) does not involve the first order derivatives.
Translating solutions to the level set flow
In this section we prove the case σ = 0 of Theorem 1.2 and that an ancient convex (in space) solution to the mean curvature flow is convex in space-time.
Theorem 4.1. For any n ≥ 2 and 1 ≤ k ≤ n, there exist complete convex solutions, defined in strip regions, to the equation
which are not k-rotationally symmetric. If n ≥ 3, there exist entire convex solutions to (4.1) which are not k-rotationally symmetric.
By our definition, a function u is k-rotationally symmetric if u(x) = ϕ(|x|) in an appropriate coordinate system, wherex = (x 1 , · · · , x k ). To prove Theorem 4.1 we will need the following logarithm concavity of solutions to (4.1).
Lemma 4.1. Let Ω be a smooth, bounded, convex domain in R n . Let u be the solution of (4.1) in Ω, vanishing on ∂Ω. Then for any constant h satisfying inf Ω u < h < 0, the level set Γ h,u = {u = h} is convex. Moreover, log(−u) is a concave function. 28
Proof. Since u is a solution of (4.1), ψ = − log(−u) satisfies
Since ψ(x) → +∞ as x → ∂Ω, the results in [17] (see §III.12) implies ψ is convex.
where r, t are positive constants, x ′ = (x 1 , · · · , x n−1 ). Let u r,t denote the solution of (4.1)
in Ω r,t , vanishing on ∂Ω r,t . Denote M r,t = − inf u r,t and Γ r,t = {u r,t = −M r,t + 1}. Obviously M r,t → ∞ as r, t → ∞.
The following lemma plays a key role for our construction of non-radial convex solutions. A similar idea was used in [4] , where we proved that for any ellipsoid E, there exists an entire convex solution u to the Monge-Ampère equation detD 2 u = f such that u(0) = 0, u ≥ 0, and the minimum ellipsoid of the level set {u < 1} is similar to E.
Lemma 4.2. For any θ > 0 and K > 1, there exist r = r(θ, K) and t = t(θ, K) such that M r,t = K and
Proof. The solution u r,t depends continuously on r and t, and M r,t is monotone increasing in r and t. For any K > 1, we have M r,t = K when r = t = 2(n − 1)K.
It is easy to see that for any fixed r > 0, M r,t → 0 as t → 0. Hence for any given r > 2(n − 1)K, there exists a unique t = t r < 2(n − 1)K such that M r,t = K. Moreover we have t r → 0 as r → ∞. Similarly for any fixed t > 0, we have M r,t → 0 as r → 0. Hence for any given t > 2(n − 1)K, there exists a unique r = r t < 2(n − 1)K such that M r,t = K.
Observe that for any fixed K, sup{x n : x ∈ Γ r,t } → 0 as t → 0 and by convexity sup{x n : x ∈ Γ r,t } → ∞ as t → ∞, where r = r t is such that M r,t = K. By the continuity of u r,t in r and t, there exist r > 0 and t = t r such that (4.4) holds.
For any fixed θ = 1, by Lemma 4.2 there exist r = r k and t = t k such that M r k ,t k = k and (4.4) holds. From the proof of Lemma 4.2 we also have
Hence as k → ∞ we have
We want to prove w k converges to a complete solution of (4.1). 29
We say that a sequence of (embedded) convex hypersurfaces {M k } locally converges to M if for any R > 1 and δ > 0, there exists
, where B R denotes the ball of radius R and N δ denotes the δ-neighborhood.
For any fixed integer j, by Lemma 4.1, ϕ j,k = log j − log(j − w k ) (k ≥ j) is an even, convex function. Let M j,k denotes the graph of ϕ j,k . Observe that for any fixed j and h, by (4.4) the sets M j,k ∩ {x n+1 < h} are uniformly bounded in k, and can be represented as radial graphs with center at the point (0, · · · , 0, 1 2 ). Hence we may suppose by choosing subsequences that M j,k converges locally to a complete, convex hypersurface M j . Let D j denote the projection of M j on {x n+1 = 0} and D j denote the interior of D j . Then D j is a convex domain and as k → ∞, ϕ j,k converges locally in D j to a function ϕ j . It follows that w k converges locally in D j to a function w. Obviously w is a viscosity solution of (4.1) in D j . Repeating the procedure for j = 1, 2, · · · , by the Arzela-Ascoli lemma we obtain a sequence of domains
Then D is a convex domain and w k converges locally to w in D.
By (4.4), w is not rotationally symmetric. To prove Theorem 4.1, we will prove w is convex and w(x) → ∞ as x → ∂D. Proof. For any fixed k, the level set {w k = −t} is a convex solution to the mean curvature flow (with time t ∈ (−k, 0)). For any fixed t, by the discussion above we see that {w k = −t} converges to the level set {w = −t} as k → ∞. Hence {w = −t}, where −∞ < t < 0, is also a convex solution to the mean curvature flow. It follows that for any t ∈ (−∞, 0), {w = −t} is smooth and locally uniformly convex. Hence at any time t ∈ (−∞, 0), the hypersurface {w = −t} is moving at positive velocity. Hence w(x) → ∞ as x → ∂D.
We can also write the graph of w k locally in the form
Then v k satisfies the non-parametric mean curvature flow equation
where Dv = (v x 1 , · · · , v x n−1 ). Hence if v is convex in x ′ and if v t > 0 at some point, then v t > 0 everywhere by the Harnack inequality. Using this property one also easily conclude (4.6). We remark that Lemmas 4.2 and 4.3 were also observed by White, see [28] .
Lemma 4.4. The solution w is convex.
Proof. Since the level set of w k is convex, so is the level set of w. For any point y ∈ D and any positive constant δ < min(1,
, where d y = dist(y, ∂D), there exists a constant M 0 > 0 depending on δ such that sup{w(x) : x ∈ B δ (y)} ≤ M 0 and sup{|Dw(x)| : x ∈ B δ (y)} ≤ M 0 . Denote v k = log(k − w). By the concavity of v k we have
where C > 0 depends on M 0 and δ, but is independent of k.
By the concavity of v k , we have furthermore
where I is the unit matrix. Sending k → ∞ we obtain {∂ i ∂ j w(y)} ≥ 0. Hence w is convex.
From [12] we know that {w = −t} shrinks to a round point as t → 0. Hence w > 0 for any x = 0 and so w is not k-rotationally symmetric for any 1 ≤ k ≤ n. If we choose θ > 1 sufficiently large, then w must be defined in a strip region by Lemma 2.2. We have thus proved the first part of Theorem 4.1.
We would like to point out that, from the proof of Theorems 1.1 and 1.3, the function w is defined in a strip region for any θ > 1. If n = 2, then by Theorem 1.1, w is defined in a strip for any θ = 1.
Next we prove the second part of Theorem 4.1. We will prove the solution w obtained above is an entire solution if n ≥ 3 and θ < 1. Denote
Lemma 4.5. Suppose t h ≥ δr h for some positive constant δ > 0. Then
Proof. Let
in Ω h,w = {w < h} and ϕ ≥ 0 on ∂Ω h,w . By the comparison principle it follows that w − h ≤ ϕ in Ω h,w . Hence
To prove the second inequality of (4.8), let
This completes the proof.
Therefore to prove the second part of Theorem 4.1 it suffices to prove that there exists δ > 0 such that
for any h > 0, where Γ h,w = {w = h}. Denote
Then r h,k | h=k = r k and t h,k | h=k = t k , where t k and r k satisfy (4.5). If there is a subsequence of {k} such that
then (4.9) holds with δ = 1 for all h > 0. Hence w is defined in the entire space R n .
If (4.10) is not true, let
By (4.5) we have h k < k. If the sequence {h k } is uniformly bounded, w is defined in the entire space R n .
If
Observe that the level set { w k = −t} is a convex solution to the mean curvature flow (with time t ∈ (−1, 0)). From [12] we see that { w k = h} shrinks to a round point at h → 0. Hence by (4.11) we have, for any h ∈ (0, 1),
for some δ > 0 independent of h and k. Rescaling back we obtain (4.9). This completes the proof of Theorem 4.1.
Remark 4.1. When n ≥ 4, we can also construct entire convex solutions of (4.1) as follows.
. Let u r,t be the solution of (4.1) with Ω = Ω r,t , which vanishes on ∂Ω. As before we choose r k and t k such that inf u r k ,t k = −k and (4. 13) sup{|x| :
where Γ r,t = {u r,t = −k + 1}, and θ = 1 is any given positive constant. Denote w k = u r k ,t k + k. Then w k is nonnegative and w k (0) = 0. Observe that the function ϕ = 
Let w = lim k→∞ w k . Then w satisfies (4.14). Hence by Lemma 4.4, w is an entire convex solution of (4.1). Obviously w is not k-rotationally symmetric for any 1 ≤ k ≤ n. If Ω h,u is unbounded, from the proof of Lemma 4.4 it suffices to show that log(h − u) is concave for any large constant h. By Lemma 4.1, it suffices to show that for any given h > 0, u can be approximated locally in Ω h,u by a sequence of solutions to (4.1) whose level sets are bounded and convex.
Let {D k } be a sequence of convex domains in R n satisfying D 1 ⊂ D 2 ⊂ · · · , such that ∪D k = Ω h,u for some fixed h. Let w k be the solution of (4.1) in D k satisfying w k = h on ∂D k . Then w k ≥ u in D k and w k is decreasing in k. Hence w k converges as k → ∞ to a solution w of (4.1) in Ω h , satisfying w = h on ∂Ω h,u and w ≥ u in Ω h,u . 33
To prove w = u, we need to prove that for any h ′ < h (h fixed), the level sets Γ h ′ ,w is sufficiently close to Γ h ′ ,u . Note that both Γ h ′ ,w and Γ h ′ ,u evolves by mean curvature (with time t = −h ′ ), so it suffices to prove Γ h ′ ,w is sufficiently close to Γ h ′ ,u at infinity.
Let {x k } be a sequence on Γ h,u with |x k | → ∞. By the convexity of Γ h,u , the normal of Γ h,u (regarded as a hypersurface in R n = {x n+1 = h}) at x k converges along a subsequence to a boundary point of the Gauss mapping image of Γ h,u . Hence after translation, the convex hypersurface Γ k h,u = {x − x k : x ∈ Γ h,u } converges to a convex hypersurface which can be split as
, and both Σ h ′ ,u and Σ h ′ ,w evolve by mean curvature (with t = −h ′ ) with initial hypersurface Σ h,u . By an induction argument on dimension we conclude that Σ h ′ ,u = Σ h ′ ,w for any h ′ < h. Namely Γ h ′ ,w is sufficiently close to Γ h ′ ,u at infinity.
Translating solutions to the mean curvature flow
In this section we prove the case σ = 1 of Theorem 1.2. That is Theorem 5.1. For any dimension n ≥ 2 and 1 ≤ k ≤ n, there exist complete convex solutions to equation (1.1), defined in strip regions, which are not k-rotationally symmetric. If n ≥ 3, there are entire convex solutions to (1.1) which are not k-rotationally symmetric.
The argument in Section 4 cannot be extended to the mean curvature equation (1.1), as the logarithm concavity in Lemma 4.1 is still an open problem for equation (1.1). To prove Theorem 5.1 we will use the Legendre transform. The purpose to introduce the Legendre transform is to obtain convex solutions to the mean curvature equation (1.1). For clarity we divide this section into three subsections.
The Legendre transform
For a smooth, uniformly convex function u defined in a convex domain Ω ⊂ R n . The
Legendre transform of u, u * , is a smooth, uniformly convex function defined in the domain
The function u can be recovered from u * by the same Legendre transform, namely u(y) = sup{x·y −u * (x) : x ∈ Ω * }. The supremum is attained at the unique point y which satisfies x = Du(y) and y = Du * (x).
It follows that the Hessian matrix (D 2 u) at y is the inverse of the Hessian matrix (
where F ij [u * ] is the (i, j)-entry of the cofactor matrix of (D 2 u * ),
Hence if u is a uniformly convex solution of (
is a fully nonlinear partial differential equation, which is elliptic at convex functions. In particular equation (1.1) is equivalent to the equation
We have the following classical solvability for the Dirichlet problem of equation (5.3).
Theorem 5.2.
Let Ω * be a smooth, uniformly convex domain in R n and ϕ be a smooth function defined on ∂Ω * . Then there is a unique, smooth, uniformly convex solution
For the proof of Theorem 5.2, we observe that the uniqueness of convex solutions follows from the comparison principle. For the existence of smooth convex solutions, by the continuity method it suffices to establish the global regularity estimates. By Evans and Krylov's elliptic regularity theory, see, e.g., [6, 9, 18] , it suffices to establish the global second order derivative estimates.
Different proofs for the global second order derivative estimates are available [19, 20, 25] . In [19] Krylov provided a probabilistic proof for (degenerate) Bellman equations. An analytic proof was later given in [20] . Krylov's estimation covers equation (5.3) as it is equivalent to a concave equation (5.4) below and so can be expressed as a Bellman equation. For Hessian equations (such as (5.4)) the proof in [20] was simplified in [16] .
To apply the a priori estimates in [25] we need to write equation (5.3) as a Hessian quotient equation, namely
where S * = { (x,−1)
n is the unit sphere,
If u * is the Legendre transform of u, the function w is indeed the support function of M u (the graph of u), which can also be defined by
In (5.4) we denote by F k [w] the k th elementary symmetric polynomial of the eigenvalues λ = (λ 1 , · · · , λ n ) of the matrix {∇ 2 w + wI}(p),
where ∇ denotes the covariant derivative with respect to a local orthonormal basis on S n , and I is the unit matrix. As the supremum in (5.5) is attained at the unique point The global second order derivative estimates for Hessian quotient equations in Euclidean domains were established by Trudinger [25] . It is not hard to extend the argument in [25] to equation (5.4) with domains on the unit sphere.
Complete convex solutions
With Theorem 5.2 we can now construct a sequence of convex solutions (w k ) of (1.1), such that w k converges to a complete convex solution of (1.1) which is not k-rotationally symmetric for any 1 ≤ k ≤ n.
For any positive constants r, t, denote
where n ≥ 2, x ′ = (x 1 , · · · , x n−1 ). By Theorem 5.2, the Dirichlet problem
has a unique smooth convex solution u * r,t . Denote M * r,t = − inf u * r,t and Γ * r,t = {x ∈ R n :
Similarly to the proof of Lemma 4.2 we have Lemma 5.1. For any constants θ > 0 and K > 1, there exist r = r(θ, K) and t = t(θ, K) such that M * r,t = K and
Now we fix a positive constant θ = 1. By Lemma 5.1 there exist positive constants r = r k and t = t k such that M * r k ,t k = k and (5.8) holds. Similar to (4.5) (after the 36
Legendre transform the case θ > 1 here corresponds to the case θ < 1 in Section 4) we have Proof. Write equation (1.1) in the form
where κ is the mean curvature of the level set {u = const} and γ is the unit outer normal to the level set. The normal γ(x) is a smooth vector field in Ω − {O}. Hence for any point y ∈ Ω, there is a smooth curve ℓ y connecting the origin O to y such that γ(x) is tangential to the curve at any point x ∈ ℓ y . Since u is an even function, we may suppose y is in the positive cone {x = (x 1 , · · · , x n ) : x i ≥ 0}. It follows by the convexity of u, ℓ y lies in the positive cone and for any x ∈ ℓ y , γ(x) is also a point in the positive cone. Hence the arc-length L of ℓ y is less than n|y|.
Let ψ be the restriction of u on the curve ℓ y , and let ℓ y be parametrized by the arc-length t. Then we have ψ ′ = u γ and ψ ′′ = u γγ . Hence
,
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is sufficiently large, then G(L) must be very close to π 2 . It means ψ(L) must be very large since G ′ (t) < g(t) < 1. Hence Lemma 5.2 is proved.
Note that for the relation ψ ′′ = u γγ we have used the fact that γ is a normal to the level set {u = const}. If ℓ y is replaced by an arbitrary curve ℓ, then we have
where γ is a unit vector tangential to ℓ, κ is the curvature of ℓ, and η is a unit normal to ℓ.
Note that by the convexity of u, to prove (5.10) it suffices to consider boundary points. The estimate (5.10) on the boundary of a convex domain can also be obtained by constructing proper sub-solutions (more precisely, solution of Proof. First observe that for any constant h > 0, there exists R h > 0 (independent of k) such that for any x ∈ Ω k with |x| > R h , we have the estimate (5.13) w k (x) ≥ h.
In fact this estimate follows from the following geometric property of the Legendre transform: Let P h denote the set of linear functions g such that g < w * k and g(0) = −h. Let g(x) = sup{g(x) : g ∈ P h }. Then the graph of g is a convex cone and Dg(R n ) = {w k ≤ h},
where Dg(R n ) is the image of the sub-gradient mapping, Dg(R n ) = Dg({0}) = {p ∈ R n : g(x) ≥ p · x + g(0) ∀ x ∈ R n }.
By (5.8) we have |Dg| < C. Namely for any h > 0, the set {w k < h} is uniformly bounded. Hence (5.13) holds.
It follows by convexity that for any boundary point x k ∈ ∂Ω k , we have w k (x k ) → ∞ if |x k | → ∞. Therefore to prove (5.12) we need only to consider any bounded sequence x k ∈ ∂Ω k . However, if |x k | and w k (x k ) are both uniformly bounded, then by Lemma 5.2, y k = Dw k (x k ) ∈ ∂Ω * k are also uniformly bounded. Hence by the Legendre transform,
are also uniformly bounded, a contradiction.
Lemma 5.4. There is a subsequence of {w k } which converges to a complete convex solution w of (1.1).
Proof. For any constant h > 0, by (5.13) the sets M w k ∩{x n+1 < h} are uniformly bounded in k, where M w k denotes the graph of w k . Hence we may suppose by choosing subsequences that M w k converges locally to a convex hypersurface M, which is complete by Lemmas 5.2 and 5.3. Let D be the projection of M on the plane {x n+1 = 0} and D the interior of D. Then D is a convex domain and w k converges locally in D to a convex function w, and w is a convex solution of (1.1) in D. We claim that w(x) → ∞ as x → ∂D. Indeed, if this is not true, then there is a point p ∈ M at which the tangent plane of M is perpendicular to the plane {x n+1 = 0}. Hence there is a sequence p k = (x k , w k (x k )) ∈ M w k , p k → p, such that w k (x k ) is uniformly bounded but |Dw k (x k )| → ∞. This is in contradiction with Lemma 5.2. Consequently w is a complete convex solution of (1.1). By (5.8), w is not rotationally symmetric. Now we can prove the first part of Theorem 5.1. Indeed, let P denote the set of linear functions g such that g < w and g(0) = −1. Let g(x) = sup{g(x) : g ∈ P }. Then the graph of g is a convex cone and Dg(R n ) = {w * ≤ 1}, where w * = lim k→∞ w * k is the Legendre transform of w. Hence if the constant θ > 0 in Lemma 5.1 is chosen sufficiently small, then the level set Γ g = {x ∈ R n : g(x) = 1} satisfies sup{|x ′ | : x ∈ Γ g } = θ ′ sup{x n : x ∈ Γ g } for some θ ′ > 1 sufficiently large. Hence by Lemma 2.2, w is defined in a strip region.
Entire convex solutions
Next we prove the second part of Theorem 5.1. We prove that if n ≥ 3 and θ > 1, the solution w obtained in Lemma 5.4 is defined in the entire space R n . The following proof is necessary only when n = 3, since if n ≥ 4, one can construct a sequence of functions w * k as above such that w k , the Legendre transform of w * k , takes the form w k (x) = w k (|x|, | x|) (wherex = (x 1 , · · · , x n−2 ), x = (x n−1 , x n ), see Remark 4.1). Then w k (x) ≤ h/n ≤ r h,k ≤ √ 2h.
Proof. The function v = h + n 2 (|x| 2 − 2r (i) and (ii), it is not hard to prove the case n = 2 in (iii) by Theorem 1.3.
We conclude this paper with some interesting questions related to our Theorems 1.1-1.3. For Theorem 1.1 a question is whether an entire solution of (1.1) in R 2 is convex. For Theorem 1.2 a question is whether a convex solution u of (1.1) is rotationally symmetric if |Du(x)| → ∞ as |x| → ∞. We expect affirmative answers to both questions.
For Theorem 1.3, an interesting question is whether a non-rotationally symmetric ancient convex solution can occur as a limit flow in R n . We believe that any limit flow to a mean convex flow at isolated singularities in space-time is rotationally symmetric, otherwise nonrotationally symmetric convex limit flow may occur if the following situations arise: (a) if there exists a mean convex flow in R n (n ≥ 4) which develops first time type II singularities simultaneously on a non-smooth curve (say a polygon) in a 2-plane; (b) if a mean curvature flow in R n (n ≥ 4) develops first time singularity on a smooth curve, and the singularity is type I, except one type II singular point. In case (a) we expect a non-rotationally symmetric convex translating solution at the vertices of the polygon. In case (b) a blowup solution near the type II singular point may not be rotationally symmetric.
