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Abstract
In this paper, we have derived certain classical inequalities, namely, Young’s, Ho¨lder’s,
Minkowski’s and Hermite-Hadamard inequalities for pseudo-integral (also known as g -
integral). For Young’s, Ho¨lder’s, Minkowski’s inequalities, both the cases p > 1 as well as
p < 1, p 6= 0 have been covered. Moreover, in the case of Hermite-Hadamard inequality, a
refinement has also been proved and as a special case, g -analogue of geometric-logarithmic-
arithmetic inequality has been deduced.
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1 Introduction
There has been a continued interest in the theory of fuzzy measures ever since Sugeno [18]
defined this measure having monotonicity property instead of additivity. This notion has shown
many applications in the theory of fuzzy sets defined by Zadeh [21]. Later on, several other
measures were defined and studied which are non-additive and have some advantages over each
other. We refer to [3], [5], [9], [19], [20] and references therein for such consideration.
In [12] (see also [11], [13], [14], [15], [16], [17]), Pap initiated the so called ⊕ -decomposable
measures based on the pseudo algebraic operations, i.e., pseudo-addition ⊕ and pseudo-
multiplication ⊗ . Consequently, in this framework, an integral and the derivative have been
defined. Since the pseudo operations involve a generator function, usually denoted by g , the
corresponding notions are also refered to as g -addition, g -multiplication, g -derivative, g -
integral etc.
In the present paper, we make an attempt to contribute in g -calculus by deriving
several classical inequalities in this framework, namely, Young’s inequality, Ho¨lder’s inequality,
Minkowski’s inequality and Hermite-Hadamard inequality. Let us point out that for the case
1 < p < ∞ , g -analogue of Ho¨lder’s and Minkowski’s inequalities were derived in [1] by using
the corresponding classical inequalities. In our case, we derive these inequalities by using g -
Young’s inequality that we first prove in this paper. Moreover, we also establish certain other
variants of Ho¨lder’s inequality and we cover the case p < 1, p 6= 0 as well.
The paper is organized as follows. In Section 2, we collect the entire “pseudo-machinery”
that is required throughout the paper. Here apart from the known notions and concepts,
we define pseudo-logarithmic function. We also define pseudo-absolute value which helps us
to establish the inequalities in a wider domain. Section 3, starts with Young’s inequality
followed by Ho¨lder’s inequality and its variants and finally we prove Minkowski’s inequality in
1
this section. In Section 4, we define pseudo-convexity and in this context prove the Hermite-
Hadamard inequality. As a special case, the g -analogue of geometric-logarithmic-arithmetic
mean inequality is obtained. Also in this section, we prove a refined version of Hermite-
Hadamard inequality. Finally, in Section 5, we summarize the work done in this paper and
make some suggestions for future work.
2 The Pseudo Setting
In this section, we collect some basic algebraic operations, elementary functions, derivative and
integral in the framework of pseudo algebra. Most of these notions are already known, however,
we define absolute value and logarithm formally here.
2.1 The algebraic operations
Let ⊕ denote the pseudo-addition, a function ⊕ : R × R → R which is commutative,
nondecreasing in each component, associative and has a zero element. We shall assume that
⊕ is strict pseudo-addition which means that ⊕ is strictly increasing in each component and
continuous. By Aczel’s Theorem [6], for each strict pseudo-addition, there exists a monotone
function g (called the generator for ⊕ ), g : R→ R+ such that
x⊕ y = g−1 (g(x) + g(y)) .
Similarly, we denote by ⊗ , the pseudo-multiplication which is a function ⊕ : R × R → R
which is commutative, nondecreasing in each component, associative and has a unit element.
The operation ⊗ is defined by
x⊗ y = g−1 (g(x) · g(y)) .
Now onwards, the set R equipped with the pseudo operations ⊕ and ⊗ with the corresponding
generator g will be denoted by Rg . The zero and the unit elements of Rg will be denoted,
respectively, by 0g and 1g .
In [2], the authors considered that the generator function g : Rg → R is strictly monotone
(either strictly increasing or strictly decreasing), onto, g(0g) = 0 , g
′(x) 6= 0 , for all x , g ∈ C2
and g−1 ∈ C2 . Using this map, the following well defined operations have been defined:
x⊖ y = g−1 (g(x)− g(y)) , x⊗−1 y = g−1
(
g(x)
g(y)
)
, provided y 6= 0g.
The order relation in Rg , denoted by ≤g , satisfies the following:
x ≤g y ⇐⇒ x⊖ y ≤ 0g.
If x ≤g y , we can also write it as y ≥g x . If x ≤g y and x 6= y , we shall write it as x <g y ,
or equivalently, y >g x .
In order to make Rg a linear space over the field R , we define the pseudo-scalar product:
n⊙ x = g−1(ng(x)), x ∈ Rg, n ∈ R.
It was pointed out in [2] that the operations ⊙ and ⊗ are different. There was a need to
define the scalar product ⊙ since the compatibility condition 1⊙x = x is not satisfied by ⊗ .
Remark 2.1. (Rg,⊕,⊗,≤g) is an ordered and complete algebra.
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2.2 Differentiation and integration
The pseudo-derivative or more commonly called g -derivative of a suitable function f : [a, b] ⊆
R→ Rg is defined by
D⊕f(x) :=
d⊕f(x)
dx
= g−1
(
(g ◦ f)′(x)) .
In [7] (see also [2]), a more general g -derivative was defined as
Dgf(x) :=
dgf(x)
dx
= lim
h→0
[f(x⊕ h)⊖ f(x)]⊗−1 h
and it was shown that
Dgf(x) = g
−1
(
(g ◦ f)′(x)/g′(x)
)
.
The pseudo-integral or the g -integral of a suitable function f : [a, b] ⊆ R→ Rg is defined
by ∫
⊕
[a,b]
f(t)⊗ dt = g−1
(∫ b
a
(g ◦ f)(x) dx
)
. (2.1)
Similar to the notion of the g -derivative, in [7], a more general g -integral was defined which
is given by ∫ g
[a,b]
f(t)⊗ dt = g−1
(∫ b
a
(g ◦ f)(x)g′(x) dx
)
.
Remark 2.2. The g -derivative D⊕ and the g -integral
∫
⊕
[a,b]
can be obtained as special cases
of, respectively, Dg and
∫ g
[a,b]
. Since the justification requires notions which are beyond the
scope of this paper, we refer to [2], [7] for details. Unless specified otherwise, in this paper, the
g -derivative and g -integral will be used as represented by Dg and
∫ g
[a,b]
, respectively.
Some of the properties of g -integral are mentioned below:
(a)
∫ g
[a,b]
(f ⊕ h)⊗ dt =
∫ g
[a,b]
f ⊗ dt⊕
∫ g
[a,b]
h⊗ dt
(b)
∫ g
[a,b]
(λ⊗ f)⊗ dt = λ⊗
∫ g
[a,b]
f ⊗ dt
(c)
∫ g
[a,b]
(λ⊙ f)⊗ dt = λ⊙
∫ g
[a,b]
f ⊗ dt
(d) f ≤g h⇒
∫ g
[a,b]
f ⊗ dt ≤g
∫ g
[a,b]
h⊗ dt
2.3 The exponent
Define the set
R
+
g = {x ∈ Rg : 0g ≤g x}.
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In view of the operation ⊗ , for x ∈ Rg and n ∈ N , we define
x(n) := x⊗ x⊗ . . .⊗ x︸ ︷︷ ︸
n−times
= g−1(gn(x)).
This notion of exponent can be extended for a general p ∈ (0,∞) which is defined (see [1], [5])
for all x ∈ R+g as
x(p) = g−1(gp(x)).
It can further be generalized to cover negative powers as well: For p ∈ (0,∞) , we define
x(−p) = 1g ⊗−1 x(p), x ∈ R+g .
For p = 0 , we define x(0) = 1g . It is easy to check that for p, q ∈ (0,∞) and x ∈ R+g , the
following laws of exponent hold:
(i) x(p) ⊗ x(q) = x(p+q)
(ii)
(
x(p)
)(q)
= x(pq)
(iii) (x⊗ y)(p) = x(p) ⊗ y(p)
(iv) (x⊗−1 y)(p) = x(p) ⊗−1 y(p)
(v) (α⊙ x)(p) = αp ⊙ x(p)
2.4 Absolute value
For x ∈ Rg , we define its g -absolute value as follows:
|x|g :=
{
x, if 0g ≤g x
−x, if x <g 0g.
It can be seem that
|x|g = g−1 (|g(x)|) .
Note that
|x⊕ y|g ≤g |x|g ⊕ |y|g
if g is increasing and the inequality is reversed if g is decreasing.
2.5 Exponential and logarithm functions
The g -exponential function for x ∈ Rg as defined in [2] is given by
E(x) = g−1(eg(x)),
where eg(x) is the standard exponential function. It is natural to define g -logarithm function
by
Lnx = g−1 (ln g(x)) ,
where ln g(x) is the standard logarithm function.
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Remark 2.3. Unlike in the standard case, we may have that E(x) <g 0g . In fact, if the
generator g is monotonically decreasing, then for any x ∈ Rg , E(x) ≤g 0 , since g−1 is also
monotonically decreasing. This suggests that in the pseudo case, logarithm can be defined for
”negative” numbers, which in fact is true if, again, the generator g is decreasing.
Through the following proposition, we provide several properties of E(x) and Lnx , the
proofs of which can be worked out easily.
Proposition 2.4. The following hold:
(i) Dg(E
(x)) = E(x)
(ii)
∫ g
E(x) ⊗ dx = E(x)
(iii) E(x) ⊗E(y) = E(x⊕y)
(iv) E(Ln x) = x
(v) LnE(x) = x
(vi) Ln (x⊗ y) = Lnx⊕ Ln y
3 Inequalities
In this section, we shall prove g -analogue of Young’s, Ho¨lder’s and Minkowski’s inequalities.
Here and throughout, for any p ∈ R, p 6= 0 , p′ will denote the conjugate index to p , i.e.,
1
p +
1
p′ = 1 .
3.1 Young’s inequality
The classical Young’s inequality asserts that for 1 < p <∞ and a, b > 0 , it holds:
ab ≤ a
p
p
+
bp
′
p′
whereas the inequality gets reversed if p < 1, p 6= 0 . We prove the g -analogue of this inequality
below:
Theorem 3.1. Let 1 < p <∞ .
(a) If the generator g is increasing then for all a, b ∈ R+g , the following Young’s type
inequality holds:
a⊗ b ≤g
(
a(p) ⊗−1 g−1(p)
)
⊕
(
b(p
′) ⊗−1 g−1(p′)
)
. (3.1)
(b) If the generator g is decreasing then for all a, b ∈ R+g , the inequality (3.1) holds in the
reverse direction.
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Proof. (a) In view of Proposition 2.4, we have
a⊗ b = ELn (a⊗b)
= E(Ln a⊕Ln b). (3.2)
Note that for any 1 < p <∞
Ln a(p) = g−1 (ln gp(a))
= g−1(p ln g(a))
= g−1
(
g(g−1(p)) · g(g−1(ln g(a)))
)
= g−1(p)⊗ g−1(ln g(a))
= g−1(p)⊗ Ln a
which gives that
Ln a(p) ⊗−1 g−1(p) = Ln a.
Thus
Ln a = Ln a(p) ⊗−1 g−1(p)
= g−1
(
ln gp(a)
)
⊗−1 g−1(p)
= g−1
(
ln gp(a)
p
)
. (3.3)
Similarly, since 1 < p′ <∞ , we have
Ln b = g−1
(
ln gp
′
(b)
p′
)
. (3.4)
By using (3.3) and (3.4) in (3.2), using a known inequality and increasingness of g−1 (since
g is so), we get
a⊗ b = E
(
g−1
(
ln gp(a)
p
)
⊕g−1
(
ln gp
′
(b)
p′
))
= E
(
g−1
(
1
p
ln gp(a)+ 1
p′
ln gp
′
(b)
))
= g−1
(
e
(
1
p
ln gp(a)+ 1
p′
ln gp
′
(b)
))
≤g g−1
(
1
p
eln g
p(a) +
1
p′
eln g
p′ (b)
)
(3.5)
= g−1
(
1
p
gp(a) +
1
p′
gp
′
(b)
)
=: A. (3.6)
Further, we find that
a(p) ⊗−1 g−1(p) = g−1(gp(a)) ⊗−1 g−1(p) = g−1
(
gp(a)
p
)
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and similarly
b(p
′) ⊗−1 g−1(p′) = g−1(gp(a))⊗−1 g−1(p) = g−1
(
gp
′
(b)
p′
)
so that
a(p) ⊗−1 g−1(p)⊕ b(p′) ⊗−1 g−1(p′) = g−1
(
gp(a)
p
+
gp
′
(b)
p′
)
=: B. (3.7)
The assertion now follows in view of (3.6) and (3.7) since A⊖B = 0g .
(b) Since the generator g is decreasing and consequently g−1 is so, the inequality (3.5)
gets reversed and the assertion follows.
Below we prove g -Young’s inequality for the case p < 1, p 6= 0 .
Theorem 3.2. Let p < 1, p 6= 0 .
(a) If the generator g is increasing then for all a, b ∈ R+g , the following Young’s type
inequality holds:
a⊗ b ≥g
(
a(p) ⊗−1 g−1(p)
)
⊕
(
b(p
′) ⊗−1 g−1(p′)
)
. (3.8)
(b) If the generator g is decreasing then for all a, b ∈ R+g , the inequality (3.8) holds in the
reverse direction.
Proof. (a) Without any loss of generality, we assume that 0 < p < 1 so that p′ < 0 for
otherwise we can interchange the roles of p and p′ .
Take r = 1/p and s = −p′/p . Then 1 < r, s <∞ and 1/r + 1/s = 1 . Set
x = (a⊗ b)(p) and y = b(−p).
We apply inequality (3.1) on x, y and with exponents r, s and obtain
x⊗ y ≤g
(
x(r) ⊗−1 g−1(r)
)
⊕
(
y(s) ⊗−1 g−1(s)
)
. (3.9)
Now, it can be calculated that
x⊗ y = a(p), x(r) ⊗−1 g−1(r) = (a⊗ b)⊗ g−1(1
p
), y(s) ⊗−1 g−1(s) = b(p′) ⊗−1 g−1(−p
′
p
)
which on substituting in (3.9) and rearranging the terms give the result.
(b) This can be obtained using the similar arguments and applying Theorem 3.1(b).
3.2 Ho¨lder’s inequality
Let 1 < p < ∞ . We denote by Lp(R) , the Lebesgue space which consists of all measurable
functions defined on R such that
‖f‖p,R =
(∫
R
|f(x)|p dx
)1/p
<∞.
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By a weight function, we mean a function which is measurable, positive and finite almost
everywhere (a.e) on R . For a weight function w , we denote by Lp,w(R) , the weighted Lebesgue
space which consists of all measurable functions defined on R such that
‖f‖p,w,R =
(∫
R
|f(x)|pw(x) dx
)1/p
<∞.
The spaces Lp(R) and Lp,w(R) are both Banach spaces.
Let f : R→ Rg be a mesurable function and p ∈ R, p 6= 0 . We define
[f ]gp,Rg :=
(∫ g
Rg
|f(x)|(p)g ⊗ dx
)( 1
p
)
and [f ]p,g,R :=
(∫
R
|f(x)|pg′(x) dx
) 1
p
. (3.10)
Remark 3.3. The expression [f ]p,g,R in (3.10) is not a norm of some weighted Lebesgue space
unless 1 < p < ∞ and g′ qualifies to be a weight function which can be a case if, e.g., g
is an increasing function and consequently g′ > 0 . In such a case, [f ]p,g,R will enjoy all the
properties of a norm.
As an independent interest, it is easy to observe that the expressions [f ]gp,Rg and [f ]p,g,R
are connected. Precisely, we prove the following:
Proposition 3.4. Let f : R→ Rg be a measurable function and p ∈ R, p 6= 0 . Then
[f ]gp,Rg = g
−1
(
[g ◦ f ]p,g,R
)
.
Proof. Let p > 0 . We have
|f(x)|(p)g =
(
g−1(|g(f(x))|)
)(p)
= g−1
(
|g(f(x))|p
)
so that ∫ g
Rg
|f(x)|(p)g ⊗ dx = g−1
(∫
R
|g(f(x))|pg′(x) dx
)
which gives that
[f ]gp,Rg = g
−1
((∫
R
|g(f(x))|pg′(x) dx
)1/p)
and we are done in this case. Similar arguments can be employed to prove the assertion for
p < 0 .
An element x ∈ Rg is said to be finite, written x <g ∞ , if there exists c ∈ Rg such that
x <g c .
We prove the following Ho¨lder’s type inequality:
Theorem 3.5. Let 1 < p <∞ .
(a) Let the generator g be increasing and f, h : R → Rg be measurable functions such that
[f ]gp,Rg <g ∞ and [h]
g
p′,Rg
<g ∞ . Then [f ⊗ h]g1,Rg <g ∞ and the following Ho¨lder’s type
inequality holds:
[f ⊗ h]g1,Rg ≤g [f ]
g
p,Rg
⊗ [h]gp′,Rg . (3.11)
(b) If the generator g is decreasing then the inequality (3.11) holds in the reverse direction.
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Proof. (a) We shall be using Theorem 3.1 for appropriate a, b ∈ R+g . Choose
a = |f(x)|g ⊗−1 [f ]gp,Rg (3.12)
and
b = |h(x)|g ⊗−1 [h]gp′,Rg . (3.13)
We have∫ g
Rg
a⊗ b⊗ dx =
(∫ g
Rg
|f(x)⊗ h(x)|g ⊗ dx
)
⊗−1
(
[f ]gp,Rg ⊗ [h]
g
p′,Rg
)
. (3.14)
Further, it can be seen that
a(p) = |f(x)|(p)g ⊗−1
(
[f ]gp,Rg
)(p)
so that
a(p) ⊗−1 g−1(p) =
{
|f(x)|(p)g ⊗−1
(
[f ]gp,Rg
)(p)}
⊗−1 g−1(p)
which on g -integrating gives
∫ g
Rg
a(p) ⊗−1 g−1(p)⊗ dx =
{(∫ g
Rg
|f(x)|(p)g ⊗ dx
)
⊗−1 [f ]gp,Rg
}
⊗−1 g−1(p)
= 1g ⊗−1 g−1(p)
= g−1
(g(1g)
p
)
.
Similarly, one can obtain that∫ g
Rg
b(p
′) ⊗−1 g−1(p′)⊗ dx = g−1
(g(1g)
p′
)
which together with the last equation gives(∫ g
Rg
a(p) ⊗−1 g−1(p)⊗ dx
)
⊕
(∫ g
Rg
b(p
′) ⊗−1 g−1(p′)⊗ dx
)
= g−1
(g(1g)
p
)
⊕ g−1
(g(1g)
p′
)
= g−1
(g(1g)
p
+
g(1g)
p′
)
= g−1(g(1g))
= 1g. (3.15)
Now, the inequality (3.11) follows in view of (3.14) and (3.15) if we take a and b given,
respectively, by (3.12) and (3.13) in Theorem 3.1 and take g -integral on both the sides of the
resulting inequality.
(b) This follows since the inequality (3.1) gets reversed for decreasing g .
A generalized version of Theorem 3.5 is the following:
Theorem 3.6. Let 1 < p, q, r <∞ be such that 1p + 1q = 1r .
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(a) Let the generator g be increasing and f, h : R → Rg be measurable functions such that
[f ]gp,Rg <g ∞ and [h]
g
p′,Rg
<g ∞ . Then [f ⊗ h]gr,Rg <g ∞ and the following Ho¨lder’s type
inequality holds:
[f ⊗ h]gr,Rg ≤g [f ]
g
p,Rg
⊗ [h]gq,Rg . (3.16)
(b) If the generator g is decreasing then the inequality (3.16) holds in the reverse direction.
Proof. (a) Write P = p/r , Q = q/r so that 1P +
1
Q = 1 . Applying the inequality (3.11) for
the functions F := f (r), H := h(r) and with the exponents P,Q , we obtain
[F ⊗H]g1,Rg ≤g [F ]
g
P,Rg
⊗ [H]gQ,Rg . (3.17)
It can be calculated that
[F ]gP,Rg =
(
[f ]gp,Rg
)(r/p)
,
[H]gQ,Rg =
(
[h]gq,Rg
)(r/q)
and
[F ⊗H]g1,Rg =
(
[f ⊗ h]gr,Rg
)(r)
using which in (3.17) and adjusting the exponents, (3.16) follows.
(b) This is an immediate consequence of the fact that g is decreasing.
As a consequence of Theorem 3.6, we prove the following:
Theorem 3.7. Let 1 < p, q, r <∞ be such that tp + 1−tq = 1r , where 0 < t < 1 .
(a) If the generator g is increasing and for all measurable functions f : R→ Rg ,
[f ]gp,Rg <g ∞ and [f ]
g
q,Rg
<g ∞,
then [f ]gr,Rg <g ∞ and the following inequality holds:
[f ]gr,Rg ≤g
(
[f ]gp,Rg
)(t)
⊗
(
[f ]gq,Rg
)(1−t)
. (3.18)
(b) If the generator g is decreasing then the inequality (3.18) holds in the reverse direction.
Proof. (a) Applying Theorem 3.6 for the functions f (t), f (1−t) and with the exponents pt ,
q
1−t ,
we obtain that
[f (t) ⊗ f (1−t)]gr,Rg ≤g [f (t)]
g
p/t,Rg
⊗ [f (1−t)]gq/1−t,Rg .
Now, since it can be worked out that
[f (t)]gp/t,Rg =
(
[f ]gp,Rg
)(t)
and
[f (1−t)]gq/1−t,Rg =
(
[f ]gq,Rg
)(1−t)
,
the assertion follows.
(b) This is an immediate consequence of the fact that g is decreasing.
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Theorem 3.5 provides g -Ho¨lder’s inequality for 1 < p < ∞ . Here, we used g -Young’s
ineuality for the same range of p given in Theorem 3.1. On the similar lines, by using Theorem
3.2, g -Ho¨lder’s inequality for p < 1, p 6= 0 can be obtained. We only state the theorem below:
Theorem 3.8. Let 0 < p < 1 .
(a) If the generator g is increasing then for all measurable functions f, h : R → Rg , the
following inequality holds:
[f ⊗ h]g1,Rg ≥g [f ]
g
p,Rg
⊗ [h]gp′,Rg . (3.19)
(b) If the generator g is decreasing then the inequality (3.19) holds in the reverse direction.
Remark 3.9. Theorem 3.5 is a generalization of g -Ho¨lder’s inequality proved in [1] for the
case 1 < p < ∞ . There the authors used the integral
∫
⊕
[a,b]
as defined in (2.1) which is a
special case of the integral
∫ g
[a,b]
used in this paper. Moreover our proof is based on g -Young’s
inequality and we have covered the case p < 1, p 6= 0 as well. The other variants of g -Ho¨lder’s
inequality that we prove in this subsection are also new.
3.3 Minkowski’s inequality
Theorem 3.10. Let 1 < p <∞ .
(a) If the generator g is increasing then for all measurable functions f, h : R → Rg , the
following Minkowski’s type inequality holds:
[f ⊕ h]gp,Rg ≤g [f ]
g
p,Rg
⊕ [h]gp,Rg . (3.20)
(b) If the generator g is decreasing then the inequality (3.20) holds in the reverse direction.
Proof. (a) Since g is increasing, we have
|f ⊕ h|g ≤g |f |g ⊕ |h|g (3.21)
and consequently∫ g
Rg
|f ⊕ h|(p)g ⊗ dx =
∫ g
Rg
|f ⊕ h|(p−1)g ⊗ |f ⊕ h|g ⊗ dx
≤g
∫ g
Rg
|f ⊕ h|(p−1)g ⊗ |f |g ⊗ dx⊕
∫ g
Rg
|f ⊕ h|(p−1)g ⊗ |h|g ⊗ dx
=: I1 ⊕ I2. (3.22)
We apply Ho¨lder’s inequality (3.11) and obtain
I1 ≤g [(f ⊕ h)(p−1)]gp′,Rg ⊗ [f ]
g
p,Rg
=
(
[f ⊕ h]gp,Rg
)(p)⊗−1(p′)
⊗ [f ]gp,Rg .
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Similarly
I2 ≤g
(
[f ⊕ h]gp,Rg
)(p)⊗−1(p′)
⊗ [h]gp,Rg
so that (3.22) gives∫ g
Rg
|f ⊕ h|(p)g ⊗ dx ≤g
(
[f ]gp,Rg ⊕ [h]
g
p,Rg
)
⊗
(
[f ⊕ h]gp,Rg
)(p)⊗−1(p′)
.
Now, adjusting the powers of the factor [f ⊕ h]gp,Rg , the assertion follows.
(b) This follows immediately since the inequality (3.21) and Ho¨lder’s inequality both hold
in the reverse direction in this case.
The case of the Minkowski inequality when p < 1, p 6= 0 can be discussed similarly. We
only state the result below:
Theorem 3.11. Let 0 < p < 1, p 6= 0 .
(a) If the generator g is increasing then for all measurable functions f : R → Rg , the
following Minkowski’s type inequality holds:
[f ⊕ h]gp,Rg ≥g [f ]
g
p,Rg
⊕ [h]gp,Rg . (3.23)
(b) If the generator g is decreasing then the inequality (3.23) holds in the reverse direction.
4 Hermite-Hadamard Inequality
In this section, we shall consider the special case of the integral
∫ g
[a,b]
f(x) ⊗ dx , i.e.,∫
⊕
[a,b]
f(x)⊗ dx given by (2.1).
The classical Hermite-Hadamard inequality asserts that if f : [a, b] → R is a convex
function then the following holds:
f
(
a+ b
2
)
≤ 1
b− a
∫ b
a
f(x) dx ≤ f(a) + f(b)
2
and the inequalities are reversed if f is concave. The aim of this section is to derive a g -
analogue of this inequality. First, we define the following:
Definition 4.1. A function f : [a, b] → Rg is said to be pseudo-convex on [a, b] if for all
x, y ∈ [a, b] and all 0 ≤ λ ≤ 1
f(λx+ (1− λ)y) ≤g λ⊙ f(x)⊕ (1− λ)⊙ f(y).
We shall denote
σ := λb+ (1− λ)a and δ := λa+ (1− λ)b.
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Theorem 4.2. Let f : [a, b]→ Rg be a pseudo-convex function. Then the following Hermite-
Hadamard inequality holds:
f
(
a+ b
2
)
≤g
(
1
b− a
)
⊙
∫
⊕
[a,b]
f(x)⊗ dx ≤g 1
2
⊙ (f(a)⊕ f(b)). (4.1)
Proof. Since f is pseudo-convex, we have
f
(
σ + δ
2
)
≤g 1
2
⊙ (f(σ)⊕ f(δ))
≤g 1
2
⊙
(
λ⊙ f(b)⊕ (1− λ)⊙ f(a)⊕ λ⊙ f(a)⊕ (1− λ)⊙ f(b)
)
=
1
2
⊙ (f(a)⊕ f(b)).
Thus since σ + δ = a+ b , it follows that
f
(
a+ b
2
)
≤g 1
2
⊙ (f(σ)⊕ f(δ)) ≤g 1
2
⊙ (f(a)⊕ f(b)). (4.2)
Now, making variable substitution λb+ (1− λ)a = x , we find that∫
⊕
[0,1]
f(σ)⊗ dλ =
∫
⊕
[0,1]
f(λb+ (1− λ)a)⊗ dλ
= g−1
(∫ 1
0
(g ◦ f)(λb+ (1− λ)a) dλ
)
= g−1
(
1
b− a
∫ b
a
(g ◦ f)(x) dx
)
= g−1
(
1
b− ag
(
g−1
(∫ b
a
(g ◦ f)(x) dx
)))
=
1
b− a ⊙ g
−1
(∫ b
a
(g ◦ f)(x) dx
)
=
1
b− a ⊙
∫
⊕
[a,b]
f(x)⊗ dx.
Consequently, taking g -integral throughout (4.2) with respect to λ over [0, 1] , the inequality
(4.1) follows.
Corollary 4.3. Let u, v >g 0g, u 6= v and g be increasing. Then the following inequalities
hold:
(u⊗ v)(1/2) ≤g 1
g(Lnu)− g(Ln v) ⊙ (u⊖ v) ≤g
1
2
⊙ (u⊕ v). (4.3)
Proof. Clearly, for an increasing function g , f(x) = Eg
−1(x) is pseudo-convex. After some
calculations, it can be worked out that by taking f(x) = Eg
−1(x) in Theorem 4.2, the
inequalities (4.1) become(
Eg
−1(a) ⊗ Eg−1(b)
)(1/2)
≤g 1
b− a ⊙
(
Eg
−1(b) ⊖ Eg−1(a)
)
≤g 1
2
⊙
(
Eg
−1(a) ⊕ Eg−1(b)
)
. (4.4)
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Now, put
Eg
−1(a) = u and Eg
−1(b) = v
so that
a = g(Lnu) and b = g(Ln v).
The inequalities (4.3) now follow with these transformations.
Remark 4.4. The inequalities (4.3) are the g -analogue of the standard geometric-logarithmic-
arithmatic mean inequality
√
uv ≤ u− v
lnu− ln v ≤
u+ v
2
, u, v > 0, u 6= v
which can be obtained by taking the generator g as the identity function in (4.3)
A refinement of the Hermite-Hadamard inequality has recently been given in ([4], Theorem
1.1), We prove below its g -analogue which is a refinement of the inequality (4.1).
Theorem 4.5. Let f : [a, b] → Rg be a pseudo-convex function. Then for all λ ∈ [0, 1] , the
following inequalities hold:
f
(
a+ b
2
)
≤g ℓ(λ) ≤g
(
1
b− a
)
⊙
∫
⊕
[a,b]
f(x)⊗ dx ≤g L(λ) ≤g 1
2
⊙ (f(a)⊕ f(b)), (4.5)
where
ℓ(λ) := λ⊙ f
(
λb+ (2− λ)a
2
)
⊕ (1− λ)⊙ f
(
1 + λb+ (1− λ)a
2
)
and
L(λ) :=
1
2
⊙
(
f(λb+ (1− λ)a)⊕ λ⊙ f(a)⊕ (1− λ)⊙ f(b)
)
.
Proof. Recall σ = λb + (1 − λ)a . Clearly a < σ < b . We apply the inequality (4.1) on the
interval [a, σ] , with λ 6= 0 and get
f
(
a+ σ
2
)
≤g
(
1
σ − a
)
⊙
∫
⊕
[a,σ]
f(x)⊗ dx ≤g 1
2
⊙ (f(a)⊕ f(σ)). (4.6)
Similarly applying again (4.1) on the interval [σ, b] with λ 6= 1 , we get
f
(
σ + b
2
)
≤g
(
1
b− σ
)
⊙
∫
⊕
[σ,b]
f(x)⊗ dx ≤g 1
2
⊙ (f(σ)⊕ f(b)). (4.7)
Clearly
λ⊙ f
(
a+ σ
2
)
⊕ (1− λ)⊙ f
(
σ + b
2
)
= ℓ(λ). (4.8)
Also, we find that
λ⊙
(
1
σ − a
)
⊙
∫
⊕
[a,σ]
f(x)⊗ dx⊕ (1− λ)⊙
(
1
b− σ
)
⊙
∫
⊕
[σ,b]
f(x)⊗ dx
=
1
b− a ⊙
(∫
⊕
[a,σ]
f(x)⊗ dx⊕
∫
⊕
[σ,b]
f(x)⊗ dx
)
=
1
b− a ⊙
∫
⊕
[a,b]
f(x)⊗ dx (4.9)
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and
λ⊙ 1
2
⊙ (f(a)⊕ f(σ))⊕ (1− λ)⊙ 1
2
⊙ (f(σ)⊕ f(b)
=
1
2
⊙
(
λ⊙ f(a)⊕ f(σ)⊕ (1− λ)⊙ f(b)
)
= L(λ). (4.10)
Now, taking the ⊙ product of (4.6) with λ and (4.7) with 1−λ and using (4.8), (4.9), (4.10),
we obtain
ℓ(λ) ≤g 1
b− a ⊙
∫
⊕
[a,b]
f(x)⊗ dx ≤g L(λ). (4.11)
Writing a+ b2 as
a+ b
2
=
λ
2
(λb+ (2− λ)a) + (1− λ
2
)
(1 + λ)b+ (1− λ)a
and using the pseudo-convexity, we get
f
(
a+ b
2
)
≤e ℓ(λ) (4.12)
and from the pseudo-convexity applied on L(λ) , we get
L(λ) ≤g 1
2
⊙ (f(a)⊕ f(b)). (4.13)
Now, the inequalities (4.5) follow from (4.12) and (4.13).
Remark 4.6. Similar to the pseudo-convexity, one can define pseudo-concavity: A function
f : [a, b]→ Rg is said to be pseudo-concave on [a, b] if for all x, y ∈ [a, b] and all 0 ≤ λ ≤ 1
f(λx+ (1− λ)y) ≥g λ⊙ f(x)⊕ (1− λ)⊙ f(y).
Theorems 4.2 and 4.5 can be formulated and proved with pseudo-convexity relaced by pseudo-
concavity.
5 Concluding Remarks
In this paper, the classical inequalities, namely, Young’s, Ho¨lder’s, Minkowski’s and Hermite-
Hadamard inequalities have been derived in the framework of g -calculus. The entire range of
index p ∈ R, p 6= 0 has been covered.
Remark 5.1. In [10] (see also [8]), Mesiar introduced a generalized g -integral∫ g,h
[a,b]
f(x)⊗ dx = g−1
(∫ b
a
(g ◦ f)(x)h(x) dx
)
,
where h is a non-negative integrable real function and the corresponding g -derivative
Dg,gf(x) = g
−1
(
(g ◦ f)′(x)/h(x)
)
.
The results of Section 3 can easily be formulated and proved in terms of the above integral.
Remark 5.2. It is of interest if the inequalities in Section 4 could be obtained for the generalized
integrals
∫ g
[a,b]
or
∫ g,h
[a,b]
instead of
∫
⊕
[a,b]
.
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