Resolving the topography of the core-mantle boundary (CMB) and the structure and composition of the D region is key to improving our understanding of the interaction between the Earth's mantle and core. Observations of traveltimes and amplitudes of short-period teleseismic body waves sensitive to lowermost mantle provide essential constraints on the properties of this region. Major challenges are low signal-to-noise ratio of the target phases and interference with other mantle phases. In a previous paper (Part I), we introduced the slant-stacklet transform to enhance the signal of the core-reflected (PcP) phase and to isolate it from stronger signals in the coda of the P wave. Then we minimized a linear misfit between P and PcP waveforms to improve the quality of PcP-P traveltime difference measurements as compared to standard cross-correlation methods. This method significantly increases the quantity and the quality of PcP-P traveltime observations available for the modelling of structure near the CMB. Here we illustrate our approach in a series of regional studies of the CMB and D using PcP-P observations with unprecedented resolution from high-quality dense arrays located in North America and Japan for events with magnitude M w >5.4 and distances up to 80
I N T RO D U C T I O N
The last few hundred kilometres at the base of the mantle represent a thermal and chemical boundary layer between the silicate mantle and the iron fluid core where important dynamic processes are taking place. The seismic properties of this region are distinct from those of the rest of the lower mantle (e.g. for recent reviews, see Lay & Garnero 2011; Lay 2015) . Already in the 1960s, distinct shear and compressional velocity gradients with depth were observed, which led Bullen (1963) to name this region D . From the longwavelength point of view of global tomography, D is characterized by an increase in the rms velocity variations as one approaches the core-mantle boundary (CMB), and the presence of the two large antipodally located low shear velocity provinces (LLSVPs), centred near the equator in the Pacific and under Africa, and surrounded by a ring of fast shear wave velocities (e.g. Masters et al. 2000; Lekic et al. 2012) . This long-wavelength structure contains a strong 'degree 2' component, present both in Vs and Vp models, and identified from normal mode and traveltime data (Masters et al. 2000; Houser et al. 2008) , which has led to suggestions of the possible stabilizing role of these structures for global mantle circulation (e.g. Torsvik et al. 2008; Dziewonski et al. 2010; Lekic et al. 2012; Greff-Lefftz & Besse 2012) .
Vp models of large-scale structure in D have been obtained either from global mantle tomography, with constraints primarily from normal mode splitting data (Ishii & Tromp 1999 , or from a combination of traveltimes of core-reflected (PcP) and core-refracted (PKP) phases (e.g. Tkalčić et al. 2002; Young et al. 2013 ). There are also some studies based on the dispersion of Pdiff (Sylvander et al. 1997; Valenzuela & Wysession 1998) . In the latter studies, the PcP phase is referred to P in order to correct for upper-mantle effects.
In addition to this long-wavelength structure, there are indications of complexity at shorter wavelengths. The borders of the LLSVPs are found to be sharp (e.g. Ni & Helmberger 2001; To et al. 2005) , with transitions over just a few hundred kilometres. There is a laterally varying discontinuity that marks the top of D (e.g. Lay & Helmberger 1983a; Thomas et al. 2002; Cobden & Thomas 2013 ) and evidence has been found for Ultra Low Velocity Zones (ULVZs), that is, localized and thin patches of strongly reduced Vs or Vp (e.g. Garnero & McNamara 2008; McNamara et al. 2010; Thorne et al. 2013; Jensen et al. 2013) . There is also evidence for the presence, at least locally, of anisotropy in D (Vinnik et al. 1989; Cottaar & Romanowicz 2013; Lynner & Long 2014; Roy et al. 2014) . However, the spectrum and distribution of short-wavelength heterogeneity in D is poorly known. From PKP(DF) precursor studies, it has been suggested that there is strong scattering originating in D at wavelengths of tens of kilometres (e.g. Cleary & Haddon 1972; Vidale & Hedlin 1998; Hedlin & Shearer 2000; Margerin 2003; Cao & Romanowicz 2007; Frost et al. 2013) , which agrees with studies of short-period P diffracted waves (e.g. Bataille & Lund 1996) and ScS precursors (van der Hilst et al. 2007) .
On the other hand, the lateral variations of CMB topography (up to 5 km peak-to-peak), which are important to constrain coremantle coupling mechanisms, are poorly known (above degree 4) and have been the subject of vigorous debates (Creager & Jordan 1986; Morelli & Dziewonski 1987; Rodgers & Wahr 1993; Garcia & Souriau 2000; Sze & van der Hilst 2003) . At long wavelengths, recent work indicates that the CMB is depressed under subduction zones around the Pacific, and elevated under the LLSVPs (e.g. Lassak et al. 2010; Soldati et al. 2012) . Most studies of CMB topography rely on traveltime measurements of PcP and PKP phases (e.g. Soldati et al. 2012) , sometimes adding normal mode splitting constraints (Soldati et al. 2013) .
Separating the effects of D structure and CMB topography on compressional body-wave phases is a particularly challenging question. One of the difficulties comes from the uneven global sampling achieved by PcP measurements. PcP is a weak phase that is buried in the coda of the P wave and is therefore difficult to isolate from P reverberations originating in the crust and uppermost mantle, as well as depth phases. This restricts the distance range of useful PcP observations and necessitates the design of appropriate signal processing approaches.
To improve signal-to-noise ratio (SNR) and isolate weak bodywave phases, most studies routinely combine data of many spatially close stations using delay-and-sum (i.e. slant-stack) approaches. In particular, these intuitive array processing approaches are effective for the isolation of PcP precursors, such as the P wave reflected at the top of D (PdP) or at the top of an ULVZ (PuP) (e.g. Lay & Helmberger 1983b; Wysession et al. 1998; Thomas et al. 2002; Rost & Thomas 2010; Cobden & Thomas 2013; Frost et al. 2013; Thomas & Laske 2015) .
The low directionality of seismometers (the amplitude pattern is the cosine of the angle from the orientation axis of the sensor to the incident axis of a wave), combined with the rather high interstation distance (in wavelengths) of dense large-scale arrays, limits the performance of optimal (e.g. least-squares) array-processing approaches (e.g. Li et al. 2003; Lorenz & Boyd 2005) . The approximate compact support of the waveform (the limited portion of the time and frequency domains in which it is concentrated) as well as uncertainties on the slowness of body-wave signals add additional difficulties with these approaches.
Alternative methods developed in the context of image processing have proven useful in dense and close to regular array deployments such as used, for example, in exploration geophysics. For example, in Radon transform-based methods, signals are projected to transformed domains to facilitate their enhancement and separation. In seismology, these methods are regularly used to obtain slowness slant stacks (also vespagrams) that separate signals according to their slowness and time of arrival, and to improve derived measurements such as that of polarization (Schimmel & Gallart 2003 . For example, Gu & Sacchi (2009) map upper-mantle discontinuity topography from SS precursors using least-squares and high-resolution Radon transform methods.
In (from here on referred to as 'Paper I'), we introduced the slant-stacklet transform to improve SNR and to separate weak body-wave phases from other signals which, combined with coherency-guided filters, allowed us to obtain clean PcP observations in situations of low SNR and high signal interference. We illustrated the performance of this method in obtaining high-quality differential PcP-P traveltime measurements on two examples, using data from dense arrays located in North America.
Here, we present the results of application of this method to a larger data set collected from dense arrays in North America and Japan. We first briefly summarize the data processing methods to separate signals in slowness and to estimate differential traveltimes. We then discuss the main sources of bias in the obtained PcP-P traveltime differences and how to correct for those, when possible. In a context where the coverage and the number of events sampling an area of the CMB are extremely limited, this step is of key importance to improve the level of accuracy and confidence in the observations. We conclude by stressing the importance of mantle corrections and discussing the results in terms of what they tell us about lateral variations of structure near the CMB around the Pacific.
P c P -P T R AV E LT I M E D I F F E R E N C E E S T I M AT I O N
The waveform of PcP is not only highly correlated with the waveform of P but also with many other close arriving phases. These signals, which are often stronger than PcP, can be more correlated with P than PcP itself, leading to ambiguities and misinterpretations. The most prominent signals are the p and s depth phases of P (pP and sP), other related phases interacting with crust and upper-mantle discontinuities and sometimes PcP precursors.
The strategy we follow in Paper I aims at improving PcP-P traveltime accuracy and extending the distance range in which these measurements can be made through, (1) isolating PcP (and P) to reduce interference with other correlated signals and (2) improving the robustness of the traveltime difference estimation against uncertainties caused by close arriving signals. In order to isolate P and PcP, we introduce the slant-stacklet transform to build adaptive filters in slowness. For the traveltime difference estimation, we use two short sliding windows (as opposed to one fixed on P and one movable on PcP) to avoid contamination from other close signals (e.g., pPcP-pP) and to improve their identification.
The slant-stacklet transform and its use on slowness filters
The slant-stacklet transform decomposes the seismograms of a group of close stations (typically from an array) according to instantaneous slowness at different scales (equivalently, frequency bands).
To do this expansion, we first generate a family of localized planar wavefields that span a portion of the time-space-scale-slowness domain enclosing the signals under analysis; and then, we multiply (inner product) the seismograms with every member of this family. To build this family of functions, we use a single mother function φ(t, x) = a(x)ψ * (t), composed of a short-duration zero-mean wavelet ψ(t) satisfying the admissibility condition of the wavelet transform,
< ∞, along the time axis, and a weighting function a(x) along the space axis. We specifically write the slant-stacklet transform of a wavefield u(t, x) as:
where t is time, x is location, τ is delay and x c is a centre location (commonly, but not necessarily, the location of a station). The family of functions writes
where λ is scale, ψ * (t) is the complex conjugate of ψ(t) and p T is the transpose slowness vector, to account for in-plane and out-of-plane arrivals.
Every member of this family of functions has a characteristic slowness, scale and space size. These parameters together with the mother wavelet and the weighting function control the resolution in the transformed domain. The main decisions to be made are selecting (1) the time-frequency resolution of ψ(t) and (2) the spaceslowness resolution that is controlled by a(x) or, roughly, by the aperture of the subarray form with the group of stations used. Note that the aperture of the subarray may be a function of scale and location and, in consequence, the space-slowness resolution may change with them.
After projecting the signals to the transformed domain, we need to locate them to define appropriate filters. Conventionally, we could search for maxima of instantaneous slowness close to their expected theoretical values. This strategy is frequently problematic due to (1) the wide dynamic range of energy of seismic signals, hindering the definition of thresholds for noise attenuation and for discerning actual signals from plain noise, and (2) the possible variations in the level of noise, for example, as a result of scattering.
In order to better distinguish signals from noise, we choose to look for maxima of coherence, a measurement more closely related to the SNR with typical values of 1 when the SNR is high and close to zero when it is low. In the case of the slant-stacklet transform, this amounts to replacing the weighted sum over x, eq. (1), by a coherence estimator. In particular, we opt for coherence estimators for analytic signals, such as the phase-stack coherence estimator (Schimmel & Paulssen 1997) or estimators based on geometrically normalized cross-correlations (appendix of Taner et al. 1979) , to improve robustness and accuracy with respect to real signal alternatives (see Paper I, section 2.4).
Once we know the instantaneous slowness location of the signals, we can design the filter and synthesize the results back to the original domain. For this purpose, we impose gains to a finite set of slownesses, and we subsequently define an inverse transformation. We specifically make a weighted sum along slowness followed by an inverse wavelet transform. Alternatively, it is possible to use more aggressive non-linear filters following Schimmel & Gallart (2007) by introducing a coherence weighted term before the inverse wavelet transform. In the following, we do not consider this term in order to preserve linearity.
The main complexity of these filtering and synthesis operations arises from the finite slowness resolution of the transformed domain. The design of a filter is trivial when signals are well separated in the transformed domain and it becomes progressively harder as signal separation reduces. Nonetheless, those signals that the slantstacklet transform can still distinguish but cannot fully separate can be isolated, if their cross-interference is known accurately enough. We calculate these cross terms as the response of a planar wavefield to the analysis and synthesis operations. More details on the mathematical formalism and illustrations can be found in Paper I, sections 2.2, 2.3 and 3.
Traveltime difference estimation with two sliding windows
We can obtain differential traveltimes automatically as a maximum of correlation using a window fixed on P and one movable on PcP. These windows have to be long enough to include the waveform of P or PcP but as short as possible to reduce noise and interference from other correlated signals. However, the higher uncertainties on absolute arrival times than on differential arrival times together with the strong variations in the signal duration and in the interfering signals hinders the optimal location and length of these windows.
We allow for shorter windows by introducing two sliding windows the position of which is controlled by two delay parameters, one for the absolute position of the window along P, t a , and another for the differential position between P and PcP, t d . We specifically use the following objective function:
where x 1 (t), x 2 (t) defines the (windowed) inner product between x 1 and x 2 . Then x 1 (t − t a ), x 2 (t − t d − t a ) is its (windowed) crosscorrelation. In this function, we replace the standard criterion of maximum of correlation by a maximum of energy reduction on the candidate PcP signal, x 2 , using the P signal, x 1 , seeking for a better balance between waveform similarity and energy. More details can be found in Paper I section 4.
Application to
PcP-P traveltime differences Fig. 1(a) shows raw velocity time-series for a deep earthquake in northern Chile observed in North America at stations with good quality signal selected from the IRIS database (Fig. 1b) . We can clearly distinguish the P wave and, about 30 and 40 s later, pP and sP. Much weaker, PcP is hard to observe owing to its low SNR and to interference with much stronger pP, sP and later arriving phases. Measured PcP-P traveltime differences compared to AK135 1-D model, (PcP-P) data − (PcP-P) model at all the stations; (e) sorted by epicentral distance and (f) mapped to the reflection points of PcP at the CMB (here measurements outside of the ±2 s range are interpreted as outliers).
We extract P (Fig. 1c) and PcP ( Fig. 1d ) from the raw data ( Fig. 1a) using the slant-stacklet transform with the configuration used in the examples shown in Paper I section 3 to filter raw data in slowness. In particular, in the analysis operation, a(x) is a uniform weighting function, ψ(t) is the complex Morlet wavelet and the aperture of the subarrays is 0.33 deg s −1 , with a minimum value of 2
• and a maximum one of 6.7
• , in a period range of 1 s to about 54 s. In the filtered traces, we search for in-plane coherence maxima for both P and PcP in a wide slowness range around 1-D model predictions, and we use the minimum noise solution on the synthesis operation. Now, in Fig. 1(d) , we can clearly identify and follow PcP with epicentral distance. Only small remainders of pP and sP signals, much lower than PcP, can be seen.
The higher SNR and better signal separation achieved in Figs 1(c) and (d) dramatically improve the quality of traveltime difference estimations. Figs 1(e) and (f) show the traveltime measurements obtained using the method of the two sliding windows with the maximum energy reduction criterium, eq. (3). This method helps to further reduce bias and outliers with respect to the standard crosscorrelation method.
S O U RC E S O F B I A S I N P c P -P T R AV E LT I M E D I F F E R E N C E S
The accuracy of PcP-P traveltime differences is limited by the highest frequency of the signals used and the level of noise and interferences (coherent noise). These observations may contain additional biases due to a combination of external factors. A priori, the main sources of bias are mantle heterogeneities, earthquake mislocation, intrinsic attenuation and wave-propagation approximations.
The International Seismological Center (ISC) Bulletin provides high-quality hypocentre reports. Bondár & Storchak (2011) show cumulative distributions of mislocation and depth differences from ground truth for several location algorithms. About 90 per cent of the earthquakes with free-depth solutions have mislocation and depth differences less than 10 km. This reduces to 2.5 km mislocation and 4 km depth difference for 50 per cent of them. These errors introduce a bias on PcP-P traveltimes that varies according to epicentral distance and depth. The bias due to mislocation (Fig. 2a) reduces as epicentral distance and depth increase; while the bias due to depth difference ( Fig. 2b ) grows as focal depth increases and epicentral distance decreases. For example, when an earthquake with reported epicentral distance of 60
• and depth of 100 km is actually 5 km farther away, PcP-P will have a bias of −0.129 s; whereas if it is 5 km shallower than predicted, the bias will be +0.058 s.
Most earthquakes with magnitudes M w < 5.5, and sometimes even larger, are too noisy for accurate PcP-P analysis. Epicentral locations of larger magnitude earthquakes are good enough to safely ignore any bias introduced by mislocation or depth difference (below 0.1 s typically) because (1) it is typically below the actual accuracy of PcP-P observations, and (2) the bias introduced by mantle heterogeneities is much higher. The bias introduced by intrinsic attenuation and anisotropy are typically lower than that caused by epicentre estimation errors. Despite it being small, we do correct for intrinsic attenuation using the 1-D QL6 model (Durek & Ekström 1995) . Even severe and localized intrinsic attenuation heterogeneities with a very low Q extending from the asthenosphere to the bottom of the upper mantle would introduce biases that are difficult to observe at high frequencies, mainly due to their impact on relatively small and shallow portions of the PcP-P sensitivity kernel with little weight on the overall traveltime difference. Because of similar reasons, we consider bias due to anisotropy negligible. Among the sources of bias we discuss, earthquake mislocation and intrinsic attenuation are negligible compared to mantle heterogeneities.
The main purpose of referring PcP observations to P is to reduce contributions to traveltimes from regions with strong heterogeneities outside D as well as uncertainties on source parameters among other sources of bias. In view of the Fresnel volumes of P and PcP, this is especially useful for correcting for effects of the crust and of the top of the upper mantle for large epicentral distances, where P and PcP have closer travel paths.
The separation of P and PcP travel paths ( Fig. A1 ) is approximately proportional to depth in their shallow portions and progressively increases as the epicentral distance decreases. Meanwhile, the radius of the Fresnel volumes increases roughly as the square root of the minimum wavelength and the inverse of the sum of the inverses of the travel distance to the source and the station. This greatly reduces the sensitivity of PcP-P traveltime differences to mantle heterogeneities at shallow depths and large epicentral distances where P and PcP kernels mostly overlap. However, the sensitivity is still large in the transition zone for short epicentral distances or short wavelengths, and at larger depths, where the kernels do not overlap. An example showing the bias due to mantle heterogeneities and variations in the Moho and the 670 discontinuity depth is shown in the Appendix.
Approximations of wave propagation theory considered in the computation of reference traveltimes using 1-D/3-D models, may introduce additional bias. The most accurate solution is computing synthetic seismograms solving the full wave equation on global 3-D models to obtain traveltime differences as a delay between synthetic and observed waveforms. At long periods, these forward problems are routinely solved in a high performance computer environment, but their poor scaling towards shorter periods makes them numerically intractable at the present time. To make these problems more tractable, we can (1) use simpler models or (2) make approximations on the wave equation. The direct solution (Kawai et al. 2006) and the axi-symmetric (Nissen-Meyer et al. 2014 ) methods define tractable (still demanding) forward problems using the full wave equation up to 2 Hz in 1-D and 2-D models, respectively. For PcP-P traveltime difference estimation, we need global 3-D models to account for biases due to mantle heterogeneities or structures such as slabs and upper-mantle discontinuities. Infinite frequency approximations (i.e. ray tracing) are still the most commonly used alternative to calculate traveltimes at short periods, because they are fast enough to deal with the big volumes of data, taking into account global 3-D models. The main differences among them arise from the method used for ray tracing. The ray can be traced in a reference 1-D model or, more accurately, in the 3-D model using, for example, ray shooting or ray bending methods (e.g. Julian & Gubbins 1977; Moser 1991; Zhao et al. 1992) . We opt for the simplest option because (1) at short periods, global 3-D mantle models still have low resolution and are smooth, and (2) the epicentral distances we consider are relatively large. This approximation introduces an error that is much smaller than the actual mantle corrections calculated with the current mantle models. Eventually, as higher resolution models become available 3-D ray tracing may need to be considered.
We illustrate in the next section the importance of employing accurate global 3-D mantle models to correct for mantle heterogeneities.
C O R R E C T I O N S F O R M A N T L E H E T E RO G E N E I T I E S
We consider available global 3-D Vp models to correct for mantle heterogeneities. While Vp models have higher resolution under sources (often close to subduction zones) and receivers (mostly on land), Vs models have more uniform global resolution (in particular under oceans). Since differential traveltimes are not sensitive to the crust and uppermost mantle, we therefore also consider Vs models, and convert to P velocity using the ratio R = d ln V s /d ln V p . R ∼ 1.7 in the upper mantle and the mid mantle may increase to R > 3 in the lowermost mantle but its value is not very well constrained (e.g. Masters et al. 2000; Romanowicz 2001; Samuel et al. 2005; Brodholt et al. 2007 ). There are also depth and lateral variations located in the crust and the uppermost and lowermost mantle. Fig. 3 shows vertical cross-sections of Vp in the mantle along a great circle path (solid red line in Fig. 3a) for the example of an event sampling the CMB at the gulf of Alaska developed in figs 1, 3 and 8 of Paper I. In this example, a local maximum in the differential traveltime is clearly visible in the middle of the D region sampled (red colour in Fig. 3a) . The question is whether to attribute this sharp and localized maximum to a heterogeneity in D , versus somewhere in the mantle, or a combination of both. First of all, the width of this maximum is four times smaller than the Fresnel zone radius at the CMB at 2 s in the great circle plane (about 8
• for epicentral distances of 60
• to 70 • ). Second, when we compare the time of arrival of P and PcP with respect to their predictions (Paper I Figs 3a and c), we can appreciate that, while PcP arrival times remain relatively constant as a function of epicentral distance, P arrival times vary significantly. In particular, P is faster than average at epicentral distances of about 65
• -70
• . This indicates that this traveltime difference anomaly must be due to a heterogeneity extending along the P kernels. Considering the radius of the Fresnel zone and the separation of the rays in this distance range (Fig. A1) , this heterogeneity should be deeper than 300 km.
The dynamic range of Vp variations in the transition zone and the lower mantle is about 1 per cent in global Vp models, and slightly higher is some regional models. Figs 3(b) and (d) show Vp variations along this cross-section in models MIT-P08 (Li et al. 2008) and LLNL-G3Dv3 (Simmons et al. 2012) , respectively, and Figs 3(f) and (h) Vs variations from SEMUCB-WM1 (French & Romanowicz 2014 ) and S40RTS (Ritsema et al. 2011) . Solid black lines are P and PcP ray paths departing from the source to several receivers located at epicentral distances of 60
• . These ray paths progressively separate with increasing epicentral distance. Therefore, heterogeneities on the source side introduce bias on traveltimes which project to wider areas of the CMB than heterogeneities on the receiver side.
In order to explain this traveltime anomaly, we then search for a heterogeneity in the transition zone and/or the upper lower mantle on the receiver side along the Fresnel volume of P at epicentral distances of about 65
• . This heterogeneity should affect a significant portion of the path according to the expected low Vp variations. When we check the models carefully, we see that all of them report a high velocity zone (in blue) centred along the P ray path for stations at epicentral distances of 68
• from depths of about 660 km to about 1500 km or deeper (western Pacific subduction zone), and a close to zero velocity variation along PcP for the same stations and depth interval. They however disagree on the particular shape of this anomaly. This heterogeneity is located across the P rays paths of 66
• , 68
• and 70
• (see, e.g. Fig. 3d ), which fully match with the location of the maximum of traveltime difference in Fig. 3(a) . The LLNL-G3Dv3 model shows d lnVp of 0.5 to 1 per cent from 660 to about 1700 km, which is more than sufficient to explain observations in Fig. 3(a) . MIT-P08 shows slightly lower but smoother d lnVp variations with a similar extension in depth. The SEMUCB-WM1 and S40RTS models, smoother than the Vp models in this area, shows d lnVs up to 1 per cent for about the same depth range.
Figs 3(c), (e), (g) and (i) show mantle corrections according to these 4 global models, respectively, using the approximated ray paths of AK135 1-D model and a R conversion factor of 2 for SEMUCB-WM1, and one that increases with depth from 1.25 at the surface to 3 at the CMB for S40RTS (Ritsema & van Heijst 2002) . These values of R were used for the construction of these models. We explored the possibility of refining the values of R, however we found that with the data sets available, we could not constrain it significantly better. In these corrections, we exclude the lowermost mantle (>2500 km) to make PcP-P constraints on D relative to a global 1-D model, and the shallowest part of the upper mantle (<100 km) because of the large overlap of the sensitivity kernels. We see, in these figures, that most models agree on the maximum bias due to mantle heterogeneities, up to ±1 s for this particular example. Nevertheless, models disagree on the details of mantle corrections.
All models agree on the general trend of the mantle corrections along the coast of the gulf of Alaska. They suggest positive corrections in the west of 143
• W meridian and negative or close zero in the east, but their mean and the sharpness of their main features differ. LLNL-G3Dv3 gives stronger mantle corrections than MIT-P08, as predicted from the relative strength of these models. The mantle corrections from Vs models are smoother than for Vp models and, in this example, larger (more positive) than the ones from Vp models. This is explained by the relatively weaker velocity variations of Vs models in the mid-mantle along the P and PcP Fresnel volumes (e.g. follow the P ray path of 68
• from about 660 km depth at the receiver side). Comparing these corrections with the observations shown in Fig. 3(a) , we see that Vp models are better able, in this example, to remove the strong local lateral variations observed in the raw data. Fig. 4 shows observations before and after applying mantle corrections using the above models. Comparing Figs 4(a) and (c), we see that most of the short-wavelength oscillations in traveltime anomalies disappear when using LLNL-G3Dv3, and in particular, the maximum (in red) caused by the slab. After correction, observations are smooth, in agreement with the Fresnel zone resolution of PcP at CMB, with a mean value close to zero. A few relatively sharp oscillations appear in the southeast part of Fig. 4 (c) that may be caused by residual mantle heterogeneities, the roughness of LLNLG3Dv3, or due to approximation of wave propagation by rays traced in 1-D models. The MIT-P08 model (Fig. 4b) does not fully remove the contamination from the slab, but it introduces weaker perturbations than LLNL-G3Dv3 (e.g. compare the southeast part of Figs 4b and c). The two Vs models (Figs 4d and e) perform similarly, they increase slightly the mean of the traveltime differences and achieve a minor reduction of the contamination from the slab. In summary, mantle corrections are clearly important, but differ in detail from model to model. A possible objective criterion to evaluate results after mantle corrections is variance reduction, other more subjective criterion such as the wavelengths of the main structures are also of help.
R E G I O N A L C O N S T R A I N T S O N L AT E R A L VA R I AT I O N S O F S T RU C T U R E
We now illustrate our approach by applying it to regional studies in Central America, the western Pacific and Alaska/Canada, the first two close to the Pacific LLSVP and the third one farther from it, using events with magnitude M w > 5.4 and distances up to 80
• . According to CMB topography studies, at large wavelengths, the CMB is depressed in Central America, Alaska/Canada regions, while in the western Pacific it is elevated (e.g. Lassak et al. 2010; Soldati et al. 2012 ). According to global velocity models (Fig. 11) , Vp is slightly higher than average in Central America, it is much lower in the portion of the LLSVP sampled in the western Pacific region, and has close to no variations in Alaska/Canada. In contrast, Vs is much higher than average in Central America and slightly higher in Alaska/Canada.
As in the example shown in Fig. 1 , we define many overlapping subarrays using stations from USArray and other nearby networks in North America, and from Hi-Net (Okada et al. 2004; Obara et al. 2005) in Japan. We use the same parameters for the P and PcP separation and for the PcP-P traveltime difference measurement in the three regions considered, although we could attain slightly shorter periods with Hi-Net due to its higher density. In these examples, we exclude events at distances below 42
• (bottoming of P shallower than 1000 km) because the greater contribution of upper-mantle heterogeneities on P traveltimes and the large separation between P and PcP Fresnel volumes reduce the accuracy of PcP-P traveltime differences too much, even after mantle corrections, considering that the expected anomalies in PcP-P with respect to 1-D reference model should not exceed ±2 s. We evaluate the results after mantle corrections for each model individually, according to local smoothness and standard deviation of the corrected observations, and we interpret the robustness of the results according to the agreement between them.
PcP-P traveltime differences vary as a function of the PcP incidence angle at the CMB (according to AK135, at epicentral distances of 50
• , 60
• and a focal depth of 0 km, this difference is 55.5
• , 64.2 • and 71.8
• , respectively). In order to combine data from stations at different epicentral distances sampling the same location of the CMB, we project the PcP-P traveltime difference with respect to the AK135 1-D model to the vertical part of the path using this angle. Assuming lateral variations small, this observation is sensitive to the vertical velocity structure of the D layer (about -2.7 per cent per second of traveltime difference considering a D of 250 km thickness) and the elevation of the CMB boundary (about −6.8 km per second of traveltime difference) and therefore it is convenient to merge data from many earthquakes. Still we cannot resolve the relative contributions of velocity and topography on the resulting traveltimes. Complementary observations, such as PKP traveltime data (e.g. Morelli & Dziewonski 1987) , Pdiff traveltimes (e.g. Wysession 1996) or PcP/P amplitude ratios sensitive primarily to velocity, are needed to resolve this trade-off. Note that minor sources of bias for PcP-P traveltime differences may become significant in these observations, such as focusing effects on amplitude ratios. 
Central America
Fig . 5 shows the coverage obtained in Central America from 47 earthquakes located in South America (Table 1 ) with a total of 18 301 high-quality PcP observations recorded on broadband stations in North America. Here, we have rejected outliers and stations at azimuths where the radiation of P or PcP is small or with opposite signs. Also, we have excluded 16 additional earthquakes with clear P signals but very subtle or undetectable PcP signals even after processing. Fig. 6 (a) presents local means of vertical PcP-P traveltime differences (after correcting for epicentral distance) with respect to AK135 1-D model and Fig. 6(b) shows their standard deviation. These results show lower than average differential traveltimes except in a band of higher values at about 80
• W, with peak to peak variation of 0.9 s, much larger than the maximum standard deviation of about 0.25 s. The standard deviation has slightly stronger short wavelengths than the mean due to lateral variations in the coverage (see Figs 5b and c), and to a lesser extent, due to rapid variations in . Mean (left column) and standard deviation (right column) of vertical PcP-P traveltime residuals averaged over a radius of 0.7 • at the CMB with (top) no mantle corrections, and (below) after correcting for mantle structure (from 100 to 2500 km depth) using MIT-P08 (c,d), LLNL-G3Dv3 (e,f), SEMUCB-WM1 (g,h) and S40RTS (i,j) global models.
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http://gji.oxfordjournals.org/ Downloaded from the traveltime differences and outliers not previously removed. In many locations, the number of events is too small to obtain robust measurements of standard deviation (especially on the borders), and the size of the region used to estimate the mean and the standard deviation is relatively large, a circle of 1.4
• of diameter. Figs 6(c)-(j) show the results after correcting for mantle heterogeneities (from depths of 100 to 2500 km) and the corresponding standard deviations. We find that there is agreement among the four models used for mantle corrections in reducing the band of higher than average traveltimes at about 80
• W, resulting in smoother maps with lower than average traveltime anomalies. Therefore, we conclude that this band of high differential traveltimes discussed in previous studies (e.g. Fisher et al. 2003; Durand et al. 2013 ) is due to the mantle on the receiver side, for example, waves travelling along the Farallon Plate. The LLNL-G3Dv3 and SEMUCB models produce smoother solutions (Figs 6e and g ), while the MIT-P08 and S40RTS models reduce the local standard deviation more (Figs 6d  and j) . These results agree with Vp and Vs global velocity models that predict higher velocities than average in this region. Global topography models (of much lower resolution) predict a depressed CMB in this area that, if predominant over velocity variations, and taking the CMB reference radius as 2891.5 km (and not shallower), would result in positive traveltime differences. This indicates that, if topography models are correct, one might interpret these maps as due primarily to lateral variations in velocity, with predominantly faster than average velocities. After mantle corrections, the velocity variations are rather uniform over this region: the band of slow traveltime anomalies has disappeared.
Western Pacific
In this example, we focus on the western border of the Pacific LLSVP, around 10
• N-160
• W, and also include available data west of this area. Fig. 7 shows the coverage of this region from 50 earthquakes with depth larger than 100 km located along the north Indian plate border (Table 2) . We obtained a total of 31 370 high-quality PcP observations recorded on short-period stations from Hi-net in Japan. We also excluded seven earthquakes with clear P signals but very subtle or undetectable PcP signals. To improve the illumination around the border of the LLSVP, we added seven shallower earthquakes.
Figs 8(a) and (b) present local averages of vertical PcP-P traveltime differences and their standard deviation with respect to AK135 1-D model. Lateral variations of vertical traveltimes occur at the border of the LLSVP where the sampling is good and the standard deviation is relatively small, but more rapid and stronger variations are present in the western region (about 130
• E and 145
• E). This is probably due to a strong interaction of the P and PcP waves sampling the Pacific and Philippine slabs along the Pacific coast and south of Japan in the mid-mantle. When correcting for mantle structure, the S models (Figs 8g-j) result in more coherent maps than the P models (Figs 8c-f) . The S models tend to improve standard deviation, while reducing most of the strongest short-wavelength structures (compare Fig. 8a with Figs 8g and i) ; in contrast, P-models somewhat increase standard deviation and show a similar short-wavelength content as the uncorrected map. This behaviour may be due to the higher resolution of upper-mantle S models under the oceans compared to P models as a result of better coverage.
After correcting for mantle heterogeneity using the two S models, the results show a similar trend. They show strong variations at the border of LLSVP, where vertical traveltimes vary about 0.6 s over a distance of 10
• , with lower than average traveltimes in the west (outside the LLSVP) of this region. The only exception comes from a few events sampling the CMB in the north of the Philippines showing traveltimes much higher than average. With the current coverage, it is not clear if these results are due to remaining mantle heterogeneities (e.g. from the slabs subducting under Japan) or real D structure. The former is likely, since the anomaly is already strongly reduced using current S models converted to P velocity. Table 2 . Event database in the western Pacific from the reviewed ISC bulletin up to December 2012 and from the NEIC global earthquake bulletin afterwards. 
Alaska/Canada
Fig . 9 shows the coverage obtained in Alaska and Canada from 50 earthquakes located in northern Pacific and the north polar region (Table 3 ) with a total of 16 423 high-quality PcP observations recorded on broadband stations in North America. In this data set, we exclude events in the Aleutian Islands sampling the gulf of Alaska (south of 55
• N and west of 135 • W) with epicentral distances shorter than 50
• . Along the P ray path of these events, global models show strong slow heterogeneities (see the cross-sections in Fig. 3 slightly north of this area). In addition, the 660 discontinuity has strong depth variations (up to 40 km upward deflection) on the source side (Zheng et al. 2015) . For example, at an epicentral distance of 40
• , the separation of the ray paths of P and PcP at 660 is large (4.72
• ) which produces a bias of about 5.1 ms km −1 (about 0.2 s for a 40 km shallower 660 discontinuity) on PcP-P traveltime differences. Even ignoring multipathing effects, these structures have a significant impact on PcP-P traveltimes, that cannot be sufficiently reduced with our current mantle corrections and azimuth coverage.
Figs 10(a) and (b) present local means of vertical PcP-P traveltime differences and their standard deviation with respect to AK135 1-D model. We observe lower than average traveltimes in the western part of the map that abruptly become much higher than average towards the east, especially in the southern part, around British Columbia, where the standard variation is also the highest. Most of the events sampling this area are located in the Aleutian Islands and epicentral distances range from about 50
• to 65
• . Figs 10(c)-(j) show that global models disagree significantly in this region, but they agree on reducing higher than average anomalies. PcP-P traveltime results after P-model corrections for mantle structure are smoother than using S models. When comparing maps corrected using the P models (Figs 10c-f) , similarly to the example in Central America, the LLNL-G3Dv3 model produces smoother results and the MIT-P08 lower standard deviations. In the S models, SEMUCB (Figs 10g-h ) reduces the standard deviation in the region about British Columbia while reducing positive anomalies; whereas S40RTS (Figs 10i-j) performs poorly in this region. In our opinion Fig. 10 (e) obtains overall the most likely results because it produces the smoothest results (e.g. around British Columbia) while slightly reducing standard deviation in the same region; however, considering the impact of upper-mantle heterogeneities and the discrepancies among these models, it is difficult to judge which of the first three models is best for mantle corrections in this region. A better coverage or, in its absence, the use of 3-D ray-tracing methods and a better upper-mantle model are needed to improve mantle corrections and achieve a more definitive image in this region.
D I S C U S S I O N
In Fig. 11 , we compare our preferred maps of PcP-P traveltime differences projected on the vertical plane after mantle corrections with global tomographic maps of P velocity at 2800 km depth obtained using the four mantle models discussed here, and in addition, model HSML-P06 (Houser et al. 2008 ).
When we compare vertical PcP-P traveltimes considering the full mantle in the roughest model available, LLNL-G3Dv3, using 1-D ray tracing and 3-D based on pseudo-bending with the LLNL-Earth3D code, we see differences of the order of 0.1 s, and sometimes larger than 0.3 s at short distances. This bias reduces in smoother models and is not significant on average, but it does have a noticeable effect on the variance. More involved mantle corrections using 3-D ray tracing methods may help to reduce variance and disagreements among mantle models for paths with a strong interaction with slabs, such as in Central America, and may allow us to include observations at relatively short epicentral distances that we now have to reject, such as in Alaska/Canada. Nevertheless, we need higher resolution mantle models to fully correct for these short-scale mantle heterogeneities.
In the regional studies conducted, correcting for mantle heterogeneities from 100 to 2500 km depth improves variance reduction in the data and significantly attenuates fast lateral variations of vertical PcP-P traveltimes that are due to contamination by shallow heterogeneities. In Central America, we observe generally higher than average Vp velocity d lnVp ∼ 0.5 per cent considering a D of 250 km thickness and the default CMB depth, with a slight reduction towards the south. In a region where the CMB is found to be depressed, this velocity variation may be higher. In Alaska/Canada, Figure 10 . Mean (left column) and standard deviation (right column) of vertical PcP-P traveltime anomalies averaged over a radius of 0.7 • at the CMB with (top panels) no mantle corrections, and (below) after correcting for mantle (from 100 to 2500 km depth) using MIT-P08 (c,d), LLNL-G3Dv3 (e,f), SEMUCB-WM1 (g,h) and S40RTS (i,j) global models.
we also observe generally higher than average Vp velocity but with stronger lateral variations, results are however less clear than in Central America due to stronger contamination by upper-mantle heterogeneities. In the western Pacific, we observe a Vp velocity reduction of about 1.6 per cent (considering a D of 250 km thickness) over a distance of 10
• across the western border of the Pacific LLSVP. This reduction may be higher if the CMB is elevated in the LLSVP regions. Note that the fact that the CMB is found depressed in cold/high-velocity regions and elevated in hot/low-velocity buoyant regions (e.g. Lassak et al. 2010; Soldati et al. 2012 ) introduces a trade-off between CMB elevation and Vp velocity of about 0.4 per cent d lnVp reduction per kilometer of increased elevation. This Figure 11 . Lateral variations in P or S velocity at 2800 km depth according to global models: (a) HMSL-P06, (b) MIT-P08, (c) LLNL-G3Dv3, (d) SEMUCB-WM1 and (e) S40RTS compared to (f) the mean of vertical PcP-P traveltime differences at the CMB after mantle corrections (the conversion factor from vertical traveltimes to d lnVp is −2.7 per cent per second of traveltime difference, with a D thickness of 250 km, and to CMB elevation is −6.8 km s −1 ). In (a-e), black rectangles delimit the regions considered in this paper.
leads to maximum values of velocity reduction across the western border of the Pacific LLSVP of about 3.6 per cent d lnVp considering a peak-to-peak variation of CMB topography of 5 km, compatible with the lateral Vp velocity variations observed by Tanaka et al. (2015) in the same region. The PcP/P amplitude ratios (much more sensitive to velocity than elevation) are of help to resolve this tradeoff as long as biases due to focusing or attenuation effects are small or can be corrected for. The study of the weak top D reflection (i.e. PdP) may help to better constrain D velocity, with the added complication that the topography at the top of D may be much stronger than that presently known at the CMB. Many D discontinuity detections using SdS are reported in the Central America region from about 140 to 290 km above the CMB. Some of them also report lateral variations of thickness (see, e.g. Kito et al. 2007) . Few studies using PdP exist in the regions considered, Reasoner & Revenaugh (1999) report a velocity jump of 0.5-0.6 per cent at 190 ± 20 km above the CMB in a region around 90
• W in the Pacific. These results are compatible with the velocity variations we see in the same area, about 0.35-0.7 per cent d lnVp considering the same thickness of the D region. When we consider a constant velocity of d lnVp ∼ 0.6 per cent, our results translate to variations of D thickness in agreement with Thomas et al. (2004) using SdS and scattered waves (referred to ScS), namely a shallow D discontinuity in the north of this region and deeper in the south. These results are tentative, much more information and accuracy are needed to clearly solve for volumetric structure, topography of the CMB and the D discontinuity, and the trade-offs among them.
Overall, there is good agreement among 3-D mantle models after mantle corrections in the three regions considered. At shorter wavelengths, we find no compelling evidence for the lateral variations seen before mantle corrections. The main signals come from the Pacific LLSVP and the ring of fast velocities around the Pacific.
C O N C L U S I O N S
We use dense arrays to illustrate how array processing can dramatically increase the amount of high-quality PcP observations, and potentially of much weaker phases. With the slant-stacklet transform, we combine signal from a group of seismometers to attenuate incoherent noise and to separate weak PcP signals from stronger signals in the coda of the P wave, by exploiting their slowness contrast. Thus, signals that would have been otherwise rejected because of low SNR or high signal interference can still be exploited.
We correct maps of vertical traveltime anomalies in D for mantle heterogeneities using several recent P and S global models. Assuming that a more coherent map indicate better mantle corrections, P models achieve the best corrections in Central America and S models in the western Pacific. These corrections can be quite significant (as high as 1 s) when P and PcP kernels sample mantle slabs. Under good azimuthal coverage, mantle heterogeneities should cancel out on average. However, considering the less than ideal coverage of many regions around the globe for this type of measurement, having accurate velocity models of the upper and mid mantle may become more and more important in order to expand at Univ of California Library on October 12, 2015 http://gji.oxfordjournals.org/ Downloaded from the regions sampled by PcP-P and other seismic phases that provide valuable constraints on CMB and the D region.
With high-quality PcP-P traveltime data obtained using the slantstacklet approach, we show the importance of mantle corrections on the retrieval of lateral variations of structure at the base of the mantle. While very incomplete in global coverage due to the lack of appropriate arrays, the results are in agreement with results from tomography and other studies. In particular, they allow us to localize the western border of the Pacific LLSVP, albeit only in one place.
The quality and coverage of D structure and CMB topography constraints from PcP-P traveltime differences may further improve by applying the slant-stacklet transform to exploit complementary information from pPcP-pP or sPcP-sP traveltime differences. Besides, in a scenario where coverage is often extremely limited, further improving corrections for mantle heterogeneities (e.g. using 3-D ray tracing methods or comparing waveforms from real and synthetic seismograms) but also for other sources of bias may prove key for improving our knowledge of the finescale lowermost mantle structure.
Our study also emphasizes the importance of developing highquality global mantle tomographic models to correct for heterogeneity above D and retrieve meaningful maps of lateral variations of seismic structure at the base of the mantle.
In the future, the deployment of (temporary or permanent) dense arrays will provide valuable new observations in many regions around the globe that are currently out of reach. These data combined with P diffracted measurements are essential to constrain the scales and amplitudes of lateral variations of structure at the base of the mantle.
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