Abstract-A nonlinear recursive filter for the suppression of impulsive noises is proposed. This filter selects from each window a sample closest in value to the most recent output, and is thus named the lust output reference (LOR) filter. A relationship between the LOR and recursive median filters is derived, and some statistical properties are studied through computer simulations. The results indicate that this filter preserves edges while suppressing impulsive noise. It is shown that LOR filters are more effective in suppressing impulses, and are often simpler to implement than median filters.
I. INTRODUCTION
In digital signal processing, signals are sometimes corrupted by impulsive noise that appears as very large spikes of short duration. For example, in digital image or speech communications, channel transmission errors usually result in noise impulses in the received signal [ 11- [3] . Various restoration techniques have been proposed for the suppression of impulses. Early techniques apply a linear operator such as averaging prior to using a threshold algorithm [2] . Since linear operators are sensitive to impulses, the performance of such restoration methods deteriorates rapidly as the probability of impulse occurrence increases. In addition, their performance is not satisfactory in the neighborhood of abrupt sustained changes in the signal (e.g., edges of an image) because linear operators often smooth such step changes. Recent impulse suppression techniques apply nonlinear filters, like median-type filters or generalized (or nonlinear) mean filters [2]- [7] , which are inherently resistive to impulses and can preserve edges of a signal. It is often suggested to combine a threshold algorithm with these filters in order to suppress impulses without affecting the undistorted signal [4] , 161 . In this correspondence, we propose an alternative nonlinear filter for impulse suppression and compare its impulse suppression characteristics to those of standard median (SM) and recursive median (RM) filters.
The SM and RM filters are defined as follows. Let { X( . ) } and { Y( -) } be the input and the output, respectively, of median-type filters with window size 2N + 1 . The output of the SM filter is given by Y(k) = median { X ( k -N ) , . . . , X( k ) , . . . , X(k + N ) I , and the output of the RM filter is given by
THE LAST OUTPUT REFERENCE FILTER
Before describing the proposed filter, we state an observation for the SM filter which indicates that the SM filter tends to select a sample from each window close in value to the last output.
Observation 1: The output of an SM filter of span 2N + 1 > 3
is the ith smallest element spanned by the window centered at k -1 . The 
The proof of this observation is rather simple, and is omitted. 
Here we assume that Y( 1 ) = X( 1 ) . In addition, to account for the end effect, W -1 samples with values equal to X ( L ) are appended at the right end of the input sequence. Notice
and that the window size W can be any positive integer. In LOR filtering, the output at each point is the sample value closest in value to the last output among the data inside the window.
The LOR filter is a nonlinear recursive filter like the RM filter.
The following observation shows that these two filters become equivalent when the input is binary valued. 
. . = YR(i -1 ) since theoutputaftcr one pass of the RM filter is a root [7] . Hence,
This equivalence does not hold unless the input is binary. Note that the impulse noise suppression characteristics of filters can be 
STATISTICAL PROPERTIES
In this section, we gain some insight into the statistical properties of the LOR filter through computer simulation, and the results are compared to the properties of SM and RM filters. We shall show that LOR filters can preserve edges while suppressing impulses.
A. Impulse Noise Attenuarion
The signal model in [8] is considered. The input X ( i ) is a constant signal corrupted by impulses given by X ( i ) = d with probability (w.P.) P and X ( i ) = s w.p. 1 -P where s is the signal value and d is the value of impulses. We evaluated the error probability Pr { Y( i ) = d } associated with the LOR filter of size 3 as follows. 1) All possible binary sequences of length 12 were generated. 2) Each sequence was LOR filtered.
3 ) The error probability associated with Y ( i ) was obtained by Pr
where Pj is the probability of occurrence of the jth sequence, 1 I 
B. Response to Noisy Edges
Next the action of LOR filters on noisy step edges is studied. The input sequence representing a noisy step edge is as follows: 
IV. COMPUTATIONAL ASPECTS
We first show that the output of the LOR fitler need nor be evaluated at each point because the LOR filter tends to produce piecewise constant signal segments. 
The proof is trivial. This observation indicates the interesting fact that in LOR filtering, the window can be advanced with jumps. We generated 1000 sequences of length 256 which are i.i.d. with density N ( 0 , 1 ). The sequences were LOR filtered and the average number of points whose outputs should be calculated was obtained. The expected jump interval was estimated empirically by dividing 256 by the average. The results are shown in Table I Although the property in Observation 3 is useful in implementation, this property implies that LOR filters tend to cause more signal distortion than SM and RM filters. A remedy for this is the use of a proper threshold algorithm after LOR filtering. The experimental results presented in the following section indicate that LOR filtering followed by a threshold algorithm can suppress impulse noises without disturbing noise-free signal points.
V . EXPERIMENTAL RESULTS An LOR filter is applied to enhance a signal degraded by impulsive noise. The following threshold algorithm is combined with filtering operations [6] :
Here X ( i ) and Y ( i ), respectively, are the input and output of a filter, T is a threshold, and Z ( i ) is the enhanced signal.
The original signal which is a row of an image is shown in Fig.  3(a) ( L = 256) . Fig. 3(b) shows the signal degraded by impulses. This signal was filtered by SM and RM filters with sizes 3 and 5 , and the LOR filter with size 3, and then the above threshold algorithm with T = 25 was applied. The results are shown in Fig. 3(c)- (1). The LOR filter with size 3 performed like the SM and RM filters with size 5 .
VI. CONCLUSIONS
The LOR filter which is useful for impulsive noise suppression was introduced. Impulse suppression via LOR filtering seems more effective, and is often simpler to implement than that via SM or RM filtering. This is so because the LOR filter often requires less, computation than the SM or RM filter with the same window, and moreover, a smaller window can be used in LOR filtering.
Since RM filters have the threshold decomposition property [9] , from Observation 2, RM filters can be implemented by using the LOR filter structure as follows. The input is decomposed into a set of binary signals, and each binary signal is LOR filtered with window N + 1. Recombining the filtered binary data results in the output of the RM filter of span 2N + I . This seems to be another promising application of LOR filtering, and requires further research. Piersol developed a method for computing the relative time delay of a signal as observed by two different collectors through the technique of fitting a straight line to the phase of the mixing product, and then finding the delay as the slope of that line. An advantage of this method is that well-known regression analysis techniques enable one to find the sample variability of the resulting delay. This sample variability is very useful when evaluating results. This correspondence addresses the problem of computing relative Doppler, or frequency d i f e r e n c e of arrival (FDOA), using the regression technique Piersol used for delay, and then gives a derivation of the standard error formula of Stein based on the expression for standard error found in regression analysis. This derivation is elementary and requires few assumptions as to the nature of the signal and the noise functions received. It is not general in that it assumes narrow-band filtering of the mixing product.
INTRODUCTION

DEFINITION OF THE PROBLEM
Assume that a signal of interest is being collected by two spatially separated receivers, so that rl ( t ) is seen by receiver one and rz ( t ) is the signal observed by receiver two. Next suppose that the two collectors see slightly different versions of the signal of interest, with different noise being added into each signal. Denote the noise by n , ( t ) and n 2 ( t ) . The noise is assumed to be stationary with means and variances given by 
Also, the assumption is made that the noise is uncorrelated: 
A somewhat simplified model will be employed, one that ignores time delay. Effectively, the assumption is that all delay has been removed from the data. The received signals then are ' , ( I ) = A k m ( t )
+ nr(t), k = I , 2.
The definitions of these terms are as follows: 
