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Abstract. Proposed are 'affine extentions' of the transfer matrix functional equations (T-system). They may be viewed as X (a) n type affine Toda field equations on discrete space time. We present, for A (1) n , B
(1)
n and D
(2) n+1 , their solutions in terms of determinants or Pfaffians.
Introduction
In [KNS1] , a class of functional equations, the T-system, was proposed. They are functional equations satisfied by a set of commuting transfer matrices T (a) m (u) of solvable lattice models associated with any quantum affine algebras U q (X (1) r ). Here, the transfer matrices T (a) m (u) are defined as traces of monodromy matrices on auxiliary spaces labeled by a and m (m ∈ Z, u ∈ C, a ∈ {1, 2, . . . , r}). As was pointed out in [KOS] , T-system are not only transfer matrix functional equations but also examples of Toda field equations [LS, MOP] on discrete space time and they have determinants or pfaffians solutions [KNH, KOS, TK] .
Using Cartan matrices of simple Lie algebras X r , T-system are written as compact forms [KNS2] . In this paper, we formally replace these Cartan matrices of simple Lie algebras with those of affine Lie algebras and present a number of functional equations (2.1-2.7h), AppendixA. These functional equations are different from the original Tsystem in that they have 0th component T (0) m (u). Although their physical meanings are not always clear, they have beautiful structure as examples of discretized soliton equations (cf. [AL, DJM, H, S, Wa] ). As is mentioned in section2, our functional equations may be viewed as examples of discretized affine Toda field equations. Solving them recursively, we can express T (a) m (u) as a polynomial of T 1 (u + shift). Combining the expressions similar to those in [KNH] , [KOS] and [TK] , we present, for A (1) n , B (1) n , C (1) n , D (1) n , A (2) n and D
(2) n+1 , their solutions in terms of determinants or pfaffians.
The outline of this paper is given as follows. In section2, we present our functional equations for A (1) n , B (1) n , C (1) n , D (1) n , A (2) n and D
(2) n+1 , whose solutions are given in section4. In section3, we fix the notation. Section5 is dedicated for summary and discussion. AppendixA is a list of functional equations for G 
4 ), extension of T-system different from our functional equations was proposed in [KS2] .
Functional equations
For T (a) m (u) (m ∈ Z, u ∈ C, a ∈ {0, 1, . . . , r}), we assume the following boundary condition:
Our functional equations read explicitly as follows: For A (1) r (r ≥ 1),
If r = 3, (2.2b), (2.2c) and (2.2d) reduce to the following equation :
If r = 2, (2.3b), (2.3c), (2.3d), (2.3e) and (2.3f) reduce to the following equations :
If r = 4, (2.4b), (2.4c) and (2.4d) reduce to the following equation :
If r = 2, (2.5b), (2.5c), (2.5d) and (2.5e) reduce to the following equations :
If r = 3, (2.6b), (2.6c), (2.6d) and (2.6e) reduce to the following equations :
If r = 2, (2.7c), (2.7d) and (2.7e) reduce to the following equation :
As is mentioned in [KNH] , equation (2.1) with boundary condition
In [KOS] , it was pointed out that T-system may be looked upon as discritized Toda field equations. By the same argument, our functional equations may be viewed as discritized affine Toda field equations. Regarding u and m as continuous space time coordinates, our functional equation reduces to two-dimensional affine Toda field equation of the form
where φ a (u, m) denotes a scaled T (a) m (u) and A ab = 2(α a |α b )/(α a |α a ) the Cartan matrix of affine Lie algebra .
Definition

Set
ij (k|u), p = 1, 2.
where
By the definition we have
for p = 1, 2. These relations are necessary to prove Lemma4.9. Now we introduce
ij (k|u)) 1≤i,j≤m+1 (p = 1, 2) whose (i, j) elements are given by
for 2 ≤ i ≤ m + 1 and j = 1 −T r+i−j−1 (u + (i + j − 4)/k) for 2 ≤ i, j ≤ m + 1.
For any matrix M(u), we shall let M i 1 . . . i k j 1 . . . j k (u) denote the minor matrix getting rid of i l 's rows and j l 's columns from M(u). We introduce the following pfaffians and determinants expressions, which will be used as the components of the solutions.
For a ∈ Z, k ∈ Z − {0} and u ∈ C, we introduce the following functional relations, combinations of which will be used in solving the equations.
Remark1 : The functional relation (3.5b) for k = 1 with the boundary condition
was firstly introduced in [KOS] . The functional relation (3.5f) for k = 1 with the boundary condition
was firstly introduced in [TK] . Remark2 : Under the functional relation (3.5e) (resp., (3.5f)) , the following relations for p = 1 (resp., p = 2) hold.
i−1 (k|u)) S is the m + 1 by m + 1 matrix with I the identity and I ij the matrix unit. We further have
under the functional relations (3.5c),
under the functional relations (3.5d), where the index t denotes transposition of a matrix. Remark3 : In deriving the solutions in section4, the parameter k in this section is determined by the value of t a = 2/(α a |α a ), where t a = 1 if α a is the longest root.
Solutions
The solutions of our functional equations (2.1)-(2.7h) are given as follows.
solves the functional equations (2.1) under the condition (2) 2r case, r ≥ 2) For m ∈ Z ≥0 ,
m+1 (2|u) solves the functional equations (2.5a-2.5i) under the relations (3.5b) and (3.5c) for k = 2.
Theorem 4.6. (The A
(2) Remark1 : In (4.1a)-(4.7), the following type of boundary conditions are valid.
For α ≤ a ≤ β, T a (u) = T (a) 1 (u) where (α, β) = (0, r) for (4.1a); (α, β) = (2, r − 1) for (4.2); (α, β) = (0, r) for (4.3); (α, β) = (2, r − 2) for (4.4); (α, β) = (0, r − 1) for (4.5); (α, β) = (2, r) for (4.6); (α, β) = (1, r − 1) for (4.7). Remark2 : In (4.1a), if T (a) 1 (u) does not depend on u ∈ C for all a, then the following truncation holds:
Now we enumerate lemmas that are necessary for the proofs of the theorems.
Lemma 4.8. For m ∈ Z ≥0 and u ∈ C, F (0) m (k|u) (3.4b) (resp., F (r) m (k|u) (3.4c)) satisfy the following relations for α = 0 (resp., α = r) under the relation (3.5c) (resp., (3.5d)).
Lemma 4.9. For m ∈ Z ≥1 , G (1) m (k|u) (3.4e) and G (0) m (k|u) (3.4d) (resp., G (r−1) m (k|u) (3.4g) and G (r) m (k|u) (3.4f) ) satisfy the following relations for (p, α, β) = (1, 1, 0) (resp., (p, α, β) = (2, r − 1, r)) under the relation (3.5e) (resp., (3.5f)). Remark3 : Lemma 4.8 for α = r, k = 1 with different boundary condition for T a (u) was firstly proved in [KNH] . Remark4 : Lemma 4.9 for (p, α, β, k) = (2, r − 1, r, 1) with different boundary condition(3.6b) for T a (u) was firstly proved in [TK] . The proofs of the theorems and lemmas in this section are quite similar to those in [KNH] , [KOS] and [TK] . That is, most of them reduce to the Jacobi identity:
So we shall not go into the detailed proofs here.
Summary and discussion
In this paper, we have given 'affine extentions' of the T-system (2.1)-(2.7h), AppendixA , which may be looked upon as discretized affine Toda field equations. Solving them recursively, we have given, for A (1) n , B (1) n , C (1) n , D (1) n , A (2) n and D
In [KOS, TK] , relations between solutions of T-system and analytic Bethe ansatz [KS1, R] were discussed (cf. [KLWZ,Wi,Z] ). Especially for B r case [KOS] , T (a) m (u) is represented as summations over Yangian analogues of the semi-standard Young tableaux. Whether we can establish such relations between our solutions and analytic Bethe ansatz is not always clear. There remain problems to solve the functional equations presented in Appendix A.
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Appendix A. Other functional equations
For G
(1) 2 , 
