In this paper, we numerically study the ground and first excited states of the fractional Schrödinger equation in an infinite potential well. Due to the non-locality of the fractional Laplacian, it is challenging to find the eigenvalues and eigenfunctions of the fractional Schrödinger equation either analytically or numerically. We first introduce a fractional gradient flow with discrete normalization and then discretize it by using the trapezoidal type quadrature rule in space and the semi-implicit Euler method in time. Our method can be used to compute the ground and first excited states not only in the linear cases but also in the nonlinear cases. Moreover, it can be generalized to solve the fractional partial differential equations (PDEs) with Riesz fractional derivatives in space. Our numerical results suggest that the eigenfunctions of the fractional Schrödinger equation in an infinite potential well are significantly different from those of the standard (non-fractional) Schrödinger equation. In addition, we find that the strong nonlocal interactions represented by the fractional Laplacian can lead to a large scattering of particles inside of the potential well. Compared to the ground states, the scattering of particles in the first excited states is larger. Furthermore, boundary layers emerge in the ground states and additionally inner layers exist in the first excited states of the fractional nonlinear Schrödinger equation.
Introduction
The fractional Schrödinger equation, a fundamental model of factional quantum mechanics, was first introduced by Laskin in [25, 26, 28] as the path integral of the Lévy trajectories. It is a nonlocal integro-differential equation that is expected to reveal some novel phenomena of the quantum mechanics. Recently, the fractional Schrödinger equation in an infinite potential well has attracted massive attention from both physicists and mathematicians, and numerous studies have been devoted to finding its eigenvalues and eigenfunctions; see [27, 1, 18, 12, 21, 23, 4, 19, 5, 20, 34, 29, 11] and references therein. However, one main debate in the literature is whether the fractional linear Schrödinger equation in an infinite potential well has the same eigenfunctions as those of its standard (non-fractional) counterpart, and so far no agreement has been reached on it [21, 19, 4, 5, 11, 29] . The main goal of this paper is to propose an efficient and accurate numerical method to compute the ground and first excited states of the fractional Schrödinger equation in an infinite potential well so as to advance the understanding on this problem.
We consider the one-dimensional (1D) fractional Schrödinger equation of the form [27, 28, 21, 4, 5, 23, 19, 20, 29, 22] : i∂ t ψ(x, t) = (−∆) α/2 ψ + V (x)ψ + β|ψ| 2 ψ, x ∈ R, t > 0, (1.1) where ψ(x, t) is a complex-valued wave function, and i = √ −1 denotes the imaginary unit. The constant β ∈ R describes the strength of the local (or short-range) interactions between particles (positive for repulsive interaction and negative for attractive interaction), and here we are interested in the case of β ≥ 0. V (x) represents the external trapping potential, and if an infinite potential well (also known as box potential) is considered, it has the following form:
with the constant L > 0. The Riesz fractional Laplacian −(−∆) α/2 is defined through the principle value integral [30, 35, 32, 13, 29, 10] :
dξ, x ∈ R, α ∈ (0, 2), (1.3) where C 1,α is a normalization constant defined as C 1,α = 2 α−1 α Γ((1 + α)/2) √ π Γ(1 − α/2) = Γ(1 + α) sin(απ/2) π , α ∈ (0, 2).
It is easy to verify that the constant C 1,α ≈ α/2 as α → 0, and C 1,α ≈ (2 − α) as α → 2 [36, 37] . In fact, the fractional Laplacian −(−∆) α/2 can be viewed as a special case of the nonlocal operator with the kernel function proportional to K(x, y) = 1/|x − y| 1+α [13, 10, 33] . It can be also obtained from the inverse of the Riesz potential [24, 30] . The fractional Schrödinger equation (1.1) has two conserved quantities: the L 2 norm, or mass of the wave function, which we will take to be normalized, 4) and the total energy E(ψ(·, t)) := R ψ * (−∆) α/2 ψ + V (x)|ψ| 2 + β 2 |ψ| 4 dx = E(ψ(·, 0)), t ≥ 0, (1.5) where f * represents the complex conjugate of a function f . In some literature of fractional partial differential equations (PDEs), the Riesz fractional Laplacian −(−∆) α/2 is also defined via a pseudo-differential operator with the symbol −|κ| α [30, 27, 41, 39] :
where F(u)(κ) = R u(x) e −iκx dx, κ ∈ R defines the Fourier transform of a function u(x), and F −1 represents the inverse Fourier transform. We remark that if the function u(x) belongs to the Schwartz space, the integral representation of the Riesz fractional Laplacian −(−∆) α/2 in (1.3) is equivalent to its pseudo-differential representation in (1.6) [30, 36, 32, 35] . However, if u(x) is not defined in the Schwartz space, no report can be found yet in the literature on the equivalence of (1.3) and (1.6), and it is beyond the scope of this paper.
In this paper, we are interested in computing the eigenvalues and eigenfunctions of the fractional Schrödinger equation (1.1)-(1.2) with the fractional Laplacian defined in (1.3) . In physics literature, the eigenfunctions are usually called the stationary states. In particular, the eigenfunction with the smallest nonzero eigenvalue is called the ground state, and those with the larger eigenvalues are called the excited states. In the linear (i.e., β = 0) case, the eigenvalues and eigenfunctions of the standard (non-fractional) Schrödinger equation in an infinite potential well can be found exactly; see [16, 3, 40] and our review in Section 2.1. However, the eigenvalues and eigenfunctions of the fractional Schrödinger equation in an infinite potential well are not well understood yet, and its discussion in the literature can be mainly classified into two categories based on the representation of the Riesz fractional Laplacian −(−∆) α/2 .
On the one hand, numerous arguments have been made based on the pseudo-differential representation of the fractional Laplacian −(−∆) α/2 in (1.6) [27, 25, 26, 18, 12, 38, 21, 4, 5] . For instance, Laskin first stated in [27, 25, 26] that the eigenfunctions of the fractional linear Schrödinger equation in an infinite potential well are identical to those of the standard Schrödinger equation, while the eigenvalues are modified with a power α. Since then, these results have been used in many studies of the fractional partial differential equations [12, 38, 39, 4, 5] . However, Jeng et al. recently pointed out in [21] that the method used by Laskin in finding the eigenfunctions of the fractional Schrödinger equation is invalid, as it fails to take the nonlocal character of the fractional Laplacian into account. They further proved by contradiction that the eigenfunctions of the standard Schrödinger equation in an infinite potential well can not serve as the eigenfunctions in the fractional cases, and hence the eigenvalues and eigenfunctions of the fractional Schrödinger equation obtained in [27, 25, 26, 18, 12] are incorrect. Later, Bayin argued in [4] that the proof presented by Jeng et al. in [21] was not true, implying that Laskin's solutions are correct. While in [19] Hawkins and Schwartz criticized Bayin's calculation and provided a correction to it. So far, the controversy over the eigenvalues and eigenfunctions of the fractional linear Schrödinger equation in an infinite potential well is still continuing [23, 5, 34, 20, 29, 11] . On the other hand, some studies have been reported based on the integral representation of the fractional Laplacian −(−∆) α/2 in (1.3). For example, Luchko reformulated the fractional Schrödinger equation in terms of three integral equations and concluded that the results by Laskin and many other authors cannot be valid [29] . Herrmann made the same conclusion in [20] .
Due to the non-locality of the fractional Laplacian, it is very challenging to obtain the analytical solutions to the eigenvalues and eigenfunctions of the fractional Schrödinger equation in an infinite potential well. In [1] , Bañuelos provided an estimate on the lower and upper bounds for the smallest eigenvalue of the linear Schrödinger equation for α ∈ (0, 2]. Later, a more general estimate was obtained in [9, 7] for all eigenvalues. In [23] , Kwaśnicki presented the asymptotic approximations to all eigenvalues of the fractional linear Schrödinger equation in a bounded domain. Compared to the eigenvalues, the results on the eigenfunctions of the fractional Schrödinger equation are very limited. In [41] , Zoia et al. studied the eigenfunctions by using the discrete fractional Laplacian.
Luchko conjectured in [29] that the eigenfunctions of the fractional Schrödinger equation in an infinite potential well cannot be expressed in terms of the elementary functions. Surprisingly, no numerical studies have been reported on the eigenvalues and eigenfunctions by directly solving the fractional Schrödinger equation. In fact, one main challenge in numerically solving the eigenvalues and eigenfunctions is the discretization of the fractional Laplacian −(−∆) α/2 .
In this paper, we propose an efficient and accurate numerical method to compute the ground and first excited states of the fractional Schrödinger equation in an infinite potential well and attempt to provide some insights into their analytical solutions. We remark that our numerical method and results reported in this paper are based on the integral representation of the Riesz fractional Laplacian −(−∆) α/2 in (1.3) for α ∈ (0, 2). Our main contributions in this paper can be briefly summarized as follows.
(i) To compute the ground and first excited states, we introduce a fractional gradient flow with discrete normalization and then propose a novel numerical method to solve it -a method using the trapezoidal type quadrature rule method in space and the semi-implicit Euler method in time. Our method can be used to find the ground and first excited states for both linear and nonlinear Schrödinger equations. Furthermore, it can be generalized to solve the fractional partial differential equations (PDEs) with Riesz fractional derivatives in space [14] .
(ii) We numerically find the ground and first excited states and their corresponding eigenvalues of the fractional linear (β = 0) Schrödinger equation. The nonlocal interactions from the fractional Laplacian lead to a large scattering of particles inside of the potential well, and the smaller the parameter α, the larger the scattering. In addition, our simulated eigenvalues are consistent with the lower and upper bound estimates provided in [1, 9, 7] as well as the asymptotic approximations obtained in [23] , showing that our method is accurate in computing the ground and first excited states.
(iii) We study the ground and first excited states of the fractional nonlinear Schrödinger equation with β > 0. We find that the presence of the local nonlinear interactions lead to boundary layers in the ground states, and additionally inner layers in the excited states. The width of the boundary layers depends on both the parameters α and β.
The rest of this paper is organized as follows. In Section 2, we first review some analytical results on the eigenvalues and eigenfunctions of the standard Schrödinger equation, and then reformulate the eigenvalue problem of the fractional Schrödinger equation by taking the non-locality of −(−∆) α/2 into account. In Section 3, we propose a numerical method to compute the ground and first excited states of fractional Schrödinger equation. The discretization of the Riesz fractional Laplacian is described in detail. The ground states and the first excited states are reported and discussed in Sections 4 and 5 in the linear (β = 0) and nonlinear (β = 0) cases, respectively. In Section 6, we make some conclusions and discussions.
Stationary states in an infinite potential well
To find the stationary states of (1.1), we write the wave function in the form:
where µ ∈ R. Substituting the ansatz (2.1) into (1.1) and taking the mass conservation (1.4) into account, we obtain the following time-independent fractional Schrödinger equation:
with the constraint
This is a constrained eigenvalue problem, and the eigenvalue µ (also called chemical potential) can be calculated from its corresponding eigenfunction φ(x) via:
In fact, the eigenfunctions of (2.2) under the constraint (2.3) are equivalent to the critical points of the energy E(φ) over the set T = {φ(x) | φ 2 = 1 and E(φ) < ∞}.
Let Ω = (−L, L) denote the bounded domain where the potential V (x) ≡ 0. For x ∈ R\Ω, the potential V (x) = ∞, and consequently the wave function φ(x) ≡ 0 for any x ∈ R\Ω, since the mass φ 2 = 1 and the energy E(φ) < ∞. Hence, the problem solving for the eigenfunctions of the Schrödinger equation in an infinite potential well is reduced to finding the eigenfunction φ(x) in the bounded domain Ω together with φ(x) ≡ 0 for x ∈ R\Ω. The corresponding eigenvalue can be calculated by
In the following, we will focus on finding the eigenfunctions of the eigenvalue problem (2.2)-(2.3) for x ∈ Ω.
Standard Schrödinger equation
For the convenience of readers, we briefly review the eigenvalues and eigenfunctions of the standard Schrödinger equation in this section. First, we present their exact solutions in the linear (β = 0) cases. In the nonlinear cases with β ≫ 1, we obtain the leading-order approximations to the eigenvalues and eigenfunctions. These analytical results can be used to compare with those of the fractional Schrödinger equation so as to understand the differences between the standard and fractional Schrödinger equation. Replacing the fractional Laplacian −(−∆) α/2 with the standard Laplacian ∆, the eigenvalue problem (2.2) reduces to the standard Schrödinger equation. The eigenfunction φ(x) for x ∈ Ω can be found by solving the bounded problem [16, 21, 3] : 6) along with the homogeneous Dirichlet boundary conditions
and the constraint of normalization
Note that the two-point homogeneous Dirichlet boundary conditions are applied in (2.6)-(2.8), due to the fact that the standard Laplacian ∆ is a local operator and the wave function φ(x) is continuous at x = ±L. That is, the eigenvalues and eigenfunctions of the standard Schrödinger equation can be solved in a piecewise approach -finding the solutions inside of the infinite potential well and then using their continuity to match up with those outside the potential well. In the linear (i.e., β = 0) cases, the eigenvalues and eigenfunctions of (2.6)-(2.8) can be found exactly. For x ∈ Ω, the s-th eigenfunction has the form [16, 27, 3] : 9) and the corresponding eigenvalue is 10) where the ground states and the first excited states correspond to s = 0 and s = 1, respectively. In the nonlinear cases with β = 0, the constrained eigenvalue problem (2.6)-(2.8) cannot be exactly solved. However, the results in (2.9)-(2.10) provide a good approximation to the eigenfunctions and eigenvalues in the weakly interacting regimes with β ∼ o(1). In the strongly repulsive interacting cases (i.e., β ≫ 1), we can find the leading-order approximation (also called ThomasFermi approximation) of the s-th (s ∈ N 0 ) eigenfunction [40, 3] :
where ⌊r⌋ defines the floor function of a real number r, and the constant
Correspondingly, the leading-order approximation of the eigenvalue is
The approximations in (2.11) show that when β ≫ 1, all the stationary states of the standard nonlinear Schrödinger equation have boundary layers. In addition, for s ≥ 1, the excited states also have inner layers, and the number of inner layers in the s-th excited state is equal to s.
Fractional Schrödinger equation
In contrast to the standard Schrödinger equation, the stationary states of the fractional Schrödinger equation in an infinite potential well have not been well understood yet. Our main goal of this work is to compute the ground and first excited states of the fractional Schrödingier equation in an infinite potential well so as to advance the understanding on this problem. Unlike the standard Laplacian, the fractional Laplacian describing the long-range interactions is a nonlocal operator, that is, the function (−∆) α/2 φ(x) depends on the wave function φ(y) not only for y ∈ Ω but also for y / ∈ Ω, albeit φ(y) ≡ 0 when y / ∈ Ω. As a result, in the fractional cases, the eigenvalue problem
3) can not be truncated into a bounded domain. In fact, it is straightforward to consider the following eigenvalue problem:
with the nonzero volume constraint [13, 33, 17] φ(x) = 0, x ∈ R\Ω, (2.14)
and the normalization constraint (2.8). Here, we take the nonlocal character of the fractional Laplacian into account and apply the nonlocal boundary condition (2.14) to the time-independent Schrödinger equation (2.13).
Due to the non-locality, it is very challenging to solve (2.13)-(2.14) analytically, and thus the analytical solutions to eigenvalues and eigenfunctions still remain an open question. So far, only some estimates and asymptotic approximations of the eigenvalues are reported in the literature for the linear (β = 0) cases [1, 9, 7, 23] . For the convenience of readers, we review the main results in the following remarks: 
In fact, when α = 2, (2.17) gives the exact eigenvalue µ s = [(s + 1)π/2] 2 (for s ∈ N 0 ) of the standard linear Schrödinger equation in an infinite potential well.
For the smallest eigenvalue µ 0 , it is easy to verify when 1 ≤ α ≤ 2 the estimates obtained in [1] are consistent with the asymptotic approximations provided in [23] . However, when 0 < α < 1, the asymptotic results in [23] are always larger than the upper bound presented in [1] . In Section 4, we will compare these results with our numerical results (see Table 1 ) and provide more discussions.
Even though the estimates of eigenvalues are obtained in [1, 9, 7, 23] , the information on the eigenfunctions is still very limited. In [29] , Luchko conjectured that the eigenfunctions of the fractional Schrödinger equation cannot be written in terms of elementary functions. In [41] , Zoia et al. studied the eigenfunctions of the discrete fractional Laplacian. The existence and uniqueness of the ground states solution of the general fractional Schrödinger equation can be found in [15, 6, 31] . Surprisingly, no study has been carried out by directly simulating the fractional Schrödinger equation, and furthermore no results can be found in the literature on the stationary states of the fractional nonlinear (β = 0) Schrödinger equation in an infinite potential well.
Fractional gradient flow and its discretization
In this section, we propose an efficient and accurate method for computing the ground and first excited states of the fractional Schrödinger equation in an infinite potential well. First, we introduce the fractional gradient flow with discrete normalization (FGFDN), analogous to the normalized gradient flow used in finding the stationary states of the standard Schrödinger equation [2, 8] . Then we discretize the FGFDN by using the trapezoidal type quadrature rule method in space and the semi-implicit Euler method in time. Our method can be used to find the ground and first excited states of both linear and nonlinear fractional Schrödinger equation in an infinite potential well. Furthermore, it can be generalized to study the partial differential equations (PDEs) with Riesz fractional derivatives in space.
Let ∆t > 0 denote the time step, and then define the time sequence t n = n∆t for n = 0, 1, . . .. From time t = t n to t = t n+1 , the fractional gradient flow with discrete normalization (FGFDN) is given by:
and at the end of each time step, the wave function φ(x, t) is projected to satisfy the normalization condition in (2.8):
with φ(x, t − n+1 ) the solution obtained from (3.1)-(3.2) at t = t n+1 , and the norm · = · l 2 (Ω) . The initial condition at time t = 0 is given by
In fact, the FGFDN (3.1)-(3.3) can be viewed as first applying the steepest decent method to the energy functional (1.5) and then projecting the solution back to satisfy the normalization constraint (1.4). For more discussions on normalized gradient flow, see [2] and references therein. As previously discussed, the Riesz fractional Laplacian is a nonlocal operator defined in the whole space R, that is, at any point x ∈ R, the wave function φ(x, t) interacts with φ(y, t) for all y ∈ R but y = x. However, the strength of their interactions is proportional to 1/|x − y| 1+α , decaying as the distance |x − y| increases. Choosing a constant A ≥ 2L, we can rewrite the integral in (3.1) as
where the operator L b a is defined by
Since A ≥ 2L, we obtain (x ± ξ) / ∈ Ω for any points x ∈ Ω and ξ ≥ A, and consequently the wave function φ(x ± ξ, t) ≡ 0. Hence, the integral L ∞ A φ(x, t) reduces to:
that is, L ∞ A can be integrated exactly if choosing A ≥ 2L. Next, we focus on evaluating the integral L A 0 φ(x, t) numerically. First, we write it in the following form:
where the constant γ ∈ (0, 2 − α), and the selection of γ will be discussed in Remark 3.2. Without loss of generality, we choose the constant A = 2mL for an integer m ≥ 1 and
Let J be a positive integer. Define the mesh size h = 2L/J and the grid points x j = −L + jh for j ∈ S, where the index set S := S 0 ∪ S 1 with S 0 = {j | 1 ≤ j ≤ J − 1} and
Here, the integer M = mJ, i.e., S 0 and S 1 denote the index sets of the grid points in Ω and Ω b , respectively. It is easy to verify that A = M h. At each point x = x j (j ∈ S 0 ), we can approximate the integral L A 0 φ(x j , t) by:
where ξ l = lh for 0 ≤ l ≤ M . Denote σ = 2 − (α + γ). We can approximate the term I 0, j by:
Assuming that the wave function φ(x, t) is smooth enough and φ xx (x, t) is bounded for x ∈ Ω, we obtain that I 0, j → 0 [33] . In other words, the term I 0, j can be neglected, if the mesh size h is very small, assuming that the function φ xx (x, t) is bounded. Let φ j (t) represent the numerical approximation of φ(x j , t). For 1 ≤ l ≤ M − 1, we can compute the term I l, j by:
Note that the nonzero volume constraint in (3.2) implies that if x j−l ∈ Ω b , the wave function φ(x j−l , t) = 0, equivalently, we have φ j−l (t) = 0, if (j − l) ∈ S 1 . Hence,
(3.10)
In (3.10), we have set k = |j − l|, equivalently, ξ k = |x j − x l | represents the distance between the two points x j and x l . Since A ≥ 2L and ξ M = A, we have (x j ± ξ M ) ∈ Ω b for any x j ∈ Ω. Thus, the wave function φ j−M (t) = φ j+M (t) ≡ 0, and the term I M,j can be calculated by:
Combining (3.6)-(3.11), we obtain the numerical approximation to the integral L ∞ 0 φ(x j , t):
T denote the solution vector at time t. Then the semidiscretization of the fractional gradient flow in (3.1)-(3.2) is given by 12) where the matrix D = {D jk } (J−1)×(J−1) with
for j ∈ S 0 . We see that D is a symmetric Toeplitz matrix. In addition, it is a full matrix, representing the nonlocal characteristic of the fractional Laplacian. The vector
The semi-discretization of the fractional gradient flow in (3.12) is a system of nonlinear ordinary differential equations (ODEs). Denote Φ n as the numerical approximation of the solution vector Φ(t n ). We discretize (3.12) in time by the semi-implicit Euler method and obtain the full discretization of the (3.1)-(3.3) as:
and the projection in (3.3) is discretized as
When n = 0, the initial condition at t = 0 is discretized by
The scheme (3.13)-(3.15) can be used to compute for both the ground states and the first excited states of the fractional Schrödinger equation in an infinite potential well. In our simulations, the ground and first excited states are obtained by requiring that
for a small tolerance ε > 0.
In the following remarks, we will further discuss the selection of the parameters A and γ.
Remark 3.1. (Selection of the parameter A) In the scheme, we choose a constant A and rewrite the integral
On the one hand, the selection of A should ensure that the improper integral L ∞ A φ(x, t) can be simplified and evaluated by (3.7), which requires that A ≥ 2L. On the other hand, for a fixed mesh size h, we want to have the numerical errors in approximating L A 0 φ(x, t) minimized. It is straightforward that when the mesh size h is fixed, the errors are minimized only when the length of the interval [0, A] is the smallest. Hence, we choose A = 2L in our scheme, leading to the integers m = 1 and M = J in the scheme. On the other hand, to obtain a better accuracy from the trapezoidal type quadrature rule method, we require that the positive constants γ and σ = 2 − (α + γ) as small as possible. A simple calculation shows that γ = 1 − α/2 is the optimal constant to meet the above requirements.
Fractional linear Schrödinger equation
In this section, we first show the difference between the standard and fractional Laplacian by giving one example and then numerically study the ground and first excited states of the fractional linear Schrödinger equation in an infinite potential well.
Standard and fractional Laplacian
In the following, we use one example to show the difference between the standard Laplacian ∆ and the fractional Laplacian −(−∆) α/2 defined in (1.3). Our example indirectly proves that the eigenfunctions of the standard Schrödinger equation in an infinite potential well cannot be the eigenfunctions of the fractional Schrödinger equation.
Consider a function
which is continuous for x ∈ R. It is easy to compute
that is, except for x = ±1, the function −∆u(x) = cu(x) with the constant c = π 2 /4, which suggests that u(x) is an eigenfunction of the standard linear Schrödinger equation in an infinite potential well with c the corresponding eigenvalue. For the fractional cases, we plot the function (−∆) α/2 u(x) in Figure 1 , where the results for α < 2 are computed using the method proposed in where we choose s = 0 for computing the ground states, respectively, s = 1 for the first excited states. We choose the tolerance ε = 10 −5 in (3.16). In the following, we will use the subscripts "g" and "1" to represent the ground states and the first excited states, respectively, and only the results inside of the infinite potential well (i.e., for x ∈ Ω) will be displayed, since φ(x) ≡ 0 for x / ∈ Ω. approaches sin[π(1 + x)/2] as α → 2, and its density near the boundaries is large if α is small. symmetric with respect to the center of the potential well x = 0, i.e., φ g (x) = φ g (−x) for x ∈ (−1, 1). The wave function monotonically increases for x ∈ (−1, 0) and monotonically decreases for x ∈ (0, 1), and it reaches the maximum value at x = 0. Furthermore, the ground state of the fractional Schrödinger equation in an infinite potential well depends significantly on the parameter α. If α is small, the nonlocal interactions from the fractional Laplacian are strong, resulting in a flatter shape of the wave function. While if α → 2, the wave function of the ground state converges to φ g (x) = sin π(1 + x)/2 -the ground state solution of the standard Schrödinger equation. In addition, Figure 2 (b) shows that the wave function changes quickly around x = ±1. The smaller the parameter α, the larger the density of the wave function near the boundaries.
Ground states
Our observation suggests that the eigenfunctions of the fractional linear Shcrödinger equation in an infinite potential well differ from those of the standard Schrödingier equation, which confirms the conclusions made in [29, 20] . Furthermore, our numerical results in Figure 2 are consistent with the ground states reported in [41] 1 , which were obtained from solving the eigenvectors of a large Toeplitz matrix representing the discrete fractional Laplacian. However, our numerical method converges much faster. Moreover, our method can be used to compute the ground and first excited states of the fractional Schrödinger equation not only in the linear cases but also in the nonlinear cases.
To further understand the properties of the ground states, we define the expected value of position for the s-th stationary state as
and the variance in position as
For the standard linear Schrödinger equation, the expected value of position of the s-th stationary state and its variance can be exactly computed from (2.9):
that is, for any s ∈ N 0 , the average position is always at x = 0 -the center of the infinite potential well. The variance in position increases as s increases, and as s → ∞, the variance Var s (x) → L 2 /3. While in the fractional cases, Figure 3 shows the expected value of position in the ground state 0, 2) . The smaller the parameter α, the stronger the nonlocal interactions, and thus the larger the scattering of particles, resulting in a larger variance in position. and its variance. Due to the symmetry of the wave function φ g (x) with respect to x = 0, the expected value of the position x g ≡ 0, independent of the parameter α. However, the variance in position highly depends on the parameter α. The smaller the parameter α, the larger the variance in position. In fact, when α decreases, the nonlocal interactions represented by the fractional Laplacian become stronger, resulting in a larger scattering of particles. Hence, the decrease in the parameter α leads to an increase in the variance in position.
In Table 1 , we present our simulated eigenvalues µ h g of the ground states and compare them with the lower and upper bound estimates in [1] and the asymptotic approximation µ a g in [23] . Note that in the linear case (i.e., β = 0), the eigenvalue µ s is equal to the energy E s for any α ∈ (0, 2] and s ∈ N 0 . From Table 1 , we find that the eigenvalue µ g increases as α ≥ 0.3 increases, and as α → 2, it converges to µ g = π 2 /4 -the eigenvalue of the ground states of the standard linear Schrödinger equation. Our numerical results are consistent with the lower and upper bounds estimates of the are the lower and upper bounds estimated in [1] , respectively. It shows that our numerical results µ h g are consistent with the analytical estimates provided in [1, 23] , and as α → 2, the eigenvalue µ g → π 2 /4 -the eigenvalue of the ground states of the standard linear Schrödinger equation. eigenvalues provided in [1, 9, 7] , i.e., µ h g ∈ [µ lower g , µ
upper g ] for any α ∈ (0, 2). Moreover, our results suggest that for the eigenvalues of the ground states, the lower and upper bounds obtained in [1] are much sharper than those in [9, 7] . In addition, we compare our numerical results with the asymptotic approximation µ a g = [π/2 − (2 − α)π/8] α obtained in [23] and find that the asymptotic results are more accurate as α → 2. Figure 4 depicts the wave function φ 1 (x) of the first excited states of the fractional linear Schrödinger equation in an infinite potential well for various α. It shows that the wave function φ 1 (x) varies for different values of α, and as α → 2, it converges to φ 1 (x) = sin(π (1 + x) ) -the first excited state solution of the standard linear Schrödinger equation in an infinite potential well. In addition, the wave function φ 1 (x) of the first excited states is antisymmetric with respect to the center of the infinite potential well x = 0, i.e., φ 1 (x) = −φ 1 (−x) for x ∈ (−1, 1) and φ(0) = 0. For the standard linear Schrödinger equation, φ 1 (x) is also symmetric on each subinterval (−1, 0) and (0, 1), but in the fractional cases the wave function loses the symmetry in subintervals. The maximum value ρ 1 (x c ) versus the parameter α.
The first excited states
The point x c varies for different parameter α. Figure 5 shows the values of x c and ρ 1 (x c ) for various α. We see that the larger the parameter α, the smaller the value of x c , but the larger the density function ρ 1 (x c ), and the maximum value ρ 1 (x c ) increases almost linearly as the parameter α. In particular, in the first excited states of the standard linear Schrödinger equation, the point x c = 1 2 and the maximum density function ρ 1 (± 1 2 ) = 1. In addition, Figure 6 shows the expected value of position and its variance in the first excited states. For any α ∈ (0, 2), the expected value x 1 ≡ 0, due to the antisymmetry of the wave function φ 1 (x), while the variance in position changes for different α. The smaller the parameter α, the stronger the scattering of particles, and thus the larger the variance in position, which is similar to our observation in Figure 3 for the ground states. However, we find that for a fixed α, the variance Var 1 (x) > Var g (x). In fact, the energy of the first excited states is higher than that of the ground states, and consequently the scattering of particles in the first excited states is stronger, which leads to a larger variance of the first excited states. Table 2 shows the eigenvalues of the first excited states, where µ h 1 represents our numerical results,
α is the asymptotic approximation reported in [23] , and µ lower 1 and µ upper 1 are the lower and upper bound estimates provided in [7, 9] , respectively. We find that the eigenvalue of the first excited states increases as α increases, and as α → 2, it converges to µ 1 = π 2 -the eigenvalue of the first excited states of the standard linear Schrödinger equation in an infinite potential well. Our numerical results µ h 1 are consistent with the estimates obtained in [9, 7] as well as the asymptotical approximations µ a 1 reported in [23] . Furthermore, our results suggest that the asymptotic results in [23] are more accurate for the first excited states than for the ground states, as the asymptotic approximation µ a 1 has the error O ((2 − α)/(s + 1) √ α) for s ∈ N 0 .
Fractional nonlinear Schrödinger equation
There have been many discussions on the stationary states (or eigenfunctions) of the fractional linear Schrödinger equation in an infinite potential well based on different representations of the fractional Laplacian −(−∆) α/2 . However, to the best of our knowledge, no study has been reported in the nonlinear (β = 0) cases yet. In this section, we numerically study the ground and first excited states of the fractional Schrödinger equation with repulsive nonlinear interactions (i.e., β > 0) and attempt to understand the effects of the local (or short-range) interactions and the competition of the local and nonlocal interactions. In our simulations, we choose L = 1, the mesh size h = 1/4096, the time step ∆t = 0.005, and the convergence tolerance ε = 10 −5 in (3.16). The initial condition is chosen as defined in (4.2). Figure 7 shows the wave function φ g (x) of the ground states of the fractional nonlinear Schrödinger equation in an infinite potential well for various α and β. The wave function of the ground states φ g (x) is always symmetric with respect to the center of the infinite potential well x = 0. As α → 2, the wave function converges to the ground state solution of the standard Schrödinger equation with the same nonlinear parameter β. In contrast to the linear cases, the local repulsive interactions may = π α are the lower and upper bounds estimated in [7, 9] , respectively. It shows that our numerical results µ h 1 are consistent with the analytical estimates obtained in [7, 9, 23] , and as α → 2, the eigenvalue µ 1 → π 2 -the eigenvalue of the first excited states of the standard linear Schrödinger equation. lead to boundary layers in the ground states. Here, we divide our discussions into two interaction regimes: the weak interactions when β ∼ o(1) and the strong interactions when β ≫ 1. For β ∼ o(1), the effects of local repulsive interactions are significant only when α is small, resulting in two boundary layers at x = ±1 (cf. the case of α = 0.2 and β = 1 in Figure 7) . While in the strongly interacting cases (e.g. β = 50 or 100), the local interactions become significant for any α ∈ (0, 2). Due to the normalization condition, the wave function φ g (x) inside the potential well tends to approach the value √ 2/2. However, since the wave function φ g (x) ≡ 0 at x = ±1, two layers emerge at the boundaries of the potential well.
Ground states
In addition, Figure 7 shows that the width of the boundary layers depends on both α and β, and either increasing β or decreasing α can lead to the thinner boundary layers. That is, with the presence of the local interactions, the strong local or nonlocal interactions can cause a sharp change in wave functions near the boundaries. To further understand this phenomenon, we define w as the width of the boundary layers in the ground states. In our simulations, it is computed by (a) ∂x x=x = η, with η ∼ O(1) a constant.
Here, we choose η = √ 2/2. In Figure 8 , we present the log-log plots of the width of the boundary layers w versus the parameter α and β. On the one hand, Figure 8 The constant q in (5.6) may be slightly different for various parameter α. In particular, the width of the boundary layers w ∼ O 1/ √ β , equivalently, q = 1/2 in (5.7) for the standard Schrödinger equation [3] .
Since the wave function φ g (x) is symmetric with respect to x = 0, the expected value of position x g ≡ 0, independent of the parameters α and β. Here, we omit showing it for brevity. Figure 9 depicts the variance in position of the ground states of the fractional nonlinear Schrödinge equation for various parameters α and β. It shows that the variance in position monotonically increases as α decreases or β increases, implying that the strong local or nonlocal interactions yield a large scattering of particles in the potential well. Comparing Figure 9 to Figure 3 , we find that a small local interaction (e.g., β = 1) can significantly change the variance in position when α is small. In addition, Figure 9 suggests that when β is small (e.g., β = 1), the nonlocal interactions from the fractional Laplacian are dominant, and the variance decreases concave up as α increases, similar to the cases of β = 0. When β is large, the local repulsive interactions become dominant, and the decrease of the variance becomes concave down as α increases. In addition, due to the constraint φ g 2 = 1, the variance of position converges to 1/3 as α → 0 or β → ∞. In Table 3 , we present the simulated eigenvalue µ h g and the kinetic energy µ h g,kin of the ground states of the fractional nonlinear Schrödinger equation in an infinite potential well, where the kinetic energy µ g,kin and the interaction energy µ g,int of the s-th stationary state are defined by
respectively. It is easy to see that the eigenvalue µ s = µ s,kin + µ s,int , and when β = 0, we have µ s ≡ µ s,kin for any α ∈ (0, 2]. Table 3 shows that both the eigenvalue µ g and the kinetic energy µ g,kin increase as the parameter α or β increases. Comparing Tables 1 and 3 , we find that for a fixed α, the kinetic energy µ g,kin increases as the local interaction parameter β increases. When β is small (e.g., β = 1), the kinetic energy is significant in the eigenvalue, while β is large (e.g., β = 50), the local interactions become strong, and as a result the energy from the local interactions becomes significant. Furthermore if β ≫ 1, the eigenvalue µ g ∼ O(β/2). Figure 10 shows the wave function φ 1 (x) of the first excited states of the fractional nonlinear Schrödinger equation in an infinite potential well. The wave function φ 1 (x) is antisymmetric with respect to the center of the potential well x = 0, independent of the parameters α and β. As α → 2, Table 3 : The simulated eigenvalue µ h g and the kinetic energy µ h g,kin of the ground states of the fractional nonlinear Schrödinger equation in an infinite potential well. Both the eigenvalue µ g and the kinetic energy µ g increases as α or β increases. If β ≫ 1, the eigenvalue µ g ∼ O(β/2). the wave function converges to the first excited state solution of the standard Schrödinger equation with the same nonlinear parameter β. The effect of local interactions becomes more significant when α is small, resulting in sharp boundary layers at x = ±1 as well as one inner layer at x = 0. The width of the boundary and inner layers decreases as α decreases or β increases. Numerical simulations show that our method converges fast in computing both the ground and first excited states.
The first excited states
In addition, Figure 11 shows the variance in position of the first excited states of the fractional nonlinear Schrödinger equation for different parameters α and β. Note that the expected value of position x 1 ≡ 0, independent of the parameters α and β. The properties of the variance in position can be divided into two cases: when α < 1, the larger the parameter β, the smaller the variance. As β → ∞, the variance converges to 1/3. When α > 1, the larger the parameter β, the bigger the variance, implying that in this case the scattering of particles is mainly contributed by the local repulsive interactions.
In Table 4 , we present the numerical results of the eigenvalue µ h 1 and the kinetic energy µ 1,kin of the first excited states for various α and β. It shows that both the eigenvalue and kinetic energy Table 4 : The simulated eigenvalue µ h 1 and the kinetic energy µ h 1,kin of the first excited states of the fractional nonlinear Schrödinger equation in an infinite potential well. Both the eigenvalue and the kinetic energy increases as α or β increases.
increase as the parameter α or β increases. Comparing Tables 4 and 3, we find that for fixed parameters α and β, the kinetic energy µ 1,kin of the first excited states is much larger than µ g,kin of the ground states, which mainly caused by the emergence of the inner layer in the first excited states. Similar to the cases of the ground states, the kinetic energy is significant in the eigenvalue only when the local interaction is weak (i.e., β is small).
Conclusion and discussion
Due to the non-locality of the fractional Laplacian, it is very challenging to solve the eigenvalues and eigenfunctions of the fractional Schrödinger equation in an infinite potential well. We proposed an efficient and accurate numerical method to compute the ground and first excited states of the one-dimensional (1D) fractional Schrödinger equation in an infinite potential well, based on the integral representation of the fractional Laplacian −(−∆) α/2 . Taking the nonlocal character of the fractional Laplacian into account, we introduced the nonzero volume constraint to the fractional Schrödinger equation in a bounded domain. To compute its ground and first excited states, we proposed a fractional gradient flow with discrete normalization and discretized it by the trapezoidal type quadrature rule method in space and the semi-implicit Euler method in time. Our method can be used to compute the ground and first excited states for both linear and nonlinear fractional Schrödinger equation. It can be also applied to study the fractional partial differential equations (PDEs) with Riesz fractional derivatives in space.
To demonstrate the effectiveness of our numerical method, on the one hand, we studied the ground and first excited states in the linear (β = 0) cases. Our numerical results suggested that the eigenfunctions of the fractional Schrödinger equation are significantly different from those of the standard Schrödinger equations. The nonlocal interactions are strong when α is small, leading to large scattering of particles in the infinite potential well. Compared to the ground states, the scattering of particles in the first excited states is stronger because of its larger energy. In addition, we compared our simulated eigenvalues with the estimates obtained in [7, 9, 1, 23] and found that the asymptotic approximations obtained in [23] are more accurate when α → 2. The estimates of lower and upper bounds of the eigenvalues in [7, 9] are valid for both ground and first excited states, however, the estimates obtained in [1] for the ground states are much sharper.
On the other hand, we studied the ground and first excited states in the nonlinear cases with β > 0. It showed that the eigenvalues of both ground and first excited states monotonically increase as the parameter α or β increases. However, the presence of the local interactions in the fractional Schrödinger equation significantly changes the wave functions, especially when α is small. Boundary layers emerge in the ground states, and additionally one inner layer exists in the first excited states. The width of the boundary layers depends on both the local interaction parameter β and the nonlocal interaction parameter α. More precisely, if β is fixed, the width of the boundary layers increases as a power function of α; while if α is fixed, the width decreases as a power function of β. For the standard nonlinear Schrödinger equation, the width of the boundary layers is O(1/ √ β) [3] . In addition, the expected value of position is always zero, independent of the parameters α and β. However, the variance in position increases as α decreases or β increases, implying that strong local or nonlocal interactions result in the large scattering of particles. As α → 0 or β → ∞, the variance in position convergences to 1/3.
