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Abstract
We deal with a single conservation law with discontinuous convex–concave type ﬂuxes which arise while considering sign
changing ﬂux coefﬁcients. The main difﬁculty is that a weak solution may not exist as the Rankine–Hugoniot condition at the
interface may not be satisﬁed for certain choice of the initial data. We develop the concept of generalized entropy solutions for such
equations by replacing the Rankine–Hugoniot condition by a generalized Rankine–Hugoniot condition. The uniqueness of solutions
is shown by proving that the generalized entropy solutions form a contractive semi-group in L1. Existence follows by showing
that a Godunov type ﬁnite difference scheme converges to the generalized entropy solution. The scheme is based on solutions of
the associated Riemann problem and is neither consistent nor conservative. The analysis developed here enables to treat the cases
of ﬂuxes having at most one extrema in the domain of deﬁnition completely. Numerical results reporting the performance of the
scheme are presented.
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1. Introduction
We are interested in the following single conservation law in one space dimension:
ut + (f (k(x), u))x = 0,
u(x, 0) = u0(x), (1)
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where the ﬂux f depends on the space variable through a coefﬁcient k which may be discontinuous. The dependence
can be of the multiplicative type given by
ut + ((k(x)f (u))x = 0,
u(x, 0) = u0(x) (2)
but we are interested in the simplest case—the so-called “two ﬂux” case given by
ut + (H(x)f (u) + (1 − H(x))g(u))x = 0,
u(x, 0) = u0(x), (3)
where f and g are Lipschitz continuous functions and H is the Heaviside function. We remark that the analysis of (3)
will be the building block in the analysis of (1). For the rest of this paper, we shall be concerned with (3).
The conservation law (1) occurs in several models in Physics and Engineering. In particular, it arises in two phase
ﬂow in a heterogeneous porous medium used in petroleum reservoir simulation. The unknown u generally denotes
the saturation of one of the phases and the ﬂux is given in terms of the Darcy velocities. The change of rock type
leads to a variation of the absolute permeability of the medium and relative permeabilities of the phases and results in
discontinuities in the ﬂux function. For further details, refer to [14,15].
Another physical model where equations of the form (1) arise are in the modeling of an ideal clariﬁer thickener unit
used in the waste water treatment plants and in the paper industry. Discontinuities in the ﬂux arise from the modeling of
the feed inlet leading to a separation of the mixture into upward and downward ﬂows. For a detailed description refer
to [8,6]. Eq. (1) also arises in modeling trafﬁc ﬂow on highways with changing surface conditions (see [26]) and in ion
etching used in the Semiconductor industry (see [27]). For detailed account of various applications of (1), see [24].
As is standard for conservation laws, we have to look for a suitable form of weak solutions and augment them with
extra admissibility criteria or entropy conditions for uniqueness and stability. The development of a proper entropy
framework for equations of the type (1) is a major challenge. The equations of the type (1) have been studied extensively
over the last decade from both the analytical and the numerical points of view.
In [10,11], Gimse and Risebro used a “minimal variation” condition at the interface (x = 0) and showed uniqueness
of solution for the Riemann problem associated with (3). In [8,9], Diehl imposed a different condition ( condition) at
the interface to select solutions. Some results regarding uniqueness of solutions for (2) were obtained by Klingenberg
and Risebro in [22]. Karlsen, Risebro and Towers have proposed an entropy formalism for (1) (including a degenerate
parabolic term) in [18]. They used a modiﬁed Kruzkhov type entropy condition and showed that the entropy solutions
formed anL1 stable semi-group under the assumption that the traces of the solution exists at the interface and the ﬂuxes
satisfy a certain “crossing condition”. Their analysis was extended to the case of time dependent coefﬁcients in [7].
Concurrently, several existence results for the entropy solutions have been obtained in a series of papers. They use
regularization of coefﬁcients as in [16], some are based on front tracking as in [11,22,21,7] while others used numerical
schemes of the Godunov or Enquist-Osher type as in [29,30,17,6] and of the Lax–Friedrichs type as in [19].
Independently,Adimurthi and Gowda studied (3) by considering the corresponding Hamilton Jacobi equation in [1].
Under the assumptions that the ﬂuxes are strictly convex and have super linear growth, they were able to obtain an
explicit Hopf–Lax type formula for the solutions. Using this formula, they were able to obtain explicit solutions of
the Riemann problem associated with (3) and derive a different entropy condition at the interface which essentially
amounted to the exclusion of undercompressivewaves at the interface. Theywere able to show that the entropy solutions
formed an L1 contractive semi-group.
In [3],Adimurthi, Jaffre and Gowda relaxed the hypothesis on the ﬂuxes by requiring that the ﬂuxes can have at most
one minima (one maxima) in the domain. They developed a Godunov type ﬁnite difference (ﬁnite volume) scheme and
showed that the approximations converged to the entropy solution of (3). In [25], the author was able to handle the
case when f has one maxima (resp. minima) and g has one minima (resp. maxima) in the domain (under the additional
condition that the ﬂuxes f and g intersect at the endpoints of the domain), obtained uniqueness without any additional
entropy conditions at the interface and obtained existence results with a Godunov type scheme.
In a recent work [4], the authors have proposed a new entropy framework for equations of the type (3)—the so-called
optimal entropy solutions. Under the assumptions that f and g are both of the convex (concave) type (for deﬁnitions,
check from later in this section) or f is of convex type and g is of the concave type in the domain of deﬁnition,
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we have shown the existence of inﬁnitely many stable classes of entropy solutions, each corresponding to a ﬁxed
interface connection and proposed a strategy to choose an optimal solution among them by optimizing a certain
interface entropy cost functional and choosing the entropy solution corresponding to the optimizing connection as the
optimal entropy solution. The existence and uniqueness of optimal entropy solutions was shown in [4].
The shape of the ﬂuxes f and g (the ﬂux geometry) enters in a crucial way in the analysis of [1,3,4]. In these papers, it
was assumed that the ﬂuxes can have at most one extrema in the domain of deﬁnition. One case that was not treated in [4]
was of g being of the convex type and f of the concave type as this case shows completely different qualitative behavior
from the other cases. The main difﬁculty in this case is that weak solutions (i.e. solutions satisfying Rankine–Hugoniot
conditions at the interface) may not exist. This case is very different from the cases tackled in Refs. [3,4] and we treat
this case in this paper. In a forthcoming paper [5], we treat the case where the ﬂuxes f and g can have more than one
critical point. The main difference between the contents of this paper and that of the forthcoming paper [5] is that in
[5], we assume structural conditions on the ﬂuxes f and g such that weak solutions always exist whereas in this paper
the key problem is that weak solutions may not exist. We start with some deﬁnitions.
Let −∞sS∞ and I = [s, S]. Let Liploc(I ) denote the space of locally Lipschitz continuous functions on I.
We deﬁne the following:
Deﬁnition 1.1. Let h ∈ Liploc(I ), then we deﬁne:
(i) Concave type ﬂux: h is said to be a concave type ﬂux if h has no local minima in the interior of I. Let
CC(I ) = {h : h is concave type in I } (4)
and for h ∈ CC(I ), let h ∈ I be the unique maximum, i.e.
h(h) = max
∈I
h(). (5)
(ii) Convex type ﬂux: h is said to be convex type ﬂux if h has no local maxima in the interior of I. Let
CV(I ) = {h : h is of convex type in I } (6)
and for h ∈ CV(I ), let h ∈ I be the unique minimum, i.e.
h(h) = min
∈I
h(). (7)
In literature, a convex function usually refers to a function whose second derivative is assumed to be strictly positive
whereas a convex type function just has the property that there is only one local minimum and no maxima in the domain
of deﬁnition. A convex type ﬂux can have point of inﬂection in the domain of deﬁnition as shown in Fig. 1.
In this paper, we will consider ﬂuxes f and g with the following hypothesis:
Hypothesis.
H1: Let I = [s, S], f ∈ CC(I )) with the unique maxima being denoted as f and g ∈ CV(I ) with the unique minima
being denoted by g .
H2: f (s) = g(s).
H3: f (S)g(g), g(S)f (f ).
Remark 1.1. We will denote the above case as the convex–concave case. Fluxes with above hypothesis arise when
considering (2) with a sign changing coefﬁcient. Note that the case when f was of the convex type and g of the concave
type was treated in [4]. Shape of the ﬂuxes is shown in Fig. 1.
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Fig. 1. Flux shapes in the convex–concave case.
In order to deﬁne a suitable notion of entropy solution for (3), we have to deﬁne a concept of weak solution for (3).
The way it is done normally is given below:
Deﬁnition 1.2. u ∈ L∞loc(R × R+) is said to be a weak solution of (3) if∫ ∞
−∞
∫ ∞
0
(
u

t
+ H(x)f (u) + (1 − H(x))g(u) 
x
)
dx dt +
∫ ∞
−∞
u0(x)(x, 0) dx = 0. (8)
It is easy to show that u satisﬁes (8) if and only if in the weak sense u satisﬁes
ut + g(u)x = 0, x < 0, t > 0,
ut + f (u)x = 0, x > 0, t > 0 (9)
and at x = 0, u satisﬁes Rankine–Hugoniot (RH) condition, namely, for almost all t
f (u+(t)) = g(u−(t)), (10)
where u+(t) = limx→0+ u(x, t), u−(t) = limx→0− u(x, t). Furthermore, it is standard to assume that the solution u
also needs to satisfy the Kruzkhov entropy condition [23] away from the interface x = 0. The key difﬁculty with Eq. (3)
with convex–concave ﬂuxes is that of existence of the above weak solutions.We are going to illustrate it in the following
example.
Example 1. Let f and g be such that they satisfy the hypothesis (H1, H2 and H3). For simplicity, we assume that f
is strictly concave, g is strictly convex and both have superlinear growth. Let f > g be such that f (f ) = g(f ).
Similarly, let g > f be such that g(g) = f (g) and s1 > f , s2 > g be such that f (s) = f (s1) = g(s2). See Fig. 1.
We consider the following initial data:
Example 1.1. Consider (3) with initial data given by
u(0, x) ≡ s.
In this case, the only weak solution of the Riemann problem satisfying the Kruzkhov entropy condition away from the
interface is given by
u(x, t) ≡ s.
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Note that the solution is undercompressive at the interface as f ′(s)> 0, g′(s)< 0. So we have to allow for undercom-
pressive waves at the interface for certain choices of the initial data in order to obtain a solution. This was already
noticed in [3,25].
Example 1.2. Consider (3) with initial data given by
u(0, x) = f if x < 0,
= s if x > 0.
In this case, the weak solution satisfying the Kruzkhov entropy condition away from the interface is given by
u(x, t) = f if x < 0,
= f ′−1(x/t) if 0xf ′(s),
= s if x >f ′(s).
In this case, the solution is not undercompressive at the interface and the solution takes information from the initial line.
Example 1.3. Let 1 > f and 2 > g . Consider (3) with initial data given by
u(x, 0) = 1 if x < 0,
= 2 if x > 0.
In this case, observe that no weak solution satisfying the Kruzkhov entropy condition away from the interface x = 0
can exist as the Rankine–Hugoniot condition (10) is never satisﬁed in this case.
The above example shows that the difﬁculty involved in this case is very different from the other cases that were
tackled in [3] as no weak solution will exist for certain choices of the initial data. This implies that we have to relax the
Rankine–Hugoniot condition (10) at the interface in order to obtain the existence of a meaningful solution. We resolve
this question by deﬁning an alternative notion of entropy solution—the generalized entropy solutions by imposing
a weaker generalized Rankine–Hugoniot condition at the interface. We show that the generalized entropy solutions
form a contraction semi-group in L1 and are hence unique. Furthermore, we device a Godunov type ﬁnite difference
(ﬁnite volume) scheme based on the solutions of the Riemann problem associated with (3) and show that it converges
to the generalized entropy solution. This scheme is neither consistent nor conservative yet we are able to obtain the
convergence of the scheme. We also present some results of numerical experiments performed on the scheme.
As a consequence of the analysis for this case, we can treat Eq. (3) covering all types of ﬂux geometry involving
ﬂuxes with at most one extremum in the domain of deﬁnition by combining the results of this case with those of [4].
This includes cases where the ﬂuxes do not intersect in the domain of deﬁnition and the Rankine–Hugoniot condition
can never be satisﬁed. It also includes the case where f and g are linear with f ′ < 0, g′ > 0. This will enable us to treat
all the cases with linear ﬂuxes.
We have organized this paper: In Section 2, we will deﬁne the notion of generalized entropy solution of (3) and prove
stability and uniqueness. The Godunov type numerical scheme is described in Section 3 and the convergence analysis
is carried out in Section 4. We treat some generalizations of the results presented here in Section 5 and present some
numerical results in Section 6. Conclusions are derived from this paper in Appendix. We describe complete solutions
for the Riemann problem associated with (3) in the Appendix.
2. The continuous problem
We will deal with Eq. (3) under the assumptions that f, g satisfy the hypotheses H1, H2 and H3 (the convex–concave
case).As observed earlier, we need to relax the Rankine–Hugoniot (10) and deﬁne an alternative concept of generalized
entropy solution. For that we need some deﬁnitions.
Deﬁnition 2.1. Entropy–entropy ﬂux pair: For i = 1, 2, (i ,i ) are said to be entropy pairs if i is a convex function
on [s, S] and (′1(),′2()) = (′1()f ′(),′2()g′()) for  ∈ [s, S].
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Deﬁnition 2.2. Interior entropy condition:A function u ∈ L∞(R×R+) is said to satisfy the interior entropy condition
if it satisﬁes in the sense of distributions,
1(u)
t
+ 1(u)
x
0 in x > 0, t > 0,
2(u)
t
+ 2(u)
x
0 in x < 0, t > 0. (11)
Now we deﬁne the most crucial concept of this paper—the generalized Rankine–Hugoniot condition:
Deﬁnition 2.3. Generalized Rankine–Hugoniot condition: u ∈ L∞(R×R+) such that u+(t)= u(0+, t) and u−(t)=
u(0−, t) exist. Then u is said to satisfy the generalized Rankine–Hugoniot condition if the following holds:⎧⎪⎨
⎪⎩
If u+(t)< f then f (u+(t)) = g(u−(t)),
If u−(t)< g then f (u+(t)) = g(u−(t)),
If u+(t)f or u−(t)g then f (u+(t))g(u−(t)).
(12)
The key difference between the analysis of this case and the other cases is the above generalized Rankine–Hugoniot
condition. It can be motivated from the complete solutions of the Riemann problem associated with this case that we
present in the Appendix.
We now deﬁne the generalized entropy solution:
Deﬁnition 2.4. Generalized entropy solution: u ∈ L∞(R × R+) is deﬁned to be a generalized entropy solution of (3)
if the following holds:
1. u satisﬁes (9) in sense of distributions i.e. u is a weak solution of (3) away from the interface x = 0.
2. u satisﬁes the interior entropy solution (11).
3. u(0+, t), u(0−, t) exist and satisﬁes (12).
We also have to deﬁne:
Deﬁnition 2.5. Regular solution: A generalized entropy solution u of (3) is said to be regular if the discontinuities of
u form a discrete set of Lipschitz curves.
Observe that we have relaxed the Rankine–Hugoniot condition by imposing the generalized Rankine–Hugoniot
condition. The generalized Rankine–Hugoniot condition demands an inequality instead of a strict equality. Note that
we do not need to augment the solution with any further interface entropy conditions like in [4]. The ﬂux geometry
together with the generalized Rankine–Hugoniot condition is enough to obtain stability and uniqueness of the entropy
solutions. We have the following theorem:
Theorem 2.1. Letu, v ∈ L∞(R×R+) be two generalized entropy solutions for (3)with initial datau0, v0, respectively,
then for any MM = max{Lip(f ),Lip(g)}, a < 0, b> 0, b − a2Mt the function
t →
∫ b−Mt
a+Mt
|u(x, t) − v(x, t)| dx
is non-increasing and if u0 = v0 a.e.; then it follows that u = v a.e.
Proof. Following as in [1, Theorem 2.2] it is enough to show that I (t)0 a.e. where I (t) is given by
I (t) = sign(u−(t) − v−(t))(g(u−(t)) − g(v−(t))) − sign(u+(t) − v+(t))(f (u+(t)) − f (v+(t)).
Without loss of generality we can assume that u−(t)v−(t).
316 Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344
Case 1: Let v−(t)g. Then g(u−(t))g(v−(t)).
If u+(t)f , v+(t)f then by monotonicity I (t)0. If u+(t)< f , v+(t)f , then by generalized Rankine–
fHugoniot condition, f (u+(t)) = g(u−(t))g(v−(t))f (v+(t)) and hence I (t)0. If v+(t)< f and u+(t)> f ,
then f (v+(t))= g(v−(t)) and f (u+(t))g(u−(t)). Hence I (t)= g(u−(t))− g(v−(t))− f (u+(t))+ f (v+(t))0.
If u+(t)f , v+(t)f , then f (u+(t)) = g(u−(t))g(v−(t)) = f (v+(t)) and hence I (t)0.
Case 2: Let v−(t)< gu−(t). In this case f (v+(t))=g(v−(t)) and f (u+(t))g(u−(t)). Suppose u+(t)v+(t),
then I (t)=g(u−(t))−g(v−(t))−f (u+(t))+f (v+(t))=g(u−(t))−f (u+(t))0. If u+(t)< v+(t), then f (u+(t))
f (v+(t)) and I (t) = g(u−(t)) − g(v−(t)) + f (u+(t))2(f (u+(t)) − f (v+(t))0.
Case 3: Let u−(t)g. Then f (u+(t)) = g(u−(t)), f (v+(t)) = g(u−(t)), u+(t)f , v+(t)f . Since v−(t)
u−(t)g and hence f (v+(t))=g(v−(t))g(u−(t))=f (u+(t)). Therefore v+(t)u+(t) and I (t)=0. This proves
the theorem. 
The above theorem shows that the generalized entropy solutions are unique. The next step is to prove that the
generalized entropy solutions exist. We will prove existence by devising a Godunov type ﬁnite difference scheme and
showing that it converges to the generalized entropy solution.
3. Godunov type ﬁnite difference scheme
We will describe the numerical scheme in this section. We start with the deﬁnitions of the Godunov ﬂux.
Deﬁnition 3.1. Godunov numerical ﬂux: Let h ∈ Liploc(I ), then the Godunov numerical ﬂux (see [12]) denoted by
H(a, b) is given by
H(a, b) =
⎧⎨
⎩
min
∈[a,b]
h() if ab,
max
∈[b,a]
h() if ab.
(13)
Let G and F be the Godunov ﬂuxes associated with the functions g and f, respectively.
As in [3], we need to deﬁne an interface Godunov ﬂux based on exact solutions of the Riemann problem for (3). But
in this case, we need two interface ﬂuxes given by
F+(a, b) = min(G(a, s), F (f , b)), (14)
F−(a, b) = max(G(a, g), F (s, b)). (15)
The above interface ﬂuxes are obtained from the exact solution of the Riemann problem. Observe that F+(a, b) is not
necessarily equal to F−(a, b). Next we describe the discretization that we are going to use.
Let h> 0 and deﬁne the space grid points xj as follows:
xj =
(
2j − 1
2
)
h for j ∈ Z and j1, xj =
(
2j + 1
2
)
h for j ∈ Z and j − 1.
For time discretization, the time step t > 0 and let tn = nt. We also introduce = t/h.
For a function u0 ∈ L∞(R) we deﬁne
u0j+1 =
1
h
∫ xj+3/2
xj+1/2
u0(x) dx if j0, u0j−1 =
1
h
∫ xj−1/2
xj−3/2
u0(x) dx if j0,
Nh(f, g, u0i ) =
∑
i−2
|G(u0i , u0i+1) − G(u0i−1, u0i )| +
∑
i1
|F(u0i , u0i+1) − F(u0i−1, u0i )|
+ |F−(u0−1, u01) − G(u0−2, u0−1)| + |F(u01, u02) − F+(u0−1, u01)|, (16)
N(f, g, u0) = sup
h>0
Nh(f, g, u0i ). (17)
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It is easy to see that if u0 ∈ BV(R), then N(f, g, u0)C‖u0‖BV(R) where C > 0 is a constant depending only on the
Lipschitz constant of f and g.
Now from hypothesis (H3), 0 max(g, f , ‖u0‖∞) such that
f (0)g(g), g())f (f ). (18)
Let
M = max(Lip(f, [s, 0]),Lip(g, [s, 0]). (19)
Now we are in a position to deﬁne the Godunov type ﬁnite difference scheme {uni } inductively as follows:
un+1i = uni − (F (uni , uni+1) − F(uni−1, uni )) if i2,
un+11 = un1 − (F (un1, un2) − F+(un−1, un1)),
un+1−1 = un−1 − (F−(un−1, un1) − G(un−2, un−1)),
un+1i = uni − (G(uni , uni+1) − G(uni−1, uni )) if i − 2, (20)
uh(x, t) = uni if (x, t) ∈ [xi−1/2, xi+1/2) × [nt, (n + 1)t). (21)
The scheme coincides with the standard Godunov scheme for i 
= ±1. F±(a, a) is not necessarily equal to f (a) or
g(a) therefore scheme (20) is not consistent. Similarly as F+(a, b) is not necessarily equal to F−(a, b), the scheme
is not conservative. The lack of consistency was observed in the schemes devised in [3,4], etc. but the above scheme
(20) is different from the ones developed in the above quoted papers as it is not conservative either. Despite this lack of
consistency and conservation, we are still able to prove that the scheme converges to the generalized entropy solution
in the following theorem.
Theorem 3.1. Assume that CFL condition M1. Let u0 ∈ L∞(R, I ) such that N(f, g, u0)<∞. For h> 0, let
uh be the corresponding calculated solution given by (20) and (21). Then for any sequence hk → 0, there exists a
convergent subsequence still denoted by hk such that uhk converges almost everywhere and in L∞loc(R+, L1loc(R)) to a
weak solution u of (9) such that u(x+, t), u(x−, t) exist for all (x, t) and satisﬁes the interior entropy condition (11)
for u. Furthermore if u is regular, then it satisﬁes generalized Rankine–Hugoniot condition (12). If all the limiting
solutions are regular, then it is unique.
The proof of the above convergence theorem is presented in the next section. Note that Theorem 3.1 proves the
existence of a generalized entropy solution of (3).
4. Convergence analysis
In this section we will show that the scheme (20) converges to the generalized entropy solution of (3). The proof
follows on the lines of the proof presented in [3] and we will omit some of the details referring to [3]. First, we outline
the key steps of the proof.
Step 1: Monotonicity of the scheme. The monotonicity follows from the properties of the numerical ﬂuxes and the
CFL condition.
Step 2: L∞ estimates. The estimates in L∞ on the approximate solutions will follow from the monotonicity of the
scheme. This will give the weak compactness of the sequence uh and the weak limit will be our candidate for the
generalized entropy solution.
Step 3: Discrete L1 contractivity. In [3,4], the discrete L1 contractivity followed from the Crandall–Tartar lemma
(see [13]) as the scheme was both monotone and conservative. Here, the lack of conservation means that we cannot
apply the Crandall–Tartar lemma. We circumvent the difﬁculty by using the proof presented in [3] which follows on
the lines of [20]. The properties of the interface numerical ﬂuxes enable us to do that.
Step 4: TV bounds measured in terms of the singular mapping. It is well known that schemes of the type (20) are not
TVD as the total variation of the solution increases on account of the interface discontinuity. Instead, the most preferred
318 Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344
compactness tool is the singular mapping technique introduced by Temple [28]. We will deﬁne an appropriate singular
mapping and show that the TV of the transformed scheme is bounded. The monotonicity of the singular mapping allows
us to pass to the limit in the nonlinear ﬂux terms and show that the limit satisﬁes (9). We remark here that we are able
to handle the singular mapping for a case of sign-changing coefﬁcients.
Step 5: Consistency with the interior entropy condition. We will show that the limit solution satisﬁes the interior
entropy condition (11) by using the Crandall–Majda numerical entropy ﬂuxes (see [13]).
Step 6: Consistency with the generalized Rankine–Hugoniot condition. Under the assumption that the limit solution
is regular, we will show by using a contradiction argument involving a test function that the limit solution satisﬁes the
generalized Rankine–Hugoniot condition (12) and hence is the unique generalized entropy solution of (3). We deﬁne
the following: for X, Y,Z ∈ I, let
H1(X, Y, Z) = Y − (F (Y, Z) − F(X, Y )),
H2(X, Y, Z) = Y − (F (Y, Z) − F+(X, Y ),
H−2(X, Y, Z) = Y − (F−(Y, Z) − G(X, Y )),
H−1(X, Y, Z) = Y − (G(Y,Z) − G(X, Y )).
We have the following monotonicity lemma:
Lemma 4.1. Let M1 and X, Y,Z ∈ [s, 0]. Then Hi , i ∈ {±1,±2}, are Lipschitz continuous and non-decreasing
functions in each of its variables. Furthermore, they satisfy
Hi(X,X,X) = X if i ∈ {±1} ∀ X,
H±2(s, s, s) = s, H2(0, 0, 0) = 0, H−2(0, 0, 0) = 0. (22)
Proof. Follows exactly as in [3] (Lemma 4.2) except that of (22) which we present below:
F+(s, s) = min(G(s, s), F (f , s)) = g(s) = f (s),
F+(0, 0) = min(G(0, s), F (f , 0))
= min(g(0), f (0)) = f (0),
F−(s, s) = max(G(s, g), F (s, s))
= max(g(g), f (s)) = f (s) = g(s),
F−(0, 0) = max(G(0, g), F (s, 0))
= max(g(0), f (0)) = g(0). (23)
This immediately implies (22) since F(0, 0) = f (0) and G(0, 0) = g(0). This proves the lemma. 
Next we proceed to obtain the L∞ estimate in the following lemma:
Lemma 4.2. Let u0 ∈ L∞(R, I ) and {uni } be the corresponding ﬁnite volume scheme deﬁned as in (20). Let
0 >max(g, f , ‖u0‖∞) with f (0)g(g), g(0)f (f ). Then ∀i, n, we have
suni 0. (24)
Proof. Proof is by induction on n. If n= 0, by deﬁnition (24) is true. Hence assume that it is true for all i and up to n.
Then from Lemma 4.1, we have for all i ∈ {±1,±2},
sHi(s, s, s)Hi(uni−1, uni , uni+1) = un+1i Hi(0, 0, 0) = 0,
this proves the lemma. 
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In order to prove L1 contractivity, we need the following crucial lemma which allows us to circumvent the lack of
conservation of scheme (20).
Lemma 4.3. (i) a → F+(a, b) − F−(a, b), b → F+(a, b) − F−(a, b) are non-increasing functions.
(ii) Let un+1i , vn+1i be the solutions computed by scheme (20) for data uni , vni , respectively, then∑
i
(un+1i − vn+1i )
∑
i
(uni − vni ) if uni vni . (25)
Proof. (i) By deﬁnition, a → F−(a, b) is non-decreasing function and hence it is enough to verify that a → F+(a, b)−
F−(a, b) is non-increasing whenever F+(a, b) is not constant in a.
Let s1 > f , s2 > g be such that f (s1) = f (s), g(s2) = g(s). Then F± are given by
F+(a, b) =
⎧⎪⎨
⎪⎩
f (s) if bs1, as2,
min(g(a), f (max(b, f ))) if bs1, as2, g(a)f (b),
f (b) if bs1,
F−(a, b) = g(a) if as2.
Hence for bs, as2, g(a)f (b), we have F+(a, b) − F−(a, b) = g(a) − g(a) = 0. This implies that a →
F+(a, b) − F−(a, b) = g(a) − g(a) = 0. This implies that a → F+(a, b) − F−(a, b) is non-increasing function.
Similarly we have to look at the range of values for b for which F−(a, b) is not constant, since b → F+(a, b) is
non-increasing function. Again
F−(a, b) =
⎧⎪⎨
⎪⎩
f (s) if as2, bs1,
g(a) if as2,
max(g(a), f (max(b, f ))) if as2, s1bs2,
F+(a, b) = f (b) if bs1.
Hence for as2, bs1, g(a)f (b), F+(a, b) − F−(a, b) = f (b) − f (b) = 0 and hence b → F+(a, b) − F−(a, b)
is non-increasing function. This proves (i).
The estimate (25) is proved below. Let h(, ) = F+(, ) − F−(, ). Now from scheme (20), we have that∑
i
(un+1i − vn+1i ) =
∑
i
(uni − vni ) + (h(un−1, un1) − h(vn−1, vn1 )).
Now if uni vni , then from (i) of this lemma, we have that h(un−1, un1)h(vn−1, un1)h(vn−1, vn1 ) and this gives the
required estimate (25) and proves (ii). 
Next we need another lemma:
Lemma 4.4. Let (i) M1 . (ii) a → F+(a, b)− F−(a, b), b → F+(a, b)− F−(a, b) are non-increasing functions.
Then let {Ti}i∈z\{0} be a sequence in [s, S], and deﬁne Pi = (Ti−1, Ti, Ti+1) if |i|2, P1 = (T−1, T1, T2), and P−1 =
(T−2, T−1, T1). Then for |i|3,
H1
X
(Pi+1) + H1
Y
(Pi) + H1
Z
(Pi−1) = 1,
H−1
X
(Pi+1) + H−1
Y
(Pi) + H−1
Z
(Pi−1) = 1,
H1
X
(P3) + H1
Y
(P2) + H2
Z
(P1) = 1,
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H−2
X
(P−1) + H−1
Y
(P−2) + H−1
Z
(P−3) = 1,
H2
X
(P1) + H−2
Y
(P−1) + H−1
Z
(P−2)1,
H1
X
(P2) + H2
Y
(P1) + H−2
Z
(P−1)1.
Proof. The proof of the ﬁrst four inequalities follows exactly as in [3, Lemma 4.2]. We prove the last two estimates.
From Lemma 4.3, we get that
H2
X
(P1) + H−2
Y
(P−1) + H−1
Z
(P−2)
= F+
a
(T−1, T1) + 1 − 
(
F−
a
(T−1, T1) − G
b
(T−2, T−1)
)
−  G
b
(T−2, T−1)
= 1 +  
a
(F+ − F−)(T−1, T1)
1,
H1
X
(P2) + H2
Y
(P1) + H−2
Z
(P−1)
=  F
a
(T1, T2) + 1 − 
(
F
a
(T1, T2) − F+
b
(T−1, T1)
)
−  F−
b
(T−1, T1)
= 1 +  
b
(F+ − F−)(T−1, T1)
1.
This proves the lemma. 
Now we state the discrete L1 contractivity lemma below:
Lemma 4.5. Let u0, v0 ∈ L∞(R, I ) and {uni } and {vni } be the corresponding ﬁnite volume scheme deﬁned as in (20).
Let M be as deﬁned above and M1. Then for any i0j0 ∀i, n∑
i0 i j0
i 
=0
|un+1i − vn+1i |
∑
i0 i j0
i 
=0
|uni − vni |, (26)
∑
i 
=0
|un+1i − vn+1i |
∑
i 
=0
|uni − vni ). (27)
Proof. The proof of the above inequalities follows exactly as in [3] (Lemma 4.4) by using Lemmas 4.3 and 4.4. 
So although the scheme is not conservative at the interface, we have shown that it is discrete L1 contractive. Also
the ﬁrst estimate (26) gives the “ﬁnite speed of propagation” of the scheme. We can also provide an alternative proof
of the L1 contractivity estimate (27) by using an alternative type of Crandall–Tartar lemma (see [13]). We have the
following lemma:
Lemma 4.6. Let (X, 	) be a measure space and T : L1(X, 	) → L1(X, 	) be a map satisfying the following property:
(a) T is order preserving i.e. if uv then T (u)T (v). Then the following statements are equivalent;
(i) if uv, then ∫
X
T (u) − T (v) ∫
X
u − v.
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(ii) ∫
X
(T (u) − T (v))+
∫
X
(u − v)+.
(iii) ∫
X
|T (u) − T (v)| ∫
X
|u − v|.
Proof. We start with the statement (i) ⇒ (ii).
We have that u, v max(u, v). Therefore from (a), we get that
T (max(u, v)) − T (v) max(T (u) − T (v), 0) = (T (u) − T (v))+.
Then from (i) and by integrating we get that∫
X
(T (u) − T (v))+
∫
X
(T (max(u, v)) − T (v))

∫
X
max(u, v) − v =
∫
X
(u − v)+
thus proving (ii).
Next, we prove that (ii) ⇒ (iii). We have from the deﬁnition that
|u − v| = (u − v)+ + (v − u)+
therefore we get from (ii) that∫
X
|(T (u) − T (v))| =
∫
X
(T (u) − T (v))+ +
∫
X
(T (v) − T (u))+

∫
X
(u − v)+ +
∫
X
(v − u)+ =
∫
X
|u − v|.
Thus, we prove (iii) from (ii).
Now we prove that (iii) ⇒ (i). Let uv, then from the order preserving property of the operator (a) implies that
T (u)T (v). Therefore, we have that∫
X
(T (u) − T (v)) =
∫
X
|T (u) − T (v)|

∫
X
|u − v| =
∫
X
(u − v).
Thus, we prove (i) and complete the proof of the lemma. 
Now from (ii) of Lemma 4.3, and the above lemma, (27) follows as an immediate consequence.
Next we deﬁne the singular mappings that we are going to use for showing convergence.
Deﬁnition 4.1. Singular mappings: Let f, g be the ﬂuxes. We deﬁne the following pair of singular mappings:
1(u) =
∫ u
s
|g′()| d, 2(u) =
∫ u
s
|f ′()| d. (28)
Note that the above functions 1, 2 are monotonically increasing. We need some notations.
a+ = max(a, 0), a− = min(a, 0), a = a+ + a−, |a| = a+ − a−,

(a, b) =
{1 if ab,
0 if a >b.
(29)
If h ∈ CV(I ) and the minimum of h is denoted by h, then

+(h′(u)) =
{1 if uh,
0 if u< h,

−(h′(u)) =
{1 if uh,
0 if u> h.
(30)
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If h ∈ CC(I ) and the maximum of h is denoted by h, then

+(h′(u)) =
{0 if uh,
1 if u< h,

−(h′(u)) =
{0 if uh,
1 if u> h.
(31)
Next we have following modiﬁcation of the “normalized cell variation inequalities” in which we control the variation
(measured in terms of the singular mappings) in each cell in terms of the variations of the ﬂuxes in the neighboring
cells.
Lemma 4.7. Let {u1, u2, u3} ∈ I ; then

(u2, u3)
∫ u3
u2
g′+() d
(u2, u3)
+(g′(u3))(g(u3) − G(u2, u3)) (32)
and if u3g, then g(u3)G(u3, u4) for any u4 ∈ I.
−
(u2, u3)
∫ u3
u2
g′−() d
(u2, u3)
−(g′(u2))(g(u2) − G(u2, u3)) (33)
and if u2g , then g(u2)G(u1, u2)

(u2, u1)
∫ u1
u2
f ′+() d
(u2, u3)
+(f ′(u2))(F (u1, u2) − f (u2)) (34)
and if u2g , then f (u2)F(u2, u3)
−
(u2, u1)
∫ u1
u2
f−() d
(u2, u1)
−(f ′(u1))(F (u1, u2) − f (u1)) (35)
and if u2g , then f (u1)F(u4, u1) for any u4 ∈ I .
Proof. Proof follows exactly as in [4] (Lemma 3.6) by interchanging the roles of f and g in that reference. 
Lemma 4.8. Let {ui}i 
=0 be a sequence in I and deﬁne the new sequence {zi}i 
=0 by
zi =
{
1(ui) if i − 1,
2(ui) if i1.
(36)
Then
1
2TV(zi)N
h(f, g, {ui}) + C(0 − s).
Proof. Now
−
∞∑
i=1
(zi − zi+1)− = −z1 +
∞∑
i=1
(zi − zi+1)+ + lim sup
j→∞
zj ,
−2∑
i=−∞
(zi − zi+1)+ = −z−1 −
−2∑
i=−∞
(zi − zi+1)− − lim inf
j→−∞ zj .
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Hence from Lemma 4.7, the L∞ bounds (see Lemma 4.3 and following similar steps as in [4]) we have
TV(zi) =
−2∑
i=−∞
|zi − zi+1| + |z−1 − z1| +
∞∑
i=1
|zi − zi+1|
= − (z−1 + z1) + |z−1 − z1| − 2
−2∑
i=−∞
(zi − zi+1)− + 2
∞∑
i=1
, (zi − zi+1)+
+ lim sup
j→∞
zj − lim inf
j→−∞ zj
2Nh(f, g, {ui}) + 2E + C(0 − s),
where the constant C depends on the Lipschitz constant of f in the interval [s, 0] and
E = −min(z−1, z1) + I1 + I2,
I1 = 
(u−2, u−1)
+(g′(u−1))(g(u−1) − (u−2, u−1)) − |F−(u−1, u1) − G(u−2, u−1)|,
I2 = 
(u2, u1)
−(f ′(u1))(F (u1, u2) − f (u1))| − |F(u1, u2) − F+(u−1, u1).
We claim that E0. Suppose u−2 <u−1 and u−1g; then
F−(u−1, u1) = max(G(u−1, g), F (s, u1))
= max(g(u−1), F (s, u1))
g(u−1)G(u−2, u−1)
and hence
I1 = g(u−1) − G(u−2, u−1) − F−(u−1, u1) + G(u−2, u−1)0.
For the rest of the cases, I10 and therefore I10. Suppose u2 <u1, u1f , then
F+(u−1, u1) = min(G(u−1, s), F (f , u1))
= min(G(u−1, s), f (u1))
f (u1)F(u1, u2)
and hence
I2 = F(u1, u2) − f (u1) − F(u1, u2) + F+(u−1, u1)0.
For the rest of the cases, I20 and therefore E0.
Since 10, 20 and hence z−10, z10. This with the above estimate implies that E0. Therefore
1
2TV(zi)N
h(f, g, {ui}) + C(0 − s)
and this proves the lemma. 
In order to show that the limit solution is consistent with the generalized Rankine–Hugoniot condition, we need a
certain test function based on an exact solution of the Riemann problem associated with (3). We have the following.
Let ,  ∈ I and let
u,(x) =
{
 if x < 0,
 if x > 0.
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Associated to this, letuh(, , x, t) be the calculated solution from the scheme corresponding to the initial datau0=u,.
Let s1 > f , s2 > g such that f (s1) = g(s2) = f (s) = g(s) and f (g) = g(g), f (f ) = g(f ). Then:
Lemma 4.9. Assume that for every sequence hk → 0, there exists a subsequence still denoted by hk such that
uhk (, , x, t) converges to u(, , x, t) a.e. (x, t) with u(, , x±, t) exist. Then we have:
(a1) Let s2, s1, then f (u(, , 0+, t))=g(u(,, 0−, t))=f (s).Furthermore, if <s2, then u(, , 0−, t)=s
and if <s1 then u(, , 0+, t) = s.
(a2) Let s2 s1 then u(, , 0+, t) =  and the following relations hold:
(i) For g , choose g such that f () = g(). If g , g or g , g with g()f (), then
f (u(, , 0+, t)) = g(u(, , 0−, t)).
Furthermore, if g or g and g()< f (), then
u(, , 0−, t) = .
(ii) If > g, then g(u(, , 0−, t))> f (u(, , 0+, t)).
(a3) Let s2, s1 then u(, , 0−, t) =  and the following relation holds:
(i) If f , f or f , f with f ()g(), then
f (u(, , 0+, t)) = g(u(, , 0−, t)).
Furthermore, if f with f ()> g(), then
u(, , 0+, t) = ,
where < f be such that f () = g().
(ii) If > f , then f (u(, , 0+, t))< g(u(, , 0−, t)) .
(a4) Let >s2, <s1; then u(, , 0−, t) = , u(, , 0+, t) = .
Proof. Let s1, s2. Then we claim that
uni 
{
 if i − 1,
 if i1.
From the deﬁnition, we have F+(, ) = F−(, ) = f (s) = g(s). Assume that the claim is true up to n. Then by
monotonicity of the scheme we have
un+1i = H−1(uni−1, uni , uni+1)H−1(, , ) =  if i − 2,
un+1i = H1(uni−1, uni , uni+1)H1(, , ) =  if i2,
un+1−1 = un−1 − (F−(un−1, un1) − G(un−2, un−1))
= un−1 − (g(s) − G(un−2, un−1))
un−1,
since by induction un−2, un−1 and hence G(un−2, un−1)g(s). Similarly F(un1, un2)f (s) and hence
un+11 = un1 − (F (un1, un2) − F−(un−1, un1))
= un1 − (F (un1, un2) − f (s))
.
This proves the claim.
Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344 325
From the claim it follows that F+(un−1, un1) = F−(un−1, un1) and hence the scheme is conservative. Therefore by
Lax–Wendroff theorem (see [3]) u(, , x, t) satisﬁes Rankine–Hugoniot condition (10) at the interface. That is
f (u(, , 0+, t)) = g(u(, , 0−, t)) = f (s).
If <s2, then from the claim, u(, , 0−, t)< s2 and hence by Rankine–Hugoniot condition (10) u(, , 0−, t) = s.
Similarly for , iff = s2, then by direct calculation, uni = s2 for all i − 1 and hence u(, , 0−, t)= s2 and similarly
for . This proves (a1).
Let s2, s1. Then F+(, ) = f () and hence uni =  for all i1 and therefore u(, , 0+, t) = .
(i) Let g, g. Choose a g such that f () = g(). Let I (, ) be the interval (, ) if  and [, ] if
. Then we claim that
uni ∈ I (, ), i − 1.
Assume that it is true up ton for all i.Let.Thenbymonotonicity,we haveH−1(, , )H−1(uni−1, uni , uni+1)=
un+1i H−1(, , ) =  if i − 2.
un+1−1 = un−1 − (F−(un−1, un1) − G(un−2, un−1))
= un−1 − (f () − G(un−2, un−1))
= un−1 − (g() − G(un−2, un−1))
un−1,
since un−2, un−1 ∈ [, ] and hence g()G(un−2, un−1) = g(un−1). By CFL we have
un+1−1 un−1 − 
(g() − g(un−1))
(− un−1)
(− un−1)
un−1 + − un−1 = .
Similarly if . This proves the claim.
Therefore from the claim we have F+(un−1, un1) = F−(un−1, un1) = f () and hence the scheme is conservative.
Again by Lax–Wendroff theorem, Rankine–Hugoniot condition (10) is satisﬁed at the interface x = 0 and therefore
f (u(, , 0+, t)) = g(u(, , 0−, t)). Furthermore, uni ∈ I (, ) implies that u(, , 0−, t) = .
Let gs2, g , g()f (). Let g be such that f () = g(). Then we claim that for i − 1,
uni .
Againby induction andmonotonicity of the scheme, claim is true for all i−2 and i1.By inductiong(un−1)f ()=
f (un1) and hence F(u
n−1, un1) = f () = g().Also G(un−2, un−1)g() and therefore
un+1−1 = un−1 − (g() − G(un−2, un−1)).
From CFL, we have
un+1−1 = un−1 − 
(
g() − g(max(un−2, g))
(− max(un−2.g))
)
(− max(un−2, g))
un−1 − (− max(un−2.g))
= un−1 + max(un−2, g) − .
This proves the claim.
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Hence F+(un−1, un1) = F−(un−1, un1) = f () and therefore the scheme is conservative. Hence u(, , x, t) satisﬁes
Rankine–Hugoniot condition (10) at x = 0 and hence
f () = f (u(, , 0+, t) = g(u(, , 0−, t)).
Suppose g()< f (), then since uni , u(, , 0−, t). Hence by the Rankine–Hugoniot condition (10), we get
that u(, , 0−, t) = . This proves (i). If > g; then F+(, ) = f ()< g(g) and uni =  for i1. Hence f () =
f (u(, , 0+, t))< g(g)g(u(, , 0−, t)). This proves (ii) and hence (a2). (a3) follows by similar argument. Let
>s2, <s1 then F+(, )= f (), F−(, )= g() and hence uni =  if i − 1 and uni =  if i1. This proves (a4)
and hence the lemma. 
Proof of Theorem 3.1. Let uni be as deﬁned in (20) and deﬁne the new sequence {zni } by
zni =
{
1(u
n
i ) if i − 1,
2(u
n
i ) if i1.
Then from Lemma 4.8 and L1-contractivity (Lemma 4.5) we obtain
1
2
TV(zni )Nh(f, g, {uni }) + C(0 − s)
= 1

∑
i 
=0
|un+1i − uni | + C(0 − s)
 1

∑
i 
=0
|u1i − u0i | + C(0 − s)
=Nh(f, g, {u0i }) + C(0 − s)
Nh(f, g, u0) + C(0 − s).
Nowproceeding as in [3], it follows that for a subsequencehk → 0,uhk converges to u a.e. in (x, t)with the property that
u satisﬁes interior entropy condition and u(x+, t), u(x−, t) exist for all x, t. Furthermore by Lax–Wendroff theorem
adopted in the region x 
= 0 gives that u is a solution of (3). Now assume that u is regular, then by using the test function
constructed in Lemma 4.8 and following the similar methods in [3] (see proof of Theorem 3.2 in [3]), we show that u
satisﬁes generalized Rankine–Hugoniot condition (12) at x = 0. For the beneﬁt of the reader, we will sketch the proof
of the contradiction argument in one case. We consider the following case:
Let u+(t)f and suppose that the generalized Rankine–Hugoniot condition (12) does not hold in this case. This
implies that ∃t0 such that f (u+(t0))> g(u−(t0)). Then we can have the following three cases on the location of u+(t0),
namely:
Case 1: u+(t0)> g . In this case, it is obvious from the ﬂux geometry that g(u−(t0))> f (u+(t0)) and therefore the
generalized Rankine–Hugoniot condition (12) is always satisﬁed.
Case 2: s1u+(t0)g . From the hypothesis that the limit solution is regular, the ﬂux geometry and the assumption
that f (u+(t0))> g(u−(t0)), we can choose , ,  ∈ R+ such that t0 = nt and
(i) u is continuous in [−, 0) × [t0 − , t0 + ] and (0, ] × [t0 − , t0 + ];
(ii) f (u+(t0) + )> g(u−(t0) + );
(iii) u−(t0) − u(x, t)u−(t0) +  in [−, 0) × [t0 − , t0 + ];
(iv) u+(t0) − u(x, t)u+(t0) +  in (0, ] × [t0 − , t0 + ].
On R × {t0}, deﬁne the function
V0 =
{
u−(t0) +  if x0,
u+(t0) +  if x > 0.
(37)
Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344 327
With t0 as the initial time andu(x, t0) andV0 as the initial data, run theGodunov type scheme (20).AsN(f, g, u(x, t0)),
N(f, g, V0) are ﬁnite, therefore by the above arguments the scheme converges and call the solutions obtained asU(x, t)
and v(x, t), respectively. Clearly U ≡ u. From the characterizations of solutions to the Riemann problem, we get that
v+(t) = u+(t0) +  for a.e. t > t0,
v−(t)g and f (v+(t)) = g(v−(t)) for a.e. t > t0.
From the ﬂux geometry and from the above characterization, we get that v−(t)<u−(t0) −  for almost all t > t0.
Now by construction we have that V0(x, t0)u(x, t0) for x ∈ [−, ]. Hence by monotonicity of the scheme (and
of the corresponding limit solutions), we get that v(x, t)u(x, t) for a.e. in (x, t) with t > t0, − + (t − t0)/x
− (t − t0)/.
By combining the above arguments, we get that
u−(t0) − v−(t)<u−(t0) − 
which is a contradiction and hence we show that the generalized Rankine–Hugoniot condition is satisﬁed in this case.
Case 3: f u+(t0)< s1.
As outlined above we can choose , ,  such that properties (i)–(iv) as in case 2 are satisﬁed with u+(t0) + >s1.
Let >s2 be such that g()=f (u+(t0)+) and let max(u−(t0)+, s2)< a < . Deﬁne a < f such that f (a)=g(a).
Also deﬁne
V0 =
{
a if x < 0,
u+(t0) +  if x > 0.
Now by choosing V0 as above and considering the limit solutions u and v obtained from the Godunov type scheme
(20) with initial data u(x, t0) and V0(x, t0), respectively, we obtain from the characterization of the Riemann problem
(Lemma 4.8) that
v−(t) = a, v+(t) = a.
From themonotonicity of the scheme, we get that v(x, t)u(x, t) for a.e. in (x, t)with t > t0,−+(t−t0)/x−
(t − t0)/.
Now by combining the above arguments, we have that
a <u+(t) + v+(t) = a
which is a contradiction and shows that the generalized Rankine–Hugoniot condition holds in this case. Similarly by a
proper choice of the test functions, we can prove that the generalized Rankine–Hugoniot condition holds in all cases.
Now from Theorem 2.1, the solution is unique in the class of regular solutions. This proves Theorem 3.1. Thus, we
have shown that the generalized entropy solutions of (3) exist and unique.
5. Extensions and generalizations
In this section, we will consider some generalizations of the results obtained in the previous sections. To start with,
we consider ﬂuxes f and g with the following:
Case 1: Let I = [s, S] and f and g satisfy the following hypothesis:
Hypothesis 5.1.1. f ∈ CV(I ) with the unique minima being denoted as f and g ∈ CC(I ) with the unique maxima
being denoted by g .
Hypothesis 5.1.2. f (S) = g(S).
Hypothesis 5.1.3. f (s)g(g), g(s)f (f ).
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Fig. 2. Fluxes f and g satisfying Hypothesis 5.2.
Note that above hypothesis is basically that of the reﬂection of the hypotheses H1, H2 and H3. In this case all the
above results expect that the inequality in the generalized Rankine–Hugoniot condition (12) is changed to demand that
f (u+(t))g(u−(t)) and the interface ﬂuxes are given by
F+(a, b) = max(G(a, S), F (f , b)), (38)
F−(a, b) = min(G(a, g), F (S, b)). (39)
Case 2: In this case, we will treat the situation when I = R and when the ﬂuxes can show behavior of both the
concave–convex type and the convex–concave type. To be more precise, we make the following assumptions on
f and g.
Hypothesis 5.2. Let f ∈ CV(R) and g ∈ CC(R).Assume that there exist sf , gS such that (see Fig. 2)
f (s) = g(s), f (S) = g(S), (40)⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min
(
sup
[S,∞]
f, sup
(−∞,s)
f
)
g(g),
min
(
inf[S,∞)] g, inf[−∞,s] g
)
f (f ).
(41)
Observe from Fig. 2 that this case is a combination of the hypothesis of this paper and the hypothesis of the
concave–convex case of [3]. So we need to deﬁne a generalized Rankine–Hugoniot condition and an interface entropy
solution in order to get well-posedness of the entropy solutions. As in [4], we need to deﬁne interface connections to
get existence of a solution to (3).
Deﬁnition 5.1. Connection: (A,B) ∈ I is said to be a connection if Ag , Bf and g(A) = f (B).
Now we will deﬁne a generalized Rankine–Hugoniot condition corresponding to a connection (A,B) as:
Deﬁnition 5.2. Generalized Rankine–Hugoniot condition: Let (A,B) be a connection and let u ∈ L∞(R × R+) such
that for all most all t > 0, u+(t), u−(t) exist. Then u is said to satisfy the generalized Rankine–Hugoniot condition
with respect to the connection (A,B) provided:
(i) If u+ > f or u− >A in the case g(A)g(s) and if u− > g , u+ >B in the case g(A)g(s), then f (u+)=g(u−).
(ii) Otherwise
f (u+)g(u−). (42)
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Unlike in the previous cases, this condition is not enough to guarantee the uniqueness of solutions and we need to
impose additional interface entropy conditions.
We also need to deﬁne the following interface comparison functional corresponding to each connection (A,B).
Deﬁne
IAB(, ) = sign(− A)(g() − g(A)) − sign(− B)(f () − f (B)). (43)
In analogy with [2,4] relative to each choice of connection we have the following interface entropy condition:
Deﬁnition 5.3. Interface entropy condition: Let (A,B) be a connection and u ∈ L∞(R × R+) with u±(t) exist for
almost all t > 0. Then u is said to satisfy the interface entropy condition if
Case 1: g(A)g(s).
If u−(t)s, ls with f (l) min(g(u−(t)), g(A)) then IAB(u−(t), l)0. (44)
Case 2: Let g(A)g(s).
If u+(t)s, ls with g(l) max(f (u+(t)), f (B)) then IAB(l, u+(t))0. (45)
For each choice of connection (A,B), we deﬁne the concept of generalized AB-entropy solution as follows:
Deﬁnition 5.4. GeneralizedAB-entropy solution: u ∈ L∞(R×R+) is deﬁned to be a generalizedAB-entropy solution
of (3) if the following holds:
1. u satisﬁes (9) in the sense of distributions i.e. u is a weak solution of (3) away from the interface x = 0.
2. u satisﬁes the interior entropy solution (11).
3. u(0+, t), u(0−, t) exist.
4. u satisﬁes the generalized Rankine–Hugoniot condition (42) and the interface entropy condition (44), (45).
Equipped with the above notion of solutions, we have that for each choice of the connection (A,B), the generalized
AB-entropy solutions exist and form a contractive semi-group in L1 and are hence unique. As in the previous sections,
the ﬁrst step is to deﬁne the interface ﬂuxes given a ﬁxed connection (A,B) as follows:
Case 1: g(A)g(s).{
FAB− (, ) = G(, A),
FAB+ (, ) = max(F (f , ),G(, A)).
(46)
Case 2: g(A)g(s).{
FAB+ (, ) = F(B, ).
FAB− (, ) = min(G(, g), F (B, )).
(47)
Next we deﬁne the Godunov type ﬁnite difference scheme by replacing the interface ﬂuxes in (20) with the above
interface ﬂuxes. We will state the existence and uniqueness theorem without proof. Proof follows exactly as that of
Theorems 2.1 and 3.1 by showing the convergence of the numerical scheme (20) with the interface ﬂuxes (FAB+ , FAB− )
which is neither consistent nor conservative.L∞-stability follows as in the proof of (Lemma 4.2). The basic difﬁculties
that we encounter here are:
(1) Discrete and continuous L1-stability.
(2) TV bounds with respect to the singular mappings.
Therefore we will prove only those lemmas which are needed to show (1) and (2). First we state the well-posedness
result given by:
Let u0 ∈ L∞(R), let NAB(f, g, u0) be deﬁned as in (16) with respect to the interface ﬂuxes FAB± . Then we have:
Theorem 5.1. Let (A,B) be connection and u0 ∈ L∞(R) such that NAB(f, g, u0)<∞. Then there exists a solution
u of (3) such that u±(t) exist for almost all t > 0 and satisfy the Kruzkhov entropy condition (11). Furthermore, if the
solution u is regular, then at x = 0 it satisﬁes the generalized Rankine–Hugoniot condition (42) and interface entropy
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condition (44), (45). If u and v are two regular solutions with the above property then∫
R
|u(x, t) − v(x, t)| dx
∫
R
|u(x, 0) − v(x, 0)| dx. (48)
Proof. We start with the following lemma which leads to both discrete and continuous L1 contractivity,
Lemma 5.1. The following hold:
(1) Discrete L1-contractivity: FAB+ (a, b) − FAB− (a, b) is a non-increasing function in each of its variable when the
other is ﬁxed.
(2) Continuous L1-contractivity: Let u, v ∈ L∞(R × R+) such that u±(t), v±(t) exist and satisﬁes the generalized
Rankine–Hugoniot condition (42) and the interface entropy condition (44), (45). Then for almost every t > 0,
I (u, v)(t)0 where I (u, v)(t) is deﬁned as
I (u, v) = sign(u− − v−)(g(u−) − g(v−)) − sign(u+ − v+)(f (u+) − f (v+)). (49)
Proof. Without loss of generality we can assume that g(A)g(s). Then (1) follows easily from
FAB+ (, ) − FAB− (, ) =
{0 if G(, A)F(f , ),
F (f , ) − G(, A) if G(, A)F(f , ).
(2) is proved in several steps. Let A<A be such g(A) = g(A). To make notations simple denote u±(t) = u±,
v±(t) = v±, IAB(u, v) = IAB(u, v, t). Without loss of generality we can assume that v−u−.
Step 1. If u− >A, then u− = A.
Suppose Au−; then choose l < s such that f (l) = f (B) + 12 (g(A) − g(u−)). Then
0IAB(u−, l) = g(u−) − g(A) + f (l) − f (B)
= 12 (g(u−) − g(A))0
and hence u− = A. If u−A, then choose ls such that f (l) = f (B) + 12 (g(u−) − g(A)), then
0IAB(u−, l) = g(A) − g(u−) + (f (l) − f (B))
= 12 (g(A) − g(u−))0,
and hence u− = A. This proves step 1.
Step 2. Let I (u, v) be deﬁned as above. If u+s, v±s, then I (u, v)0.
From step (1) u− >A implies that u− =A and hence by Rankine–Hugoniot condition (10) u+ =B. Therefore as in
[4, Theorem 5.1], I (u, v)0.
Step 3. Since v−u− and hence from step (1) we have g(v−)g(u−). Suppose u+, v+ ∈ (−∞, f ); then by
monotonicity of f, I (u, v)0. If u+f , v+ > f . Then from (44), f (u+) = g(v−)g(u−)f (u+) and hence
I (u, v)0. If u+ > f , v+f , then f (u+)=g(u−) and I (u, v)=f (v+)−g(v−)0 by (44). If u+ > f , v+ > f ,
then I (u, v) = (g(u−) − g(v−))(1 − sign(u+, v+))0. This proves the lemma. 
Proof of TV bounds. As in [2,25], we split the sequence {uni } into two sequences with respect to two steps of singular
mappings.
Deﬁne {1,2} {1,2} by
1(u) =
∫ max(u,s)
A
|g′()| d, 2(u) =
∫ max(u,s)
B
|f ′()| d,
1(u) =
∫ min(u,S)
S
|g′()| d, 2(u) =
∫ min(u,S)
S
|f ′()| d,
where f (S) = g(S), S > f .
Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344 331
Now deﬁne {zni } and {wni } by
zni =
{
1(u
n
i ) if i − 1,
2(u
n
i ) if i1,
wni =
{
1(u
n
1) i − 1,
2(u
n
i ) i1.
Then from [4, Lemmas 3.6 and 3.7] we have
TV(zni )2NAB(f, g, u0) + C1,
and from Lemmas 4.7, 4.8
TV(wni )2NAB(f, g, u0) + C2,
where C1 and C2 are two constants depending on the L∞ bounds of u. Let ni = zni + wni . Then from the above two
estimates TV(ni )4NAB(f, g, u0)+C. Since 1 +1 and 2 +2 are strictly increasing functions, the convergence
of {uni } follows from the convergence of {ni }. The rest of the proof of Theorem 5.1 follows exactly as in [3]. 
Sowe have shown the existence and uniqueness of the generalizedAB-entropy solutions for each choice of connection
(A,B). The next question iswhich of these inﬁnitelymany stable classes of solutions should be chosen as the “physically
relevant” one. For doing so, we can use the strategy evolved in [4] to choose the optimal connection by optimizing a
certain interface entropy cost functional and deﬁning the corresponding generalized entropy solution with respect to
this optimal connection as the optimal generalized entropy solution of (3).As the singular mappings have been suitably
split as above, it is enough to consider the interface entropy cost functional [4, (4.2)] and then by the same arguments
as in [4, Theorem 4.3], we get that the optimal connection (A0, B0) corresponding to the min–max problem associated
with the interface entropy cost functional is given by
g(A0) = g(g) + f (f ) − g(s). (50)
Similarly, B0 > f is the unique point such that g(A0) = f (B0). The corresponding generalized (A0, B0)-entropy
solution is the optimal generalized entropy solution of (3). Similarly we can treat the case where the ﬂux f is concave
and g is convex with intersections as above by appropriate modiﬁcations.
Case 3:Non intersecting mixed type ﬂuxes.We can also handle the case where the ﬂuxes are of the mixed type (either
convex–concave or concave–convex type) and do not interest in the domain of deﬁnition; to be more precise we can
have the following cases:
Case 3.1: Let I = [s, S] and f and g such that f is of convex type and g is of concave type with f (f )> g(g). See
Fig. 3 for the shape of the ﬂuxes.
In this case, the ﬂuxes do not intersect in the domain of deﬁnition and the Rankine–Hugoniot condition (10) is
never satisﬁed. Similarly a generalized Rankine–Hugoniot condition of the type (12) holds always as f ()> g() ∀,
 ∈ I . Therefore by using stability arguments (based on the criteria that the solutions should be stable with respect to
homotopic deformations of the ﬂuxes), we only require the following interface entropy condition to be satisﬁed:
u−g, u+f . (51)
So by a generalized solution of (3) in this case, we demand that it satisﬁes (9), the interior entropy condition (11) and
the interface entropy condition (51). Next we can write down the explicit solutions of the Riemann problem for (3)
with the Riemann data (, ). We have to consider different cases:
Case 1: f . Then we have:
Case 1.1 : g,
u(x, t) =  if x < 0
 if x > 0
Case 1.2 : > g,
u(x, t) =
 if xg′()t
g′−1
(x
t
)
if g′()tx0
 if x > 0
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Fig. 3. Flux shapes in Case 3.1.
Case 2: > f . We have to consider the following cases:
Case 2.1 : g,
u(x, t) =
 if x < 0
f ′−1
(x
t
)
if 0xf ′()t
 if xf ′()t
Case 2.2 : > g,
u(x, t) =
 if xg′()t
g′−1
(x
t
)
if g′()tx0
f ′−1
(x
t
)
if 0xf ′()t
 if xf ′()t”
We use the explicit solutions given above to deﬁne the following interface ﬂuxes:
F+(a, b) = f (min(f , b)) = F(f , b),
F−(a, b) = g(min(a, g)) = G(a, g).
We will deﬁne a Godunov type scheme (20) with the above interface ﬂuxes and we can show that it converges to the
generalized entropy solution which is unique.
Case 3.2: Now, we treat the case where f is concave type, g is convex type and g(g)> f (f ). This case is similar
to the previous case with the modiﬁcations in the interface entropy condition given by
u−g, u+f (52)
and the interface ﬂuxes should be given by
F+(a, b) = f (max(f , b)) = F(f , b),
F−(a, b) = g(max(a, g)) = G(a, g).
Case 3.3:We can also consider the case where f is of convex type, g is of concave type and f (s)< g(s), f (S)<g(S)
and to ensure that the ﬂuxes do not intersect, we can also impose f (s)< g(S) and f (S)<g(s). (See the ﬂuxes in Fig. 4.)
Again we have the following interface entropy conditions given by
g(u−)g(S),
f (u+)f (S).
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We give the explicit solutions of the Riemann problem in different cases for the Riemann data (, ) below. Let
s1 = (g() − g(S))/(− S), s2 = (f () − f (S))/(− S); then we have:
Case 3.3.1: g(s)> g(S), f (s)<f (S), then in all cases the solution is given by:
u(x, t) =
 if x < s1t,
S if s1t < x < s2t,
 if s2t < x.
Case 3.3.2: g(s)< g(S), f (s)<f (S). We have two subcases given by
Case 3.3.2(a): g()< g(S). Then the solution is given by
u(x, t) =
 if x < 0,
S if 0<x < s2t,
 if s2t < x.
Case 3.3.2(b): g()g(S). In this case the solution is identical to the solution obtained in Case 3.3.1.
Case 3.3.3: g(s)> g(S), f (s)>f (S). Again we have two cases given by:
Case 3.3.3(a): f ()> f (S). In this case the solution is given by
u(x, t) =
 if x < s1t,
S if s1t < x < 0,
 if 0<x.
Case 3.3.3(b): f ()f (S). The solution in this case is identical to the one obtained in Case 3.3.1.
Case 3.3.4: g(s)< g(S), f (s)>f (S). In this case, we can write the solutions as a combination of all the above
cases. So we can use these solutions to deﬁne the interface ﬂuxes as
F+(a, b) = F(S, b),
F−(a, b) = G(a, S).
Note that in this case there is a unique interface undercompressive wave given by A = B = S. Similarly we can treat
the case when g is convex and f is concave.
Case 4: A linear case. In [4], we have treated the case when f and g are linear functions with f ′ > 0 and g′ < 0 and
have described the optimal entropy solution in that case. Now, we can also treat the other linear case where f ′ < 0 and
g′ > 0. We have the following hypothesis:
Let I =[s, S] and f, g are linear with f ′ < 0 and g′ > 0. See the shape of ﬂuxes from Fig. 5. It is easy to see that in this
case, the Rankine–Hugoniot condition (10) is never satisﬁed except when the initial data are the point of intersection.
So we require the following deﬁnition of the generalized entropy solution in this case, i.e. u ∈ L∞(R×R+) is deﬁned
to be a generalized entropy solution of (3) in this case if u satisﬁes (9) and the interior entropy condition (11) and the
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Fig. 5. Flux shapes in the case 4 (the linear case).
traces u(0−, t) and u(0+, t) exist. Thus, we do not need any additional generalized Rankine–Hugoniot condition at
the interface in this case to deﬁne the weak solution.
The interface ﬂuxes are given by
F+(a, b) = f (b),
F−(a, b) = g(a).
We can show that a Godunov type scheme (20) converges to the generalized entropy solution in this case and that the
generalized solution is unique. Thus, we can treat all linear f and g by combining the above results with that of [4].
6. Numerical experiments
In this section, we will present some results for numerical experiments with scheme (20). We would also like to
compare the performance of our scheme with other existing schemes. We remark that for the case where the ﬂuxes f
and g satisfy the hypothesis of this paper, there are no convergence results for numerical algorithms to the best of our
knowledge. Other possible ﬁnite difference schemes for equations of the type (3) are the staggered mesh Godunov or
Enquist-Osher schemes developed in [29,30,17] and the Lax–Friedrichs scheme developed in [19]. The convergence
results that were obtained for these schemes in the above papers do not apply to the ﬂuxes considered in this paper. But
since the algorithms are not based on Riemann solvers, we can use them in this case to see how they perform.
We will consider two sets of ﬂuxes, the ﬁrst satisfying the hypothesis (H1, H2 and H3) and the second satisfying the
hypothesis 5.2. In each case, we will present results obtained with different initial data and compare the exact solution
with the solution obtained from the Godunov type ﬁnite difference scheme (20) which we will henceforth refer to as
(AGS) and the solution obtained by a staggered mesh scheme of the Godunov type developed in [17] which we will
refer to as (KRT). We start with the ﬁrst set of numerical experiments.
Experiment 1. In this case, we consider (3) with the following set of ﬂuxes:
g(u) = u2 − u,
f (u) = 2(u − u2),
where the interval I =[s, S]= [0, 2]. Check that the ﬂuxes satisfy the hypothesis (H1, H2, H3). See Fig. 6 for the shape
of the ﬂuxes. We will consider the following sets of initial data:
Experiment 1.1. The initial data are given by
u(x, 0) ≡ 0.5.
In this case, the exact generalized entropy solution is given by a shock connecting 0.5 to the intersection point 0 on
the left, the continuous solution 0 at the interface and another shock connecting 0 to 0.5 on the right. Note that this
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Fig. 6. Flux shapes in Experiment 1.
4 3 2 1 0 1 2 3 4
0.5
0
0.5
1
X
U
AGS:          
KRT: +  +  +  + 
432101234
0.5
0
0.5
1
X
U
AGS:        
KRT: + + +  + 
Fig. 7. Solutions in Experiment 1.1 with h = 0.05 at t = 2 and 3, respectively.
solution allows undercompressive waves at the interface. Also that the Rankine–Hugoniot condition is satisﬁed at the
interface and this is a standard entropy solution.
We have compared approximations given by AGS and KRT in this case with the parameters as  = 0.125 and the
mesh size h = 0.05. We plot the solutions at t = 2 and 3 in Fig. 7.
Note that both schemes approximate the exact solution quite well even on this coarse mesh. In this case, both schemes
converge to the same solution—the entropy solution of (3).
Experiment 1.2. The initial data are given by
u(x, 0) = 1.5 if x < 0,
= 0.25 if x > 0. (53)
In this case, the exact generalized entropy solution is given by a constant state of 1.5 on the left, a steady discontinuity
connecting the left state to the right trace 0.5 followed by a rarefaction wave connecting the right trace of 0.5 to the
constant state 0.25 on the right. Note that this solution violates the Rankine–Hugoniot condition at the interface but
satisﬁes the generalized Rankine–Hugoniot condition (12).
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Fig. 8. Solutions in Experiment 1.2 with h = 0.05 at t = 0.25 and 0.5, respectively.
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Fig. 9. Solutions in Experiment 1.2 with h = 0.05 at t = 2 with KRT and ERS, respectively.
We again show results obtained by AGS and KRT with  = 0.125 and h = 0.05 at time t = 0.25 and 0.5 in Fig. 8.
Also plot the solutions given at time t = 2 in Fig. 9.
As shown in the above ﬁgures, it is clear thatAGS provides a good approximation of the generalized entropy solution
and satisﬁes the generalized Rankine–Hugoniot condition at the interface. On the other hand, KRT seems to give a big
overshoot at the interface. The amplitude of the overshoot increases with time as seen above.Apart from the overshoot,
it can be noticed that the approximations computed by KRT are close to the generalized entropy solution for (3).
Experiment 1.3. We consider the initial data as
u(x, 0) ≡ 1.5.
In this case, the exact generalized entropy solution is given by the steady state u ≡ 1.5. The approximate solutions
given by AGS and KRT are shown in Fig. 10 at times t = 0.25 and 0.5, respectively, with the same choice of mesh
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Fig. 10. Solutions in Experiment 1.3 with h = 0.05 at t = 0.25 and 0.5, respectively.
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Fig. 11. Flux shapes in Experiment 2.
parameters. As observed earlier, the AGS retains the steady state whereas KRT retains it except with an overshoot of
very high amplitude at x = 0.
A closer examination of the solutions computed by KRT reveals that the overshoot is only of the order of one mesh
point. This implies that the solutions computed by it converge in L1 to the generalized entropy solution but the lack of
L∞ stability due to the overshoot will prevent us from proving convergence of the scheme. While computing with the
schemes in [29] and the Lax–Friedrichs scheme of [19] we observed similar results to those obtained by KRT.
Next we consider the following general situation.
Experiment 2. In this case the ﬂuxes are given by the following set of ﬂuxes:
g(u) = u − u2,
f (u) = 2(u2 − u),
where the domain of deﬁnition is given by I = [−1, 2]. In this case the shape of the ﬂuxes is given in Fig. 11 and the
ﬂuxes satisfy the assumptions of hypothesis 5.2.
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Fig. 12. Solutions in Experiment 2.1 with h = 0.05 at t = 0.5 and 1, respectively.
As in Section 5, the proper concept of solutions in this case is that of the optimal generalized entropy solutions. The
ﬁrst step is to obtain the optimal connection which is given by the formula (50). We ﬁnd that the optimal connection is
given by
A0 = 0.85355, B0 = 1.2071.
Next we consider the following three choices of initial data given in:
Experiment 2.1. The initial data are given by
u(x, 0) ≡ 1.
In this case, the exact optimal generalized solution is given by a rarefaction wave connecting the left constant
state of 1 to the constant state 0.85355(A0) followed by a discontinuity at the interface between A0 and B0 =
1.2071 followed by a shock connecting the constant state of B0 to the constant state of 1 on the right. Note that
in this case, the Rankine–Hugoniot condition is satisﬁed at the interface and the interface connection is under-
compressive.
By taking = 0.125 and h = 0.05, we present the results ofAGS and KRT at times t = 0.5 and 1 in Fig. 12.
As expected,AGS approximates the optimal generalized entropy solution very well whereas KRT retains the steady
state u ≡ 1. This is on account of the difference in the entropy theories of [4,18] when the ﬂux crossings are under-
compressive.
Experiment 2.2. The initial data are given by
u(x, 0) ≡ −0.5.
In this case, the optimal generalized entropy solution is given by the steady state u ≡ −0.5.We compute the solutions
given by the schemes with above choice of mesh parameters at t = 0.25 and 0.5, respectively, in Fig. 13.
AGS retains the steady state as doesKRT barring a large undershoot at the interface. The amplitude of the undershoot
can be seen in Fig. 14 in which the solution at t = 1 is shown.
The amplitude of the undershoot increases with time as well as with decreasing mesh sizes indicating a blowup
in the L∞ norm. The undershoot is restricted to only one mesh point as before indicating that the generalized
Rankine–Hugoniot condition is satisﬁed in some weaker sense with this scheme.
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Fig. 13. Solutions in Experiment 2.2 with h = 0.05 at t = 0.25 and 0.5, respectively.
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Fig. 14. Solutions in Experiment 2.2 with h = 0.05 at t = 1 given by KRT.
Experiment 2.3. The initial data are given by
u(x, 0) =
{−0.5 if x < 0,
1 if x > 0.
In this case, the optimal generalized solution is given by the constant state −0.5 followed by a discontinuity at x = 0
connecting the left constant state with that of 0.5 and a rarefaction connecting the right trace of 0.5 with that of 1 on
the right. The results obtained with both schemes with same parameters as above at time t = 0.25 is given in Fig. 15
and at time t = 1 is given in Fig. 16.
As expected, AGS gives a good approximation of the generalized entropy solution and the same is done by KRT
except the undershoot at the interface.
Remark 6.1. The above numerical experiments show that scheme (20) does verywell in approximating the generalized
entropy solutions. It is easy to implement on account of the simple formulas for the interior as well as interface ﬂuxes.
The staggered mesh algorithms like those of [30,17,19] also seem to converge to the generalized entropy solutions in
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Fig. 15. Solutions in Experiment 2.3 with h = 0.05 at t = 0.25.
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Fig. 16. Solutions in Experiment 2.3 with h = 0.05 at t = 1.
the convex–concave barring the under- or overshoots as the case may be. This further indicates that our deﬁnition of
the generalized entropy solutions is the correct one and we have been able to obtain existence and uniqueness results
for it.
7. Conclusion
In this paper, we have considered a single conservation law with discontinuous convex–concave type ﬂuxes. These
ﬂuxes arise when considering conservation laws with sign changing coefﬁcients. The main difﬁculty in this case is
that the weak solution may not exist as the Rankine–Hugoniot condition at the interface may not be satisﬁed for some
choice of the initial data. In this case we have relaxed the Rankine–Hugoniot condition and imposed a generalized
Rankine–Hugoniot condition at the interface and deﬁned the concept of generalized entropy solutions of (3).
We have shown that the generalized entropy solutions form a contractive semi-group in L1 and are hence unique.We
have also deﬁned a Godunov type ﬁnite difference scheme based on the solutions of the Riemann problem and shown
that although the scheme is neither conservative nor consistent, it still converges to the generalized entropy solution
implying that the generalized entropy solution exists.
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The analysis of this case allows us to treat completely the case of the ﬂuxes having atmost one extremum in the domain
of deﬁnition by combining the results presented here with those obtained in earlier papers. In particular, we deﬁne the
concept of optimal generalized entropy solutions and show that they exist and are unique. Numerical experiments are
presented to report the performance of the scheme and compare with other possible schemes.
Appendix. Solutions of the Riemann problem
We have shown the existence and uniqueness of the generalized entropy solutions. The key point in the deﬁnition of
the solutions is the generalized Rankine–Hugoniot condition (12). This condition can be motivated from the explicit
solutions of the Riemann problem associated with (3) when the ﬂuxes satisfy the hypothesis (H1, H2 and H3). We
present the solutions below.
We assume that f and g satisfy the hypothesis (H1, H2, H3) and for simplicity, we further assume that f ∈ C2 is
strictly concave and g ∈ C2 is strictly convex. Deﬁne s1, f ∈ [g, S] such that g(s1) = g(s) and g(f ) = f (f ).
Similarly deﬁne s2, g ∈ [f , S] such that f (s2)= f (s) and g(g)= f (g). See Fig. 1 for the shape of the ﬂuxes. We
consider (3) with the following Riemann data,
u(0, x) =  if x < 0,
=  if x > 0. (54)
We consider the following cases:
Case 1: f .
We have the following subcases:
Case 1.1: s1. In this case, the solution is given by
u(t, x) =  if x <m1t ,
= s if m1t < x <m2t ,
=  if x >m2t , (55)
where m1 = (g(s) − g())/(s − ), m2 = (f (s) − f ())/(s − ).
Case 1.2: s1 < f .
In this case, let  ∈ [s, f ] be such that g() = f (). Then if < , we have that
u(t, x) =  if x < 0,
=  if 0<x <mt ,
=  if x >mt , (56)
where m = (f () − f ())/(− ).
If , then we have
u(t, x) =  if x < 0,
=  if 0<xf ′()t ,
= f ′−1
(x
t
)
if f ′()txf ′()t ,
=  if x >f ′()t . (57)
Case 1.3: f < .
In this case, we have
u(t, x) =  if x < 0,
= f ′−1
(x
t
)
if 0xf ′()t ,
=  if x >f ′()t . (58)
We remark that the solution given in Case 1.3 satisﬁes the generalized Rankine–Hugoniot condition (12).
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Case 2: f < s2.
We have to consider the following subcases:
Case 2.1: s1.
In this we have that
u(t, x) =  if x <m1t ,
= s if m1t < x <m2t ,
=  if x >m2t , (59)
where m1 = (g(s) − g())/(s − ), m2 = (f (s) − f ())/(s − ).
Case 2.2: s1 < .
Let  ∈ [s1, S] such that g() = f (). Then if , we have that
u(t, x) =  if x < 0,
=  if 0<x <mt ,
=  if x >mt , (60)
where  is as deﬁned in Case 1.2 and m = (f () − f ())/(− ).
If > , then
u(t, x) =  if x < 0,
=  if x > 0. (61)
Note that the above solution satisﬁes the generalized Rankine–Hugoniot condition (12) as g()> f () in this case.
Case 3: s2 < g .
We have the following subcases:
Case 3.1: g .
In this case, let  ∈ [s, g] be such that g() = f (). Then if > , we have that
u(t, x) =  if x <mt ,
=  if mt <x < 0,
=  if x > 0, (62)
where m = (g() − g())/(− ).
If , then
u(t, x) =  if x <g′()t ,
= g′−1
(x
t
)
if g′()txg′()t ,
=  if g′()tx < 0,
=  if x > 0. (63)
Case 3.2: g < .
In this case, let  ∈ [g, S] be such that g() = f (). Then if , we have that
u(t, x) =  if x <mt ,
=  if mt <x < 0,
=  if x > 0, (64)
where  is as deﬁned in Case 3.1 and m = (g() − g())/(− ).
Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344 343
If > , then
u(t, x) =  if x < 0,
=  if x > 0. (65)
Case 4: > g .
We have the following subcases:
Case 4.1: g .
Then
u(t, x) =  if x <g′()t ,
= g′−1
(x
t
)
if g′()tx0,
=  if x > 0. (66)
Case 4.2 > g .
Then
u(t, x) =  if x < 0,
=  if x > 0. (67)
Note that in the above, the steady state is retained as the generalized entropy solution. The explicit solutions of
the Riemann problem obtained above motivate us to deﬁne the generalized Rankine–Hugoniot condition (12) and
subsequently the generalized entropy solution. The above solutions also allow us to write down the simple formulas
for the interface ﬂuxes F+ and F−.
References
[1] Adimurthi, G.D. Veerappa Gowda, Conservation laws with discontinuous ﬂux, J. Math. Kyoto Univ. 43 (1) (2003) 27–70.
[2] Adimurthi, G.D.Veerappa Gowda, Extensions of Godunov scheme for conservation laws with ﬂux function discontinuous in the space variable,
2003, preprint.
[3] Adimurthi, J. Jaffre, G.D. Veerappa Gowda, Godunov type methods for scalar conservation laws with ﬂux function discontinuous in the space
variable, SIAM J. Numer. Anal. 42(1) (2004) 179–208.
[4] Adimurthi, S. Mishra, G.D.Veerappa Gowda, Optimal entropy solutions for conservation laws with discontinuous ﬂux-functions, J. Hyperbolic
Diff. Eqns. 2 (4) (2005) 783–837.
[5] Adimurthi, S. Mishra, G.D. Veerappa Gowda, Conservation laws with ﬂux function discontinuous in the space variable—III, the general case,
2005, preprint.
[6] R.Burger,K.H.Karlsen,N.H.Risebro, J.D.Towers,Well-posedness inBVt and convergence of a difference scheme for continuous sedimentation
in ideal clariﬁer thickener units, Numer. Math., to appear.
[7] G.M. Coclite, N.H. Risebro, Conservation Laws with time dependent discontinuous coefﬁcients, preprint.
[8] S. Diehl, On scalar conservation laws with point source and discontinuous ﬂux function modeling continuous sedimentation, SIAM J. Math.
Anal. 26 (6) (1995) 1425–1451.
[9] S. Diehl, A conservation law with point source and discontinuous ﬂux function modeling continuous sedimentation, SIAM J. Appl. Math. 56
(2) (1996) 388–419.
[10] T. Gimse, N.H. Risebro, Riemann problems with discontinuous ﬂux function, in: Proceedings of the Third International Conference on
Hyperbolic problems Student literature, Uppsala, 1991, pp. 488–502.
[11] T. Gimse, N.H. Risebro, Solution of Cauchy problem for a conservation law with discontinuous ﬂux function, SIAM J. Math. Anal. 23 (3)
(1992) 635–648.
[12] S. Godunov, Finite difference methods for numerical computation of discontinuous solutions of the equations of ﬂuid dynamics, Math. Sbornik
47 (1959) 271–306.
[13] E. Godlewski, P.A. Raviart, Hyperbolic Systems of Conservation Laws, Mathematiques et Applications, Ellipses, Paris, 1991.
[14] J. Jaffre, S. Mishra, On the upstream mobility ﬂux scheme for simulating two phase ﬂow in heterogeneous porous media, in preparation.
[15] E. Kaasschieter, Solving the Buckley–Leverret equation with gravity in a heterogeneous porous media, Comput. Geosci. 3 (1999) 23–48.
[16] K.H. Karlsen, N.H. Risebro, J.D. Towers, On a nonlinear degenerate parabolic transport-diffusion equation with discontinuous coefﬁcient,
Electron. J. Differential Equations 93 (2002) 1–23.
[17] K.H. Karlsen, N.H. Risebro, J.D. Towers, Upwind difference approximations for degenerate parabolic convection–diffusion equations with a
discontinuous coefﬁcient, IMA J. Numer. Anal. 22 (4) (2002) 623–664.
[18] K.H. Karlsen, N.H. Risebro, J.D. Towers, L1 stability for entropy solution of nonlinear degenerate parabolic convection–diffusion equations
with discontinuous coefﬁcients, Skr. K. Nor. Vidensk. Selsk. (3) (2003) 49.
344 Adimurthi et al. / Journal of Computational and Applied Mathematics 203 (2007) 310–344
[19] K.H. Karlsen, J.D. Towers, Convergence of the Lax–Friedrichs scheme and stability of conservation laws with a discontinuous time-dependent
ﬂux, Chinese Ann. Math. Ser. B.
[20] Q.B. Keyﬁtz, Solutions with shocks: an example of an L1-contractive semi-group, Commun. Pure Appl. Math. 24 (1971) 125–132.
[21] R.A. Klausen, N.H. Risebro, Stability of conservation laws with discontinuous coefﬁcients, J. Differential Equations 157 (1) (1999) 41–60.
[22] C. Klingenberg, N.H. Risebro, Convex conservation laws with discontinuous coefﬁcients: existence, uniqueness and asymptotic behavior,
Commun. Partial Differential Equations 20 (11–12) (1995) 1959–1990.
[23] S.N. Kruzkhov, First order quasilinear equations in several independent variables, Mat. Sbornik 10 (1970) 217–243.
[24] S. Mishra, Scalar conservation laws with discontinuous ﬂux, M.S. Thesis, Indian Institute of Science, Bangalore, India, 2003.
[25] S. Mishra, Convergence of upwind ﬁnite difference schemes for a scalar conservation law with indeﬁnite discontinuities in the ﬂux function,
SIAM. J. Numer. Anal., 2005, to appear.
[26] S. Mochon, An analysis for the trafﬁc on highways with changing surface conditions, Math. Model. 9 (1987) 1–11.
[27] D.S. Ross, Two new moving boundary problems for scalar conservation laws, Commun. Pure. Appl. Math. 41 (1988) 725–737.
[28] B. Temple, Global solution of the Cauchy problem for a class of 2× 2 nonstrictly hyperbolic conservation laws, Adv. Appl. Math. 3 (3) (1982)
335–375.
[29] J.D. Towers, Convergence of a difference scheme for conservation laws with a discontinuous ﬂux, SIAM J. Numer. Anal. 38 (2) (2000)
681–698.
[30] J.D. Towers, A difference scheme for conservation laws with a discontinuous ﬂux—the nonconvex case, SIAM J. Numer. Anal. 39 (4) (2001)
1197–1218.
