Abstract. Consider E a holomorphic vector bundle over a projective manifold X polarized by an ample line bundle L. Fix k large enough, the holomorphic sections H 0 (E ⊗ L k ) provide embeddings of X in a Grassmanian space. We define the balancing flow for bundles as a flow on the space of projectively equivalent embeddings of X. This flow can be seen as a flow of algebraic type hermitian metrics on E. At the quantum limit k → ∞, we prove the convergence of the balancing flow towards the Donaldson heat flow, up to a conformal change. As a by-product, we obtain a numerical scheme to approximate the Yang-Mills flow in that context.
Introduction
Let E be a holomorphic vector bundle over a compact Kähler manifold X. The Yang-Mills flow provides a heat flow approach to the Hermitian-Einstein problem over E, which was first solved in the case of curves by M.S Narasimhan and C.S. Seshadri, by S.K. Donaldson for projective manifolds [6, 7] , and then by K. Uhlenbeck and S.T. Yau [21] for Kähler manifolds. A crucial ingredient of Donaldson's proof is the precise study of a heat flow related to the famous Yang-Mills flow. S.K. Donaldson showed that the convergence of the flow is equivalent to an algebraic stability condition. This heat flow approach has been extended to various other settings, including reflexive sheaves or Higgs bundles. When the bundle E is polystable, Donaldson heat flow converges towards a Hermitian-Einstein metric. When E is not stable, the flow develops at its limit some interesting bubbling phenomena involving the graded Harder-Narasimhan filtration of E. Therefore, this flow reveals a lot of information on the geometric structure of the underlying bundle. In this paper, we provide a quantization of Donaldson heat flow of endomorphisms when X is assumed to be a complex projective manifold. Building on the formalism of moment maps, we construct a flow of hermitian metrics on the Bergman space B k naturally associated to our data and the quantization parameter k >> 0. Since we are dealing with a compact manifold, the Bergman space is a finite dimensional space and the symplectic formalism has an interpretation in terms of Geometric Invariant Theory. We are calling balancing flow this flow of algebraic type hermitian metrics over the bundle E. At the quantum limit when k → +∞, we prove that the balancing flow converges in C 1 topology towards the Donaldson heat flow (Theorem 7.1 and its corollaries). In particular, this provides a numerical scheme to approximate Donaldson heat flow (Theorem 7.4) and the Yang-Mills flow (see Remark 1) . The idea of approximating metrics by using projective embeddings goes back several years. For instance, G. Tian proved that the Bergman metrics are dense in the space of all Kähler metrics. In the same vein, it has been studied which of these algebraic metrics are canonical, starting with [1] . These crucial ideas were used later by S.K. Donaldson in the study of the constant scalar curvature problem for Kähler metrics, in relation with the so-called Yau-Tian-Donaldson conjecture, see [8] .
In [11] , J. Fine introduced another balancing flow that approximates the Calabi flow, a 4th order parabolic PDE that is expected to deforms a given Kähler metric towards a constant scalar curvature one. In [4] it was introduced the Ω-balancing flow and shown that it converges towards a flow of Kähler metrics that enjoys similar properties to the Kähler-Ricci flow, providing a new approach to the classical Calabi conjecture. Switching from the line bundle case to the case of bundles of any rank, X. Wang has been studying the Hermitian-Einstein equation in [22] , [23] using again projective embeddings. He introduced the notion of balanced metrics for a bundle E and proved that there existence is equivalent to the Gieseker stability of E. Furthermore, he obtained their convergence at the quantum limit towards a (weakly) HermitianEinstein metric when this latter does exist a priori. Later, the second author proved that Wang balanced metrics are fixed attractive points of a certain natural operator on the Bergman space B k , see [20] . Our work can be seen as complementary of the results of X. Wang and R. Seyyedali. Let us explain briefly how is organized this paper. In Section 3, we provide a brief introduction to the work of X. Wang and define balanced metrics for bundles using embeddings in Grassmanians. In section 4, we define precisely the balancing flow and study its behavior at the quantum limit when one assumes it enjoys a limit. Section 5 contains the proofs of the main results. A technical part of these proofs relies on the asymptotics for Bergman kernels and Bergman functions, the socalled Catlin-Tian-Yau-Zelditch expansion (in short CTYZ) that has been extended for bundles (see [18, Chapter IV, Theorem 4.1.2] for an extensive reference on the topic, and also [3, 16, 24] ). Another technical ingredient is an asymptotics of the Q k operator introduced in [9] adapted to the bundle case (Theorem 3.1) from the earlier work of K. Liu and X. Ma in [11] . To obtain the main result (Theorem 7.1), we use a deformation argument (Sections 5.1 and 5.2), inspired from [8] . We also use the fact that the balancing flow is the downward gradient of the norm square of a certain moment map. In Section 6, we derive some projective estimates to control uniformly the curvature tensors of the involved metrics using the Riemannian distance on the Bergman space. The last section, Section 7 contains all the main results of the paper. We believe that there is some flexibility with the choice of the heat equation we studied, i.e that the balancing flow could be adapted to a more general context of decorated vector bundle, following the lines of [13] . Eventually, we expect that the main result of this paper can be developed in a more general setting (for instance on complete hermitian bundle, compact hermitian manifold equipped with big line bundles) since the required asymptotics results also hold in a more general setting. This is a direction that could be investigated in the future using the recent developments on the subject.
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A quick review of the Fubini-Study geometry on Grassmanians
Denote the space of all matrices z ∈ M r×N (C) with rank r by M 0 r×N . By definition,
where z ∼ w if and only if there exists P ∈ GL(r, C) such that z = P w. The tangent bundle of G(r, N) is given by
where (z, X) ∼ ′ (w, Y ) if and only if there exists P ∈ GL(r, C) and Q ∈ M r×r (C) such that z = P w, X = P Y + Qw.
The Fubini-Study metric on T G(r, N) is given by
One can easily check that this is the Fubini-Study metric induced on G(r, N) using the Plucker embedding.
Definition 2.1. Let A ∈ √ −1u(N). It induces a holomorphic vector field ζ A on G(r, N) as follows:
We recall briefly the symplectic framework described in [4, 22] . Let us consider first µ : G(r, N) → √ −1u(N) the moment map associated to the U(N) action and the Fubini-Study metric ω F S on G(r, N). Note that here we identify implicitly the Lie algebra √ −1u(N) with its dual using the Killing form A, B = tr(AB). Given homogeneous unitary coordinates, then one has explicitly the following formula for µ,
Context and Preliminaries
3.1. Balanced metrics for bundles. Let (X, ω) be a compact Kähler manifold of dimension n and (L, σ) be an ample holomorphic hermitian line bundle over X such that its curvature satisfies √ −1∂∂σ = ω. Let E be a holomorphic vector bundle of rank r and degree d over X. Since L is an ample line bundle, using holomorphic sections of
Indeed, for any x ∈ X, we have the evaluation map H 0 (X, E(k)) → E(k) x , which sends s to s(x). Since E(k) is globally generated, this map is a surjection. So its dual is an inclusion of
, the fibre of U r is exactly that r-plane. Any choice of basis for H 0 (X, E(k)) gives an isomorphism between G(r, H 0 (X, E(k)) * ) and the standard G(r, N k ), where
We have the standard Fubini-Study hermitian metric on U r , so we can pull it back to E(k) and get a hermitian metric on E(k). Let fix the embedding ι : X ֒→ G(r, N) and identify X with its image ι(X). The space of Fubini-Study type metrics on the space H 0 (X, U r ) = H 0 (G(r, N), U r ) is identified with the Bergman space
Then, we can consider the integral of µ over X with respect to the
n! which induces a moment map for the U(N) action over the space of all bases of H 0 (M, U r ) = H 0 (G(r, N), U r ). More precisely on the space M of smooth maps from X to Gr(r, H 0 (ι * U(r)) * ), we have a natural symplectic structure ̟ defined by
for a, b ∈ T ι M and ., . the Fubini-Study inner product induced on the tangent vectors. Then, U(N) acts isometrically on M with the moment map given by
Note that using a hermitian metric H on H 0 (X, ι * U r ), one can consider an orthonormal basis with respect to H and the associated embedding, and thus it also makes sense to speak ofμ(H).
In the Bergman space B = GL(N)/U(N), we have a preferred metric associated to the volume form ω n n! and the moment map we have just defined, and this is precisely an balanced metric. By definition, a metric H ∈ Met(H 0 (X, ι * U r )) is said to be balanced if the trace free part of µ(H) vanishes.
Let K be the space of hermitian metrics on E and B k be the space of hermitian inner products on H 0 (X, E(k)). Following Donaldson [9] , we can define the following maps:
• Define
) and V = Vol(X, ω). Note that Hilb k only depends on the volume form ω n n! .
• For the metric H in B k , FS k (H) is the unique metric on E such that
where s 1 , ..., s N k is an orthonormal basis for H 0 (X, E(k)) with respect to H. This gives the map FS k : B k → K.
• Define a map
. It is not difficult to see that a balanced metric H ∈ B k is a fixed point of the map Hilb k • FS k map and in that case FS k (H) is a fixed point of the map Φ k .
3.2.
The Ω operator. Let h be a hermitian metric on E and consider {s 1 , . . . , s N k } an orthonormal basis for H 0 (X, E(k)) with respect to
Following Donaldson, we define the kernel K k (x, y) : End(E x ) → End(E y ) and the operator Q k : Γ(End(E)) → Γ(End(E)) as follows. For any φ x ∈ End(E x ),
Note that the integral is well defined, since we only integrate with respect to x. So we only integrate functions! Theorem 3.1. For any m ≥ 0, there exists a constant c > 0 such that for any f ∈ Γ(End(E)),
Moreover, (3.1) is uniform in the sense that there is an integer s 0 such that if all the data σ, h run over a bounded set in C s 0 topology then the constant c is independent of σ, h.
Proof. The proof is already contained in [11, Appendix] and [15] where the case of E trivial is treated in details. The important point is that the full Bergman kernel expansion holds in our setting, see [5, Theorem 4.18'] . The involved Dirac operator is
Then the following results hold (the key point being the spectral gap property of the Dirac operator that allows to localize the problem).
• There exist J r (Z, Z ′ ) polynomials such that for any integers p, m, m
′ | ≤ ǫ, x 0 ∈ X, one knows the asymptotic behavior of P k locally around x 0 ∈ X, namely in normal coordinates as in [15] ,
where the term O(k −∞ ) means that the difference is dominated by
• It is possible to identify the first terms of the expansion,
and by P (Z, Z ′ ) we mean the local Bergman kernel that is computed at [5, (4. 114)], [19, Section 1] . It is actually the classical heat kernel on C n , i.e
• There is an exponential decrease of P k outside of the diagonal, i.e for any integers l, m, ǫ > 0, there exists
From (3.2), (3.3), (3.5), (3.6), one gets by triangle inequality,
For the last part of the theorem, one notices that with our assumptions all the constants are uniformly bounded, see [5, Section 4.5] or [15] .
We draw a direct consequence of the previous result.
Proposition 3.2.
For any h ∈ K and any φ ∈ Γ(X, E) hermitian with respect to h, we have
, where
Here Λ = Λ ω is the trace with respect to ω, adjoint of Lefschetz operator.
Hence,
The second part follows from Riemann-Roch and CTYZ asymptotic expansion. For the last part, let h t = h(Id E + tφ) and {s 1 (t), . . . , s N k (t)} be an orthonormal basis for H 0 (X, E(k)) with respect to Hilb k (h t ). Without loss of generality, we may assume that there exists a ij such that
. By definition, we have
Differentiating the second equality at t = 0 implies
where
Balancing Flow for bundles
Let k ≫ 0 and H ∈ B k be a hermitian inner product on H 0 (X, E(k)). Let {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to H. Using this basis, we have an embedding ι : X → Gr(r, N k ) such that ι * U r = E(k). For any such an embedding, we can assign a moment
We also defineμ
Definition 4.1. Let H 0 ∈ B k be a hermitian inner product on the vector space H 0 (X, E(k)) and s = {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to H 0 . Let ι 0 : X → Gr(r, N k ) define by s. Then the balancing flow is defined as follows:
It gives us a flow of hermitian metrics on E defined by the formula
is independent of the choice of an orthonormal basis {s 1 , . . . , s N k }.
There is a 1 −1 correspondence between the space of hermitian inner products on H 0 (X, E(k)) and the space of embedding of ι 0 : X → Gr(r, N k ) modulo the action of U(N k ). Under this correspondence, we can write the balancing flow on the space of hermitian inner products on
The main theorem of this section is the following.
Theorem 4.1. Let h 0 be a hermitian metric on E and
)). Suppose that there exists a flow of metrics h(t) on E such that for any
Proof. Following Fine, we compute the change of the Fubini-Study metric as we perturb the embedding. Let ι : X → G(r, N k ) be an embedding. Any A ∈ √ −1u(N) defines a holomorphic vector field ξ A on G(r, N k ). This corresponds to the infinitesimal change of the embedding ι and therefore the infinitesimal change of the hermitian metric ι * h F S . We claim that this change is given by tr(Aμ(ι)). It suffices to check this for U r → G(r, N k ), where U r is the universal bundle over Grassmanian. Hence, the change for the balancing flow is given by −tr(μ 0μ (ι)). In order to prove the Theorem, it suffices to prove the following Proposition.
Here
Proof. For simplicity, suppose that there exists a hermitian metric h on
We have by doing the expansion of N k using Riemann-Roch and CTYZ expansion,
Hence, Theorem 3.1 implies that
where C is a constant independent of k and E k . Therefore,
This concludes the proof.
Hermitian-Einstein flow to balancing flow
Let h be a hermitian metric on E. Then there exists a flow of metrics on E as follows:
Remark 1. Note that, using a conformal change of the metric (see Corollary 7.2), this flow can be obtain from Donaldson heat flow for hermitian endomorphisms of the bundle, namely
Here µ(E) is the slope of E with respect to the polarization on X. It is well known that a unique smooth solution of this flow exists for all t ∈ [0, +∞). Moreover, this flow is equivalent by a change of the holomorphic structure to the classical Yang-Mills flow for connections. Let us give some details. The initial metric h(0) provides in a unitary frame a connection A 0 that decomposes as (1, 0) and (0, 1) components that we shall denote A ′ 0 and A ′′ 0 respectively. Starting the initial holomorphic structurē
, we obtain a flow of holomorphic structures
Here the last equality is a consequence of the Kähler identities and Bianchi's identity. Note that the Yang-Mills flow preserves the integrability condition∂ 2 t = 0, and so A(t) defines a holomorphic structure for all t. We refer to [6, 7] for details.
At that stage we need a general simple result.
Proposition 5.1. Let h t be a smooth family of hermitian metrics on E such that h 0 = h. Let H k (t) = Hilb k (h t ) and {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to H k (t). Then the
is given as follows:
. Moreover,
Proof. Let {s 1 (t), . . . , s N k (t)} be an orthonormal basis for H 0 (X, E(k)) with respect to H k (t). Therefore,
Differentiating with respect to t, we have
From now on h(t) satisfies the above, H k (t) = Hilb k (h(t)) and H k (t) is the balancing flow starting at H k (0).
) and U k (t) be the tangent vector to H k (t). Let V k (t) be the tangent vector to the normalized balancing flow started at H k (t). Then
Proof. Let {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to H k (t). We have from Proposition 5.1,
Moreover,
We have,
The last equality follows from the fact that
5.1. First Order Approximation. We start this section by the following definition.
Definition 5.1. Using the Killing form on the space of hermitian metrics on H 0 (X, E(k)), we defined the normalized distance d k on the space of hermitian metrics on H 0 (X, E(k)) by k −n tr(A 2 ).
We have the following Proposition.
Proof. As before, let U k (t) be the tangent vector to H k (t) and V k (t) be the tangent to the normalized balancing flow started at H k (t). By Lemma 5.2, we know that
and H k (t) are tangent at t = t 0 up to error of size
Since H k (t 0 ) = H k (t 0 ), we have
Therefore,
On the other hand
, H k (t))) ≤ 0, since the balancing flow is a downward gradient flow and thus distance decreasing. Therefore,
uniformly with respect to k and t 0 ∈ [0, T ]. Since f k (0) = 0, then
5.2. Higher Order Approximation.
Theorem 5.4. There exist φ 1 (t), φ 2 (t), · · · ∈ Γ(X, End(E)), hermitian with respect to h(t), solution of (5.1), such that for any q ∈ N, we have
where C = C(T ). Here,
H(k; t) = Hilb k (h(k; t)) and H(k; t) is the balancing flow started at the metric Hilb k (h(k; 0)).
Proof. First, we explain how to construct φ 1 (t). Define
and H(k; t) = Hilb k (h(k; t)). Let U k (t) and V k (t) be the tangent vectors to H(k; t) and the balancing flow starting H(k; t) respectively. Then we have that
is equal to
Now, let {s 1 , . . . , s N k } be an orthonormal basis with respect to the metric H(k; t) = Hilb k (h(k; t)). Therefore, Proposition 5.1 implies that
We have from Proposition 3.2,
) and
Here A 1,1 (h(t))φ 1 (t) is the linearization of A 1 at h(t). It is easy to see that
Here ∆ t is the∂-laplacian on the space of sections of End(E) with respect to the metric h(t). Let
ΛF (E,h(t)) , φ]. Now, suppose that φ 1 (t) ∈ Γ(X, End(E)) solves the following second-order PDE
with initial condition φ 1 (0) = 0. Suppose also that φ 1 (t) is self-adjoint with respect to h(t) and thus h(k, t) is well defined. Then
, and therefore we can show that Eventually, we need to check that we constructed a self-adjoint operator φ 1 when solving (5.2). First we remark that
as a consequence of Proposition 3.2 (1) and the fact that the terms of the asymptotics of the Bergman kernel are self-adjoint. Furthermore, taking the adjoint with respect to h(t), we obtain by Kähler identities,
Thus, using (5.1), we get
Now, with (5.5), (5.4) and (5.3), φ * 1 is solution of (5.2) as soon as φ 1 is solution of (5.2). By uniqueness, it implies that φ 1 is self adjoint. Now by induction on q, we can prove the Theorem.
Induction on q:
Suppose that the endomorphisms φ 1 (t), . . . , φ q−1 (t) are chosen such that
where R = R(h(t), φ 1 (t), . . . , φ q−1 (t)) is smooth. R is also self-adjoint since the (φ j ) j=1,..,q−1 are self-adjoint by induction process. Therefore,
On the other hand, we have
where Σ = Σ(h(t), φ 1 (t), . . . , φ q−1 (t)). Hence,
The induction assumption implies that
HereR = R − Σ is self-adjoint since each term of the asymptotic expansion of Φ k (h(k; t)) is self-adjoint. As we have seen before, there exists a unique smooth solution φ q (t) ∈ Γ(X, End(E)) of the linear parabolic PDE
with initial condition φ q (0) = 0. This solution provides a hermitian metric h(k; t) by the same reasoning as at page 20. For such a solution h(k; t) = h(t)(Id E + q j=1 k −j φ j (t)) one has
and therefore we can show that
where C = C(T ). This concludes the proof of Theorem 5.4.
Final estimates
We fix a metric h 0 on E. Let s = {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to the normalized inner product Hilb k (h 0 ). Using s, we have an embedding ι s : X → Gr(r, N k ). Define the metric h 0 on E(k) by h 0 = ι * s h F S . Note that h 0 ∼ h 0 ⊗σ k . Through this section, all norms and inner products are with respect to h 0 unless it is specified otherwise.
Definition 6.1. Fix R > 0 and m ≥ 4 a positive integer. We say that a metric h on E(k) has R-bounded geometry if
Note that Condition (2) implies that h ≤ (R + 1) h 0 . We say a basis s = {s 1 , . . . , s N k } for H 0 (X, E(k)) has R-bounded geometry if the Fubini-Study metric induced by s on E(k) has R-bounded geometry.
Definition 6.2. Let s = {s 1 , . . . , s N k } be a basis for H 0 (X, E(k)) and A = (a ij ) ∈ √ −1su(N k ). There exists a unique metric h on E(k) such that
is the hamiltonian associated to the vector field ζ A defined by (2.1).
We have the following Lemma.
Lemma 6.1. Let s = {s 1 , . . . , s N k } be a basis for H 0 (X, E(k)) and ι : X → Gr(r, N k ) be the corresponding embedding. Suppose that ι t : X → Gr(r, N k ) be a smooth family of embeddings such that ι 0 = ι and
suppose ι t is induced by a family of bases
s(t) = {s 1 (t), . . . , s N k (t)} for H 0 (X, E(k)) such that s(0) = s. Then A := d dt |t=0
s(t)). Let h t be the induced Fubini-Study metrics on E(k) using s(t). Then
The proof is straightforward.
We need the following Proposition, by a slight modification of an argument from [23] .
Proposition 6.2 (c.f. Lemma 3.1 of [23] ). For any given R, there exist positive constants C and ǫ such that for any basis s = {s 1 , . . . , s N k } for H 0 (X, E(k)) with R-bounded geometry and any hermitian matrix A, we have
where A stands for the Hilbert-Schmidt norm.
Proof. Under the R-boundedness assumption, the classical L 2 techniques show that any holomorphic section S of E(k) satisfies for any integer m ≥ 0,
In particular, since {s i } forms a basis, i ∇ m s i (x) 2 C 0 ≤ crV k n+m . Now, pointwisely, one has applying successively Cauchy-Schwarz,
where c depends only on m. 
Proof. Let h(t) = e φt h(0) and 
A(t) .
Thus,
Note that h(t) is bounded from below. 
then H has R-bounded geometry in C m topology.
Proof. Let {s 1 , . . . , s N k } be an orthonormal basis for H 0 (X, E(k)) with respect to H k . Without loss of generality, we may assume that
Hence, applying Proposition 6.2 to the matrix (A) αβ = (e λα − 1)δ α,β , we get
The conclusion follows.
Theorem 6.5. Let m be a nonnegative integer and consider
for a positive number q > 4n+m 2
. If
Proof. It suffices to show that,
Fix T > 0 and in the rest of the proof, we assume that t ∈ [0, T ]. Let H k (t, s), 0 ≤ s ≤ 1 be the geodesic joining H k (t) and H ′ k (t) in B k . We first show that there exists a positive number R such that for all t ∈ [0, T ] and s ∈ [0, 1], H k (t, s) has R-bounded geometry. There exists R such that for all t ∈ [0, T ],
since {h(t)|t ∈ [0, T ]} is a compact set. This together with the facts that h ′ k (t) → h(t) uniformly in t, and h 0 ⊗σ
-bounded geometry. On the other hand,
Therefore, Lemma 6.4 implies that H k (t, s) has R -bounded geometry. Hence, Lemma 6.3 implies that
Main results

Theorem 7.1. Consider h(t) solution of the modified Donaldson heat flow of endomorphisms given by system
Let H k (t) be the normalized balancing flow
. Then for all t < +∞, the metric h k (t) converges in C ∞ topology to h(t) and this convergence is C 1 in t. Moreover, for any positive T , the convergence is uniform in t for t ∈ [0, T ].
Proof. For any q > 0, we constructed a sequence of approximating flows h(k; t) such that:
• h(k; t) → h(t) in C ∞ topology, as k → +∞, with h(t) solution of the modified Donaldson heat flow.
We just need to prove that h k (t) − h(t) C m → 0 when k → +∞, for any positive integer m. We apply Theorem 6.5 with data H(k; t) andĤ(k; t). For q large enough, we get the C m convergence of the balancing flow towards the modified Donaldson heat flow. It is not difficult to check that the convergence is uniform in t. The crucial point is that the asymptotics of Q k and the Bergman kernel operators are uniform when t varies, see for instance Theorem 3.1. The constructed metrics h(k; t) converges also uniformly towards h(t) since there are only a finite number of perturbations. Proposition 4.2 shows that the derivative of the involved metric along the balancing flow converges towards the A 1 (h(t)) −Ā 1 (h(t)) when k → +∞ smoothly. As it is uniform in k for similar reasons as previously, one gets the C 1 convergence as expected.
Of course, it is natural to ask if a modified balancing flow converges towards the classical Donaldson heat flow.
Corollary 7.2. Consider h(t) solution of Donaldson heat flow of endomorphisms given by system
. Then for all t < +∞, the metric h k (t) converges in C ∞ topology to h(t) and this convergence is C 1 in t.
Proof. This is just a conformal change of the metric. The result is given by noticing that θ is independent of t and ΛF (E,h(t)e θ ) = ΛF (E,h(t)) + ∆θId E .
For numerical applications, it is pretty difficult to compute the scalar curvature of a metric as it involves 4th derivative in the potential of the metric. But, one can notice as a consequence of CTYZ expansion, that with ω = c 1 (σ), the term
is the Bergman function associated to the hermitian metric σ and the L 2 inner product induced by (σ, ω n n! ). Consequently, it is natural to consider the following modification of the previous corollary.
Corollary 7.3. Consider h(t) solution of Donaldson heat flow of endomorphisms given by system
h(t) −1 dh(t) dt = − √ −1 2π ΛF (E,h(t)) − µ(E)Id E , h(0) = h.
Consider the volume form
for k >> 0, and
. Let H k (t) be the normalized balancing flow
. Then for all t < +∞, the metric h k (t) converges in C ∞ topology to h(t) and this convergence is C 1 in t. 
Proof. First notice that Ω
Here we have used the asymptotic of the Q k operator and CTYZ expansion. This shows that the limit of the normalized balancing flow associated to Ω ′ is Donaldson heat flow. But by assumption, this gives
By CTYZ expansion, we know that (7.2)
Let us show by induction that
where the norm is taken with respect to a fixed background metric. This is true for m = 0 from assumption. Now, at step m + 1, one has using successively (7.1), (7.2),
Here the constants C, C ′ depends on h(t) and its covariant derivatives for t ∈ [m/k, (m + 1)/k]. Since m/k → t and h(t) is a smooth family, the estimates above are uniform when m, k vary for k sufficiently large.
Thus, up to taking C ′ a bit larger, we can assume that C ′ depends only on t for k large enough. We claim given any hermitian metric h 0 , h 1 , one has
With the claim in hands, we obtain using the induction at step m, that
since we can take C 0 > C ′ . This proves (7. 3) at step m + 1 and thus the expected convergence. Let us prove the claim now. First, we notice that if h 1 ≥ h 0 (which means as the level of endomorphisms that the difference h 1 − h 0 is a positive semi-definite hermitian matrix, then
Actually, with S 0 = (s i,0 ) i=1,..,N an orthonormal basis with respect to the metric Hilb k (h 0 ), we have
Because we are dealing hermitian positive definite matrices, there exist from simultaneous diagonalization techniques σ ∈ GL N (C) and S 1 = (s i,1 ) i=1,..,N an orthonormal basis with respect to Hilb k (h 1 ), such that S 0 = σ · S 1 and σ is diagonal. Thus {s i,1 } i=1,..,N is orthogonal with respect to Hilb k (h 0 ) and we can write s i,0 = δ and thus with (7.5), we obtain (7.4).
Let us choose c ≥ 1 the smallest real constant such that h 0 ≤ ch 1 and h 1 ≤ ch 0 . Then h 0 −h 1 C m = c−1 and we can apply the previous inequality (7.4) to successively (h 0 , ch 1 ) and (h 1 , ch 0 ). We obtain
and thus the claim is proved.
In particular, it is possible to approximate Donaldson heat flow and the Yang-Mills flow by iterative methods using the volume form defined in Corollary 7.3 (see also Remark 1).
