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Abstract
We study random partitions λ = (λ1, λ2, . . . , λd) of n whose length is not bigger than a
fixed number d. Suppose a random partition λ is distributed according to the Jack measure,
which is a deformation of the Plancherel measure with a positive parameter α > 0. We prove
that for all α > 0, in the limit as n→∞, the joint distribution of scaled λ1, . . . , λd converges
to the joint distribution of some random variables from a traceless Gaussian β-ensemble with
β = 2/α. We also give a short proof of Regev’s asymptotic theorem for the sum of β-powers
of fλ, the number of standard tableaux of shape λ.
MSC-class: primary 60C05 ; secondary 05E10
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1 Introduction
A random partition is studied as a discrete analogue of eigenvalues of a random matrix. The
most natural and studied random partition is a partition distributed according to the Plancherel
measure for the symmetric group. The Plancherel measure chooses a partition λ of n with
probability
(1.1) PPlann (λ) =
(fλ)2
n!
,
where fλ is the degree of the irreducible representation of the symmetric group Sn associated
with λ. A random partition λ = (λ1, λ2, . . . ) chosen by the Plancherel measure is closely
related to the Gaussian unitary ensemble (GUE) of random matrix theory. The GUE matrix
is a Hermitian matrix whose entries are independently distributed according to the normal
distribution. The probability density function for the eigenvalues x1 ≥ · · · ≥ xd of the d × d
GUE matrix is proportional to
(1.2) e−
β
2
(x21+···+x2d)
∏
1≤i<j≤d
(xi − xj)β
1
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with β = 2. In [BOO, J3, O1] (see also [BDJ]), it is proved that, as n→∞, the joint distribution
of the scaled random variables (λi − 2
√
n)n−1/6, i = 1, 2, . . . , according to PPlann converges to
a distribution function F . Meanwhile, the joint distribution of the scaled eigenvalues (xi −√
2d)
√
2d1/6 of a d×d GUE matrix converges to the same function F as d→∞ ([TW1]). Thus,
roughly speaking, a limit distribution for λi in P
Plan
n equals a limit distribution for eigenvalues
xi of a GUE random matrix.
An analogue of the Plancherel measure on strict partitions (i.e., all non-zero λi are distinct
each other), called the shifted Plancherel measure, is studied in [Mat1, Mat2], see also [TW3].
It is proved that the joint distribution of scaled λi of the corresponding random partition also
converges to the limit distribution for a GUE matrix. In addition, there are many recent works
([B, BOS, J1, J2, K, O2, TW2]), which evinces the connection between Plancherel random
partitions and GUE random matrices.
In random matrix theory, there are two much-studied analogues of the GUE matrix, called
the Gaussian orthogonal (GOE) and symplectic (GSE) ensemble random matrix, see standard
references [Fo, Me]. The probability density function for the eigenvalues of the GOE and GSE
matrix is proportional to the function given by (1.2) with β = 1 and β = 4, respectively. It is
natural to consider a model of random partitions corresponding to the GOE and GSE matrix.
This motivation is not new and one may recognize it in [BR1, BR2, BR3, FNR, FR]. In the
present paper, we deal with a “β-version” of the Plancherel measure, called the Jack measure
with parameter α := 2/β ([BO, Fu1, Fu2, O2, St]).
The Jack measure with a positive real parameter α > 0 equips to each partition λ of n the
probability
P
Jack,α
n (λ) =
αnn!
cλ(α)c
′
λ(α)
.
Here cλ(α) and c
′
λ(α) are defined by (2.1) below and are α-analogues of the hook-length product
of λ. We notice that the Jack measure with parameter α = 1 agrees the Plancherel measure
P
Plan
n because
n!
cλ(1)
= n!c′
λ
(1) = f
λ. One may regard a random partition distributed according to
the Jack measure with parameter α = 2 and α = 1/2 as a discrete analogue of the GOE and
GSE matrix, respectively. More generally, for any positive real number β > 0, the Jack measure
with α = 2/β is the counterpart of the Gaussian β-ensemble (GβE) with the probability density
function proportional to (1.2).
We are interested in finding out an explicit connection between Jack measures and the GβE.
In the present paper, we deal with random partitions with at most d non-zero λj’s, where d is a
fixed positive integer. Let Pn(d) be the set of such partitions of n, i.e., λ ∈ Pn(d) is a weakly-
decreasing d-length sequence (λ1, . . . , λd) of non-negative integers such that λ1 + · · · + λd = n.
Let λ(n) = (λ
(n)
1 , . . . , λ
(n)
d ) be a random partition in Pn(d) chosen with the Jack measure. Then,
for each 1 ≤ i ≤ d, the function λ(n) 7→ λ(n)i defines a random variable on Pn(d). S´niady
[Sn] proved that, if α = 1 (the Plancherel case), the joint distribution of the random variables(√
d
n(λ
(n)
i − nd )
)
1≤i≤d
converges, as n→∞, to the joint distribution of the eigenvalue of a d×d
traceless GUE matrix. (Note that our definition of the probability density function (1.2) with
β = 2 is slightly different from S´niady’s one.) Here the traceless GUE matrix is a GUE matrix
whose trace is zero.
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Our goal in the present paper is to extend S´niady’s result to Jack measures with any pa-
rameter α. Specifically, let a random partition λ(n) ∈ Pn(d) to be chosen in the Jack measure.
Then, we prove that the joint distribution of the random variables
(√
αd
n (λ
(n)
i − nd )
)
1≤i≤d
con-
verges to the joint distribution of eigenvalues in the traceless GβE with β = 2/α. The explicit
statement of our main result is given in §2 and its proof is given in §4.
In §3, we focus on Jack measures with α = 2 and α = 12 . These are discrete analogues of
GOE and GSE random matrices. Via the RSK correspondence between permutations and pairs
of standard Young tableaux, we see connections with random involutions.
In the final section §5, we give a short proof of Regev’s asymptotic theorem. Regev [Re] gave
an asymptotic behavior for the sum ∑
λ∈Pn(d)
(fλ)β
in the limit n→∞. In this limit value, the normalization constant of the traceless GβE appears.
Regev’s asymptotic theorem is an important classical result which indicates a connection between
Plancherel random partitions and random matrix theory. Applying the technique used in the
proof of our main result, we obtain a short proof of Regev’s asymptotic theorem.
Throughout this paper, we let d to be a fixed positive integer.
2 Main result
2.1 Jack measures with parameter α > 0
We review fundamental notations for partitions according to [Sa, Mac]. A partition λ =
(λ1, λ2, . . . ) is a weakly decreasing sequence of non-negative integers such that λj = 0 for j
sufficiently large. Put
ℓ(λ) = #{j ≥ 1 | λj > 0}, |λ| =
∑
j≥1
λj
and call them the length and weight of λ, respectively. If |λ| = n, we say that λ is a partition of
n. We identify λ with the corresponding Young diagram {(i, j) ∈ Z2 | 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi}.
We write (i, j) ∈ λ if (i, j) is contained in the Young diagram of λ. Denote by λ′ = (λ′1, λ′2, . . . )
the conjugate partition of λ, i.e., (i, j) ∈ λ′ if and only if (j, i) ∈ λ.
Let α be a positive real number. For each partition λ, we put ([Mac, VI. (10.21)])
(2.1) cλ(α) =
∏
(i,j)∈λ
(α(λi − j) + (λ′j − i) + 1), c′λ(α) =
∏
(i,j)∈λ
(α(λi − j) + (λ′j − i) + α).
Let Pn be the set of all partitions of n. Define
(2.2) PJack,αn (λ) =
αnn!
cλ(α)c
′
λ(α)
for each λ ∈ Pn. This is a probability measure on Pn, i.e.,
∑
λ∈Pn P
Jack,α
n (λ) = 1, see [Mac, VI
(10.32)]. We call this the Jack measure with parameter α ([Fu1, Fu2]). This is sometimes called
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the Plancherel measure with parameter θ := α−1 ([BO, St]). The terminology “Jack measure”
is derived from Jack polynomials ([Mac, VI.10]).
When α = 1, we have cλ(1) = c
′
λ(1) = Hλ, where
Hλ =
∏
(i,j)∈λ
((λi − j) + (λ′j − i) + 1)
is the hook-length product. By the well-known hook formula (see e.g. [Sa, Theorem 3.10.2])
(2.3) fλ = n!/Hλ,
the measure PJack,1n is just the ordinary Plancherel measure PPlann defined in (1.1). The measure
P
Jack,2
n is the Plancherel measure associated with the Gelfand pair (S2n,Kn), where Kn(= S2 ≀
Sn) is the hyperoctahedral group inS2n, see [Fu2, §4.4]. From the equality c′λ(α) = α|λ|cλ′(α−1),
we have the duality
P
Jack,α
n (λ) = P
Jack,α−1
n (λ
′),
for any λ ∈ Pn and α > 0.
Denote by Pn(d) the set of partitions λ in Pn of length ≤ d. We consider the restricted Jack
measure with parameter α on Pn(d):
(2.4) PJack,αn,d (λ) =
1
Cn,d(α)
1
cλ(α)c
′
λ(α)
, λ ∈ Pn(d),
where
(2.5) Cn,d(α) =
∑
µ∈Pn(d)
1
cµ(α)c′µ(α)
.
By the definition (2.2) of the Jack measure, Cn,d(α) = (α
nn!)−1 if d ≥ n.
2.2 Traceless Gaussian matrix ensembles
Let
Hd = {(x1, . . . , xd) ∈ Rd | x1 ≥ · · · ≥ xd, x1 + · · ·+ xd = 0}.
and let β be a positive real number. We equip the set Hd with the probability density function
(2.6)
1
Zd(β)
e−
β
2
Pd
j=1 x
2
j
∏
1≤j<k≤d
(xj − xk)β,
where the normalization constant Zd(β) is defined by
(2.7) Zd(β) =
∫
Hd
e−
β
2
Pd
j=1 x
2
j
∏
1≤j<k≤d
(xj − xk)βdx1 · · · dxd−1.
Here the integral runs over (x1, . . . , xd−1) ∈ Rd−1 such that (x1, . . . , xd) ∈ Hd with xd :=
−(x1 + · · · + xd−1). The explicit expression of Zd(β) is obtained in [Re] but we do not need
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it here. We call the set Hd with probability density (2.6) the traceless Gaussian β-ensemble
(GβE0).
If β = 1, 2, or 4, the GβE0 gives the distribution of the eigenvalues of a traceless Gaussian
random matrix X as follows (see [Fo, Me]).
Let β = 1. We equip the space of d× d symmetric real matrices X such that trX = 0 with
the probability density function proportional to e−
1
2
tr(X2). Then we call the random matrix X a
traceless Gaussian orthogonal ensemble (GOE0) random matrix. Let β = 2. Then we consider
the space of d×d Hermitian complex matrices X such that trX = 0 with the probability density
function proportional to e−tr(X2). We call X a traceless Gaussian unitary ensemble (GUE0)
random matrix. Let β = 4. Then we consider the space of d× d Hermitian quaternion matrices
X such that trX = 0 with the probability density function proportional to e−tr(X2). We call X
a traceless Gaussian symplectic ensemble (GSE0) random matrix.
The GOE0, GUE0, and GSE0 matrices are the restriction of the ordinary GOE, GUE, GSE
matrices to matrices whose trace is zero. From the well-known fact in random matrix theorey,
the probability density function of eigenvalues of X is given by (2.6) with β = 1 (GOE0), β = 2
(GUE0), or β = 4 (GSE0). We note that for general β > 0, Dumitriu and Edelman [DE] give
tridiagonal matrix models for Gaussian β-ensembles.
2.3 Main theorem
Let (x
GβE0
1 , x
GβE0
2 , . . . , x
GβE0
d ) be a sequence of random variables according to the GβE0. Equiv-
alently, the joint probability density function for (x
GβE0
i )1≤i≤d is given by (2.6). Our main result
is as follows.
Theorem 2.1. Let α be any positive real number and put β = 2/α. Let λ(n) = (λ
(n)
1 , . . . , λ
(n)
d )
be a random partition in Pn(d) chosen with probability PJack,αn,d (λ(n)). Then, as n → ∞, the
random variables (√
αd
n
(
λ
(n)
i −
n
d
))
1≤i≤d
converge to
(
x
GβE0
i
)
1≤i≤d
in joint distribution.
The case with α = 1 (and so β = 2) of Theorem 2.1 is proved in [Sn]. (We remark that the
definition of the density of a GUE0 matrix in [Sn] is slightly different from us.)
We give the proof of Theorem 2.1 in Section 4.
3 Jack measures with α = 2 or 1
2
and RSK correspondences
In this section, we deal with Jack measures with parameter α = 2 and α = 12 . Our goal is to
obtain a limit theorem for a random involutive permutation as a corollary of Theorem 2.1.
Lemma 3.1. For each λ ∈ Pn we have
(3.1) cλ(2)c
′
λ(2) = H2λ, cλ(1/2)c
′
λ(1/2) = 2
−2nHλ∪λ,
where 2λ = (2λ1, 2λ2, . . . ) and λ ∪ λ = (λ1, λ1, λ2, λ2, . . . ).
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Proof. Put µ = 2λ. Then, since µi = 2λi and µ
′
2j−1 = µ
′
2j = λ
′
j for any i, j ≥ 1, we have
Hµ =
∏
(i,j)∈µ,
j:odd
(µi − j + µ′j − i+ 1)×
∏
(i,j)∈µ,
j:even
(µi − j + µ′j − i+ 1)
=
∏
(i,j)∈λ
(2λi − (2j − 1) + λ′j − i+ 1)×
∏
(i,j)∈λ
(2λi − 2j + λ′j − i+ 1)
=c′λ(2)cλ(2).
Applying the equality c′λ(α) = α
ncλ′(α
−1) to the above identity, we see that 22ncλ(1/2)c′λ(1/2) =
H2λ′ = H(λ∪λ)′ = Hλ∪λ.
By this lemma, the Jack measures with parameter α = 2 and 12 are expressed as follows.
P
Jack,2
n (λ) =
f2λ
(2n− 1)!! , P
Jack, 1
2
n (λ) =
fλ∪λ
(2n − 1)!! .
Recall the Robinson-Schensted-Knuth(RSK) correspondence (see e.g. [Sa, Chapter 3]).
There exists a one-to-one correspondence between elements in SN and ordered pairs of standard
Young tableaux of same shape whose size is N ([Sa, Theorem 3.1.1]). Let σ ∈ SN correspond
to the ordered pair (P,Q) of standard Young tableaux of shape µ ∈ PN . Then, the length
Lin(σ) of the longest increasing subsequence in (σ(1), . . . , σ(N)) is equal to µ1. Similarly, the
length Lde(σ) of the longest decreasing subsequence in σ is equal to µ′1 ([Sa, Theorem 3.3.2]).
Furthermore, the permutation σ−1 corresponds to the pair (Q,P ) ([Sa, Theorem 3.6.6]). In
particular, there exists a one-to-one correspondence between involutions σ (i.e. σ = σ−1) in SN
and standard Young tableaux of size N .
Let σ be an involution with k fixed points. Then the standard Young tableau corresponding
to σ has exactly k columns of odd length ([Sa, Exercises 3.12.7(b)]). Therefore, the number of
fixed-point-free involutions σ in S2n such that L
in(σ) ≤ a and Lde(σ) ≤ 2b is equal to∑
µ∈P2n
µ′:even
µ1≤a, µ′1≤2b
fµ =
∑
λ∈Pn
λ1≤a, ℓ(λ)≤b
fλ∪λ =
∑
λ∈Pn
λ1≤b, ℓ(λ)≤a
f2λ,
where the first sum runs over partitions µ in P2n whose conjugate partition µ′ is even, (i.e. all
µ′j are even,) satisfying µ1 ≤ a and µ′1 ≤ 2b.
Note that the values Cn,d(1/2) and Cn,d(2) are expressed by a matrix integral. Using Rains’
result [Ra], we have
Cn,d(1/2) =
22n
(2n)!
∑
λ∈Pn(d)
fλ∪λ =
22n
(2n)!
∫
Sp(2d)
tr(S)2ndS,
where the integral runs over the symplectic group with its normalized Haar measure. Similarly,
Cn,d(2) =
1
(2n)!
∑
λ∈Pn(d)
f2λ =
1
(2n)!
∫
O(d)
tr(O)2ndO,
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where the integral runs over the orthogonal group with its normalized Haar measure.
Let S02n be the subset in S2n of fixed-point-free involutions. Equivalently,
S
0
2n = {σ ∈ S2n | The cycle-type of σ is (2n)}.
We pick σ ∈ S02n at random according to the uniformly distributed probability, i.e. the proba-
bility of all σ ∈ S02n are equal.
Lemma 3.2. 1. The distribution function P
Jack,1/2
n,d (λ1 ≤ h) of the random variable λ1 with
respect to P
Jack,1/2
n,d (λ) is equal to the ratio
#{σ ∈ S02n | Lde(σ) ≤ 2d and Lin(σ) ≤ h}
#{σ ∈ S02n | Lde(σ) ≤ 2d}
,
which is the distribution function of Lin for a random involution σ ∈ S02n such that
Lde(σ) ≤ 2d.
2. The distribution function PJack,2n,d (λ1 ≤ h) of the random variable λ1 with respect to PJack,2n,d (λ)
is equal to the ratio
#{σ ∈ S02n | Lin(σ) ≤ d and Lde(σ) ≤ 2h}
#{σ ∈ S02n | Lin(σ) ≤ d}
,
which is the distribution function of 12L
de for a random involution σ ∈ S02n such that
Lin(σ) ≤ d.
By the above lemma and Theorem 2.1, we obtain the following corollary.
Corollary 3.3. 1. (The α = 1/2 case) Let σ ∈ S02n be a random fixed-point-free involution
with the longest decreasing subsequence of length at most 2d. Then, as n → ∞, the
distribution of
√
d
2n
(
Lin(σ)− nd
)
converges to the distribution for the largest eigenvalue of
a GSE0 random matrix of size d.
2. (The α = 2 case) Let σ ∈ S02n be a random fixed-point-free involution with the longest in-
creasing subsequence of length at most d. Then, as n→∞, the distribution of
√
2d
n
(
Lde(σ)
2 − nd
)
converges to the distribution for the largest eigenvalue of the GOE0 random matrix of size
d.
The α = 1 version of this corollary appears in [Sn, Corollary 4].
4 Proof of Theorem 2.1
4.1 Step 1
The following explicit formula for cλ(α) and c
′
λ(α) appears in the proof of Lemma 3.5 in [BO].
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Lemma 4.1. For any α > 0 and λ ∈ Pn(d),
cλ(α) =α
n
∏
1≤i<j≤d
Γ(λi − λj + (j − i)/α)
Γ(λi − λj + (j − i+ 1)/α) ·
d∏
i=1
Γ(λi + (d− i+ 1)/α)
Γ(1/α)
,
c′λ(α) =α
n
∏
1≤i<j≤d
Γ(λi − λj + (j − i− 1)/α + 1)
Γ(λi − λj + (j − i)/α + 1) ·
d∏
i=1
Γ(λi + (d− i)/α + 1).
Proof. For each i ≥ 1, let m′i = mi(λ′) be the multiplicity of i in λ′ = (λ′1, λ′2, . . . ). Then one
observes
r∏
i=1
∏
j:λ′j=r
(λi − j + (λ′j − i+ 1)/α) =
r∏
i=1
m′r∏
p=1
(m′i +m
′
i+1 + · · · +m′r−1 + p− 1 + (r − i+ 1)/α)
for each 1 ≤ r ≤ d. Since m′i = λi − λi+1, we have
cλ(α) =α
n
∏
(i,j)∈λ
(λi − j + (λ′j − i+ 1)/α)
=αn
d∏
r=1
r∏
i=1
λr−λr+1∏
p=1
(λi − λr + p− 1 + (r − i+ 1)/α)
=αn
d∏
i=1
d∏
r=i
((r − i+ 1)/α)λi−λr+1
((r − i+ 1)/α)λi−λr
.
Here (a)k = Γ(a+ k)/Γ(a) is the Pochhammer symbol. We moreover see that
α−ncλ(α) =
d∏
i=1
[
(1/α)λi−λi+1
1
(2/α)λi−λi+2
(2/α)λi−λi+1
· · · ((d− i+ 1)/α)λi−λd+1
((d− i+ 1)/α)λi−λd
]
=
∏
1≤i<j≤d
((j − i)/α)λi−λj
((j − i+ 1)/α)λi−λj
·
d∏
i=1
((d− i+ 1)/α)λi .
Now the first product equals∏
1≤i<j≤d
Γ(λi − λj + (j − i)/α)
Γ((j − i)/α)
Γ((j − i+ 1)/α)
Γ(λi − λj + (j − i+ 1)/α)
=
∏
1≤i<j≤d
Γ(λi − λj + (j − i)/α)
Γ(λi − λj + (j − i+ 1)/α) ·
d−1∏
i=1
Γ((d− i+ 1)/α)
Γ(1/α)
,
and the second product equals
d∏
i=1
Γ(λi + (d− i+ 1)/α)
Γ((d− i+ 1)/α) .
Thus we obtain the desired expression for cλ(α). Similarly for c
′
λ(α).
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4.2 Step 2
The discussion in this subsection is a slight generalization of the one in [Sn].
We put
ξ(n)r =
r − nd√
n
d
for each r ∈ Z. For any positive real number θ > 0, we define the function φn;θ : R→ R which
is constant on the interval of the form I
(n)
r = [ξ
(n)
r , ξ
(n)
r+1) for each integer r, and such that
φn;θ(ξ
(n)
r ) =
 11F1(1;θ;nd ) (
n
d )
r+12
(θ)r
if r is non-negative,
0 if r is negative.
Here 1F1(a; b;x) =
∑∞
r=0
(a)r
(b)r
xr
r! is the hypergeometric function of type (1, 1). The following
asymptotics follows from [AAR, Corollary 4.2.3]:
(4.1) 1F1
(
1; θ;
n
d
)
∼ e
n
dΓ(θ)(
n
d
)θ−1 as n→∞.
The function φn;θ is a probability density function on R. Indeed, since R =
⊔
r∈Z I
(n)
r and
since the volume of each I
(n)
r is ξ
(n)
r+1 − ξ(n)r =
√
d
n , we have∫
R
φn;θ(y)dy =
∞∑
r=0
√
d
n
φn;θ(ξ
(n)
r ) =
1
1F1(1; θ;
n
d )
∞∑
r=0
(
n
d
)r
(θ)r
= 1.
We often need the equation
(4.2)
1
Γ(r + θ)
=
1F1(1; θ;
n
d )(
n
d
)r+ 1
2 Γ(θ)
φn;θ(ξ
(n)
r ) ∼
e
n
d(
n
d
)r+θ− 1
2
φn;θ(ξ
(n)
r ),
as n→∞, for any fixed θ > 0 and a non-negative integer r. Here we have used (4.1).
The following lemma generalizes [Sn, Lemma 5] slightly.
Lemma 4.2. For any θ > 0 and y ∈ R, we have
(4.3) lim
n→∞φn;θ(y) =
1√
2π
e−
y2
2 .
Furthermore, there exists a constant C = Cθ such that
(4.4) φn;θ(y) < Ce
−|y|
holds true for all n and y.
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Proof. Fix y ∈ R. Let c = nd and let r = r(y, c) be an integer such that y ∈ I
(n)
r , i.e.,
r = ⌊c + y√c⌋. We may suppose that r is positive because r is large when n is large. By (4.2)
and the asymptotics
(4.5) Γ(r + θ) ∼ Γ(r)rθ for θ fixed and as r→∞,
we see that
φn;θ(y) ∼ cθ−1 e
−ccr+
1
2
Γ(θ + r)
∼
(c
r
)θ−1 e−ccr+ 12
r!
=
(c
r
)θ−1
φn;1(y) ∼ φn;1(y)
as n→∞ (so c→∞). Therefore we may assume θ = 1 in order to prove (4.3). Using Stirling’s
formula log r! =
(
r + 12
)
log r − r + log 2π2 +O(r−1), we have
log φn;1(y) = log φn;1(ξ
(n)
r ) =
(
r +
1
2
)
log c− c− log r!
=−
(
c+ ξ(n)r
√
c+
1
2
)
log
(
1 +
ξ
(n)
r√
c
)
+ ξ(n)r
√
c− log 2π
2
+O(c−1)
=−
(
c+ ξ(n)r
√
c+
1
2
)(
ξ
(n)
r√
c
− (ξ
(n)
r )2
2c
+O(c−
3
2 )
)
+ ξ(n)r
√
c− log 2π
2
+O(c−1)
=− (ξ
(n)
r )2
2
− log 2π
2
+O(c−
1
2 )
as c→∞. Since y = ξ(n)r +O(c− 12 ), we obtain (4.3).
In order to prove (4.4), we consider the function
gθ(y, a) = −a log
(
1 +
y
a
+
θ − 1
a2
)
for (y, a) ∈ R× R>0. Then, for each positive integer r,
log φn;θ(ξ
(n)
r )− log φn;θ(ξ(n)r−1)
ξ
(n)
r − ξ(n)r−1
= −
√
n
d
log
(
1 +
ξ
(n)
r√
n
d
+
θ − 1
n
d
)
= gθ
(
ξ(n)r ,
√
n
d
)
.
It is easy to see that gθ(y, a) > 1 ⇐⇒ y < a(e−1/a − 1) − θ−1a . Take a negative number D1
such that D1 < −1 + min{0,−(θ − 1)
√
d}. Since a(e−1/a − 1) > −1 for all a > 0, if ξ(n)r < D1,
then we have ξ
(n)
r <
√
n
d (e
−
q
d
n − 1)− θ−1√n
d
, which is equivalent to gθ
(
ξ
(n)
r ,
√
n
d
)
> 1. Therefore
(4.6) φn;θ(ξ
(n)
r−1)e
−ξ(n)r−1 < φn;θ(ξ(n)r )e
−ξ(n)r .
Similarly, we see that gθ(y, a) < −1⇐⇒ y > a(e1/a−1)− θ−1a . Since the function a(e1/a−1)
in a is monotonically decreasing on (0,∞) and lima→+0 a(e1/a − 1) = +∞, we can take a large
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positive constant D′2 such that
√
n
d (e
q
d
n − 1) < D′2 for all n. Take a positive number D2 such
that D2 > D
′
2 +max{0,−(θ − 1)
√
d}. Then, if ξ(n)r > D2, we have ξ(n)r >
√
n
d (e
q
d
n − 1) − θ−1√n
d
for any n, which is equivalent to gθ
(
ξ
(n)
r ,
√
n
d
)
< −1. Therefore
(4.7) φn;θ(ξ
(n)
r )e
ξ
(n)
r < φn;θ(ξ
(n)
r−1)e
ξ
(n)
r−1 .
The equation (4.6) implies that there exists a constant C1 such that φn;θ(y)e
|y| < C1 for y
sufficiently smaller than D1. Similarly, the equation (4.7) implies that there exists a constant C2
such that φn;θ(y)e
|y| < C2 for y sufficiently bigger than D2. When y belongs to a neighborhood
of the interval [D1,D2], the inequality (4.4) holds from the convergence (4.3). Thus, there exists
a constant C such that φn;θ(y) < Ce
−|y| for all y.
4.3 Step 3
By Lemma 4.1 we have
1
cλ(α)c
′
λ(α)
= α−2nΓ(1/α)d
4∏
i=1
Fi(λ1, . . . , λd)
where the functions Fi are defined by
F1(r1, . . . , rd) =
∏
1≤i<j≤d
(ri − rj + (j − i)/α),
F2(r1, . . . , rd) =
∏
1≤i<j≤d
Γ(ri − rj + (j − i+ 1)/α)
Γ(ri − rj + (j − i− 1)/α + 1) ,
F3(r1, . . . , rd) =
d∏
i=1
1
Γ(ri + (d− i+ 1)/α) ,
F4(r1, . . . , rd) =
d∏
i=1
1
Γ(ri + (d− i)/α + 1) ,
for real numbers r1 ≥ · · · ≥ rd ≥ 0.
Lemma 4.3. Let (y1, . . . , yd) ∈ Hd be real numbers such that y1 > y2 > · · · > yd, and let
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ri =
n
d + yi
√
n
d for 1 ≤ i ≤ d. Then as n→∞
F1(r1, . . . , rd) ∼
(n
d
) d(d−1)
4
∏
1≤i<j≤d
(yi − yj),
F2(r1, . . . , rd) ∼
(n
d
) d(d−1)
4
( 2
α
−1) ∏
1≤i<j≤d
(yi − yj)
2
α
−1,
F3(r1, . . . , rd) ∼ e
n(
n
d
)n+ d(d+1)
2α
− d
2
d∏
i=1
e−
y2i
2√
2π
,
F4(r1, . . . , rd) ∼ e
n(
n
d
)n+ d(d−1)
2α
+ d
2
d∏
i=1
e−
y2i
2√
2π
.
Moreover, there exists a function P in d variables such that
(4.8)
(
n
d
)2n+ d+d2
2α
e2n
4∏
i=1
Fi(r1, . . . , rd) < P (y1, . . . , yd)
d∏
i=1
e−2|yi|
for all y1, . . . , yd and n, and such that
(4.9) P (y1, . . . , yd) = O(|y1|k1 · · · |yd|kd) as |y1|, . . . , |yd| → ∞
with some positive real numbers k1, . . . , kd.
Proof. It is immediate to see that
(4.10) F1(r1, . . . , rd) =
(n
d
) d(d−1)
4
∏
1≤i<j≤d
(
yi − yj +
√
d
n
(j − i)/α
)
so that the desired asymptotics for F1 follows. The asymptotics for F2 also follows by (4.5).
Using (4.2), we have
F3(r1, . . . , rd) ∼
d∏
i=1
e
n
d(
n
d
)ri+(d−i+1)/α−1/2φn;(d−i+1)/α(yi) = en(n
d
)n+ d(d+1)
2α
− d
2
d∏
i=1
φn;(d−i+1)/α(yi).
The desired asymptotics for F3 follows from (4.3). Similarly for F4.
Observe that there exist positive constants cij and dij such that
(ri − rj + (j − i)/α) Γ(ri − rj + (j − i+ 1)/α)
Γ(ri − rj + (j − i− 1)/α + 1) < cij(ri − rj)
2/α + dij
for any r1 ≥ · · · ≥ rd. This implies that there exists a function P ′ in d variables such that
(4.11) F1(r1, . . . , rd)F2(r1, . . . , rd) <
(n
d
) d(d−1)
2α
P ′(y1, . . . , yd)
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for all n and satisfying the asymptotics given in (4.9). On the other hand, by (4.2), we have
F3(r1, . . . , rd)F4(r1, . . . , rd) < C
′′ e
2n(
n
d
)2n+ d2
α
d∏
i=1
φn;(d−i+1)/α(yi)φn;(d−i)/α+1(yi)
with some constant C ′′. Therefore (4.8) follows from (4.4).
We extend 1
cλ(α)c
′
λ
(α)
as follows. For all real numbers r1, . . . , rd ∈ R satisfying r1+· · ·+rd = n,
we put
ĉ(α)(r1, . . . , rd) =
{
α−2nΓ(1/α)d
∏4
i=1 Fi(r1, . . . , rd) if r1 ≥ · · · ≥ rd ≥ 0,
0 otherwise.
It follows by the above discussions that, for each (y1, . . . , yd) ∈ Hd, putting ri = nd + yi
√
n
d (1 ≤
i ≤ d),
(4.12) lim
n→∞
α2n(2π)d
(
n
d
)2n+ d+d2
2α
Γ(1/α)de2n
ĉ(α)(r1, . . . , rd) = e
−y21−···−y2d
∏
1≤i<j≤d
(yi − yj)2/α.
Also, there exists a function P satisfying (4.9) such that
(4.13)
α2n
(
n
d
)2n+ d+d2
2α
Γ(1/α)de2n
ĉ(α)(r1, . . . , rd) < e
−2(|y1|+···+|yd|)P (y1, . . . , yd)
for all n and (y1, . . . , yd) ∈ Hd.
4.4 Step 4
Lemma 4.4.
lim
n→∞Cn,d(α)
α2n(2π)d
(
n
d
)2n+ d2+d
2α
− d−1
2
Γ(1/α)de2n
= α−
d(d−1)
2α
− d−1
2 Zd(2/α),
where Cn,d(α) is given by (2.5) and Zd(β) is given by (2.7).
Proof. By (4.13), we see that
α2n
(
n
d
)2n+ d2+d
2α
− d−1
2
Γ(1/α)de2n
Cn,d(α)
<
∑
λ1≥···≥λd−1≥λd≥0
λd:=n−(λ1+···+λd−1)
(√
d
n
)d−1
e
−2(|ξ(n)
λ1
|+···+|ξ(n)
λd
|)
P (ξ
(n)
λ1
, . . . , ξ
(n)
λd
)(4.14)
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for all n. Each ξ
(n)
r is picked up from the interval I
(n)
r = [ξ
(n)
r , ξ
(n)
r+1), whose volume is
√
d
n .
Therefore we regard the sum on (4.14) as a Riemann sum, and the sum converges to the integral∫
Hd
e−2(|y1|+···+|yd|)P (y1, . . . , yd)dy1 · · · dyd−1,
where the integral runs over (y1, . . . , yd−1) ∈ Rd−1 such that (y1, . . . , yd) ∈ Hd for yd := −(y1 +
· · ·+ yd−1). We can apply the dominated convergence theorem: by (4.12),
α2n(2π)d
(
n
d
)2n+ d2+d
2α
− d−1
2
Γ(1/α)de2n
Cn,d(α)
=
∑
λ1≥···≥λd−1≥λd≥0
λd:=n−(λ1+···+λd−1)
(√
d
n
)d−1
ĉ(α)
(
n
d
+ ξ
(n)
λ1
√
n
d
, . . . ,
n
d
+ ξ
(n)
λd
√
n
d
)
α2n(2π)d
(
n
d
)2n+ d2+d
2α
Γ(1/α)de2n
n→∞−−−→
∫
(y1,...,yd)∈Hd
yd:=−(y1+···+yd−1)
e−(y
2
1+···+y2d)
∏
1≤i<j≤d
(yi − yj)2/αdy1 · · · dyd−1.
Changing variables as yj = α
−1/2xj , we obtain the lemma.
Our goal is to prove the following equation: for any 1 ≤ k ≤ d and any h1, . . . , hk ∈ R,
lim
n→∞
1
Cn,d(α)
∑
λ∈Pn(d)√
αξ
(n)
λi
≤hi (1≤i≤k)
1
cλ(α)c
′
λ(α)
=
1
Zd(2/α)
∫
x1≥···≥xd
xd:=−(x1+···+xd−1)
xi≤hi (1≤i≤k)
e−
1
α
(x21+···+x2d)
∏
1≤i<j≤d
(xi − xj)2/αdx1 · · · dxd−1.
Here the integral runs over (x1, . . . , xd−1) ∈ Rd−1 satisfying x1 ≥ · · · ≥ xd−1 ≥ xd and xi ≤
hi (1 ≤ i ≤ k) for xd := −(x1 + · · ·+ xd−1).
The rest of the proof of the theorem is similar to the proof of Lemma 4.4. We write as
1
Cn,d(α)
∑
λ∈Pn(d)√
αξ
(n)
λi
≤hi (1≤i≤k)
1
cλ(α)c
′
λ(α)
=
1
Cn,d(α)
Γ(1/α)de2n
α2n(2π)d
(
n
d
)2n+ d2+d
2α
− d−1
2
×
∑
λ∈Pn(d)√
αξ
(n)
λi
≤hi (1≤i≤k)
(
d
n
) d−1
2
ĉ(α)
(
n
d
+ ξ
(n)
λ1
√
n
d
, . . . ,
n
d
+ ξ
(n)
λd
√
n
d
)
α2n(2π)d
(
n
d
)2n+ d2+d
2α
Γ(1/α)de2n
.
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Using (4.12) and Lemma 4.4, as n→∞, it converges to
α
d(d−1)
2α
+ d−1
2
Zd(2/α)
∫
y1≥···≥yd
yd:=−(y1+···+yd−1)√
αyi≤hi (1≤i≤k)
e−(y
2
1+···+y2d)
∏
1≤i<j≤d
(yi − yj)2/αdy1 · · · dyd−1
=
1
Zd(2/α)
∫
x1≥···≥xd
xd:=−(x1+···+xd−1)
xi≤hi (1≤i≤k)
e−
1
α
(x21+···+x2d)
∏
1≤i<j≤d
(xi − xj)2/αdx1 · · · dxd−1.
Thus we have proved Theorem 2.1.
5 A short proof of Regev’s asymptotic theorem
Applying the technique used in the previous section, we give a simple proof of the following
asymptotic theorem by Regev [Re].
Let fλ be the degree of the irreducible representation of the symmetric group S|λ| associated
with λ. Equivalently, fλ is the number of standard Young tableaux of shape λ.
Theorem 5.1 (Regev). Let a positive real number β and a positive integer d be fixed. As
n→∞, ∑
λ∈Pn(d)
(fλ)β ∼
(
(2π)−
d−1
2 dn+
d2
2 n−
(d−1)(d+2)
4
)β
n
d−1
2 Z ′d(β),
where
Z ′d(β) =
∫
Hd
e−
dβ
2
(x21+···+x2d)
∏
1≤i<j≤d
(xi − xj)βdx1 · · · dxd−1.
Proof. Recall the hook formula (2.3): fλ = n!/Hλ. By Lemma 4.1, we have
fλ =
n!
cλ(1)
= n!
∏
1≤i<j≤d
(λi − λj + j − i) ·
d∏
i=1
1
Γ(λi + d− i+ 1) .
Replacing each λi by ri in this identity, we can define the value f
(r1,...,rd) for all non-negative
real numbers r1, . . . , rd such that r1 ≥ · · · ≥ rd ≥ 0 and r1+ · · ·+ rd = n. Applying Lemma 4.3,
we see that for each (y1, . . . , yd) ∈ Hd, putting ri = nd + yi
√
n
d (1 ≤ i ≤ d),
lim
n→∞
(
n
d
)n+ d2+d
4
n!en
f (r1,...,rd) =
∏
1≤i<j≤d
(yi − yj) ·
d∏
i=1
e−
1
2
y2i√
2π
.
Furthermore, by the Stirling formula n! ∼ √2πnn+ 12 e−n, we have
lim
n→∞(2π)
d−1
2 d−n−
d2+d
4 n
d2+d
4
− 1
2 f (r1,...,rd) =
∏
1≤i<j≤d
(yi − yj) ·
d∏
i=1
e−
1
2
y2i .
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On the other hand, as in the proof of (4.8), we can prove that there exists a polynomial P such
that
d−n−
d2+d
4 n
d2+d
4
− 1
2 f (r1,...,rd) < P (y1, . . . , yd)e
−|y1|−···−|yd|
for all n and y1, . . . , yd.
Consider (
(2π)
d−1
2 d−n−
d2+d
4 n
(d+2)(d−1)
4
)β (d
n
) d−1
2 ∑
λ∈Pn(d)
(fλ)β.
As in the proof of Lemma 4.4, we can apply the dominated convergence theorem with a domi-
nated function of the form P (y1, . . . , yd)
βe−β(|y1|+···+|yd|). Then
lim
n→∞
(
(2π)
d−1
2 d−n−
d2+d
4 n
(d+2)(d−1)
4
)β ∑
λ∈Pn(d)
(
d
n
) d−1
2
(fλ)β
=
∫
Hd
e−
β
2
(y21+···+y2d)
∏
1≤i<j≤d
(yi − yj)βdy1 · · · dyd−1 = Zd(β).
It is easy to see that Zd(β) = d
d(d−1)
4
β+ d−1
2 Z ′d(β). Thus, we have proved the theorem.
Using Lemma 4.4 and the Stirling formula, we obtain the following.
Proposition 5.2. As n→∞,
∑
λ∈Pn(d)
n!
cλ(α)
n!
c′λ(α)
∼ Γ(1/α)
dd2n+
d2
α
(2π)d−1α2n+
d2−d
2α
+ d−1
2 n
d2+d
2α
− d+1
2
Z ′d(2/α).
This proposition may be seen as a Jack analogue (of the β = 2 case) of Theorem 5.1.
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