The PNS module is discussed as the building block for the synthesis of parallel, self-organizing, hierarchical, neural networks (PSHNN). The P-and NS-units are fkactile in nature, meaning that each such unit may itself consist of a number of parallel PNS modules. Through a mechanism of statistical acceptance or rejection of input vectors for classification, the sample space is divided into a number of subspaces. The input vectors belonging to each subspace are classified by a dedicated set of PNS modules. This strategy results in considerably higher accuracy of classification and better generalization as compared to previous neural network models.
INTRODUCTION
Parallel, self-organizing, hierarchical neural networks (PSHNN's) with quantized outputs were introduced in [l] and [2] . PSH"'s with continuous outputs were discussed in [3] and 141. The PSHNN involves a selforganizing number of stages, similar to a multilayer network. Each stage can be a particular neural network, to be referred to as the stage neural network (SNN).
In this paper, we propose and discuss the PNS module as the building block for the synthesis of PSHN"s. The PNS consists of a prerejector (P-unit), a neural network classification unit (N-unit), and a statistical analysis unit (S-unit). In some cases, we will refer to the combination of N-and S-unit as NS-unit.
The concept of the PNS module has evolved as a result of analyzing the major causes of error in classification problems. These causes are: 
THE CREATION OF THE PNS MODULES
The block diagram for a PNS module is shown in Figure 1 . The P-and N-units can be any type of neural network, but is chosen as a delta rule Figure 2 . Initially, the total network consists of a single N-unit. The N-unit is trained by using the present training set. After the " i t converges, the S-unit is created. The S-unit is a parallel statistical classifier which performs bit-level three-class Bayesian analysis on the output bits of the N-unit. One result of this analysis is the generation of the probabilities P:. P: signifies the probability of detecting an input pattern belonging to class k correctly. If this probability is equal to or smaller than a small threshold 6, the input vectors belonging to that class are rejected.
The rejection of such classes before they are fed to the N-unit is achieved by the creation of the P-unit. It is a two-class classifier. If a P-unit is created, the N-unit is retrained with the remaining classes accepted by the Punit. Afterwards, the process discussed above is repeated. The S-unit is also regenerated. It may again reject some classes. Then, another P-unit is created to reject these classes. This results in a recursive procedure.
The complicating factor in the discussion is that there may be more than one P-unit generated. Depending on the difficulty of the two-class classification problem, the Punit itself may consist of a number of PNS modules. The same is true with the NS-unit. A particular example is shown in Figure 3 , which shows the PNS modules generated for the 10-class Colorado problem [l] . In the first stage, the P-unit required 3 PNS modules and 1 NS module to reach the desired performance. In this sense, the P-and the NS-units are like fractals.
In addition to deciding which classes should be rejected, the S-unit also generates certain other thresholds for the acceptance or the rejection of an input pattem, as discussed later. Thus, the input pattern may be rejected by the P-unit or the S-unit. The rejected vectors become input patterns of the next stage of PNS modules. This process of creating stages continues until all (or a desired percentage of) the training vectors are correctly classified.
THE STATISTICAL TECHNIQUE OF LEARNING
The S-unit is schematically shown in Figure 4 . It consists of bit classifiers for every output bit of the N-unit. These classifiers are three class Bayesian classifiers which classify the output bit into one, zero, or reject classes. In addition, the S-unit generates P:'S among other a priori probabilities, which are used to determine whether to create a P-unit, and if so, which classes are to be rejected by the P-unit.
In the strict rejection scheme, an input vector is rejected if any one of the output bits that is generated by the N-unit is rejected by the S-unit. This strategy could be relaxed by introducing a Vector Rejector (VR) network after the S-unit. The VR network would be trained to reject or to accept an input vector based on the certainty of the classification of all the bits. In the experiments reported here, we used the strict method of bitwise rejection without the VR network. The statistical analysis technique for the creation of the S-unit involves bitwise detection by the bitwise classifiers. Each bitwise classifier is a three class Maximum A Posteriori (MAP) Detector 161. The bitwise detectors require tbe use of the conditional probability density functions fk(z I H i ) and all the a priori probabilities P f . Hi is the hypothesis that the output value belongs to a certain class. There are three hypotheses possible: Ho= the bit should be classified as zero, H1=the bit should be classified as one, H,=the bit should be classified as reject.
$(z IHi)
is the probability density function of the output value of bit k given that Hi is true. P f is the a priori probability for bit k that the hypothesis Hi is true.
Estimation of the Conditional Density Functions (
Since it is often difficult to assume a parametric form for the density functions, we used the Parzen density estimation approach [7] with a n o d kemel.
Estimation of the a priori probabilities pf :
The estimation of the a priori probabilities is simpler and can be computed by the following simple equations (e= Number of patterns Classified as Hi at bit k):
THE S-UNIT

P<z I H~) 1:
N=Total number of patterns Using these estimates in the bitwise MAP detectors we can decide on one of the three hypotheses Ho , H 1, or H,. 
COMPUTER SIMULATIONS
PSHNN networks generated with PNS modules were tested with the 10-class Colorado remote sensing data, and the results were compared to those obtained with other networks. The Colorado data set was described in [l] . It contains 1188 training patterns and 831 testing patterns. Each pattern is a vector of seven components and belongs to one of ten possible classes. The PNS modules of the designed PSHNN are shown in Figure 3 . The classification performance of the new network was compared to 3-layer backpropagation networks [5] and PSCNN networks [8] . The best performance of the hidden neurons at an accuracy of 55.72%, and the best performance of the PSCNN network was with 9 modules at 56.68%. Sample runs with the same data set were also done by other independent researchers [l] . In none of the cases was correct classification above 60%. None of the networks learned any of the classes 2, 3,8,9, or 10.
The performance of the new network with the PNS modules is shown in Figure 5 . The correct classification performance was 73.16%. This performance improvement is due mainly to the separation of hard to learn classes (classes 2, 3, 8, 9, 10) from the rest of the classes in the first stage. This separation causes the simplification of the problem space and results in improvement of the classification accuracy for both the "easy" and the "hard' to learn classes.
The P-unit of the first stage (Figure 6 ) allows classes 1, 4, 5 , and 7 to be learned by the NS-unit of the first stage, separately from the other classes.
These classes are relatively easy to learn, resulting in testing classification accuracy of 98.97%, 73.85%, 82.01%, and 60.00%, respectively.
Because the four classes with larger training sets are separated from the smaller ones, the second stage can more easily learn the remaining six classes. The NS-unit of the second stage further breaks down the problem space into simpler subspaces in terms of PNS modules. The testing performance of the second stage on classes 2, 3, 6, 8, 9, and 10 are 62.5%, 73.81%, 67.02%, 45.45%, O.OO%, 48.72%, and 73.16%, which improves the overall performance of the network considerably,
In the second stage, the P-unit rejects class 9 data and accepts the rest. Classes 2, 3, 6, 8, and 10 are sent to the NS-unit of this stage for classification, The NS-unit consists of four PNS modules and one NS module. The first PNS is responsible for classes 6 and 10. The P-unit of this module rejects classes 2, 3, and 8. The S-unit of this module also rejects some data of class 10 due to the uncertainty of classification. Therefore, the data set sent to the second module contains classes 2, 3, 8, and 10. The second PNS is responsible for classes 2 and 8, and rejects classes 3 and 10 using its P-unit. The S-unit of this module also rejects some data of classes 2 and 8, resulting in a data set for the third PNS which contains all four classes 2, 3,8, and 10. The third PNS is only responsible for the 3rd class and rejects the rest and, since its N-unit performed its task satisfactorily, the S-unit did not reject any patterns to the next PNS. Classes 2,8, and 10 are sent to the fourth module which is responsible for data of classes 2 and 10, and rejects data of class 8. The last PNS (NS module) classifies the remaining data as class 8.
CONCLUSIONS
Using PNS modules as basic building blocks for the synthesis of PSHN"s results in high classification accuracy, as compared to previous neural network models such as backpropagation and previous versions of PSHNN's.
The effectiveness of the PNS module is due to the collaboration of the P-and S-units in rejecting input vectors as well as classes which are hard to classify, and allowing the N-units to achieve high performance of classification. The rejected vectors are handled by succeeding PNS modules. The P-and NS-units are fractile in nature, meaning that each such unit may consist of a number of PNS modules.
When each P-and N-unit is implemented by a delta rule network, the sample space is divided into regions which are linearly separable. This is similar to the approximation of a nonlinear system by a piecewise linear model.
