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Аннотация. Искусственные нейронные сети играют важную роль в современном мире. Основная их область 
применения – это задачи распознавания и обработки изображений, речи, а также робототехника и беспилот-
ные системы. Использование нейронных сетей связано с большими вычислительными затратами. Отчасти 
именно этот факт сдерживал их прогресс, и только с появлением высокопроизводительных вычислительных 
систем началось активное развитие данной области. Тем не менее, вопрос ускорения работы нейросетевых 
алгоритмов все еще актуален. Одним из перспективных направлений является создание аналоговых реа-
лизаций искусственных нейронных сетей, так как аналоговые вычисления проводятся на порядки быстрее, 
чем цифровые. В качестве базового элемента, на котором строятся такие системы, выступает мемристор. 
Мемристор представляет собой резистор, проводимость которого зависит от суммарного пройденного через 
него заряда. Объединение мемристоров в матрицу (кроссбар) позволяет реализовать на аппаратном уровне 
один слой искусственных синапсов. Традиционно в качестве аналогового метода обучения применяется 
метод STDP, основанный на правиле Хебба. Выполнено моделирование двухслойной полносвязной сети с 
одним слоем синапсов. Мемристивный эффект может проявляться в разных веществах (в основном в разных 
оксидах), поэтому важно понимать, как характеристики мемристоров будут влиять на параметры нейронной 
сети. Рассмотрены два оксида: оксид титана (TiO2) и оксид гафния (HfO2). Для каждого оксида выполнена 
параметрическая идентификация соответствующей математической модели для наилучшего согласования 
с экспериментальными данными. Проведены настройка нейронной сети в зависимости от используемого 
оксида и моделирование процесса ее обучения распознаванию пяти шаблонов. 
Ключевые слова: мемристор, оксид титана, оксид гафния, нейроморфная сеть, импульсная нейронная 
сеть, STDP, распознавание
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введение
Искусственные	нейронные	сети	используются	
во	 многих	 областях	 современной	 жизни	 и	 позво-
ляют	 решать	 актуальные,	 важные	 и	 практически	
значимые	задачи,	которые	зачастую	не	поддаются	




представляющих	 собой	 аппаратную	 реализацию	
 187МоДеЛиРовАние пРоцессов и МАтеРиАЛов
импульсных	 (спайковых)	 нейронных	 сетей.	 Пер-
спективным	в	данном	направлении	представляет-




Мемристор	 —	 это	 резистор,	 проводимость	




мемристоров	 в	 матрицу	 (кроссбар)	 позволяет	 вы-






Ранее	 авторами	 уже	 была	 исследована	 воз-
можность	применения	мемристоров	для	аналоговой	
реализации	 сверточных	 нейронных	 сетей	 второго	
поколения	[5].	В	работе	[5]	получены	оценки	харак-
теристик	 мемристивных	 элементов,	 при	 которых	





одним	 слоем	 мемристорных	 элементов	 (синапсов).	
Используется	 1T1R-кроссбар-архитектура,	 в	 ко-



















данными	 по	 мемристорам	 на	 основе	 оксида	 тита-
на	 (TiO2)	 и	 оксида	 гафния	 (HfO2)	 соответственно.	
В	 третьем	разделе	формулируется	математическая	
модель	схемотехнического	решения,	реализующе-
го	 однослойную	 самообучающуюся	 импульсную	
нейронную	 сеть	 с	 мемристивными	 элементами	 в	
качестве	синаптических	весов.	В	четвертом	разде-
ле	выполняется	численное	моделирование	работы	





















модели	 линейного	 [12]	 и	 нелинейного	 дрейфа	 [13],	







Рассматриваются	 несколько	 моделей	 мем-
ристоров.	 Первая	 модель	 является	 переменно-
резисторной	моделью	тонкопленочного	мемристора,	




где	x ∈	 [0,	1]	—	переменная	состояния;	Ron,	Roff	 —	
минимальное	 и	 максимальное	 сопротивление	
мемристора;	 IM,	 VM,	 R	 —	 текущее	 значение	 то-






Выполняется	 моделирование	 работы	 мем-
ристора	 при	 следующих	 значениях	 параметров:	
Ron =	205	Ом,	Roff	=	2,13	кОм,	µv	=	6	⋅	10-10,	Vp	=	0,65	 В,	
Vn	 =	 -0,87	 В,	 D	 =	 620	 нм,	 x(0)	 =	 0,1,	 t ∈	 [0,	 16]	 мс,	
VM(t)	представлена	на	рис.	1,	б.	Такой	выбор	пара-
метров	и	формы	напряжения	VM(t)	обусловлен	по-





Здесь	 наблюдается	 хорошее	 согласование	 в	
правой	 части	 графиков	 и	 удовлетворительное	 —	
в	левой	части.	




где	 x ∈	 [0,	 1]	 —	 переменная	 состояния;	 a	 —	 по-
стоянная,	 определяемая	 свойствами	 материала;	
V	—	текущее	значение	напряжения;	s	—	нечетное	
целое	 число,	 f(x)	 —	 функция	 окна,	 используемая	
для	приблизительного	представления	нелинейных	
эффектов	 ионного	 дрейфа	 и	 ограничения	 границ.	
Рис. 1. Сравнение вольт-амперной характеристики модели (1) с экспериментальными данными (2) по оксиду титана (а)  
и форма входного напряжения (б) для этой модели
Fig. 1. Comparison of the C-V curve of model (1) with experimental data (2) on titanium oxide (a) and the shape of the input voltage 
(б) for this model
Рис. 2. Сравнение вольт-амперной характеристики модели (1) с экспериментальными данными (2) по оксиду гафния (а) и фор-
ма входного напряжения (б) для этой модели
Fig. 2. Comparison of the C-V curve of model (2) with experimental data (2) on hafnium oxide (a) and the shape of the input voltage 
(б) for this model
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Выполняется	 моделирование	 работы	 мемри-
стора	при	следующих	значениях	параметров:	n	=	5,	
β	 =	 7,069	⋅	10-5	 В,	 αM	 =	 1,8	 В-1,	 χ	 =	 1,946	⋅	10-4	 В,	
γ	=	0,15	В-1,	a	=	1	В-5,	s	=	5,	b	=	15	В,	c	=	2	В,	vthr	 =	 1	 В,	
x(0)	=	0,4,	V(t)	—	рис.	2,	б.	Часть	значений	соответ-










Важной	 особенностью	 мемристорных	 элемен-
тов	 является	 возможное	 их	 несовершенство	 [24],	
ведущее	к	неконтролируемому	изменению	уровня	





Математическая модель нейроморфной сети
Рассмотрим	 работу	 схемотехнического	 реше-
ния	 однослойной	 самообучающейся	 аналоговой	
импульсной	нейронной	сети	с	мемристивными	эле-







Как	 только	 значение	 потенциала	 на	 конденсаторе	
превышает	 некоторый	 порог,	 его	 потенциал	 сбра-
сывается,	и	генератор	импульсов	выдает	выходной	




Процесс	 обучения	 сети	 происходит	 согласно	
правилу	 STDP	 (те	 синаптические	 связи,	 которые	
привели	 к	 активации	 нейрона,	 усиливаются,	 дру-
гие	 —	 ослабевают).	 Данный	 механизм	 обучения	
реализуется	путем	обратной	связи	у	нейронов	(Vte).	




















Рис. 3. Схемотехническая реализация импульсной нейронной сети
Fig. 3. Schematic implementation of a pulsed neural network
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рован	 процесс	 изменения	 синаптических	 весов	 на	
примере	одного	синапса.	


































 Рис. 4. Схемотехническая реализация нейрона
Fig. 4. Schematic implementation of a neuron
Рис. 5. Схемотехническая реализация правила обучения STDP



































подавления;	 	 и	 отвечает	
за	то,	чтобы	импульсы	обратной	связи	не	вносили	
вклад	 в	 накопление	 потенциала	 внутри	 нейрона;	
Δij	 —	 символ	 Кронекера;	Δ(x)	 —	 дельта-функция;	
θ(x)	—	функция	Хэвисайда.	Соотношения	(3)	задают	
модель	мемристора.	Функция	FX(I,	v,	x)	определяет	
скорость	 изменения	 переменной	 состояния	 в	 за-
висимости	 от	 тока	 (I),	 напряжения	 (v)	 и	 текущего	





















дель	 описывает	 только	 один	 слой	 нейронной	 сети.	
Для	моделирования	многослойной	сети	достаточно	
соединить	выход	k-го	слоя	со	входом	(k +	1)-го	слоя:	




Рассматривается	 задача	 распознавания	 пяти	
шаблонов	(рис.	6)	m =	5	и	n	=	8	×	8	=	64.	В	процессе	
моделирования	 работы	 нейронной	 сети,	 каждую	
эпоху	 обучения	 (равную	 τr/2	 с),	 компоненты	 век-













(TiO2),	 имеем	 следующие	 значения	 параметров: 
Rint	=	200	Ом,	Cint	=	45	мкФ,	Vte+	=	0,7	В,	Vte–	=	-0,9	В,	
Vte0	 =	 10	 мВ,	 	 =	 2	 В,	 Vth	 =	 9	 мВ,	 τr =	 3	 мс,	
МоДеЛиРовАние пРоцессов и МАтеРиАЛов
Рис. 6. Распознаваемые шаблоны


























Цвет	 соответствует	 значению	 переменной	 состоя-
ния	 соответствующего	 мемристора:	 чем	 темнее,	
тем	проводимость	больше;	чем	светлее,	тем	меньше.	
В	 начальный	 момент	 времени	 все	 веса	 инициали-
зируются	 случайными	 значениями,	 и	 в	 процессе	





которая	 соответствует	 оксиду	 гафния	 (HfO2).	 Па-
раметры	 математической	 модели	 нейронной	 сети	
следующие:	Rint	=	1	кОм,	Cint	=	45	мкФ,	Vte+	=	1,55	В,	













Рис. 7. Изменение синаптических весов в процессе обучения нейроморфной сети на основе оксида титана: 
а — 0; б — 700 эпох; в — 1500 эпох
Fig. 7. Change in synaptic weights during training of a neuromorphic network based on titanium oxide: 





извольным	 образом,	 поэтому	 в	 двух	 приведенных	






с	 1T1R-кроссбар-архитектурой.	 Рассмотрены	 не-




комплексная	 математическая	 модель	 импульсной	
нейроморфной	 сети	 с	 механизмом	 обучения	 со-
гласно	 правилу	 STDP.	 Выполнено	 моделирование	
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МоДеЛиРовАние пРоцессов и МАтеРиАЛов
Рис. 8. Изменение синаптических весов в процессе обучения нейроморфной сети на основе оксида гафния: 
а — 0; б — 3000 эпох; в — 6000 эпох
Fig. 8. Change of synaptic weights in the process of training a neuromorphic network based on hafnium oxide:  
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Mathematical modeling of a self-learning neuromorphic network based on nanosized 
memristive elements with 1T1R crossbar architecture
A. Yu. Morozov1,2, K. K. Abgaryan1,2,§, D. L. Reviznikov1,2
1 Federal Research Centre “Information and Control” of the Russian Academy of Sciences,  
44 Vavilov Str., Moscow 119333, Russia
2 Moscow Aviation Institute (National Research University),  
4 Volokolamskoe shosse, 4, Moscow 125993, Russia
Abstract. Artificial neural networks play an important role in the modern world. Their main field of application is the tasks of 
recognition and processing of images, speech, as well as robotics and unmanned systems. The use of neural networks is 
associated with high computational costs. In part, it was this fact that held back their progress, and only with the advent of 
high-performance computing systems did the active development of this area begin. Nevertheless, the issue of speeding 
up the work of neural network algorithms is still relevant. One of the promising directions is the creation of analog implemen-
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tations of artificial neural networks, since analog calculations are performed orders of magnitude faster than digital ones. 
The memristor acts as the basic element on which such systems are built. A memristor is a resistance, the conductivity of 
which depends on the total charge passed through it. Combining them into a matrix (crossbar) allows one layer of artificial 
synapses to be implemented at the hardware level. Traditionally, the STDP method based on Hebb’s rule has been used as 
an analog learning method. In this work, we are modeling a two-layer fully connected network with one layer of synapses. 
The memristive effect can manifest itself in different substances (mainly in different oxides), so it is important to understand 
how the characteristics of memristors will affect the parameters of the neural network. Two oxides are considered: titanium 
oxide (TiO2) and hafnium oxide (HfO2). For each oxide, a parametric identification of the corresponding mathematical model 
is performed to best fit the experimental data. The neural network is tuned depending on the oxide used and the process 
of training it to recognize five patterns is simulated.
Keywords: memristor, titanium oxide, hafnium oxide, neuromorphic network, impulse neural network, STDP, recognition
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