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Resum 
Aquest document descriu la feina desenvolupada al llarg del projecte juntament amb la 
descripció de les diverses parts estudiades. A més dels resultats finals s’inclou tota la part de 
simulació i desenvolupament del treball, que ha permès obtenir una solució òptima del 
sistema estudiat segons els objectius establerts i els condicionants de l’entorn de treball. 
El projecte posa en pràctica de forma integrada els coneixements adquirits durant els estudis 
universitaris juntament amb les motivacions i aspiracions pròpies de l’autor. També té com a 
objectiu principal mostrar les possibles aplicacions de la robòtica fora de l’entorn industrial, 
exposant un projecte complex però d’una forma entretinguda i per a qualsevol tipus de públic.  
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Introducció 
1.1 Antecedents 
Les màquines que fins fa pocs anys s’utilitzaven exclusivament en processos industrials estan 
evolucionant cap a una robòtica aplicada al usos quotidians i socials. Actualment hi ha una 
gran quantitat de projectes que mostren aplicacions de la robòtica en la majoria dels àmbits 
existents, des de solucions en el món de la medicina i la salut fins a representacions artístiques 
en música i pintura, passant per tot tipus d’activitats esportives i lúdiques. 
Un punt d’inflexió va ser la creació de la supercomputadora Deep Blue. Desenvolupada pel 
fabricant IBM, es va crear amb el propòsit de guanyar al campió del món d’escacs Gary 
Kaspárov. L’any 1996 es va fer la primera trobada a Filadelfia, Pensilvania, on Kaspárov va 
guanyar tres partides, va empatar dues i  va perdre’n una. Un any més tard es va disputar el 
segon torneig amb la Deep Blue millorada, on finalment va guanyar a Kasparóv guanyant dos 
partides, empatant-ne tres i perdent-ne dues. 
Al llarg del temps també s’ha pogut observar la proximitat de la robòtica en àmbits més 
humans, per exemple en la medicina terapèutica. La Figura 2 mostra el robot terapèutic paro, 
creat per una empresa japonesa amb l’objectiu d’oferir els mateixos beneficis que la teràpia 
animal. Amb aquest dispositiu s’ha comprovat un efecte psicològic positiu per als pacients i 
cuidadors, reduint l’estrès, estimulant la interacció entre ells i millorar la relaxació i motivació. 
 
 
Figura 1: Gary Kaspárov vs Deep Blue 
 
Figura 2: Robot terapèutic paro
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Una de les notícies més actuals en l’ àmbit esportiu és el partit de tennis taula disputat entre 
Timo Boll, un dels millors jugadors mundials en aquest esport, i el robot KUKA KR Agilus, 
presentat com el robot més ràpid, precís i flexible del món. Deixant de banda la peculiaritat del 
duel, cal destacar la feina a nivell d’enginyeria que hi ha darrera d’aquest espot publicitari 
anomenat The Duel1, la qual ha permès desenvolupar un sistema extremadament complex 
d’una forma natural i atractiva a un públic sense coneixement tècnic. 
 
Figura 3: The Duel, KUKA Robots 
Un altre exemple de com afecta la robòtica a la societat actual és la companyia Bot & Dolly, un 
estudi de disseny i enginyeria especialitzat en automatització, robòtica i cinema. Amb la missió 
d’avançar en el control de moviment i l’automàtica com a un medi creatiu, aquesta empresa 
ha participat en la gravació de pel·lícules de Hollywood com l’actual Gravity, a més de ser els 
creadors d’espectaculars curtmetratges com Box2, on es mostra fins on es pot arribar quan es 
combinen tecnologies totalment diferents. 
 
Figura 4: Box, Bot & Dolly 
1 http://www.kuka-timoboll.com/ 
2 http://www.botndolly.com/box 
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1.2 Abast 
El projecte inclourà el disseny i la construcció de l’entorn de joc de l’aplicació, així com la 
fabricació d’un element terminal del robot si es considera necessari. En la part de software es 
realitzarà la programació del robot en llenguatge RAPID i de l’aplicació pel tractament 
d’imatge, a més dels components que es considerin oportuns durant el desenvolupament del 
projecte per a un correcte funcionament del sistema. 
Al mateix temps, es realitzarà un estudi per a definir el millor software a utilitzar per facilitar la 
integració entre el robot i la càmera tenint en compte les característiques del conjunt, així com 
els elements necessaris per a facilitar una connexió suficientment ràpida que permeti dur a 
terme el projecte. També es generarà un software amb una interfície parametritzable per 
afavorir l’adaptació de la solució a possibles modificacions que puguin sorgir al llarg del 
projecte i permetent calibrar el sistema adequadament segons l’entorn de treball. 
Quedarà exclòs de l’abast del projecte la selecció del robot utilitzat, així com el sistema de visió 
i les comunicacions dels sistemes, degut a que tots aquests termes estaven prèviament 
definits.  
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1.3 Objectius 
A continuació es mostren els objectius principals que englobaran el projecte: 
1. Disseny i construcció d’una taula d’air hockey tenint en compte les característiques del 
robot i del laboratori. 
2. Fabricació d’un element terminal per al robot en el cas que la zona de treball d’aquest 
sigui molt limitada.  
3. Configuració de la càmera web proporcionada per a que es pugui comunicar amb 
l’aplicació desenvolupada. 
4. Programació del robot ABB IRB140 mitjançant el llenguatge de programació RAPID. 
5. Programació de l’aplicació que permeti englobar tots els elements del sistema, 
establint una comunicació entre la controladora IRC5 del robot, la càmera web i el 
mateix usuari. 
6. Integració de tots els elements desenvolupats i posta en marxa del sistema amb la 
capacitat de realitzar partits d’air hockey robot-humà. 
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1.4 Descripció de l’entorn 
A continuació es descriuen tots els elements que s’han incorporat al projecte al llarg del seu 
desenvolupament. La Figura 5 mostra una visió general de l’entorn tant a nivell de hardware 
com de software, detallant l’ús que s’ha donat a cada component. Com es pot observar, s’ha 
treballat amb un entorn complex per tal d’oferir la millor solució per a cada problema, així com 
proporcionar suport d’altres aplicacions a nivell de simulació.  
En els següents subapartats es fa una descripció més detallada de cada component de forma 
individual, proporcionant una descripció específica en cada cas. Per part del software, en 
alguns casos també s’incorporen diversos exemples d’aplicació. 
 
 
Figura 5: Diagrama general de l’entorn 
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1.4.1 Robot IRB140 
El robot industrial ABB IRB 140 és un robot antropomòrfic de sis eixos d’altes prestacions. Està 
considerat un dels robots més ràpids de la seva classe, amb una alta fiabilitat en quant a 
necessitats de manteniment i temps de reparació. També destaca per la seva precisió, amb 
una repetivitat de ±0,03 mm, a més de ser considerat un robot robust, potent i versàtil. Té una 
capacitat de càrrega de 6 kg i un abast del cinquè eix de 810 mm. La Figura 6 mostra l’àrea 
d’abast del robot quan aquest es troba subjectat sobre una superfície paral·lela al terra. A la 
Figura 7 es descriuen els sis eixos que componen el mecanisme.  
 
 
Figura 6: Àrea d’abast del robot IRB 140 
 
Figura 7: Eixos del robot IRB 140 
 
A la taula 1 es detallen els rangs de treball i les velocitats màximes de cada eix del robot segons 
les configuracions per defecte per al model IRB 140: 
Eix Rang mínim Rang màxim Velocitat 
1 -180° 180° 200°/s 
2 -90° 110° 200°/s 
3 -230° 50° 260°/s 
4 -200° 200° 360°/s 
5 -120° 120° 360°/s 
6 -400° 400° 450°/s 
Taula 1: Rangs de treball i velocitats màximes IRB 140 
  
1 
2 
3 4 
5 6 
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Les aplicacions principals del model IRB140 són les següents: 
- Soldadura per arc 
- Muntatge 
- Tall/ desbarbat 
- Injecció de metalls a pressió en 
motlle 
- Enganxat / segellat 
- Modelat per injecció 
- Assistència per a mecanització 
- Manipulació de materials 
- Encaix 
- Polvorització 
 
L’eix 6 del robot permet afegir l’element terminal o tool adequada per a cada aplicació. Com 
mostra la Figura 8, a més del centre de coordenades ubicat a la base també existeix un centre 
de coordenades al TCP (Tool Center Point) del robot. Aquestes coordenades permeten 
referenciar els elements incorporats al robot a l’hora de realitzar les aplicacions esmentades 
anteriorment. 
 
Figura 8: TCP del robot IRB 140 
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1.4.2 Controladora IRC5 
La controladora IRC5 és la cinquena generació de controladores per a robots de ABB. Ha estat 
dissenyada tenint en compte la seguretat de l’operador, complint tots els estàndards de 
regulació vigents i creant un nou concepte de seguretat per a cèl·lules de treball flexibles on hi 
pugui haver col·laboració entre robot i operari. Utilitzant els mòduls QuickMove i TrueMove 
s’optimitzen els temps de cicle i la precisió de la trajectòria, permetent un control de 
moviment elevat sense configuració prèvia de l’operari. 
El model IRC5 ofereix diferents variants per tal d’aportar una solució econòmica i efectiva 
segons el tipus de necessitat. També existeix la possibilitat d’unir conjunts de mòduls en varies 
configuracions, aportant modularitat en el disseny de la cel·la de treball.  
La interfície gràfica d’usuari FlexPendant està caracteritzada per la seva pantalla tàctil i el 
joystick 3D que ofereixen una interacció intuïtiva. Permet la creació i personalització 
d’aplicacions, oferint la possibilitat de desenvolupar aplicacions pròpies i eliminant la 
necessitat de crear interfícies d’usuari (HMI) independents. 
La Figura 9 mostra el model de controladora IRC5 ubicat actualment al laboratori que 
s’utilitzarà al llarg del projecte:  
 
Figura 9: Controladora IRC5 
El software de la controladora està basat en la família RobotWare, un software dissenyat per 
augmentar la producció i disminuir els costos generats per l’adquisició d’un sistema robotitzat. 
El nucli d’aquest potent software és el llenguatge de programació propi d’ABB anomenat 
RAPID. A més de les funcionalitats bàsiques, el software RobotWare ofereix una gran varietat 
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de funcionalitats addicionals per a aplicacions específiques. A continuació es detallen les 
capacitats de software instal·lades a la controladora ubicada en el laboratori: 
Referència Mòdul Descripció 
COMUNICACIONS 
615-1 NFS client Lectura d’informació a un disc dur remot directament des 
de la controladora. 
616-1 PC Interface Interfície de comunicació entre el robot i una xarxa PC. 
Útil per a servidors OPC, interacció amb RobotStudio o 
altres softwares ABB. 
617-1 FlexPendant Interface Creació i ús d’aplicacions pròpies desenvolupades en 
Visual Studio .NET 
618-1 Fieldbus Command Interface Protocol de comunicació per a mòduls DeviceNet. 
620-1 File and Serial Channel 
Handling 
Comunicació a través de canals sèrie. 
CONTROL I/O 
621-1 Logical Cross Connections Definició de connexions lògiques entre múltiples inputs i 
outputs, oferint funcionalitats bàsiques de PLC. 
623-1 Multitasking Permet executar fins a 14 programes RAPID en paral·lel. 
626-1 Advanced RAPID Programació en RAPID a nivell expert. Inclou un nombre 
avançat de funcions a nivell de bit. 
ESDEVENIMENTS DE MOVIMENT 
608-1 World Zones Definició de zones amb formes predefinides, usualment 
utilitzades per modificar el comportament del robot. 
609-1 Fixed Position Events Gestió d’esdeveniments en funció de la posició actual del 
robot. 
FUNCIONS DE MOVIMENT 
611-1 Path Recovery Emmagatzematge de la informació de sistema quan 
apareix una interrupció permetent la posterior 
restauració.  
SUPERVISIÓ DE MOVIMENT 
613-1 Collision Detection Protegeix els equips aturant el robot quan es detecta una 
col·lisió. 
COORDINACIÓ DE MOVIMENT 
604-1 MultiMove Coordinated Ofereix la possibilitat d’executar múltiples robots des del 
mateix controlador. 
Taula 2: Mòduls RobotWare instal·lats a la controladora IRC5 del laboratori 
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1.4.3 Mobotix M24M 
El sistema de visió Mobotix M24M consisteix en un sistema de video IP d’alta resolució. 
Permet retransmetre imatges de 3,1 megapíxels a freqüències de video fluides de fins a 25 fps 
(frames per second). Aquest model es pot adquirir amb objectius d’angles d’obertura variats, 
obtenint un FOV (field of view) horitzontal entre 15 i 180 graus. Gràcies a la combinació de 
micròfon  i altaveu d’alta qualitat, aquesta càmera permet retransmetre so sincronitzat amb 
video d’alta resolució i gravar a la targeta MicroSD de 4 GB integrada, ampliable fins a 32 GB. 
La càmera IP digital es connecta mitjançant un cable ethernet, rebent alimentació elèctrica del 
mateix cable segons l’estàndard PoE (Power over Ethernet) . L’adaptador PoE substitueix el 
cable creuat quan es connecta directament a l’ordinador, proporcionant una solució per a 
petites instal·lacions i permetent utilitzar una connexió de xarxa estàndard. A través d’una 
connexió codificada a internet es poden veure les imatges en directe i les gravacions. 
La càmera incorpora un software propi generat en llenguatge html que permet interactuar 
amb aquesta des d’un navegador web convencional. La Figura 11 mostra la interfície d’usuari 
de l’aplicació, des d’on es poden modificar una gran quantitat de paràmetres, entre ells el 
zoom digital, la velocitat de transmissió d’imatges o variables de resolució i tractament 
d’imatge. 
 
 
 
Figura 10: Càmera Mobotix M24M 
 
Figura 11: Aplicació html mobotix 
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1.4.4 Visual Studio 
Microsoft Visual Studio és un entorn de desenvolupament integrat (IDE) per a sistemes 
operatius Windows amb suport de múltiples llenguatges de programació. Entre aquests 
destaquen C++, C#, Visual Basic .NET, Java, Python i PHP, a més d’entorns de desenvolupament 
web com ASP .NET MVC i Django.  
Aquest entorn permet als desenvolupadors dissenyar, codificar, depurar, optimitzar, provar i 
instrumentar aplicacions en qualsevol entorn que suporti la plataforma .NET, permetent la 
comunicació entre estacions de treball, pàgines web, dispositius mòbils, sistemes integrats, 
consoles, etc. També ofereix una solució completa i flexible per a crear de forma eficient 
aplicacions empresarials eficaces i escalables per a diversos tipus de dispositius. 
 
Figura 12: IDE Visual Studio 2013 
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1.4.5 C# 
C Sharp és un llenguatge de programació orientat a objectes desenvolupat i estandarditzat per 
Microsoft com a part de la plataforma .NET. La seva sintaxis bàsica deriva de C/C++ i utilitza el 
model d’objectes de la plataforma .NET, similar al de Java però amb millores derivades d’altres 
llenguatges. Va ser dissenyat per a combinar el control a baix nivell de llenguatges com C i la 
velocitat de programació de llenguatges com Visual Basic. 
És un dels llenguatges de programació dissenyats per la infraestructura de llenguatge comú 
que va ser aprovat com estàndard ECMA (ECMA-334) i ISO (ISO/IEC 23270). L’estàndard ECMA-
334 llista els següents objectius en el disseny de C#: 
- Llenguatge de programació orientat a objectes simple, modern i de propòsit general. 
- Inclusió de principis d’enginyeria de software com la revisió estricta dels tipus de dades, 
revisió de límits de vectors, detecció d’intents d’utilitzar variables no inicialitzades i 
recol·lecció de brossa automàtica. 
- Capacitat de desenvolupar components de software que es puguin utilitzar en ambients 
distribuïts. 
- Portabilitat del codi font. 
- Fàcil migració del programador al nou llenguatge, especialment per als programadors 
familiaritzats amb C, C++ i Java. 
- Suport per internacionalització. 
- Adequació per escriure aplicacions de qualsevol mida: des de les més grans i sofisticades 
com sistemes operatius fins a les funcions més petites. 
- Aplicacions econòmiques en quant a memòria i processat. 
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1.4.6 OpenCV 
OpenCV (Open Source Computer Vision, de l’anglès Visió per computador de codi obert) és una 
biblioteca lliure de visió artificial desenvolupada originalment per Intel i publicada sota 
llicència BSD, permetent un ús lliure per a propòsits comercials i acadèmics segons les 
condicions expressades. Degut a aquest fet s’ha utilitzat en multitud d’aplicacions des de la 
seva aparició al 1999, contenint més de 500 funcions que engloben una gran gamma d’àrees 
en el processat d’imatge com el reconeixement d’objectes, calibració de càmeres i visió 
estèreo.  
Aquest projecte pretén proporcionar un entorn de desenvolupament fàcil d’utilitzar i altament 
eficient. Això s’ha aconseguit a partir d’una programació optimitzada en C/C++, a més 
d’aprofitar les capacitats que proporcionen els processadors multi nucli. OpenCV permet 
també utilitzar rutines de baix nivell específiques per a processadors Intel (IPP). 
Les àrees d’aplicació de OpenCV inclouen les següents funcions: 
- Kits de funcions 2D i 3D 
- Estimació de Egomotion (moviment 3D d’una càmera dintre d’un entorn) 
- Sistemes de reconeixement facial 
- Reconeixement gestual 
- Interacció persona-ordinador (HCI) 
- Robòtica mòbil 
- Comprensió de moviment 
- Identificació d’objectes 
- Segmentació i reconeixement 
- Percepció de profunditat a partir de sistemes estèreo 
- Estimació d’estructures 3D a partir de moviment (SfM) 
- Seguiment de moviment 
- Realitat augmentada 
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Les següents imatges mostren dos exemples d’aplicacions implementades en OpenCV. La 
Figura 13 mostra una aplicació creada en OpenCV capaç de detectar subespècies d’ocells3.  
 
Figura 13: Aplicació de detecció de subespècies d’ocells implementada en OpenCV 
La Figura 14 mostra una aplicació que detecta i enllaça objectes a partir de les llibreries SURF 
(Speeded-Up Robust Features) i FLANN (Fast Library for Approximate Nearest Neighbors)4. 
 
Figura 14: Detecció d’objectes mitjançant les llibreries SURF i FLANN  
3 B. Yao, G. Bradski, L. Fei-Fei, A Codebook-Free and Annotation-Free Approach for Fine-Grained Image 
Categorization 
4 http://languagarage.blogspot.com.es/2013/05/opencv-surf-feature-matching.html 
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1.4.7 Emgu CV 
Emgu CV és sistema multiplataforma que vincula la llibreria de processat d’imatge OpenCV i la 
plataforma .NET. Permet cridar funcions de OpenCV des de llenguatges compatibles amb .NET 
com C#, Visual Basic o IronPython entre altres. 
Aquest sistema està programat completament en C#, fet que permet compilar el sistema en 
una gran quantitat de plataformes, incloent Windows, Linux, Mac OS, Android i IOS. Per a que 
això hagi estat possible els desenvolupadors han hagut de fer un gran esforç per implementar 
una gran quantitat de llibreries, a diferència d’una implementació en C++ on les llibreries 
només s’han d’incloure. 
La Figura 15 mostra l’arquitectura del sistema dividida en dues capes (Layers). La capa bàsica, 
layer 1, conté assignacions a funcions, estructures i enumeracions que reflecteixen 
directament les assignacions de OpenCV. La segona capa, layer 2, conté classes que combinen 
els avantatges de l’entorn .NET. 
 
Figura 15: Arquitectura de Emgu CV 
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1.4.8 RobotStudio 
El software de simulació RobotStudio de la companyia ABB permet la programació offline de 
sistemes de robots ABB. D’aquesta forma s’evita la necessitat de parar la producció, preparant 
els programes anticipadament i, per tant, augmentant la rendibilitat i la productivitat. 
El sistema permet realitzar tasques de formació, programació i optimització de programes 
sense alterar la producció, afegint avantatges com la reducció de riscos, arrancades més 
ràpides i menor temps en quant a modificacions.  
Està basat en el controlador virtual de ABB, essent una copia exacta del software real que 
utilitzen els robots durant la producció. Això permet executar simulacions molt realistes 
utilitzant programes de robots reals i arxius de configuració idèntics als que s’utilitzen a la 
fàbrica. 
 
 
Figura 16: Exemple d'aplicació de RobotStudio 
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1.4.9 RAPID 
RAPID és un software de programació d’alt nivell utilitzat per controlar els robots industrials 
ABB. Va ser introduït el 1994 amb el sistema de control S4, substituint al llenguatge de 
programació ARLA. Dintre de les característiques d’aquest llenguatge s’inclouen les següents: 
- Rutines: 
o Procediments: s’utilitzen com a subprogrames. 
o Funcions: retornen un valor d’un tipus específic i s’utilitzen com a arguments 
d’una instrucció. 
o Rutines trap: s’executen quan es genera una interrupció. 
- Expressions aritmètiques i lògiques. 
- Control automàtic d’errors. 
- Programació modular. 
- Multi tasca. 
A més d’oferir les instruccions convencionals disponibles en els llenguatges de programació 
d’alt nivell, aquest software té una gran quantitat d’instruccions relacionades amb l’entorn de 
programació de la robòtica industrial. D’aquesta manera, els tipus de variables existents 
permeten la definició d’eixos de coordenades, posicions del robot, característiques de la tool, 
entrades i sortides digitals o analògiques, instruccions de moviment específiques o definició de 
trajectòries entre d’altres. 
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1.4.10 PC SDK 
El kit de desenvolupament de software PC SDK permet operar una o més controladores IRC5 
des d’una aplicació executada en un PC. Mitjançant l’entorn de programació Microsoft Visual 
Studio 2005 o posterior i a partir de llenguatges de programació .NET com C# o Visual Basic es 
poden crear aplicacions per al control i supervisió dels sistemes robotitzats. 
També es pot utilitzar per a connectar-se amb una controladora virtual a partir del software 
RobotStudio, oferint la possibilitat de crear aplicacions independents i comunicar-se a partir de 
la xarxa o d’entorns virtuals. 
La diferència entre l’aplicació creada en un PC i la FlexPendant és que l’aplicació té un accés 
com a client remot, al contrari de la FlexPendant que actua com a client local. Degut a que els 
clients remots no tenen els mateixos privilegis que els locals, la controladora ha d’estar en el 
mode d’operació automàtic i l’aplicació ha de sol·licitar l’accés com a màster. D’altra banda, 
l’avantatge del client remot és que pot monitoritzar múltiples controladors robots des d’una 
localització, a més d’oferir un sistema menys limitat que la FlexPendant en quant a recursos de 
memòria i processat.   
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1.4.11 CATIA V5 
CATIA (Computer-aided three dimensional interactive application) és un software comercial 
multi plataforma CAD/CAM/CAE, dissenyat per la companyia francesa Dassault Systèmes i 
escrita en C++. Creat l’any 1977 per una empresa del sector de l’aviació, va evolucionar fins a 
convertir-se en un dels programes de disseny més importants en el sector aeroespacial, 
automotriu i nàutic entre d’altres.  
CATIA està referit com a paquet de software PLM (Product Lifecycle Management). El concepte 
PLM és conegut a la indústria com al procés de gestió del cicle de vida d’un producte des de 
l’inici, passant pel disseny a nivell d’enginyeria i fabricació, fins al servei i eliminació dels 
productes fabricats. Suporta múltiples etapes de desenvolupament de producte (CAx), incloent 
l’etapa de disseny (CAD), fabricació (CAM) i enginyeria (CAE).  
 
Figura 17: Exemple de disseny en CATIA V5 
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1.4.12 MATLAB 2011 
MATLAB (abreviatura de MATrix LABoratory) és un llenguatge de programació d’alt nivell i un 
entorn interactiu per al càlcul numèric, visualització i programació. Permet analitzar dades, 
desenvolupar algoritmes i crear models o aplicacions. El llenguatge, les eines i les funcions 
matemàtiques incorporades permeten explorar diversos punts de vista i arribar a una solució 
d’una forma més ràpida que utilitzant llenguatges de programació tradicionals com C/C++ o 
Java. 
MATLAB es pot utilitzar en una gran varietat d’aplicacions com poden ser el processat de 
senyals i comunicacions, processament d’imatge i video, sistemes de control, proves i mesures, 
finances o biologia computacional. La Figura 18 mostra la interfície d’usuari del software 
juntament amb un exemple de representació en tres dimensions. 
 
Figura 18: Interfície d'usuari del software MATLAB 
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1.4.13 Blender  
Blender és un software lliure dedicat a l’edició tridimensional, utilitzat en la creació d’efectes 
visuals, pel·lícules d’animació, art, aplicacions interactives en 3D i videojocs. Està dissenyat 
especialment pel modelat 3D, il·luminació, renderitzat d’imatge i video, composició digital, 
edició de video, escultura i simulació de partícules entre d’altres.  
S’ha decidit fer ús d’aquest software per la facilitat que presenta en quant a importació 
d’elements CAD, així com el modelat  d’estructures des de la mateixa aplicació. A diferència de 
softwares especialitzats en el disseny industrial com CATIA V5 comentat a l’apartat 1.4.11, 
aquest incorpora més funcions per a simular la visualització del sistema de visió. D’aquesta 
manera s’han iniciat les simulacions creant un entorn virtual amb les característiques més 
pròximes a les del laboratori. 
La Figura 19 mostra la GUI (Graphical User Interface) del software Blender amb un projecte 
d’exemple. Es poden observar algunes de les diverses interfícies que incorpora aquest 
software, en aquest cas tres escenes 3D amb diferents punts de vista, la imatge renderitzada i 
el panell de propietats i directoris. L’exemple pretén mostrar un renderitzat amb diversos 
materials, incloent el vidre de les ulleres i el metall de la ploma. 
 
Figura 19: Exemple de projecte creat amb el software Blender 
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2 Especificacions del procés 
L’air hockey, també anomenat hoquei taula, és un esport en el qual competeixen dues 
persones que intenten anotar punts a la porteria contrària. Per a la pràctica d’aquest esport es 
necessita una taula, dos maces i un disc.  
Una taula típica consisteix en una superfície de joc llisa, un carril al voltant per evitar que el 
disc i les maces surtin de la taula i dues ranures al carril que serveixen de porteries, una a cada 
extrem de la taula. A més, normalment incorporen un sistema que produeix una capa d’aire a 
la superfície de joc mitjançant petits forats, amb l’objectiu de reduir la fricció entre el disc i la 
taula i incrementar la velocitat del joc. 
La maça consisteix en un simple mànec adherit a una superfície plana que generalment queda 
nivell amb la superfície de la taula. Les maces oficials han de tenir les següents 
característiques: 
- Pes inferior als 170,1 g. 
- Diàmetre màxim de 10,32 cm. 
- Pot ser de qualsevol color, excepte la vora exterior que ha de ser diferent a la de la 
superfície de la taula. 
- Ha de ser tot del mateix material. 
- Ha de ser uniforme i simètric a través de la seva circumferència 
Els discs d’air hockey estan fabricats de resina de policarbonat LEXAN®. Els discs oficials són de 
color groc, vermell i verd.  
 
 
Figura 20: Disc i maça oficials d'air hockey 
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A continuació es descriuen les normes bàsiques del joc especificades per la USAA (United 
States Air Hockey Association): 
1. El primer jugador que acumula set punts guanya el partit. 
2. Quan el disc entra a la porteria d’un jugador, l’oponent rep un punt. 
3. Desprès de cada partit els jugadors s’han de canviar de costat. 
4. El jugador al que es marca té la possessió del següent servei.  
5. Un jugador només pot tocar el disc amb la mà si ha rebut un gol. 
6. Un jugador només pot tenir una sola maça al terreny de joc. 
7. El disc es pot colpejar amb qualsevol part de la maça. 
8. El disc no es pot aturar situant la maça sobre d’aquest. 
9. Només es pot jugar amb un disc sobre el terreny de joc. 
10. Un jugador té set segons per fer un tir que creui la línia central. El temps s’inicialitza 
quan el disc entra a la meitat del camp del jugador. 
11. Quan el disc està en contacte amb la línia central qualsevol jugador pot tocar el disc. 
12. Un jugador pot estar a qualsevol lloc de la taula de la seva meitat del terreny de joc. 
13. Si el jugador toca el disc amb qualsevol part de la mà, braç, cos o roba es considera 
una falta. 
14. Cada jugador pot demanar una pausa per partida. La pausa no pot ser més llarga de 
deu segons. 
15. Un jugador només pot demanar la pausa quan té possessió del disc o quan el disc no 
està en joc. 
16. Un jugador ha d’indicar de forma clara que vol efectuar una pausa per a què l’àrbitre 
entengui la intenció del jugador. 
17. Quan un jugador rep un gol té deu segons per treure el disc i col·locar-lo un altre cop 
sobre el terreny de joc. El temps s’inicialitza quan el disc ha caigut completament i està 
disponible pel jugador. 
 
  
 
 36 
ESTUDI I IMPLEMENTACIÓ D'UNA APLICACIÓ ROBOTITZADA  
D'AIR HOCKEY I DEL SEU ENTORN 
3 Consideracions prèvies al disseny 
3.1 Entorn de treball 
L’entorn de treball utilitzat en el laboratori està format per dos robots ABB IRC140, Obèlix i 
Astèrix, juntament amb les seves controladores IRC5 i S4C+ respectivament. La ubicació de la 
taula determinarà quin robot s’haurà d’utilitzar i quin software es podrà fer servir en funció de 
les compatibilitats de cada controladora.  
A la Figura 21 es representen les dues opcions estudiades pel posicionament final de l’entorn 
de joc. A l’esquerra es mostra l’opció de treballar amb el robot Astèrix i la controladora S4C+ i 
a la dreta l’alternativa que utilitza la controladora IRC5 i el robot Obèlix. 
18 m cuadr
IR
C5
S4
C+
Obèlix
Astèrix
18 m cuadr
IR
C5
S4
C+
Obèlix
Astèrix
 
Figura 21: Estudi del posicionament de la taula dintre de l'entorn de treball 
 
La següent taula mostra la comparació entre les dues alternatives: 
Criteri S4C+ IRC5 
Interfície comunicació PC Helper Control PC SDK 
Compatibilitat SO SO Windows XP SO Windows 7 
Compatibilitat software 
tractament d’imatge 
Visual Basic 6.0 Llenguatges de programació 
.NET 
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Visual Studio 2005 i posteriors 
Accés del robot a la taula Accés des de l’extrem Accés des del lateral 
Avantatges Major rapidesa 
Facilitat en la programació 
Mòdul d’entrades analògiques 
compatible amb els sensors 
d’ultrasons de la taula 
Major àrea de joc 
Millors característiques en 
quant al processat d’imatge i 
velocitat del software 
Inconvenients Menor àrea de joc 
Limitacions en el processat 
d’imatge degut a l’antiguitat del 
software 
Ús recomanable d’una nova tool 
Majors moments d’inèrcia 
Dificultat en l’aprenentatge 
d’un nou llenguatge de 
programació 
Necessitat d’una nova tool 
Necessitat de detectar els gols a 
partir de processat d’imatge 
Taula 3: Comparació entre S4C+ i IRC5 
Després de tenir en compte els criteris anteriors, i degut a l’evolució que ha tingut el projecte, 
s’ha decidit optar per l’ús de la controladora IRC5 i del robot Obèlix. Aquesta decisió, 
influenciada majoritàriament per la rapidesa del sistema de visió i les comunicacions entre el 
PC i la controladora, ha comportat haver d’assumir els inconvenients presentats i treballar en 
la minimització d’aquests. 
En quant al disseny de la taula s’han adaptat les característiques d’una taula d’air hockey 
convencional a les especificacions del laboratori. A continuació es descriuen les consideracions 
prèvies que s’han tingut en compte: 
- Dimensions aproximades a les taules oficials en quant a llargada i amplada, reduint 
l’alçada per afavorir l’abast del robot. 
- Disseny robust de la taula que garanteixi un correcte funcionament i al mateix temps 
faciliti el seu transport. 
- Regulació del flux d’aire per poder variar la velocitat del disc. 
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3.2 Robot 
Tot i que el robot IRB140 presenta unes característiques més que suficients per a assolir les 
necessitats proposades a l’aplicació, s’ha de tenir en compte la integració d’aquest dintre del 
laboratori, així com les comunicacions existents. A continuació es detallen algunes de les 
característiques del robot dintre de l’entorn de treball que poden afectar al desenvolupament 
del projecte: 
- A diferència d’un entorn industrial on el robot estaria subjectat directament sobre el 
terra, aquest es troba sobre una estructura de fusta. Tot i que d’aquesta forma es millora 
l’accés a la taula, aquest fet implica una reducció de la velocitat del robot degut a la 
vibració que es genera quan es superen certes velocitats. Caldrà estudiar quina serà la 
velocitat adient per a l’aplicació i si realment es podrà dur a terme amb les 
característiques del laboratori. 
- La controladora permet l’accés del PC mitjançant dos canals ethernet, el port de servei i 
el port LAN. Per a comunicar l’aplicació amb la controladora mitjançant el software PC 
SDK es pot utilitzar qualsevol dels dos canals, tot i que s’hauran de tenir en compte la 
velocitat i les característiques de cada canal. 
- El rang de treball del robot, mostrat a la Figura 6 de l’apartat 1.4.1, presenta certes 
limitacions que hauran de ser assumides pel sistema. En funció del posicionament de la 
taula i de la tool dissenyada s’haurà d’adaptar la zona de joc del robot amb el seu rang de 
treball.  
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3.3 Sistema de visió 
Similar al sistema robot, el sistema de visió Mobotix M24M presenta unes característiques 
adequades per a l’aplicació. Tot i això caldrà estudiar com afecta la integració final del sistema 
al rendiment de la càmera, així com les comunicacions existents entre el robot i la càmera. 
Degut al fet que es tracta d’una càmera de videovigilància, a primera instància el fabricant 
només ofereix l’aplicació en codi html per a la utilització de la càmera com a aplicació final. 
Existeix la possibilitat de crear una aplicació pròpia en html partint de l’aplicació per defecte, ja 
que és un document públic. També hi ha l’opció de llegir les imatges individualment però 
aquesta alternativa està limitada a 1 fps, i per tant quedarà descartada per aquest tipus de 
projecte. 
Caldrà estudiar si es podrà treballar directament des de l’aplicació final o si s’haurà de buscar 
una alternativa per a poder generar el tractament d’imatge correctament. També s’haurà 
d’estudiar si existeix qualsevol tipus de SDK propi del fabricant que garanteixi una comunicació 
entre els sistemes estudiats. 
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4 Estudi de solucions 
4.1 Simulacions Blender 
Durant l’inici del projecte s’ha realitzat l’estudi de la solució amb el software de simulació 
Blender. Aquest software permet crear un model tridimensional de l’entorn de treball, creant 
objectes i superfícies des del mateix software o important-los a partir d’elements CAD. 
La Figura 22 mostra la interfície d’usuari amb el projecte desenvolupat. Com es pot observar 
s’ha creat un primer model de l’entorn de joc juntament amb els elements que hi intervenen i 
el robot. Per a la simulació del robot s’ha importat l’arxiu CAD proporcionat per la web oficial 
d’ABB. També s’ha incorporat una càmera amb característiques aproximades de la càmera del 
laboratori per poder obtenir simulacions de les imatges i vídeos generats. 
S’ha dotat els elements de propietats físiques per poder simular el moviment i els impactes al 
llarg de la simulació, a més de crear una estructura interna al robot per poder simular un 
moviment aproximat d’aquest. 
 
Figura 22: Simulació de l'entorn de treball mitjançant Blender 
Aquesta simulació ha permès tenir una primera aproximació de la idea general del projecte, 
observant les limitacions físiques existents a l’entorn proporcionat i donant suport a la 
construcció posterior de la taula. També s’han generat arxius de video per avançar el 
tractament d’imatge final, tot i això s’ha procedit a treballar directament amb la imatge real al 
llarg de l’evolució del projecte.  
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4.2 Disseny de la taula d’air hockey 
Abans de procedir a la creació de l’entorn de joc s’ha realitzat el model en 3D mitjançant el 
software CATIA V5. El disseny ha permès estudiar les millors alternatives per construir la taula, 
observant la integració dels diversos dissenys estudiats i modificant-los amb les correccions 
adients. La Figura 23 i la Figura 24 mostren el disseny definitiu i el renderitzat, obtinguts a 
partir del software CATIA V5: 
 
Figura 23: Disseny definitiu de la taula 
 
Figura 24: Renderitzat del disseny definitiu de la taula 
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4.3 Disseny de l’element terminal 
Finalment s’ha optat per dissenyar un element terminal específic per a l’aplicació. Aquesta 
alternativa s’ha decidit a partir dels condicionants següents: 
1- Les limitacions observades a l’entorn de treball del laboratori dificulten un 
posicionament de la taula respecte del robot. 
2- Actualment es disposa d’un element terminal amb dues ventoses. Inicialment s’havia 
decidit utilitzar aquest element però, com mostra la Figura 25 les dimensions de les 
ventoses no permeten la subjecció de la maça. Per a que això sigui possible s’ha de fer 
una modificació mecànica de la maça. 
 
Figura 25: Subjecció de la maça mitjançant ventoses 
3- L’àrea d’abast de l’element terminal actual està molt limitada respecte l’ús d’altres 
elements terminals, quedant així una gran part del terreny de joc fora de l’abast del 
robot. 
Tenint en compte les condicions esmentades, s’ha dissenyat un element terminal adequat que 
millori les especificacions anteriors. Igual que en la construcció de la taula, primer s’ha creat el 
disseny mitjançant el software CATIA V5, mostrat a la Figura 26 . 
 
Figura 26: Disseny de la tool 
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4.4 Simulacions en MATLAB 
Abans d’implementar la solució definitiva en C# s’han realitzat simulacions en MATLAB per 
donar suport i verificar el correcte funcionament de l’aplicació final. Aquest procediment ha 
permès estudiar algunes de les parts del codi d’una forma més ràpida i intuïtiva, a més de 
poder comparar en tot moment el funcionament des de les dues implementacions. 
4.4.1 Estudi dels models de color 
Aquesta simulació pretén mostrar una mateixa imatge en tres models de color diferents i 
individualment per cada canal. D’aquesta forma es pot veure quina serà l’opció més adequada 
a l’hora de fer el seguiment del disc.  
Un model de color és un model matemàtic que descriu com es poden representar els color en 
tuples de valors, normalment en tres o quatre components de color. La Figura 27 mostra 
l’espai de color dels models estudiats, juntament amb el model gris d’un sol component: 
- RGB (Red, Green, Blue): Utilitza els colors vermell, blau i verd com a colors primaris. 
Mitjançant aquesta combinació de colors es pot capturar la porció més gran d’espai de 
color de l’ull humà. 
- HSV (Hue, Saturation, Value): Millora el model RGB ubicant els colors en una distribució 
radial de colors neutrals al voltant d’un eix central, augmentant el seu valor de negre 
(part inferior) o blanc (part superior) a mesura que es desplaça per aquest eix. 
- YCbCr (Y – luminància, Cb – croma blau, Cr – croma vermell): S’utilitza en la transmissió 
de video i fotografia digital, representant les components de croma blau i vermell 
juntament amb el valor de luminància. 
 
 
Figura 27: Espai de color dels models estudiats 
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La Figura 28 mostra el diagrama de flux del codi generat, implementat a la Figura 29. 
 
Figura 28: Diagrama de flux de l’estudi dels models de color 
 
 
Figura 29: Codi generat en MATLAB per a l’estudi dels models de color 
 
RGB = imread('prova.jpg');  % Llegir imatge 
HSV = rgb2hsv(RGB);         % Convertir a HSV 
YCC = rgb2ycbcr(RGB);       % Convertir a YCC 
  
% Model de color RGB 
subplot(3,4,1),imshow(RGB);title('RGB'); 
subplot(3,4,2),imshow(RGB(:,:,1));title('Red');         % Canal R 
subplot(3,4,3),imshow(RGB(:,:,2));title('Green');       % Canal G 
subplot(3,4,4),imshow(RGB(:,:,3));title('Blue');        % Canal B 
  
% Model de color HSV 
subplot(3,4,5),imshow(HSV);title('HSV'); 
subplot(3,4,6),imshow(HSV(:,:,1));title('Hue');         % Canal H 
subplot(3,4,7),imshow(HSV(:,:,2));title('Saturation');  % Canal S 
subplot(3,4,8),imshow(HSV(:,:,3));title('Value');       % Canal V 
  
% Model de color YCC 
subplot(3,4,9),imshow(YCC);title('YCC'); 
subplot(3,4,10),imshow(YCC(:,:,1));title('Luminosity'); % Canal Y 
subplot(3,4,11),imshow(YCC(:,:,2));title('Blue Chroma');% Canal Cb 
subplot(3,4,12),imshow(YCC(:,:,3));title('Red Chroma'); % Canal Cr 
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A la Figura 30 es poden observar els resultats obtinguts, observant les característiques de cada 
model complet i individualment per a cada canal. En funció dels colors de l’objecte el qual es 
vol fer el seguiment i de les característiques de lluminositat de l’entorn es decidirà quin model 
serà l’òptim per a l’aplicació.  
 
Figura 30: Resultat obtingut en MATLAB per a l'estudi dels models de color 
Les simulacions han permès validar l’aplicació final implementada en C#, garantint una 
correcte visualització dels tres models de color estudiats i dels seus corresponents canals. 
Aquest procediment ha estat necessari per donar suport a la implementació final, ja que 
aquesta presenta certes dificultats al mostrar imatges diferents al model RGB.  
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4.4.2 Operacions morfològiques 
Aquesta simulació mostra les operacions morfològiques bàsiques utilitzades en el processat 
d’imatge. Normalment les imatges binàries presenten imperfeccions degudes al soroll i textura 
d’aquestes. Les operacions morfològiques tenen l’objectiu d’eliminar aquest tipus 
d’imperfeccions sense modificar l’estructura de la imatge. 
L’element estructural consisteix en una màscara o imatge binària d’un tamany reduït que 
recorrerà la imatge modificant el seu valor. La imatge definitiva es crearà en funció del tamany 
i de la forma de l’element estructural. A continuació es mostra un exemple d’una imatge 
binària de 6x6 píxels juntament amb un element estructural 2x1, amb origen al píxel (2,1). 
0 0 0 1 0 0 
0  1 1 1 0 0 
0 1 0 1 1 0 
1 1 1 1 1 0 
0 1 1 0 0 0 
0 0 0 0 0 0 
 
1 
1 
 
Figura 31: Imatge binària original Figura 32: Element estructural 
Sigui 𝑓(𝑥,𝑦) la funció descrita per la imatge original, 𝑔(𝑥,𝑦) la funció de la imatge resultant i 
𝑆𝐸 l’element estructural, les operacions de dilatació i erosió es descriuen mitjançant les 
següents fòrmules: 
Dilatació: Erosió: 
𝑔(𝑥,𝑦) = 𝑓(𝑥, 𝑦) ⊕𝑆𝐸 𝑔(𝑥,𝑦) = 𝑓(𝑥, 𝑦) ⊖𝑆𝐸 
Aplicant aquestes fòrmules a la imatge binaritzada, s’obtenen els resultats següents: 
0 0 0 1 0 0 
0  1 1 1 0 0 
0 1 1 1 1 0 
1 1 1 1 1 0 
1 1 1 1 1 0 
0 1 1 0 0 0 
 
0 0 0 1 0 0 
0  1 0 1 0 0 
0 1 0 1 1 0 
0 1 1 0 0 0 
0 0  0 0 0 0 
0 0 0 0 0 0 
 
Figura 33: Dilatació Figura 34: Erosió 
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Mitjançant el software MATLAB s’han realitzat les operacions morfològiques de dilatació i 
erosió sobre una imatge binaritzada a partir del codi mostrat a la Figura 35. En aquest exemple 
s’ha utilitzat un element estructural quadrat de dimensions 3x3. El resultat observat a la Figura 
36 permet veure com afecten aquestes operacions a la imatge estudiada.   
Figura 35: Codi generat en MATLAB per a l’estudi de les operacions morfològiques 
Figura 36: Exemple de dilatació i erosió sobre una imatge binària
A = imread('blobs.png');    % Lectura imatge 
se = strel('square',3);     % Creació element estructural quadrat 3x3 
B = imerode(A,se); % Erosió imatge original 
C = imdilate(A,se); % Dilatació imatge original 
subplot(1,3,1); imshow(A); title('Imatge Original'); hold on; 
subplot(1,3,2); imshow(B); title('Erosió'); 
subplot(1,3,3); imshow(C); title('Dilatació'); 
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4.4.3 Càlcul de l’orientació de la tool 
L’orientació d’un sistema de coordenades es pot descriure mitjançant una matriu de rotació 
que indica la direcció dels eixos del sistema de coordenades respecte un sistema de referencia. 
Siguin: 
𝑥′ les coordenades d’un punt qualsevol referenciat respecte del sistema {𝑂,𝑋’,𝑌’,𝑍’} i 
expressat com (𝑥1,𝑥2, 𝑥3), 
𝑦’ les coordenades d’un punt qualsevol referenciat respecte del sistema {𝑂,𝑋’,𝑌’,𝑍’} i 
expressat com (𝑦1,𝑦2,𝑦3), 
𝑧’ les coordenades d’un punt qualsevol referenciat respecte del sistema {𝑂,𝑋’,𝑌’,𝑍’} i 
expressat com (𝑧1, 𝑧2, 𝑧3). 
z
x
y
Sistema de coordenades de 
referència
z’
x’
y’
Sistema de coordenades 
girat  
Figura 37: Rotació d’un sistema de coordenades 
Els eixos del sistema de coordenades girat (𝑥’,𝑦’, 𝑧’) són vectors que es poden expressar en el 
sistema de coordenades de referencia de la forma següent: 
𝑥′ = (𝑥1,𝑥2,𝑥3) 
𝑦′ = (𝑦1,𝑦2,𝑦3) 
𝑧′ = (𝑧1, 𝑧2, 𝑧3) 
Això significa que les components 𝑥, 𝑦 i 𝑧 del sistema de coordenades de referència estaran 
descompostes respectivament en les components (𝑥1, 𝑥2,𝑥3), (𝑦1,𝑦2,𝑦3) i (𝑧1, 𝑧2, 𝑧3) dels 
eixos del sistema de coordenades girat, essent 𝑥1 la projecció de 𝑥 sobre 𝑥’, 𝑥2 la projecció de 
𝑥 sobre 𝑦’, etc.  
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Aquests tres vectors es poden unir per formar la matriu de rotació, on cada vector forma una 
columna de la matriu: 
�
𝑥1 𝑦1 𝑧1
𝑥2 𝑦2 𝑧2
𝑥3 𝑦3 𝑧3
� 
Els quaternis s’utilitzen per referir-se d’una forma més concisa a la matriu de rotació. Aquests 
es calculen a partir dels elements de la matriu de rotació.  
Siguin: [𝑞1,𝑞2,𝑞3,𝑞4] els quaternis que permeten expressar una rotació respecte un sistema de 
coordenades. 
𝑞1 = �𝑥1 + 𝑦2 + 𝑧3 + 12  
𝑞2 = �𝑥1 − 𝑦2 − 𝑧3 + 12  
𝑞3 = �𝑦2 − 𝑥1 − 𝑧3 + 12  
𝑞4 = �𝑧3 − 𝑥1 − 𝑦2 + 12  
Els signes de les components 𝑞2, 𝑞3 i 𝑞4 es determinen mitjançant les equacions següents: 
𝑠𝑖𝑔𝑛 𝑞2 = 𝑠𝑖𝑔𝑛(𝑦3 − 𝑧2) 
𝑠𝑖𝑔𝑛 𝑞3 = 𝑠𝑖𝑔𝑛(𝑧1 − 𝑥3) 
𝑠𝑖𝑔𝑛 𝑞4 = 𝑠𝑖𝑔𝑛(𝑥2 − 𝑦1) 
 
En el cas particular de l’aplicació s’ha realitzat una rotació sobre l’eix 𝑦, quedant la 
descomposició dels eixos de la següent forma: 
𝑥1 =  − sin(𝑎𝑙𝑝ℎ𝑎) 
𝑦1 = 0 
𝑧1 =  − cos(𝑎𝑙𝑝ℎ𝑎) 
𝑥2 = 0 
𝑦2 = 1 
𝑧2 = 0 
𝑥3 = cos (𝑎𝑙𝑝ℎ𝑎)  
𝑦3 = 0 
𝑧3 = −sin (𝑎𝑙𝑝ℎ𝑎)
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La Figura 38 mostra el diagrama de flux de l’algoritme desenvolupat a la Figura 39.  
 
Figura 38: Diagrama de flux de la modificació de l’orientació de la tool 
 
Figura 39: Codi generat en MATLAB per a la modificació de l’orientació de la tool 
 
alpha = 15*pi/180; % Orientació de la tool 
  
% Matriu de rotació 
x1=-sin(alpha); x2=0; x3=cos(alpha); 
y1=0; y2=1; y3=0; 
z1=-cos(alpha); z2=0; z3=-sin(alpha); 
  
% Càlcul de quaternis 
q1=sqrt(x1+y2+z3+1)/2; 
q2=sqrt(x1-y2-z3+1)/2; 
q3=sqrt(y2-x1-z3+1)/2; 
q4=sqrt(z3-x1-y2+1)/2; 
  
% Obtenció del signe 
if (y3-z2)<0 
    q2=-q2; 
end 
if (z1-x3)<0 
    q3=-q3; 
end 
if (x2-y1)<0 
    q4=-q4; 
end 
  
% Resultats 
disp([q1 q2 q3 q4]); 
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4.4.4 Càlcul de la trajectòria i velocitat del disc 
L’aplicació fa una estimació de la posició del disc a un pas. Tenint en compte la posició actual i 
la posició anterior del disc es pot estimar la següent posició, partint de la suposició que el disc 
no pateix cap tipus d’acceleració o desacceleració. En aquest càlcul també s’han de tenir en 
compte els límits físics de l’entorn de joc, modificant la posició final en cas que aquesta es trobi 
fora dels límits físics de l’entorn de joc. 
 Tal i com es mostra a la Figura 40, si l’estimació de la trajectòria sobrepassa els límits de la 
taula s’haurà de recalcular la trajectòria tenint en compte aquests límits. Per aquest càlcul 
s’han tingut en compte les hipòtesis següents: 
- En l’impacte entre el disc i la taula no es considera una modificació de la trajectòria 
deguda al fregament d’aquesta ni a la rotació del disc. Això significa que la posició final 
del disc es considerarà simètrica respecte l’eix de la taula on es genera l’impacte.  
- El disc manté una velocitat constant i acceleració nul·la. 
- El radi del disc es pot menysprear, assumint un error d’entre 3 i 4 píxels. Aquest valor 
s’ha trobat empíricament durant el desenvolupament del projecte, observant una 
distància  menyspreable segons la resolució del sistema. 
 
Figura 40: Il·lustració del càlcul de trajectòria 
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Tenint en compte les consideracions anteriors, per l’obtenció de la posició final de l’exemple 
mostrat s’han realitzat els següents càlculs:  
Posició final: 𝑦𝑓𝑖 = 𝑦𝑡𝑎𝑢𝑙𝑎 + (𝑦𝑡𝑎𝑢𝑙𝑎 − 𝑦𝑒𝑠𝑡) 𝑥𝑓𝑖 = 𝑥𝑒𝑠𝑡  
 
Paràmetres de la recta: 
�
𝑦𝑖𝑛𝑖 = 𝑥𝑖𝑛𝑖 · 𝑎 + 𝑏
𝑦𝑒𝑠𝑡 = 𝑥𝑒𝑠𝑡 · 𝑎 + 𝑏 𝑎 = 𝑦𝑖𝑛𝑖 − 𝑦𝑒𝑠𝑡𝑥𝑖𝑛𝑖 − 𝑥𝑒𝑠𝑡  𝑏 = 𝑦𝑖𝑛𝑖 · 𝑥𝑒𝑠𝑡 − 𝑦𝑒𝑠𝑡 · 𝑥𝑖𝑛𝑖𝑥𝑒𝑠𝑡 − 𝑥𝑖𝑛𝑖  
 
Posició impacte: 
 
𝑦𝑖𝑚𝑝𝑎𝑐𝑡𝑒 = 𝑦𝑡𝑎𝑢𝑙𝑎 
 
𝑥𝑖𝑚𝑝𝑎𝑐𝑡𝑒 = 𝑦𝑖𝑚𝑝𝑎𝑐𝑡𝑒 − 𝑏𝑎
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La Figura 41 mostra el diagrama de flux del càlcul de trajectòria i velocitat del disc. El codi que 
implementa el càlcul de la nova posició final per al límit superior vertical es mostra a la Figura 
42. 
 
Figura 41: Diagrama de flux càlcul trajectòria i velocitat del disc 
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Figura 42: Codi generat en MATLAB per la modificació del límit superior vertical 
La Figura 43 mostra els resultas obtinguts amb la representació de la trajectòria del disc i 
l’estimació de velocitats. Els càlculs de velocitat s’han realitzat a partir de la posició inicial i 
l’estimació de la posició final, a més de tenir en compte els fps de la càmera. El paràmetre 
Time to hit estableix el temps restant per a que el disc faci la trajectòria estimada.  
 
Figura 43: Resultats obtinguts en el càlcul de la trajectòria i velocitat del disc 
  
% Límit superior 
if finalDiscPositionY > tableWidth 
    finalDiscPositionY2 = tableWidth + (tableWidth - finalDiscPositionY); 
    finalDiscPositionX2 = finalDiscPositionX; 
     
    a = (initialDiscPositionY - finalDiscPositionY)/(initialDiscPositionX - 
finalDiscPositionX); 
    b = (initialDiscPositionY * finalDiscPositionX  - finalDiscPositionY * 
initialDiscPositionX)/(finalDiscPositionX - initialDiscPositionX); 
     
    finalDiscPositionY = tableWidth; 
    finalDiscPositionX = (finalDiscPositionY - b)/a;     
    if isnan(finalDiscPositionX) 
        finalDiscPositionX = initialDiscPositionX; 
    end 
    plot(finalDiscPositionX2,finalDiscPositionY2,'kO'); 
    line([finalDiscPositionX,finalDiscPositionX2],[finalDiscPositionY, 
finalDiscPositionY2]) 
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4.5 Simulacions RobotStudio 
A partir del disseny de la taula i de l’element estructural s’ha generat un entorn de simulació 
amb el software RobotStudio. D’aquesta forma s’ha treballat amb un model molt semblant al 
de l’entorn real, tant a nivell dimensional com de programació del robot. 
Aquest entorn ha permès desenvolupar la solució durant la major part del projecte, tant a 
nivell de programació en llenguatge RAPID com a validació de la connectivitat entre l’aplicació 
desenvolupada i el robot. La Figura 44 mostra l’entorn de treball que s’ha creat a partir de 
RobotStudio: 
 
Figura 44: Simulació de l'entorn de treball mitjançant RobotStudio 
4.5.1 Creació d’una nova tool 
La creació d’una tool en codi RAPID es realitza a partir del tipus de variable tooldata. Aquest 
tipus de variable s’utilitza per descriure les característiques d’una eina o tool, especificant si és 
fixa o estacionària, els paràmetres que la defineixen i com està subjectada. 
Els valors de la variable afecten al moviment del robot de la següent forma: 
- El punt central de la tool, TCP, estarà desplaçat segons s’indiqui a la definició de la 
variable. Aquest punt és el que segueix la trajectòria i velocitat programada. 
- Si s’utilitza una eina estacionària, la velocitat i trajectòria programades seran les de 
l’objecte de treball subjectat pel robot. 
- Si per exemple es modifica la tool és possible utilitzar el programa anterior redefinint el 
sistema de coordenades d’aquesta. 
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El tipus de variable tooldata està format per les següents variables: 
Variable Tipus de variable Definició 
Robot hold Bool TRUE: El robot sosté una eina 
FALSE: El robot no sosté una eina (eina estacionària) 
Tool Frame Pose 
 
Sistema de coordenades de l’eina: 
- Posició del TCP (x,y,z) en mm 
- Orientació del sistema de coordenades expressat en 
forma de quaterni (q1,q2,q3,q4) 
Tool load Loaddata Càrrega de l’eina: 
- Pes de l’eina en kg 
- Centre de gravetat de la càrrega (x,y,z) en mm 
- Moments d’inèrcia de l’eina respecte el seu centre de 
massa en kgm2 
Taula 4: Tipus de variable tooldata 
 
Tot i que a mitjançant el software CATIA i el model CAD de la tool es poden obtenir els 
paràmetres necessaris per definir la nova eina, s’ha hagut d’utilitzar un procés de calibració 
per evitar les desviacions existents entre el disseny i la fabricació final. A continuació es 
mostren els passos seguits per definir una nova tool a partir de la Flexpendant i del robot real: 
1. Obtenir manualment el mateix punt amb quatre orientacions diferents i guardar-ho en 
el mòdul de treball. 
2. En el menú Program Data, seleccionar el tipus de variable tooldata i clicar sobre l’opció 
Show Data. 
 
Figura 45: Definició d'una nova tool. Pas 1 
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3. La finestra que apareix mostra les tools creades en el sistema, en aquest cas 
actualment hi ha creada la tool0, que és la tool que utilitza el sistema per defecte. 
Seleccionar el botó New… i la opció New Data Declaration. 
 
Figura 46: Definició d'una nova tool. Pas 2 
4. Introduir el nom de la nova tool i seleccionar el botó OK. 
 
Figura 47: Definició d'una nova tool. Pas 3 
5. Un cop creada la tool seleccionar la opció Edit, Define. Introduir els quatre punts 
guardats prèviament al mòdul de treball i seleccionar OK. 
 
Figura 48: Definició d'una nova tool. Pas 4 
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4.5.2 Modificació de l’orientació de la tool 
Un cop creada la nova tool i obtinguts els paràmetres d’orientació explicats a l’apartat 0 s’ha 
procedit a estudiar la implementació d’aquests. Modificant els paràmetres de rotació de la tool 
es pot fer que aquesta accedeixi a la maça amb vàries orientacions. 
 La Figura 49 mostra dues de les configuracions utilitzades en la implementació final, a 
l’esquerra amb una orientació de 15 graus respecte l’eix horitzontal del TCP i a la dreta amb 
una orientació de 20 graus.  
  
Figura 49: Modificació de la orientació de la tool 
 
Com es pot observar només s’ha realitzat una rotació sobre l’eix Y ubicat en el TCP definit 
prèviament. Gràcies a aquesta nova orientació de la tool es pot augmentar l’àrea de joc del 
robot, ja que el fet d’utilitzar una sola orientació limitava més el seu rang de treball.  
 
  
Y 
X 
Z 
Y 
X 
Z 
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4.5.3 Delimitació de l’àrea de joc del robot 
Utilitzant l’entorn de simulació creat amb RobotStudio s’ha delimitat l’àrea de joc del robot. 
Degut a les limitacions físiques existents al laboratori i al l’àrea d’abast del robot s’ha decidit 
delimitar aquesta àrea, tal i com es mostra a la zona blava de la Figura 50. Les restriccions 
necessàries s’han implementat directament al codi, evitant l’accés del robot a una àrea 
diferent de l’esmentada durant l’execució contínua del programa. 
 
Figura 50: Delimitació de l'àrea de joc del robot 
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4.6 Disseny de l’aplicació 
Finalment s’ha decidit crear l’aplicació definitiva a partir del llenguatge C# degut als 
condicionants i raonaments següents: 
- La comunicació entre la controladora i el PC, mitjançant el software PC SDK, permet 
utilitzar l’entorn de desenvolupament Visual Studio amb llenguatges de programació 
.NET. Això permet una connectivitat directa entre la controladora i l’ordinador, afavorint 
el rendiment del sistema. 
- Pel tractament d’imatge s’utilitzaran les llibreries proporcionades per OpenCV i 
vinculades a través de Emgu CV. Aquesta opció, tot i dificultar la seva implementació, 
millora la velocitat del tractament d’imatge davant d’altres alternatives com MATLAB o 
Python. 
- Mitjançant l’entorn de Visual Studio i C# es poden crear interfícies d’usuari que permeten 
una bona sensació per l’usuari final així com una interfície complexa per a ser tractada a 
nivell d’enginyeria. També existeix l’opció de generar certes interfícies d’usuari 
directament des de OpenCV, però d’una forma més limitada. 
- En comparació amb altres llenguatges com visual basic, a més de les característiques 
anteriors aquest presenta prestacions més professionals que permeten una millor 
integració final i un desenvolupament amb millors metodologies. 
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5 Implementació de la solució 
5.1 Hardware 
5.1.1 Construcció de l’entorn de joc 
La taula real s’ha fabricat amb les següents característiques: 
- Estructura de fusta de pi i DM (densitat mitjana) juntament amb una planxa d’alumini 
lacada per a la superfície. 
- Subjecció amb quatre potes desmuntables. 
- Cambra d’aire per a proporcionar més lliscament al disc i dotar el sistema d’unes 
característiques més properes a les taules oficials. 
- Sistema de ventilació amb connexió directa a xarxa format per dos ventiladors de corrent 
alterna amb interruptor i potenciòmetre. 
- Sensors d’ultrasons a cada porteria per a la detecció del gol. Sortida analògica 
d’intensitat amb un rang entre 4 i 20 mA, ideals per a connexió directa amb un PLC. 
 
Les següents figures mostren el procés de construcció de la taula que s’ha dut a terme: 
1. Muntatge del marc exterior, elements estructurals i planxa inferior. Foradat previ del 
marc per a les porteries i de la planxa per a l’entrada d’aire i la col·locació dels 
ventiladors. Presentació de les tapes superiors. 
  
Figura 51: Procés de muntatge de la taula. Fase 1 
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2. Subjecció de les barres travesseres mitjançant cola blanca i cargols. Col·locació dels 
elements estructurals de la cambra d’aire. Instal·lació del sistema de ventilació elèctric 
a la part inferior de la taula. 
  
Figura 52: Procés de muntatge de la taula. Fase 2 
3. Protecció del sistema de ventilació mitjançant reixes metàliques. Muntatge de guies 
per a l’encaix de les potes. Subjecció de les potes mitjançant cargols. 
  
Figura 53: Procés de muntatge de la taula. Fase 3 
4. Perforació de la planxa amb forats de 1,5 mm de diàmetre. Muntatge de les porteries. 
Instal·lació dels sensors d’ultrassons. 
  
Figura 54: Procés de muntatge de la taula. Fase 4 
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5. Pintat de doble capa de la part exterior de la taula Col·locació dels elements de suport 
per a la planxa superior. Enganxat de la planxa mitjançant cola blanca. Instal·lació del 
cablejat per als sensors. 
  
Figura 55: Procés de muntatge de la taula. Fase 5 
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5.1.2 Construcció de l’element terminal 
A partir del disseny estudiat s’ha procedit a fabricar la tool que s’utilitzarà per dur a terme el 
projecte. Per a la fabricació d’aquest s’han utilitzat components bàsics de fontaneria i pintura. 
Les següents figures mostren el la fabricació de l’element terminal, així com el resultat final 
obtingut: 
 
Figura 56: Fabricació de l’element terminal 
 
Figura 57: Element terminal 
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5.2 Sistema de visió 
5.2.1 Calibració 
Per a poder interpretar les imatges mostrades per la càmera i interactuar amb el sistema és 
necessari fer una calibració del sistema de visió. Aquest procediment permet obtenir els 
paràmetres necessaris per canviar de coordenades imatge a coordenades robot. D’aquesta 
forma a partir de la imatge es pot estimar la posició del disc respecte l’eix de coordenades del 
robot i posteriorment calcular els paràmetres necessaris per guiar el robot a la posició adient. 
Degut a que les càmeres presenten una distorsió òptica generada per la lent, amb un efecte 
augmentat en els casos de les gran angulars que tenen un FOV horitzontal superior als 80-100 
graus, aquests paràmetres també s’han de tenir en compte quan es fa la calibració. 
Actualment existeixen paquets de software gratuïts implementats en diversos llenguatges de 
programació, entre ells OpenCV i Matlab5. El procediment que utilitzen aquestes eines 
consisteix en treure varies imatges d’una quadrícula similar a un taulell d’escacs, cada una amb 
una orientació i distància diferent. A partir de les imatges el software calcula els paràmetres 
intrínsecs de la càmera, obtenint una matriu que engloba totes les característiques necessàries 
per generar el canvi d’eixos. La Figura 58 mostra un exemple de calibració intrínseca, a la part 
esquerra es mostra l’extracció dels punts a partir de la quadrícula i a la dreta la projecció de les 
imatges analitzades respecte el posicionament de la càmera. 
 
Figura 58: Exemple de calibració intrínseca d'una càmera 
  
5 http://www.vision.caltech.edu/bouguetj/calib_doc/ 
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Tot i que és favorable utilitzar el mètode descrit anteriorment per realitzar el canvi de 
coordenades, existeixen mètodes més senzills que permeten obtenir resultats aproximats. 
Assumint un error degut a les simplificacions que s’han considerat i a causa del gran abast que 
presenta el projecte, s’ha decidit simplificar l’apartat de la calibració. A continuació es descriu 
un exemple del procediment utilitzat, on bàsicament s’han obtingut els quatre punts ubicats a 
les cantonades de la taula i s’ha estimat el factor de conversió entre píxel i mil·límetre a partir 
de les distàncies conegudes en mil·límetres. 
 
Figura 59: Esquema simplificat de la taula per a la calibració de la càmera 
1. Ubicació dels punts sobre la imatge en coordenades x,y: 
𝑃1𝑝𝑥 = (29,36) 
𝑃2𝑝𝑥 = (27,200) 
𝑃3𝑝𝑥 = (291,42) 
𝑃4𝑝𝑥 = (287,203) 
2. Obtenció de les quatre distàncies en píxels: 
𝑋1𝑝𝑥 = 𝑃3𝑋 − 𝑃1𝑋 = 291 − 29 =  262 𝑝𝑥 
𝑋2𝑝𝑥 = 𝑃4𝑋 − 𝑃2𝑋 = 287 − 27 = 260 𝑝𝑥 
𝑌1𝑝𝑥 = 𝑃2𝑌 − 𝑃1𝑌 = 200 − 36 = 164 𝑝𝑥 
𝑌2𝑝𝑥 = 𝑃4𝑋 − 𝑃3𝑋 = 203 − 42 = 161 𝑝𝑥 
3. Normalització de les distàncies en píxels: 
𝑋𝑝𝑥 = 𝑋1𝑝𝑥 + 𝑋2𝑝𝑥2 = 261 𝑝𝑥 
𝑌𝑝𝑥 = 𝑌1𝑝𝑥 + 𝑌2𝑝𝑥2 = 162,5 𝑝𝑥 
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4. Obtenció del factor de conversió a partir de les distàncies en mil·límetres conegudes: 
1 𝑝𝑥 = 𝑋𝑚𝑚
𝑋𝑝𝑥
= 1600𝑚𝑚261 𝑝𝑥 = 6,13 𝑚𝑚 
1 𝑝𝑥 = 𝑌𝑚𝑚
𝑌𝑝𝑥
= 1000𝑚𝑚162,5 𝑝𝑥 = 6,15 𝑚𝑚 
5. Normalització del factor de conversió entre píxels i mil·límetres: 
1 𝑝𝑥 = 6,13 + 6,152 = 6,14 𝑚𝑚 
A partir del factor de conversió obtingut i dels canvis de coordenades adients es pot estimar la 
posició del disc referenciat sobre la taula. La Figura 60 mostra els quatre punts en blau 
utilitzats per la calibració de la càmera. Per a reduir l’error degut a la distorsió s’ha centrat la 
càmera respecte la taula, disminuint els efectes produïts per aquesta. 
 
Figura 60: Exemple de calibració utilitzant les quatre cantonades de la taula  
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5.2.2 Processat d’imatge 
Per a la detecció del disc i de les línies que formen les porteries s’han utilitzat les funcions 
HoughCircles i HoughLines respectivament, ubicades a les llibreries d’OpenCV. Aquestes 
funcions estan basades en la transformada de Hough, un algorisme utilitzat en el 
reconeixement de patrons que permet obtenir certes formes dins d’una imatge. Es basa en 
transformar punts de la imatge en un espai de paràmetres amb la idea bàsica de trobar corbes 
que puguin ser parametritzades com a rectes, polinomis i circumferències. La Figura 61 mostra 
la implementació de la funció HoughCircles utilitzada en a la detecció del disc. 
 
Figura 61: Exemple de detecció del disc a partir de la transformada de Hough 
Per a la detecció del disc s’ha utilitzat aquest algoritme juntament amb la detecció de color, 
podent parametritzar els valors de color i mida des de l’aplicació per poder treballar en 
múltiples condicions de lluminositat o posicionament de la càmera. En la detecció de les línies 
de gol també s’ha tingut en compte el grau d’inclinació de les línies a detectar i el 
posicionament d’aquestes dintre de la imatge. A l’aplicació també s’ha afegit la opció d’ajustar 
l’àrea de la imatge on es detectaran les línies per a cada extrem de la taula, imposant una 
inclinació de ± 5° respecte l’eix vertical. A la Figura 60, mostrada a l’apartat anterior, es poden 
observar la detecció del disc i de les línies de gol. 
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5.3 Software 
5.3.1 RAPID 
A continuació es mostra el diagrama de flux del codi generat amb el llenguatge de programació 
RAPID: 
 
Figura 62: Diagrama de flux del codi implementat en RAPID 
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 Com es pot observar, el diagrama de flux està format per un programa principal i dues 
subrutines d’interrupció. Dintre del programa principal es realitzen les connexions amb les 
subrutines d’interrupció i es mou el robot a la posició inicial. Un cop es troba a la posició inicial 
el programa entra en un bucle infinit a l’espera que es generin interrupcions per iniciar el 
moviment o modificar l’execució. També es modifiquen els valors d’orientació de la tool quan 
aquests són modificats des de l’aplicació en C#. 
Les dues subrutines també s’executen a partir de l’aplicació en C#. Quan aquesta calcula les 
consignes de posició del robot i activa la variable que crida a la interrupció, des de l’aplicació 
en RAPID s’executa la subrutina d’interrupció de moviment. Aquesta mou el robot a la posició 
calculada i el retorna a la posició inicial, centrada respecte la zona de joc. De la mateixa 
manera es pot cridar la subrutina d’interrupció del menú, oferint la possibilitat de moure el 
robot a quatre posicions predefinides. També es pot executar aquesta interrupció amb el botó 
de la FlexPendant mostrat a la Figura 63. 
 
 
Figura 63: Botó utilitzat per executar la subrutina d'interrupció del menú 
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5.3.2 C# 
A continuació es descriu l’aplicació creada durant el desenvolupament del projecte. Aquesta 
està formada per dues pantalles, una com a interfície de joc directe per l’usuari final i l’altre 
per a treballar durant el desenvolupament del projecte així com configurar els paràmetres 
necessaris. S’ha decidit crear l’aplicació en anglès per la facilitat i simplicitat que mostra el 
llenguatge en la descripció de termes tècnics, a més de dotar l’aplicació amb un caràcter 
internacional. 
5.3.2.1 Pantalla d’usuari 
Aquesta pantalla està formada pel marcador i pels botons START, RESET i EXIT. S’ha 
desenvolupat amb un disseny que permet integrar-se amb l’entorn de treball i al mateix temps 
donar una caràcter lúdic a l’aplicació. 
Mitjançant els botons START i RESET s’inicia el comptador, havent d’establir inicialment la 
connexió amb el sistema de visió i el robot des de la pantalla de configuració. La Figura 64 
mostra la pantalla creada: 
 
Figura 64: Interfície de joc 
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5.3.2.2 Object Tracking 
Aquesta pantalla engloba la comunicació amb la càmera, els models de color estudiats i els 
tractaments d’imatge. També mostra la pantalla sobre la qual es generen totes les funcions de 
tractament d’imatge per al seguiment del disc o la detecció de les línies de gol. 
 
Figura 65: Finestra de configuració - Object Tracking 
El bloc Camera Properties permet connectar amb la càmera Mobotix M24M i amb la webcam 
del PC amb el que inicialment s’ha desenvolupat l’aplicació. També permet obtenir una 
captura de la imatge mostrada per la pantalla. 
El bloc Image Processing permet seleccionar el model de color a mostrar entre els models RGB, 
HSV i YCbCr, visualitzant el model seleccionat o cada un dels seus canals de forma 
independent. A més té l’opció de convertir la imatge en blanc i negre, ajustant el seu threshold 
o llindar. 
El bloc Thresholds permet ajustar els valors màxims i mínims per a cada canal del model de 
color seleccionat. Quan es canvia a model HSV o YCbCr també s’actualitzen les etiquetes del 
bloc. 
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El bloc Morphological Operations permet realitzar les operacions morfològiques d’obertura, 
tancament i gradient. Aquests tractaments es basen en les operacions bàsiques d’erosió i 
dilatació comentades a l’apartat 4.4.2.4.4.1 La següent taula mostra la descripció de cada 
operació: 
Operació morfològica Descripció Resultat 
Obertura Erosió i dilatació de la imatge 
amb el mateix element 
estructural, en aquest cas un 
disc de 2 píxels de diàmetre. 
 
Tancament Dilatació i erosió de la imatge 
amb el mateix element 
estructural, en aquest cas un 
disc de 2 píxels de diàmetre. 
 
Gradient Diferència entre erosió i 
dilatació de la imatge amb el 
mateix element estructural, en 
aquest cas un disc de 2 píxels 
de diàmetre. 
 
 
El bloc Tracking mostra els valors del disc el qual s’està fent el seguiment. Els valors en píxels 
estan referenciats respecte l’eix de coordenades imatge (centre a l’extrem superior esquerra) i 
els valors en mil·límetres respecte el centre de coordenades robot. Quan el disc és detectat, 
els valors s’actualitzen mostrant els paràmetres següents: 
- Color del disc detectat, representat en tres canals de valors enters entre 0 i 255. 
- Coordenades actuals del disc en píxels i mil·límetres. 
- Velocitat actual del disc en píxels/ segon i mil·límetres/ segon. 
- Coordenades estimades de l’impacte de la maça del robot en mil·límetres. 
- Temps estimat per a l’impacte entre el disc i la maça en mil·lèsimes de segon.  
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5.3.2.3 Camera Calibration 
Aquesta pantalla conté els paràmetres corresponents a la calibració del sistema, tant a nivell 
de posicionament de la taula com a paràmetres per al seguiment del disc. També es mostra la 
imatge provinent de la càmera sense cap tractament de visió. 
 
Figura 66: Finestra de configuració - Camera Calibration 
El bloc Disc Parameters permet ajustar la dimensió mínima i màxima del disc al qual es farà el 
seguiment. Els paràmetres continguts al bloc Color Thresholds permeten ajustar els llindars de 
color per a cada canal. D’aquesta manera, si el disc a seguir és de color vermell i les condicions 
de lluminositat són adequades, els llindars estaran ajustats tal i com es mostra a la Figura 66. Si 
es modifica el color del disc a seguir o canvien els nivells d’il·luminació només s’hauran de 
modificar els llindars per ajustar-se a les necessitats pertinents. 
El bloc Image Parameters mostra les coordenades en X i en Y del punt de la imatge que s’ha 
clicat amb el ratolí. També mostra els valors de color del punt, permetent ajustar els 
paràmetres de seguiment mencionats anteriorment. Així, es poden fer les lectures del color del 
disc mostrat a la imatge per poder introduir els valors adequats. També conté la informació de 
la velocitat de refresc de la imatge en fps, a més de permetre introduir un retard que es tindrà 
en compte en el càlcul del moviment del robot.  
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El bloc Table Parameters conté la informació referent al posicionament de la taula, així com la 
detecció dels gols i de la zona de joc. Els paràmetres anomenats Table Corners permeten 
ajustar el posicionament de la taula en píxels dintre de la imatge, necessari per a la calibració 
del sistema i per poder passar de coordenades imatge a coordenades robot. Els paràmetres 
Coordinate Origin serveixen per ajustar la distància entre el centre de coordenades de la taula i 
el del robot, introduït en metres. D’altra banda, els valors Robot Goal, Player Goal i Central 
Zone permeten definir la distància en píxels de les porteries i de la zona central de la taula, a 
més d’introduir la zona on hi haurà l’impacte amb el disc mitjançant el paràmetre Hit Zone. Les 
opcions Detect Goals i Table Corners serveixen per activar la detecció de línies i la visualització 
de les coordenades per a les quatre cantonades de la taula. 
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5.3.2.4 Mobotix Aplication 
La pantalla Mobotix Aplication permet interactuar amb l’aplicació pròpia del fabricant 
Mobotix. De la mateixa forma s’utilitzaria mitjançant un navegador convencional, el fet de 
treballar des de la mateixa aplicació permet obtenir la imatge mostrada per la càmera en 
temps real i utilitzar-la posteriorment per al tractament d’imatge. 
Tot i que en aquest cas només s’ha treballat ajustant paràmetres de velocitat de transmissió, 
zoom digital i resolució de la imatge, l’aplicació permet configurar una gran quantitat de 
paràmetres de la càmera. 
 
Figura 67: Finestra de configuració - Mobotix Application 
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5.3.2.5 Robot Communication 
Aquesta pantalla proporciona una interfície de comunicació entre l’aplicació i el robot. Gràcies 
al component PC SDK proporcionat pel fabricant ABB, es pot afegir una solució totalment 
configurable i programable per a la connexió amb la controladora IRC5.  
Per a connectar-se amb un sistema virtual o real, s’escaneja la xarxa per detectar les 
controladores existents i es mostren les característiques de cada una a la taula mostrada a la 
Figura 68. Fent doble clic sobre la controladora a la que es vol connectar, s’activen les altres 
opcions existents a la pantalla i un cop carregat el mòdul s’actualitzen tots els valors.  
Si la controladora està en mode automàtic, amb el botó Start Program es pot iniciar el 
programa en RAPID directament des de l’aplicació. Un cop iniciat el programa, també permet 
activar el control manual per introduir les coordenades per al posicionament del TCP del robot, 
així com la orientació de la tool. Per últim, es pot accedir al menú visualitzat des de la 
Flexpendant a partir de l’aplicació, permetent seleccionar l’opció desitjada i ubicar el robot a la 
posició pertinent. 
 
Figura 68: Finestra de configuració - Robot Communication 
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5.3.2.6 Data Acquisition / Disc Trajectory 
La pantalla següent s’ha creat amb el propòsit d’avaluar el rendiment del sistema en general. A 
les gràfiques inferiors es mostren les velocitats de refresc de la imatge, detecció del disc i 
comunicació amb el robot. A la imatge superior dreta s’observa la trajectòria estimada del disc 
en rosat, a més de la trajectòria que realitzarà el robot sobre el pla 2D en blau. A la taula es 
mostren els temps de connexió amb la càmera, així com els temps d’impacte del disc, del 
robot, el retard del sistema considerat a la pantalla Camera Calibration i el temps total que 
haurà de tenir en compte el robot abans d’iniciar el moviment. Si es considera que el disc 
tardarà menys que el robot a arribar a la posició, el temps total és zero, indicant que no 
necessita aplicar cap retard a l’inici de l’execució del robot. 
 
Figura 69: Finestra de configuració - Data Acquisition / Disc Trajectory 
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5.4 Comunicacions 
5.4.1 Configuració càmera 
Per a la configuració de la càmera s’ha seguit el procediment descrit al manual d’usuari de la 
càmera Mobotix M24M. El fabricant proporciona un software gratuït anomenat 
MxControlCenter que permet deixar la càmera en mode operatiu automàticament. Aquest 
procediment permet connectar les càmeres directament a una targeta de xarxa, configurant la 
direcció IP de forma automàtica o opcionalment de forma manual.  
La Figura 70 mostra l’aplicació MxControlCenter amb la càmera detectada. Un cop realitzada 
aquesta configuració ja es pot utilitzar l’aplicació que proporciona el fabricant, executant-la 
directament des d’un navegador web. 
 
Figura 70: Configuració de la càmera mitjançant el software MxContolCenter 
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5.4.2 Connexió entre aplicació i controladora 
La connexió entre el PC i la controladora s’ha realitzat mitjançant una connexió ethernet amb 
el port de servei. Utilitzant aquest port, un servidor DHCP (Dynamic Host Configuration 
Protocol) assigna automàticament una direcció IP al PC. 
La Figura 71 mostra les controladores que es troben a la xarxa, entre elles la controladora 
virtual creada a partir de RobotStudio i la controladora real, amb la IP 192.168.125.1 
corresponent al port de servei. 
 
Figura 71: Controladores reals i virtuals ubicades a la mateixa xarxa 
 
Per a l’intercanvi de dades a nivell de software s’han utilitzat variables compartides. D’aquesta 
manera l’aplicació en C# pot llegir els valors actuals de les variables ubicades a l’aplicació en 
RAPID, modificar els seus valors i tornar a escriure a l’aplicació. A partir de variables booleanes 
o flags s’ha indicat la modificació de les variables pertinents,  permetent la correcta 
comunicació entre les dues aplicacions. 
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5.5 Integració 
La Figura 72 i la Figura 73 mostren la integració final del sistema robot amb l’entorn de joc. 
Gràcies a la similitud entre la simulació i l’entorn real s’ha pogut implementar la solució 
definitiva sense necessitat de modificar els algoritmes, només realitzant els ajustos necessaris 
deguts a les toleràncies mecàniques de la taula o al posicionament del robot. 
 
Figura 72: Simulació de la integració final 
 
Figura 73: Integració final del sistema 
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En quant al del sistema de visió, s’ha facilitat la integració d’aquest gràcies a l’aplicació final, 
que permet a l’usuari realitzar la calibració del sistema cada vegada que hi ha una modificació. 
D’aquesta manera es poden ajustar tant els paràmetres de posicionament de la taula com els 
nivells de lluminositat que afecten al processat de la imatge, comentats a l’apartat 5.3.2.3. 
A continuació es descriuen els passos a seguir per a la inicialització del sistema i abans d’iniciar 
la partida des de la pantalla d’usuari: 
1. Posicionament de la taula i col·locació de la tool al robot. 
2. Execució de l’aplicació, assegurant prèviament que el PC té connexió a la càmera i a la 
controladora. 
3. Connexió amb la càmera i ajust del zoom digital d’aquesta, cobrint la zona de joc en la 
seva totalitat. 
4. Ajust dels paràmetres de posicionament de les quatre cantonades de la taula, així com 
la distància del robot amb la taula i la detecció de les porteries. 
5. Ajust del color i mida del disc a seguir. 
6. Connexió amb la controladora, importació del mòdul RAPID i inici del programa. 
7. Ubicació de la maça a la posició central establerta pel robot. 
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6 Proves i resultats 
A continuació es descriuen els resultats obtinguts al llarg del projecte: 
1. La construcció de la taula d’air hockey ha estat satisfactòria. El disseny i la fabricació
s’ha realitzat segons els resultats esperats, proporcionant un entorn de joc adient per
a l’aplicació amb unes especificacions semblants a les taules reglamentàries. La taula
presenta bones característiques de robustesa i jugabilitat per a dur a terme l’aplicació.
2. Tot i afegir un potenciòmetre per regular el flux d’aire generat, s’ha hagut de treballar
a màxima potència per poder oferir una bona sensació de joc. Això ha estat degut a
que el flux d’aire generat amb potències inferiors no és capaç de reduir el fregament
ocasionat entre el disc i la taula. Aquest fet ha implicat una disminució del temps
disponible per al processat de la imatge i la generació de les consignes pel moviment
del robot.
3. Finalment els sensors d’ultrasons destinats a comptabilitzar els gols no s’han utilitzat.
Al principi s’havia decidit dur a terme el projecte amb l’altre controladora existent al
laboratori, però tal i com s’ha descrit a l’apartat 3.1 s’ha decidit treballar amb la
controladora IRC5. Això ha implicat haver d’utilitzar el processat d’imatge per a la
detecció dels gols.
4. Degut a que la zona de treball del robot estava bastant limitada, s’ha hagut de crear
una nova tool per a dur a terme el projecte. Quan es va estudiar l’entorn inicialment es
va creure correcte utilitzar les ventoses com a element terminal, però al llarg del
projecte ha sorgit la necessitat d’utilitzar una tool específica per a l’aplicació. Això ha
permès obtenir millors resultats en quant a abast del robot i posicionament de la
taula.
5. Tot i que s’ha connectat correctament l’aplicació generada en C# amb la càmera web,
no s’ha aconseguit de la forma més òptima. La idea inicial era accedir al SDK del
fabricant de la càmera per poder integrar d’una forma més adient la configuració de la
càmera amb l’aplicació general. Al veure que això no era possible s’han hagut
d’utilitzar altres recursos per aconseguir la millor solució.
6. El processat d’imatge mitjançant les llibreries de OpenCV presenta bons resultats.
Tenint en compte les característiques del sistema operatiu i dels equips utilitzats, es
pot considerar un seguiment a temps real de la imatge pel que fa al software. Degut a
la grandària i complexitat de l’aplicació s’ha alentit en l’ordre de mil·lèsimes de segon
el processat d’imatge, tot i això a causa del gran abast del projecte no s’ha entrat en
temes de rendiment o optimització del codi.
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7. La integració de les aplicacions en C# i RAPID ha estat satisfactòria. S’ha aconseguit 
utilitzar les funcions facilitades pel fabricant ABB per tal de connectar la controladora 
amb el PC, permetent una bona interacció entre els dos llenguatges. Tot i això un punt 
que ha afectat considerablement la integració i el funcionament de l’aplicació final ha 
estat la comunicació entre aquests en temps real.  
8. El moviment del robot s’ha vist realment limitat a causa de la seva subjecció. Dintre 
d’una planta industrial els sistemes robòtics presenten una subjecció robusta que 
permet als robots assolir les velocitats establertes pels fabricants. Tot i això, al tractar-
se d’un element d’àmbit universitari i per afavorir el seu ús en la majoria d’aplicacions, 
el robot es troba subjectat sobre una plataforma de fusta que augmenta la vibració del 
sistema quan es sobrepassen certes velocitats. En aquest cas particular, el robot s’ha 
executat a una velocitat de 200 mm/s, una velocitat inferior al 3% de la velocitat 
màxima. Per aquest motiu no s’ha pogut estudiar una solució amb una velocitat 
variable, ja que s’ha hagut de treballar en tot moment a la velocitat màxima de 200 
mm/s que permetia l’aplicació.  
9. Degut a les limitacions de la velocitat del robot i la comunicació entre el PC i la 
controladora, a més de la rapidesa del disc que obliga el sistema a augmentar la 
velocitat del conjunt, no s’ha aconseguit una integració del sistema capaç de funcionar 
a temps real. Es pot observar com es genera la predicció de la trajectòria i com el robot 
es mou a la posició adequada, però el disc es desplaça massa ràpid per poder jugar 
contra el robot.  
10. També s’ha observat una disminució considerable del refresc de la imatge dintre de 
l’aplicació quan s’ha integrat tot el sistema, veient-se reduïda a velocitats al voltant 
dels 7 fps. S’han realitzat proves de rendiment iniciant el sistema operatiu amb les 
mínimes prestacions possibles, arribant a obtenir velocitats de 20 fps. Tot i això, no 
s’ha aconseguit integrar la proposta al sistema definitiu perquè treballant amb les 
mínimes prestacions no es podia connectar l’aplicació amb la controladora. 
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7 Conclusions 
El projecte resol el problema plantejat a l’anunciat d’aquest, així com la majoria de les 
especificacions descrites com a objectius a assolir. A partir de solució aportada s’ha aconseguit 
implementar un sistema robotitzat capaç d’estimar la trajectòria d’un disc i generar les 
consignes adients per a colpejar-lo, mitjançant la controladora IRC5, el robot IRB140 i la 
càmera M24M del laboratori de robòtica i CIM de l’edifici TR11. 
El disseny i la fabricació de l’entorn de joc ha permès estudiar de primera mà algunes de les 
fases relatives al desenvolupament del producte. Aquestes etapes inclouen l’estudi de la 
solució a partir de l’anàlisi dels requisits inicials, viabilitat i  productes existents, el disseny dels 
conceptes juntament amb la seva avaluació i modificació pertinent, la fabricació de la solució a 
partir del disseny proposat i l’avaluació final d’aquest. Seguint rigorosament aquestes fases 
s’han aconseguit els resultats esperats des de l’inici de la solució. 
La implementació de l’aplicació en C# ha implicat l’estudi d’un nou llenguatge, considerat un 
dels llenguatges de programació més populars i professionals de l’actualitat. A més de la 
solució aportada en aquest projecte, aquests coneixements són extensibles a una gran 
quantitat d’aplicacions afins a l’enginyeria electrònica i automàtica, dotant d’un valor afegit al 
treball realitzat.  
Aquest concepte també és extensible als coneixements de processat d’imatge apresos durant 
el desenvolupament del projecte. L’ús de llibreries de software lliure específiques per a 
aplicacions de visió artificial té una implicació directa a una gran varietat d’àmbits industrials i 
socials, des de simples aplicacions per a controls de qualitat de producte fins a sistemes ADAS 
d’ajuda a la conducció de vehicles o infinitat d’aplicacions per a dispositius mòbils que utilitzin 
funcions de processat d’imatge. 
La utilització d’un sistema robòtic industrial com el que s’ha estudiat durant el projecte ha 
permès ampliar els coneixements bàsics que es donen al llarg del graduat. El fet de treballar 
amb un sistema que té un caràcter fortament industrial fa que l’aplicació tingui un 
reconeixement tècnic afegit, ja que tot i considerar-se un joc els algoritmes implementats són 
molt propers als utilitzats en processos de plantes productives. 
Pel que fa a les comunicacions, s’ha pogut comprovar la importància d’aquestes en qualsevol 
projecte pertanyent a l’àmbit industrial. A més de comptar amb una maquinària i entorn 
adequat per a la implementació definitiva del projecte, cal tenir en compte la connectivitat 
existent entre els dispositius que formen l’aplicació, sobretot en casos on la velocitat de 
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transmissió de la informació és un element crític. Aquest coneixement s’ha vist reflectit 
directament en el projecte, fet que ha afectat a l’assoliment dels objectius. 
A més d’implementar una solució tecnològica, el projecte compta amb un caràcter fortament 
social. L’aplicació mostra a la societat la integració d’aquests elements en àmbits totalment 
apartats de les zones industrials, oferint una petita visió del que ja s’està observant en una 
gran quantitat d’entorns. De la mateixa manera, també permet presentar una solució de gran 
abast i complexitat industrial a la totalitat del seu públic, oferint una resolució interessant per 
al públic tècnic i entretinguda per a la societat en general. 
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8 Treballs futurs 
Tot i que s’han intentat englobar tots els punts per dur a terme el projecte, s’han observat 
certes limitacions que podrien evolucionar perfectament a altres projectes d’investigació i 
millora de la solució aportada. Al continuació es descriuen les propostes a considerar per a 
possibles treballs futurs vinculats a aquest projecte: 
1. Millora de les tècniques per a la calibració del sistema de visió i el processat d’imatge. 
Canvi de coordenades entre imatge i robot mitjançant matrius obtingudes a partir 
d’eines de calibració de càmeres. Aquest estudi permetria reduir els errors obtinguts 
en les simplificacions que s’han realitzat al llarg de la solució. 
2. Estudi de les comunicacions existents entre la controladora IRC5 i un ordinador 
convencional, permetent millorar la velocitat del sistema global i que el robot pugui 
jugar d’una forma correcta amb una persona. 
3. Implementació d’una aplicació robotitzada d’air hockey entre dos robots. Degut a les 
característiques del laboratori existeix la possibilitat d’integrar l’aplicació per a que 
puguin interactuar els dos robots a partir del sistema de visió i les comunicacions 
adients. 
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9 Pressupost 
En aquest apartat es descriuen els costos dels actius en hardware i software necessaris per 
implementar la solució proposada al client, així com les hores destinades al projecte. De la 
mateixa manera s’ha exclòs l’estudi econòmic de l’emplaçament i dels elements disponibles en 
el laboratori, mostrats a la llista següent: 
• Robot ABB IRB140
• Controladora ABB IRC5
• Llicències de software instal·lades a la controladora
• Càmera Mobotix M24M
• Elements utilitzats per a les comunicacions del robot i de la càmera
A continuació es descriu l’estudi de costos en recursos humans necessari pel desenvolupament 
del projecte. Aquest estudi s’ha dividit en tres feines en funció de les tasques realitzades: 
1. Operari taller: inclou les hores destinades a la construcció de la taula i de la tool. Per
aquesta feina no es precisen coneixements tècnics avançats, però sí que l’operari
estigui familiaritzat amb les eines i els procediments necessaris per dur a terme la
fabricació.
2. Enginyer júnior: engloba la majoria de les funcions realitzades durant el projecte.
Aquestes inclouen tasques d’àmbits diversos, des del disseny previ de la taula i de la
tool fins a la implementació dels algoritmes en diferents llenguatges de programació,
realització de tasques de processat d’imatge i estudi de les comunicacions utilitzades.
3. Enginyer sènior: inclouen les hores destinades al projecte del professor, utilitzades per
al seguiment del projecte, discussió de solucions a seguir i resolució de dubtes.
Preu / hora Hores dedicades Preu total 
Operari taller 10 € 45 450,00 € 
Enginyer júnior 22 € 600 13.200,00 € 
Enginyer sènior 50 € 36 1.800,00 € 
TOTAL 15.450,00 € 
Taula 5: Pressupost - costos en recursos humans 
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La Taula 6 mostra el pressupost relatiu al software utilitzat. Tot i que a l’ordinador que 
s’entregaria al client només s’instal·laria el software RobotStudio, s’han afegit tots els 
programes utilitzats amb un concepte d’amortització entre el 5% i el 20% per a l’empresa. 
Material Quantitat Preu unitari Preu total 
ABB RobotStudio 1,2 700,00 € 840,00 € 
Microsoft Visual Studio Professional 2013 0,2 646,00 € 129,20 € 
Mathworks MATLAB 0,1 2.000,00 € 200,00 € 
Dassault Systemes CATIA V5R20 0,05 14.000,00 € 700,00 € 
TOTAL   1.869,20 € 
Taula 6: Pressupost - costos software 
 
En aquesta taula es mostren els costos del hardware utilitzat per al desenvolupament del 
projecte. Això inclou els elements necessaris per a la fabricació de l’entorn de joc i per a la 
implementació de l’aplicació dintre del laboratori. S’ha inclòs un PC per a client des d’on 
s’executarà l’aplicació i es crearà la comunicació entre la càmera i la controladora. 
Material Quantitat Preu unitari Preu total 
Peces de fusta de pi i DM tallades a mida /  247,80 € 
Planxa alumini 2 mm 1 50,00 € 50,00 € 
Sensor d’ultrasons 2 20,15 € 40,30 € 
Sistema ventilació amb regulador 1 15,80 € 15,80 € 
Calbejat /  12,70 € 
Pintura 2 8,50 € 17,00 € 
Material vari /  20,39 € 
Maça d’air hockey 110 mm 2 4,99 € 9,98 € 
Disc 50 mm 2 2,45 € 4,90 € 
Disc 63 mm 2 4,20 € 8,40 € 
Elements fontaneria (fabricació de la tool) /  18,25 € 
Adaptador USB - Ethernet 1 28,15 € 28,15 € 
Equip complet PC genèric per a client 1 850 € 850 € 
TOTAL   1.323,67 € 
Taula 7: Pressupost - costos hardware 
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La Taula 8 mostra el pressupost total del projecte, tenint en compte els costos pressupostats 
anteriorment. 
Tipus Cost 
Recursos humans 15.450,00 € 
Software 1.869,20 € 
Hardware 1.323,67 € 
TOTAL 18.642,87 € 
Taula 8: Pressupost - cost total de projecte 
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1 Annex A – Software 
MODULE MainModule 
!EXTRINSIC CALIBRATION: TABLE PARAMETERS 
CONST num Height := 470; 
CONST num Center := 900; 
    CONST extjoint externalAxis := [9E+09,9E+09,9E+09,9E+09,9E+09,9E+09]; 
    CONST orient rotation := [1,0,0,0]; 
    VAR num cf1 := -1; 
    VAR num cf4 := 0; 
    VAR num cf6 := -1; 
    VAR num cfx := 0; 
    VAR pos securityPos; 
    VAR robtarget securityPosition; 
    !PREDEFINED POSITIONS 
    CONST robtarget 
ReadyPosition:=[[Center,0.00,Height+200],[1,0,0,0],[0,0,0,0],[9E+09,9E+09,9E+0
9,9E+09,9E+09,9E+09]]; 
CONST robtarget 
InitialPosition:=[[Center,0.00,Height],[1,0,0,0],[0,0,0,0],[9E+09,9E+09,9E+09,
9E+09,9E+09,9E+09]]; 
CONST robtarget HomePosition:=[[1181.55,-
74.15,907.6],[0.978043,0.0078541,-0.205914,-0.0311419],[-1,-
1,0,1],[9E+09,9E+09,9E+09,9E+09,9E+09,9E+09]]; 
VAR jointtarget JointPosHome := 
[[0,0,0,0,0,0],[9E+09,9E+09,9E+09,9E+09,9E+09,9E+09]]; 
    VAR jointtarget JointPosTool := [[0,-70,-
20,0,0,0],[9E+09,9E+09,9E+09,9E+09,9E+09,9E+09]]; 
    !VARIABLE POSITIONS 
    VAR robtarget HitPosition; 
    !VARIABLE PARAMETERS 
    VAR speeddata Velocity:= v200; 
    VAR num xpos := Center; 
    VAR num ypos := 0; 
VAR num zpos := Height; 
VAR num q1 := 0.6088; 
VAR num q2 := 0; 
VAR num q3 := -0.7934; 
VAR num q4 := 0; 
VAR bool flagRotationChanged := FALSE; 
    VAR intnum start := 0; 
    VAR intnum finish := 0; 
    VAR bool flagFirstCycle := TRUE; 
VAR num time := 0; 
    !PERS tooldata AirHockeytool := [TRUE,[[-24.176,0,716.816],[0.6088,0,-
0.7934,0]],[0.32,[0.965,0,354.347],[1,0,0,0],0.025,0.025,0]]; 
    PERS tooldata AirHockeytool := [TRUE,[[3.51167,-
17.0966,717.876],[0.608761,0,-
0.793353,0]],[0.32,[0.965,0,354.347],[1,0,0,0],0.025,0.025,0]]; 
VAR num fk; 
!MAIN 
    PROC main() 
IDisable; 
        IF flagFirstCycle THEN 
ConfL \Off; 
ANNEX A - IMPLEMENTACIÓ EN RAPID
flagFirstCycle := FALSE; 
CONNECT start WITH MoveToHitPosition; 
ISignalDO DOSTART,1,start; 
CONNECT finish WITH Menu; 
ISignalDO DOFINISH,1,finish; 
MoveToReadyPosition; 
ELSE 
MoveL InitialPosition,v100,z50,AirHockeytool; 
        ENDIF 
IEnable; 
        WHILE TRUE DO 
IF flagRotationChanged THEN 
flagRotationChanged := FALSE; 
AirHockeytool.tframe.rot := [q1,q2,q3,q4]; 
ENDIF 
        ENDWHILE 
ENDPROC 
   PROC MoveToReadyPosition() 
        MoveJ ReadyPosition,v100,z50,AirHockeytool; 
TPErase; 
TPReadFK fk, "Move to Initial position?","YES","","","","NO"; 
IF fk = 1 THEN 
MoveL InitialPosition,v50,fine,AirHockeytool; 
        ELSE 
EXIT; 
        ENDIF 
    ENDPROC 
    !MOVEMENT 
    TRAP MoveToHitPosition 
HitPosition := 
[[xpos,ypos,zpos],rotation,[cf1,cf4,cf6,cfx],externalAxis]; 
        !WaitTime time; 
        !StorePath; 
        MoveL HitPosition, v200,z100,AirHockeytool; 
        MoveL InitialPosition,Velocity,z50,AirHockeytool; 
        !RestoPath; 
ENDTRAP 
    TRAP Menu 
!MoveL InitialPosition,v100,z50,AirHockeytool; 
!MoveL ReadyPosition,v100,z50,AirHockeytool; 
TPErase; 
TPReadFK fk, "Select Option","HOME POSITION","READY 
POSITION","REMOVE TOOL","INITIAL POSITION","CONTINUE"; 
        TEST fk 
CASE 1: 
MoveAbsJ JointPosHome,v100,fine,AirHockeytool; 
EXIT; 
CASE 2: 
securityPos := CPos(); 
securityPosition 
:=[[securityPos.x,securityPos.y,Height+200],[1,0,0,0],[0,0,0,0],[9E+09,9E+09,9
E+09,9E+09,9E+09,9E+09]]; 
MoveToReadyPosition; 
CASE 3: 
MoveAbsJ JointPosTool,v100,fine,AirHockeytool; 
 CASE 4: 
MoveL InitialPosition,v100,fine,AirHockeytool; 
DEFAULT: 
        ENDTEST 
    ENDTRAP 
ENDMODULE 
using System;
using System.Drawing;
using System.Windows.Forms;
using System.Windows.Input;
using Emgu.CV;
namespace ObjectTracking
{
    public partial class Form1 : Form
    {
// Create a new instance of the Form2 class     
//Form2 settingsForm = new Form2();
Form2 settingsForm;
public Form1()
{
InitializeComponent();
}
private void button3_Click(object sender, EventArgs e)
{
this.Close();
}
public void Form1_Load(object sender, EventArgs e)
{
settingsForm = new Form2();
settingsForm.ShowDialog();
Application.Idle += new EventHandler(updateScoreboard);
}
void updateScoreboard(object sender, EventArgs e)
{
label1.Text = Form2.PlayerScoreboard;
label2.Text = Form2.RobotScoreboard;
}
private void button1_Click(object sender, EventArgs e)
{
Form2.FlagStart = true;
}
private void button2_Click(object sender, EventArgs e)
{
Form2.FlagReset = true;
}
private void Form1_KeyDown(object sender, KeyEventArgs e)
{
if (e.KeyCode == Keys.F1 & Application.OpenForms.Count == 1)
{
settingsForm.ShowDialog();
}
}
    }
}
ANNEX A - IMPLEMENTACIÓ EN C#
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using System;
using System.Drawing;
using System.Drawing.Imaging;
using System.Windows.Forms;
using System.Net;
using System.Windows.Forms.DataVisualization.Charting;
using System.IO;
using System.Collections.Generic;
using System.Diagnostics;
using System.Runtime.InteropServices;
using Emgu.CV;
using Emgu.CV.Structure;
using Emgu.CV.Util;
using Emgu.Util;
using ABB.Robotics;
using ABB.Robotics.Controllers;
using ABB.Robotics.Controllers.Discovery;
using ABB.Robotics.Controllers.IOSystemDomain;
using ABB.Robotics.Controllers.MotionDomain;
namespace ObjectTracking
{
    public partial class Form2 : Form
    {
Stopwatch stopwatch = new Stopwatch();
Stopwatch stopwatch2 = new Stopwatch();
public Form2()
{
InitializeComponent();
Application.Idle += new EventHandler(readButton);
}
public static bool FlagStart = false;
public static bool FlagReset = false;
public static string PlayerScoreboard = "00";
public static string RobotScoreboard = "00";
void readButton(object sender, EventArgs e)
{
if (FlagReset)
{
FlagReset = false;
PlayerScoreboard = "00";
RobotScoreboard = "00";
}
}
//‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
//‐‐‐‐‐‐‐‐‐‐‐‐OBJECT TRACKING‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
//‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
double DiscLocationX_px, DiscLocationY_px;
double previousDiscLocationX_px, previousDiscLocationY_px;
double nextDiscLocationX_abb, nextDiscLocationY_abb;
double pixel2mm;
double previousX = 999, previousY = 999;
double velocityX_px, velocityY_px;
double velocityX_mm, velocityY_mm;
int PlayerScore = 0;
int RobotScore = 0;
bool flagDiscReset = false;
bool flagDiscDetected = false;
bool flagNextDiscLocationReset = true;
double totalTimeToHit = 0;
double fps = 16;
Capture cap;
//Show camera capture filtered by its color model
void showFormCam(object sender, EventArgs e)
{
stopwatch.Restart();
Image<Bgr, Byte> BGR;
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            Image<Hsv, Byte> HSV;
            Image<Ycc, Byte> YCC;
            Image<Bgr, Byte> HSV2BGR;
            Image<Bgr, Byte> YCC2BGR;
            Image<Bgr, Byte> MorphOpIm;
            //getWebBrowserImage();
            if (imageBox1.Image != null & comboBox4.Text == "Mobotix Camera" | comboBox4.Text == "Webcam")
            {
                if (comboBox4.Text == "Webcam")
                {
                    BGR = cap.QueryFrame();
                }
                else
                {
                    BGR = (Image<Bgr, byte>)imageBox1.Image;
                }
                switch (comboBox1.SelectedIndex)
                {
                    case 1:
                        Image<Gray, Byte> blueBGR = new Image<Gray, Byte>(new Image<Gray, Byte>[] { BGR[0] })
;
                        blueBGR = blueBGR.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown1.Value)));
                        blueBGR = blueBGR.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown2.
Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(blueBGR, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = blueBGR;
                        }
                        break;
                    case 2:
                        Image<Gray, Byte> greenBGR = new Image<Gray, Byte>(new Image<Gray, Byte>[] { BGR[1]
 });
                        greenBGR = greenBGR.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown3.Value)))
;
                        greenBGR = greenBGR.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown4.
Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(greenBGR, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = greenBGR;
                        }
                        break;
                    case 3:
                        Image<Gray, Byte> redBGR = new Image<Gray, Byte>(new Image<Gray, Byte>[] { BGR[2] });
                        redBGR = redBGR.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown5.Value)));
                        redBGR = redBGR.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown6.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(redBGR, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = redBGR;
3C:\Users\Isaac\Documents\Visual Studio 2013\Projects\ObjectTrackingGUI\ObjectTrackingGUI\Form2.cs
                        }
                        break;
                    case 4:
                        HSV = BGR.Convert<Hsv, Byte>();
                        HSV = HSV.ThresholdToZero(new Hsv(Convert.ToDouble(numericUpDown1.Value), Convert.
ToDouble(numericUpDown3.Value), Convert.ToDouble(numericUpDown5.Value)));
                        HSV = HSV.ThresholdToZeroInv(new Hsv(Convert.ToDouble(numericUpDown2.Value), Convert.
ToDouble(numericUpDown4.Value), Convert.ToDouble(numericUpDown6.Value)));
                        HSV2BGR = HsvToBgr(HSV);
                        if (checkBox1.Checked == true)
                        {
                            Image<Gray, Byte> HSVBW = HSV2BGR.Convert<Gray, Byte>();
                            Image<Bgr, Byte> BW = BgrToBw(HSVBW, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = HSV2BGR;
                        }
                        break;
                    case 5:
                        HSV = BGR.Convert<Hsv, Byte>();
                        HSV2BGR = HsvToBgr(HSV);
                        Image<Gray, Byte> hueHSV = new Image<Gray, Byte>(new Image<Gray, Byte>[] { HSV2BGR[0]
 });
                        hueHSV = hueHSV.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown1.Value)));
                        hueHSV = hueHSV.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown2.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(hueHSV, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = hueHSV;
                        }
                        break;
                    case 6:
                        HSV = BGR.Convert<Hsv, Byte>();
                        HSV2BGR = HsvToBgr(HSV);
                        Image<Gray, Byte> satHSV = new Image<Gray, Byte>(new Image<Gray, Byte>[] { HSV[1] });
                        satHSV = satHSV.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown3.Value)));
                        satHSV = satHSV.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown4.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(satHSV, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = satHSV;
                        }
                        break;
                    case 7:
                        HSV = BGR.Convert<Hsv, Byte>();
                        HSV2BGR = HsvToBgr(HSV);
                        Image<Gray, Byte> valHSV = new Image<Gray, Byte>(new Image<Gray, Byte>[] { HSV[2] });
                        valHSV = valHSV.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown5.Value)));
                        valHSV = valHSV.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown6.Value)));
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                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(valHSV, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = valHSV;
                        }
                        break;
                    case 8:
                        YCC = BGR.Convert<Ycc, Byte>();
                        YCC = YCC.ThresholdToZero(new Ycc(Convert.ToDouble(numericUpDown1.Value), Convert.
ToDouble(numericUpDown3.Value), Convert.ToDouble(numericUpDown5.Value)));
                        YCC = YCC.ThresholdToZeroInv(new Ycc(Convert.ToDouble(numericUpDown2.Value), Convert.
ToDouble(numericUpDown4.Value), Convert.ToDouble(numericUpDown6.Value)));
                        YCC2BGR = YccToBgr(YCC);
                        if (checkBox1.Checked == true)
                        {
                            Image<Gray, Byte> YCCBW = YCC2BGR.Convert<Gray, Byte>();
                            Image<Bgr, Byte> BW = BgrToBw(YCCBW, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            YCC2BGR = BW;
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = YCC2BGR;
                        }
                        break;
                    case 9:
                        YCC = BGR.Convert<Ycc, Byte>();
                        YCC2BGR = YccToBgr(YCC);
                        Image<Gray, Byte> lumYCC = new Image<Gray, Byte>(new Image<Gray, Byte>[] { YCC[0] });
                        lumYCC = lumYCC.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown1.Value)));
                        lumYCC = lumYCC.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown2.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(lumYCC, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = lumYCC;
                        }
                        break;
                    case 10:
                        YCC = BGR.Convert<Ycc, Byte>();
                        YCC2BGR = YccToBgr(YCC);
                        Image<Gray, Byte> CbYCC = new Image<Gray, Byte>(new Image<Gray, Byte>[] { YCC[1] });
                        CbYCC = CbYCC.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown3.Value)));
                        CbYCC = CbYCC.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown4.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(CbYCC, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = CbYCC;
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                        }
                        break;
                    case 11:
                        YCC = BGR.Convert<Ycc, Byte>();
                        YCC2BGR = YccToBgr(YCC);
                        Image<Gray, Byte> CrYCC = new Image<Gray, Byte>(new Image<Gray, Byte>[] { YCC[2] });
                        CrYCC = CrYCC.ThresholdToZero(new Gray(Convert.ToDouble(numericUpDown5.Value)));
                        CrYCC = CrYCC.ThresholdToZeroInv(new Gray(Convert.ToDouble(numericUpDown6.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Bgr, Byte> BW = BgrToBw(CrYCC, Convert.ToDouble(numericUpDown8.Value));
                            MorphOpIm = morphOp(BW, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                            imageBox1.Image = MorphOpIm;
                        }
                        else
                        {
                            imageBox1.Image = CrYCC;
                        }
                        break;
                    default:
                        BGR = BGR.ThresholdToZero(new Bgr(Convert.ToDouble(numericUpDown1.Value), Convert.
ToDouble(numericUpDown3.Value), Convert.ToDouble(numericUpDown5.Value)));
                        BGR = BGR.ThresholdToZeroInv(new Bgr(Convert.ToDouble(numericUpDown2.Value), Convert.
ToDouble(numericUpDown4.Value), Convert.ToDouble(numericUpDown6.Value)));
                        if (checkBox1.Checked == true)
                        {
                            Image<Gray, Byte> BGRBW = BGR.Convert<Gray, Byte>();
                            Image<Bgr, Byte> BW = BgrToBw(BGRBW, Convert.ToDouble(numericUpDown8.Value));
                            BGR = BW;
                        }
                        MorphOpIm = morphOp(BGR, comboBox2.Text, comboBox3.Text, Convert.ToByte
(numericUpDown7.Value));
                        imageBox1.Image = MorphOpIm;
                        break;
                }
                showGraph(0, stopwatch.ElapsedMilliseconds);
                if (imageBox1.Image != null)
                {
                    stopwatch.Restart();
                    discDetection();
                    showGraph(1, stopwatch.ElapsedMilliseconds);
                    if (checkBox3.Checked | FlagStart)
                    {
                        lineDectection();
                    }
                    if (checkBox2.Checked)
                    {
                        cornerPosition();
                    }
                    if (flagDiscDetected)
                    {
                        obtainDistance();
                    }
                }
            }
        }
        void showGraph(int i, long ms)
        {
            string legendText = "";
            double meanValue = 0, count = 0;
            chart1.Series[i].Points.Add(ms);
            if (chart1.Series[i].Points.Count > 20)
            {
                chart1.Series[i].Points.RemoveAt(0);
                chart1.ChartAreas[0].RecalculateAxesScale();
            }
            for (int j = 0; j < chart1.Series[i].Points.Count; j++)
            {
                count = chart1.Series[i].Points[j].YValues[0] + count;
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            }
            meanValue = Math.Round(count / chart1.Series[i].Points.Count, 2);
            switch (i)
            {
                case 0:
                    legendText = "Disc Detection";
                        break;
                case 1:
                    legendText = "Show Image";
                    fps = Math.Round(1000 / meanValue);
                    textBox1.Text = fps.ToString();
                break;
                case 2:
                    legendText = "Robot Communication";
                break;
            }
            chart1.Series[i].LegendText = legendText + Environment.NewLine + "mean: " + meanValue.ToString();
        }
        void getWebBrowserImage(object sender, EventArgs e)
        {
            if (comboBox4.Text == "Mobotix Camera")
            {
                try
                {
                    HtmlDocument htmlDocument = webBrowser1.Document;
                    HtmlElementCollection htmlElementCollection = htmlDocument.Images;
                    foreach (HtmlElement htmlElement in htmlElementCollection)
                    {
                        string imgUrl = htmlElement.GetAttribute("src");
                        if (imgUrl.StartsWith("http://10.13.16.78/record/current.jpg"))
                        {
                            imageBox2.ImageLocation = imgUrl;
                            Bitmap bmp = new Bitmap(imageBox2.Width, imageBox2.Height);
                            imageBox2.DrawToBitmap(bmp, imageBox2.ClientRectangle);
                            imageBox2.Image = new Image<Bgr, byte>(bmp);
                            imageBox1.Image = imageBox2.Image;
                        }
                    }
                }
                catch (Exception e1)
                {
                    MessageBox.Show(e1.Message);
                }
            }
        }
        //HSV to BGR conversion
        public static Image<Bgr, Byte> HsvToBgr(Image<Hsv, Byte> wHsvImage)
        {
            Image<Bgr, Byte> wBgrImage = new Image<Bgr, Byte>(wHsvImage.Size);
            for (int i = 0; i < wHsvImage.Size.Height; i++)
            {
                for (int j = 0; j < wHsvImage.Size.Width; j++)
                {
                    wBgrImage.Data[i, j, 0] = wHsvImage.Data[i, j, 0];
                    wBgrImage.Data[i, j, 1] = wHsvImage.Data[i, j, 1];
                    wBgrImage.Data[i, j, 2] = wHsvImage.Data[i, j, 2];
                }
            }
            return wBgrImage;
        }
        //YCC to BGR conversion
        public static Image<Bgr, Byte> YccToBgr(Image<Ycc, Byte> wYccImage)
        {
            Image<Bgr, Byte> wBgrImage = new Image<Bgr, Byte>(wYccImage.Size);
            for (int i = 0; i < wYccImage.Size.Height; i++)
            {
                for (int j = 0; j < wYccImage.Size.Width; j++)
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                {
                    wBgrImage.Data[i, j, 0] = wYccImage.Data[i, j, 0];
                    wBgrImage.Data[i, j, 1] = wYccImage.Data[i, j, 1];
                    wBgrImage.Data[i, j, 2] = wYccImage.Data[i, j, 2];
                }
            }
            return wBgrImage;
        }
        //BGR to BW conversion
        public static Image<Bgr, Byte> BgrToBw(Image<Gray, Byte> wBgrImage, double Threshold)
        {
            Image<Bgr, Byte> wBwImage = new Image<Bgr, Byte>(wBgrImage.Size);
            for (int i = 0; i < wBgrImage.Size.Height; i++)
            {
                for (int j = 0; j < wBgrImage.Size.Width; j++)
                {
                    if (wBgrImage.Data[i, j, 0] >= Threshold)
                    {
                        wBwImage.Data[i, j, 0] = 255;
                        wBwImage.Data[i, j, 1] = 255;
                        wBwImage.Data[i, j, 2] = 255;
                    }
                    else
                    {
                        wBwImage.Data[i, j, 0] = 0;
                        wBwImage.Data[i, j, 1] = 0;
                        wBwImage.Data[i, j, 2] = 0;
                    }
                }
            }
            return wBwImage;
        }
        //Modify Thresholds names
        private void comboBox1_SelectedIndexChanged(object sender, EventArgs e)
        {
            switch (comboBox1.Text)
            {
                case "HSV":
                    groupBox1.Text = "HSV Thresholds";
                    label1.Text = "H min";
                    label2.Text = "H max";
                    label3.Text = "S min";
                    label4.Text = "S max";
                    label5.Text = "V min";
                    label6.Text = "V max";
                    break;
                case "YCbCr":
                    groupBox1.Text = "YCbCr Thresholds";
                    label1.Text = "Y min";
                    label2.Text = "Y max";
                    label3.Text = "Cb min";
                    label4.Text = "Cb max";
                    label5.Text = "Cr min";
                    label6.Text = "Cr max";
                    break;
                default:
                    groupBox1.Text = "BGR Thresholds";
                    label1.Text = "B min";
                    label2.Text = "B max";
                    label3.Text = "G min";
                    label4.Text = "G max";
                    label5.Text = "R min";
                    label6.Text = "R max";
                    break;
            }
        }
        //Morphological operations
        public static Image<Bgr, Byte> morphOp(Image<Bgr, Byte> src, string Operation, string SE, byte 
SEdimension)
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{
Image<Bgr, Byte> dst = new Image<Bgr, Byte>(src.Width, src.Height);
var SEtype = new Emgu.CV.CvEnum.CV_ELEMENT_SHAPE();
if (SE == "Square") { SEtype = Emgu.CV.CvEnum.CV_ELEMENT_SHAPE.CV_SHAPE_RECT; }
else { SEtype = Emgu.CV.CvEnum.CV_ELEMENT_SHAPE.CV_SHAPE_ELLIPSE; }
StructuringElementEx element = new StructuringElementEx(SEdimension, SEdimension, 1, 1, SEtype);
switch (Operation)
{
case "Opening":
CvInvoke.cvMorphologyEx(src, dst, IntPtr.Zero, element, Emgu.CV.CvEnum.CV_MORPH_OP.
CV_MOP_OPEN, 1);
break;
case "Closing":
CvInvoke.cvMorphologyEx(src, dst, IntPtr.Zero, element, Emgu.CV.CvEnum.CV_MORPH_OP.
CV_MOP_CLOSE, 1);
break;
case "Gradient":
CvInvoke.cvMorphologyEx(src, dst, IntPtr.Zero, element, Emgu.CV.CvEnum.CV_MORPH_OP.
CV_MOP_GRADIENT, 1);
break;
default:
dst = src;
break;
}
return dst;
}
//Detect circles
public void discDetection()
{
//Convert the image to grayscale and filter out the noise
Image<Bgr, Byte> img = new Image<Bgr, byte>(imageBox1.Image.Bitmap);
Image<Gray, Byte> gray = new Image<Gray, byte>(imageBox1.Image.Bitmap);
Image<Gray, Byte> grayBW = new Image<Gray, Byte>(gray.Size);
for (int i = 0; i < gray.Size.Height; i++)
{
for (int j = 0; j < gray.Size.Width; j++)
{
grayBW.Data[i, j, 0] = Convert.ToByte(255 ‐ gray.Data[i, j, 0]);
}
}
Gray cannyThreshold = new Gray(50);
Gray circleAccumulatorThreshold = new Gray(20);
CircleF[] circles = gray.HoughCircles(
cannyThreshold,
circleAccumulatorThreshold,
1.0, //Resolution of the accumulator used to detect centers of the circles
100.0, //min distance 
Convert.ToInt32(numericUpDown9.Value), //min radius
Convert.ToInt32(numericUpDown10.Value)//max radius
)[0]; //Get the circles from the first channel
foreach (CircleF circle in circles)
{
Bgr color = img[Convert.ToInt32(circle.Center.Y), Convert.ToInt32(circle.Center.X)];
if (color.Blue <= Convert.ToDouble(numericUpDown35.Value) &
color.Blue >= Convert.ToDouble(numericUpDown11.Value) &
color.Green <= Convert.ToDouble(numericUpDown37.Value) &
color.Green >= Convert.ToDouble(numericUpDown20.Value) &
color.Red <= Convert.ToDouble(numericUpDown36.Value) &
color.Red >= Convert.ToDouble(numericUpDown21.Value))
{
flagDiscDetected = true;
img.Draw(circle, new Bgr(Color.Green), 2);
label42.Text = color.ToString();
DiscLocationX_px = Math.Round(circle.Center.X);
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                    DiscLocationY_px = Math.Round(circle.Center.Y);
                    label17.Text = DiscLocationX_px.ToString();
                    label19.Text = DiscLocationY_px.ToString();
                    if (previousX == 999 & previousY == 999)
                    {
                        previousX = DiscLocationX_px;
                        previousY = DiscLocationY_px;
                    }
                    
                    getVelocity(previousX, previousY);
                    previousDiscLocationX_px = previousX;
                    previousDiscLocationY_px = previousY;
                    
                    label22.Text = velocityX_px.ToString();
                    label20.Text = velocityY_px.ToString();
                    label21.Text = velocityX_mm.ToString();
                    label23.Text = velocityY_mm.ToString();
                    previousX = DiscLocationX_px;
                    previousY = DiscLocationY_px;
                    label30.Visible = true;
                    if (circle.Center.X >= Convert.ToDouble(numericUpDown25.Value) & circle.Center.X <= 
Convert.ToDouble(numericUpDown26.Value))
                    {
                        flagDiscReset = true;
                    }
                }
                else
                {
                    label30.Visible = false;
                }
            }
            imageBox1.Image = img;
        }
        void getVelocity(double previousX, double previousY)
        {
            double velocity_px, velocity_mm;
            
            velocityX_px = Math.Abs(DiscLocationX_px ‐ previousX) * fps;
            velocityY_px = Math.Abs(DiscLocationY_px ‐ previousY) * fps;
            
            if (DiscLocationX_px< previousX)
            {
                velocityX_px = ‐ velocityX_px;
            }
            if (DiscLocationY_px < previousY)
            {
                velocityY_px = ‐ velocityY_px;
            }
            velocityX_mm = Math.Round(velocityX_px * pixel2mm, 2);
            velocityY_mm = Math.Round(velocityY_px * pixel2mm, 2);
            velocity_px = Math.Sqrt(Math.Pow(velocityX_px, 2) + Math.Pow(velocityY_px, 2));
            velocity_mm = Math.Sqrt(Math.Pow(velocityX_mm, 2) + Math.Pow(velocityY_mm, 2));
        }
        //Detect lines
        public void lineDectection()
        {
            //Convert the image to grayscale and filter out the noise
            Image<Bgr, Byte> img = new Image<Bgr, byte>(imageBox1.Image.Bitmap);
            Image<Gray, Byte> gray = img.Convert<Gray, Byte>().PyrDown().PyrUp();
            double cannyThreshold = 180;
            double cannyThresholdLinking = 120;
            Image<Gray, Byte> cannyEdges = gray.Canny(cannyThreshold, cannyThresholdLinking);
            LineSegment2D[] lines = cannyEdges.HoughLinesBinary(
                1, //Distance resolution in pixel‐related units
                Math.PI / 100, //Angle resolution measured in radians.
                40, //threshold
                3, //min Line width
                100 //gap between lines
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                )[0]; //Get the lines from the first channel
            foreach (LineSegment2D line in lines)
            {
                if (line.Direction.X >= ‐5 * Math.PI / 180 & line.Direction.X <= 5 * Math.PI / 180 & line.P1.
X <= numericUpDown23.Value)
                {
                    img.Draw(line, new Bgr(Color.Orange), 1);
                    if (DiscLocationX_px != 0 & DiscLocationX_px <= line.P1.X & flagDiscReset & 
DiscLocationY_px >= 90 & DiscLocationY_px <= 160)
                    {
                        PlayerScore++;
                        updateScoreboard();
                    }
                }
                else if (line.Direction.X >= ‐5 * Math.PI / 180 & line.Direction.X <= 5 * Math.PI / 180 & 
line.P1.X >= numericUpDown24.Value)
                {
                    img.Draw(line, new Bgr(Color.Orange), 1);
                    if (DiscLocationX_px != 0 & DiscLocationX_px >= line.P1.X & flagDiscReset & 
DiscLocationY_px >= 90 & DiscLocationY_px <= 160)
                    {
                        RobotScore++;
                        updateScoreboard();
                    }
                }
            }
            imageBox1.Image = img;
        }
        //Show table corners
        public void cornerPosition()
        {
            Image<Bgr, Byte> img = new Image<Bgr, byte>(imageBox1.Image.Bitmap);
            CircleF ULCorner = new CircleF(new PointF(Convert.ToInt32(numericUpDown28.Value), Convert.ToInt32
(numericUpDown27.Value)), 3);
            CircleF URCorner = new CircleF(new PointF(Convert.ToInt32(numericUpDown32.Value), Convert.ToInt32
(numericUpDown31.Value)), 3);
            CircleF DLCorner = new CircleF(new PointF(Convert.ToInt32(numericUpDown30.Value), Convert.ToInt32
(numericUpDown29.Value)), 3);
            CircleF DRCorner = new CircleF(new PointF(Convert.ToInt32(numericUpDown34.Value), Convert.ToInt32
(numericUpDown33.Value)), 3);
            img.Draw(ULCorner, new Bgr(Color.Blue), 2);
            img.Draw(URCorner, new Bgr(Color.Blue), 1);
            img.Draw(DLCorner, new Bgr(Color.Blue), 1);
            img.Draw(DRCorner, new Bgr(Color.Blue), 1);
            imageBox1.Image = img;
        }
        private void numericUpDown28_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown27_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown34_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown31_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown32_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
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        private void numericUpDown29_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown30_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        private void numericUpDown33_ValueChanged(object sender, EventArgs e)
        {
            cornerPosition();
        }
        //Connect camera
        private void button3_Click(object sender, EventArgs e)
        {
            stopwatch.Restart();
            cameraConnect();
            listView5.Items[0].Text = "Camera Connect";
            listView5.Items[0].SubItems.Add(stopwatch.ElapsedMilliseconds.ToString());
        }
        void cameraConnect()
        {
            if (button3.Text == "Connect")
            {
                if (comboBox4.Text == "Webcam")
                {
                    cap = new Capture(0);
                    cap.SetCaptureProperty(Emgu.CV.CvEnum.CAP_PROP.CV_CAP_PROP_FRAME_HEIGHT, 240);
                    cap.SetCaptureProperty(Emgu.CV.CvEnum.CAP_PROP.CV_CAP_PROP_FRAME_WIDTH, 320);
                    imageBox1.ImageLocation = null;
                }
                else
                {
                    Application.Idle += new EventHandler(getWebBrowserImage);
                    imageBox1.Image = null;
                }
                Application.Idle += new EventHandler(showFormCam); //Create event to show video image
                button3.Text = "Disconnect";
                comboBox4.Enabled = false;
                button4.Enabled = true;
                imageBox1.Visible = true;
            }
            else
            {
                if (comboBox4.Text == "Webcam")
                {
                    cap.Dispose();
                }
                Application.Idle ‐= new EventHandler(showFormCam); //Create event to show video image
                button3.Text = "Connect";
                comboBox4.Enabled = true;
                button4.Enabled = false;
                imageBox1.Visible = false;
            }
        }
        //Take camera capture
        private void button4_Click(object sender, EventArgs e)
        {
            getCameraCapture();
        }
        void getCameraCapture()
        {
            saveFileDialog1.FileName = "img";
            saveFileDialog1.Filter = "JPEG files (*.jpg)|*.jpg";
            if (saveFileDialog1.ShowDialog() == DialogResult.OK)
            {
                imageBox1.Image.Save(saveFileDialog1.FileName);
            }
        }
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        private void imageBox2_MouseClick(object sender, MouseEventArgs e)
        {
            if (imageBox2.Image != null)
            {
                Color pixelColor = imageBox2.Image.Bitmap.GetPixel(e.X, e.Y);
                textBox2.Text = e.X.ToString();
                textBox3.Text = e.Y.ToString();
                textBox4.Text = pixelColor.B.ToString();
                textBox5.Text = pixelColor.G.ToString();
                textBox6.Text = pixelColor.R.ToString();
                pictureBox1.BackColor = Color.FromArgb(pixelColor.R, pixelColor.G, pixelColor.B);
            }
        }
        void updateScoreboard()
        {
            if (RobotScore.ToString().Length == 1)
            {
                RobotScoreboard = "0" + RobotScore.ToString();
            }
            else
            {
                RobotScoreboard = RobotScore.ToString();
            }
            if (PlayerScore.ToString().Length == 1)
            {
                PlayerScoreboard = "0" + PlayerScore.ToString();
            }
            else
            {
                PlayerScoreboard = PlayerScore.ToString();
            }
            flagDiscReset = false;
        }
        //‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        //‐‐‐‐‐‐‐‐‐‐‐‐CAMERA CALIBRATION‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        //‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        Bitmap bmp = new Bitmap(320,200);
        Image<Bgr, byte> img;
        Image<Bgr, byte> img2;
        void obtainDistance()
        {
            double tableLength_px, tableWidth_px;
            double tableLength_mm = 1600;
            double tableWidth_mm = 1000;
            double tableOriginX_abb;
            double tableOriginY_abb;
            double DiscLocationX_mm, DiscLocationY_mm;
            double previousDiscLocationX_mm, previousDiscLocationY_mm;
            double nextDiscLocationX_mm, nextDiscLocationY_mm;
            double nextDiscLocationX2_mm, nextDiscLocationY2_mm;
            double a, b, a1, b1, a2, b2;
            double DiscTimeToHit, robotTimeToHit, timeDelay;
            double initialPositionX = 900, initialPositionY = 10;
            double robotVelocity = 200; // [mm/s]
            bool flagLimit = false;
            tableOriginX_abb = Convert.ToDouble(numericUpDown22.Value);
            tableOriginY_abb = Convert.ToDouble(numericUpDown38.Value);
            tableLength_px = Convert.ToDouble(numericUpDown32.Value ‐ numericUpDown28.Value
                + numericUpDown34.Value ‐ numericUpDown30.Value) / 2;
            tableWidth_px = Convert.ToDouble(numericUpDown29.Value ‐ numericUpDown27.Value
                + numericUpDown33.Value ‐ numericUpDown31.Value) / 2;
            pixel2mm = (tableLength_mm / tableLength_px + tableWidth_mm / tableWidth_px) / 2;
            DiscLocationX_mm = Math.Round(pixel2mm * (DiscLocationX_px ‐ Convert.ToDouble(numericUpDown28.
Value)), 2);
            DiscLocationY_mm = Math.Round(pixel2mm * (DiscLocationY_px ‐ Convert.ToDouble(numericUpDown27.
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Value)), 2);
            if (DiscLocationX_mm >= 0 & DiscLocationX_mm <= tableLength_mm & DiscLocationY_mm >= 0 & 
DiscLocationY_mm <= tableWidth_mm)
            {
                previousDiscLocationX_mm = Math.Round(pixel2mm * (previousDiscLocationX_px ‐ Convert.ToDouble
(numericUpDown28.Value)), 2);
                previousDiscLocationY_mm = Math.Round(pixel2mm * (previousDiscLocationY_px ‐ Convert.ToDouble
(numericUpDown27.Value)), 2);
                nextDiscLocationX_mm = Convert.ToDouble(numericUpDown40.Value) ‐ tableOriginY_abb;
                //nextDiscLocationX_mm = DiscLocationX_mm + (DiscLocationX_mm ‐ previousDiscLocationX_mm);
                nextDiscLocationY_mm = DiscLocationY_mm + (DiscLocationY_mm ‐ previousDiscLocationY_mm);
                
                if (nextDiscLocationY_mm == DiscLocationY_mm)
                {
                    nextDiscLocationY_mm = nextDiscLocationY_mm + 1;
                }
                nextDiscLocationX2_mm = nextDiscLocationX_mm;
                nextDiscLocationY2_mm = nextDiscLocationY_mm;
                //Table corners
                if (nextDiscLocationY_mm > tableWidth_mm)
                {
                    flagLimit = true;
                    nextDiscLocationY2_mm = tableWidth_mm + (tableWidth_mm ‐ nextDiscLocationY_mm);
                    nextDiscLocationX2_mm = nextDiscLocationX_mm;
                    a = (DiscLocationY_mm ‐ nextDiscLocationY_mm) / (DiscLocationX_mm ‐ nextDiscLocationX_mm)
;
                    b = (DiscLocationY_mm * nextDiscLocationX_mm ‐ nextDiscLocationY_mm * DiscLocationX_mm) /
 (nextDiscLocationX_mm ‐ DiscLocationX_mm);
                    nextDiscLocationY_mm = tableWidth_mm;
                    nextDiscLocationX_mm = (nextDiscLocationY_mm ‐ b) / a;
                    if (double.IsNaN(nextDiscLocationX_mm))
                    {
                        nextDiscLocationX_mm = DiscLocationX_mm;
                    }
                }
                else if (nextDiscLocationY_mm < 0)
                {
                    flagLimit = true;
                    nextDiscLocationY2_mm = ‐nextDiscLocationY_mm;
                    nextDiscLocationX2_mm = nextDiscLocationX_mm;
                    a = (DiscLocationY_mm ‐ nextDiscLocationY_mm) / (DiscLocationX_mm ‐ nextDiscLocationX_mm)
;
                    b = (DiscLocationY_mm * nextDiscLocationX_mm ‐ nextDiscLocationY_mm * DiscLocationX_mm) /
 (nextDiscLocationX_mm ‐ DiscLocationX_mm);
                    nextDiscLocationY_mm = 0;
                    nextDiscLocationX_mm = (nextDiscLocationY_mm ‐ b) / a;
                    if (double.IsNaN(nextDiscLocationX_mm))
                    {
                        nextDiscLocationX_mm = DiscLocationX_mm;
                    }
                }
                if (nextDiscLocationX_mm > tableLength_mm)
                {
                    flagLimit = true;
                    nextDiscLocationY2_mm = nextDiscLocationY_mm;
                    nextDiscLocationX2_mm = tableLength_mm + (tableLength_mm ‐ nextDiscLocationX_mm);
                    a = (DiscLocationY_mm ‐ nextDiscLocationY_mm) / (DiscLocationX_mm ‐ nextDiscLocationX_mm)
;
                    b = (DiscLocationY_mm * nextDiscLocationX_mm ‐ nextDiscLocationY_mm * DiscLocationX_mm) /
 (nextDiscLocationX_mm ‐ DiscLocationX_mm);
                    nextDiscLocationX_mm = tableLength_mm;
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                    nextDiscLocationY_mm = nextDiscLocationX_mm * a + b;
                    if (double.IsNaN(nextDiscLocationY_mm))
                    {
                        nextDiscLocationY_mm = DiscLocationY_mm;
                    }
                }
                else if (nextDiscLocationX_mm < 0)
                {
                    flagLimit = true;
                    nextDiscLocationY2_mm = nextDiscLocationY_mm;
                    nextDiscLocationX2_mm = ‐nextDiscLocationX_mm;
                    a = (DiscLocationY_mm ‐ nextDiscLocationY_mm) / (DiscLocationX_mm ‐ nextDiscLocationX_mm)
;
                    b = (DiscLocationY_mm * nextDiscLocationX_mm ‐ nextDiscLocationY_mm * DiscLocationX_mm) /
 (nextDiscLocationX_mm ‐ DiscLocationX_mm);
                    nextDiscLocationX_mm = 0;
                    nextDiscLocationY_mm = nextDiscLocationX_mm * a + b;
                    if (double.IsNaN(nextDiscLocationY_mm))
                    {
                        nextDiscLocationY_mm = DiscLocationY_mm;
                    }
                }
                // Show disc location in table coordinates
                label60.Text = DiscLocationX_mm.ToString();
                label59.Text = DiscLocationY_mm.ToString();
                // Draw trajectory
                Graphics graphics = Graphics.FromImage(bmp);
                Brush brush = new SolidBrush(Color.White);
                graphics.FillRectangle(brush, new System.Drawing.Rectangle(0, 0, 320, 200));
                img = new Image<Bgr, byte>(bmp);
                img2 = new Image<Bgr, byte>(imageBox1.Image.Bitmap);
                //Draw disc circle
                CircleF Disc = new CircleF(new PointF(Convert.ToInt32(DiscLocationX_mm / 5), Convert.ToInt32
(DiscLocationY_mm / 5)), 2);
                img.Draw(Disc, new Bgr(Color.Red), 2);
                //Draw second trajectory line
                if (flagLimit) 
                {
                    flagLimit = false;
                    
                    a1 = (nextDiscLocationX2_mm ‐ nextDiscLocationX_mm) / (nextDiscLocationY2_mm ‐ 
nextDiscLocationY_mm);
                    b1 = (nextDiscLocationX2_mm * nextDiscLocationY_mm ‐ nextDiscLocationY2_mm * 
nextDiscLocationX_mm) / (nextDiscLocationY_mm ‐ nextDiscLocationY2_mm);
                    nextDiscLocationY_abb = Convert.ToDouble(numericUpDown40.Value) ‐ tableOriginY_abb;
                    if (double.IsNegativeInfinity(a1))
                    {
                        a1 = 0;
                        b1 = nextDiscLocationX_mm;
                        nextDiscLocationX_abb = Math.Round(nextDiscLocationY_mm, 2);
                    }
                    else
                    {
                        nextDiscLocationX_abb = Math.Round(((nextDiscLocationY_abb ‐ b1) / a1), 2);
                    }
                    //Robot Coordinates
                    nextDiscLocationX_abb = nextDiscLocationX_abb + tableOriginX_abb;
                    nextDiscLocationY_abb = nextDiscLocationY_abb + tableOriginY_abb;
                    a2 = (Convert.ToDouble(numericUpDown40.Value) ‐ 450.00) / (800.00 ‐ 550.00);
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                    b2 = (Convert.ToDouble(numericUpDown40.Value) * 550.00 ‐ 450.00 * 800.00) / (550.00 ‐ 800
.00);
                    if (nextDiscLocationX_abb < 800)
                    {
                        nextDiscLocationX_abb = (b2 ‐ b1) / (a1 ‐ a2) + tableOriginX_abb;
                        nextDiscLocationY_abb = (b1 * a2 ‐ a1 * b2) / (a2 ‐ a1) + tableOriginY_abb;
                        nextDiscLocationX2_mm = nextDiscLocationY_abb ‐ tableOriginY_abb;
                        nextDiscLocationY2_mm = nextDiscLocationX_abb ‐ tableOriginX_abb;
                    }
                    DiscTimeToHit = Math.Round(Math.Abs(((DiscLocationX_mm ‐ nextDiscLocationX_mm) / 
velocityX_mm) * 1000) + Math.Abs(((nextDiscLocationX2_mm ‐ nextDiscLocationX_mm) / velocityX_mm) * 1000))
;
                    //CircleF Disc3 = new CircleF(new PointF(Convert.ToInt32((nextDiscLocationX2_mm) / 
pixel2mm + Convert.ToDouble(numericUpDown28.Value)), Convert.ToInt32((nextDiscLocationY2_mm) / pixel2mm +
 Convert.ToDouble(numericUpDown27.Value))), 2);
                    //img2.Draw(Disc3, new Bgr(Color.GreenYellow), 2);
                    
                    //Draw trajectory lines
                    LineSegment2DF Line1 = new LineSegment2DF(
                        new PointF(Convert.ToInt32(nextDiscLocationX_mm / 5), Convert.ToInt32
(nextDiscLocationY_mm / 5)),
                        new PointF(Convert.ToInt32(DiscLocationX_mm / 5), Convert.ToInt32(DiscLocationY_mm / 
5)));
                    img.Draw(Line1, new Bgr(Color.Tomato), 2);
                    
                    LineSegment2DF Line2 = new LineSegment2DF(
                        new PointF(Convert.ToInt32(nextDiscLocationX2_mm / 5), Convert.ToInt32
(nextDiscLocationY2_mm / 5)),
                        new PointF(Convert.ToInt32(nextDiscLocationX_mm / 5), Convert.ToInt32
(nextDiscLocationY_mm / 5)));
                    img.Draw(Line2, new Bgr(Color.Tomato), 2);
                }
                else
                {
                    //Table Coordinates
                    a1 = (nextDiscLocationX_mm ‐ DiscLocationX_mm) / (nextDiscLocationY_mm ‐ 
DiscLocationY_mm);
                    b1 = (nextDiscLocationX_mm * DiscLocationY_mm ‐ nextDiscLocationY_mm * DiscLocationX_mm) 
/ (DiscLocationY_mm ‐ nextDiscLocationY_mm);
                    
                    nextDiscLocationY_abb = Convert.ToDouble(numericUpDown40.Value) ‐ tableOriginY_abb;
                    if (double.IsNegativeInfinity(a1))
                    {
                        a1 = 0;
                        b1 = nextDiscLocationX_mm;
                        nextDiscLocationX_abb = Math.Round(nextDiscLocationY_mm, 2);
                    }
                    else
                    {
                        nextDiscLocationX_abb = Math.Round(((nextDiscLocationY_abb ‐ b1) / a1), 2);
                    }
                    //Robot Coordinates
                    nextDiscLocationX_abb = nextDiscLocationX_abb + tableOriginX_abb;
                    nextDiscLocationY_abb = nextDiscLocationY_abb + tableOriginY_abb;
                    a2 = (Convert.ToDouble(numericUpDown40.Value) ‐ 450.00) / (800.00 ‐ 550.00);
                    b2 = (Convert.ToDouble(numericUpDown40.Value) * 550.00 ‐ 450.00  * 800.00) / (550.00 ‐ 
800.00);
                    
                    if (nextDiscLocationX_abb < 800)
                    {
                        /* y = a1 * x + b1
                         * y = a2 * x + b2
                         * 
                         * x = (b2‐b1)/(a1‐a2)
                         * y = (b1*a2 ‐ a1*b2)/ (a2‐a1)*/
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                        nextDiscLocationX_abb = (b2 ‐ b1) / (a1 ‐ a2) + tableOriginX_abb;
                        nextDiscLocationY_abb = (b1 * a2 ‐ a1 * b2) / (a2 ‐ a1) + tableOriginY_abb;
                        
                        nextDiscLocationX_mm = nextDiscLocationY_abb ‐ tableOriginY_abb;
                        nextDiscLocationY_mm = nextDiscLocationX_abb ‐ tableOriginX_abb;
                    }
                    DiscTimeToHit = Math.Round(Math.Abs(((DiscLocationX_mm ‐ nextDiscLocationX_mm) / 
velocityX_mm) * 1000));
                    //Draw trajectory line
                    LineSegment2DF Line = new LineSegment2DF(
                        new PointF(Convert.ToInt32(nextDiscLocationX_mm / 5), Convert.ToInt32
(nextDiscLocationY_mm / 5)),
                        new PointF(Convert.ToInt32(DiscLocationX_mm / 5), Convert.ToInt32(DiscLocationY_mm / 
5)));
                    img.Draw(Line, new Bgr(Color.Tomato), 2);
                }
                
                // Draw hit disc position
                CircleF Disc2 = new CircleF(new PointF(Convert.ToInt32((nextDiscLocationY_abb ‐ 
tableOriginY_abb) / pixel2mm + Convert.ToDouble(numericUpDown28.Value)), Convert.ToInt32(
(nextDiscLocationX_abb ‐ tableOriginX_abb) / pixel2mm + Convert.ToDouble(numericUpDown27.Value))), 2);
                //CircleF Disc4 = new CircleF(new PointF(Convert.ToInt32((nextDiscLocationX_mm) / pixel2mm + 
Convert.ToDouble(numericUpDown28.Value)), Convert.ToInt32((nextDiscLocationY_mm) / pixel2mm + Convert.
ToDouble(numericUpDown27.Value))), 2);
                //img2.Draw(Disc4, new Bgr(Color.Orange), 2);
                 img2.Draw(Disc2, new Bgr(Color.Red), 2);
                
                //Draw robot trajectory lines
                LineSegment2DF LineR = new LineSegment2DF(
                    new PointF(Convert.ToInt32((10 ‐ tableOriginY_abb) / 5), Convert.ToInt32((900 ‐ 
tableOriginX_abb) / 5)),
                    new PointF(Convert.ToInt32((nextDiscLocationY_abb ‐ tableOriginY_abb) / 5), Convert.
ToInt32((nextDiscLocationX_abb ‐ tableOriginX_abb) / 5)));
                img.Draw(LineR, new Bgr(Color.DeepSkyBlue), 2);
                
                imageBox3.Image = img;
                imageBox1.Image = img2;
                label27.Text = Math.Round(nextDiscLocationX_abb,2).ToString();
                label25.Text = Math.Round(nextDiscLocationY_abb,2).ToString();
                //OBTAIN TIME TO HIT VARIABLES
                if (double.IsInfinity(DiscTimeToHit) | double.IsNegativeInfinity(DiscTimeToHit))
                {
                    label32.Text = "";
                }
                else
                {
                    listView5.Items[1].SubItems.Clear();
                    listView5.Items[2].SubItems.Clear();
                    listView5.Items[3].SubItems.Clear();
                    listView5.Items[4].SubItems.Clear();
                    listView5.Items[1].Text = "Time To Hit ‐ Disc";
                    listView5.Items[2].Text = "Time To Hit ‐ Robot";
                    listView5.Items[3].Text = "Time To Hit ‐ Delay";
                    listView5.Items[4].Text = "Time To Hit ‐ Total";
                    listView5.Items[1].SubItems.Add(DiscTimeToHit.ToString());
                    
                    robotTimeToHit = Math.Round(Math.Sqrt(Math.Pow(nextDiscLocationX_abb ‐ initialPositionX, 
2) + Math.Pow(nextDiscLocationY_abb ‐ initialPositionY, 2)) / robotVelocity * 1000);
                    listView5.Items[2].SubItems.Add(robotTimeToHit.ToString());
                    timeDelay = Convert.ToDouble(numericUpDown41.Value);
                    listView5.Items[3].SubItems.Add(timeDelay.ToString());
                    totalTimeToHit = Math.Round(DiscTimeToHit ‐ robotTimeToHit ‐ timeDelay);
                    if (totalTimeToHit < 0)
                    {
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                        totalTimeToHit = 0;
                    }
                    listView5.Items[4].SubItems.Add(totalTimeToHit.ToString());
                    label32.Text = totalTimeToHit.ToString();
                }
                if (velocityX_mm > 200)
                {
                    flagNextDiscLocationReset = true;
                }
                if (velocityX_mm < ‐200 & flagDiscReset & flagNextDiscLocationReset)
                {
                    flagNextDiscLocationReset = false;
                    flagNextDiscLocation = true;
                }
                if (flagABBready & flagNextDiscLocation)
                {
                    flagNextDiscLocation = false;
                    moveToHitPosition();
                }
            }
        }
        //‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        //‐‐‐‐‐‐‐‐‐‐‐‐ROBOT COMUNICATION‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        //‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐‐
        //ABB Variables to be transfered
        private Controller _controller = null;
        ABB.Robotics.Controllers.RapidDomain.Task[] aTask;
        ABB.Robotics.Controllers.RapidDomain.RapidData xPos;
        ABB.Robotics.Controllers.RapidDomain.RapidData yPos;
        ABB.Robotics.Controllers.RapidDomain.RapidData zPos;
        ABB.Robotics.Controllers.RapidDomain.Num xPosNew = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num yPosNew = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num zPosNew = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.RapidData cf1;
        ABB.Robotics.Controllers.RapidDomain.RapidData cf4;
        ABB.Robotics.Controllers.RapidDomain.RapidData cf6;
        ABB.Robotics.Controllers.RapidDomain.RapidData cfx;
        ABB.Robotics.Controllers.RapidDomain.Num cf1New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num cf4New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num cf6New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num cfxNew = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.RapidData time;
        ABB.Robotics.Controllers.RapidDomain.Num timeNew = new ABB.Robotics.Controllers.RapidDomain.Num();
        
        ABB.Robotics.Controllers.IOSystemDomain.DigitalSignal DOSTART;
        ABB.Robotics.Controllers.IOSystemDomain.DigitalSignal DOFINISH;
        ABB.Robotics.Controllers.RapidDomain.RapidData q1;
        ABB.Robotics.Controllers.RapidDomain.RapidData q2;
        ABB.Robotics.Controllers.RapidDomain.RapidData q3;
        ABB.Robotics.Controllers.RapidDomain.RapidData q4;
        ABB.Robotics.Controllers.RapidDomain.Num q1New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num q2New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num q3New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.Num q4New = new ABB.Robotics.Controllers.RapidDomain.Num();
        ABB.Robotics.Controllers.RapidDomain.RapidData flagRotationChanged;
        ABB.Robotics.Controllers.RapidDomain.Bool flagRotationChangedNew = new ABB.Robotics.Controllers.
RapidDomain.Bool();
        bool flagABBready = false;
        bool flagNextDiscLocation = false;
        //Search network controllers
        void scanNetwork()
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        {
            try
            {
                listView1.Items.Clear();
                NetworkScanner ns = new NetworkScanner();
                ns.Scan();
                ControllerInfoCollection controllers = ns.Controllers;
                ListViewItem item = null;
                foreach (ControllerInfo controllerInfo in controllers)
                {
                    item = new ListViewItem(controllerInfo.IPAddress.ToString());
                    item.SubItems.Add(controllerInfo.Availability.ToString());
                    item.SubItems.Add(controllerInfo.IsVirtual.ToString());
                    item.SubItems.Add(controllerInfo.SystemName);
                    item.SubItems.Add(controllerInfo.Version.ToString());
                    item.SubItems.Add(controllerInfo.ControllerName);
                    this.listView1.Items.Add(item);
                    item.Tag = controllerInfo;
                }
            }
            catch (Exception e1)
            {
                MessageBox.Show(e1.Message);
            }
        }
        //Connect with selected controller
        void robotConnect()
        {
            //listView1.Items[0].Selected = true;
            ListViewItem item = this.listView1.SelectedItems[0];
            //ListViewItem item = listView1.Items[0];
            if (item.Tag != null)
            {
                ControllerInfo controllerInfo = (ControllerInfo)item.Tag;
                if (controllerInfo.Availability == Availability.Available)
                {
                    if (controllerInfo.IsVirtual)
                    {
                        this._controller = ControllerFactory.CreateFrom(controllerInfo);
                        this._controller.Logon(UserInfo.DefaultUser);
                        listView1.Items.Clear();
                        listView1.Items.Add(item);
                    }
                    else //real controller
                    {
                        if (MessageBox.Show("This is NOT a virtual controller, do you really want to connect 
to that?", "Warning", MessageBoxButtons.YesNo, MessageBoxIcon.Warning) == System.Windows.Forms.
DialogResult.Yes)
                        {
                            this._controller = ControllerFactory.CreateFrom(controllerInfo);
                            this._controller.Logon(UserInfo.DefaultUser);
                            listView1.Items.Clear();
                            listView1.Items.Add(item);
                        }
                    }
                    label12.Text = "Connected to " + controllerInfo.IPAddress.ToString();
                    this.comboBox2.Items.Clear();
                    UnitCollection units = _controller.IOSystem.GetUnits();
                    foreach (Unit unit in units)
                    {
                        this.comboBox2.Items.Add(unit.Name);
                    }
                    button2.Enabled = true;
                    button8.Enabled = true;
                }
                else
                {
                    MessageBox.Show("Selected controller not available.");
                }
            }
        }
        //Load rapid module into controller
        void loadModule(string ModuleFileName)
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        {
            aTask = _controller.Rapid.GetTasks();
            //ModuleFileName = "C:\\Users\\Isaac\\Dropbox\\UPC\\Q8\\PFG\\mainModule.mod";
            string ProgramFileName = Path.ChangeExtension(ModuleFileName, ".prg");
            try
            {
                using (Mastership m = Mastership.Request(_controller.Rapid))
                {
                    _controller.FileSystem.RemoteDirectory = "(HOME)$";
                    if (_controller.FileSystem.FileExists(Path.GetFileName(ModuleFileName)) == true)
                    {
                        _controller.FileSystem.RemoveFile(Path.GetFileName(ModuleFileName));
                    }
                    if (_controller.FileSystem.FileExists(Path.GetFileName(ProgramFileName)) == true)
                    {
                        _controller.FileSystem.RemoveFile(Path.GetFileName(ProgramFileName));
                    }
                    _controller.FileSystem.PutFile(ModuleFileName, Path.GetFileName(ModuleFileName));
                    _controller.FileSystem.PutFile(ModuleFileName, Path.GetFileName(ProgramFileName));
                    if (_controller.IsVirtual)
                    {
                        aTask[0].LoadModuleFromFile(ModuleFileName, ABB.Robotics.Controllers.RapidDomain.
RapidLoadMode.Replace);
                    }
                    else
                    {
                        aTask[0].LoadProgramFromFile(Path.GetFileName(ProgramFileName), ABB.Robotics.
Controllers.RapidDomain.RapidLoadMode.Replace);
                    }
                }
                updateValues();
            }
            catch (ArgumentException ex)
            {
                MessageBox.Show(ex.Message);
            }
            catch (System.InvalidOperationException ex)
            {
                MessageBox.Show("Mastership is held by another client. " + ex.Message);
            }
            catch (System.Exception ex)
            {
                MessageBox.Show("Unexpected error occurred: " + ex.Message);
            }
        }
        //Start rapid program
        void startProgram()
        {
            try
            {
                if (_controller.OperatingMode == ControllerOperatingMode.Auto)
                {
                    using (Mastership m = Mastership.Request(_controller.Rapid))
                    {
                        if (this._controller.Rapid.ExecutionStatus == ABB.Robotics.Controllers.RapidDomain.
ExecutionStatus.Stopped & button2.Text == "Start Program")
                        {
                            aTask[0].SetProgramPointer("MainModule", "main");
                            this._controller.Rapid.Start();
                            button2.Text = "Stop Program";
                            flagABBready = true;
                        }
                        else
                        {
                            this._controller.Rapid.Stop(ABB.Robotics.Controllers.RapidDomain.StopMode.
Immediate);
                            button2.Text = "Start Program";
                            flagABBready = false;
                        }
                        label12.Text = "Execution " + this._controller.Rapid.ExecutionStatus.ToString();
                    }
                    updateValues();
                }
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                else
                {
                    MessageBox.Show("Automatic mode is required to start execution from a remote client.");
                }
            }
            catch (System.InvalidOperationException ex)
            {
                MessageBox.Show("Mastership is held by another client. " + ex.Message);
            }
            catch (System.Exception ex)
            {
                MessageBox.Show("Unexpected error occurred: " + ex.Message);
            }
        }
        private void listView1_MouseDoubleClick(object sender, MouseEventArgs e)
        {
            robotConnect();
        }
        private void button1_Click(object sender, EventArgs e)
        {
            scanNetwork();
        }
        private void button2_Click(object sender, EventArgs e)
        {
            startProgram();
        }
        private void button8_Click(object sender, EventArgs e)
        {
            openFileDialog1.Title = "Open RAPID Program";
            openFileDialog1.FileName = "mainModule";
            openFileDialog1.Filter = "RAPID Modules (*.mod,*.sys)|*.mod;*.sys";
            if (openFileDialog1.ShowDialog() == System.Windows.Forms.DialogResult.OK)
            {
                string ModuleFileName = openFileDialog1.FileName;
                //MessageBox.Show(ModuleFileName);
                loadModule(ModuleFileName);
            }
        }
        //Move to Home position
        private void button5_Click(object sender, EventArgs e)
        {
            try
            {
                DOFINISH = _controller.IOSystem.GetSignal("DOFINISH") as DigitalSignal;
                if (DOFINISH == null)
                {
                    MessageBox.Show(this, null, "Wrong type");
                }
                using (Mastership m = Mastership.Request(_controller.Rapid))
                {
                    DOFINISH.Set();
                    DOFINISH.Reset();
                }
            }
            catch (System.InvalidOperationException ex)
            {
                MessageBox.Show("Mastership is held by another client. " + ex.Message);
            }
            catch (System.Exception ex)
            {
                MessageBox.Show("Unexpected error occurred: " + ex.Message);
            }
            updateValues();
        }
        //Move to Hit position
        void moveToHitPosition()
        {
            stopwatch2.Restart();
            double a1, b1, a2, b2;
            try
            {
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                xPos = aTask[0].GetRapidData("MainModule", "xPos");
                yPos = aTask[0].GetRapidData("MainModule", "yPos");
                zPos = aTask[0].GetRapidData("MainModule", "zPos");
                cf1 = aTask[0].GetRapidData("MainModule", "cf1");
                cf4 = aTask[0].GetRapidData("MainModule", "cf4");
                cf6 = aTask[0].GetRapidData("MainModule", "cf6");
                cfx = aTask[0].GetRapidData("MainModule", "cfx");
                time = aTask[0].GetRapidData("MainModule", "time");
                timeNew.Value = totalTimeToHit / 1000;
                if (checkBox4.Checked)
                {
                    xPosNew.Value = Convert.ToDouble(numericUpDown12.Value);
                    yPosNew.Value = Convert.ToDouble(numericUpDown13.Value);
                }
                else
                {
                    xPosNew.Value = Convert.ToDouble(nextDiscLocationX_abb);
                    yPosNew.Value = Convert.ToDouble(nextDiscLocationY_abb);
                }
                
                zPosNew.Value = Convert.ToDouble(numericUpDown14.Value);
                if (yPosNew.Value == 0)
                {
                    yPosNew.Value = 10;
                }
                if (xPosNew.Value >= 800 & yPosNew.Value > 0)
                {
                    cf1New.Value = 0;
                    cf4New.Value = ‐1;
                    cf6New.Value = 0;
                    if (!checkBox4.Checked)
                    {
                        updateToolOrient(15);
                    }
                    if (yPosNew.Value > 300)
                    {
                        yPosNew.Value = 300;
                    }
                    if (xPosNew.Value > 1330)
                    {
                        xPosNew.Value = 1330;
                    }
                }
                else if (xPosNew.Value >= 800 & yPosNew.Value < 0)
                {
                    cf1New.Value = ‐1;
                    cf4New.Value = 0;
                    cf6New.Value = ‐1;
                    if (!checkBox4.Checked)
                    {
                        updateToolOrient(15);
                    }
                    if (yPosNew.Value < ‐140)
                    {
                        yPosNew.Value = ‐140;
                    }
                    if (xPosNew.Value > 1330)
                    {
                        xPosNew.Value = 1330;
                    }
                }
                else if (xPosNew.Value < 800)
                {
                    cf1New.Value = 0;
                    cf4New.Value = ‐1;
                    cf6New.Value = 0;
                    if (!checkBox4.Checked)
                    {
                        updateToolOrient(20);
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                    }
                    if (xPosNew.Value < 550)
                    {
                        xPosNew.Value = 550;
                    }
                    a1 = (0.00 ‐ 400.00) / (800.00 ‐ 550.00);
                    b1 = (0.00 * 550.00 ‐ 400.00 * 800.00) / (550.00 ‐ 800.00);
                    if (yPosNew.Value < Math.Round(a1 * xPosNew.Value + b1))
                    {
                        yPosNew.Value = Math.Round(a1 * xPosNew.Value + b1);
                    }
                    a2 = (300.00 ‐ 550.00) / (800.00 ‐ 550.00);
                    b2 = (300.00 * 550.00 ‐ 550.00 * 800.00) / (550.00 ‐ 800.00);
                    if (yPosNew.Value > Math.Round(a2 * xPosNew.Value + b2))
                    {
                        yPosNew.Value = Math.Round(a2 * xPosNew.Value + b2);
                    }
                }
                /*cf1New.Value = Convert.ToDouble(numericUpDown16.Value);
                cf4New.Value = Convert.ToDouble(numericUpDown17.Value);
                cf6New.Value = Convert.ToDouble(numericUpDown18.Value);
                cfxNew.Value = Convert.ToDouble(numericUpDown19.Value);*/
                DOSTART = _controller.IOSystem.GetSignal("DOSTART") as DigitalSignal;
                if (DOSTART == null)
                {
                    MessageBox.Show(this, null, "Wrong type");
                }
                using (Mastership m = Mastership.Request(_controller.Rapid))
                {
                    xPos.Value = xPosNew;
                    yPos.Value = yPosNew;
                    zPos.Value = zPosNew;
                    time.Value = timeNew;
                    cf1.Value = cf1New;
                    cf4.Value = cf4New;
                    cf6.Value = cf6New;
                    //cfx.Value = cfxNew;
                    DOSTART.Set();
                    DOSTART.Reset();
                }
            }
            catch (System.InvalidOperationException ex)
            {
                MessageBox.Show("Mastership is held by another client. " + ex.Message);
            }
            catch (System.Exception ex)
            {
                MessageBox.Show("Unexpected error occurred: " + ex.Message);
            }
            updateValues();
            showGraph(2, stopwatch2.ElapsedMilliseconds);
        }
        private void button6_Click(object sender, EventArgs e)
        {
            moveToHitPosition();
        }
        //Update robot values
        void updateValues()
        {
            if (groupBox4.Enabled == false)
            {
                groupBox4.Enabled = true;
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            }
            xPos = aTask[0].GetRapidData("MainModule", "xPos");
            yPos = aTask[0].GetRapidData("MainModule", "yPos");
            zPos = aTask[0].GetRapidData("MainModule", "zPos");
            q1 = aTask[0].GetRapidData("MainModule", "q1");
            q2 = aTask[0].GetRapidData("MainModule", "q2");
            q3 = aTask[0].GetRapidData("MainModule", "q3");
            q4 = aTask[0].GetRapidData("MainModule", "q4");
            cf1 = aTask[0].GetRapidData("MainModule", "cf1");
            cf4 = aTask[0].GetRapidData("MainModule", "cf4");
            cf6 = aTask[0].GetRapidData("MainModule", "cf6");
            cfx = aTask[0].GetRapidData("MainModule", "cfx");
            listView2.Items.Clear();
            ListViewItem item = null;
            item = new ListViewItem("X");
            item.SubItems.Add(xPos.Value.ToString());
            listView2.Items.Add(item);
            item = new ListViewItem("Y");
            item.SubItems.Add(yPos.Value.ToString());
            listView2.Items.Add(item);
            item = new ListViewItem("Z");
            item.SubItems.Add(zPos.Value.ToString());
            listView2.Items.Add(item);
            numericUpDown12.Value = Convert.ToDecimal(xPos.Value);
            numericUpDown13.Value = Convert.ToDecimal(yPos.Value);
            numericUpDown14.Value = Convert.ToDecimal(zPos.Value);
            listView3.Items.Clear();
            ListViewItem item2 = null;
            item2 = new ListViewItem("q1");
            item2.SubItems.Add(q1.Value.ToString());
            listView3.Items.Add(item2);
            item2 = new ListViewItem("q2");
            item2.SubItems.Add(q2.Value.ToString());
            listView3.Items.Add(item2);
            item2 = new ListViewItem("q3");
            item2.SubItems.Add(q3.Value.ToString());
            listView3.Items.Add(item2);
            item2 = new ListViewItem("q4");
            item2.SubItems.Add(q4.Value.ToString());
            listView3.Items.Add(item2);
            listView4.Items.Clear();
            ListViewItem item3 = null;
            item3 = new ListViewItem("cf1");
            item3.SubItems.Add(cf1.Value.ToString());
            listView4.Items.Add(item3);
            item3 = new ListViewItem("cf4");
            item3.SubItems.Add(cf4.Value.ToString());
            listView4.Items.Add(item3);
            item3 = new ListViewItem("cf6");
            item3.SubItems.Add(cf6.Value.ToString());
            listView4.Items.Add(item3);
            item3 = new ListViewItem("cfx");
            item3.SubItems.Add(cfx.Value.ToString());
            listView4.Items.Add(item3);
            numericUpDown16.Value = Convert.ToDecimal(cf1.Value);
            numericUpDown17.Value = Convert.ToDecimal(cf4.Value);
            numericUpDown18.Value = Convert.ToDecimal(cf6.Value);
            numericUpDown19.Value = Convert.ToDecimal(cfx.Value);
        }
        //Update tool rotation
        private void numericUpDown15_ValueChanged(object sender, EventArgs e)
        {
            updateToolOrient(numericUpDown15.Value);
        }
        void updateToolOrient(decimal orient)
        {
            try
            {
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                q1 = aTask[0].GetRapidData("MainModule", "q1");
                q2 = aTask[0].GetRapidData("MainModule", "q2");
                q3 = aTask[0].GetRapidData("MainModule", "q3");
                q4 = aTask[0].GetRapidData("MainModule", "q4");
                flagRotationChanged = aTask[0].GetRapidData("MainModule", "flagRotationChanged");
                double x1, x2, x3, y1, y2, y3, z1, z2, z3;
                x1 = ‐Math.Sin(Convert.ToDouble(orient) * Math.PI / 180);
                x2 = 0;
                x3 = Math.Cos(Convert.ToDouble(orient) * Math.PI / 180);
                y1 = 0;
                y2 = 1;
                y3 = 0;
                z1 = ‐Math.Cos(Convert.ToDouble(orient) * Math.PI / 180);
                z2 = 0;
                z3 = ‐Math.Sin(Convert.ToDouble(orient) * Math.PI / 180);
                q1New.Value = Convert.ToDouble(Math.Sqrt(x1 + y2 + z3 + 1) / 2);
                q2New.Value = Convert.ToDouble(Math.Sqrt(x1 ‐ y2 ‐ z3 + 1) / 2);
                q3New.Value = Convert.ToDouble(Math.Sqrt(y2 ‐ x1 ‐ z3 + 1) / 2);
                q4New.Value = Convert.ToDouble(Math.Sqrt(z3 ‐ x1 ‐ y2 + 1) / 2);
                if ((y3 ‐ z2) < 0)
                {
                    q2New.Value = ‐q2New;
                }
                if ((z1 ‐ x3) < 0)
                {
                    q3New.Value = ‐q3New;
                }
                if ((x2 ‐ y1) < 0)
                {
                    q4New.Value = ‐q4New;
                }
                if (q1New.Value < Math.Pow(10, ‐3))
                {
                    q1New.Value = 0;
                }
                else if (q2New.Value < Math.Pow(10, ‐3))
                {
                    q2New.Value = 0;
                }
                else if (q3New.Value < Math.Pow(10, ‐3))
                {
                    q3New.Value = 0;
                }
                else if (q4New.Value < Math.Pow(10, ‐3))
                {
                    q4New.Value = 0;
                }
                flagRotationChangedNew.Value = true;
                using (Mastership m = Mastership.Request(_controller.Rapid))
                {
                    q1.Value = q1New;
                    q2.Value = q2New;
                    q3.Value = q3New;
                    q4.Value = q4New;
                    flagRotationChanged.Value = flagRotationChangedNew;
                }
                updateValues();
            }
            catch (System.InvalidOperationException ex)
            {
                MessageBox.Show("Mastership is held by another client. " + ex.Message);
            }
            catch (System.Exception ex)
            {
                MessageBox.Show("Unexpected error occurred: " + ex.Message);
            }
       }
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        private void checkBox4_CheckedChanged(object sender, EventArgs e)
        {
            if (checkBox4.Checked)
            {
                numericUpDown12.Enabled = true;
                numericUpDown13.Enabled = true;
                numericUpDown15.Enabled = true;
            }
            else
            {
                numericUpDown12.Enabled = false;
                numericUpDown13.Enabled = false;
                numericUpDown15.Enabled = false;
            }
        }
    }
}
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IRB 140
Industrial Robot
Robotics
Main Applications
Arc welding
Assembly
Cleaning/Spraying
Machine tending 
Material handling 
Packing
Deburring
Small, Powerful and Fast
Compact, powerful IRB 140 industrial robot. 
Six axis multipurpose robot that handles payload of 6 kg,  
with long reach (810 mm). The IRB 140 can be floor mounted, 
inverted or on the wall in any angle. Available as Standard, 
Foundry Plus 2, Clean Room and Wash versions, all mechani-
cal arms completely IP67 protected, making IRB 140 easy to 
integrate in and suitable for a variety of applications. Uniquely 
extended radius of working area due to bend-back mecha-
nism of upper arm, axis 1 rotation of 360 degrees even as 
wall mounted. 
The compact, robust design with integrated cabling adds to 
overall flexibility. The Collision Detection option with full path 
retraction makes robot reliable and safe. 
Using IRB 140T, cycle-times are considerably reduced where 
axis 1 and 2 predominantly are used. 
Reductions between 15-20 % are possible using pure axis 
1 and 2 movements. This faster versions is well suited for 
packing applications and guided operations together with 
PickMaster.
IRB 140 Foundry Plus 2 and Wash versions are suitable for 
operating in extreme foundry environments and other harch 
environments with high requirements on corrosion resistance 
and tightness. In addition to the IP67 protection, excellent 
surface treatment makes the robot high pressure steam wash-
able. Also available in white Clean Room ISO class 6 version, 
making it especially suited for environments with stringent 
cleanliness standards. 
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Specification
Robot versions Handling Reach of Remarks
  capacity 5th axis 
IRB 140/IRB 140T 6 kg 810 mm 
IRB 140F/IRB 140TF 6 kg 810 mm Foundry Plus 2 Protection
IRB 140CR/IRB 140TCR 6 kg 810 mm Clean Room
IRB 140W/IRB 140TW 6 kg 810 mm SteamWash Protection
Supplementary load (on upper arm alt. wrist)
 on upper arm  1 kg 
 on wrist  0.5 kg
Number of axes
 Robot manipulator   6
 External devices  6
Integrated signal supply 12 signals on upper arm
Integrated air supply Max. 8 bar on upper arm
IRC5 Controller variants: Single cabinet, Dual cabinet, Compact,  
  Panel mounted
Performance
Position repeatability 0.03 mm (average result from ISO test)
Axis movement Axis Working range
 1 360°
 2 200°
 3 280°
 4 Unlimited (400° default)
 5 240°
 6 Unlimited (800° default)
Max. TCP velocity   2.5 m/s
Max. TCP acceleration   20 m/s2
Acceleration time 0-1 m/s  0.15 sec
Velocity *)
Axis no. IRB 140 IRB 140T 
1 200°/s 250°/s
2 200°/s 250°/s
3 260°/s 260°/s
4 360°/s 360°/s
5 360°/s 360°/s
6 450°/s 450°/s
*) Max velocity is reduced at single phase power supply, e.g. Compact 
controller. Please, see the Product specification for further details.
Cycle time
5 kg Picking side  IRB 140                IRB 140T
cycle 25 x 300 x 25 mm 0.85s                    0.77s
www.abb.com/robotics 
IRB 140
Electrical Connections
Supply voltage  200–600 V, 50/60 Hz
Rated power
 Transformer rating  4.5 kVA
Power consumption typicly 0.4 kW
Physical
Robot mounting  Any angle
Dimensions
 Robot base  400 x 450 mm
 Robot controller H x W x D 950 x 800 x 620 mm
Weight
 Robot manipulator  98 kg
Environment
Ambient temperature for
 Robot manipulator  5 – 45°C 
Relative humidity  Max. 95%
Degree of protection, 
Manipulator  IP67
Options  Foundry Plus 2
   SteamWash  
   (High pressure steam washable)
   Clean Room, class 6  
   (certified by IPA) 
Noise level  Max. 70 dB (A)
Safety   Double circuits with supervision, 
   emergency stops and safety 
   functions, 
   3-position enable device
Emission  EMC/EMI-shielded
Data and dimensions may be changed without notice
Working range
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IRC5 Design 2014
Industrial Robot Controller
Robotics
Fifth generation robot controller
Based on more than four decades of 
robotics experience, the IRC5 sets a 
benchmark in the robotics industry.
In addition to ABB's unique motion con-
trol it brings flexibility, safety, modularity, 
customer adapted user interface, multi 
robot control and PC tool support.
Safety
Operator safety is a central quality of the IRC5, fulfilling all 
relevant regulations with good measure, as certified by third-
party inspections. Electronic position switches and SafeMove 
represent a new generation of safety, enabling more flexible 
cell safety concepts, e.g. involving collaboration between 
robot and operator.
Motion control
Based on advanced dynamic modelling, the IRC5 optimizes 
the performance of the robot for the physically shortest pos-
sible cycle time (QuickMove) and precise path accuracy (True-
Move). Together with a speed-independent path, predictable 
and high-performance behavior is delivered automatically, with 
no tuning required by the programmer. What you program is 
what you get.
Modularity
The IRC5 comes in different variants in order to provide a 
cost-effective solution for every need. The ability to stack 
modules on top of each other, put them side by side or dis-
tributed in the cell is a unique feature, leading to optimization 
of footprint and cell layout. 
The panel-mounted version comes without a cabinet, enabling 
integration in any encapsulation for exceptional compactness 
or for special environmental requirements.
FlexPendant
The FlexPendant is characterized by its clean, color touch 
screen-based design and 3D joystick for intuitive interaction. 
Powerful customized application support enables loading of 
tailor-made applications, e.g. operator screens, thus eliminating 
the need for a separate operator HMI.
RAPID programming language
RAPID programming provides the perfect combination of 
simplicity, flexibility and power. It is a truly unlimited language 
with support for structured programs, shop floor language 
and advanced features. It also incorporates powerful support 
for many process applications.
Communication
The IRC5 supports the state-of-the-art field busses for I/O 
and is a well-behaved node in any plant network. Sensor 
interfaces, remote disk access and socket messaging are 
examples of the many powerful networking features.
Remote Service enabled 
Remote monitoring of the robot is available through GSM or 
Ethernet. Advanced diagnostics allow fast investigation on 
failure as well as monitoring of the robot condition throughout 
the life cycle. Service packages include backup management, 
reporting and proactive maintenance activities.
RobotStudio
A powerful PC tool for working with IRC5 data on-line as well 
as off-line. In off-line mode, RobotStudio provides a perfect 
digital copy of the robot system together with strong pro-
gramming and simulation features.
MultiMove
Control of up to four robots from one controller, with a com-
pact drive module added for each additional robot. MultiMove 
opens up previously unthinkable operations, thanks to the 
perfect coordination of complex motion patterns. 
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www.abb.com/robotics 
Safety
Basic:  Safety and emergency stops
  2-channel safety circuits with supervision
  3-position enabling device
Electronic Position 
Switches:  5 safe outputs monitoring axis 1-7
SafeMove: Supervision of stand-still, speed, position and  
  orientation (robot and additional axes)
  8 safe inputs for function activation, 
  8 safe monitoring outputs
Machine Interfaces
Inputs/outputs: 12000 signals
Digital:  24V DC or relay signals
Analogue:  2 x 0-10V , 3 x ± 10V, 1 x 4-20mA
Serial channel: Optional
Network:  Ethernet(10/100 Mbits per second)     
Channels:  Service and WAN, Multiple LAN  
Fieldbus Master: DeviceNet™
  PROFINET
  PROFIBUS DP
  Ethernet/IP™
Fieldbus Slave: DeviceNet™
  PROFINET
  PROFIBUS DP
  Ethernet/IP™
  Allen-Bradley Remote I/O
  CC-link 
Conveyor encoder  Up to 6 channels
Sensor Interfaces 
  Search stop with automatic program shift
  Seam/contour tracking
  Conveyor tracking
  Machine vision
  Force Control
Data and dimensions may be changed without notice.
Panel mounted controller
IRC5 Design 2014
Specification
Control hardware:  Multi-processor system
   PCIe bus
   Pentium® CPU
   Flash disk for mass memory  
   Energy back-up power failure handling
   USB memory interface
Control software:  Object-oriented design
   High-level RAPID programming language
   Portable, open, expandable
   PC-DOS file format
   RobotWare software products
   Preloaded software, also available on DVD
Electrical Connections
Supply voltage:  3 phase 200-600 V, 50-60 Hz
   Integrated transformer or direct mains 
   connection
Physical   Size H x W x D  Weight
Single cabinet  970 x 725 x 710 mm 150 kg
   Drive module 720 x 725 x 710 mm 130 kg
Empty cabinet for   - small 720 x 725 x 710 mm     35 kg 
customer equipment  - large 970 x 725 x 710 mm      42 kg
Panel Mounted *)   
 Control module 375 x 498 x 271 mm   12 kg
 Drive module small *1) 375 x 498 x 299 mm     24 kg 
 Drive module large *2)  658 x 498 x 425 mm     40 kg 
*1) IRB 140, 340, 1600, 260 
*2) IRB 2400, 2600, 4400, 4600, 6620, 6640, 6650, 7600, 660, 760    
Environment
Ambient temperature: 0-45°C (32-113°F) option 0-52°C  (32-125°F)
Relative humidity:  Max. 95% non condensing
Level of protection:  IP 54 (cooling ducts IP 33)
   Panel Mounted IP 20
Fulfilment of regulations: Machine directive 98/37/EC regulations
   Annex II B
   EN 60204-1:2006
   ISO 10218-1:2011
   ANSI/RIA R 15.06 - 1999
   UL 1740-1998
User Interfaces 
Control panel:  On cabinet or remote
FlexPendant:  Weight 1 kg
   Graphical color touch screen
   Joystick 
   Emergency stop
   Hot plug
   Support for right and left-handed operators
   USB Memory support
Maintenance:  Status LEDs
   Diagnostic software
   Recovery procedures
   Logging with time stamp
   Remote Service enabled
