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Abstract
Resource-boundedmeasure has been de1ned on the classesE; E2; ESPACE; E2SPACE; REC,
and the class of all languages. It is shown here that if C is any of these classes and X is a set
of languages that is closed under 1nite variations and has outer measure ¡ 1 in C, then X has
measure 0 in C. This result strengthens Lutz’s resource-bounded generalization of the classical
Kolmogorov zero-one law. It also gives a useful su6cient condition for proving that a set has
measure 0 in a complexity class. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is a contribution to resource-bounded measure theory. Resource-bounded
measure is a complexity-theoretic generalization of classical Lebesgue measure. Since
its introduction in 1991 [3], a lot of progress has been made in this 1eld. For recent
surveys, see [4,1].
Resource-bounded measure is de1ned by using martingales, which are strategies for
betting on whether or not strings belong to a language (subset of {0; 1}∗). Martingales
were introduced in the 1930s by Ville [10] and were used extensively in the 1970s by
Schnorr [6,7,8,9] in his investigation of random sequences. Formally, a martingale is
a function d : {0; 1}∗→ [0;∞) such that 2d(w)=d(w1) + d(w0) for any w∈{0; 1}∗.
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A martingale d is said to succeed on an in1nite sequence x if lim supn→∞ d(x[0::n−
1])= +∞. S∞[d] := {x∈C such that d succeeds on x}, where Cantor Space C is the
class of all in1nite binary sequences.
We say d covers an in1nite sequence x if there is a n∈N such that d(x[0::n−1])¿1.
BrieNy speaking, if  is a resource bound (an appropriate class of functions from
{0; 1}∗ into {0; 1}∗), then  induces measure structure on a corresponding class R()
of decision problems in the following way (which will be explained in Section 2). We
say that a set X of in1nite sequences has measure 0 in R() and write (X |R())= 0
if there is a martingale d that succeeds on every element of X ∩R() and is com-
putable in the resource bound . We say that X has measure 1 in R() and we
write (X |R())= 1 if X c, the complement of X in Cantor space C, has measure 0
in R().
When  is the class of all functions from {0; 1}∗ into {0; 1}∗; R() is the Can-
tor space C. In this case, the above de1nition is known [10] to be equivalent to the
classical de1nition of Lebesgue measure 0 and Lebesgue measure 1 subsets of C.
However, Lutz [3] showed that  can be also chosen so that R() is a computa-
tionally interesting, countable subset of C, such as REC (the class of all decidable
languages), E=
⋃∞
c=1 DTIME(2
cn); E2 =
⋃∞
c=1DTIME(2
nc), etc., and that the above
de1nition yields nontrivial, useful measures in such classes.
One of the fundamental theorems of resource-bounded measure is the resource-
bounded Kolmogorov zero-one law in [5]. This result concerns tail sets. A set of
languages is a tail set (or is closed under .nite variations) if every language that has
1nite symmetric diFerence with some element of X is itself an element of X . Notice
that all sets of languages of complexity-theoretic interest are tail sets.
The resource-bounded Kolmogorov zero-one law [5] says that, if X is a tail set
that is measurable in R() (measurability in R() is a complexity-theoretic generaliza-
tion of classic Lebesgue measurability and is de1ned in [5]), then either (X |R())= 0
or (X |R())= 1. When R()=C, this is precisely the classic zero-one law of
Kolmogorov [2].
In this paper, we prove a stronger form of the resource-bounded Kolmogorov zero-
one law. In order to understand this strengthening and its signi1cance, we need to
consider the concept of resource-bounded outer measure. For each set X of languages,
Lutz [5] de1ned the resource-bounded outer measure of X in R(), written 0(X |R()),
to be the in1mum of all d() (where  is the empty string) for which d is a martingale
that covers every element of X ∩R() and is computable in the resource bound .
Note that 0(X |R()) is de1ned and 060(X |R())61 for all X ⊆C. Lutz proved
the following result:
Fact 1 (Lutz [5]). If X is measurable in R(), then (X |R())= 0(X |R()).
The main lemma in Lutz’s proof of the zero-one law was the following.
Lemma 2 (Lutz [5]). If X is a tail set, then 0(X |R())= 0 or 0(X |R())= 1.
Fact 1 and Lemma 2 immediately imply the following.
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Theorem 3 (Resource-bounded Kolmogorov zero-one law [5]). If X is a tail set that
is measurable in R(), then (X |R())= 0 or (X |R())= 1.
By Fact 1.1, Theorem 1.3 can be stated in the following equivalent form
Theorem 1.3′ (Restatement of Theorem 3). If X is a tail set that is measurable in
R() and 0(X |R())¡1, then (X |R())= 0.
In this paper we strengthen Theorem 1.3′ by removing the measurability hypothesis.
We prove the following.
Theorem 4 (Strong resource-bounded Kolmogorov zero-one law). If X is a tail set
and 0(X |R())¡1, then (X |R())= 0.
In the classical case, where R()=C, Theorem 4 follows from Lemma 2, and
is therefore equivalent to Theorem 1.3′, because every set with outer measure 0 is
measurable. However, when R()=E, Lutz [5] has constructed a set X such that
0(X |R())= 0, but (X |R()) 
=0 (X is not measurable in R()). This example is
easily modi1ed to give analogous examples when R() is REC; E2, etc. Thus, in
classes of complexity-theoretic interest, the condition (X |R())= 0 is stronger than
0(X |R())= 0. Thus Theorem 4 is stronger than Theorem 1.3′. The real content of
this strengthening is that if X is a tail set (an essential hypothesis!), then the conditions
0(X |R())¡1; 0(X |R())= 0 and (X |R())= 0 are all equivalent.
Our strong resource-bounded Kolmogorov zero-one law is interesting from a theo-
retical point of view, but it is also useful, because it simpli1es the task of proving
measure results.
In practice to date, proving that a set X has measure 0 in a class R() has gen-
erally involved the construction of a single martingale d that is computable in  and
“wins an in1nite amount of money” on every element of X ∩R() (as in the above
de1nition of measure 0 sets in R()), or else (as in [3]) the construction of an in1nite
sequence d0; d1 : : : of martingales such that the entire sequence is uniformly computable
in , each dk()62−k , and each dk covers every element of X ∩R(). If X is a tail
set (this is a very natural condition), by Theorem 1.4, it now su6ces to show that
0(X |R()), the resource-bounded outer measure of X in R() is ¡1. So we only need
to de1ne a single -computable martingale d that starts with some amount of money
¡1 dollar (e.g., d()= 99 cents) and eventually increases its capital to at least one
dollar on every element of X ∩R(). This would simplify several existing resource-
bounded measure proofs, and may be expected to simplify more such proofs in future
research.
For simplicity, we have restricted the above discussion to resource-bounded
-measure, where  is the uniform probability measure on C. In fact, the classical
Kolmogorov zero-one law holds for every coin-toss (i.e., product) probability measure
 on C [2], and the resource-bounded Kolmogorov zero-one law holds for every coin-
toss probability measure  on C that is computable in  [5]. Similarly, our strong
Kolmogorov zero-one law is more general than Theorem 4. We shall prove that it
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holds for every coin-toss probability measure  on C that is strongly positive (i.e., has
coin biases bounded away from 0 and 1) and computable in .
This paper is organized as follows. Section 2 gives preliminary notation and
terminology. In Section 3, we give needed de1nitions concerning resource-bounded
martingales. In Section 4, we state our main results. In Section 5, we prove the main
lemma in Section 4.
2. Preliminaries
In this paper, N is the set of nonnegative integers, and R is the set of real numbers.
We write {0; 1}∗ for the set of all 1nite binary strings, and we write |x| for the length
of a string x. The empty string, , is the unique string of length 0. The standard enumer-
ation of {0; 1}∗ is the sequence s0 = ; s1 = 0; s2 = 1; s3 = 00; s4 = 01; : : : ordered 1rst
by length and then lexicographically. For n∈N; {0; 1}n denotes the set of all strings
of length n. If x is a string or an in1nite binary sequence, and if 06i6j6|x|, then
x[i::j] is the string consisting of the ith through jth bits of x. In particular, x[0::i − 1]
is the i-bit pre1x of x. We de1ne x[0::− 1] to be , the empty string.
We work in the Cantor space C, consisting of all languages (i.e., decision problems
A⊆{0; 1}∗). We identify each language A with its characteristic sequence, which is the
in1nite binary sequence whose nth bit is 1 if sn ∈A and 0 otherwise, for each n∈N .
Relying on this identi1cation, we also consider C to be the set of all in1nite binary
sequences.
REC is the class of all decidable languages.
E=
⋃∞
c=1 DTIME(2
cn):
E2 =
⋃∞
c=1DTIME(2
nc):
all is the set of all functions from {0; 1}∗ into {0; 1}∗.
rec is the set of all computable functions from {0; 1}∗ into {0; 1}∗ .
p is the set of functions from {0; 1}∗ into {0; 1}∗ that are polynomial time computable.
p2 is the set of functions from {0; 1}∗ into {0; 1}∗ that are computable within time
bound 2(log n)
O(1)
.
Given a resource bound  (an appropriate class of functions from {0; 1}∗ into
{0; 1}∗), Lutz [3] de1ned a class R() of decision problems that corresponds to .
For the classes of interest in this paper, we have the following correspondences:
R(all)=C.
R(rec)=REC.
R(p)=E.
R(p2)=E2.
De!nition. Let X ⊆C. We say X is closed under .nite variations (or X is a tail set)
if for any A; B⊆{0; 1}∗ (i.e., A; B∈C), when (A− B)∪ (B− A) is a 1nite set, A∈X
implies B∈X .
Fact. For any resource bound ; R() is closed under .nite variations.
J.J. Dai / Theoretical Computer Science 292 (2003) 723–732 727
3. Martingales
De!nition. A probability measure on C is a function  : {0; 1}∗→ [0;∞), such that
()= 1 and (w)= (w1) + (w0) for all w∈{0; 1}∗.
Let ˜=(0; 1 : : :) be a sequence of real numbers such that 06i61 for i∈N . We
say  is the ˜ -product probability measure (or ˜ -coin-toss probability measure) if
for every w∈{0; 1}∗; (w1)= (w)|w| and (w0)= (w)(1− |w|).
Example. If i = 12 for every i∈N , then the ˜-product probability measure is , the
uniform probability measure on C.
˜ is called strongly positive if there is an ”¿0 such that ”6i61 − ” for every
i∈N .
In what follows,  is always the ˜-product probability measure for some strongly
positive ˜.
De!nition. A -betting strategy is a function s : {0; 1}∗×{0; 1}→ [0;∞) such that
for any w∈{0; 1}∗; s(w; 1)(w1) + s(w; 0)(w0)= (w), i.e., s(w; 1)|w| + s(w; 0)(1−
|w|)= 1.
Given !∈ [0;+∞); ! and s induce a martingale d : {0; 1}∗→ [0;+∞) recursively
by d()= ! and d(wb)=d(w)s(w; b) for every w∈{0; 1}∗; b∈{0; 1}.
Intuitively, d() is the initial capital we have in a fair (relative to ) betting game,
s is a strategy for betting, and d(w) is the capital we have if the outcomes are the bits
of w.
Let t :N→N be a nondecreasing function such that t(n)¿n for every n∈N .
De!nition. We say that a strategy s is t-computable if there is a function s˜ : {0; 1}∗×
{0; 1}×N→ [0;+∞) such that the following conditions hold:
1. There is an algorithm to compute s˜(w; b; r) in no more than t(|w|+ 1 + r) steps,
for any w∈{0; 1}∗; b∈{0; 1} and r ∈N .
2. |s˜(w; b; r)− s(w; b)|62−r for any w∈{0; 1}∗; b∈{0; 1} and r ∈N .
Let % be a nonempty set of functions from N into N . We say that s is %-computable
if there is a t ∈ % such that s is t-computable.
If martingale d is induced by ! and s, then we say that d is t-computable if s is
t-computable. We say that d is %-computable if s is %-computable.
De!nition. A martingale d is said to succeed on an in1nite binary sequence x if
lim supn→∞ d(x[0::n− 1])= +∞: S∞[d] := {x∈C such that d succeeds on x}.
De!nition. A class X of languages has t-measure 0 (t(X )= 0) if there is a
t-computable martingale d that succeeds on every element of X .
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De!nition. Let % be a nonempty set of functions from N into N . A class X has
%-measure 0 (%(X )= 0) if X has t-measure 0 for some t ∈ %.
De!nition. We say that d covers an in1nite binary sequence x if there is an n∈N
such that d(x[0::n− 1])¿1.
Note that if n=0; d([0::− 1])=d().
De!nition. We say that a martingale d covers a class X of languages if d covers every
element of X .
De!nition. S1[d] := {x∈C such that d covers x}.
Observe that if d()¿1, then S1[d] =C.
4. Main results
In what follows,  is always the ˜-product probability measure for some strongly
positive ˜.
Main lemma. Let  be a strongly positive ˜-product probability measure. Let t0 :N
→N be a nondecreasing function such that t(n)¿n for every n∈N . Let t1 :N→N
be such that t1 is nondecreasing and t1(n)¿n2t0(n2) for every n∈N . Let X ⊆C be
closed under .nite variations. If there is a t0-computable martingale d0 that covers
X with d0()¡1, then there is a t1-computable martingale d1 that succeeds on X ,
therefore t1 (X )= 0.
The proof of this lemma is involved. We defer the proof to Section 5.
The main lemma immediately implies the following
Theorem 1. Let  be the ˜-product probability measure where ˜ is strongly posi-
tive. Let % be a class of functions from N into N such that if t ∈ %; t is nondecre-
asing and t(n)¿n for n∈N , then there is a t1 ∈ % such that t1 is nondecreasing and
t1(n)¿n2t(n2), for n∈N .
Let X ⊆C be closed under .nite variations. If there is a %-computable -martingale
d0 that covers X with d0()¡1, then %(X )= 0.
Let poly be the set of polynomial functions from N into N .
Let poly2 be the set of functions from N into N which are of the form of 2
g(log n),
where g∈ poly.
Let recur be the set of all computable functions from N into N . Clearly poly; poly2
and recur satisfy the hypothesis in the main theorem.
Let % be recur (or poly, or poly2), the main theorem immediately imply the following
Corollary 1. Let  be a strongly positive ˜-product probability measure. Let X ⊆C be
closed under .nite variations. If there is a recur(poly; poly2)-computable -martingale
d0 that covers X with d0()¡1, then recur(poly;poly2)(X )= 0.
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Let d be a function from {0; 1}∗ into {0; 1}∗. Then d is computable in the resource
bound rec(p; p2) if and only if d is recur(poly; poly2)-computable. Recall that
R(rec)=REC; R(p)=E and R(p2)=E2.
If X is closed under 1nite variations, then for any resource bound ; X ∩R() is
closed under 1nite variations (Recall that R() is closed under 1nite variations).
Let = rec; p; p2, respectively, from Corollary 1 (where X is replaced by X ∩R()),
we have the following.
Main theorem (Strong resource-bounded Kolmogorov zero-one law). Let  be a
strongly positive ˜-product probability measure. Let X ⊆C be closed under .nite
variations. Then
1. If 0(X |REC)¡1, then (X |REC)= 0.
2. If 0(X |E)¡1, then (X |E)= 0.
3. If 0(X |E2)¡1, then (X |E2)= 0.
5. Proof of the main lemma
The main idea of the proof of the main lemma is as follows. We construct a betting
strategy s1 by learning the winning strategy from d0. Let s0 be the betting strategy that
induces d0.
For x∈C; x= a1a2 : : : . We de1ne s1(a1 : : : ai; ai+1) := s0(a1 : : : ai; ai+1) for 06i¡n1,
where n1 =min{n∈N : d0(a1 : : : an)¿1}. Observe that n1¡ +∞ if and only if x∈
S1[d0].
Now de1ne b1b2 : : : ∈C recursively by bi+1 =1, if d0(b1 : : : bi1)6d0(b1 : : : bi), and
bi+1 =0 otherwise. When x∈X; n1¡+∞. We de1ne s1(a1 : : : ai; ai+1) := s0(b1 : : : bn1
an1+1 : : : ai; ai+1), for n16i¡n2 where n2 :=min{n¿n1: d0(b1 : : : bn1an1+1 : : : an)¿1}.
If x∈X , since X is closed under 1nite variations, b1 : : : bn1an1+1an1+2 : : : ∈X , so
b1 : : : bn1an1+1an1+2 : : : ∈ S1[d0]. Since d0(b1b2 : : : bi)6d0()¡1 for any i∈N , n2
¡ + ∞. Then we de1ne n3 and so on. Using induction, we can prove that when
x∈X; ni¡+∞ for every i∈Z+. If x∈X , then
d1(a1 : : : an1 )
d1()
=
d0(a1 : : : an1 )
d0()
¿
1
d0()
; (1)
d1(a1 : : : an2 )
d1(a1 : : : an1 )
=
d0(b1 : : : bn1an1+1 : : : an2 )
d0(b1 : : : bn1 )
¿
1
d0()
: (2)
(1)× (2), we get d1(a1 : : : an2 )=d1()¿1=[d0()]2: By induction, d1(a1 : : : anj)=d1()
¿1=[d0()]j for j∈N . So x∈ S∞[d1]. Therefore X ⊆ S∞[d1].
However, there are some problems.
1. d0 is not exactly computable. We do not know whether d(w)¿1 or not.
2. The denominator d(b1 : : : bn1 ) could be extremely small. So to obtain an accurate
result, a huge running time is required.
We have to make some modi1cations. The following is the proof of our main lemma.
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Proof of the main lemma. Assume the hypothesis of the main lemma. Let s0 be the
betting strategy that induces d0, then s0 is t0-computable. We de1ne s : {0; 1}∗×{0; 1}
→ [0;+∞) by s(w; b)= (s0(w; b) + 1)=2 for any w∈{0; 1}∗; b∈{0; 1}, then s is a t0-
computable betting strategy with s(w; b)¿ 12 for any w∈{0; 1}∗; b∈{0; 1}. S induces
a martingale d with d()= 1.
Let !=d0()¡1. s(w; b)= (s0(w; b) + 1)=2¿
√
s0(w; b). So if d0(w)¿1, then
d(w) =
d(w)
d()
¿
√
d0(w)
d0()
=
√
1
!
: (3)
We shall de1ne a -betting strategy s1. First choose some D∈R; 1¡D¡
√
1=!; D is
of m2=2m1 form where m1; m2 ∈N . Let c; c1 be su6ciently large positive integers such
that (D−21−c)=e22−c¿1 (which will be used later in the proof of X ⊆ S∞[d1]); c¿10
and 2c1¿1=a (which will be used in the proof of s1 is t1-computable), where 0¡a6n
61 − a for n∈N . Let s˜ : {0; 1}∗×{0; 1}×N→ [0;+∞) be used to compute s. We
recursively de1ne b1; b2 : : : ∈{0; 1} by
bi+1 =1 if s˜(b1 : : : bi; 1; c + i)6s˜(b1 : : : bi; 0; c + i); bi+1 =0 otherwise.
Claim 1. s(b1 : : : bi; bi+1)61 + 21−(c+i) for i∈N .
Proof. Suppose not. Assume bi+1 =1. (If bi+1 =0, the proof is similar.) Then s˜(b1 : : : bi;
1; c + i)¿1 + 2−(c+i). So s˜(b1 : : : bi; 0; c + i)¿1 + 2−(c+i); s(b1 : : : bi; 0)¿1. Therefore,
s(b1 : : : bi; 1)i + s(b1 : : : bi; 0)(1− i)¿i + 1− i =1. This is a contradiction. So the
claim is proven.
Claim 2. d(b1 : : : bm)6e2
2−c
for any m∈N .
Proof. By Claim 1, for any m∈N; d(b1 : : : bm)=
∏m−1
i=0 s(b1 : : : bi; bi+1)6
∏∞
i=0
(1 + 21−(c+i))6
∏∞
i=0 e
21−(c+i) = e
∑∞
i=0 2
1−(c+i)
= e2
2−c
.
Let d˜ : {0; 1}∗×N→ [0;+∞) such that |d˜(w; r) − d(w)|62−r for any w∈{0; 1}∗
and r ∈N . Given x= a1a2 : : : ∈C, we de1ne n0 := 0; n1 :=min{i∈N : d˜(a1 : : : ai; i +
c)¿D−2−(i+c)}. If no such an i exists, n1 := +∞. If n1¡+∞, de1ne n2 :=min{i¿n1:
d˜(b1 : : : bn1an1+1 : : : ai; i + c)¿D − 2−(i+c)}. If n2¡+∞, de1ne n3 and so on.
Given n∈N . Let j∈N such that nj6n¡nj+1. We de1ne s1(a1 : : : an; an+1) := s(b1 : : :
bnjanj+1 : : : an; an+1). We shall show that X ⊆ S∞[d1] and that s1 is t1-computable.
If x= a1a2 : : : ∈X . Then x∈ S1[d0]. So there is a m∈N such that d0(a1 : : : am)¿1.
By (3), d(a1 : : : am)¿
√
1=!¿D. So n16m¡ +∞. Since d˜(a1 : : : an1 ; n1 + c)¿D −
2−(n1+c). d(a1 : : : an1 )¿D−21−(n1+c). Therefore d1(a1 : : : an1 )¿D−21−(n1+c)¿D−21−c.
Since x∈X; X is closed under 1nite variations, b1 : : : bn1an1+1an1+2 : : : ∈X ⊆ S1[d0].
By Claim 2, for any m∈N; d(b1 : : : bm)6e22−c¡
√
1=!. So by (3), d0(b1 : : : bm)¡1. A
similar argument shows that n2¡∞ and
d(b1 : : : bn1an1+1 : : : an2 )
d(b1 : : : bn1 )
¿
D − 21−c
d(b1 : : : bn1 )
¿
D − 21−c
e22−c
:
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So
d1(a1 : : : an2 ) = d1(a1 : : : an1 )×
d(b1 : : : bn1an1+1 : : : an2 )
d(b1 : : : bn1 )
¿ (D − 21−c=e22−c)2:
By induction, ni¡+∞ for i∈N , and d1(a1 : : : anj)¿((D − 21−c)=e2
2−c
) j. Since (D −
21−c)=e2
2−c
¿1, x∈ S∞[d1]. Therefore X ⊆ S∞[d1].
Now we prove that s1 is t1-computable. The running time for 1nding out b1; b2; : : : ; bn
is no more than nt0(2n + 1 + c). To compute d˜(w1 : : : wm; r), where each wi ∈{0; 1};
r ∈N , we 1rst compute s˜(w1 : : : wi; wi+1; i + c1m + r + c) for 06i¡m, then we use
d(w1 : : : wm)=
∏m−1
i=0 s(w1 : : : wi; wi+1) u
∏m−1
i=0 s˜(w1 : : : wi; wi+1; i + c1m+ r + c).
When we approximately compute
∏m−1
i=0 s˜(w1 : : : wi; wi+1; i+c1m+r+c), after we have
computed the product of two terms, we only preserve the 1rst m+c1m+c+r bits (1rst
bit is not 0), and ignore the rest bits to save running time. We let d˜(w1 : : : wm; r) be this
approximate product. The time to compute s˜(w1 : : : wi; wi+1; i+c1m+r+c) for 06i¡m
is no more than mt0(2m+ c1m+ r + c). After that the time to approximately compute∏m−1
i=0 s˜(w1 : : : wi; wi+1; i+c1m+r+c) (i.e., to compute d˜(w1 : : : wm; r)) is no more than
2m(m+ c1m+ c+ r)2 steps. So d˜(w1 : : : wm; r) is computed in no more than t(|w|+ r)
steps, where t(m)=mt0(m1:5)+m3 for m∈N . To compute s˜1(a1 : : : an; an+1; r), we need
to 1nd out b1; : : : ; bn; n1; : : : ; nj and compute s˜(a1 : : : an; an+1; r) . The total time is no
more than t1(n+ 1 + r). So s1 is t1-computable.
It remains to show that |∏m−1i=0 s˜(w1 : : : wi; wi+1; i+c1m+r+c)−d(w1 : : : wm)|62−(r+1)
and when we approximately compute
∏m−1
i=0 s˜(w1 : : : wi; wi+1; i+ c1m+ r+ c), the error
caused by the truncation is no more than 2−(r+1).
Sketch of the proof.∣∣∣∣ s˜(w1 : : : wi; wi+1; i + c1m+ r + c)s(w1; : : : ; wi; wi+1) − 1
∣∣∣∣
=
1
s(w1; : : : ; wi; wi+1)
× |s˜(w1 : : : wi; wi+1; i + c1m+ r + c)
− s(w1; : : : ; wi; wi+1)|
6 2× 2−(i+c1m+c+r): (4)
For each w∈{0; 1}∗, let n= |w|+1. Then ns(w; 1)+ (1−n)s(w; 0)=1. So ns(w; 1)
61; s(w; 1)61=n61=a. Similarly s(w; 0)61=a. Therefore,
d(a1 : : : am)6
(
1
a
)m
; ∀m∈N; ∀a1; : : : ; am ∈{0; 1}: (5)
Then use (4) to show that∣∣∣∣
[
m−1∏
i=0
s˜(w1 : : : wi; wi+1; r)
s(w1 : : : wi; wi+1)
]
− 1
∣∣∣∣6 2−(r+1+c1m):
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Then use (5)∣∣∣∣m−1∏
i=0
s˜(w1 : : : wi; wi+1; r)− d(w1 : : : wm)
∣∣∣∣
6 d(w1 : : : wm)| ×
∣∣∣∣
[
m−1∏
i=0
s˜(w1 : : : wi; wi+1; r)
s(w1 : : : wi; wi+1)
]
− 1
∣∣∣∣
6
(
1
a
)m
× 2−(r+1+c1m) 6 2−(r+1):
The proof that the error caused by the truncation is no more than 2−(r+1) is straight-
forward. We leave this proof to the readers. So the lemma is proven.
Acknowledgements
I would like to thank Professor J. Lutz for his careful reading a draft of this paper
and his many useful suggestions. I would like to thank an anonymous referee for many
good suggestions.
References
[1] K. Ambos-Spies, E. Mayordomo, Resource-bounded measure and randomness, in: A. Sorbi (Ed.),
Complexity, Logic and Recursion Theory, Lecture Notes in Pure and Applied Mathematics, Marcel
Dekker, New York, 1997, pp. 1–47.
[2] A.N. Kolmogorov, GrundbegriFe der Wahrscheinlichkeitsrechnung, Berlin, 1933. (English translation,
Chelsea, New York, 1950.)
[3] J.H. Lutz, Almost everywhere high nonuniform complexity, J. Comput. System Sci. 44 (1992)
220–258.
[4] J.H. Lutz, The quantitative structure of exponential time, in: L.A. Hemaspaandra, A.L. Selman (Eds.),
Complexity Theory Retrospective II, Springer, Berlin, 1997, pp. 225–254.
[5] J.H. Lutz, Resource-bounded measure, in: Proc. 13th IEEE Conf. on Computational Complexity, IEEE
Press, New York, 1998. pp. 236–248.
[6] C.P. Schnorr, Klassi1kation der Zufallsgesetze nach KomplexitVat und Ordnung, Z. Wahrscheinlichkeit-
stheorie verw. Geb. 16 (1970) 1–21.
[7] C.P. Schnorr, A uni1ed approach to the de1nition of random sequences, Math. Systems Theory 5 (1971)
246–258.
[8] C.P. Schnorr, ZufValligkeit und Wahrscheinlichkeit, Lecture Notes in Mathematics, Springer, Berlin, 1971,
p. 218.
[9] C.P. Schnorr, Process complexity and eFective random tests, J. Comput. System Sci. 7 (1973) 376–388.
[10] J. Ville, WEtude critique de la notion de collectif, 1939.
