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We study a parabolic-elliptic system of partial differential equations, which
describes the chemotactic feature of slime molds. It is known that the blowup solu-
tion forms singularities such as delta functions, referred to as the collapses. Here,
we study the case that the domain is a flat torus and show that the post-blowup
continuation of the solution is possible only when those collapses are quantized
with the mass 8p. © 2002 Elsevier Science (USA)
1. INTRODUCTION
The purpose of the present paper is to introduce weak solutions to a
parabolic-elliptic system of partial differential equations arising in mathe-
matical biology and to describe their profiles.
We consider
ut=N · (Nu−uNv) on W×(0, T)
0=Du−u+v on W×(0, T)
u|t=0=m0(dx) on W,
(1)
where W=R2/(aZ×bZ) is a flat torus, a, b > 0, and m0(dx) a non-negative
Radon measure on W. If W is a bounded domain and Neumann boundary
conditions are imposed for u and v, then it is the system introduced by
Nagai [11] as a simplified form of the one given by Keller and Segel [7].
Those systems are proposed to describe the aggregation of slime molds
caused by their chemotactic features. Recently, their classical solutions
have been studied in detail. The results obtained there hold also for
system (1).
First, if m0(dx)=u0(x) dx and u0(x) is a smooth function, then there
exists a unique classical non-negative solution (u(x, t), v(x, t)) locally in
time. See Yagi [16] and Biler [1]. Henceforth, Tmax ¥ (0,+.] denotes the
maximal time for the existence of the classical solution. Next, the blowup
Tmax <+. actually occurs if ||u0 ||1 > 8p and >W |x−x0 |2 u0(x) dx° 1 for
x0 ¥ W. See Nagai [12]. Here and henceforth, || · ||p denotes the standard Lp
norm. Finally, if Tmax <+. then the relations limt ‘ Tmax ||u(t)||.=+. and
ÄB [ ||u0 ||1/(8p) hold, where
B={x0 ¥ W | there exist tk ‘ Tmax and xk Q x0
such that u(xk, tk)Q+.}
denotes the blowup set of u. Furthermore, we have
u(x, t) dxE C
x0 ¥B
m(x0) dx0 (dx)+f(x) dx (2)
in M(W) as t ‘ Tmax, where m: BQ [8p,.) and 0 [ f ¥ L1(W) 5 C(W0B).
In particular, ||u0 ||1 < 8p implies Tmax=+.. See our previous work [14].
Here and henceforth,M(W)=CŒ(W) denotes the set of Radon measures on
W, and E the f-weak convergence there.
Relation (2) indicates an important phenomenon in mathematical
biology referred to as the chemotactic collapse. Herrero and Vela´zquez [4],
[5] constructed a family of radially symmetric classical solutions defined in
W={x ¥ R2 | |x| < 1} satisfying Neumann boundary conditions, Tmax <
+., B={0}, and m(0)=8p. A natural question is whether m(x0)=8p
always holds or not. If this is the case, one may say that the chemotactic
collapse is quantized. Another question is the possibility of the post-
blowup continuation of the solution. Although we do not have definite
answers to both problems now, they are related, as the former is affirma-
tive only when the latter is possible.
Introducing the notion of weak solutions, we take regard to the fact that
the classical solution satisfies ||u(t)||1=||u0 ||1 for t ¥ [0, Tmax). It is natural to
extend u(t) to a measure. Actually, the weak solution can be defined in
terms of the Green’s function G(x, y) for −D+1 on W.
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To describe the idea, let u=u(x, t) be a classical solution. Then, the
second equation of (1) is equivalent to
v(x, t)=F
W
G(x, y) u(y, t) dy.
Testing t ¥ C2(W) to the first equation of (1), we get
d
dt
F
W
t(x) u(x, t) dx−F
W
Dt(x) (x, t) dx
=F
W
u(x, t) Nt(x) ·Nc(x, t) dx
=F
W
F
W
u(x, t) Nt(x) ·NxG(x, y) u(y, t) dy
=
1
2
F
W
F
W
rt(x, y) u(x, t) u(y, t) dx dy, (3)
where
rt(x, y)=Nt(x) ·NxG(x, y)+Nt(y) ·NyG(x, y). (4)
Here, we have
G(x, y)=
1
2p
log
1
|x−y|
+K(x, y)
with K ¥ C1, h(R2×R2) and h ¥ (0, 1), similarly to [14] concerning the
Neumann boundary condition. This implies
rt(x, y)=−
(Nt(x)−Nt(y)) · (x−y)
2p |x−y|2
+r˜t(x, y)
with r˜t ¥ Ch(R2×R2) and hence rt ¥ L.(W×W) follows.
Letting E0={rt | t ¥ C2(W)}, we have E — E0 À C(W×W) … L.(W×W)
and E0 5 C2(W)/R as Banach spaces. Therefore, E is separable although
L.(W×W) is not. Those relations E0 5 C(W×W)={0} and E0 5 C2(W)/R
are proven in the following way.
First, if t ¥ C2(W) satisfies rt ¥ C(W×W) then it holds that
(Nt(x+h)−Nt(x)) · h
|h|2
=
D2t(x)[h, h]
|h|2
+o(1)
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as hQ 0, where D2t denotes the Hess matrix of t. Diagonalizing D2t(x),
we see that
lim
hQ 0
D2t(x)[h, h]
|h|2
exists only when D2t(x)=a(x) E, where E denotes the unit matrix and
a(x) is a scalar function. This implies t(x1, x2)=a(x
2
1+x
2
2)+bx1+cx2+d
with some a, b, c, d ¥ R. Then, a=b=c=0 follows from the periodicity of
t. Therefore, rt=0 is obtained, and E0 5 C(W×W)={0} is proven.
Next, if r ¥ E0 and r=rt1=rt2 with t1, t2 ¥ C
2(W), it follows that
rt=0 ¥ C(W×W) for t=t1−t2. This implies that t(x) is a constant. The
mapping
[t] ¥ C2(W)/R W rt ¥ E0
is an isomorphism and E0 5 C2(W)/R follows.
The right-hand side of (3) may be written in terms of m(dx, t)=
u(x, t) dx. Also, L1(0, T; E)Œ 5 L.g (0, T; EŒ) holds for T > 0 by Strassen’s
theorem ([9], [6]), where L.g (0, T; EŒ) denotes the set of EŒ-valued,
f-weakly measurable, and essentially bounded functions on (0, T). (Note
that E is separable, but EŒ is not.) Under those considerations, the weak
solution to (1) is defined in the following way.
We say that m=m(dx, t) is a weak solution to (1) if the following condi-
tions are satisfied.
1. It belongs to Cg([O, T),M(W)), which means that m(dx, t) ¥
M(W) for t ¥ [0, T) and the mapping
t ¥ [0, T)W F
W
g(x) m(dx, t) (5)
is continuous for each g ¥ C(W).
2. It is non-negative and satisfies m(dx, 0)=m0(dx).
3. There exists 0 [ n=n(t) ¥ L.g ((0, TŒ), EŒ) for any TŒ < T satisfying
n(t)|C(W×W)=m é m(dx dy, t) (6)
for a.e. t ¥ (0, T).
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4. Mapping (5) is absolutely continuous if g=t ¥ C2(W), and further-
more the relation
d
dt
F
W
t(x) m(dx, t)=F
W
Dt(x) m(dx, t)+
1
2
Ort, n(t)P (7)
holds for a.e. t ¥ (0, T), where rt ¥ E is defined by (4).
A classical solution u=u(x, t) is regarded as a weak solution by m(dx, t)=
u(x, t) dx. If m(dx, t) is a weak solution, then we have
||m(t)||M(W)=F
W
m(dx, t)=F
W
m0(dx)=||m0 ||M(W) (8)
for t ¥ [0, T). This follows from taking t=1 in (7). Furthermore, we have
||n(t)||EŒ=sup{On(t), rP | ||r||L.(W×W)=1, r ¥ E}
\ sup{On(t), fP | ||f||L.(W×W)=1, f ¥ C(W×W)}
=||m(t)||2M(W)=3 F
W
n0(dx)42
for a.e. t ¥ (0, T) by (6) and 1 ¥ C(W×W). Finally, because ||r||.−r \ 0
a.e. in W×W we have O||r||.−r, n(t)P \ 0. Hence
Or, n(t)P [ ||r||. 3 F
W
m0(dx)42
follows for a.e. t ¥ (0, T). Similarly, we have
−Or, n(t)P [ ||r||. 3 F
W
m0(dx)42
and the relation
||n(t)||EŒ=||m0 ||
2
M(W) (9)
is obtained for a.e. t ¥ (0, T).
Equality (9) implies
: d
dt
F
W
t(x) m(dx, t): [ ||Dt||. ||m0 ||M(W)+12 ||rt ||. ||m0 ||2M(W)
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for a.e. t ¥ (0, T) and t ¥ C2(W). Combined with (8), this gives the existence
of
lim
t ‘ T
m(dx, t)=m(dx, T)
f-weakly in M(W). Continuation after t=T is examined by studying the
existence of weak solutions locally in time.
Let
m0(dx)=m
0
s (dx)+f(x) dx (10)
be the Lebesgue–Radon–Nikodym decomposition of m0(dx), so that m
0
s (dx)
( + dx) is singular and f(x) dx=m0a.c.(dx) is absolutely continuous with
0 [ f ¥ L1(W) being the density function. We can show the following.
Theorem 1. If m0s ({x}) < 8p for any x ¥ W, then we have a weak solution
to (1) locally in time, denoted by m=m(dx, t) ¥ Cg([0, T),M(W)), satisfying
m(dx, t)=f(x, t) dx for a.e. t with smooth f=f(x, t).
Theorem 2. If there is x0 ¥ W satisfying m0s ({x0}) < 8p, then system (1)
admits no weak solution.
As a consequence of Theorem 2, if m=m(dx, t) ¥ Cg([0, T),M(W)) is a
weak solution to (1), m(dx, t)=ms(dx, t)+f(x, t) dx indicates the Lebesgue–
Radon–Nikodym decomposition, and Si(t) denotes the set of isolated
points of supp m0s (dx, t), then it holds that
ms(dx, t)|Si(t)=C
N(t)
k=1
mk(t) dxk(t)(dx) (11)
with N(t) ¥N 2 {0}, xk(t) ¥ W, and mk(t) [ 8p. Coming back to the clas-
sical solution, the case Tgmax > Tmax occurs only when m(x0)=8p is satisfied
for each x0 ¥B in (2), where Tgmax denotes the maximal time of the
existence of the weak solution.
The regularity of the weak solution constructed in Theorem 1 is local-
ized. Namely, if ms({x0}, t0) < 8p holds for some (x0, t0) ¥ W×[0, T), then
this m(dx, t) becomes regular near x0 if 0 < t−t0 ° 1. Consequently, it
satisfies ms(dx, t)=ms(dx, t)|Si(t) and mk(t)=8p in (11) for a.e. t ¥ (0, T),
where N(t) is in 0, 1, ..., [||m0 ||M(W)/(8p)].
It is not certain that m(x0)=8p always holds or not in (2), but in con-
nection with this problem of Tgmax > Tmax, we have the following.
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Theorem 3. Given m0(dx) ¥M(W), we have a family of finite difference
approximate solutions {uyh(x, t)} with the space and the time size parameters
h and y, respectively, converging to some m˜=m˜(dx, t) in
L.g (0,.;M(W))
as y=yj a 0 and h=ha a 0.
Above m˜(dx, t) is to be called a subsolution. We can only show
||m˜(dx, t)||M(W) [ l=||m0 ||M(W)
for a.e. t in contrast with (8). It may not be a weak solution to (1) globally
in time, but its profiles are interesting particularly in the case of
m0(dx)=u0(x) dx with smooth u0(x) and Tmax <+..
Theorems 1 and 2 can be extended to the problem on bounded domains
(with smooth boundary) provided with the Neumann condition. We have
only to replace the assumptions m0s ({x}) < 8p and m
0
s ({x0}) > 8p to those
of m0s ({x}) < 4p and m
0
s ({x0}) > 4p in the case that x and x0 are on the
boundary, respectively. Those facts are proven by combining the methods
presented here and those in the previous work [15] of ours.
Theorem 2 is proven by the method of [11]. We take the second
moment of the solution and derive a differential inequality. The proof of
the first part of Theorem 1 and Theorem 3 are rather similar. We take the
limiting process based on the uniform boundedness of approximate solu-
tions. The proof of the second part of Theorem 1, on the other hand,
is more delicate. A compactness result for those approximate solutions
is shown for that purpose, in terms of their concentration functions
(Proposition 6).
This paper is composed of five sections. In Section 2, we prove
Theorem 2. In Section 3, we construct the weak solution under the
assumptions of Theorem 1. Its regularity is proven in Section 4. Finally,
Theorem 3 is proven in Section 5.
2. NON-EXISTENCE
Recall that Tgmax denotes the maximal time for the existence of the weak
solution m=m(dx, t). Given an open sub-manifold w … W, we say that m is
extended in w after Tgmax if the following conditions are satisfied, where
T > Tgmax.
1. It has an extension to Cg([0, T),M(W)) satisfying m(dx, t) \ 0
and ||m(t)||M(W) [ ||m0 ||m(W) for t ¥ [0, T).
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2. It admits an extension of n(t) as 0 [ n=n(t) ¥ L.g (0, TŒ; EŒ) for
any TŒ < T satisfying (6) and (7) for a.e. t ¥ (0, T), where t ¥ C20(w).
Supremum of such T is denoted by Tgmax(w). Similarly to (9), the inequality
||n(t)||EŒ [ ||m0 ||2M(W) (12)
is proven for a.e. t ¥ (0, Tgmax(w)). However, equality (7) is involved by
G(x, y) and the above notion does not mean the localization of m(dx, t) as
a solution to (1).
Henceforth, open ball with the center x0 ¥ W and the radius R > 0 is
denoted by BR(x0). Then Theorem 2 is reduced to the following fact.
Proposition 4. If there exists x0 ¥ W satisfying m0({x0}) > 8p and
F
BR(x0)
|x−x0 |2 m0(dx)=o(R2),
then Tgmax(BR(x0))=o(R
2) as R a 0.
In fact, m0(dx)=m0(dx)−m0({x0}) dx0 (dx) is a nonnegative Radon
measure with n0({x0})=0 and hence
1
R2
F
BR(x0)
|x−x0 |2 m0(dx)
=
1
R2
F
BR(x0)
|x−x0 |2 n0(dx) [ n0(BR(x0))=o(1)
as R a 0. If m0s ({x0}) > 8p furthermore, Proposition 4 is applicable and then
Tgmax=0 follows from T
g
max [ Tgmax(BR(x0)). Thus Theorem 2 is proven.
Similarly to the classical solutions (see [15], e.g. for this case), we show
that the localized second moment of the solution becomes negative in a
finite time to prove Proposition 4. We make use of the cut-off function
introduced by [14], but detailed observations are necessary concerning the
behavior as R a 0.
Let us start the proof of Proposition 4. Given R > 0, we have
F
BR/3(x0)
m0(dx) > 8p
from the assumption. We show the existence of positive constants L and d0
determined by l — ||m0 ||M(W), such that if
1
R2
F
BR(x0)
|x−x0 |2 m0(dx) < d0
24 SENBA AND SUZUKI
then
Tgmax(BR(x0)) [ L F
BR(x0)
|x−x0 |2 m0(dx) (13)
holds. Then, Proposition 4 is proven.
For this purpose, we take F ¥ C.0 (R2) satisfying 0 [ F [ 1, F=F(|x|),
Fr < 0 for r=|x| ¥ (0, 1), and
F(x)=˛1 (|x| [ 1/2)
0 (|x| \ 3/4).
Set f(x)=F(3(x−x0)/R), f˜(x)=F((x−x0)/R), k=f4, and k˜=f˜4. If
R > 0 is small, the closure of BR(x0) is contained in the fundamental region
of W. In this case, k, k˜ ¥ C.0 (W) follows, and henceforth we suppose this
condition.
It holds that
|Nk| [ C0R−1k1/2, |N2k| [ C0R−2k
1
2
|N k˜| [ C0R−1 k˜1/2, |N2k˜| [ C0R−2k˜
1
2
(14)
with a constant C0 > 0 independent of R. Let
M(t)=F
W
k(x) m(dx, t), M˜(t)=F
W
k˜(x) m(dx, t),
I(t)=F
W
|x−x0 |2 k(x) m(dx, t), I˜(t)=F
W
|x−x0 |2 k˜(x) m(dx, t).
We have the following.
Lemma 2.1. The inequality
dI
dt
[ 4M−
M2
2p
+C1R−1(l
3
2+l
1
2) I˜
1
2 (15)
holds for a.e. t ¥ (0, Tgmax(BR(x0))) with a constant C1 > 0 independent of R
and l.
Proof. We suppose x0=0 without loss of generality, and set
w=BR(0) … … W. For the moment, let C > 0 be an absolute constant
changing possibly from line to line.
PARABOLIC-ELLIPTIC SYSTEM OF CHEMOTAXIS 25
We can take t(x)=|x|2 k(x) ¥ C20(w) in (7). This gives
dI
dt
=F
W
D(|x|2 k(x)) m(dx, t)+
1
2
Or, n(t)P
for a.e. t ¥ (0, Tgmax(w)) with
r=r(x, y)=N(|x|2 k(x)) ·NxG(x, y)+N(|y|2 k(y)) ·NyG(x, y).
Here we have
F
W
D(|x|2 k(x)) m(dx, t)=F
W
(4k+4x·Nk+|x|2 Dk) m(dx, t)
[ 4M+CD−1 F
W
|x| k
1
2(x) m(dx, t)
[ 4M+CR−1N
1
2I
1
2 [ 4M+CR−1N
1
2I˜
1
2
by (14), and
r(x, y)=−
(N |x|2 k(x)−N |y|2 k(y)) · (x−y)
2p |x−y|2
+r˜(x, y)
holds with
r˜(x, y)=N(|x|2 k(x)) ·NxK(x, y)+N(|y|2 k(y)) ·NyK(x, y).
Because of K ¥ C1, h(R2×R2), the relations r˜ ¥ C(W×W) … E and
r˜(x, y) [ C(|x| k(x)
1
2+|y| k(y)
1
2)
follow. It holds that
1
2 Or˜, n(t)P=
1
2 F
W
F
W
r˜(x, y) ·m é m(dx dy, t)
[ Cl F
W
|x| k(x)
1
2 m(dx, t) [ Cl
3
2I˜
1
2.
Let
r1(x, y)=
(N |x|2 k(x)−N |y|2 k(y)) · (x−y)
2p |x−y|2
¥ E
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and take f ¥ C(R2×R2) satisfying
f=˛1 1 |x−y| \ R6 2
0 1 |x−y| < R
8
2 .
We have fr1 ¥ C(W×W) and hence (1−f) r1 ¥ E.
If x ¥ BR/3(0) and |x−y| < R/6, then y ¥ BR/2(0) holds. Similarly, y ¥
BR/3(0) and |x−y| < R/6 imply x ¥ BR/2(0). We have r1(x, y)=r˜1(x, y)
for |x−y| < R/6, where
r˜1(x, y)=−
(k˜(y) N |x|2 k(x)− k˜(x) N |y|2 k(y)) · (x−y)
2p |x−y|2
.
This implies (1−f) r1=(1−f) r˜1 ¥ E. We also have fr˜1 ¥ C(W×W) and
hence r˜1 ¥ E follows. Therefore, it holds that
Or1, n(t)P=Ofr1, n(t)P+O(1−f) r1, n(t)P
=Ofr1, n(t)P+O(1−f) r˜1, n(t)P
=Of(r1− r˜1), n(t)P+Or˜1, n(t)P
=F
W
F
W
f(x, y)(r1(x, y)− r˜1(x, y)) m é m(dx dy, t)+Or˜1, n(t)P.
Here, we have N |x|2 k(x)=2xk(x)+|x|2 Nk(x) with
|x Nk(x)| [ Ck
1
2(x)
by (14). It holds that |N |x|2 k(x)| [ C |x| k
1
2(x) and hence
: F
W
F
W
f(x, y)(r1(x, y)− r˜1(x, y)) m é m(dx dy, t):
[ F
W
F
W
f(x, y)(|r1(x, y)|+|r˜1(x, y)|) m é m(dx dy, t)
CR−1l F
W
|x| k
1
2(x) m(dx, t) [ CR−1N
3
2I˜
1
2
follows.
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On the other hand, we have
(k˜(y) N |x|2 k(x)− k˜(x) N |y|2 k(y)) · (x−y)
=2(k˜(y) k(x) x− k˜(x) k(y) y) · (x−y)
+(k˜(y) |x|2 Nk(x)− k˜(x) |y|2 Nk(y)) · (x−y)
=2k˜(y) k(x) |x−y|2+F(x, y)
with
F(x, y)=2(k˜(y) k(x)− k˜(x) k(y))[y · (x−y)]
+k˜(y)[x · (x−y)][Nk(x) · (x−y)]
+([x ·y] k˜(y) Nk(x)− |y|2 k˜(x) Nk(y)) · (x−y).
Here we note
|k(x)−k(y)|+|k˜(x)− k˜(y)| [ CR−1 |x−y|
and k˜ \ k. The inequality
|k˜(y) k(x)− k˜(x) k(y)|
[ k˜(y) |k(x)−k(y)|+k(y) |k˜(x)− k˜(y)|
[ CR−1 |x−y| k˜(y)
holds and thus we obtain
|(k˜(y) k(x)− k˜(x) k(y))[y · (x−y)]| [ CR−1 |x−y|2 |y| k˜(y).
Similarly, inequality (14) implies
|k˜(y)[x · (x−y)][Nk(x) · (x−y)]| [ CR−1 |x−y|2 |x| k(x)
1
2.
Finally, we note
|([x ·y] k˜(y) Nk(x)− |y|2 k˜(x) Nk(y)) · (x−y)|
[ |(x−y) ·y| k˜(y) |Nk(x)| |x−y|
+|y|2 |k˜(y) Nk(x)− k˜(x) Nk(y)| |x−y|
[ |y| k˜(y) |Nk(x)| |x−y|2
+|y|2 k˜(y) |Nk(x)−Nk(y)| |x−y|
+|y|2 |Nk(y)| |k˜(x)− k˜(y)| |x−y|,
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where the right-hand side is estimated from above by
CR−1 |y| k˜(y) |x−y|2+CR−2 |y|2 k˜(y) |x−y|2
CR−1 |y|2 ·k(y)
1
2 R−1 |x−y|2
[ CR−1 |x−y|2 |y| k˜(y)+CR−1 |x−y|2 |y| k˜(y)
CR−1 |x−y|2 |y| k(y)
1
2.
In use of F1(x, y)=F(x, y)/|x−y|2, those relations are summarized as
− r˜1(x, y)=
k˜(y) k(x)
p
+F1(x, y)
with
|F1(x, y)| [ CR−1 |y| k˜(y)
1
2 — F0(x, y).
We have F0 ¥ C(W×W) … E and hence
|OF1, n(t)P| [ OF0, n(t)P
=F
W
F
W
F0(x, y) m é m(dx dy, t)
[ CR−1l
3
2I˜
1
2(t)
follows from n(t) \ 0.
We also have
Ok˜(y) k(x), n(t)P=F
W
F
W
k˜(y) k(x) m é m(dx dy, t)=M˜(t) M(t),
and the inequality
1
2
F
W
F
W
r˜1(x, y) n(dx dy, t) [ −
M˜(t) M(t)
2p
+CR−1l
3
2I˜
1
2(t)
[ −
M(t) M(t)
2p
+CR−1l
3
2I˜
1
2(t)
is obtained. We get (15) as
dI
dt
[ 4M−
1
2p
M2+C1R−1(l
1
2+l
3
2) I˜
1
2
and the proof is complete.
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We also have the following.
Lemma 2.2. There exists a constant C2 > 0 independent of R and l
satisfying
: d
dt
F
W
t(x) m(dx, t): [ C2R−2(l+l2) (16)
for a.e. t ¥ (0, Tgmax(BR(x0))), where t=k, k˜, k˜−k.
Proof. Inequality (16) is an immediate consequence of (7), (14), and
(12).
We are ready to give the following.
Proof of Proposition 4. First, we have
M(0) \ F
BR/3(x0)
m0(dx) > 8p
from the assumption. Let d ¥ (0, M(0)
2
2p −4M(0)). In view of
m(R) — F
BR(x0)
|x−x0 |2 dm0(dx)=o(R2)
we can take R > 0 sufficiently small, satisfying
m(R) < 1 Rd
24C1(l3/2+l1/2)
22
and
T <min 3 R2 d
4(4+l/p) C2(l+l2)
, 1 d
4C1(l3/2+l1/2)
22 · R2
C2(l+l2)
4 (17)
for T — 8m(R)/d. We shall show that T [ Tgmax(BR(x0)) is a contradiction.
To see this, suppose the contrary, T > Tgmax(BR(x0)). We have
F
W
(k˜(x)−k(x)) m0(dx) [ F
BR(x0)0BR/6(x0)
m0(dx)
[ 1 6
R
22 m(R) < 1 d
4C1(l3/2+l1/2)
22 (18)
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and hence
d
dt
I(t) [ 4M(t)−
1
2p
M(t)2+C1R−1(l3/2+l1/2)
·3I(t)+F
W
|x−x0 |2 (k˜(x)−k(x)) m(dx, t)4 12
[ 4M(t)−
1
2p
M(t)2+C1R−1(l3/2+l1/2) I(t)
1
2
+C1R−1(l3/2+l1/2) 3 F
W
|x−x0 |2 (k˜(x)−k(x)) m(dx, t)4 12
[ 4M(t)−
1
2p
M(t)2+C1R−1(l
3
2+l
1
2) I(t)
1
2
+C1(l
3
2+l1/2) 3 F
W
(k˜(x)−k(x)) m(dx, t)4 12 (19)
for t ¥ [0, T] by Lemma 2.1. We also have by Lemma 2.2 and (17) that
|M(t)−M(0)| [ F t
0
|MŒ(s)| ds [ C2R−2(l+l2) T [
d
4(4+l/p)
for t ¥ [0, T]. This gives
4M(t)−
M(t)2
2p
=4M(0)−
M(0)2
2p
+14−M(t)+M(0)
2p
2 (M(t)−M(0))
[ −d+(4+l/p) ·
d
4(4+l/p)
=−
3
4
d
by M(t) [ l. Finally, in use of Lemma 2.2, (18), and (17), we have for
t ¥ [0, T] that
F
W
(k˜(x)−k(x)) m(dx, t)
[ F
W
(k˜(x)−k(x)) m0(dx)+F
t
0
: d
ds
F
W
(k˜(x)−k(x)) m(dx, s): ds
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[ 1 d
4C1(l3/2+l1/2)
22+C2R−2(l+l2) T
[ 1 d
4C1(l3/2+l1/2)
22+1 d
4C1(l3/2+l1/2)
22
[ 1 d
2C1(l3/2+l1/2)
22.
In this way, inequality (19) implies
d
dt
I(t) [ −
d
4
+C1R−1(l3/2+l1/2) I(t)
1
2 (20)
for t ¥ [, T].
We have
I(0)=m(R) < 1 Rd
24C1(l3/2+l1/2)
22
and the right-hand side of (20) is less that −d/6 at t=0. Then, the con-
tinuation argument guarantees that I(t) is monotone decreasing and
dI
dt
[ −
d
6
keeps to hold for t ¥ [0, T]. This implies I(T) < 0 by I(0)=m(R) < dT/6,
a contradiction.
We have proven Tgmax(BR(x0)) [ T=8m(R)/d. Inequality (13) holds for
L=8/d and the proof is complete.
3. EXISTENCE
This section is devoted to the proof of the first part of Theorem 1. We
show the following.
Proposition 5. If m0({x}) < 8p for any x ¥ W, then Tgmax > 0 holds in (1).
For this purpose, we take the function F introduced in the proof of
Proposition 4 and set H(x, t)=t−2F(x/t) for t > 0. If the integer n is suf-
ficiently large, H(· , n−1) is regarded as a function defined on W. Then, the
smooth function
un0(x)=F
W
H(x−y, n−1) m0(dy) \ 0 (21)
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is also defined there. It holds that ||un0 ||1=||m0 ||M(W) — l and un0(x) dxE
m0(dx) inM(W) as nQ..
Let un(x, t) be the classical solution to (1) with the initial value un0(x),
and Tnmax > 0 be its maximal time of existence. If T
n
max <+., then we have
xn ¥ W satisfying
lim inf
t ‘ Tnmax
||un(t)||L1(BR(xn)) \ 8p (22)
for any R > 0 by (2). Let a subsequence {xnŒ} of {xn} converge to x0 ¥ W.
From the assumption on m0(dx), we have R > 0 and d > 0 independent of
x0 ¥ W satisfying m0(B3R(x0)) < 8p−d.
Let j(x)=F((x−x −n)/(2R)). The inequality
: d
dt
F
W
unŒ(x, t) j(x) dx : [ CR−2(l+l2)
is obtained similarly. We get
||unŒ(t)||L1(BR(xnŒ)) [ ||u
nŒ
0 ||L1(B2R(xn))+F
t
0
: d
ds
F
W
unŒ(x, s) j(x): ds
[ ||unŒ0 ||L1(B2R(xnŒ))+tCR
−2(l+l2)
for t ¥ [0, TnŒmax). Here, we have
lim sup
nŒQ.
||unŒ0 ||L1(B2R(nŒ)) [ lim sup
nŒQ.
||unŒ0 ||L1(B(5R)/2(x0))
[ m0(B3R(0)) < 8p−d
and therefore
||unŒ(t)||L1(BR(xnŒ)) < 8p−d+tCR
−2(l+l2)
holds for nŒ sufficiently large. Sending t ‘ TnŒmax, we get
TnŒmax \
d
CR−2(l+l2)
— Tg
by (22).
Let mnŒ(dx, t)=unŒ(x, t) dx \ 0 and
nnŒ(dx dy, t)=unŒ(x, t) unŒ(y, t) dx dy \ 0.
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We have
||mnŒ(t)||M(W)=F
W
mnŒ(dx, t)=||unŒ0 (t)||1=l,
nnŒ(t)|C(W×W)=mnŒ é mnŒ(dx dy, t),
||nnŒ(t)||EŒ=||unŒ(t)||
2
1=l
2,
and
F
W
t(x) mnŒ(dx, t)−F
W
t(x) mnŒ0 (dx)=F
t
0
ds F
W
Dt(x) mnŒ(dx, s)
+12 F
t
0
ds F
W
F
W
rt(x, y) nnŒ(dx dy, s)
for t ¥ C2(W) and t ¥ [0, Tg].
Passing through a subsequence, we get
mnŒ(dx, t)E mˆ(dx, t) \ 0 and nnŒ(dx dy, t)E n(dx dy, t) \ 0
in L.g (0, Tg;M(W)) and L
.
g (0, Tg, EŒ), respectively. Because C(W) and E
are separable, we may suppose also that mnŒ(t)E mˆ(t) and nnŒ(t)E n(t) for
a.e. t ¥ (0, Tg) inM(W) and EŒ, respectively. We have
n(t)|C(W×W)=mˆ é mˆ(dx dy, t), ||mˆ(t)||M(W) [ l, ||n(t)||EŒ [ l2,
and
F
W
t(x) m(dx, t)−F
W
t(x) m0(dx)=F
t
0
ds F
W
Dt(x) mˆ(dx, s)
+12 F
t
0
ds F
W
F
W
rt(x, y) n(dx dy, s) (23)
for a.e. t ¥ (0, Tg).
The right-hand side of (23) can be written as OF(t), tP with t ¥ [0, Tg]W
OF(t), tP being Lipschitz continuous for t ¥ C2(W). From the left-hand side
of (23), on the other hand, F(t) is a measure satisfying ||F(t)||M(W) [
2l for a.e. t ¥ (0, T). Therefore, F is regarded as an element in Cg([0, Tg],
M(W)), and as a consequence, we have m(dx, t) ¥ Cg([0, Tg],M(W))
satisfying m(dx, t)=mˆ(dx, t) for a.e. t ¥ (0, Tg), and
F
W
t(x) m(dx, t)−F
W
t(x) m0(dx)=OF(t), tP
for t ¥ [0, Tg] and t ¥ C(W).
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This implies that
OF(t), tP=F t
0
ds F
W
Dt(x) m(dx, s)
+12 F
t
0
ds F
W
F
W
rt(x, y) n(dx dy, s)
for t ¥ [0, Tg] and t ¥ C2(W). The mapping
t ¥ [0, Tg]W F
W
t(x) m(dx, t)
is absolutely continuous and relation (7) holds for a.e. t ¥ (0, Tg).
It also follows that m(dx, 0)=m0(dx) and (6) holds for a.e. t ¥ (0, T).
Thus, m(dx, t) ¥ Cg([0, Tg],M(W)) is a weak solution to (1). The relation
Tgmax \ T* follows, and the proof is complete.
By the method of [13], we get a family of classical stationary solutions
{(l, ul(x))} provided with the properties that
||ul ||1=lQ 8p and ul(x) dxE 8p dx0 (dx)
with x0 ¥ W. Then, by taking un0(x)=ul(x), we can show similarly that the
singular limit 8p dx0 (dx) is regarded as a weak solution to (1) with
Tgmax=+..
4. REGULARITY
The latter part of Theorem 1 is obtained by detailed studies on the
family {un} of approximate solutions.
Let {un0} be a sequence of non-negative smooth functions on W satisfying
||un0 ||1=ln Q l > 0, and u
n(x, t) be the classical solution to (1) for m0(dx)=
un0(x) dx with the maximal time of the existence denoted by T
n
max > 0. The
concentration function Qn(r) of un0(x) is given by
Qn(r)=sup
x ¥ W
||un0 ||L1(BR(x)).
We can show the following.
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Proposition 6. If
lim sup
nQ.
Qn(3R) < 8p (24)
for some R > 0, then
T
a
=lim inf
nQ.
Tnmax > 0 (25)
holds and any {unŒ} … {un} has a subsequence converging in C2, 1(W×(0, T])
for some T ¥ (0, T
a
).
The local version is proven similarly although the detailed proof is not
described here: Let w … W be an open sub-manifold and
Qnw(r)=sup
x ¥ W
||un0 ||L1(Br(x) 5 w)
the localized concentration function of un0(x). Then, if (25) and
lim sup
nQ.
Qnw(R) < 8p
hold with R > 0, then there exists T ¥ (0, T
a
) such that
{un} … C2, 1(w×(0, T])
is pre-compact.
Proposition 6 implies the latter part of Theorem 1 in the following way.
Recall that un0(x) is defined by (21) in the proof of its former part (Propo-
sition 5). We have ||un0 ||L1(Br(x)) [ m0(Br+n −1(x)) for x ¥ W and hence
Qn(r) [ Q0(r+n−1) (26)
holds for Q0(r)=supx ¥ W m0(Br(x)).
Under the assumption of Theorem 1, each x ¥ W admits r > 0 satisfying
m0(Br(x)) < 8p. We have a constant d > 0 and a covering {Bri (xi)}
n
i=1 of W
satisfying m0(Bri (xi)) < 8p−d for i=1, 2, ..., n. Then there exists R > 0
such that any x ¥ W admits i satisfying BR(x) … Bri (xi). This impliesQ
0(R) [
8p−d. Proposition 6 is applicable by (26), to the family {un} of approxi-
mate solutions given in the proof of Proposition 5. We have T ¥ (0, T
a
), a
subsequence {unœ} … {unŒ}, and u ¥ C2(W×(0, T]) with unœ(x, t) converging
to u(x, t) locally uniformly in (x, t) ¥ W×(0, T]. This gives m(dx, t)=
u(x, t) dx for t ¥ (0, T] and the proof is complete.
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Let us describe the plan of the proof of Proposition 6. Relation (25) is
proven similarly to Proposition 5. We show that {||un||C2+h, 1+h/2(W×[y, T])} is
bounded for some T ¥ (0, T
a
), where T ¥ (0, T) and h ¥ (0, 1). This estimate
is localized and shown first under the assumption that the local L1 norm of
the initial value is sufficiently small. Then, the best constant 8p is derived
by the rearrangement technique.
First, we note ||un(t)||1=||u
n
0 ||1=ln=O(1) for t ¥ [O, Tnmax). Then the
second equation of (1) implies
sup
t ¥ [0, Tnmax)
||vn(t)||W1, q(W) <+.
for q ¥ [1, 2) by the L1 estimate of [2]. Gagliardo–Nirenberg’s inequality
also holds as we have
||w||22 [K2(||Nw||21+||w||21)
for w ¥W1, 1(W), where K > 0 is a constant determined by W.
The following lemma is proven by the method of [14]. There, the initial
values are supposed to be smooth, and the estimates are involved by the
norms on their higher derivatives. However, here we show that a kind of
smoothing effect arises in t > 0.
Lemma 4.1. There exists T ¥ (0, T
a
) determined by W, l, and sufficiently
small R > 0 such that if
||un0 ||L1(B3R(x0)) [ 1/(64K
2), (27)
then each y ¥ (0, T) admits C > 0 satisfying
||un||C2+h, 1+h/2(BR(x0)×[y, T]) [ C
for n=1, 2, ..., where h ¥ (0, 1).
Proof. We drop the suffix n for simplicity of writing. For 0 < RŒ <
R° 1, the cut-off function k=kx0, RŒ, R ¥ C
.
0 (W) introduced by (14)
satisfies
0 [ k [ 1, k=1 on BRŒ(x0), supp k … Br(x0),
and
|Nk| [ A(R−RŒ)−1 k5/6, |N2k| [ B(R−RŒ)−2 k2/3
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with absolute constants A > 0 and B > 0. Given small R > 0, we apply (3)
to t=k — kx0, (5/2) R, 3R. We get
: d
dt
F
W
uk dx: [ ||Dk||. l+12 ||rk ||. l2.
(Recall l=||u0 ||1.) If T1 ¥ (0, Ta ) is taken as
1 ||Dk||. l+12 ||rk ||. l22 T1 [ 164K2 ,
the inequality
||u(t)||L1(B(5/2) R(x0)) [
1
32K2
(28)
holds for t ¥ [0, T1] by (27).
Let k1=kx0, 2R, (5/2) R. From the proof of Lemmas 4, 7 of [14], we have
F
W
u2k1 [ 2K2 F
B(5/2) R(x0)
u dx ·F
W
u−1 |Nu|2 k1 dx+K2 1 A28R2+12 l2 (29)
and
d
dt
F
W
(u log u) k1 dx+
1
4
F
W
u−1 |Nu|2 k1 dx [ 2 F
W
u2k1 dx+LR−6,
where L > 0 is a constant determined by |W| and l. Here and henceforth, | · |
denotes the Lebesgue measure. Those relations imply
d
dt
F
W
(u log u) k1 dx+
1
4
11−16K2 F
B(5/2) R(x0)
u dx2 ·F
W
u−1 |Nu|2 k1 dx [ C3
for t ¥ [0, T
a
). Here and henceforth, Ci (i=3, 4, · · · ) denotes positive
constants determined by W, l, and R.
Let t ¥ [0, T1]. In use of (28) we get
d
dt
F
W
(u log u) k1 dx+
1
8
F
W
u−1 |Nu|2 k1 dx [ C3. (30)
We also have
F
W
u2k1 dx [
1
16
F
W
u−1 |Nu|2 k1 dx+K2 1 A28R2+12 l2 (31)
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by (29). Therefore,
d
dt
F
W
(u log u) k1 dx+2 F
W
u2k1 dx [ C4
follows.
In terms of J(t) — >W (u log u+e−1) k1 dx \ 0, this implies
dJ
dt
+3J
3
2 [ C4−2 F
W
u2k1 dx+3 F
W
(u log u+e−1)
3
2 k1 dx · |W|
1
2.
Because of the elementary inequality u log u [ 4u5/4 for u > 0, the right-
hand side is estimated from above by
C5 11+F
W
u
15
8k1 dx2−2 F
W
u2k1 dx [ C6.
We get
d
dt
J(t)+3J(t)3/2 [ C6
for t ¥ [0, T1].
We also have
d
dt
t−2+3(t−2)3/2=t−3.
Here, F(J) — J3/2+ is a continuously differentiable function of J ¥ R. If
T ¥ (0, T1) is taken as T3C6 [ 1, we have t−3 \ C6 for t ¥ (0, T). Hence
J(t)=F
W
((u log u)(t)+e−1) k1 [ t−2 (32)
follows for t ¥ (0, T]. Coming back to (30), this implies
1
8 F
t1
t
K(s) ds [ t−2+C3T, (33)
where K(t)=>W u−1 |Nu|2 k1 dx and 0 < t [ t1 [ T.
Now we repeat the proof of Lemma 5 of [14] based on (32) and (33),
taking t=y/2 as an initial time, where y ¥ (0, T). Henceforth, Ci (i=
7, 8, 9, ..., ) denote positive constants determined by y besides W, l, and R.
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Its first step ensures
d
dt
F
W
u2k2 dx+
1
2
F
W
|Nu|2 k2 dx [ C7 (34)
for t ¥ [y/2, T], where k2=kx0, (3/2) R, 2R. We have
4
y
F
3
4 y
1
2 y
K(s) ds [ C8
by, (33). There exists y1 ¥ (12 y,
3
4 y) satisfying K(y1) [ C8. This implies
F
W
u2k1 dx [ C9
at t=y1 by (31). Inequality (34) now gives
F
W
u2k2 dx+
1
2 F
t
y1
K1(s) ds [ C10 (35)
for t ¥ [y1, T], where K1(t)=>W |Nu|2 k2 dx. In particular,
F
7
8 y
3
4 y
||Nu(s)||2L2(B(3/2) R(x0)) ds [ 2C10
follows, and we have y2 ¥ (34 y,
7
8 y) satisfying
||Nu(y2)||L2(B(3/2) R(x0)) [ C11 (36)
similarly. This implies ||u(y2)||Lp(B(3/2) R(x0))=O(1) for any p ¥ [1,.) fixed, by
Sobolev’s inequality.
Based on this fact, we can perform the second step and the former part
of the third step of Lemma 5 of [14]. Let R1=(3R)/2 and take R2 ¥
(R, R1). Given p ¥ [1,.), we have C > 0 satisfying
sup
t ¥ [y2, T2]
||u(t)||Lp(BR2 (x0)) [ C.
The second equation of (1) now gives
sup
t ¥ [(7/8) y, T2]
||v(t)||W2, p(BR3 (x0)) [ CŒ
with CŒ > 0, where R3 ¥ (R, R2). We obtain
sup
t ¥ [(7/8) y, T2]
||v(t)||C1+h(BR3 (x0)) [ C12 (37)
by taking p > 2, where h ¥ (0, 1).
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We now take R4 ¥ (R, R3) and set k3=kx0, R4, R3 . Multiplying −N ·
(k3 Nu) to the first equation of (1), we have
1
2
d
dt
F
W
|Nu|2 k3 dx+F
W
|Du|2 k3 dx
=F
W
[N · (u Nv)] N · (k3 Nu) dx−F
W
(Du) Nk3 ·Nu dx
=F
W
[N · (u Nv)](Du) k3 dx+F
W
[N · (u Nv)−Du] Nu ·Nk3 dx
=F
W
(Nu ·Nv−u2+uv)(Du) k3 dx−F
W
(Du) Nu ·Nk3 dx
+F
W
(Nu ·Nv−u2+uv)(Nu ·Nk3) dx.
Here, the second equation of (1) is made use of. The right-hand side is
estimated from above by
1
2 F
W
|Du|2 k3 dx+F
W
u4k3 dx+F
W
u2v2k3 dx
+C13 F
W
|Nu|2 (|Nv|2+1) k3/23 dx
[ 12 F
W
|Du|2 k3 dx+C14 1 F
W
|Nu|2 k2 dx+12
because of (37). We obtain
d
dt
F
W
|Nu|2 k3 dx+F
W
|Du|2 k3 [ 2C14 1 F
W
|Nu|2 k2 dx+12
for t ¥ [y2, T]. This implies
16
y
F
15
16 y
7
8 y
||Du(s)||2L2(BR4 (x0)) dx [ C15
by (35) and (36). We have y3 ¥ (78 y,
15
16 y) satisfying
||Du(y3)||
2
L2(BR4 (x0))
[ C15.
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This implies
||u(y3)||L.(BR4 (x0)) [ C16 (38)
by Morrey’s inequality.
Based on (38), we can perform the latter part of the third step of the
proof of Lemma 5 of [14]. The iteration scheme gives
sup
t ¥ [y3, T]
||u(t)||L.(BR5 (x0)) [ C17,
where R5 ¥ (R, R4). Then, the standard parabolic estimate (see [8]) implies
||u||C2+h, 1+h/2(BR(x0)×[y, T]) [ C
with a constant C > 0. The proof is complete.
We turn to the proof of Proposition 6. Passing through a subsequence,
we may suppose that un0(x) dxE m0(dx) \ 0 in M(W). We have m0(W)=l
and the setS={x ¥ W | m0({x}) \ 1/(64K2)} is finite.
Given x ¥ W0S, we have R=Rx > 0 and n0=n0x satisfying
||un0 ||L1(BR(x)) [ 1/(64K
2)
for n \ n0. From Lemma 4.1, we have Tx ¥ (0, Ta ] such that y ¥ (0, Tx)admits C > 0 satisfying
||un||C2+h, 1+h/2(BR/3(x)×[y, Tx]) [ C
for n \ n0x.
For r > 0 small, the set Sr={x ¥ W | dist(x,S) < r} is open. Compact-
ness of W0Sr implies the existence of n1=n1r and T2=T2r ¥ (0, Ta ), suchthat any y ¥ (0, T2) admits C > 0 satisfying
||un||C2+h, 1+h/2(W0Sr ×[y, T2]) [ C (39)
for n \ n1.
Now we apply the following lemma to each x0 ¥S, where d > 0 and
R > 0 are small.
Lemma 4.2. There exists T ¥ (0, T
a
) determined by d and R such that if
||un0 ||L1(B3R(x0)) [ 8p−2d and y ¥ (0, T), then we have Cˆn > 0 determined by
an=||un||C2+h, 1+h/2(B4R(x0)0BR/4(x0)×[(1/4) y, T]),
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y, and R, satisfying
||un||C2+h, 1+h/2(BR(x0)×[y, T]) [ Cˆn (40)
for n=1, 2, ... .
Taking regards to (39), assumption (24), and the finiteness of S, we get
T ¥ (0, T
a
) and C > 0 independent of n satisfying
||un||C2+h, 1+h/2(W×[y, T]) [ C.
Proposition 6 follows in this way.
In the radially symmetric case, Lemma 4.2 can be proven by the method
of Biler [1]. We apply the rearrangement technique to treat the general
case. A positive constant determined by an besides y (possibly changing
from line to line) is henceforth denoted by Can . Then the second equation of
(1) implies
||vn||C2+h, 1+h/2(B3R(x0)0BR/3(x0)×[y/2, T]) [ Can .
Let F be the function introduced in the proof of Proposition 4 and set
f(x)=F((x−x0)/(2R)).
Given s ¥ [0, |B3R(x0)|) and t ¥ [0, Ta ), we put
mn(s, t)=|{x ¥ B3R(x0) | (unf)(x, t) > s}|
and
(unf)* (s, t)=inf{s > 0 | mn(s, t) [ s}.
Then the relation s=(unf)* (mn(s, t), t) follows. Let
kn(s, t)=F s
0
(unf)* (sŒ, t) dsŒ.
The functions kn and kns are Lipschitz continuous in (s, t). By a theorem of
Mossino and Rakotoson [10], we have
F
{x ¥ B3R(x0) | (u
n
f)(x, t) > s}
“
“t (u
nf) dx=
“kn
“t (m
n(s, t), t) (41)
for a.e. (s, t) ¥ (0, |B3R(x0)|)×(0, Ta ). We also have
kn(mn(s, t), t)=F
{x ¥ B3R(x0) | (u
n
f)(x, t) > s}
unf dx.
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The following lemma is proven similarly to Lemma 4 of Diaz and Nagai
[3].
Lemma 4.3. Under the assumptions of the previous lemma, there is a
constant Ln > 0 determined by an and R such that
“kn
“t −4ps
“2kn
“s2 −(k+Lns)
“kn
“s −Lns [ 0 (42)
for a.e. (s, t) ¥ (0, |B2R(x0)|)×(y2 , T). Furthermore, we have
kn|s=0=0 and
“kn
“s
:
s=|B2R(x0)|
=0 (43)
for t ¥ [y2 , T].
Proof. Equalities (43) are obtained immediately. Showing (42), we drop
the suffix n again. Let t ¥ (y2 , T). Given r ¥ (0, (uf)* (0, t)) and h > 0, we set
Trh(s)=˛0 (s [ r)s−r (r < s [ rh)
h (s > r+h).
It holds that Trh((uf)( · , t)) ¥W1,.0 (B2R(x0)).
In use of the first equation of (1), we have
F
W
“
“t (uf) ·Trh(uf) dx=FW utf ·Trh(uf) dx
=−F
W
Nu · (f NTrh(uf)+Trh(uf) Nf) dx
+F
W
u Nv · (f NTrh(uf)+Trh(uf) Nf) dx
=−F
W
N(uf) ·NTrh(uf) dx+F
W
(uf) Nv ·NTrh(uf) dx
+F
W
Trh(uf)(−N · (u Nf)−Nu ·Nf+u Nv ·Nf) dx.
(44)
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Because supp |Nf| and supp |Df| are contained in B2R(x0)0BR(x0), the
function g=−N · (u Nf)−Nu ·Nu ·Nf+u Nv ·Nf satisfies
||g||L.(W×[y/2, T]) [ Ca.
The last term of the right-hand side of (44) is treated as
: 1
h
F
W
Trh(uf) g dx:=: 1h F{(uf) > r+h} hg dx+1h F{r < (uf) [ r+h} (uf−r) g dx:
[ ||g||. |{(uf) > r+h}|+||g||. |{r < (uf) [ r+h}|.
This implies
lim sup
h a 0
: 1
h
F
W
Trh(uf) g dx : [ ||g||. m(r, t).
The first term of the right-hand side of (44) is treated as
lim
h a 0
1
h
F
W
N(uf) ·NTrh(uf) dx
=lim
h a 0
1
h
3 F
{(uf) > r}
|N(uf)|2 dx−F
{(uf) > r+h}
|N(uf)|2 dx4
=−
“
“r F{(uf) > r} |N(uf)|
2 dx.
Finally, letting
Srh(s)=F
s
0
s
d
ds
Trh(s) ds=˛0 (s [ r)12 (s2−r2) (r < s [ r+h)
h 1r+h
2
2 (s > r+h),
we have
F
W
(uf) Nv ·NTrh(uf) dx=F
W
Nv ·NSrh(uf) dx=F
W
(u−v) Srh(uf) dx
from the second equation of (1). The second term of the right-hand side of
(44) is treated as
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lim
h a 0
1
h
F
W
(uf) Nv ·NTrh(uf) dx
=lim
h a 0
1
2h
F
{r < (uf) [ r+h}
(u−v){(uf)2−r2} dx
+lim
h a 0
F
{(uf) > r+h}
(u−v) 1r+h
2
2 dx
=r F
{(uf) > r}
(u−v) dx [ r F
{(uf) > r}
u dx=(uf)* (m(r, t), t)
·3 F
{(uf) > r}
(uf) dx+F
{(uf) > r} 5 (B2R(x0)0BR(x0))
u(1−f) dx4
[
“k
“s (m(r, t), t){k(m(r, t), t)+am(r, t)}.
On the other hand, relation (41) is applicable to the left-hand side of (44).
We have
lim
h a 0
1
h
F
W
“
“t (uf) ·Trh(uf) dx=F{(ur) > r}
“
“t (uf) dx=
“k
“t (m(r, t), t).
Those relations are summarized as
“k
“t (m(r, t), t)−
“
“r F{(uf) > r} |N(uf)|
2
[
“k
“s (m(r, t), t)(am(r, t)+k(m(r, t), t))+LŒm(r, t)
for a.e. (r, t) ¥ (0, |B2R(x0)|)×(y2 , T) with a constant LŒ > 0 determined by
a. At this stage the proof of (42) is similar to that of Lemma 4 of [3]. In
fact, co-area formula and isoperimetric inequality imply
4pm 1 −“m“r 2−1 [ − ““r F{(uf) > r} |N(uf)|2 dx
and hence
1 −“m“r 2−1 [ 14pm 1 −“k“t+k “k“s 2+ 14p 1a “k“s+LŒ 2
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follows for a.e. (r, t). This implies
−
“(uf)*
“s (s, t)=−
“2k
“s2 (s, t)
[
1
4ps
1 −“k“t (s, t)+(s, t) “k“s (s, t)2+ 14p (ak(s, t)+LŒ)
for a.e. (s, t) as in [3]. Setting L=max{a, LŒ}, we get the conclusion and
the proof is complete.
We are ready to give the following.
Proof of Lemma 4.2. We take T3 ¥ (0, Ta ) small satisfying
T−23 |B2R(x0)| \ 1 and sup
t ¥ [0, T3]
||un(t)||L1(B2R(x0)) [ 8p−d.
The latter relation is obtained from the assumption similarly to the proof
of Proposition 5. The constant an in Lemma 4.2 is taken for T=T3.
Now we drop the suffix n. Writing y˜=y/2, we rescale (s, t) to (y, t) in
(27), where y=s(t− y˜)−2. The function j(y, t)=k(s, t) solves
jt−4py(t− y˜)−2 jyy−{j+L(t− y˜)2 y+2(t− y˜) y}(t− y˜)−2 jy
[ L(t− y˜)2 y
for a.e. (y, t) ¥ (0, (t− y˜)−2 |B2R(x0)|)×(y˜, T3). We also have
j(|B2R(x0)| (t− y˜)−2, t)=k(|B2R(x0)|, t) [ 8p−d
for t ¥ [0, T3].
Taking d > 0 smaller, we put
m=8p−
d
2
, s0=
2m
d
−1, and J(y)=
ms0 y
1+s0 y
.
We have J(1)=8p−d and
L(J) — Jt−4py(t− y˜)−2 Jyy
−(J+L(t− y˜)2 y+2(t− y˜) y)(t− y˜)−2 Jy−L(t− y˜)2 y
=(t− y˜)−2 · (1+s0 y)−3 · y ·3 dms202 −(t− y˜)(1+s0 y)
· (L(t− y˜)+2+(t− y˜)3 (1+s0 y)2)4.
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Now we take T ¥ (0, T3) so small that
dms20
2
−T(1+s0){LT+2+T3(1+s0)2} \ 0.
We have
LJ \ 0 \Lj
for a.e. (s, t) and
j(y, y˜)=lim
t a y
k((t− y˜)2 y, t)=k(0, t)=0 [ J(y)
for y ¥ (0, 1]. We also have
j(1, t)=k((t− y˜)2, t) [ k(|B2R(x0)|, t) < 8p−d=J(1)
for t ¥ [0, T] by T−2 |B2R(x0)| \ 1 and J(0)=0=j(0, t). In this case,
inequality j(y, t) [ J(y) follows for (y, t) ¥ (0, 1]×[y˜, T] similarly to
Proposition A.1 of [3].
This implies
ks(0, t)(t− y˜)2=jy(0, t)=lim
h a 0
j(h, t)
h
[ lim
h a 0
J(h)
h
=Jy(0)=ms0
for t ¥ [y˜, T], and hence
||u(t)||L.(BR(x0)×[y, T]) [ 4y
−2ms0
follows. Inequality (40) holds and the proof is complete.
5. SUB-SOLUTION
This section is devoted to the proof of Theorem 3.
Discretizing (1), we take large N1, N2 ¥N satisfying N1 ’N2 and set
h1=a/N1, h2=b/N2. The size parameter is given by h=(h1, h2), and we
divide W into N1×N2 rectangles. The set of nodal points is denoted byNh;
it is the totality of cosets [(n1h1, n2h2)] in R2/(aZ×bZ), where n1, n2 ¥Z.
LetTh be the set of patches, the totality of cosets such as
T=55n1h1−h12 , n2h2−h22 6×5n2h2−h22 , n2h2+h22 66
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for n1, n2 ¥Z. A mapping uh:Nh QR is identified with a piecewise con-
stant function on W. The totality of such uh is denoted by Xh. We have
dim Xh=N1 ·N2.
We take 0 [ uh0 ¥Xh satisfying uh0(x) dxE m0(dx) as |h| a 0. For
example, taking un0(x) in the proof of Proposition 5, we put uh0=phu
n
0 with
n=n(h)Q. as |h| a 0, where ph: C(W)QXh denotes the interpolation
operator. Let y > 0 be small.
The finite difference approximate solution uyh: {ny | 0=1, 2, ...}QXh is
defined through
1
y
{uyh(x, t)−u
y
h(x, t− y)}=Dh(D
g
hu
y
h(x, t)−u
y
h(x, t)(phb
y
h)(x, t)) (45)
with
uyh(x, 0)=uh0(x) \ 0,
where x ¥Nh and t=ny (n=1, 2, ...), and the vector field byh is given by
byh(x, t)=Nx F
W
G(x, y) uyh(y, t) dy.
(The Green’s function G(x, y) may be replaced by the discretized one
associated with the finite difference scheme and so forth.) The difference
operator Dh is upwind to −b and D
g
h denotes its adjoint operator. For
example, if b=T(b1, b2) with b1, b2 [ 0, then we set
Dhv(x)=R v(x1+h1, x2)−v(x1, x2)h1
v(x1, x2+h2)−x(x1, x2)
h2
S
and
Dgh v(x)=Rv(x1, x2)−v(x1−h1, x2)h1
v(x1, x2)−v(x1, x2−h2)
h2
S .
In this case, Dgh Dh=Dh D
g
h=Dh becomes the standard discrete Laplacian
associated with the five nodal points, and the principal part
Puyh(x, t)=
1
y
{uyh(x, t)−u
y
h(x, t−y)}−Dhu
y
h(x, t)+b
y
h(x, t) ·Dhu
y
h(x, t)
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satisfies the discrete maximum principle. Inequality
uyh(x, t) \ 0 (46)
holds as far as uyh exists.
Equality (45) admits the weak form. Let Phx be the center of the patch
containing x ¥ W0Nh, and t ¥ C2(W) be given. Then, it is given as
1
y
3 F
W
uyh(x, t) t(x) dx−F
W
uyh(x, t−y) t(x) dx4
=F
W
uyh(x, t) Dht(x) dx+F
W
uyh(x, t)(phb
y
h)(x, t) ·D
g
ht(x) dx
=F
W
uyh(x, t) Dht(x) dx+
1
2
F
W
F
W
{Dght(x) ·NxG(Phx, y)+D
g
ht(y)
·NyG(x, Ph y)} · u
y
h(x, t) u
y
h(y, t) dx dy.
Letting t=1, we have
F
W
uyh(x, t) dx=F
W
u0h(x) dx. (47)
Equality (47) gives an a priori estimate of the solution to (27) and (42)
because of (46) and dim Xh <+.. This implies the well-definedness of
uyh(ny) ¥Xh for n=1, 2, ... . The function
t ¥ [0,.)Q uyh(t) ¥Xh
is obtained by the piecewise linear interpolation.
Letting m(dx, t)=uyh(x, t) dx and m
y
h(dx, 0)=u0h(x) dx, we have
1
y
3 F
W
t(x) myh(dx, t)−F
W
t(x) myh(dx, t− y)4=F
W
Dht(x) m
y
h(dx, t)
+
1
2
F
W
F
W
{Dght(x) ·NxG(Phx, y)+D
g
ht(y) ·NyG(x, Ph y)}
·myh é myh(dx dy, t)
for t=ny with n=1, 2, ... . Furthermore, {myh(dx, t)}y, h … L.g (0,.;M(W))
is bounded. Passing through a subsequence, we have myh(dx, t)E m˜(dx, t)
with some m˜(dx, t) ¥ L.g (0,.;M(W)) and the proof is complete.
50 SENBA AND SUZUKI
We have
Dght(x) ·NxG(Phx, y)+D
g
ht(y) ·NyG(x, Ph y)
Q Nt(x) ·NxG(x, y)+Nt(y) ·NyG(x, y)
in LpŒ(W×W) for pŒ ¥ (1,.). On the other hand, if uyh(x, t) converges to
some u(x, t) in L.(T1, T2; Lp(W)) for p > 1, then u
y
h(x, t) u
y
h(y, t)Q
u(x, t) u(y, t) holds in L.(T1, T2; Lp(W×W)). Therefore, in this case
m˜(dx, t)=u(x, t) dx follows with u(x, t) being a classical solution to (1) for
t ¥ (T1, T2). On the contrarily, m˜(dx, t) cannot be a weak solution even
locally in time under the assumption of Theorem 2 on the initial measure
m0(dx).
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