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Abstract
Let s = (ν,µ) ∈ R2 and define ms(ξ) .= (1 − ξ1)ν−µ(1 − |ξ |2)µ+ on R2. Given p ∈ [1,+∞[, we prove
some necessary and sufficient conditions on s such that ms be a Fourier multiplier for Lp . We employ two
different techniques, according to ν = 0 or ν = 0. In the latter case, the results obtained are optimal.
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1. Introduction
We consider the following family of functions:
ms(ξ)
.= (1 − ξ1)ν−µ
(
1 − |ξ |2)µ1D(ξ),
D being the open unit disk in R2 and s .= (ν,µ) ∈ R2.
The problem we address is the following: to determine the range of s in R2 such that ms is
a Fourier multiplier for Lp , for a fixed p ∈ [1,+∞[.
This question is motivated by the analysis of Bergman projections on the tube domain
R3 + iΩ ⊂ C3, where Ω is the light-cone in R3,
Ω = {(ξ, τ ) ∈ R3 ∣∣ τ 2 − ξ22 − ξ21 > 0, τ − ξ1 > 0}
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∆s
.= ∆ν−µ1 ∆µ,
where according to the notations adopted in [6],
∆1(ξ, τ )
.= τ − ξ1, ∆(ξ, τ ) .= τ 2 − |ξ |2.
If the light-cone Ω is identified with the cone of positive-definite 2 × 2 symmetric matrices,(
τ − ξ1 ξ2
ξ2 τ + ξ1
)
,
∆ represents the determinant, and ∆1 the top principal minor.
Note that in case µ = ν, these multipliers are also connected to those arising in [8, Corol-
lary 0.2(ii)], see also [11].
Now, a trivial necessary condition for our problem is the boundedness of the multiplier ms,
which is equivalent to µ and ν being non-negative, as one can see in one direction by restricting
to the ξ1-axis, and in the other one by exploiting the following estimate on D:
1 − |ξ |2  2(1 − ξ1).
Thus, we may assume that µ and ν be non-negative, and once this is done we shall be able to
give a complete characterization to the question raised above if in addition ν is strictly positive.
For ν = 0 we obtain positive results that however do not seem to fill the complete range of
boundedness.
The scheme of the paper is as follows: first, in Section 2, we find necessary conditions for
any p, without any distinction on ν, and then, in Sections 3 and 4, we look for sufficient ones
by two different methods, according to ν being strictly positive or ν = 0. In the former case,
we have positive results for p = 4 and for p = 1, depending on µ, and then interpolation does
the job (the significance of the exponent p = 4 will become clear later, and it is peculiar to the
two-dimensional setting; the proof of this case is an adaptation of the one given in [4]).
When ν = 0 we use a form of Marcinkiewicz theorem, which gives us positive results for every
p strictly between 1 and +∞ as soon as µ > 1/2, see Theorem 11. The other estimates follow
by complex interpolation from the trivial L2 estimate for µ = 0. As a result, we finally obtain
Corollary 15, which can also be seen as a consequence of Theorem 12 (see [2, Corollary 1.4] for
the isotropic case).
Note that the statements above partly extend the results for two-dimensional Bochner–Riesz
means in [4] to a wider class of multipliers.
As a matter of notation and for the sake of clarity, we point out that we will use the symbol ∧
to denote the minimum of a finite set of quantities.
2. Negative results
Proposition 1. Assume that ms is an Lp multiplier. Then, ν  0 and one of the following condi-
tions must hold:
• p = 2 and µ 0;
• µ> max{|2/p − 1| − 1/2,0}.
Proof. Let χ be a C∞ function with compact support in the half-plane {ξ ∈ R2: ξ1  1/2} such
that χ(ξ) + χ(−ξ) = 1 for ξ in D. Then, χ(ξ)(1 − ξ1)γ is also a C∞ function with compact
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plier. Thus, for symmetry reasons, (1 − |ξ |2)µ1D(ξ)χ(−ξ) is too, and consequently the same is
(1 − |ξ |2)µ1D(ξ), which allows us to conclude as desired (about µ) on behalf of classical results
(see, e.g., [7] and [10, IX.6.19]). That ν be non-negative was already noted above. 
3. Positive results, ν > 0
3.1. L4 case
This section has the purpose to establish the L4 boundedness of the operator Ss whose multi-
plier is ms,
Ssf
.=F−1(msfˆ )
(
f ∈ S(R2)),
with the proviso that both µ and ν be strictly positive.
We record this statement in a theorem:
Theorem 2. Let µ, ν be strictly positive. Then, ms is a Fourier multiplier for L4.
Following [4], the idea is to decompose the disk into dyadic coronas Ck and write Ss as
∑
k S
s
k
accordingly; and then, to estimate the (L4,L4) norm of each Ssk by further decomposing Ck into
sectors of uniform angles of size 2−k/2.
In order to accomplish the first task, we employ a well-known partition argument: let Φ and
φ0 be C∞ functions such that Φ is supported in [ 14 ,1] and
φ0(s)+
∑
k∈Z+
Φ
(
2k(1 − s))= 1, 0 s < 1.
Then, we let Ssk denote the linear operator defined on S(R2) by
Sskf
.=F−1(msφk(| · |)fˆ ) ∀k ∈ N,
where φk
.= Φ(2k(1 − ·)) for k > 0.
Note that msφk(| · |) is a C∞ function supported in Ck .= {ξ ∈ R2: 1−2−k  |ξ | 1−2−k−2}
for any k ∈ N; in particular, each Ssk is a bounded operator on any Lp , by Young’s inequality.
We may then assume that k is a strictly positive integer, and fix one such; our goal is to show
that ∥∥Ssk∥∥L4→L4  k 14 2−k(µ∧ν), (1)
which will imply that
∑
k S
s
kf tends to a function g in L4, if f is in S(R2). But g has to be
Ssf , because
∑
k S
s
kf tends to Ssf in L2, by Plancherel, and consequently we also obtain that‖Ssf ‖4  C‖f ‖4.
First of all, we claim that it is enough to study the multiplier of the operator Ssk cut off with a
C∞ function β0 supported in {ξ ∈ R2: | arg(ξ)| π3 }.
In fact, one may find a partition of unity {β0, . . . , β3} of R2 \ {0} which is constant on half-
lines emanating from 0 such that each βl is the composition of β0 with the rotation by lπ/2.
Then, letting
Ssk,lf
.=F−1(msφk(| · |)βlfˆ ) ∀f ∈ S(R2), ∀l ∈ {0, . . . ,3},
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for each l = 1,2,3.
This also means that if we were able to show∥∥Ssk,0∥∥L4→L4  k 14 2−k(µ∧ν) (3)
for every s, then we would get∥∥Ssk,l∥∥L4→L4  k 14 2−kµ  k 14 2−k(µ∧ν),
by (2), so that as an immediate consequence we would obtain (1) too.
We first prove the leftmost inequality in (2): the relevant fact here is that if l = 0, the
(1− ξ1)ν−µ factor is a C∞ function bounded above and below independently of k on the support
of the multiplier of Ssk,l , so that we can disregard it. Thus, we have achieved rotational invariance,
and therefore matters are indeed reduced to the case with µ = ν.
To show (3), which also subsumes the rightmost inequality in (2), we now turn to a second
decomposition, relative to the corona Ck : more precisely, we decompose Ck into small sectors
sj,k whose tangential sides are about 2−k/2 in size. In order to accomplish this task, we may build
a partition of unity out of a single function ηk which is 1 on s0,k and vanishes outside a rectangle
r0,k with sides comparable to those of s0,k , and call ηj,k the composition of ηk itself with the
rotation ρj,k by the angle θj,k
.= j2−k/2π , for |j | = 0, . . . ,2k/2.
So, we end up with the operator Ssk,0 written as
∑(2k/2)/3
j=1 (Pj,k + Rj,k)Ssk,0, where Pj,k
and Rj,k are the operators localizing in frequency over the two rectangles rj−1,k and r−j,k ,
respectively.
The following geometric lemma about the rectangles rj,k is a fundamental step towards the
proof of the theorem. Its proof may be found in [9]. Note that the same statement would be false
if all rectangles had the same orientation.
Lemma 3. Fix two rectangles rl,k and ri,k . Then, the number of sums of two rectangles rl′,k +ri′,k
intersecting rl,k + ri,k is uniformly bounded in k.
Thus, ‖Ssk,0‖L4→L4  2‖
∑
j S
s
k,0Pj,k‖L4→L4 , and∥∥∥∥∑
j
Ssk,0Pj,kf
∥∥∥∥4
4
=
∫
R2
∣∣∣∣∑
j
Ssk,0Pj,kf
∣∣∣∣4(x) dx
= (2π)4
∫
R2
∣∣∣∣∑
j,l
(
̂Pj,kS
s
k,0f
) ∗ ( ̂Pl,kSsk,0f )∣∣∣∣2(ξ) dξ,
which thanks to Lemma 3 is smaller than an absolute constant times
(2π)4
∑
j,l
∫
R2
∣∣( ̂Pj,kSsk,0f ) ∗ ( ̂Pl,kSsk,0f )∣∣2(ξ) dξ = ∥∥∥∥(∑
j
∣∣Pj,kSsk,0f ∣∣2) 12 ∥∥∥∥4
4
.
We now need a pointwise estimate of Pj,kSsk,0f , and we proceed as follows: write Pj,kS
s
k,0f =
Pj,k(F−1ms)∗Qj,kf , Qj,k being an operator whose multiplier is supported in a horizontal strip
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and the next lemma takes care of the first factor.
Lemma 4. Let Ψ be a C∞ function supported in [−1,1]2. Then,∣∣F−1Ψ ∣∣M 2∑
α,β=0
∣∣∂α1 ∂2β2 Ψ ∣∣∞∑
n∈N
2−
n
2
1qn
|qn|
pointwise, where M is an absolute constant and qn
.= [−2n,2n] × [−2n/2,2n/2] for every n ∈ N.
Proof. Ψ is a Schwartz function in R2, and so is F−1Ψ . Therefore,∣∣(F−1Ψ )(x, y)∣∣(1 + |x| + |y|2)2  C(Ψ ) ∀(x, y) ∈ R2.
Denoting q−1
.= ∅, we find∣∣(F−1Ψ )(x, y)∣∣ C(Ψ )∑
n∈N
1qn\qn−1(x, y)
(1 + |x| + |y|2)2 C(Ψ )
∑
n
2−
n
2
1qn(x, y)
|qn| .
Note that C(Ψ ) may be chosen as asserted. 
So, we may apply the previous lemma to
Ψj,k(ξ)
.= (ηk(ms  ρ−1j,k))(1 − ξ12k−2 , ξ22 k2 −1
)
and get, after some scaling, that∣∣Pj+1,k(F−1ms)∣∣C(Ψj,k)∑
n∈N
2−
n
2
1qn+k  ρj,k
|qn+k| .
But
ms
(
ρ−1j,k (ξ)
)= (1 − ξ1 cos θj,k + ξ2 sin θj,k)ν−µ(1 − |ξ |2)µ,
and ηk is supported in a neighbourhood of s0,k , so that a plain computation leads to the estimate
C(Ψj,k)  2−kν(j2 + 1)ν−µ  2−k(µ∧ν), since j2  2k . Letting qnj,k be such that 1qn  ρj,k =
1qnj,k , we find then∥∥Ssk,0f ∥∥4  2−k(µ∧ν)∥∥∥∥(∑
j
∣∣∣∣(∑
n∈N
2−
n
2
1
qn+kj,k
|qn+k|
)
∗ |Qj,kf |
∣∣∣∣2) 12 ∥∥∥∥
4
.= A.
By Schwarz inequality,∑
n∈N
2−
n
2
1
qn+kj,k
|qn+k| ∗ |Qj,kf |
√
2
[∑
n∈N
2−
n
2
( 1
qn+kj,k
|qn+k| ∗ |Qj,kf |
)2] 12
,
and consequently
A 2−k(µ∧ν)
∥∥∥∥∑
j
∑
n∈N
2−
n
2
( 1
qn+kj,k
|qn+k| ∗ |Qj,kf |
)2∥∥∥∥ 12
2
 2−k(µ∧ν)
(∑
2−
n
2
∥∥∥∥∥
2k/2/3∑ ( 1qn+kj,k
|qn+k| ∗ |Qj,kf |
)2∥∥∥∥∥
) 1
2
,n∈N j=1 2
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for any n ∈ N,∥∥∥∥∥
2k/2/3∑
j=1
( 1
qn+kj,k
|qn+k| ∗ |Qj,kf |
)2∥∥∥∥∥
2
is dominated by an absolute constant times (nk)1/2‖f ‖24. But following [4], we know that∥∥∥∥∑
j
( 1
qn+kj,k
|qn+k| ∗ |Qj,kf |
)2∥∥∥∥
2

∥∥∥∥(∑
j
|Qj,kf |2
) 1
2
∥∥∥∥2
4
‖Mn,k‖L2→L2 ,
where Mn,k denotes the maximal operator over the family of all rectangles with dimensions 2n+k
and 2(n+k)/2, so that we are finally through, thanks to the two lemmas below.
Lemma 5. (See [3, Theorem 2].) Let Ml denote the maximal operator over the family of all
rectangles with dimensions l and l2, for some l  1. There exists a constant C, independent of l,
such that
‖Ml‖L2→L2  C(log l)
1
2 .
Lemma 6 ([10, IX.6.7]). Let Qj,k be as above. Then,∥∥∥∥(∑
j
|Qj,kf |2
) 1
2
∥∥∥∥
p
 B‖f ‖p ∀p  2,
and with B independent of k.
3.2. L1 case
We get sufficient conditions by imposing the Fourier transform of the multiplier to be an L1
function. This is done by means of an easy version of a transference theorem that allows us to
reduce matters to the estimation of the L1 norm of a “well-behaved” function on Ω .
In greater detail, we need to make use of the following well-known proposition.
Proposition 7. Let g be a Schwartz function on Rn+1, and f .= g(·, y0) for a fixed y0 ∈ R. Then,∥∥F−1f ∥∥
L1(Rn) 
∥∥F−1g∥∥
L1(Rn+1).
Proof. Without loss of generality, we may assume y0 = 0. Define the operator
L1
(
Rn+1
)  h T−→ ∫
R
h(·, y) dy ∈ L1(Rn).
It is obviously bounded with a norm smaller than 1; thus, in order to conclude, simply note that
T̂ h = hˆ(·,0). 
Accordingly, in the notation of [1], we have
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{j : |ξj |∼1}
∆sψj
)∥∥∥∥
L1(R3)

∑
{j : |ξj |∼1}
∥∥F−1(∆sψj )∥∥1
= ∥∥F−1(∆sψ0)∥∥1 ∑
{j : |ξj |∼1}
∆s(ξj ),
which is finite if ν > 0 and µ > 12 , due to [1, 2.13] and [6, VII.1.7].
Note that the proof is fairly simple once the problem is shifted to the setting of the cone, where
invariance plays the fundamental role.
So, we have proved the following result:
Theorem 8. Let µ > 12 , ν > 0. Then, ms is a multiplier for L1.
3.3. Interpolation
Up to now, we have shown the following set of estimates:∥∥Ssk∥∥L4→L4  k 14 2−k(µ∧ν).
To perform interpolation, we will also need to show an estimate for the (L1,L1) norm of each
operator Ssk :
Proposition 9. Let µ and ν be real numbers. Then,∥∥Ssk∥∥L1→L1  k2−k((µ− 12 )∧ν).
Proof. As it was done for the L1 case, we want to bound∥∥Ssk∥∥L1→L1 = ∥∥F−1(msφk(| · |))∥∥L1(R2)
by an application of Proposition 7. So, note that φk(|ξ |) = Φ(2k∆(ξ,1)) on Ck . Therefore, we
have ∥∥F−1(msφk(| · |))∥∥L1(R2)  ∥∥∥∥F−1(∆sΦ(2k∆) ∑
j∈Ak
ψj
)∥∥∥∥
L1(R3)
.= Nk,
where Ak may be defined as {j : |ξj | ∼ 1, ∆(ξj ) ∼ 2−k}, because the support of Φ is contained
in [ 14 ,1].
Now, by homogeneity of Ω (see [1]), we find
Nk 
∑
j∈Ak
∆s(ξj )
∥∥F−1(Φ(2k∆(ξj )∆(·))∆sψ0)∥∥1  ∑
j∈Ak
∆s(ξj ).
The last inequality may be motivated, e.g., by first applying the same technique of Lemma 4 to
obtain a pointwise estimate for the inverse Fourier transform of the functions Ψc, where for c > 0
we let
Ψc
.= Φ(c∆(·))∆sψ0,
then noticing that the constants C(Ψc) are bounded above if c is (as it is sufficient to assume for
our present aims), and finally estimating the requested L1 norms in the obvious, roughest way.
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∑
j∈Ak
∆s(ξj ) 2−kµ
∑
l
(
1 − (1 − 2−k) cos θl,k)ν−µ  2−kµ 2
k
2∑
l=1
(
2−k + θ2l,k
)ν−µ
 2−kν
2
k
2∫
1
l2(ν−µ) dl,
so that it is now easy to conclude as desired. 
We may therefore interpolate at each k and get∥∥Ssk∥∥Lp→Lp  k1− 3t4 2−k[t (µ∧ν)+(1−t)((µ− 12 )∧ν)] ∀t ∈ ]0,1[,
with p = 4
t
.
Fixing ν > 0 and summing over k, we find boundedness of the operator Ss if p  4 and
µ > 1/2 − 1/p. By duality, first, and then interpolating again, this time on a straight horizontal
line so as not to change s, the whole region where µ> max{|2/p − 1| − 1/2,0} is filled in.
4. Positive results, ν = 0
In the final part of this paper we shall slightly change our notation to prove the statement
below:
Theorem 10. Let σ > |1/2 − 1/p|, p ∈ ]1,+∞[. Then, m(0,σ ) is an Lp multiplier.
Let z .= σ + iτ , and define mz by complexifying the exponent in m(0,σ ),
mz(ξ)
.= (1 − ξ1)−z
(
1 − |ξ |2)z1D(ξ).
Then, we have that mz is bounded by 2σ when σ  0, so that we can exploit Stein’s complex
interpolation theorem to prove Theorem 10 if we can show that the following result holds:
Theorem 11. Let σ > 1/2. Then, mz is an Lp multiplier for every p strictly between 1 and ∞,
whose norm depends polinomially on τ .
In order to prove Theorem 11, we want to apply a form of the Marcinkiewicz multiplier
theorem which is a particular case of a result stated in [2, (1.4)].
To motivate our approach, let us take a closer look at the multiplier mz. Notice that its only
discontinuity on the boundary of D occurs at ξ = (1,0). To analyse this singularity, we move
it to the origin and we blow it up: that is, we first change coordinates by the map (ξ1, ξ2) →
(1 − ξ2, ξ1) to obtain the multiplier gz(ξ) .= (2ξ2 − ξ22 − ξ21 )z+ξ−z2 , which thus “lives” on the unit
disc centered at (0,1), and then we operate by the non-isotropic dilations
(ξ1, ξ2) −→
(
λξ1, λ
2ξ2
)
, λ > 0. (4)
If we assume Theorem 11, we have that the resulting family of functions
gz,λ(ξ)
.= (2ξ2 − λ2ξ22 − ξ21 )z ξ−z+ 2
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conclude that
pz(ξ)
.= (1 − ξ21 /ξ2)z+1P (ξ)
is an Lp multiplier too; here P denotes the plane region above the parabola ξ21 = ξ2.
But in fact, we can show this last assertion directly, for we can prove that the following re-
sult holds, much in the spirit of [2, Corollary 1.4]—actually, it is the 2-dimensional case of [2,
Corollary 1.4] for the non-isotropic dilations (4).
Let W 2γ (R) denote the usual Sobolev space on the line, and β be an even C∞ function sup-
ported in [−2,−1] ∪ [1,2] which is identically one on [5/4,7/4].
Theorem 12. Assume that the condition
sup
s>0
q
∥∥f (s·)β∥∥
W 2γ (R)
< +∞ (5)
is satisfied for some real γ > 1, and for ξ ∈ R2 let
m(ξ)
.=
{
f (ξ1/
√
ξ2 ), ξ2 > 0,
0, otherwise.
Then, m is a Fourier multiplier of Lp(R2), for every p ∈ ]1,+∞[.
The proof of Theorem 12 will closely follow that of Theorem 11, and so we postpone it. But
note that in fact (15) essentially shows that the function f (η) .= (1−η2)z+ satisfies the hypotheses
of Theorem 12 if σ > 1/2, for then f belongs to the homogeneous Besov space Λ˙2,∞σ+1/2.
Therefore, it now seems natural to adapt the technique in [2, (1.4)] to the case of Theorem 11;
we recall here the notation we need.
For j ∈ {1,2}, let
Dαj g .=F−1
((
1 + |xj |2
)α/2
gˆ
)
and define the multiparameter Sobolev space Wqα (R2) to consist of those functions g such that
‖g‖Wqα
.= ∥∥Dα1Dα2 g∥∥Lq(R2) < +∞.
Then, the statement we alluded to before is as follows:
Theorem 13. (See [2, (1.4)].) Assume that the condition
sup
s,t>0
∥∥m(s·, t ·)(β ⊗ β)∥∥
W 2α (R2)
< +∞ (6)
is satisfied for some α > 1/2. Then, m is a Fourier multiplier of Lp(R2) for every p ∈ ]1,+∞[.
Proof of Theorem 11. We shall apply Theorem 13 to the function gz introduced before: since gz
is simply obtained by composing mz with a linear change of coordinates, this will not affect our
original claim. We can further assume that σ belongs to ]1/2,1], for we may write ]1/2,∞[ =⋃
k∈N]2k−1,2k] and then use induction on k and the relation g2z = gzgz.
Now, it is easy to check that gz(s·, t ·)(β ⊗ β) can be non-zero (in L∞) only if
s2  4t  8, (7)
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Moreover, it is not difficult to show by Plancherel formula that the multiparameter Sobolev
space Wqα (R2) can be equivalently described as a (inhomogeneous) Besov space when q = 2.
Indeed, let ∆(1)h and ∆
(2)
k respectively denote the first difference operators(
∆
(1)
h f
)
(ξ)
.= f (ξ1 + h, ξ2)− f (ξ),
(
∆
(2)
k f
)
(ξ)
.= f (ξ1, ξ2 + k)− f (ξ).
For notational convenience, let us define dρα(h)
.= |h|−2α−1 dh. Then, one can prove that for
0 < α < 2 the W 2α(R2)-norm of g is equivalent with the quantity
‖g‖
Λ
2,2
α (R2)
.= ‖g‖L2(R2,dξ) +
∥∥∆(1)h ∆(2)k ∆(1)−h∆(2)−k∥∥L2(R4,dξ dρα(h)dρα(k))
+ ∥∥∆(1)h ∆(1)−hg∥∥L2(R3,dξ dρα(h)) + ∥∥∆(2)k ∆(2)−kg∥∥L2(R3,dξ dρα(k)). (8)
The virtue of (8) being that it allows to work directly with the multiplier gz, we start to estimate
each of its terms. We shall initially assume that α belongs to ]0,2[.
Of course, we have that∥∥gz(s·, t ·)(β ⊗ β)∥∥L2(R2,dξ)  ‖β‖2L2(R) (9)
uniformly in s and t , for gz is bounded on all of R2.
We now want to estimate the last term in ‖ ‖
Λ
2,2
α (R2)
: if b > 0 (to be chosen later) is fixed, we
clearly have∥∥∆(2)k ∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R3,dξ dρα(k))
 ‖gz‖2∞‖β‖4L2(R)
∞∫
b
dρα(k)+
b∫
−b
∥∥∆(2)k ∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2) dρα(k), (10)
so that we only have to take care of the finite part of the integral.
Next, we note the following derivation-like property of first difference operators:
∆
(2)
−k∆
(2)
k (fg) = f∆(2)−k∆(2)k g −∆(2)k f∆(2)k g + g∆(2)−k∆(2)k f −∆(2)−kf∆(2)−kg (11)
(and similarly for ∆(1)−h∆(1)h ). Therefore, by the symmetries that β and gz enjoy, we have the
trivial estimate
b∫
−b
∥∥∆(2)k ∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2) dρα(k)

b∫
0
∫
[1,2]2
∣∣(∆(2)k ∆(2)−kgz(s·, t ·))(ξ)∣∣2 dξ dρα(k)
+
b∫
0
∫
R2
∣∣gσ (sξ1, tξ2)∣∣2∣∣∆(2)k β ⊗ β(ξ)∣∣2 dξ dρα(k)
+
b∫ ∫
2
∣∣(∆(2)k gz(s·, t ·))(ξ)∣∣2∣∣∆(2)k β ⊗ β(ξ)∣∣2 dξ dρα(k). (12)
0 R
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the right-hand side we can use that gz is bounded and that we have the pointwise estimate∣∣∆(2)k β ⊗ β(ξ)∣∣ k1[1,2]×[0,3](ξ) (13)
(which is a consequence of the mean value theorem applied to β) to conclude that both integrals
are uniformly bounded in s and t .
So, we are left with considering the first term on the right-hand side of (12). By the scaling
(k, ξ1, ξ2) → (k/t, ξ1√ξ2/s, ξ2/t) and the bounds below and above for ξ2, we are thus equiva-
lently led to estimate the following integral:
t2α−1
bt∫
0
√
t/s
2s/
√
t∫
s/
√
2t
2t∫
t
∣∣∆(2)k ∆(2)−k(2 − ξ2 − ξ21 )z+∣∣2 dξ2 dξ1 dρα(k). (14)
But clearly, by the fundamental theorem of calculus we have
2t∫
t
∣∣∆(2)k ∆(2)−k(2 − ξ2 − ξ21 )z+∣∣2 dξ2  ∫
R
∣∣∆(2)k ∆(2)−kyz+∣∣2 dy =
( 2k∫
−k
+
∞∫
2k
)
 k2σ+1 + k4
∞∫
2k
y2σ−4 dy  k2σ+1 (15)
(note that (15) just amounts to a Λ˙2,∞σ+1/2 condition on the function yz+), so that plugging this
estimate into (14) and using (7) we find
b∫
0
∫
[1,2]2
∣∣(∆(2)k ∆(2)−kgz(s·, t ·))(ξ)∣∣2 dξ dρα(k) t2α−1
bt∫
0
k2(σ−α) dk  t2σ  1,
as wanted, when 2(σ − α) > −1.
We go over to the third summand in ‖ ‖
Λ
2,2
α (R2)
. Following the same path as before, we can
reduce matters to estimating
a∫
0
∫
[1,2]2
∣∣(∆(1)h ∆(1)−hgz(s·, t ·))(ξ)∣∣2 dξ dρα(h)
uniformly in s and t , for some (fixed) a > 0 to be chosen later. By scaling (h, ξ1, ξ2) to
(h
√
ξ2/s, ξ1
√
ξ2/s, ξ2/t) we are thus led to consider the quantity below,
(
s2/t
)α− 12 as/
√
2t∫
0
t−1
2t∫
t
2s/
√
t∫
s/
√
2t
∣∣∆(1)h ∆(1)−h(2 − ξ2 − ξ21 )z+∣∣2 dξ1 dξ2 dρα(h), (16)
for which we need a lemma:
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h< s/
√
2t and |M| 2 we have
2s/
√
t∫
s/
√
2t
∣∣∆(1)h ∆(1)−h(M − ξ21 )z+∣∣2 dξ1  Ch2σ+1.
Proof. We may assume that M  0, otherwise we can take C arbitrary small. Now, let m .= √M
and apply (11) to write
∆
(1)
h ∆
(1)
−h
(
M − ξ21
)z
+ = (m+ ξ1)z∆(1)h ∆(1)−h(m− ξ1)z+ −∆(1)h (m− ξ1)z+∆(1)h (m+ ξ1)z
+ (m− ξ1)z+∆(1)h ∆(1)−h(m+ ξ1)z −∆(1)−h(m+ ξ1)z∆(1)−h(m− ξ1)z+
= I + II + III + IV.
Then,
2s/
√
t∫
s/
√
2t
∣∣∆(1)h ∆(1)−h(M − ξ21 )z+∣∣2 dξ1  C ∫ I 2 + II2 + III2 + IV2;
in particular, because of (7) and of two first order Taylor expansions, by (15) we have∫
I 2 + III2 
∫
R
∣∣∆(1)h ∆(1)−hxz+∣∣2 dx  h2σ+1.
Now, to estimate
∫
II2 we can use the fundamental theorem of calculus on the second factor,
giving∣∣∆(1)h (m+ ξ1)z∣∣ (s/√t )σ−1h,
to obtain∫
II2 
(
s2/t
)σ−1
h2
2s/
√
t∫
s/
√
2t
∣∣∆(1)h (m− ξ1)z+∣∣2 dξ1  (s2/t)σ−1h2
( 2h∫
−h
+
m∫
2h
)

(
s2/t
)σ−1
h2
(
h2σ+1 + h2
2∫
0
x2σ−2 dx
)

(
s2/t
)σ−1
h4  h2σ+1
by (7) and the assumption on h, so that we are done in this case.
Finally,
∫
IV2 can be treated analogously to
∫
II2. 
Therefore, taking a < 1 and plugging the estimate of Lemma 14 into (16), we end up with∥∥∆(1)h ∆(1)−h(gz(s·, t ·)(β ⊗ β))∥∥2L2(R3,dξ dρα(h))
 1 + (s2/t)α− 12 as/
√
2t∫
0
h2(σ−α) dh 1 + (s2/t)σ  1
by (7), and when 2(σ − α) > −1.
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
∞∫
a
dρα(h)
∞∫
0
∥∥∆(2)k ∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2,dξ) dρα(k)
+
∞∫
b
dρα(k)
∞∫
0
∥∥∆(1)h ∆(1)−h(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2,dξ) dρα(h)
+
a∫
0
b∫
0
∥∥∆(1)h ∆(2)k ∆(1)−h∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2,dξ) dρα(k) dρα(h), (17)
and thus the first two terms in the right-hand side of (17) have already been covered before.
Moreover, it is easy to convince oneself that
∥∥∆(1)h ∆(2)k ∆(1)−h∆(2)−k(gz(s·, t ·)(β ⊗ β))∥∥2L2(R2,dξ)

∥∥∆(1)h β∆(2)k β∥∥2L2(R2,dξ) + ∥∥∆(1)h ∆(1)−hgz(s·, t ·)∆(2)k β ⊗ β∥∥2L2(R2,dξ)
+ ∥∥∆(2)k ∆(2)−kgz(s·, t ·)∆(1)h β ⊗ β∥∥2L2(R2,dξ)
+ ∥∥β ⊗ β∆(1)h ∆(2)k ∆(1)−h∆(2)−kgz(s·, t ·)∥∥2L2(R2,dξ), (18)
so that, except for the last summand, we can use (13) or its analogue for ∆(1)h and reduce matters
once more to the previous two cases.
In the end, we are left with showing a uniform (s, t)-estimate for
a∫
0
b∫
0
∥∥β ⊗ β∆(1)h ∆(2)k ∆(1)−h∆(2)−kgz(s·, t ·)∥∥2L2(R2,dξ) dρα(k) dρα(h),
where a and b will be chosen later. By combining the two scaling used before, we thus have to
consider the integral
as/
√
t∫
0
bt∫
0
2s/
√
t∫
s/
√
2t
2t∫
t
∣∣∆(1)h ∆(1)−h∆(2)k ∆(2)−k(2 − ξ2 − ξ21 )z+∣∣2 dξ2 dξ1 dρα(k) dρα(h) (19)
times the “jacobian” factor (s2t)α−1/2. Let V denote the inner dξ integral, that is,
V
.=
2s/
√
t∫
√
2t∫
t
∣∣∆(1)h ∆(1)−h∆(2)k ∆(2)−k(2 − ξ2 − ξ21 )z+∣∣2 dξ2 dξ1.
s/ 2t
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hand
V 
3s/
√
t∫
s/
√
8t
2t∫
t
∣∣∆(2)k ∆(2)−k(2 − ξ2 − ξ21 )z+∣∣2 dξ2 dξ1  k2σ+1s/√t
by (15), and also on the other hand that
V 
3t∫
t/2
2s/
√
t∫
s/
√
2t
∣∣∆(1)h ∆(1)−h(2 − ξ2 − ξ21 )z+∣∣2 dξ1 dξ2  h2σ+1t
by Lemma 14, so that taking the geometric mean of the two, we find
V  (hk)σ+ 12 (s
√
t )
1
2 .
Inserting this estimate into (19), we conclude that
a∫
0
b∫
0
∥∥β ⊗ β∆(1)h ∆(2)k ∆(1)−h∆(2)−kgz(s·, t ·)∥∥2L2(R2,dξ) dρα(k) dρα(h)

(
s2t
)α− 14 as/
√
t∫
0
hσ+
1
2 dρα(h)
bt∫
0
kσ+
1
2 dρα(k) (s
√
t )σ  1
by (7) if σ + 12 > 2α.
Therefore, we are done if we can choose α ∈ ]1/2,1[ such that this last condition holds, which
is possible as soon as σ is strictly bigger than 1/2, as claimed. 
Proof of Theorem 12. We shall adapt the proof of Theorem 11 to the present case, with some
minor modifications. We still intend to apply Theorem 13 to m, but with a different cut-off
χ ⊗ χ replacing β ⊗ β . In particular, we choose χ to be an even C∞ function supported in
[−3/2,−4/3] ∪ [4/3,3/2] which is strictly positive at √2, say. If for ξ ∈ R2 we let
β1(ξ)
.= β(ξ1/
√
ξ2 ), β2(ξ)
.= β(ξ2),
we then have that
(χ ⊗ χ)β1β2 = χ ⊗ χ,
so that by the homogeneity of m, condition (6) may be stated as
sup
s>0
∥∥β1β2m(s·, ·)(χ ⊗ χ)∥∥W 2α (R2) < +∞ for some α > 1/2.
As it was done before, we will now estimate each of the four terms occurring in (8). For the ana-
logue of (9), simply note that f has a (continuous and) bounded representative, for each β(s·)f
does, uniformly in s. The proof of the estimate corresponding to (16) goes unchanged or even
simpler, because Lemma 14 is no longer needed. Furthermore, it is easily seen by interpolation
with the cases for integer γ that if g is a compactly supported function in W 2γ (R) and φ is a C∞
diffeomorphism of the real line, then
‖g  φ‖W 2  C‖g‖W 2 ,γ γ
206 D. Debertol / J. Math. Anal. Appl. 317 (2006) 192–206with C only depending on φ and on the support of g. In particular, the analogue of (10) follows
from the previous case applied to f (±η−1/2)1R+(η). Finally, (17) may be derived as before by
taking the geometric mean of the two estimates just obtained. 
Corollary 15. Let σ > |1/2 − 1/p|, p ∈ ]1,+∞[. Then, pσ is a Fourier multiplier for Lp(R2).
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