Aims. With this paper we want to investigate the highly variable afterglow light curve and environment of gamma-ray burst (GRB) 060526 at z = 3.221. Methods. We present one of the largest photometric datasets ever obtained for a GRB afterglow, consisting of multi-color photometric data from the ultraviolet to the near infrared. The data set contains 412 data points in total to which we add additional data from the literature. Furthermore, we present low-resolution high signal-to-noise spectra of the afterglow. The afterglow light curve is modeled with both an analytical model using broken power law fits and with a broad-band numerical model which includes energy injections. The absorption lines detected in the spectra are used to derive column densities using a multi-ion single-component curve-of-growth analysis from which we derive the metallicity of the host of GRB 060526. Results. The temporal behaviour of the afterglow follows a double broken power law with breaks at t = 0.090 ± 0.005 and t = 2.401 ± 0.061 days. It shows deviations from the smooth set of power laws that can be modeled by additional energy injections from the central engine, although some significant microvariability remains. The broadband spectral-energy distribution of the afterglow shows no significant extinction along the line of sight. The metallicity derived from S II and Fe II of [S/H] = -0.57 ±0.25 and [Fe/H] = -1.09±0.24 is relatively high for a galaxy at that redshift but comparable to the metallicity of other GRB hosts at similar redshifts. At the position of the afterglow, no host is detected to F775W(AB) = 28.5 mag with the HST, implying an absolute magnitude of the host M(1500 Å)>-18.3 mag which is fainter than most long-duration hosts, although the GRB may be associated with a faint galaxy at a distance of 11 kpc.
Introduction
Gamma-ray bursts (GRBs) and their afterglows offer a powerful tool to probe the high-redshift universe, both through photometry and spectroscopy. The standard fireball model of GRB afterglows (see Zhang 2007; Mészáros et al. 2006; Gehrels et al. 2009 , for recent reviews on the topic) predicts a smooth temporal evolution, and the resulting afterglow light curve can be empirically described by a joint smoothly-broken power law, the so-called Beuermann equation (Beuermann et al. 1999) . For many GRBs in the pre-Swift era, when temporally dense afterglow photometry was obtained, the afterglow evolution was found to be smooth as, e.g., in GRB 020813 (Laursen & Stanek 2003) , GRB 030226 (Klose et al. 2004 ) and GRB 041006 (Stanek et al. 2005 ) (for the complete pre-Swift sample see Zeh et al. 2006) . Out of the total sample of 59 afterglows of that paper, only four of the GRBs analysed showed significant deviations from the expected decay (though we note that about half of the 59 afterglows were not sampled well enough to allow any conclusions). One might be explained by microlensing (GRB 000301C, Garnavich et al. 2000) and another one by assuming an inhomogeneously emitting surface (GRB 011211, Jakobsson et al. 2004 ). The other two GRBs which are the only ones showing long-lasting strong deviations are GRB 021004 (e.g. de Ugarte Postigo et al. 2005 , and references therein) and GRB 030329 (e.g. Lipkin et al. 2004 , and references therein), which incidentally also have the densest optical monitoring.
With the launch of the Swift satellite and its rapid localization capabilities (Gehrels et al. 2004) , the number of highly variable light curves has increased considerably, though there are still examples of very smooth light curves (e.g. that of GRB 080210, which showed a smooth behaviour with a high sampling rate of 1 s, A. De Cia, priv. comm.) . Some light curves show small, achromatic bumps overlying the smooth power law decay (e.g., GRB 050502A, Guidorzi et al. 2005 ; GRB 061007, Mundell et al. 2007; GRBs 090323 and 090328, McBreen et al. 1 2010), early bumps with chromatic evolution (e.g., GRB 061126, Perley et al. 2008a; GRB 071003, Perley et al. 2008b) , "steps" due to energy injection episodes (e.g., GRB 070125, Updike et al. 2008 ; GRB 071010A, Covino et al. 2008; GRB 080913, Greiner et al. 2009b , GRB 090926A, Rau et al. 2010; Cenko et al. 2010; Swenson et al. 2010) or powerful latetime rebrightenings of up to several magnitudes (e.g., GRB 050721, Antonelli et al. 2006; GRB 060206, Woźniak et al. 2006; Monfardini et al. 2006; Stanek et al. 2007 ; GRB 070311, Guidorzi et al. 2007; GRB 071003, Perley et al. 2008b ). The early time domain, which can now be routinely accessed by rapid follow-up in the Swift era, has yielded more types of variability, like rising afterglows (e.g., GRB 060418, Molinari et al. 2007; GRB 060605, Ferrero et al. 2009 ; GRB 060607A, Nysewander et al. 2009 , Molinari et al. 2007 ; GRB 081008, Yuan et al. 2010 ; see Oates et al. 2009 and Rykoff et al. 2009 for further examples) and short-term variability directly linked to the prompt emission (e.g., GRB 041219A, Vestrand et al. 2005; Blake et al. 2005 ; GRB 050820A, Vestrand et al. 2006 ; GRB 080319B, Racusin et al. 2008; GRB 080129, Greiner et al. 2009a) . In all these cases, dense photometric follow-up during the periods of variability was needed to characterize the phenomena involved.
In addition their use in to studying the GRB phenomenon itself, GRB afterglows can be used to study their galactic environment through absorption line spectroscopy of material in the line-of-sight towards the GRB. Above a redshift of around z ∼ 0.2, resonant absorption lines from elements present in the interstellar medium (ISM) such as Mg, Zn, Fe, Si, C, and S are shifted into the optical regime and can be studied with groundbased telescopes. For 10 bursts between a redshift of z = 2 to 6, the metallicity along the line-of-sight in the galaxy could be obtained so far (e.g. Savaglio 2006; Fynbo et al. 2006; Price et al. 2007; Prochaska et al. 2007 ; Ledoux et al. 2009, and references therein) . The values are usually below solar, but higher than for QSO absorbers at comparable redshifts, some of them even higher than theoretical limits for the formation of collapsars (Woosley & Heger 2006) . The difference to QSO absorbers can be explained if GRB sightlines probe denser parts of the galaxy, or if GRBs reside in galaxies with higher masses and therefore higher metallicities (Fynbo et al. 2008; Pontzen et al. 2010) . Both for QSO and GRB absorbers, there seems to be a metallicity evolution with redshift (Savaglio 2006; Fynbo et al. 2006; Price et al. 2007 ), although the slope is different for the two samples. GRB hosts seem to show a low extinction along the lineof-sight (Prochaska et al. 2007 ), however, relative abundances of heavier elements indicate that some of the ions must be depleted onto dust grains and the depletion pattern resembles the one found in the warm disc and halo of the Milky Way (MW; Savaglio 2006) . How this can be explained together with the low extinction as also derived from the spectral energy distribution (SED) of the afterglow Starling et al. 2007; Kann et al. 2010) , is still an open question. One possible solution to this problem is destruction of the dust present in the line-of-sight by the GRB and afterglow radiation (e.g., Waxman & Draine 2000; Perna & Lazzati 2002) , though no strong evidence has ever been found for this. Furthermore, there is clearly a strong observational bias involved, as those GRB afterglows with successful spectroscopy, especially in the case of high-resolution observations, are those which have only low extinctions and thus relatively bright afterglows Kann et al. 2010) , although rapid observations with large telescopes can achieve detailed spectroscopy of highly extinguished afterglows, as in the case of GRB 080607 Sheffer et al. 2009; Fynbo et al. 2009 ).
GRB 060526 was detected by the Swift satellite on May 26. 686458 (16:28:29.95 UT) . The satellite slewed immediately to the burst, detecting both the X-ray and the optical afterglow (Campana et al. 2006a ). The BAT instrument on Swift measured two emission episodes. The first one lasted 13.8 s and consisted of two FRED (fast rise exponential decay) peaks, followed by a second symmetric peak between 230 and 270 s (Campana et al. 2006b ). The second peak was coincident with a giant X-ray flare followed by a softer flare at 310 s (Campana et al. 2006c ) also detected in the v band by the UVOT telescope on-board Swift (Brown et al. 2006) . The gamma-ray fluence was (4.9 ± 0.6) × 10 −7 erg cm −2 during the first emission episode and (5.9 ± 0.6) × 10 −7 erg cm −2 during the second, the peak flux of the second episode was however only half of the peak flux of the first one. The photon index of the two epochs changed from 1.66 ± 0.20 to 2.07 ± 0.18, thus showing the typical hard-tosoft evolution (Markwardt et al. 2006) . The Watcher telescope provided the first ground based detection with R ≈ 15 mag (French & Jelínek 2006 ) 36.2 s after the trigger. ROTSE observations showed a plateau for several thousand seconds after the GRB onset (Rykoff et al. 2006) . A redshift of z = 3.21 was determined by Berger & Gladders (2006) with the Magellan/Clay telescope. The brightness of the optical afterglow allowed for a dense monitoring which revealed a complex light curve structure including several flares (Halpern et al. 2006a,b) and a steepening attributed to a jet break (Thöne et al. 2006) .
In this paper, we approach the analysis of GRB 060526 from two directions: Through modelling of the very detailed optical light curve and late optical imaging of the field to detect the host in Sec. 3, and analysis of low to medium resolution spectroscopic observations of absorption lines along the line of sight (Sec. 4). Throughout the paper, we follow the convention F ν (t) ∝ t −α ν −β , and use WMAP concordant cosmology (Spergel et al. 2003) with H 0 = 71km s −1 Mpc −1 , Ω M = 0.27, and Ω Λ = 0.73. Uncertainties are given at 68% confidence level for one parameter of interest unless stated otherwise.
Observations

Photometry
In order to get a good coverage of the light curve, we obtained data using several different telescopes around the world. Our complete data set comprises a total of 412 points from the UV to K-band, one of the largest photometric samples of an optical/NIR afterglow in the Swift era.
The earliest dataset was obtained by the Watcher telescope, located at Boyden Observatory, South Africa, starting 36.2 s after the burst, followed by Swift UVOT starting 86 s after the trigger. Early ground based optical data were obtained with the ROTSE-IIIc 0.3m telescope at the H.E.S.S. site at Mt. Gamsberg, Namibia, the 1.5m telescope on Mt. Maidanak/Uzbekistan, the 2.6m Shajn telescope at CrAO (Crimean Astrophysical Observatory/Ukraine), the TNG (Telescopio Nazionale Galileo) on La Palma equipped with DOLoRes, the 1.2m MIRO telescope on Mt. Abu/India, with BFOSC (Bologna Faint Object Spectrograph & Camera) at the G. D. Cassini 152 cm telescope of the Bologna University under poor conditions and with the RTT150 (1.5m Russian-Turkish telescope, Bakirlitepe, Turkey), the RTT150 data are also presented in Khamitov et al. (2007) . The light curve was followed up sparsely every night over nearly a week with DFOSC (Danish Faint Object Spectrograph and Camera) on the Danish 1.54m telescope on La Silla/Chile under partially photometric conditions and with MOSCA (MOSaic CAmera) and ALFOSC (Andalucia Faint Object Spectrograph and Camera) at the Nordic Optical Telescope on La Palma. Furthermore, two epochs were obtained with the Tautenburg 1.34m Schmidt telescope and two sets of images were taken several days after the GRB with Keck/LRIS simultaneously in the Kron-Cousins R and the Sloan g ′ bands, the second observation was performed at high airmass under bad seeing conditions. Late images were obtained with FORS2 at the VLT on Paranal/Chile on Feb. 23, 2007 and Mar. 30, 2008 in the R C band with exposure times of 2500 and 7500 s, respectively, to look for the host galaxy. We also took observations with the Hubble Space Telescope on 9 August 2009, utilizing the Advanced Camera for Surveys with the F775W (roughly SDSS i ′ ) filter (see Fig. 6 ). A total of 7844 s of observations were obtained in six dithered exposures. These were reduced via multidrizzle in the standard fashion.
Near infrared data were collected with ANDICAM and the 1.3 m SMARTS telescope (Small and Moderate Aperture Research Telescope System) at CTIO under non-photometric conditions as well as with the robotic 1.3m PAIRITEL telescope on Mt. Hopkins.
The UVOT data were reduced and analysed using the standard UVOT tasks within the heasoft package. For the photometric calibration of the ground-based data, we determined the calibrated magnitude of six comparison stars in the field using photometric zero points from DFOSC in the V, R C and I C bands (see Table 3 ). These stars were then used to perform relative Point-Spread Function (PSF) photometry to get the calibrated magnitude of the afterglow. For some of the late NOT images as well as the faint MIRO detections, though, we applied relative aperture photometry using a circle of 20 pixels diameter (and an annulus of 10 pixels for the sky). For the B-band, where no DFOSC data were available, we took zero points for only three comparison stars from the SDSS (see Table 3 ), converting them with the equations of Jester et al. (2005) . g ′ zero points were taken from the SDSS, and they are given as AB magnitudes. For the RTT 150 data, we used one USNO-B1 star as reference that was calibrated using Landolt standard stars. The results are in full agreement with the rest of the data set. The Watcher data were analysed using a dedicated photometry pipeline (Ferrero et al. 2010) . The J, H and K S band data from SMARTS/ANDICAM and PAIRITEL were calibrated using three and ten nearby stars, respectively, from the 2MASS catalogue. For the H and K S band data, we used smaller apertures and applied aperture corrections to reduce the influence of the highly variable background.
All data and upper limits are given in Table 1 , the data are not corrected for Galactic extinction. Note we give the g ′ and HST F775W magnitudes in AB magnitudes. For the final light curve fitting, we add Br ′ R C i ′ band data from Dai et al. (2007) . We shift the B and R C band data of Dai et al. (2007) by 0.1 magnitudes to bring it to our zero point. The multi-color light curves are shown in Fig. 1. 
Spectroscopy
Spectra were obtained with FORS1/VLT on May 27 from 9 to 12 hours after the burst. Four different grisms cover the wavelength range from 3650 to 9200 Å. For all four grisms a 1.
′′ 0 slit was used which provides resolutions between 2.4 and 11.1 Å. Reduction, cosmic ray removal, extraction and wavelength calibration were performed using standard tasks in IRAF 1 . The final spectra were then normalised as no absolute flux calibration was needed. In order to improve the S/N, we combined the datasets taken with the same grism weighted with their variance. A summary of the spectroscopic observations is given in Table 2 .
Prompt emission
Up to two hours after the burst, the light curve features an optical flare contemporaneous to the XRT/BAT flare at ≈ 250 s and a following plateau phase (Brown et al. 2006; French & Jelínek 2006; Rykoff et al. 2006) . We reduced the BAT event data using standard procedures within the software provided by HEASOFT (version 6.1). The XRT observations were reduced using the standard xrtpipeline (version 0.10.4) for XRT data analysis software using the most recent calibration files. The spectral data of BAT and XRT were analysed with XSPEC version 11.3 (Arnaud 1996) . The X-ray Galactic column density was fixed to 5.02 × 10 20 cm −2 (Kalberla et al. 2005) . We estimated the latetime extragalactic column density by fitting the XRT PC data from 517 s to 1.34 × 10 5 s post trigger, where spectral evolution is negligible, using an absorbed power law model. We only find an upper limit of N HX < 9.8×10 21 cm −2 (see also Campana et al. 2010) .
In Fig. 2 we compare the timescale of the flares at high energies (BAT and XRT) with contemporaneous optical data. The first, stronger flare is seen both by the XRT and BAT whereas the second, softer flare is only visible in the XRT data. Our earliest optical data are also coincident with the two flares. A broad early bump is observed in the optical light curve which precedes the second episode of BAT emission and the major X-ray pulse. The Watcher data only show a plateau during the high-energy flares due to a relatively low time resolution. The higher timeresolution of the UVOT data shows that there are also two significant flares in the optical. The first optical flare is contemporaneous with the peak of the BAT/XRT flare within 2σ of the temporal error. Then, there may also be a small optical bump (significance only ≈ 1.5σ) at the time of the second (XRT-only) flare, whereas the second significant optical flare occurs ≈ 90 s after the XRT-only flare implying that these two events are probably not connected. Power-law fitting of the optical light curve (with respect to the BAT trigger time T 0 ) shows the slopes are very steep. The rising slope of the first flare is α r1 = −12.8 ± 3.0, and the decay slope is α d1 = 5.8 ± 0.8, or, if one takes the bump as a second flare, the two decay slopes are α d11 = 8.2 ± 2.0, α d12 = 8.6 ± 2.5. The rise and decay slopes for the second peak are similarly steep, but with larger uncertainties.
Prompt optical flashes attributed to reverse shocks, as seen in the landmark burst GRB 990123 (Akerlof et al. 1999) , have been observed in only a few cases since the launch of Swift, e.g., GRB 060111B (Klotz et al. 2006 ) and GRB 060117 (Jelínek et al. 2006 , see Kann et al. 2010 for a recent overview of light curves with probable reverse shock flashes/steep decays in the Swift era). Most bursts for which early optical data are available display no evidence of reverse shock emission. In a number of cases, the optical light curve is dominated by forward shock emission from very early times, e.g. GRB 050401 (Rykoff et al. 2005) , GRB 060418 and GRB 060607A (Molinari et al. 2007; Nysewander et al. 2009 ), GRB 060605 (Ferrero et al. 2009 ), GRB 061007 (Mundell et al. 2007) and GRB 081008 (Yuan et al. 2010 ). An optical component of the emission from internal shocks has been invoked to explain the correlation between the optical and high-energy light curves observed in several bursts, e.g. GRB 041219A (Vestrand et al. 2005; Blake et al. 2005; Fan et al. 2005) , GRB 050820A , and GRB 050904 (Wei et al. 2006) . The very rapid variability as measured by the steep slopes and the contemporaneous first flare indicates that GRB 060526 is another case where the early optical light curve is dominated by central engine activity. Such time resolution and coincident optical and high-energy observations are still rare, however, a thorough analysis of the flares and their spectral properties goes beyond the scope of this paper.
Afterglow photometry and light curve modelling
The multi-color light curve
To analyse the evolution of the light curve, we use the R C /CR band which has the densest sampling, a total of 319 data points in all, from 50 s to more than 7 days after the GRB. For all fits, we fix the host magnitude to m h = 29 (see § 4.4). A fit with a single power law to these data is very strongly rejected, with
. Even if we remove the earliest data which are affected by optical flares, starting only at 400 s after the GRB, the fit is still rejected (χ 2 /d.o.f. = 29.46 with 308 d.o.f.). A double smoothly-broken power law gives a much better fit, but even so, the fit is formally rejected, with χ 2 /d.o.f. = 3.12 with 302 d.o.f. This is due to the strong variability in the light curve which was first found by Halpern et al. (2006a) and is also discussed in Dai et al. (2007) . This fit, along with the residuals showing the strong variability, is shown in Fig.  3 . The parameters we find for this fit (α plateau = 0.288 ± 0.026, α 1 = 0.971±0.008, α 2 = 2.524±0.052, t b1 = 0.090±0.005 days, t b = 2.216 ± 0.049 days) are concurrent with those of Dai et al. (2007) (who find α 1 ≈ 1.0, α 2 ≈ 2.9 and t b ≈ 2.55 days). Due to the high data density, we are able to let the break smoothness parameter n vary for the second break (the first break had to be fixed to n = 10), and our result (n = 4.3 ± 0.7) is in agreement with the tentative α 1 − n correlation found by Zeh et al. (2006) . Still, the significant improvement shows that the light curve is basically a double smoothly-broken power law, and the steep late decay indicates that this break is a jet break, as first noted by Thöne et al. (2006) and also found by Dai et al. (2007) . The rest frame jet break time of 0.52 days is typical for the optical afterglows of the pre-Swift GRB sample . Jet breaks, a common feature in wellmonitored pre-Swift optical afterglows (e.g., Zeh et al. 2006) , have not been found in many Swift afterglows 2 , especially in the X-rays (e.g., Mangano et al. 2007; Grupe et al. 2007; Sato et al. 2007; Racusin et al. 2009 ), and if there are breaks, then the comparison between the optical and X-ray light curves show them to often be chromatic (Panaitescu et al. 2006; ). Analysing both the optical and X-ray data of GRB 060526, Dai et al. (2007) suggest that the (jet) break is achromatic.
If we take the X-ray data from Dai et al. (2007) and fit it with the parameters of our double smoothly-broken power law fit using X-ray data from 0.06 days onward, we concur that the fit is marginally acceptable, with χ 2 /d.o.f. = 1.6 for 40 degrees of freedom. Using our own X-ray reduction, we obtain a worse result, with χ 2 /d.o.f. = 1.7 for 22 degrees of freedom. Similarly, with X-ray data from the Swift XRT repository (Evans et al. 2007 (Evans et al. , 2009 ), the fit is rejected (χ 2 /d.o.f. = 2.3 for 33 degrees of freedom). The reason is that there are less data points, but with smaller error bars, so the outliers are weighted more strongly. A fit to the X-ray data alone results in a much earlier break time and slopes that are less steep (again in agreement with Dai et al. 2007 ), but we caution that the late X-ray afterglow is only sparsely sampled and shows large scatter. For the three different reductions, we derive the following values using a smoothly-broken power law (a double-broken power law yields no statistical improvement), with n = 10 fixed and no host galaxy: α 1 = 0.92 ± 0.05, α 2 = 3.02 ± 0.63, t b = 1.38 ± 0.25 (XRT repository light curve); α 1 = 0.90 ±0.05, α 2 = 2.78 ±0.61, t b = 1.34 ± 0.28 (our XRT reduction); α 1 = −0.29 ± 0.56, α 2 = 1.69 ± 0.17, t b = 0.16 ± 0.05 (Dai et al. 2007 data) . As can be seen, the latter fit is very different from the other two (which agree fully within error bars). Even using data from 0.01 days onward (end of the X-ray flare), the fit is still significantly different: α 1 = 0.43 ± 0.06, α 2 = 1.69 ± 0.17, t b = 0.25 ± 0.06.
Modelling the light curve with energy injections
Motivated by the similarities to such highly variable light curves as that of the afterglow of GRB 021004, which was successfully modelled by multiple energy injections ("refreshed shocks") (de Ugarte Postigo et al. 2005), we used the code of Jóhannesson, Björnsson & Gudmundsson (2006) to model the afterglow light curve. The code numerically solves the kinematic equations of an expanding shock front and calculates the resulting synchrotron emission. Relativistic effects are fully taken into account and the code supports delayed energy injection episodes. Several energy injection episodes are applied as a possible scenario to explain the rebrightenings and shallow decay of the afterglow. Preliminary results on a smaller data set were presented in Jóhannesson et al. (2009) . The number and a time range for the energy injections have to be inserted as initial guess for the fit and the fit then adjusts them to the best possible time within that range and determines the magnitude of the injection. As the very early data likely contain some signature of the prompt emission, we exclude all data before 400 s as well as the very bright X-ray flare. Due to Lyman forest blanketing, data in B and g ′ bands were excluded from the fit. The V band is also af- The first three injections are responsible for the shallow afterglow decay between 0.008 and 0.25 days. The quality of the data does not allow to discriminate between this three-injection scenario and a continuous injection. Using a lower number of injections does not yield a satisfactory fit to the observed data. Since there are no direct indications of injections in the light curve, the time of each of the three injections is not well determined. A direct consequence of this is that the energy of each individual injection in this phase is not well determined, while the total energy released is fairly consistent. The time and energy of the last two injections are, however, better constrained by the data.
Further results of the modelling are a high density of the circumburst medium of n 0 = 600 +3000 −500 cm −3 (a high value, comparable to the high-z GRB 050904, Frail et al. 2006 ), a rather low opening angle of θ 0 = 2
−1 • .8 and an electron index of p = 2.1 +0.2 −0.3 (host galaxy extinction is assumed to be negligible, see § 4.3). The peak frequency ν m passes through the optical/NIR at very early times, while the data are most likely affected by the prompt emission. The cooling break ν c is between the optical and X-rays up to 6 days after the burst, i.e., over the whole data span. Furthermore, we find ε e = 2 +5 −1.5 × 10 −2 and ε B = 7 +40 −6 × 10 −5 , with ε e being the fraction of the energy in the electron population and ε B the fraction of the energy in the magnetic field. Note that the definition of ε e has been changed in the model from Jóhannesson, Björnsson & Gudmundsson (2006) to the definition of Panaitescu & Kumar (2001) to allow for p < 2 in the model. This model reproduces the global properties of the optical/NIR light curves well, with the rather high χ 2 /d.o.f. = 2.0 resulting from rapid variability in the late time afterglow. This is incompatible with the homogeneous shock front assumed in the numerical code. The X-ray light curve is also fitted reasonably well. 
The spectral energy distribution and host extinction
Following the procedures outlined in Kann et al. (2006) , we derive the optical spectral energy distribution (SED) of the GRB 060526 afterglow and fit it with several dust models (Milky Way, MW; Large Magellanic Cloud, LMC; and Small Magellanic Cloud, SMC; Pei 1992) to derive the line-of-sight extinction in the host galaxy. Due to the strongly variable light curve, we choose the approach Kann et al. (2006) used for the SED of GRB 030329, and shift the other bands to the R C -band zero point to derive the colours. With this method, we can also look for colour changes. There may be marginal variations in B − R, but this colour remains constant within conservative errors, and is more sensitive to Lyman forest blanketing, as different filters will suffer a different amount of blanketing.
The SED clearly shows the decreasing flux in the B, g ′ and V bands, and especially in the uvw2 uvm2 uvw1 u bands, where only upper limits are found, due to the Lyman forest blanketing as well as the Lyman cutoff (see Fig. 5 ), and we thus do not include these filters in our fit. Given the size of the errors, all fits, even with no extinction, are acceptable (see Table 4 ) and we are thus unable to prefer one dust model over another. The lack of z band data does not allow us to constrain the existence of a 2175 Å bump, therefore we have no evidence in favor of or ruling out MW and LMC dust. We do note, though, that MW dust leads to slightly negative extinction, while the LMC dust fit yields large errors. Thus, we henceforth use the SMC dust fit, as this is the most common dust type found in GRB host galaxies, both in pre-Swift Starling et al. 2007) and Swift-era Kann et al. 2010) results. Note that for SMC dust, the extinction is 0 within errors as well.
Assuming the cooling break ν c to lie blueward of the optical bands (highly likely considering the X-ray spectral slope β X ≈ 1, Dai et al. 2007 , and the result of the numerical modelling), the standard fireball model gives for the electron power law index p = 2β+1 = 2.10±0.40. This result (albeit with large errors) is in agreement with the result from the broadband modelling ( § 4.2) and with the canonical p = 2.2, and very similar to many other GRB afterglows (e.g. Kann et al. 2006; Starling et al. 2007 ). Our results are in contrast to Dai et al. (2007) , who derive a very steep slope β 0 = 1.69 +0.53 −0.49 from Br ′ i ′ data only (correcting for Lyman absorption) and conclude that the optical and the X-ray data lie on the same slope.
Host search
In the late-time VLT images, we do not detect any source at the position of the afterglow down to a limit of R C > 27.1 mag (which transforms into an absolute magnitude limit of M R > −20.1). There is one source present at ∼1.
′′ 5 South-East of the afterglow position with R C = 26.4 ± 0.2, which at a redshift of z = 3.221 would transform into a physical offset between GRB and host galaxy of ∼ 11.5 kpc. A long-slit spectrum covering the afterglow position and this galaxy does not show any trace at these positions. If this galaxy was associated with the GRB, it would be one of the largest offsets between a long-duration GRB and its host galaxy known . The strong absorption lines from the ISM seen in the afterglow spectrum (see Sect. 5) as well as the high circumburst density inferred from the numerical modeling (see Sect. 4.2) do in fact not favour a large distance from the host galaxy. A position outside of their host galaxies had been inferred for GRB 070125 (Cenko et al. 2008 ) and GRB 071003 (Perley et al. 2008b) , however, those spectra showed very weak absorption lines, contrary to what we observe for GRB 060526. Concluding, we have no direct spectroscopic evidence for or against an association of the GRB with the galaxy.
We also observed the field with ACS on HST. Astrometry was performed relative to our TNG image, yielding a position accurate to ∼ 0.1 ′′ . At the location of the burst we do not find any evidence for an underlying host galaxy. To estimate the limits we place 50 apertures randomly on the sky and measure the standard deviation in their count rates. This implies that the underlying host galaxy of GRB 060526 is fainter than F775W(AB) > 28.5 (3σ) or an absolute magnitude of M(1500 Å) > -18.3 mag which is fainter than 0.5 L* according to Gabasch et al. (2004) . The flux density at the host position is 0.004 ± 0.005 µJy.
Host galaxies of long-duration GRBs have often been found to be faint irregular galaxies Christensen et al. 2004) which are difficult to detect at higher redshifts. So far, there are only eight bursts with z > 3 where the detection of a host galaxy has been published, namely GRB 971214 (z = 3.418, Kulkarni et al. 1998) , GRB 000131 (z = 4.500, Andersen et al. 2000; Fruchter et al. 2006) , GRB 030323 (z = 3.3718, Vreeswijk et al. 2004) , GRB 060206 (z = 4.04795, Fynbo et al. 2006; Thöne et al. 2008; Chen at al. 2009 ), GRB 060210 (z = 3.9133, Fynbo et al. 2009; Perley et al. 2009 ), GRB 060605 (z = 3.773, Ferrero et al. 2009 ), GRB 090205 (z = 4.6503, D'Avanzo et al. 2010 , and GRB 090323 (z = 3.568, Cenko et al. 2010; McBreen et al. 2010) . The host galaxies of GRB 020124 (Berger et al. 2002; Chen at al. 2009 ), GRB 050730, GRB 050908, GRB 060607A, GRB 070721B (all Chen at al. 2009 ), GRB 050904 (Berger et al. 2007 ) and GRB 060510B ), on the other hand, were not detected to very deep limits in the optical and the NIR.
The distribution of pre-Swift R C band host galaxy magnitudes peaks at R C (AB) = 25 ) but extends out to 29 with a typical redshift z ≈ 1.4. Swift GRBs (and thus their hosts) however have a higher mean redshift of z = 2.8 (Jakobsson et al. 2006a) 4 , so the distribution will be shifted out to even fainter magnitudes. Ovaldsen et al. (2007) also find a higher magnitude for Swift hosts than for pre-Swift bursts by comparing the expected detection rate from pre-Swift hosts with detections and upper limits derived from imaging the fields of 24 Swift and HETE II bursts from 2005 -2006. 
Spectroscopy results
Line identification
We detect a range of metal absorption lines as well as a Lyman limit system (LLS) originating in the host galaxy of GRB 060526. A redshift of z = 3.221 was determined in Jakobsson et al. (2006b) from a number of these absorption lines using the spectra taken with the 600V grism presented in this article.
Most of the lines were fitted from the combined 600V spectrum which covers all metal absorption lines detected longwards of Ly-α, but provides a higher resolution than the 300V spectra. The 600I spectra only covers the AlII λ 1670 line at the same resolution as the 600V grism. The range of 1200B is entirely within the Lyman-α forest but does not have a high enough resolution to deblend metal transitions from absorption caused by the Ly-α forest lines. We do, however, detect Ly-β and Ly-γ absorption in the 1200B grism. In the blue end of the 300V spectrum, one can clearly see the 915 Å Lyman break at the redshift of the host galaxy. In Fig. 7 , we show the combined spectrum of the 300V grism with the identified lines indicated. We note that we do not detect any intervening system in the sightline towards GRB 060526, which is rather unusual for a GRB sightline, in particular at that redshift (see, e.g., Prochter et al. 2006) . Taking the strong Mg II λ 2796, 2803 doublet, the redshift path probed for any intervening system is between z ∼ 0.8 and 2.2. The 3σ limits on the non-detection of the Mg II doublet vary between 0.17 Å (z = 0.8) and 0.82 Å (z = 2.2) (rest frame).
In order to determine the equivalent width (EW) of the strong absorption lines, we fitted the continuum around the lines in regions that were free of absorption and summed over the absorption contained within two times the full-width at half-maximum (FWHM) of the lines. For weak lines, we obtained better results due to the low S/N by fitting Gaussians. For this fit, we used a modified version of the gaussfit procedure provided in IDL 5 which is more reliable in determining the continuum and fitting the actual line even if it is slightly blended with a neighbouring line. The upper limits on the EWs for a range of ions noted in Table 5 was determined from the spectra taken with the 300V grism due to the better S/N of those spectra. Between the individual spectra, we do not find any variability in the EW of the individual absorption lines. S II λ 1259, Si II λ 1260 and Fe II λ 1260 are blended and cannot be fitted separately. We therefore cannot consider them for the derivation of the column density from the curve of growth fit as described below and only give the total EW in Table 5 . In contrast to what is noted in Jakobsson et al. (2006b) , we cannot reliably detect any fine-structure lines and only give an upper limit for Si II*. Fine-structure lines would be a clear indication that the detected absorption lines indeed originate in the host galaxy of the GRB, as they are assumed to be produced by UV pumping from the afterglow (e.g. Prochaska et al. 2006; Vreeswijk et al. 2007; D'Elia et al. 2009 ). The redshift derived is therefore to be strictly taken as a lower limit only, the detection of the Lyman α forest redward of the proposed redshift, however, excludes a significantly higher redshift for the burst.
Column densities from curve of growth analysis
Some of the strong absorption lines are saturated, which is a problem in low resolution spectra as the damping wings are not resolved and Voigt profile (VP) fitting cannot be adopted to derive a reliable column density. Furthermore, high resolution spectra of GRBs (Prochaska 2006) have shown that the strong Table 5 . EWs of detected absorption lines and 2σ upper limits on some undetected lines, the EW for the blended systems include the contributions from all lines. The column densities were derived from CoG fitted for S II, Si II, Fe II, C IV, Si IV and Al II. Si II* denotes a fine-structure line. Upper and lower limits were determined by assuming the ions to lie on the linear part of the CoG. The Lyα column density is taken from Jakobsson et al. (2006b) and is based on the 600V grism. Fig. 8 . Multi-ion single-component curve of growth fit for the absorption systems in GRB 060526 using 6 different ions. The CoG is expressed in units of the column density "N", the oscillator strength of the transition "f" and the wavelength of the transition. As comparison, b = ∞ is plotted, the dotted line marks the 1 σ deviation from the fit.
metal absorption lines unresolved in low resolution spectra usually consist of a number of narrow, unsaturated components that would allow an accurate determination of the column density by fitting the different components separately. If only low resolution spectra are available, one has to adopt a curve of growth (CoG) analysis (Spitzer 1978; Savage & Sembach 1996) which directly relates the EW to the column density on the linear part of the CoG where the lines are not saturated (optical depth τ 0 < 1), but depends on the Doppler b parameter of the medium on the flat part of the curve which applies for mildly saturated lines. For GRBs, one usually has to do a multiple-ion single-component CoG (MISC-CoG) analysis, adopting the same effective Doppler parameter for all ions. Here, we used all unblended ionic lines that were not heavily saturated, namely S II, Si II, Fe II, Al II as well as C IV and Si IV and calculate the χ 2 minimum going through the parameter space for the column densities of each ion and a range of b parameters. We then find the best fit for b = 39 ± 3 km s −1 (see Fig. 8 ) and the column densities as noted in Table 5 . Most of the ions lie near the linear part of the CoG and are therefore rather independent of b, Si II and Al II lie on the flat part of the CoG and the column densities are only noted as lower limits as derived from the linear part of the CoG. We excluded the saturated O I and C II transitions from the fit and only list lower limits for these two ions for which we take the column density resulting from the linear part of the CoG. We also discarded the blended absorption lines of Si II λ 1260, S II and Fe II even though Si II is the dominant contribution to the absorption since we detect two other unblended Si II transitions at λ 1304 and λ 1526 Å.
There are several problems connected with the use of the CoG that have to be considered. Different ionisation levels should actually be treated in separate analyses as they might occur in different regions in the absorbing system. However, we assume that the absorption takes place in a relatively small region of the host galaxy and the resolution of the spectrum does resolve different components of the absorbing material in the host galaxy. Therefore, we also fit the higher ionisation levels of Si IV and C IV in the same CoG. Furthermore, they lie close to the linear part of the CoG and excluding them from the common fit would not change the derived b parameter very much. Another problem with doing multiple-ion CoG analysis using strong lines in low-resolution spectra has been noted by Prochaska (2006) , who compared column densities derived from low resolution spectra and CoG with high resolution data and VP fitting from the same bursts. He found that when including saturated lines in the fit, column densities are generally underestimated. Indications for that are if an effective b parameter of ≫ 20 km s −1 is found, since strong lines actually consist of a range of components with b < 20 km s −1 . Savaglio (2006) however performed a similar analysis using CoG and the apparent optical depth (AOD) method as described in Pettini et al. (2002) , which can be applied for medium resolution high S/N spectra, and found a good agreement between the two methods. The column densities of the saturated lines Al II and Si II are infact rather sensitive to the adopted b parameter. These lines very likely consist of a number of unresolved weaker components which would lie on the linear part of the CoG, the real errors should therefore be larger but are difficult to estimate.
Metallicity and relative abundances
Absorption lines that are likely not affected by dust depletion can be used to derive a metallicity of the medium in the line of sight to the GRB. The least dust-depleted element is Zn, which is, however, undetected in our spectra. We then use the relatively weak lines S II and Fe II derive relative metallicities compared to the hydrogen density with [M/H] Fe is usually affected by dust depletion (Savage & Sembach 1996) and corrections have to be adopted. Using the relation between the Zn and Fe abundance in Savaglio (2006) , we find a metallicity of [Fe/H] = −1.09 ± 0.24 which marginally agrees within the errors with the value derived from sulphur. The only detected and unblended S II line at λ 1253, however, is only marginally detected and therefore the EW has large errors. The Fe II doublet taken for the CoG fit, in contrast, is also slightly blended, but the fit of the stronger component can be considered as reliable. Despite the dust depletion, the metallicity derived from Fe might be the most reliable one in this case and we therefore assume a metallicity of [Fe/H] = -1.09 for the host of GRB 060526.
Independent of the ion used, the metallicity is rather high compared to other galaxies at redshift z ≈ 3, but among the typical metallicities derived for other GRB hosts at that redshift. For those measurements, different ions have been used depending on the quality and the wavelength coverage of the spectra. Our results show that caution is required when comparing the metallicities derived from different elements, as they might be differently affected by dust depletion and/or evolution. This is especially true when saturated lines in low resolution spectra are used to derive the column densities and hence the abundances as it is the case for, e.g., GRB 000926 (Savaglio et al. 2003) and GRB 011211 (Vreeswijk et al. 2006) . For GRB 050401 (Watson et al. 2006) and GRB 050505 (Berger et al. 2005) , the authors themselves note that due to saturation the reported metallicity is indeed a lower limit.
Our spectra do not allow us to determine a dust depletion pattern from the relative abundances of heavier elements, since at least four elements out of Zn, Si, Mn, Cr, Fe, Ni or S are necessary to do such a fit. The difference in the relative abundances between S, Si and Fe might suggest the presence of some dust in the line-of-sight towards the GRB, however, large extinction is excluded from the afterglow SED. On the other hand, this difference could also be due to an enhancement in α element production 6 which is likely to happen in the young star-forming host of a GRB. Generally, GRB hosts have higher α/Fe ratios than QSODLAs (Prochaska et al. 2007) , which can either be interpreted as large dust depletion consistent with the higher metallicities of GRB sightlines or as α element enhancement. There are indications that most of the α/Fe ratio is due to dust depletion traced by a large [Zn/Fe] The ratio between high and low ionisation species in the spectrum clearly shows that most of the material in the line of sight is in a low ionization state. Si IV and C IV have rather low column densities and lie close to the linear part of the CoG in contrast to their low ionization species Si II and C II which are both saturated, whereas Al III is not even detected in our spectra. We then derive column density ratios of log(Si IV/Si II) = −2.37, log(C IV/C II) < −1.45 and log(Al III/Al II) < −2.41. From the large sample of Swift long GRB afterglow spectra ), this seems fairly normal for an average GRB sightline. However, the few GRBs occurring in LLSs (log N HI /cm −2 < 20.3) usually show a higher fraction of ionized material compared to GRB-DLA sightlines. This might either be due to decreased shielding of the highly ionizing afterglow flux by the lower hydrogen column density, by a rather special arrangement of the GRB inside the host galaxy or simply by a small host galaxy. Since our spectra show a low fraction of highly ionized material this implies that the absorbing material has a relatively large distance from the GRB.
We do not detect N V in our spectra but provide an upper limit of log N < 13.66. N V was detected in only four sightlines towards GRBs ) and likely traces the immediate environment of the GRB as it has a high ionization potential and requires a strong radiation field. Our upper limit is lower than the column densities for those GRB sightlines where N V could be detected which again implies that the absorbing gas probed by our spectra are most likely not close to the GRB itself. Furthermore, we do not detect any fine structure lines and only derive an upper limit on Si II* of log N/cm −2 < 12.76. Fine structure lines are assumed to be pumped by the UV radiation field of the GRB (Vreeswijk et al. 2007 ) which also indicates that the gas is likely very far from the GRB itself. Si II* requires a less strong radiation field and has been detected in Lyman break galaxies (Pettini et al. 2002) where the UV radiation from young stars provides the necessary radiation field.
Discussion and conclusions
GRB 060526 had a relatively bright afterglow that allowed us to obtain a solid dataset, both photometrically and spectroscopically. We achieved a dense light curve coverage over several days which allowed a detailed study of the afterglow properties, and obtained a series of low resolution but high signal-to-noise spectra to study the host environment.
The optical light curve can be fitted with a double smoothlybroken power law with a breaks at t b1 = 0.090 ± 0.005 and t b = 2.216 ± 0.049 days, and decay slopes of α plateau = 0.288 ± 0.026, α 1 = 0.971 ± 0.008, and α 2 = 2.524 ± 0.052. The dense sampling of especially the R C -band light curve also reveals additional variability on top of the power laws. These features could be explained either by extended activity of the central engine or through interactions of the shock with the interstellar medium. For the case that the variability arises from external shocks, several mechanisms have been considered. In GRB 021004, both density variations of the external medium into which the GRB jet plows and angular inhomogenities of the jet surface were considered (Nakar et al. 2003) . However, Nakar & Granot (2007) show that density variations would cause much smaller fluctuations than those observed in GRB afterglows and can therefore be ruled out. Another possibility is the injection of additional energy into the shock by slower shells that catch up with the shocked region as it decelerates, this model was used successfully to describe GRB 021004 (de Ugarte Postigo et al. 2005 ) and also works better than two other models (double jet and density fluctuations) to describe the highly complex light curve of GRB 030329 (Huang et al. 2006 ). Thus, variability can give either information on the medium surrounding the GRB or on the activity of the central engine. A more intriguing possibility is that the flares may be emitted from another region closer to the central engine, resulting from late internal shocks. Powerful X-ray flares that are attributed to late central engine activity have been observed in about 50% of all Swift GRBs (e.g. Burrows et al. 2005; Chincarini at al. 2007; Krimm et al. 2007) , and strong optical/NIR flaring contemporaneous with the GRB prompt emission may also occur (Vestrand et al. 2005; Blake et al. 2005; Vestrand et al. 2006; Racusin et al. 2008) , thus making optical flares from late central engine activity an interesting prospect (Kann 2007; Malesani et al. 2007 ).
Indeed, Dai et al. (2007) have suggested that the optical variability of the afterglow of GRB 060526 is due to flares from late internal shocks (the very early rapid optical variability we present here is very probably due to central engine activity, as it is seen contemporaneously in gamma and X-rays). Khamitov et al. (2007) , on the other hand, conclude that the short timescale of the variabilities requires the jet to be nonrelativistic already at ∼ 1 day and could then be explained by external density fluctuations. Our analysis lends tentative support to the notion of flares from internal shocks, finding decay slopes for two flares that exceed what should be possible from external shocks. But we caution that the errors of these fits are large due to a low amount of data in the decaying parts. Furthermore, globally, a model using refreshed external shocks is able to account for the light curve variations, although microvariability remains. This creates the intriguing possibility of reverberation effects (see Vestrand et al. 2006 , for a case of reverberation between gamma-rays and optical emission). Short flares in the X-ray or optical bands signal internal shocks from long-term central engine activity, and when these shells catch up with the forward shock front, they re-energise the external forward shock. The detection of such behaviour would probably require dense multi-band observations of a bright afterglow to search for SED changes at high time resolution combined with detailed modelling of the data. This way, one could discern between internal shocks (which are expected to have a different spectral index from the forward shock afterglow) and refreshed, external shocks (which are achromatic). Our data set of the afterglow of GRB 060526 does not allow us such a detailed decomposition.
From the analysis of our low resolution spectra with different resolutions, we detect a LLS and a number of metal absorption lines that all lie at a redshift of z = 3.221. The low resolution only allows us to derive column densities from measuring the EWs of the absorption lines and adopt a MISC-CoG analysis where we exclude the most saturated as well as blended transitions. We find a best fit for the Doppler parameter of b = 39 ± 3 km s −1 and most of the ions used for the fit lie on the linear part of the CoG which allows a relatively reliable determination of the column densities. The relative abundances of different metals in the spectra indicate some dust extinction, but an intrinsic difference due to enhancement of the production of certain elements cannot be excluded. The very low amount of dust detected in the afterglow SED may indicate that the latter might be the favored possibility.
The column density of neutral hydrogen is rather low compared to other GRBs. We derive a metallicity for the host of [Fe/H] = −1.09 which is slightly higher than metallicities determined from other GRB afterglow spectra. According to the definition of QSO absorbers, the host of GRB 060526 is classified as a LLS (19 < log N HI /cm −2 < 20.3), which seem to have on average higher metallicities than damped Lyman α systems (DLA; Peroux et al. 2007 ) and a steeper evolution towards lower redshifts. Around redshift 3, however, the metallicities of both samples are within the same range. Also, GRB hosts show a trend towards increasing metallicity with lower redshifts Savaglio 2006) . Taking into account that most of the sample used only low-resolution spectra to derive the metallicity (which only gives lower limits for the column densities and the metallicity) this evolution might, however, not be as pronounced as for DLAs and LLS. This might imply that the enrichment of the ISM in the early universe had taken place at earlier times than assumed. The absorbing material along the line-of-sight is mostly in the neutral state, as usually observed for long GRBDLAs, while sightlines with lower log N HI often contain more ionized material. This might either imply that we have a very small host galaxy or that the GRB is placed somewhere in the outskirts of its host. In general, the low ionization points to a relatively large distance of the absorbing material from the GRB itself.
There is no underlying host galaxy of GRB 060526 detected down to a deep limit of 28.5 mag (in F775W AB) in HST/ACS data. At that redshift, this means the host has an absolute magnitude M(1500Å) > −18.3 mag, fainter than an 0.5 L* galaxy at that redshift. Long GRBs have been found to occur in actively star-forming galaxies and star formation is assumed to shift towards smaller and fainter galaxies over time (e.g. Cowie et al. 1996) while massive galaxies prove to be rather unchanged throughout the history of the universe (e.g. Abraham et al. 1999; Heavens et al. 2004) . One would therefore expect that GRB hosts should also have higher luminosities towards higher redshifts. Fynbo et al. (2008) concluded that the observed metallicity distribution of GRB hosts (as well as QSO absorbers) at z ≈ 3 can be explained by the luminosity function of galaxies at that redshift and assuming a luminosity-metallicity relation as derived for other high-redshift samples Erb et al. 2006) . The non-detection of the host of GRB 060526 down to deep limits, however, would not support this suggested evolution. The data neither strongly support nor allow us to rule out that the GRB is associated with the nearby galaxy. While the offset would be very large compared to typical long GRB offsets, it is possible the burst occurred in a locally dense star-forming region which is not detected even in our very deep imaging. 
