k-Partitioning problems with partition matroid constraint  by Wu, Biao & Yao, Enyue
Theoretical Computer Science 374 (2007) 41–48
www.elsevier.com/locate/tcs
k-Partitioning problems with partition matroid constraint
Biao Wu∗, Enyue Yao
Department of Mathematics, Zhejiang University, Hangzhou 310027, PR China
Received 14 July 2006; received in revised form 15 November 2006; accepted 19 November 2006
Communicated by D.-Z. Du
Abstract
In this paper, we consider the k-partitioning problems with partition matroid constraint and present an algorithm called the
layered LPT algorithm. With the objective of minimizing the maximum load, we show that the layered LPT algorithm has a tight
worst case ratio of 2 − 1/m. With the objective of maximizing the minimum load, we show that the layered LPT algorithm has a
tight worst case ratio of 1/m for the general case and, with certain conditions, the worst ratio can be improved to m/(2m − 1) for
the general k case and to (m − 1)/(2m − 3) for the k = 3 case.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Generally, the set partitioning problem [9] asks for a partition of a given set of nonnegative real numbers into a
given number of subsets such that the loads, i.e. the sums of the elements in the subsets, are equal or at least nearly
equal. In this paper we consider the following version of this large class of problems.
Given k sets R1, R2, . . . , Rk with each set Ri = {ri1, ri2, . . . , rim} containing exactly m nonnegative real numbers.
Let E = R1 ∪ R2 ∪ · · · ∪ Rk . The problem is to look for a partition of E into m subsets S1, S2, . . . , Sm such that each
subset S j satisfies the constraint:
|S j ∩ Ri | = 1, i = 1, 2, . . . , k (1)
for j = 1, 2, . . . ,m and the loads denoted as C1,C2, . . . ,Cm are “nearly” equal.
We call the constraint (1) the partition matroid constraint, briefly denoted as PMC. The reason is that the collection
P of all the subsets of E satisfying the constraint, i.e.
P = {S : |S ∩ Ri | ≤ 1, i = 1, 2, . . . , k}
is a partition matroid [11] defined on E and all the subsets in a partition are elements of P .
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The optimization objective of the problem is to make the loads C1,C2, . . . ,Cm as nearly equal as possible. To
achieve this near-equality, one may in one way minimize the maximum load of the subsets (i.e. makespan), called the
min–max problem, or in another way maximize the minimum load of the subsets, called the max–min problem.
Without PMC, the problem is just the fundamental problem in scheduling theory initially proposed in [4,7]. For
the min–max problem, Graham [7] proved that the LPT algorithm has a tight worst case ratio of 4/3− 1/3m. For the
max–min problem, Deuereyer et al. [4] initiated the work and proved that the worst case ratio of LPT algorithm is
greater than 3/4; Csirik et al. [2] proved that the LPT algorithm has a tight worst case ratio of (3m − 1)/(4m − 2).
If PMC is replaced by the cardinality constraint:
|S j | ≤ k
for j = 1, 2, . . . ,m, the problem is just the k-partitioning problem discussed by many authors. For the min–max
problem, Kellerer and Woeginger [10] proved that the MODFIED LPT algorithm has a tight worst case ratio of
4/3 − 1/3m for the k = 3 case; Babel, Kellerer and Kotov [1] presented a FOLDING algorithm which has a tight
worst case ratio of 2− 1/m and Dell’Amico and Martello [5] showed that the worst case ratio of the LPT algorithm is
less than 2 for the general k ≥ 4 case. For the max–min problem, Chen, He and Lin [3] showed that the MODIFIED
LPT algorithm has a tight worst case ratio of (4m − 2)/(3m − 1) for the k = 3 case. He et al. [8] showed that the
FOLDING algorithm has a tight worst case ratio of max{2/k, 1/m} for the general k ≥ 3 case.
In this paper we consider the partitoning problem with PMC. Recently, Dell’Olmo [6] proved that partitioning
problems with PMC with min–max or max–min objective are both NP-hard, even for k = 3. Therefore, our research
will focus on devising and analysing of approximation algorithms. We present an approximation algorithm called
the layered LPT algorithm. Under the objective of minimizing the maximum load, we show that the layered LPT
algorithm has a tight worst case ratio of 2 − 1/m. Under the objective of maximizing the minimum load, we show
that the layered LPT algorithm has a tight worst case ratio of 1/m for the general case and, with certain conditions,
the worst ratio can be improved to m/(2m − 1) for the general k case and (m − 1)/(2m − 3) for the k = 3 case.
The paper is organized as follows. In Section 2, we present the layered LPT algorithm and prove its key properties.
In Section 3, we analyze the worst case performance ratio of the algorithm when applied to the min–max problem. In
Section 4, we analyze the worst case performance ratio of the algorithm when applied to the max–min problem.
In the rest of the paper, let S1, S2, . . . , Sm denote the partition produced by the layered LPT algorithm and
S∗1 , S∗2 , . . . , S∗m the optimal partition. Let w(S) be the load of a subset S and C j = w(S j ), C∗j = w(S∗j ). Let C A
or C A(I ) denote the solution value yielded by the layered LPT algorithm and C∗ or C∗(I ) the optimal solution value
for the instance I .
2. The layered LPT algorithm
In this section, we present the layered LPT algorithm and show some key properties of the algorithm.
In order to guarantee that the yielded partition satisfies the constraint PMC, it is natural that Ri should be arranged
one by one. In order to achieve the near-equality, it is natural that the bigger elements in Ri should be put into subsets
with smaller loads. Combining these two ideas, we suggest the following approximation algorithm named the layered
LPT algorithm.
Without loss of generality, it is assumed that the elements in Ri = {ri1, ri2, . . . , rim} are sorted in non-increasing
order, i.e.
ri1 ≥ ri2 ≥ · · · ≥ rim . (2)
Layered LPT Algorithm:
1. Set S j = {r1 j }, j = 1, 2, . . . ,m.
2. For i = 2, . . . , k Do{
3. Sort S1, S2, . . . , Sm by their loads in non-decreasing order Sl(1), Sl(2), . . . , Sl(m) such that Cl(1) ≤ Cl(2) ≤ · · · ≤
Cl(m).
4. Set Sl( j) = Sl( j) ∪ {ri j }, j = 1, 2, . . . ,m.
5. }
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It is easy to estimate that the running time complexity of the algorithm is about O(n ln n), where n = km is the
size of the instance.
Let pi = max{r : r ∈ Si } .
Lemma 2.1. If Ci ≥ C j , then Ci − C j ≤ pi .
Proof. For k = 1, it is obvious. By induction, we assume that the lemma be correct for k − 1. Then for k, according
to the algorithm, we have
Ci = w(Si\rkα)+ rkα,
C j = w(S j\rkβ)+ rkβ ,
where {rkα} = Si ∩ Rk , {rkβ} = S j ∩ Rk .
If w(Si\rkα) ≤ w(S j\rkβ), then
Ci − C j = w(Si\rkα)− w(S j\rkβ)+ rkα − rkβ ≤ rkα ≤ pi .
Otherwise w(Si\rkα) > w(S j\rkβ), then by the algorithm we have rkα ≤ rkβ and by the induction assumption, we
have w(Si\rkα)− w(S j\rkβ) ≤ pi . Therefore,
Ci − C j = w(Si\rkα)− w(S j\rkβ)+ rkα − rkβ ≤ w(Si\rkα)− w(S j\rkβ) ≤ pi . 
Theorem 2.2. For k = 2, the partition produced by the layered LPT algorithm is the optimal solution for both the
min–max problem and max–min problem.
The proof of Theorem 2.2 is trivial.
3. Performance of layered LPT applied to min–max problem
In this section, we consider the k-partitioning problem with PMC constraint under the objective of minimizing
the maximum load. More specifically, we investigate the performance of the layered LPT algorithm. Let C A =
max{w(S j ) : j = 1, . . . ,m} the solution value yielded by the layered LPT algorithm and C∗ = max{w(S∗j ) : j =
1, . . . ,m} the optimal solution.
First, we have a lower bound for the optimal solution value.
Lemma 3.1.
C∗ ≥ max{w(E)/m, p},
where p is the largest element in E.
Theorem 3.2. For k ≥ 3, the worst case ratio
C A/C∗ ≤ 2− 1/m (3)
holds. The bound is tight in the general case.
Proof. Let u, v be the indexes such that Cu ≥ C j and Cv ≤ C j for j = 1, 2, . . . ,m. By Lemma 2.1, we have
Cu − Cv ≤ pu ≤ p. On the other hand, by Lemma 3.1, we have
C∗ ≥ w(E)/m =
(
Cu +
∑
j 6=u
C j
)
/m ≥ (Cu − Cv)/m + Cv.
Therefore,
Cu − C∗ ≤ (1− 1/m)(Cu − Cv) ≤ p(1− 1/m) ≤ C∗(1− 1/m).
Noticing that C A = Cu , we get the inequality (3).
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The following example shows that the bound is tight.
Ri = {1, 1, 1, . . . , 1, 0}, i = 1, 2, . . . ,m;
Rm+1 = {m, 0, 0, . . . , 0}.
An optimal solution is given by the partition:
S∗j = {1, 1, 1 . . . , 1, 0}, C∗j = m, j = 1, 2, . . . ,m − 1;
S∗m = {0, 0, 0, . . . , 0,m}, C∗m = m, C∗ = m.
The layered LPT produces the partition:
S1 = {1, 1, 1 · · · 1, 0,m}, C1 = 2m − 1;
S j = {1, 1, 1 . . . , 0, . . . 1, 0}, C j = m − 1, j = 2, 3, . . . ,m − 1;
Sm = {0, 1, 1 · · · 1, 0}, Cm = m − 1, C A = 2m − 1
hence C A/C∗ = 2− 1/m. 
In the layered LPT algorithm, the sets R1, R2, . . . , Rk are not sorted. Now there is a question: Whether the
performance of the layered LPT algorithm can be improved if we sort the sets R1, R2, . . . , Rk by their first elements,
i.e. r11 ≥ r21 ≥ · · · ≥ rk1. The following example shows that the performance would not be improved significantly.
k = 3, R1 = R2 = {m − 1,m − 2, . . . , 1, 0}, R3 = {m − 1, 0, . . . , 0, 0}.
An optimal solution is given by the partition:
S∗1 = {0, 0,m − 1}, C∗1 = m − 1;
S∗j = {m − j + 1, j − 1, 0}, C∗j = m, j = 2, 3, . . . ,m, C∗ = m.
The layered LPT produces the partition:
S1 = {m − 1, 0,m − 1}, C1 = 2m − 2;
S j = {m − j, j − 1, 0}, C j = m − 1, j = 2, 3, . . . ,m, C A = 2m − 2
hence, C A/C∗ = 2− 2/m.
4. Performance of layered LPT applied to max–min problem
In this section we consider the k-partitioning problem with PMC under the objective of maximizing the minimum
load of m subsets and analyzing the performance of the layered LPT algorithm.
Let C A = min{w(S j ) : j = 1, . . . ,m} be the solution value produced by the layered LPT algorithm and
C∗ = min{w(S∗j ) : j = 1, . . . ,m} the optimal solution value.
First, we give an upper bound of the optimum solution value C∗. Let H = {p ∈ E : p > C∗}, Hi = H ∩ Ri =
{ri1, . . . , ri ji }, where ji ≥ 0. When ji = 0, Hi = ∅, this implies there is no element in Ri greater than C∗.
Lemma 4.1. The optimum solution value C∗ for the max–min problem satisfies
C∗ ≤ w(E)− w(H)
m − |H | .
Proof. First, it is obvious that
∑k
i=1 ji = |H | ≤ m − 1 and, therefore, m − |H | ≥ 1.
Let the index set J = { j : H ∩ S∗j = ∅}. It is easy to show |J | ≥ m − |H |. Thus (m − |H |)C∗ ≤
∑
j∈J C∗j ≤
w(E)− w(H). 
Theorem 4.2. The inequality
C A/C∗ ≥ 1/m
holds. The bound is tight in the general case.
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Proof. Let s be the index such that Cs = C A. Let J1 = { j : S j ∩ H 6= ∅} and J2 = { j : S j ∩ H = ∅}. Obviously,
s ∈ J2. From Lemma 2.1, we know C j − p j ≤ Cs , for all j ∈ J1 and C j − p j ≤ Cs for all j ∈ Js\{s}.
If there is an index j ∈ J1 such that |H ∩ S j | ≥ 2, then C∗ < C j − p j ≤ Cs , a contradiction. Therefore,
|H ∩ S j | = 1 for each j ∈ J1, and H = {p j : j ∈ J1}. Furthermore, |J1| = |H |, |J2| = m − |H |. Now we have the
following estimation:
mCs ≥
∑
j∈J1
(C j − p j )+
∑
j∈J2\{s}
(C j − p j )+ Cs =
m∑
j=1
C j −
∑
j∈J1
p j −
∑
j∈J2\{s}
p j .
Noting that
m∑
j=1
C j −
∑
j∈J1
p j = w(E)− w(H) ≥ (m − |H |)C∗,
and ∑
j∈J2\{s}
p j ≤ (m − |H | − 1)C∗,
we have mCs ≥ C∗, i.e. C A/C∗ ≥ 1/m.
The following instance shows that the bound is tight. Let
Ri = {1, 0, . . . , 0, 0}, 1 ≤ i ≤ m;
Rm+1 = {m,m, . . . ,m, 0}.
The optimal solution is given by the partition
S∗j = {0, 0, . . . , 0,m}, C∗j = m, 1 ≤ j ≤ m − 1;
S∗m = {1, 1, . . . , 1, 0}, C∗m = m.
So C∗ = m. The layered LPT algorithm produces the partition:
S1 = {1, 0, . . . 0, 0,m}, C1 = m + 1;
S2 = {0, 1, . . . 0, 0,m}, C2 = m + 1;
· · · · · · · · ·
Sm−1 = {0, 0, . . . 1, 0,m}, Cm−1 = m + 1;
Sm = {0, 0, . . . , 1, 0}, Cm = 1.
So C A = 1. C A/C∗ = 1/m. 
Theorem 4.2 shows that there are important differences in the worst case performance of the layered LPT algorithm
applied to these two problems. However, the worst case performance ratio can be improved significantly under the
certain conditions given in following theorems.
Theorem 4.3. If the partition produced by the layered LPT algorithm satisfies C A ≥ p, then we have the inequality:
C A/C∗ ≥ m/(2m − 1),
where p is the largest element in E.
Proof. Let u, v be the indices such that Cu ≥ C j and Cv ≤ C j for j = 1, 2, . . . ,m. By lemma 2.1, we have
Cu − Cv ≤ pu ≤ p. Noticing that p ≤ C A and Cv = C A, we have
C∗ ≤ w(E)/m = Cv + 1m
∑
j 6=v
(C j − Cv) ≤ Cv + m − 1m (Cu − Cv)
≤ C A + m − 1
m
C A.
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Therefore, we get the inequality
C A/C∗ ≥ m/(2m − 1). 
For the case k = 3, we have following result:
Now we assume
r11 − r1m ≥ r21 − r2m ≥ r31 − r3m . (4)
Theorem 4.4. The inequality
C A/C∗ ≥ (m − 1)/(2m − 3)
holds for every instance with k = 3 and m ≥ 2. The bound is tight in the general case. Especially, for the case of
m = 2, the solution yielded by the layered LPT is the optimal solution.
The remainder of this section is devoted to the proof of Theorem 4.4.
For the case of m = 2, it is easy to verify by enumeration.
For the case of m ≥ 3, we introduce the following definitions analogous to those in [2,4]:
Definition 4.1. The instance I is called a minimal m-counterexample if
(a) C A(I )/C∗(I ) < (m − 1)/(2m − 3).
(b) The instance is minimal in the sense that the parameter m is the minimal, that is, no instance with parameter
m′ < m satisfies item (a).
Let P = (S1, S2, . . . , Sm) be the partition produced by the layered LPT algorithm. By the algorithm
S j = {r1 j , r2,m− j+1, r3,l( j)}, where (l(1), l(2), . . . , l(m)) is the permutation of (1, 2, . . . ,m). Let P∗ =
(S∗1 , S∗2 , . . . , S∗m) be the optimal partition. Without loss of generality, we assume S∗j = {r1 j , r2,α( j), r3,β( j)} where
(α(1), α(2), . . . , α(m)), (β(1), β(2), . . . , β(m)) are the permutations of (1, 2, . . . ,m).
Definition 4.2. A subset S j in P is dominated by a subset S∗i in P∗, if r1 j ≤ r1 j , r2,m− j+1 ≤ r2,α(i), r3,l( j) ≤ r3,β(i).
Let Ss be the subset satisfying that Cs = C A.
Lemma 4.5. For any j 6= s, there is no subset S∗i in P∗ that would dominate subset S j in P.
Proof. By contradiction we suppose that S j is dominated by the subset S∗i , then we construct an instance I ′ by
removing elements r1 j , r2,m− j+1, r3,l( j) from R1, R2, R3 respectively. It is easy to see that I ′ is the (m − 1)-
counterexample by noting the following two facts: (1). (S1, . . . , S j−1, S j+1, . . . , Sm) is the partition for instance
I ′ and Cs = C A is not changed. (2). Deleting the subset S∗i from P∗ and replacing the elements r1 j , r2,m− j+1, r3,l( j)
with r1i , r2,α(i), r3,β(i) , we get a partition for I ′ and in this partition the minimum load is at least as large as C∗.
Therefore, the optimal value for instance I ′ is at least as large as C∗. 
Lemma 4.6. If the instance I = (R1, R2, R3) satisfies r31 = r32 = · · · = r3,m−1, and s is the index such that
Ss = {r1s, r2,m−s+1, r3m}, Cs = C A, then
C A(I )/C∗(I ) ≥ (m − 1)/(2m − 3).
Proof. By the algorithm, we have
r1s + r2,m−s+1 = max{r1 j + r2,m− j+1 : j = 1, 2, . . . ,m}.
Therefore, we have
m∑
j=1
(r1 j + r2,m− j+1) ≤ m(r1s + r2,m−s+1) ≤ mC A − mr3m . (5)
Now we examine the subset S∗1 = {r11, r2,α(1), r3,β(1)} in the optimal partition for I . There are only two cases.
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Case 1. α(1) = 1: we have
C∗(I ) ≤ 1
m − 1
m∑
j=2
C∗j =
1
m − 1
m∑
j=1
C∗j −
C∗1
m − 1
≤ 1
m − 1
m∑
j=1
(r1 j + r2,m− j+1)+ m − 3m − 1r31 +
2r31 − r11 − r21
m − 1 .
Noticing inequality (5) and
r31 ≤ r11 + r3m − r1m ≤ r11 + r2m + r3m = C A,
2r31 − r11 − r21 ≤ 2r3m,
we obtain
C∗(I ) ≤ 2m − 3
m − 1 C
A − m − 2
m − 1r3m .
Therefore,
C A(I )/C∗(I ) ≥ (m − 1)/(2m − 3).
Case 2. α(1) 6= 1: There must be another subset S∗f = {r1 f , r21, r3,β( f )} with f 6= 1. One of the inequalities
β(1) 6= m or β(1) 6= m must hold.
If β(1) 6= m, then r3,β(1) = r31,
C∗(I ) ≤ 1
m − 1
m∑
j=2
C∗j =
1
m − 1
m∑
j=1
C∗j −
C∗1
m − 1
= 1
m − 1
m∑
j=1
(r1 j + r2,m− j+1)+ m − 3m − 1r31 +
r31 − r11
m − 1 +
r3m − r2,α(1)
m − 1 .
Noticing inequality (5) and
r31 − r11 ≤ r3m, r3m − r2,α(1) ≤ r3m,
we obtain
C∗(I ) ≤ 2m − 3
m − 1 C
A − m − 2
m − 1r3m .
Therefore,
C A(I )/C∗(I ) ≥ (m − 1)/(2m − 3).
If β( f ) 6= m, then r3,β( f ) = r31,
C∗(I ) ≤ 1
m − 1
∑
j 6= f
C∗j =
1
m − 1
m∑
j=1
C∗j −
C∗f
m − 1
= 1
m − 1
m∑
j=1
(r1 j + r2,m− j+1)+ m − 3m − 1r31 +
r31 − r21
m − 1 +
r3m − r1 f
m − 1 .
Noticing that
r31 − r21 ≤ r3m, r3m − r1 f ≤ r3m,
we obtain
C∗(I ) ≤ 2m − 3
m − 1 C
A − m − 2
m − 1r3m .
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Therefore
C A(I )/C∗(I ) ≥ (m − 1)/(2m − 3). 
Proof (Proof of Theorem 4.4). Now we set out to prove Theorem 4.4. The proof will be done by contradiction.
Suppose the theorem is not correct, then there is an m-counterexample I that violates the theorem. Suppose Ss is
the subset in the partition yielded by the algorithm whose load is minimal, i.e., Cs = C A.
Case l(s) = 1. Enlarging elements r3 j to r31 in R3, we obtain another instance I ′ in which all the elements in
R3 are equal to r31. Noticing that C A(I ) = C A(I ′), and C∗(I ) ≤ C∗(I ′), we have C A(I ′)/C∗(I ′) ≤ C A/C∗ <
(m− 1)/(2m− 3). On the other hand, we can prove easily that C A(I ′)/C∗(I ′) = 1, so 1 < (m− 1)/(2m− 3). That’s
a conflict.
Case m > l(s) > 1. Enlarging elements r3m, . . . , r3,l(s)+1 to rl(s) and r3,l(s)−1, . . . , r32 to r31, we obtain another
instance I ′. With the same reasoning as in the case l(s) = 1, we know that I ′ is also an m-counterexample. Let
j be the index such that m ≥ l( j) > l(s). From Lemma 4.5 we know that the subset S∗i in an optimal partition
would not dominate the subset S j . Because r1i ≥ r1 j , r3,β(i) ≥ r3m = r3,l( j) for i = 1, 2, . . . , j , the inequality
r2,α(i) < r2,m− j+1 must hold for i = 1, 2, . . . , j . Therefore, α(i) > m − j + 1, which means there are j integers
between m − j + 2 and m. That is a conflict.
Case l(s) = m. Enlarging elements r3,m−1, . . . , r32 to r31 we obtain another instance I ′. With the same reasoning
as in the case l(s) = 1, we have C A(I ′)/C∗(I ′) ≤ C A/C∗ < (m− 1)/(2m− 3). On the other hand, from Lemma 4.6
we have the inequality C A(I ′)/C∗(I ′) ≥ (m − 1)/(2m − 3) . That is a conflict.
The following example shows that the bound is tight.
R1 = R2 = {m − 1,m − 2,m − 3, . . . , 2, 1, 0},
R3 = {m − 1,m − 1,m − 1, . . . ,m − 1,m − 1, 0}.
An optimal solution is given by the partition
S∗1 = {m − 1,m − 1, 0}, C∗1 = 2m − 2;
S∗j = {m − j, j − 2,m − 1}, C∗j = 2m − 3, j = 2, . . . ,m
so C∗ = 2m − 3.
The layered LPT produces the partition:
S1 = {m − 1, 0, 0}, C1 = m − 1;
S j = {m − j, j − 1,m − 1}, C j = 2m − 2, j = 2, . . . ,m
so C A = m − 1, hence C A/C∗ = (m − 1)/(2m − 3). 
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