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Abstract
The class of finite distributive lattices, as many other natural classes
of structures, does not have the Ramsey property. It is quite common,
though, that after expanding the structures with appropriatelly cho-
sen linear orders the resulting class has the Ramsey property. So, one
might expect that a similar result holds for the class of all finite dis-
tributive lattices. Surprisingly, Kechris and Sokic´ have proved in 2012
that this is not the case: no expansion of the class of finite distributive
lattices by linear orders satisfies the Ramsey property.
In this paper we prove that the class of finite distributive lattices
does not have the dual Ramsey property either. However, we are able
to derive a dual Ramsey theorem for finite distributive lattices endowed
with a particular linear order.
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1 Introduction
The class of finite distributive lattices does not have the Ramsey property
(see [11]), and this is not an exception: many natural classes of structures
(such as finite graphs, metric spaces and posets, just to name a few) do not
have the Ramsey property. It is quite common, though, that after expanding
the structures under consideration with appropriatelly chosen linear orders,
the resulting class of expanded structures has the Ramsey property. For
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example, the class of all finite linearly ordered graphs (V,E,6) where (V,E)
is a finite graph and 6 is a linear order on the set V of vertices of the graph
has the Ramsey property [1, 9]. The same is true for metric spaces [8]. In
case of finite posets we consider the class of all finite linearly ordered posets
(P,4,6) where (P,4) is a finite poset and 6 is a linear order on P which
extends 4 [9]. So, one might expect that a similar result holds for the class
of all finite distributive lattices. Surprisingly, this is not the case. In [5] the
authors prove that no expansion of the class of finite distributive lattices by
linear orders satisfies the Ramsey property.
Using techniques developed in [6] we prove in this paper that the class
of finite distributive lattices does not have the dual Ramsey property either.
However, using the same techniques we are able to derive a dual Ramsey
theorem for finite distributive lattices endowed with a particular linear order
which we refer to as the natural order.
Our approach is based on employing categorical equivalence. It has
recently been established [6] that Ramsey property (formulated in the lan-
guage of category theory) is preserved under categorical equivalence (see
Theorem 2.3). In particular if C and D are dually equivalent categories
then C has the Ramsey property if and only if D has the dual Ramsey prop-
erty. (For precise notions and formulation of the statement see Section 2).
By Birkhoff duality, the category of finite posets is dually equivalent to the
category of finite distributive lattices. Since the class of finite posets does
not have the Ramsey property, it follows immediately that the class of finite
distributive lattices does not have the dual Ramsey property.
Along the lines of Birkhoff duality, we develop in Section 3 a duality be-
tween the category D′ whose objects are naturally ordered finite distributive
lattices and whose morphisms are surjective {0, 1}-homomorphisms that re-
spect the additional linear order in a particular way, and the category P′
whose objects are finite posets with a linear order that extends the poset
ordering, and whose morphisms are poset embeddings that preserve the ad-
ditional linear order. Now, the class of finite posets with a linear extension
does have the Ramsey property, whence follows the dual Ramsey property
for the class of finite distributive lattices endowed with a particularly chosen
linear order. The duality between the two categories yields the dual Ramsey
property for naturally ordered finite distributive lattices in terms of mor-
phisms. At the end of the section we reformulate the property in terms of
special partitions of lattices.
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2 Preliminaries
Categories. In order to specify a category C one has to specify a class
of objects Ob(C), a set of morphisms homC(A,B) for all A,B ∈ Ob(C), an
identity morphism idA for all A ∈ Ob(C), and the composition of morphi-
sms · so that
• (f · g) · h = f · (g · h), and
• idB · f = f · idA for all f ∈ homC(A,B).
Let Aut(A) denote the set of all invertible morphisms homC(A,A). Recall
that an object A ∈ Ob(C) is rigid if Aut(A) = {idA}.
Note that morphisms in homC(A,B) are not necessarily structure-preserving
mappings from A to B, and that the composition · in a category is not neces-
sarily composition of mappings. Instead of homC(A,B) we write hom(A,B)
whenever C is obvious from the context.
For a category C, the oposite category, denoted by Cop, is the category
whose objects are the objects of C, morphisms are formally reversed so that
homCop(A,B) = homC(B,A), and so is the composition: f ·Cop g = g ·C f.
In this paper we consider categories of finite first-order structures. Base
sets of structures A, A1, A
∗, . . . will always be denoted by A, A1, A
∗,
. . . respectively. Given a structure A = (A,∆) and a linear order <, we
write A< for the structure (A,∆, <). Moreover, we shall always write A
to denote the corresponding reduct of A<. Linear orders denoted by <, ⊏
etc. are irreflexive (strict linear orders), whereas by 6, ⊑ etc. we denote the
corresponding reflexive linear orders.
Equivalent and dually equivalent categories. Categories C and D
are isomorphic if there exist functors E : C→ D and H : D→ C such that
H is the inverse of E. A functor E : C → D is isomorphism-dense if for
every D ∈ Ob(D) there is a C ∈ Ob(C) such that E(C) ∼= D. Categories
C and D are equivalent if there exist functors E : C→ D and H : D→ C,
and natural isomorphisms η : IDC → HE and ε : IDD → EH. We say
that H is a pseudoinverse of E and vice versa. It is a well known fact
that a functor E : C → D has a pseudoinverse if and only if it is full,
faithful and isomorphism-dense. Clearly, if E has a pseudoinverse then C
and D are equivalent. A skeleton of a category is a full, isomorphism-dense
subcategory in which no two distinct objects are isomorphic. It is easy
to see that (assuming (AC)) every category has a skeleton. It is also a
well known fact that two categories are equivalent if and only if they have
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isomorphic skeletons. Categories C and D are dually equivalent if C and
Dop are equivalent.
Ramsey property for categories. We say that S = M1 ∪ . . . ∪Mk is
a k-coloring of S if Mi ∩Mj = ∅ whenever i 6= j. Given a category C,
define ∼A on homC(A,B) as follows: for f, f
′ ∈ homC(A,B) we let f ∼A f
′
if f ′ = f · α for some α ∈ Aut(A). Then
(
B
A
)
C
= homC(A,B)/∼A
corresponds to all subobjects of B isomorphic to A (see [7, 10]). For an
integer k > 2 and A,B, C ∈ Ob(C) we write
C −→ (B)Ak
to denote that for every k-coloring
(
C
A
)
C
= M1 ∪ . . . ∪ Mk there is an
i ∈ {1, . . . , k} and a morphism w ∈ homC(B, C) such that w ·
(
B
A
)
C
⊆ Mi.
(Note that w · (f/∼A) = (w · f)/∼A for f/∼A ∈
(
B
A
)
C
.) We write
C
hom
−→ (B)Ak
to denote that for every k-coloring homC(A, C) =M1∪ . . .∪Mk there is an
i ∈ {1, . . . , k} and a morphism w ∈ homC(B, C) such that w ·homC(A,B) ⊆
Mi.
A category C has the Ramsey property for objects if for every integer
k > 2 and all A,B ∈ Ob(C) such that homC(A,B) 6= ∅ there is a C ∈ Ob(C)
such that C −→ (B)Ak . A category C has the Ramsey property for morphisms
if for every integer k > 2 and all A,B ∈ Ob(C) such that homC(A,B) 6= ∅
there is a C ∈ Ob(C) such that C
hom
−→ (B)Ak .
In a category of finite ordered structures all the relations ∼A are trivial
and the two Ramsey properties introduced above coincide. Therefore, we
say that a category of finite ordered structures and embeddings has the
Ramsey property if it has the Ramsey property for morphisms. (In general,
the two notions do not coincide, but are nevertheless closely related; see [14]
and [6] for a short proof.)
Example 2.1 The category FinSetinj of finite sets and injective maps has
the Ramsey property for objects. This is just a reformulation of the Finite
Ramsey Theorem:
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Theorem 2.1 [12] For all positive integers k, a,m there is a positive integer
n such that for every n-element set C and every k-coloring of the set
(
C
a
)
of
all a-element subsets of C there is an m-element subset B of C such that(
B
a
)
is monochromatic.
A category C has the dual Ramsey property for objects (morphisms) if
Cop has the Ramsey property for objects (morphisms).
Example 2.2 The category FinSetsurj of finite sets and surjective maps
has the dual Ramsey property for objects. This is just a reformulation of
the Finite Dual Ramsey Theorem:
Theorem 2.2 [3] For all positive integers k, a, m there is a positive integer
n such that for every n-element set C and every k-coloring of the set
[
C
a
]
of all partitions of C with exactly a blocks there is a partition β of C with
exactly m blocks such that the set of all patitions from
[
C
a
]
which are coarser
than β is monochromatic.
To show that this is indeed the case, let C = FinSetsurj . For A,B ∈
Ob(C) let Surj(B,A) denote the set of all surjective maps B ։ A. Define
≡A on Surj(B,A) as follows: for f, f ′ ∈ Surj(B,A) we let f ≡A f ′ if f ′ = α◦f
for some bijection α : A→ A.
The claim that Cop has the Ramsey property for objects means that
for every integer k > 2 and all A,B ∈ Ob(C) such that homCop(A,B) 6= ∅
there is a C ∈ Ob(C) such that for every k-coloring
(
C
A
)
Cop
=M1∪ . . .∪Mk
there is an i ∈ {1, . . . , k} and a morphism w ∈ homCop(B,C) such that
w ·
(
B
A
)
Cop
⊆Mi. Since
f · g (in Cop) = g ◦ f
homCop(A,B) = homC(B,A) = Surj(B,A)(
B
A
)
Cop
= homCop(A,B) factored by ∼A in C
op
= homC(B,A) factored by ≡A in C
= Surj(B,A)/≡A,
the fact that Cop has the Ramsey property for objects reads as follows: for
every integer k > 2 and all finite sets A and B such that Surj(B,A) 6= ∅
there is a finite set C such that for every k-coloring
Surj(C,A)/≡A = M1 ∪ . . . ∪Mk
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there is an i ∈ {1, . . . , k} and a surjective mapping w ∈ Surj(C,B) satisfying
(Surj(B,A)/≡A) ◦ w ⊆ Mi. (Note that (f/≡A) ◦ w = (f ◦ w)/≡A for
f/≡A ∈ Surj(B,A)/ ≡A.) Since Surj(B,A)/≡A corresponds to partitions
of B into |A|-many blocks we see that the categorical statement is indeed a
reformulation of Theorem 2.2.
Our main tool to derive a new Ramsey-type result for finite distributive
lattices is the following result from [6].
Theorem 2.3 [6] Let C and D be equivalent categories. Then C has the
Ramsey property for objects (morphisms) if and only if D does.
In particular if C and D are dually equivalent then C has the dual
Ramsey property for objects (morphisms) if and only if D has the Ramsey
property for objects (morphisms).
Example 2.3 The category FinSetinj of finite sets and injective maps is
dually equivalent to the category FinBAsurj of finite boolean algebras and
surjective homomorphisms (Stone duality). Since FinSetinj has the Ramsey
property for objects (Example 2.1), it follows that the category FinBAsurj
has the dual Ramsey property for objects.
Let us make this statement explicit. Let C = FinBAsurj . For A,B ∈
Ob(C) let Surj(B,A) denote the set of all surjective homomorphisms B ։ A.
Define ≡A on Surj(B,A) as follows: for f, f
′ ∈ Surj(B,A) we let f ≡A f
′ if
f ′ = α ◦ f for some α ∈ Aut(A).
As in the Example 2.2, the fact that Cop has the Ramsey property for
objects takes the following form: for every integer k > 2 and all finite
boolean algebras A and B such that Surj(B,A) 6= ∅ there is a finite boolean
algebra C such that for every k-coloring
Surj(C,A)/≡A = M1 ∪ . . . ∪Mk
there is an i ∈ {1, . . . , k} and a surjective homomorphism w ∈ Surj(C,B)
satisfying (Surj(B,A)/≡A) ◦ w ⊆ Mi. Since Surj(B,A)/≡A corresponds
to congruences Φ of B such that B/Φ ∼= A the above statement can be
reformulated as follows:
Let Con(B) denote the set of congruences of an algebra B, and
for algebras A and B of the same type let
Con(B,A) = {Φ ∈ Con(B) : B/Φ ∼= A}.
For every finite bolean algebra B, every Φ ∈ Con(B) and every
k > 2 there is a finite boolean algebra C such that for every
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k-coloring of Con(C,B/Φ) there is a congruence Ψ ∈ Con(C,B)
such that the set of all the congruences from Con(C,B/Φ) which
contain Ψ is monochromatic.
Birkhoff duality for finite distributive lattices. Let us recall some
basic facts about the Birkhoff duality between the category D of finite dis-
tributive lattices with {0, 1}-homomorphisms and the category P of finite
posets with poset homomorphisms. For every finite distributive lattice L,
let J(L) be the set of all join-irreducible elemets of L and let J (L) denote
the poset of its join irreducible elements. On the other hand, for a poset
Q let O(Q) denote the set of all down-sets of Q and let O(Q) denote the
lattice of down-sets of Q with set-theoretic union and intersection as lattice
operations and ∅ and Q as the bottom and top element. Then J : D→ P
and O : P → D are contravariant functors whose behaviour on morphisms
is given as follows. For a {0, 1}-lattice homomorphism f : L → K we have
J (f) : J (K) → J (L) where J (f)(y) =
∧
f−1(↑K y). (Note that in case
f is surjective we have J (f)(y) =
∧
f−1(y).) On the other hand, for a
poset homomorphism ϕ : P → Q we have O(ϕ) : O(Q) → O(P) where
O(ϕ)(U) = ϕ−1(U). Moreover, J and O constitute a dual equivalence
between D and P (see [2] for details). Recall that for every finite dis-
tributive lattice L the natural isomorphism ηL : L → O(J (L)) is given by
x 7→↓J(L) x. Analogously, for every finite poset Q the natural isomorphism
εQ : Q → J (O(Q)) is given by x 7→↓Q x.
3 Birkhoff-type duality for naturally ordered fi-
nite distributive lattices
As an immediate corollary of Theorem 2.3 we get that the class of finite
distributive lattices does not have the dual Ramsey property:
Theorem 3.1 The category Dsurj of finite distributive lattices and surjec-
tive lattice homomorphisms does not have the dual Ramsey property.
Proof. It is well known that the category Pemb of finite posets and poset
embeddings does not have the Ramsey property [7, 13]. Therefore, by The-
orem 2.3, Dsurj cannot have the dual Ramesy property since Pemb and Dsurj
are dually equivalent (Birkhoff duality). 
Our aim in this section is to expand finite distributive lattices by ap-
propriatelly chosen linear orders and to derive the dual Ramsey theorem
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for such expanded lattices. The expansion we propose is analogous to the
expansion of finite boolean algebras by linear orders proposed in [4].
Let L = (L,∨,∧, 0, 1) be a finite distributive lattice, let < be the lattice
order and let J(L) = {j1, j2, . . . , jn}. Recall that every lattice element x has
the unique representation x = δ1 · j1 ∨ δ2 · j2 ∨ . . . ∨ δn · jn where δi ∈ {0, 1}
satisfies δi = 1 if and only if ji 6 x, and with the convention that 0 · z = 0
while 1 · z = z, z ∈ L. Let ⊏0 be a linear order on J(L) which extends <
(that is, j < j′ ⇒ j ⊏0 j′ for all j, j′ ∈ J(L)). For the sake of notation let
j1 ⊏
0 j2 ⊏
0 . . . ⊏0 jn. The linear ordering of the join-irreducible elements of
L now induces a linear order on the whole of L as follows. Take any x, y ∈ L,
and let x = δ1 · j1 ∨ δ2 · j2 ∨ . . . ∨ δn · jn and y = ε1 · j1 ∨ ε2 · j2 ∨ . . . ∨ εn · jn
be the unique representations of x and y, respectively, where εs, δs ∈ {0, 1}.
We then say that x ⊏ y if there is an s such that δs < εs, and δt = εt for all
t > s. In other words, ⊏ is the antilexicographic ordering of the elements of
L with respect to ⊏0.
A linear ordering ⊏ of a finite distributive lattice L will be referred to
as natural if there is a linear ordering ⊏0 on J(L) which extends the lattice
ordering on J(L) and ⊏ is the antilexicographic ordering of the elements of
L with respect to ⊏0. It is easy to see that every natural linear ordering
extends the lattice order < on the entire L:
Lemma 3.2 The natural linear ordering of a finite distributive lattice is a
linear extension of the lattice ordering.
Proof. Let L be a finite distributive lattice with the lattice order < and let
⊏ be a natural linear order on L. For the sake of notation let J(L) = {j1 ⊏
j2 ⊏ . . . ⊏ jn}. Take any x, y ∈ L such that x < y and let us show that
x ⊏ y. This trivially holds if x = 0 because 0 is the bottom element with
respect to both < and ⊏. Assume, therefore, that x > 0.
Let x = δ1 · j1 ∨ δ2 · j2 ∨ . . . ∨ δn · jn and y = ε1 · j1 ∨ ε2 · j2 ∨ . . . ∨ εn · jn
be the unique representations of x and y, respectively, where εs, δs ∈ {0, 1}.
Since x < y there is a j ∈ J(L) such that j 6 y and j 6 x, so let s =
max{i ∈ {1, . . . , n} : ji 6 y and ji 6 x}. Then δt = εt for all t > s, while
δs = 0 < 1 = εs. This concludes the proof that x ⊏ y. 
Let L be a finite distributive lattice and ⊏ a natural linear order on L.
The structure (L,⊏) will shortly be denoted by L⊏. Analogously, if P is
a poset and ≺ is a linear order extending the ordering relation of P, the
structure (P,≺) will be referred to as a linearly ordered poset and denoted
by P≺. Note that for a linearly ordered poset P≺ the linear order ≺ uniquely
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extends from P, which are the join-irreducibles of O(P), to an antilexico-
graphic ordering of O(P). This extension is a natural linear order for O(P)
and will be denoted by O(P)≺. On the other hand, when restricted to the
set J(L) of join-irreducibles of L, the natural linear order ⊏ of L extends
the ordering relation of the poset J (L). The resulting linearly ordered poset
will be denoted by J (L)⊏.
Our aim now is to extend the Birkhoff duality between D and P to a
duality between the category of naturally ordered finite distributive lattices
with special surjective lattice homomorphisms referred to as positive (to
be defined soon), and the category of finite linearly ordered posets and
embeddings. As natural linear orders are closely related to the lattice whose
order they extend it should come as no surprise that the duality we are
to develop heavily relies on the Birhkoff duality. Since positive surjective
lattice homomorphisms are lattice homomorphisms, we can dualise them
a´ la Birkhoff, and then it turns out that the Birkhoff dual is actually an
embedding between the corresponding linearly ordered posets. Dually, since
embeddings of finite linearly ordered posets are embeddings of finite posets,
we can dualise them a´ la Birkhoff, and it again turns out that the Birkhoff
dual is a positive surjective lattice homomorphism.
Let f : L → K be a lattice homomorphism. (In this setting every lattice
homomorphism is a {0, 1}-homomorphism because we include the top and
the bottom element of the lattice in the signature.) Let
N(f) = {x ∈ L : (∃y ∈ L)(y < x ∧ f(y) = f(x))}.
For an element x ∈ L and a set of elements S ⊆ L, let
x− S =
∨
{j ∈ J(L) : j 6 x ∧ j /∈ S}.
Lemma 3.3 Let f : L → K be a lattice homomorphism and let ϕ = J (f) :
J (K) → J (L), where L and K are finite distributive lattices. Take any
j ∈ J(L).
(a) j ∈ im(ϕ) if and only if j /∈ N(f).
(b) Assume that f is surjective (then ϕ is an embedding) and let x ∈ L.
If j 6 x−N(f) then j ∈ im(ϕ) and ϕ−1(j) = f(j).
Proof. (a) Assume that j /∈ im(ϕ) and let ↓J(L)= {j, k1, . . . , kn} where
j, k1, . . . , kn and pairwise distinct join-irreducibles of L. Then, clearly, ↓J(L)
j %↓J(L) {k1, . . . , kn} while ϕ−1(↓J(L) j) = ϕ−1(↓J(L) {k1, . . . , kn}) (because
j /∈ im(ϕ)). Therefore, j > k1 ∨ . . . ∨ kn and f(j) = f(k1 ∨ . . . ∨ kn) in L,
whence j ∈ N(f).
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Assume now that j ∈ N(f). Because ηL : L → O(J (L)) : x 7→↓J(L) x
is an isomorphism and because O(J (f)) = ϕ−1 we have that ↓J(L) j ∈
N(ϕ−1). Therefore, there is a U ∈ O(L) such that ↓J(L) j % U and
ϕ−1(↓J(L) j) = ϕ
−1(U). Consequently, ϕ−1(j) = ∅ so j /∈ im(ϕ).
(b) From j 6 x−N(f) we know that j /∈ N(f), so j ∈ im(ϕ) by (a). Since
ϕ is an embedding, it easily follows that ϕ−1(↓J(L) j) =↓J(K) ϕ
−1(j). On the
other hand, the fact that η is a natural transformation yields ηK ◦f = ϕ
−1 ◦
ηL whence ↓J(K) f(j) = ϕ
−1(↓J(L) j). Finally, ↓J(K) f(j) =↓J(K) ϕ
−1(j)
whence f(j) = ϕ−1(j) because ηK is bijective. 
Lemma 3.4 Let f : L → K be a lattice homomorphism where L and K are
finite distributive lattices, and let x ∈ L. Then f(x) = f(x−N(f)).
Proof. Let J(L) = {j1, j2, . . . , jn}, n ∈ N, and let x ∈ L be arbitrary. Let
x = ε1 · j1 ∨ ε2 · j2 ∨ . . . ∨ εn · jn be the unique representation of x (where
εi ∈ {0, 1}). Assume that ji ∈ N(f) for some i satisfying εi = 1, say,
x = j1 ∨ ε2 · j2 ∨ . . . ∨ εn · jn and j1 ∈ N(f). Let x
′ = ε2 · j2 ∨ . . . ∨ εn · jn
so that x = x′ ∨ j1. By the assumption, j1 ∈ N(f) so there is a t ∈ L
such that f(t) = f(j1) and t < j1. Let t = δ1 · j1 ∨ δ2 · j2 ∨ . . . ∨ δn · jn
be the unique representation of t (where δi ∈ {0, 1}). Since t < j1 we
have that δ1 = 0, so t = δ2 · j2 ∨ . . . ∨ δn · jn. On the other hand, from
t < j1 6 x it follows that δi = 1 ⇒ εi = 1 for all i. Hence, t 6 x
′.
So, f(x) = f(x′ ∨ j1) = f(x
′) ∨ f(j1) = f(x
′) ∨ f(t) = f(x′ ∨ t) = f(x′).
By iterating the same argument we end up with an x(n) ∈ L such that
f(x) = f(x′) = . . . = f(x(n)) and x(n) = x−N(f). 
Let L⊏ and K≺ be finite distributive lattices, each with a natural linear
order (indicated in the subscript). We say that a lattice homomorphism
f : L → K is positive if
x−N(f) ⊑ y −N(f)⇒ f(x) 4 f(y)
for all x, y ∈ L.
Lemma 3.5 Let L⊏ and K≺ be naturally ordered finite distributive lattices.
If f : L⊏ ։ K≺ is a positive surjective lattice homomorphism then J (f) is
an embedding of the corresponding linearly ordered posets, that is, J (f) :
J (K)≺ →֒ J (L)⊏.
Dually, if ϕ : P⊏ →֒ Q≺ is an embedding of linearly ordered posets then
O(ϕ) is a positive surjective lattice homomorphism O(Q)≺ ։ O(P)⊏.
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Proof. Assume that f is a positive surjective lattice homomorphism and let
ϕ = J (f). Clearly, ϕ is an embedding J (K) →֒ J (L), so we have to show
that ϕ preserves and reflects the linear order, that is:
j 4 j′ if and only if ϕ(j) ⊑ ϕ(j′)
for all j, j′ ∈ J(K). Since both ⊑ and 4 are linear orders, it suffices to show
the implication from right to left.
Assume that ϕ(j) ⊑ ϕ(j′). Since ϕ(j), ϕ(j′) ∈ im(ϕ) and ϕ(j), ϕ(j′) ∈
J(L) it follows that ϕ(j)−N(f) = ϕ(j) and ϕ(j′)−N(f) = ϕ(j′). Therefore,
ϕ(j) ⊑ ϕ(j′) implies ϕ(j) − N(f) ⊑ ϕ(j′) − N(f), so f(ϕ(j)) 4 f(ϕ(j′))
because f is a positive homomorphism. Therefore, j 4 j′ because j =
f(ϕ(j)) and j′ = f(ϕ(j′)) by Lemma 3.3 (b).
For the other part of the statement, assume that ϕ : P⊏ →֒ Q≺ is an em-
bedding and let f = O(ϕ). Clearly, f is a surjective lattice homomorphism
O(Q) ։ O(P), so we have to show that f is positive. Take x, y ∈ O(Q)
and assume that x−N(f) ≺ y−N(f). Let j1, . . . , jn, j
′
1, . . . , j
′
s, j
′′
1 , . . . , j
′′
t ∈
J(O(Q)) \N(f) be join-irreducibles such that x−N(f) = j′1 ∨ . . .∨ j
′
s∨ j1 ∨
. . .∨ jn, y−N(f) = j
′′
1 ∨ . . .∨ j
′′
t ∨ j1∨ . . .∨ jn, j
′
1 ≺ . . . ≺ j
′
s ≺ j1 ≺ . . . ≺ jn,
j′′1 ≺ . . . ≺ j
′′
t ≺ j1 ≺ . . . ≺ jn and j
′
s ≺ j
′′
t . Then
f(x) = f(x−N(f)) [Lemma 3.4]
= f(j′1 ∨ . . . ∨ j
′
s ∨ j1 ∨ . . . ∨ jn)
= f(j′1) ∨ . . . ∨ f(j
′
s) ∨ f(j1) ∨ . . . ∨ f(jn)
= ϕ−1(j′1) ∨ . . . ∨ ϕ
−1(j′s) ∨ ϕ
−1(j1) ∨ . . . ∨ ϕ
−1(jn) [Lemma 3.3].
Analogously,
f(y) = ϕ−1(j′′1 ) ∨ . . . ∨ ϕ
−1(j′′t ) ∨ ϕ
−1(j1) ∨ . . . ∨ ϕ
−1(jn).
Since ϕ is an embedding, it follows that ϕ−1(j′1) ⊏ . . . ⊏ ϕ
−1(j′s) ⊏ ϕ
−1(j1) ⊏
. . . ⊏ ϕ−1(jn), ϕ
−1(j′′1 ) ⊏ . . . ⊏ ϕ
−1(j′′t ) ⊏ ϕ
−1(j1) ⊏ . . . ⊏ ϕ
−1(jn) and
ϕ−1(j′s) ⊏ ϕ
−1(j′′t ). Therefore, f(x) ⊏ f(y). 
Proposition 3.6 (a) Every isomorphism between naturally ordered finite
distributive lattices is a positive homomorphism. In particular, the identity
mapping is a positive isomorphism.
(b) The composition of positive surjective homomorphisms between nat-
urally ordered finite distributive lattices is a positive surjective homomor-
phism.
11
Proof. (a) Easy, since N(f) = ∅ for an isomorphism f .
(b) Let L⊏, K≺ and M< be naturally ordered finite distributive lattices
and let f : L⊏ → K≺ and g : K≺ → M< be positive surjective homomor-
phisms.
Let us first show the claim in case one of f , g is an isomorphism. If g
is an isomorphism then N(g ◦ f) = N(f) and the claim follows directly. If
f is an isomorphism then it is easy to see that N(g ◦ f) = f−1(N(g)) and
that f(x− S) = f(x)− f(S) for all x ∈ L, S ⊆ L whence the claim follows
by straightforward calculation.
Let us now move on to the general case. Since f and g are positive sur-
jective homomorphisms, J (f) and J (g) are embeddigs of the corresponding
linearly ordered posets (Lemma 3.5). Then J (g) ◦ J (f) is an embedding.
Note that J (g)◦J (f) = J (g◦f) because J is a functor. Therefore, J (g◦f)
is an embedding of the corresponding linearly ordered posets, so O(J (g◦f))
is a positive surjective homomorphism (Lemma 3.5).
Recall that ηL : L → O(J (L)) : x 7→↓J(L) x is an isomorphism for
every finite distributive lattice L. It is easy to see that the same ηL :
x 7→↓J(L) x is an isomorphism L⊏ → O(J (L))⊏, where O(J (L))⊏ denotes
the finite distributive lattice O(J (L)) where the natural linear order ⊏ of
L first restricts to J (L) and then extends uniquely to a natural linear order
of O(J (L)). Since η : ID→ OJ is a natural transformation,
g ◦ f = η−1
M
◦ O(J (g ◦ f)) ◦ ηL.
As we have just seen, η−1M and ηL are isomorphisms of the corresponding
naturally ordered finite distributive lattices and hence positive by (a), and
O(J (g ◦ f)) is a positive surjective homomorphism. By the special case
considered at the beginning of the proof, the composition η−1
M
◦ O(J (g ◦
f))◦ηL is also a positive surjective homomorphism, and this equals g ◦f . 
Since the composition of positive surjective homomorphisms between
naturally ordered finite distributive lattices is a positive surjective homomor-
phism, naturally ordered finite distributive lattices together with positive
surjective homomorphisms form a category with we denote by D′. Let P′
be the category whose objects are finite linearly ordered posets and whose
morphisms are poset embeddings that preserve the additional linear order.
Let us define contravariant functors J ′ : D′ → P′ and O′ : P′ → D′ on
objects as follows: J ′(L≺) = J (L)≺, O
′(Q⊏) = O(Q)⊏; and on morphisms
as follows: for a positive surjective lattice homomorphism f : L⊏ ։ K≺ we
let J ′(f) = J (f), and for an embedding ϕ : P⊏ →֒ Q≺ we let O
′(ϕ) = O(ϕ).
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Theorem 3.7 J ′ and O′ constitute a dual equivalence between D′ and P′.
Proof. Recall again that ηL : L → O(J (L)) : x 7→↓J(L) x is an isomorphism
for every finite distributive lattice L, that εQ : Q → J (O(Q)) : x 7→↓Q
x is an isomorphism for every finite poset Q, and that the corresponding
transformations η : ID → OJ and ε : ID → JO are natural. Then it is
easy to see that η′L⊏ : L⊏ → O
′(J ′(L⊏)) : x 7→↓J(L) x and ε
′
Q⊏
: Q⊏ →
J ′(O′(Q⊏)) : x 7→↓Q x are indeed isomorphisms, and that the naturality
of the transformations η′ : ID → O′J ′ and ε′ : ID → J ′O′ immediately
follows from the fact that η and ε are natural because J ′(f) = J (f) and
O′(ϕ) = O(ϕ). 
Corollary 3.8 The category D′ has the dual Ramsey property.
Proof. Theorem 2.3 implies that the category D′ has the dual Ramsey
property because the category P′ has the Ramsey property [13] and (D′)op
and P′ are equivalent by Theorem 3.7. 
Let us now spell out this result in terms of special partitions of lattices.
Let L⊏ be a naturally ordered finite distributive lattice and let Φ be a
congruence of L. Let
N(Φ) = {x ∈ L : (∃y ∈ L)(y < x ∧ (x, y) ∈ Φ)}.
We say that Φ is a positive congruence of L⊏ if the following holds for all
pairs A,B of distinct congruence classes of Φ:
(∀a ∈ A)(∀b ∈ B)a−N(Φ) ⊑ b−N(Φ) or
(∀a ∈ A)(∀b ∈ B)a−N(Φ) ⊒ b−N(Φ).
The following is a well known fact in lattice theory but we nevertheless
include the proof to keep the paper self contained.
Lemma 3.9 Let L be a finite distributive lattice and Φ a congruence of
L. Then the smallest element of each join irreducible class in L/Φ is join
irreducible in L.
Proof. Let [a]Φ ∈ J(L/Φ) such that a is the smallest element in [a]Φ. If
a = b ∨ c for b, c ∈ L, then [a]Φ = [b]Φ ∨ [c]Φ. By the assumption we have
[a]Φ = [b]Φ or [a]Φ = [c]Φ. Suppose that [a]Φ = [b]Φ. Then b ∈ [a]Φ. Hence
a 6 b, but from a = b ∨ c we obtain b 6 a. Therefore, a = b. 
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Lemma 3.10 Let L⊏ be a naturally ordered finite distributive lattice and
let Φ be a positive congruence of L⊏. If we define a linear order 4 on L/Φ
by A 4 B if and only if (∀a ∈ A)(∀b ∈ B)a − N(Φ) ⊑ b − N(Φ) for every
two classes A and B of the congruence Φ, then 4 is a natural linear ordering
that extends the lattice ordering on L/Φ.
Proof. Note, first, that if [i]Φ, [j]Φ ∈ J(L/Φ) are such that i = min[i]Φ and
j = min[j]Φ then i, j ∈ J(L) by Lemma 3.9 and we have that i = i−N(Φ)
and j = j − N(Φ). Now, i ⊑ j ⇔ i − N(Φ) ⊑ j − N(Φ) ⇔ [i]Φ 4 [j]Φ by
the definition of 4 and positivity of Φ. Also, i 6 j ⇔ [i]Φ 6 [j]Φ.
In order to show that 4 is a natural linear order, let us first show that
it extends 6 on J(L/Φ). Take any [i]Φ, [j]Φ ∈ J(L/Φ) such that i = min[i]Φ
and j = min[j]Φ. If [i]Φ 6 [j]Φ then i 6 j, so i ⊑ j because ⊑ extends 6 in
L; finally, i ⊑ j implies [i]Φ 4 [j]Φ as we have seen at the beginning of the
proof.
Finally, let us show that 4 is the antilexicographic ordering of L/Φ with
respect to the restriction of 4 on J(L/Φ). Let J(L/Φ) = {[j1]Φ, . . . , [jn]Φ}
where ji = min[ji]Φ for all i. Without loss of generailty we can assume that
j1 ⊑ j2 ⊑ . . . ⊑ jn. Then, as we have seen at the beginning of the proof,
[j1]Φ 4 [j2]Φ 4 . . . 4 [jn]Φ, and Lemma 3.9 yields j1, . . . , jn ∈ J(L). Take
any [x]Φ, [y]Φ ∈ L/Φ and let [x]Φ =
∨
i εi · [ji]Φ and [y]Φ =
∨
i δi · [ji]Φ be the
unique representations of [x]Φ and [y]Φ in L/Φ (where εi, δi ∈ {0, 1} for all i).
Assume now that [x]Φ 4 [y]Φ. Then [x]Φ = [
∨
i εi · ji]Φ 4 [
∨
i δi · ji]Φ = [y]Φ,
so (
∨
i εi · ji)−N(Φ) ⊑ (
∨
i δi · ji)−N(Φ). Because of ji = min[ji]Φ for all i
we have that {j1, . . . , jn}∩N(Φ) = ∅, whence (
∨
i εi · ji)−N(Φ) =
∨
i εi · ji
and (
∨
i δi · ji)−N(Φ) =
∨
i δi · ji. Therefore,
∨
i εi · ji ⊑
∨
i δi · ji, so there
is an s such that εs < δs and εi = δi for all i > s. (It may happen that
{j1, . . . , jn} is not the entire J(L), but then we note that the join irreducibles
j ∈ J(L) \ {j1, . . . , jn} do not appear in
∨
i εi · ji, or more precisely, appear
in this join as 0 · j, which does not affect the conclusion.) 
Lemma 3.11 (a) The kernel of a positive homomorphism is a positive con-
gruence.
(b) Every positive congruence is the kernel of a positive homomorphism.
Proof. (a) Let L⊏ and K≺ be finite distributive lattices and let f : L → K be
a positive lattice homomorphism. Now, we have N(ker f) = {x ∈ L : (∃y ∈
L)(y < x∧f(x) = f(y))} = N(f). Let A and B be two distinct classes of the
congruence ker f and let a ∈ A and b ∈ B. Since ⊑ is a linear order we have
a−N(ker f) ⊑ b−N(ker f) or b−N(ker f) ⊑ a−N(ker f). Without loss of
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generality we can assume that a−N(ker f) ⊑ b−N(ker f). Then we have
a−N(f) ⊑ b−N(f) and therefore f(a) 4 f(b), because f is positive. Now,
let c ∈ A and d ∈ B. Our goal is to show that c−N(ker f) ⊑ d−N(ker f).
Seeking a contradiction, suppose that d − N(ker f) ⊑ c − N(ker f). This
yields d−N(f) ⊑ c−N(f). Then f(d) 4 f(c). From c, a ∈ A and d, b ∈ B
we know (c, a) ∈ ker f and (d, b) ∈ ker f . Hence, we have f(c) = f(a)
and f(d) = f(b), whence f(b) 4 f(a). Therefore, f(a) = f(b), whence
a, b ∈ A ∩B = ∅. Contradiction.
(b) Let Φ be a positive congruence of L⊏. We know that Φ is the kernel
of the natural homomorphism natΦ : L → L/Φ : x 7→ [x]Φ. Let us prove
that natΦ is positive. Note first that N(natΦ) = {x ∈ L : (∃y ∈ L)(y <
x ∧ natΦ(x) = natΦ(y))} = {x ∈ L : (∃y ∈ L)(y < x ∧ [x]Φ = [y]Φ)} = {x ∈
L : (∃y ∈ L)(y < x ∧ (x, y) ∈ Φ)} = N(Φ). Now, we take a, b ∈ L such that
a − N(natΦ) ⊑ b − N(natΦ). Then a − N(Φ) ⊑ b − N(Φ). By positivity
of Φ we obtain [a]Φ 4 [b]Φ, where 4 is defined in Lemma 3.10 and it is a
natural linear ordering of L/Φ that extends the lattice ordering of J(L/Φ).
Therefore natΦ(a) 4 natΦ(b). 
Finally, we are ready to present the dual Ramsey property for naturally
ordered finite distributive lattices.
Theorem 3.12 Let Con+(L⊏) denote the set of positive congruences of a
naturally ordered finite distributive lattice L⊏, and let
Con+(L⊏,K≺) = {Φ ∈ Con
+(L⊏) : L⊏/Φ ∼= K≺}.
For every naturally ordered finite distributive lattice L⊏, every Φ ∈ Con
+(L⊏)
and every k > 2 there is a naturally ordered finite distributive lattice
N⊳ such that for every k-coloring of Con
+(N⊳,L⊏/Φ) there is a congru-
ence Ψ ∈ Con+(N⊳,L⊏) such that the set of all the congruences from
Con+(N⊳,L⊏/Φ) which contain Ψ is monochromatic.
Proof. The category D′ has the dual Ramsey property by Corollary 3.8.
Let us make this statement explicit having in mind that naturally ordered
finite distributive lattices are rigid (have trivial automorphism groups).
Let Surj+(L⊏,K≺) denote the set of all positive surjective homomorphisms
L⊏ ։ K≺. Then the fact that D
′ has the dual Ramsey property means the
following: for every integer k > 2 and all naturally ordered finite distributive
lattices L⊏ and K≺ such that L⊏ ։ K≺ there is a naturally ordered finite
distributive lattice N⊳ such that for every k-coloring
Surj+(N⊳,K≺) =M1 ∪ . . . ∪Mk
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there is an i ∈ {1, . . . , k} and a positive surjective homomorphism w : N⊳ ։
L⊏ satisfying Surj
+(L⊏,K≺) ◦ w ⊆ Mi. Since Surj
+(L⊏,K≺) corresponds
to positive congruences Φ of L⊏ such that L⊏/Φ ∼= K≺ (Lemma 3.11), the
statement follows. 
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