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The problem we are addressing is that of designing and analyzing experiments for numeri-
cally solving linear differential equations of the form:
nI:gi (t)y (i) = h (t)
i=O
.
for all t in a specified domain. In general. for a linear differential equation of order n. we
are given n pieces of information to use as boundary conditions. This information may
consist of a boundary condition for y and each derivative of y up to y(n-l); or. we may be
given multiple boundary conditions for y and/or any of the (n -1) derivatives. as long as
there are n pieces of information in all. We use a Bayesian approach in which y is
regarded as a realization of a stationary Gaussian stochastic process Y. over the domain T
of t. Thus. E(Y(t)) = p.. Var (y(t)) = u~ . and Corr(Y(t),Y(s)) = R (s -t)o for
t . sET. Next. we select m enforcement sites. {tn +1 . tn +2 .. . . . tn +m } in T. where the
approximation of y. Y . must satisfy the differential equation. Finally. we apply Bayes'
Theorem and replace the prior stationary process with a posterior (generally non-
stationary) process. Every realization of this posterior process will satisfy each boundary
condition and the differential equation at each enforcement site; we use the mean of the
posterior process. y. as our approximation for y (t). We wrote a computer program.
which. given a first-order linear differential equation. a boundary condition. enforcement
sites. and a correlation function. R (s -t). will generate y . the approximate solution to the
differential equation. To demonstrate the use of this method. we have included some
examples of first-order linear differential equations for which the solution is known so
that the approximate solution generated by the computer program can be examined in rela-
tion to the true solution. We also included an example of the approximate solution to a
second-order linear differential equation generated by a similar. expanded program.
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This paper will describe a method for approximating the solution to linear differential equations
n
of the form 1: gi (t )y (i )(t ) =h (t ) for all t in the domain. In order to better explain the method.
i=O
it would be helpful to first describe a related method used by Currin. Mitchell. Morris. and
Ylvisaker (1988) to predict the unknown function y (t) on domain T. given the value of the
function for some values of t.
1.1 Background: The Prediction Problem
Currin. .Mitchell. Morris. and Ylvisaker (1988) developed a statistical method to predict a func-
tion y on domain T. given function values at only a subset of sites D ={ti .i=1, n}. (We shall
. often refer to particular values of t as sites. as is the common practice in applications of stochastic
processes in which t consists of spatial coordinates.) That work followed a Bayesian approach,
where prior knowledge of y is represented by a stationary Gaussian stochastic process
Y = {yet), t E T}. Then E[Y(t)] = /L. Var(Y(t)) =CT2.and. for s.t E T. Corr(Y(t). Y(s)) is
R (s -t ). a function only of the distance between s and t .
The posterior process is also Gaussian. with mean and covariance:
/Lt ID =E[Y(s) ID]=/L + fJ'sD CT£b cYD - ilD)
CTssID = Cov [Y(s). Y(s) ID] = CT2 - fJ'sDCT£hfJ'Ds.
Here. fJ'sDis a row vector of the covariances between Y at the site of approximation and the design
sites (at which Y is observed). fJ'Ds is its transpose. and the matrix CTDDis the positive definite
.
covariance matrix for Y at the design sites. The vector YD contains the observed values of y at
the design sites. and the elements of the vector ilD are prior expected values of Y(t) (all equal to
/L ) for each t ED. where D is the set of design sites.
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. 1.2 The Differential Equation Problem
In general. the method for Bayesian approximation of the solution to a linear differential equation
n
of the form r,gi (t)y (;) = h (t) is similar to the prediction problem described above. but the
i=O
nature of the information we are given has changed. requiring more complex calculations. In the
prediction problem. we were given the values of the function y obtained at ti, i =l n. Now we
know the values of y and/or its derivatives at the boundary sites. B = {ti, i =1 n}. (Note that
two ti's may be the same if. for example. boundary conditions include values of y and y I at the
same site; for one-point boundary value problems. B will contain only one unique site.) In addi-
tion. we have a formula. i.e. the differential equation. which gives us information about the rela-
tionship between y and its derivatives at all sites in T. Of course. if we could find a function y
which exactly satisfies the boundary conditions and differential equation at all sites in T. it would
.
be the exact solution. y. Unfortunately. this is generally not a tractable approach. Instead. we
choose to require that y exactly satisfy the differential equation only at a small subset of T.
which we shall call "enforcement sites" . D = {ti i =n + l n +m }. Here. enforcement sites are
also considered to be design sites. because we select them. Thus. the set of sites where we have
information is F =BUD. the set of all boundary and design sites.
Once again. we use a stationary Gaussian stochastic process as the prior. with E[Y(t)] =p..
Var (Y(t)) = (T 2. and Corr (Y(t). Y(s)) =R (s -t). The posterior process is also Gaussian. with
mean yet) and variance Var(Y(t) IF) for t E T. which are similar in form to those derived for
the prediction problem but are slightly more complicated in detail.
In the prediction problem. we were given only one kind of information. the value of the function
y at the design sites. In this problem. the data are values of n boundary conditions (values of y
.
and/or its derivatives). and m linear combinations of y and its derivatives. i.e. the differential
equation. at the enforcement sites. The prior distributions of the random variables associated
with these data are also Gaussian. and the covariances required in the posterior mean and variance
-3-
.
of Yare linear combinations of R and its derivatives. (See. for example. Yaglom (1962) for
details.)
One way to determine the posterior mean and variance of Y is to derive a covariance formula
specific to a particular differential equation. For example. consider the differential equation
Y
I _ Y =O. We will need Cov (y (t ).Y '(t 2) - Y (t 2)) for each enforcement site t 2' Following the
rules for determining covariances. Cov(Y(t )Y'(t2) - Y(t2)) = Cov(Y(t )Y'(t2)) ...,
Cov(Y(t ).Y(t2))' The covariance between Y(t) and Y(t2) is R(t2-t). and the covariance
between yet) and is Thus.
R '(t 2 - t) - R (t 2 - t). Once such a formula is derived. it would be possible to incorporate it
into a program used to approximate the solution to the differential equation.
A second way to approach this problem. which involves more matrix calculations but eliminates
. the necessity of updating large portions of the program whenever we want to approximate the
solution to a new differential equation. is to use a general formulation in which only details
change from problem to problem.
Let Y; be the (n +1) element vector of y and its first n derivatives at site t. and let Y; represent
the vector of random variables. under the prior stochastic process. of which it- is the realization.
Let r be (~r i;r ... Y:~m)T. the concatenation of these vectors over all boundary and
enforcement sites. Let UFFbe the prior covariance matrix of r .and let it.F be the vector of prior
covariances between Y(s) and Y-. Then. we can easily formulate a matrix G such that the poste-
rior mean and variance of Y (s ) are given by:
.
yes) = p. + [U.FGT][GUFFGT]-l[GjF - GjlF]
Var(Y(s) IF) =u2 - [it.FGT][GUFFGTjl[G itF.] .
~.. a relatively sparse matrix which. if there are n boundary conditions and m
.18 dimensioned (n +m)X (n +l)(n +m). The first n (n +1) columns correspond
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to y and its n derivatives: the next m (n +1) columns correspond to gi (t)'s. i =O n. which are
coefficients of y (i )'s . i =O n . in the differential equation. The first n rows correspond to the n
boundary sites. while the next m rows correspond to the m enforcement sites.
An example of the G matrix for a first-order linear differential equation with one boundary con-
dition and two enforcement sites is shown below.
1 0 0 0
o 0 g oCt2) g 1(t 2)
o 0 0 0
The first two columns correspond to y and y'. The next four columns correspond to go(t) and
gl(t) for two enforcement sites. The first row corresponds to the boundary site tl. The next two
.
rows correspond to the enforcement sites at t 2 and t 3. Since the boundary condition is for y at
site t 1. a "1" is entered in the (1.1) position of the matrix. For an example of the G matrix for a
second-order linear differential equation. see equation 2.1.
The G matrix reflects the form of the linear differential equation for which we would like an
approximate solution. When we multiply the G matrix by the vector CI.F. we obtain the same
result as if we had derived a covariance formula for that particular differential equation. yet we
only needed to define the gi'S. i =O n. and the boundary conditions. Moreover. the G matrix is
sparse. so the matrix multiplications are not complicated.
The G matrix is used in forming the G CI.Fvector and G CTFFGTmatrix. It is also used to form
the G1F vector. which contains the values of y and its derivatives at the boundary sites and h (t)
for each enforcement site t e D. The vector G ilF contains the means which correspond to the ele-
ments of the G1F vector. To further simplify calculations. the vector [GCTFFGTjl(G1F - G ilF)
.
need only be computed once for calculation of y(t ) at any number of sites t .
We also wanted to have a measure of how well the approximation of y satisfied the differential
-5-
. equation. so we defined the T function as:
n
T(t) = Egi (t )y (i>(t)-h (t ).
i=O
We determined the derivatives of y needed for the T function analytically. in the same manner y
was calculated.
When the differential equation is exactly satisfied by y. the value of the T function is 0 at all t: a
large absolute value of the T function indicates that the differential equation is not being satisfied
very well at the t that produced that value. A relatively large sum of squares of the T function
over a grid in T might indicate that the approximation is not a good one. while a small sum of




We had several goals in mind when we set out to write a computer program to approximate solu-
tions to linear differential equations. The first goal was to produce the approximations them-
selves: the second goal was to write the code that would allow us to select enforcement sites by a
sequential method. and the third goal was to automate estimation of p.. u. and any parameters of
the correlation function.
Accomplishing the first two goals presented few problems: the last goal was more difficult to real-
ize. but we were able to take positive steps toward solving what problems we did encounter.
2.2 Generating the Approximation
. The approximation of y (s). where s es = {Sl. S2 } and SeT. is given by the equation:
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. The posterior variance of Y (s ) is:
The program we have written requires the user to specify the correlation function and the value
of any parameters for that function. We have given the user a choice of the Gaussian correlation
function.
and the nonnegative cubic correlation function.




-, Id I <62
R (d ) =0 Id 1~6.
.
for d = s -t .s .t E T. If the user wishes to specify a different correlation function. he need only
define the function and its first and second derivatives in subroutines.
The remainder of information needed by the program is in an input file named input.sites. which
contains the total number of enforcement sites that will be used. the number of boundary condi-
tions (one. in this instance). the site of the boundary condition(s). the number of design sites to be
defined by the user. and the locations of the design sites. In addition to the information given
above. the input file for the program that approximates solutions to second-order linear
differential equations must also specify whether boundary conditions are for y (s) or y '(s).
Given the required information. the programs will calculate y(s) and Var (Y(s) IF). for s ES.
If we are approximating the solution to a ftrst-order linear differential equation with one boun-
dary condition at t 1 and enforcement sites at t 2 and t 3' the form of the G matrix is as follows:
. 1 0 0 0
o 0 gO(t2) gl(t2)
o 0 0 0
o 0
o 0
g oCt3) g l(t 3)
-7-
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The boundary condition is for y at t 1. so we enter" 1" in the (1.1) position of the matrix. The
first enforcement site is at t2. so we enter gO(t2) in the (2.3) position and gl(t2) in the (2,4) posi-
tion of G. The second enforcement site is at t 3. so we enter g oCt3) in the (3.5) position and g 1(t 3)
in the (3.6) position of the matrix. The dimension of the G matrix for this example is
(n +m) X (n +l)(n +m) = 3 X 6.
If we are approximating the solution to a second-order linear differential equation. the G matrix
must be expanded accordingly. An example of the G matrix for a second-order linear differential
equation with a boundary condition for y at t 1 and for y' at t 1 with enforcement sites at t 3 and










g oCt 4) g 1(t 4) g 2(t 4)
The first boundary condition is for y at t1. so we enter" 1" in the (1.1) position in G. The second
boundary condition is for y' at t 1. so we enter "1" in the (2.5) position in the matrix. The
remainder of the entries of the first and second rows are O's. The first enforcement site is at t3. so
we enter gO(t3) in the (3.7) position. gl(t3) in the (3.8) position. and g2(t3) in the (3.9) position
of G. The second enforcement site is at t4. so we enter go(t4) in the (4.10) position. gl(t4) in the
(4.11) position. and g2(t 4) in the (4.12) position. Note that for the G matrix in this example. the
number of boundary conditions is 2. the number of enforcement sites is 2. and the dimension of
G is (n +m) X (n +l)(n +m) =4 X 12.
For a first-order linear differential equation with a boundary condtion at t 1 and enforcement sites
at t2 and t3. the multiplication of G times YF produces a vector, the elements of which
.
are:( y (t 1)' h (t 2). h (t 3))' The vector formed by multiplying G times YF in the second-order
example stated above would have the form: (y (t 1). y '(t 1). h (t 3). h (t 4))' In each case. these are
the data values on which our approximation is based.
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. If the number of user-defined enforcement sites in the input file is less than the specified total
number of enforcement sites. then additional enforcement sites will be selected via the sequential
method outlined in Section 2.3. Because we use a sequential method. this part of the program is in
an iterative loop. If the input file contains all the design sites for a particular problem. then the
loop will only be executed once.
Within this iterative loop. several subroutines. including NAG subroutines. are called to perform
the calculations necessary to produce the approximation. the value of the T function at each t ET
is determined. and an additional enforcement site is selected. if the user did not define all the sites
in the input.sites file. After the iterative loop has been executed the appropriate number of times.
a final subroutine is called to print the output.
The subroutines called. in the order of their appearance in the program. are:
.
FUNCf:
1) finds the maximum likelihood estimate. denoted /1..of p. given the correlation parameter(s). e.g.() for the correlation function we used.
2) forms the vector [Gyj;. - G PF].
SIGNS:
1) if Cov (y (t ). Y (s )) is desired. calls RTF subroutine to calculate R (s -t ).
2) if Cov(Y'(t).Y(s)) or Cov(Y(t).Y'(s)) is desired. calls RPTF subroutine to calculate
R'(s-t).
3) if Cov(Y'(t). Y'(s)) is desired. calls RPPTF subroutine to calculate R"(s-t).
4) multiplies result by %0'"2.
*R(*)TF:
returns the value of R (i)(s
-t ). i =0 4.. where the number of p's in R(*)TF is equal to i and
indicates which derivative of the correlation function is returned.
.
*Note that in our program. the subroutines RTF. RPTF. and RPPTF define the Gaussian correlation
function and its first two derivatives. The subroutines CI'F. CPTF. and CPPTF define the nonne-
gative cubic correlation and its first and second derivatives. respectively.
cs:




1) initializes variables going into NAG subroutine F04ASF.
2) calls NAG subroutine F04ASF to solve system of equations [G CTppGT]X= [Gjp - Gjlp] for x.
3) prints error message if matrix is not positive-definite or is ill-conditioned.
FINDY:
1) forms the vector CTsp.
2) calls the subroutine RS. which multiplies CTspby GT .
3) calculates y(s ).
4) calls VARI subroutine to calculate Var (Y(s) IF).
RS:
multiplies a matrix times a vector.
.
VARI:
1) calls LINEQ subroutine to solve the system of equations [GCTppGT]X = [Gups]for x.
2) calculates Var (y (s ) IF).
FINDYP:
analytically calculates y'(s ).
SEARCH:
searches an array for the maximum value and returns the corresponding entry of a parallel array.
PRINTY:
1) prints t .Y (t )and T(t ) to the screen.
2) prints t. Y (t). and T(t) to a file named output.
3) prints t. Y (t) and t. Y (t)* to a file named output.plot.
4) prints t and T(t ) to a file named t.plot.
.
5) prints t and (y (t)* - y(t )) to a file named error.plot.
6) can also print Var(Y(t) IF).






NAG is an acronym for the Numerical Algorithms Group. The NAG routines we have used are
part of the NAG Fortran Library. which consists of over 680 numerical and statistical algorithms.
The NAG Library routines we have used are listed below:
F04ASF:
solves a system of real symmetric positive definite linear equations of the form Cx-b. using
Cholesky's decomposition method.
F04ABF:
solves a system of real symmetric positive definite linear equations with multiple right-hand
sides. using Cholesky's decomposition method.
USER-DEFINED FUNCTIONS:
The user must also define go(t). gl(t). and h(t) for a first-order linear differential equation of
the form:
where the function GO(t).. go(t). the function G1(t)- gl(t). and the function CF(t)- h (t) in our
program. For the expanded version of the program. which approximates solutions to second-order
linear differential equations. the user must also define G2( t)..g 2(t ).
2.3 Selecting Enforcement Sites
Each time an enforcement site is added to the current design for a first-order linear differential
equation. the G matrix increases in size by one row and two columns. This means that the new
GCTFFGT matrix. denoted {GCTFFGTh. would be made up of the old GCTFFGT matrix. denoted
{GCTFFGT}O.plus one more row and one more column. Our criterion for enforcement site selec-
tion is to maximize the determinant of the {GCTFFGTh matrix. Note that
partitioned as:
We consider each t E T to be a candidate for an enforcement site. Clearly. whichever t produces
the largest value for (z - wT [( G CTFFGT }o]W) will maximize det ({ G CTFFGT) 1 ).
-11-
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After forming the w vector for each t. we call NAG routine F04ABF. which solves a system of
real symmetric positive definite linear equations with multiple right hand sides. We send the
{G<TFFGTlo matrix and the w vector for each t to F04ABF as input: the subroutine returns a
matrix. each column of which corresponds to the solution vector [{ G <TFFGT lo]-lw] for a specific
value of t. Hence. {G <TFFGT10 is not explicitly inverted.
We calculate (z - wt[{ G<TFFGTlo]-lw) for each t and place the value in an array. Then we
call the SEARCH subroutine. which searches the array for its maximum value and returns the t
that produced it. On the next iteration. that t will be added to the set of enforcement sites.
This method for selecting an enforcement site reduces the number of calculations to be made.
because we don't have to form {G<TFFGTII for each t: we only work with the entries that would
be in tb.e last row and column of the {G<TFFGTh matrix and with the {G<TFFGTlo matrix.
which we have already formed.
. We also experimented with a second method of selecting enforcement sites. which was to find the
maximum value of the l' function over T and to use the corresponding value of t as an enforce-
ment site in the next run. At an existing enforcement site. the l' function is necessarily 0: a large
value of the l' function would indicate that the differential equation is not being satisfied at that
t. If we can minimize the largest value of the l' function. we feel we can produce a more accurate
approximation.
2.4 Estimating Parameters
When we began writing the program Diffeq. which approximates solutions to first-order linear
differential equations. we planned to use the maximum likelihood estimates for JL. <T.and 6. For a
given value of 6. the JLand <Tvalues which maximize the likelihood can be written in closed form.
. Hence. the numerical strategy for finding the joint maximum likelihood estimates of (JL. <T.6) is
based on a search over values of 6 alone.
- 12-
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We tried two different NAG routines for optimization; the first was E04JBF. which uses a quasi-
Newton algorithm for finding the minimum of a function. Unfortunately. E04JBF persistently
returned an error message stating that either there was no point which gave a significant change of
function value. the problem was extremely ill-conditioned. or the function had no minimum. The
documentation for E04JBF suggested it might be helpful to run the program again. using a
different starting point in order to avoid the region of the function that caused the error. but we
continued getting the same error message every time we ran the program.
The second minimization routine we tried was E04JAF. which uses an algorithm similar to that
used in E04JBF. The problem we encountered with E04JAF was that we could not specify a toler-
ance to end our search. Even though E04JAF would go through numerous iterations and slowly
refine its choice of the parameter which produced the minimum out to the fifth or sixth decimal
place. which would have been fine for our application. eventually. the search would terminate
.
with an error message that stated that the conditions for a minimum had not been met and that
the algorithm had failed. Yet we could plot the negative log likelihood function against (J and
clearly see that a minimum should have been attained.
Our next approach was to write out own optimization subroutine. which stepped through a
specified list of values of (J. calculated the value of the log likelihood function for each. and
placed these values in an array. Then we would search the array for its maximum value and con-
sider the (} that corresponded to that value the best (} for that design. Again. the problem we
encountered was not necessarily one of methodology; to evaluate the log likelihood function. we
needed to take the determinant of the matrix G
~
CTFFGT.and we used a NAG routine to do so.
However. even though we were using double precision variables. sometimes the determinant was
so small that the NAG routine would print an error message and execution of the program would
be stopped.
. At this point. we decided to fix the value of () but to use the maximum likelihood estimator for J.L.
The form of the maximum likelihood estimate. denoted p. . of p. given the correlation parameter is:
- 13-
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The subroutine FUNCf in the program Diffeq calculates the value of 'jJ..
We planned to use the maximum likelihood estimate for crgiven the correlation parameter as well.
but we encountered numerical difficulties. due to rounding errors. For the time being. we decided
to fix the value of cr. C Y is not a function of the value of the cJ2used: however. other quantiles
of the predictive distributions would depend on this value.)
We left the problem of parameter estimation behind and went on to define the T function. which
provided a measure of how well our approximation satisfied the differential equation. As we
examined the T function for the same design and different values of 6. We noticed that the sum of
squares of the T function would be relatively small for certain values of 6 and that the approxi-
. mations corresponding to those 6's would be better than the approximations corresponding to
large sums of squares of the T function. We used this criterion for choosing the values of 6 we
used in our examples. and we think it might prove helpful in automating parameter estimation at
some later date.
3. EXAMPLEs
In the examples presented below. we have used two different correlation functions. the Gaussian
and the nonnegative cubic correlation functions. For d-s-t, s . t e T.
Gaussian:
Nonnegative Cubic: R Cd) = 1 - 6C ~ )2+6C~ )3
9 6 Id I<~
.
~~ Id I <62
R Cd) = 0 Id 1~6
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. The strength of the correlation depends upon the value of 9. For the Gaussian correlation func-
tion. low values of 9 produce stronger correlations: for the nonnegative cubic correlation function.
high values of 9 produce stronger correlations.
3.1 ~ple 1
Problem:
y ,(t) =Y(t ) o ~t ~ 1 y (0) = 1
Solution:
We used the Gaussian correlation function with 9 = 1.0 and the set of enforcement sites D={O.
0.12. 0.35. 0.61. 0.86. 1.00} to produce the plot shown in Figure 1. The maximum error in predic-
tion was 0.00021. and the maximum absolute value of the". function was 0.00225.
.
We ran the program again. this time using the nonnegative cubic correlation function with 9 - 20
and D-{ O. 0.25. 0.50. 0.75. 1.00}. [See Figure 2.] Figure 3 shows the error in the prediction. y - y.
We observed that y never differs from y by more than 0.025.
The maximum absolute value of the". function in this instance was 0.02675. which was obtained
at t-0.12. [See Figure 4.] We added an enforcement site at 0.12 and ran the program again. keep-
ing 9 -20. This time. the error in prediction. shown in Figure 5. was less than 0.015. and the
maximum absolute value of the". function. shown in Figure 6. was 0.01865 at t-0.37.
We added 0.37 as an enforcement site. then we repeated the process to obtain three more enforce-
ment sites. 0.62. 0.06. and 0.18. The plot generated from the design D-{O. 0.06. 0.12. 0.18. 0.25.
0.37. 0.50. 0.62. 0.75. 1.00} is shown in Figure 7. Here. the error in prediction is less than 0.004.
and the maximum absolute value of the". function is 0.00474. [Figures 8 and 9.]
. With the Gaussian correlation function. we used a six-site design and obtained a maximum error
in prediction of 0.00021. We used the nonnegative cubic correlation function with a ten-site
design. and the maximum error in prediction was 0.00385. Thus. for this example. the Gaussian
- 15-
. correlation function required fewer enforcement sites to produce a better approximation than the
nonnegative cubic correlation function.
3.2 Example 2
Problem:
Y '(t ) =SOt 2 - SOy (t ) + 2t
y(O)=.!.
3
o ~t ~ 1
Solution:
-SOt
Y (t) = ~ + t23
.
We used the Gaussian correlation function with 8 - 2.4 and the set of enforcement sites D-{ 0.1.
0.2. 0.3. 0.4. 0.5. 0.6. 0.7. 0.8. 0.9. 1.0} to produce the plot shown in Figure 10. The maximum
error in prediction in Figure 11 was 0.08631. and the maximum absolute value of the T function.
shown in Figure 12. was 8.95629. obtained at t-0.
Figure 13 shows the result of adding an enforcement site at t-0 and running the program again.
This time. the maximum error in prediction was 0.05117 and the maximum absolute value of the
T function was 3.17399. obtained at t-0.03. [See Figures 14 and 15.]
We added 0.03 as the next enforcement site. found the maximum absolute value of the T function
after this run. and added that site. t-0.97. as an enforcement site for the next run. Thus. the
design for the plot shown in Figure 16 was D-{O. 0.03. 0.10. 0.20. 0.30. 0.40. 0.50. 0.60. 0.70.
0.80.0.90.0.97.1.00}.
Figure 17 shows the maximum error in prediction after this run. which was 0.00824. and the
. maximum value of the T function. which was 0.57009 at t-0.06. is shown in Figure 18.
Intuitively. the next step would be to add an enforcement site at 0.06. However. due to the
- 16-
. nature of the Gaussian correlation function. we encountered numerical problems when we
attempted to place enforcement sites too close together. In this instance. due to rounding errors.
the computed matrix G (J'DDGT was not positive definite: thus. the algorithm failed in the NAG
subroutine F04ASF.
We did not encounter the same numerical problems with the nonnegative cubic correlation func-
tion: we used the design D={O. 0.01. 0.02. 0.03. 0.04. 0.05. 0.07. 0.10. 0.20. 0.30. 0.40. 0.50. 0.60,
0.70. 0.80. 0.90. 1.00} to produce the plot in Figure 19. which resulted in a maximum error in
prediction of 0.00131. [See Figure 20.] The maximum absolute value of the T function. shown in
Figure 21. was 0.05451. obtained at t-0.06. We could have continued to add enforcement sites.
but the improvement in prediction would not have been graphically discernible. because the plots
of y and y were already superimposed.
Through trying various designs with the Gaussian correlation function. we discovered that when
. we added sites to a specific design under consideration. it was often necessary to increase the value
of 6. Le.. reduce the strength of the correlation. to avoid the same kind of numerical problem we
encountered earlier. Since low values of 6 are desirable. we were reluctant to increase 6 in order
to add more sites. For this example. the nonnegative cubic correlation function had an advantage
over the Gaussian correlation function. simply because we could use more enforcement sites in our
design without encountering numerical problems.
3.3 Example 3
To expand our original program to approximate solutions to second-order linear differential equa-
tions. we required a correlation function that was at least four times differentiable. Therefore. we
t 2y "(t )
- 2ty '(t ) + 2y (t ) = t 3ln, (t )




. 1 ::!ii;t::!ii;2.y(l) = 1. y'(l) = 0
Solution:
7 t3 3Y(t ) = -t + -In (t) - -t 3424
For this equation. we used (}
- 0.5. and the set of enforcement sites D-{ 1.1. 1.2. 1.3. 1.4. 1.5. 1.6.
1.7. 1.8. 1.9. 2.0}. For this value of (} and this design. y and yare equivalent to the fifth decimal
place. [See Figure 22.]
This second-order example was included to show that this method can also be used to approxi-
mate solutions to higher-order linear differential equations. Although we used the Gaussian corre-
lation function to generate this plot. any correlation function that can be differentiated at least
four times could have been used.
. 4. CONCLUSION
We have explained how Bayesian approximation of solutions to linear differential equations is
related to Bayesian prediction of an unknown function y and how the data for these two prob-
lems vary. Although we restricted our choice of prior processes to Gaussian processes. we pointed
out that spatial stochastic processes other than the Gaussian could have been considered. How-
ever. such processes would. in general. have made computation of y more complicated.
We have also described the computer program which we wrote to approximate the solution to a
linear differential equation. In this description. we explained our method for enforcement site
selection and parameter estimation. While we had success with two different criteria for selecting
enforcement sites: that of choosing the t that maximized the determinant of the {GO"FFGT}1
matrix or of choosing the t that produced the largest absolute value of the l' function. we encoun-
.
tered some numerical difficulties when we tried to obtain maximum likelihood estimates of the
parameters,.,.. 0".and (}. We were able to use the maximum likelihood estimate for,.,.. and we fixed




value for the parameter 0 was that of choosing the value of 0 that would minimize the sum of
squares of the l' function.
We provided three examples. two of first-order linear differential equations. using the Gaussian
and nonnegative cubic correlation functions. and one of a second-order linear differential equation.
using the Gaussian correlation function.
While we did not completely resolve the issue of parameter estimation. we have shown that for
some value of the parameters and for either the Gaussian or nonnegative cubic correlation func-
tion. it was possible to obtain a very good approximation of the solution to both 1irst-order and
second-order linear differential equations by this method. Future research would probably
address both parameter estimation and choice of a correlation function.
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Figure 1: Example 1: y and y vs. 17using Gaussian correlation function,





















Figure 2: Example 1: yand .,. TII. t, using nOJ1J1egatiTe cubic correlation
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Figure 3: Example 1: Error in Prediction, (y(t) - yet)) VL 1:. using non-





































Figure 4: Example 1: T(t) v& t, using nonnegative cubic colTelation func-
tion, with {}
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Figure 5: Example 1: Error in Prediction, (y(t) - y(t» VL t, uaing non-
negative cubic correlation function, with 9 - 20, and D-{O, 0.12,
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Figure 6: Example 1: 1'(t) T& t, using nonnegative cubic correlation func-




























Figure 7: Example 1: y and
'1' 'V8o t, using nonnegative cubic correlation
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Figure 8: Example 1: Error in Prediction, (y{t) - yet)) VB. 1:, using non-
negative cubic correlation function, with 9 - 20, and I>-{0, 0.06,
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Figure 9: Example 1: 1'(t) VL t, using nonnegative cubic correlation func-
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Figure 10: Example 2: y and y VI. 17using Gaussian correlation function,
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Figure 11: Example 2: Error in Prediction, (y(t) - yet)) T& t, using
Gaussian correlation function, with 9 - 2.4 and D - {O.to,0.20.
0.30.0.40.0.50.0.60.0.70.0.80.0.90. 1.00).
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Figure 12: Example 2: 1'<t) VB. t, using GaWIIiaD correlation function,
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Figure 13: Example 2: y and y vs. t, using Gaussian correlation function,
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Figure 14: Example 2: Error in Prediction, (y(t) - yet)) vs. t, using
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Figure 15: Example 2: 1'(t) TL t, using GaU.Aft correlation f1mctiOD,
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Figure 16: Example 2: t and y VI. t, using Gaussian correlation function,
with 9 - 2.4 and D-{ 0, 0.03, 0.10, 0.20, 0.30, 0.4(), 0.50, 0.60, 0.70,
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Figure 17: Example 2: Error in Prediction. (y(t)-y(t)) 'VI. 1:,using Gaus-
sian correlation function. with 9 - 2.4 and D-{O, 0.03, 0.10, 0.20,
















0.1 0.2 0.3 0.4 0.5 0.6
t
0.7 0.8
Figure 18: Example 2: ,.(t> TI. t, using Gauaian correlation function.
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Figure 19: Eumple 2: )- and .,. "n. 19Uing DODDegative cubic correJation
functioD, with 9 - 13 and D-{o, 0.01. 0.02, 0.03, G.04, 0.05, 0.07,
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Figure 20: Example 2: Error in PredictioD, (y(t) -7(t» t, ub1g non-
negative cubic correlation fUDCtioD.with 9 - 13 and D - (0, 0.01.
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Figure 21: Example 2: 1'Ct) TL t, Ding nonnegative cubic correlation
f1lDCticm. with 9 -13 and D - {o, 0.01. 0.02. 0.03. 0.04, 0.05. 0.07.
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Figure 22: Example 3: t and .,. t. 1I8iD& GaD. a,. correlation
functicm, with 8 - G.5 and D - {LI0, 1.20, 1.30, 1.40, 1.50, 1.60,
1.70, 1.80, 1.90, 2.O0}.
