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Abstract
Multi-User Non-Cooperative and Cooperative Systems
with HARQ
by
Zahid Rauf
The performance and reliability of wireless communication links can be
improved by employing multiple antennas at both ends, thereby creating
multiple-input multiple-output (MIMO) channels. However, once multiple
co-channel users are added to the system it can be difficult to provide as
many receive antennas as transmit antennas, resulting in a so-called over-
loaded (rank-deficient) system. Under overloaded conditions, maximum
likelihood (ML) detection works well, but its exponential complexity pro-
hibits its use and suboptimal linear detectors perform poorly.
In this thesis, new signal processing techniques for multi-user overloaded
systems using hybrid automatic repeat request (HARQ) protocols are in-
vestigated. The HARQ retransmissions are used to form virtual receive
antennas, which can efficiently transform an overloaded system into a crit-
ically loaded system (i.e. a system with an equal number of transmit and
receive antennas).
In the first part of the thesis, a multi-user non-cooperative overloaded sys-
tem is considered. At first, it is demonstrated that the suboptimal linear
minimum mean square error (MMSE) detector leads to significant perfor-
mance degradation compared to an ML detector for such systems. To over-
come this drawback, two multi-user transmission schemes are proposed that
work well under overloaded conditions. The proposed schemes allow us to
apply linear multi-user detection (MUD) algorithms without requiring addi-
tional antennas or hardware chains. Monte-Carlo simulations demonstrate
that the proposed schemes can result in significant gains in terms of bit-
error-rate (BER) and dropped packet performance.
In the second part, the performance of multiple HARQ processes for a
two-hop multi-source multi-relay decode-and-forward (DF) relaying network
with no direct link are analyzed. Dealing with multiple HARQ processes at
each relay, a retransmission scheme is proposed that utilizes virtual antennas
to achieve increased receive diversity and improved throughput compared to
traditional orthogonal (time division) retransmissions. A novel forwarding
strategy at the relay(s) to destination link is proposed with the objective of
further improving throughput. Finally, the end-to-end outage probability
and throughput efficiency of the proposed retransmission and forwarding
schemes are found analytically and confirmed with Monte-Carlo simulations.
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Chapter 1
Introduction
Over the past two decades, wireless applications and services such as cell phones,
portable computers and wireless local area networks (WLANs) have progressively be-
come an indispensable part of our daily life. Consequently, the demands of emerging
wireless services for high data rate and reliable transmission over wireless channels have
also significantly escalated over time. Unfortunately, satisfying the increasing demand
for high data rates is a challenging task due to several technical reasons. Firstly, the
radio spectrum available for wireless services has physical and legal restrictions and
therefore it is a limited resource. One needs to maximize the data rate within a given
bandwidth. Secondly, increasing the transmit power of a wireless device is not an ef-
ficient approach since it will reduce its battery life and cause interference to nearby
devices.
Without increasing the bandwidth or transmit power, the spectral efficiency can
be greatly improved by employing multiple antennas at both ends of a link. Such
systems are referred to as multiple-input multiple-output (MIMO) systems and have
been broadly deployed in many wireless standards such as IEEE 802.11n WLAN [1],
IEEE 802.16 world interoperability for microwave access (WiMAX) [2] and long term
evolution (LTE) [3]. Transmission over the MIMO channels can be performed in differ-
ent ways to achieve the spatial multiplexing gain, spatial diversity gain, or a trade-off
between the spatial multiplexing gain and the spatial diversity gain [4, 5].
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Reliable transmission of data packets over wireless channels suffers from multipath
fading, path loss, shadowing, and interference from other transmitters. To improve
the reliability, automatic repeat request (ARQ) schemes were introduced. ARQ is
an error control technique widely used in wired as well as wireless communication
systems to ensure reliable transmission of data packets based on feedback messages
and retransmissions [6]. Error detection bits such as cyclic redundancy check (CRC)
bits are added to the packet in order to determine whether the received packet contains
errors. Depending on success or failure of the decoded packet, the receiver sends back a
positive acknowledgment (ACK) or negative acknowledgment (NACK) message to the
transmitter.
Wireless networks employing ARQ schemes can suffer from low throughput effi-
ciency when multiple retransmissions occurs due to poor channel conditions (deep fad-
ing). In order to provide better performance and to ensure reliable communication over
noisy channels, ARQ schemes can be combined with forward error correction (FEC)
codes, refereed to as hybrid ARQ (HARQ). Incorporating an ARQ scheme and FEC
code can result in higher system throughput efficiency than using an ARQ scheme alone
[7]. HARQ schemes are mainly grouped into two categories: type-I HARQ and type-II
HARQ protocols. The main difference between type-I HARQ and type-II HARQ pro-
tocols is that in type-I HARQ, when a received packet contains errors (according to
the CRC), the receiver discards the erroneous packet and requests a retransmission of
that packet. In type-II HARQ protocols, previous erroneously received transmissions
are stored in a buffer, and are combined with the successive retransmissions to improve
decoding reliability.
Type-II HARQ protocols can further be classified into two categories: Packet or
Chase combining HARQ (CC-HARQ) [8] and incremental redundancy HARQ (IR-
HARQ) [9]. In Chase combining, if a packet is found in error, a request is sent to
the transmitter to retransmit the same packet until decoding succeeds or the number
of retransmissions reaches some maximum. All versions of the same packet are com-
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bined. In IR-HARQ, instead of sending the original packet in each retransmission, the
transmitter sends only the additional redundancy bits. Compared with CC-HARQ, IR-
HARQ is a more sophisticated HARQ protocol which requires large buffer size at the
receiver and adds more complexity to the system, but it can achieve better performance
[10].
In this thesis, we focus on cross-layer design between the physical layer and the
data link layer of an uplink multi-user non-cooperative and cooperative system. De-
tection techniques are considered at the physical layer, whereas HARQ protocols are
considered at the data link layer. The main objective is to design efficient signal pro-
cessing techniques that can improve the error-rate performance and throughput of an
uplink multi-user non-cooperative and cooperative system with reasonable computa-
tional complexity.
1.1 Research Background and Motivation
In this section, overviews of non-cooperative and cooperative communication systems
employing HARQ protocols and motivation for this work are given.
1.1.1 Non-Cooperative HARQ Systems
Generally for most multiple antenna systems, e.g. vertical Bell laboratory layered space-
time (V-BLAST) systems [11, 12], it is assumed that the number of receive antennas
is greater than or equal to the number of transmit antennas. However, there could
be times when the number of transmit antennas exceeds the number of receive anten-
nas, leading to an overloaded (also called rank-deficient or underdetermined) system1.
One of the key challenges of multiple antenna systems is to recover the transmitted
information in the presence of co-channel interference (CCI) and noise, especially un-
der overloaded conditions. CCI arises when multiple users transmit their information
1Overloaded conditions can be found in uplink multi-user communication systems, in which we
have fewer receive antennas at the base station (BS) or at the access point (AP) than the number of
transmitting users.
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through the same channel (i.e. sharing the same space, time and frequency).
The performance of suboptimal linear detection techniques, such as zero forcing
(ZF) [13] and minimum mean square error (MMSE) [13] drastically degrades in overload
systems. Traditional V-BLAST algorithms [14] fail in such conditions, due to matrix
singularity [15]. The optimum maximum likelihood (ML) algorithm [16] jointly detects
all the transmitted signals and works well under overloaded conditions [17]. However, its
computational complexity grows exponentially with the constellation size and number
of transmit antennas, making it infeasible for practical applications. A generalized
sphere decoding algorithm was first proposed in [18] to achieve ML performance under
overloaded conditions, with a computational complexity exponential in the number
of excess transmit antennas2. Various other suboptimal groupwise detection [15, 17]
techniques and metaheuristic approaches such as ant colony optimization (ACO) [19]
and genetic algorithms (GA) [20] have been proposed for overloaded systems. However,
these suboptimal algorithms demand sophisticated implementation and still have quite
high computational complexity. Furthermore, these algorithms often exhibit error floors
at high signal-to-noise ratio (SNR) region [21].
Channel augmentation is a form of virtual MIMO techniques, where additional vir-
tual antennas are created in order to increase the rank of the channel matrix by means
of signal processing methods [22]. In [23], it was shown that the information outage
rate of MIMO channels can be improved by repetitively transmitting the same spa-
tial multiplexed signals. The received signal vectors of the same transmitted signals
were stacked to create additional virtual receive antennas, thereby increasing the ef-
fective rank of the MIMO channel. Recently in [24], a linear MIMO hybrid automatic
repeat request (HARQ) precoder was designed to optimize the mutual information,
and joint HARQ detection was performed by stacking the received vectors from all
(re-)transmissions. However, only critically loaded conditions were considered in [24].
Motivated by the improvements offered by virtual MIMO techniques, we present several
2The number of excess transmit antennas is equal to the difference between the number of transmit
and receive antennas.
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multi process HARQ schemes employing the concept of virtual receive antennas [23]
for overloaded multiuser non-cooperative systems. The objective is to investigate new
signal processing techniques that can improve the error-rate performance and allow us
to apply suboptimal linear detectors under overloaded conditions.
1.1.2 Cooperative HARQ Relaying Systems
Advances in signal processing techniques for MIMO point-to-point links have shown
tremendous improvements in capacity (multiplexing) and reliability (spatial diversity).
However, due to size and cost constraints, implementation of multiple antennas may
not always be feasible in small wireless devices. Recently, the concept of cooperative
communication [25] has been proposed to overcome this limitation. The basic idea
is to allow multiple single antenna devices to share their antennas to create a virtual
multiple antenna system. Cooperation among nodes can result in a better network
coverage, link reliability and improved spatial diversity gains [26, 27, 28].
The general idea behind cooperative or relay-assisted communications comes from
the study of relay channels, initially proposed by van der Meulen [29, 30] and later
studied extensively by Cover and El Gamal [31]. The simplest cooperative network is a
three-terminal relay channel [30] consisting of a source, a relay and a destination node
as illustrated in Figure 1.1. In a wireless relay channel the source node transmits its
information to the destination (solid lines), which is also received by the relay node.
The relay then processes the received information and forwards it to the destination
(dashed lines), which combines the transmissions received by the source and relay nodes
in order to decode the information. Based on the signal processing techniques adopted
at the relay node, the relaying protocols are generally classified into two categories:
amplify-and-forward (AF) and decode-and-forward (DF) protocols [26, 32].
In AF relaying, the relay node simply retransmits a scaled version of the information
it receives from the source node. The AF or non-regenerative relaying is the simplest
relaying protocol and does not require much signal processing at the relay node. The
6
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Figure 1.1: Three-terminal wireless relay channel.
main drawback of AF is that amplifying the received information will also amplify the
noise at the relay node. On the other hand, in DF relaying, the relay node decodes
the information it receives from the source node, re-encodes and forwards it to the
destination, Hence, it is also called regenerative relaying. Depending upon the channel
conditions of the source-relay link it is possible for a relay node to decode the received
information in error. Thus, a retransmission of the information3 may be required at
the relay. When the source-relay channel is excellent, the DF relaying can outperform
AF relaying in terms of error-rate and outage probability performance. However, the
cost is increased complexity at the relay node.
Under poor channel conditions, a cooperative relaying scheme alone is not adequate
to prevent packet loss and therefore, ARQ or HARQ protocols can be combined with a
cooperative relaying scheme to further improve the reliability of data transmission over
noisy wireless channels [33]. Integrating these two techniques was originally proposed
in [34]. It was shown that cooperative HARQ relay networks provide many advantages
in terms of delay, throughput and energy consumption compared to conventional point-
to-point HARQ networks. Since then, interest in cooperative HARQ relaying systems
has rapidly grown among researchers. Numerous retransmission schemes have been
developed for a single-relay network [33, 35, 36, 37] and for multi-relay networks [38,
3Depending on the type of retransmission protocol considered, the retransmitted information can
be a copy of the original information or new information containing only parity bits.
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39, 40, 41].
In [33] a combined hybrid strategy called H2-ARQ-relaying was proposed in which
both the retransmission protocols and the relaying schemes are hybrid. In [35], an
analytical methodology for the evaluation of outage probability of a DF ARQ was pro-
posed in which the relay forwards Alamouti [42] based retransmission signals. Harsini
et al. [36] analyzed the throughput and packet loss-rate performance of non-cooperative
and cooperative type-II HARQ protocols in adaptive rate wireless network with time-
correlated fading channels. In [37], the authors analyzed a cooperative HARQ transmis-
sion with incremental redundancy over a block fading channel. Dynamic programming
was used to find the optimal rate adaptation policy to optimize the throughput of
cooperative HARQ transmission. A distributed truncated ARQ protocol for an AF co-
operative system was proposed in [38], where a retransmission was made by the source
or the best instantaneous relay node. A delay analysis of a cooperative truncated
HARQ system with opportunistic relaying for both AF and DF was presented in [39].
In [40], the throughput for cooperative ARQ and type-I HARQ protocols with oppor-
tunistic relaying was evaluated. Maham et al. [41] analyzed the outage probability
of the multi-relay HARQ system with opportunistic relaying scheme in DF mode. All
these studies assume that there is always a direct link between source and destination.
Unfortunately, due to large physical separation or path loss, a direct link may not
always be available. In the absence of a direct link, relay(s) adopting a half-duplex
(meaning they can either transmit or receive at a given time) DF relaying scheme
with HARQ protocol will request retransmission whenever they receive an erroneous
packet. Multi-hop HARQ DF relay networks with no direct link were studied in [43,
44, 45, 46, 47]. The diversity-multiplexing-delay tradeoffs for various multi-hop ARQ
protocols were analyzed in [43]. In [44], the authors proposed a method to handle the
maximum number of transmissions between the broadcast link and relay link by taking
into account the end-to-end error probability and spectral efficiency. Zheng et al. [45]
presented an analytical framework for a cooperative DF relaying system with general
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hop-by-hop HARQ transmission. The authors derived an upper bound on the block-
error-rate assuming that the transmission from the source to the destination is hop-by-
hop through the relay. In [46], the optimization of a two-hop DF relaying system with
HARQ was studied in order to maximize the long-term average transmission rate. In
[47], the authors analyzed the energy efficiency of a wireless multiple relays network with
IR-HARQ protocol and distributed cooperative beamforming. An important limitation
of these and similar studies is that they have considered only a single source that is
assisted by one or multiple relays. The extent to which the above results may be
generalized to multiple source scenarios remains unclear.
This motivates our work in this thesis, where we focus on multi-source (re-)transmission
techniques for a two-hop multi-relay DF relaying system. To the best of our knowledge
this is the first study looking at HARQ for a multi-source scenario in the absence of a
direct link.
1.2 Thesis Contributions and Outline
The main contributions of this thesis are summarized as follows:
• A new multi-user transmission approach that combines HARQ and a virtual re-
ceive antenna concept is proposed for overloaded multi-user non-cooperative sys-
tems. This basic idea is to treat the HARQ retransmission information as if it
was arriving to an additional virtual receive antennas. Based on the proposed
idea, two detection schemes are presented. In Scheme-I, users with correctly
decoded packets remain idle, whereas users with erroneous packets retransmit
their packets in subsequent frames. In Scheme-II, users with correctly decoded
packets may transmit new information instead of remaining idle. These schemes
allow us to apply suboptimal linear MUD algorithms rather than employing high
computational complexity detection algorithms to handle overloaded conditions.
• A multi process HARQ retransmission scheme is proposed for multi-source multi-
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relay DF relaying networks with no direct link, a topic that has not been inves-
tigated in the literature. The proposed scheme that utilizes virtual antennas to
achieve increased receive diversity is allowed simultaneous retransmissions from
source node(s) of packets detected in error. This results in improved throughput
compared to traditional orthogonal (time division) retransmissions since fewer
time slots are required by the proposed scheme to complete the HARQ round.
Moreover, to avoid unnecessary retransmissions upon completion of each (re-
)transmission round from the source nodes, relays are allowed to exchange their
decoding outcomes.
• A novel forwarding strategy with minimum overhead is proposed for a two-hop DF
relaying system. The basic idea behind the proposed strategy is to assign each
relay one priority source node. The relay nodes are allowed to simultaneously
transmit the data packets of source nodes to the destination, thereby improving
the throughput. Based on the exchange of decoding outcomes (ACK/NACK)
among relay nodes, the relays can independently decide to swap their priority
source nodes. Switching of priority source nodes at the relays does not require
any centralization or participation either from the sources or the destination.
• The performance of the two-hop DF relaying system with HARQ is also analyzed.
First, we derive the expressions of outage probabilities of each transmission phase
and then the end-to-end (e2e) outage probabilities for both the proposed and
orthogonal time division (re-)transmissions schemes. The e2e outage probability
is an important parameter to determine the reliability of a multi-hop DF relaying
system in the absence of a direct link. The renewal-reward theorem [48] is used to
derive throughput expressions for the proposed schemes. For comparison purpose,
the throughput performance of orthogonal time division (re-)transmissions is also
evaluated. Finally, the analytical results are compared and confirmed with Monte-
Carlo simulation results. It is shown that the proposed schemes achieve higher
throughput compared to the traditional (time division) (re-)transmissions at the
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cost of a slight performance degradation in outage probability due to CCI.
Papers submissions and publications:
• Z. Rauf, P. A. Martin and D. P. Taylor, “Multiuser detection of overloaded sys-
tems employing HARQ,” in Proc. IEEE Int’l. Conf. on Commun. Systems
(ICCS), pp. 300-304, 21-23 Nov. 2012.
• Z. Rauf, P. A. Martin and D. P. Taylor, “Multi-source multi-relay cooperative
systems employing HARQ,” IEEE Trans. Veh. Tech., under revision , 2013.
The remainder of this thesis is organized as follows:
Chapter 2 presents some basic concepts and background material related to this
thesis. It starts with a brief overview of wireless channel characteristics and differ-
ent statistical models. Then, the gains achieved by using multiple antennas at the
transmitter and/or at the receiver are discussed. After a brief description of point-
to-point and multi-user MIMO system models, various multi-user detection techniques
are summarized. This is then followed by a brief overview of different types of ARQ
and HARQ protocols used to ensure reliable transmission. At the end of this chapter,
several cooperative network configurations and relaying schemes are presented.
Chapter 3 deals with the multi-user detection and HARQ techniques and their
performance under overloaded conditions. First, the system model of an uplink multi-
user non-cooperative system with HARQ retransmissions is presented. Then, the two
proposed retransmission schemes that combine HARQ with the use of virtual receive
antennas [23] are described. This combination results in a simple and novel multi-user
transmission approach which works well under overloaded conditions. Finally, simu-
lation results are presented, showing the performance gains achieved by the proposed
schemes in terms of BER and dropped packet rate.
Chapter 4 focuses on multi process (re-)transmission schemes for a multi-source and
multi-relay cooperative network. Firstly, the system model for a two-hop DF relaying
system is described. Then, the proposed retransmission and forwarding schemes during
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the broadcast and relay phase, respectively, are discussed. Exchange of decoding among
relay nodes is allowed which results in an improved retransmission rate as demonstrated
by the simulation results.
Chapter 5 develops the outage probability and throughput performance analysis of
the proposed two-hop DF relaying system discussed in Chapter 4.
Chapter 6 summarizes the whole thesis and outlines several possible avenues for
future research.
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Chapter 2
Background
The objective of this chapter is to provide important background knowledge required for
the subsequent chapters. In Section 2.1 basic properties of multipath wireless channels
and their modeling are described. Section 2.2 presents a brief overview of multiple an-
tenna wireless systems, gains achieved by employing multiple antennas at the transmit-
ter and/or at the receiver, and system models for single and multi-user multiple-input
and multiple-output (MIMO) communication links. Various optimal and suboptimal
multi-user detection (MUD) techniques for uncoded and coded transmissions are dis-
cussed in Section 2.3. Section 2.4 briefly outlines different retransmission techniques.
Section 2.5 introduces cooperative relaying systems and various strategies adopted at
the relay node(s).
2.1 Wireless Fading Channels
Compared to wired communication, reliable transmission over wireless channels is chal-
lenging as it suffers from many channel impairments. The fading effects that charac-
terize wireless communication over such channels can be classified into two different
categories, namely large-scale fading (includes path loss and shadowing) and small-
scale fading also referred to as multipath fading [49]. The path loss is the result of
signal power attenuation resulting from propagation over large distances, and shad-
owing is caused by signal power loss due to large objects in the environment, such as
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buildings, trees and hills. Small-scale fading or multipath fading is due to constructive
and destructive combination of multiple attenuated versions of the transmitted signal
arriving at the receiver from a number of different paths, which experience differences
in attenuation, delay and phase shift.
Large-scale fading occurs over large transmitter-receiver separation distances and is
more related to the issues such as cell-site planning [49]. On the other hand, small-scale
fading occurs over short distances and is more relevant to the design aspects of reliable
and efficient communication systems [49], which are also the focus of this thesis.
2.1.1 Statistical Models for Fading Channels
Statistical models for the small-scale fading channels are presented in this section.
Rayleigh Fading Channel
A Rayleigh fading channel is commonly used to model highly built-up environments,
where there is no line of sight (LoS) path between the transmitter and receiver, and
there are many objects on the path that scatter the transmitted signal. When there is
no dominant propagation along a LoS path and the transmitted signal is received at
the receiver via different paths, the channel impulse response c(τ, t) at a delay τ and
time instant t can be modeled as a zero-mean complex-valued Gaussian process [50].
In this case the envelope |c(τ, t)| has a Rayleigh distribution and the channel is said to
be a Rayleigh fading channel. The probability density function (PDF) of the Rayleigh
distribution is expressed as [51]
f(r) =

r
σ2
exp
(
− r2
2σ2
)
for r ≥ 0
0 otherwise,
(2.1)
where r is the envelope of the received signal and σ2 is the mean received power.
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Rician Fading Channel
In the presence of a LoS path between the transmitter and the receiver, the channel
impulse response can be modeled as a non zero-mean complex-valued Gaussian process
[50]. In this case the received signal can be statistically described by the Rician distri-
bution and the channel is said to be a Rician fading channel. The PDF of the Rician
distribution is given by [51]
f(r) =

r
σ2
exp
(
−
(
r2+A2
)
2σ2
)
I0
(
rA
σ2
)
for r ≥ 0, A ≥ 0
0 otherwise,
(2.2)
where A is the peak magnitude of the LoS signal component and I0(x) is the modified
zero-order Bessel function of the first kind, defined as [52]
I0(x) =
1
2pi
∫ 2pi
0
exp
(
x cos(θ)
)
dθ. (2.3)
The Rician distribution is usually characterized by the Rice factor ξ, which is defined
as the ratio between the LoS signal power and the non-LoS multipath signal power. It
is given by
ξ =
A2
2σ2
. (2.4)
As we can see, when ξ = 0, the Rician distribution (2.2) reduces to a Rayleigh distri-
bution (2.1).
2.1.2 Fast and Slow Fading
The classification of the fading channel as fast or slow depends on the relationship
between the symbol duration Ts (seconds) of the transmitted signal and the coherence
time Tc (seconds) of the channel. The coherence time determines how fast the channel
is changing in time.
• In fast fading, the coherence time of the channel is smaller than the symbol
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period of the transmitted signal. Fast fading (also called time-selective fading) is
the result of rapid changing of the channel impulse response during the span of a
symbol.
• In slow fading, the coherence time of the channel is greater than the symbol period
of the transmitted signal, and thus the channel can be assumed to be static over
multiple symbol durations. The channel is said to be quasi-static, if the channel
remains constant during one packet1 transmission. In this case, Tc = Tp, where Tp
denotes the time required to transmit a packet. If we have F packets to transmit
and the channel remains constant during F transmissions, i.e. Tc = FTp, the
channel is said to be block fading.
2.1.3 Frequency-Flat and Frequency-Selective Fading
Depending on the relation between the bandwidth Bs (Hz) of the transmitted signal and
the coherence bandwidth Bc (Hz) of the channel, the fading channel can be classified
as frequency-flat or frequency-selective fading.
• In frequency-flat fading, the coherence bandwidth of the channel is greater than
the bandwidth of the transmitted signal. Hence, all frequency components of the
transmitted signal will experience the same attenuation. Frequency-flat fading
channels are also referred to as narrowband channels, since the bandwidth of the
transmitted signal is narrow compared to the coherence bandwidth of the channel
[53].
• In frequency-selective fading, the bandwidth of the channel is smaller than the
bandwidth of the transmitted signal. Therefore, different frequency compo-
nents of the transmitted signal will experience different gains and phase shifts.
Frequency-selective fading channels are also known as wideband channels, since
the bandwidth of the transmitted signal is wide compared to the coherence band-
width of the channel [53].
1A packet or a frame usually consists of more than one symbol.
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Multiple Antenna Wireless Systems
SISO
single-input single-output systems
have only one antenna at the trans-
mitter and receiver.
SIMO
single-input multiple-output sys-
tems have multiple antennas at the
receiver and one antenna at the
transmitter.
MISO
multiple-input single-output sys-
tems have multiple antennas at the
transmitter and one antenna at the
receiver.
MIMO
multiple-input multiple-output sys-
tems have multiple antennas at the
transmitter and receiver.
Table 2.1: Antenna configuration of a transmitter (Tx) and receiver (Rx) in a wireless
system.
2.2 Overview of Multiple Antenna Communication Sys-
tems
Wireless systems consisting of a transmitter, a radio channel and a receiver are gen-
erally characterized by the number of inputs and outputs as illustrated in Table 2.1.
Single-input single-output (SISO) is the simplest configuration with a single antenna
at both ends of a link. When multiple antennas are used only at the receiver or only
at the transmitter, the wireless systems are denoted as single-input multiple-output
(SIMO) systems or multiple-output single-input (MISO) systems, respectively. Em-
ploying multiple antennas at both ends of the point-to-point communication link re-
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sults in multiple-input multiple-output (MIMO) systems. The main gains2 achieved by
employing multiple antennas include [55]:
• Array Gain: Signals from multiple antennas at the receiver can be combined
coherently to obtain gain in the average Signal-to-Noise Ratio. Such gain is
usually referred to as array gain. The average SNR grows proportionally to the
number of receive antennas [55]. Combining methods at the receiver can generally
be classified into four types: selection combining (SC), switch and stay combining
(SSC), maximum ratio combining (MRC) and equal-gain combining (EGC). A
detailed description of combining methods can be found in [56]. Array gain can
also be obtained using multiple antennas at the transmitter3.
• Diversity Gain: Diversity is an effective approach to combat the effects of mul-
tipath fading. Diversity techniques can be classified into three different domains:
time, frequency and spatial diversity. Time diversity is most applicable to the
cases where the symbol period of the transmitted signal is greater than the coher-
ence time of the channel (i.e. time-selective fading) [57]. Frequency diversity is
effective to the frequency-selective fading channels, where the symbol bandwidth
of the transmitted signal is greater than the coherence bandwidth of the chan-
nel [57]. Spatial diversity (also known as antenna diversity) is widely utilized in
wireless communication systems and can be categorized into receive diversity and
transmit diversity, depending on whether it is applied at the receiver or at the
transmitter side.
– Receive Diversity: In receive diversity, the receiver combines the indepen-
dently faded versions of the same transmitted signal from different receive
antennas, so that the combined signal suffers less attenuation (fading) than
the received signal at any one antenna [58]. In this technique, the number of
2In general, exploiting these gains comes at the price of drastically increased signal processing
complexity, especially at the receiver side. However, achieving all gains at once may not always be
feasible [54].
3Note that the array gain exploitation requires perfect knowledge of the channel state information
(CSI) at the transmitter or receiver or both.
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independent diversity branches (also called diversity order) is equal to the
number of receive antennas.
– Transmit Diversity: In transmit diversity, space-time coding schemes, such
as the Alamouti scheme [42] can be employed to achieve transmit diversity
without knowledge of the channel at the transmitter. For transmit diversity,
the diversity order is equal to the number of transmit antennas.
• Multiplexing Gain: Spatial diversity gain can be acquired by employing mul-
tiple antennas either at the transmitter or at the receiver side. On the contrary,
spatial multiplexing gain requires multiple antennas at both ends of a link. An
increase in data rate without any additional power expenditures can be obtained
by multiplexing the transmitted data streams among different antennas [55]. This
increase in data rate is proportional to the minimum of the number of transmit
antennas and the number of receive antennas.
In spatial multiplexing, several data streams are simultaneously transmitted from
multiple antennas over the MIMO channel [55]. The receiver employs some kind
of multi-signal detection algorithm to recover these individual data streams.
A point-to-point MIMO system also known as single-user MIMO (SU-MIMO) system
can be extended to a multi-user MIMO (MU-MIMO) system. A cellular system is an
example of such a MIMO system, where multiple users each with one or more antennas
communicate with a base station (BS) with multiple antennas [59]. For the uplink or
multiple access channels, the BS is the receiver and users are the transmitters, while
for the downlink or broadcast channels, the roles are reversed.
Simultaneous transmission of several data streams on different transmit antennas
over the point-to-point communication link is known as space division multiplexing
(SDM). For the multi-user scenarios, different users simultaneously transmit at the
same time and frequency. Such a technique is referred to as space division multiple
access (SDMA) [59]. This thesis concentrates on MU-MIMO systems, although point-
to-point systems are discussed in general. In particular, we focus on uplink channels
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Figure 2.1: Wireless point-to-point MIMO link, where the transmitter is equipped with
Nt antennas and the receiver is equipped with Nr antennas.
where each user is equipped with one antenna. Section 2.2.1 and Section 2.2.2 present
the system models for the point-to-point MIMO system and the uplink MU-MIMO
system, respectively.
2.2.1 Point-to-Point MIMO System Model
Let us consider a single-user MIMO system with Nt transmit antennas and Nr receive
antennas, as shown in Figure 2.1. Throughout this thesis, the channel is assumed to ex-
hibit quasi-static, frequency-flat Rayleigh fading, meaning the channel coefficients are
constant over a packet of length L and vary independently between packets. Let hi,j
denote the channel coefficient from transmit antenna j to receive antenna i. These are
modeled as independent identically distributed (i.i.d) complex Gaussian random vari-
ables with zero-mean and unit variance. At symbol interval t, the complex symbol vec-
tor x(t) =
(
x1(t), · · · , xj(t), · · · , xNt(t)
)T
drawn from an alphabet A = (a1, a2, · · · , aC),
is transmitted over the MIMO channel from the Nt transmit antennas. Here (·)T de-
notes the transpose and C represents the alphabet size. It is given by
C = |A| = 2Mc , (2.5)
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where Mc is the number of bits per symbol. The complex received signal at antenna i
can be expressed as
yi(t) =
Nt∑
j=1
hi,j(t)xj(t) + vi(t), i = 1, 2, . . . , Nr, j = 1, 2, . . . , Nt, (2.6)
where the term vi(t) represents the additive noise. The scalar relationship given in
(2.6) can be expressed in vector-matrix form as
y(t) = H(t)x(t) + v(t), t = 1, 2, . . . , L, (2.7)
where y(t) ∈ CNr×1 is the complex received signal vector, H(t) ∈ CNr×Nt represents
the complex channel matrix given by
H(t) =

h1,1(t) h1,2(t) · · · h1,Nt(t)
h2,1(t) h2,2(t) · · · h2,Nt(t)
...
...
. . .
...
hNr,1(t) hNr,2(t) · · · hNr,Nt(t)

, (2.8)
and v(t) ∈ CNr×1 is a complex additive white Gaussian noise (AWGN) vector whose
components each have zero-mean and variance σ2v . At the receiver, a hard-output
detection algorithm is employed to compute the estimates of the transmitted symbol
vector x(t) that is corrupted by the wireless fading channel and the AWGN noise.
For coded transmission over point-to-point MIMO links, a packet b consisting of
K bits ( including the information bits and cyclic redundancy check (CRC) bits) is
first encoded by a channel encoder of rate Rc = K/N , resulting in a codeword c of
length N coded bits. The coded bits are then re-ordered by a random bit-interleaver
(Π). For a given symbol interval, the symbol vector x(t) is obtained by mapping
c = (c1, · · · , cn, · · · , cNtMc) interleaved coded bits . The symbol vector x(t) is then
transmitted over the MIMO channel from the Nt transmit antennas.
The block diagram of a coded point-to-point MIMO system is depicted in Figure
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Figure 2.2: Block diagram of a coded point-to-point MIMO system.
2.2. At the receiver, a soft-output detector jointly detects the coded bits contained in
the received signal vectors y(t). The soft estimates are passed to the bit-deinterleaver
(Π−1) and then to the channel decoder. The channel decoder computes hard estimates
of the information bits bˆ.
2.2.2 Multi-User MIMO System Model
Figure 2.3 shows the block diagram of an uplink multi-user communication system
with U co-channel users each communicating with a centralized receiver (i.e. a BS
or an access point) having Nr receive antennas. Let Nt denotes the total number of
transmit antennas across all users. Since each user is equipped with a single antenna
(assumed), therefore, we let Nt = U . The input-output relation for the uplink multi-
user channels is similarly defined as a point-to-point MIMO link except that each input
corresponds to a user. For simplicity, it is assumed here that all co-channel users are
perfectly synchronized and transmit simultaneously. For a given symbol interval, the
complex symbol xj(t) of the jth user drawn from an alphabet A is transmitted over
the frequency-flat Rayleigh fading channel from the jth antenna. The complex received
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Figure 2.3: Block diagram of an uplink multi-user MIMO system, where each user is
equipped with a single antenna and the centralized receiver is equipped with Nr antennas.
signal vector y(t) ∈ CNr×1 is written as
y(t) =
Nt∑
j=1
hj(t)xj(t) + v(t)
= Hx(t) + v(t), t = 1, 2, . . . , L, (2.9)
where hj(t) is the jth column of the channel matrix H(t) of size Nr ×Nt whose entry,
hi,j(t), corresponds to the channel coefficient between the ith receive antenna and the
jth user and x(t) =
(
x1(t), · · · , xj(t), · · · , xNt(t)
)T
is the overall transmitted symbol
vector.
For coded transmission over multiple access channels, the information bits of each
user are separately encoded by the channel encoders. Symbol xj(t) containing Mc coded
bits is obtained by mapping cj = (cj,1, · · · , cj,n, · · · , cj,Mc) interleaved coded bits. At
the receiver, the soft estimates produced by the detector are passed to bit-deinterleavers
and then to the channel decoders of each user.
For simplified notation and convenience, the dependency on index t is dropped for
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the remainder of the thesis. Thus, equations (2.7) and (2.9) can be re-written as [60]
y = Hx+ v. (2.10)
The above equation represents the input-output relation of the MIMO transmission
over a single symbol interval. When the channel is constant over a packet of length L,
the input-output relation of the MIMO channel can be expressed as [60]
Y = HX+V, (2.11)
where Y ∈ CNr×L , X ∈ CNt×L and V ∈ CNr×L.
2.3 Multi-User Detection Techniques
Multi-user detection deals with the joint detection of data signals that are transmitted
from different users over a common channel. MUD was first studied in the context of
code division multiple access (CDMA) by Verdu´ [61]. More recently, MUD techniques
have also been applied to the joint detection of several signals transmitted over a MIMO
channel. For a spatial multiplexing point-to-point MIMO system, the term multiple
users corresponds to the multiple information streams transmitted from different an-
tennas of a single user [62].
In the following sections, the optimal and various suboptimal MUD algorithms are
briefly discussed for uncoded and coded transmissions over multiple access channels
(Section 2.2.2). The implementation of these MUD algorithms for point-to-point MIMO
systems is conceptually straightforward.
2.3.1 Hard-Output Detection
Detectors that compute the hard estimates of the transmitted symbol vector are referred
to as hard-output detectors [54].
25
2.3 Multi-User Detection Techniques
Maximum A Posteriori (MAP) and Maximum Likelihood (ML) Detection
The optimal MUD algorithm maximizes the probability of a correct estimate, Pr
(
xˆ =
x
)
, by performing an exhaustive search over all possible transmitted symbols. Let
Pr
(
xˆ = x|y,H) denote the conditional probability that it has correctly estimated x
given y and H. Then, the MAP detection that maximizes Pr
(
xˆ = x
)
can be expressed
as
xˆMAP = arg max
x∈ANt
Pr
(
xˆ = x|y,H), (2.12)
where xˆMAP is the MAP estimate for the transmitted symbol vector x. When applying
the Bayes’s rule to (2.12), the MAP detection can be written as
xˆMAP = arg max
x∈ANt
{
f
(
y|xˆ = x,H)Pr(xˆ = x)
f(y)
}
, (2.13)
where f
(
y|xˆ = x,H) is the conditional PDF of y given x and H and Pr(xˆ = x) is the
a priori probability. The term f(y) does not depend on x, hence it can be omitted,
resulting in
xˆMAP = arg max
x∈ANt
{
f
(
y|xˆ = x,H)Pr(xˆ = x)}. (2.14)
For the system model in (2.10) with AWGN, v, the conditional PDF f
(
y|xˆ = x,H) is
given by [63]
f
(
y|xˆ = x,H) = 1
(piσ2v)
Nr
e
− 1
σ2v
‖y−Hx‖2
. (2.15)
This leads to the MAP detection rule
xˆMAP = arg min
x∈ANt
{
‖y−Hx‖2 − log Pr(xˆ = x)}. (2.16)
If all the transmitted symbols are equiprobable, then the MAP detection rule reduces
to the ML detection rule
xˆML = arg min
x∈ANt
‖y−Hx‖2. (2.17)
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The complexity of MAP and ML detection grows exponentially with the number of
transmit antennas and the alphabet size |A|. Hence, many suboptimal detection al-
gorithms have been proposed in the literature in order to avoid such computational
complexity.
Linear Detection
In this section, two well known sub optimum linear detectors, namely, zero forcing (ZF)
and minimum mean square error (MMSE) detection are presented. Both detectors have
a polynomial computational complexity with respect to the number of transmit anten-
nas [64]. However, the cost is performance loss compared to MAP or ML performance.
Zero Forcing Detection
The ZF detector suppresses the interference caused by the co-channel signals by mul-
tiplying the pseudo-inverse of the channel matrix H† = (HHH)−1HH with the channel
output y, such that
x˜ZF = (H
HH)−1HHy
= x+H†v. (2.18)
The superscripts (·)† and (·)H denote the pseudo-inverse and Hermitian transpose,
respectively. The hard estimate for the jth transmit antenna4 is obtained by the
quantization operation [65]:
xˆj,ZF = Q(x˜j), for j = 1, 2, . . . Nt, (2.19)
where x˜j = (x˜ZF)j is the soft ZF estimate of the jth transmit antenna at the output
of the ZF filter and Q(·) is the quantization operator. The main drawback of a ZF
detector is that it enhances the background noise when H is near singular [13], resulting
4Since each user is equipped with a single antenna, each transmit antenna corresponds to a single
user.
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in performance degradation.
Minimum Mean Square Error Detection
The MMSE detector minimizes the mean square error (MSE) between the transmitted
sequence x and the output of the linear filter. The MSE is given by [13]
MSE = E
[‖x−WHy‖2], (2.20)
where W = (HHH + σ2vI)
−1HH is a Nr ×Nt linear filter and I is the identity matrix.
Thus, the linear estimate of the transmitted sequence x is
x˜MMSE = Wy
= (HHH+ σ2vI)
−1HHy. (2.21)
Finally, the hard decision xˆj,MMSE, j = 1, 2, . . . Nt, is obtained by using the quantization
operator Q. The MMSE detector takes into account both the background noise and
the CCI. This yields improved performance compared to the ZF approach. As the SNR
tends to infinity, the MMSE and ZF performances converge [13].
2.3.2 Soft-Output Detection
The soft-output detector calculates the log-likelihood ratio (LLR) of the transmitted
bit stream. The resulting soft estimates are fed to the channel decoder of each user for
iterative decoding.
Optimum Soft ML Detector
A soft-output ML detector calculates the LLR for all coded bits from the received
signal vectors. The LLR for the nth coded bit of the jth transmit antenna, cj,n, with
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n = 1, 2, . . . , N , is given by [63]
L(cj,n) = log
(
Pr (cj,n = 1|y,H)
Pr (cj,n = 0|y,H)
)
, j = 1, 2, . . . , Nt,
= log

∑
x∈χ1n
exp
(
− 1
σ2v
‖y−Hx‖2
)
∑
x∈χ0n
exp
(
− 1
σ2v
‖y−Hx‖2
)
 , (2.22)
where χ1n and χ
0
n denote the sets of transmit symbol vectors whose nth bit equals 1 and
0, respectively (note that ANt = χ1n ∪ χ0n [63]). Applying the max-log approximation
to (2.22) results in
L(cj,n) =
1
σ2v
(
min
x∈χ0n
‖y−Hx‖2 − min
x∈χ1n
‖y−Hx‖2
)
. (2.23)
The complexity of (2.23) for LLR computation is exponential in the number of transmit
antennas and the constellation size.
Suboptimal Linear Soft Detectors
Now we review ZF and MMSE soft output suboptimal detectors [63] to calculate the
LLRs for each transmit antenna separately. First we look at the ZF-based detector.
The received vector after the ZF filter is given by
x˜ZF = Wy = x+ v˜, (2.24)
where W = H† =
(
HHH
)−1
HH is a ZF filter and v˜ = H†v is a transformed noise
vector whose covariance matrix is
Qv˜ = σ
2
v
(
HHH
)−1
. (2.25)
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At the output of the ZF-based detector, the LLR for the nth coded bit of the jth
transmit antenna can be obtained using [63] as
L(cj,n) =
1
σ2j
(
min
x∈A0n
|x˜j − x|2 − min
x∈A1n
|x˜j − x|2
)
, j = 1, 2, . . . , Nt, (2.26)
where x˜j = (x˜ZF)j is the soft ZF estimate of the jth transmitted symbol and σ
2
j =
(Qv˜)j,j denotes the noise variance at the output of the ZF filter. Here A
1
n and A
0
n
denote the sets of scalar symbols in A whose nth bit equals 1 and 0, respectively.
In the case of an MMSE detector the received vector is passed through a MMSE
filter, which results in [63]
x˜MMSE =
(
HHH+ σ2vI
)−1
HHy = Dx˜ZF , (2.27)
where D = (I+Qv˜)
−1 =
[
I+ σ2v
(
HHH
)−1]−1
. The LLR of cj,n is obtained as
L(cj,n) =
1
σ2j
(
min
x∈A0n
|x˜j − x|2 − min
x∈A1n
|x˜j − x|2
)
, j = 1, 2, . . . , Nt, (2.28)
Here, x˜j =
(x˜MMSE)j
Dj,j
denotes the soft MMSE estimate of the jth transmitted symbol and
σ2j =
1−Dj,j
Dj,j
is the noise variance with Dj,j representing the (j, j)th diagonal element
of D.
2.4 Retransmission Techniques
This section provides a brief overview of various retransmission protocols with and
without forward error correction (FEC) codes, e.g. turbo [66, 67] and low-density
parity-check (LDPC) [68, 69] codes etc.
2.4.1 ARQ Protocols
Error control techniques such as automatic repeat request (ARQ) can be applied to
provide reliable transmission over wired as well as wireless links based on feedback
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Figure 2.4: Stop-and-wait ARQ scheme.
messages and retransmissions [6]. The feedback channel is used by the receiver to
indicate the success or failure of the decoded packet. There are three basic ARQ
schemes, namely stop-and-wait (SW), go-back-N (GBN) and selective-repeat (SR) [7].
These ARQ schemes are briefly outlined in the following.
Stop-and-Wait
In the SW ARQ scheme, the transmitter sends a data packet to the receiver and waits
for an acknowledgement before transmitting a new packet. The receiver performs a
cyclic redundancy check (CRC) on the received packet. If the received packet contains
no error, a positive acknowledgment (ACK) is fed back to the transmitter. Otherwise,
the receiver discards the erroneously received packet and feeds back a negative acknowl-
edgment (NACK). Upon reception of a NACK message, the transmitter retransmits the
corresponding packet. This retransmission process continues until the data packet is
correctly received or some pre-defined maximum number of retransmissions is reached.
Figure 2.4 shows the basic procedure of a SW ARQ scheme. The acknowledgment
(ACK or NACK) for a packet arrives at the transmitter after a round-trip delay (RTD),
which is defined as the time interval between the transmission of a packet and the
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Figure 2.5: Go-back-N ARQ scheme with N = 3.
reception of an acknowledgment of that packet [7]. If an acknowledgment is not received
by the transmitter within a given time limit, it is defined as a transmission time out
(TTO) and the packet is retransmitted.
SW is the simplest form of ARQ schemes with low computational complexity and it
operates only over a half-duplex channel [10]. It does not require large buffer size at both
ends of the link. However, due to the idle time spent waiting for an acknowledgment
of each transmitted packet, it is the most inefficient in terms of throughput compared
to more sophisticated ARQ schemes.
Go-Back-N
In the GBN ARQ scheme, the transmitter sends N data packets to the receiver without
waiting for an acknowledgment as illustrated in Figure 2.5. Generally the value of N is
chosen to be larger than the round-trip delay, so that the transmitter can at least receive
an acknowledgment for the first transmitted packet before the end of N transmissions
[10]. In case of an erroneously decoded packet (or a lost packet), the receiver discards
the erroneously received packet and the subsequent N − 1 packets, in spite of whether
they are error-free or not [7]. Upon reception of a NACK, the transmitter goes back to
32
2.4 Retransmission Techniques
Figure 2.6: Selective-repeat ARQ scheme.
the corresponding packet, stored in the buffer, and retransmits it and the subsequent
N − 1 packets.
One of the major drawbacks of GBN ARQ scheme is that when a packet is erro-
neously decoded or lost, several packets are retransmitted even if they are successfully
decoded at the receiver, resulting in unnecessary retransmissions. To overcome this
issue, the SR ARQ scheme is used.
Selective-Repeat
Similar to the GBN scheme, the SR ARQ scheme [7] involves a continuous transmission
of data packets. However, the transmitter only retransmits those packets that are
erroneously decoded at the receiver as shown in Figure 2.6.
SR scheme is the most efficient ARQ scheme in terms of throughput, but it also
requires the largest amount of memory buffer at both ends (i.e. the transmitter and the
receiver) of the link [10]. A more detailed comparison of ARQ schemes can be found
in [10] and the references therein.
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2.4.2 HARQ Protocols
ARQ schemes can be combined with FEC codes to provide reliable transmission over
wireless channels that are deeply affected by channel impairments such as fading. The
combination of ARQ and FEC techniques results in a so-called hybrid ARQ (HARQ)
scheme. Incorporating a FEC code can result in significant reduction in error-rate
and accordingly the required number of retransmissions, thus improving the system
throughput efficiency.
HARQ schemes can be classified into two categories, namely the type-I HARQ
and type-II HARQ. In type-I, when the received packet is unsuccessfully decoded at
the receiver, the receiver discards the erroneously decoded packet and asks for a re-
transmission. The transmitter will then retransmit the same packet. This process
continuous until the packet is successfully decoded at the receiver or some maximum
retransmission limit is reached. In contrast in type-II, the erroneously decoded packet
is not discarded. Instead it is stored in the receiver buffer, and later combined with the
following retransmissions. The type-II HARQ protocol can further be divided into two
types, namely the packet or Chase combining HARQ (CC-HARQ) [8] and incremental
redundancy HARQ (IR-HARQ) [9] also known as code combining. In the following
subsections, a brief overview of type-II HARQ protocols is presented.
Chase Combining HARQ
In a Chase combining HARQ (CC-HARQ) scheme [8], the transmitter retransmits the
original packet whenever it receives a NACK message5. At the receiver, erroneously
decoded packets in the previous (re-)transmissions are combined with the current re-
transmitted packet using the MRC technique. It is known to be the optimum combining
method with increased complexity at the receiver [70]. Some other suboptimal com-
bining methods also exist in literature with low complexity compared to MRC, such as
SC and EGC [56].
5Note that retransmission of the same packet several times, does not bring additional complexity
at the transmitter side. However, the cost is a loss in throughput.
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Figure 2.7: Chase combining HARQ (CC-HARQ) scheme.
In order to understand the CC-HARQ scheme, we consider the packet transmission
scenario over a SISO channel as shown in Figure 2.7. The channel is assumed to be
constant over the packet length L. During the gth (re-)transmission the transmitter
(re-)transmits the modulated packet x(g) containing L complex symbols drawn from
an alphabet A with cardinality |A|. The complex received signal vector during the gth
(re-)transmission is written as
y(g) = h(g)x(g) + v(g), g = 1, 2, . . . , G, (2.29)
where h(g) is the Rayleigh fading coefficient and G is the maximum number of trans-
missions (including G− 1 retransmissions). Whenever the receiver feeds back a NACK
message, the same packet is retransmitted, therefore let x(g) = x. The instantaneous
received SNR during the gth (re-)transmission is given by
γ(g) =
|h(g)|2Es
N0
, (2.30)
where Es is the average energy per symbol and N0 denotes the one-sided noise spectral
density. After G transmissions, the receiver combines the G received copies of the same
packet in a single packet. Let yG denote the combined packet which is obtained by
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weighting each packet with an estimate of its reliability [70], given by
yG =
G∑
g=1
α(g)y(g), (2.31)
where α(g) = h∗(g)/N0 is the reliability of each packet. Here h∗(g) denotes the complex
conjugate of h(g). This weight combining method is known as MRC. The total SNR
with CC-HARQ after G transmissions is given by
γG =
G∑
g=1
|h(g)|2Es
N0
=
G∑
g=1
γ(g). (2.32)
Retransmission of the same packet leads to an increased SNR at the receiver due to the
MRC technique, thereby increasing the probability of successful decoding. The main
drawback of the CC-HARQ scheme is that under excellent channel conditions (high
SNR region), meaning that the channel error-rate is low, extra parity bits for error
correction are unnecessarily transmitted during each retransmission [10].
Incremental Redundancy HARQ
An incremental redundancy HARQ (IR-HARQ) scheme is proposed to overcome the
problem related to CC-HARQ. It is an adaptive HARQ scheme that is most suitable for
applications in time-varying channels [10]. The basic idea behind the IR-HARQ scheme
is to transmit additional redundancy bits (parity bits), instead of retransmitting the
same packet in each retransmission, only when they are needed. To improve decoding
reliability the receiver combines all the received versions of the packet.
Figure 2.8 illustrates an example of a conventional IR-HARQ transmission process.
The first transmission includes only information bits and a few CRC bits for error
detection purposes (similar to a standard ARQ scheme) [10]. In case of unsuccessful
decoding, the receiver stores the erroneous packet for combining purposes, and feeds
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Figure 2.8: Incremental redundancy HARQ (IR-HARQ) scheme.
back a NACK message to the transmitter. The transmitter responds by transmitting
only parity bits. This process continues until decoding is successful or some maximum
retransmission limit is reached. An IR-HARQ protocol gradually decreases the coding
rate, since each retransmission contains a different set of redundancy bits.
Comparing the CC-HARQ protocol with IR-HARQ protocol, CC-HARQ is the sim-
plest HARQ scheme that does not bring additional complexity to the system, since the
same packet is retransmitted. On the other hand, IR-HARQ is a more sophisticated
HARQ protocol which requires large buffer size and adds more complexity to the sys-
tem, but it can achieve better performance [10].
2.5 Cooperative Relaying Systems
As mentioned earlier, MIMO technology has been proposed as a powerful means to
improve system efficiency and link reliability. In order to fully exploit the spatial diver-
sity gains offered by MIMO systems, the multiple antennas employed at the transmitter
and/or at the receiver must be sufficiently spaced, typically one half of the wavelength
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to reduce correlation. Unfortunately, implementation of more than one antenna may
not always be possible in some applications, such as wireless sensor networks and ad
hoc networks, mainly due to size and power constraints. For this reason, the concept
of cooperative relaying was proposed, where relay node(s) forward the information of
the source node(s) to the destination(s) in order to enhance the network coverage and
link reliability. Section 2.5.1 briefly describes the classical relay channel model and its
extension to multi-node relaying systems. Signal processing techniques adopted at the
relay node(s) are outlined in Section 2.5.2.
2.5.1 Wireless Relay Channel
The key idea of cooperative relaying was originally proposed by van der Meulen in
[29, 30]. In these works, a three-node relay channel was introduced which consists of a
source, a relay and a destination as illustrated in Figure 1.1. Later, Cover and El Gamal
in [31], further investigated the relay channel and derived upper and lower bounds on
its capacity. In [31] it was assumed that the relay node operates in full-duplex mode,
which means that the relay node transmits and receives simultaneously. However, in
current practical systems it may be unrealistic for relays to operate in full-duplex mode
[71]. Therefore, throughout the thesis a half-duplex setup is assumed, i.e., the relay
cannot transmit and receive at the same time. Furthermore, only an AWGN channel
was considered in [29, 30, 31] to analyze the capacity of the relay channel.
In this section, we briefly describe a basic three-node wireless relay system for
Rayleigh frequency-flat fading channels, which is shown in Figure 2.9. All three nodes
are assumed to have only one antenna. In general, communication in a relay network
occurs in two phases, namely the broadcast phase (solid lines) and the relay phase
(dashed lines).
In the broadcast phase, the source node transmits its information to the destination.
Due to the broadcast nature of the wireless channel, the transmitted information is also
received at the relay node. The received signals at the relay and destination, denoted
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Figure 2.9: Three-node wireless relay network, with a source (S), a relay (R), and a
destination (D).
by yS,R and yS,D , respectively, can be written as
yS,R = hS,Rx+ vS,R , (2.33)
yS,D = hS,Dx+ vS,D , (2.34)
where x is the complex transmitted symbol with average energy E{|x|2} = 1, where
E{·} denotes the expectation operator. In (2.33) and (2.34), hS,R and hS,D are the
channel coefficients between the source and the relay and destination, respectively.
These are modeled as independent complex Gaussian random variables with zero-mean
and unit variance. Furthermore, vS,R and vS,D are the additive noises at the relay and
destination, respectively, which are assumed to be i.i.d. with zero-mean and variance
N0.
In the relay phase, the relay forwards the processed version of the source’s informa-
tion to the destination. The received signal at the destination is then given by
yR,D = hS,Dq(yS,R) + vR,D , (2.35)
where the function q(·) depends on the signal processing technique adopted at the relay
node [72]. Some of the widely studied relaying protocols are discussed in Section 2.5.2.
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The destination then combines the signals from the source and relay nodes in order to
decode the information.
The instantaneous and average received SNRs for the link between transmitting
node a (S or R) and receiving node b (R or D) are given respectively by γa,b =
|ha,b|2Ea/N0 and γ¯a,b = E{γa,b}, where Ea denotes the average energy per symbol
transmitted from node a.
Extension to Multi-node Systems
The three-node relay channel discussed above can be extended to large network configu-
rations, such as cooperative multiple access (uplink) channels and broadcast (downlink)
channels (e.g. [73, 74, 75]). We focus only on the uplink cooperative network, where
multiple relay nodes6 assist in forwarding the information of multiple source nodes to a
common destination (e.g. base station ), as illustrated in Figure 2.10. Signals from dif-
ferent source nodes are transmitted through the same cooperative channel to improve
bandwidth (spectral) efficiency. Common multiple access techniques are time division
multiple access (TDMA), frequency division multiple access (FDMA), code division
multiple access (CDMA) and space division multiple access (SDMA).
In TDMA or FDMA, each transmitting node is assigned an orthogonal time or
frequency channel to conduct its transmission, thus avoiding the multiple access inter-
ference (MAI). In case of two-hop transmission as shown in Figure 2.10, the orthogonal
channel can be further divided in two sub-channels. More specifically, for TDMA trans-
missions, each time slot is divided into two sub-slots, used for the broadcast phase (solid
lines) and relay phase (dashed lines) transmissions performed by the source and the re-
lay, respectively [76]. The same is the case for FDMA transmissions, where sub-channel
allocation is in frequency bands rather than in time slots. In CDMA7 or SDMA, source
nodes simultaneously transmit over different codes or spatial dimensions. As a result,
6The relay nodes are assumed to be operating in half-duplex mode.
7CDMA technique can be implemented for cooperative systems in orthogonal fashion by using dif-
ferent spreading codes for each user to avoid interference. However, due to lack of perfect synchronizing
at the receiver, the requirement for orthogonality is difficult to satisfy in practical systems [76].
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Figure 2.10: Illustration of multi-source multi-relay network.
MAI is introduced at the receiver (relays and destination). To combat MAI, MUD tech-
niques can be employed at the receiver to jointly detect the transmitted information
from the multiple source nodes.
2.5.2 Relaying Protocols
Numerous relaying protocols have been proposed in the literature, among which amplify-
and-forward (AF) and decode-and-forward (DF) are the simplest and most widely
adopted [26, 32]. In this section, these protocols are discussed for a single relay node
case, but can be applied to multi-relay scenarios.
Amplify-and-Forward
Amplify-and-forward is the simplest relaying protocol, which was proposed and ana-
lyzed by Laneman in [77]. It is often called a non-regenerative protocol. As the name
implies, the relay node simply amplifies the received signal from the source and for-
wards it to the destination during the relay phase as shown in Figure 2.11(a). A major
shortcoming of this protocol is that amplifying the received signal will also amplify the
additive noise at the relay. For the AF protocol, the function q(·) as described in (2.35)
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can be expressed as
q(yS,R) = βyS,R , (2.36)
where β is the amplifying factor given by
β =
√
ER∣∣hS,R∣∣2ES +N0 . (2.37)
According to (2.37), the received signal at the destination from the relay can be written
as
yR,D =
√
ER∣∣hS,R∣∣2ES +N0hR,DyS,R + vR,D , (2.38)
where hR,D is the fading coefficient between the relay and the destination, and vR,D is
the additive noise at the destination. From (2.33) and (2.38), the received signal yR,D
in this case is
yR,D =
√
ER∣∣hS,R∣∣2ES +N0hR,DhS,Rx+ v˜R,D , (2.39)
where v˜R,D is the effective additive Gaussian noise with zero-mean and variance [72]
N˜0 =
( ∣∣hR,D ∣∣2ER∣∣hS,R∣∣2ES +N0 + 1
)
N0. (2.40)
A MRC technique is applied at the destination to combine the received signals yS,D and
yR,D . With perfect knowledge of the channel coefficients hS,D , hS,R and hR,D , available
at the receiving nodes, the combined received signal yD at the output of the MRC can
be expressed as
yD = αS,DyS,D + αR,DyR,D , (2.41)
where αS,D = h
∗
S,D
/N0 and αR,D = βh
∗
S,D
h∗
R,D
/N˜0 are the combining coefficients. For the
uncoded transmissions, the destination computes the hard estimate of x by using ML
detection as:
xˆ = arg min
x∈A
‖yD − αS,DhS,Dx− αR,DhR,Dx‖2. (2.42)
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However, for coded transmissions, the destination employs soft-output ML detection
algorithm to calculate the corresponding soft estimates on x. The resulting soft esti-
mates are then passed to the channel decoder to make hard decisions. Other suboptimal
detection techniques for uncoded and coded transmissions can also be used, and some
of them are discussed in Section 2.3.
The total instantaneous SNR at the output of MRC at the destination is equal
to the sum of the instantaneous received SNRs from both transmission phases. It is
expressed as [78]
γtot = γS,D +
γS,RγR,D
γS,R + γR,D + 1
, (2.43)
where γS,D =
∣∣hS,D ∣∣2ES/N0, γS,R = ∣∣hS,R∣∣2ES/N0, γR,D = ∣∣hR,D ∣∣2ER/N0 are the instanta-
neous received SNRs at the destination from the source, at the relay from the source,
and at the destination from the relay, respectively.
Decode-and-Forward
In decode-and-forward protocols (also refereed as re-generative protocols), the relay
node decodes the received signal from the source node during the broadcast phase, and
forwards it either as is or the re-encoded signal to the destination during the relay
phase as shown in Figure 2.11(b). This type of relaying scheme was first introduced
by Cover and El Gamal in [31]. For uncoded DF relaying, let the function q(yR,D) = xˆ,
where xˆ is the estimated symbol at the relay node. The relay node then forwards xˆ as
it is to the destination. The received signal yR,D at the destination is thus given by
yR,D = hR,D xˆ+ vR,D . (2.44)
For coded DF relaying, let the function q(yR,D) = xR , where xr is the re-encoded
information at the relay node. The received signal yR,D at the destination in this case
is
yR,D = hR,DxR + vR,D . (2.45)
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(a) Amplify-and-Forward Protocol (AF).
(b) Decode-and-Forward Protocol (DF).
Figure 2.11: Comparison of amplify-and-forward (AF) and decode-and-forward (DF)
relaying protocols.
The combined received signal yD of the MRC output at the destination can be expressed
as (2.41). However, in the case of DF relaying protocols the combining coefficients are
defined as αS,D = h
∗
S,D
/N0 and αR,D = h
∗
R,D
/N0.
The DF relaying protocol provides superior performance compared to the AF re-
laying protocol when the source-relay channel quality is good, as successful decoding
and then re-encoding can completely avoid noise amplification at the relay node [79].
However, when the source-relay channel quality is poor, the AF protocol can provide
better performance, because forwarding erroneously decoded signals (at the relay) to
the destination can cause error propagation and consequently severe degradation in sys-
tem performance. In order to overcome the problem of error propagation, a selective
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DF [80, 81] relaying scheme was proposed. Unlike the conventional DF relaying, when
the received signals at the relay contains errors (according to CRC), the relay node
remains silent. In this thesis selective DF relaying protocol is adopted for cooperative
HARQ systems. For convenience, the selective DF relaying considered in Chapter 4
and 5 will simply be called DF relaying in those chapters.
2.6 Chapter Conclusions
This chapter introduced several concepts and assumptions that will be used in the sub-
sequent chapters. First, wireless channel characteristic and statistical channel models
were summarized. Thereafter, system models for point-to-point MIMO and MU-MIMO
systems were presented. Numerous multi-signal detection algorithms for uncoded and
coded transmissions were also discussed. Furthermore, an overview of retransmission
protocols with and without FEC codes was presented. Finally, the concept of co-
operative relaying systems was introduced, which included an overview of three-node
relay channel and various relaying protocols adopted at the relay node. Extension to
multi-source multi-relay cooperative system was also summarized.
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Non-Cooperative Overloaded
Systems
This chapter focuses on studying new signal processing techniques for uplink multi-
user non-cooperative systems under overloaded conditions, that is, where there are
fewer receive antennas (Nr) than transmitting users/antennas (Nt).
3.1 Introduction
In many communication environments, the number of users varies with time. As a
result, a system may fluctuate among the three loading conditions, of being underloaded
(Nr < Nt), critically loaded (Nr = Nt) and overloaded (Nr > Nt). Generally for most
multiple antenna systems, it is assumed that Nr ≥ Nt. Under such conditions, various
optimal and suboptimal multi-user detection (MUD) algorithms can easily be employed
at the receiver to recover the transmitted signals, with a simple trade-off between
complexity and performance. However, MUD for overloaded systems is a challenging
task. Co-channel interference (CCI) introduced by multiple users severely degrades
the performance of linear MUD algorithms under overloaded conditions compared to
critically loaded and underloaded conditions [64]. Suboptimal non-linear interference
cancellation (IC) algorithms [14] fail under overloaded conditions, due to the channel
matrix singularity [15]. The optimum maximum a posteriori (MAP) and maximum
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likelihood (ML) detectors work well under these conditions [17]. Unfortunately, their
exponential complexity make them impractical for most applications. Various other
suboptimal detection techniques [15, 17, 19, 20] have been proposed for overloaded
systems. However, these suboptimal algorithms demand sophisticated implementation
and still have quite high computational complexity [21].
Channel augmentation techniques can be applied at the transmitter and/or at the
receiver to form multiple virtual antennas, thereby improving the system performance.
Rankin et al. [23] showed that by repetitively transmitting the same spatial multiplexed
signals, the information outage rate of multiple-input multiple-output (MIMO) channels
can be improved. More specifically, the authors stacked the received signal vectors of
the same transmitted signals to create additional virtual receive antennas. Recently in
[24], a linear MIMO hybrid automatic repeat request (HARQ) precoder was designed
to optimize the mutual information, and joint HARQ detection was performed by
stacking the received vectors from all (re-)transmissions. However, only critically loaded
conditions were considered in [24].
In this chapter, HARQ retransmissions with the use of virtual receive antennas
[23] and a simple MUD algorithm are combined together resulting in a novel multi-
user transmission approach that works well under overloaded conditions. Unlike the
work of [24], “stacked”transmissions are used in the formation of virtual receive an-
tennas, which transform an overloaded system into a critically or underloaded system.
Furthermore in [24], the same signal vector was transmitted from all antennas during
all (re-)transmissions. In our opinion, this wastes resources; users with successfully
decoded packets do not want to retransmit their packets in practical systems. To over-
come this drawback two new multi process HARQ schemes are proposed. In Scheme-I,
users with correctly decoded packets remain idle, whereas users with erroneous packets
retransmit their packets in subsequent frames. In Scheme-II, users with correctly de-
coded packets may transmit new information instead of remaining idle. These schemes
allow us to apply linear MUD algorithms without requiring additional antennas or
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Figure 3.1: Block diagram of U co-channel users/transmitters and a centralized receiver.
hardware chains.
This chapter is organized as follows. In Section 3.2, the system and channel model
is described. Section 3.3, presents the proposed HARQ schemes under time-varying
loading conditions. In Section 3.4, simulation results are presented. Finally, conclusions
are drawn in Section 3.5.
3.2 System Model
The uplink multi-user system model described here is similar to that defined in Section
2.2.2, but is repeated here for convenience. The block diagram of an uplink multi-
user system is shown in Figure 3.1, consisting of three main parts: (i) U co-channel
users/transmitters each with a single antenna, (ii) the MIMO channel, and (iii) the
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centralized receiver with Nr receive antennas.
3.2.1 Transmitters
For each transmitter, a packet bj = (bj,1, · · · , bj,k, · · · , bj,K) containing K bits, which
includes both information and cyclic redundancy check (CRC) bits, is encoded by a
low-density parity-check (LDPC) encoder of rate Rc = K/N , resulting in a codeword
cj = (cj,1, · · · , cj,n, · · · , cj,N ) of length N . Here j = 1, 2, · · · , U is the user index.
Since each user is assumed to be equipped with a single antenna, the total number of
antennas across all users is Nt = U . The coded bits are then re-ordered by random
bit-interleaver (Π). For a given symbol interval, a group of log2(C) interleaved coded
bits are mapped into a modulated symbol xj taken from an alphabet A and transmitted
over the wireless channel, where C represents the alphabet size given in (2.5).
3.2.2 MIMO Channel
The complex received signal vector y ∈ CNr×1 for a symbol interval is expressed as
[60]
y =
Nt∑
j=1
hjxj + v
= Hx+ v, (3.1)
where hj is the jth column of the channel matrix H of size Nr ×Nt, x ∈ CNt×1 is the
overall transmitted vector and v ∈ CNr×1 is a complex additive white Gaussian noise
(AWGN) vector whose components each have zero-mean and variance σ2v . The total
number of symbol intervals for each transmission round is equal to the packet length
L. The received signal matrix after L symbol intervals is then given by [60]
Y = HX+V, (3.2)
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where Y ∈ CNr×L , X ∈ CNt×L and V ∈ CNr×L. The channel is assumed to exhibit
quasi-static, frequency-flat Rayleigh fading, meaning the channel gains are constant
over one packet transmission and vary independently between packets. The channel
coefficients hi,j between receive antenna i and transmit antenna j are modeled as
independent identically distributed (i.i.d) complex Gaussian random variables with
zero-mean and unit variance. Furthermore, it is assumed that perfect channel state
information (CSI) is available at the receiver.
3.2.3 Centralized Receiver
The receiver employs soft-output MUD, either optimal or suboptimal linear detection
(described in Section 2.3.2) to reduce CCI due to multiple users. The resulting soft
detector estimates are passed to bit-deinterleavers and then to the channel decoders of
each user. It is assumed that a CRC decoder performs perfect error detection at the
receiver. If a packet is found to be error-free after passing through the LDPC decoder
a positive acknowledgement (ACK) is sent to the corresponding transmitter, otherwise
a negative acknowledgement (NACK) is sent requesting retransmission of the same
packet. We assume that the feedback channel is error free.
3.3 Proposed Schemes
In this section, the proposed HARQ schemes for variable loading multi-user systems
are presented. The basic idea behind the proposed schemes is to treat the HARQ
retransmission information as if it was arriving to an additional (virtual) Nr receive
antennas [23]. From (3.2) the received signal matrix at the gth (re-)transmission can
be written as
Y(g) = H(g)X(g) +V(g), g = 1, 2, . . . G, (3.3)
where G denotes the maximum number of transmissions (including G− 1 retransmis-
sions). Retransmissions are assumed to be delayed long enough to result in independent
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channel conditions for each transmission from a given user. The stacked received vectors
after G transmissions can be written as [24]
RG =

Y(1)
Y(2)
...
Y(G)

=

H(1)
H(2)
...
H(G)

X +

V(1)
V(2)
...
V(G)

, (3.4)
where the components of
(
H(1),H(2), . . . ,H(G)
)
and
(
V(1),V(2), . . . ,V(G)
)
are in-
dependent. One of the major drawbacks of (3.4) is its wasted resources, since the same
X is retransmitted from all users during all retransmissions. In practical systems, a
user whose packet is successfully decoded at the receiver does not want to retransmit its
packet in subsequent frames. To overcome this drawback (i.e. to avoid retransmissions
from users with successfully decoded packets), two alternative schemes are described
below.
3.3.1 Scheme-I
In Scheme-I, users with correctly decoded packets remain idle, while users with er-
roneous packets retransmit their packets in the next time interval. Scheme-I results
in improved signal-to-interference-plus-noise ratio (SINR) for later transmissions and
hence improves performance. Let S and E denotes the set of indices of user data packets
that are successfully and erroneously decoded at the receiver, respectively. The steps
involved in scheme-I are as follows:
1. During the first transmission, the receiver performs CRC on the decoded packets
and accordingly feeds back an ACK or a NACK to each user. The contributions of
correctly received users are removed from the received signal vector. This is done
by re-encoding, re-mapping the estimates of the successfully decoded packets,
and then subtracting them from the received matrix. The modified (interference
51
3.3 Proposed Schemes
cancelled) received signal matrix for the erroneous users is then given by
Y¯(1) = Y(1)−
∑
q∈S
hq(1)xˆq(1), (3.5)
where index q refers to the qth user whose packet is successfully decoded and
xˆq(1) denotes the decision made for the transmitted symbol vector xq(1).
2. During the second transmission, each user on receiving a NACK responds by
retransmitting its packet, while it remains silent after receiving an ACK in order
to reduce interference. The received signal matrix is then given by
Y(2) = H(2)X(2) +V(2), (3.6)
where the column(s) and row(s) of the channel matrix H(2) and the transmitted
symbol matrix X(2), respectively correspond only to the retransmitting user(s).
3. The received signal matrix Y(2) is stacked with Y¯(1) to virtually create (2Nr)
receive antennas, resulting in
R2 =
 Y¯(1)
Y(2)
 . (3.7)
4. Soft data estimates using the stacked received vectors are calculated by the de-
tector and passed to the channel decoders. If any user’s retransmitted packet
is still decoded in error, the receiver again requests a retransmission. However,
users with successfully decoded retransmitted packets remain idle and their con-
tribution from previous transmissions is cancelled. This retransmission is treated
as creating an additional Nr virtual receive antennas and stacked with the pre-
vious transmissions. MUD is applied to the resulting gNr × L matrix, Rg =[
Y¯(1); . . . ; Y¯(f);Y(g)
]
, with Y¯(f) = Y(f)−∑q∈S hq(f)xˆq(f), 1 ≤ f ≤ g− 1, to
provide reliable soft estimates as inputs to the decoders. This process continues
52
3.3 Proposed Schemes
until all packets are successfully decoded or the maximum number of transmis-
sion, G, is reached, which is the same for all users. If a packet is still in error
after G transmissions, it is declared a dropped packet. Table 3.1 summarizes the
proposed HARQ scheme-I algorithm.
Scheme-I
1: Initialize: g = 1, f = 1, S = ∅, and E = ∅.
2: Perform soft-output ML or MMSE MUD on the received matrix Y(1) using (2.23) or
(2.28), respectively, in order to calculate the LLRs for each user’s packet.
3: Calculate the CRC for each user’s decoded packet.
4: Update S and E.
5: Feed back an ACK for each user q ∈ S, and a NACK for each user e ∈ E, where q 6= e.
6: if E 6= ∅ then
7: Update g = g + 1.
8: repeat
9: Remove the contribution of successfully decoded packets from the received signal matrix
Y(f) to obtain
Y¯(f) = Y(f)−
∑
q∈S
hq(f)xˆq(f).
10: User(s) belonging to the set E will retransmit during the gth transmission, while all
successfully decoded user(s) belonging to the set S will remain silent.
11: Obtain the received signal matrix, Y(g), for the gth transmission and then stack it with
the previous post-cancelled received matrices.
12: Perform MUD on the resulting matrix, Rg =
[
Y¯(1); . . . ; Y¯(f);Y(g)
]
, to obtain the LLRs
and calculate the CRC for each user’s decoded packet belonging to the set E.
13: Update S and E.
14: Feed back an ACK for each user q ∈ S and a NACK for each user e ∈ E.
15: if g = G and E 6= ∅ then
16: Declare a dropped packet for each user e ∈ E.
17: end if
18: Update f = f + 1 and g = g + 1.
19: until g > G or E = ∅
20: end if
21: All users will transmit new packets.
Table 3.1: Proposed HARQ Scheme-I algorithm.
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3.3.2 Scheme-II
This scheme allows the transmission of new information from the correctly decoded
users instead of their remaining idle. The details of scheme-II are as follows:
1. After the first transmission CRC, the receiver updates S and E, and feeds back
an ACK for each user q ∈ S, and a NACK for each user e ∈ E. The channel
matrix H(1) is modified by zeroing out the columns representing the correctly
decoded users, H¯(1) =
[
h¯1(1) · · · h¯j(1) · · · h¯Nt(1)
]
. Let h¯j(1) = 0, ∀j ∈ E and
h¯j(1) = hj(1), ∀j ∈ S, where the index j = 1, 2, . . . , Nt, refers to the jth column
in H¯(1) and H(1). The modified received signal matrix is then given by
Y¯(1) = H¯(1)X(1) +V(1). (3.8)
2. During the second time interval, user(s) belonging to the set E will retransmit
the same packets, while the remaining user(s) may transmit new packets. There-
fore, the received signal matrix Y(2) may contain both new and retransmitted
information. Stacking both received signal matrices in virtual sense creates (2Nr)
receive antennas, resulting in
R2 =
 Y¯(1)
Y(2)
 . (3.9)
3. This process continues until the retransmitted and new transmitted packets are
successfully decoded or the maximum number of transmissions, Gj , ∀j, is reached.
If the packet of user e ∈ E is still in error after Ge transmissions, it is declared a
dropped packet. Table 3.2 summarizes the proposed HARQ scheme-II algorithm.
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Scheme-II
1: Initialize: gj = 1, m = 1, f = 1, S = ∅, and E = ∅.
2: Perform soft-output ML or MMSE MUD on the received matrix Y(1) using (2.23) or
(2.28), respectively, in order to calculate the LLRs for each user’s packet.
3: Calculate the CRC for user’s decoded packet.
4: Update S and E.
5: Feed back an ACK for each user q ∈ S, and a NACK for each user e ∈ E, where q 6= e.
6: if E 6= ∅ then
7: Update m = m+ 1.
8: repeat
9: For each user j ∈ E set h¯j(f) = 0 and update gj = gj + 1.
10: For each user j ∈ S set h¯j(f) = hj(f) and set gj = 1.
11: Each user belonging to the set E will retransmit its packet, while each successfully decoded
user belonging to the set S will transmit a new packet in the mth transmission.
12: Obtain the received signal matrix, Y(m), and then stack it with the previous modi-
fied received matrices,
(
Y¯(1), . . . , Y¯(f)
)
, where Y¯(f) = H¯(f)X(f) + V(f) and H¯(f) =[
h¯1(f) · · · h¯j(f) · · · h¯Nt(f)
]
.
13: Perform MUD on the resulting matrix, Rm =
[
Y¯(1); . . . ; Y¯(f);Y(m)
]
, to obtain the
LLRs and calculate the CRC for user’s decoded packet.
14: Update S and E.
15: Feed back an ACK for each user q ∈ S and a NACK for each user e ∈ E.
16: for j = 1, 2, . . . , Nt do
17: if gj = G and j ∈ E then
18: Declare a dropped packet for user j and set gj = 0.
19: end if
20: end for
21: Update f = f + 1 and m = m+ 1.
22: until E = ∅
23: end if
24: All users will transmit new packets.
Table 3.2: Proposed HARQ Scheme-II algorithm.
3.4 Simulation Results
The simulation results for two (Nt = 2) and four (Nt = 4) user uplink systems are
presented in this section. Each packet contains K = 576 information bits (including
data and CRC bits), and these are encoded by a rate Rc = 1/2 LDPC code. Quasi-
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Figure 3.2: BER performance of proposed two user schemes, Nt = 2, using soft output
ML (solid lines) and linear MMSE MUD (dashed lines).
static Rayleigh frequency-flat fading channel and 4-quadrature amplitude modulation
(QAM) modulation are considered. Performance is evaluated in terms of bit-error-rate
(BER), dropped packet-rate (Prate) and throughput spectral efficiency (η) as a function
of the bit energy-to-noise density ratio Eb/N0 at each receive antenna, where
Eb
N0
=
Es
N0 log2 |C|Rc
,
Es is the average energy per symbol and N0 is the one-sided noise spectral density.
The BER performance for an overloaded 2×1 (Nt = 2, Nr = 1) and critically loaded
2 × 2 (Nt = 2, Nr = 2) system with optimal ML and suboptimal linear MMSE soft
output detectors is presented in Figure 3.2. Clearly a critically loaded system (Nr = 2)
outperforms an overloaded system (Nr = 1) for the same number of transmissions, due
to its higher diversity order. However, scheme-I for the overloaded system with two
transmissions (Nr = 1, G = 2, GNr = 2) employing ML achieves similar BER perfor-
mance to the critically loaded case with one transmission (Nr = 2, G = 1, GNr = 2).
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There is a slight performance degradation when scheme-II is considered for the 2×1 sys-
tem with G = 2. Furthermore, it is clear from Figure 3.2 that when employing MMSE
for a 2 × 1 overloaded system scheme-I achieves a significant performance gain over
scheme-II, due to the fact that scheme-II sends new information during retransmissions
thus decreasing the received SINR.
The resulting BER performance for a four user HARQ system using both ML and
linear MMSE soft output detectors is presented in Figures 3.3 and 3.4, respectively.
As illustrated, a 4 × 1 overloaded system with no retransmissions (G = 1) performs
poorly. The proposed schemes allow us to transform overloaded conditions to critically
loaded or underloaded conditions by allowing sufficient transmissions. For example, as
shown in Figure 3.3 scheme-I for an overloaded 4 × 1 system with ML MUD achieves
critically loaded 4×4 system performance using G = 4 transmissions. Similarly, a 4×2
overloaded system using scheme-I requires G = 2 transmissions to achieve the same
diversity and performance as a 4× 4 system that uses G = 1.
Figure 3.4 shows that the 4 × 1 scheme-I system employing MMSE with G = 4
achieves a significant performance gain over a 4 × 2 scheme-I system with G = 2,
despite both having NrG = 4. This is due to the decreased CCI following each (re-
)transmission, as correctly decoded users are cancelled out resulting in a reduction in
system loading. In a 4 × 1 system after g = 3 transmissions, primarily either none or
one user is decoded in error; whereas in a 4 × 2 system after g = 1 transmission, the
predominant trend includes either three or four users in error. Higher values of G allow
more cancellation of correctly decoded users, thereby increasing the SINR and allowing
us to apply linear MMSE for overloaded conditions. However, multiple retransmissions
degrade throughput as will be seen in Figure 3.8.
Looking at Figures 3.3 and 3.4, it is observed that at high SNR, scheme-I for an
overloaded 4 × 1 system using G = 4 achieves similar performance employing ML or
MMSE. This is because at higher SNR values after sufficient transmissions, scheme-
I results in a single user retransmission for both ML and MMSE MUD techniques.
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Figure 3.3: BER performance of proposed schemes with four users, Nt = 4, using ML
MUD.
Figure 3.4: BER performance of proposed schemes with four users, Nt = 4, using linear
MMSE MUD.
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As expected, scheme-I achieves better performance than scheme-II for both ML and
MMSE MUD techniques due to the decreasing CCI.
If a packet is still in error after some maximum number of transmissions, G, it
is declared a dropped packet. The dropped packet-rate, Prate, which is a measure
of the quality of the wireless system, is defined as the number of packets which are
dropped divided by the total number of transmitted packets. Figures 3.5 and 3.6
compare the dropped packet-rate performance for both ML and linear MMSE MUD
in the proposed two and four user schemes, respectively. Both figures show a similar
performance pattern in terms of Prate to what we have seen in terms of BER in Figure
3.2 for the two user case and in Figures 3.3 and 3.4 for four user case. As expected
MMSE shows poorer Prate performance than ML. On the other hand, MMSE has lower
computational complexity than ML whose complexity grows exponentially with the
number of transmit antennas and alphabet size.
The spectral efficiency, which is a measure of the rate of information transmission
per unit bandwidth, can be combined with the dropped packet rate to define the so-
called throughput spectral efficiency as [82]
η =
log2 |C|Rc(1− Prate)
Navg
(b/s/Hz), (3.10)
where Navg is the average number of transmissions for each packet. The throughput
spectral efficiency performance of soft output ML and linear MMSE MUD for the
proposed two and four user HARQ system under different loading conditions is shown in
Figure 3.7 and Figure 3.8, respectively. As expected, the overloaded schemes using G >
1 retransmissions, do not achieve the same throughput performance as the critically
loaded system (Nt = Nr) with one transmission, G = 1. However, the schemes with
Nr < Nt do achieve significant performance gains using G > 1 rather than G =
1, mainly due to the fact the diversity gain achieved by the proposed schemes after
HARQ retransmission improves the Prate performance, thereby resulting in an increased
throughput efficiency. Moreover, both figures clearly show that scheme-II achieves
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Figure 3.5: Dropped packet-rate performance of proposed two user schemes, Nt = 2,
using ML (solid lines) and linear MMSE MUD (dashed lines).
Figure 3.6: Dropped packet-rate performance of proposed four user schemes, Nt = 4,
using ML (solid lines) and linear MMSE MUD (dashed lines).
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marginal throughput gain over scheme-I at higher SNR values due to sending new
information during retransmissions. However, the cost is increased CCI.
3.5 Chapter Conclusions
In this chapter, two detection schemes that combine HARQ with the use of virtual
receive antennas for overloaded MIMO transmission systems are described. This com-
bination results in a new systems approach that transforms an overloaded system into
a critically or underloaded one. The proposed schemes allow us to apply linear MUD
rather than employing high computational complexity MUD algorithms to handle over-
load. Simulations demonstrate that the new schemes can result in significant gains in
terms of BER and dropped packet performance. Moreover, these schemes, especially
Scheme-II, can increase the throughput spectral efficiency of a system under overloaded
conditions.
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Figure 3.7: Throughput spectral efficiency of proposed two user schemes, Nt = 2, using
ML (solid lines) and linear MMSE MUD (dashed lines).
Figure 3.8: Throughput spectral efficiency of proposed four user schemes, Nt = 4, using
ML (solid lines) and linear MMSE MUD (dashed lines).
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Chapter 4
Cooperative DF Relaying
Systems
4.1 Introduction
Hybrid automatic repeat request (HARQ) is a common technique that has been adopted
in emerging wireless standards such as worldwide interoperability for microwave access
(WiMAX) [83] and long term evolution (LTE) [84] to provide reliable communica-
tion over noisy wireless channels. In [34], it was suggested that integrating HARQ
techniques into cooperative relaying systems may lead to significant improvements in
terms of reliable decoding at the destination, throughput efficiency and energy con-
sumption compared to conventional point-to-point HARQ systems. Since then, several
researchers have investigated the advantages of HARQ protocols in cooperative relaying
networks [33], [35]-[41].
However, all these studies assumed that there is always a direct link available be-
tween source and destination. Therefore, when there is an erroneous packet at the
destination, a retransmission can come from either the source or the relay(s) or both.
Relatively few works [43]-[47] on multi-hop decode-and-forward (DF) relaying systems
with HARQ have focused on the case of no direct link between the source and desti-
nation due to large physical separation or path loss. In the absence of a direct link,
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relay(s) adopting a half-duplex DF relaying protocol will request retransmission when-
ever they receive an erroneous packet. An important limitation of [43]-[47] and similar
studies is that they have considered only a single source that is assisted by a single or
multiple relays. The extent to which the above results may be generalized to multiple
source scenarios remains unclear.
In this chapter, we focus on the more challenging case of multi-source and multi-
relay configuration for two-hop cooperative DF relaying network with no direct link.
The existence of multiple sources and relays raises questions on which source nodes need
to retransmit to whom, when and how. To address this, a multi process HARQ re-
transmission scheme is developed by allowing simultaneous retransmissions from source
node(s) of packets detected in error. This results in improved throughput compared
to traditional orthogonal (time division) retransmissions. To avoid unnecessary re-
transmissions, upon completion of each (re-)transmission round from the source nodes,
relays are allowed to exchange their decoding outcomes. Moreover, a novel forwarding
strategy with minimum overhead is proposed with the objective of further improving
the throughput. The proposed forwarding scheme does not require any centralization
or participation either from the sources or the destination.
The performance analysis in terms of outage probability and throughput of the
proposed retransmission and relay forwarding schemes is presented in Chapter 5. This
chapter is organized as follows. In Section 4.2, the system model for a two-hop DF
relaying network with no direct link is described. Section 4.3, introduces the proposed
retransmission scheme during the broadcast phase. In addition, a forwarding strategy
to support simultaneous transmissions from relays is presented. Finally, conclusions
are drawn in Section 4.4.
4.2 System Model
Consider an uplink system consisting of two co-channel source nodes, Su, u = 1, 2,
communicating with a destination, D, through two relays, Rl, l = 1, 2 as shown in
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Figure 4.1: Two-hop relaying network with two source and two relay nodes.
Figure 4.1. Each source and relay node is equipped with a single antenna. The desti-
nation, typically assumed to be a base station, is equipped with Nd receive antennas.
Transmission of data packets from source nodes to the destination operates in two
stages, a broadcast phase (solid lines) and a relay phase (dashed lines). Any direct
link between sources and destination is ignored due to the (assumed) large physical
separation between them. Each relay adopts a half-duplex DF relaying protocol [35].
As in [85], all links are assumed to be short-term quasi-static fading, meaning that
the channel coefficients remain constant during a (re-)transmission round of length L,
but vary independently between rounds. The channel between two nodes a and b (i.e.
uth source - lth relay or lth relay - destination) is assumed to exhibit frequency-flat
Rayleigh fading. The channel coefficients, ha,b(g), between two nodes a and b at the
gth (re-)transmission round are modeled as independent identically distributed (i.i.d)
complex Gaussian random variables with zero-mean and variance σ2a,b. Finally, it is
assumed that perfect channel state information (CSI) is available for the source-relay
links at the relays, and for the relay-destination links at the destination.
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4.3 (Re-)transmission and Forwarding Schemes
This section presents the proposed retransmission and forwarding schemes during the
broadcast phase and relay phase, respectively.
4.3.1 Broadcast Phase
During the first transmission round, each source node transmits its pth data packet to
both relays in time division multiple access (TDMA) fashion, with p ∈ {1, 2, . . .}. The
resulting received signal yl(1) at relay Rl can be written as
yl(1) = hu,l(1) xu + vl(1), (4.1)
where hu,l(1) is the channel coefficient between the uth source node and the lth relay,
xu ∈ C1×L is the transmitted symbol sequence from source Su and vl(1) ∈ C1×L is a
complex additive white Gaussian noise (AWGN) vector with variance σ2v,l at Rl. The
instantaneous received signal-to-noise ratio (SNR) at relay node Rl during the first
transmission is given by
γu,l(1) =
ES |hu,l(1)|2
N0
, (4.2)
where ES is the average symbol energy transmitted from each source. Let the average
received SNR at relay Rl be defined as γu,l = E{γu,l(1)}.
After completion of the first transmission from both source nodes, the relays R1 and
R2 take turns to broadcast two-bit ACK(s) and/or NACK(s) message to the sources
and to each other. Hence, a relay is aware not only of its own decoding outcomes, but
also has information about the success or failure of signals received at the other relay.
It is assumed that Su will retransmit a data packet only if it receives a NACK from
both R1 and R2. Let Ul denotes the set of source nodes that are successfully decoded
at relay Rl, and let S and V denotes the set of source nodes that are successfully and
erroneously decoded at both relays, respectively.
A few key assumptions are made:
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1. All feedback channels are error free.
2. Both source nodes are assumed to be at the same distance from the lth relay, and
both relays are placed at the mid-point between the source nodes and destination.
We then define γu,l = γl,D = ρ, where γl,D is the average received SNR at the
destination.
3. The distance between the relays is much shorter than the distance between any
two source-relay nodes. Therefore, the ACK/NACK channel between the relays
will experience lower propagation delay compared to that due to the feedback
channel from relays to sources.
4. Only one retransmission1 is allowed for each source node’s data packet. Depend-
ing upon the instantaneous link quality, the single retransmission may be needed
either during the broadcast or relay phase. Let G denote the maximum number
of transmissions for each source node’s data packet in a two-hop DF relaying
system, which is equal to the sum of transmission rounds in each transmission
phase. Therefore, G = 3, for each source node’s data packet.
Two different retransmission schemes to describe the retransmission process in the
broadcast phase are outlined as follows.
Orthogonal (time division) retransmission
When the data packets of both source nodes are detected in error at both relays, S1
and S2 will retransmit their erroneously received data packets during the next two time
slots. Relay Rl will combine the retransmitted information and the previous received
information from each source node using maximal ratio combining (MRC) [86]. The
resulting MRC combined vector yl,2 at relay Rl after two transmissions of the same
1The extension to more than one retransmissions for each source node is straightforward. However,
allowing multiple retransmissions can degrade throughput.
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packet from source Su is given by
yl,2 =
2∑
g=1
α(g)yl(g), (4.3)
where α(g) = h∗u,l(g)/N0 is the combining coefficient. If any of the retransmitted
packets are still in error at both relays then the erroneous packet is dropped. The
relay(s) will forward only the data packet of a successfully decoded source node during
the relay phase.
When only one source node’s data packet is successfully decoded at one or more
relays, only the unsuccessful source will retransmit the same data packet while the
other source remains silent.
Proposed retransmission scheme
Here, we allow simultaneous retransmissions from the source nodes to the relays. Re-
transmitted information and previously received information from both source nodes
in two different time slots will be stacked and then treated as if there were three virtual
receive antennas [21, 23] at each relay. Let Nt denote the total number of transmit
antennas across all source nodes, and let Nl = 3, denote the number of virtual receive
antennas at each relay after two transmissions. The resulting stacked matrix at relay
Rl can be written as
Rl,2 =

h1,l(1) 0
0 h2,l(2)
h1,l(2) h2,l(2)

 x1
x2
+

vl(1)
vl(1)
vl(2)
 = H¯l(2)X+ V¯l(2), (4.4)
where H¯l(2) ∈ CNl×Nt is the equivalent channel matrix, X ∈ CNt×L is the overall
transmitted sequence from both source nodes and V¯l(2) ∈ CNl×L is the equivalent
noise matrix at relay Rl. Due to the computational limitations of the relay nodes in
our system model, a relay performs only linear multi-user detection (MUD) on the
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resulting stacked matrix. If any packets are still in error at both R1 and R2 then the
erroneous packets are dropped.
(a) Orthogonal (time division) retransmission.
(b) Proposed retransmission scheme.
Figure 4.2: Retransmission schemes during the broadcast phase. Empty blocks denote
that a source node remains idle during that time.
Orthogonal (time division) retransmissions from both source nodes would require
two time slots to complete the HARQ retransmission round. Relaxing the orthogonality
requirements and allowing source nodes to retransmit simultaneously requires only
one additional time slot to complete the HARQ retransmissions. An example of the
orthogonal retransmission approach and the proposed retransmission scheme is shown
in Figure. 4.2. During time slots T and T + 1, S1 and S2 transmit their data packets
while R1 and R2 listen. During the feedback period, we assume that first R1 broadcasts
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two-bit NACKs to S1, S2 and R2, then R2 broadcasts two-bit NACKs to S1, S2 and
R1. For the orthogonal retransmissions, S1 will retransmit during time slot T + 2 and
S2 in time slot T + 3 as shown in Figure 4.2(a). On the other hand, for the proposed
retransmission scheme, S1 and S2 will simultaneously retransmit during time slot T+2.
At the end of HARQ retransmission, R1 and R2 take turns to broadcast their decoding
outcomes (ACK/NACK). Figure 4.3 illustrates the flow chart of the (re-)transmission
process during the broadcast phase.
The exchange of decoding outcomes among relay nodes upon completion of each
(re-)transmission round from the source nodes allows us to avoid unnecessary retrans-
missions, thereby improving the average retransmission rate. To get further insight,
we look at some simulation results, obtained via averaging over 15000 channel realiza-
tions. Consider quasi-static Rayleigh frequency-flat fading channel and 4-quadrature
amplitude modulation (QAM) modulation.
Figure 4.4 illustrates the average retransmission rate after completion of the first
transmission round from both source nodes. As discussed earlier, the first transmission
from both source nodes is performed over orthogonal channels (i.e. TDMA). First, we
evaluate the first transmission decoding outcomes at an individual relay, let say R1.
From Figure 4.4(a), it is observed that at lower SNR (e.g. 0dB), 56% of the time both
sources will retransmit their data packets and 41% of the time only one source node
retransmits its data packet. As the SNR increases, the retransmission rate of the two
source nodes as well as single source node decreases, while there is an increase in the
rate of no source node retransmits its data packet. For example at 15dB, 89% of the
time R1 does not request retransmission from any source node.
We now evaluate the first transmission decoding outcomes over both relays. From
Figure 4.4(b), we can see that at low SNR, the retransmission rate of the two source
nodes decreases from 56% to 33%, while there is an increase from 41% to 60% in the
retransmission rate of a single source compared to outcomes only at R1. At high SNR,
the retransmission rate of two and single source node decreases and the rate of no
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Initializing Variables
p = 1, T = 1, Ul = V = ∅
S1 and S2 transmit their pth data packet
during time slots T and T + 1, respectively.
Compute the LLRs for yl(1) in (4.1).
Calculate the CRC for Su, ∀u, at Rl.
R1 and R2 take turns to broad-
cast ACK(s) and/or NACK(s).
Update Ul and V.
V = ∅
length(V) =
2
User belonging to V retrans-
mit during time slot T + 2.
S1 and S2 retransmit during
time slots T + 2 and T + 3,
respectively.
S1 and S2 simultaneously
retransmit during time slot
T + 2.
Relay Rl computes the LLRs
for yl,2 given in (4.3).
Relay Rl performs soft-output
MMSE MUD using (2.28) on
Rl,2 given in (4.4).
Calculate the CRC for each user in V
at Rl.
R1 and R2 take turns to broadcast
ACK(s) and/or NACK(s).
Update Ul and V.
Proposed RetransmissionTime Division Retransmission
V = ∅ Declare a dropped packet
for each user in V.
length(V) =
2
p = p + 1
Reset: T = 1, Ul = V = ∅
Start the
relay phase
yes
no
no
yes
no
yes no
yes
Figure 4.3: Flow chart of HARQ retransmission schemes during the broadcast phase.
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retransmissions required increases.
(a) Orthogonal (time division) first transmission decoding outcomes at R1.
(b) Orthogonal (time division) first transmission decoding outcomes over both relays.
Figure 4.4: Average retransmission rates for orthogonal (time division) first transmissions
during the broadcast phase.
Figures 4.5 and 4.6 present the average retransmission rate after two transmissions
for the orthogonal (time division) retransmission and the simultaneous (proposed) re-
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(a) Orthogonal (time division) retransmission decoding outcomes at R1.
(b) Orthogonal (time division) retransmission decoding outcomes over both relays.
Figure 4.5: Average retransmission rates for orthogonal (time division) retransmission
during the broadcast phase.
transmission schemes, respectively. From both figures, it is observed that as the num-
ber of HARQ rounds increases, the retransmission rate for two source nodes and single
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(a) Proposed retransmission decoding outcomes at R1.
(b) Proposed retransmission decoding outcomes over both relays.
Figure 4.6: Average retransmission rates for proposed retransmission during the broad-
cast phase.
source node decreases, while the rate of no retransmissions required increases. More-
over, comparing the two figures, we note that at high SNR, the average retransmission
rate for both retransmission schemes is almost similar.
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4.3.2 Relay Phase
After the gth transmission of the broadcast phase, where g = 1, 2, . . . , G−1, both relays
have information about each other’s decoding outcomes. Based on this assumption, a
novel forwarding strategy is proposed in order to maximize the number of simultaneous
transmissions during the relay phase, with the objective of improving the throughput.
The basic idea behind the proposed strategy is to assign each relay one priority
source node. Without loss of generality, S1 is assigned as the priority source node of
R1 and S2 as the priority source node of R2. Relay Rl is declared an active relay if
Ul 6= ∅. Let w be the number of active relays and the set of active relays be denoted by
N ⊂ F, where F is the set of all relays and |N| = w. We look at two cases to describe
the forwarding strategies for the relay phase.
Case-I (Both relays participate in the relay phase)
During the first transmission of the relay phase, both relays will simultaneously transmit
the data packet of their respective priority source node. If R1’s and R2’s decoding sets
contain each others priority source node instead of their own (e.g. U1 = {S2} and U2 =
{S1}), then the relays will independently decide to swap their priority source nodes
and simultaneously transmit the data packets to the destination. Switching of priority
source nodes is performed at the relays without the participation of either the sources
or the destination, based on information obtained from the relay ACK(s)/NACK(s).
The received signal YD(1) at the destination during the first transmission is given
by
YD(1) =
w∑
l=1
hl(1) xl +VD(1), (4.5)
where hl(1) is the lth column of the channel matrix HD(1) of size Nd ×M with en-
tries, hl,d(1), corresponding to the channel coefficient between the l
th relay and the dth
receive antenna, M is the total number of antennas across all relays, xl ∈ C1×L is the
transmitted symbol sequence from relay Rl and VD(1) ∈ CNd×L is a complex additive
white Gaussian noise (AWGN) matrix with entries having variance σ2v,D. The instan-
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taneous and average received SNRs at the destination during the first transmission of
the relay phase are given by γl,D(1) =
E
R
‖hl(1)‖2F
N0
and γl,D = E{γl,D(1)}, where ‖·‖2F is
the Frobenius norm, ‖hl(1)‖2F =
∑Nd
d=1 |hl,d(1)|2, and ER is the average symbol energy
transmitted from each relay.
The destination employs either optimal ML detection or a suboptimal linear MUD
algorithm to reduce the co-channel interference (CCI) due to simultaneous transmis-
sions from the relays. After the CRC check at the destination, ACK(s) and/or NACK(s)
will be broadcast by the destination to the relays. Since, only one retransmission is
allowed for each source node’s data packet, retransmission of an erroneous data packet
during the relay phase will only be possible if it is received correctly at a relay during its
initial transmission round. Based on the decoding outcomes at the destination, three
different cases are possible:
• If the destination broadcasts two ACK messages, both relays will stop the relay
phase and request the source nodes to transmit their next data packet.
• If the destination broadcasts two NACK messages, each relay will simultaneously
retransmit its corresponding source nodes data packet. Retransmitted informa-
tion will be treated as creating an additional Nd virtual receive antennas. Once
the relay phase is complete, both relays will request the source nodes to transmit
their next data packet.
• If the destination broadcasts an ACK and a NACK, the relay whose transmitted
data packet was successfully decoded at the destination will remain silent while
the relay whose transmitted data packet was erroneous will retransmit in the next
time slot.
Case-II (Only one relay participates in the relay phase)
Case-II is considered if any of the following conditions are met:
• All relay decoding sets contain only S1 or S2 at the end of the broadcast phase,
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e.g. U1 = {S1} and U2 = {S1}. In that case, the relay R1 with priority source
node S1 will forward the information to the destination, while the other relay
R2 will remain silent. At the end of the first transmission, the destination will
feedback an ACK/NACK message to the relay. On receiving a NACK, the same
relay will retransmit the same data packet in the next time slot.
• w = 1, i.e. only one active relay is available to forward a source node(s) data
packet to the destination over orthogonal channels. Once the relay phase is com-
plete, the relay will request the source nodes to transmit their next data packet.
Table 4.1 further elaborates the relay forwarding strategies for the two-hop DF relaying
system presented in Section 4.2. “X”and “ ”indicates whether the source node Su, u =
1, 2, belongs or does not belong to set Ul, l = 1, 2, respectively. “Rl −→ Su”represents
that relay Rl forwards the Su’s data packet.
Scenario No. U1 U2 Relay Forwarding Strategy
S1 S2 S1 S2
1 X X X X Case-I R1 −→ S1 and R2 −→ S2
2 X X  X Case-I R1 −→ S1 and R2 −→ S2
3 X  X X Case-I R1 −→ S1 and R2 −→ S2
4 X   X Case-I R1 −→ S1 and R2 −→ S2
5 X X X  Case-I R1 −→ S2 and R2 −→ S1
6  X X X Case-I R1 −→ S2 and R2 −→ S1
7  X X  Case-I R1 −→ S2 and R2 −→ S1
8 X X   Case-II R1 −→ S1, S2 and R2 remains silent
9 X    Case-II R1 −→ S1 and R2 remains silent
10  X   Case-II R1 −→ S2 and R2 remains silent
11   X X Case-II R2 −→ S1, S2 and R1 remains silent
12   X  Case-II R2 −→ S1 and R1 remains silent
13    X Case-II R1 −→ S2 and R1 remains silent
14 X  X  Case-II R1 −→ S1 and R2 remains silent
15  X  X Case-II R2 −→ S2 and R1 remains silent
Table 4.1: Proposed forwarding strategies during the relay phase.
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4.4 Chapter Conclusions
In this chapter, multiple HARQ processes were studied during both the broadcast and
the relay phases for multi-source multi-relay DF relaying networks with no direct link,
a topic that has not been investigated in the literature. Dealing with multiple HARQ
processes at each relay, a retransmission scheme was proposed that utilized virtual an-
tennas to achieve increased receive diversity and improved throughput compared to
traditional orthogonal (time division) retransmissions. Exchange of decoding outcomes
(ACK(s)/NACK(s)) among relay nodes was allowed which resulted in an improved
retransmission rate as demonstrated by the simulation results. Based on this assump-
tion a novel forwarding strategy to maximize the throughput was also proposed in a
very simple way, which highlights the advantages of the proposed forwarding strategy.
The numerical results in terms of outage probability and throughput for the proposed
schemes are presented in Chapter 5.
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Chapter 5
Performance Analysis of
Cooperative DF Relaying
Systems
This chapter presents a theoretical analysis of the two-hop DF relaying system intro-
duced in Chapter 4. First, the outage probabilities of the proposed retransmission and
forwarding schemes are evaluated in Section 5.1. The outage probability is defined
[26, 72] as the probability that the mutual information between two nodes falls below
a specified target transmission rate1 R (bits/s/Hz). It can then be expressed as [72]
P out = Pr
(
Ia,b < R
)
, (5.1)
where Ia,b is the mutual information of a channel with input a and output b. Using
these, expressions for the throughput of the proposed retransmission and forwarding
schemes are derived in Section 5.2. In Section 5.3, the numerical results are presented
and finally the conclusions are drawn in Section 5.4.
1For simplicity, it is assumed that all transmitting nodes (source/relay) transmit at the same rate.
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5.1 Outage Probability Analysis
In this section, we first analyze the outage probability for each transmission phase.
We then find the end-to-end (e2e) outage probability (the probability that at least one
transmission phase, either broadcast or relay, is in outage) for various (re-)transmission
modes. The e2e outage probability is an important measure of the reliability of a
multi-hop DF relaying system in the absence of a direct link between source node(s)
and destination(s).
5.1.1 Broadcast Phase Outage Probability
We begin by evaluating the outage probability after the first transmission round of the
broadcast phase. As discussed in Section 4.3.1, the first transmission from the two
source nodes is carried out over two successive time slots. The mutual information
between the uth source and lth relay in the first transmission is given by [35]
Itdmau,l (1) = log2
(
1 + |hu,l(1)|2ES
N0
)
, (5.2)
where u = 1, 2, l = 1, 2 and N0 denotes the one-sided noise spectral density. The outage
probability after the first transmission is then [35]
P out,tdmau,l (1) = Pr
(
Itdmau,l (1) < R
)
. (5.3)
From (5.2) and (5.3), we obtain
P out,tdmau,l (1) = Pr
(
log2
(
1 + |hu,l(1)|2ES
N0
)
< R
)
= Pr
(
|hu,l(1)|2ES
N0
<
(
2R − 1
))
. (5.4)
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If γu,l(1) =
E
S |hu,l(1)|2
N0
is the instantaneous received SNR at relay Rl during the first
transmission, we can rewrite the outage probability given in (5.4) as [87]
P out,tdmau,l (1) = Pr
(
γu,l(1) <
(
2R − 1))
=
∫ 2R−1
0
f(γu,l(1))dγu,l(1), (5.5)
where f(γu,l(1)) denotes the probability density function (pdf) of γu,l(1). For a Rayleigh
fading channel, the instantaneous received SNR has an exponential distribution and
therefore the outage probability can be expressed as [87]
P out,tdmau,l (1) =
∫ 2R−1
0
1
ρ
exp
(
−γu,l(1)
ρ
)
dγu,l(1), (5.6)
where ρ =
E
S
N0
is average received SNR at Rl. Applying the integration in (5.6) and
after some manipulations, the P out,tdmau,l (1) can be expressed as [87]
P out,tdmau,l (1) = 1− exp
(
−
(
2R − 1)
ρ
)
. (5.7)
Based on the outage events, relay Rl will decide whether to send an ACK/NACK af-
ter the first transmission. Since both relays exchange decoding outcomes (ACK/NACK),
a retransmission from the uth source occurs only when an outage occurs at both relays,
which means both
(
Itdmau,1 (1) < R
)
and
(
Itdmau,2 (1) < R
)
.
Consider the worst case scenario, where the mutual information for every source-
relay link during the initial transmission falls below the target rate. Both source nodes
must then retransmit the data packets in their allocated time slots. In the follow-
ing, the outage probability after two transmissions (including the retransmissions from
both source nodes) is evaluated for both the orthogonal and proposed retransmission
schemes.
a) Orthogonal (time division) retransmission: The relay Rl performs maximum
ratio combining (MRC) on the received packets from each source node after two trans-
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missions. The mutual information between the uth source and lth relay in the second
transmission (i.e. g = 2) is given by [86]
Itdmau,l (2) = log2
(
1 +
2∑
m=1
|hu,l(m)|2ES
N0
)
. (5.8)
The resulting outage probability is given by
P out,tdmau,l (2) = Pr
(
Itdmau,l (2) < R
)
= Pr
(
2∑
m=1
|hu,l(m)|2ES
N0
<
(
2R − 1
))
. (5.9)
Let G(m) = |hu,l(m)|2ESN0 [46]. If G(1), · · · ,G(m) are m independent exponential
random variables with parameter 1/ρ, then their sum X =
g∑
m=1
G(m) has an Erlang
distribution. The cumulative distribution function (CDF) of X may then be expressed
as [46]
FX(x) = 1− exp
(
−x
ρ
) g−1∑
j=0
1
j!
(
x
ρ
)j
(5.10)
= exp
(
−x
ρ
) ∞∑
j=0
1
j!
(
x
ρ
)j
− exp
(
−x
ρ
) g−1∑
j=0
1
j!
(
x
ρ
)j
= exp
(
−x
ρ
) ∞∑
j=g
1
j!
(
x
ρ
)j
, (5.11)
where x =
(
2R − 1) and g is called the shape parameter. P out,tdmau,l (2) can then be
expressed as the cdf of X in the form
P out,tdmau,l (2) = FX
(
2R − 1
)
. (5.12)
Note that when outage occurs for only one source node at both relays during the initial
transmission, the outage probability of (5.12) can still be used to obtain the outage
probability of a single source node retransmission.
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Furthermore, probability that the relay Rl decodes the uth source’s data packet
successfully after the gth transmission is given by [41]
P suc,tdmau,l (g) = Pr
(
Itdmau,l (g − 1) < R, Itdmau,l (g) ≥ R
)
= Pr
(
Itdmau,l (g − 1) < R
)
− Pr
(
Itdmau,l (g) < R
)
= P out,tdmau,l (g − 1)− P out,tdmau,l (g). (5.13)
where g = 1, 2, . . . , G−1. Initializing P out,tdmau,l (0) = 1, we can now summarize the prob-
ability of success for the data packet of the uth source node after the gth transmission
as
P suc,tdmau,l (g) =

exp
(
−(2
R−1)
ρ
)
, for g = 1
P out,tdmau,l (g − 1)− P out,tdmau,l (g), for 2 ≤ g ≤ G− 1,
(5.14)
assuming orthogonal retransmission.
b) Proposed retransmission scheme: Since the proposed retransmission scheme al-
lows simultaneous retransmissions from the source nodes, each relay performs multi-user
detection (MUD) on the received signals in order to detect the desired signal in the
presence of co-channel interference (CCI).
Considering the virtual MIMO channel model given in (4.4), we introduce expres-
sions for the signal-to-interference-plus-noise ratio (SINR) of zero forcing (ZF) and
minimum mean square error (MMSE) detectors for later use. Assuming perfect knowl-
edge of the source-relay channel at the relay Rl, the SINR for the uth source node at
the ZF and MMSE detector outputs is given by [88], [89]
γzfu,l(2) =
ρ(
H¯Hl (2)H¯l
)−1
uu
(2) (5.15)
and
γmmseu,l (2) =
ρ(
H¯Hl (2)H¯l,2 + ρ
−1I
)−1
uu
− 1, (5.16)
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respectively. The outage probability of the uth source node for the ZF detector at relay
Rl is written as [89]
P out,zfu,l (2) = Pr
(
log2
(
1 + γzfu,l(2)
)
< R
)
(5.17)
= FX
(
2R − 1
)
, (5.18)
where FX(x) is the CDF of X ∼ χ22(Nl−Nt+1) (chi-squared with 2(Nl −Nt + 1) degrees
of freedom) given in (5.10) and (5.11). The outage probability of the uth source node
for the MMSE detector at relay Rl is then
P out,mmseu,l (2) = Pr
(
log2
(
1 + γmmseu,l (2)
)
< R
)
. (5.19)
In addition, the probability of success for the uth source node’s data packet after two
transmissions for ZF and MMSE detectors can be computed by replacing P out,tdmau,l (2)
with P out,zfu,l (2) and P
out,mmse
u,l (2), respectively, in (5.13).
5.1.2 Relay Phase Outage Probability
Now the outage probability of the two forwarding strategies during the relay phase is
evaluated, under the condition that relay Rl has successfully decoded the uth source
node’s data packet after the gth transmission. Since, only one retransmission is allowed
for each source node’s data packet, the second transmission (i.e. f = 2) during the relay
phase for the uth source node’s data packet is only possible if it was correctly received
at Rl in its initial transmission (i.e. g = 1).
a) Case-I (Both relays participating in the relay phase): When both relays are
simultaneously (re-)transmitting the data packets of their respective priority source
nodes, the destination employs a MUD algorithm to recover the desired signal. The
outage probability for the suboptimal linear (ZF/MMSE) detector at the destination
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after the fth transmission may be expressed as
P out,linl,D (f) = Pr
(
log2
(
1 + γlinl,D(f)
)
< R
)
, f = 1, 2, . . . , G− g, (5.20)
where γlinl,D(f) denotes the SINR for relay Rl at the output of a linear detector during
the fth transmission. For ZF and MMSE detectors, γlinl,D(f) is given by
γzfl,D(f) =
ρ(
H¯HD(f)H¯D(f)
)−1
ll
(5.21)
and
γmmsel,D (f) =
ρ(
H¯HD(f)H¯D(f) + ρ
−1I
)−1
ll
− 1, (5.22)
respectively. Here H¯D(f) ∈ CfNd×M denotes the equivalent channel matrix during the
fth transmission of the relay phase and is given by
H¯D(f) =

HD(1), if f = 1[
HTD(1) H
T
D(2)
]T
, if f = 2.
(5.23)
When the destination employs maximum likelihood (ML) detection, the outage prob-
ability after the fth transmission can be expressed as
P out,mll,D (f) = Pr
(
log2 det
(
I+
ER
MN0
H¯D(f)H¯
H
D(f)
)
< R
)
. (5.24)
The ML detector achieves the full diversity of the channel and (5.24) can be taken as
a lower bound on outage probability performance.
Note that if the mutual information for only one relay-destination link falls below
the target rate during the initial transmission (i.e. f = 1) of the relay phase, then
only the relay that is in outage will participate in the relay phase by retransmitting its
information in the next time slot. The outage probability after the second transmission
(i.e. f = 2) in such a case can be obtained by using the results of (5.28) given below.
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b) Case-II (Single relay participating in the relay phase): If only one active relay is
available to forward the data packet of source node(s) over orthogonal channels, then
the mutual information for the link between the lth relay and the destination in the
fth transmission may be written as
Itdmal,D (f) = log2
(
1 +
f∑
n=1
‖hl(n)‖2F
ER
N0
)
, f = 1, 2, . . . , G− g. (5.25)
The outage probability after the fth transmission is then
P out,tdmal,D (f) = Pr
(
Itdmal,D (f) < R
)
= Pr
(
f∑
n=1
‖hl(n)‖2F
ER
N0
<
(
2R − 1
))
(5.26)
= FX(x), (5.27)
where x =
(
2R − 1). We let Z = fNd. Since ‖hl(n)‖2F has a Chi-square distribution
with 2Nd degrees of freedom, the outage probability can be expressed as the CDF of
X given in (5.10), as
P out,tdmal,D (f) = 1− exp
(
−x
ρ
) Z∑
j=0
1
j!
(
x
ρ
)j
. (5.28)
5.1.3 End-to-End (e2e) Outage Probability
Finally, the end-to-end outage probability of the two-hop HARQ DF relaying system
is analyzed. The e2e outage probability of the uth source node’s data packet at the
destination after G transmissions can be expressed as [46]
P out,e2eu,G =
G−1∑
g=1
P suc,modeu,l (g)P
out,mode
l,D (G− g) + P out,modeu,l (G− 1). (5.29)
Depending upon the (re-)transmission scheme and the MUD algorithm employed at
the receiver, the “mode”can be chosen accordingly in order to evaluate the e2e outage
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probability.
5.2 Average Throughput Analysis
In this section, the throughput performance of the proposed two-hop HARQ DF relay-
ing system is evaluated. First, the average throughputs of orthogonal (time division)
retransmission and proposed retransmission schemes during the broadcast phase are
evaluated. Then an expression for the average end-to-end throughput performance for
the two schemes is developed.
The system throughput efficiency can be obtained using the renewal reward theorem
[48, 90], where a system renews itself after every packet transmission [91]. The average
duration of a single renewal period is equal to the length of the packet. The idea behind
the renewal reward process is to associate a reward with every packet transmission [91].
If a packet contains p bits, then the reward is p if all the bits are successfully decoded
at the receiver and 0 if at least one bit contains error [91]. Using the renewal-reward
theorem [48], the average throughput for node a at node b with the maximum number
of transmissions (e.g. J) can be written as
ηa,b,J =
E
{
Ψa,b,J
}
E
{
Ta,b,J
} , (5.30)
where E
{
Ψa,b,J
}
is the average reward (the expected number of successfully decoded
bits of node a at node b) and E {Ta,b,J} is the average transmission time (the expected
number of time slots used by node a for the initial transmission and retransmissions).
Initializing P outa,b (0) = 1, the average reward Ψa,b,J and average time slots Ta,b,J are
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given by
E
{
Ψa,b,J
}
= R
J∑
j=1
(
P outa,b (j − 1)− P outa,b (j)
)
= R
(
1− P outa,b,J
)
, (5.31)
E
{
Ta,b,J
}
=
J∑
j=1
j
(
P outa,b (j − 1)− P outa,b (j)
)
+ JP outa,b,J
=
J−1∑
j=0
P outa,b (j)
= 1 +
J−1∑
j=1
P outa,b (j), (5.32)
respectively. Substituting (5.31) and (5.32) into (5.30) yields the throughput as
ηa,b,J =
R
(
1− P outa,b,J
)
1 +
∑J−1
j=1 P
out
a,b (j)
. (5.33)
5.2.1 Broadcast Phase Throughput
Here, we derive average throughput expressions for the orthogonal (time division) and
proposed retransmission scheme during the broadcast phase.
a) Orthogonal (time division) retransmission scheme: Using the results of (5.33),
the average total reward (the sum of each individual source node’s average reward)
for the orthogonal (time division) retransmission scheme at relay Rl after the second
transmission (g = 2) can be expressed as
E
{
Ψorth(2)
}
=
2∑
u=1
E
{
Ψorthu,l (2)
}
=
2∑
u=1
R
(
1− P out,tdmau,l (2)
)
, (5.34)
where P out,tdmau,l (2) is the uth source node outage probability at relay Rl after the second
transmission as given in (5.12). The average total number of time slots used by both
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source nodes for the orthogonal (time division) retransmission scheme is given by
E
{
T̂orth(2)
}
=
2∑
u=1
(
1 + P out,tdmau,l (1)
)
= τˆ tdmaint +
2∑
u=1
P out,tdmau,l (1), (5.35)
where τˆ tdmaint is the transmission time required for both source nodes during the initial
transmission of the broadcast phase. As discussed in Section 4.3.1, both source nodes
transmit their data packets over two successive time slots during the initial transmis-
sion, therefore τˆ tdmaint = 2. The total throughput for the orthogonal (time division)
retransmission scheme can then be expressed as
ηorth(2) =
∑2
u=1R
(
1− P out,tdmau,l (2)
)
2 +
∑2
u=1 P
out,tdma
u,l (1)
. (5.36)
b) Proposed retransmission scheme: The average total reward for the proposed
retransmission scheme after the second transmission is given by
E
{
Ψprop(2)
}
=
2∑
u=1
R
(
1− P out,linu,l (2)
)
, (5.37)
where P out,linu,l (2) is the outage probability of the uth source node for a suboptimal linear
(ZF/MMSE) detector at relay Rl given in (5.17) or (5.19). In the proposed scheme,
both source nodes simultaneously retransmit their data packets within a single time
slot. Since both source nodes transmit their data packets in time division fashion,
the number of time slots required during the second transmission of the proposed
retransmission scheme can be found as
τˆprop(2) = max
(
P out,tdma1,l (1), P
out,tdma
2,l (1)
)
. (5.38)
Then, the average total number of time slots used by both source nodes during the
second transmission is the sum of the number of time slots used for the time division
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initial transmissions and simultaneous retransmission and can be written as
E
{
T̂prop(2)
}
= 2 + max
(
P out,tdma1,l (1), P
out,tdma
2,l (1)
)
. (5.39)
Comparing (5.35) and (5.39), we can see that when outage occurs for both source nodes
during the initial transmission, orthogonal (time division) retransmission requires four
time slots to complete the second transmission. On the other hand, the proposed
scheme uses only three time slots to complete the second transmission. The overall
throughput for the proposed retransmission scheme is then
ηprop(2) =
∑2
u=1R
(
1− P out,linu,l (2)
)
2 + max
(
P out,tdma1,l (1), P
out,tdma
2,l (1)
) . (5.40)
5.2.2 End-to-End (e2e) Throughput
Finally, we derive the e2e throughput expressions for the two-hop HARQ DF relaying
system. The average total e2e reward at the destination after G transmissions is written
as
E
{
Ψout,e2eG
}
=
2∑
u=1
R
(
1− P out,e2eu,G
)
, (5.41)
where P out,e2eu,G is the e2e outage probability of the uth source node at the destination
given in (5.29). The average total e2e transmission time required for both source nodes’
data packets for the proposed two-hop HARQ DF relaying system can be expressed as
[46]
E
{
Te2eG
}
= E
{
T̂mode(G− 1)}+ E{T˜mode(G− g)}. (5.42)
Then the total e2e throughput after G transmissions is given by
ηe2eG =
E
{
Ψout,e2eG
}
E
{
Te2eG
} . (5.43)
In (5.42), the first term on the right-hand side represents the average number of time
slots used for both source nodes’ data packets during (G − 1) transmissions of the
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broadcast phase. Letting G = 3, the average number of time slots required for the
orthogonal (time division) and proposed retransmission schemes are given in (5.35)
and (5.39), respectively. The second term on the right-hand side represents the average
number of time slots used for forwarding both source nodes’ data packets during (G−g)
transmissions of the relay phase. Under the condition that relay Rl has successfully
decoded the packet of the uth source node after the gth transmission, the average
transmission time required for the two forwarding schemes during (G−g) transmissions
can be evaluated.
a) Case-I (Both relays participating in the relay phase): Under this forwarding
strategy, both relays will simultaneously (re-)transmit the data packets of their respec-
tive priority source nodes. For simplicity and better understanding of the throughput
analysis, we assume that the relays R1 and R2 always forward the data packet’s of
S1 and S2, respectively. The average number of time slots required for case-I during
(G− g) transmissions is expressed as
E
{
T˜case-I(G− g)} = G−1∑
g=1
max
(
P succ,mode1,l (g)
G−g−1∑
f=0
P out,mud1,D (f),
P succ,mode2,l (g)
G−g−1∑
f=0
P out,mud2,D (f)
)
,
(5.44)
where P out,mudl,D (f) is the outage probability of the uth source node (forwarded by the re-
lay Rl ) for the MUD algorithm at the destination as specified in (5.20) and (5.24). We
note that the average number of time slots used for case-I during the relay phase is deter-
mined by the maximum of
∑G−g−1
f=0 P
out,mode
1,D (f) and
∑G−g−1
f=0 P
out,mode
2,D (f). For l = 1, 2,
the term,
∑G−g−1
f=0 P
out,mode
l,D (f) represents the average number of time slots used during
(G − g) transmissions of the relay phase, when the relay Rl successfully decodes the
data packet of the uth source node after g transmissions, where g = 1, 2, . . . , G− 1.
b) Case-II (Single relay participating in the relay phase): If relay Rl successfully
decodes the data packets of both source nodes during the broadcast phase, then the
average total number of time slots used for case-II during (G− g) transmissions is the
92
5.3 Numerical and Simulation Results
sum of the number of time slots used by relay Rl to forward the data packet of each
source node. It is given by
E
{
T˜case-II(G− g)} = G−1∑
g=1
2∑
u=1
P succ,modeu,l (g)G−g−1∑
f=0
P out,tdmal,D (f)
 , (5.45)
where P out,tdmal,D (f) is the outage probability of the uth source node (forwarded by the
relay Rl ) for case-II after the fth transmission as given in (5.28).
5.3 Numerical and Simulation Results
Here, the outage and throughput performance for the proposed two-hop HARQ DF
relaying system is evaluated and compared with simulation results, obtained by aver-
aging over 106 channel realizations. Each source and relay node is equipped with one
antenna. The destination is equipped with Nd = 2 receive antennas. A quasi-static
Rayleigh frequency-flat fading channel is assumed for all links. The maximum number
of retransmissions allowed for each source node is one. For all schemes, we consider a
target transmission rate of R = 2 (bits/s/Hz).
5.3.1 Outage Probability Results
Figure 5.1 shows outage probability performance for the broadcast phase. As is evident
in this figure, the outage probability using orthogonal (time division) transmissions,
given in (5.7) and (5.12), are almost identical to the Monte-Carlo simulation results for
the same number of transmissions. Moreover, it is observed that the diversity order of
an orthogonal (time division) transmission scheme increases as the number of HARQ
rounds increases. However, increasing the number of HARQ rounds comes with a loss
in throughput. Furthermore, we see that the orthogonal (time division) retransmission
scheme performs better than the proposed retransmission scheme. This is due to the
co-channel interference during simultaneous retransmission and also due to the fact
that the relay is employing a suboptimal linear MUD technique.
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Figure 5.1: Outage performance of sources-relays (broadcast) link. First transmission
(solid lines), second transmission (dashed lines) and R = 2 (bits/s/Hz).
Figure 5.2: End-to-end outage performance for the two forwarding strategies of a two-hop
DF relaying system with G = 2 (no HARQ round) and R = 2 (bits/s/Hz).
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With a maximum, G = 2, transmissions (no HARQ round for each source node’s
data packet), the end-to-end outage probability of a two-hop DF relaying system for
the two forwarding cases is shown in Figure 5.2. As we can see, in a low SNR region
Case-I (both relays simultaneously forwarding a different source node’s data packets)
with a ML receiver achieves marginal outage performance gain over Case-II (single re-
lay forwarding in different time slots). For high SNR both cases yield similar outage
performance. This is because the initial transmission during the broadcast phase is
carried out in time division fashion and in general, the e2e outage probability perfor-
mance of a two-hop DF relaying system with no direct path is limited by the outage
performance of any link, i.e. broadcast or relay link. The e2e outage probability of
Case-I with suboptimal linear receivers is also shown in Figure 5.2.
Figures 5.3 and 5.4 illustrate the e2e outage performance for the two forwarding
strategies with a maximum number of transmissions, G = 3 (single retransmission
for each source node’s data packet), while considering both orthogonal (time division)
retransmission and the simultaneous (proposed) retransmission schemes, respectively,
during the broadcast phase. Comparing the orthogonal retransmissions (Figure 5.3)
and the proposed retransmissions (Figure 5.4) with MMSE MUD employed at each
relay, it is observed that at high SNR the e2e outage performance slightly improves for
both cases, i.e. Case-I and Case-II, when orthogonal (time division) retransmissions
are considered instead of simultaneous retransmissions during the broadcast phase.
Moreover, from Figure 5.4 it is noted that the e2e outage performance gap between
Case-I with ML receiver and Case-II decreases, showing similar performance at high
SNR. On the other hand Case-I with MMSE receiver has performance slightly worse
than Case-II. For example, at outage probability of 10−3, there is a 0.6 dB performance
gap between Case-II and Case-I for a MMSE receiver. This is for the same reason as
in Figure 5.2.
The outage probability results for the proposed two-hop HARQ DF relaying system
suggest that the outage performance for each link and the e2e outage performance sig-
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Figure 5.3: End-to-end outage performance for the two forwarding strategies of a two-hop
DF relaying system with orthogonal (time division) retransmissions during the broadcast
link. G = 3 (one HARQ round) and R = 2 (bits/s/Hz).
Figure 5.4: End-to-end outage performance for the two forwarding strategies of a two-hop
DF relaying system with simultaneous (proposed) retransmissions during the broadcast
link and MMSE MUD employed at each relay. G = 3 (one HARQ round) and R = 2
(bits/s/Hz).
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nificantly improve if both the relays and the destination employ ML MUD during the
(re-)transmission round. Unfortunately, the complexity of ML receivers grows exponen-
tially with the number of transmitted signals, making it infeasible for many practical
applications.
5.3.2 Throughput Results
Figure 5.5 shows the average throughput performance of the orthogonal (time division)
retransmission and simultaneous (proposed) retransmission scheme during the broad-
cast phase. From the figure, it is observed that at low SNR both retransmission schemes
yield similar throughput performance. For SNR greater than 5dB, we note that the
proposed retransmission scheme achieves higher throughput than the orthogonal (time
division) retransmission scheme. As the SNR increases, both retransmission schemes
have a maximum achievable throughput for a given rate, R. This is due to the fact
that when the SNR is high enough, retransmissions from both source nodes will rarely
happen.
Figure 5.6 compares the average e2e throughput performance for the two forwarding
strategies with a maximum number of transmissions, G = 2 (no HARQ round for each
source node’s data packet). As we can see, in the medium and high SNR regions, Case-
I achieves higher throughput than Case-II. However, when the destination employs
suboptimum linear MUD algorithms (ZF and MMSE), Case-II yields better throughput
performance than Case-I (ZF and MMSE) at medium SNR. In addition, it is observed
that at high SNR, the average e2e throughput performance of Case-I (for all MUD
algorithms) and case-II will floor at 1.32 and 1 (bits/s/Hz), respectively. This is due
to the fact that in the high SNR region, at least three and four time slots are required
to transmit both source node’s data packets to the destination for Case-I and Case-II,
respectively.
Figures 5.7 and 5.8 show the average e2e throughput performance for the two for-
warding strategies with a maximum number of transmissions, G = 3 (single retrans-
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Figure 5.5: Throughput performance for orthogonal (time division) and simultaneous
(proposed) retransmission schemes during the broadcast phase. R = 2 (bits/s/Hz).
Figure 5.6: End-to-end throughput performance for the two forwarding strategies of a
two-hop DF relaying system with G = 2 (no HARQ round) and R = 2 (bits/s/Hz).
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mission for each source node’s data packet), while considering both orthogonal (time
division) retransmission and the simultaneous (proposed) retransmission schemes, re-
spectively, during the broadcast phase. Comparing the two figures, it is noted that
the average e2e throughput performance for both cases is improved when the simulta-
neous (proposed) retransmission scheme is considered instead of the orthogonal (time
division) retransmission scheme during the broadcast phase. Furthermore, we can see
that the average e2e throughput performance of Case-I (for all MUD algorithms) and
Case-II floors at 1.32 and 1 (bits/s/Hz), respectively in the high SNR region. This is
for the same reason as in Figure 5.6.
Comparing Figures 5.6-5.8, it is observed that in the low and medium SNR region,
the average e2e throughput performance increases when we increase the total number
of transmissions, G, for each source node’s data packet.
5.4 Chapter Conclusions
In this chapter, the system outage probability was analyzed for various transmission
modes and it was observed that orthogonal (time division) (re-)transmissions yields bet-
ter outage performance than the proposed (simultaneous) (re-)transmission schemes
with suboptimal linear MUD algorithms. However, time division (re-)transmission
scheme requires more time slots to complete the HARQ round than the proposed
(re-)transmission scheme. As a result a time division (re-)transmission scheme can
degrade the system throughput, especially the end-to-end throughput of a DF relaying
system. It has also been shown that the outage performance for the proposed schemes
can further be improved if the receiver employs a ML MUD algorithm. The renewal-
reward theorem was used to derive throughput expressions for the proposed DF relaying
system. The throughput performance of time division (re-)transmissions was com-
pared with the proposed schemes and it was found that the proposed (re-)transmission
schemes achieve higher throughput than the traditional time division (re-)transmissions.
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Figure 5.7: End-to-end throughput performance for the two forwarding strategies of a
two-hop DF relaying system with orthogonal (time division) retransmissions during the
broadcast link. G = 3 (one HARQ round) and R = 2 (bits/s/Hz).
Figure 5.8: End-to-end throughput performance for the two forwarding strategies of
a two-hop DF relaying system with simultaneous (proposed) retransmissions during the
broadcast link and MMSE MUD employed at each relay. G = 3 (one HARQ round) and
R = 2 (bits/s/Hz).
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Chapter 6
Conclusions and Future Work
This chapter summarizes the contributions of the thesis and highlights several potential
extensions and open problems for future research.
6.1 Summary and Conclusions
This thesis focused on several design aspects of multiple HARQ process over two dif-
ferent wireless uplink systems: the non-cooperative system (Chapter 3) and the coop-
erative relaying system (Chapter 4 & 5). Throughout the thesis, it is assumed that the
wireless channels exhibit quasi-static Rayleigh frequency-flat fading and that perfect
knowledge of CSI is available at the receiver. The research work presented in this thesis
is summarized as follows:
Typically the suboptimal linear MUD algorithms, such as ZF and MMSE fail to
perform under overload and ML detection is often prohibitively complex. Motivated by
this drawback, a simple and novel multi-user transmission approach that combines the
HARQ retransmissions with the use of virtual receive antennas [23] was presented in
Chapter 3. The main idea was to benefit not only from the HARQ retransmissions, but
also to treat the HARQ retransmissions as if they were arriving to an additional virtual
receive antennas. The proposed approach allowed us to apply linear MUD algorithms
to perform joint HARQ detection on the stacked retransmissions without requiring
additional antennas or hardware chains.
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Based on the proposed idea, two detection schemes were described in Chapter 3.
In scheme-I, the user with a successfully decoded packet was kept silent and retrans-
mission was performed by the user with an erroneous packet. In scheme-II, the user
with a successfully decoded packet was allowed to transmit new information instead of
remaining idle. The performance of the proposed schemes was evaluated in terms of
bit-error-rate (BER), dropped packet-rate (Prate) and throughput efficiency (η). The
simulation results demonstrated that:
i. The proposed schemes allow us to transform overloaded conditions to critically
loaded conditions by allowing sufficient transmissions.
ii. For the same number of transmissions, scheme-I achieves better BER and Prate
performance than scheme-II for both ML and MMSE MUD techniques due to the
decrease in CCI following each (re-)transmission.
iii. For the same number of transmissions, scheme-II achieves marginal throughput
performance gain over scheme-I.
In Chapter 4, a two-hop DF relaying system with HARQ protocols was studied, where
two source nodes communicate with a single destination with the assistance of two relay
nodes. We focused on the scenario in which the direct link between the source nodes
and the destination does not exist due to large physical separation and path loss. A
multi process HARQ retransmission scheme was proposed to increase the throughput
efficiency by allowing simultaneous retransmissions from both source nodes only when
necessary. After completion of each (re-)transmission round during the broadcast phase,
relays were allowed to exchange their decoding outcomes among themselves in order to
avoid unnecessary retransmissions. Simulation results showed that exchanging decoding
outcomes among relay nodes resulted in improved average retransmission rate. Finally,
a novel forwarding strategy was proposed to maximize the number of simultaneous
(re-)transmissions during the relay phase.
In Chapter 5, the performance of the two-hop DF relaying system introduced in
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Chapter 4 was analyzed. First the outage probabilities of each transmission phase
(i.e. the broadcast phase and the relay phase) and then the end-to-end outage prob-
abilities were evaluated for both the simultaneous and orthogonal time division (re-
)transmissions. Finally, the throughput efficiency of the proposed retransmission and
forwarding schemes was analyzed using the renewal-reward theorem. For comparison
purposes, the throughput efficiency of orthogonal time division (re-)transmissions was
also evaluated. The analytical results were found to be almost identical to the simula-
tion results. The analytical results demonstrated that:
i. Orthogonal (time division) retransmission scheme yields better performance in
terms of outage probability than the proposed retransmission scheme.
ii. The e2e outage probability performance of a two-hop DF relaying system in the
absence of a direct path is limited by the outage performance of either the broad-
cast or relay link.
iii. The proposed (re-)transmission schemes achieve higher throughput than the tra-
ditional orthogonal (time division) (re-)transmissions.
6.2 Future Work
Several possible extensions of the research work presented in this thesis are outlined as
follow:
• Throughout the thesis, it is assumed that perfect channel state information (CSI)
is available at the receiver and that the feedback channel is error free with negli-
gible delay. None of these assumptions are realistic, although they are commonly
employed in the literature. Therefore, it would be interested to carry out an in-
depth study of multi process HARQ transmissions with imperfect CSI and feed-
back channel. The derivations in Chapter 5 can be further extended to include
the effects of corrupted and delayed feedback channel for HARQ retransmissions
[92].
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• Multiple HARQ transmission schemes were studied over frequency-flat fading
channels. The extension to frequency-selective fading channels is another poten-
tial prospect of this work. A frequency-selective fading channel may be repre-
sented as a combination of several narrowband channels shifted in the delay do-
main. It is more complicated than the frequency-flat fading channel. Therefore,
designing low-complexity detection approaches for the proposed HARQ trans-
missions over frequency-selective fading channels would be an interesting topic to
address in future.
• For the two-hop DF relaying system (Chapter 4 & 5), we have not investigated
the power allocation between the source nodes and the relay nodes to evaluate
the outage and throughput performance. Recently, adaptive and optimal power
allocation among the nodes is being studied extensively to minimize the outage
probability under a total average transmit power constraint [93, 94, 95]. Since the
overall performance of a cooperative relaying system largely depends on power
allocation schemes [96], therefore designing efficient power allocation scheme can
be of great interest in order to improve the system performance. An interest-
ing possibility is to use the HARQ feedback signal to do some form of power
allocation.
• The throughput efficiency of multi-source and multi-relay cooperative network
can be degraded, if the intermediate nodes operates on orthogonal (time division)
channels. In order to improve the transmission efficiency for such networks, the
relay node can combine the signals received from multiple source nodes through
network coding (NC) and forward a single mixed (i.e. network coded) signal to
the destination(s) rather than forwarding the individual signals separately [97].
Recently, it has been shown that the combination of network coding and HARQ
protocols can result in improved throughput efficiency over traditional HARQ
schemes [94, 98]. An interesting question that could be investigated in future is:
how to use network coding to further improve the performance of our proposed
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multi process HARQ schemes?
• The HARQ retransmission and relay forwarding schemes proposed and analyzed
in Chapter 4 and Chapter 5 considered a two-source and two-relay DF relaying
network. Based on the average throughput numerical results, it can be con-
cluded that extending the proposed retransmission and forwarding schemes for a
system with a large number of source and relay nodes can further improve the
throughput efficiency of a two-hop DF relaying system compared to orthogonal
(re-)transmissions. However, this is not a straightforward extension. Applying
the proposed forwarding scheme in a DF relaying network with more than two
sources and relays becomes a non-trivial task. Therefore, it is important to de-
velop an efficient and simple forwarding scheme for large relay networks that treats
all source nodes fairly and does not require large amounts of extra resources.
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