Abstract: Rough set theory has been one of the most successful methods used for feature selection. However, this method is still not able to find optimal subsets. But it can be made to be optimal using different optimization techniques. This paper proposes a new feature selection method based on Rough Set theory with Teaching learning based optimization (TLBO). The proposed method is experimentally compared with other hybrid Rough Set methods such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Differential Evolution (DE) and the empirical results reveal that the proposed approach could be used for feature selection as this performs better in terms of finding optimal features and doing so in quick time.
Introduction
Feature selection is the process of choosing a subset of features/attributes called 'reduct' from the original set of features which should be sufficient to describe target concepts, retaining a suitably high accuracy in representing the original features. The presence of noisy, irrelevant or misleading features in the real world data makes it very unattractive for analysis to obtain the targeted decisions. The ability to handle imprecise and inconsistent information in real world problems has become one of the most important requirements for feature selection. Rough Set theory [10] [11] [12] which provides a mathematical tool can handle uncertainty and vagueness, discovering patterns in inconsistent data. Rough sets have been a useful feature selection method in pattern recognition [5] . In [2, 18] Bazan et al. and Skowron et al have created a kind of discernibility function from the dataset and simplified to get minimal reduct using minimal cardinality from all possible generated reducts. It has been proved in [18] finding minimal reducts or all reducts both are NP-hard problems and therefore heuristic methods are to be considered.
There are two approaches to rough sets: one is hill-climbing and the other is stochastic. In [7, 8, 20 ] different versions of hill-climbing have been developed, but optimal or minimal reduct could not be found as there exists no perfect heuristic in those methodologies. Some researchers use stochastic approaches like GA, PSO and DE to find the reduct. In Bjorvand et al. [4] and Banarjee et al. [1] Genetic Algorthim (GA) is used to find the optimal reduct. In [3] Yue et al. have developed reduct using Particle Swarm optimization and compared the performance with that of GA. In [16] authors have developed reduct using Differential evolution techniques for various benchmark datasets and compared the results with PSO and GA approaches. It has been found that hill-climbing methods are more efficient when dealing with little noise and a small number of interacting features, but are not assured of optimality. Stochastic methods can provide a more robust solution at the expense of increased computational effort. In this paper, we have used yet onother stochastic approach recently developed, know as Teaching-learning based Optimization (TLBO) [13] to find reduct. The attractive feature of TLBO is based on the fact that unlike other techniques like GA, PSO, and DE it has no parameters for tuning and hence can find the optimal solution in less computational time [13, 14] . TLBO has been recently used in various applications [9, 15, 17] with very fast convergence characteristics. The simulation results in our work reveal that the TLBO approach not only outperforms all other approaches like GA, PSO, DE in terms of producing minimal reduct, but is also able to do so in quicker times. The rest of this paper is structured as follows. Section 2 discusses the fundamentals of Rough Set Theory, in particular focusing on dimensionality reduction. Section 3 presents the Concepts of the Teaching learning based Optimization technique. Section 4 presents the methods of Rough Set theory with Teaching learning based Optimization (RoughTLBO). Section 5 details the experimentation carried out and presents the discovered results. The paper concludes with a discussion on the observations and highlights the scope for future work in this area.
Rough set preliminaries
The fundamental concepts of Rough set theory are presented in [3, 6, [10] [11] [12] . In this paper we present only the portion of Rough set theory required for our work. The benefit of Rough sets is that no additional knowledge except for the supplied data is necessary. The granularity structure of data is used to perform feature selection [19] . Let I= (U, A) represents an information system, where U is the universe having a non-empty finite set of objects and A is a non-empty finite set of attributes. Every a ∈ A determines a function : U → V . If P ⊆ A, there is an associated equivalence relation (known as indiscernibility):
The partition of U generated by IND (P) is denoted U/P. If (x, y) ∈ IND (P), then x and y are indiscernible by attributes from P. The equivalence classes of the P-indiscernibility relation are denoted as [ ] . The indiscernibility relation is the mathematical basis of Rough set theory. Let X ⊆ U, the P-lower approximation PX and P-upper approximation PX of set X can be defined as:
Let P, Q⊆A be equivalence relations over U, then the positive (PSO), negative (NES) and boundary (BND) regions can be defined as:
The positive region of the partition U/Q with respect to P, POS P (Q), is the set of all objects of U that can be certainly classified to blocks of the partition U/Q by means of P. Dependency between attributes, which is an important issue, can be defined in the following way. For P, Q ⊆A, P depends totally on Q, if and only if IND (P) ⊆ IND (Q). That means that the partition generated by P is finer than the partition generated by Q. We say that Q depends on P in a degree 0≤ ≤ 1 denoted P ⇒ Q, if
If k=1, Q depends totally on P, if 0≤ ≤ 1, Q depends partially on P, and if k=0 then Q does not depend on P.
In other words, Q depends totally (partially) on P, if all (some) objects of the universe U can be certainly classified to blocks of the partition U/Q, employing P. In a decision system the attribute set contains the condition attribute set C and decision attribute set
The degree of dependency between condition and decision attributes, γ C (Q), is called the quality of approximation of classification, induced by the set of decision attributes [3] . The goal of attribute reduction is to remove redundant attributes so that the reduced set provides the same quality of classification as the original. A reduct is defined as a subset R of the conditional attribute set C such that
A given decision table may have many attribute reducts, the set of all reducts is defined as:
In rough set attribute reduction, a reduct with minimal cardinality is searched for. An attempt is made to locate a single element of the minimal reduct set Red ⊆ Re d:
The intersection of all reducts is called the core, the elements of which are those attributes that cannot be eliminated. The core is defined as:
Teaching learning based optimization
This optimization method is based on the effect of the influence of a teacher on the output of learners in a class. Like other nature-inspired algorithms, TLBO [13] is also a population based method that uses a population of solutions to proceed to the global solution. A group of learners are considered as the population. In TLBO, different subjects offered to learners are considered as different design variables for the TLBO. The learning results of a learner is analogous to the 'fitness', as in other population-based optimization techniques. The teacher is considered as the best solution obtained so far.
There are two parts in TLBO: 'Teacher Phase' and 'Learner Phase'. The 'Teacher Phase' means learning from the teacher and the 'Learner Phase' means learning through the interaction between learners.
Teacher phase
In our society the best learner is mimicked as a teacher. The teacher tries to disseminate knowledge among learners, which will in turn increase the knowledge level of the whole class and help learners to get good marks or grades. So a teacher increases the mean learning value of the class according to his or her capability i.e. say the teacher T 1 will try to move mean M 1 towards their own level according to his or her capability, thereby increasing the learners' level to a new mean M 2 . Teacher T 1 will put maximum effort into teaching his or her students, but students will gain knowledge according to the quality of teaching delivered by a teacher and the quality of students present in the class. The quality of the students is judged from the mean value of the population. Teacher T 1 puts effort in so as to increase the quality of the students from M 1 to M 2 , at which stage the students require a new teacher, of superior quality than themselves, i.e. in this case the new teacher is T 2 .
Let M be the mean and T be the teacher at any iteration . T will try to move mean M towards its own level, so now the new mean will be T designated as M . The solution is updated according to the difference between the existing and the new mean given by
where T F is a teaching factor that decides the value of mean to be changed, and is a random number in the range [0,1]. The value of T F can be either 1 or 2, which is again a heuristic step and decided randomly with equal probability as
This difference modifies the existing solution according to the following expression
Learner phase
Learners increase their knowledge by two different means: one through input from the teacher and the other through interaction between themselves. A learner interacts randomly with other learners with the help of group discussions, presentations, formal communications, etc. A learner learns something new if the other learner has more knowledge than him or her. Learner modification is expressed as
gives a better function value.
TLBO and rough set-based feature selection (RoughTLBO)
We can use the idea of TLBO for the optimal feature selection problem. Consider a large feature space full of feature subsets. Each feature subset can be seen as a point or position in such a space. If there are N total features, then there will be 2N kinds of subset, different from each other in the length and features contained in each subset. The optimal position is the subset with least length and highest classification quality. Now we put a particle swarm into this feature space, each particle takes one position.
To apply the TLBO idea to feature selection, some matters must first be considered.
Representation of position
We represent the learner's position as binary bit strings of length N, where N is the total number of attributes. Every bit represents an attribute, the value '1' means the corresponding attribute is selected while '0' means not selected. Each position is an attribute subset.
Position Update Strategies
The number of different bits between two learners relates to the difference between their positions. For example, X ( )= . A value of 1 indicates that compared with the best position, this bit (feature) should be selected but is not, which will decrease classification quality and lead to a lower fitness value. Assume that the number of 1's is a.
On the other hand, a value of -1 indicates that, compared with the best position, this bit should not be selected, but is selected. Redundant features will make the length of the subset longer and lead to a lower fitness value. The number of -1's is b. We use the value of (a-b) to express the distance between two positions; (a-b) may be positive or negative. Such variation makes particles exhibit an exploration ability within the solution space. In this example,
In our experimentation, we initially take 0 and 1 bit. However, it was noticed that after several generations the learners converged to a good but non-optimal solution. So learners will adjust positions, searching around the best position. After many tests, we found that the position of learner change to minimum and maximum value across the 0 and 1 in teacher phase as well as in learner phase. So we update position of new generated learner in teacher phase as
Similarly the update position of new generated learner in learner phase as
Fitness Function
We define the fitness function in equation (17):
where γ R (D) is the classification quality of condition attribute set R relative to decision D, |R| is the '1' number of a position or the length of selected feature subset. |C | is the total number of features. α and β are two parameters corresponding to the importance of classification quality and subset length, α ∈ [0,1] and β = 1-α. This formula means that the classification quality and feature subset length have different significance for feature selection task. In our experiment we assume that classification quality is more important than subset length and set α = 0.9, β = 0.1. The high a assures that the best position is at least a real rough set reduct. The goodness of each position is evaluated by this fitness function. The criteria are to maximize fitness values. The proposed RoughTLBO algorithm can be defined in the following way:
1. Define the optimization problem and initialize the optimization parameters.
Initialize the population size (P n ), number of generations (G n ), number of design variables (N), Define the optimization problem 2. Create and initialize a population of P n of N dimensional learners
Using following equation 
End End
Here we represent the learner's position as binary bit strings of length N, where N is the total number of attributes. Every bit represents an attribute, the value '1' means the corresponding attribute is selected while '0' means not selected. Each position is an attribute subset.
Calculate fitness
Determine the fitness value of each learner using equation (17 End for.
Termination criterion.
Stop if the maximum generation number is achieved, otherwise repeat Step 4 until stopping condition is true.
Experiment and results
We run the proposed dimensionality reduction technique to reduce the dataset as lower dimensional dataset.
Experimental setup
The parameters of the algorithms for all examples are defined as follows: the size of the population in GA, swarm size in PSO, particle size in DE and learners in TLBO are set to (int)(10+2*sqrt(D)), where D is the dimension of the position, i.e., the number of condition attributes [3] . In PSO the values of the constants are taken as 1 =1.5, 2 =1.5, =0.75, =20, and for DE, the version chosen is random scale factor version i.e. DERANDSF in which we have chosen
Each experiment was repeated 3 times with different random seeds with taking maximum number of fitness function evaluation for a particular dataset for all algorithms till to converge.
Datasets used
Total 16 data sets are used in this paper, and are taken from UCI Machine Repository and from website http://www.ailab.si/orange/datasets.asp.
Simulation strategy
In this paper, while comparing the performance of our proposed RoughTLBO algorithm with other techniques, we focus on two major issues: as a) ability to ® nd the optimal number of attributes or features and b) computational time required to ® nd the solution. For comparing the speed of the algorithms, the ® rst thing we require is a fair time measurement. The number of iterations or generations cannot be accepted as a time measure since the algorithms perform di•erent amount of works in their inner loops, and they have di•erent population sizes. Hence, we choose the number of fi v ( FE ) as a measure of computation time instead of generations or iterations. Since the algorithms are stochastic in nature, the results of two successive runs usually do not match. Hence, we have taken 3 independent runs (with di•erent seeds of the random number generator) of each algorithm. Finally, we would like to point out that all the experiment codes are implemented in MATLAB 7. The experiments are conducted on a Pentium 4, 1GB RAM, and the system is Windows XP Professional.
Experimental results
To judge the accuracy of the RoughTLBO and other algorithms, we let each of them run for a very long time over every benchmark data set, until the algorithms converge. Then, we note the number of features found. In Table 1 the numbers of optimal features (reduct) is presented for each method and Fig. 1 to Fig. 16 present the convergence characteristics for each simulated dataset against all methods. that RoghTLBO converges much faster i.e. total number of fitness functions evaluati ( FEs) in all most all datasets except few in which all perform equally well. that RoghTLBO converges much faster i.e. total number of fitness functions evaluati ( FEs) in all most all datasets except few in which all perform equally well. GA  PSO  DE  TLBO   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45 46 47 
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In this paper, we investigated the problem of finding optimal reducts using Teach learning based optimization technique. The proposed approach discovered the best feat combinations in an efficient way to observe the change of positive region as the learn 
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In this paper, we investigated the problem of finding optimal reducts using the Teaching learning based optimization technique. The proposed approach discovered the best feature combinations in an efficient way to observe the change of positive region as the learners proceed throughout the search space. We evaluated the performance of the proposed RoughTLBO algorithm with RoughGA, RoughPSO, RoughDE. The results indicate that RoughTLBO usually required shorter time to obtain better results than GA, PSO and DE, especially for large scale problems, although its stability need to be improved in further research. The proposed algorithm could be an ideal approach for solving the reduction problem when other algorithms failed to give a better solution.
