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Abstract
We introduce the RKGL method for the numerical solution of initial-value problems of the form y′=f (x, y), y(a)=. The method
is a straightforward modiﬁcation of a classical explicit Runge–Kutta (RK) method, into which Gauss–Legendre (GL) quadrature has
been incorporated. The idea is to enhance the efﬁciency of the method by reducing the number of times the derivative f (x, y) needs
to be computed. The incorporation of GL quadrature serves to enhance the global order of the method by, relative to the underlying
RK method. Indeed, the RKGL method has a global error of the form Ahr+1 +Bh2m, where r is the order of the RK method and m
is the number of nodes used in the GL component. In this paper we derive this error expression and show that RKGL is consistent,
convergent and strongly stable.
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1. Introduction
The numerical solution to the initial-value problem (IVP)
y′ = f (x, y), y(a) =  (1)
on some interval [a, b] is often obtained using a Runge–Kutta (RK) method [3,4]. These methods are consistent,
convergent, stable and are easily programmed, and, as such, are usually the method of choice for problems as in (1).
It is true, however, that RK methods of high order (more accurate) require greater computational effort [2]. In this
paper we describe a straightforward modiﬁcation to a classical explicit RK method, designed to improve the efﬁciency
of the method. The resulting method is designated the RKGL method, or RKrGLm (this notation will become clear
later).
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2. Terminology, notation and relevant concepts
Here we describe notation, terminology and concepts relevant to the rest of the paper.
• We denote an explicit RK method by
yi+1 = yi + hF(xi, yi). (2)
For example, if we have
k1 = f (x, y), k2 = f
(
x + h
2
, y + hk1
2
)
, (3)
k3 = f
(
x + h
2
, y + hk2
2
)
, k4 = f (x + h, y + hk3), (4)
then
F(x, y) = k1
6
+ k2
3
+ k3
3
+ k4
6
(5)
corresponds to the classical fourth-order RK method.
• The true value of y at xi is denoted by y(xi) and the approximate value of y at xi is denoted by yi .
• The global error i in yi is deﬁned by
yi = y(xi) + i . (6)
• Gauss–Legendre (GL) quadrature on the interval [−1, 1] is given by [1,6]∫ 1
−1
f (x) dx ≈
m∑
i=1
Wif (xi). (7)
Here, there are m nodes on the interval [−1, 1], and Wi are appropriate weights. On an arbitrary interval GL
quadrature is∫ v
u
f (x), dx ≈ (v − u)
2
m∑
i=1
Wif (x˜i) = h
m∑
i=1
Ŵmi f (x˜i), (8)
where Ŵmi (m+1)Wi/2, and h denotes the average length of the subintervals into which [u, v] is subdivided by the
nodes x˜i . We have used the symbol x˜i for the nodes on [u, v] to differentiate from the nodes xi on [−1, 1]; indeed,
x˜i = (u + v + (v − u)xi)/2. However, in the remainder of this paper xi will be used as a generic symbol for the
nodes.
• GL quadrature on an interval using m nodes is denoted by GLm.
• It is a simple matter to show that the error in GLm quadrature is O(h2m+1) (see Appendix).
• The RK method of global order r is denoted by RKr. Such a method has global error O(hr) and local error O(hr+1).
• The method denoted by RKrGLm is a method involving RKr and GLm.
• The parameter p is deﬁned as pm + 1.
3. The RKGL method
In this section we describe the RKGL algorithm. To begin with, consider a subinterval of [a, b] on which discrete
nodes {a= x0, x1, . . . , xm} have been deﬁned. We use RKr to ﬁnd a solution at the m nodes {x1, . . . , xm}. The solution
J.S.C. Prentice / Journal of Computational and Applied Mathematics 213 (2008) 477–487 479
at xpxm+1 is determined from
yp = ym+1 = y0 + h
m∑
i=1
Ŵmi f (xi, yi), (9)
where the sum is a quadrature formula. If we choose the nodes {x1, . . . , xm} such that they are consistent with the
positions of the roots of the mth degree Legendre polynomial on the subinterval [x0, xm+1 = xp], then the quadrature
formula in (9) is the GL formula on [x0, xp], and the Ŵmi ’s are the appropriate weights.
This process is repeated on the next subinterval [xp, x2p] giving
y2p = y2m+2 = yp + h
2m+1∑
i=m+2
Ŵmi f (xi, yi). (10)
Again, RKr is used to ﬁnd {ym+2, . . . , y2m+1}. This process continues until an approximate solution at b is obtained.
Recall that RKr is the explicit RK method of order r.
Essentially, the idea is to subdivide the interval [a, b] into subintervals; to specify nodes in each subinterval consistent
with the roots of a Legendre polynomial; to determine the solution to the IVP at those nodes using RKr; and then to
determine the solution to the IVP at the endpoint of the subinterval using GL quadrature on that particular subinterval.
The general form of the algorithm is
p, t integers, p(=m + 1)ﬁxed, t > 0, (11)
[a, b] =
N⋃
t=1
[x(t−1)p, xtp], (12)
{x(t−1)p+1, . . . , x(t−1)p+m} ∈ [x(t−1)p, xtp], (13)
y(t−1)p+i ← RKr, i = 1, . . . , m, (14)
y(t−1)p+m+1 = ytp = y(t−1)p + h
m∑
i=1
Ŵm(t−1)p+if (x(t−1)p+i , y(t−1)p+i ). (15)
In (12) we simply indicate that the interval [a, b] is subdivided into N subintervals, denoted by [x(t−1)p, xtp]. In (14)
the notation means that y(t−1)p+i is determined using RKr. The weights in (15) have the indicated index because it
is possible that they may differ from subinterval to subinterval. This will happen if the size of the subintervals varies,
which may very well arise if we implement some kind of local error control, although this matter will be considered
elsewhere.
The procedure is outlined in Fig. 1. In this ﬁgure Ht denotes the tth subinterval (Ht[x(t−1)p, xtp]).
Our motive for including the GL step is easily understood: unlike the RK nodes, at each GL node there is no need
to evaluate f (x, y). It is the evaluation of f (x, y) in the numerous stages of an RK method that is the most signiﬁcant
contributor to the computational effort in RK methods. In the RKGL method such effort is required at m/(m+1) nodes
only. Hence, if m is small the saving in computational effort can be signiﬁcant. For example, m = 3 implies a saving
of about 25%.
Nevertheless, an error analysis of RKGL will show that its global error is one order better than that of the underlying
RK method—a fact that allows a reduction in computational effort greater than 1/(m + 1) to be achieved.
Fig. 1. RKGL algorithm for the ﬁrst two subintervals H1 and H2 on [a, b].
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4. Error analysis
To facilitate the error analysis for RKGL, we ﬁrst need to consider the error propagated by the RK method. Let us
integrate the ODE y′ = f (x, y) from xi to xi+1:∫ y(xi+1)
y(xi )
dy =
∫ xi+1
xi
f (x, y) dx (16)
⇒ y(xi+1) = y(xi) +
∫ xi+1
xi
f (x, y) dx = y(xi) + Ii , (17)
where Ii has been implicitly deﬁned. For RKr we have
yi+1 = yi + hF(xi, yi). (18)
Comparing these two equations shows that hF(xi, y(xi)) is an approximation to Ii . Note that we use the exact value
y(xi) in hF(xi, y(xi)). From the very nature of the construction of RKr, we know that the approximation error in
hF(xi, y(xi)) is O(hr+1). In other words,
hF(xi, y(xi)) = Ii + O(hr+1). (19)
From (18) we now have
y(xi+1) + i+1 = y(xi) + i + hF(xi, y(xi) + i ), (20)
where the ’s denote global errors. If we expand hF(xi, y(xi) + i ) in a Taylor series we obtain
hF(xi, y(xi) + i ) = hF(xi, y(xi)) + O(hi ). (21)
Now, i = O(hr) so that
hF(xi, y(xi) + i ) = hF(xi, y(xi)) + O(hr+1). (22)
From (20) we now have
y(xi+1) + i+1 − i = y(xi) + hF(xi, y(xi)) + O(hr+1), (23)
and using (17) and (19) we ﬁnd
i+1 − i = O(hr+1) + O(hr+1). (24)
One of the terms on the RHS represents the approximation error in F when using the exact value y(xi), and the other
represents the error in F when using the approximate value yi . We deﬁne the sum of these terms to be the propagated
error i+1 so that
i+1 − i = i+1 = Li+1hr+1, (25)
where Li+1 is some function (which we shall call the propagated error coefﬁcient) whose value is dependent on (xi, yi)
only, and not on h.
With this deﬁnition the propagated error is simply the difference between global errors at consecutive nodes, and so
m∑
i=1
i = (1 − 0) + (2 − 1) + · · · + (m − m−1) = m, (26)
since 0 = 0.
We also need to study the error in GL quadrature. We have∫ b
a
f (x, y) dx = h
m∑
k=1
Ŵmk f (xk, y(xk)) + O(h2m+1) (27)
for GL quadrature, where we have explicitly indicated the GL approximation error.
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Now, when using RKrGLm we will not be able to use the exact values of y(xk), but rather the approximate values
yk generated by RKr. Assuming yk = y(xk) + k gives
f (xk, yk) = f (xk, y(xk) + k) = f (xk, y(xk)) + O(k). (28)
The quadrature formula (27) becomes∫ b
a
f (x, y) dx = h
m∑
k=1
Ŵmk f (xk, yk) + h
m∑
k=1
Ŵmk O(k) + O(h2m+1), (29)
from which we identify
h
m∑
k=1
Ŵmk O(k) + O(h2m+1) (30)
as an error expression. The ﬁrst term in this expression is the error arising from using nonexact values of f, while the
second term is the usual approximation error. Furthermore, we notice that since the ﬁrst term is multiplied by h, it is
actually of order 1 greater than k .
We may now study the error in RKrGLm. Assume we wish to solve the IVP in (1). The interval [a, b] is subdivided
into N subintervals. Consider the ﬁrst subinterval H1 = [x0, xm+1 = xp]. The nodes {x1, . . . , xm} are determined by
translating the roots of Pm(x), the Legendre polynomial of degree m on [−1, 1], to [x0, xp]. The values {y1, . . . , ym}
have been determined using RKr. The global error i in each of these is given by
1 = L1hr+1,
2 = L2hr+1 + L1hr+1,
... (31)
m = (Lm + · · · + L1)hr+1
using our previous deﬁnition of the propagated error. At this juncture we note the following: since h is the average
separation of the nodes xi on [x0, xp], we have x1 − x0 = 1h, x2 − x1 = 2h, . . . , xm − xm−1 = mh, where the ’s
are appropriate constants (ﬁxed by the value of m). In (31) the factor r+1i has been absorbed into the constant Li , for
each i = 1, . . . , m, a convention we will adopt from now on.
From (30) the error in yp is given by
p = h
m∑
i=1
Ŵmi O(i ) + O(h2m+1)
=
⎛⎝ m∑
i=1
Ŵmi
⎛⎝Cp i∑
j=1
Lj
⎞⎠⎞⎠hr+2 + O(h2m+1) (32)
= A1hr+2 + B1h2m+1, (33)
where Cp is an appropriate constant, A1 has been implicitly deﬁned, and we have written the O(h2m+1) term as
B1h2m+1, in which B1 is independent of h.
The global errors on the second subinterval H2 = [xp (=xm+1) , x2p (=x2m+2)] are
m+2 = Lm+2hr+1 + p ≈ Lm+2hr+1 + B1h2m+1,
m+3 = Lm+3hr+1 + Lm+2hr+1 + p ≈ Lm+3hr+1 + Lm+2hr+1 + B1h2m+1,
... (34)
2m+1 = (L2m+1 + · · · + Lm+2)hr+1 + p
≈ (L2m+1 + · · · + Lm+2)hr+1 + B1h2m+1
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and
2p = h
2m+1∑
i=m+2
Ŵmi O(i ) + B2h2m+1 + p
=
⎛⎝ 2m+1∑
i=m+2
Ŵmi
⎛⎝C2p i∑
j=1
Lj
⎞⎠⎞⎠hr+2 + (h 2m+1∑
i=m+2
Ŵmi p
)
+ B2h2m+1 + p
= A2hr+2 + B2h2m+1 + A1hr+2 + B1h2m+1 +
( 2m+1∑
i=m+2
Ŵmi
)
hp
= (A1 + A2)hr+2 + (B1 + B2)h2m+1 + O(hr+3) + O(h2m+2)
≈ (A1 + A2)hr+2 + (B1 + B2)h2m+1, (35)
where C2p is an appropriate constant, and we have deﬁned A2 and B2 in a similar way to A1 and B1. In general, then,
we have for the (t + 1)th subinterval Ht+1
tp+1 ≈ Ltp+1hr+1 + (B1 + · · · + Bt)h2m+1,
tp+2 ≈ Ltp+2hr+1 + Ltp+1hr+1 + (B1 + · · · + Bt)h2m+1,
... (36)
tp+m ≈ (Ltp+m + · · · + Ltp+1)hr+1 + (B1 + · · · + Bt)h2m+1,
(t+1)p ≈ (A1 + · · · + At+1)hr+2 + (B1 + · · · + Bt+1)h2m+1.
Now consider a point z in the interval [a, b]= [x0, xNp]. Assume that z is the (t +1)th GL node, and that the stepsize
is given by h = h0/M , where h0 is small and ﬁxed. Assume M = 1. Then
1z ≈ (t + 1)At+1hr+20 + (t + 1)Bt+1h2m+10 , (37)
where 1z is the global error at z, when M = 1, At+1 is the mean of {A1, . . . , At+1}, and Bt+1 is the mean of
{B1, . . . , Bt+1}. Now say M is greater than 1. This means that there will now be M(t + 1) subintervals in the interval
[a, z]. Let Mz denote the global error in z when M > 1. Then
Mz ≈ M(t + 1)A˜
(
h0
M
)r+2
+ M(t + 1)B˜
(
h0
M
)2m+1
, (38)
where A˜ and B˜ are appropriate constants. The ratio of these global errors is
Mz
1z
= M(t + 1)A˜(h0/M)
r+2 + M(t + 1)B˜(h0/M)2m+1
(t + 1)At+1hr+20 + (t + 1)Bt+1h2m+10
∝
{( 1
M
)r+1 if r + 22m + 1( 1
M
)2m if r + 2> 2m + 1, (39)
∝
{
hr+1 if r + 12m,
h2m if r + 1> 2m. (40)
The conditions arise since the O(h2m+1) term is assumed to be negligible compared to the O(hr+2) term, if r+2< 2m+1.
If r + 2 = 2m+ 1 the two terms are of the same order, and if r + 2> 2m+ 1 then we assume that the O(hr+2) term is
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negligible compared to the O(h2m+1) term. Eq. (39) indicates that the order of convergence at the GL nodes is O(hr+1)
or O(h2m), whichever has the smaller exponent.
Now say z is an RK node on the subinterval Ht . So, for M = 1,
1z ≈ Lzhr+1 + (B1 + · · · + Bt−1)h2m+1 (41)
= Lzhr+10 + (t − 1)Bt−1h2m+10 , (42)
where Bt−1 is the mean of {B1, . . . , Bt−1} and Lz is an appropriate coefﬁcient. There are t − 1subintervals preceding
Ht . If M > 1 then there will now be at least M(t − 1) subintervals preceding the one that contains z. There could also
be as many as Mt − 1 subintervals preceding the one containing z. We could thus say that there are MQ subintervals
preceding the one that contains z, where t − 1Q t − 1/M . Hence,
Mz = L˜z
(
h0
M
)r+1
+ MQB˜
(
h0
M
)2m+1
, (43)
where L˜z and B˜ are appropriate constants. The important point here is that L˜z is due to propagated error coefﬁcients
and is not dependent on M, only on the number of nodes on the subinterval containing z. The ratio of these global
errors is
Mz
1z
= L˜z(h0/M)
r+1 + MQB˜(h0/M)2m+1
Lzh
r+1
0 + (t − 1)Bt−1h2m+10
,
∝
{( 1
M
)r+1 if r + 12m + 1,( 1
M
)2m if r + 1> 2m + 1,
∝
{
hr+1 if r + 12m + 1,
h2m if r + 1> 2m + 1. (44)
Of course, if it so happens that z becomes a GL node when M > 1, then the result (39) is applicable.
Combining (39) and (44) gives, for the global error at the ith node,
i =
{O(hr+1)
O(h2m)
, (45)
whichever has the smaller exponent. Strictly speaking, we should write i = O(hr+1) + O(h2m), but if the exponents
differ and h is small, then one of these terms will dominate the other.
The most remarkable feature of the error term (45) is that if we choose m so that 2mr + 1, then the global error is
O(hr+1), which is one order better than the underlying RKr method.
Intuitively, it seems that the effect of the GL step is to prevent the RK local error from accumulating, and so the
order of the global error is not reduced by 1, as is usually the case with RK.
5. Consistency, convergence and zero-stability
Consistency, convergence and zero-stability for RKrGLm are easily demonstrated. To begin with, we know that
the RKr method is consistent, convergent and strongly stable, so that RKrGLm is consistent, convergent and strongly
stable at every RK node. Furthermore, the global error at every GL node is O(hr+1)+ O(h2m). This error tends to zero
as h tends to zero, and so RKrGLm is convergent at the GL nodes. It remains to demonstrate consistency and strong
stability at the GL nodes.
From (15) we have
y(t−1)p+m+1 = ytp = y(t−1)p + h
m∑
i=1
Ŵm(t−1)p+if (x(t−1)p+i , y(t−1)p+i ). (46)
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The solution at x(t−1)p+1 is obtained from (x(t−1)p, y(t−1)p) using RKr. We have
y(t−1)p+1 = y(t−1)p + hF(x(t−1)p, y(t−1)p) (47)
and
y(t−1)p+2 = y(t−1)p+1 + hF(x(t−1)p+1, y(t−1)p+1),
y(t−1)p+3 = y(t−1)p+2 + hF(x(t−1)p+2, y(t−1)p+2),
... (48)
y(t−1)p+m = y(t−1)p+m−1 + hF(x(t−1)p+m−1, y(t−1)p+m−1).
These give
y(t−1)p = y(t−1)p+1 − hF(x(t−1)p, y(t−1)p),
y(t−1)p+1 = y(t−1)p+2 − hF(x(t−1)p+1, y(t−1)p+1),
... (49)
y(t−1)p+m−1 = y(t−1)p+m − hF(x(t−1)p+m−1, y(t−1)p+m−1),
from which we obtain
y(t−1)p = y(t−1)p+m −
m−1∑
i=0
hF(x(t−1)p+i , y(t−1)p+i ). (50)
This gives
y(t−1)p+m+1 = y(t−1)p+m + h
(∑
Ŵ
−
∑
F
)
, (51)
where
∑
Ŵ

m∑
i=1
Ŵm(t−1)p+if (x(t−1)p+i , y(t−1)p+i ), (52)
∑
F

m−1∑
i=0
F(x(t−1)p+i , y(t−1)p+i ). (53)
We can write (51) as
y(x(t−1)p+m+1) + (t−1)p+m+1 = y(x(t−1)p+m) + (t−1)p+m + h
(∑
Ŵ
−
∑
F
)
, (54)
where the ’s denote global errors. This gives
(t−1)p+m+1 − (t−1)p+m
h
= y(x(t−1)p+m) − y(x(t−1)p+m+1)
h
+ h
(∑
Ŵ −
∑
F
)
h
. (55)
In the limit h → 0 we have
y(x(t−1)p+m) − y(x(t−1)p+m+1)
h
= − dy
dx
∣∣∣∣
x(t−1)p+m
. (56)
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Moreover, since i = O(hr+1) + O(h2m) at any node xi,
(t−1)p+m+1 − (t−1)p+m
h
= O(hr) + O(h2m−1). (57)
Of course, O(hr) + O(h2m−1) → 0 as h → 0 so that
− dy
dx
∣∣∣∣
x(t−1)p+m
+
(∑
Ŵ
−
∑
F
)
= 0 (58)
as h → 0, which implies consistency.
We may use (46) to study the zero-stability at the GL nodes. The only quantity on the RHS that is determined using
the GL multistep is y(t−1)p; the quantities y(t−1)p+i for i = 1, . . . , m are all determined using RK. Consequently, the
characteristic equation for (46) is
 − 1 = 0, (59)
which means that the GL component of RKrGLm is strongly stable.
6. Numerical example
We will illustrate some of the properties of RKGL by solving
y′ = y
4
(
1 − y
20
)
(60)
on [0, 20] with y (0) = 1. This equation has solution
y(x) = 20
1 + 19 e−x/4 (61)
and is one of the test problems used by Hull et al. [5].
We will use RK2, RK2GL2, RK3, RK3GL2, RK4, RK4GL3, RK5 and RK5GL3 to solve the test problem (note that
the choices of m in these methods satisfy 2mr+1). Error curves (maximum global error vs stepsize h, on logarithmic
axes) for the various methods are shown in Figs. 2–4. In all cases the RKGL error curve lies below the error curve for
the corresponding RK method, indicating the superior performance of the RKGL method.
h
10-3 10-2 10-1
m
ax
 I
ΔI
10-13
10-12
10-11
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2
RK2
RK2GL2
RK3
RK3GL2
Fig. 2. Error curves for the test problem, for the indicated methods.
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h
10-2 10-1
m
ax
 I
ΔI
10-12
10-11
10-10
10-9
10-8
10-7
Fig. 3. Error curves for the test problem, for the indicated methods.
h
0.250.03 0.10
m
ax
 I
ΔI
10-12
10-14
10-13
10-11
10-10
10-9
10-8
10-7
Fig. 4. Error curves for the test problem, for the indicated methods.
Now, we have for the maximum global error max || in RKGL,
max || = |GM |hr+1 ⇒ ln(max ||) = (r + 1) ln h + ln |GM |, (62)
where GM is a global error coefﬁcient, so the order of the RKGL methods may be determined from the slope of the
error curves. Indeed, we ﬁnd 2.996 (∼ 3) for RK2GL2, 3.987 (∼ 4) for RK3GL2, 4.990 (∼ 5) for RK4GL3 and
5.937 (∼ 6) for RK5GL3, all as expected. Additionally, we have solved (60) using RK4GL2 and RK5GL2. Error
curves for these methods are shown in Figs. 3 and 4, respectively. Their orders are found to be 3.989 (∼ 4) and 3.880
(∼ 4), respectively, rather than 5 and 6. This is due to the value of m in these methods, and these error curves clearly
demonstrate the limiting effect of m on the order of RKGL if the condition 2mr +1 is not met. Indeed, if 2m<r +1,
then the order is expected to be 2m, as seen in these two cases.
7. Conclusion
The RKrGLm method for solving IVPs numerically has been described. It involves the incorporation of a GLm
multistep into a classical explicit RKr method, in an attempt to improve the efﬁciency of the underlying RK method.
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We have shown that for a judicious choice of m, the global error in RKrGLm is O(hr+1). Moreover, RKrGLm is
consistent, convergent and strongly stable. A numerical example has demonstrated the properties of RKrGLm. We note
that further work regarding error control and stiffness is necessary; this will be addressed in a future paper.
Appendix
The error in GLm quadrature on [u, v] is
(x) = f
(2m)((x))
(2m)!
∫ v
u
(P˜m(x))
2 dx, (63)
where P˜m(x) is the monic form of the Legendre polynomial Pm(x), and a < (x)< b [6]. Note that
Pm(x) =
m∏
i=1
(x − xi). (64)
Let us assume that xi = u+ ih where h is the average length of the subintervals into which [u, v] is subdivided by
the nodes xi , and i is an appropriate constant associated with each xi . Also, assume x=u+ sh where s is a continuous
variable. If we make these substitutions in (64) we obtain
Pm(s) = hm
m∏
i=1
(s − i ) (65)
and with dx = h ds we ﬁnd
(x) = y
(2m)((x))
(2m)!
∫ m+1
0
h2m(P˜m(s))
2h ds (66)
= O(h2m+1).
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