more GaAs to be sputtered away. This effect has been quantified by an AFM image taken after the gates and sidewalls have been removed. Multiple lines of a 3D AFM image were averaged to obtain the sectional image of Fig. 2 . With a 600nm thick SiO, f i l m and a 10% over etch, a trench depth of 21nm is observed, compared to 2 11 nm of GaAs removed by the combined refractory gate and sidewall etches in the field region. The SiO, etch rate is 19nmimin compared to a GaAs sputter rate of 2 d m i n in the RIE using CHFJO, chemistry. SEM images have not been suitable for quantifying G A S sputter removal owing to resolution limitations, nor has this effect been reported previously.
Because this GaAs sputtering can be detrimental to shallowchannel devices, we have investigated methods for eliminating this effect. The trench could be reduced either by reducing the GaAs exposure to the plasma, or reducing the sputter rate of the GaAs in the plasma. The latter is not a viable approach since sputtering is unavoidable owing to the requirement for anisotropy. To achieve the former, the selectivity of the sidewall etch against GaAs can be increased, or the cusp in the dielectric film can be eliminated. We succeeded in increasing the selectivity by switching to a Si,N, PECVD film and using a SFBCHF, chemistry, thereby increasing the Si,N, etch rate to 8 3 d m i n . As this chemistry also increased the GaAs sputter rate to 9nm/min, no net increase in selectivity resulted. A 2-step etch using the SFJCHF, chemistry for the majority of the etch and CHF,/O, chemistry (with a comparable Si,N, etch rate) near endpoint and during the over etch period resulted in a selectivity increase which was more than fourfold, and virtual elimination of the trench. This is shown in the AFM sectional image of Fig. 3 . The total GaAs removal, which includes the gate etch as well as the sidewall etch, has been reduced to 6nm. No FET results are yet available to quantify the effect of the trench, but negative effects on source resistance and short-channel characteristics are expected. Trench has been eliminated and GaAs sputtering has been greatly reduced Conclusion: GaAs trenches -21nm deep have been observed as a result of a commonly employed sidewall process used for selfaligned GaAs FETs. This trench derived from a cusp in the dielectric deposition over W-based gates as well as a slow SiO, etch rate compared to the GaAs sputter rate. The trench is eliminated by using a higher etch rate dielectric, Si,N,, and a two-step etch chemistry. These results are of potential si&icance in the design and performance of shallow channel GaAs FETs. Introduction: Almost all engineering systems (or plants) are nonlinear in practice. To design a control system for a nonlinear plant, both classical and modern control theories usually require a linearised nominal model of the plant. Linearisation of a nonlinear system is often carried out using a calculus based Taylor expansion around an equilibrium operating point. Such a method is only valid if the nonlinearity of the plant is differentiable in engineering practice. It becomes much more difficult when the plant is a multiple-input and multiple-output (MIMO) system. This linearisation method may only be suitable if the plant operates in a relatively very small or very linear region, the condition of which can often not be satisfied by the variable amplitude control signal. Further, this method of linearisation may result in the loss of some frequency response characteristics of the original system [ 11, which are important to frequency domain based control system design methods. Thus, in this Letter, an automated multivariable system linearisation technique based on system input-output behaviour is developed.
Problem formulation: A laboratory test-rig that simulates liquidlevel regulation systems such as those widely found in chemical or dairy plants is experimented upon in this Letter. It is a coupled nonlinear system as described by the state-space equations
Here, h, and h, are the liquid levels of tank 1 and tank 2, respectively; q, and q2 are input flow rates mapped from the pump voltages; C, = 0.53 and C, = 0.63 are discharge constants; a, = 0 . 3 9 6~~1~ and a, = 0.385cm2 are orifice areas; A = 1OOcm2 is the cross-sectional area of both tanks; and g = 981 cm/sec2 is the gravitational constant. There is a practical constraint imposed on this system by its physical structure, i.e. H3 = 3cm, the minimum liquid level bounded by the height of the orifices. If this two-input and two-output nonlinear system can be linearised, a transfer function matrix model given by may be used to describe the linearised system, where i, j E { 1, 2) and every transfer function element is of the form It is noted that the denominators of all G,(s) should be the same, determining the characteristics or the poles of the linearised system.
To assess how accurately the linearised model performs in the frequency domain, an error norm is usually used. Let L, represent the L,, L, and L, norms in the Euclidean space for x = 1,2 and w, respectively. This norm can further be weighted as given by where GrJ(iok) represents the 'frequency response' data of the nonlinear system under the operating condition concerned W l o ) is the weighting function that allows fitting errors in some chosen parts of the frequency range to have particular emphasis; and N is the number of data points used.
Given a pre-specified order required on the lipearised model, the objective here is thus to obtain an optimal G(s) of multiple parameters that results in the minimum linearisation error as defmed by
If it is required, however, the diagonal and non-diagonal elements may be weighted distinctively. The complexity in obtaining solutions to multimodal problems like this has presented the use of analytical and conventional numerical means [2] . Attempts at solving this important problem have thus been unsuccessful so far.
Evolutionary linearisation: One possible way to obtain numerical solutions to such MIMO system linearisation problems would be to exhaustively search for an optimal answer. This is, however, practically impossible, as an enumerative algorithm requires exponential, as opposed to polynomial, search time and will thus easily break down owing to the high parametric dmensionality of this type of problem. In contrast, the evolutionary algorithm (EA) [2] is a polynomial algorithm that improves tractability and robustness in global optimisations by slightly trading off precision in a nondeterministic manner. Such an algorithm can 'intelligently' explore, without the need of a differentiable or well behaved performance index, a noisy and poorly understood space at multiple points by a population of candidate solutions leading to several globally optimised answers. A basic EA involves three types of operation, namely, selection crossover, (or recombination of parameters), and mutation. In an ordinary EA such as a genetic algorithm (GA), however, the mutation rate is low to avoid the evolution becoming a useless ELECTRONICS LETTERS 4th January 1996 Vol. 32 random search. Conversely, this may result in the 'stagnation problem' when the population evolves to become more homogeneous. Further, a standard GA lacks ability in local exploitation and thus in finding closer optima at each level of search [2] . Therefore, in this Letter, the mutation is realised by midti-point simulated annealing (SA) to achieve a more accurate search and a faster convergence. A similar SA enhanced evolutionary algorithm has been successfully applied to solve time domain linearisation problems Without loss of generality, consider the nonlinear system of eqn. 1 to be linearised to a causal second-order model given by eqn. 2 and eqn. 3 with n = 2 and m 2 1. To reflect practical applications as discussed in the introduction, the linearised model will provide the best fit for a pre-specified operating region around the operating point. This means two DC voltages are first applied to set the steady-state operating (and equilibrium) points and then two bipolar AC voltages with, for example, fS% amplitude relative to the set voltages, are applied. The values of the interested frequency range can be used to determine the 'clock' that generates pseudo random binary sequences (PRBS) such that the PRBS signals can act as additive excitations mainly covering the interested frequency points.
Based on this scheme, studying eqn. 4 again leads to the strategy of using a PRBS signal as the weighting function, as well as the input function. Thus, in eqns. 4 and 5, the task of minimising the errors of transfer is reduced to the task of minimising the output errors. In this study, the interested frequency ranges from 4 x le3 to 4 x 1k2 rad/s, as the plant is relatively sluggish. In the laboratory simulations, the operating point of tartk 1 is set at lOcm and that of tank 2 at 8cm using step input voltages. By holding the input to tank 2 constant, the PRBS signal 11s added to input I and both outputs are collected for evaluating W,(io)G,,(jo) and Wl(io)G21(im). This procedure is repeated for input 2. ] (6) where The frequency response of this linear model is depicted by the dotted lines in Fig. 1 .
(7)
A = s2 + 49.05s + 0.5385
Validation; To validate the linearised model, time domain simulations on the differential equations given by eqn. 1 have been performed, using the fourth-order Runge-Kutta nwmerical integration method. Similar procedures are used to acquire the frequency response data of the cross transfers in the nonlinear MIMO system. Here both output and input data are collected for a longer period of time than before. Then these data are converted to spectra using fast Fourier transforms for the frequency range 3 x le3 rad/s to 5.5 x lez rad/s, over-covering the points of interest. By dividing the magnitudes of the output spectra with those of the corresponding input, the gains of the point-linearised system are obtained. The phases of the system can also be obtained by subtracting the phases of the output from those of the inputs. These are depicted by the solid lines in Fig. 1 . For a better comparison, the frequency responses of the linearised model are also plotted for the augmented range to study how accurate the fitting is outside the linearising frequency range. It can be seen that both magnitude and phase are fitted very accurately, although the minimisation objective given by eqns. 4 eqn. 5 is mainly focused on magnitude.
Conclusions:
In this Letter, evolutionary linearisation techniques have been developed to solve frequency domain system linearisation problems that have had few solutions to {date. The method uses the plant U 0 data directly and requires no derivatives, which cannot often be obtained from a practical nonlinear MIMO system. Further, this method allows linearisation for an entire operating region and for the entire interested frequency range. Such benefits cannot be matched by existing methods. The problem of identifying linear time invariant system parameters from their truncated impulse response data is studied. The authors analyse the algorithm originally proposed by Kung, and later modified by others, which is based on the singular value decomposition of the Hanld matrix. They propose a modified algorithm which generates more accurate results.
Introduction: In this Letter, we study the problem of identification of system parameters from their truncated impulse response data.
In [I] Kung has proposed an algorithm that is based on the singular value decomposition of the Hankel matrix. In [2] this algorithm, and a new version of it, have been studied. We will show that there are some unintended weighting factors m the error function to be minimised by these algorithms. We propose mtroducing a parameter in the computation to reduce the effect of the unintended weighting factors. We demonstrate our method by producing more accurate results using example in [I, 21. Problem formulation: Following the notation in [2] , consider a linear time invariant system described by the following minimal state space representation:
where A E R p x p , b E R p x l and c eRlxp The mpulse response of t h s system is
The system identification problem is as follows given the firct (2n -1) terms of the mpulse response, find the system matrices A, b and c The Kung algonthm proceeds as follows form the followmg nxn Hankel matnx,
where U and V are nxn orthogonal matrices, and S is an nxn diagonal matnx of the smgular values of H, i e. 
For small e(z), d( ) can be appromated as
