Many hierarchically modular systems are structured in a way that resembles a bow-tie or hourglass. This "hourglass effect" means that the system generates many outputs from many inputs through a relatively small number of intermediate modules that are critical for the operation of the entire system (the waist of the hourglass). We investigate the hourglass effect in general (not necessarily layered) hierarchical dependency networks. Our analysis focuses on the number of source-to-target dependency paths that traverse each vertex, and it identifies the core of a dependency network as the smallest set of vertices that collectively cover almost all dependency paths. We then examine if a given network exhibits the hourglass property or not, comparing its core size with a "flat" (i.e., non-hierarchical) network that preserves the source dependencies of each target in the original network. As a possible explanation for the hourglass effect, we propose the Reuse Preference (RP) model that captures the bias of new modules for reusing intermediate modules of high complexity instead of connecting directly to sources. We have applied the proposed framework in a diverse set of dependency networks from technological, natural and information systems, showing that all these networks exhibit the general hourglass property but to a varying degree and with different waist characteristics.
Introduction
Complex systems in the natural, technological and information worlds are often hierarchically modular [41, 49, 53, 60] . A modular system consists of smaller sub-systems (modules) that, at least in the ideal case, can function independently of whether or how they are connected to other modules: each module receives inputs from the environment or from other modules to perform a certain function [4, 10, 71] . Modular systems are often also hierarchical, meaning that simpler modules are embedded in, or reused by, modules of higher complexity [52, 59, 61, 73] . In the technological world, modularity and hierarchy are often viewed as essential principles that provide benefits in terms of design effort (compared to "flat" or "monolithic" designs in which the entire system is a single module), development cost (design a module once, reuse it many times), and agility (upgrade, modify or replace modules without affecting the entire system) [27, 19, 43] . In the natural world, the benefits of modularity and hierarchy are often viewed in terms of evolvability (the ability to adapt and develop novel features can be accomplished with minor modifications in how existing modules are interconnected) [32, 33, 38] and robustness (the ability to maintain a certain function even when there are internal or external perturbations can be accomplished using available modules in different ways) [35, 36, 64] . In information sciences, hierarchical modularity can improve the stability, quality and speed of organizational search tasks (such as product or strategy development) [42, 69] . Additionally, it has been shown that both modularity and hierarchy can emerge naturally as long as there is an underlying cost for the connections between different system units [13, 40] .
It has been observed across several disciplines that hierarchically modular systems are often structured in a way that resembles a bow-tie or hourglass (depending on whether that structure is viewed horizontally or vertically). Informally, this means that the system generates many outputs from many inputs through a relatively small number of intermediate modules, referred to as the "knot" of the bow-tie or the "waist" of the hourglass. 1 This "hourglass effect" has been observed in embryogenesis [12, 50] , in metabolism [39, 67, 75] , in immunology [5, 47] , in signaling networks [65] , in vision and cognition [51, 56] , in deep neural networks [25] , in software architectures [1] , in manufacturing [66] , as well as in the context of general core-periphery complex networks [15, 26] .
The few intermediate modules in the hourglass waist are critical for the operation of the entire system, and so they are also more conserved during the evolution of the system compared to modules that are closer to inputs or outputs [1, 16, 17] . These observations have emerged in a wide range of natural, technological and information disciplines, and so it is reasonable to inquire whether the so-called hourglass effect has deeper and more general roots that are largely domain-independent.
In this paper, we present a quantitative framework for the investigation of the hourglass effect based on network analysis. First, the organization of a hierarchically modular system is transformed into a dependency network, i.e., a Directed Acyclic Graph (DAG) in which vertices represent either individual modules or Strongly Connected Components (SCCs) of interdependent modules. An edge from vertex u to vertex v in a dependency network means that module v depends, in a domain-specific manner, on module u. The input vertices of the dependency network are referred to as Sources and the outputs as Targets. For example, four dependency networks with different qualitative structures are shown in Figure 1 .
The importance of each vertex is quantified with a path centrality metric, defined as the 1 In the rest of this paper, we use the hourglass analogy and terminology. number of source-to-target dependency paths that traverse that vertex. Based on that metric, we propose an algorithm to identify the core of the dependency network, i.e., the smallest set of vertices that collectively cover almost all (say 90%) of all source-to-target dependency paths. After computing the core, we can then evaluate if the given network exhibits the hourglass property or not by comparing its core size with a "flat" (i.e., non-hierarchical) network that preserves the source dependencies of each target. We also present a Reuse Preference (RP) model for the formation of a dependency network, capturing the bias of new modules for reusing intermediate modules of high complexity instead of connecting directly to sources.
We have applied this analysis framework in a diverse set of dependency networks from technological, natural and information systems: the call-graphs of two software systems, the metabolic networks of two species, and the citation networks of US Supreme Court cases for two legal matters (legality of abortion and pension disputes). We show that these networks exhibit the hourglass property but to a varying degree. Further we quantify the location of the waist, relative to sources and targets, and the fraction of vertices in "tendril" paths that bypass the waist. The identified vertices at the waist of each network correspond to well-known important modules in the corresponding systems.
Finally, we discuss the connections between the hourglass effect and related concepts such as the core-periphery structure of many complex networks, the presence of network bottlenecks, and the evolvability and robustness of systems that are hierarchically modular. Together with its theoretical significance, the hourglass effect may also have important practical value, especially in the design of technological systems that are supposed to operate in uncertain or evolving environments.
Related work
The terms "hourglass" and "bow-tie" are often mentioned in the network science literature as well as in other disciplines but in different contexts and some times with different meanings. Typically, the terms hourglass and bow-tie are used interchangeably to refer to systems that have many inputs and many outputs but a relatively small number of intermediate modules that play a critical role in somehow transforming those inputs to outputs. Further, it is often observed that those few modules at the waist are more conserved than the input or output modules, allowing the latter to change more frequently but also constraining the evolutionary trajectories of the entire system [1, 16] .
In the context of networks, the terms hourglass or bow-tie typically refer to directed (but not always acyclic) networks. For instance, the term "bow-tie network" first appeared in the context of the WWW graph, after the 2000 study of Broder et al. [9] . The "knot" of that bow-tie was described as the largest Strongly Connected Component in the graph, which included about 25% of the network's vertices. Similarly, the term bow-tie was also used in the context of metabolic networks, which also have several SCCs [39, 75] . Since then, several directed networks have been described as bow-ties, as long as there is a central SCC with incoming edges from a large input component and outgoing edges to a large output component [46, 11, 58, 70, 18] .
The three previous works that defined the hourglass/bow-tie effect in more precise terms focused on the special case of layered and acyclic directed networks in which edges can only exist between successive layers [1, 2, 22] . In these studies, the hourglass effect is defined in terms of the number of vertices at each layer, and a network is referred to as an hourglass if the width of the intermediate layers is much smaller relative to the width of the input and output layers. The first study [1] proposed an evolutionary model (called EvoArch) for the emergence of the hourglass effect in computer networking protocol stacks; EvoArch captures the creation and competition between modules that perform similar functions and it may be also applicable in other layered technological systems. The second study [2] made the case that the topological structure of developmental regulatory networks (namely that the specificity of regulatory interactions increases during embryogenesis) is sufficient for the emergence of the hourglass effect in that context. The third study [22] showed that a layered and directed network can evolve to a bow-tie structure if the relation between inputs and outputs can be represented with a rank-deficient matrix, and if the mutations in the intensity (weights) of module interactions (network edges) can be modeled as products by a random number (rather than sums).
The previous models and analysis frameworks, however, are not applicable in more general dependency networks. Even if we artificially place vertices in layers based on topological sorting (i.e., sources are placed at the bottom layer, and each vertex is placed at the lowest possible layer so that all its incoming edges are from vertices of lower layers), edges can traverse more than one layer, and targets can appear at different layers. Additionally, a general dependency network may include cyclic dependencies and SCCs of interdependent modules. So, it is not currently known how to define the hourglass or bow-tie property in general hierarchically modular systems and how to identify their waist.
In the context of Directed and Acyclic Graphs, a relevant prior study is [28] . That work had a different focus (not related to the hourglass effect or modeling hierarchical systems) but it considered the same centrality metric (referred to as #P centrality) that we also use, and it analyzed the computational complexity of the problem of identifying the k vertices that have, collectively as a group, the largest #P centrality (referred to as the C 3 MC problem in our work).
Another relevant study is the BowTieBuilder algorithm [65] . That work examined to what extent signal transduction pathways follow the bow-tie structure proposing a centrality metric ("bow-tie score") for each protein in the network, based on the number of sources and targets that are connected with paths traversing that protein. The knot of the bow-tie was defined as the set of proteins with maximal bow-tie score.
The "morphospace" of all possible hierarchical networks was investigated in [14] . The three dimensions of the considered morphospace in that study are "treeness", "feedforwardness" and "orderability". A large number of networks, mostly metabolic, neuronal and language, are shown to fall in the part of the morphospace that corresponds to hourglass or bow-tie networks.
Dependency networks
Suppose that we are given a directed network G 0 that represents a hierarchically modular system. Each vertex of G 0 corresponds to a system module. An edge from vertex u to vertex v means that module v depends on module u. The precise meaning of this dependency relation is domain-specific. In a software system, for instance, modules may represent C functions and edges function calls (function v calls u). In a citation network, the modules may represent research papers or patents and edges some form of information transfer (v cites u). In a mechanical or chemical process, the modules may represent different devices or materials and the edges may represent that the construction (or composition) of a device (material) v requires u as input. Such hierarchical networks are ubiquitous across biology (e.g., food webs), technology (e.g., communication protocol stacks), organizations (e.g., reporting hierarchies), and information systems or social networks (e.g., meme propagation).
In general, the network G 0 may include cyclic relations (referred to as "feedback loops", "recursive calls", etc, depending on the context) between two or more vertices. Each set of such interdependent modules can be identified as a Strongly Connected Component (an SCC is a set of vertices so that every vertex of that set can reach any other vertex of that set). In other words, the modules of an SCC do not have any hierarchical ordering between them; they are all mutually interdependent. To construct an acyclic hierarchical network, we first compute all SCCs of G 0 ; this can be done in linear time using Tarjan's algorithm [68] . Then, we replace every SCC of G 0 with a single super-vertex that corresponds to the set of vertices in that SCC. Any incoming edge to a vertex of an SCC from a vertex outside that SCC becomes an incoming edge to the corresponding super-vertex; similarly, we construct the outgoing edges of each super-vertex from the outgoing edges of the corresponding SCC. The replacement of SCCs with super-vertices transforms the original network G 0 into a Directed and Acyclic Graph G. We refer to G as the dependency network that corresponds to the original network G 0 .
In the rest of the paper, the analysis will be focusing on dependency networks, and the notation will be as follows ( Table 3 in the Appendix lists all our notation). The dependency network G has a set V of vertices and a set E of directed edges. The number of vertices and edges is denoted by V and E, respectively. 2 The in-degree of v is denoted by d in (v) and the set of vertices that point to v is denoted by I(v) (inputs of v). Similarly, the out-degree of v is denoted by d out (v) and the set of vertices that v points to is denoted by O(v) (outputs of v). The ancestors of v is the set of vertices that can reach v, while the descendants of v is the set of vertices that v can reach.
The set S of vertices with zero in-degree are referred to as Sources, while the set T vertices with zero out-degree are referred to as Targets. The set M of remaining vertices represent Intermediate modules. We have that V = S ∪ T ∪ M. When plotting dependency networks, we follow the convention that sources appear at the bottom and targets at the top, and so edges have an upward direction.
A path p(s, t) from a source s to a target t is referred to as a source-target path, or simply ST-path. Focusing on a target t, the set of all ST-paths that terminate at t represent the different "dependency chains" of sources and intermediates that are involved in the formation of t. We focus on all ST-paths that terminate at t instead of all source and intermediate vertices that t depends on. This distinction is important because a source or intermediate vertex v that participates in several ST-paths that terminate at t is more important for t than a vertex u that participates in fewer such ST-paths. For instance, in the context of a citation network the set of ST-paths that terminate at t represents all distinct ways in which the information contained in those source references has been transformed and propagated by intermediate references to finally produce t.
To quantify the topological importance of a vertex in a dependency network we rely on the following metric: This metric has been also referred to as the stress of a vertex [28] . Fig.2 -a illustrates the path centrality of each vertex in a small dependency network. P (v) can be computed in O(E) time, due to the acyclic nature of dependency networks. Suppose that P S (v) is the number of paths from any source to v, while P T (v) is the number of paths from v to any target. P S (v) can be computed in a bottom-up manner: P S (v) = 1 for all sources and P S (v) = u∈I(v) P S (u) for any v that is not a source. Similarly, P T (v) can be computed in a top-down manner: P T (v) = 1 for all targets and P T (v) = u∈O(v) P T (u) for any v that is not a target. It is easy to see that the path centrality of v is simply the product of P S (v) and P T (v),
The path centrality metric can be also interpreted as follows. The number of paths P S (v) from sources to v can be thought of as a proxy for v's complexity: The more ST-paths terminate at v, the more complex is the formation of v from all its ancestors. Sources have minimal complexity (set to one) because they do not depend on anything else. On the other hand, the number of paths P T (v) from v to targets can be thought of as a proxy for v's generality: The more ST-paths exist from v to the set of targets, the more general or common is the function provided by v in the formation of distinct targets. Targets have minimal generality (set to one) because they are not used to form any other module.
Based on these two definitions, the path centrality of a vertex v is the product of v's complexity and generality. This implies that path centrality is a metric that evaluates the topological importance of a vertex in both the upward and downward directions of a dependency network. If the complexity and generality of a vertex are both high, relative to other vertices, that vertex will also have high path centrality. Fig.2-b illustrates the complexity and generality of each vertex in a small dependency network.
The path centrality metric is more appropriate for identifying important vertices in a dependency network than other centrality metrics. The betweenness or closeness centrality metrics, for instance, only consider the shortest paths between two vertices, and so they would not assign high centrality to a vertex that participates in many (but relatively long) ST-paths. Also, the in-degree or out-degree of a vertex is a local metric and it does not capture the positioning of that vertex in the entire dependency network. The Katz centrality metric, on the other hand, does not distinguish between intermediate vertices and terminal (source or target) vertices, and it penalizes longer dependency paths. Some other centrality metrics, such as pagerank or eigenvector centrality [45] , are not appropriate for DAGs.
The core of a dependency network
Intuitively, the core of a dependency network can be defined as a subset of vertices that represent the most central modules in the underlying system. One naive approach would be to rank vertices in terms of path centrality. This approach does not consider however that two or more vertices may be traversed by almost the same set of ST-paths. So, even though they may both have high path centrality, including one of them in the core would be sufficient to "cover" those source-target dependencies.
Instead, we define the core of a dependency network based on the solution of an optimization problem: identify the smallest set of vertices that are traversed by almost all ST-paths -namely, a given fraction τ ≈ 1 of the set of ST-paths. We approach this problem in two steps. First, we consider the problem of computing the most central set of k vertices, when k is given, which has already been studied by Ishakian et al. in [28] . Then, we use an algorithm for the previous problem to identify the minimum-size core for a given fraction τ of ST-paths.
Definition 2 (Coverage of ST-paths). Let P be the set of all ST-paths and R be a set of vertices. P R is the subset of P that traverses at least one vertex in R. The corresponding path coverage of R is defined as:
Problem 1 (Cardinality-Constrained Core with Maximum Coverage -C 3 MC ). Given a cardinality k, identify a setR k of k vertices with maximum path coverage.
The setR k may not be unique but δ R k , denoted asδ k in the following, is the same for all optimal solutions.
The C 3 MC problem is NP-Complete; a proof is given by Ishakian et al. [28] . However, the objective function of the C 3 MC problem is monotonically increasing (obvious) and submodular (proven in the Appendix), and so the following greedy algorithm is guaranteed to produce an (1 − 1 e )-approximation of the optimal solution [44] (the same algorithm was also used in the work of Ishakian et al.)
• Initially, the setR k is empty.
• In each iteration:
1. Compute the path centrality of all vertices. 2. Include the vertex with maximum path centrality in the setR k , and remove it from the network (the case of ties is discussed in § 4.1).
• The algorithm terminates when the setR k includes k vertices.
The run-time complexity of the path centrality computation is O(E) and, in the worst case, we need to recompute the path centrality of all vertices in every iteration of the algorithm. So, the run-time complexity of the previous greedy algorithm is O(k E).
Path centrality ties
We now describe how the previous greedy algorithm breaks ties among vertices that have the same maximum path centrality. Figure 3 illustrates that there are two different types of ties. First, it may happen that the tied vertices are traversed by exactly the same set of ST-paths. This will be the case, for instance, when those vertices are connected in a linear chain (vertices a, b and c in Figure 3 ). Whenever there is a maximum path centrality tie among a set of vertices that are traversed by the same set of ST-paths, we group these vertices as a single Path-Equivalent Set (PES). The elements of a PES are equivalent, in the sense that they all capture the same set of ST-paths; it is sufficient to include any one of them in the core.
Second, there may be a maximum path centrality tie between two or more vertices that are traversed by different sets of ST-paths (for instance, vertices a and d in Figure 3 ). Ties of this type can be randomly broken, as long as it is sufficient to identify a single core instead of enumerating all possible cores. If it is necessary to identify all possible cores, we can consider separately every possible tie-breaker. This creates a tree of possible execution paths in which each leaf corresponds to a candidate core with k elements. Figure 3 : Vertices a, b, c have equal path centrality and they are traversed by the same set of ST-paths. Vertex d has equal path centrality but it is traversed by a different set of STpaths. If there is a tie between the vertices a, b, c, d in an iteration of the core identification algorithm, either the first three vertices will be added in the core as a single Path-Equivalent Set (PES) representing the set {a, b, c}, or only vertex d will be added in the core.
The path coverage threshold τ
In practice, the cardinality of the core is not known a priori. Instead, we can set the cardinality of the core heuristically, as follows.
If it was required that the core is traversed by all ST-paths, the identification of the core would be equivalent to the well-known minimum-cut problem that can be solved efficiently with a max-flow algorithm [54] . However, requiring that the core covers every single STpath is a very stringent condition; we have observed that in real dependency networks there are often some direct ST-paths that do not traverse any intermediate vertices or that do not share common intermediate vertices with most other ST-paths.
So, a more pragmatic definition is that the core of a dependency network should cover at least a fraction τ of all ST-paths, where τ is a given path coverage threshold that will typically be close to one. To compute the core heuristically, we solve the C 3 MC problem iteratively, starting with k=1. The setR k is computed incrementally by adding one more vertex inR k−1 , which requires only O(E) additional operations. The algorithm terminates when the path coverageδ k first exceeds τ . We use the following notation to represent the core of a dependency network for a given τ : the set of vertices in the core is C(τ ), the size of the core is C(τ ), and the path coverage of the core is δ C(τ ) ≥ τ . Note that C(τ ) and δ C(τ ) may not be unique if there were ties during the computation of the core. The core size C(τ ), however, is unique. 5 Hourglass dependency networks 5.1 Network flattening and H-score Informally, the hourglass property of a dependency network can be defined as having a small core, even when the path coverage threshold τ is close to one. To make the previous definition more precise, we can compare the core size C(τ ) of the given dependency network G with the core size of a derived dependency network that maintains the source-target dependencies of G but that is not an hourglass by construction.
To do so, we create a flat dependency network G f from G as follows:
1. G f has the same set of source and target vertices as G but it does not have any intermediate vertices.
2. If a source s is an ancestor of a target t in G, then there is a direct edge from s to t in G f .
Note that G f preserves the source-target dependencies of G: each target in G f is constructed based on the same set of "source ingredients" as in G. However, the dependency paths in G f are direct, without forming any intermediate modules that could be reused across different targets. So, by construction, the flat network G f cannot have the hourglass property.
Suppose that C f (τ ) is the core size of the flat network G f . The core of G f can include a combination of sources and targets, and it would never be larger than either the set of sources or targets, i.e.,
To quantify whether G has the hourglass property, we define the Hourglass Score, or H-score, as follows:
Clearly, H(τ ) < 1. The H-score of G is approximately one if the core size of the original network is negligible compared to the the core size of the corresponding flat network. In the boundary case of τ =1, the core size of the original network is always smaller or equal than the core size of the flat network, and so H(1) ≥ 0. When τ < 1, it is possible to construct networks with C(τ ) > C f (τ ), and so H(τ ) may be negative in general. Figure 4 illustrates the H-score metric.
An ideal hourglass-like network would have a very thin waist, namely a single core vertex that is traversed by every single ST-path (i.e., C(1)=1), and a large number of sources and targets (i.e., a large value of C f (1)). The H-score of this network would be approximately equal to one. 
Vertex coverage and core location
Another property of an ideal hourglass network is that all vertices that participate in STpaths should be reachable from the waist, either in the upstream or in the downstream direction. To quantify this property, we define the vertex coverage metric U C , where C is the core of the given dependency network:
where V ST is the set of vertices that are present in one or more ST-paths, and φ C (v) is equal to one when v is a vertex that can reach, or that can be reached from, at least one vertex in the core C; φ C (v) is zero otherwise. The metric 1 − U C can be thought of as the fraction of vertices in "tendril" paths that bypass the waist.
We can also associate a location with each core vertex, relative to the location of the sources (set to 0) and the location of the targets (set to 1). Specifically, suppose that v ∈ C is a core vertex, and let D S (v) be the average path distance from sources to v, averaging across all paths from any source to v. Similarly, let D T (v) be the average path distance from v to targets, averaging across all paths from v to any target. The location of v can be then defined as:
L(v) varies between 0 (for sources) and 1 (for targets).
We can also calculate an average location for the entire core. The weight of a core vertex v is proportional to the incremental increase δ C(v) of the path coverage of C when v was first included in that core. So, the average location of the core C can be defined as the following weighted average of the location of the core vertices,
A model of dependency network formation
What determines whether a dependency network will exhibit the hourglass property or not? Let us think about this question in the context of Lego-like toys, in which a vertex v corresponds to a Lego module and its incoming edges show which simpler Lego modules are required to put v together. The sources correspond to the given elementary building blocks and the targets correspond to the final objects we want to construct. One extreme approach is to create every target v only from source modules, without reusing any intermediate modules that have been previously constructed. Another approach is to reuse as much as possible intermediate modules, expecting that this will require less work than only using sources. In practice, of course, the design approach is always somewhere in the middle, with more complex intermediate modules or targets constructed from simpler intermediate modules as well as sources.
To understand the implications of this "preference for reuse", we present here a simple, probabilistic model for the gradual formation of a dependency network. The model focuses on how each new vertex selects its incoming edges among the set of vertices that have been previously constructed. Through a single reuse parameter α, the model generates dependency networks in which every new vertex depends on either mostly sources (leading to flat, non-hourglass networks) or on the most recently constructed intermediate vertices (resulting in hourglass networks), or anything in between.
We emphasize that the objective of this exercise is not to create a "universal model" that can generate realistic dependency networks. Our analysis of diverse dependency networks (metabolic, citation, call graphs, and others), shows that the latter can have major differences in terms of their size, in-degree distribution, ratio of sources to targets, ratio of intermediate vertices to sources or targets, etc. So, an attempt to create a realistic and at the same time general-purpose dependency network generator would probably require several parameters.
We refer to the following model as Reuse-Preference or RP-model. There are V vertices that consist of S sources, M intermediates and T targets. The vertices arrive in the network, or they are created, sequentially or in batches, as follows. First, all sources are created at the same time; they represent the elementary modules of the underlying system. Then, the intermediate vertices are created sequentially. Suppose that v is the m'th intermediate vertex that has arrived in the network, with 1 ≤ m ≤ M . We assign vertex v to rank-0, and the previously created m − 1 intermediate vertices to rank-1 through rank-(m-1) (in order of arrival -the oldest intermediate vertex always has rank-(m-1)). The S sources are randomly given ranks m through S +m−1. Note that the ranking changes every time a new vertex is added. The T targets are created in a batch at the end of the network formation process, and they are given the same rank (rank-0). Suppose that we are given the in-degree d in (v) of v. The origin of every incoming edge to v is determined as follows. When the m'th intermediate vertex v is created, it selects the vertices it will depend on probabilistically. In the following, we use the Zipf distribution (but other statistical models could also be used). Specifically, the probability that v will have an incoming edge from a vertex u at rank-r is given by:
The incoming edges to the T target vertices are determined in the same way; note that a target will never by connected to another target because all targets are added in the same batch, having rank-0. Additionally, we artificially exclude the possibility of multi-edges; this is a technicality as long as d in (v) is much smaller than the number of possible connections S + m − 1.
When α = 0 the newly created vertex v selects dependencies uniformly across all earlier vertices. As α increases above zero, v has a preference for more recently constructed vertices, increasing the level of reuse in the dependency network. On the other hand, as α decreases below zero, v has a preference for older vertices, i.e., closer to the sources, decreasing the level of reuse. In the following, we illustrate the behavior of the RP-model with computational experiments. All networks have V =1000 vertices but we vary the proportion of sources, targets and intermediate vertices. The path coverage threshold τ is set to 90%, unless stated otherwise. The in-degree of each vertex is either constant (denoted as "d in =Const(x)") or set to 1 + Poisson(x) where x is the mean of a Poisson distribution (denoted as "d in =1+P(x)"). All results are based on 100 simulation runs, and they are reported with 95% confidence intervals. Figures 6 and 7 show the effect of the reuse parameter α on the core size C(τ ), the Hscore H(τ ), the vertex coverage U C , and the average core location L C . Each graph shows results for seven sets of network parameters, varying the proportion of sources, targets, intermediates, and the in-degree values and distribution. For example, the label S = 2M = 2T means that S=500 and M =T =250 (so that V =1000).
Let us first focus on negative values of α:
a) As α decreases below zero, it becomes more likely that targets connect directly to sources (see the "direct" network of Figure 1 -b or Figure 5 -a). Most intermediate vertices are not included in any ST-path, their path centrality is close to zero, and so they are not included in the core. Instead, the core consists of mostly a combination of sources and targets. To cover the large fraction τ (90%) of these direct ST-paths however, the core needs to include many vertices. For instance, in the scenario M =2S=2T the core has about 160 vertices, while min{S, T }=250. The higher the average in-degree is, the larger the core needs to be (to cover the increased number of ST-paths).
b) The corresponding flat dependency network is similar to the original network in terms of how sources and targets are directly connected, and so it has approximately the same core size; this is why the H-score is close to zero.
c) The vertex coverage is close to one for the following reason: if all ST-paths are direct connections between sources and targets and the core covers a fraction τ of these paths, the vertex coverage will be at least 1 − 2(1 − τ ) because every non-covered ST-path contributes at most two non-covered vertices.
d) The location of the core varies significantly with the network parameters because the core consists of mostly sources and targets. So, if the core consists mostly of sources (as in the T =2M =2S scenario) the core location moves closer to zero, while if the core includes mostly targets (as in the S=2M =2T scenario) the core location moves closer to one. In some simulation scenarios the core location varies considerably with α because the proportion of sources or targets also depends on α.
Let us now focus on positive values of α: a) As α increases above zero, each target or intermediate vertex prefers to connect to vertices "just below it" in the given vertex hierarchy (see Figure 5 -c). So, the ST-paths become longer, and some intermediate vertices get to be traversed by a larger fraction of ST-paths (just based on chance). The vertices with the highest path centrality become the core of the dependency network, and their number gradually drops as α increases.
b) The core of the flat network, on the other hand, is much larger, as in the case of negative α, and so the corresponding H-score approaches to its maximum value (one) as α increases. The transition point, from H(τ ) ≈ 0 to H(τ ) ≈ 1, shifts towards lower values of α as the density of the network increases (see scenario d in =1+P(3)) because the likelihood that few intermediate vertices will acquire much higher path centrality increases.
c) The vertex coverage curves follow an interesting pattern: as α increases from negative values to positive values, U C first decreases and then increases. During the transition from a flat network (H(τ ) ≈ 0) to an hourglass-like network (H(τ ) ≈ 1), it is common for ST-paths to traverse one or more intermediate vertices that are not traversed by many other ST-paths (see the "decoupled" network of Figure 1-c) . So, in that transition range, the fraction 1 − τ of ST-paths that are not covered by the core account for more than 2(1 − τ ) non-covered vertices (because they include one or more intermediate vertices). As α further increases, the core is traversed by an increasing fraction of ST-paths, eventually covering all ST-paths (δ C =1), and so, also covering all vertices that appear in ST-paths.
d) The location of the hourglass waist is gradually converging towards the middle of the dependency network, i.e., L C ≈ 0.5. We should note that the location of a PES is, by definition, equal to the median location of the vertices in that set. So, one reason that the location of the waist converges to 0.5 as α increases is that the waist in that regime often includes a large PES with many intermediate vertices that have locations between 0 and 1.
Finally, Figure 8 shows the effect of the path coverage threshold τ on the H-score. When the reuse parameter α is higher than one, the H-score is practically equal to one independent of τ , meaning that the hourglass property is robustly established. When α is negative or even close to zero, on the other hand, the H-score is typically less than 50% and so those networks clearly do not have the hourglass property, independent of τ . For intermediate values of α, the H-score depends on the selection of τ and on other network parameters, such as the average in-degree.
Case studies
In this section, we apply the previous analysis framework in six dependency networks from three different disciplines: two call-graphs (software engineering), two metabolic networks (biology, biochemistry) and two citation networks (information science). First, we present the corresponding datasets and the process to convert them into dependency networks. Table 1 shows the basic characteristics of the six dependency networks. Note that the networks vary considerably in terms of density, fraction of source or target vertices, and median ST-path length.
Datasets and dependency network construction

Call-graphs
Any non-trivial software system is written in a modular and hierarchical manner: "functions" (or "methods") are defined for distinct processing of tasks, and a function performs its task by calling other, simpler functions. The resulting hierarchy of function calls is re- ferred to as the call-graph of that system. The sources of a software system are elementary functions that do not call any other function, or they are functions that communicate directly with the primitives provided by the underlying hardware (e.g., device drivers) or the operating system. The targets are various applications or utilities that are called by external entities (the human user, other applications, libraries, other systems, etc).
In the following, we analyze the call-graph of two complex and popular software systems: OpenSSH (version 5.2, written in C) and the Apache Math library (version 3.4, written in Java). The source code for OpenSSH was retrieved in a curated form from an earlier study [7] and the call-graph was constructed using CodeViz [23] . For the Apache Math library, we use the Java dependency graph extraction tool [24] . We follow the earlier convention that when a function v calls a function u, there is an edge from u to v. In the case of OpenSSH, the following three functions have very high path centrality, even though their functionality is mundane, and they were removed from the call-graph: main() (included in many C files for testing different parts of the system independently), do log() (used during software development mostly for debugging), and exit() (a wrap-up system call for termination).
The use of recursive programming (i.e., one or more functions forming a loop in the call-graph) creates cycles. As discussed in Section 3, each call-graph is transformed into a dependency network by first partitioning the call-graph in a set of SCCs, and then replacing each SCC with a single super-vertex. The number and size of the super-vertices in each call-graph are shown in Table 1 .
Metabolic networks
Metabolic networks show how individual chemical reactions in the cell are combined to form the complex pathways associated with functions such as glycolysis or the biosynthesis of pyrimidine or purine [48] . There are large databases that provide reasonably accurate and complete metabolic networks for many species [30] . The KEGG database, in particular, has been curated for more than a decade to include all known metabolic reactions that conform with the available sequenced genome information [31] .
In a metabolic network, the products of one chemical reaction can be used as substrates for another chemical reaction. This flow of matter and energy can be represented as a directed network where vertices correspond to metabolites, and an edge from u to v means that there is at least one reaction in which u is a substrate (input) and v is a product (output). Although most chemical reactions are reversible, most metabolic pathways are typically considered to flow in one direction. In the KEGG database, each reaction is associated with the most common direction in a given pathway.
A metabolic network often includes cycles. If two or more metabolites are present in the same cycle, it means that there is no hierarchical ordering between them -they are mutually interdependent. So, as in the case of call-graphs, after constructing the initial metabolic network we replace each SCC with a single super-vertex that represents the corresponding set of metabolites in that SCC. Figure 9 shows a small example of how a given set of chemical reactions can be first transformed to a directed network, and then to a dependency network.
In the following, we present results for the metabolic networks of two organisms: Rattus norvegius (rat) and Macaca mulatta (monkey). Both datsets were retrieved from the 2014 KEGG [31] database. For each metabolic network we only analyze the Largest Weakly Connected Component (L-WCC). The smaller connected components correspond to distinct pathways that do not have any common metabolites with the L-WCC.
SCotUS citation network
Dependency networks can also capture the flow of information, knowledge or legal precedent in research publications, patents, court cases, and so on. Here, we focus on the citation network of court judgments made by the Supreme Court of the United States (SCotUS). We rely on a dataset collected by Fowler [21, 20] that includes all SCotUS cases between 1754 and 2002. Judicial decisions often leverage the precedent of earlier judgments to support their arguments, forming a directed citation network. Following our earlier convention, if a court case v refers to a previously settled case u, there is an edge from u to v. In the case of citation networks, the hierarchy of the dependency network implies a temporal ordering between connected vertices: if there is a path from u to v, u appeared before v.
In this paper, we focus on two legal matters that have been the subject of many SCotUS cases: the legality of abortion and various pension (or benefits) disputes. First, we use the Legal Information Institute [37] of Cornell University's online legal library to find the set of SCotUS cases that focus on each of these two matters. Suppose that X is the set of SCotUS cases that are related to one of these two matters. We construct the corresponding citation network by including all cases in X as well as any other SCotUS case that directly cites, or is directly cited by, a case in X. This expansion of the citation network with cases that do not belong in X is important because the SCotUS decisions about a certain matter may depend on, or they may have influenced, decisions regarding other legal matters.
The selection of sources and targets in a citation network may appear as somewhat arbitrary. This is an important issue that deserves further discussion. The sources and targets of a dependency network should be selected based on the scope, or boundaries, of the underlying system we aim to understand. Considering only parts of that system, or merging it with other systems, can mislead the analysis. For instance, if we want to identify the most significant publications associated with a specific problem in network science, say community detection, it would be incorrect to only consider the citation network of publications that focus on spectral graph partitioning, and it would also be incorrect to consider every publication that relates broadly to graphs or networks. We admit, however, that in some cases it may be challenging to uniquely identify the scope, or boundaries, of a given dependency network; this is a problem that deserves further study.
The two citation networks are acyclic, and so we do not create any super-vertices. Figure 10 shows the maximum path coverageδ k that results from solving the C 3 MC problem iteratively, for increasing value of k, untilδ k approaches 100%. If we set the path coverage threshold τ to 90% (the red dot), the corresponding value of k gives us the core size for that value of τ . Note that all six curves are strongly concave and that almost all ST-paths are covered with a very small number of vertices relative to the size of each network. Table 2 summarizes the key properties of the core of each dependency network for τ =90%. The size of the core C varies from 0.5% to 3% of the network size V . For this value of τ , the H-score is higher than 0.70 in all networks; the citation networks are closer to an ideal hourglass, followed by the call-graphs, while the H-score of the metabolic networks is significantly lower.
Analysis of dependency networks
Because of ties in the computation of the core, we identified 12 distinct cores in the case of the Apache Math library and 6 distinct cores in the Rat metabolic network (the rest of the networks result in a single core). In the case of networks with multiple cores, the last four rows of Table 2 refer to a randomly chosen core. The results, however, are very similar across all cores. Specifically, we computed the Jaccard similarity among all core pairs. In the Rat metabolic network, the average pairwise Jaccard similarity is 86%, while in the case of the Apache Math library the average pairwise similarity is 95%.
The vertex coverage of all networks is between 60-80%, except the pension-related citation network in which the core covers only 40% of the vertices. This is related to the issue we discussed earlier about the selection of sources and targets in citation networks. It turns out that the pension-related network has a large number of sources and targets that are not really related to pension disputes, even though they cite (or they are cited from) a pension-related case. The vertex coverage in this network is lower because many of these sources and targets are not covered by the core.
The average location of the core vertices varies significantly across different networks. Figure 11 shows smoothed histograms (using a Gaussian kernel density estimator) for the location of the core vertices, where each vertex's contribution to the histogram is weighted as in the metric L C . Note that most histograms are unimodal, suggesting that the waist of the hourglass is concentrated in a location range -but that range is different in each network.
Finally, Figure 12 examines the effect of the path coverage threshold τ on the resulting H-score. As expected, if we require that the core covers a higher fraction of ST-paths the core will need to be larger, and the H-score will be lower. In particular, the H-score drops significantly below one only if τ is greater than 80% (for metabolic networks), 90% (for call-graphs), or 95% (for citation networks).
Which are the vertices at the waist of the hourglass?
The complete list of of the vertices in the core of each dependency network, together with a short description, are given in the Appendix of this paper. Here we comment on the qualitative properties of the waist vertices for each network.
The six vertices at the core of the OpenSSH call-graph are shown in Table 4 . They are mostly functions to send and receive network packets, manage IP addresses, and write data in network buffers. This is not surprising given that OpenSSH is a communication-oriented utility that can be used as a secure remote terminal, among other applications.
The Apache Math library has 12 possible cores (that are highly overlapping) and a larger waist that consists of 41 vertices. The top-15 of those vertices are shown in Table 5 . The waist is dominated by Java "constructors" (initializers) of important classes related to vector computations, floating point arithmetic, matrix eigen decomposition, etc, as well as exception handlers for invalid mathematical operations.
The vertices at the waist of the two metabolic networks are shown in Tables 7 and 9. In biochemistry, the following twelve precursors are often considered as the most important metabolites, providing an interface between the different catabolic pathways with the various biosynthesis pathways: Glucose-6-Phosphate, Fructose-6-Phosphate, Glycerone Phosphate, Glyceraldehyde 3-Phosphate, Phosphenol Pyruvate, Pyruvate, Ribose-5-Phosphate, Erythrose-4-Phosphate, Acetyl-CoA, a-ketogluterate, Oxalocetate, and Succinyl-CoA [63, 3, 67] ; it is not clear however if these precursors are equally important for every species or if the previous list should include additional metabolites. In the case of Rat metabolic network, the identified waist includes seven of the previous precursors, plus few more key compounds for the synthesis of enzymes, lipids, fatty acids, etc. In the case of the Monkey metabolic network, several waist vertices are the same with those in the Rat (or similar, in the case of SCCs or PES). Eight of the known precursors are included in the waist.
The vertices at the waist of the two citation networks are shown in Tables 11 and 12. The Cornell Legal Information Institute (CLII) lists several landmark SCotUS cases for every major legal matter in the US [37] . This classification of cases as landmarks is based on input from legal experts. All court cases that appear in the waist of the "abortion" network are also listed as landmarks by CLII. In the "pension" network, five out of the seven waist vertices are also listed as landmarks by CLII.
Conclusions and Discussion
This work proposes a new way to analyze and understand the structure of hierarchically modular networks. The focus has been on how the outputs (targets) depend on inputs (sources), and whether there is a relatively small set of intermediate vertices (core) that almost all dependency paths between sources and targets (ST-paths) traverse. When this is the case, we say that the hierarchical network exhibits the hourglass (or bow-tie) effect, and we refer to the core as the waist of the hourglass.
In more detail, the main points of this work can be summarized as follows. 1. Any hierarchical network with a given set of sources and targets can be transformed into a dependency network (a DAG), by replacing SCCs with individual "super-vertices".
2. The path centrality metric is an appropriate metric for the analysis of dependency networks because it considers all ways (paths) through which a target can depend on a source. 3. The core of a dependency network can be defined as a solution to the problem of finding the smallest set of vertices that are traversed by a given fraction τ (close to one) of all ST-paths. 4. To examine whether the dependency network exhibits the hourglass effect, we can examine the size of its core relative to the core size of a "flat" dependency network that preserves the source-target dependencies of the original network but without relying on any intermediate vertices. 5. A probabilistic Reuse-Preference model of dependency network formation shows that whether a dependency network is an hourglass or not depends heavily on how vertices select the origins of their incoming edges: the resulting network is not an hourglass if there is a strong bias to connect directly to sources, while the opposite happens when there is a strong bias to connect to intermediate vertices that reside "just below" in the given hierarchy. 6. The application of this analysis framework on dependency networks from different disciplines shows that they all exhibit the hourglass effect but to a varying extent and with different waist characteristics (in terms of the location of the waist or the fraction of vertices that are covered by the waist).
The hourglass effect is related, at least at a high level, with various other "bottleneck" network effects that are discussed in the literature under different names. For instance, the term "core-periphery networks" has been broadly used in network science to refer to various static and dynamic topological properties (e.g., rich-club effect, onion-like networks) that result from a dense, cohesive core (but not necessarily small) that is connected to sparsely connected peripheral vertices (but not necessarily organized in an acyclic inputoutput hierarchy) [8, 15, 57] . Another term that is common in both natural and technological networks is "bottlenecks", i.e., a small number of vertices or modules that have a major effect on the function of the entire network due to their central location in the system hierarchy. Such bottlenecks have been observed in gene regulatory networks [6] , in protein networks [74] , in general evolutionary models [29] , among many other domains. Unfortunately, it seems that every study is using a different method to define or identify these core vertices or bottlenecks. An important challenge for future research is to create a unified theory for all these distinct observations and phenomenological explanations.
A related problem is to understand the reasons that many networks in nature and technology exhibit the hourglass effect. Is there a single underlying explanation or are there different mechanisms through which a hierarchical network can acquire this property? In technological networks, the reuse of existing modules has economic benefits in terms of design and implementation cost, and so it may be that the hourglass property results "by design" [72] . In natural networks, on the other hand, are there similar costs that an evolutionary process gradually reduces or should we look for a completely different explanation? The RP-model proposed in this work is probabilistic in nature and it does not consider design or component costs. The model of [22] , on the other hand, captures how a realistic evolutionary process searches for the network that results in a desired input-output (linear) transformation. A more recent work [62] proposes an optimization-based framework, modeling sources as characters and targets as strings, that creates the given targets through the construction and reuse of intermediate substrings.
Models that capture the design or evolution of dependency networks are also needed to understand the connections between the hourglass effect and the evolvability or robustness of hierarchically modular systems. Intuitively, the hourglass effect should allow a system to accommodate frequent changes in its sources or targets (i.e., to be able to evolve as the environment changes) because the few modules at the waist "decouple" the large number of sources from the large number of targets. If there is a change in the inputs (sources), the outputs do not need to be modified as long as the modules at the waist can still function properly. Similarly, if there is need for a new target, it may be much easier (or cheaper) to construct it reusing the modules at the waist rather than directly relying on sources. This is related to the notion of "constraints that de-constrain", introduced by Kirschner and Gerhart in the context of biological development and evolvability [34] . At the same time however, the presence of these critical modules at the waist (the "constraints") limit the space of all possible outputs that the system can generate ("phenotype space"), at least for a given maximum cost. The mechanisms through which the hourglass effect can improve evolvability but also limit the phenotype space is another important open question not only for natural systems but also for evolving technological systems [55] .
Finally, understanding the implications of the hourglass effect for the cost, robustness, and evolvability of designed or technological systems can also have significant practical applications. In engineering, the primary focus is typically on optimality rather than on evolvability or robustness (e.g., design the minimum cost electronic circuit that can perform a given logic function). Such system-wide cost minimizations may appear attractive at first but they typically lead to non-hierarchical (monolithic) designs that are hard to test, evolve, or operate in the presence of failures. On the other hand, hierarchical design often lacks a systematic framework and the tools that would allow the designer to automatically identify, given a set of inputs and a set of outputs, the intermediate modules that would be most reusable. This becomes an even harder problem when we consider that most technological systems need to evolve as the desired functionalities (outputs) and conditions (inputs) often change over time. One approach, which has not been pursued so far to the extent of our knowledge, is to start the design process from the middle, rather than bottom-up or topdown: first design a relatively small number of modules of intermediate complexity that will form the waist of the dependency network. Then, construct these modules based on the inputs, and in parallel construct the outputs based on these middle-level modules. Of course the key challenge in this approach is to develop algorithms and tools that can automatically identify those few central building blocks that will become the modules at the waist of the system. 
Notation
a path from a source s to a target t -an ST-path P (v) path centrality of v P S (v) number of paths from sources to v (complexity of v) P T (v) number of paths from v to targets (generality of v) P set of all ST-paths P R set of ST-paths that traverse a set R of vertices δ R path coverage of R(= P R /P ) R k set of k vertices with maximum path coveragê δ k path coverage ofR k τ path coverage threshold C(τ ) a core (there may be more than one) for a given path coverage threshold τ δ C(τ ) the path coverage of C(τ ) (may be more than τ ) G f the flat network that corresponds to G C f (τ ) the core of the flat network G f for the threshold τ H(τ ) H-score for the threshold τ U C vertex coverage of core C V ST set of vertices in at least one ST-path φ C (v) indicator variable that vertex v ∈ V ST is reachable from, or can reach, at least one vertex in core C D S (v) average distance from any source to v D T (v) average distance from v to any target L(v) location of vertex v L C average location of core C δ C (v) incremental path coverage when vertex v is added in core C α reuse preference exponent din average in-degree An essential for enzyme synthesis.
Acetyl-CoA
A metabolic precursor.
SCC-2
Contains the metabolic precursors: Glycerone Phosphate, Ribose-5-Phosphate, Glyceraldehyde 3 Phosphate.
Phosphatidate
An essential for Lipid synthesis.
SCC-3
These compounds take part in Purine metabolism. {GQ1b, Glycan 9-11}
These compounds take part in Ganglioside metabolism.
Malonyl-[acp]
A key compound for fatty acid synthesis.
Lc3Cer
Aids in biosynthesis of Glycolipids.
GTP
Energy source for metabolic reactions.
Lecithin
A key compound for Cholesterol synthesis.
Levodopa
A key compound for Catecholamines (neurotransmitter) synthesis.
Glutamate
A key compound for cellular protein metabolism. Table 8 . An essential for enzyme synthesis.
Acetyl-CoA
Phosphatidate
An essential for lipid synthesis.
SCC-2
SCC-3
These compounds take part in Purine metabolism.
Lc3Cer
Malonyl-[acp]
Lecithin
A key compound for Cholesterol synthesis. These compounds take part in N-Glycan biosynthesis.
Levodopa
A key compound for Catecholamines (neurotransmitter) synthesis. {Orotidylic acid, SCC-4}
These compounds take part in Pyrimidine synthesis.
2-Oxoglutarate
Octanoyl-[acp]
A key compound for fatty acid biosynthesis. {Aescin, Glycan-832}
These glycans are essential in Glycolysis.
Farnesyl diphosphate
A key compound for Lipid and Cholesterol biosynthesis. Table 9 : The waist of the Monkey (M. Mulatta) metabolic network. SCCs are listed in Table 10 . 
Name Description
Planned Parenthood v. Casey (1992) A "landmark" decision on abortion rights.
Roe v. Wade (1973)
A "landmark" decision in favor of abortion rights with certain restrictions.
Bigelow v. Virginia (1975)
A "landmark" decision on protecting First Amendment right on advertising, where the advertisement in question was on abortion services. Table 11 : The waist of the SCotUS citation network on Abortion cases. Cases labeled as "landmarks" are listed as Historic by the Legal Information Institute at Cornell University.
Name Description
Goldberg v. Kelly (1970) A "landmark" decision that established the full evidential hearing requirement before termination of welfare benefits. Allied Structural Steel Co. v. Spannaus (1978) A "landmark" decision that reinstated pension rights for certain Allied Steel employees.
L.A. Dept. of Water & Power v. Manhart (1978)
A "landmark" decision that stated discrimination in pension contribution requirement based on sex is unlawful. US Railroad Retirement Bd. v. Fritz (1980) A "landmark" decision that reinstated pension rights for certain US Railroad employess.
Johnson v. Robison (1974)
A decision that retained certain benefits for combat veterans.
Hishon v. King & Spalding (1984)
A decision regarding benefit discrimination based on sex.
Helvering v. Davis (1937)
A "landmark" decision defending the constitutional validity of the Social Security Act. 
