Abstract. We relate the argmin sets of a given function, not necessarily convex or lower semicontinuous, and its lower semicontinuous convex hull by means of explicit characterizations involving an appropriate concept of asymptotic functions. This question is connected to the subdifferential calculus of the Legendre-Fenchel conjugate function. The final expressions, which also involve a useful extension of the Fenchel subdifferential introduced in [R. Correa and A. Hantoute, Set-Valued Var. Anal., 18 (2010), pp. 405-422], are then written exclusively by means of primal objects relying on the initial function. This work extends to the infinite-dimensional setting of some related results given in [J.
Introduction.
It is our aim in this paper to provide explicit formulas for the Fenchel subdifferential and the argmin sets of the successive Legendre-Fenchel conjugates of a given extended real-valued function, which is defined on an infinitedimensional real locally convex space. Such formulas will only involve the initial data given by means of the subdifferential and the argmin sets of the initial function. This approach would then avoid the systematic requirement for the explicit calculus on the successive conjugates, which is often a difficult task even when dealing with simple functions. In order to get formulas which are valid in general, avoiding continuity and coercivity restrictions on the initial function or its corresponding conjugate, we introduce an appropriate concept of asymptotic functions. This new object turns out to be very useful within our analysis since it beneficially extends the usual notion of recession functions in the sense of a convex framework. Indeed, it will be shown that it inherits from the recession analysis many useful properties so that it fully characterizes the behavior at infinity of the initial function. Roughly speaking, this concept of asymptotic function will allow us to establish the desired formulas for either the subdifferential of the conjugate or the argmin set of the relaxed problems only by means of the primal data.
Given a function f : X → R, defined on a real locally convex space X, we consider the associated optimization problem and its lower semicontinuous (lsc) convex relaxed problem given, respectively, by
where cof denotes the lsc convex hull, that is, the greatest lsc convex function maximized by the function f on X. This kind of relaxation is very useful in practice, Obviously, the last two expressions above are equivalent, and both give the desired formula for the argmin set of cof , but, from the point of view of technicality, the two issues are completely different. However, the approach using the conjugate instead of cof has benefited from the discovery of new subdifferential calculus rules; see, for instance, [11, 12, 13] . In this respect, it was shown in a recent work [5, Theorem 4 ] that (4) ∂f
for an appropriate enlargement ∂ r L of the Fenchel subdifferential. This last formula can be seen as a duality result in the sense that it allows us to know the impact on the conjugate of given properties on the initial function and vice versa. For instance, one can derive from (4) many characterizations for the Gâteaux or Fréchet differentiability of f * in terms of the behavior of the linear-perturbed optimization problems inf(f + x * ); for related results see [1, 4, 16] . Now, provided that the function f is bounded from below by a continuous affine mapping, we obtain from (4) another characterization of the argmin set of cof , given according to [5, Corollary 8] by (5) argmin(cof ) =
In particular, under quite general continuity and coercivity assumptions, namely, the weak lower semicontinuity of f and the continuity of the conjugate function at a point of its domain (that is, f is asymptotically epi-pointed; see, e.g., [3] , [10] , [21] ), it is established in [5, Corollary 8(iii) ] that the formula above reduces to (6) argmin(cof ) = co (argmin(f )) + N dom f * (θ).
Moreover, in the finite-dimensional setting, according to [5, Corollary 8(iv) ] this last formula still holds if we omit the closure operation from the right-hand side. It is also worth observing that in many circumstances, the domain of the conjugate function, or its normal cone, can be explicitly determined by investigating the behavior of the initial function [3, 21] ; see also Proposition 13. However, despite this fact and the general applicability of the previous formulas, the presence of the dual term involving the domain of the conjugate would nevertheless suggest an inappropriate preponderance of the role of the conjugate function within the above-presented formulas. At this moment, the question we address in the current work is to what extent should the formulas in (4)-(6) be written only by means of primal objects without requiring calculus on the conjugate function? To give an idea of what the desired characterizations would look like and what material should be used, we discuss here two typical and important situations. First, if f is a convex lsc proper function, then its asymptotic (also called recession) function in the sense of convex analysis denoted by g is proper, lsc, and convex so that
In other words, the normal cone to the domain of the conjugate is fully characterized by means of calculus on f via its recession function. Now, if the function f is only lsc and asymptotically epi-pointed, the space X is finite-dimensional, and g is the Downloaded 01/22/14 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php asymptotic function of f in the sense of [6, 8] , then according to [3] the asymptotic (actually recession) function of cog is cog itself, and we have that (8) argmin(cog) = co (argmin(g)) .
Consequently, similarly as in (7) we derive that
and hence the formulas in (4)-(6) can be rewritten so that only direct calculus on f is involved. At this stage, our objective in this paper is twofold. First, we introduce and study an appropriate concept of asymptotic functions which obeys calculus rules like those in (8) and (9) and beneficially extends the classical recession function of convex analysis and of [6, 8] (see also [2, 7, 18, 19, 22] ). Second, we give formulas for the subdifferential of the conjugate function only by means of the primal data and so extend (4)-(6) among other results to the infinite-dimensional setting without making any continuity or coercivity assumptions.
The organization of the rest of the paper is as follows: in section 2, we fix the notation and notions which will be used throughout the paper. In section 3 we recall and comment on the main results of [5] , giving the formulas in (5)-(6) among others. In the same section, we establish and adapt some of these results to the class of positively homogeneous functions. In section 4, we introduce and study the concept of asymptotic functions. Finally, in section 5, we give the desired formulas for the Fenchel subdifferential operator of the conjugate function and the argmin set of the lsc convex hull. We discuss there many special situations regarding the topology of the domain of the conjugate function, the continuity assumptions on the initial function and its conjugate, the topology of the underlying space, etc.
Notation.
In this paper, X and X * are two real locally convex (lc) separated spaces paired in duality by the bilinear form (
When not mentioned explicitly, the topologies on X and X * are compatible with the pairing (in such a way that the dual of X is X * and the dual of X * is X). By σ(X, X * ) and σ(X * , X) we denote the weak and weak* topologies defined on X and X * , respectively; we use the symbol for the corresponding convergence in both topologies. The null vectors in the involved spaces are all denoted by θ, and the convex symmetric neighborhoods of θ are called θ-neighborhoods. We use the notation R := R ∪ {−∞, +∞}, N * := N \ {0}, and
The following notation and preliminary results are standard; see, e.g., the books [14, 20, 23] (for instance, for the indicator function we follow the notation in [14] ). Given two nonempty sets A and B in X (or in X * ) and Λ ⊂ R, we define
By co(A), cone(A), and aff(A) we denote the convex hull, the conic hull, and the affine hull of A, respectively. By par(A) we denote the parallel subspace to aff(A); for instance, par(A) = aff(A) − a for a ∈ A, and so par(A) = aff(A) when θ ∈ A. 
The support and the indicator functions of A are, respectively, the functions σ A : X * → R and I A : X → R + defined by
with the convention
In what follows we shall use the convention (+∞)
is a given function, we use dom f and epi f to respectively denote the (effective) domain and the epigraph of f,
We use f |A to denote the restriction of f on the set A, with the convention that f |A ≡ +∞ when A = ∅. We say that f is proper if dom f = ∅ and f (x) > −∞ for all x ∈ X and positively homogeneous if f (λx) = λf (x) for every λ ≥ 0 and x ∈ X with the convention 0.(±∞) = 0. We denote by cl f the lsc hull of f ; similarly, cl w f denotes the weak lsc hull of f (the epigraph of which is the closure of epi f with respect to the weak topology of X × R). The lsc convex hull (also called lsc convex envelope) of f is the function cof : X −→ R such that epi(cof ) = co(epi f ).
We denote by Γ 0 (X) the set of the lsc convex proper functions defined on X.
is the biconjugate of f . It is known that f * * is the supremum of all continuous affine mappings maximized by the function f on X, and so f * * = cof whenever this last function is proper. For ε ≥ 0, the ε-subdifferential of f is the set-valued mapping ∂ ε f : X ⇒ X * which assigns to x ∈ X the (possibly empty) set 
we denote the set of global ε-minima of f by ε-argmin f ; if ε = 0, we will simply write argmin f. Hence, provided that f * is proper it holds that argmin(cof ) = (∂f * ) −1 (θ). Finally, given another function g, the inf-convolution of f and g is the function
3. Subdifferential of the conjugate via normal cones. In this section, the proposed formulas are of geometric nature and involve the normal cone to the domain of the conjugate function. We shall use the following enlargement of the Fenchel subdifferential introduced and studied in [5] (with the notation ∂ * L f ). We recall that the (lc) topologies on X and X * are compatible with the duality pairing (X, X * ).
,
It is worth recalling that when f ∈ Γ 0 (X), the operator ∂ r f (i.e., when dom f * ⊂ L) coincides with the usual Fenchel subdifferential [5, Proposition 2] . More generally, we always have that (see [ 
since this last set does not depend on L. Also, it is clear in view of the Fenchel inequality that (10) is equivalent to
Following the terminology in [15] , provided that f is convex, the last inequality above means that x * is an infinitesimal subgradient of f at the generalized point {x γ } [17] . In this respect, we added the term "relative" to our definition in order to refer to the way the involved net (x γ ) converges to x relatively to dom f * .
Proof. Indeed, we have that f * (0) = 0 ∈ R and
The coincidence of ∂ r f and ∂f evoked above in the convex case may also occur for not necessarily convex functions. Downloaded 01/22/14 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
and f is weakly lsc. Proof. Assertion (ii) is known (see [5] ). To prove (i) we need only, in view of (11)
Thus, by the current assumption we obtain that
showing that
. In what follows, for function f : X → R and x * ∈ X * we use the notation
is finite and continuous}, (13)
Observe that, according to our current convention (that is, f * |A ≡ +∞ when A = ∅), the last set above can be equivalently written as
This set is slightly different from the one introduced in [5] , given by
and used to get the formula (see [5, Theorem 4] )
Consequently, since we can easily check that
we obtain the following proposition. Proposition 2. Given a function f : X → R, for every x * ∈ X * we have the formula
Hence, provided that X * ∈ F(f ), the following assertions hold true: 
The next result concerns the important case of positively homogeneous functions, where the formulas of the subdifferential of the conjugate are given without the term including the normal cone. It is worth observing that, when f : X → R is a positively homogeneous function bounded from below, then argmin f = {x ∈ X | f (x) = 0} and f * = I ∂f (θ) ; hence, dom f * = ∂f (θ), and so ∂f
In other words, under the positive homogeneity and boundedness from below of f, F (f ) is equivalently written as
we may assume that x * = θ. Also, observe that assertion (ii) is an immediate consequence of (i) together with Proposition 1(ii). Assertion (iii) comes from (ii) as follows: if (argmin f =) (∂f ) −1 (θ) = ∅, then we are done (by (ii)). Otherwise, we have that argmin f = {x ∈ X | f (x) = 0}. To conclude, in view of (ii) it suffices to establish that co(argmin f ) is closed. Indeed, taking into account that argmin f is a cone together with Carathéodory's theorem, we pick a sequence of the form (
But, by the current assumption (epi-pointedness and positive homogeneity of f ), together with Proposition 13, there are w ∈ R n and μ > 0 such that
. . , k} so that, summing up over i and using the Cauchy-Schwarz inequality,
) k converges to u, and so, without loss of generality, for each i ∈ {1, . . . , k} we obtain that
that is, (u k,i ) i is bounded, and so it has an accumulation point u i which belongs to argmin f (invoking the lower semicontinuity of f ). Therefore, v = n i=1 u i ∈ Downloaded 01/22/14 to 200.89.68.74. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php co(argmin f ), as we wanted to prove. To prove (i) we recall that f * = I ∂f (θ) , dom f * = ∂f (θ), and ∂f * (θ) = N dom f * (θ) = ∅. Thus, since cof is also a (proper lsc convex) positively homogeneous function and argmin(cof ) = ∂f * (θ) ( = ∅), we infer that cof = σ dom f * (·) at the same time as (16) inf
(see (11) for the last inclusion.) We choose, invoking the assumption X * ∈ F(f ), vectorz * ∈ ri(dom f * ) and θ-neighborhood V ⊂ X * such that
(recall (15) together with the facts that θ ∈ dom f * and par(dom f * ) = par(dom f * )). We also recall, as a consequence of the condition X * ∈ F(f ), that (see Proposition 2(i)) (18) ∂f
hence, the first inclusion co (
To establish the converse one we need only show that (∂f
for every given vector v * ∈ X * . We begin by studying the case v * ∈ par(dom f * ). For we first verify that (20) (
Indeed, given y ∈ (par(dom f * )) ⊥ , from the relationship f (θ) = −f * (θ) = 0 (see (16) ) together with the obvious fact that θ − y, y * = 0, for all y * ∈ par(dom f * ), by Definition 1 it follows that θ ∈ ∂ r f (y), and so y ∈ (∂ r f ) −1 (θ); that is, (20) holds. Now, going back to (19) 
= +∞, and (19) obviously holds.
The rest of the proof is devoted to the case when v * ∈ par(dom f * ). To proceed
so that T (co(epi f )) = co(T (epi f )). Then, by taking into account Carathéodory's theorem, it follows that 
hence, in particular, when z * = θ it holds that
So, we write
Therefore, (23) leads us to 
Using the Alaoglu-Bourbaki theorem, by taking a subnet if necessary we may suppose that (y i,m ) m (as a net) weak*-converges to some y i ∈ Y * . Let x i ∈ X be such that
On the other hand, we have (as v * ∈ par(dom f * ))
here, the first equality comes from (21) and (22) . Consequently, using the conic structure of (∂ r f )
. Thus, the proof of (19) is finished.
We close this section by giving the following result, which is the counterpart of Proposition 2 and Theorem 3 when the ε-subdifferential is evoked. We recall that for any function f : X → R having a proper conjugate, according to (3), for every x * ∈ X * we have that 
Proof. We fix x * ∈ X * . The inclusion "⊃" is straightforward and follows directly from the definition of ∂ ε f and N dom f * (x * ). To prove the converse inclusion, according to Proposition 2(ii), we need only show that, for every given ε > 0,
, then by the current assumption, int(dom f * ) = ∅, there exists a net (x γ ) γ∈D which converges to x in (X, σ(X, X * )) so that
for all big enough γ. Whence, the conclusion follows by taking limits on γ. Finally, if f is positively homogeneous, then the last formula follows in a similar way by using Theorem 3(i) instead of Proposition 2(ii).
The first conclusion of Proposition 4 may not be true if int(dom f * ) = ∅, as we show in the following example.
Example 2. We consider the set, in R 2 ,
and the corresponding indicator function I A of A so that f * = σ A . In this case, we have that cl(dom f * ) = R − ×{0}, and so int(dom f * ) = int(cl(dom f * )) = ∅. By direct calculation it follows that
and so
Asymptotic analysis.
We introduce and study in this section the promised concept of asymptotic functions. We show that it inherits many of the characteristics of the usual recession functions in the sense of the convex analysis setting, namely, the property investigated in Theorem 7.
Definition 2. Let f : X → R be a given function, and take z * ∈ dom f * 
(assumed nonempty). We call the relative asymptotic function of f the function f
Consequently, by invoking the Fenchel inequality we get
entailing that f ∞ > −∞ and g ∞ ≥ 0. On another hand, if int(dom f * ) = ∅, then for every x ∈ X we obtain that
showing that f ∞ coincides with the usual asymptotic function in the sense of [6, 7] . In this case, the epigraph of f ∞ is given by
In the convex setting, when f is proper, lsc, and convex, f ∞ is nothing else but the usual corresponding recession function.
Proposition 5. Let f ∈ Γ 0 (X) be given, and fix x 0 ∈ dom f . Then f ∞ ∈ Γ 0 (X), and for every x ∈ X we have that
Proof. Let us first observe that f * ∈ Γ 0 (X * ), and so dom f * = ∅, and for every given x, x 0 ∈ X we have
Hence, the first inequality "≥" follows in view of (27). To show the converse one, it suffices to define x k := x + k −1 x 0 , k ≥ 1, and observe that
The following lemma gives some other properties of the relative asymptotic functions, which will be used later on. 
Proof. The positive homogeneity of f ∞ is immediate from Definition 2. To show that f ∞ (θ) = 0 we pick z * ∈ dom f * and x 0 ∈ dom f. Then, by taking y = sx 0 it follows that 
The following example illustrates the concept of relative asymptoticity on some elementary functions.
that is, f ∞ may differ from the asymptotic function used in [6, 8] .
observe that this relationship is not correct in general, also according to Example 3(iv).
(iii) Finally, it follows from Example 3(iv) that, in general, a positively homogeneous function and its relative asymptotic function may be different from each other.
The following theorem provides us with a fundamental property for our analysis. Theorem 7. Let f : X → R be a function such that X * ∈ F(f ). Then, we have that
Consequently, for any given given y ∈ dom f it holds that
Proof. In view of (26) we may suppose that θ ∈ dom f * so that, by the current assumption, par(dom f * ) = par(dom f * ) = aff(dom f * ). Also, observe that the functions f , f * , and cof are proper so that (θ, 0) ∈ epi f ∞ (see Lemma 6) and the last equality in the second conclusion of the theorem holds (see, e.g., [23] ). Hence, by invoking (27) we get co(f
To establish the second inequality it suffices to prove that for any given (u * , μ) ∈ X * × R we have that 
In view of the argument evoked above, in order to establish (29) we need only show that for fixed (x, α) ∈ epi((cof )
To proceed, by taking into account the assumption X * ∈ F(f ) we fixz
We also choose a θ-neighborhood U ⊂ X such that 
we infer that some δ > 0 exists so that Next, by (31) together with the Fenchel inequality, for each m, i ∈ {1, . . . , 4} and z * ∈ V ∩ par(dom f * ) we obtain that 
for some positive constant r (independent of m and i). Therefore, as in the proof of Theorem 3, we show the existence of some x i ∈ X such that (taking a subnet of (γ mλ i,m x i,m ) if necessary)
Whence, since we also may suppose that the corresponding net (γ mλi,m α i,m ) m also converges to some α i ∈ R (recall (35)), we deduce that
Therefore, multiplying (33) by (u * , μ) and using (34) and (37) together with (32), we obtain that
in other words, (30) holds. This completes the proof of the theorem. We deduce from Theorem 7 other useful properties of the relative asymptotic function.
Corollary 8. Let function f : X → R be given, and set L ∈ F(f ). Then the following statements hold: 
Let us verify assertion (iv): we may assume (without loss of generality) that L = X * , so that f σ L = f, and θ ∈ dom f * (recall (26) 
, completing the proof of (iv).
Assertion (v): let x ∈ X be fixed, and assume, without loss of generality, that X * ∈ F(f ). Then, from (11) we get ∂f
and, taking into account (ii), there exists a net (
. Therefore, by invoking (ii) and (iv), the positive homogeneity of f ∞ , and the fact that x * ∈ dom(f ∞ ) * , we obtain that
showing that x * ∈ ∂f ∞ (x).
Final formulas.
In this section, we give the promised formulas for the Fenchel subdifferential of the conjugate function and the argmin set of the closed convexified function by means exclusively of the primal data, namely, the initial function.
Theorem 9. Given a function f : X → R, for every x * ∈ X * we have the formula
Moreover, provided that X * ∈ F(f ), the following hold true:
In addition, if f is weakly lsc, then ∂f 
and so all of the involved formulas hold (with L = X * in case of (i)-(iii)). Hence, in the remainder of the proof we suppose that x * ∈ dom f * , which entails that co(f σ L ) ∈ Γ 0 (X) and, thus,
But, according to Theorem 7, we have that
, according to Corollaries 6 and 8(iii), respectively, from Theorem 3(i) and Corollary 8(v) we obtain that
. Consequently, the desired formula follows by applying Proposition 2. Finally, the statements (i)-(iii) follow in a similar way (with L = X * ) by using Proposition 2. Similarly, as in the previous theorem, based on the formulas in (25), together with its variants corresponding to the cases X * ∈ F(f ) and/or int(dom f * ) = ∅ (see [5] ), and Proposition 4, we give in the following an alternative to Theorem 9 by using the ε-subdifferential.
Theorem 10. Given a function f : X → R, for every x * ∈ X * we have the formula
Next, we give formulas which express argmin cof by means of argmin f and argmin f ∞ . The proof is immediate and follows by using the relationship argmin cof = ∂f * (θ), which holds for functions having a proper conjugate. To put the final formulas into a coherent picture we use the following notation: for L ∈ F(f, θ) we set The conditions in Theorems 9-12 relying on the behavior of f * can be naturally expressed by means of primal objects. For instance, we have the following proposition, which can be proved using the same arguments as in its finite-dimensional version given in [3] ; see also [10] .
Proposition 13. Let f : X → R ∪ {+∞} be such that dom f * = ∅. Then, the following are equivalent:
(i) X * ∈ F(f ) and int(dom f * ) = ∅; (ii) there exists a θ-neighborhood U ⊂ X * together with x * ∈ X * and constant r ∈ R such that f (x) ≥ x * , x + σ U (x) − r for all x ∈ X. 
