Using the asymptotic probabilities of a discrete Markov process as a model for instrumental conditioning when a yoked control is selected, Church and others (Church, 1964; Church & Getty, 1972; Church & Lerner, 1976 ) have shown that it is possible that "individual differences in reactivity to an event, or even moment-to-moment differences in reactivity of a single subject to an event can lead to performance differences between the experimental animal and its yoked control" (Church & Lerner, 1976, p. 440) , and thus lead to the possibly erroneous conclusion that learning may have occurred.
In this theoretical approach, at least two empirically incorrect assumptions were made. The first assumption was that there was no change with the time in the discrete transition matrix used to develop the asymptotic probabilities; thus, Church and his co-workers assume constant asymptotic values which do not change with training. The second assumption was that certain transition probabilities were zero; that is, the transitions between certain behavioral states never occurred (Church & Lerner, 1976) . We term such transitions, to which Church and Lerner assigned a value of zero, "forbidden" (see Table 1 , which is analogous to Using the data of Reep, Eisenstein, and Tweedle (1980) , we analyzed the polygraph records of instrumental avoidance training of 10 sequential pairs of Table 1 Matrix of Transition Probabilities According to the Model of Church and Lerner (1976) t + 1
Note-These transition probabilities are used to generate the asymptotic probabilities defining the theoretical probability of leg insertion or withdrawal (see Church & Lerner, 1976, for details) . S •• S2' S3' and S4 are the behavioral states defined in Table 2 . Numerals 14 are used as symbols for the allowed transition probabilities; numerals 5·8 are used as symbols for the forbidden transition probabilities. *The six transitions that can occur when a continuous method of Markov chain analysis is used and that are assigned zero probability in the model of Church and Lerner (1976) ; note that four of these "forbidden" transitions clearly occur ( positional (P, or experimental) and random (R, or control) cockroaches (see Horridge, 1962 , for terminology); there are clear temporal trends to these transition probabilities, and some of the forbidden transitions definitely occur. In our empirical analysis, we assumed a Markov process which is continuous in time rather than discrete, as Church and Lerner did, because this assumption is more appropriate when one is dealing with experimental data in which there is a clear temporal trend due to the fact that one records all the transitions which actually occur rather than only a subsample of them. Because we assumed a continuous process, aU interstate transitions were counted; if a discrete process had been assumed, only transitions occurring between the beginning and end of an arbitrary time interval would have been counted. Furthermore, if one assumes a discrete process, then transitions from any given state to that same state may occur, whereas, in a continuous empirical analysis, transitions from any given state to that same state cannot occur. Hence, the SI to SI~ Sl to Sl, S3 to S3, and S. to S. transitions never occur in our data presented in Table 2 , whereas they are possible in the model of Church and others as summarized in Table 1 . Because of our "continuous" as opposed to "discrete" approach, there were six theoretically for-..
• FORBIDDEN Figure 1 . Plol of Ibe number of IraDsitions per minute for Ibe finl 7 min of inslrumenlal avoidance leg-lifllrainlng In lhe beadless cockroacb. The data were galhered from 10 sequentiaUy lrained positional (P) and random (R) pllirs. In aU cases, Ibe number and, lberefore, rate of IraDsition dedines with time. Figure 1A sbows Ibe lransltions "aUowed" in Ibe Markov model proposed by Cburcb and olbers 10 explain apparenl Inslrumenlal avoidance learning wben a yoked conlrolls used. Figure 1B sbows bidden transitions; these are marked by asterisks in Table 1 . Of these six, four clearly occur (see Figure 1 and Table 2 ) and the remaining two may occur occasionally (see Table 2 ). In summary, our analysis of the cockroach experimental data clearly indicates that (1) several of the transition probabilities "forbidden" in the theoretical analysis of Church et al. do in fact occur (Table 2) , and (2) there is a distinct temporal trend to these transition probabilities suggesting that the behavior of headless cockroaches changes as a function of training (Figure 1) .
Although these changes in transition probabilities are not definitive proof that learning has occurred, they are entirely consistent with the concept that learning has occurred in the headless cockroach using a yoked control in instrumental avoidance conditioning.
