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Abstract
In recent years, there has been an increasing interest in data compression for storage
and data transmission. In the field of audio processing, various flavors of transform
coders have successfully demonstrated reduced bit rates while maintaining high audio
quality. However, there are certain coding artifacts which are associated with trans-
form coding. The pre-echo is one such artifact. Pre-echoes typically occur when a
sharp attack is preceded by silence.
This thesis examines the factors which contribute to a pre-echo, and discusses the
method of pre-echo detection and reduction implemented on the MIT Audio Coder
(MIT-AC) real-time system. The MIT-AC uses an adaptive window selection al-
gorithm to switch between long and short transform windows. Long windows offer
higher coding gains and greater frequency selectivity, while short windows reduce the
length of a pre-echo. Due to temporal masking effects, pre-echoes which are suffi-
ciently reduced in duration become inaudible to the human ear. Thus, by switching
between long and short windows, the MIT-AC is able to maintain high coding gain
while reducing the pre-echo effect.
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Title: Professor of Electrical Engineering
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Chapter 1
Introduction
Transform coding, in conjunction with psycho-acoustic modeling, is a common tech-
nique used to compress digital audio [4, 1, 2, 5]. Yet the use of such a technique can
lead to a coding artifact known as a "pre-echo". Pre-echoes typically appear in tran-
sient situations, situations where silence is broken by a sharp attack. For example,
firecrackers, chimes and castanets all produce sharp attacks which can generate pre-
echoes. Quantization noise added by the coding process is normally hidden within
the signal. However, the coder assumes stationarity over the window length, an as-
sumption which breaks down in a transient situation. The noise is unmasked in the
silence preceding the attack, creating an audible artifact called a pre-echo. Looking at
the waveform in the time domain, a pre-echo shows up as noise preceding the attack.
To the human ear, this has the effect of blurring the attack, making it less sharp. In
most cases, the attack is even preceded by a short hissing noise.
If the length of the noise can be shortened to under 5ms, psycho-acoustic exper-
iments tell us that the noise will not be audible to the human ear. Using a shorter
transform window shortens the length of the pre-echo. Therefore, one alternative is
to use shorter windows for coding. Unfortunately, short windows also have poorer fre-
quency selectivity and poorer coder efficiency than long windows. A more reasonable
solution is to use an adaptive window length algorithm which normally uses longer
8
windows but can switch to shorter windows in a transient situation.
In order for the adaptive window length selection to be effective, the algorithm
must be able to look ahead and detect potentially troublesome passages. To this end,
a simple detector was designed to find sharp transients in the audio waveform. The
detector divides the audio into small sections and calculates the variance within each
section. In a transient situation, the variance suddenly increases from one section
to the next. So if the detector compares a section of audio with previous sections
and finds a large increase in variance, the detector concludes it has found a transient
that may lead to a pre-echo. The coder then switches to short windows to reduce the
length of the pre-echo, rendering the artifact inaudible.
In order to reduce or eliminate pre-echoes it is of course useful to understand the
factors that interact to produce a pre-echo. And in order to understand where these
limitations come from, it is important to first understand the basic algorithm of a
transform coder. Therefore, chapter 2 looks at transform coding and the different
factors that contribute to pre-echoes. From there, chapter 3 discusses some methods
for eliminating or reducing the pre-echo effect. In particular, chapter 3 details the
adaptive window selection algorithm implemented on the MIT Audio Coder (MIT-
AC). The results presented in chapter 4 show that the algorithm succeeds in reducing
the duration (and thus the audibility) of pre-echoes. Chapter 5 closes with with some
conclusions and offers suggestions for future work.
9
Chapter 2
Transform Coding & the Origin of
Pre-Echo
A pre-echo is an artifact that arises from the transform coding process. Therefore,
it is important to look at the general algorithm of a transform coder. Having done
that, the rest of the chapter will examine the three factors which contribute to the
formation of a pre-echo, namely the quantization noise, the window length, and the
stationarity of the audio signal.
2.1 Transform Coding
In the discussion of pre-echo it is useful to understand the basic transform coding
algorithm. The encoder accepts digital audio at a given sampling rate. A section
of this digital audio is windowed and transformed into the frequency domain using
some form of short-time spectral analysis. The encoder then determines the level of
precision with which to quantize the different transform coefficients. The quantized
coefficients get transmitted to the decoder which inverts the process in order to recon-
struct the signal. The coder then windows and processes the next section of audio.
For the purposes of discussion, the remainder of the chapter occasionally refers to
10
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Figure 2-1: Raised Cosine Window
the specifics of the MIT Audio Coder (MIT-AC) as a general example of a transform
coder.
2.1.1 Windowing
Given digital audio (for example, 16 bits/sample at 48 kHZ sampling rate), the first
step is to window the signal. MIT-AC multiplies a section of digitized audio with the
1024-point raised-cosine window shown in figure 2-1. The particular transform used
by MIT-AC requires each windowed section to overlap with the two adjacent sections
by 50% as demonstrated in figure 2-2. Therefore, while each processed segment is
1024 samples in length, the effective processing rate is only 512 samples per segment.
2.1.2 Spectral Analysis
MIT-AC uses a single-side band, critically sampled filterbank, known in the literature
as Time-Domain Aliasing Cancellation (TDAC) transform [8], to analyze a windowed
segment of audio. The TDAC (or any other transform) analyzes the audio segment
by transforming the time domain signal into transform domain coefficients. This
represents the signal as a linear sum of weighted basis functions, where the basis
functions represent the different frequencies of the filter bank, and the transform
11
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coefficients represent the weightings for these basis functions. It is important to note
that the basis functions span the length of the window. In other words, if the window
is 1024 samples long, then each basis function will also be 1024 samples long. It will
be shown that this contributes to the formation of pre-echoes.
2.1.3 Psycho-Acoustic Modeling and Quantization
The spectral analysis transforms the signal into the frequency domain where the coder
uses psycho-acoustic models to determine levels of quantization. Psycho-acoustic
experiments [10, 9] have shown that a loud tone at any particular frequency tends to
mask noise in neighboring frequencies within the same critical band. This stems from
the physical workings of the inner ear. Critical bands are approximately logarithmic
in length and correspond to lengths of the basilar membrane in the inner ear. A
tone at a particular frequency will stimulate nerve endings at a specific location
along the membrane. In this way, the membrane acts as a spectral analyzer. As
the tone increases in volume, neighboring nerve endings, to a lesser extent, are also
stimulated. This means that a loud tone at a given frequency tends to mask noise
at near-by frequencies. The coder takes advantage of this fact by first dividing the
spectrum into frequency bands which closely approximate the critical bands of the
ear, and then calculating the effects of masking using the largest coefficient within
each band.
There exists a curve that describes the "just audible" threshold of noise as a
function of frequency [11]. To this basic level, the coder adds the calculated effects
of masking to produce a noise floor like the one shown in figure 2-3. This curve
represents the maximum amount of noise that will be inaudible to the average human
ear as a function of frequency. By allocating an increasing number of bits to encode
a coefficient, the quantization noise at that frequency is reduced. The coder allocates
bits to the different transform coefficients in an attempt to minimize the audible
quantization noise by closely matching or remaining under this noise floor. Under
13
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Figure 2-3: Noise Floors: "Just-Audible" Threshold; Masking Due to Large Signal at
1 kHz. Adopted from [5].
certain circumstances, the quantization noise which is introduced at this stage, even
if it remains below the noise floor, can lead to an audible artifact called a pre-echo.
The transform domain representation of the signal covers a wide dynamic range.
High frequency coefficients tend to be small compared with low frequency coefficients.
Quantizing all the coefficients on the same scale would require a large number of bits
for any reasonable degree of accuracy. Fortunately, the magnitude of the coefficients
varies slowly with respect to frequency. Within a critical band, the coder determines
the largest coefficient and scales all the other coefficients in the band with respect to
this largest coefficient. This helps maximize the effectiveness of allocating another
bit to the quantization of a coefficient. For a given number of bits, a large coefficient
will be quantized with a large absolute error. However, a large coefficient represents
14
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a large amplitude contribution at that frequency. This means that more noise will be
masked by the large signal, so it is usually acceptable that more quantization noise is
present at this frequency. Unfortunately, in a pre-echo situation this no longer holds
true and the fact that the quantization noise is proportional to the signal strength
contributes to the audibility of the artifact.
2.2 Factors Which Contribute to Pre-Echo
In order to create a pre-echo, the conditions must be just right. The audio signal must
be fairly non-stationary with respect to the window length and must be energetic
enough to create a large absolute level of quantization noise.
2.2.1 Quantization
As discussed earlier, the quantization algorithm takes advantage of psycho-acoustic
models to hide noise within the existing signal. These models divide the frequency
spectrum into critical bands, and calculate a noise floor based on the largest coefficient
within each band. After calculating the noise floor, the coder allocates bits to the
transform coefficients. The more bits allocated to a transform coefficient, the more
accurately the coefficient is coded. The error between the magnitude of the transform
coefficient and its quantized representation contributes to the quantization noise.
The total quantization noise is the linear sum of weighted basis functions, where the
weightings are the quantization errors of the different coefficients. Therefore, since
the basis functions span the length of the window, the quantization noise also spans
the entire length of the window. This becomes a problem when the audio signal
becomes highly non-stationary.
As mentioned in the previous section, the coefficients in a critical band are scaled
to the largest coefficient within that band. This means that for a given level of quan-
tization (e.g. 3 bits per coefficient), a large coefficient will have a larger quantization
15
error than a small coefficient. So large energy signals will have more quantization
noise than small energy signals. This should not be a problem since large energy
signals can mask more noise than small energy signals. However, under certain cir-
cumstances, this too can contribute to a pre-echo.
2.2.2 Window Length
The choice of window length involves a trade-off between temporal and frequency
resolution. A longer window offers better frequency resolution at the cost of reduced
temporal resolution. The idea is to find a window length that produces the required
frequency resolution without sacrificing the temporal resolution. Furthermore, it is
convenient if the window is a power of two in length. This facilitates the transform
calculation which uses a Fast-Fourier Transform (FFT) algorithm.
Frequency Resolution
The length of the MIT-AC window was originally chosen to be 1024 samples in
order to allow the use of psycho-acoustic modeling. With a 1024-point window and
a sampling frequency of 48 kHz, the spectral analysis has a frequency resolution of
approximately 46.875 Hz and a range of 24 kHz. The high frequency resolution is
necessary to effectively shape the quantization noise so as to be inaudible. A shorter
window results in poorer frequency resolution which makes it difficult to accurately
model the effects of tonal masking. The problem is that the critical bands at the
lower frequencies are only 100 Hz wide. That means that there are only 2 coefficients
per critical band for the first couple of bands. Using a shorter window could mean
that one coefficient would represent more than one critical band. At that point, it
is impossible to calculate inter-band masking and the coding advantage gained from
using psycho-acoustic models is lost. On top of that, the coding of shorter windows is
less efficient due to some fixed overhead. For these reasons, it can be more desirable
to use longer windows for transform coding.
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Temporal Resolution
While a long window may be necessary for frequency resolution, it does not always
offer the necessary temporal resolution. In the absence of quantization, the coder
offers perfect reconstruction of the signal, regardless of the window length. In that
case, there is no reason not to use a longer window. However, with quantization,
the use of a shorter window length can become useful. In order to take advantage of
tonal masking of quantization noise, the coder assumes the audio signal varies slowly
in character with respect to the window length. The longer the window, the less likely
this assumption will remain true. This is important because the basis functions of the
transform span the length of the window. This means that the quantization noise also
spans the length of the window. If the audio signal is highly non-stationary across
the window, the noise may become unmasked in low energy sections. The shorter the
window, the more stationary the signal will be over that window. Furthermore, the
quantization noise within that window will be shorter in duration.
2.2.3 Waveform
A pre-echo usually occurs when a quiescent passage is disturbed by a sharp transient.
Examples of such an event include a chime or a castanet being struck or a guitar string
being plucked. Figure 2-4 shows the waveform of a castanet being played. Such a
waveform, in conjunction with the window length and the quantization, leads to a
pre-echo. To see how this happens, let us see what happens when the coder processes
this passage.
The encoder windows this segment of audio in a manner similar to that shown in
figure 2-5. Part of the segment contains a very low energy signal while the rest of
the segment contains a very energetic signal. A fairly sharp transition exists between
the low and high energy sections. As mentioned before, the signal, when analyzed, is
broken down into a linear sum of basis functions. The frequency spectrum is divided
into critical bands and a noise floor is calculated. Up until this point no information
17
Figure 2-4: Original "Castanet" Waveform
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Figure 2-5: Possible Windowing of "Castanet" Waveform
has been lost. Given the transform coefficients, the decoder could exactly reconstruct
the original signal.
Using the noise floor as a guide, the coder allocates bits to the coefficients. The
coefficients are then scaled and quantized. Here is where the quantization noise is
added to the signal. The decoder performs an inverse transform on the quantized
coefficients in order to synthesize a signal similar to the original. The processed
signal differs from the original by the quantization noise. As already mentioned, the
quantization noise spans the length of the window and is scaled to the energy of the
original signal strength. Since the segment shown in figure 2-4 has a large signal
strength due to the transient, the noise is also going to be fairly large. Normally, the
18
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signal will be pseudo-stationary across the window, and the noise will be masked by
the original signal. However, in this case, the noise will only be masked in the large
signal portion of the window, while the noise in the quiescent portion will add an
audible artifact to the leading edge of the transient. This pre-echo often manifests as
a short hiss preceding the attack, or as a dulling of the attack itself.
19
Chapter 3
Pre-Echo Reduction
Psycho-acoustic experiments have demonstrated a temporal masking effect in which
a large signal will mask noise both preceding and following the signal. The preceding
masking time is limited to approximately 5 ms [3, 7]. Noise which occurs less than
5 ms before a loud sound will be masked to some extent. If the sound is loud with
respect to the noise, then the noise will be inaudible. So if the quantization noise,
which gives rise to a pre-echo, can be shortened to less than 5 ms, the pre-echo will
become inaudible.
3.1 Background
The MIT-AC pre-echo reduction algorithm draws on work previously done trying to
optimize the temporal/frequency resolution trade-off. While such work does not aim
to address the pre-echo artifact in particular, it does attempt to deal with a general
problem of which pre-echo is a more specific case. One approach is to use shorter
windows which trade frequency resolution for temporal resolution. Another approach
is to use multiple window sizes, choosing an appropriate length for each segment of
audio.
20
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Figure 3-1: Block Lengths for ABS Algorithm
3.1.1 Short Windows
The shorter the window, the better the temporal resolution. Sharp features in the
time domain are well preserved using such a window. This is useful in the case of
a pre-echo since the pre-echo is a blurring of a sharp temporal feature. However,
windows that are too short are fairly unattractive for audio coding. There are two
main reasons for this. First of all, for a given bit rate, the coder can do a better job
coding a long segment versus a short segment. Secondly, the frequency resolution of
a short window is poor compared to the resolution of a long window. At discussed
earlier, it becomes difficult to effectively apply psycho-acoustic masking models at
low frequency resolutions.
3.1.2 Adaptive Block Size
In Adaptive Block Size (ABS) coding, each section of audio is processed using several
different window lengths and the resulting waveforms are compared on the basis of
some metric, such as the Signal to Noise Ratio (SNR). The waveform with the "best"
metric is chosen.
For example, a coder might use three block sizes (window lengths), 1024, 512, and
256. For computational purposes, the blocks are all powers of two in length. The unit
block length is 1024 meaning that 1024 samples are processed at a time. Therefore, a
unit block consists of one 1024-point block, or two 512-point blocks, or four 256-point
blocks as illustrated in figure 3-1.
ABS has the advantage of finding the appropriate time/frequency trade-off for each
segment of audio. Segments with rapid time-varying features will have a larger snr
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when processed with shorter windows than with longer windows. Therefore, shorter
windows will be chosen for the processing. Segments which are more stationary will
benefit from the coding gain to be had using longer windows. The resulting increase
in snr will cause the coder to choose long windows for processing.
Unfortunately, using ABS coding has a couple of drawbacks. For one thing, it
involves an increased number of calculations. For each window length used, the coder
must go through all the coding steps normally associated with one window length.
An ABS coder using four different window lengths involves approximately four times
the number of calculations that a fixed window length coder needs. This can become
prohibitively expensive in terms of computation cycles, requiring faster processors or
multiple processors in order to run in real-time.
3.2 MIT-AC Solution
Using a modified ABS algorithm, the MIT-AC takes advantage of the psycho-acoustic
phenomenon of temporal masking in order to hide pre-echoes. Experiments predict
that low level noise, which precedes a large signal by less then approximately 5 ms,
will be masked by the signal. A window 5 ms in length or shorter guarantees that the
quantization noise for any particular audio segment will be limited in duration to less
than 5 ms. In order to maintain the high coding gain offered by the use of frequency
masking models, MIT-AC uses long windows for most of the processing, switching to
shorter windows only when a sharp transient is detected.
3.2.1 Temporal Masking
Psycho-acoustic experiments have demonstrated that the human ear exhibits tempo-
ral as well as frequency masking [3, 7, 10]. A large amplitude tone burst masks noise
preceding as well as following the tone. However, the level of noise which remains
masked in the backward masking case falls off rapidly when the noise precedes the
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tone by more than 5 ms. By contrast, noise which follows a tone burst is masked for
a much longer duration. Typically, forward masking will hide a significant level of
noise for up to 200 ms following a tone burst. So, even though a sharp attack pro-
duces quantization noise both preceding and following the attack, forward masking is
guaranteed to render any trailing noise inaudible due to the long masking duration.
This is why transform coders do not have to worry about a corresponding "post-echo"
artifact.
3.2.2 Adaptive Window Length Algorithm
A shorter (256-point) raised-cosine window was designed. For a 48 kHz sampling
rate, the window is approximately 5 ms in length. Therefore, any pre-echo that
occurs will be limited in duration to less than 5 ms, and should thus be inaudible.
However, as mentioned in the discussion on window length, the short window can not
be used in general due to its poor frequency resolution. If audio is coded using only
short windows as opposed to long windows, the quality of the processed version is
significantly degraded.
However, the short window is useful for limiting the duration of pre-echoes. There-
fore, an adaptive window length scheme was proposed and implemented on the real-
time system. The coder uses the longer 1024-point window by default, but switches
to the shorter 256-point window when a potential pre-echo situation arises. This
requires the use of transition windows as shown in figure 3-2. The transition win-
dows were designed to easily fit into the existing algorithm. For this reason, they
are 1024 samples long. Four short windows also have a periodicity of 1024 samples.
This allows the coder to always processes the signal at the same rate, which elim-
inates the need for complex buffering at the input (and output). The windows fit
together as shown in figure 3-3. Figure 3-4 shows a few of the schemes that could
have been used to transition to and from shorter windows. However, none of these
maintains a constant input-samples-per-frame processing rate, and would thus require
23
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complex buffering and substantial modification of the code structure. Furthermore,
the window lengths were chosen to be a power of two which allows the use of an FFT
algorithm in calculating the transform.
The same long window algorithm is used to code each of the four short windows.
Each short segment is windowed and transformed. The effects of inter-band masking
are ignored since they can not be accurately modeled at this frequency resolution. In-
stead, bit allocation and quantization are simply based on the "just audible threshold"
noise floor. Since a segment that would normally be processed with a long window
is instead processed with four short windows, approximately one-fourth the bits are
given to each. After each short window is processed individually, the information
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from all four is packed into one frame and transmitted to the decoder.
3.2.3 Detector
In order to use an adaptive window length scheme, the coder must use some criterion
to decide which window length is appropriate. The Adaptive Block Size algorithm
described at the beginning of the chapter, if applied to the MIT-AC, would require
coding each segment of audio with both long and short windows and then comparing
the two processed results. The processed segment with less audible noise would be
chosen. This method turned out to be too computationally expensive to run on the
real-time system. Therefore, a different approach was used. A detector was designed
to examine the incoming audio signal for transients which could potentially lead
to pre-echoes. Upon detecting a transient, the coder transitions to short windows,
precluding any possible pre-echo from occurring.
Since the MIT-AC was already running a fairly computationally intensive algo-
rithm, the detector needed to remain simple. The detector looks ahead for potential
pre-echo situations, situations where a fairly silent passage is followed by a sharp
transient. While not all such cases will necessarily lead to a pre-echo, many cases
that do lead to a pre-echo, fall into this category. The detector implemented looks
for a sudden, large increase in the variance. It does this by dividing the signal into
blocks, calculating the variance within each block and comparing the variance with
the variance from the preceding blocks. If the variance increases significantly over a
short time period, then the detector instructs the coder to transition to short windows
in order to reduce the pre-echo.
3.2.4 Problem With Detector
During testing, it became apparent that there were special cases which the detector
did not catch. In particular, a sharp, high frequency transient added to a low fre-
quency signal did not trigger the detector, yet still produced a pre-echo. An example
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of such a signal might be a kettle drum and a chime being played at the same time.
The detector calculates the variance in an attempt to locate a transient, but the
variance remains fairly constant since the large amplitude, low frequency kettle drum
tends to dominate the waveform. However, the chime produces a high frequency
transient which gives rise to a pre-echo during the coding process. The human ear is
more sensitive to high frequency transients than to low frequency transients, so the
pre-echo is still audible over the kettle drums.
3.2.5 Filtering
The detector was modified to trigger in such a case. The signal is high pass filtered
before the variance is calculated. Any sharp transient will contain significant high
frequency components which are preserved after filtering. However, low frequency
signals are filtered out, making it easier to detect transients.
The high pass filter used is shown in figure 3-5. It was empirically derived and is
limited to 5 taps due to limited real-time processing power. Simulations show that
more accurate results can be obtained using filters with a larger number of taps.
Even with 5 taps, the effect of filtering is readily apparent. The filtered waveform
in figure 3-6 shows a significant increase in the variance over a short time span,
whereas the unfiltered signal does not. Without filtering, the detector would miss
this transient, and would code this segment using a long window, which could create
a pre-echo.
3.3 Implementation Issues
There were a couple of implementation issues that had to be dealt with, in order to
incorporate the adaptive window length scheme into the real-time MIT-AC system.
Careful thought went into the design of the short window and the transition windows
in order to maintain a steady processing bit-rate. Micro-code had to be optimized in
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Figure 3-6: Comparison Between Filtered and Unfiltered Versions of "Kettle Drum
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order to free up more processing time for the adaptive window algorithm. Compro-
mises had to be made in terms of detector complexity and filter length. These were
issues that had little or nothing to do with the theory behind the coding, but that
impacted the MIT-AC algorithm from an implementation standpoint.
3.3.1 Real-Time System
The real-time system uses Motorola DSP chips (MM96002) on PC boards made by
Ariel. These boards plug into a host PC. The PC is used to down-load programs and
supply power to the boards, as well as monitor the results of processing. All of the
actual algorithm work takes place on the plug-in boards. As such, the algorithm is
limited in complexity by the memory and processing capabilities of the boards and
not the PC. Since the original algorithm (using only long windows) already used most
of the processing power of the DSP chip, it was important to incorporate the adaptive
window length algorithm with as little added complexity as possible.
3.3.2 Window Lengths
The original algorithm processed 1024 samples at a time while buffering 512 new
samples per frame. This means that two blocks of samples, one old and one new, are
processed together. The old block is discarded, the new block becomes the old block,
and another 512 samples are buffered in to become the new block. This buffering
reflects the fact that each window is 1024 samples long and overlaps adjacent windows
by 50%. Figure 3-7 shows that window 1 uses block A and block B while window 2
uses block B and block C.
Ideally, changing to different window lengths will not affect this buffering routine.
Extra computation time would be required to break apart the 512 blocks and recon-
struct blocks of arbitrary size. Therefore, the new algorithm should still process 1024
samples per frame and should advance 512 new samples per frame. Using 256-point
windows, this is a fairly straightforward extension. Figure 3-8 demonstrates this
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Figure 3-7: Processing with 512 Samples Per Block
scheme using only short windows. As can be seen, each frame covers 1024 samples
and advances by 512 samples per frame. This requires processing 4 short windows
per frame. Note that even though not all 1024 samples are processed per frame (the
points at the beginning and end of the frame are zeroed out), these samples are
covered by windows in adjacent frames.
This scheme can be substituted for the long window scheme without changing the
buffering, but in order to transition between long and short windows, special "tran-
sition windows" are needed. In order to conform to the constraints of the TDAC
transform, the transition windows need to overlap adjacent windows properly. Fig-
ure 3-4 shows some possible transition windows. However, only one of these, window
(b), fits in with the scheme chosen for the short windows. Note that the transition
window is 1024 samples in length. This means that the transition window can be
substituted for the long window without changing any of the remaining coding steps.
Figures 3-9 and 3-10 demonstrate the transition to and from short windows.
3.3.3 Micro-code Optimization
The adaptive window length algorithm required more processing time than the orig-
inal single-window-length algorithm. When the new code was down-loaded and run
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Figure 3-8: Frame by Frame Windowing: Using Only Short Windows
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Figure 3-9: Frame by Frame Windowing: Transitioning to Short Windows
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on the real-time hardware, it became apparent that the encoder occasionally used up
more processing time than allotted. Every 10.66 ms 512 new samples are buffered
in, ready to be processed. Without some dynamic buffering scheme, each and every
window needs to be processed in 10.66 ms or less. Otherwise, the encoder goes over
real-time, gets out of synch with the input data flow, and transmits errors to the
decoder.
So in order to run the new code on the real-time system, optimizations had to be
made with respect to speed. Several sections of code were targeted for optimization.
These were often fairly simple routines or loops that were called on repeatedly. Com-
pact micro-code was written to replace the less efficient code compiled down from C.
This was enough to allow the new algorithm to run without going over real-time.
3.3.4 Filter Length
By the time the detector was modified to include the filtering, all the obvious, and
easy optimizations to the code had already been made. Saving any more cycles would
have been a difficult and time consuming task. Due to lack of time, the filtering was
implemented as well as possible given the constraints of the processing time available.
This meant limiting the filter to 5 coefficients in length. While this reduced the
effectiveness of the filter, the end result was still good enough, and the savings in
programming time large enough to justify this trade-off.
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Chapter 4
Results
The algorithm was simulated in C and various waveforms were analyzed in Matlab.
Furthermore, modifications were made to the real-time system to implement the
transient detector and the adaptive window length selection. The results of both the
simulation and the real-time system indicate that the algorithm successfully reduces
the duration of pre-echoes to the point where temporal masking makes them inaudible.
The detector triggers more often than necessary, but in the instances where it does
over-trigger, there are no noticeable degradations.
4.1 Simulation Results
Figure 4-1 shows some of the results of simulations. The quantization noise is no-
ticeably shorter in duration when the coder uses short windows. Figure 4-2 shows a
segment of audio, and the processed versions (using both long and short windows).
The waveforms on the right show the filtered version of each. The filtering reveals
the high-frequency pre-echo and the reduction of the pre-echo using short windows.
Once again, notice that the noise is shorter in duration. Using high-pass filtering, the
encoder is able to detect and adapt to potential pre-echo situations even when the
sound consists of a high frequency transient hidden under a larger amplitude signal.
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Figure 4-1: Simulation Results Processing "Castanet" Waveform
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4.2 Real-Time Results
The real-time system was modified to implement the algorithm. Audio material,
known to have previously created pre-echoes on the fixed-window algorithm, was run
through the adaptive window system. Pre-echoes were no longer evident or were
greatly reduced in passages where previously they had been fairly pronounced. This
perceptual testing involved several hours of listening to critical audio material to
evaluate the effectiveness of the algorithm as well as to make sure that the coder
was not introducing any unforeseen artifacts. Various other audio materials were also
selected and used to exercise the system. In all cases, back to back comparison of the
original and the coded versions demonstrated a high degree of perceptual fidelity.
4.3 Detector Over-Triggering
The detector sometimes triggers during passages where one would not expect a pre-
echo to develop. However, even though the detector falsely triggers, the subsequent
transition to short windows does not seem to adversely affect the perceptual quality of
the signal in these few cases. Figures 4-3 through 4-5 show some example waveforms
of cases where the detector triggers unnecessarily. Once again, the original signal
is shown on top, followed by the version coded with long windows and then the
version coded with adaptive windows. The filtered versions of each are shown on
the right. Looking at these pictures, several things become obvious. The filtered
version of the original waveform clearly shows a high frequency transient. So in this
respect, the detector is actually doing the correct thing by flagging this as a potential
pre-echo problem. In fact, looking at the filtered version of the waveform processed
with long windows, the quantization noise is quite apparent. When processed with
long windows, no artifact is audible because the quantization noise is either below
the absolute threshold of hearing or because other components in the signal are loud
enough to mask out the noise. So while the short windows do not really hide noise
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Figure 4-3: Simulation Results Processing "Chime" Waveform
(the noise would have already been inaudible), they also do not add any new artifacts,
and the perceptual audio quality is maintained.
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Chapter 5
Conclusions
5.1 Summary
Transient waveforms, window length, and psycho-acoustic bit allocation and quantiza-
tion interact to produce pre-echoes in transform coders. Given this type of transform
coding and the desire to achieve high compression ratios, there are a limited number
of approaches that can be used to deal with pre-echoes. It is clearly unrealistic to con-
strain the input audio to pseudo-stationary waveforms, and the coder needs to take
advantage of psycho-acoustic modeling in order to maintain low bit rates. Therefore,
the transform window length is the easiest factor to modify.
While short transform windows are effective in limiting the audibility of pre-
echoes, their poor frequency selectivity makes them unsuitable for applications that
require high perceptual quality at low bit rates. Therefore, an adaptive window al-
gorithm was developed to combine the advantages of long and short windows. Long
windows have the frequency selectivity needed to effectively employ psycho-acoustic
modeling. In the presence of a highly transient waveform, the coder is able to tran-
sition to short windows which limit the pre-echo to the realm of inaudibility.
In order for the adaptive window algorithm to be effective, the coder must be
able to detect potential pre-echo situations. To this end, a detector was designed
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to search for transients. The detector calculates the variance of a small section of
audio and compares it to the variance of preceding sections. If the variance suddenly
increases by a large amount, the detector concludes it has found a transient. High
pass filtering allows the detector to look for sharp transients even in the presence of
large amplitude, low frequency noise.
The transient detector and adaptive window length algorithm were implemented
on the MIT-AC real-time system. Critical listening tests confirmed the elimination of
audible pre-echo artifacts. The coder switched to short windows during transients and
pre-echoes which had been previously noted at these locations were no longer audible.
There are situations where no pre-echoes were previously noted in a passage, but the
detector now instructs the coder to switch to short windows. However, in these cases,
there is still no audible degradation of the signal. The MIT-AC thus demonstrates
that a computationally inexpensive adaptive window algorithm can effectively deal
with pre-echo artifacts.
5.2 Future Work
5.2.1 Detector Improvements
Simulations indicate that better detectors can be designed using a larger number of
coefficients for the high pass filter. More work can be done in the area of filter design
as well as other methods of transient detection. In the real-time system, lack of more
processing time precludes implementing a larger filter. Therefore, work can be done
on further code optimizations with the goal of freeing up processing power to allow
the use of a more complex detector.
5.2.2 Signal Representation
As described earlier, the representation of the signal in the transform domain is very
important to the coding process. The length of the window helps determine the
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frequency resolution of the representation. More importantly, the type of transform
used determines the actual representation of the signal. For instance, coders using the
Hierarchical Lapped Transform (HLT) do not suffer from the same pre-echo problem
that most transform coders encounter [6]. Switching to such a representation requires
more processing power, but excludes the occurrence of a pre-echo. Work could be
done trying to implement different transform representations on a real-time system.
5.2.3 Buffer Feedback
A more complex buffering system could also help reduce pre-echoes. Buffer feedback
allows the coder to assign a variable number of bits for use in coding a frame. By
using fewer bits to code an "easy frame", more bits can be used to code a "difficult
frame". Using buffer feedback, the coder could allocate a larger number of bits to a
frame which covers a sharp transient. The increased number of bits would help code
the signal more accurately and would thus help reduce any pre-echo.
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