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ABSTRACT 1 
Schistosomiasis control in sub-Saharan Africa is enacted primarily through mass drug 2 
administration; predictive models can play an important role in filling knowledge gaps in the 3 
distribution of the disease. Previous modeling approaches have used localized cross-sectional 4 
survey data and environmental data typically collected at a discrete point in time because 5 
temporal data for schistosomiasis are rarely available. We used 8 years of monthly 6 
schistosomiasis data as reported to Ghana’s national surveillance system to assess the 7 
relationship between case counts and remote sensing data over space and time. Furthermore, we 8 
stratified the analysis by three major and nine minor climate zones, defined using a new climate 9 
classification method. We observed a downward trend in the reported disease rates (~1% per 10 
month) for all climate zones. Seasonality was also present, with two peaks (March and 11 
September) in the north of the country, and a single peak (July) in the middle of the country. 12 
Low disease rates were observed in December/January. The seasonal patterns of the 13 
environmental variables and their associations with reported incidence varied across the defined 14 
climate zones. Precipitation consistently demonstrated a positive association with disease 15 
outcome, with a 1-cm increase contributing to a 0.3-1.6% increase in monthly reported 16 
schistosomiasis rates. Our approach offers a way to use routine surveillance data to examine 17 
spatial and temporal patterns in reported disease counts and associations with environmental 18 
conditions. Surveillance of neglected tropical diseases in low-income countries often suffers 19 
from incomplete records or missing observations. However, with systematic improvements, 20 
these data could offer opportunities to analyze disease patterns with wide geographic coverage 21 
and varying levels of spatial and temporal aggregation. The approach can serve as a decision 22 
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support tool and offers the potential for use with other climate-sensitive diseases in low-income 23 
settings.  24 
INTRODUCTION  25 
Schistosomiasis affects over 200 million people worldwide, with approximately 779 million at 26 
risk of infection (Steinmann et al. 2006), although these numbers likely substantially 27 
underestimate the true disease burden (King 2010). Africa contributes 97% of the global cases of 28 
schistosomiasis (Steinmann et al., 2006); Ghana is one of the most heavily affected countries 29 
with an estimated prevalence ≥50% (Utzinger et al. 2009). Preventive chemotherapy with 30 
praziquantel is the predominant disease control strategy in Ghana. Ghana Health Service (GHS) 31 
currently uses a combination of limited field survey results, data from the national surveillance 32 
system, and historical knowledge of endemnicity to determine which districts receive 33 
praziquantel. 34 
Schistosomiasis is caused by parasitic blood flukes of the genus Schistosoma, and acquired from 35 
skin contact with contaminated freshwater bodies. These parasites require snails as intermediate 36 
hosts, and transmission occurs at the locations where parasites, snails, and humans converge 37 
(Gryseels et al. 2006). Specific parasite, snail, and human characteristics that affect 38 
schistosomiasis transmission were reviewed in detail by Walz et al. (2015a). Environmental 39 
variables that dictate snail habitat are useful in modeling schistosomiasis (Brooker et al. 2001; 40 
Walz et al. 2015a; Walz et al. 2015b). Over 350 snail species are suitable hosts for schistosomes; 41 
however, three genera of snails are most relevant for public health: Biomphalaria, Bulinus, and 42 
Oncomelania, because they serve as intermediate hosts for the three parasite species that most 43 
commonly infect humans: S. haematobium, S. mansoni, and S. japonicum, respectively (Gryseels 44 
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et al. 2006). S. haematobium is the predominant cause of schistosomiasis in Ghana (Lai et al. 45 
2015).  46 
Snails are typically found along the shores of fresh perennial waterbodies such as ponds, streams, 47 
and lakes. Ghana’s Lake Volta, the largest man-made freshwater reservoir in the world, has 48 
5,000 km of shoreline that is an ideal habitat for snails (Doumenge 1987).  Other parts of Ghana 49 
(e.g. Eastern Region) have an abundance of small rivers and streams (Kulinkina et al. 2017) that 50 
may also contribute to the country’s schistosomiasis burden. Past studies suggest that 51 
environmental variables such as temperature, vegetation, precipitation, water chemistry, distance 52 
to water bodies, and elevation are effective predictors of snail habitat and thus schistosomiasis 53 
transmission (Simoonga et al. 2009; Walz et al. 2015a). Some of these environmental parameters 54 
are accessible by remote sensing (RS) technology (Simoonga et al. 2009). Many RS data are 55 
publically available at no or limited cost at various spatial and temporal scales. These 56 
characteristics make it very useful for modeling environmentally sensitive diseases in low-57 
income countries lacking the resources to perform ground-based studies.  58 
The present study aimed to assess associations between monthly rates of schistosomiasis cases 59 
obtained from Ghana’s national surveillance and reporting system, aggregated by administrative 60 
district, and three RS-based environmental predictors: vegetation, temperature, and precipitation, 61 
arranged as time series. The analysis was stratified by three major and nine minor climate zones, 62 
defined according to a new classification method using multiple satellite data streams (Liss et al. 63 
2014). We hypothesized that there may be spatial and temporal patterns in schistosomiasis 64 
incidence that can be partially explained by environmental parameters, and that these patterns 65 
may vary across climate regions (Brooker et al. 2001; Walz et al. 2015a). 66 
 67 
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DATA AND METHODS 68 
Health outcome: schistosomiasis cases 69 
GHS provided monthly counts of schistosomiasis cases aggregated to the level of administrative 70 
district (n = 216) as reported into the District Health Information Management System (DHIMS). 71 
Data were acquired in January 2016 for an 8-year period (96 months) from January 2008 through 72 
December 2015. District-level population estimates for 2010 were obtained from the population 73 
census and projected for each study year using intercensal population growth rates estimated for 74 
each of Ghana’s 10 administrative regions (GSS 2013). Disease counts were divided by the 75 
district population, expressed as rates per million people, and loge transformed to achieve a 76 
distribution close to normal, as tested with the coefficients of skewness and kurtosis (Table S1, 77 
Supplemental Material). The original dataset consisted of 20,736 monthly observations (216 78 
districts x 96 months), yet due to incomplete, missing, and extreme values, monthly disease 79 
records were reduced to achieve reliable modeling. Data processing steps described below are 80 
summarized in Fig. 1. 81 
Incomplete data: Examination of the monthly time series of the total disease counts (Fig. S1, 82 
Supplemental Information) revealed that the last month had substantially lower counts due to a 83 
probable delay in reporting of data acquired in January of 2016. Thus, data from December 2015 84 
(216 observations) were excluded from the analysis.  85 
Missing data: A high percentage of observations in DHIMS were blank values, and it was 86 
unclear as to whether these observations represented a true absence of events or lack of 87 
reporting. If the former, the blanks should be treated as zeros; if the latter, the blanks should be 88 
treated as missing values. Since it was not possible to determine the reasons behind the coding 89 
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scheme, all blanks were treated as missing values. Four districts that had no reported cases and 90 
an additional seventeen districts that had >95% missing values (1,995 systematically missing 91 
observations) were removed from the dataset. We defined “systematically missing” as belonging 92 
to districts that never or almost never reported cases. Additional 7,664 blank cells represented 93 
non-systematically missing observations, or missing at random (Fig. S2, Supplemental 94 
Information). 95 
Outlier data: Exceptionally high monthly counts were explored as potential data input errors. 96 
To help differentiate naturally occurring vs. unlikely high count values, we reviewed the 97 
skewness and kurtosis of raw disease counts and repeated the assessment with loge transformed 98 
rates. Subsequently, 43 observations were removed from the dataset marked as outliers (Table S1 99 
and Fig. S3, Supplemental Information). 100 
 101 
Fig. 1 Data processing steps and subsequent sample size reduction 102 
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Environmental predictors 103 
Three environmental variables were derived from publicly available RS data streams: land 104 
surface temperature (LST), normalized difference vegetation index (NDVI), and accumulated 105 
precipitation (AP) (Table 1). LST and NDVI were downloaded from the online Data Pool at the 106 
NASA Land Processes Distributed Active Archive Center (LP DAAC), USGS/Earth Resources 107 
Observation and Science (EROS) Center, Sioux Falls, South Dakota 108 
(https://lpdaac.usgs.gov/data_access/data_pool). The data came from the Moderate Resolution 109 
Imaging Spectroradiometer (MODIS) sensor aboard the Aqua and Terra satellites, which 110 
together have 8-day temporal resolution. Monthly AP data ware downloaded from the Goddard 111 
Earth Sciences Data and Information Services Center (GES DISC) data visualization tool, 112 
GIOVANNI (https://giovanni.sci.gsfc.nasa.gov/giovanni/), and utilized data from the Tropical 113 
Rainfall Monitoring Mission (TRMM). All three datasets were mosaicked to cover the full extent 114 
of Ghana, and aggregated to monthly mean values per district in order to match the temporal and 115 
spatial aggregation of the health outcome data. Spatial aggregation was performed using cell and 116 
zonal statistics tools in ArcGIS (Version 10.4.1). Where resampling was required, the cubic 117 
convolution technique was used because it more realistically reflected the smooth transitions of 118 
environmental data across terrain. 119 
Table 1 Data sources and temporal and spatial resolution of environmental parameters 120 
 121 
Parameter Source Data Product Temporal Resolution 
Spatial 
Resolution 
NDVI MODIS MOD/MYD13A2 Calculated 8-day composites 1 km² 
LST (ºC) MODIS MOD/MYD11A2 Calculated 8-day composites 1 km² 
AP (cm) TRMM 3B43 v7 Monthly 28 km² 
  122 
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Defining the climate zones 123 
Ghana has a diverse climate, ranging from hot and dry savannah in the north, tropical forest in 124 
the middle, and coastal savannah in the south of the country (Frenken 2005). We wanted to 125 
explore temporal and spatial patterns in disease counts across a range of climatic conditions. As 126 
an alternative to the commonly used Köppen–Geiger (KG) climate classification, which would 127 
have resulted in 2 distinct zones for Ghana, we used a new “Limiting, K-means, Nomination” 128 
(LKN) method to define climate zones. The LKN method is based on a k-means clustering 129 
algorithm over space and time (Liss et al. 2014). To define the zones, 15 years (2000-2015) of 8-130 
day composite NDVI and LST images from the MODIS sensor were mosaicked and arranged in 131 
a layered space-time series. After masking the water bodies, the multi-layer images were pixel-132 
averaged and principal component decomposition was applied to reduce dimensionality of the 133 
time series. The first 4 and 8 principal components retained 90% and 95% of the original 134 
information, respectively, and composite images of these components showed high spatial 135 
separation and a large signal to noise ratio. Multiple k-means unsupervised classifications were 136 
performed using varying classes, principal components, and distance measures, which were 137 
analyzed using cluster validity indexes. The most compact clustering solution exhibited the 138 
highest degree of homogeneity within each cluster and the highest degree of heterogeneity across 139 
different clusters. Out of 600 candidate partitions, 3 major zones (Z3:1 to Z3:3) and 9 minor 140 
(non-hierarchical) zones (Z9:1 to Z9:9) were produced that were entirely data-driven and specific 141 
to Ghana. We used zonal statistics tools in ArcGIS (Version 10.4.1) to determine the major and 142 
minor climate zones within which the 216 districts arrayed. 143 
 144 
 145 
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Data analysis 146 
Exploratory analyses included histograms, maps, plots of trend and seasonality, and descriptive 147 
statistics for the outcome and environmental predictors, stratified by climate zone. The 148 
associations among variables were examined using Spearman’s rank correlation and regression 149 
models. Generalized linear mixed effects regression models with a random intercept term were 150 
used to assess temporal features and associations between environmental predictors and the 151 
outcome, accounting for district-level clustering. Temporal features included trend and two 152 
seasonal harmonic terms (Jagai et al. 2012, Kulinkina et al. 2016; Naumova et al. 2007). Models 153 
were repeated for major and minor climate zones.  154 
The complete model was formulated as follows (Equation 1):  155 
 𝑌𝑡𝑗 = 𝛽0 + 𝛽1𝑡 + 𝛽𝐿𝑆 + 𝛽𝑀𝑅𝑆𝑡𝑗 + 𝛼𝐷𝑖𝑠𝑡𝑟𝑖𝑐𝑡𝑗 + 𝜖𝑡𝑗, (1) 
where Ytj is the loge transformed disease rate per million for t-month and j-district; βo is the 156 
intercept; β1 represents the regression coefficient for trend represented by continuous value for 157 
the month of the study period t ranging from 1 to 95; βL represents the set of four regression 158 
coefficients for seasonality, S, measured by four harmonic terms (Equation 2): 159 
 𝑆 = 𝛽2 sin(2𝜋𝜔𝑡) + 𝛽3 cos(2𝜋𝜔𝑡) + 𝛽4 sin(4𝜋𝜔𝑡) + 𝛽5 cos(4𝜋𝜔𝑡). (2) 
Seasonality in disease counts was assessed based on the significance of the four harmonic terms, 160 
capturing up to two annual peaks, with 𝜔 = 1/12; we considered seasonality to be present if at 161 
least one harmonic term was statistically significant.  162 
The effects of remotely sensed environmental variables on the health outcome were represented 163 
by βM (Equation 3): 164 
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 𝑅𝑆 =  𝛽6𝐿𝑆𝑇𝑡𝑗 +  𝛽7𝑁𝐷𝑉𝐼𝑡𝑗 +  𝛽8𝐴𝑃𝑡𝑗  (3) 
We built the model sequentially from three partial models to a complete final model. Model 1 165 
included only the temporal trend, Model 2 only the seasonal component (Equation 2), Model 3 166 
only the environmental variables (Equation 3), and Model 4 contained all components (Equation 167 
1). The estimates of the predicted percent change in monthly rates of reported cases (%R) per one 168 
unit increase for each environmental variable along with their 95% confidence interval limits 169 
(CI95%) were calculated by exponentiation of the regression coefficients and converting to % 170 
form: %R = (exp{βM} – 1)*100% and CI95% = (exp{βM ±1.96 SEβm} – 1)*100%, respectively. 171 
Similarly, the estimates for trend were obtained using the β1 coefficient. Predicted temporal 172 
curves were plotted using partial model results.  All models were fitted by the restricted 173 
maximum likelihood (REML) method, using the glmer function of the R package [lme4] 174 
(version 3.3.1). Model fit was assessed using R2, or percent variability explained.  175 
RESULTS 176 
Temporal and spatial distribution of health outcome and environmental predictors 177 
Histograms showed the distribution of average monthly values for the 8 years of reporting for all 178 
analysis variables (Fig. 2). Loge transformed disease rate had a peak around 3.5-4.0 (33-55 cases 179 
per million people). NDVI showed a bimodal distribution with a major peak around 0.7 and a 180 
minor peak around 0.2. LST also exhibited two peaks, one around 27 ̊ C and another around 37 ̊ 181 
C, which contributed to a long right skew. AP had a high frequency of low values and a long tail 182 
indicating frequency of high AP values during rainy seasons. 183 
To examine the temporal patterns, monthly values for all variables were plotted as aggregates 184 
(Fig. 2) and consecutively over the 8-year period (Fig. 3). Loge transformed disease rates were 185 
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consistent for all months, with a median around 3.5 (33 cases per million people) (Fig. 2), and 186 
showed a slight decline over the study period (Fig. 3). Environmental predictors exhibited 187 
seasonality (Fig. 3), with NDVI and AP having two peaks per year and LST having one peak per 188 
year. Peaks in NDVI occurred in March and September (0.70), with a dip in June (0.55). LST 189 
peaked around February (27 ºC) with lower values in July (25 ºC). The highest AP values 190 
occured in June and September (20 cm), with little to no precipitation in January and August 191 
(Fig. 2).  192 
 193 
 194 
Fig. 2 Top row: histograms of health outcome and environmental parameters; Bottom row: 195 
annual seasonal patterns based on monthly boxplots representing distribution of health outcome 196 
and environmental parameters across 195 districts 197 
 198 
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 199 
Fig. 3 Time series of monthly boxplots representing distribution of disease outcome and three 200 
environmental parameters across 195 districts 201 
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To examine the spatial distribution of values, variables were mapped based on their 8-year 202 
district mean values (Fig. 4). Average loge transformed disease rate had a spatially heterogeneous 203 
pattern that ranged from 0.72 to 5.91 (2 to 369 cases per million people, respectively). The 204 
environmental variables showed trends along a southwest to northeast diagonal. NDVI decreased 205 
along this diagonal, with slightly higher values along the eastern shore of Lake Volta. LST 206 
increased along the diagonal, except for higher temperatures along the heavily urbanized 207 
Southeast coast and the peri-urban area surrounding Kumasi, the second largest city. AP showed 208 
trends along a diagonal that extended from the southwest corner to the center east portion of the 209 
country. Along this diagonal AP was high and decreased to either side, declining rapidly near the 210 
coast and more gradually towards the north. 211 
 212 
 213 
Fig. 4 Maps of health outcome (loge transformed disease rates per million) and three 214 
environmental predictors (8-year average aggregated at the district level). In the map of health 215 
outcome, districts with >95% of missing values are colored white 216 
  217 
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Environmental predictors across climate zones 218 
The LKN climate regionalization method resulted in three major and nine minor climate zones 219 
(Fig. 5). The mean monthly values for NDVI, LST, and AP on the national level were 0.58±0.16, 220 
28.01±4.26 ºC, and 12.47±9.22 cm, respectively (Table 2). For the major zones, the northern part 221 
of the country (Z3:1) had the lowest amount of rainfall, lowest vegetation index, and highest 222 
temperature. Moderate precipitation, vegetation, and temperature values were observed in the 223 
middle of the country (Z3:2). The south (Z3:3) had the highest precipitation, vegetation, and 224 
temperature values. The mean values along the minor zones revealed further North to South 225 
trends within all major zones (except for areas represented by zones Z9:8 and Z9:9). These 226 
coastal areas are likely to be the most urban, which resulted in less vegetation and higher 227 
temperatures. Minor zone Z9:9 specifically, contains the capital, Accra, and Kumasi. Histograms 228 
and boxplots for all variables stratified by climate zone are presented as Supplemental 229 
Information (Figs. S4 and S5, respectively) and demonstrate pronounced diversity of seasonal 230 
patterns for all three environmental parameters. The seasonal patterns of NDVI and AP exhibited 231 
a single annual peak in the north transitioning to two annual peaks in the southern part of the 232 
country, while the seasonal peaks in LST became less pronounced.    233 
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Fig. 5 LKN climate classification for Ghana resulted in three major and nine minor climate 235 
zones 236 
  237 
16 
 
Table 2 Descriptive statistics of the health outcome and environmental predictors stratified by 238 
climate zones 239 
 240 
Descriptive 
Statistics 
CLIMATE ZONES 
ALL 
MAJOR MINOR 
Z3:1 Z3:2 Z3:3 Z9:1 Z9:2 Z9:3 Z9:4 Z9:5 Z9:6 Z9:7 Z9:8 Z9:9 
Districts 195 50 43 102 13 18 8 13 31 15 62 18 17 
Observations 18525 4750 4085 5690 1235 1710 760 1235 2945 1425 5890 1710 1615 
Median pop. dens. 123 134 64 143 142 62 19 50 97 98 159 234 1775 
L
o
g
e 
ra
te
 p
er
 
m
il
li
o
n
 
min -0.853 -0.853 0.745 0.466 1.410 0.848 1.856 1.379 0.745 1.691 1.196 0.466 -0.853 
max 8.577 8.054 8.577 7.827 8.054 6.969 6.817 8.577 8.308 7.003 7.586 7.143 6.558 
median 3.523 3.697 3.605 3.445 4.687 3.583 3.455 3.503 3.817 2.969 3.495 3.136 2.983 
mean 3.591 3.667 3.705 3.513 4.638 3.717 3.540 3.613 3.926 3.108 3.551 3.226 2.885 
std dev 1.216 1.429 1.206 1.104 1.172 1.213 1.008 1.122 1.236 0.894 1.071 1.135 1.313 
N
D
V
I 
min 0.137 0.137 0.165 0.216 0.174 0.205 0.165 0.175 0.245 0.267 0.216 0.353 0.137 
max 0.885 0.751 0.807 0.885 0.695 0.720 0.772 0.815 0.807 0.871 0.885 0.858 0.705 
median 0.622 0.400 0.591 0.691 0.345 0.429 0.522 0.580 0.627 0.698 0.700 0.664 0.402 
mean 0.584 0.417 0.567 0.674 0.386 0.439 0.504 0.560 0.603 0.675 0.681 0.655 0.407 
std dev 0.162 0.143 0.135 0.102 0.150 0.157 0.156 0.148 0.120 0.113 0.102 0.090 0.104 
L
S
T
 
min 15.27 15.27 20.30 19.50 23.56 21.99 21.27 20.30 21.39 19.50 20.53 21.92 15.27 
max 46.06 46.06 41.69 42.40 46.06 45.21 42.13 40.36 41.69 42.40 41.51 33.61 42.07 
median 26.73 31.59 27.95 25.63 34.90 34.25 28.60 27.16 27.62 25.43 25.56 25.78 29.80 
mean 28.01 32.35 28.26 25.78 34.06 33.61 29.91 27.70 27.92 25.66 25.69 26.16 29.50 
std dev 4.260 5.167 3.078 1.843 5.178 5.553 4.680 3.298 2.723 2.117 1.793 1.912 3.155 
A
P
 
min 0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000 0.000 0.000 0.128 0.000 
max 53.39 51.49 46.87 53.39 47.94 51.49 41.85 45.95 46.87 42.66 53.39 48.47 41.36 
median 11.10 8.168 10.98 12.62 7.655 8.105 10.84 12.32 11.09 13.14 12.96 10.78 7.997 
mean 12.47 10.52 12.12 13.57 10.73 11.00 12.01 12.85 12.23 13.33 13.86 12.68 9.643 
std dev 9.218 10.10 8.810 8.753 11.27 11.22 9.915 9.402 8.231 8.582 8.855 8.798 7.320 
 241 
Associations among variables 242 
Spearman’s rank correlation was used to analyze pairwise relationships among variables, 243 
stratified by climate zone (Table 3). The association between NDVI and LST was primarily 244 
negative; it was weak at the national level (rs = -0.13) and moderate in major zones Z3:1 and 245 
Z3:2 (rs ~ -0.30) and in minor zones Z9:1 through Z9:5 (rs ~ -0.35). The association was weak or 246 
non-existent in major zone Z3:1 and minor zones Z9:6 through Z9:8 and moderate in peri-urban 247 
zone Z9:9 (rs = -0.31). The association between LST and AP was consistently negative; it was 248 
moderate at the national level (rs = -0.37) and strong in major zones Z3:1 and Z3:2 (rs ~ -0.55) 249 
and minor zones Z9:1 through Z9:4 (rs ~ -0.70). The association between NDVI and AP was 250 
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primarily positive; it was weak at the national level (rs = 0.25), moderate in major zones Z3:1 251 
and Z3:2 (rs ~ 0.45), and strong in minor zones Z9:1 through Z9:4 (rs ~ 0.55). Correlations 252 
among all environmental parameters were lowest in major zone Z3:3 and minor zones Z9:7 and 253 
Z9:8. Correlation coefficients between disease rates and environmental parameters were 254 
negligible at all levels and varied in direction and magnitude between -0.01 and 0.12. 255 
Table 3 Spearman’s rank correlations for monthly values calculated for each district and 256 
averaged (mean ± standard deviation) across each climate zone  257 
 258 
Correlations  
CLIMATE  ZONES 
ALL 
MAJOR MINOR 
Z3:1 Z3:2 Z3:3 Z9:1 Z9:2 Z9:3 Z9:4 Z9:5 Z9:6 Z9:7 Z9:8 Z9:9 
Districts 195 50 43 102 13 18 8 13 31 15 62 18 17 
n 18525 4750 4085 9690 1235 1710 760 1235 2945 1425 5890 1710 1615 
NDVI -0.126 -0.278 -0.365 0.050 -0.208 -0.277 -0.472 -0.352 -0.352 0.154 0.075 0.037 -0.307 
LST ±0.253 ±0.102 ±0.175 ±0.196 ±0.085 ±0.049 ±0.123 ±0.248 ±0.136 ±0.160 ±0.170 ±0.088 ±0.114 
LST -0.367 -0.599 -0.515 -0.192 -0.747 -0.771 -0.693 -0.608 -0.452 -0.286 -0.172 -0.045 -0.282 
AP ±0.279 ±0.257 ±0.174 ±0.194 ±0.041 ±0.016 ±0.177 ±0.126 ±0.146 ±0.148 ±0.179 ±0.129 ±0.155 
NDVI 0.251 0.462 0.444 0.067 0.535 0.606 0.637 0.528 0.390 0.109 0.034 -0.021 0.218 
AP ±0.268 ±0.192 ±0.183 ±0.183 ±0.062 ±0.048 ±0.032 ±0.127 ±0.137 ±0.160 ±0.167 ±0.090 ±0.108 
n 10873 2677 2281 5915 811 755 434 507 1811 496 3914 1090 1055 
Loge rate 0.031 0.034 0.001 0.042 0.073 0.039 -0.065 0.066 0.020 0.093 -0.005 0.096 0.030 
NDVI ±0.173 ±0.174 ±0.184 ±0.168 ±0.159 ±0.176 ±0.145 ±0.207 ±0.200 ±0.252 ±0.141 ±0.127 ±0.156 
Loge rate -0.005 -0.005 0.028 -0.018 0.000 -0.030 -0.007 0.123 -0.027 -0.028 -0.015 0.007 0.012 
LST ±0.204 ±0.218 ±0.199 ±0.198 ±0.166 ±0.299 ±0.127 ±0.292 ±0.163 ±0.339 ±0.154 ±0.190 ±0.143 
Loge rate 0.042 0.046 0.043 0.039 0.054 0.051 0.036 -0.009 0.084 -0.008 0.042 0.057 0.012 
AP ±0.160 ±0.148 ±0.165 ±0.164 ±0.132 ±0.177 ±0.121 ±0.152 ±0.156 ±0.209 ±0.151 ±0.180 ±0.156 
  259 
Following exploratory analyses, three partial mixed effects regression models were conducted, 260 
stratified by major and minor zones. The first univariate model, using only trend as an 261 
explanatory variable, showed a significant decline in reported disease rates equivalent to 262 
approximately 1% per month at all levels (Table 4). The second model, using four seasonal 263 
harmonic variables revealed that seasonality in reported disease rates was present at the national 264 
level, in major zone Z3:1, and in minor zones Z9:1 and Z9:2. In the third model, using the three 265 
environmental predictors, AP showed a small in magnitude but statistically significant positive 266 
association with schistosomiasis rates at the national level, in major zones Z3:1 and Z3:2, and in 267 
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minor zones Z9:3, Z9:4, Z9:5, and Z9:7. A 1-cm increase in rainfall was associated with a 0.3-268 
1.6% increase in monthly disease rates (Table 4). Associations between disease rates and LST 269 
varied in magnitude and direction but were not significant. In major zone Z3:3, NDVI had a 270 
positive effect on the health outcome equivalent to a 3.4% increase in disease rates associated 271 
with a 0.1-unit increase in NDVI. In minor zone Z9:3, NDVI had a negative effect equivalent to 272 
a 7.7% decrease in disease rates corresponding to a 0.1-unit increase in NDVI. The R2 values of 273 
all three partial models that accounted for district-level effects were similar: ~50% at the national 274 
level, 40-70% in major zones, and 25-65% in minor zones (Table S2, Supplemental Material). 275 
A visual representation of a model including trend and seasonality in reported schistosomiasis 276 
cases is shown in Fig. 6. At the national scale, both trend and seasonality were significant 277 
(p<0.05), with two relative peaks in reported disease rates observed around March and 278 
September with the lowest counts observed in December/January. For the major climate zones, 279 
trend was significant in all zones and seasonality remained significant only in zones Z3:1 and 280 
Z3:2 (p<0.05). In zone Z3:1 (north), two peaks occurred in March and September and in zone 281 
Z3:2 (middle), a single peak occurred in July. For the minor zones, the declining trend remained; 282 
however, seasonality terms were only significant (p<0.05) for zones Z9:1, Z9:2 and Z9:8. Like 283 
the major zone Z3:1, zones Z9:1 and Z9:2 exhibited two peaks per year in March and September. 284 
Zones Z9:4, Z9:5 and Z9:8 resembled major zone Z3:2 and exhibited a single annual peak 285 
around June/July. The remaining minor zones did not show pronounced seasonality. The lowest 286 
counts in most zones were observed in December/January.  287 
  288 
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Table 4  Estimated trend in reported rates of schistosomiasis and associations with 289 
environmental parameters (p<0.05 bolded) for partial mixed effects regression models, shown as 290 
% change in monthly rates associated with 1 unit increase in each parameter and their 95% 291 
confidence limits  292 
 293 
Model 
parameters 
CLIMATE ZONES 
ALL 
MAJOR MINOR 
Z3:1 Z3:2 Z3:3 Z9:1 Z9:2 Z9:3 Z9:4 Z9:5 Z9:6 Z9:7 Z9:8 Z9:9 
Model 1: Univariate  - trend only 
T
re
n
d
  
  
  
  
  
 
(1
 m
o
n
th
) % change -0.987 -0.892 -0.933 -1.052 -1.119 -0.826 -0.856 -1.332 -1.059 -0.317 -1.000 -1.153 -0.798 
LCL -1.046 -1.004 -1.075 -1.131 -1.319 -1.029 -1.151 -1.641 -1.215 -0.593 -1.099 -1.321 -0.984 
UCL -0.928 -0.781 -0.791 -0.973 -0.918 -0.623 -0.559 -1.021 -0.902 -0.040 -0.902 -0.985 -0.612 
Model 3: Multivariate - environmental variables only 
N
D
V
I 
  
  
  
 
(0
.1
) 
% change 1.530 1.157 -3.597 3.389 2.872 1.407 -7.711 -1.579 0.218 5.334 1.750 4.855 2.035 
LCL -0.054 -1.412 -7.306 0.862 -1.467 -2.597 -13.53 -9.696 -4.297 -1.335 -1.407 -1.413 -4.778 
UCL 3.139 3.793 0.260 5.980 7.402 5.575 -1.496 7.269 4.946 12.454 5.008 11.522 9.335 
L
S
T
  
  
  
  
  
 
(1
 °
C
) 
% change 0.354 0.811 0.322 -0.513 1.053 -0.841 1.449 1.401 -0.120 -0.126 0.068 -2.784 1.359 
LCL -0.277 -0.155 -1.260 -1.824 -0.905 -2.478 -1.093 -2.272 -2.025 -3.820 -1.581 -5.778 -0.659 
UCL 0.988 1.787 1.930 0.816 3.050 0.823 4.057 5.211 1.822 3.710 1.744 0.305 3.417 
A
P
  
  
  
  
  
  
  
  
(1
 c
m
) % change 0.391 0.513 1.273 0.193 0.875 -0.412 1.637 1.345 0.727 -0.336 0.337 0.130 0.487 
LCL 0.183 0.046 0.700 -0.064 -0.068 -1.309 0.463 0.044 0.083 -1.139 0.018 -0.440 -0.256 
UCL 0.600 0.982 1.849 0.451 1.827 0.493 2.823 2.664 1.375 0.473 0.656 0.702 1.236 
  294 
In the final regression models, inclusive of all predictors, downward trend remained significant 295 
at all levels (Table 5) and seasonality was significant in zones Z3:1, and Z9:1 through Z9:3 (in 296 
the north of the country). Controlling for trend and seasonality, associations with environmental 297 
parameters varied substantially by climate zone. The association remained significant for NDVI 298 
only in zone Z9:3, exhibiting even stronger estimated percent change, and for AP in zone Z3:2 at 299 
approximately the same magnitude of 1.1% increase in monthly disease rates for 1-cm increase 300 
in AP.  In the most hot and dry zones Z9:1 and Z9:2, the associations were significant for LST 301 
(in zone Z9:1) and AP (in zone Z9:2). The R2 values of the final models ranged between 0.32 302 
and 0.71 (Table S3, Supplemental Information).  303 
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 304 
Fig. 6 Visualization of the fitted values produced by the trend and seasonality model. Line colors 305 
match those of Figure 5; x-axis represents months from January 2008 to November 2015 306 
(vertical lines coincide with the month of January) 307 
 308 
Table 5 Estimated trend in reported rates of schistosomiasis and associations with 309 
environmental parameters (p<0.05 bolded) for complete mixed effects regression models, shown 310 
as % change in monthly rates associated with 1 unit increase in each parameter and their 95% 311 
confidence limits 312 
 313 
Model     
parameters 
CLIMATE ZONES 
ALL 
MAJOR MINOR 
Z3:1 Z3:2 Z3:3 Z9:1 Z9:2 Z9:3 Z9:4 Z9:5 Z9:6 Z9:7 Z9:8 Z9:9 
T
re
n
d
  
  
  
  
  
  
  
  
(1
 m
o
n
th
) % change -0.972 -0.896 -0.896 -1.046 -1.094 -0.896 -0.896 -1.292 -1.094 -0.300 -0.995 -1.193 -0.797 
LCL -1.032 -1.090 -1.090 -1.126 -1.288 -1.090 -1.284 -1.678 -1.288 -0.495 -1.189 -1.386 -0.991 
UCL -0.913 -0.702 -0.702 -0.966 -0.900 -0.702 -0.507 -0.904 -0.900 -0.104 -0.801 -0.999 -0.602 
N
D
V
I 
 
  
  
(0
.1
) % change 0.702 -2.107 -4.084 2.419 -1.636 -8.066 -16.47 0.692 0.713 9.111 0.341 1.633 2.655 
LCL -1.097 -6.055 -9.915 -0.665 -15.37 -19.70 -28.11 -12.29 -6.754 -0.471 -3.554 -5.328 -6.910 
UCL 2.535 2.006 2.124 5.599 14.32 5.247 -2.933 15.59 8.777 19.617 4.393 9.106 13.20 
L
S
T
  
  
  
  
  
  
(1
 °
C
) % change 0.300 0.602 -0.300 0.351 2.429 -1.686 2.425 0.602 -0.100 2.840 0.300 -2.078 0.803 
LCL -0.483 -0.574 -2.426 -1.340 0.048 -4.347 -1.069 -4.584 -2.613 -2.843 -1.839 -5.842 -1.347 
UCL 1.090 1.792 1.873 2.072 4.867 1.049 6.043 6.069 2.478 8.854 2.486 1.837 3.000 
A
P
  
  
  
  
  
  
  
 (
1
 c
m
) % change 0.200 0.031 1.106 0.100 -0.399 -1.193 0.702 0.501 0.501 -0.399 0.401 0.003 0.300 
LCL 0.004 -0.451 0.513 -0.292 -1.564 -2.156 -0.670 -0.868 -0.284 -1.564 0.008 -0.716 -0.678 
UCL 0.397 0.516 1.702 0.493 0.779 -0.220 2.094 1.890 1.292 0.779 0.795 0.726 1.288 
314 
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DISCUSSION 315 
Innovation 316 
Our study was innovative in several ways. We used monthly records of schistosomiasis cases 317 
reported to a national surveillance system aggregated at the district level. We matched the health 318 
outcome to times series of remote sensing data. This approach allowed us to characterize the 319 
spatial and temporal variability of reported rates of schistosomiasis cases. Furthermore, we 320 
explored associations between disease incidence and environmental predictors across 321 
climatically homogeneous areas defined using a novel climate classification methodology.  322 
To define the climate zones in our analysis, we used the LKN classification system and applied it 323 
specifically to Ghana, as compared to the predominant global KG climate classification system. 324 
The KG system is based on the assumptions that vegetation is the best proxy for climate and 325 
temperature and precipitation are the best proxies for vegetation (Kotteck et al. 2006). The KG 326 
system divides the world into 6 major zones and 31 minor zones based on temperature, 327 
precipitation, and their seasonal variations. The KG classification partitions Ghana into only two 328 
climate zones; using the LKN method, finer divisions were possible. The major zones 329 
approximately corresponded to the agro-ecological zones, where the northern zone Z3:1 330 
represents Guinea Savannah, zone Z3:2 the transitional zone, and zone Z3:3 represents a 331 
combination of deciduous forest and rainforest (Frenken 2005). Coastal Savannah was classified 332 
as a combination of zones Z3:1 and Z3:2. Using the minor zone divisions, urban areas were 333 
naturally separated into their own zone (Z9:9). An advantage of the LKN method is that it is 334 
fully automated and zone delineations can be updated over time.  335 
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To our knowledge, this is the first study using schistosomiasis surveillance data from a low-336 
income African country to conduct a spatial and temporal analysis at the national scale. Using 337 
surveillance data offers many advantages over field data, such as expansive geographic coverage, 338 
temporal continuity, relatively low cost of data collection, and ability to aggregate data over 339 
various temporal and spatial scales. Furthermore, all predictors were publicly available satellite-340 
remote sensing products, downloadable online. This methodology offers a way for public health 341 
officials in low-income countries to begin exploring patterns for climate-sensitive diseases using 342 
routinely collected data.  343 
 344 
Major findings 345 
There was a significant decline in reported disease rates over the study period, nationally and 346 
across all climate zones. Decreasing schistosomiasis reporting could be indicative of the success 347 
of MDA campaigns, which have increased in their frequency and geographic coverage in recent 348 
years. However, a limited exploration of the age distribution of cases reported between 2012 and 349 
2015 (Fig. S6, Supporting Information) showed that a range of age groups contributed cases for 350 
both males and females, whereas MDA currently targets school children with limited 351 
community-based treatment of children and adults. Therefore, additional factors are likely 352 
contributing to the steady decline in reported cases and should be explored at various spatial and 353 
temporal scales.  354 
Seasonality in reported disease rates was observed in several zones, with a consistent dip in 355 
December/January and varying patterns across climate zones. Two peaks in March and 356 
September in the dry northern areas (zones Z3:1, Z9:1 and Z9:2) correspond to periods of 357 
relatively low precipitation but high vegetation. The single peak in June/July in the middle of the 358 
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country (zones Z3:2, Z9:4, and Z9:5) correspond to the major rainy season. While the major 359 
reason for a winter dip is unknown, the Christmas holiday might potentially contribute to low 360 
reported counts around this time. It is unclear from the available data whether low reporting is a 361 
result of patient treatment-seeking behavior or internal reporting delays, which would be 362 
important to explore in future studies.  363 
Based on the partial models (Table 4), the association between precipitation and schistosomiasis 364 
rates was positive in several zones. This finding is in agreement with prior studies that focused 365 
on S. mansoni (Scholte et al., 2014) and S. haematobium (Schur et al., 2011). The results of prior 366 
studies on the association between LST and schistosomiasis are somewhat contradictory, with 367 
positive association found with S. haematobium (Soares Magalhães et al. 2011); negative 368 
association with S. mansoni (Scholte et al., 2014); and no association with S. haematobium 369 
(Clements et al. 2006). We did not find an association with LST and the association with NDVI 370 
was inconsistent. Only one minor zone Z9:3 with an extended annual peak in NDVI exhibited a 371 
strong association with the reported disease.  After controlling for trend and seasonality, the 372 
associations between reported incidence and environmental variables remained for a few zones, 373 
yet largely not significant. Our findings suggest that the direction and strength of associations 374 
with remotely sensed parameters varied by climate zone; thus broad application of these 375 
parameters to countries or regions with heterogeneous climatic conditions should consider these 376 
properties.  377 
 378 
Limitations 379 
As previously mentioned, the dataset contained >50% of blank values, which could indicate 380 
either a lack of reporting or a lack of cases. During exploratory analysis, we found that the 381 
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majority of missing values occurred in between reported counts with fewer missing observations 382 
occurring prior to the first and/or after the last month with reported counts (Fig. S2, 383 
Supplemental Information). In the present study, we assumed that the reporting started and ended 384 
at the same time (January 2008 and December 2015, respectively). However, it is possible that 385 
some of the districts began reporting later than others and/or stopped reporting prior to December 386 
2015 for unknown reasons. Several outliers were also removed. The possible reason behind 387 
unusually high values may be reporting delays causing multiple months of data to be reported in 388 
a single month. Investigating the reasons behind missing observations and data inconsistencies 389 
was beyond the scope of this analysis but can be done in the future. Our data processing 390 
methodology likely produced conservative estimates, as the models were restricted to districts 391 
and months with at least one reported case of schistosomiasis. An exploration of various 392 
techniques to address blanks, missing data, and outliers deserves further study. 393 
A second limitation is that the analysis used aggregated monthly disease counts recorded in the 394 
month they were reported and not necessarily as they occurred. Detailed information relevant to 395 
exposure, transmission, socio-economic, and demographic factors was not available. In our 396 
models, the majority of the explained variability was attributed to district-level effects. The 397 
addition of socio-economic variables could help explain differences among districts in terms of 398 
schistosomiasis reporting. Incorporating temporal lags would also likely improve model 399 
performance. Stratifying the associations by climate zones remains relevant while incorporating 400 
these additional variables because climate zones may serve as proxies of unobserved agricultural 401 
activities and socio-economic events that are closely linked to the environment. 402 
A third limitation is severe underreporting of disease counts due to limited resources and socio-403 
economic conditions. Overall, the reported case numbers are extremely low, as compared to the 404 
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estimated population at risk for Ghana. For example, in 2010, 24,996 cases were reported into 405 
DHIMS. If only children ≤15 years of age living in rural areas (5,128,118 individuals according 406 
to the 2010 census) are considered (i.e. the most at risk population), at the estimated 50% 407 
infection rate, ~2.5 million cases would be expected (Kulinkina 2017). These numbers suggest 408 
that DHIMS is capturing <1% of the expected cases. The reported cases likely represent the most 409 
serious cases from a subset of the population who are able to seek treatment at large government 410 
hospitals with diagnostic capability. Children from rural areas are likely under-represented in the 411 
dataset, which is not a limitation of our analysis, but rather a reflection of the healthcare system 412 
in Ghana and other sub-Saharan African countries, dominated by routine school-based 413 
distribution of praziquantel, which results in lower likelihood that cases among children would 414 
be reported into the surveillance system.  415 
 416 
Conclusions 417 
Our analysis demonstrates that the numbers of reported schistosomiasis cases in Ghana are 418 
declining, which is likely attributed to annual deworming campaigns. Both remotely sensed 419 
parameters and reported incidence show distinct seasonal patterns that vary across climate zones. 420 
These temporal trends should be more thoroughly examined and compared to the trends of other 421 
climate-sensitive diseases represented within the Ghanaian surveillance system, as well as those 422 
of other countries. Importance of improving surveillance of neglected tropical diseases in low-423 
income countries should not be underestimated. National surveillance systems play a significant 424 
role in ensuring availability of vital health data; our analysis demonstrates its utility as a decision 425 
support tool and supports the benefits of local and national governments investing in data quality 426 
improvements. As recently highlighted by Kabore et al. (2013), predictive modelling should be 427 
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an iterative process that undergoes progressive improvements in its methodology and data inputs. 428 
The future steps in improving the predictive capacity of surveillance data for diseases like 429 
schistosomiasis are to collect more detailed information of reported cases, including 430 
demographic and socio-economic variables, and focus on the location and timing of disease 431 
transmission.  Additionally, more work should be done in complementing surveillance data with 432 
field survey data and novel data streams to offer reliable and cost-effective disease monitoring 433 
tools.  434 
 435 
  436 
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