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Abstract 
This article explores various aspects of geophysical experimental design (ED) 
applied to single-borehole DC resistivity.  For resistivity problems, an experiment or 
survey is defined as the set of electrode configurations used to collect a data-set.  The 
systematic design of such surveys, whose purpose is to optimally query a target, is termed 
experimental design. The borehole problem is cast in cylindrical coordinates, and because 
only one borehole is modeled, resistivity is treated as azimuthally invariant, permitting 
the problem to be treated as a form of electrical resistivity tomography.  The nature of the 
experimental design space is thoroughly explored, culminating in several novel insights 
into electrical resistivity tomography problems that are useful for ED.  Multiple ED 
functions are proposed, whose distinguishing characteristic is that they can be executed 
serially, rather than en masse.  That is, these functions are such that experiments can be 
designed one observation at a time, instead of the traditional approach, in which the entire 
experiment is designed at once.  Because traditional ED approaches are fundamentally 
combinatoric, the size of the experimental search space is greatly reduced by our method, 
expediting the optimization algorithms and making experimental design a practical 
possibility.  Several basic design strategies are explored and compared with random and 
standardized surveys to quantify the effectiveness of these techniques.  Lastly, adaptive 
experimental design procedures are examined, wherein surveys are specifically adapted 
to a heterogeneous target.  The results of this work show that ED produces real 
improvements in data quality, as compared with standardized and random surveys. 
 
1. Introduction 
 In exploration geophysics, it is not uncommon that little or no information is 
available on an area of interest prior to surveying.  The traditional approach is to deploy a 
standardized survey to query the target, and it is taken for granted that such surveys 
suffice to query arbitrary targets.  However, there is no reason to assume that 
standardized surveys produce especially accurate models of the true material property 
distribution.  In this sense, standardized geophysical surveys are arbitrary and usually 
suboptimal; the data they produce are in no way tailored for the unique spatial 
distribution of material properties at a particular target site.  Standardized surveys may 
produce data that are often generally adequate, but they can never produce data that are 
optimal for particular targets. 
To clarify, the notion of survey optimality is defined as the degree to which the 
data created by a survey ‘illuminate’ the target region.  For example, a survey might be 
termed optimal (or perhaps relatively optimal) if its inverted data produce the most 
 accurate model of the material property of interest when compared to models created by 
other surveys.  Alternately, it may be more natural to define optimality by a survey whose 
inverted data are maximally impervious to the effects of data noise.  Thus, if one intends 
to tailor a geophysical survey to an individual target site, a critical first step is to clearly 
define what survey optimality means in that context. 
The deliberate creation of a geophysical survey that is tailored for a specific 
setting is termed experimental design (ED).  Hereafter, the terms survey and experiment 
are used interchangeably.  Experimental design is distinguished principally by the fact 
that it treats design as an optimization problem, which is solved computationally.  There 
are numerous ways of implementing ED depending on the goals of geophysicist and the 
setting in which it is applied.  Indeed, it should be clear that survey optimality is 
dependent on the goals and the setting.  For example, the experiments one would use in a 
monitoring setting versus an exploration setting might be quite different.  In the former 
case, the geophysicist has a working model and needs to detect temporal changes in it.  
Therefore she needs to maximize data resolution and imperviousness to data noise.  In the 
latter case, the geophysicist does not yet have a model but rather needs to ensure that the 
model derived is as accurate as possible.  Withal, the prime objective of experimental 
design is to create as compact a set of observations as possible that minimizes cost while 
producing superior data quality. 
Where geophysical data collection and analysis are concerned, there are two 
distinct classes of experimental design: 
1. Functional Unspecific ED (FUED) or Adaptive ED (AED) – the functional 
relationship between data and model is known but information on the 
particular target region is unspecified.  This is why it is also called adaptive –
the experiment is refined as more information on the target region is gathered. 
2. Functional Specific ED (FSED) – the functional relationship between data and 
model is known and information on the particular target region is specified. 
Specific ED is arguably the easier of the two classes, as the designer can focus efforts on 
optimizing a survey for a single, known model.  Monitoring is a scenario where FSED 
could be applied.  Adaptive ED, however, is considerably more complicated because the 
geophysicist must establish experimental design objectives and solver algorithms for a 
problem where model information does not exist or is being gathered in real time.  
Exploration is a scenario that might benefit from AED.  (Note: the ‘functional’ prefix 
used above can be sacrificed when the context is clear, but it has been retained here in 
deference to the fact that the mathematical relationship between data and model is itself 
sometimes unknown.) 
There are numerous ways of approaching adaptive experimental design.  The 
initial absence of model information might be addressed simply by performing a 
preliminary survey using a standardized survey.  For example, if one were querying a 
target region to create a resistivity tomogram, one could employ a Pseudosection survey 
to create an initial 2D image.  As this model or image will almost certainly contain biases 
– partially as a consequence of the poor ‘illumination’ properties of the Pseudosection 
survey (Shi, 1998) and partially because the true resistivity distribution distorts data 
sensitivities in unpredictable ways – the Pseudosection survey will produce a suboptimal 
image.  After inverting Pseudosection data, the geophysicist now has a working model of 
the resistivity distribution, which can then be used to perform FSED.  In this manner, 
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 adaptive ED can be seen as a concatenation of two or more FSED steps, terminating 
when some convergence criterion has been satisfied. 
The preceding paragraph outlines one possible way of approaching adaptive ED.  
An alternate approach would be to design the experiment in real time, starting with a 
small number of initial observations, and then serially building the experiment and 
inverting new data as they are collected.  A novel algorithm that couples the inversion 
and experimental design problems is described in Section 3.   
This study explores experimental design applied to single-borehole DC resistivity.  
The borehole problem is cast in cylindrical coordinates, and the forward and inverse 
problems are discretized using the transmission network analogy (Madden, 1972; Shi, 
1998) adapted for cylindrical coordinates.  Some effort is spent to circumscribe the ED 
problem, particularly with respect to electrical tomography problems.  Multiple 
experimental design objective functions are introduced that are distinguished particularly 
by the fact that they permit the experimental design enterprise to be executed serially, 
rather than en masse.  Inversion results have been produced for all investigations in order 
to compare designed experiments with randomly generated and standardized ones.  And 
finally, several adaptive experimental design techniques are introduced and explored. 
 
2. Background 
2.1.  Basics 
 Viewed in the context of geophysical data analysis, experimental design is a 
systematic method to maximize the connection between the collected data we and the 
model from which they derive.  If it is assumed that there is a known mathematical 
relationship between data space and model space then experimental design clearly must 
be contingent upon that relationship. A geophysical law is expressed by a (frequently) 
nonlinear forward operator g, which relates or maps a model m to data d: 
 ( )d g m=  [1] 
Equation [1] symbolically expresses the mapping between data space and model space 
via the operator g, but this formula is incomplete in the sense that it does not explicitly 
account for the experiment that is used to query that relationship.  It is more accurate to 
explicitly state that the mapping between data and model space is contingent upon the 
experiment: 
 ( ),d g m ω= , [2] 
where ω is a data station (see Figure 1.a).  While [2] expresses a mapping from two 
spaces (model space and experiment space) to one, it is not a fruitful way to think about 
experimental design (or inversion for that matter).  Rather, one can think of experiment 
space as a large – possibly infinite – set of paths, each of which links data- and model-
space together and is associated with a unique experiment (Figure 1.b) having its own 
properties.  Some are two-way, meaning the relationship between data and model is 
unambiguously invertible; some are one-way, meaning the relationship is noninvertible; 
and each has a different ‘quality’, which specifies how strongly it connects data space 
and model space.   
Viewed in this non-rigorous manner, the object of the experiment designer is 
simply to search experimental space for the highest quality two-way path (this will be the 
optimal experiment).  To do this, the ED problem must be cast in the mathematical 
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Figure 1 Cartoon depictions of the relationships between data-, model-, and 
experiment-space.  
(a) Points in model- and experiment-space are mapped by the forward opera-
tor, g, to data space.  This is an ambiguous way of describing the mapping 
because it does not distinguish between invertible and noninvertible mappings.
(b) An alternate way of representing the mapping from model- to data-space.  
Each experiment, denoted :n, creates a unique mapping, via g, between 
model- and data-space.  The strength of the mapping is represented by its line 
weight, and invertibility is represented by one- or two-way arrows.
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 framework of the inversion problem.  An experiment’s quality depends on the ‘strength’ 
of both the forward and inverse mapping it produces.  The point is this: experimental 
quality is intrinsically based upon the inversion method for which it will be used. 
Equations [1] and [2] are nonlinear continuous expressions.  To approximate the 
model that gives rise to some observed data, equation [2] must be inverted.  To do so, the 
earth is discretized into finite cells and a new relationship is established between data 
vector, d (let there be N data points), and discretized-model vector, m (let there be M 
cells).  A linear approximation of the nonlinear expression is then generated by a first-
order Taylor expansion and substituted for [2]; in matrix-vector notation, this is 
 ∆ = ∆d G m , [3] 
where G is the sensitivity  matrix (Jacobian) comprising the N partials of ( , ig )ωm  with 
respect to M discretized model parameters mj (Fréchet derivatives): 
 
( ), i
ij
j
g
G
m
ω∂≡ ∂
m
. [4] 
 The Jacobian and its inverse, G and , respectively, are the algebraic entities 
upon which experimental design typically operates, either explicitly or implicitly.  
Researchers have proposed several different metrics of experiment quality, all of which 
operate in some fashion on G or its inverse.   
*G
Most researchers have underemphasized (or failed to point out) the fact that 
because equation [3] is a linear approximation of [2], it is only valid in a small 
neighborhood about the current point in model space, which means G is only valid in 
this neighborhood, a critical distinction for nonlinear inversions.  A nonlinear inversion 
starts with an initial guess for the model and then describes a trajectory through model or 
state space as model updates are created.  Equation [5] describes this recursive process, 
which terminates when some stopping criterion has been satisfied. 
 
*
1
n n n
n n+
∆ = ∆
n= + ∆
m G d
m m m
, [5] 
where m0 is a user-specified initial guess, and where  and  are respectively the 
Jacobian matrix and residual vector at the n
*
nG nd
th iteration, both of which are implicitly 
dependent on the nth-iteration state vector, mn.  For nonlinear inversion problems, the 
designed experiment should be optimal not only with respect to the true solution (which, 
incidentally, can never be known), but it should also be sufficiently robust with respect to 
each of the state vectors through which an iterative inversion algorithm passes on its 
trajectory to the true solution. This is a point that cannot be overstressed; all published 
research so far has simply used either the true model or a homogeneous model for 
designing experiments.  Researchers have neither explicitly considered how designed 
experiments will perform at any point in model space through which the inversion might 
pass, nor have they considered the real-world fact that the true solution will never be 
known.  For example, Stummer et al. (2004) outline an approach that effectively 
optimizes a survey for a homogeneous earth, which they then use to query heterogeneous 
targets.  While thoroughness dictates that this scenario be considered, clearly such an 
experiment would only need to be designed once, since afterwards the authors could use 
it on any heterogeneous target.  The purpose of adaptive experimental design, however, 
should be to create surveys that are individually tailored to the specific target being 
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 queried, not a generic homogeneous model.  A homogeneous model should only be a 
starting point, and the experiment should be adapted to the target as information becomes 
available. 
As discussed in the Introduction, if a working model is given, the aforementioned 
problems do not exist; we would simply employ Functional Specific ED.  But if no 
working model is posited for a nonlinear inversion, Adaptive ED will be mandated.  That 
is, either a model must be created by performing a standardized survey, or it must be 
assumed and modified in real time as the experiment is designed.  Neither of these 
practical approaches has been expressly demonstrated in the literature, but they will be 
fully developed and demonstrated here. 
 
2.2.  History  
Despite nearly five decades since survey optimization began to appear in the 
literature, experimental design is still a nascent field in computational geophysics.  
Improvements in fast, cheap computing have helped geophysical data inversion to 
blossom over the past several decades, and modern computational power is now making 
geophysical experimental design a serious possibility.  The reason it has taken so long for 
ED to develop is partly because geophysical inverse theory and practice needed to mature 
first (10,000 papers have been published on data inversion over the past five decades 
while only 100 have been published on experimental design over the same interval 
(Maurer and Boerner; 1997) and partly because ED is generally more computationally 
expensive than inversion.  The high computational overhead of experimental design 
derives from the fact that its search space (experiment space) is often discrete, 
combinatoric and compatible only with so-called exhaustive or global search algorithms 
like the genetic algorithm, simulated annealing, et cetera (e.g., Curtis, 1999a; Curtis, 
1999b). 
Research in geophysical ED has increased in the past decade, with contributions 
coming primarily from the independent and collaborative work of Maurer (1997; 1998a; 
1998b; 2000), Curtis (1999a; 1999b; 2000; 2004) and their associates (e.g., Stummer et 
al., 2002; Stummer et al., 2004), though other authors have published a few articles in 
this time (e.g., Furman et al., 2004; Forssell and Ljung; 2000).  These works use a variety 
of objective functions to establish a mathematical definition of experiment optimality, but 
all are alike in that the objective functions operate on the sensitivity matrix, G.  Curtis 
(2000) identifies five ED objective functions from the literature, all of which operate on 
the eigenspectrum of , {TG G }| , 1,...,Ti i i i i Nλ λ= ∀ =G Ge e : 
( )
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1
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 The reader is referred to Curtis’ paper (2000) for a discussion on how these objective 
functions can be interpreted.  Other objective functions that recently have been proposed 
include 
( )6
1
1 1
7
1
det ;
N
T
i
i
M N
i ij
j i
N
i
i
G
M
λ
α
α
=
= =
=
Θ = =
Θ =
∏
∑∑
∑
G G
 
References for  and  are Narayanan et al. (2004) and Furman et al. (2004), 
respectively.   
6Θ 7Θ
 Stummer et al. (2004) proposed a fast, dual-objective function whose first 
criterion operates on the resolution matrix, , and whose second criterion looks 
at the degree of linear independence of a prospective data station with respect to the data 
stations already used in the survey.  A variation on this method is used in this paper to 
generate optimal experiments. 
*≡R G G
 
3. Methods 
3.1. Circumscribing the ERT Experimental Design Search Space 
 To optimize the use of computational resources for an ERT-based experimental 
design, it is worthwhile to try to understand the character of the experimental space, with 
a particular interest in finding shortcuts that can expedite the design algorithm.   
Daily et al. (2004) and Stummer et al. (2004) have shown that for a set of N 
electrodes, there exist  (thrice ‘N choose 4’) unique combinations of transmitter-
dipole/receiver-dipole combinations.  A way of understanding this number is to observe 
that there are  unique combinations of four electrodes from a set of N.  There are 24 
(24 = 4!) ways of permuting any set of four electrodes, which would initially suggest that 
there should be a total of  different transmitter/receiver combos.  However, 
mindful that both transmitter and receiver are dipoles, there are only  unique 
dipoles from any set of 4 electrodes (once the transmitter dipole is specified, the receiver 
dipole is also specified by default, and vice versa), therefore the total number of 
transmitter/receiver pairs would appear to be .  But, reciprocity stipulates that the 
roles of transmitter and receiver are interchangeable, so the true number of 
transmitter/receiver pairs comes out to be , as has been indicated in the literature.   
43N C
4N C
44! N C
4 26 C=
46 N C
43N C
The nature of ERT experiment space, which comprises these  
transmitter/receiver combinations, becomes a bit clearer.  If, say, 20 electrodes have been 
deployed, then there are 14,535 unique transmitter/receiver combinations or data stations.   
If the geophysicist chooses to design an experiment with M data stations, there are 
43N C
14,535 MC  for the designer to choose from; this is the size of the space over which the 
designer’s algorithm must search.  To get some sense of the size of this search space, if M 
= 200 then there are approximately 10457 surveys in the search space!  It should also be 
clear that this is a discrete search space.  Infinitesimal changes in a survey are undefined, 
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 as are continuous transitions from one survey to the next.  This is why researchers have 
been forced to use so-called global search algorithms that are suited for discrete search 
spaces (unlike faster algorithms that rely on gradient information). 
The discussion above outlines the extent to which current research has elucidated 
ERT experiment space.  It is nevertheless possible and useful to delve deeper.  To do so it 
is necessary to draw attention to two facts.  The first concerns the factor of three in 
.  It specifies the three unique ways in which any four electrodes can be arranged 
into transmitter and receiver dipoles (accounting for the equivalence of reciprocity and 
polarity switching).  These three transmitter/receiver combinations are named internal, 
external, and straddling and are shown in Figure 2.   
43N C
The second fact is this: every transmitter/receiver data station is a dipole-dipole 
electrode array and can thus be expressed as a unique superposition of four pole-pole data 
stations.  To demonstrate, let A and B be transmitter electrodes and let M and N be 
receiver electrodes.  The potential difference measured across M and N due to the current 
transmitted across A and B is expressed as 
 ABMN AM AN BM BNφ φ φ φ φ≡ − − + , [6] 
where AMφ  is the theoretical potential at receiver pole M due to a current injected at 
transmitter pole A.   
It is evident therefore that the  data stations that comprise experiment space 
are just linear combinations of the  possible pole-pole stations.  Experiment space 
can therefore be algebraized or encoded by indexing the set of all pole-pole data stations 
for N electrodes and creating an incidence or picker matrix, P, that linearly combines the 
indexed pole-pole stations to create dipole-dipole stations.  In observance of [6], each 
row of P consists of zeros except for four entries, which are set to ‘1s’ and ‘-1s’ and 
which are indexed to pick the appropriate pole-pole data stations necessary to create 
particular dipole-dipole stations.  It should be clear that P has dimensions of ,  
 for the total number of transmitter/receiver stations, and  for the total number 
of pole-pole data stations.  Viewed in this way, P is seen to be a map between pole-pole 
and dipole-dipole experiment spaces. 
43N C
2N C
4 23 N NC C×
43 N C 2N C
With experiment space algebraized, additional insight arises.  Because all dipole-
dipole data stations are linear combinations of pole-pole stations (as specified by the 
picker matrix, P), it follows algebraically that the space spanned by dipole-dipole stations 
can be no larger than the space spanned by pole-pole stations.  The proof is simple.  P is a 
matrix that maps pole-pole stations to dipole-dipole stations and the rank of a rectangular 
matrix cannot exceed the lesser of its dimensions.  P has  rows, one for each 
possible dipole-dipole station, and  columns, one for each possible pole-pole station, 
ergo 
43N C
2N C
 ( ) ( ) ( )4 2 2 1rank min 3 , 12N N NC C C N N≤ = =P − . 
The preceding is a very important and fundamental result.  The general linearized 
forward problem expressed in Eq. [3] can be modified to explicitly incorporate P as 
follows: 
Let 
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Figure 2 The three unique 4-electrode configuration types: external, internal, and 
straddling type dipole-dipoles.  Note that some liberty is taken in use of 
the term dipole-dipole.  In older literature it denotes the external-type 
depicted above, with equal spacing between the transmitter and receiver 
dipoles.  Here, it refers to any 4-electrode configuration.
External
Internal
Straddling
4-Electrode Configuration Types
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   ( ) ( )P P∆ = ∆G m d  
define the forward linear problem for pole-pole data stations, where ( )PG  
and P∆d are respectively the pole-pole sensitivity matrix and pole-pole 
data vector.  The dipole-dipole forward problem is then defined as 
 ( ) ( )D D∆ = ∆G m d  
where 
 ( ) ( ) ( ) ( ) and D P D≡ ∆ ≡G PG d P d P∆ . 
Now, a straightforward result from linear algebra specifies that the rank of the product of 
two matrices cannot exceed the lesser of their ranks; hence, 
 
( )( ) ( )( ) ( ) ( )( ) ( )
( )( ) ( )
2rank rank min rank , rank rank
1rank 1
2
D P P
N
D
C
N N
⎡ ⎤= ≤ ≤⎣ ⎦ =
∴ ≤ −
G PG P G P
G
. 
In words, it is impossible for the dipole-dipole sensitivity matrix to span a space larger 
than  dimensions.  For example, if 20 electrodes are deployed, the rank of 2N C
( )DG  
cannot exceed 190, no matter the number of model parameters nor the number or data 
points collected.  This is one of two fundamental reasons why electrical resistivity 
tomography is so difficult*: the inverse problem is almost always ill posed, even when 
more data points have been collected than there are parameters.  More to the point, if 
there are more than  model parameters, 2N C
( )DG  will be singular.  This is also why 
resistivity inversion relies so heavily on regularization and constraint methods. 
 The ill posedness of resistivity inversion is actually even worse than is suggested 
above.  It has been empirically observed, though not yet mathematically proven, that 
 ( ) ( )2 1rank 32N C N N N≤ − = −P ; 
hence 
( )( ) ( )1rank 32D N N≤ −G . 
For the 20-electrode case, this means that the maximum attainable rank of ( )DG  is 170.  
This idea of a maximum attainable rank becomes important in the following sections, 
where we pose several new experimental design objective functions. 
 The algebraic perspective outlined above suggests that a more thorough 
consideration of the three dipole-dipole configurations (internal, external and straddling) 
be made.  In particular, can experiments be designed with only one configuration type, 
usefully reducing experiment space and expediting design?  Two pieces of evidence were 
considered: the cumulative sensitivity of all electrode configurations of similar type 
(using a homogeneous earth) and the rank of the associated picker matrix.  To be clear, 
the cumulative sensitivities were calculated by  
                                                 
* The second reason is that model sensitivities go approximately as the inverse square of their distance from 
an electrode array; i.e., the resolving power of an ERT array drops off rapidly as distance from the array 
increases. 
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  ( )
1type
K
P
ik kj
i k
P G
∈Ω =
∑ ∑ , [7] 
where  and  is the set of all row-indices of P whose associated electrode 
configurations are of one type (internal, external or straddling).  The associated picker 
matrix is the submatrix  for all 
2NK C= typeΩ
ikP typei ∈Ω .  For simplicity, these submatrices are denoted 
( ) ( ) ( ),  and I E SP P P .  The rank of a picker submatrix is important because, as explained 
above, the rank of ( )DG  cannot exceed the rank of the picker submatrix, so picker 
submatrices should have the maximum attainable rank, ( )3 2N N − .  In other words, the 
rank of a picker submatrix governs the rank of the sensitivity matrix and thereby the 
attainable resolution of the inverse problem.  Figure 3 shows the cumulative sensitivities 
and ranks of ( ) ( ) ( ),  and I EP P P S .  Based on this figure, it appears that the internal- and 
straddling-type configurations are considerably superior to the traditional external-type, 
which is most widely used in resistivity tomography.  This would suggest that significant 
improvements in data quality can be realized simply by using configuration types other 
than the external type.  This hypothesis is explored more fully in following sections. 
  
3.2. Developing ED Objective Functions 
 Taking into consideration the preceding section, two new ED objective functions 
are proposed below.  One of their primary features is that they reward data stations whose 
sensitivities are maximally linearly independent.  In qualitative terms, by seeking to 
maximize linear independence between data stations, the objective function is 
maximizing complementary information.  To see this, consider two data stations whose 
model sensitivities are highly – but not necessarily perfectly – correlated; though they are 
separate observations, their high correlation means they essentially provide the same 
information.  In contrast, two stations whose sensitivities are minimally correlated 
provide complementary information.  Bear in mind that information is treated 
synonymously with model sensitivities as defined in [4].  Indeed, the sensitivity vector 
for an arbitrary datum is nominally treated as an information vector.  Its magnitude and 
degree of linear independence with respect to other data stations is thus a useful measure 
of its relative importance in an experiment.  In the end-member case, the ideal experiment 
would create a sensitivity matrix that is an orthogonal basis; that is, its inner product with 
itself would be the identity matrix (up to a multiplicative factor).  Each datum would 
provide a wholly unique piece of information about the target, and in such a way that 
each has the same relative weight.   
What is being described here is similar to the Resolution and Information Density 
Matrices: 
 . 
*
*
≡
≡
R G G
D GG
As explained above, the objective function rewards linearly independent data stations, so 
it implicitly operates on the information density matrix, D.  However, this should be not 
the only objective.  Both R and D can be expressed in terms of their singular value 
decompositions: 
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  , 
*
*
T
T
≡ =
≡ =
R G G VV
D GG UU
% %
% %
where  and  V  are respectively the truncated left and right singular vectors of G.  
Singular vectors are by definition orthonormal, so neither the resolution matrix nor the 
information density matrix contains information on the singular values of G.  Hence, 
while these two matrices inform the linear independence of model parameters (R) or data 
stations (D), they contain no detail on the relative amount of information accorded to 
each parameter or data station.  That information is embedded in the singular values of G.  
The objective function consequently must also incorporate the singular spectrum, either 
implicitly or explicitly. 
U% %
 Accordingly, it is clear that the experimental design objective function must 
comprise two distinct measures of quality: the linear independence of observations and 
the overall magnitude of their sensitivities.  Put in geometric terms, each row of G is a 
sensitivity vector for one observation; the objective is to simultaneously maximize both 
the magnitude and the orthogonality of these vectors.  Put still another way, the objective 
is to maximize both the content and complementarity of available information.   
 The key distinction to this approach is that, unlike nearly all other objective 
functions so far proposed, this method can avoid the SVD of G, which is an  
operation.  Rather, we propose an objective function whose main computational expense 
is in performing vector-space projections.  Additionally, it will be shown that this 
objective function is amenable to serial experimental design.  Rather than determining 
the entire experiment all at once (which is customarily how ED is executed and which is 
expensive because of the combinatoric nature of the search space), the optimization 
algorithm can be written to sequentially amass observations, creating an optimal 
experiment. 
( )3O n
 
3.2.1.  Objective Function #1: Basic Algorithm 
 The first proposed objective function is most easily expressed by outlining the 
algorithm into which it is embedded (see Flowchart 1); each algorithm step is annotated 
below. 
 
i. The n initial observations comprise an experiment that will be denoted Ω) , where 
{ }|  the set of all permitted observationsΩ ⊂ Ω) .  Construct the sensitivity matrix for 
Ω)  and denote this G) .  Define Ω(  to be the complement of Ω) ; i.e., Ω = Ω ∪ Ω) ( .  
Hence,  is the set of remaining unused observations.  Finally, define G  to be the 
sensitivity matrix for .  It follows by these definitions that 
Ω( (
Ω( T T T⎡ ⎤= ⎣ ⎦G G G
) (
M , where G is 
the sensitivity matrix of all permitted observations, corresponding to Ω . 
ii. Increment n. 
iii. Evaluate candidacy for addition to the current experiment of all remaining, unused 
observations.  For each row in G
(
, subtract from it its projections onto the space spanned 
by G
)
, then evaluate the norm of the residual.  The residual is perpendicular to the space 
spanned by G
)
, so it represents the complementary information that the corresponding 
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No
Yes
Initialize
Collect n observations (i)
Increment
n  := n + 1 (ii)
Find best candidate datum
Add observation to experiment (iii)
Stop Criterion
n ≥ nmax ?
(iv)
Terminate (v)
Flowchart 1 Basic algorithm for performing serial experimental design.
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 observation would potentially bring to the current experiment.  The magnitude of this 
residual therefore quantitatively specifies the strength of this additional information. 
 
Mathematically, this metric is expressed as 
 ( ) ( ) kkΘ = −I P g) ( , [8] 
where P
)
 is the projection matrix of G
)
, defined 
 ( ) 1T T −≡P G GG G) ) ) ) , 
and kg
(
 denotes the kth row of G
(
: 
 ( ),: Tk k≡g G(( , 
expressed in colon notation. 
 
Step (iii) is executed by a loop, for k = 1, …, N-n, where N is the total number or 
permitted observations.  Once all candidate observations have been evaluated according 
to [8], the one with the largest evaluation is appended to the current experiment. 
iv. Choice of stopping criterion is up to the user.  Here, we specify a maximum number of 
observations, nmax.  Other possibilities might include: a threshold term on the smallest 
eigenvalue (or any eigenvalue of specified index); an information improvement threshold 
requiring that at least one candidate observation evaluates (according to [8]) to above 
some specified threshold; et cetera. 
v. If the stopping criterion is met, the ED algorithm may exit.  Otherwise, go to step (ii) and 
repeat.  ■ 
 
Equation [8] can be simplified – for heuristic if not for practical purposes – to 
 ( ) T kkΘ = N g) (  [9] 
where N
)
 denotes the right null space of G
)
.  Viewed in this way, the ED objective 
function is seen to reward candidate observations whose sensitivity vectors are of 
maximal length after projection onto the null space of G
)
. In other words, candidate 
observations that provide the most complementary information are chosen.  Another 
vantage on equation [8] is to observe that if P
)
 is expanded by substituting the SVD of G
)
 
for G
)
 itself ( T=G UΣV) ) and then simplified, the projection matrix equals the resolution 
matrix.  That is 
 T= =P R VV) % % , 
where  denotes the truncated right singular vectors of V% G) , those associated strictly with 
nonzero singular values.  Hence, an equivalent form of ( )kΘ  is given by 
 ( ) ( ) kkΘ = −I R g( , [10] 
which, by corollary, means that the null space of G
)
 equals the identity minus the 
resolution matrix*.   
 A graphical example is provided in Figure 4 to offer insight into this experimental 
design objective function.  It is cast in terms of the singular value decomposition of G
)
 
for experiments of increasing size so the reader can visualize the concepts laid out.  The 
                                                 
* An interesting tangent: the trace of R equals the rank of G
)
. 
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Pseudosection Experiment
Standard 
Pseudosection Experiment
Demonstration showing how the experimental design objective function affects the singular 
spectrum of     as a function of iteration number.  Shown are the singular spectra of     at experi-
mental design iterations 5,10, 15, 20, 25, and 28 (the iteration number equals the number of 
observations currently in the experiment).  The top and bottom panels are identical but for the 
scale along the y-axis.  Also shown is the spectrum for the standard Pseudosection configura-
tion.  This example derives from a borehole setting where 10 electrodes are deployed to query 
the earth model in Figure 8.
Observe that as the number of observations increases all singular values increase.  This is 
because added observations are not strictly linearly independent of their predecessors already 
in the experiment.  Also observe that the spectra of the designed experiments are categorically 
greater than the spectrum for the Pseudsection configuration.  This is partially explained in 
Section 3.2 where it is pointed out that the worst 4-electrode geometry is the external dipole-
dipole, of which the Pseudosection survey is exclusively comprised.
Figure 4
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No
Yes
(i)
(ii)
(iii)
Stop Criterion
n ≥ nmax ?
(iv)
Terminate
(v)
(vi)
Initialize
Collect n observations
Increment
n  := n + 1
Find best candidate datum
Maximize projection onto null 
space of 
Find best candidate datum
Increase small eigenvalues of 
n < ( )rank G n ≥ ( )rank G

GG
Flowchart 2 Modification of the basic ED algorithm that addresses experiments whose number of 
observations may exceed the maxiumum attainable rank of the Jacobian matrix.  When 
the number of observations is less than the maximum attainable rank, this algorithm is 
identical to the Basic Algorithm in Flowchart 1.  When there are more observations than 
this, the algorithm seeks to increase the small eigenvalues of    .

G
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 example is for a borehole resistivity problem where 10 electrodes have been deployed to 
query a heterogeneous earth. 
 
3.2.2.  Objective Function #2: Addressing Maximum Attainable Rank 
 The careful reader will detect an oversight in Objective Function #1.  If the 
number of desired observations, nmax, is greater than the maximum attainable rank of the 
sensitivity matrix as discussed in Section 3.1, equations [8] - [10] will evaluate to zero 
whenever n is greater than or equal to the attainable rank.  This follows because once G
)
 
attains the maximum possible rank, it spans the same row space as G; thus any candidate, 
kg
( , which by definition resides in the row space spanned by G, must reside wholly in the 
row space spanned by G
)
, making it perpendicular to the null space of G
)
.  Therefore, if 
nmax is larger than the attainable rank of G, the objective function must be modified. 
 Though it adds computational expense, Objective Function #1 can be modified to 
accommodate nmax greater than the maximum attainable rank by employing the SVD.  
Flowchart 2 elucidates the idea; each step of the algorithm is annotated below. 
 
i. Same as Step (i) above 
ii. Same as Step (ii) above 
iii. Same as Step (iii) above 
iv. Whereas step (iii) rewards candidate observations whose sensitivity vectors are of 
maximal length when projected onto the null space of G
)
, this avenue rewards 
observations whose sensitivity vectors are of maximal length when projected onto 
subspaces spanned by the singular vectors of the smallest nonzero singular values.  
The distinction is of degree, not of kind; rather than using the singular vectors of the 
zero singular values (null space), we use singular vectors of the small, nonzero 
singular values; the objective is to augment the sensitivity to the most poorly resolved 
parameters.   
 There are a number of ways to do this.  The simplest is to target the smallest 
nonzero singular value for augmentation.  This is done by seeking candidate 
observations whose sensitivity vectors are of maximal length after projection onto the 
singular vector of the smallest nonzero singular value. 
 Mathematically, this is expressed as 
 ( ) Tr kkΘ = v g( , [11] 
where  is the maximal attainable rank, and  is the r( )rankr ≡ G rv th  right singular 
vector of G
)
.  As in the previous flow chart, equation [11] is executed in a loop, and 
the observation that maximizes it is added to the current experiment. 
 Alternately, the geophysicist can use a subspace spanned by a set of right 
singular vectors associated with the smallest nonzero singular values, e.g. 
 ( ) ( ):, : T kk r s rΘ = −V g(  [12] 
where V contains the right singular vectors of G
)
 and where ( ):, :r s r−V  is the 
submatrix of V consisting of columns r s− through . r
 Equations [11] and [12] are exemplified in Figure 5. 
v. Same as Step (iv) above. 
vi. Same as Step (v) above.  ■ 
 
3.2.3.  Objective Function #3: Adaptive Experimental Design 
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dim G( ) = ×45 45
r = ( ) =rank G 10
zero singular values
(null space of G) 
Figure 5 Singular values of a hypothetical matrix, G.  Though G is 45x45, it is 
singular and has only 10 nonzero singular values.  For expository 
purposes, let r = 10 (for the 10 nonzero singular values) be the maximum 
attainable rank for any experiment.  The right singular vectors corre-
sponding to indices 11-45 comprise the nullspace of G.  Equation [11] 
indicates that the smallest nonzero singular value should be augmented; 
this is shown graphically by the red circle and arrow.  Equation [12] 
specifies that a range of small singular values should be augmented; this 
is exemplified by the blue dots and arrows.  In both cases, singular 
values are augmented by seeking candidate observations whose sensi-
tivity vectors are of maximal length after projection onto the appropriate 
subspaces; the subspaces being spanned by the right singular vectors 
associated with the chosen singular values.
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  Either Objective Function #1 or #2 can be employed to perform a sort of ad hoc 
adaptive experimental design, wherein a preliminary data set is collected (using a 
standard survey) and inverted to provide an initial earth model; this working model can 
then be used to design a tailored experiment whose purpose is to minimize parameter 
uncertainty by maximizing resolution.  
 An alternate and possibly more elegant approach would be to design the 
experiment in real-time, as data are being collected and inverted.  Flowchart 3 diagrams 
this idea; each step of the algorithm is annotated below. 
 
i. Collect n initial observations.  These initial observations can derive from a standard 
survey or can be designed to optimally query a homogeneous target.  Make an initial 
guess for the earth model, m0, perhaps starting with a homogenous earth.  Set the 
algorithm counter to n = 0. 
ii. Increment the counter, n := n + 1. 
iii. Perform one or two iterations of a nonlinear least squares inversion, using some type 
of regularization to ensure stability.  Update the model to mn+1. 
iv. Check n to determine which Step to follow next.  Define  as the desired number 
of observations to populate the experiment with and  as the maximum number 
of iterations the coupled design/inversion algorithm is permitted ( ).  If 
, proceed to Step (v), the ED step; if , proceed to Step (vii), the 
stopping criterion.  Once n exceeds n
1max,n
2max,n
, 2 ,1max maxn n≥
,1maxn n< ,1maxn n≥
max,1, the experimental design pathway (Steps 
(v) and (vi)) is deactivated and the algorithm proceeds thereafter as an ordinary 
NLLS inversion. 
v. Use Objective Function #1 or #2 (depending on whether n is greater than the 
maximum attainable rank) to determine the next observation to be added to the 
experiment.  Bear in mind that G
)
, G
(
 and  change at each iteration because the 
earth model, m
G
n, changes.  This obviously significantly increases computational 
expense. 
vi. Collect the new observation prescribed in Step (v). 
vii. The stopping criterion is a matter of user choice.  The criterion specified here is an 
RMSE threshold coupled with a maximum permitted number of iterations, nmax,2. 
viii. If either stopping criterion is met, the algorithm exits. ■ 
  
This technique requires model regularization since the inverse problem will be ill 
posed as long as the number of observations is less than the number of model parameters 
(Note: it will always be ill posed if the number of parameters exceeds the maximum 
attainable rank).  The main contingency that can destabilize this method is that the 
experimental design phase is dependent on the current state vector, mn, which is in turn 
dependent on the type of inversion being used (the current state vector depends on 
inversion algorithm details such as regularization scheme, Lagrange multipliers, data and 
model rescaling, constraints, and so forth).  Hypothetically, this method can converge to a 
local minimum or fail to converge all together if the experimental design subroutine does 
not prescribe observations that maximize resolution with respect to the true, unknown 
model, or any model in the neighborhood of the true model. 
 
3.3. Borehole Resistivity Modeling and Inversion 
This article explores experimental design for borehole resistivity.  Both 
transmitting and receiving electrodes are placed along the borehole axis.  The azimuth of 
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Terminate
Data Collection:
Collect ED-prescribed datum 
Experimental Design:
Given mn, determine best obser-
vation to add to survey
Stopping Criterion:
RMSE ≤ H 
or 
n = nmax,2
Initialize:
Collect n data points;
Initialize model, m0;
Set n = 0
Invert:
Update mn-1 := mn
ED Criterion:
n ≥ nmax,1 ?
Increment:
n  := n + 1
No
No
Yes
Yes
(i)
(ii)
(iii)
(iv)
(v)
(vii)
(viii)
(vi)
Flowchart 3 Algorithm describing a possible method for performing adaptive experimental design. 
This is an integrated form of ED, wherein the operations of data collection, inversion, 
and experimental design are executed cyclically until convergence.  nmax,1 specifies 
the number of observations the designed experiment will have and nmax,2 specifies the 
maximum number of iterations the super-algorithm is permitted before termination. 
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 a resistivity feature cannot be resolved in this formulation, so the forward and inverse 
models are simplified by forcing resistivity to be azimuthally independent.  
Consequently, cylindrical coordinates are adopted, with resistivity being radially 
symmetric about the borehole axis (Figure 6).  The borehole resistivity problem can be 
treated as a 2D tomography problem as an effect of this simplification.  This may be 
oversimplified for practical field use, but the purpose of this paper is to investigate 
experimental design so it is reasonable to start with problems that do not unnecessarily 
complicate or mask the effects specifically attributable to designed experiments. 
The 2D borehole resistivity forward and inverse problems are treated using an 
adaptation of the transmission line network analogy developed by Madden (1972) and 
employed by Zhang et al. (1995).  The inversion program uses nonlinear least squares 
with an L1-norm constraint on the gradient of the model parameters.  Formally, the 
inversion objective is given by 
 2
2
arg min λ− + ∇
m
d Gm m
1
 [13] 
The Levenberg-Marquardt algorithm was used to govern the tradeoff factor, λ, between 
data RMSE and the IRLS constraint. 
  
3.4. Synthetic Trials 
 A collection of synthetic trials was conducted to assess the utility of the foregoing 
theory.  The discretized model in Figure 7 was used to explore various design methods.  
A homogeneous background of 100Ωm was used and two anomalies were embedded in 
it: a conductive anomaly (A) of 20Ωm and a resistive anomaly (B) of 500Ωm.  Ten 
borehole electrodes were deployed from the surface to a depth of 9m at equispaced 1m-
intervals to query the target.  A 26×16 irregular mesh was used (including boundary 
condition cells), with cell sizes increasing proportionally as their distance from the 
borehole array.  This was done both to reduce the number of inversion parameters and to 
increase parameter sensitivity at distance. 
 
3.4.1.  Investigation #1: Comparison of the Three Dipole-Dipole Types 
 Three dipole-dipole data station types were identified in Section 3.1, internal, 
external and straddling (see Figure 2).  This investigation explores the hypothesis that the 
external-type configuration gives rise to the poorest data quality and that the internal- and 
straddling-type configurations provide comparably superior data quality.  A Monte Carlo 
approach was adopted wherein random experiments consisting of only one station type 
were generated and their data inverted.  Twenty-five realizations were created for each 
station type to provide a statistical measure of the expected data quality.  Quality was 
measured by calculating the mean-absolute-percent-error between the true and inverted 
models.  Experiments of 28, 56, 84, 112, and 140 data stations were investigated to derive 
performance curves as a function of observation number.  It was speculated that the 
performance curves would behave asymptotically as the number of observations increase, 
indicating a law of diminishing returns.  Of course, it was also speculated that the 
performance curves for the internal- and straddling-type configurations would be similar 
and lower (better) than the external-type performance curve.  The tradeoff factor, λ, 
between data RMSE and the IRLS constraint was kept fixed for these exercises to 
exclude the effects of the Levenberg-Marquardt algorithm, whose behavior is 
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Figure 6 Cartoon describing the borehole model.  Because one borehole is used, resistivity is treated 
as being aziumuthally invariant as shown above.  Consequently, the problem is reduced 
from 3D to 2D.
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Figure 7 Resistivity model used in this paper.  Ten electrodes (arrows at left) were placed at 
equispaced intervals of 1m along the borehole, from the surface to a depth of 9 
meters.  The background resistivity was set to 100 :m and anomalies A and B were 
set to 20 :m and 500 :m, respectively.  The model extends beyond that shown here 
because boundary blocks are needed to ensure modeling accuracy near the survey 
electrodes.  The model uses a total of 416 parameters.
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 unpredictable a priori and which can affect the final outcome of inversion.  Also, all 
inversions were run for exactly 10 iterations to expedite the investigation and to ensure 
the consistency of this comparative study. 
 
3.4.2.  Investigation #2: Random Versus Designed Experiments 
This inquiry investigates the relative superiority of designed experiments as 
compared with randomly generated ones.  The designed experiments were based on a 
homogeneous earth model.  A series of experiments were tried for random and designed 
experiments to quantify their relative performances as a function of the number of 
observations used.  As a result of Investigation #1, experiments were designed using only 
straddling-type dipole-dipoles.  This reduced the search space and thereby expedited the 
design algorithm.  It was hypothesized that this investigation would also demonstrate a 
law of diminishing returns; that is, as the number of observations increased, the 
difference between the qualities of designed and random experiments was expected to 
decrease.  The quality metric adopted for these trials was the final model RMSE.  
Experiments using 28, 56, 84, 112, and 140 observations were tried.  Ten random 
experiments were realized for each specified number of observations, to supply statistics.  
Standardized experiments of 28 and 140 observations were also considered, as these were 
expected to outperform random experiments.  The standardized experiment of 28 
observations was the Pseudosection survey and the one of 140 was the proprietary ERL 
survey.   
 
3.4.3.  Investigation #3: Two-Stage, Adaptive Experimental Design 
 This study investigates the utility of performing an initial survey/inversion 
followed by an experimental design phase and a second inversion.  In this respect, the 
procedure can be thought of as two-stage: Stage One collects and inverts a standardized 
data-set, producing a working model or image of the earth; Stage Two designs an 
experiment tailored for the working model and then collects and inverts a second data-set, 
using the preliminary model as an initial guess for the inversion algorithm.  A 
Pseudosection data set was initially generated (collected) and inverted to produce the 
working model.  Experiments were then designed, tailored for that model.  Data for the 
new experiments were then generated (collected) and inverted, and the resulting image 
misfit was measured to evaluate performance.  Experiments of 28 (Objective Function 
#1) and 140 (Objective Function #2) observations were designed and compared with the 
Pseudosection and ERL surveys.  To determine whether the performance of designed 
experiments represented a bona fide improvement, rather than just chance, a Monte Carlo 
study was conducted using 100 randomly generated 28-observation experiments for Stage 
Two.  A performance histogram was then created, offering a probabilistic perspective on 
the relative performance of designed experiments. 
 
3.4.4.  Investigation #4: In-line, Adaptive Experimental Design 
 Of the investigations performed, this was the most ambitious.  The prospect of 
performing real-time or in-line experimental design was examined.  The details of the 
methodology are outlined in Flowchart 3.  Experiments of 28 and 140 data stations were 
designed and compared to the aforementioned Pseudosection and ERL surveys.  As 
previously, the quality metric used to assess relative survey performance was the model 
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 RMSE.    During the inversion step (Step iii), the nonlinear inversion algorithm was 
allowed two iterations, rather than one.  This increased the probability that the working 
model had incorporated the information provided by new observations.  Ten initial data 
stations were used to seed the algorithm.  These were specified by designing a 10-
observation experiment optimized for a homogenous earth. 
 
3.4.5.  Investigation #4: Small Batch Adaptive Experimental Design 
Given the results of Section 3.4.4, a slight modification to the in-line algorithm 
was implemented to try to improve its performance.  Steps (iii) and (v) in Flowchart 3 
were altered as follows: 
 
iii'.  Perform between three and seven iterations of a nonlinear least squares inversion, 
using some type of regularization to ensure stability.  If at any time between the third 
and seventh iteration the data RMSE increases, terminate the inversion, update the 
model to mn+1 and proceed to Step (iv). 
v'.  Use Objective Function #1 or #2 (depending on whether n is greater than the 
maximum attainable rank) to determine the next N observation to be added to the 
experiment. 
 
The difference between Step (iii') and (iii) is that more iterations were allowed 
before the updated model was passed on, hopefully allowing the model to approach 
closer to the true model before the design step was executed.  The difference between (v') 
and (v) was that N observations, rather than only one, were added to the experiment 
before the inversion step was revisited.  The purpose for (v') is similar to that for (iii'), 
namely to increase improvements to the model before it is passed to the next step of the 
algorithm.  This modified algorithm might be called small batch adaptive ED because it 
builds the experiment in groups of observations, rather than by single additions. 
Two trials were performed.  Trial One batch-built an experiment in groups of 
seven observation (N = 7), starting with 7 initial or seed observations, to a total of 56 
observations.  As specified in Step (iii’), the nonlinear inversion algorithm was permitted 
between 3 and 7 iterations before exiting.  Therefore, the total number of inversion 
iterations executed would be between 24 and 56.  Trial Two also batch-built an 
experiment exactly as Trial One, but to a total of 140 observations.  Hence the total 
number of inversion iterations would be between 60 and 140. 
For comparison, the ERL and Pseudosection surveys were also treated as being 
designed in a batch-built manner; that is, data stations from these surveys were serially 
added in batches of N and inverted in the same manner as the designed experiment in 
order to mimic the mechanics of the design algorithm.  The reason for this was to remove 
the effects of the serial inversion in the comparison between standard and designed 
experiments.  Traditional inversion (inverting all data at once) results for both surveys are 
also compared to characterize the effects of serial inversion. 
 
4.  Results & Discussion 
4.1.  Investigation #1: Comparison of the Three 4-Electrode Configuration Types 
 The three data-station types identified in Section 3.1 were compared by Monte 
Carlo experimentation to appraise their relative utility for experimental design.  Based on 
Figure 3, it was hypothesized that the so-called external dipole-dipole stations were 
poorest for experimentation and that either the internal or straddling stations would be 
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 superior.  To address this hypothesis, a Monte Carlo exercise was executed wherein 
random realizations of experiments comprising different numbers of each type of station 
were generated to determine whether they produced statistically superior inversion 
results.  The results are synopsized in Figure 8.  Experiment quality was measured based 
on the model mean-absolute-percent-error.  To expedite this exercise, all inversions were 
forced to exit after ten iterations. 
 As predicted, Figure 8 shows that internal- and straddling-type observations 
outperform external-type observations when approximately 60 or more observations are 
used.  For fewer observations, it appears that external-type observations are relatively 
superior.  The performance of both internal- and straddling-type configurations are 
comparable as predicted.   
Interestingly, the performance of external-type experiments degrades as a function 
of observation number.  This might be attributed to the fact that inversions were limited 
to exactly 10 iterations.  With larger numbers of observations, external-type experiments 
might induce an objective function landscape that is prone to algorithm creep.  
Alternately, it could be because the fixed L1 smoothness tradeoff parameter, λ, carries 
more weight relative to external-type surveys as compared to ones consisting of internal- 
and straddling-types.  Figure 3 plainly shows that the cumulative sensitivity of external-
type surveys is the smallest of the three, indicating that λ will impart the greatest weight 
in the objective function for surveys comprising electrode configurations exclusively of 
this type.  Hence, the superior performance of the external-type surveys for small 
numbers of observations may be attributable to the fact that the model regularization term 
dominates the objective function, and the solution quickly goes to a point in state space 
mediated by that term.  The other two configuration types produce larger data 
sensitivities and therefore more weight to the data RMSE term in the objective function; 
hence, they provide more bona fide information about the target rather than allowing the 
user to arbitrarily specify information in the form of model regularization. 
As was conjectured, the performance curves for internal- and straddling type 
configurations ramp down and then appear to slowly asymptote as additional 
observations are added.  This is taken as evidence supporting the hypothesis that 
experimentation obeys a law of diminishing returns; that is, as an experiment increases in 
size, ever-larger numbers of observations must be added to realize any useful 
improvement in data quality (as measured by model RMSE).  This is sensible enough, 
and it establishes the prospect that small, smart experiments might be systematically 
designed to perform as well or better than larger random/standardized experiments.  The 
prospect of small, information-dense data-sets, rather than voluminous, information-
sparse ones is of itself sufficient financial motivation for the serious geophysical 
inversion practitioner.  
 
4.2. Investigation # 2: Random Versus Designed Experiments 
 The next research objective was to assess whether designed experiments can 
produce demonstrably superior data quality (as measured by the model RMSE) compared 
with random and standardized experiments of similar size, mindful that diminishing 
returns imposes an upper bound on how large a designed experiment can usefully be 
made.  To do so, designed experiments were compared with Monte Carlo trials where 10 
random experiments were generated per number of observations and their data inverted.  
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Figure 8 Performance of the three electrode configuration types based on a Monte Carlo 
investigation.  Curves show the average of the model mean-absolute-percent-error 
for 25 randomly realized experiments using one of the three configuration types.  
Also shown are deviation bars of plus and minus one standard deviation for each 
configuration type.
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 The designed experiments were made assuming a homogeneous earth, rather than the true 
model in Figure 7.  A Levenberg-Marquardt algorithm was used to govern the tradeoff 
parameter, λ, and all inversions were allowed to run to convergence (rather than in the 
previous investigation where all inversions were forced to run exactly ten iterations).
 Figures 9 and 10 show the results of this investigation.  Figure 9 shows model 
results; for random experiments, the models shown are the average for all Monte Carlo 
trials.  This figure also reports the model RMSE (average model RMSE for the random 
experiments).  Figure 10 graphs the experiment performance curves (model RMSEs 
versus number of observations); for random experiments, the mean model RMSE plus 
and minus one standard deviation is shown; the designed experiment performance curve 
is also shown, as are the model RMSEs for the two standardized experiments.   
The prime feature of Figure 10 is that designed experiments have categorically 
lower model RMSEs (higher data quality) than either random or standardized 
experiments of comparable size.  The table at the bottom of the figure offers a rough 
statistical perspective on this point.  This table indicates the probability – based on the 
sample mean and standard deviation produced in the Monte Carlo exercises – that a 
randomly generated experiment would produce a lower model RMSE than that induced 
by a designed or standardized experiment of the same size.  For example, if 56 
observations are used, there is a 15.59% chance that a randomly generated experiment 
would produce a model RMSE lower than that generated by a designed experiment.  For 
the purposes of these calculations, it was assumed that model RMSEs were normally 
distributed.  This assumption is almost certainly invalid because the root-mean-square is 
non-negative, and its probability distribution in this context will probably be skewed 
(especially for small numbers of observations).  Nonetheless, even a factor-of-two error 
in predicting these probabilities still argues strongly that the quality of designed 
experiments is superior to that of random ones of similar size.  The model RMSEs of 
designed experiments are also lower than either comparably sized standardized 
experiment, lending further credence to the hypothesis that these designed experiments 
are truly producing superior data quality. 
 While the simplified probabilistic approach adopted in Figure 10.b is likely 
inadequate to describe the actual sampling statistics of model RMSE for random 
experiments, it does serve to highlight an important point: the objective functions 
employed herein for experimental design are intentionally designed to be expeditious, 
and they consequently produce experiments that are not globally optimal.  Globally 
optimal experiments might exist, but they can only be found by using far slower global 
search algorithms like simulated annealing and evolutionary algorithms.  Indeed, a 
globally optimal experiment would hypothetically induce such high-quality data that the 
final model RMSE should practically vanish (for noiseless data).  The probability that a 
random experiment could produce an inversion result with a lower model RMSE than the 
globally optimal experiment would literally be nil.  The issue is the amount of time one 
must spend searching for this optimal experiment.  Rather than expend copious amounts 
of time seeking this globally optimal experiment, why not seek an experiment that 
produces an excellent though suboptimal result for a fraction of the computational 
expense?  This is an argument loosely based on the so-called Pareto Principle, which 
asserts that ‘80% of the consequences stem from 20% of the causes’.  In this framework, 
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Figure 10 (a) Performance curves for random, designed, and standardized surveys.  This graph 
recapitulates the results in Figure 9 in graph form.  Shown are model RMSEs as a function 
of number of observations.  The ‘Random’ experiments curve also shows a deviation bar of 
plus/minus one standard deviation.
(b) Table of probabilities that randomly generated experiments of different sizes could 
outperform designed and standardized experiments of comparable size.  Probabilities are 
based on the assumption that the model RMSE of randomly-generated experiments is 
normally distributed.
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 we assume we can achieve something like 80% experiment optimality for 20% of the 
work.  
 It is notable that the hypothesized diminishing returns are not as evident as 
expected.  All experiments – designed, random, and standardized – trend downward as a 
function of observation number, but the trend is not monotonic.  Random experiments go 
through a model RMSE minimum at 84 observations, increase at 112 observations, and 
then continue downward again at 140 observations.  The same type of behavior is 
exhibited with designed experiments, which go through a minimum at 56 observations, 
increase at 84 observations, and then continue downward thereafter.  There are not 
enough kinds of standardized experiments to demonstrate the same tendency.  It is 
unclear what the source of this pseudo-monotonicity is or whether it is indeed a real 
effect or just happenstance.  Regardless, model RMSE does generally trend downward 
semi-asymptotically, and this is taken as further (qualified) evidence of diminishing 
returns.   
The implication of diminishing returns is that there exists a critical number of 
observations beyond which experimental design is moot.  If time and money are 
immaterial, it is just as well to collect a large data set randomly or by using a 
standardized survey as it is to expend energy designing an experiment.  It is unclear from 
this particular investigation exactly what the critical point of diminishing returns is – and 
indeed, the critical point is dependent on such a wide number of factors like the number 
model parameters and the inversion algorithm that it is plainly non-universal – but it is 
arguably a modestly small number as compared with the total number of permitted 
observations.  The point is whether experimental design offers any incentive over 
collecting large random data-sets or moderately sized standard ones.  If time and money 
are material, the answer is ‘yes’. 
It should be emphasized that the designed experiments in this phase of our 
research were created assuming a homogeneous half-space.  In this respect, we should 
refrain from calling them ‘designed’ surveys since they have not been tailored to the 
particular target they query.  Indeed, such experiments need be designed only once, and 
they can be used – for better or worse – on any heterogeneous target thereafter.  The fact 
that experiments designed for a homogeneous half-space and employed on a 
heterogeneous medium produce such superior results is testimony to how much room for 
improvement there is in executing geoelectrical surveys.  This leads to the final two 
phases of our research wherein we explore optimal experimental design.  That is, we 
examine the possibility of adapting the experiment to the target. 
 
 
4.3. Investigation #3: Two-Stage, Adaptive Experimental Design 
 A simple, two-stage method of adaptive experimental design was examined in this 
exercise.  Stage One of the procedure started by creating an initial image of the target 
based on a Pseudosection query of the earth.  In Stage Two, an experiment was designed 
to optimally query the working model and a subsequent inversion was performed.  Two 
scenarios were tried, one using a 28-observation designed experiment and one using 140.  
The inversion result for the ERL survey (140 observations) is also shown for comparison.  
The results are shown in Figure 11. 
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Figure 11 Results of two Two-Stage Adaptive Experimental Design trials.  The first stage of this proce-
dure inverts an initial dataset - a Pseudosection survey, in this case - and the second stage 
designs an experiment based on the inversion image.  The second dataset is then inverted, 
completing the procedure.  Final model RMSEs are shown in the top right corner of all 
panels.
(a) The 28/28 trial (28 observations for the Pseudosection survey and 28 for designed 
experiment).
(b) The 28/140 trial, as well as the inversion result for the standard ERL survey for compari-
son.  
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  This simple form of adaptive ED performs very well.  Panel (a) shows that the 28-
observation designed experiment reduced model RMSE by over an order of magnitude 
compared with the initial Pseudosection survey.  Importantly, the designed survey 
captured the correct shape of the 500-Ωm resistive anomaly, which was misrepresented 
by the Pseudosection image.  Compared with the 28-observation examples in Figure 9 – 
indeed, compared with any experiment in that figure – this small, adapted experiment is 
exceptional.  Panel (b) shows the result for a 140-observation designed experiment.  As 
expected by the law of diminishing returns, the model RMSE for this designed 
experiment is not significantly better than its much smaller cousin in Panel (a), 
suggesting that the smaller experiment would suffice in view of financial considerations.  
Both designed experiments outperform the ERL survey at right in Panel (b). 
 The results of this investigation are very exciting: small, adapted experiments can 
significantly improve data quality.  In Panel (a), only 56 observations were made – 28 
each for the Pseudosection and designed surveys.  The ERL survey, by comparison, used 
140 observations without producing a better image.  The point is obvious: rather than 
collecting a large data set, which poses a financial burden, this simple, two-stage adaptive 
technique can be employed to produce superior imaging, at a fraction of the cost.   
To determine whether the 28-observation design was actually superior or whether 
its performance was a product of chance, it was compared with 100 random experiments 
of 28 observations.  As with the designed experiment, the inversions of all random survey 
data were initialized with the same Pseudosection image.  The histogram in Figure 12 
shows the outcome; the adaptively designed experiment outperformed 95% of all random 
surveys, demonstrating that the adaptive experimental design procedure produces 
experiments whose superiority is statistically significant.   
 One reason that the designed experiments performed so well is that the initial 
model plugged into the 2nd stage inversion is the Pseudosection image.  In previous 
inversions where no prior information was available the starting model was a 
homogeneous half-space.  In this case, the inversion algorithm did not have far to travel 
through state space, nor was it in jeopardy of falling into local minima or diverging.  This 
statement is true of designed experiments but not the random ones.  The performance 
histogram (Figure 12) was bimodal, with the ‘higher’ mode peaking around a model 
RMSE of 30 Ωm.  This indicates that some fraction of the random experiments actually 
caused divergence.  Though it sounds redundant, it is concluded that designed 
experiments perform so well is because they were systematically designed to perform 
well.  Even though the Pseudosection earth model was incorrect, it was close enough to 
the true model that the tailored surveys performed outstandingly. 
 
 
4.4.  Investigation #4: In-Line Adaptive Experimental Design 
 This section examines an alternate form of design termed in-line adaptive ED.  
This technique operates by serially executing experimental design in-line with data 
inversion; as the earth model comes into focus so to speak, additional observations are 
added one at a time and inverted under the supposition that they are optimized to steer the 
inversion toward the true model.  Complete details of the method are outlined in 
Flowchart 3.  It was hypothesized that this technique could outperform all techniques so 
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pared with an adapted experiment also executed as a second-stage survey.  
The input model for all inversions was the heterogeneous model created in 
the first stage inversion of Pseudosection data (shown in Figure 11).  The 
red bar shows the model RMSE attained for the adaptively designed experi-
ment of 28 observations.  The model RMSE of the designed experiment is in 
the lowest 5th percentile, meaning it outperfoms 95% of the random exepri-
ments.
Figure 12
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 far investigated in this paper, both in terms of final model RMSE and total number of 
inversion iterations. 
 Figure 13 shows the final images for Trials 1 and 2, where 28- and 140-
observation designs were attempted, respectively.  Panel (a) shows the 28-observation 
results and Panel (b) shows the 140-observation results.  Note that the standard surveys 
were executed as though they were being serially designed, as per Flowchart 3.  This was 
done to account for the effects of the serialized inversion, so that a comparison between 
designed and standard experiments would be unbiased by the inversion method.  Neither 
designed experiment performs particularly well with regard to comparably sized standard 
surveys.  The in-line AED experiments shown here were not only unremarkable 
compared with standardized surveys, but they performed more poorly than – or, at best, 
comparably to – the experiments designed in Section 4.2 (see Figure 9), where a 
homogeneous earth model was used as a design target.  Their performance was also 
significantly inferior to the two-stage designed experiments in Section 4.3 (see Figure 
11).  
Figure 14 provides a different perspective.  It shows the performance curves for 
standard and designed experiments as a function of observation number, as the 
experiments were being built.  Designed experiments are accumulative, so the ‘designed’ 
performance curve at 28 observations corresponds to the left-hand image in Figure 13.a.  
Equivalently, the Pseudosection survey is a subset of the ERL survey, so the ‘standard’ 
performance curve at 28 observations corresponds to the left-hand image in Figure 13.b.*  
While both designed and standard surveys fare poorly at 28 observations, the designed 
experiment improves rapidly thereafter, asymptoting by ~50 observations.  The standard 
survey improves a bit but levels off until ~75 observations where it finally improves to a 
level comparable with the designed survey.  An explanation for the rapid and drastic 
improvement of the designed experiment around 30 observations is that the number of 
experimental observations has approached the maximum attainable rank ( , 
see Section 3.1) for this problem.  This is a matter of course, because the objective 
function deliberately rewards new observations whose information is maximally 
complementary; that is, it seeks data stations whose parameter sensitivities are maximally 
orthogonal to the data stations already in the experiment.  Hence, it is conjectured that in-
line adaptive ED can be expedited by specifying a number of observations equal to or 
slightly greater than the maximum attainable rank of the problem. 
10 2 10 35C − =
There are at least three significant drawbacks to in-line adaptive ED as 
demonstrated here.  First, it is computationally demanding.  Each time the design step is 
executed, it requires recalculation of the sensitivity matrix of all permitted data stations, 
G, because the earth model has been updated.  As the size of the inverse problem 
increases, significantly more computational expense will be required to accumulate the 
designed experiment.  Second, the design step depends on the current working model, 
which in turn depends on the inversion algorithm.  If the inversion begins to diverge, the 
design step will be adding observations optimized for the diverging model, possibly 
further destabilizing the inversion and setting up a negative feedback.  Third, it is 
confounding to determine an appropriate regularization schedule.  The Levenberg-
                                                 
* Note that the magnitude of the model RMSEs at 28 observations are higher than those reported in Figure 
13.  This is because the inversion algorithm continues to iterate after the design phase is complete, in an 
attempt to satisfy the stopping criteria. 
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Figure 13 Results of two In-Line Adaptive ED trials.  This AED procedure starts with a small, initial 
dataset, which is partially inverted to produce an updated model; the model is then used in an 
experimental design phase to determine a single observation to be added to the experiment; 
the augmented dataset is then partially ‘re-inverted’, and the procedure continues cyclically, 
until convergence.  Final model RMSEs are shown in the top right corner of each panel.  
Inversion results for standardized surveys of equal size are shown for comparison.  Note: the 
Pseudosection and ERL comparisons offered in this figure were exected as though they had 
been designed by this inline AED procedure.  In this fashion, the effects of the ‘serialized’ 
inversion implicit in this technique were accounted for.
(a) 28-observation design and the Pseudosection survey comparison.
(b) 140-observation deisgn and teh ERL survey comparison.
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 Marquardt algorithm is effective for traditional inverse problems where the data-set 
remains unchanged from start to finish, but there is an added degree of complexity in 
trying to tune λ as the data-set itself changes.  Though it is not discussed in this 
document, a great deal of time was spent tuning the in-line procedure to produce a useful 
result. 
As specified in Section 3.4.4, the nonlinear inversion algorithm was forced to 
execute exactly two iterations per added observation.  Thus, the 28-observation design 
executed no less than 56 inversion iterations, and the 140-observation design executed no 
less than 280.  Once the design criterion was satisfied, the inversion was allowed to run 
normally until its stopping criteria were met, adding a maximum of ten additional 
iterations. 
 
4.5. Small Batch Adaptive Experimental Design 
 To address the drawbacks identified with In-Line AED, an alternate method of 
design was proposed in Section 3.4.5.  The technique was termed Small Batch AED, 
because, rather than adding one observation at a time to the experiment, small batches 
were added – in this case, 7 observations per batch.  Additionally, rather than allowing 
only two inversion iterations per added datum, this technique allows between 3 and 7 
iterations per added batch.  The purpose of these modifications was twofold: 1) reduce 
the computational expense associated with the design step (which requires recalculation 
of the sensitivity matrix), and 2) improve the final model RMSE.  Trials of 56- and 140-
observation experiments were attempted to assess whether improvement could be made 
over the in-line method examined above. 
 Figure 15 displays the result for the 56-observation ED trial.  By the terminus of 
this method, it had achieved a model RMSE comparable to the asymptote seen in Figure 
14.  The total number of inversion iterations executed on this trial was 54, half as many 
as would have been executed in a 56-observation in-line design if it were executed as per 
Section 4.4.  Moreover, only 8 evaluations of the sensitivity matrix were made as 
opposed to the 56 that would have been required for a comparable in-line design.  Thus, 
one of the two stated purposes of this exercise has been met: the computational burden 
has been reduced without sacrificing image quality (as measured by the model RMSE).  
A different viewpoint on the comparison between Batch and In-Line AED is provided by 
Figure 16, which shows the performance curves of both methods as a function of the 
number of observations.  The shapes of the two curves are similar, but the batch method 
reduces model RMSE earlier, suggesting that this technique may be more robust. 
 The standard Pseudosection and ERL surveys were also executed in this batch 
approach to ascertain how they behaved in comparison with the designed experiment.  
The results are not shown, but the final model RMSEs were 68.09 Ωm and 4.55 Ωm, 
respectively, for the Pseudosection and ERL surveys. 
 It is concluded from this exercise that small batch AED is an improvement over 
the in-line technique discussed in Section 4.4.  While the final RMSEs were comparable, 
the computational burden was significantly reduced in the batch method.  Additionally, it 
is surmised that the batch method is less prone to divergence than the in-line method, 
which is of considerable concern for these types of techniques.   
At the end of the day, though the batch method performed well, we would not 
necessarily recommend it for real-world application.  The procedure incorporates data 
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Figure 15 Small Batch AED trial.  A 56-observation experiment was designed in batches, following 
similar guidelines as the in-line AED procedure, except observations were added in groups 
of seven, rather than singularly.  
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41
 collection, experimental design, and inversion into one super-algorithm that can be 
deployed to great advantage in the field.  After all, if the geophysical explorer could 
collect and invert an optimal data-set in real-time, creating an optimal image right in the 
field, it would represent a significant advance in exploration methods.  However, there 
are a number of algorithm hyperparameters (like the regularization schedule, the number 
of inversion iterations allowed per batch, and the batch size itself) that must be tuned in 
order to get good results.  If these hyperparameters are not properly tuned, the entire 
serialized procedure can diverge or converge to local minima, resulting in wasted time 
and money.  In short, there is no fail-safe way to prevent these last two AED procedures 
from going awry.  Nonetheless, additional research in this area is needed. 
 
5.  Conclusion 
 Multiple methods of experimental design have been developed and applied to a 
heterogeneous earth model cast in a 2D borehole DC resistivity framework.  This 
document comprises several ‘sub-investigations’: 1) circumscribing the experimental 
design space, with particular attention to the unique properties of electrical resistivity 
tomography; 2) developing serial ED objective functions that can be executed without 
resorting to computationally expensive global search algorithms; 3) comparing random 
experiments with designed and standardized experiments; 4) developing a two-stage 
adaptive experimental design for single-borehole DC resistivity; and 5) developing an in-
line adaptive experimental design for single-borehole DC resistivity. 
 Below is a brief synopsis highlighting the key features and/or results from each of 
these sub-investigations. 
 
 Circumscribing the ERT ED Space 
Careful examination of the electrical resistivity tomography problem has 
produced several significant and novel results that are important not only for design but 
for the ERT problem itself.  
 
• The maximum attainable rank of the Jacobian matrix for an arbitrary experiment 
comprising 4-electrode data stations is 2N C N− , where N is the total number of 
survey electrodes. 
 
It was shown that the maximum attainable rank of the Jacobian matrix for an arbitrary 
dipole-dipole experiment is 2N C N− , where N is the total number of survey 
electrodes.  The concept of maximum attainable rank clarifies why geoelectrical 
inverse problems are often ill posed – even if there are more data than model 
parameters, if the maximum attainable rank is less than the number of model 
parameters, the problem is still ill posed.  Maximum attainable rank is also pivotal to 
the experimental design objective functions proposed in this work. 
 
• The straddling-type electrode configuration is superior for geoelectrical surveys. 
 
Three 4-electrode configuration types were identified: external, internal, and 
straddling.  The maximum attainable ranks, ordered from smallest to largest, were 
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 external, internal, then straddling.  The cumulative absolute sensitivities (based on a 
homogeneous model) for each configuration type were ordered identically.  It was 
subsequently demonstrated by Monte Carlo exercises that the straddling- and internal-
type stations indeed outperform the internal-type configuration, especially as the 
number of observations in the experiment becomes large.   
 
• The Pseudosection survey produces poor data quality and should perhaps be 
discontinued. 
 
The Pseudosection survey is made only of external-type electrode configurations, and 
this configuration type has been identified as producing the poorest data quality of the 
three configuration types; it lacks both sensitivity and resolution.  This was plainly 
demonstrated by Monte Carlo exercises that consistently showed the Pseudosection 
survey performing worse than nearly any other experiment of the same size. 
 
• The straddling-type configuration can be used exclusively for experimental design, 
expediting the design algorithm. 
 
The attainable rank of the Jacobian for experiments consisting only of straddling-type 
electrode configurations was equal to the rank of the Jacobian of all data stations, and 
the cumulative sensitivity of all straddling-types was the greatest of the three 
configuration types.  Consequently, it was hypothesized that this configuration type 
could be used exclusively in the design enterprise, expediting the design algorithm by 
reducing the number of permitted observations by two thirds.  All experimental 
designs in this paper comprise only this configuration type, and the results 
summarized below bear out its exclusive use. 
 
Developing Experimental Design Objective Functions 
 A general framework for performing serial experimental design was devised.  The 
term ‘serial’ is used here to describe the design of experiments by sequentially amassing 
observations, in contrast to the traditional method of designing experiments en masse, 
which is viewed as a parallel operation.  The benefit of serial design is that it circumvents 
the need for so-called global searches like evolutionary and simulated annealing 
algorithms, which are currently the only known ways of exploring experiment space for 
whole-experiment designs. 
 
 
 
 
• Two basic serial ED objective functions were developed. 
 
The distinguishing feature of these functions is that they can be incorporated in 
optimization algorithms that sequentially build experiments.  This is done by adding 
observations whose information content is maximal when projected onto the null 
space of the Jacobian matrix for observations already in the experiment. 
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 For the case where the number of observations in a designed experiment reaches or 
exceeds the maximum attainable rank, a modified objective function was proposed.  
This function rewards candidate observations whose information content is maximal 
when projected onto a subspace spanned by one or more of the eigenvectors 
associated with the smallest eigenvectors of the current Jacobian matrix. 
 
• An in-line ED objective function was introduced. 
 
This objective function is an adaptation of the basic objective functions.  It is 
specifically crafted to execute experimental design as part of a super-algorithm that 
cyclically collects data, performs inversion, and designs additional observations. 
 
Random Versus Designed and Standardized Experiments 
 A Monte Carlo exercise was executed to compare randomly generated 
experiments of different numbers of observations with designed and standard 
experiments.  The designed experiments were created assuming a homogeneous earth 
model. 
 
• Designed experiments produce superior data-sets. 
 
Based on final model RMSEs, it was shown that designed experiments produce 
statistically significant improvements in data quality as compared with random and 
standardized surveys, even though the designed experiments were created assuming a 
homogeneous earth.  It is therefore concluded that the methods of ED developed 
herein represent a bona fide advance in geophysical experimental design. 
 
• Designed experiments are suboptimal but statistically more likely to produce high-
quality data sets than random or standard surveys. 
 
Because the methods of experimental design laid out in this research are serial, they 
do not necessarily produce truly optimal experiments.  It was shown that there is a 
nonzero probability that an arbitrary random experiment could produce a better 
inversion result than a designed experiment, but it only becomes reasonable to 
employ random experiments when the probability of producing a better inversion 
result is 50% or greater.  None of the Monte Carlo exercises showed such a high 
probability.  The only way to produce truly optimal experiments is to use a global 
search strategy, which is prohibitively expensive for real-world applications.  Instead, 
the Pareto Principle is invoked, where it is assumed that we can achieve 80% 
optimality for 20% of the work. 
 
• Experimental design is subject to a law of diminishing returns. 
 
It was shown that ED obeys a law of diminishing returns.  That is, as the number of 
observations increases, improvements in the performance of designed experiments 
taper off.  Moreover, as the number of observations becomes large, the utility of 
designing an experiment – rather than randomly generating one – diminishes.  
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 Therefore, the main benefit of experimental design is in the fact that it can produce 
compact data-sets with high information density, which is critically important from a 
financial standpoint.  The maximum attainable rank should impinge on where this 
performance transition is.  The Monte Carlo exercises seem to indicate that the 
threshold is approximately twice the maximum attainable rank.  Beyond that point, 
improvements in designed experiment performance are fairly small.  
 
Two-Stage Adaptive Experimental Design 
 This investigation studied the possibility of performing experimental design on an 
earth model that was created by an initial Pseudosection inversion.  It was a first attempt 
to adapt an experiment to a heterogeneous model, which would then be used as an initial 
guess in a second inversion.  To confirm that this form of adaptive ED actually produced 
superior results, a Monte Carlo simulation was also conducted wherein 100 randomly 
generated experiments were used as the second stage experiment. 
 
• Two-stage adaptive ED produces exemplary results, surpassing experimental design 
based on a homogeneous earth model, and surpassing standardized surveys. 
 
This technique produced the best results of any investigation in this paper.  The final 
model RMSE for the 28/28 trial (28 observations in the Pseudosection survey and 28 
in the designed experiment) was well over an order of magnitude smaller than that for 
the Pseudosection survey itself; and the result for the 28/140 trial (28 observations for 
the Pseudosection survey and 140 for the designed experiment) was twice as good as 
that for the 28/28 trial.  That the 28/140 trial result was only twice as good as the 
28/28 trial further demonstrates the law of diminishing returns.  Based on these 
results, it is speculated that a reasonably small second-stage experiment (no bigger 
than the maximum attainable rank) can be designed and executed that will produce 
superior inversion results.  In both trials, no more than 40 inversion iterations were 
executed in total.  The ERL survey was also used as a second-stage experiment but 
did not produce results significantly better than if it had started with a homogeneous 
initial guess.   
 
The Monte Carlo exercise showed that the 28/28 designed experiment produced a 
result better than 95% of 28/28 trials conducted with a randomly generated second-
stage experiment.  This establishes beyond question that this 2-stage AED 
methodology is creating significantly superior data by design and is not a statistical 
fluke.  The primary benefit of this technique is that for a small additional cost, model 
accuracy can be improved. 
 
In-Line and Small Batch Adaptive Experimental Design 
 This investigation explored the possibility of performing experimental design in-
line with data collection and inversion, creating a geophysical technique that would allow 
the user to collect and invert a high-quality data-set in real time in the field.  Two 
approaches were considered.  Both started with a small initial experiment and one 
adaptively built the experiment one observation at a time, while the other adaptively built 
the experiment in small batches. 
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• In-line experimental design does not outperform the 2-stage design and takes many 
more inversion iterations. 
 
Despite the potential benefits that an integrated experimental design approach offers 
geophysical exploration, our investigations show that it produces a final earth image 
inferior to the 2-stage method.  Moreover, the in-line technique requires more 
inversion iterations.  This method demonstrates the law of diminishing returns, so 
some decrease in computational expense can be made by prudently choosing the 
number of observations desired.  Even so, the method still requires more inversion 
iterations than the 2-stage method, and without producing a superior image. 
 
• Small batch ED performs comparably with in-line design using a smaller number of 
observations but still does not outperform 2-stage design.  While small batch AED 
requires far fewer inversion iterations in total, it still uses more iterations than 2-
stage design. 
 
The small batch approach produces results similar to the in-line AED method.  To its 
credit, this technique does this for less computational expense – especially with 
regard to the number of times the Jacobian matrix must be recalculated.  Additionally, 
it is argued that a batch approach will be less prone to inversion divergence or to local 
minima.  At the end of the day however, this method still has higher computational 
overhead than the 2-stage method, and like the in-line approach, it does not produce a 
superior image. 
 
• Both in-line and small batch AED require considerable hyperparameter tuning, 
making them risky to deploy in the field. 
 
With some effort, it may be possible to tune both the in-line and small batch AED 
algorithms to perform better than has been shown in this document.  But the need for 
such careful tuning counts against these methods.  Fully integrated and automated 
geophysical techniques, like in-line and small batch AED, should be usable ‘straight 
out of the box’, so to speak.   
 
Because the experimental design phase of these techniques is dependent on the 
current state vector, which is in turn dependent on the inversion algorithm, there is an 
unaddressed possibility that the entire procedure can catastrophically diverge, with no 
safety mechanism to counteract divergence.  This translates into the potential for 
considerable wasted time and effort, which runs counter to the spirit of experimental 
design. 
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