In some fields such as Mathematics Mechanization, automated reasoning and Trustworthy Computing etc., exact results are needed. Symbolic computations are used to obtain the exact results. Symbolic computations are of high complexity. In order to improve the situation, exactly interpolating methods are often proposed for the exact results and approximate interpolating methods for the approximate ones. In this paper, we study how to obtain exact interpolation polynomial with rational coefficients by approximate interpolating methods.
Introduction
Some fields such as automated reasoning and trustworthy computing etc., need exact results, and symbolic computations are used to obtain the exact results. Symbolic computations are principally exact and stable. However, they have the disadvantage of intermediate expression swell. Numerical computations have not the problem, however only give approximate results. In recent two decades, numerical methods are applied in the field of symbolic computations. In 1985, Kaltofen presented an algorithm for performing the absolute irreducible factorization, and suggested to perform his algorithm by floating-point numbers, then the factor obtained is an approximate one. After then, numerical methods have been studied to get approximate factors of a polynomial [1−6] . In the meantime, numerical methods are applied to get approximate greatest common divisors of approximate polynomials [7−10] , to compute functional decompositions [11] , to test primality [12] and to find zeroes of a polynomial [13] . In 2000, Corless et al. applied numerical methods in implicitization of parametric curves, surfaces and hypersurfaces [14] , and the resulting implicit equation is still an approximate one. In [15] ,Chèze et al. discussed how to obtain an exact absolute polynomial factorization from its approximate one, which only involves recovering an integral coefficient from its approximation.
Interpolation methods as an efficient numerical method have been proverbially used to compute resultants and determinants,etc. And approximate interpolation methods are still used to get the approximate ones [16−18] . In order to obtain exact results, people usually use exact interpolation methods to meliorate intermediate expression swell problem arising from symbolic computations [19−23] . In fact, these are not approximate numerical computations but big number computations, which are also exact computations and only improve intermediate expression swell problem. Recently, Zhang et al. proposed an algorithm to recover the exact rational number from its approximation [24] , and built a bridge by which exact results can be obtained by numerical approximate computations. In this paper, we discuss how the errors of support points affect that of coefficients of the interpolating polynomial, thereby present an algorithm to use approximate methods to get exact interpolation multivariate polynomial. The algorithm can be carried out in parallel computers. Compared with exact interpolation method, the efficiency of the our algorithm is higher when the scale of problem is larger. This paper provide a way to obtain exact results by numerical computations.
The remainder of the paper is organized as follows. Section 2 gives a review of modified continued fraction method, by which an exact rational number can be obtained from its approximation, and gives a review of Kronecker product of two matrix. Section 3 first proposes estimation of the error to ensure the exact interpolation polynomial to be obtained, and then presents an algorithm to obtain an exact polynomial from its approximation for univariate and multivariate polynomial over rational number field,respectively. Section 4 gives some experimental results. The final section makes conclusions.
Preliminaries
In general, obtaining exact polynomial by approximate computations consists of two steps. First compute approximate polynomial within an error control by approximate numerical methods, and then recover the exact coefficients of the approximate polynomial by continued fraction method. In this section, we review the main results to be used in this paper.
A continued fraction representation of a real number x is one of the forms:
where a 0 is an integer and a 1 , a 2 , a 3 , · · · are positive integers. One can abbreviate the above continued fraction as [a 0 ; a 1 , a 2 , · · · ]. Truncating the above continued fraction representation of a number x early yields a rational number which is in a certain sense the best possible rational approximation. We call [a 0 ; a 1 , · · · , a n ] the n-th convergent of [a 0 ; a 1 , a 2 , · · · ]. By continued fraction representation, the relation between a rational number and its approximation was disclosed as follows [24] .
Theorem 1 Let n 0 /n 1 be a reduced rational number and r its approximation. Assume that n 0 ,n 1 are positive integers and N ≥ max{n 1 , 2}. We have the continued fraction representation
Based on the theorem above, an algorithm for obtaining the exact number was designed as follows [24] :
Algorithm 1 Input: a nonnegative floating-point number r and a positive number N ; Output: a rational number b.
Step 1:
and convert r to a rational number and assign it to tem;
Step 2: Get integral part of tem and assign it to a, assign its remains to b;
Step 3:
Step 6;
Step 4: Set i := i + 1;
Step 5: If b = 0, set tem = Step 7: return b.
It follows from theorem 1 that once an bound N on the denominator of a positive rational number is estimated, we can obtain the exact rational number as follows. Compute its approximation with the error less than 1/(2N 2 ), and then recover the rational number from its approximation by algorithm 1. Now, let us give a brief review on the Kronecker product of two matrix. Denoted by M m,n (F) the set of all m by n matrices over field F, and abbreviate M n,n (F) to M n (F). The Kronecker product of A = [a i,j ] ∈ M m,n (F) and B ∈ M p,q (F) is denoted by A ⊗ B and is defined to be the block matrix
The Kronecker products has many properties [25] . Here we mention two properties, one of which is as follows:
Another property is concerned with the eigenvalues of the Kronecker product of two square complex matrices.
Theorem 3 Let A ∈ M n , and B ∈ M m . Denote by σ(A) the all eigenvalues of matrix A. If λ ∈ σ(A) and x ∈ C n is a corresponding eigenvector of A, and if µ ∈ σ(B) and y ∈ C m is a corresponding eigenvector of B, then λµ ∈ σ(A ⊗ B) and x ⊗ y ∈ C nm is a corresponding eigenvector of A ⊗ B. Every eigenvalues of A ⊗ B arise as such a product of eigenvalues of A and B.
From theorem 3 and the fact that the determinant of any matrix is equal to the product of its eigenvalues, it follows that [26] .
n . Thus, A ⊗ B is nonsingular if and only if both A and B are nonsingular.
In this paper, we need to solve an equation whose coefficient matrix is the Kronecker product. The following theorem shows us how to solve the problem [25] .
, and C ∈ M m,q (F) are given and assume X ∈ M n,p (F) to be unknown. With matrix X, associate the vector
Then, the following equation:
is equivalent to matrix equation:
Obviously, equation (4) is equivalent to the system of equations
3 Algorithms
Univariate Interpolation Polynomial
Let f (x) = n i=0 a i x i be an univariate rational polynomial with degree n. Its approximate support points are {(x i , f i )} for i = 0, 1, · · · , n, which means that
where x i are called interpolation nodes and values f i interpolation datum. We can construct polynomial f (x) from its support points by interpolation method. Polynomial interpolation is a classical numerical method. It is studied very well for univariate polynomials. In general, interpolation problem is essentially to solve the following equation:
where
Matrix
denote the determinant of the submatrix of matrix U n+1 (x 0 , · · · , x n ) resulting from deletion of row i + 1 and column j + 1. D n (i, j) is often called generalized Vandermonde determinant. How do we compute it? The follow theorem shows us do it [27] .
From theorem 6, it follows that the solution of equation (6) 
Theoretically, we can compute the interpolation polynomial after choosing n + 1 distinct points x 0 , x 1 , · · · , x n and then obtaining their corresponding exact interpolation values f 0 , f 1 , · · · , f n . However, in practice, we often get the approximate function values of f (x), denoted byf 0 ,f 1 , · · · ,f n . So an approximate interpolation polynomialf (x) = n j=0ã j x j is only produced. The following theorem gives an error estimation of coefficients of the approximate interpolation polynomial.
where ⌊x⌋ stands for the greatest integer which is less than or equal to x, and n ⌊n/2⌋ the number of ⌊n/2⌋-combinations of an n-element set.
Before giving the proof of theorem 7, we introduce two lemmas:
Proof: Every term
, and appears in the other cases. Therefore, term x i0 x i1 · · · x i k−1 appears (n + 1 − k) times on the left hand side of equation (10). So, the lemma is finished. Another lemma is concerned with binomial coefficients as follows [28] :
Lemma 2 For n a positive integer, the largest of the binomial coefficients
, where ⌊x⌋ stands for the greatest integer which is less than or equal to x. Now we turn to give the proof of theorem 7. Proof: From equation (8), we have
noticing equation (10) yields
From lemma 2, it follows that
The proof is completed. And now, let us discuss how to recover the exact polynomial from its approximate interpolation polynomial.
Let n denote the degree of f (x) and N an upper bound of absolute values of denominators of its coefficients. Note that f (x) is unknown, so we should estimate an upper bound N and its degree n in advance. We may calculate them by the form of the given expression of polynomial f (x), and should obtain as less bound as possible. The less bound we obtain, the less the amount of computation is for obtaining approximate interpolation polynomial. Once an upper bound N and n are gotten, we choose n + 1 interpolate nodes x 0 , x 1 , · · · , x n and calculate
Then, compute the valuesf i ≈ f (x i ) for i = 0, 1, · · · , n with an error less than ε. By interpolation method, we compute the approximate interpolation polynomialf (x) with coefficient error less than 1/(2N 2 ). Finally, use algorithm 1 to obtain the exact polynomial f (x) from its approximate polynomialf (x). In summary, the algorithm is as follows: Algorithm 2 Input: an expression f (x) which result is a polynomial; Output: a polynomial g(x) such that g(x) = f (x).
Step 1: By the structure of the expression, estimate an upper bound on the degree of f (x) and an upper bound on absolute values of denominators of its coefficients, denoted by n and N respectively;
Step 2: Choose distinct points
Step 3: Compute ε in formula (11);
Step 4: By numerical method, approximately compute the values of f (x) at the points x 0 , x 1 , · · · , x n with an error less than ε and denote the corresponding values bỹ
Step 5: By interpolate method, obtain approximate interpolation polynomialf (x) ;
Step 6: Call algorithm 1 to recover the exact coefficients from the coefficients off (x) one by one. Denote the exact polynomial by g(x);
Step 7: return g(x).
The correctness of the algorithm above is shown as follows: From step 1 to step 4, we obtain the interpolate datumf i with an error less than ε. By theorem 7, The errors of the coefficients of the approximate polynomial are all less than 1/(2N 2 ), which ensure the exact coefficients of the polynomial to obtain from its approximation by algorithm 1.
Multivariate Interpolation Polynomial
For simplicity, we first consider the bivariate interpolate problem, and then generalize the results to the case of multivariate interpolation. Let f (x, y) = i,j a ij x i y j be a polynomial with rational coefficients, and n, m be the bounds on the degree of f (x, y) in x, y respectively. We choose the interpolation nodes (x i , y j ) (i = 0, · · · , n; j = 0, · · · , m), and obtain the values of f (x, y), denoted by f ij ∈ R (i = 0, · · · , n; j = 0, · · · , m). The set of monomials is ordered as follows:
and the interpolation nodes in the corresponding order is as follows:
Note that the above ordering is reverse to conventional lexicographic order. Of course it is a lexicographic order under assumption of ordering 0 > 1 > 2 > · · · and y > x. They do not coincide with our convention, so the above ordering is called reverse lexicographic order in this paper. Let
the bivariate interpolate problem can be expressed as to solve the following equation:
where the coefficients matrix M = U x ⊗ U y . U x and U y are Vandermonde matrix, i.e.,
As said in section 2, in practice we often only get the approximate interpolation values f ij ≈ f (x i , y j ). Of course, the interpolate polynomial obtained is an approximation. The following theorem gives an estimation error:
ε.
Proof: LetÃ = (ã ij ) andF = (f ij ). From equation (12), it holds that
by theorem 5, the above equation is equivalent to the following equation:
Thus, it is equivalent to
Where Z = (z ij ). Matrix equation (13a) is equivalent to
where Z .i stands for the i-th column of Z and ε.
The proof is finished. Now, After having a relation between error of approximate coefficients and that of interpolate datum, we establish an algorithm to obtain an exact polynomial from its approximation as follows:
Algorithm 3 Input: an expression f (x, y) which result is a polynomial; Output: a polynomial g(x, y) such that g(x, y) = f (x, y).
Step 1 
Step 4: By numerical method, compute the approximate values of f (x, y) at the points (x i , y j )(i = 0, 1, · · · , n; j = 0, 1, · · · , m) with an error less than ε, and denote the corresponding values byf ij ≈ f (x i , y j ), (i = 0, 1, · · · , n; j = 0, 1, · · · , m) ;
Step 5: By interpolate method, obtain approximate interpolation polynomialf (x, y);
Step 6: Call algorithm 1 to recover the exact coefficients from the coefficients of f (x, y) one by one. Denote the exact polynomial by g(x, y);
Step 7: return g(x, y).
As for generalization of the above results to the case of multivariate polynomials r > 2, we assert that the situation is completely analogous to the bivariate case.
Let
r be a polynomial in X 1 , · · · , X r , and let n i be a bound on the degree of f (X 1 , · · · , X r ) in X i (i = 1, · · · , r ). Denotes by N an upper bound on absolute values of denominators of coefficients of polynomial f (X 1 , · · · , X r ). Choose interpolation nodes (x 1i1 , x 2i2 · · · , x rir ) (i k = 0, 1, · · · , n k ), where k = 1, · · · , r. Set f i1i2···ir = f (x 1i1 , x 2i2 , · · · , x rir ) and denote byf i1i2···ir the approximation of f i1i2···ir , by which we compute an approximate interpolation polynomialf (
r . Thus we have the following theorem:
Proof: By the Reverse Lexicographic order, the interpolation problem comes down to solving the following equation:
where a is a column vector consisting of elements a i1i2···ir in the reverse lexicographic order and F is a column vector consisting of elements f i1i2···ir in the reverse lexicographic order. Thus we have the following equation:
whereã andF are column vectors respectively consisting of elementsã i1i2···ir andf i1i2···ir in the reverse lexicographic order. Equation (16) is equivalent to the following equation:
Hence, by recursion and as did in the proof of theorem 8, we can deduce that inequality (15) holds. The proof is finished. Based on the above theorem, algorithm 3 is generalized to the case of multivariate interpolation as follows: Algorithm 4 Input: an expression f (X 1 , · · · , X r ) which result is a polynomial; Output: a polynomial g(X 1 , · · · , X r ) such that g(X 1 , · · · , X r ) = f (X 1 , · · · , X r ).
Step 1: By the structure of the expression, estimate bounds on the degrees of f (X 1 , · · · , X r ) in X i , denoted by n i (i = 1, · · · , r) . Estimate an upper bound on absolute values of denominators of its coefficients, denoted by N ;
Step 2: Choose interpolation nodes (x 1i1 , · · · , x rir ),(i k = 0, 1, · · · , n k ; k = 0, 1, · · · , r). Compute λ k = min j =i {|x kj −x ki |} and M k = max{1, max n i=0 |x ki |} for k = 1, · · · , r.
Step 3: Compute ε:
Step 4: By numerical method, compute the approximate values of f (X 1 , · · · , X r ) at the points (x 1i1 , · · · , x rir )(i k = 0, 1, · · · , n k ; k = 0, 1, · · · , r) with an error less than ε and denote the corresponding values byf i1···ir ≈ f (x 1i1 , · · · , x rir ), (i k = 0, 1, · · · , n k ; k = 0, 1, · · · , r) ;
Step 5: By interpolate method, obtain approximate interpolation polynomialf (X 1 , · · · , X r );
Step 6: Call algorithm 1 to recover the exact coefficients from the coefficients of f (X 1 , · · · , X r ) one by one. Denote the exact polynomial by g(X 1 , · · · , X r );
Step 7: return g(X 1 , · · · , X r ).
