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Abstrat
We investigate optimal onsumption poliies in the liquidity risk model intro-
dued in [5℄. Our main result is to derive smoothness C1 results for the value
funtions of the portfolio/onsumption hoie problem. As an important onse-
quene, we an prove the existene of the optimal ontrol (portfolio/onsumption
strategy) whih we haraterize both in feedbak form in terms of the derivatives of
the value funtions and as the solution of a seond-order ODE. Finally, numerial
illustrations of the behavior of optimal onsumption strategies between two trading
dates are given.
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1 Introdution
We investigate the optimal onsumption poliies in the portfolio/onsumption hoie
problem introdued in [5℄. In this model, the investor has aess to a market in whih
an illiquid asset (stok or fund) is traded. The prie of the asset an be observed
and trade orders an be passed only at random times given by an exogenous Poisson
proess. These times model the arrival of buy/sell orders in an illiquid market, or the
dates on whih the results of a hedge fund are published. More generally, these times
may orrespond to the dates on whih the performane of ertain investment projets
beomes known. The investor is also allowed to onsume (or distribute dividends to
shareholders) ontinuously from the bank aount and the objetive is to maximize the
expeted disounted utility from onsumption. The resulting optimization problem is
a nonstandard mixed disrete/ontinuous time stohasti ontrol problem, whih leads
via the dynami programming priniple to a oupled system of nonlinear integro-partial
dierential equations (IPDE).
In [6℄, the authors proved that the value funtions to this stohasti ontrol problem
are haraterized as the unique visosity solutions to the orresponding oupled IPDE.
This haraterization makes the omputation of value funtions possible (see [5℄), but it
does not yield the optimal onsumption poliies in expliit form. In this paper, we go
beyond the visosity property, and fous on the regularity of the value funtions. Using
arguments of (semi)onavity and the strit onvexity of the Hamiltonian for the IPDE
in onnetion with visosity solutions, we show that the value funtions are ontinuously
dierentiable. This regularity result is obtained partly by adapting a tehnique intro-
dued in [3℄ (see also [1, p. 80℄) and partly by a kind of bootstrap argument that exploits
arefully the speial struture of the problem. This allows then to get the existene of an
optimal ontrol through a veriation theorem and to produe two haraterizations of
the optimal onsumption strategy: in feedbak form in terms of the lassial derivatives
of the value funtions, and as the solution of the Euler-Lagrange ordinary dierential
equation. We then use these haraterizations to study the properties of the optimal
onsumption poliies and to produe numerial examples, both in the stationary and in
the nonstationary ase.
Portfolio optimization problems with disrete trading dates were studied by several
authors, but the prole of optimal onsumption strategies between the trading interven-
tions has reeived little attention so far. Matsumoto [4℄ supposes that the trades sueed
at the arrival times of an exogenous Poisson proess but does not allow for onsumption.
Rogers [8℄ onsiders an investor who an trade at disrete times and assumes that the
onsumption rate is onstant between the trading dates. Finally, Rogers and Zane [9℄
allow the investor to hange the onsumption rate between the trading dates and derive
the HJB equation for the value funtion but do not ompute the optimal onsumption
poliy.
The rest of the paper is strutured as follows. In setion 2, we rephrase the main
assumptions of the liquidity risk model introdued in [5℄, introdue the neessary deni-
tions, and reall the visosity haraterization of the value funtion. Setion 3 establishes
some new properties of the value funtion suh as the saling relation. Setion 4 ontains
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the main result of the paper, proving the regularity of the value funtion, whih is used
in setion 5 to haraterize and study the optimal onsumption poliies. Some numerial
illustrations depit the behavior of the onsumption poliies between two trading dates.
The tehnial proofs of some lemmas and propositions an be found in the appendix.
2 Formulation of the problem
Let us x a probability spae (Ω,F,P) endowed with a ltration F = (Ft)t≥0 satisfying
the usual onditions. All stohasti proesses involved in this paper are dened on the
stohasti basis (Ω,F,F,P).
We onsider a model of an illiquid market where the investor an observe the positive
stok prie proess S and trade only at random times {τk}k≥0 with τ0 = 0 < τ1 < . . . <
τk < . . .. For simpliity, we assume that S0 is known and we denote by
Zk =
Sτk − Sτk−1
Sτk−1
, k ≥ 1,
the observed return proess valued in (−1,+∞), where we set by onvention Z0 equal
to some xed onstant.
The investor may also onsume ontinuously from the bank aount (the interest rate r
is assumed w.l.o.g. to be zero) between two trading dates. We introdue the ontinuous
observation ltration G
c = (Gt)t≥0 where:
Gt = σ{(τk, Zk) : τk ≤ t)},
and the disrete observation ltration G
d = (Gτk)k≥0. Notie that Gt s trivial for t < τ1.
A ontrol poliy is a mixed disrete-ontinuous proess (α, c), where α = (αk)k≥1 is real-
valued G
d
-preditable, i.e. αk is Gτk−1-measurable, and c = (ct)t≥0 is a nonnegative G
c
-
preditable proess: αk represents the amount of stok invested for the period (τk−1, τk]
after observing the stok prie at time τk−1, and ct is the onsumption rate at time t
based on the available information. Starting from an initial apital x ≥ 0, and given a
ontrol poliy (α, c), we denote by Xxk the wealth of investor at time τk dened by:
Xxk = x−
∫ τk
0
ctdt+
k∑
i=1
αiZi, k ≥ 1, Xx0 = x. (2.1)
Denition 2.1. Given an initial apital x ≥ 0, we say that a ontrol poliy (α, c) is
admissible, and we denote (α, c) ∈ A(x) if
Xxk ≥ 0, a.s. ∀k ≥ 1.
Aording to [5, 6℄, we assume the following onditions on (τk, Zk) stand in fore from
now on.
Assumption 2.2.
3
a) {τk}k≥1 is the sequene of jumps of a Poisson proess with intensity λ.
b) (i) For all k ≥ 1, onditionally on the interarrival time τk − τk−1 = t ∈ R+, Zk is
independent from {τi, Zi}i<k and has a distribution denoted by p(t,dz).
(ii) For all t ≥ 0, the support of p(t,dz) is
- either an interval with interior equal to (−z, z¯), z ∈ (0, 1] and z¯ ∈ (0,+∞];
- or it is nite equal to {−z, . . . , z¯}, z ∈ (0, 1] and z¯ ∈ (0,+∞).
)
∫
zp(t,dz) ≥ 0, for all t ≥ 0, and there exist some k ∈ R+ and b ∈ R+, suh that∫
(1 + z)p(t,dz) ≤ kebt, ∀t ≥ 0.
d) The following ontinuity ondition is fullled by the measure p(t,dz):
lim
t→t0
∫
w(z)p(t,dz) =
∫
w(z)p(t0,dz), ∀t0 ≥ 0,
for all measurable funtions w ∈ (−z, z¯) with linear growth ondition.
The following simple but important examples illustrate Assumption 2.2.
Example 2.3. S is extrated from a Blak-Sholes model: dSt = bStdt+ σStdWt, with
b ≥ 0, σ > 0. Then p(t,dz) is the distribution of
Z(t) = exp
[(
b− σ
2
2
)
t+ σWt
]
− 1,
with support (−1,+∞) and ondition ) of Assumption 2.2 is learly satised, sine in
this ase
∫
(1 + z)p(t,dz) = E
[
exp
(
(b− σ2/2)t+ σWt
)]
= ebt.
Example 2.4. Zk is independent of the waiting times τk − τk−1, in whih ase its dis-
tribution p(dz) does not depend on t. In partiular p(dz) may be a disrete distribution
with support {z0, . . . , zd} suh that z = −z0 ∈ (0, 1] and zd = z¯ ∈ (0,+∞).
We are interested in the optimal portfolio/onsumption problem:
v(x) = sup
(α,c)∈A(x)
E
[∫ +∞
0
e−ρtU(ct)dt
]
, x ≥ 0, (2.2)
where ρ is a positive disount fator and U is an utility funtion dened on R+. We
introdue the following assumption:
Assumption 2.5. The funtion U is stritly inreasing, stritly onave and C1 on
(0,+∞) satisfying U(0) = 0 and the Inada onditions U ′(0+) = +∞ and U ′(+∞) = 0.
Moreover, U satises the following growth ondition: there exists γ ∈ (0, 1) s.t.
U(x) ≤ K1xγ , x ≥ 0, (2.3)
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for some positive onstant K1. In addition, ondition (4.1) of [6℄ is satised, i.e.
ρ > bγ + λ
(
kγ
zγ
− 1
)
,
where γ ∈ (0, 1) and k, b ∈ R+ are provided by Assumption 2.2.
We denote by U˜ the onvex onjugate of U , i.e.
U˜(y) = sup
x>0
[U(x)− xy], y ≥ 0.
We note that U˜ is stritly onvex under our assumptions (see Theorem 26.6, Part V
in [7℄).
Remark 2.6. In [5, 6℄, U is supposed to be nondereasing and onave while here U is
stritly inreasing and stritly onvex. This assumption is not very restritive, sine the
most ommon utility funtions (like the ones of the CRRA type) satisfy it.
The main reason of this new hypothesis is that it implies the strit onavity of the
funtion U˜ , whih is a key assumption to get the regularity of the value funtions to our
ontrol problem.
Following [6℄, we onsider the following version of the dynami programming prinipe
(in short DPP) adapted to our ontext
v(x) = sup
(α,c)∈A(x)
E
[∫ τ1
0
e−ρtU(ct)dt+ e
−ρτ1v (Xx1 )
]
, τ1 > 0. (2.4)
This DPP is proved rigorously in Appendix of [6℄. From the expression (2.1) of the
wealth, and the measurability onditions on the ontrol, the above dynami programming
relation is written as
v(x) = sup
(a,c)∈Ad(x)
E
[∫ τ1
0
e−ρtU(ct)dt+ e
−ρτ1v
(
x−
∫ τ1
0
ctdt+ aZ1
)]
, (2.5)
where Ad(x) is the set of pairs (a, c) with a deterministi onstant, and c a deterministi
nonnegative proess s.t. a ∈ [−x/z¯, x/z] and
∫ t
0
cudu ≤ x− l(a) i.e. x−
∫ t
0
cudu+ az ≥ 0, ∀t ≥ 0, ∀z ∈ (−z, z¯), (2.6)
where l(a) = max(az,−az¯) with the onvention that max(az,−az¯) = az when z¯ = +∞
(see Remark 2.3 of [5, 6℄ for further details). Given a ∈ [−x/z¯, x/z], we denote by Ca(x)
the set of deterministi nonnegative proesses satisfying (2.6). Moreover under onditions
a) and b) of Assumption 2.2, it is possible to write more expliitly the right-hand-side
of (2.5), so that:
v(x) = sup
a ∈
ˆ
−
x
z¯
, x
z
˜
c ∈ Ca(x)
∫ +∞
0
e−(ρ+λ)t
[
U(ct) + λ
∫
v
(
x−
∫ t
0
csds+ az
)
p(t,dz)
]
dt
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(see the details in Lemma 4.1 of [6℄). Let
D = R+ × X with X = {(x, a) ∈ R+ ×A : x ≥ l(a)} ,
by setting A = R if z¯ < +∞ and A = R+ if z¯ = +∞. Then, aording to [5, 6℄, we
introdue the dynami auxiliary ontrol problem: for (t, x, a) ∈ D
vˆ(t, x, a) = sup
c∈Ca(t,x)
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(cs) + λ
∫
v
(
Y t,xs + az
)
p(s,dz)
]
ds, (2.7)
where Ca(t, x) is the set of deterministi nonnegative proesses c = (cs)s≥t, suh that
∫ s
t
cudu ≤ x− l(a), i.e. Y t,xs + az ≥ 0, ∀s ≥ t, ∀z ∈ (z, z¯),
and Y t,x is the deterministi ontrolled proess by c ∈ Ca(t, x):
Y t,xs = x−
∫ s
t
cudu, s ≥ t.
In partiular if we onsider the funtion g : D −→ R+ dened by:
g (t, x, a) := λ
∫
v (x+ az) p(t,dz), (2.8)
we an rewrite (2.7) as follows
vˆ(t, x, a) = sup
c∈Ca(t,x)
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(cs) + g
(
s, Y t,xs , a
)]
ds. (2.9)
We know that the original value funtion is related to the auxiliary optimization problem
by:
v(x) = sup
a∈[−x/z¯,x/z]
vˆ(0, x, a). (2.10)
The Hamilton-Jaobi (in short HJ) equation assoiated to the deterministi problem
(2.7) is the following Integro Partial Dierential Equation (in short IPDE):
(ρ+ λ)vˆ(t, x, a)− ∂vˆ(t, x, a)
∂t
− U˜
(
∂vˆ(t, x, a)
∂x
)
− λ
∫
v(x+ az)p(t,dz) = 0, (2.11)
with (t, x, a) ∈ D. In terms of the funtion g:
(ρ+ λ)vˆ(t, x, a) − ∂vˆ(t, x, a)
∂t
− U˜
(
∂vˆ(t, x, a)
∂x
)
− g(t, x, a) = 0, (t, x, a) ∈ D. (2.12)
In [6℄, the authors have already proved some basi properties of the value funtion vˆ as
niteness, onavity, monotoniity and ontinuity on D (see Corollary 4.1 and Propo-
sition 4.2). In partiular the authors have haraterized the value funtion through its
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dynami programming equation by means of visosity solutions (see Theorem 5.1).
Our aim is to prove the smoothness of the value funtion vˆ in order to get a veriation
theorem that provides the existene (and uniqueness) of the optimal ontrol feedbak.
We rst prove some further properties of the value funtions (v, vˆ) (as strit monotoni-
ity, uniform ontinuity on D: see Setion 3. Then we will study the regularity in the
stationary ase, i.e. when vˆ does not depend on t. Finally we will extend the results to
the general ase. In partiular we will provide some regularity properties by means of
semionavity and bilateral solutions.
It is helpful to reall the following denitions and basi results from nonsmooth anal-
ysis onerning the generalized dierentials.
Denition 2.7. Let u be a ontinuous funtion on an open set D ⊂ Ω. For any y ∈ D,
the sets
D−u(y) =
{
p ∈ Ω : lim inf
z∈D,z→y
u(z)− u(y)− 〈p, z − y〉
|z − y| ≥ 0
}
,
D+u(y) =
{
p ∈ Ω : lim sup
z∈D,z→y
u(z)− u(y)− 〈p, z − y〉
|z − y| ≤ 0
}
are alled respetively, the (Fréhet) superdierential and subdierential of u at y.
The next lemma provides a desription of D+u(x), D−u(x) in terms of test funtions.
Lemma 2.8. Let u ∈ C(D), D ⊂ Ω open set. Then,
1. p ∈ D+u(y) if and only if there exists ϕ ∈ C1(D) suh that Dϕ(y) = p and u− ϕ
has a loal maximum at y;
2. p ∈ D−u(y) if and only if there exists ϕ ∈ C1(D) suh that Dϕ(y) = p and u− ϕ
has a loal minimum at y.
Proof. See Lemma II.1.7 of [1℄ for the proof.
As a diret onsequene of Lemma 2.8, we an rewrite Denition 5.1 of [6℄ of visosity
solution adapted to our ontext, in terms of sub and superdierentials.
Denition 2.9. The pair of value funtions (v, vˆ) ∈ C+(R+) × C+(D) given in (2.2)-
(2.7) is a visosity solution to (2.10)-(2.12) if:
(i) visosity supersolution property: v(x) ≥ supa∈[−x/z¯,x/z] vˆ(0, x, a) and for all a ∈ A,
(ρ+ λ)vˆ(t, x, a)− q − U˜(p)− g(t, x, a) ≤ 0, (2.13)
for all (q, p) ∈ D−t,xvˆ(t, x, a), for all (t, x, a) ∈ D.
(ii) visosity subsolution property: v(x) ≤ supa∈[−x/z¯,x/z] vˆ(0, x, a) and for all a ∈ A,
(ρ+ λ)vˆ(t, x, a)− q − U˜(p)− g(t, x, a) ≥ 0, (2.14)
for all (q, p) ∈ D+t,xvˆ(t, x, a), for all (t, x, a) ∈ D.
7
The pair of funtions (v, vˆ) will be alled a visosity solution of (2.10)-(2.12) if (2.13)
and (2.14) hold simultaneously.
Hene, we an reformulate the visosity result stated in [6℄.
Proposition 2.10. Suppose Assumptions 2.2 and 2.5 stand in fore. The pair of value
funtions (v, vˆ) dened in (2.2)-(2.7) is the unique visosity solution to (2.10)-(2.12) in
the sense of Denition 2.9.
Proof. See Theorem 5.1 of [6℄ for a similar proof.
3 Some properties of the value funtions
In this setion we disuss and prove some basi properties (strit monotoniity, uniform
ontinuity on D) of the value funtions (v, vˆ). We will always suppose Assumptions 2.2
and 2.5 throughout this setion.
By Proposition 4.2 of [6℄, we already know that v is nondereasing, onave and on-
tinuous on R+, with v(0) = 0. Moreover by Corollary 4.1 of [6℄, v satises a growth
ondition, i.e. there exists a positive onstant K suh that
v(x) ≤ Kxγ , ∀x ≥ 0. (3.1)
Here we provide the following properties on the funtion v and g respetively whose
proof an be found in Appendix:
Proposition 3.1. The value funtion v is stritly inreasing on R+.
Now reall the funtion g given in (2.8).
Lemma 3.2. The funtion g is:
(i) ontinuous in t ∈ R+, for every (x, a) ∈ X;
(ii) stritly inreasing in x ∈ [l(a),+∞), for every a ∈ A and t ∈ R+;
(iii) onave in (x, a) ∈ X.
If we do not assume ondition d) of Assumption 2.2, then the funtion g is only measu-
rable in t while (ii) and (iii) still hold.
To onlude this setion, we disuss a property of the value funtion vˆ. We already know
by Proposition 4.2 of [6℄, that vˆ is onave and ontinuous in (x, a) ∈ X, and that has
the following representation on the boundary ∂X:
vˆ(t, x, a) =
∫ +∞
t
e−(ρ+λ)(s−t)g(s, x, a)ds, ∀t ≥ 0, ∀(x, a) ∈ ∂X. (3.2)
In addition, by Corollary 4.1 of [6℄, we know that there exists a onstant K that provides
the following growth estimate:
vˆ(t, x, a) ≤ K
(
ebtx
)γ
, ∀(t, x, a) ∈ D, (3.3)
with γ ∈ (0, 1) and b is the onstant given in ondition ) of Assumption 2.2.
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Lemma 3.3. The value funtion vˆ is stritly inreasing in x, for every x ≥ l(a), given
a ∈ A.
Proof. The proof follows from the same arguments of the proof of Proposition 3.1 (see
Appendix), using the strit monotoniity of U in c and of g in x respetively.
3.1 The saling relation for power utility
In the ase where the utility funtion is given by
U(x) = K1x
γ , 0 < γ < 1,
using the fat that c ∈ Ca(t, x) if and only if βc ∈ Cβa(t, βx) for any β > 0, we an easily
dedue from the deoupled dynami programming priniple in [5℄ a saling relation for
the value funtion v and the auxiliary value funtion vˆ:
vˆ(t, βx, βa) = βγ vˆ(t, x, a), v(βx) = βγv(x).
This shows that the value funtion has the same form as in the Merton model (onrmed
by the graphs in [5℄) and that the optimal investment strategy onsists in investing a
xed proportion of the wealth into the risky asset. In the ase z¯ = ∞, a is nonnegative
and we an therefore redue the dimension of the problem and denote
v(x) = ϑ1x
γ , vˆ(t, x, a) = aγ v¯(t, ξ), ξ = x/a
The equation satised by the auxiliary value funtion then beomes
(ρ+ λ)v¯ − ∂v¯
∂t
− U˜
(
∂v¯
∂ξ
)
− λϑ1
∫
(ξ + z)γp(t, dz) = 0,
ϑ1 = sup
ξ≥z
ξ−γ v¯(0, ξ),
in the nonstationary ase and
(ρ+ λ)v¯ − U˜
(
∂v¯
∂ξ
)
− λϑ1
∫
(ξ + z)γp(dz) = 0,
ϑ1 = sup
ξ≥z
ξ−γ v¯(ξ),
in the stationary ase, with
U˜(y) = K˜1y
−γ˜ , γ˜ =
γ
1− γ .
4 Regularity of the value funtions
In this setion we investigate the regularity property of the value funtions (v, vˆ) in order
to provide a feedbak representation form for the optimal strategies. Throughout the
whole setion we will let Assumptions 2.2 and 2.5 stand in fore.
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4.1 The stationary ase
We start the study of the regularity with the simple ase when the distribution p(t,dz)
of the observed return proess Zk, k ≥ 1, does not depend on t, i.e. p(t,dz) = p(dz), for
every t ≥ 0, as in Example 2.4. Then g and vˆ are independent of t and the IPDE (2.12)
redues to the integro ordinary dierential equation (in short IODE) for vˆ(x, a):
(ρ+ λ)vˆ(x, a)− U˜
(
∂vˆ(x, a)
∂x
)
− g(x, a) = 0, (x, a) ∈ X, (4.1)
where
vˆ(x, a) = sup
c∈Ca(x)
∫ +∞
0
e−(ρ+λ)s
[
U(cs) + λ
∫
v (Y xs + az) p(dz)
]
ds
= sup
c∈Ca(x)
∫ +∞
0
e−(ρ+λ)s [U(cs) + g(Y
x
s , a)] ds (4.2)
with
v(x) = sup
a∈[−x/z¯,x/z]
vˆ(x, a) (4.3)
All the properties of the value funtion vˆ disussed in the previous setion still hold for
its restrition on the set X. In partiular we have that vˆ given in (4.2) is onave and
ontinuous on X, stritly inreasing in x ∈ [l(a),+∞) and satises the growth ondition
vˆ(x, a) ≤ Kxγ , ∀(x, a) ∈ X,
for some positive onstant K, with γ ∈ (0, 1) and in partiular the ondition on the
boundary ∂X beomes:
vˆ(x, a) =
∫ +∞
0
e−(ρ+λ)sg(x, a)ds =
1
ρ+ λ
g(x, a), ∀(x, a) ∈ ∂X.
We start by proving a rst smoothness result for the funtion vˆ.
Proposition 4.1. The value funtion vˆ dened in (4.2) is C1 with respet to x ∈
(l(a),+∞), given a ∈ A. Moreover ∂vˆ
∂x
(l(a)+, a) = +∞.
Proof. We x a ∈ A and let us show that vˆ is dierentiable on (l(a),+∞). First we
note that the superdierential D+x vˆ(x, a) is nonempty sine vˆ is onave. In view of
Proposition II.4.7 () of [1℄, sine vˆ is onave in x ∈ [l(a),+∞), we just have to prove
that for a given a ∈ A, D+x vˆ(x, a) is a singleton for any x ∈ (l(a),+∞).
Suppose by ontradition that p1 6= p2 ∈ D+x vˆ(x, a). Without loss of generality (sine
x > l(a)), we an assume that D+x vˆ(x, a) = [p1, p2]. Denote by coD
∗
xvˆ(x, a) the onvex
hull of the set
D∗xvˆ(x, a) =
{
p : p = lim
n→+∞
Dxvˆ(xn, a), xn → x
}
.
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Sine by Proposition II.4.7 (a) of [1℄, D+x vˆ(x, a) = coD
∗
xvˆ(x, a), there exist sequenes xn,
ym in R+ where vˆ is dierentiable and suh that
x = lim
n→+∞
xn = lim
m→+∞
ym, p1 = lim
n→+∞
Dxvˆ(xn, a), p2 = lim
m→+∞
Dxvˆ(ym, a).
Sine ondition d) of Assumption 2.2 and Assumption 2.5 hold, by Theorem 5.1 of [6℄,
the pair of value funtions (v, vˆ) is a visosity solution to (4.1)-(4.3); then by Proposition
1.9 (a) of [1℄,
(ρ+ λ)vˆ(xn, a)− U˜ (Dxvˆ(xn, a)) − g(xn, a) = 0
(ρ+ λ)vˆ(ym, a)− U˜ (Dxvˆ(ym, a)) − g(ym, a) = 0;
by ontinuity this yields
(ρ+ λ)vˆ(x, a) − U˜ (p1)− g(x, a) = 0 (4.4)
(ρ+ λ)vˆ(x, a) − U˜ (p2)− g(x, a) = 0. (4.5)
Now let p¯ = ηp1 + (1 − η)p2, for η ∈ (0, 1). Sine p¯ ∈ (p1, p2) ⊂ D+x vˆ(x, a), we have by
the visosity supersolution property of vˆ :
(ρ+ λ)vˆ(x, a)− U˜(p¯)− g(x, a) ≤ 0,
so by (4.4)-(4.5), we get
U˜(p¯) ≥ ηU˜(p1) + (1− η)U˜ (p2). (4.6)
On the other hand, by strit onvexity of U˜ , we get
U˜(p¯) = U˜(ηp1 + (1− η)p2) < ηU˜ (p1) + (1− η)U˜(p2),
ontraditing (4.6). Hene vˆ is dierentiable at any x ∈ (l(a),+∞). Notie from (4.1)
that for all a ∈ A, ∂vˆ
∂x
is ontinuous in x1. Now we prove the last statement. If we get
x = l(a) in (4.2), then
vˆ(l(a), a) =
1
ρ+ λ
g(l(a), a).
Now we send x → l(a) in (4.1) (this is possible sine vˆ and g are ontinuous in x ∈
[l(a),+∞) and sine ∂vˆ
∂x
is monotone in x) and we obtain
(ρ+ λ)vˆ
(
l(a)+, a
)− U˜
(
∂vˆ (l(a)+, a)
∂x
)
− g (l(a)+, a) = 0.
Comparing the last formulas, we obtain
U˜
(
∂vˆ (l(a)+, a)
∂x
)
= 0 ⇐⇒ ∂vˆ (l(a)
+, a)
∂x
= +∞. (4.7)
1
This follows also from Proposition 3.3.4 (e), pages 55-56 of [2℄.
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Before the nal result we provide the following lemma.
Lemma 4.2. Let v and vˆ be the value funtions given in (2.2) and (4.2) respetively.
Then, given any x > 0 and alling ax a maximum point of the problem (4.3), we have
D+v(x) ⊆ D+x vˆ(x, ax). (4.8)
Proof. Let x > 0. Sine v is onave we have
D+v(x) = {p : v(x+ h)− v(x) ≤ ph, ∀h s.t. x+ h ≥ 0} ,
Sine v is onave we have D+v(x) 6= ∅. Let p ∈ D+v(x). We have to prove that
vˆ(x+ h, ax)− vˆ(x, ax) ≤ ph, (4.9)
for every h suh that x+ h ≥ l(ax). We rst observe that
vˆ(x+ h, ax+h)− vˆ(x, ax) = v(x+ h)− v(x) ≤ ph, (4.10)
for every h suh that x + h ≥ 0 (here ax and ax+h are optimal for v(x) and v(x + h)
respetively).
Now all I(x) =
[
−xz¯ , xz
]
and observe that, for 0 < x1 < x2 we have 0 ⊂ I(x1) ⊂ I(x2).
So if h ≥ 0 we have that ax ∈ I(x+ h), vˆ(x+ h, ax) is well dened and
vˆ(x+ h, ax) ≤ vˆ(x+ h, ax+h) (4.11)
whih, together with (4.10), implies (4.9) for h ≥ 0. Now if x = l(ax) there is nothing
more to prove. If x > l(ax) take h < 0 suh that x + h ≥ l(ax). For suh h we have
ax ∈ I(x + h) so we still have (4.11) and so the laim as for the ase h > 0. Hene
p ∈ D+x vˆ(x, ax).
Now we are ready to prove the nal regularity result for the stationary ase.
Theorem 4.3. Let v, vˆ be the value funtions given in (2.2) and (2.7) respetively.
Then:
• v ∈ C1(0,+∞) and any maximum point in (4.3) is internal for every x > 0;
moreover v′(0+) = +∞;
• for every a ∈ A we have vˆ(·, a) ∈ C2(l(a),+∞). Finally ∂vˆ
∂x
(l(a)+, a) = +∞.
Proof. Sine v is onave then D+v(x) is nonempty at every x > 0. This implies, by
(4.8), that also D+x vˆ(x, ax) is nonempty for every x > 0. Sine, by (4.7),
∂vˆ
∂x
(l(a)+, a) =
+∞ (whih implies D+x vˆ(l(a), a) = ∅) we get that it must be x > l(ax) and so any
maximum point in (4.3) is internal. Moreover sine, given a ∈ A we have that vˆ is C1 in
x ∈ (l(a),+∞) then the superdierential is a single point and so from (4.8) also D+v(x)
ia single point, whih implies the wanted regularity of v. The statement v′(0+) = +∞
follows simply observing that v(x) ≥ vˆ(x, 0), v(0) = vˆ(0, 0) = 0, and from (4.7) for a
= 0. Finally vˆ(·, a) ∈ C2(l(a),+∞) follows from (4.1) and ∂vˆ
∂x
(l(a)+, a) = +∞ from
Proposition 4.1.
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4.2 The nonstationary ase
In this subsetion we study the regularity of the value funtion vˆ in the general ase
where the distribution p(t,dz) may depend on time. With respet to the stationary
ase, the value funtion vˆ is in general not onave in both time-spae variables, and
we annot apply diretly arguments as in Proposition 4.1. Atually, we shall prove the
regularity of the value funtion vˆ as well as in the stationary ase, by means of (loally)
semionave funtions.
First, we reall the onept of semionavity. Let S be a subset of Ω.
Denition 4.4. We say that a funtion u : S → R is semionave if there exists a
nondereasing upper semiontinuous funtion ω : R+ → R+ suh that limρ→0+ ω(ρ) = 0
and
ηu(x1) + (1− η)u(x2)− u(ηx1 + (1− η)x2) ≤ η(1 − η)|x1 − x2|ω(|x1 − x2|), (4.12)
for any pair x1, x2 suh that the segment [x1, x2] is ontained in S and for η ∈ [0, 1]. In
partiular we all loally semionave a funtion whih is semionave on every ompat
subset of its domain of denition.
Clearly, a onave funtion is also semionave. An important example of semionave
funtions is given by the smooth ones.
Proposition 4.5. Let u ∈ C1(A), with A open. Then both u and −u are loally semi-
onave in A with modulus equal to the modulus of ontinuity of Du.
Proof. See Proposition 2.1.2 of [2℄ for the proof.
Remark 4.6. We should stress that the superdierential of a loally semionave funtion
is nonempty, sine all the properties of superdierential hold even loally.
We introdue an additional assumption on the measure p(t,dz):
Assumption 4.7. for every a ∈ A− {0} , the map
(t, x) 7−→ λ
∫
w(x+ az)p(t,dz)
is loally semionave for (t, x) ∈ (0,+∞)×(l(a),+∞), and for all measurable ontinuous
funtions w on R with linear growth ondition.
Remark 4.8. Sine it is not trivial to hek the validity of Assumption 4.7, we give some
onditions the guarantee it. First of all, we exlude the ase a = 0 from Assumption 4.7
sine in this ase we have, for every (t, x) ∈ R+ × [l(a),+∞)
g(t, x) = λv(x)
so we are in the stationary ase and we already know from the previous setion that vˆ is
C1. Now, when a 6= 0, we set the new variable y = x + az = hx(z) and all µ(t, x; dy)
the measure (hx ◦ p)(t,dz). The measure µ has the following support:
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1. (x− az,+∞), if z¯ = +∞, and a > 0;
2. (x− az, x+ az¯), if z¯ < +∞ and a > 0
3. (x+ az¯, x− az), if z¯ < +∞ and a < 0;
4. {x− az, . . . , x+ az¯}, if the support of p is nite and a > 0 (in this ase z¯ < +∞);
5. {x+ az¯, . . . , x− az}, if the support of p is nite and a < 0 (in this ase z¯ < +∞).
Now Assumption 4.7 an be written as: the funtion gw given by
(t, x) 7−→ λ
∫
w(y)µ(t, x; dy)
is loally semionave for (t, x) ∈ (0,+∞)×(l(a),+∞), and for all measurable ontinuous
funtions w on R with linear growth ondition.
In this form, it is easier to nd onditions that guarantee the validity of this assumption
in terms of the regularity of µ. For example, if we assume the measure p(t,dz) has a
density f(t, z), the integral ∫
w(x + az)f(t, z)dz
by the above hange of variable is rewritten as:
1
a
∫
w(y)f
(
t,
y − x
a
)
dy.
Now, by Proposition 4.5, the loal semionavity of gw in the interior (0,+∞)×(l(a),+∞)
of its domain follows from its ontinuous dierentiability.
Let us give a ondition that guarantees that gw is C
1
in the ase 1. If the density f
is ontinuously dierentiable and suitable integrability onditions are satised, then we
have: for every a > 0,
∂gw(t, x)
∂t
=
1
a
∫ +∞
x−az
w(y)
∂f
∂t
(
t,
y − x
a
)
dy,
∂gw(t, x)
∂x
= − 1
a2
∫ +∞
x−az
w(y)
∂f
∂x
(
t,
y − x
a
)
dy − 1
a
w(x− az¯)f(t, z),
for (t, x) ∈ (0,+∞) × (l(a),+∞). From the above expressions, it is easy to hek that
we an derive the ontinuous dierentiability from the following assumptions:
• the density f is ontinuous and for eah a ∈ A, the generalized integral
∫ +∞
x−az
(1 + |y|)f
(
t,
y − x
a
)
dy
onverges for every (t, x) ∈ (0,+∞) × (l(a),+∞);
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• the partial derivatives ∂f
∂t
,
∂f
∂x
are ontinuous and satisfy respetively the following
integrability onditions: for eah a ∈ A,
∫ +∞
x−az
(1 + |y|)∂f
∂t
(
t,
y − x
a
)
dy
onverges uniformly with respet to t ∈ T, for any ompat set T of (0,+∞), for
every x ∈ (l(a),+∞), and
∫ +∞
x−az
(1 + |y|)∂f
∂x
(
t,
y − x
a
)
dy
onverges uniformly with respet to x ∈ K, for any ompat set K of (l(a),+∞),
for every t ∈ (0,+∞).
Let us hek the above assumptions in the Blak-Sholes model, introdued in Example
2.3. We reall that the dynamis of S is given by dSt = bStdt + σStdWt, with b ≥ 0,
σ > 0, so that p(t,dz) is the distribution of
Z(t) = exp
[(
b− σ
2
2
)
t+ σWt
]
− 1,
with support (−1,+∞). Then, sine S has a lognormal distribution, the density fZ is
given by:
fZ(t, z) =
1
σ
√
2πt(z + 1)
exp

−
(
ln(z + 1)−
(
b− σ22
)
t
)2
2σ2t

 .
We ompute the partial derivatives
∂fZ
∂t
,
∂fZ
∂z
and we get:
∂fZ(t, z)
∂t
=
1
2σ
√
2πt(z + 1)
e−
(ln(z+1)−(b−σ
2
2 )t)
2
2σ2t
[
−1
t
+
1
σ2t
ln2(z + 1)− b
σ2
+
1
2
]
,
∂fZ(t, z)
∂z
=
1
σ
√
2πt(z + 1)2
e−
(ln(z+1)−(b−σ
2
2 )t)
2
2σ2t
[
− 1
σ2t
ln(z + 1) +
b
σ2t
− 3
2
]
.
Hene it is not diult to hek that the assumptions desribed above are satised.
We start by proving a smoothness property for vˆ.
Proposition 4.9. Suppose that Assumption 4.7 is satised. Then the value funtion vˆ
dened in (2.7) belongs to C1 ([0,+∞)× (l(a),+∞)), given a ∈ A. Moreover
∂vˆ(t, l(a)+, a)
∂x
= +∞, for every t ≥ 0. (4.13)
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Proof. We x a ∈ A and let us show that vˆ is dierentiable at any (t, x) ∈ (0,+∞) ×
(l(a),+∞). When a = 0, as we noted at the beginning of Remark 4.8, vˆ is independent
of t and C1 in x thanks to the results of Setion 5. Take then a 6= 0. First, we notie
from Assumption 4.7 that g is (loally) semionave in (t, x) ∈ (0,+∞) × (l(a),+∞).
Together with the onavity of U , this shows that vˆ is (loally) semionave in (t, x) ∈
(0,+∞) × (l(a),+∞). Indeed, if we set r = s− t we an rewrite (2.9) as follows:
vˆ(t, x, a) = sup
c∈Ca(0,x)
∫ +∞
0
e−(ρ+λ)r
[
U(cr) + g
(
r + t, Y 0,xr , a
)]
dr
= sup
c∈Ca(x)
∫ +∞
0
e−(ρ+λ)r [U(cr) + g (r + t, Y
x
r , a)] dr.
For every (t, x) ∈ R+ × (l(a),+∞), c ∈ Ca(x), we put
J(t, x, a; c) :=
∫ +∞
0
e−(ρ+λ)r [U(cr) + g (r + t, Y
x
r , a)] dr.
Let t1, t2 > 0, with t1 < t2, x1, x2 ∈ (l(a),+∞), with x1 < x2. By setting tη =
ηt1 + (1− η)t2, xη = ηx1 + (1− η)x2, we have for all (t, x) ∈ (0,+∞)× (l(a),+∞)
ηJ(t1, x1, a; c1) + (1− η)J(t2, x2, a; c2)− J(tη , xη, a; cη)
=
∫ +∞
0
e−(ρ+λ)r [ηU(c1(r)) + (1− η)U(c2(r))− U(cη(r))] dr
+
∫ +∞
0
e−(ρ+λ)r
[
ηg (r + t1, Y
x1
r , a) + (1− η)g (r + t2, Y x2r , a)− g
(
r + tη, Y
xη
r , a
)]
dr
<
∫ +∞
0
e−(ρ+λ)r
[
ηg (r + t1, Y
x1
r , a) + (1− η)g (r + t2, Y x2r , a)− g
(
r + tη, Y
xη
r , a
)]
dr,
by using the strit onavity of U . By the semionavity of the funtion g and by taking
the supremum of the funtional J over the set Ca(x), we an derive the semionavity
of vˆ for (t, x) ∈ (0,+∞)× (l(a),+∞). Hene D+t,xvˆ(t, x, a) 6= ∅, so we have just to prove
that D+t,xvˆ(t, x, a) is a singleton, for eah (t, x) ∈ (0,+∞) × (l(a),+∞). By using the
same arguments of Proposition 4.1, we get the Fréhet dierentiability.
By Proposition 3.3.4 (e), pages 55-56 of [2℄, we get the ontinuity of the ouple
(
∂vˆ
∂t
,
∂vˆ
∂x
)
for (t, x) ∈ (0,+∞) × (l(a),+∞), given a ∈ A. Then the value funtion vˆ dened in
(2.7) belongs to C1((0,+∞) × (l(a),+∞)), given a ∈ A.
To get that vˆ(·, ·, a) ∈ C1([0,+∞)× (l(a),+∞)) it is enough to extend the datum g (and
so the value funtion vˆ) to small negative times and repeat the above arguments.
Now we prove (4.13) by using similar arguments to the ones to hek the nal state-
ment of Proposition 4.1. If we get x = l(a) in (2.9), then
vˆ(t, l(a), a) =
∫ +∞
t
e−(ρ+λ)(s−t)g(s, l(a), a)ds, ∀t ≥ 0.
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Now we send x → l(a) in (2.12) (this is possible sine vˆ, g and ∂vˆ
∂t
are ontinuous in
x ∈ [l(a),+∞)2 and sine ∂vˆ
∂x
is monotone in x) and we obtain
(ρ+ λ)vˆ
(
t, l(a)+, a
)− ∂vˆ (t, l(a)+, a)
∂t
− U˜
(
∂vˆ (t, l(a)+, a)
∂x
)
− g (t, l(a)+, a) = 0.
Comparing the last formulas, we obtain
U˜
(
∂vˆ (t, l(a)+, a)
∂x
)
= 0 ⇐⇒ ∂vˆ (t, l(a)
+, a)
∂x
= +∞, ∀t ≥ 0.
Lemma 4.10. Suppose that Assumption 4.7 is satised. Let v and vˆ be the value fun-
tions given in (2.2) and (2.7) respetively. Then, given any x > 0 and alling ax a
maximum point of the problem (2.10), we have
D+v(x) ⊆ D+x vˆ(0, x, ax).
Proof. It works exatly as well as in the stationary ase.
We ome now to the nal regularity result for the nonstationary ase.
Theorem 4.11. Suppose that Assumption 4.7 is satised. Let v, vˆ be the value funtions
given in (2.2) and (2.7) respetively. Then:
• v ∈ C1(0,+∞) and any maximum point in (4.3) is internal for every x > 0;
moreover v′(0+) = +∞;
• for every a ∈ A we have vˆ(·, ·, a) ∈ C1 ([0,+∞)× (l(a),+∞)); nally
∂vˆ(t, l(a)+, a)
∂x
= +∞, for every t ≥ 0.
Proof. It follows as in the stationary ase.
Remark 4.12. We should stress that even if the semionavity assumption 4.7 does
not hold, the ontinuous dierentiability in x of the funtion g given in (2.8) is still
guaranteed in the ase of power utility and when the density p(t,dz) is supposed to be
suiently regular in x.
5 Existene and haraterization of optimal strategies
Let Assumptions 2.2, 2.5 and 4.7 stand in fore throughout this setion.
2
By Remark 4.4 of [6℄ we already know that vˆ is dierentiable in t on the boundary and in partiular
the ontinuity follows from (2.7).
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5.1 Feedbak representation form of the optimal strategies
The following result guarantees the existene and uniqueness of the optimal ontrol for
the auxiliary problem (2.7).
Proposition 5.1. Let vˆ be the value funtion given in (2.7). Fix a ∈ A. We denote
by I = (U ′)−1 : (0,+∞) → (0,+∞) the inverse funtion of the derivative U ′ and we
onsider the following nonnegative measurable funtion for eah a ∈ A:
cˆ(t, x, a) = I
(
∂vˆ(t, x, a)
∂x
)
= argmax
c≥0
[
U(c)− c∂vˆ(t, x, a)
∂x
]
. (5.1)
Let (t, x) ∈ R+ × [l(a),+∞). There exists a unique optimal ouple (c¯·, Y¯·) at (t, x) for
the auxiliary problem introdued in (2.7) given by:
c¯s := cˆ(s, Y¯s, a), s ≥ t, (5.2)
where Y¯s, s ≥ t, is the unique solution of{
Y ′s = −cˆ(s, Ys, a), s ≥ t
Yt = x.
(5.3)
Note that the triplet (s, Y¯s, a) ∈ D, for s ≥ t.
Proof. A rigorous proof an be found in Appendix.
Under suitable assumptions, we state the veriation theorem for the oupled IPDE
(2.10)-(2.12), whih provides the optimal ontrol in feedbak form.
Theorem 5.2. There exists an optimal ontrol poliy (α∗, c∗) given by
α∗k+1 = arg max
−
Xx
k
z¯
≤a≤
Xx
k
z
vˆ(0,Xxk , a), k ≥ 0 (5.4)
c∗t = cˆ
(
t− τk, Y (k)t , α∗k+1
)
, τk < t ≤ τk+1, (5.5)
where Xxk is the wealth investor at time τk given in (2.1) and Y
(k)
· is the unique solution
of {
Y ′s = −cˆ(s, Ys, α∗k+1), τk < s ≤ τk+1
Yτk = X
x
k .
(5.6)
Proof. Thanks to Proposition 5.1, we an prove the existene of an optimal feedbak
ontrol (α∗, c∗) for v(x).
Given x ≥ 0, onsider the ontrol poliy (α∗, c∗) dened by (5.4)-(5.5). By onstrution,
the assoiated wealth proess satises for all k ≥ 0,
Xxk+1 = X
x
k −
∫ τk+1
τk
c∗sds+ α
∗
k+1Zk+1
= Y (k)τk+1 + α
∗
k+1Zk+1
≥ l(α∗k+1) + α∗k+1Zk+1 ≥ 0, a.s.
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sine −z ≤ Zk+1 ≤ z¯ a.s. Hene, (α∗, c∗) ∈ A(x), i.e. (α∗, c∗) is admissible. By
Proposition 5.1 and denition of α∗k+1 and v, we have:
v(Xxk )
= vˆ(0,Xxk , α
∗
k+1)
=
∫ +∞
τk
e−(ρ+λ)(s−τk)
[
U(cˆs(τk, Y
(k)
s , α
∗
k+1)) + g
]
(s − τk, Y (k)s , α∗k+1)ds
= E
[∫ τk+1
τk
e−ρ(s−τk)U(c∗s)ds+ e
−(ρ+λ)(τk+1−τk)v(Xxk+1)
∣∣∣∣Gτk
]
,
by Lemma 4.1 of [6℄. By iterating these relations for all k, and using the law of onditional
expetations, we obtain
v(x) = E
[∫ τn
0
e−ρsU(c∗s)ds+ e
−ρτnv(Xxn)
]
,
for all n. By sending n to innity, we get:
v(x) = E
[∫ +∞
0
e−ρsU(c∗s)ds
]
,
whih provides the required result.
Remark 5.3. In the stationary ase the Assumption 4.7 is not needed to prove the
existene of feedbak ontrols, as it is automatially satised. Moreover we note that in
the stationary ase there is not an expliit dependene on t of the optimal ontrol in
feedbak form. Indeed, it is given by the ouple (α∗, c∗), where
α∗k+1 = arg max
−
Xx
k
z¯
≤a≤
Xx
k
z
vˆ(Xxk , a), k ≥ 0
c∗t = cˆ
(
Y
(k)
t , α
∗
k+1
)
, τk < t ≤ τk+1,
and in partiular cˆ is the restrition on the set X of the nonnegative measurable funtions
introdued in (5.1), i.e.
cˆ(x, a) = I
(
∂vˆ(x, a)
∂x
)
= argmax
c≥0
[
U(c)− c∂vˆ(x, a)
∂x
]
. (5.7)
Remark 5.4. It is not trivial to state the uniqueness of the strategy (a∗, c∗), whose
existene is proved in Theorem 5.2. We an only say that, if we prove that a∗ is unique,
then also c∗ will be unique thanks to Theorem 5.2. The problem is stritly related to the
behavior of the funtions vˆ and g that are ex ante not stritly onave in a.
Remark 5.5. >From the feedbak representation given in Proposition 5.1 and in The-
orem 5.2, it follows that the funtion v is stritly onave and that the funtions g and
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vˆ are stritly onave in x. Indeed, given two points x1, x2 > l(a) and alling c
∗
1, c
∗
2 the
orresponding optimal onsumption paths for the original problem, we have, for η ∈ (0, 1),
v(ηx1 + (1− η)x2)− ηv(x1)− (1− η)v(x2)
≥ E
[∫ +∞
0
e−ρs [U(ηc∗1s + (1− η)c∗2s)− U(ηc∗1s)− (1− η)U(c∗2s)] ds
]
.
(5.8)
Thanks to the feedbak formulas, the two onsumption rates c∗1, c
∗
2 must be dierent in a
set of positive measure (dt× dP) so the right-hand-side of (5.8) is stritly positive and
we get strit onavity of v. Then the strit onavity of g in x follows diretly from its
denition whereas the strit onavity of vˆ in x follows from the IPDE (2.12).
5.2 Consumption poliy between two trading dates
>From the regularity properties disussed in Subsetion 4, we an dedue more properties
of the optimal onsumption poliy. We disuss them separately for the stationary and
the nonstationary ase.
5.2.1 The stationary ase
Proposition 5.6. Let a ∈ A and (t, x) ∈ R+ × [l(a),+∞). Let (c¯·, Y¯·) be the optimal
ouple for the auxiliary problem starting at (t, x). If x = l(a), then c¯ ≡ 0, so Y¯ ≡ l(a). If
x > l(a) then c¯ is ontinuous, stritly positive and stritly dereasing while Y¯ is stritly
dereasing and stritly onvex. Moreover limt→+∞ c¯t = 0 and limt→+∞ Y¯t = l(a).
Proof. The rst statement follows immediately from the setting of the auxiliary pro-
blem. We prove the seond statement. Indeed, by (5.7) and Remark 5.5 it follows that
the funtion cˆ is stritly inreasing and ontinuous in x. Sine c¯t = cˆ(Y¯t, a) and Y¯ is
ontinuous and dereasing, then also c¯ is dereasing. Moreover, c¯t > 0 for every t: indeed
if it beomes zero in nite time then the assoiated ostate would have a singularity and
this is impossible: see the proof of Proposition 5.10 in the non stationary ase. The
strit positivity of c¯ implies that Y¯ is stritly dereasing and so, by (5.7) that c¯ is stritly
dereasing and Y¯ is stritly onvex.
Finally, by the denition of the auxiliary ontrol problem,
∫ +∞
0 c¯sds ≤ x − l(a) whih
implies the limit of c¯. If the limit of Y¯ is x1 > l(a), we get from the feedbak formula
(5.2) that
lim
t→+∞
c¯t = cˆ(x1, a) > 0
whih is impossible.
The regularity results for c then allow to dedue an autonomous equation for the optimal
onsumption poliy between two trading dates.
Proposition 5.7. Suppose that U ∈ C2((0,∞)) with U ′′(x) < 0 for all x. Then the
wealth proess Y between two trading dates is twie dierentiable and satises the seond-
order ODE
d2Yt
dt2
=
g′(Yt)− (ρ+ λ)U ′(ct)
U ′′(ct)
, ct = −dYt
dt
. (5.9)
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Proof. Dierentiating equations (4.1) and (5.7) with respet to x and (5.3) (restrited
on X) with respet to t, we obtain
d2Yt
dt2
=
∂cˆ(Yt, a)
∂x
ct,
∂cˆ(x, a)
∂x
= I ′
(
∂vˆ(x, a)
∂x
)
∂2vˆ(x, a)
∂x2
=
1
U ′′(cˆ(x, a))
∂2vˆ(x, a)
∂x2
,
(ρ+ λ)
∂vˆ(x, a)
∂x
− U˜ ′
(
∂vˆ(x, a)
∂x
)
∂2vˆ(x, a)
∂x2
− ∂g
∂x
= 0.
Using the equality U˜ ′(U ′(y)) = −y, the last equation an be rewritten in terms of cˆ:
(ρ+ λ)U ′ (cˆ(x, a)) + cˆ(x, a)
∂2vˆ(x, a)
∂x2
− ∂g
∂x
= 0.
Assembling all the piees together, we obtain the nal result (5.9).
The equation (5.9) is a seond-order ODE similar to equations of theoretial mehanis
(seond Newton's law), and it should be solved on the interval [0,+∞) with the boundary
onditions Y0 = x and Y∞ = l(a) (whih orresponds to resetting the time to zero after
the last trading date). Solving this equation does not require the auxiliary value funtion
vˆ but only the original value funtion v, whih, in the ase of power utility, an be found
from the saling relation.
The ase of power utility. In the ase of power utility funtion U(x) = K1x
γ
, the
equation (5.9) takes the form
d2Yt
dt2
=
ρ+ λ
1− γ ct −
1
K1γ(1− γ)c
2−γ
t g
′(Yt), Y0 = x, Y∞ = l(a). (5.10)
In this ase, one an dedue a simple exponential lower bound on the integrated on-
sumption, orresponding to the solution of (5.10) in the ase g ≡ 0.
Proposition 5.8. The proess Y solution of (5.10) satises
Yt ≥ Y 0t ,
where Y 0 is the solution of (5.10) with g ≡ 0, given expliitly by
Y 0t = x− (x− l(a))(1 − e−
(ρ+λ)t
1−γ ). (5.11)
The ondition g ≡ 0 means that the value funtion of the investor resets to zero (the
investor dies) at a random future time. In this ase it is lear that a rational agent
will onsume faster than in the ase where more interesting investment opportunities are
available. The typial shape of optimal onsumption poliies is plotted in Figure 1.
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Proof. The equation (5.10) an be rewritten as
dct
dt
= −ρ+ λ
1− γ ct + f(t), f(t) ≥ 0.
>From Gronwall's inequality we then nd
ct ≥ cse−
ρ+λ
1−γ
(t−s)
,
Yt ≤ Ys − cs(1− γ)
ρ+ λ
(1− e− ρ+λ1−γ (t−s)), t ≥ s.
The terminal ondition Y∞ = l(a) implies
l(a) ≤ Yt − ct(1− γ)
ρ+ λ
.
On the other hand, the solution of the problem without investment opportunities satises
l(a) = Y 0t −
c0t (1− γ)
ρ+ λ
.
Therefore,
Yt − ct(1− γ)
ρ+ λ
≥ Y 0t −
c0t (1− γ)
ρ+ λ
and
d
dt
(Y 0t − Yt) ≤ −
ρ+ λ
1− γ (Y
0
t − Yt).
Sine Y 00 = Y0 = x, another appliation of Gronwall's inequality shows that Y
0
t ≤ Yt for
all t.
5.2.2 The nonstationary ase
In this ase the regularity results for the optimal strategies are weaker and more diult
to prove.
Proposition 5.9. Let a ∈ A and (t, x) ∈ R+ × [l(a),+∞). Let (c¯·, Y¯·) be the optimal
ouple for the auxiliary problem starting at (t, x). If x = l(a), then c¯ ≡ 0, so Y¯ ≡ l(a).
If x > l(a) then c¯ is ontinuous, stritly positive and limt→+∞ c¯t = 0.
Proof. The proof is the same as in the stationary ase.
Note that, with respet to the stationary ase here we do not have monotoniity of the
optimal onsumption sine the behavior of vˆ in the time variable is not known.
Moreover here the limiting property for Y¯ is proved only under the assumption of twie
ontinuous dierentiability of U , as given below.
As in the stationary ase we an dedue an autonomous equation for the optimal wealth
proess between two trading dates. However, sine we have weaker regularity results the
proof is dierent and makes use of the maximum priniple.
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Figure 1: Left: typial prole of the optimal wealth proess Yt and the exponential lower
bound given by the proposition 5.8. Right: the orresponding onsumption strategies.
In the presene of investment opportunities, the agent rst onsumes slowly but if the
investment opportunity does not appear, the agent eventually gets disappointed and
starts to onsume fast.
Proposition 5.10. Suppose that U ∈ C2((0,∞)) with U ′′(x) < 0 for all x. Then the
optimal wealth proess Ys between two trading dates is twie dierentiable, it satises the
seond-order ODE
d2Ys
ds2
=
∂g(s,Ys)
∂x − (ρ+ λ)U ′(cs)
U ′′(cs)
, cs = −dYs
ds
, Yt = x (5.12)
and limt→+∞ Y¯t = l(a).
Proof. We annot dierentiate equations (2.12) and (5.1) with respet to x as in the
stationary ase as we do not know if vˆ is C2. Then we follow a dierent approah. We
use the maximum priniple ontained in Theorem 12 p 234 of [10℄. Suh theorem onerns
problems with endpoint onstraints but without state onstraints. Due to the positivity
of the onsumption, our auxiliary problem (2.7) an be easily rephrased substituting the
state onstraint Ys ≥ l(a),∀s ≥ t with the endpoint onstraint lims→+∞ Ys ≥ l(a). So
we an apply the above quoted theorem that, applied to our ase, states the following:
Assume that g(·, ·) and ∂g(·,·)∂x are ontinuous. Given an optimal ouple (Y¯·, c¯·) with c¯
ontinuous there exists a funtion p(·) ∈ C1(t,+∞;R) suh that:
• p(·) is a solution of the equation
p′(s) = (ρ+ λ)p(s)− ∂g(s, Y¯s)
∂x
;
• U ′(c¯s) = p(s) ↔ c¯s = I(p(s)) for every s ≥ t;
• limT→+∞ e(ρ+λ)(s−T )p(T ) = 0, for every t ≤ s ≤ T (transversality ondition).
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Sine we already know (from Proposition 5.1) that there exists a unique optimal ouple
(Y¯·, c¯·) and that c¯ is ontinuous (see of Proposition 5.9) the above statements apply.
Then we get that c¯s > 0 for every s ≥ t, that c¯ is everywhere dierentiable and that
dc¯s
ds
= I ′(p(s))p′(s) =
1
U ′′(c¯s)
[
(ρ+ λ)U ′(c¯s)− ∂g(s, Y¯s)
∂x
]
whih gives the laim realling that c¯s = −dY¯s
ds
.
Conerning the limiting property of Y¯ we argue by ontradition. Let lims→+∞ Y¯s =
x1 > l(a). We have then, by the denition of g, for every s ≥ t,
∂g(s, Y¯s)
∂x
≤ ∂g(s, x1)
∂x
≤ λv′(x1 − l(a)) < +∞.
Then from the ostate equation we get that, for t ≤ s ≤ T < +∞
p(s) ≤ e(ρ+λ)(s−T )p(T ) +
∫ T
s
e(ρ+λ)(r−T )λv′(x1 − l(a))dr
≤ e(ρ+λ)(s−T )p(T ) + λ
ρ+ λ
v′(x1 − l(a))(1 − e−(ρ+λ)T )
Using that limT→+∞ e
(ρ+λ)(s−T )p(T ) = 0 we get a uniform bound for p(s). This is a
ontradition as lims→+∞ p(s) = lims→+∞U
′(cs) = +∞.
The equation (5.12) is a seond-order ODE similar to equations of theoretial mehanis
(seond Newton's law), and it should be solved on the interval [0,+∞) with the boundary
onditions Y0 = x and Y∞ = l(a) (whih orresponds to resetting the time to zero after
the last trading date). Solving this equation does not require the auxiliary value funtion
vˆ but only the original value funtion v, whih, in the ase of power utility, an be found
from the saling relation.
Remark 5.11. The Maximum Priniple used in the above proof holds one we know that
g(·, ·) and ∂g(·,·)∂x are ontinuous. As observed in Remark 4.12, this is true also in ases
when the semionavity assumption 4.7 may fail (notably in the ase of power utility and
in the ase of `regular' density). So, also in suh ases the Maximum Priniple ould
be used to get information about the optimal strategies. Clearly, without knowing the
regularity of the value funtion vˆ suh information would be muh less satisfatory.
The ase of power utility. In the ase of power utility funtion, the equation (5.12)
an again be simplied:
d2Yt
dt2
=
ρ+ λ
1− γ ct −
λϑ1c
2−γ
t
K1(1− γ)
∫
(Yt + az)
γ−1p(t,dz), Y0 = x, Y∞ = l(a).
Beause the seond term in the right-hand side is still positive, the exponential bound
of Proposition 5.8 an be established in exatly the same way as in the stationary ase.
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Figure 2: Optimal wealth (left) and onsumption poliy (right) for the probability dis-
tribution extrated from the Blak-Sholes model (solid line) and from the stationary
model having the same distribution as the Blak-Sholes model in 3 years' time (dashed
line).
Figure 2 depits the optimal wealth proess and the optimal onsumption poliy for the
probability distribution p(t,dz) extrated from the Blak-Sholes model with the same
parameter values as in [5℄: drift b = 0.4, volatility σ = 1, disount fator ρ = 0.2,
intensity λ = 2 and risk aversion oeient γ = 0.5. We see that at least qualitatively,
the onsumption prole is similar to the one observed in the stationary model, with
exponential deay. For omparison, we also plot the wealth and onsumption poliy for
the stationary model with distribution orresponding to the Blak-Sholes model in 3
years' time. In this ase the agent onsumes at a slower rate than in the nonstationary
model. The explanation is that for the parameter values we hose, 3 years is a very
long time horizon, beause all the onsumption happens, essentially, during the rst 2
years after trading. During this period (rst 2 years) the stationary model oers better
investment opportunities, whih explains the slower onsumption rate.
A Appendix : Tehnial proofs
Proof of Proposition 3.1. We suppose by ontradition that v is not stritly inrea-
sing on R+ This means that it is denitely onstant on R+ from a ertain x on, sine v
is onave. Then we x x¯ ∈ R+ suh that v(x) = B ∈ R+, for all x ≥ x¯. Take ǫ > 0 and
a pair (αǫ, cǫ) ǫ-optimal at x¯. This means that (αǫ, cǫ) ∈ A(x¯), i.e.
X x¯k = x¯−
∫ τk
0
cǫtdt+
k∑
i=1
αǫiZi ≥ 0, ∀k ≥ 1, X x¯0 = x¯,
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and
B = v(x¯) < E
[∫ +∞
0
e−ρtU(cǫt)dt
]
+ ǫ.
Now we hoose x˜ > x¯ + 1. Then we have v(x˜) = v(x¯) = B. We onsider the ontrol
poliy (αǫ, c˜), where c˜t = c
ǫ
t + I[0,1](t), for all t ≥ 0. Hene given x˜ > 0, we have for every
k ≥ 1,
X x˜k = x˜−
∫ τk
0
c˜tdt+
k∑
i=1
αǫiZi = x˜−
∫ τk
0
cǫtdt− (1 ∧ τk) +
k∑
i=1
αǫiZi
> x¯−
∫ τk
0
cǫtdt+
k∑
i=1
αǫiZi ≥ 0,
with X x˜0 = x˜, so (α
ǫ, c˜) ∈ A(x˜). Moreover we have:
v(x˜) ≥ E
[∫ +∞
0
e−ρtU(c˜t)dt
]
= E
[∫ 1
0
e−ρtU(cǫt + 1)dt
]
+ E
[∫ +∞
1
e−ρtU(cǫt)dt
]
> E
[∫ 1
0
e−ρtU(cǫt)dt
]
+ E
[∫ +∞
1
e−ρtU(cǫt)dt
]
= v(x¯) = B,
sine U is stritly inreasing. But this is not possible, sine we have assumed v onstant
from x¯ on. Hene the statement is proved.

Proof of Proposition 3.2.
(i) The ontinuity omes from ondition d) of Assumption 2.2. If d) does not hold,
measurability follows from ondition b) of Assumption 2.2.
(ii) The funtion g is stritly inreasing in x ∈ [l(a),+∞) sine v is stritly inreasing
by Proposition 3.1.
(iii) This property is a diret onsequene of onavity of v. Indeed, given t ≥ 0,
onsider (xη, aη) = (ηx1 + (1 − η)x2, ηa1 + (1 − η)a2), with η ∈ (0, 1), x1 ≥
l(a1), x2 ≥ l(a2). First of all, xη ≥ l(aη) thanks to the onvexity of the funtion l.
Sine v is onave, we have for every t ≥ 0:
g(t, xη , aη) = λ
∫
v (ηx1 + (1− η)x2 + ηa1z + (1− η)a2z) p(t,dz)
≥ λη
∫
v (x1 + a1z) p(t,dz) + λ(1− η)
∫
v (x2 + a2z) p(t,dz)
= ληg(t, x1, a1) + λ(1− η)g(t, x2, a2).
This provides the result.

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Proof of Proposition 5.1. In order to prove Proposition 5.1, we need the following
preliminary result:
Lemma A.1. Let vˆ be the value funtion given in (2.7). Fix a ∈ A. Assume the
followings:
(i) vˆ(·, ·, a) ∈ C1 (R+ × (l(a),+∞));
(ii)
∂vˆ(t, l(a)+, a)
∂x
= +∞, for every t ∈ R+;
(iii) vˆ is a lassial solution of the HJ equation (2.12) satisfying the growth ondition
(3.3) with representation (3.2) on the boundary.
Given x ∈ [l(a),+∞) and t ≥ 0, for every ouple (c, Y ) admissible at (t, x) for s ≥ t, we
have the following identity: for T > t
e−(ρ+λ)T vˆ (T, YT , a)− e−(ρ+λ)tvˆ(t, x, a) = −
∫ T
t
e−(ρ+λ)s [U(cs) + g(s, Ys, a)] ds
+
∫ T
t
e−(ρ+λ)s
[
U(cs)− cs∂vˆ(s, Ys, a)
∂x
− U˜
(
∂vˆ(s, Ys, a)
∂x
)]
ds,
(A.1)
with the agreement that
∂vˆ(t, l(a), a)
∂x
=
∂vˆ(t, l(a)+, a)
∂x
= +∞, so that U˜
(
∂vˆ(s, l(a), a)
∂x
)
= 0.
If T goes to +∞
vˆ(t, x, a) =
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(cs) + g(s, Ys, a)
]
ds
−
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(cs)− cs∂vˆ(s, Ys, a)
∂x
− U˜
(
∂vˆ(s, Ys, a)
∂x
)]
ds.
(A.2)
Furthermore, an admissible ouple (c, Y ) is optimal at (t, x) if and only if
U˜
(
∂vˆ(s, Ys, a)
∂x
)
= U(cs)− cs∂vˆ(s, Ys, a)
∂x
, for a.e. s ≥ t
suh that Ys > l(a) and cs = 0 otherwise.
Proof. Let (c, Y ) be an admissible ouple for the auxiliary problem suh that Ys > l(a),
for every s ≥ t. By applying standard dierential alulus to e−(ρ+λ)svˆ(s, Ys, a) between
s = t and s = T , we have:
e−(ρ+λ)T vˆ(T, YT , a)− e−(ρ+λ)tvˆ(t, x, a)
=
∫ T
t
e−(ρ+λ)s
[
∂vˆ(s, Ys, a)
∂t
− (ρ+ λ)vˆ(s, Ys, a)− cs∂vˆ(s, Ys, a)
∂x
]
ds
=
∫ T
t
e−(ρ+λ)s
[
−U˜
(
∂vˆ(s, Ys, a)
∂x
)
− g(s, Ys, a)− cs∂vˆ(s, Ys, a)
∂x
]
ds,
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where in the last equation we have used the fat that vˆ satises (2.12). This an be
easily rewritten as (A.1) by adding and subtrating U(cs) in the integrand. Now, from
the growth ondition (3.3) and sine vˆ is nondereasing in x, we have
0 ≤ vˆ(T, YT , a) ≤ vˆ(T, x, a) ≤ K(ebTx)γ a.s.
from whih we dedue by Lemma 4.2 of [6℄ that
lim
T→+∞
e−(ρ+λ)T vˆ (T, YT , a) = 0, a.s.
Hene, by sending T to innity, we an easily derive the relation (A.2). Let (c, Y ) be an
admissible ouple suh that YT0 = l(a), for a T0 < +∞. Assume that T0 is the rst time
when this happens. Then Ys = l(a), and cs = 0 for every s ≥ T0. Then for T < T0 we
get (A.1) as before. Calling
IT := −
∫ T
t
e−(ρ+λ)s
[
U(cs)− cs∂vˆ(s, Ys, a)
∂x
− U˜
(
∂vˆ(s, Ys, a)
∂x
)]
ds,
we have that IT is inreasing and from (A.1) that there exists its limit for T ր T0 given
by:
−e−(ρ+λ)T0 vˆ (T0, l(a), a) + e−(ρ+λ)tvˆ(t, x, a) −
∫ T0
t
e−(ρ+λ)(s−t) [U(cs) + g(s, Ys, a)] ds.
>From the positivity of the integrand in IT , we then get that identity (A.1) also holds
in T0. For T > T0 we an easily derive (A.1) using the fat that the ouple (c, Y ) is
onstant after T0 and that (ii) holds. Now, let us fous on the last statement. Let (c, Y )
be an admissible ouple at (t, x). Then (c, Y ) is optimal at (t, x) if and only if in (A.2)
we have
vˆ(t, x, a) =
∫ +∞
t
e−(ρ+λ)(s−t) [U(cs) + g(s, Ys, a)] ds.
When Ys > l(a), for s ≥ t, this is learly equivalent to
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(cs)− cs∂vˆ(s, Ys, a)
∂x
− U˜
(
∂vˆ(s, Ys, a)
∂x
)]
ds = 0,
i.e.
U˜
(
∂vˆ(s, Ys, a)
∂x
)
= U(cs)− cs∂vˆ(s, Ys, a)
∂x
, for a.e. s ≥ t. (A.3)
When Ys > l(a) on (t, T ), we have (A.3) on (t, T ) and cs = 0 on [T,+∞).
Now we ome to the proof of the Proposition 5.1. First we observe that, thanks to
Proposition 4.9 the assumptions (i)-(ii)-(iii) of the previous Lemma A.1 hold. So x
(t, x, a) ∈ D. First we prove the existene of a solution Y¯ of the problem (5.3). The
dynamis of the system is the funtion −cˆ(·, ·, a) : R+ × (l(a),+∞) → (0,+∞), with
(5.1), that is well-dened and ontinuous as omposition of ontinuous funtions on
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R+ × (l(a),+∞). We note that hypothesis (ii) of Lemma A.1 implies cˆ(t, l(a)+, a) = 0,
for every t ≥ 0. Hene, we an extend the funtion cˆ(·, ·, a) to a ontinuous funtion
on R+ × (−∞,+∞) suh that cˆ = 0 on R+ × (−∞, l(a)]. Now the Peano's Theorem
guarantees the existene of a loal solution Y¯· of (5.3). We prove that (s, Y¯s, a) ∈ D for
every s ≥ t, i.e. that
Y¯s ≥ l(a), for s ≥ t. (A.4)
If x = l(a), we already know that cˆ(s, l(a)+, a) = 0, for s ≥ t, given t, so that Y¯s = l(a),
for all s ≥ t.
Now we suppose x > l(a). Sine −cˆ(s, y, a) < 0, for eah (s, y) ∈ [t,+∞) × (l(a),+∞),
the solution Y¯ is stritly dereasing on the maximal interval that we denote by (t, T ),
with T > 0. Suppose that there exists an instant t < t′ < T suh that Y¯t′ < l(a). We
have that dY¯t′ = 0. In partiular this means that there exists an interval [t0, t1] ⊂ (t, T )
with Y¯t0 = l(a) and Y¯t1 < l(a) suh that for all s ∈ (t0, t1], Yˆs < l(a) with dY¯s(t, x, a) = 0,
that it is not possible. This proves the laim (A.4), for any x ≥ l(a) and that T = +∞.
Now all c¯s = cˆ(s, Y¯s, a) as in (5.2). Then the ouple (c¯, Y¯ ) is admissible sine c¯s ≥ 0,
for every s ≥ t and Y¯s ≥ l(a), for s ≥ t. Moreover
U˜
(
∂vˆ
∂x
(s, Y¯s, a)
)
= U(cs)− c¯s ∂vˆ
∂x
(s, Y¯s, a), for a.e. s ≥ t,
so the ouple (c¯, Y¯ ) is optimal at (t, x) thanks to Lemma A.1. Hene the existene of an
optimal ouple for the auxiliary problem is proved.
Now we prove the uniqueness. Fix a ∈ A, x ≥ l(a) and t ≥ 0. Let c¯1, c¯2 be optimal
ontrols at x. Then for i = 1, 2
vˆ(t, x, a) =
∫ +∞
t
e−(ρ+λ)(s−t)
[
U(c¯i(s)) + g(s, Y¯
t,x
s (c¯i), a)
]
ds
=
∫ +∞
0
e−(ρ+λ)s
[
U(c¯i(s)) + g(s + t, Y¯
x
s (c¯i), a)
]
ds,
where for every c ∈ Ca(x), Y xs (c) = x−
∫ s
0 c(u)du, s ≥ 0. Sine the funtion U is stritly
onave, we have by setting cη = ηc¯1 + (1− η)c¯2, with η ∈ (0, 1),
U(cη(s)) = U (ηc¯1(s) + (1− η)c¯2(s)) > η1U(c¯1(s)) + (1− η)U(c¯1(s)), s ≥ 0.
Moreover, sine Y¯ xs (cη) = ηY¯
x
s (c¯1) + (1− η)Y¯ xs (c¯2), for all s ≥ 0 and g is onave in the
seond variable, we have
g(s + t, Y¯ xs (cη), a) ≥ ηg(s + t, Y¯ xs (c¯1), a) + (1− η)g(s + t, Y¯ xs (c¯2), a), ∀s ≥ 0.
Then
vˆ(t, x, a) <
∫ +∞
0
e−(ρ+λ)s
[
U(cη(s)) + g(s + t, Y¯
x
s (cη), a)
]
ds,
that implies the uniqueness of the ontrol of the auxiliary problem.

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