Given the cost and lead-times involved in high-energy proton radiography, it is prudent to model proposed radiographic experiments to see if the images predicted would return useful information. We recently modified our raytracing transmission radiography modeling code HADES to perform simplified Monte Carlo simulations of the transport of protons in a proton radiography beamline. Beamline objects include the initial diffuser, vacuum magnetic fields, windows, angleselecting collimators, and objects described as distorted 2D (planar or cylindrical) meshes or as distorted 3D hexahedral meshes. We present an overview of the algorithms used for the modeling and code timings for simulations through typical 2D and 3D meshes. We next calculate expected changes in image blur as scattering materials are placed upstream and downstream of a resolution test object (a 3 mm thick sheet of tantalum, into which 0.4 mm wide slits have been cut), and as the current supplied to the focusing magnets is varied. We compare and contrast the resulting simulations with the results of measurements obtained at the 800 MeV Los Alamos LANSCE Line-C proton radiography facility.
Introduction
The radiographic imaging beamlines at proton accelerator facilities may be used to obtain multiple (up to several dozen) images of a time-varying experiment [1] [2] [3] [4] [5] [6] [7] [8] . Figure 1 shows a schematic of a proton radiography experiment. A pulse of protons, extracted from either an accelerator or a storage ring, strikes a thin foil (the diffuser). A series of magnets next shapes the now diverging beam so that the protons illuminate an area ∼10 centimeters wide at the object plane. The experiment to be radiographed is placed at this object plane. The protons traverse the user's experiment, lose a few percent of their energy, and are scattered by a few milliradians. Another series of magnets focuses the protons onto a scintillator screen placed at the image plane. Up to several dozen images may be taken, depending on the pulse structure of the protons extracted from the accelerator and on the number and types of high-speed cameras used.
Given the lead times and logistical issues involved with these experiments, the experimenter would like to be able to estimate the quality of the images expected and to identify potential pitfalls in the experimental design. We recently modified our formerly raytracing-only radiographic simulation code HADES [9, 10] to allow our users to perform fast, albeit reduced-physics, Monte Carlo simulations of planned proton radiographic experiments. We also obtained images of a resolution test object, taken under a variety of experimental geometries and over a range of imaging magnet settings, to benchmark our code.
Sources of image degradation and effects on experimental design
Some of the image degradation is due to the proton radiography beamline itself, such as the proton scattering from and energy loss straggling in the windows and blast shields upstream or downstream of the experiment. Other sources are due to the experiment itself. For example, the object can move off the object plane. Also, the object's line-of-sight mass may change as the object expands or as pieces move with respect to each other. These processes will affect the sharpness of the image at the downstream imaging location, given that (1) the magnets are set to a user-specified strength at the beginning of the experiment and (2) the magnet strength cannot be varied during the time span of the experiment (usually several tens of microseconds).
Thus, while the user can acquire images over a range of times, the evolving nature of the experiment and the fixed nature of the magnets means that only one of the images will likely be acquired at an optimal focus, the other images may be slightly or even significantly blurred.
Software implementation
References [6, [11] [12] [13] [14] [15] discuss various aspects of proton radiography, as well as their implementation in the full-physics Monte Carlo code MCNP. We made a few additional assumptions when adding proton Monte Carlo algorithms to HADES. First, we note that the beamline collimators and imaging magnets downstream of the object are arranged to eliminate protons that have been scattered by more than a few milliradians [6, 15, 16] (or which have lost a significant amount of energy). We therefore omit the tracking of inelastically-scattered protons, along with the tracking of any secondary particles that would have been produced; we instead terminate the particle track. We next note that the angles in elastic (diffractive) scattering (see, for example, [17] [18] [19] [20] ) are such that, at 800 MeV, that the downstream collimator would remove the so-affected protons. (We also note that this assumption is invalid at higher energies, see in particular [11] and in general the data and references tabulated at [18] .)
Collisions between protons and collimators, and between protons and lens walls, are considered to be particleterminating events.
Our implementations of the remaining physics processes are based on discussions and algorithms published by others (e.g., Molière scattering [21, 22] , energy loss [23] , energy straggling in the Landau [24] and Vavilov [25] approximations). Energy-dependent cross-sections for large-angle elastic and inelastic scattering are parametrized along the lines given in [26, 27] . Our values for the f (A) described in [26, 27] were chosen to match the 1 GeV parametrization given in [28] .
We treat the proton radiography beamline as a sequence of adjacent, but non-overlapping objects (e.g., sheets of material for the diffuser, for windows, etc., vacuum regions within the magnet bores, and the hydrodynamic meshes used to model objects which evolve over the course of a few microseconds).
1 For simulation purposes an 800 MeV proton is assumed incident on the upstream diffuser. The proton scatters in the diffuser and is tracked through the windows and lenses upstream of the object plane. The proton is tracked through the mesh and any downstream windows until it reaches the first downstream magnet. At this point the proton's position, direction, and energy are kept in memory as starting conditions for a mini-series of Monte Carlo runs over a user-specified range of imaging magnet settings. The proton is tracked to the image plane for each of these magnet settings.
2 HADES then starts with the next proton, assumed incident on the diffuser. At the end of the simulation, then, the user has a series of images, one per magnet setting, and can choose the magnet setting which gives the most useful image.
Particle tracking through 2-dimensional cylindrical and planar meshes is performed as discussed in [31] ; tracking in 3-dimensional hexahedral meshes is based on [32] . Steps larger than 600 µm (up to a maximum of 1 cm) are performed using the 'random-hinge' algorithm [33] .
Protons are moved through vacuum regions of quadrupole magnets in the radiography beamline (see [13, 16] ) via COSY [34] magnet maps (order 5, fringe-field model 0).
The code runs on multi-CPU nodes of multinode paral-1 A stack of non-overlapping objects is also used by the Monte Carlo code BEAM [29] for modeling radiotherapy accelerators.
2 "Source particle reuse" is also used by the radiotherapy Monte Carlo code PEREGRINE [30] . lel computers; parallelization is performed using MPI between nodes and with threads on the individual nodes.
Experiment
Our resolution test object (RTO) is a 3 mm thick sheet of tantalum, into which slits of 0.4 mm nominal width were cut. The RTO was placed at the object location of the Line-C proton radiography beamline (M = −1 lens, 10 milliradian collimator), and images were acquired as a function of the current supplied to the downstream imaging magnets. Next, blocks of different thicknesses (4 cm, 8 cm) of aluminum and polyethylene (7 cm) were placed upstream and downstream of the RTO, and again images were acquired as the current supplied to the imaging magnets was swept. The 330+ images were acquired over several days; additionally on each day dark-field (i.e., no beam) and bright-field (i.e., no object) images were acquired to characterize the fixed-pattern background and the efficiency, respectively, of the cameras. The number of protons used for any given image varied between 1.3 × 10 9 and 2.1×10 9 protons. The relative proton count for a given image is estimated to be accurate to better than 1.5%.
The raw images were converted to transmission images by first subtracting the fixed pattern background and next dividing by the beam profile. Lineouts from the central ±9 mm portions of the images were averaged and used for further study.
Simulations
HADES was used to simulated the various combinations of RTO and upstream or downstream blocks mentioned in Section 4. Approximately 2 × 10 9 protons were used for each simulation, with 80 images being calculated over the range of magnet currents used for the particular experimental geometry. The calculated images were flattened, lineouts from the central ±1 cm were averaged, the results were blurred to take into account the finite resolution of the imaging cameras and used for further study. Fig. 2 shows lineouts from three of the experimental and calculated images of the RTO for the magnet currents shown. The measured widths are well-reproduced by the calculations for each of the settings, as are the different shapes of the dimples on each side of the main lines. Quantitatively, the HADES simulations show a slightly lower transmission than measured (∼ 31% versus ∼ 34%, respectively, in the regions between the slits in the RTO). Fig. 3 shows lineouts from three of the experimental and calculated images when a 4-cm thick block of aluminum is placed just downstream of the RTO for the magnet currents shown. As expected, compared with Fig. 2 , the overall transmission is lower. The HADES simulations again track the changes in the shapes and heights of the lines as the magnet current is varied. As with Fig. 2 , HADES predicts a transmission that is slightly lower than measured (here, ∼ 19.5% versus ∼ 21.7%, respectively).
Discussion
The data sets not shown here (i.e., with the aluminum blocks upstream of the RTO, as well as the sets taken with the polyethylene block) show similar behavior; that is, the observed line widths and heights are well matched while the measured transmissions are slightly higher than the calculated transmissions. The discrepancy in transmission is a systematic relative error on the order of 7%. Possible sources of this disagreement (e.g., errors in data reduction, cross sections, beamline geometry model, neglect of scattered particles, assumption of perfect attenuation by the downstream collimator, treatment of the imaging lenses, etc.) are currently being investigated.
The purpose of HADES is to warn the user of changes in image quality as the experimental object evolves, and to indicate appropriate changes in magnet settings to recover, to the extent possible, the image sharpness. Figure 4 shows the HADES predictions of (1) the changes in transmission and in image quality as scattering material is put into the beamline, in this case, an 8-cm block of aluminum, just downstream of the RTO. Adding the 8-cm aluminum block slightly more than halves the transmission. The added material also changes the energy lost by the protons. If the magnet current is left unchanged, the imaging system would give a highly-blurred image as shown. The magnets can be retuned to give a sharper image, albeit still at the overall ∼ 15% transmission.
Conclusions
We have added reduced-physics Monte Carlo tracking of protons to our radiographic simulation code HADES. Comparison of HADES simulations with a series of staticobject measurements shows that the algorithms and approximations give good agreement in terms of image sharpness over a wide range of experimental geometries and imaging-magnet settings. The calculated transmissions of the various images are slightly lower than the observed transmissions. 
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