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INTISARI 
 
Regresi B-Spline merupakan salah satu model pendekatan nonparametrik yang fungsinya merupakan 
polinomial tersegmen atau terbagi pada suatu titik fokus yang disebut knot. Tujuan dari penelitian ini 
adalah menganalisis Generalized Cross Validation (GCV) yang digunakan sebagai kriteria dalam 
pemilihan titik knot yang optimal pada regresi B-Spline linier. Aplikasi regresi B-Spline diterapkan 
pada data pertumbuhan isolat Bacillus laterosporus. Hasil penelitian menunjukkan bahwa model 
regresi B-Spline linier terbaik dengan titik-titik knot yang optimal adalah tiga titik knot dengan nilainya 
masing-masing adalah k1 = 6, k2 = 10 dan k3 = 32 serta menghasilkan nilai GCV minimum sebesar 
0,000000679.  
 
        Kata Kunci : B-spline, Generalized Cross Validation, Nonparametrik 
 
PENDAHULUAN 
     Dalam kehidupan sehari-hari, sering kali ditemukan bahwa nilai suatu variabel dipengaruhi atau 
saling berhubungan dengan nilai variabel lain. Sebagai contoh, analisis hubungan antara pola 
konsumsi seseorang dalam suatu komoditas tertentu dalam hal ini kita sebut sebagai variabel dependen 
dengan penghasilan per bulan dalam hal ini disebut sebagai variabel independen. Dalam kasus 
tersebut, nilai-nilai dari variabel dependen bergantung kepada nilai-nilai dari variabel independennya. 
     Sasaran utama suatu percobaan ilmiah adalah menemukan hubungan antara variabel yang di 
analisis. Analisis regresi merupakan salah satu teknik statistik yang paling sering dipergunakan dalam 
membangun model-model matematis untuk menunjukkan hubungan antara variabel-variabel yang ada 
pada data percobaan [1]. Salah satu analisis regresi yang biasa digunakan adalah regresi 
nonparametrik. Regresi nonparametrik merupakan metode pendugaan model yang tidak terikat asumsi 
bentuk persamaan regresi tertentu, sehingga memberikan fleksibilitas yang lebih tinggi.Terdapat 
beberapa teknik estimasi dalam regresi nonparametrik antara lain estimator Kernel, estimator Wavelet 
dan estimator B-Spline [2]. 
     Regresi B-Spline merupakan regresi nonparametrik yang menekankan pada suatu regresi ke arah  
fitting data dengan tetap memperhitungkan kemulusan kurva. B-Spline merupakan model polinomial 
yang tersegmen atau terbagi pada suatu titik fokus yang disebut knot. Sifat tersegmen atau terbagi 
inilah yang memberikan fleksibilitas yang lebih baik daripada model polinomial biasa [3]. 
     Ada tiga kriteria yang harus diperhatikan dalam membentuk model regresi B-Spline yaitu 
menentukan orde untuk model, banyaknya knot, dan lokasi penempatan knot. Orde untuk model dapat 
ditentukan berdasarkan pola umum yang terjadi pada data, sedangkan banyaknya knot dan lokasi knot 
ditentukan berdasarkan perubahan pola di daerah tertentu pada kurva [4]. Untuk memperoleh regresi 
B-Spline yang optimal maka perlu dipilih lokasi knot yang optimal pula. Ada beberapa kriteria yang 
dapat digunakan dalam pemilihan knot yang optimal yaitu fungsi resiko prediksi (P), Cross Validation 
(CV), dan Generalized Cross Validation (GCV). GCV merupakan salah satu pemilihan titik knot yang 
paling sering digunakan dalam penentuan model regresi terbaik dan dapat digunakan untuk semua
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jenis B-Spline yang ada dikarenakan mempunyai perhitungan yang lebih sederhana dan cukup efisien 
[5]. 
     Penelitian ini akan mengkaji penentuan GCV sebagai kriteria dalam pemilihan model regresi B-
Spline terbaik. Penerapan regresi B-Spline akan digunakan pada data pertumbuhan isolat Bacillus 
laterosporus terhadap selang waktu inkubasi tertentu dengan variabel dependen yaitu kepadatan optik 
(optical density) media pertumbuhan dan variabel independen yaitu selang waktu inkubasi. 
 
REGRESI NONPARAMETRIK 
   Regresi nonparametrik merupakan suatu metode untuk mengetahui pola hubungan antara variabel 
independen dengan variabel dependen yang tidak diketahui bentuk kurva regresinya. Sehingga model 
regresi nonparametric dapat berbentuk fungsi apa saja, baik linier ataupun non linier. Model umum 
regresi nonparametrik adalah sebagai berikut: 
  
( )i i iy f x             dimana i = 1,2,3,...,n 
 
dimana yi adalah variabel dependen; x merupakan variabel independen;  f(xi) adalah fungsi regresi 
yang tidak diketahui bentuknya; sedangkan i merupakan galat, faktor penganggu yang tidak dapat 
dijelaskan oleh model [6]. 
    Regresi nonparametrik memiliki fleksibilitas yang tinggi dan hanya diasumsikan mempunyai bentuk 
kurva yang mulus. Regresi nonparametrik sederhana biasa disebut scatter plot smoothing karena 
dalam penggunaanya adalah untuk menemukan kurva mulus melalui plot pencar Y terhadap X . Ada 
beberapa teknik untuk mengestimasi regresi dalam regresi nonparametrik, beberapa diantaranya 
dengan estimator Wavelet, Kernel, B-Spline dan lain sebagainya [7].  
 
REGRESI B-SPLINE 
     Jika diberikan pasangan data ( ,i ix y ) dan hubungan antara variabel dependen dengan variabel 
independen tidak diketahui bentuknya, maka dapat digunakan regresi nonparametrik dengan model 
sebagai berikut:   
 i i iy f x e   dimana 1,2,...,i n  
dengan iy  adalah variabel dependen; ei merupakan residual dan f(xi) adalah fungsi regresi yang 
didekati dengan fungsi B-Spline. Fungsi B-Spline f(xi) sebagai berikut: 
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dengan Bj-m,m merupakan basis B-Spline ke-j berorde m. 
 
Pemilihan Model Regresi  B-Spline yang Terbaik 
     Pemilihan titik knot 
1 2
, ,...,
m
k k k  yang optimal sangat penting dalam regresi B-Spline. Titik knot 
merupakan suatu titik fokus, sehingga kurva yang dibentuk tersegmen pada titik tersebut. Oleh karena 
itu agar diperoleh regresi B-Spline yang terbaik perlu dipilih titik knot yang optimal. Jika titik knot 
yang optimal sudah diperoleh, maka akan memberikan model regresi B-Spline yang terbaik. 
    Salah satu metode pemilihan titik knot yang optimal adalah GCV. Model regresi B-Spline yang 
sesuai berkaitan dengan titik knot yang optimal didapat dari nilai GCV minimum. Fungsi GCV 
didefinisikan sebagai : 
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     Nilai GCV dipakai karena aspek perhitungannya lebih sederhana dan cukup efisien. Selain itu, 
kriteria model regresi yang umumnya dipakai masih tetap dijadikan acuan pemilihan model regresi B-
Spline terbaik. Model regresi B-Spline terbaik adalah model yang mampu menjelaskan pola hubungan 
antara variabel independen dengan variabel dependen. 
 
Aplikasi  
 
    Untuk eksplorasi pola hubungan yang terjadi antara kepadatan optik media pertumbuhan (y) dengan 
waktu (x) maka pada Gambar 1 di bawah akan menampilkan scatter plot dari data pertumbuhan Isolat 
Bacillus laterosporus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 1. Kurva Pertumbuhan Isolat Bacillus laterosporus 
 
     Data pertumbuhan isolat Bacillus laterosporus yang telah diperoleh akan dianalisis dengan 
menggunakan metode regresi B-Spline. Analisis data dengan metode regresi B-Spline dilakukan untuk 
memperoleh model regresi B-Spline yang tepat dengan GCV minimum. Pemilihan titik knot yang 
optimal terletak pada nilai GCV yang minimum. Nilai GCV yang minimum dari model regresi B-
Spline linier dengan beberapa titik knot disajikan pada Tabel 1 berikut ini 
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Tabel 1. Nilai GCV dari beberapa Titik Knot 
No Knot GCV(λ) 
1 28 0,000010264845 
2 30 0,000008547129 
3 32 0,000007537085 
4     6; 28 0,000003166550 
5     6; 30 0,000002569903 
6     6; 32 0,000002901397 
7 6; 8; 32 0,000001141906 
8 6; 10; 30 0,000000995845 
9 6; 10; 32 0,000000679713 
10 6; 12; 32 0,000001031537 
    
     Pada Tabel 4.2 diperoleh nilai GCV minimum sebesar 0,000000679713 yang berada pada tiga titik 
knot yaitu k1 = 6, k2 = 10 dan k3 = 32.  
 
     Model regresi B-Spline ini disajikan dalam Gambar 2 di bawah ini: 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2.b Kurva B-Spline Linier dengan Satu Titik Knot 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 2.b Kurva B-Spline Linier dengan Tiga Titik Knot 
 
     Gambar 2.a menujukkan adanya perubahan pola kurva k1 = 30 dan dari gambar 2.b menujukkan 
terjadi perubahan pola kurva sebelum dan sesudah titik knot pada k1 = 6, k2 = 10 dan k3 = 32. Pola 
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kurva sebelum k1 = 6 cenderung mendatar dibanding setelah k1 = 6 yang mempunyai kecenderungan 
naik. Begitupun pada pola kurva setelah k2 = 10 yang cenderung naik. Namun nilai setelah k3 = 32 
mempunyai garis yang cenderung menurun      
     Dengan menggunakan tiga buah knot, yakni yang dipilih adalah knot 6, 10 dan 32 kurva yang 
dibentuk dapat menangkap banyak titik amatan. Semakin banyak knot yang digunakan pada regresi B-
Spline linier, maka kurva juga semakin menangkap lebih banyak titik pengamatan.  
     Dengan memperhatikan hasil yang telah diperoleh, dapat disimpulkan bahwa titik knot yang paling 
optimal dengan nilai GCV minimum adalah penggunaan tiga titik knot pada regresi B-Spline linier. 
Nilai GCV beberapa model regresi B-Spline dengan tiga beberapa titik knot ditunjukkan pada Tabel 2. 
 
Tabel 2. Nilai GCV Minimum Regresi B-Spline dengan beberapa Titik Knot 
Model Jumlah Knot 
Letak Titik Knot 
Nilai GCV Minimum 
1 2 3 
Linier 
1 32 - - 0,000007537085 
2 6 30 - 0,000002569903 
3 6 10 32 0,000000679713 
          
Berdasarkan Tabel diatas dapat disimpulkan bahwa model terbaik untuk untuk memprediksi nilai 
kepadatan optik pertumbuhan Isolat Bacillus laterosporus pada selang waktu adalah dengan tiga titik 
knot k1 = 6, k2 = 10 dan k3 = 32 yaitu dengan nilai GCV minimum 0,000000679713. 
     Model regresi B-Spline terbaik untuk data pertumbuhan Isolat Bacillus laterosporus dapat diartikan 
bahwa, untuk memprediksi nilai kepadatan optik pertumbuhan Isolat Bacillus laterosporus terhadap 
selang waktu, digunakan regresi B-Spline linier dengan tiga titik knot.  
 
PENUTUP  
 
 Berdasarkan uraian dari penulisan ini dapat diambil kesimpulan sebagai berikut: 
1. GCV (Generalized Cross Validation) merupakan salah satu kriteria yang dapat digunakan dalam 
pemilihan knot yang optimal dalam penentuan model regresi B-Spline yang terbaik. 
2. Semakin banyak knot pada model regresi B-Spline linier maka nilai GCV akan semakin kecil. 
3. Penentuan lokasi knot yang berbeda, akan menghasilkan model regresi B-Spline dengan nilai GCV 
yang berbeda pula. 
4. Model regresi B-Spline yang terbaik dalam model regresi B-Spline linier adalah terletak pada titik 
knot k1 = 6, k2 = 10 dan k3 = 32 dengan nilai GCV minimum 0,000000679713. 
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