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In this work we propose a way to unveil the type of environmental noise in strongly driven super-
conducting flux qubits through the analysis of the Landau-Zener-Stu¨ckelberg (LZS) interferometry.
We study both the two-level and the multilevel dynamics of the flux qubit driven by a dc+ac mag-
netic field. We found that the LZS interference patterns exhibit well defined multiphoton resonances
whose shape strongly depend on the time scale and the type of coupling to a quantum bath. For the
case of transverse system-bath coupling, the n-photon resonances are narrow and nearly symmetric
with respect to the dc magnetic field for almost all time scales, whilst in the case of longitudinal
coupling they exhibit a change from a wide symmetric to an antisymmetric shape for times of the
order of the relaxation time. We find this dynamic behavior relevant for the interpretation of several
LZS interferometry experiments in which the stationary regime is not completely reached.
PACS numbers: 74.50.+r,85.25.Cp,03.67.Lx,42.50.Hz
Superconducting circuits with Josephson junctions [1,
2] behave as artificial atoms [3] and have been extensively
proven as quantum bits [4]. When driven by a dc+ac
magnetic flux, Landau-Zener-Stu¨ckelberg (LZS) interfer-
ence patterns [5] combined with multi-photon resonances
have been observed [6–10] and used to probe the energy
level spectrum of the device for large driving amplitudes.
[8, 9]. LZS patterns also emerge in charge qubits[11, 12],
Rydberg atoms[13], ultracold molecular gases[14], optical
lattices[15] and single electron spins systems[16]. In addi-
tion, LZS interferometry was recently proposed as a tool
to determine relevant information related to the coupling
of a qubit with a noisy environment, such as dissipation
strength and dephasing time [17–19]. These studies have
been performed for steady state-experiments, where full
relaxation with the bath degrees of freedom is assumed.
In the present work we demonstrate that the finite time
LZS spectroscopy can unveil additional features linked to
how relevant times scales affect the symmetry of the reso-
nance patterns for different system-bath couplings. As a
system of study we chose the superconducting Flux Qubit
(FQ) originally introduced in Ref.[1] and which over the
last years, due to the improvement in its design and fab-
rication techniques, has become one of the most tested
devices for quantum information proposals [20]. Recent
experiments on the FQ have implemented noise spec-
troscopy for different sources of noise (flux noise, charge
noise, critical current noise) through dynamical decou-
pling [21] and driven evolution measurements [22, 23].
Here to address the finite time LZS interferometry we
study the FQ coupled to a quantum bath and under
strong periodic driving, using the Floquet-Markov quan-
tum master equations [24, 25]. Our main finding is that a
dynamic change in the symmetry of a n-photon resonance
takes place for the case of longitudinal system-bath cou-
pling, whilst the resonances remain almost undisturbed
in time for transverse system-bath coupling.
Our analysis becomes particularly relevant to under-
stand LZS interferometry experiments for FQ with large
relaxation times [6, 9]. Several well established theoret-
ical works have studied the steady state of periodically
driven two level systems [26–30]. However, the experi-
mental results on LZS interferometry in the FQ do not
agree with these previous theoretical results. The theory
of [26–30] shows population inversion and antisymmetric
resonance patterns as a function of the energy detuning,
instead of the symmetric patterns observed in the FQ ex-
periments [6, 9]. A possible explanation was put forward
in Refs.[31, 32]: there is a dynamic transition from sym-
metric resonance patterns below the relaxation time tr to
antisymmetric resonance patterns for time scales above
tr. Since the FQ experiments were performed at finite
times scales below tr, the steady state patterns were not
observed, according to this scenario. On the other hand,
in Ref.[18] it was shown that transverse noise (previous
works [26–32] considered longitudinal noise) can lead to
steady state symmetric resonances in LZS interferome-
try, which suggest a different possible explanation of the
experimental results. The aim of this work is to assess
which scenario is more adequate to explain the experi-
ments of Refs.[6, 9] by analyzing the time dependence
of the LZS patterns for different system-bath couplings
(transverse and longitudinal noise).
We start in Sec. I by writing the Hamiltonian of the
FQ in the presence of different sources of quantum noise
and describing the Floquet-Markov formulation for open
quantum systems with a time periodic drive. In Sec. II
we show results for the time dependent evolution of the
driven FQ with different sources of noise, restricted to
a two levels system (TLS) regime. In Sec. III we ex-
tend the analysis to the multilevel case, which is relevant
for large driving amplitudes and to compare with LZS
experiments. Conclusions are given in Sec. IV.
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2I. DYNAMICS OF THE FLUX QUBIT
A. The Flux Qubit and noise sources
The FQ consists on a superconducting ring with three
Josephson junctions[1] enclosing a magnetic flux Φ =
fΦ0 (Φ0 = h/2e) with phase differences ϕ1, ϕ2 and
ϕ3 = −ϕ1 + ϕ2 − 2pif . Two of the junctions have cou-
pling energy, EJ , and capacitance, C, while the third has
EJ,3 = αEJ and C3 = αC. In the quantum regime, the
FQ Hamiltonian reads:[1]
HFQ = Epn2p + Emn2m + EJV , (1)
with ϕp =
ϕ1+ϕ2
2 and ϕm =
ϕ1−ϕ2
2 the phase opera-
tors, nk = −i ∂∂ϕk (k = p,m) the charge number op-
erators, Ep = 2EC , Em =
Ep
1+2α , EC = e
2/2C and
V (ϕp, ϕm; f) = 2+α−2 cosϕp cosϕm−α cos(2pif+2ϕm).
The FQ has several levels with eigenenergies Ei and
eigenstates |Ψi〉 which depend on α, η =
√
8EC/EJ and
flux detuning f˜ = f − 1/2. Typical experiments have
α ∼ 0.6− 0.9 and η ∼ 0.1− 0.6 [2, 6–9]. For α ≥ 1/2 and
|f˜ |  1, the potential V has the shape of a double-well
with two minima along the ϕl direction. Each minima
corresponds to macroscopic persistent currents of oppo-
site sign, and for f˜ & 0 (f˜ . 0) a ground state with pos-
itive (negative) loop current is favored. In this regime
the system can be operated as a quantum bit[1, 2] and
approximated by a two-level system (TLS)[1, 33].
The main sources of relaxation and decoherence in the
FQ are flux noise δf(t), charge noise δN(t), and criti-
cal current noise δIc(t) [21–23, 34, 35]. In the case of
weak fluctuations, the different sources of noise can be
incorporated in Eq.(1) by the replacements f → f + δf ,
nk → nk − δNk (k = p,m), and EJ → EJ(1 + δIc/Ic),
respectively [21–23, 34]. This leads to HFQ → H′FQ ≈
HFQ +Hint, where
Hint = H
ch
int +H
f
int +H
cc
int , (2)
and
Hchint = −2EpnpδNp − 2EmnmδNm ,
Hfint = −2piEJIδf ,
Hccint =
EJ
Ic
V δIc , (3)
with I = α sin(2pif˜ + 2ϕm), the loop current operator
normalized by Ic =
2piEJ
Φ0
. Notice that Eq.(2) results from
neglecting quadratic terms in (np−Np)2 and (nm−Nm)2,
since we are assuming the weak fluctuations regime.
If we consider the lowest eigenstates, the term with np
can be neglected[36] and we can redefine the system-bath
interaction Hamiltonian as
Hint = Ach ⊗ Bch +Af ⊗ Bf +Acc ⊗ Bcc, (4)
where the system operators are Ach = −2Emnm, Af =
−2piEJI, Acc = EJV ; and the normalized bath (noise)
operators are Bch = δNp, Bf = δf and Bcc = δIc/Ic.
As a first approach we will consider in Sec. II the FQ
restricted to the two-lowest computational levels, [1, 33]
HTLS = − 
2
σz − ∆
2
σx , (5)
where the Hamiltonian is written in the basis defined by
the persistent current states |+〉 = (|0〉 + |1〉)/√2 and
|−〉 = (|0〉 − |1〉)/√2, where |0〉 and |1〉 are the ground
and excited FQ states at δf = 0. The parameters of
HTLS are the detuning  = 4piIpf˜ , and the energy gap
∆ = E1 − E0 at f˜ = 0. Here Ip = |〈+|I|+〉| = |〈−|I|−〉|
is the magnitude of the loop current. Within this ap-
proximation, the noise coupling operators become
Af = −λfσz,
Ach = −λchσy,
Acc = −λccσx, , (6)
with λf = 2pi|〈+|I|+〉|, λch = η
2
4+8α |〈−|nm|+〉| and λcc =
−|〈−|V |+〉|.
For the parameter values α = 0.8 and η = 0.25 and
after diagonalization of HTLS , we obtain Ip = 0.721
(in units of EJ/Φ0) and ∆ = 3.33 × 10−4 (in units
of EJ). Thus, the noise coupling parameters results
λf ≈ 4.5, λch ≈ 3 × 10−4, and λcc ≈ 4 × 10−3 (the ne-
glected term corresponding to np has coupling parameter
λpch =
η2
4 |〈−|np|+〉| ≈ 10−13).
B. LZS interferometry in the presence of quantum
noise: The Floquet-Markov approach
In experiments with flux qubits, LZS interferometry
[6–9, 37] is performed applying an harmonic (ac) field of
frequency ω0 on top of the static flux, i.e.
f˜ → f˜(t) = f˜dc + fac cos (ω0t) . (7)
In this work, and following Refs.[24, 30–32, 38–41] we
analyze the LZS interferometry employing the Floquet
formalism, which allows for an exact treatment of har-
monic drivings of arbitrary strength and frequency. Al-
ternative approaches to the description of the LZS in-
terference patterns rely on approximations valid either
for large driving frequencies or low driving amplitudes
[5, 7, 42].
For the harmonic driving, the Hamiltonian of the
FQ results time periodic HFQ(t) = HFQ(t + τ), with
τ = 2pi/ω0. In the Floquet formalism, the solutions
of the Schro¨dinger equation are of the form |Ψα(t)〉 =
eiεαt/~|α(t)〉, where the Floquet states |α(t)〉 satisfy
|α(t)〉=|α(t + τ)〉 = ∑k |αk〉e−ikωt, and are eigenstates
of the equation [H(t)− i~∂/∂t]|α(t)〉 = εα|α(t)〉, with εα
the associated quasi-energy.
3Since the FQ is in contact with the environment, the
total Hamiltonian of the open system is
H = Hs(t) +HB +Hint.
Here, Hs is the system Hamiltonian, in our case Hs =
HFQ, HB is the Hamiltonian of the environment, which
is usually modeled as a bath of harmonic oscillators[25,
29, 30, 39, 40, 43, 44], and Hint is the system-bath in-
teraction Hamiltonian. For weak coupling (Born approx-
imation) and fast bath relaxation (Markov approxima-
tion), a Floquet-Born-Markov master equation for the
system reduced density matrix ρ in the Floquet basis,
ραβ(t) = 〈α(t)|ρ(t)|β(t)〉, can be obtained[25, 39, 40]:
dραβ(t)
dt
=
∑
α′β′
Λαβα′β′ ρα′β′ ,
Λαβα′β′ = − i~ (εα − εβ)δαα′δββ′ + Lαβα′β′ . (8)
The coefficients Lαβα′β′ are usually rewritten in terms of
transition rates Rαβα′β′ as
Lαβα′β′ = Rαβα′β′ +R
∗
βαβ′α′ (9)
−
∑
η
(
δββ′Rηηα′α + δαα′R
∗
ηηβ′β
)
.
As we already shown in Eq.(4), the interaction Hamil-
tonian can be written as
Hint =
∑
ν
Aν ⊗ Bν ,
where the Aν are system operators and the Bν are bath
operators associated to different noise sources. In the
case of independent noise sources, the corresponding bath
operators are uncorrelated such that 〈Bν(t)Bν′(t′)〉 = 0
for ν 6= ν′, and the transition rates Rαβα′β′ are given as
Rαβα′β′ =
∑
ν
Rναβα′β′ ,
with
Rναβα′β′ =
∑
q
gν(ωαα′,q)A
ν
αα′,qA
ν
β′β,−q , (10)
where ωαα′,q = (εα−ε′α)/~+qω0. In this way, the system-
bath interaction is encoded in the transition matrix ele-
ments
Aναβ,q =
∑
k
〈αk|Aν |βk+q〉.
Assuming that each bath is in equilibrium at temperature
T ν it is customary to define:
gν(ω) =
∫ ∞
−∞
dt〈Bν(t)Bν(0)〉e−iωt = Jν(ω)nνth(~ω),
where Jν(ω) [defining Jν(−ω) = −Jν(ω)] is the bath
spectral density and nνth(ε) = 1/[exp (ε/kBT
ν)− 1] [45].
In this work, we compute numerically the Floquet
states |α(t)〉, and calculate the coefficients Lαβα′β′ , from
which the solution of ραβ(t) can be obtained [32, 41].
II. TWO LEVELS REGIME
A. Unitary evolution and LZS interferometry
We start by reviewing the LZS interferometry for the
TLS. In order to obtain the driven Hamiltonian, we re-
place in HTLS
→ (t) = 0 +A cos(ω0t), (11)
with 0 = 4piIpf˜dc and A = 4piIpfac. The frequency ω0
is written in units of EJ/~ and the qubit eigenenergies
in units of EJ . When fac > |f˜dc| the central avoided
crossing at f˜ = 0 is reached for driving amplitudes, f˜dc±
fac. In this case the periodically repeated transitions
at f˜ = 0 give rise to the LZS interference patterns as
a function of f˜dc and fac, characterized by multiphoton
resonances at E1(f˜)−E0(f˜) = nω0 [5, 24, 30, 39, 40, 42]
.
For 0  ∆ the resonances take place at 0 ' nω0,
and denoting fω = ω0/4piIp, the n-resonance condition
can be written as 0/ω0 = f˜dc/fω = n.
In the regime Aω0  ∆2 and in the Rotating Wave
Approximation (RWA) [5, 7, 42], the time averaged
probability of measuring a positive loop current P+ =
|〈Ψ(t)|+〉|2, near a n− photon resonance results
P+ = 1− 1
2
∆2n
(nω0 − 0)2 + ∆2n
. (12)
When the resonance condition 0 = nω0 is satisfied,
Eq.(12) gives P+ = 1/2, otherwise is P+ . 1. Fur-
thermore, the width of the resonance is δ = |∆n| =
∆|Jn(A/ω0)| = ∆|Jn(fac/fω)|, with Jn(x) the Bessel
function of first kind. This gives a quasi periodic de-
pendence as a function of fac for f˜dc fixed near the res-
onance. In particular, at the zeros of Jn(x) the reso-
nance is destroyed, with P+ ∼ 1 instead of P+ = 1/2,
a phenomenon known as coherent destruction of tunnel-
ing [46, 47]. Plots of P+ as a function of flux detuning
f˜dc and ac amplitude fac give the typical LZS interfer-
ence patterns, which have been measured experimentally
in flux qubits [6–9, 37] and have also been observed in
other driven systems [10–12, 14–17, 48–62].
Several phenomenological approaches [3, 5, 8, 63] have
taken into account relaxation and decoherence effects
in LZS interferometry, obtaining a broadening of the
Lorentzian-shape n− photon resonances of Eq.(12).
B. Longitudinal vs. transverse noise
In this section we analyze the environmental noise em-
ploying the Floquet Markov master equation, described
in Sec.I B. We first consider the two extreme cases: ei-
ther pure flux or “longitudinal” noise (which commutes
with the driving), or pure charge noise, which we call
“transverse” noise. For simplicity, we consider in both
4cases that the baths are equilibrated at the same temper-
ature T ν = T with an ohmic spectral density Jν(ω) =
γωe−ω/ωc . In the case of pure longitudinal noise we con-
sider, Af → A = −λfσz while in the case of pure trans-
verse noise we take Ach → A = −λchσy. In order to es-
tablish a quantitative comparison among the two types
of noise we first analize the results for equal coupling
strengths λ(f) = λ(ch) = 1.
We use typical reported experimental values for FQ
[6], EJ/h ∼ 300GHz, driving microwave frequency
ω0/2pi = 0.003EJ/~ ∼ 900MHz, bath temperature T =
0.0014EJ/kB(∼ 20mK) and we consider γ = 0.001. Fur-
thermore, in all the cases we are assuming that the FQ
is initially prepared in its ground state |Ψ0〉 of the static
Hamiltonian H0 ≡ HFQ(f˜ = f˜dc). Experimentally, the
probability of having a state of positive or negative persis-
tent current in the FQ is measured[2, 6]. The probability
of a positive current measurement can be calculated as
P+(t) = Tr(Π+ρ(t)), with Π+ = |+〉〈+|. For a static
detuning f˜dc & 0, the ground state has P+(0) ≈ 1.
In Figs.1(a-b) and Figs.1(c-d) we plot P+ for longitu-
dinal and transverse couplings respectively, as a function
of the flux detuning f˜dc for a fixed value of fac = 0.003.
As a comparison, for both couplings we plot P+ for
the isolated case (without dissipation), where the n-
photon resonances are clearly displayed as minima at
0/ω0 = f˜dc/fω = n. For longitudinal coupling, Fig.1(a)
shows that for time scales of FQ experiments [6] (we take
here as a typical value texp = 1000τ), the behavior of
P+ is similar to the isolated case, with a broadening of
the minima at the multiphoton resonances due to deco-
herence. On the other hand, in the asymptotic t → ∞
steady state, P+ exhibits antisymmetric multiphoton res-
onances [18, 32], clearly displayed in Fig.1(b), where an
enlarged view around the n = 4 resonance is shown. Mo-
rover, as the temperature is lowered, the antisymmetry
around the resonance condition is more evident, as it is
shown for T = 0.0001EJ/kB .
For transverse coupling, see Figs.1(c) and (d), the be-
havior of P+ vs. f˜dc is remarkably different from the pre-
vious case: (i) there are no noticeable differences between
the finite time and the steady sate P+; (ii) the multipho-
ton resonances are symmetric in the steady state; (iii)
there is no broadening of the resonances compared to the
isolated case; and (iv) there is a linear background in P+
as a function of f˜dc for the off-resonant situations. The
hallmarks (ii) and (iv) have been also found in Ref.[18].
The linear background in P+ can be understood by a
simple argument. The transverse coupling through σy
provides a direct relaxation mechanism to the ground
state (same holds for σx coupling). Assuming that for
the off-resonant situations in the steady state the qubit
is fully relaxed in the ground state, we can estimate that
in average is P+ ∼ t′/τ , with t′ the time scale within
one period τ in which the ground state has nearly com-
plete overlap with the |+〉 state (when f˜(t) > 0). For
small f˜dc/fac this gives P+ ∼ 12 + 1pi f˜dcfac . This straightfor-
ward calculation illustrates the linear background in the
dependence of P+ with fdc observed in Fig1(c).
The above described features have its correlation in the
behaviour of the relaxation (tr) and the decoherence (td)
times, which are shown in Fig.2 for both types of cou-
plings. They are calculated numerically from the eigen-
values of Λ defined in Eq.(10), the maximum non-zero
real eigenvalue of Λ gives −t−1r , and the real part of the
complex conjugates eigenvalues of Λ give −t−1d [32, 41].
In general is 1td =
1
2tr
+ 1tφ with tφ the dephasing time
and thus the decoherence time satisfies td ≤ 2tr [24].
For the longitudinal coupling case we find in Fig.2 that
the equality td = 2tr is satisfied at the multiphoton res-
onances. Thus at the resonances the dephasing mecha-
nism vanishes, similarly to what is usually found for the
static case at the “sweet spot” f˜ = 0 [20, 21]. Away
from resonances is td  tr, showing a large time scale
separation between decoherence and relaxation, due to
strong dephasing. We have also obtained an analytic ex-
pression for the rates Γr = 1/tr and the decoherence rate
Γd = 1/td employing a RWA approximation for detun-
ings near the n-photon resonance, f˜ ∼ nfω, which are
in good agreement with these numerical results (see the
Appendix for a detailed calculation). In the case of lon-
gitudinal noise, the relaxation rates can be estimated as:
Γ
r
= |λf sin(2ϕ)|2[g(−Ωn) + g(Ωn)],
Γd =
Γr
2
+ |λf cos(2ϕ)|2g(0),
with cos(2ϕ) = n/Ωn, sin(2ϕ) = ∆−n/Ωn, n =
4piIp(f˜ − nfω). The generalized Rabi frequency is Ωn =√
2n + ∆
2−n and ∆−n = ∆J−n(x) with x ≡ fac/fω. At
the resonance is cos(2ϕ) = 0 and sin(2ϕ) = 1, thus
Γd = Γr/2 and Γr is maximum. Away from resonance
the dephasing rate is maximum and Γφ = Γd − Γr/2 ∼
λ2fg(0) ≈ λ2fγkT (assuming cos(2ϕ) ∼ 1). This in agree-
ment with the exact numerical results of Figures 2(a)
and (b) where td  texp  tr away from resonance
for the longitudinal case. This time scale separation al-
lows the dynamic transition described in Ref.[32] and is
also shown in Fig.3(a). We see that while P+ remains
symmetric around a resonance for td < t < tr, there is
a dynamic transition to the antisymmetric behavior for
t > tr.
On the other hand, for the transverse coupling case we
find in Figs.2(a) and (b) that the equality td = 2tr is
reached out of resonance, i.e. opposite to the longitudi-
nal case, while near the resonances the (small) dephasing
gives td . 2tr. The RWA calculation detailed in the Ap-
pendix is also consistent with this numerical result. For
the transverse coupling we got:
Γr = |λchJ−n(x) cos(2ϕ)|2[g(−Ωn) + g(Ωn)],
Γd =
Γr
2
+ |λchJ−n(x) sin(2ϕ)|2g(0).
In this case, away from resonance is |n|  ∆−n implying
sin(2ϕ) ∼ 0, cos(2ϕ) ∼ 1 and thus Γd ≈ Γr/2. At a res-
5FIG. 1: Population P+ as a function of the dc flux detuning f˜dc (normalized by fω = ω0/4piIp) for the FQ restricted
to TLS, driven with amplitude fac = 0.003 and ω0 = 2pi/τ = 0.003EJ/~. The Ohmic bath is at T = 0.0014 (20mK
for EJ/h ≈ 300GHz). Dotted line: P+ for the isolated system; solid line: P+(t = 1000τ), dashed line: asymptotic
(t→∞) P+. Horizontal solid line indicates P+ = 0.5 value. (a) Longitudinal coupling for an Ohmic bath with
γ(f) = 0.001 and (b) enlarged view of (a) around n=4 photon resonance. (c) Transverse coupling for an Ohmic bath
with γ(ch) = 0.001 and (d) enlarged view of (c) around n=4 photon resonance.
FIG. 2: (a) Relaxation time tr for the longitudinal (dashed-double dotted line) and transverse (dashed line)
couplings. (Half) decoherence time td/2 for the longitudinal (dashed-dotted line) and transverse (solid line)
couplings. The flux detuning is normalized by fω = ω0/4piIp, such that the n-photon resonances are at f˜ = nfω. (b)
Enlarged view of (a) around the n = 4 resonance. The experimental time texp/τ = 1000 is plotted by the dotted line.
onance the opposite condition is satisfied: the dephasing
rate is maximum and thus Γφ ∝ |λch|2g(0) ≈ |λch|2γkT .
In addition, for transverse coupling the system tends
to relax fast to the steady state in comparison to the
longitudinal coupling case (assuming the same coupling
strengths λ′s). Note that, in the RWA calculation, out
of resonance is cos 2ϕ2  sin 2ϕ2 and then Γtransverser 
Γlongitudinalr for the same λ. This relatively fast relaxation
is evident in Fig.3(b) where the steady state is quickly
reached and no symmetry change around the resonance
is observed.
6(a)
(b)
FIG. 3: (color online) Intensity plots of the population
P+ as a function of f˜dc and driving time t. (a)
Longitudinal coupling for γ(f) = 0.001. (b) Transverse
coupling for γ(ch) = 0.001. See text for details.
C. Mixed noise
We deal now with the more general case when two
sources of independent noise are taken into account, as
formulated in Sec.I, and we consider the two system-bath
couplings with Af = −λfσz and Ach = −λchσy. For
simplicity we consider as before J (f)(ω) = J (ch)(ω) =
γωe−ω/ωc .
In order to compare the relative coupling strengths we
define λf = cos θ and λch = sin θ. We plot in Fig.4 P+
for fac = 0.003, as a function of the mixing parameter
cos2 θ and f˜dc, for the stationary case (Fig.4(a)) and for
finite time t = 1000τ (Fig.4(b)). In both cases the plots
exhibit a behavior similar to the one obtained for the
transverse coupling (see Fig.3b), for almost all the range
of cos2 θ. Only when (λ(ch)/λ(f))2 < 0.005 the typical
features of the pure longitudinal case (already described)
are observed.
In agreement with the observed response in P+,
Fig.4(c) shows that 2tr/td ∼ 1 for almost all the range
of the mixing parameter, and only when approaching the
longitudinal case, (λ(ch)/λ(f))2 < 0.005, the time scale
separation 2tr/td  1 is observed in the off-resonant re-
gions.
(a)
(b)
(c)
FIG. 4: Intensity plots of the population P+ as a
function of f˜dc and the mixing parameter cos
2 θ.
γ(f) = γ cos2 θ and γ(ch) = γ sin2 θ, with γ = 0.001. (a)
t =∞, (b) t = 1000τ , (c) Intensity plot of the ratio of
log(2tr/td).
III. MULTILEVEL REGIME: LZS DIAMONDS
The previous analysis can be extended to the multi-
level regime which corresponds to realistic parameters of
the FQ. We focus on the dynamics of the four lowest
energy levels of the device, where the spectrum shows a
rich structure of avoided crossings as a function of the dc
detuning [6, 41]. We solve the Floquet-Markov equations
for the Hamiltonian of Eq.(1), restricted to the subspace
7of spanned by the four lowest levels. Here we will com-
pare the LZS patterns for pure flux noise and pure charge
noise. In both cases we consider an Ohmic bath with
spectral density J(ω) = γωe−ω/ωc at temperature T , but
different coupling operators. For pure flux (longitudinal)
noise we take
A(flux) = 2piα sin(2pif + 2ϕm),
which in the case of the two lowest levels subspace cor-
responds to A ≈ −λfσz, with λf = 2piα|〈+| sin(2pif +
2ϕm)|+〉| ≈ 4.5, for FQ parameters α = 0.8 and η = 0.25.
In the case of charge (transverse) noise the system op-
erator is
A(charge) = nm = i η
2
2(1 + 2α)
∂
∂ϕm
,
which for the two lowest levels subspace gives A ≈
−λchσy, with λch = η
2
4+8α |〈−|nm|+〉| ≈ 3 × 10−4 for the
same FQ parameters.
Notice that, after introducing realistic parameters, we
obtain λch  λf . For this parameter values, since
(λ(ch)/λ(f))2 ∼ 10−8  0.005, it is irrelevant to study
the mixed dynamics with both types of couplings since
the transverse noise effects will be unobserved. Thus, we
will consider only the cases of pure longitudinal and pure
transverse noise in this section to analyze the effect of
each type of noise on the LZS patterns separately. In
Fig.5 we plot P+ as a function of the driving amplitude
fac and dc detuning f˜dc, for texp = 1000τ and in Fig.6
for the steady state. The LZS interference patterns show
the typical ”diamonds” structure for increasing fac, con-
comitant with the additional transitions at the avoided
crossings between different energy levels [8, 31, 32]. We
plot a range of fac that shows the first LZS diamond, D1,
and the lower half of the second LZS diamond, D2. D1
can be described in terms of the dynamics of the two low-
est energy levels, the region between D1 and D2 involves
the dynamics of the three lowest energy levels; while D2
includes the four lowest energy levels (see Ref.[8] for a
complete description of the multilevel LZS diamonds).
For finite time t ∼ texp, symmetric resonance lobes are
observed within D1 for both types of coulpling. How-
ever, for the transverse coupling case (Fig.5(b)) the res-
onance lobes are narrower than for the longitudinal cou-
pling (Fig.5(a)). The width of the resonance peaks is
roughly proportional to the decoherence rate 1/td [5, 6].
As analyzed in the previous section, in the transverse
case dephasing mechanisms vanish out of resonance and
1/td is minimum. On the other hand, the dephasing rate
grows out of resonance in the longitudinal case, and 1/td
is large.
In the steady state the differences among the two types
of coupling are stronger. While for the longitudinal cou-
pling, Fig.6(a) shows the triangular checkerboard pattern
characteristic of antisymmetric resonances together with
population inversion (both features described in detail
in Refs.[31, 32]), for the transverse coupling (Fig.6(b)),
(a)
(b)
FIG. 5: LZS interference patterns. Plots of P+ as a
function of the driving amplitude fac and dc detuning
f˜dc for t = 1000τ . (a) Flux noise. (b) Charge noise. The
calculations were performed for
ω0 = 2pi/τ = 0.003EJ/~, Ohmic bath at
T = 0.0014EJ/kB ∼ 20mK and γ = 0.001 (see text for
details).
D1 exhibits a predominant background with a symmetric
lobe in P+ around f˜dc = 0. Within D2 and for the lon-
gitudinal coupling case, the patterns look qualitatively
similar at finite time t ∼ texp and in the steady state, re-
spectively. On the other hand, for the transverse coupling
case, the steady state profile shows a strong population
inversion in D2, absent at finite time t ∼ texp.
To understand the different time scales, we plot P+
at a finite time and in the steady state, as a function of
the driving amplitude fac for a fixed off-resonant value
of detuning f˜dc = 0.0009 ≡ 2.7fω, for the the longitu-
dinal coupling (Fig.7(a)) and for the transverse coupling
(Fig.7(b)), respectively. The time scales of decoherence
and relaxation, td and tr, are plotted in Fig.7(c). In
the previous section we concluded that for same coupling
strengths, λch = λf , the transverse coupling leads to a
faster relaxation rate. Here, the smallness of λch gives a
much larger tr than in the λch ∼ 1 case analyzed previ-
ously. It is interesting to note in Fig.7(c) that the result-
ing tr for the transverse coupling turns out to be of the
same order or larger than in the longitudinal case.
8(a)
(b)
FIG. 6: LZS interference patterns. Plots of P+ as a
function of the driving amplitude fac and dc detuning
f˜dc for the asymptotic regime, t→∞. (a) Flux noise.
(b) Charge noise. Same parameters as in Fig.(5).
From Fig.7(c) it follows that for the longitudinal case
and within D1, there is a large time scale separation
td  texp  tr, in agreement with the different behav-
iors of P+(texp = 1000τ) and P+(∞) seen in Fig.7(a).
The relaxation time strongly depends on fac and within
D2, tr is reduced two orders of magnitude, leading to
tr < texp and therefore P+(texp) ≈ P+(∞).
For the transverse coupling case, see Fig.7(b), within
both diamonds D1 and D2 the time scales tr and td are
both larger than texp = 1000τ and nearly independent of
fac (except in the transition between D1 and D2). Thus,
for this type of coupling the steady state behavior could
not be seen at the experimental time scale neither for
D1 nor for D2. Furthermore, it is also evident that the
decoherence rate is minimum since tr ∼ td/2 in all the
range of fac, even beyond the two level regime discussed
in the previous section.
From our analysis it is clear that the experimental re-
sults of Refs.[[6, 9]] do not correspond to any of the steady
state LSZ patterns of Fig.6, since these experiments do
not show neither the anstisymmetric resonance patterns
of the longitudinal coupling nor the background lobe for
off-resonant population of the transverse coupling. In ad-
dition, the extremely narrow resonance lobes of Fig.5(b)
FIG. 7: P+ vs fac for f˜dc ≡ 2.7fω, for t = 1000τ (red
dashed line), asymptotic state, t→∞, (blue solid line)
and for the isolated case (dots). (a) Flux noise. (b)
Charge noise. (c) tr/τ for flux noise (dashed-double
dotted line) and charge noise (dashed line). td/2τ for
flux noise (dot-solid line) and charge noise (solid line).
texp = 1000τ (dotted line). Vertical dashed lines are
guides for the eyes to show the boundaries of diamonds
D1, D2 and the region in between, named D12, for the
value of f˜dc ≡ 2.7fω.
for the transverse coupling do not seem to represent well
the experimental data. The symmetric resonance lobes
of the experimental LZS patterns are more in agreement
with the case of Fig.5(a) for longitudinal coupling. This
conclusion is consistent with the noise spectroscopy mea-
surements of Refs.[21–23] that found that the transverse
noise is very small for FQ devices.
IV. CONCLUDING REMARKS
We have performed a systematic analysis of environ-
mental noise effects for a strongly driven FQ device, con-
sidering a realistic multilevel dynamics and emphasizing
9the behavior at different time scales.
A main outcome of our work is to expose the LZS in-
terferometry as a tool to unveil the type of system-bath
coupling, where the presence of symmetric (asymmetric)
n-photon resonances in the stationary patterns reveals
the nature of the noise, i.e. transverse (longitudinal)
system-bath coupling.
In addition the analysis of the relaxation and deco-
herence time scales shows that the ratio tr/2td is also ex-
tremely sensitive to the type of system-bath coupling and
might change significantly when a n-photon resonance is
tuned.
For time scales prior to relaxation, the LZS interfer-
ometric patterns also exhibit two well differentiated be-
haviours depending on the noise sources. Along this line,
our results for the FQ device in the regime of strong
driving (beyond the TLS regime) shed light on the in-
terpretation of the experimental LZS diamonds obtained
in Ref.[8, 9] for a driven FQ with long relaxation times.
The symmetric resonances lobes observed in Ref.[8, 9] are
in agreement with the longitudinal noise scenario shown
in Fig.5(a). However, to conclusively discard other possi-
ble scenarios, experiments should be performed for larger
driving times, in order to reach the steady state after full
relaxation with the bath degrees of freedom.
Experimental studies of noise spectroscopy for the FQ,
when driven at the first resonance, have shown that flux
noise is the dominant source of decoherence[22, 23]. This
result is also consistent with the scenario of longitudinal
noise found in Fig.5(a) for the case of multiphoton reso-
nances and large amplitudes. However, flux noise power
spectrum at low frequencies has shown 1/f behavior [21–
23]. Thus, to better account noise effects in the steady
state or long time limit, future studies based on a non-
markovian description [64] would be interesting.
Even when we have considered specific parameters of
the FQ, our results can be also useful for other qubits
and artificial atoms devices, in which the amplitude spec-
troscopy technique based on LZS interferometry has been
implemented during the last years [11, 14–16, 48, 54].
We acknowledge financial support from CNEA, CON-
ICET (PIP11220150100756), UNCuyo (P 06/C455) and
ANPCyT (PICT2014-1382, PICT2016-0791).
Appendix A: The rotating wave approximation:
dressed basis
In this section we briefly revisit the Rotating Wave Ap-
proximation (RWA) applied to multiphoton resonances
[5, 12, 42, 65]. We start by considering the general Two
Level System (TLS) Hamiltonian:
HTLS(t) = −(t)
2
σz − ∆
2
σx (A1)
where (t) = 0 + A cos(ω0t). The parameter 0 is the
polarization energy of the qubit, A and ω the ampli-
tude and frequency of the driving, respectively. By ap-
plying the unitary transformation |ψ˜(t)〉 = Uφ(t)|ψ(t)〉,
with Uφ(t) = e
−iφ(t)2 σz and φ(t) =
∫
(t) dt = 0t +
A/ω0 sin(ω0t), the transformed Hamiltonian reads:
H˜ = − (− φ˙(t))
2
σz − ∆
2
(e−iφ(t)σ+ + h.c). (A2)
Replacing φ(t) → φn(t) = nω0t + Aω0 sinω0t (which is
equivalent to take the resonance condition 0 ∼ nω0) the
Hamiltonian transforms to:
H˜ = − (0 − nω0)
2
σz − ∆
2
(e−inω0te−i
A
ω0
sinω0tσ+ + h.c).
(A3)
Using in addition that eix sin a =
∑k=+∞
k=−∞ Jk(x)e
ika, with
Jk(x) the Bessel function of order k, we can write:
einω0tei
A
ω0
sinω0t =
k=+∞∑
k=−∞
Jk(
A
ω0
)ei(k+n)ω0t ' J−n( A
ω0
)
(A4)
where in the last step we have performed a rotating wave
approximation (RWA), for |0 − nω0|  ∆. In this way,
we finally obtain the TLS Hamiltonian written in the
RWA as:
H˜ ' H˜n = − (0 − nω0)
2
σz − ∆−n
2
σx, (A5)
with ∆−n = ∆J−n( Aω0 ).
Notice that after the RWA we have obtained an effec-
tive time-independent “dressed” Hamiltonian. Going a
step further, we proceed to diagonalize H˜n considering
the operator Ur = cos(ϕ)σz + sin(ϕ)σx. After apply-
ing such transformation, we finally obtain the “dressed”
Hamiltonian
Hr = UrH˜nU
−1
r = −
Ωn
2
σz, (A6)
with cos(2ϕ) = n/Ωn, sin(2ϕ) = ∆−n/Ωn, n = 0 −
nω0, and Ωn =
√
(0 − nω0)2 + ∆2−n the generalized
Rabi frequency. It is worth noting that the eigenener-
gies of Hr exhibit an avoided crossing with an effective
“dressed” gap ∆−n, and the associated eigenstates form
the “dressed” basis.
Appendix B: Calculation of relaxation and
decoherence rates in the rotating wave
approximation
The dynamics of an open system can be described by
the total Hamiltonian:
HT (t) = HTLS(t) +HB +Hint, (B1)
where HTLS(t) is the driven TLS Hamiltonian, HB the
bath term and
Hint = A⊗ B, (B2)
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the system-bath interaction term. In the present analysis
the system operator, A, can be Az = λzσz or Ax = λxσx
and B is the bath operator.
The von Neumann equation for time-evolution of the
system described by the total Hamiltonian (B1) is ((tak-
ing ~ = 1)
∂ρT (t)
∂t
= −i[HT (t), ρT (t)], (B3)
with ρT (t) the density matrix of the global system.
We start by defining H0(t) = HTLS(t) + HB , and
the associated evolution operator U0(t) = Tˆ e−i
∫
H0(t) dt
. Therefore, in the Interaction Picture the transformed
operators are ρ˜(t) = U†0 (t)ρ(t)U0(t) and H˜int(t) =
U†0 (t)HintU0(t), and Eq.(B3) reads:
∂ρ˜T (t)
∂t
= −i[H˜int(t), ρ˜T (t)]. (B4)
After defining the system reduced density matrix ρ =
TrB(ρT ) and performing the Born-Markov approxima-
tion, we get:
∂ρ˜
∂t
= −
∫ ∞
0
dt′{G(t′)[A˜(t)A˜(t− t′)ρ˜− A˜(t− t′)ρ˜A˜(t)]
+G(−t′)[ρ˜A˜(t− t′)A˜(t)− A˜(t)ρ˜A˜(t− t′)], (B5)
with G(t) = TrB
(
B(t)B(0)ρB
)
the bath correlation func-
tion and A˜(t) = U†0 (t)AU0(t).
Now, we set the decomposition
A˜(t) =
∑
ω
e−iωtPω =
∑
ω
eiωtP †ω =
∑
ω>0
e−iωtPω + eiωtP †ω
(B6)
with P−ω = P †ω. Moreover, we can define Γ(ω) =∫∞
0
dte−iωtG(t) = 12g(ω) + is(ω)[66].
After performing the secular approximation, Eq.(B5)
can be expressed in the Lindblad form as:
∂ρ˜
∂t
= −i[HL, ρ˜] +
∑
ω
g(ω)(Pωρ˜P
†
ω −
1
2
{P †ωPω, ρ˜})
(B7)
with the Hamiltonian
HL =
∑
ω
s(ω)P †ωPω. (B8)
We now proceed to transform the system operator A
into the “dressed” representation [12], A → Ar. Fol-
lowing the procedure described previously, we perform
the transformation Ar(t) = UrUnAU−1n U−1r , with Ur =
cos(ϕ)σz + sin(ϕ)σx and Un(t) = e
−i 12φn(t)σz . For a sys-
tem operator of the form A = λ(cos θσz + sin θσx), we
obtain the transformed Ar as:
Ar(t) = ax(t)σx + ay(t)σy + az(t)σz, (B9)
with the coefficients ai(t), i = x, y, z, satisfying the fol-
lowing relations:
ax(t) = ax0 + axc cosφn(t) ≈ ax0 + axcc0,
ay(t) = ays sinφn(t) ≈ 0,
az(t) = az0 + azc cosφn(t) ≈ az0 + azcc0,
with ax0 = λ cos θ sin 2ϕ, axc = −λ sin θ cos 2ϕ, ays =
−λ sin θ, az0 = λ cos θ cos 2ϕ and azc = λ sin θ sin 2ϕ. In
the last step we have performed the RWA as in Eq.(A4),
with c0 = J−n( Aω0 ).
Transforming Ar to the Interaction picture one gets:
A˜r(t) =(ax0 + axcc0)eiΩntσ+ + (ax0 + axcc0)e−iΩntσ−
+ (az0 + azcc0)σz,
(B10)
To obtain the Linblad equation, we rewrite the above
equation in terms of the decomposition of Eq.(B6),
A˜r(t) = P+(Ωn)eiΩnt + P−(−Ωn)e−iΩnt + P0,
= P+(Ωn)e
iΩnt + P †+(Ωn)e
−iΩnt + P0,
=
∑
ω
Pωe
iωt,
(B11)
with ω ∈ {0,Ωn,−Ωn} and Pω =
{Pz(0), P+(Ωn), P−(−Ωn)} ≡ {Pz(0), P+(Ωn), P †+(Ωn)}.
The operators Pω are:
Pz(0) =(az0 + azcc0)σz = z(0)σ0,
P+(Ωn) =(ax0 + axcc0)σ+ = x(Ωn)σ+,
P−(−Ωn) =P †+(Ωn) = x(−Ωn)σ−,
(B12)
with z(0) = az0 + azcc0 and x(Ωn) = ax0 + axcc0.
Using Eq.(B12) in Eq.(B10), we obtain the Lindblad
equation
∂ρ˜
∂t
=− Γ↑
( −ρ˜11 12 ρ˜12
1
2 ρ˜21 ρ˜11
)
− Γ↓
(
ρ˜22
1
2 ρ˜12
1
2 ρ˜21 −ρ˜22
)
− Γ0
(
0 ρ˜12
ρ˜21 0
)
(B13)
with
Γ↑ = |x(Ωn)|2g(−Ωn)
Γ↓ = |x(Ωn)|2g(Ωn)
Γo = |z(0)|2g(0)
(B14)
After solving Eq.(B13), the relaxation Γr and decoher-
ence Γd rates can be computed as
Γd = Γ↓ + Γ↑,
Γr = Γ0 +
Γd
2
.
(B15)
Considering the system-bath coupling term Az =
λzσz, the rates in Eq.(B15) take the form
Γz↑ = |λz sin(2ϕ)|2g(−Ωn),
Γz↓ = |λz sin(2ϕ)|2g(Ωn),
Γzo = |λz cos(2ϕ)|2g(0).
(B16)
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Followed by
Γzd = |λz sin(2ϕ)|2
(
g(−Ωn) + g(Ωn)
)
,
Γzr = |λz cos(2ϕ)|2g(0) +
Γzd
2
.
(B17)
For the Ax = λxσx case, the rates are
Γx↑ = |λxc0 cos(2ϕ)|2g(−Ωn)
Γx↓ = |λxc0 cos(2ϕ)|2g(Ωn)
Γxo = |λxc0 sin(2ϕ)|2g(0).
(B18)
For this case, the calculation of the rates Γxd and Γ
x
r are
rather cumbersome. We obtain:
Γxd =|λxc0 cos(2ϕ)|2
(
g(−Ωn) + g(Ωn)
)
Γxr =|λxc0 sin(2ϕ)|2g(0).
(B19)
In this way, we have extended the calculation of relax-
ation rates given in the Supplementary Information of
[22] to the case of n-photon resonances.
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