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Abstract    
Resilience Analysis and Design 
Methodology Considering False Alarms
for Complex Engineered Systems
Joung Taek Yoon
Department of Mechanical and Aerospace Engineering
The Graduate School
Seoul National University
Most engineered systems are designed with a passive and fixed design capacity 
and, therefore, may become unreliable in the presence of adverse events. In order 
to handle this issue, the resilience-driven system design (RDSD) has been 
proposed to make engineered systems adaptively reliable by incorporating the 
prognostics and health management (PHM) method. PHM tracks the health 
degradation of an engineered system, and provides health state information 
supporting decisions on condition-based maintenance. Meanwhile, one of the 
issues awaiting solution in the field of PHM, as well as in RDSD, is to address 
false alarms. A false alarm is an erroneous report on the health state of an 
engineered system; it estimates a healthy engineered to be faulty, resulting 
unnecessary system shutdown, inspection, and – in the case of incorrect 
inspection – unnecessary system repair or replacement. Although false alarms 
make a system unavailable with capital loss, it has not been considered in 
resilience engineering.
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To cope with false alarm problems, this research is elaborated to advance the 
resilience engineering considering false alarms. Specifically, this consists of 
three research thrusts: 1) resilience analysis considering false alarms, 2)
resilience-driven system design considering false alarms (RDSD-FA), and 3) 
resilience-driven system design considering time-dependent false alarms (RDSD-
TFA). In the first research thrust, a resilience measure is newly formulated 
considering false alarms. This enables the evaluation of resilience decrease due to 
false alarms, resulting in accurate analysis of system resilience. Based upon the 
new resilience measure, RDSD-FA is proposed in the second research thrust. 
This aims at designing a resilient system to satisfy a target resilience level while 
minimizing life-cycle cost. This is composed of three hierarchical tasks: 
resilience allocation problem, reliability-based design optimization (RBDO), and 
PHM design. The third research thrust presents RDSD-TFA that considers time-
dependent variability of an engineered system. This makes one to estimate life-
cycle cost in an accurate and rigorous manner, and to design an engineered 
system more precisely while minimizing its life-cycle cost. The framework of 
RDSD-TFA consists of four tasks: system analysis, PHM analysis, life-cycle 
simulation, and design optimization. Through theoretical analysis and case 
studies, the significance of false alarms in engineering resilience and the 
effectiveness of the proposed ideas are demonstrated. 
Keywords : resilience, reliability, prognostics and health management 
(PHM), false alarm, system design
Student Number : 2011-20729
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Chapter 1. Introduction    
1.1 Motivation
Engineered systems offer not only immeasurable benefits to our lives, but also 
give us inconvenience or safety concerns in the event of sudden failures. The 
unexpected failures yield enormous damage such as human fatality, breakdown 
of artificial and natural system, and monetary loss. This risk is getting increased 
along the growing dependency of human society upon the engineered systems. 
For example, it is reported that the Canadian economy suffers an annual damage 
over 167 billion CAD due to unexpected electrical power outages in 2013, which 
corresponds 769,700 CAD per an incident [1]. North American businesses lose 
$26.5 billion every year due to unexpected IT downtime [2]. In this respect, the 
potential failures of an engineered system must be prevented. 
There have been tremendous efforts to maintain the engineered system 
without failures. Corresponding techniques can be categorized into two groups 
according to an application stage: (1) design and (2) operation. Design stage 
techniques aim at designing engineered systems to endure and survive against 
uncertainty factors such as material property uncertainty, manufacturing 
tolerance, variable loading conditions, and so on. Whereas, operation stage 
techniques aim at proactively preventing the system failures against adverse 
events such as health (or performance) degradation, natural disaster, or human 
error. One of emerging operation stage techniques is the prognostics and health 
management (PHM) technique which evaluates current health states, predicts
potential failures, and helps properly manage an engineered system to maintain
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its functionality through their life-cycle. 
Along with these techniques, resilience‐driven system design (RDSD) was 
proposed [24]. RDSD aims to design an engineered system to be resilient to 
sustain required functionality. In engineering, resilience is defined as the ability 
of a component or a system to maintain its required functionality by resisting and 
recovering from adverse events. The resisting and the recovering properties are 
realized separately: resistance or reliability is enhanced through reliability-based 
design optimization (RBDO) of design stage technique, and recovery or PHM 
efficiency is realized through PHM of operation stage technique. Compared to 
conventional separate implementation of design stage and operation stage 
techniques, a cohesive incorporation of techniques for both stages can prevent 
excessive or insufficient implementations, while minimizing life‐cycle cost. 
One of the issues awaiting solution in the field of PHM, as well as in RDSD, 
is to address false and missed alarms. False and missed alarms are erroneous 
reports on the health state of an engineered system. A false alarm estimates a 
healthy engineered system to be faulty resulting incorrect alarm with unnecessary 
system shutdown, inspection, and repair or replacement cost in case of incorrect 
inspection. Whereas, a missed alarm does vice versa that estimates a faulty 
engineered system to be healthy resulting no alarms and system failure. False and 
missed alarms can thus make PHM and RDSD unreliable and hinder their 
applications.
However, PHM and RDSD currently do not consider false alarms, but focus 
on missed alarms only. In addition to missed alarms which can result in system 
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failure, false alarms also cause in loss of system availability with tremendous 
financial loss. For example, false alarms in the F/A‐18C fighter aircraft mainly 
caused 75% of “cannot duplicate” (CND) maintenance [3]; CND is also called 
“no fault found,” “fault not found,” or “retest okay.” [4, 5] These false alarms 
resulted in 46.3 man‐years of wasted maintenance and 2.96 years of unnecessary 
aircraft downtime with $1.7M [3]. Beniaminy and Joseph estimated the financial 
loss of the air transport association due to NFF as $100M annually [6]. The U.S. 
Defense Department reported its losses due to NFF at $2B annually in 2012 [7].
Clearly, not only missed alarms but also false alarms must be addressed for the 
sake of successful implementation of PHM and RDSD.
1.2 Research Scope and Overview
This dissertation aims at advancing resilience engineering, which currently does 
not consider false alarms, to address false alarms. Specifically, this is dedicated 
for (1) resilience analysis and (2) resilience-driven system design (RDSD). 
Resilience analysis considering false alarms can accurately estimate the degree of 
resilience of an engineered system. This can help to determine operation action 
(failure probability and risk analysis, maintenance, design modification, etc.) to 
maintain system performance. RDSD considering false alarms is capable of 
designing an resilient engineered system against not only adverse events but also 
false alarm problems. This dissertation proposes two RDSD frameworks 
considering time-independent false alarms, and time-dependent false alarms 
respectively. Figure 1-1 lists three research thrusts regarding resilience 
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engineering considering false alarms and their overviews are followed below.
Figure 1-1 Research scope and three research thrusts of dissertation
Research Thrust 1: Resilience analysis considering false alarms
Research Thrust 1 proposes a new resilience measure considering false alarms.
False alarms (false positive or false faulty) as well as missed alarms (false 
negative or false healthy), are considered. They result in unnecessary system 
shutdown and unexpected system failure respectively. The degrees of false and 
missed alarms are quantified with the use of a detectability matrix with sampling-
based uncertainty propagation methods. Then the resilience measure is newly 
formulated based upon the probability theory. Two components of a resilience 
measure, the reliability and the restoration, are revised to include the false and 
missed alarms, respectively. Compared to the conventional resilience measure, a
newly formulated resilience measure can estimate system resilience in a rigorous 
and accurate manner. The significance of false alarms in resilience and the 
effectiveness of the proposed resilience measure is demonstrated by numerical 
and electro-hydrostatic actuator (EHA) case studies. 
Resilience Engineering Considering False Alarms
Analysis Design
Thrust 1) Resilience Analysis 
Considering False Alarms
Resilience-Driven System Design 
Considering False Alarms 
Thrust 2) Time-Independent 
False Alarms
Thrust 3) Time-Dependent 
False Alarms
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Research Thrust 2: Resilience-driven system design considering false alarms
(RDSD-FA)
RDSD by Youn et al. [24] designs an engineered system to satisfy a target 
resilience level (e.g., 95% or 99%) while minimizing life-cycle cost. That is, the 
outcome of system design is highly dependent on the formulation of resilience 
measure. If the evaluation of the system’s resilience is not accurate due to the 
ignorance of false alarms, the system will not satisfy the intended target 
resilience level and will be prone to the false alarm problems. In order to resolve
this problem, Research Thrust 2 proposes RDSD based on a resilience measure 
considering false alarms proposed in Research Thrust 1. The resilient system 
design is processed with three hierarchical steps: (i) resilience allocation problem 
(RAP), (ii) reliability-based design optimization (RBDO), and (iii) prognostics 
and health management (PHM) design. The effectiveness of proposed method 
compared to the original RDSD method is demonstrated with an Electro-
hydrostatic actuator (EHA) design problem.
Research Thrust 3: Resilience-driven system design considering time-
dependent false alarms (RDSD-TFA)
As an engineered system operates, its health state changes due to health 
degradation by adverse events, and health restoration by maintenance actions. 
Correspondingly, health-related probabilities including reliability, false and 
missed alarm rates, and resilience change along with time. However, they are 
regarded as time-independent or static values in RDSD-FA as well as RDSD. 
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This regarding helps to design a resilient engineered system in a time-efficient 
manner, but the estimation of resilience and life-cycle cost can be inaccurate, 
resulting unexpected financial loss. Therefore, Research Thrust 3 proposes an 
alternative RDSD framework considering time-dependent false alarms (RDSD-
TFA). This framework aims at minimizing life-cycle cost of an engineered 
system through four tasks: system analysis, PHM analysis, life-cycle simulation, 
and design optimization. In order to incorporate systems’ time-dependent
variability, the concept and quantification method of time-dependent false and 
missed alarm rates are newly proposed. The consideration of time-dependent 
probabilities (i.e., reliability, false alarm rate, and missed alarm rate) enables 
accurate and rigorous life-cycle cost estimation. This helps to design an 
engineered system more precisely for the minimization of life-cycle cost. 
1.3 Dissertation Layout
This dissertation is organized as follows. Chapter 2 reviews the current state of 
knowledge regarding resilience engineering (i.e., resilience analysis and resilient-
system design) and false alarms in PHM. Chapter 3 presents a resilience measure 
considering false alarms with the quantification method of false alarms in PHM 
(Research Thrust 1). Chapter 4 proposes a RDSD framework based upon the 
resilience measure proposed in Chapter 3 (Research Thrust 2). Chapter 5 presents 
a RDSD framework considering time-dependent false alarms (Research Thrust 3). 
Finally, Chapter 6 summarizes the dissertation with its contributions and suggests 
future researches. 
7
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Chapter 2.Literature Review
This chapter presents the literature reviews of the knowledge within the scope of 
this dissertation: (1) resilience analysis, (2) resilience-driven system design, and 
(3) false and missed alarms in prognostics and health management (PHM). 
2.1 Resilience Engineering (Analysis and Design)
The word “resilience” originated from the Latin word “resilire.” “Resilire” means 
“to rebound, recoil;” “re“ and “salire” mean “back” and “to jump, leap,” 
respectively [8]. It is used in various research areas, but their definitions are 
slightly different as shown in Table A-1 in Appendix. In ecology, it is defined as 
“speed with which a system returns to its pre-disturbance level following a 
disturbance.” [9] In economy, it is defined as “ability of an economy to recover 
from or adjust to the negative impacts of adverse exogenous shocks and to 
benefit from positive shocks.” [10] And in mechanical engineering, Youn et al. 
[11] defined resilience as “degree of a passive survival rate plus a proactive 
survival rate against adverse events.” The passive survival rate is the degree of 
intrinsic resistivity or durability of an engineered system to maintain its 
functionality. The proactive survival rate is the degree of restoring system 
functionality by predicting and recovering from potential failures with 
maintenance actions (e.g., repair or replacement).
According to Hollnagel et al. [12], there are three practices of resilience 
engineering: (1) to analyze resilience, (2) to improve resilience, and (3) to model 
and predict the effects of system change and operation decisions on resilience 
and risk. In mechanical engineering, they can be grouped into two: resilience 
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analysis of (1) and resilience-driven system design (RDSD) of (2) and (3). 
Resilience analysis estimates the degree of resilience of an engineered system 
which can help to determine operation action (failure probability and risk 
analysis, maintenance, design modification, etc.) to maintain system performance.
RDSD explores and models the change of resilience according to design 
variables, and designs an engineered system to be resilient against adverse events 
to be of minimal life-cycle cost (LCC). 
2.1.1 Resilience Analysis for Mechanical Systems
In order to analyze resilience, various measures (also called metrics, indices, 
indicators, or scales) have been proposed according to different disciplines and 
perspectives as shown in Table A-1 in Appendix.. For example, one measure 
quantifies the time‐averaged performance for a life cycle [13] and another 
measure quantifies the rate of performance change during the failure and 
recovery process [14]. Among the many resilience measures shown in Table A-1, 
and the resilience measures described in the review papers [15, 16], three 
measures by Youn et al. [11], Li and Xi [17] and Hu and Mahadevan [18] are 
suitable for a mechanical system. These methods are suitable because they 
represent the probability of failure prevention directly and can be quantified 
through proven systematic approaches which will be discussed in following 
chapters. Among the three measures, this chapter reviews the more general 
resilience measure proposed by Youn et al. [11] in detail. The other resilience 
measures proposed by Li and Xi [17] and Hu and Mahadevan [18] are based on 
the method proposed by Youn et al. [11] that is discussed here. First, two 
components of the resilience measure, reliability and restoration, are briefly 
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explained. Then, the resilience measure will be reviewed.
2.1.1.1. Engineering Reliability
Reliability is defined as the ability of a component or a system to perform its 
required functions under stated conditions for a specified period of time. 
Required functions can sometimes not be satisfied due to uncertainty factors,
including manufacturing tolerance, variant operating conditions, and 
uncertainties in the material properties. In order to define the uncertainties, 
reliability R is quantified as a probability using Eq. (2.1),
 ( ) = Pr( ( ;  ) ≤ 0) (2.1)
where G(∙) is a performance function that indicates normal operation when its 
value is smaller than zero (e.g., G=stress−yield strength), X is a system random 
vector that varies due to the uncertainties, and d is a design vector such as the 
mean or standard deviation of X. In Figure 2-1, samples of random variable X
with mean value μX are spread due to uncertainty factors; correspondingly, the 
performance function values G(X) are distributed. The square‐shaped samples 
(those for which performance values are above zero) indicate failure to operate 
normally. As a result, the reliability R is calculated through Eq. (2.1) and is equal 
to the shaded area in Figure 2-1. 
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Figure 2-1 Example of reliability calculation
The calculation of reliability can formulated as below.
 ( ) =  …   ( )
	
  
d 
where	Ω  = { :   ( ) ≤ 0	for	all	 }
(2.2)
where  ( ) is a probability density function (PDF) of random vector  ; Ω  is 
feasible or safe domain of random vector   that satisfy all the deterministic 
constraint functions   ( ) ≤ 0. In practice, it is difficult to perform the multi-
dimensional integration of Eq. (2.2) when the number of random variables is 
relatively large. In order to address this challenge, many reliability analysis (i.e.,
uncertainty quantification or uncertainty propagation) methods have been 
proposed such as sampling methods (e.g., Monte Carlo simulation (MCS) [19]), 
most probable points (MPP)-based method (e.g., first- or second-order 
reliability method (FORM/SORM) [20-22]), dimension reduction (DR) 
method [23, 24], and stochastic response surface-based method [25, 26].
2.1.1.2. Engineering Restoration
X	d =   	
 (X)
0
Fail
Safe
 (d) = Pr   X; d ≤ 0
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In engineering, the engineered components or systems can be gradually or 
abruptly damaged by unexpected adverse events, restoration is essential 
especially for highly risky systems. Restoration is defined as the ability to 
recover reliability when the failure of a component or a system is predicted. The 
reliability of a system decreases along its usage time, and thus failure probability
(=1−reliability R) increases. When a system failure is predicted by the PHM 
technique, maintenance is performed to prevent the failure and to restore the 
decreased reliability. Youn et al. [11] formulated the restoration ρ as the 
probability of four consecutive events, as shown in Eq. (2.3), 
   ,     ,   
= Pr E  E  E  E   
= Pr E  |E  E  E    ∙ Pr E  |E  E    ∙ Pr E  |E    ∙ Pr E   
=   ∙ Λ    
     ∙ Λ    
     ∙ (1 −  )
=   ∙ Λ       ∙ (1 −  ) =     ,  
     ∙ (1 −  )
(2.3)
where      is a PHM design vector that includes a prognosis design vector 
  
    and a diagnosis design vector   
   , Emr is a successful mitigation and 
recovery (M/R; maintenance) event, Ecp is a correct prognosis event, Ecd is a 
correct diagnosis event, Esf is a system failure event – their probabilities are κ, ΛP, 
ΛD, and (1−R), respectively – Λ is PHM efficiency, and ερ is restoration 
efficiency. Here, κ is dependent on non‐mechanical design factors such as fault 
inspection, maintenance strategy, and experts’ performance; thus, it is set to be 
unity assuming that maintenance actions are always successfully performed. ΛD is 
related to a sensor network (SN) design problem that designs or optimizes the 
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number, location, and type of sensors to classify system health state (HS) 
correctly under multiple failure modes. ΛP is estimated from prognostic algorithm 
design problem that optimizes prognosis accuracy by adjusting the type and 
parameters of algorithms. As a result, the restoration ρ denotes the probability to 
successfully restore designed functionality in case of system failures. Figure 2-2
shows an example of a restoration action. The restoration action, including the 
system failure prediction and the successful maintenance action, will maintain 
the system’s performance through its life‐cycle. If the restoration is not 
implemented or does not successfully occur, the system will fail, as shown by the 
dotted line in Figure 2-2. 
Figure 2-2 Description of restoration action
In order to calculate restoration of Eq. (2.3), it is necessary to calculate ΛD and 
ΛP. For the calculation of ΛD, probability-of-detection (PoD) matrix is applicable 
[27, 28]. Its i-th row and j-th column element     indicates the probability of 
health estimation to be j-th health state given i-th true health state. For the 
calculation of ΛP, the metrics for accuracy evaluation of various health 
prognostics methods can be used such as relative accuracy, RUL error, and RUL 
 	(Time)	
 ( )
: Restoration
R	=1.0
PHM criterion
Failure
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accuracy-precision index [11, 29, 30].
2.1.1.3. Engineering Resilience
In engineering, resilience is defined as the ability of a component or a system to 
maintain its required functionality by resisting and recovering from adverse 
events. Resisting and recovering properties correspond to “resist, withstand” and 
“adapt, return, recover, adjust, bounce back” in Table A-1 in the Appendix. 
Conceptually, Youn et al. [11] defined resilience as “the degree of a passive 
survival rate (or reliability) plus a proactive survival rate (or restoration).” 
Mathematically, it is a summation of the reliability (as outlined in Chapter 2.1.1.1) 
and the restoration (as described in Chapter 2.1.1.2). This is shown in Eq. (2.4).
Resilience	Ψ( ,  ,     )
= Reliability	 ( ) + Restoration	   ,     ,  ( ) 
=  ( ) +   ∙ Λ      
    ∙ Λ      
    ∙  1 −  ( ) 
=  ( ) +   ∙ Λ(    ) ∙  1 −  ( ) 
=  ( ) +   ( ,     ) ∙  1 −  ( ) 
= 1 −  1 −  ( )  ∙  1 −   ( ,     ) 
(2.4)
According to this formulation, reliability and restoration are supplementary to 
each other: one can make up for the other’s loss. Figure 2-3 shows the resilience 
measure Ψ, a function of the reliability R and the restoration efficiency ερ. For a 
non‐restorative system in which PHM is not implemented (Λ, κ, ερ=0 à Ψw/o	
PHM=R), resilience is sensitive to the reliability; it cannot maintain its 
functionality when reliability decreases due to adverse events. In contrast, for a 
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restorative system (ερ=0.8), the resilience is always above 0.8. This means that 
the system can prevent failures and maintain functionality with at least 80% 
probability. If a system is fully resistive (R=1), restoration is not needed. On the 
contrary, if a system is not resistive (R=0) at all, restoration must be fully 
functional. Here, the symbols and the definitions of some variables are changed 
from the original ones [11] to provide a better description. 
Figure 2-3 Change of resilience due to the degree of reliability and restoration
This resilience measure is different from other resilience measures from the 
viewpoint of the analysis approach. Other resilience measures are formulated in 
terms of the degree of health loss (vulnerability) due to adverse events and the 
degree of restoration such as “worse than before,” “as good as before,” and 
“better than before” [14, 18]. In contrast, the resilience measure Ψ is formulated 
in terms of the probabilities of health loss and restoration. The degrees of health 
loss and restoration are represented by the change of reliability  , as shown in 
Figure 2-2.
2.1.1.4. Issues with the Existing Resilience Measure
There are two main issues to be solved in the existing resilience measure. First, 
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false alarms are not considered. The PHM solution estimates the system’s health 
state and helps engineers properly manage target systems. However, if the PHM 
solution is of poor quality and incorrectly estimates the system’s health state, it 
can result in unnecessary system shutdown and inspection or an unpredicted 
system breakdown. There are two types of incorrect reporting by a PHM solution: 
a false alarm and a missed alarm. A false alarm estimates a healthy engineered 
system to be faulty resulting incorrect alarm with unnecessary system shutdown, 
inspection, and repair or replacement cost in case of incorrect inspection. 
Whereas, a missed alarm does vice versa that estimates a faulty engineered 
system to be healthy resulting no alarms and system failure. Although both 
alarms are significant regarding system availability, existing resilience measures 
consider only missed alarms and do not incorporate false alarms. Second, time 
dependency of the resilience measure is not considered. Resilience is not static; 
rather, it is variable as the system’s health state changes along its operation time. 
The existing resilience measures are evaluated in terms of static reliability and 
static PHM efficiency, which are evaluated at a particular condition (e.g., specific 
time interval, partial data set). Hu and Mahadevan proposed a resilience measure 
that considers time‐dependent reliability [18]; however, time‐dependent PHM 
efficiency has not been incorporated in the resilience measure yet. 
2.1.2 Resilience-Driven System Design (RDSD) for Mechanical 
Systems
In order to assign resilience into system, various methodologies have been 
proposed. Most of them proposes resilience measures or concepts applicable to 
specific or limited applications such as water distribution network [31, 32], 
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beam-to-column structure [33], supply chain [34, 35], computer processor 
thermal controller [36], and water resource system [37]. For the design of a 
mechanical engineered system, Youn et al. [11] proposed the framework of 
resilience-driven system design (RDSD). This aims at optimizing design 
variables to minimize life-cycle cost (LCC) while satisfying target resilience 
level. Compared to the other resilient system design methods, this can analyze 
the change of resilience according to various design variables, and can be 
generally applicable to various engineered systems. One of Research Thrusts is to 
advancing RDSD by Youn et al. [11] by considering false alarms, and thus it is 
reviewed in detail below.
2.1.2.1. Overview of RDSD
Figure 2-4 shows the framework of RDSD which is composed of three 
hierarchical design problems. The first design problem is “resilience allocation 
problem (RAP)” which allocates reliability, PHM efficiency, and redundancy
levels into components while minimizing system LCC and satisfying a target 
system resilience. First bottom-level problem designs components to satisfy the 
allocated target reliability levels using system RBDO. And then, second bottom-
level problem designs PHM units for the components to meet the allocated target 
PHM efficiency levels. Between the bottom-level design problems, physics of 
failure (PoF) information is shared which includes failure modes, failure 
probabilities, and PHM efficiencies. 
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Figure 2-4 Hierarchical resilience-driven system design framework 
2.1.2.2. Step 1: Resilience Allocation Problem (Top Level)
The top-level problem aims at allocating target reliability, target PHM efficiency, 
and redundancy levels to components so as to satisfy target resilience level while 
minimizing LCC. This can be formulated as below.
minimize  ,  ,  			   ( 
  ,    , )
subject	to			Ψ   (   ,    , ) ≥ Ψ 
		  ≤    ,    ≤  
		1 ≤    ≤   
  	(  = 1,… , )
(2.5)
where    (∙) is system LCC, Ψ    is system resilience, and Ψ  is target 
system resilience level;   ,   , and   are the vector of target reliability, target 
PHM efficiency, and redundancy level for   subsystems;    and    , 
quantified as probabilities, are between zero and one; the redundancy of j-th 
§ Minimize system LCC
§ Allocate reliability, PHM efficiency, redundancy
System RBDO
(Bottom Level 1)  
§ System Reliability Analysis
§ Component RBDO
System PHM Design
(Bottom Level 2)
§ Sensor Network Design
§ PHM Algorithm Design
Resilience Allocation Problem
(Top Level)
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subsystem    is positive integer. 
Based upon the resilience measure in Chapter 2.1.1.3, the resilience of a 
series-parallel system Ψ    can be calculated as below. 
Ψ   (   ,    , ) =    
 
   
   
  ,   
  ,    (2.6)
   = 1−   1 −   
   ∙  1 −   
   
   (2.7)
where    is the resilience measure of j-th subsystem;   
  and λ 
  are target 
reliability and target PHM efficiency for j-th subsystem. The Eq. (2.7) is based 
upon the assumption that the probability of successful mitigation and recovery  
is	one,	and the reliability and PHM efficiency of components in each subsystem 
are identical. The example result of resilience allocation problem is shown in 
Figure 2-5. The 2nd subsystem without PHM unit has zero PHM efficiency, and 
resulted system resilience Ψ    is 99.82% according to Eq. (2.6). 
Figure 2-5 Example of resilience allocation for a series-parallel system
   
  = 90%
   
  = 85%
   
  = 90%
   
  = 85%
1st subsystem
   = 2,    = 99.98%
   
  = 90%
   
  = 0%
   
  = 90%
   
  = 0%
2nd subsystem
   = 3,   = 99.9%
   
  = 90%
   
  = 75%
   
  = 90%
   
  = 75%
3rd subsystem
   = 2,    = 99.94%
   
  = 90%
   
  = 0%
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The life-cycle cost     is defined as a sum of initial development cost (  ), 
PHM development cost (    ), and predictive and corrective maintenance costs 
(    and    ).    is the total development cost of system components.     
consists of hardware cost (e.g., sensor unit cost, signal processing unit cost, 
installation/maintenance cost) and software cost (e.g., algorithm training data 
acquisition cost, expert consulting fee, qualification cost).     is the expected
cost of preventing potential failures which PHM units successfully predict. This 
cost is incurred when system failure and correct PHM estimation occur 
simultaneously, and thus its probability is the joint probability of two events as
 1 −   
   ∙   
  .     is the expected cost of system correction cost after the 
failures which PHM units fails to detect. The probability of     is  1 −   
   ∙
 1 −   
  , which corresponds to joint probability of system failure event and 
wrong PHM estimation event. Two maintenance cost includes shutdown cost, 
inspection cost, repair or replacement cost, and so on. As a result, life-cycle cost
and their component costs are formulated as a function of reliability, PHM 
efficiency, and redundancy as below.
    =    +      +     +     (2.8)
   =   
  ∙  −
 
ln   
  
 
  
 
∙     + exp  
  
4
  
 
   
(2.9)
     =   
    ∙  −
 
ln   
  
 
  
   
∙   
 
   
(2.10)
    =    ∙   
  ∙  1 −   
   ∙   
  
 
   
(2.11)
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    =    ∙  1 −   
   ∙  1 −   
   ∙   
  
 
   
(2.12)
where   is the required system mission time;   
  and   
  are constants 
representing the physical characteristics of each component in the j-th subsystem 
and can be determined based on the collected data of component cost and
reliability;   
    and   
    denote constants representing the physical
characteristics of each PHM unit in the j-th subsystem.   
   and   
   are 
predictive and corrective maintenance costs of each component in the j-th 
subsystem. Eq. (2.9) is formulated based upon an inverse power relationship 
between component cost and component failure rate assuming a constant failure 
[38, 39].    and exp  
  
 
  account for the costs of redundancy and 
interconnecting parallel components respectively. Based upon Eq. (2.9), Eq. 
(2.10) is formulated by replacing   
  with   
  , and eliminating the 
interconnecting cost term (exp  
  
 
 ) because PHM units are not interconnected 
to each other. Regarding Eqs. (2.11) and (2.12), the predictive and corrective 
maintenances are assumed to occur in case of any component failure. Regarding 
the more details of Eqs. (2.9)-(2.12) and related issues for RAP, please refer [11, 
38-41].
By solving the RAP of Eq. (2.5), target reliability, target PHM efficiency, and 
redundancy are allocated to all subsystems and delivered to two bottom-level 
problems. Possible methodologies to solve this problem, which is a mixed-
integer nonlinear programming (MINLP) problem, are linearization approaches 
for a mixed-integer linear problem (MILP) [42, 43] and meta-heuristic 
algorithms [44, 45] (e.g., genetic algorithm and simulated annealing).
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2.1.2.3. Step 2: Reliability-based Design Optimization (RBDO)
(Bottom-Level 1)
The first bottom-level problem conducts reliability-based design optimization 
(RBDO) to design system components by minimizing initial development cost
and satisfying the allocated target reliability level. Figure 2-6 shows the concept 
of RBDO by comparing with deterministic design optimization. Deterministic 
design optimization does not consider system uncertainty but only consider its 
deterministic characteristic. This results in the optimum solution on the failure 
surface and the designed system can be infeasible (  ( ;  ) > 0) with low 
reliability (  = 40%). Whereas, RBDO considers system uncertainty, and makes 
conservative design to ensure high reliability (  = 99%). 
Figure 2-6 Comparison of deterministic design and reliability-based design 
optimization (RBDO)
The design problem for j-th subsystem component is formulated as below.
d2
0
Failure Surface
G1(X;d)=0
d1
Feasible Region
Gi(X;d)≤0
Initial Design Failure Surface
G2(X;d)=0
Deterministic
Optimum 
(R=40%) 
RBDO
Optimum
(R=99%) 
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minimize  
  			  
 (  
 )
subject	to			     
   = Pr	(⋂   
    
 ;   
   ≤ 0
   
   
) ≥   
 
  
 ,  ≤   
  ≤   
 , 
(2.13)
where   
  is initial development cost of j-th subsystem component;   
  is the 
vector of design variables of j-th subsystem component;   (∙) is j-th subsystem 
reliability function;   
  is the allocated target reliability for j-th subsystem;    
is the number of constraints;   
 (∙) is mutually exclusive performance function; 
  
  is random variable vector;   
 ,  and   
 ,  are the lower and upper 
boundaries of   
  respectively. Here,   
  can be formulated as system 
designer’s interest, such as manufacturing cost, system volume and system mass. 
This is different from    in RAP problem (Eq. (2.9)) which is an empirical 
model based upon the assumptions [38, 39]. 
In order to solve RBDO problems such as Eq. (2.13), many methodologies 
have been elaborated for few decades. There are mainly three categories of 
RBDO algorithms according to how to handle reliability analysis within 
design optimization: double-loop, decoupled (or sequential) approach, and 
single-loop approach. The double-loop RBDO algorithms require two nested 
optimization loops – an outer loop for design optimization and an inner loop for 
reliability analysis. The latter is needed to evaluate probabilistic constraints at 
each design iteration. The decoupled RBDO algorithm decouples two loops into 
the outer loop for deterministic design optimization and the inner loop for 
reliability analysis. The separated two loops are performed sequentially until a 
design optimization converges. Compared to the double-loop RBDO, which 
24
conducts the reliability analysis for all design changes in the outer loop, the 
decoupled RBDO conducts the reliability analysis only once after the 
deterministic optimum design from the outer loop is achieved. Another strategy 
to decouple the nested loop is the single-loop RBDO which eliminates the inner 
loop for the reliability analysis by approximating probabilistic constraints to 
deterministic ones. Probabilistic constraints are approximated into deterministic 
ones and then simple design optimization is conducted without additional 
reliability analysis. Table 2-1 lists three categories of RBDO with 
representative algorithms. The solution of RBDO, optimal component design 
is delivered to the second bottom-level problem.
Table 2-1 Lists of RBDO algorithms
Category RBDO algorithm
Double-
loop 
approaches
‐ Sensitivity-based approximation [46]
‐ Reliability index approach (RIA)-based [47]
‐ Performance measure approach (PMA)-based [48]
Decoupled 
approaches
‐ Safety factor-based [49]
‐ Sequential optimization and reliability assessment (SORA) [50]
‐ Direct decoupling approach [51]
Single-loop 
approaches
‐ Single-loop single vector (SLSV) [52]
‐ SLSV with most-probable point [53]
‐ SLSV with Karush-Kuhn-Tucker condition [54]
‐ Complete single-loop [55]
‐ Semi-single loop [56]
25
2.1.2.4. Step 3: Prognostics and Health Management (PHM) Design
(Bottom-Level 2)
The objective of this problem is to design PHM unit by minimizing PHM 
development cost and satisfying the allocated PHM efficiency level from the 
RAP problem given the component design from the RBDO problem. Prognostics 
and health management (PHM) is a discipline of techniques that evaluates the 
current health state of an engineered system, detects failures in advance, and 
conducts optimal maintenance actions to minimize life‐cycle maintenance costs. 
It allows a conventional maintenance strategy (scheduled or unscheduled) to be 
substituted with a condition‐based maintenance (CBM) strategy that can prevent 
unexpected failures and reduce maintenance costs. Figure 2-7 shows the 
comparison of two maintenance strategies with two health degradation cases. As 
an engineered system operates, its health degrades gradually and failure occurs 
when health feature becomes zero. For the case 1 of fast health degradation prior 
to periodic maintenance, the scheduled maintenance strategy yields failure 
whereas the CBM with PHM proactively prevents failure. For the case 2 of slow 
degradation, the scheduled maintenance strategy would waste system life which 
is further remained whereas the CBM with PHM can effectively exploit system 
life. 
Failure
Health
Feature
Time
Periodic
Maintenance 
Failure Large life wasting
Case 1
Case 2
26
(a)
(b)
Figure 2-7 Comparison of (a) schedule-based maintenance and (b) condition-
based maintenance with prognostics and health management
PHM is widely used for various applications, such as journal bearings [57], 
gear systems [58], power transformers [59], power generators [60], and fuel cells 
[61]. And along with recent advances in Internet of Things (IoT) and Industry 4.0, 
the demands on PHM keep increasing [62]. Related topics are sensor network 
design, health diagnostics, and health prognostics. Sensor network design makes 
data acquisition (DAQ) unit to acquire health-relevant data while minimizing 
sensor implementation cost [27, 28, 63-65]. Figure 2-8 and Figure 2-9 show the 
examples of health diagnostics and health prognostics respectively. Health 
diagnostics, also called as fault diagnostics, estimates the current health state of 
an engineered system as bi-health states (healthy or faulty) or multi health states 
(healthy, warning, or faulty) [57-60, 66-74]. Health prognostics predicts 
remaining useful life (RUL) of an engineered system, taking into account the 
tendency of future health degradation. [29, 30, 61, 74-86]. 
Health
Feature
Failure prev.
Failure
Small life wasting Time
PHM
Threshold
Case 1
Case 2
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Figure 2-8 Example of health diagnostics
Figure 2-9 Example of health prognostics
The PHM unit design for j-th subsystem component is formulated as below.
minimize  
    			  
   (  
   )
subject	to			     
     ≥   
 
  
   ,  ≤   
    ≤   
   , 
(2.14)
where   
    is PHM development cost for j-th subsystem component;   
    is 
PHM design vector of j-th subsystem component of which lower and upper 
boundaries are   
   ,  and   
   ,  respectively;    is the PHM efficiency of 
j-th subsystem component.   
    mainly consists of PHM algorithm 
Health
Feature 
  
Failure
Time
 
Current time   
      =  
Healthy:      >  
Faulty:      ≤  
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Faulty
Health
Feature
  
Failure
Time
Esti. Failure Time   
Current time   
      
=    −   
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development cost and sensing unit costs related to sensor types and their numbers. 
  
    consists of hardware and software design variables. The hardware design 
variables are sensor type, sensor number, and their locations. These variables are 
related to sensor network (SN) design problem which makes data acquisition 
(DAQ) unit to acquire health-relevant data while minimizing sensor 
implementation cost [27, 28, 63-65]. The software design variables are the type 
of PHM algorithm and corresponding parameters. The problem of Eq. (2.14) is a 
mixed-integer nonlinear programming (MINLP) problem, and thus can be solved 
using linearization approaches for a mixed-integer linear problem (MILP) [42, 43]
and meta-heuristic algorithms [44, 45] as mentioned in RAP in Chapter 2.1.2.2. 
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2.2 False and Missed Alarms in Prognostics and Health 
Management
2.2.1 Definition of False and Missed Alarms
False and missed alarms in PHM mean an erroneous report on the health state of 
an engineered system. Their possible causes are sensor malfunction, imperfection 
in the PHM design, unexpected failure modes, human error, measurement 
uncertainty, and so on. A false alarm (false positive or false faulty) estimates a 
healthy engineered system to be faulty and a missed alarm (false negative or false 
healthy) estimates a faulty engineered system to be healthy. Assuming that 
maintenance actions are solely determined by the health estimation result from 
PHM, a false alarm yields unnecessary system shutdown and unnecessary 
maintenance, and a missed alarm yields system failure and the need for 
corrective maintenance. Mathematically, they can be formulated as conditional 
probabilities, as shown below.
   = Pr E      
      E       
       (2.15)
   = Pr E       
      E      
       (2.16)
where    and    are false and missed alarm rates respectively; E       
     and 
E      
     are the events in which the true health state of an engineered system is 
healthy and faulty, respectively; and E       
     and E      
     are the events where 
the health state of an engineered system is estimated to be healthy and faulty, 
respectively. Table 2-2 summarizes the descriptions above.
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Table 2-2 False alarms in PHM
Type
Health state
Result Formulation
True Esti.
False alarm Healthy Faulty
Unnecessary 
shutdown & 
maintenance
   = Pr E      
      E       
      
Missed alarm Faulty Healthy
System failure 
& corrective 
maintenance
   = Pr E       
      E      
      
Figure 2-10 and Figure 2-11 show examples of a false alarm and a missed 
alarm, respectively, due to the imperfect PHM model; this is the major concern in 
PHM design. These examples use one dimensional (i) health feature and (ii) 
threshold‐based health diagnostics. First, the health feature (HF) is a quantitative 
metric relevant to the health state of an engineered system; it changes as health 
degrades. The health feature has randomness due to uncertainty factors, such as 
variant operating conditions and measurement noise. PHM utilizes the health 
feature to estimate the health state of an engineered system. The examples of a 
health feature are the directionality metric of the vibration spectral response in 
journal bearing systems [57], the directional Mahalanobis distance of capacitance 
for water‐cooled power generators [60], impedance spectrum parameters for 
proton exchange membrane (PEM) fuel cells [61], and the generalized damage 
parameter (GDP) for gas turbine discs [84]. Second, threshold‐based health 
diagnostics estimates the health state of an engineered system by comparing the 
health feature of an engineered system to a health state criterion [87, 88]. The 
health state criterion (     ) is designed or estimated to be located between 
healthy systems and faulty systems. For the case of Figure 2-10 and Figure 2-11, 
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if the health feature is smaller than       , the system is estimated to be healthy 
(E       
     ); otherwise, it is determined to be faulty (E      
     ). However, this 
estimated health state criterion       can differ from the true health state 
criterion       , which is the true boundary between the events of a system’s true 
health state of healthy (E       
     ) and faulty (E      
     ). For a real engineered 
system, the explicit true health state model such as       is usually not available. 
But here, it is assumed to be available to explain the concept of false and missed 
alarms. Discrepancies between       and       are possible due to insufficient 
data, data uncertainty (e.g., measurement noise, variant operating conditions), 
improper PHM algorithm selection, inadequate parameters, and so on. As a result, 
a system in which the health feature is located between the two health criteria 
      and       (gray areas in Figure 2-10 and Figure 2-11) will have false and 
missed alarm problems. 
Figure 2-10 Example of a false alarm
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Figure 2-11 Example of a missed alarm
According to Eqs. (2.15) and (2.16), the probabilities of false alarm and 
missed alarm are quantified as shown below in Eqs. (2.17) and (2.18). They 
correspond to the ratio of the gray area to the diagonal‐lined area in Figure 2-10
and the gray area to the square‐patterned area in Figure 2-11, respectively.
   = Pr E      
      E       
       = Pr(   ≥      |   <      )
=
Pr(   ≥       ∩   <      )
Pr(   <      )
(2.17)
   = Pr E       
      E      
       = Pr(   <      |   ≥      )
=
Pr(   <       ∩   ≥      )
Pr(   ≥      )
(2.18)
In order to address false and missed alarm problems in PHM, some researches 
have been conducted. Tian et al. [89] analyzed the causes and mechanisms of 
false and missed alarms and suggested possible solutions to reduce them in 
aircraft hydraulic systems. Kim et al. [90] proposed a power spectrum analysis‐
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based fault indicator for induction motor rotor fault detection. The proposed 
indicator is physically immune to false alarms due to the magnetic asymmetry in 
the rotor and its low frequency load torque oscillations. Yang et al. [91] proposed 
a rotor fault frequency component produced by space harmonic waves for 
induction motor rotor cage fault detection. This component does not penetrate 
into the rotor yoke to reach axial ducts; thus, it is physically free from false fault 
alarms. Cui et al. [92] suggested a condition‐based multistage false alarm 
detection and reduction method. The false alarm evolution process is divided into 
three stages and then the dynamic Bayesian network inference model is 
developed to detect and suppress any false alarms for each stage. The proposed 
framework was demonstrated with experimental data from a milling machine. 
Meanwhile, the assumption that maintenance actions are solely determined by 
the health estimation result is not guaranteed for real engineering systems; the 
decision of a maintenance action or strategy is determined considering not only 
health estimation result but also various factors. First thing to consider is various 
health-relevant information such as operating conditions, past inspection records, 
sensory signals, and experts’ opinion. Referring the information, a system 
operator interprets health estimation result whether it is correct or not. If a system 
operator fails to interpret false and missed alarms correctly, they yield 
unnecessary maintenance and corrective maintenance, respectively. Second, the 
consequence of system failures should be considered. For a system with severe 
losses of capital, human, reputation, and so on in the event of failure, its 
maintenance is determined in a conservative manner with frequent inspections. 
Additionally, its decision takes into consideration maintenance resources (e.g., 
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labor, spares, and equipment) and regulation of a maintenance standard, template 
or guidance provided by system suppliers. As this paper concerns the analysis on 
life-cycle maintenance cost for fault diagnosis design, the factors except health 
estimation result by fault diagnosis are not considered. For the details regarding 
maintenance decisions, please refer the references of [93, 94].
2.2.2 Quantification of False and Missed Alarms
In order to calculate the probabilities of Eqs. (2.15) and (2.16), this study 
employs a health estimation matrix [27, 28]. This is a square matrix in which the 
rows and columns are the true health state and the estimated health state,
respectively. Its element      is the number of samples estimated to be  
health state given the true   health state. Considering binary health states, 
healthy (H) and faulty (F), there are four conditional health state estimation 
events (true healthy, false healthy, true faulty, and false faulty), as shown in
Table 2-3. In order to estimate the health estimation matrix, Monte Carlo 
simulation (MCS) is used of its high accuracy and general applicability for 
various problems [19]. MCS randomly generates health feature samples based 
upon the uncertainties, such as the degree of health degradation and operating 
conditions. According to the true and estimated health state using a given PHM 
model, the number of samples in true   health state and estimated   health 
state is allocated to      , and false and missed alarm rates can be quantified as 
Eqs. (2.19) and (2.20).
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Table 2-3 Health estimation matrix of two health states
Health estimation 
matrix
Estimated health state
Healthy (H ) Faulty (F )
True
health 
state
Healthy (H)        
Faulty (F)        
   =
   
    +   
(2.19)
   =
   
    +    
(2.20)
For a system of multiple health states, including healthy (H) and   failure 
modes (F  	for	  = 1,… ,  ), the health estimation matrix is a (1 +  )‐by‐(1 +  ) 
matrix as shown in Table 2-4. 
Table 2-4 Health estimation matrix of multiple health states
Health estimation 
matrix
Estimated health state
Healthy 
(H )
Faulty
F   ⋯ F  
True
health 
state
Healthy (H)    
multi     
multi
⋯     
multi
Faulty
F      
multi      
multi
⋯       
multi
⋮ ⋮ ⋮ ⋱ ⋮
F      
multi      
multi
⋯      
multi
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In order to apply the above quantification approach, this matrix can be 
converted into a binary 2‐by‐2 health estimation matrix by summing elements as 
shown below.
   
	 =    
      (2.21)
   
	 =      
     
 
   
(2.22)
   
	 =      
     
 
   
(2.23)
   
	 =          
     
 
   
 
   
(2.24)
where  
   
      is the number of samples estimated to be   health state given the 
true   health state in the multiple health state health estimation matrix. 
In practice, false and missed alarms could hurt the accuracy of the health state 
estimation. One possible approach to correctly estimate the health state under 
false and missed alarms is through Bayesian inference [95]. System operators are 
interested in whether a system is really healthy (H) when the PHM solution 
estimates the system health state to be healthy (H ). According to Bayes’ theorem, 
the following equation can be employed. 
Pr H H  
Pr F H  
=
Pr H  H 
Pr H  F 
∙
Pr(H)
Pr(F)
=
1 − FA 
FA  
∙
 
1 −  
= BF  
  ∙
 
1 −  
(2.25)
where BF  
  is a Bayes factor indicating the ratio of the healthy health state 
detection rate to the missed alarm rate. Here, the left‐hand side probabilities 
Pr H H   and Pr F H   indicate the probability that a system is truly healthy and 
faulty, respectively, when the PHM solution estimates the system health state to 
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be healthy. Similarly, Bayesian inference for faulty health state estimation (F ) 
can be formulated as below.
Pr F F  
Pr H F  
=
Pr F  F 
Pr F  H 
∙
Pr(F)
Pr(H)
=
1 − FA  
FA 
∙
1 −  
 
= BF  
  ∙
1 −  
 
(2.26)
where BF  
  is a Bayes factor indicating the ratio of the faulty health state 
detection rate to the false alarm rate.
2.3 Summary and Discussion
Resilience engineering is a novel and innovative discipline considering resilience,
the ability of an engineered system to maintain its functionality by resisting and 
recovering against adverse events. This is based on a resilience measure which
integrates two health‐related measures: reliability, which focuses on resisting 
against adverse events, and prognostics and health management (PHM) 
efficiency, which focuses on recovering from adverse events. Utilizing a 
resilience measure can helps to analyze system failure probability and 
corresponding risk, and determine operation actions (e.g., maintenance and 
design modification) to maintain system performance.
In conventional design approaches such as reliability-based design 
optimization (RBDO) and PHM, the two properties of resilience, resisting and 
recovering, are considered separately. However, two are properties are 
complementary to each other in terms of preventing failures as shown in Figure 
2-12. Thus, the conventional design approaches without considering their 
interaction can yield conservative or failure-prone system design with high life-
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cycle cost. Whereas resilience‐driven system design, which considers two 
properties cohesively, enables engineering design that prevents over‐designed 
and/or fault‐prone systems and assures system availability while minimizing life‐
cycle cost.
Figure 2-12 Resisting and recovering actions to maintain system functionality
Meanwhile, the one of challenge in PHM, as well as in RDSD, is false and 
missed alarms. The false and missed alarms, estimating a healthy system as 
faulty one or a faulty system as healthy one, can severely reduce the system 
availability, sustainability and reliability. The presence of false and missed 
alarms makes PHM and RDSD unreliable and hinders its application especially 
for the high risky engineered systems such as nuclear power plants. Although 
both alarms affect system availability, current resilience engineering considers 
missed alarms only. Therefore, false alarms should be considered for the sake of 
successful implementation of RDSD.
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Chapter 3.Resilience Analysis Considering False 
Alarms
Considering the importance of false alarms reviewed in Chapter 1.1 , this Chapter
aims at refining engineering resilience measure, which currently does not 
consider false alarms, to address false alarms. As the resilience measure is a key 
factor in resilience analysis as well as resilience-driven system design (RDSD), 
the system design outcome of RDSD is highly dependent on the formulation of 
the resilience measure. That is, if false alarms are not considered in the resilience 
measure, engineered systems can be prone to false alarm issues. The Chapter is 
organized as follows: Chapter 3.1 proposes the new formulation of a resilience 
measure that considers false alarms. Case studies described in Chapter 3.2 show 
the importance of addressing false alarms by comparing the original and the 
proposed resilience measures. Summary and discussion are discussed in Chapter 
3.3.
3.1 Resilience Measure Considering False Alarms
This Chapter proposes a new resilience measure that considers false alarms. 
Consideration of false alarms results in a significant difference in the resilience 
measure. To verify the proposed measure, the existing and newly proposed 
resilience measures are compared based upon the resilience scenarios shown in 
Figure 3-1 and Figure 3-2. Here, the symbols of the events of true health state 
(E       
     and E      
     ) and estimated health state (E       
     and E      
     ) are 
changed into H, F,	H  , and F  respectively to provide a better description.
For a system with a healthy health state with probability   , it can be 
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evaluated as healthy or faulty by the PHM solution. Correct health estimation
(e.g., a healthy system determined to be healthy) results in the system operating
normally (#N‐1 in Figure 3-2). An incorrect health estimation (e.g., a healthy 
system described as faulty) results in unnecessary maintenance actions (#N‐2). 
The existing approach disregards the presence of the false alarm, and formulates 
an incorrect measure that does not consider the false alarm rate    (#E‐1 in
Figure 3-1). In contrast, the new approach, which considers false alarms, 
formulates the correct measure (#N‐1). As a result, the probabilities of “system 
normal” operation are different,   (#E‐1) and (1 −    ) ∙   (#N‐1). 
Furthermore, the new approach can quantify the probability of unnecessary 
maintenance action due to a false alarm, specifically    ∙   (#N‐2). 
Correspondingly, the new cost term related to unnecessary maintenance actions
should be included in resilience‐driven system design. 
For a system that has a faulty health state with a probability 1 −  , the 
existing (#E‐2, #E‐3) and new approaches (#N‐3, #N‐4) have the same 
formulations except the PHM efficiency terms, Λ and Λ  . The differences 
between the PHM efficiencies determined by the two approaches are two‐fold: 
data employment and calculation method. First, the existing measure employs 
data from healthy and faulty systems to quantify the PHM efficiency, which is 
not rigorous, and thus prone to error. This is because PHM efficiency (Λ =
Pr F  F ) is the conditional probability of the correct health estimation event 
given a faulty system event (F), not whole systems (F ∪ H). In contrast, the new 
measure employs only data from faulty systems to calculate PHM efficiency, as 
in Eqs. (2.19) and (2.20). Second, the existing measure calculates PHM 
41
efficiency Λ by multiplying the correct prognosis probability Λ  and the 
correct diagnosis probability Λ  (Λ = Λ  ∙ Λ ). Decoupling of Λ into Λ  and 
Λ  transforms the PHM design problem into a hierarchical two‐step problem, 
specifically, the SN design (hardware) and the prognostic algorithm design 
(software) [11]. Although this approach facilitates the PHM design problem, 
there are still challenges, such as decision making on the target correct diagnosis 
probability. In addition, this approach is not applicable to resilience analysis for 
systems in operation. Systems in operation have historical PHM data, including 
estimated health states from the PHM solution and true health states determined 
by field engineers’ inspections, as shown in Table 2-3 and Table 2-4. Thus, the 
two probabilities Λ  and Λ  cannot be inversely calculated based on this 
historical PHM data. However, the new measure can analyze the resilience of the 
system in operation using Λ   = 1 −   (#N‐4) and Eq. (2.20). In addition, it 
is applicable to the PHM design problem with the use of (meta) heuristic 
algorithms [44] such as Monte Carlo simulation, simulated annealing, and the 
genetic algorithm. 
Figure 3-1 Resilience scenario using the existing resilience measure [11]
Pr E  F F =     Λ   1 −  
Λ = Pr F |F = Λ    Λ 
Pr H =  
Pr H F = Pr H |F   Pr	(F)
	= 1 − Λ 	   (1 −  )
OE-3
OE-1
Healthy
 
Faulty
1 −  
Faulty
Λ
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1 − Λ
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 
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Operation
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XE-2
True HS Esti. HS Result Formulation Avail.#
42
Figure 3-2 Resilience scenario considers false alarms
The resilience measure is formulated as the summation of conditional 
probabilities of maintaining the system’s availability. According to Figure 3-1
and Figure 3-2, the existing resilience measure is the summation of #E‐1 and #E‐
3, which is equal to Eq. (2.4) in Chapter 2.1.1.3. The proposed resilience measure 
that considers false alarms is the summation of #N‐1 and #N‐4 as
Ψ   = Pr H H  + Pr	(E  F F)
= (1 −   ) ∙   +   ∙ (1 −  ) ∙ (1 −  )
= (1 −   ) ∙   +   ∙ Λ   ∙ (1 −  )
(3.1)
In the same way as the existing measure, the proposed measure is formulated 
in a probabilistic manner, ranging from 0 to 1. The existing measure is 
proportional to the reliability  , of which the weight factor (1 −   ) is always 
positive (Figure 2-3). For the new measure, the reliability weight factor 
((1 −   ) −   ∙ (1 −  ) =    −    for   = 1) can be negative for a large 
   case as compared to   . This means that the system resilience would 
decrease, along with the reliability increment, due to a false alarm. It does not 
True HS Esti. HS Result Formulation
Pr H H = Pr H |H 	   Pr H
= 1 −      			 
N-1
Pr F H = Pr F |H   Pr H
= 					  				   				 
N-2
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 
Faulty
1 −  
Pr H F = Pr H |F   		Pr F
	= 			  					   (1 −  )
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1 −   
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  
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  
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 
Pr E  F F = Pr E   F F   Pr F F
=     1−      1 −  
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mean that the reliability should be lowered to maximize resilience. Reliability 
should be decided to minimize the life‐cycle cost (LCC) considering the tradeoff 
between the unnecessary maintenance action rate    ∙   (#N‐2), the system 
failure rate    ∙ (1 −  ) (#N‐3), the system restoration rate (1 −  ) ∙
(1 −  ) (#N‐4), and corresponding costs. The life‐cycle cost includes estimated
unnecessary maintenance cost     =     ∙    ∙   , estimated system failure 
cost     =     ∙    ∙ (1 −  ) , estimated predictive maintenance cost 
    =     ∙ (1 −   ) ∙ (1 −  ), and so on, where    ,     and     are the 
unnecessary maintenance cost, the corrective maintenance cost, and the 
predictive maintenance cost, respectively. For additional information about the 
systematic approach to optimizing the reliability by minimizing the life‐cycle 
cost, please refer to Chapter 2.1.2.
No consideration of the false alarm leads to the error in the resilience 
calculation as
Err  = Ψ−Ψ   =    ∙   +   ∙ (Λ − Λ  ) ∙ (1 −  ) (3.2)
where the first error term (   ∙  ) comes from not considering the false alarm,
and the second error term   ∙ (Λ − Λ  ) ∙ (1 −  ) comes from the difference in 
the method of calculating the PHM efficiency. The first term is relatively greater 
than the second term, making the resilience error Err  have positive value 
(Ψ > Ψ  ). This means that the existing resilience measure Ψ overestimates the 
system as more resilient than it actually is (Ψ  ); therefore, a system designed 
with the existing measure Ψ would fail to satisfy the expected target resilience 
level.
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3.2 Case Studies
This Chapter aims to demonstrate the importance of considering false alarms in 
the resilience measure. For this purpose, two case studies are employed. The first 
examines numerical examples and the second studies an electro‐hydrostatic 
actuator (EHA). The existing and the new resilience measures are compared for 
each case study. 
3.2.1 Numerical Example
This Chapter presents numerical examples using sample health estimation 
matrices as shown in Table 3-1 (a) and (b). Both health estimation matrices have 
one hundred samples with equal reliability but different false and missed alarm 
rates. According to the predefined equations, Table 3-1 (a) has a system 
reliability   of (80 + 10)/(80 + 10 + 2 + 8) = 90/100 = 90% , a false 
alarm rate    of 10/(80 + 10) = 11% , and a missed alarm rate    of 
3/(3 + 7) = 30%. Likewise, Table 3-1 (b) has   of 90%,    of 2%, and   
of 10%. As discussed in Chapter 2.1.1.4, it is hard to calculate the PHM 
efficiency of the existing measure with the health estimation matrix; thus, it is 
assumed to be the same as that of the new measure (Λ ≒ Λ   = 1−  ). 
Assuming the maintenance success rate   to be unity (as discussed in Chapter 
2.1.1.2), the resilience measures are calculated using Eqs. (2.4) and (3.1). Table 
3-2 lists their values, with the resilience of a non‐restorative system without a 
PHM solution (Ψ / 	    =   = 90%). For the case with the high false and 
missed alarm rates (a), the two measures have significant discrepancy 
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(97%−87%=10%), and would make different decisions on system design and 
operation issues. Regarding the PHM implementation issue, for example, 
analysis with the existing measure Ψ suggests implementing the PHM solution 
because it increases resilience from 90% to 97%. However, this is not a correct 
decision because false alarms are not considered. Analysis with the new measure 
Ψ   that considers false alarms suggests exclusion of the PHM solution, because 
it decreases resilience from 90% to 87%. More systematically, the decision about 
PHM implementation must be determined by solving a life‐cycle cost (LCC) 
problem. In this case study, although PHM decreases the system resilience and 
yields unnecessary maintenance costs, it can prevent system failure with 70% 
probability (1 −   ). Thus, if the system is highly risky and its failure cost is 
dominant compared to any unnecessary maintenance costs, then the PHM should 
not be excluded. For the case with the low false and missed alarm rates (b), the 
two measures are comparable and the difference is relatively small 
(99%−97%=2%). Although the difference is small, the resulting difference in 
life‐cycle cost can be enormous depending on system failure consequences (e.g., 
human loss and/or significant capital loss). 
Table 3-1 Health estimation matrix of sample case study data
(a) High 
FMA Rates
Estimated HS (b) Low 
FMA Rates
Estimated HS
Healthy Faulty Healthy Faulty
T
ru
e 
H
S Healthy 80 10
T
ru
e 
H
S Healthy 88 2
Faulty 3 7 Faulty 1 9
*FMA: false and missed alarms; HS: health state;
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Table 3-2 Resilience measure calculation of numerical examples
Resilience
Measure
Mathematical 
Formulation
FMA Rates
(a) High (b) Low
w/ PHM
Existing Ψ =   +   ∙ Λ ∙ (1 −  ) 97% 99%
Proposed
Ψ   = (1 −   ) ∙  
+  ∙ (1 −  ) ∙ (1 −  )
87% 97%
w/o PHM Ψ / 	    =   90%
*FMA: false and missed alarms;
In the resilient system design framework in Chapter 2.1.2, the system is 
designed to satisfy a target resilience level, while minimizing life‐cycle cost. If 
the evaluation of the system’s resilience is not accurate due to the ignorance of
false alarms, the system will not satisfy the intended target resilience level and 
will be prone to the false alarm problems. Let us consider a resilient system 
design problem targeting a 97% resilience level. As shown in Table 3-2, the 
existing measure Ψ evaluates the system resilience level non-conservatively 
(i.e., 97% for the system with high false and missed alarm rates); whereas, the 
proposed measure Ψ   evaluates correctly (i.e., 87% for the system with high 
false and missed alarm rates). In summary, the proposed resilience measure 
enables a system design with a lower false and missed alarm rates than is 
possible through use of the existing measure. The proposed measure thus allows 
the system design to satisfy a target resilience level (i.e., 97% in Table 3-2 (b)).
3.2.2 Electro-Hydrostatic Actuator (EHA)
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An electro‐hydrostatic actuator (EHA) is a device that controls the position or 
velocity of a cylinder rod. Its compact size, high energy efficiency, and 
redundant design possibility facilitates wide applications, including aircraft, 
excavators, robotics, active dampers, and automobiles [96]. For EHA simulation, 
a multi‐domain system modeling and simulation platform (LMS Imagine.Lab 
AMESim) was employed in this study [97]. The schematic diagram of an EHA 
simulation model is shown in Figure 3-3. Its main components are a controller, a 
servomotor (SM), a bi‐directional pump (PMP), an accumulator (ACC), check 
valves (CHK), relief valves (RLF), and a hydraulic cylinder (CYL). For cylinder 
rod position control feedback and system monitoring, four sensors were 
implemented: a servomotor temperature sensor (T), a servomotor rotary speed 
sensor (R), a pressure sensor (P), and a cylinder rod displacement sensor (D). In 
order to control the piston position as requested, the controller generated 
electrical signals to the servomotor considering the feedback signals of rotary 
speed and rod displacement. Then, the servomotor produced rotational motion, 
and the connected pump imposed fluid movement. Depending on the direction of 
the fluid movement, the rod in the cylinder moved inward or outward. For system 
safety, the check valves and the accumulator were able to prevent cavitation, and 
the relief valves relieved limit‐over pressure.
Figure 3-3 Schematic diagram of an electro‐hydrostatic actuator (EHA) 
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simulation model
Two failure modes were considered in this study: cylinder cross-line leakage 
and servomotor lubricant deterioration. The actuator cross-line leakage was 
mainly caused by wear of a piston seal and/or a ring, and resulted in response 
delay and actuator force reduction [98]. The servomotor lubricant deterioration 
was due to contamination (particle, water), oxidation, and harsh operating 
conditions (temperature, pressure); it degraded performance of friction reduction, 
wear prevention, component cooling, and corrosion protection [79]. In the EHA 
model, two health‐related parameters, the leakage coefficient of the cylinder and 
the viscous friction coefficient of the servomotor, were used to simulate the two 
failures, respectively. The parameter values of a faulty system were assumed to 
be five times those of a healthy system. This study considers three noise 
parameters (cylinder viscous friction coefficient, external loading torque, and 
servomotor temperature), which are relevant to system response. A total of five 
parameters were assumed to follow a normal distribution; their statistics are 
tabulated in Table 3-3.
Table 3-3 Statistics of EHA simulation model parameters
Category Component Parameter Unit Mean CoV
*
Health‐
related
(healthy)
Cylinder Leakage coeff. mL/min/bar 1.2 10%
Servomotor Viscous fric. coeff. Nm/(rev/min) 1E–4 10%
Noise‐ Cylinder Viscous fric. coeff. N/(m/s) 5000 5%
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related Load Loading @ 2 sec Nm 2000 30%
Servomotor Temperature ℃ 25 50%
*CoV: coefficient of variation
Figure 3-4 shows the example of sensory signals from the rod displacement 
sensor (D) and the rotary speed sensor (R). The EHA model was requested to 
control the rod displacement to be 1 cm at 0.5 sec, and loading torque disturbance 
by the external load occurred at 2.0 sec. In this figure, the parameters’ 
uncertainty is not considered, and the plot lines of the system responses do not 
disperse. Based on the health states, the system behaved in different ways, and 
correspondingly the health features for health state estimation were different. For 
example, servomotor (SM) lubricant failure does not affect the displacement 
signal (Figure 3-4 (a)), which cannot detect the SM failure. However, the rotary 
speed signal after the position request at 0.5 sec (Figure 3-4 (b)) is affected by 
SM failure; thus, it is appropriate for SM failure detection. This is because the 
servomotor, which operates at rated power to increase the cylinder pressure, has a 
low angular speed due to the excessive friction force resulting from the lubricant 
failure. Through the analysis of the sensory signals, five health features were 
defined from four sensors, as listed in Table 3-4. The rotary speed sensor (R) has 
two health features; the others have one health feature. 
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Figure 3-4 Sensory signals of EHA in four health states
Table 3-4 Extracted health features for EHA health state estimation
# Sensor System State Health Feature
1
Rotary speed (R)
Position request (0.5 sec) Max. peak‐to‐peak
2 After disturbance (2.0 sec) Converged value
3 Rod displacement (D) After disturbance (2.0 sec) Converged value
4 Pressure (P) After disturbance (2.0 sec) Max. peak‐to‐peak
5 Motor temperature (T) Whole Mean value
In order to train the PHM model and test its performance (PHM efficiency), 
400 sensory signal datasets were generated respectively (totally 400+400=800 
datasets). The datasets include four health states (normal, cylinder failure, 
servomotor failure, and failure of both) evenly represented, i.e. 100 samples for 
each health state. They were simulated with randomly generated model input 
parameters following the statistics in Table 3-3. In order to reduce the EHA
simulation time, the multi‐dimensional spline interpolation method with a five‐
level full factorial design of experiment (DOE) was used. To represent 
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measurement noise, white Gaussian noise was added to the generated sensory 
signals. The health features in Table 3-4 were extracted and plotted in Figure 3-5. 
Each health feature was affected by different failure modes and had a different 
correlation with other health features. Therefore, the selection or combination of 
them was significant in the health state classification. For example, health 
features #1 and #2 from the R sensor can classify the servomotor and the cylinder
failure modes, respectively. Thus, their combination would classify four data 
groups (Figure 3-5 (a)). Whereas, health features #4 and #5 were not affected by 
the failure modes and thus those four data groups were not distinguishable at all 
(Figure 3-5 (b)). They were affected by uncertainty factors of the cylinder
viscous friction coefficient, the external disturbance loading, and the servomotor 
temperature in Table 3-3. Hence, these two features were able to help analyze the 
change of other health features from the two uncertainty factors, and indirectly 
increased data classification accuracy. In Figure 3-5 (c), for example, the sole 
health feature #4 cannot classify the data groups directly, but it can perfectly 
classify group 1 (normal) and group 2 (cylinder failure) if used with health 
feature #2. Likewise, health feature #5 in Figure 3-5 (d) can analyze the 
uncertainty of health feature #1, servomotor temperature. This increased the 
discrepancy between group 1 (normal) and group 3 (servomotor failure). Health 
features #2 and #3 are highly correlated (Pearson correlation coefficient 
ρPearson=−0.9910), and interchangeable with each other (Figure 3-5 (e)).
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Figure 3-5 Health features of randomly generated datasets
For health state estimation, a linear discriminant analysis (LDA) classifier was 
employed; this is a widely used supervised classifier and appropriate for low‐
dimensional data with low nonlinearity. It explicitly models a linear boundary 
between multiclass data by maximizing their separation [99]. Table 3-5 shows 
the health estimation matrix of a multi‐health state using the trained LDA 
classifier when all sensors and health features were employed. This matrix was 
converted into the health estimation matrix of a bi‐health state, as shown in Table 
3-6. The corresponding false and missed alarm rates were 5.0% and 6.3%, as 
determined from Eqs. (2.19) and (2.20).
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Table 3-5 EHA health estimation matrix of multi‐health state
Health 
Estimation
Matrix
Estimated HS
Healthy
Faulty
CYL SM Both
T
ru
e 
H
S
Healthy 95 1 4 0
Faulty
CYL 14 86 0 0
SM 5 2 90 3
Both 0 0 2 98
Table 3-6 EHA health estimation matrix of bi‐health state
Health 
Estimation
Matrix
Estimated HS
Healthy Faulty
T
ru
e 
H
S Healthy 95 5
Faulty 19 281
Because the false alarm rates were calculated using the training and testing 
datasets, which were randomly generated, they also have uncertainty. Figure 3-6
shows their uncertainty as an error bar of one standard deviation for the different 
number of sensors (N ). The false alarm rates were significantly reduced when 
the R sensor was employed. The R sensor has two health features that are 
sensitive to both failures. The false alarm rates were not further decreased from 
N  = 3; thus, three sensors (R, P, and T) were chosen based on these findings. 
The corresponding false and missed alarm rates have means of E(  ) = 3.75%
and E(  ) = 1.37% ;	 standard deviations were σ(  ) = 2.50% and 
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σ(  ) = 1.29%.
Figure 3-6 Evaluated EHA false alarm rates with different sensors
Lastly, the resilience measures of the EHA can be calculated using the 
estimated false alarm rates. Their mean values are from Eqs. (2.4) and (3.1) and 
their standard deviations are from Eqs. (3.3) and (3.4) (below) using the formula 
σ(aX + bY) =  a σ 
  + b σ 
  + 2a b  ∙ cov(X, Y). Here, X and Y are random 
variables, a and b are coefficients, σ  = σ(X) is the standard deviation of X, 
and cov(X, Y) is a covariance between X and Y. The covariance between two 
false alarm rates is arbitrary and dependent on the design of the PHM solution.
σ(Ψ) =   ∙ σ(  ) ∙ (1 −  ) (3.3)
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σ(Ψ  ) =  
[σ(  ) ∙  ]  + [  ∙ σ(MA) ∙ (1 −  )] 
+2 ∙    ∙    ∙ (1 −  )  ∙ cov(  ,  )
(3.4)
Figure 3-7 shows the one standard deviation error bar of calculated resilience 
measures in terms of EHA reliability. The existing measure overestimates the 
EHA resilience, estimating it to be greater than the actual (Ψ  ), by omitting 
false alarms. The mean of the proposed measure decreases as EHA reliability 
increases because    is larger than   ; these are the weight of (1 −  ) and  , 
respectively. As discussed in Chapter 3.1, this does not imply that the reliability 
should be minimized to increase the resilience and reduce the unnecessary 
maintenance action rate    ∙   because that would also increase the system 
failure rate,    ∙ (1 −  ) (see Figure 3-2). With regard to the resilience 
measures’ uncertainty (standard deviation), the difference between the two 
measures is significant, especially for high reliability systems. This difference is 
primarily due to the term σ(  ) ∙  . As a result, the existing measure, which 
does not consider false alarms, incorrectly evaluates the resilience in terms of the 
standard deviation as well as the mean.
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Figure 3-7 EHA resilience, as evaluated by two resilience measures
3.3 Summary and Discussion
An engineering resilience measure is a novel and innovative measure that 
describes the ability of an engineered system to maintain its functionality by 
resisting and recovering against adverse events. This measure cohesively 
integrates two widely used health‐related measures: reliability, which focuses on
resisting adverse events, and PHM efficiency, which focuses on recovering from
adverse events. Compared to design approaches which consider these two 
conventional measures separately, resilience‐driven system design enables 
engineering design that prevents over‐designed and/or fault‐prone systems and 
assures system availability while minimizing life‐cycle cost. 
This chapter proposed a new formulation of the resilience measure that, for 
the first time, considers false alarms. A false alarm as well as a missed alarm are
one of challenging issues in PHM; these occur when PHM falsely evaluates the 
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health state of the engineered system, i.e., describing a truly healthy system as 
faulty or vice‐versa. Because any false and missed alarm can critically reduce 
system availability, the degree of system resilience should be evaluated with 
consideration of two alarms. The conventional resilience measure does not 
consider false alarms; this makes it problematic to estimate the true degree of 
resilience of a system. The existing measure Ψ evaluates the system resilience 
level non-conservatively, whereas the proposed measure Ψ   evaluates 
correctly. In summary, the proposed resilience measure enables a system design 
with a lower false alarm rate than is possible through use of the existing measure. 
The proposed resilience measure thus enables a system design to satisfy a target 
resilience level.
In order to formulate the new resilience measure, false alarms were discussed 
in terms causes, effects and probabilistic formulations. Based upon analysis of 
the resilience scenarios, a new formulation of the resilience measure is proposed 
in this chapter that allows false alarms to be considered. Compared to the 
conventional resilience measure, the newly proposed one can more accurately 
estimate system resilience. In addition, the new measure facilitates resilience 
analysis of on‐site operating systems while still being applicable to the design of 
new resilient systems with minimized life‐cycle cost. The significance of false 
alarms in resilience, and the differences between the conventional and new 
resilience measures were demonstrated via numerical and electro‐hydrostatic 
actuator (EHA) case studies. 
58
Chapter 4.Resilience-Driven System Design 
Considering False Alarms (RDSD-FA)
Resilience-Driven System Design (RDSD) optimizes the designs of an 
engineered system and a PHM unit to satisfy target resilience level, and thus the
resulted design is highly dependent on the estimation of resilience. If the 
resilience estimation is inaccurate, the design would not satisfy the intended 
resilience level, resulting low system availability with high life-cycle cost. In 
RDSD by Youn et al [11], the resilience estimation is not accurate due to 
inconsideration of false alarms. This chapter proposed the revised RDSD 
framework based upon the newly proposed resilience measure considering false 
alarms in Chapter 3. The key idea is to incorporate false alarms as well as missed 
alarms within RDSD cohesively. The detail of RDSD considering false alarms, 
RDSD-FA, is presented, and then the case study comparing RDSD-FA with 
RDSD will be followed. 
4.1 Overview of RDSD-FA Framework
The overall framework of RDSD-FA is based upon that of RDSD reviewed in 
Chapter 2.1.2. It consists of three hierarchical steps: resilience allocation problem 
(RAP), reliability-based design optimization (RBDO), and prognostics and health 
management (PHM) design. The key difference between two frameworks is the 
allocation of a false alarm rate to PHM design problem. In the conventional 
RDSD framework shown in Figure 2-4, it considers PHM efficiency and 
allocates its target value to PHM design problem. PHM efficiency is the 
probability of estimating that a faulty system is faulty, which corresponds to 
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missed alarm rate. Thus, false alarm rate is not considered in RDSD. As 
discussed in Chapter 2.2 and Chapter 3, a false alarm results in unnecessary 
maintenance cost and decreases system resilience, it should be considered for 
designing a resilient engineered system. In order to handle this issue, RDSD-FA 
considers both false and missed alarm rates instead of PHM efficiency as shown 
in Figure 4-1. This helps to design PHM unit more specifically to minimize life-
cycle cost (LCC) and realize system resilience as intended. The details of revised 
RDSD-FA are described below. 
Figure 4-1 Hierarchical resilience-driven system design framework considering 
false alarms
4.2 Resilience Allocation Problem Considering False Alarms 
Resilience allocation problem (RAP) allocates target reliability, target false and 
missed alarm rates, and redundancy levels to satisfy target resilience level while 
System PoF
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minimizing life-cycle cost. In order to incorporate false alarm, the formulations 
of optimization problem are refined as below. 
minimize  ,   
  ,    
  ,  			     ( 
  ,     ,     , )
subject	to				Ψ  
   (   ,     ,     , ) ≥ Ψ 
  ≤    ,     ,     ≤  
1 ≤    ≤   
  	(  = 1,… , )
(4.1)
where     and     are the vector of target false and missed alarm rates for  
subsystems. As false and missed alarm rates are quantified as probabilities, they 
are bounded between zero and one as target reliability. Based upon the resilience 
measure considering false alarms in Chapter 3.1, the resilience of a series-parallel 
system Ψ  
    can be calculated as below. 
Ψ  
   (   ,     ,    , ) =     , 
 
   
   
  ,    
  ,    
  ,     (4.2)
   ,  = 1 −     
  ∙   
  +   
  ∙  1 −   
   
   (4.3)
where    ,  is the resilience measure of j-th subsystem considering false alarms; 
   
  and    
  are target false and missed alarm rates for j-th subsystem
respectively. The Eq. (4.3) is based upon the same assumption in Chapter 2.1.2.2
that the probability of successful mitigation and recovery   is	 one,	 and the 
reliability and PHM efficiency of components in each subsystem are identical. 
The life-cycle cost of RDSD-FA,      , is defined as a sum of initial 
development cost (   
  ), PHM development cost (   
    ), and unnecessary, 
predictive and corrective maintenance costs (   
  ,    
   and    
  ) considering 
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false alarms. They are based upon the costs in Chapter 2.1.2.2, and the costs 
related with false alarm rates (   
   ,    
  ,    
   and    
  ) are refined as below. 
      =    
  +    
    +    
  (4.4)
   
  =    =   
  ∙  −
 
ln   
  
 
  
 
∙     + exp  
  
4
  
 
   
(4.5)
   
    =   
    ∙  −
 
ln 1 − (   
  +   
 )/2 
 
  
   
∙   
 
   
(4.6)
   
  =    
   +    
   +    
   (4.7)
   
   =    ∙    
  ∙   
  ∙   
  
 
   
(4.8)
   
   =    ∙  1 −    
   ∙  1 −   
   ∙   
  
 
   
(4.9)
   
   =    ∙    
  ∙  1 −   
   ∙   
  
 
   
(4.10)
where   
   denotes the unnecessary maintenance cost of each component in the 
j-th subsystem;    
  is the total maintenance cost including    
  ,    
  , and 
   
  .    
    is refined to be function of two false alarm rates instead of PHM 
efficiency based upon the Eq. (2.10). The newly added cost term, unnecessary 
maintenance cost    
   , is incurred when PHM unit estimates a healthy 
engineered system to be faulty (i.e., false alarms). Its probability is    
  ∙   
 , and 
it includes the costs of system shutdown, inspection, and repair or replacement 
cost in case of incorrect inspection.    
   and    
   are refined to be a function 
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of missed alarm rate    
  instead of PHM efficiency Λ. 
Figure 4-2 shows the example of resilience allocation result by RDSD-FA. 
The 1st subsystem is without PHM and thus a healthy component is always 
available without false alarm problems (i.e.,    = 0%), and a faulty system 
leads to system failure without failure prevention (i.e.,    = 100%). The 
resulted resilience considering false alarms Ψ  
    is 98.71% according to Eq.
(4.2).
Figure 4-2 Example of resilience allocation result for a series-parallel system 
considering false alarms
The solutions of resilience problem in Eq. (4.1), target reliability, target false 
alarm rate, and target missed alarm rate, are transferred to RBDO problem and
PHM design problem respectively as shown in Figure 4-1. Regarding RBDO 
problem which is not related with false alarms and thus not refined, please refer 
Chapter 2.1.2.3. The PHM design considering false alarms is presented below. 
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4.3 Prognostics and Health Management (PHM) Design 
Considering False Alarms
This chapter refines the PHM design framework in Chapter 2.1.2.4 considering 
false alarms. In order to incorporate false alarms, the PHM design problem for j-
th subsystem component is formulated as below. 
minimize  
    	  
   (  
   ) +   
    
    
subject	to	      
     ≤    
 
      
     ≤    
 
  
   ,  ≤   
    ≤   
   , 
(4.11)
where   
    is PHM development cost for j-th subsystem component;   
  is 
the total maintenance cost of j-th subsystem;     and     are false and missed 
alarm rates of j-th subsystem component respectively. The new cost term   
 
includes unnecessary, corrective, and predictive maintenance costs. As PHM 
design is related with not only   
    but also   
 , and the introduction of   
 
makes the PHM design more rigorous. Thus, this results in better PHM design 
compared to the previous one in Chapter 2.1.2.4 which does not consider   
 .
  
  is formulated as below.
  
  =   
     
     +   
     
     +   
     
     (4.12)
  
     
     =    ∙       
     ∙    ∙   
   (4.13)
  
     
     =    ∙  1 −       
      ∙  1 −     ∙   
   (4.14)
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  
     
     =    ∙       
     ∙  1 −     ∙   
   (4.15)
where   
   ,   
   , and   
   are unnecessary, predictive, and corrective 
maintenance costs of j-th subsystem;    is the resulted reliability of j-th 
subsystem component through RBDO in Chapter 2.1.2.3. The resulted   ,     , 
and     can differ from their target values (i.e.,   
  ,    
  , and    
 ). Thus, the 
resulted total maintenance cost   
  also can differ from the expected total 
maintenance cost    
  in the resilience allocation problem. 
4.4 Case study: Electro-Hydrostatic Actuator (EHA)
In this case study, an electro‐hydrostatic actuator (EHA) introduced in 3.2.2 was 
employed to demonstrate the proposed RDSD-FA. Its high energy efficiency and 
compactness have led to the wide use of EHA in many applications such as 
aircraft, excavators, robotics, active dampers, and automobiles. As the failure of 
EHA can result in catastrophic consequences, high redundancy level is 
introduced to satisfy high reliability with high life-cycle cost (e.g., a triplex
redundant flight control system) [100]. In order to reduce the life-cycle cost while 
satisfying the required resilience level, RDSD-FA framework can be applied. The 
design results of RDSD-FA is compared with that of RDSD. The details are 
shown below. 
4.4.1 Step 1: Resilience Allocation Considering False Alarms
As shown in Figure 4-3, EHA mainly consists of four subsystems: electro-
controller (EC), servomotor (SM), hydraulic pump (PMP), and hydraulic cylinder
(CYL). This step allocated target reliability, redundancy, target false alarm rate, 
and target missed alarm rate to four subsystems so as to minimize life-cycle cost 
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while satisfying target resilience level. The corresponding optimization problem 
is given as Eq. (4.16). 
Figure 4-3 Electro-hydrostatic actuator system and its subsystems
find																		  
  ,   ,    
  ,    
  		for	  = 1,… ,4
minimize 							      =    
  +    
    +    
   +    
   +    
  
subject	to							Ψ  
    =     , 
 
   
≥ Ψ  = 0.9500
0 ≤   
  ,    
  ,    
  ≤ 1
1 ≤    ≤ 5
(4.16)
In this study, the upper boundary of redundancy was set to five, and target 
resilience level was set to 95% (Ψ  = 0.95). The parameters regarding      
are listed in Table 4-1. In order to solve this problem, a genetic algorithm (GA) 
was used which can handle both discrete design variables (i.e., redundancy) as 
well as continuous design variables (i.e., target reliability and target false and 
missed alarm rates). Table 4-2 shows the optimization results according to PHM 
implementation. Comparing two design results, PHM implementation resulted in 
50.46% decrease of       by reducing subsystem reliability   
  and 
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redundancy levels    as well as reducing missed rate    
  to prevent system 
failures. 
Table 4-1 Parameters of life-cycle cost model for resilience allocation problem
Cost Para.
Subsystem
EC SM PMP CYL
   
 
  
  5.0e-5 0.8e-5 1.0e-5 0.7e-5
  
  1.3
  1000
   
   
  
    3.3E-06 5.3E-06 6.7E-06 4.7E-06
  
    1.15
   
 
  
   0.5 0.8 1.2 1.5
  
   1.5 2.4 3.6 4.5
  
   5 8 12 15
Table 4-2 Resilience allocation results according to PHM implementation
Design
variable
Subsystem
Cost
EC SM PMP CYL
w/o 
PHM
  
  0.8916 0.8763 0.8786 0.9004    
  13.5792
   2 2 2 2    
    0
   
  0.0000 0.0000 0.0000 0.0000    
  8.9651
   
  1.0000 1.0000 1.0000 1.0000       22.5443
   , 
  0.9882 0.9847 0.9853 0.9901
w/ 
PHM
  
  0.7588 0.7636 0.7263 0.8166    
  3.8559
   2 2 1 1    
    2.9378
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   
  0.0353 0.0698 0.0117 0.0123    
  4.3746
   
  0.1317 0.0482 0.0355 0.0705       11.1683
   , 
  0.9966 0.9958 0.9818 0.9770
After solving this top-level problem, two bottom-level problems, i.e., RBDO 
and PHM design, are sequentially conducted for four subsystems to satisfy the 
allocated performance levels in Table 4-2. Among four subsystems, the hydraulic 
cylinder was selected in this case study to demonstrate the proposed RDSD-FA 
framework. In order to explore the performance of different hydraulic cylinder 
and PHM designs, the EHA simulation model of LMS Imagine.Lab AMESim in 
Chapter 3.2.2 was used. 
4.4.2 Step 2: Reliability-Based Design Optimization 
The first bottom level-problem performed RBDO for the hydraulic cylinder to 
satisfy the allocated target reliability level from the top-level resilience allocation 
problem in Chapter 4.4.1. Specifically, this aimed to optimize two design 
variables, the mean of piston diameter     , and the mean of cylinder rod
diameter     to satisfy the allocated target reliability of 0.8166 and minimize 
the cylinder volume regarded as the initial development cost. For cylinder
reliability, five performance constraints were considered shown in Figure 4-4
[11]. The EHA was requested to control the rod displacement to be 1cm at 0.5
sec, and disturbed by external loading at 2.0 sec. Under this operating condition, 
   and    are timeliness-relevant constrains, and    and    are robustness-
relevant constrains.    is to ensure the structural strength of the rod relative to 
the piston. 
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Figure 4-4 Five performance constraints of hydraulic cylinder
The RBDO problem corresponding to above description can be formulated as 
follow.
minimize
       ,    
				       ,      =   ∙          + (1 −  ) ∙   (   )
where 									  = 0.098, 	   =    ∙       /2 
 
,    =    ∙      /2 
 
subject to 	  = Pr ⋂   ( ) ≤ 0
 
      ≥  
  = 0.8166;
   ≤   ≤   ; 	   = (55.0	10.0);	   = (75.0	30.0);
where	 	 	 	    = ∫   ( ) −     ( )   
 
 
−    
   = argmin
 ∈[ . , ]
{  ( ) −     ( )  ≤     , } −   
   = ∫   ( ) −     ( )   
 
 
−    
   = min
 ∈[ , ]
{  ( ) −     ( ) } −     
   =   −   /  
(4.17)
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where   is weight factor of stroke volume;    and    are the volume of stroke 
and rod respectively;    is stroke length;  
  and    are the lower and upper 
boundary of design variables   =      ,      respectively;  ( ) and     ( )
are the actual and requested response at time  ;     is the critical normal 
control error;     ,  is the stabilization time criterion;    is the critical 
stabilization time;     is the critical disturbance control error;      is the 
critical disturbed steady-state error;   is the critical rod-to-piston diameter ratio
(  = 1/3);    and    are the diameters of piston and cylinder rod respectively. 
In EHA simulation, additional two random noise variables, the cylinder leakage 
coefficient      and the viscous friction coefficient     , were considered. The 
parameter values and the information of random variables are listed in Table 4-3
and Table 4-4 respectively.
Table 4-3 RBDO problem parameters
Parameter         ,               
Unit cm ∙ sec cm sec cm ∙ sec cm -
Value 0.25 0.03 1.05 0.06 0.02 1/3
Table 4-4 RBDO problem random variables
Random
variables
Unit
Distribution
Type Mean Std. dev.*
Design
-related
   mm Normal     2.0
   mm Normal     1.0
Noise
-related
   mm Normal 50.0 2.5
     L/min/Bar Normal 1.2E-3 6.0E-5
     N/(m/s) Normal 5000 250
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* Std. dev.: standard deviation
In order to solve RBDO problem of Eq. (4.17), interior point method and 
finite difference method with 0.1% perturbation level were used for optimization
and sensitivity analysis of objective and constraint functions respectively. For the 
computational efficiency, the adaptive-sparse polynomial chaos expansion (PCE) 
method with univariate sampling method was employed [101]. Table 4-5 shows 
the initial and optimized design variables with their reliability and objective 
function. In the initial design, cylinder reliability was not satisfied due to the low 
reliability of    and    . The optimization increased     , which enlarged 
effective rod end area and cylinder volume. This resulted in reluctance against 
external disturbance, and thus the reliability of    and    were increased. The 
optimization increased     as well to compensate the reliability loss of    due 
to the increase of     . As a result, the cylinder reliability was enhanced to satisfy
the target reliability allocated from Chapter 4.4.1 (   = 0.8166) with 13.14% 
increased initial development cost. For the verification of the design result, 
Monte Carlo simulation (MCS) with 10,000 samples was used resulting 
hydraulic cylinder reliability 0.8110 with five probabilistic constraints of 0.9920, 
0.9913, 0.9975, 0.8990, and 0.9197. 
Table 4-5 Initial and optimal design of hydraulic cylinder
Design
   
(mm)
   
(mm)
Pr	(   ≤ 0)
   
              
Initial 62.0000 22.0000 1.00001.00000.8220 0.29750.8639 0.1970 3.1981E4
Optimal 66.5695 23.8573 0.99360.99260.9975 0.90260.9158 0.8166 3.7257E4
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4.4.3 Step 3: PHM Design Considering False Alarms 
The second bottom-level problem designed a PHM unit for the hydraulic cylinder. 
Its objective it to optimizing PHM design variables to satisfy the target false and 
missed alarm rates while minimizing cylinder’s PHM development cost and 
cylinder total maintenance cost. The target false and missed alarm rates were 
allocated from the resilience allocation problem in Chapter 4.4.1, and the 
cylinder’s design was given from the RBDO in Chapter 4.4.2. 
A PHM unit aims at preventing two failure modes: the lubricant deterioration 
of the servomotor and the cross-line leakage of the hydraulic cylinder. The 
former failure mode is possibly caused by contamination, oxidation, wear, and 
erosion, and the latter by piston seal wear. They were simulated by increasing a 
servomotor viscous friction coefficient and a cylinder leakage coefficient
respectively. When those values exceeded five times initial healthy values, the 
hydraulic cylinder was defined to be failed. 
In a rigorous manner, the failure modes in PHM design problem should be 
same with those in RBDO problem. This is because RDSD employs a PHM unit
to detect and prevent failures that RBDO cannot resolve, so as to increase system 
resilience by   ∙ Λ   ∙ (1 −  ) as Eq. (3.1). However, the failure modes 
considered in RBDO are very easily diagnosed by a PHM unit, and thus not 
suitable to show various issues in PHM design problem. Therefore, this PHM 
design problem considers the lubricant deterioration and the cross-line leakage
failure modes different from those considered in RBDO. 
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For the PHM design variable vector     , sensor selection vector        
    , 
PHM algorithm selection vector     
   , and PHM algorithm parameter vector 
  
    were considered.        
    and     
    are logical vectors of which 
element    indicates whether the k-type sensor and the k-type PHM algorithm is 
used respectively. For the sensor selection, four sensors were considered as 
shown in Figure 3-3: a servomotor rotary speed sensor (R), a cylinder rod 
displacement sensor (D), a pressure sensor (P), and a servomotor temperature 
sensor (T). According to the sensor selection, the corresponding health features 
in Table 3-4 and Figure 3-5 were used for health assessment. For the PHM 
algorithm selection, three algorithms were considered: linear discriminant 
analysis (LDA) classifier [99, 102], support vector machine (SVM) with 
Gaussian kernel [99, 102], k-nearest neighbor (kNN) classifier with ten neighbors 
and Euclidean distance metric [99].   
    was defined to include the weights of 
false and missed alarms. False and missed alarm weights denote the significances 
of two false alarm rates, and a PHM model is trained differently according to 
their values. If false alarm weight increases, false alarm rate decreases and 
missed alarm rate may increase. This leads to the decrease of unnecessary 
maintenance cost from false alarms, and the increase of corrective maintenance 
cost from missed alarms. Thus, the optimization of false and missed alarm 
weights helps to decrease the total maintenance cost as well as life-cycle cost. 
The PHM unit design problem corresponding to above descriptions can be 
formulated as below.
75
find																		     =         
    ,     
    ,   
    
where													       
    = {   ,   ,    ,   }
																									    
    = {     ,      ,     }
																									  
    = {   ,    }
minimize 							            
      +         
where													     =    ∙    +    ∙    +    ∙    +    ∙   
																									   = 0.7;	   = 0.5;	   = 0.4;	   = 0.2;
subject	to							         ≤     = 0.0123
																									         ≤     = 0.0705
																									0 ≤    ,     ≤ 1
(4.18)
where    is an indicator function that is one if k-type sensor or algorithm is used 
or otherwise zero;     and     are the weights of false and missed alarm 
respectively;   ,   ,   ,    are the costs of R, D, P, and T sensor respectively. 
The PHM development cost      was assumed to be the total cost of employed 
sensors. The total maintenance cost    was calculated using Eqs. (4.12)-(4.15)
and the corresponding maintenance cost parameters in Table 4-1. False and 
missed alarm rates were evaluated using Eqs. (2.19)-(2.24). The information of 
random variables including additional three noise variables are tabulated in Table 
4-6.
Table 4-6 Statistics of EHA simulation model parameters
Category Component Parameter Unit Mean CoV
*
Health‐
related
(healthy)
Cylinder Leakage coeff. mL/min/bar 1.2 10%
Servomotor Viscous fric. coeff. Nm/(rev/min) 1E–4 10%
Noise‐
related
Cylinder Viscous fric. coeff. N/(m/s) 5000 5%
Load Loading @ 2 sec Nm 2000 20%
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Servomotor Temperature ℃ 25 50%
*CoV: coefficient of variation
In order to evaluate false and missed alarm rates according to different PHM 
designs, 400 sensory signal datasets were generated for training and testing of 
PHM model respectively (totally 400+400=800 datasets). The datasets include 
four health states (normal, cylinder failure, servomotor failure, and failure of both) 
evenly represented, i.e. 100 samples for each health state. Figure 4-5 shows the 
evaluated false and missed alarm rates according to different PHM algorithm 
selection     
    and false alarm weights   
    when using only rod 
displacement sensor (D). There exists trade-off tendency between    and   
according to the weights of false and missed alarms [103]. As false alarm weight 
    increases or missed alarm weight     decreases, false alarm rate   
decreases and missed alarm rate    increases. 
Figure 4-5 False and missed alarm rates with different weights and PHM 
algorithm
In order to solve the optimization problem of Eq. (4.18), a genetic algorithm 
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(GA) is used which can handle both discrete and continuous design variables. In 
order to find near-global minimum solution, the optimization was performed ten 
times repeatedly. Figure 4-6 shows the false and missed alarm rates of the 
optimized PHM designs with different PHM algorithms. Table 4-7 lists the 
details of the PHM designs. As false and missed alarm rates are variant because 
of the uncertainties in training and testing sample datasets, the evaluated false 
alarm rates are plotted with one standard deviation error bar. All three PHM 
designs satisfied the target false and missed alarm rates allocated from the top-
level problem in Chapter 4.4.1 (    = 0.0123,    = 0.0705). They all use the 
rotary speed sensor (R) which has two health features classifying four health 
states (see Figure 3-5 (a)), and the pressure sensor (P) which can analyze the 
uncertainty of health features due to the noise random variables (see Figure 3-5
(c)). And they all have large     over 0.8 to fulfill the constraint of the 
allocated target false alarm rate. 
Figure 4-6 Error bar of false alarm and missed rates
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Table 4-7 Optimal PHM designs of three PHM algorithm with their costs
#
       
        
   
  
    Cost
                                    
            +   
1 1 0 1 0 1 0 0 0.9 0.1 1.1 0.9341 2.0341
2 1 0 1 0 0 1 0 0.9 0.1 1.1 0.8867 1.9867
3 1 0 1 1 0 0 1 0.8 0.2 1.3 0.9208 2.2208
Among three algorithms satisfying the allocated target false and missed alarm 
rates, the algorithm with the minimum sum of      and    was selected. For 
the calculation of    in Eqs. (4.12)-(4.15), the mean values of false and missed 
alarm rates were used. The selected algorithm was SVM, of which false and 
missed alarm rates were generally lower than those of the other algorithms. Its 
mean false and missed alarm rates are 0.0037 and 0.0296, resulting in the
resilience of a hydraulic cylinder to be 0.9915 using Eq. (3.1). This is larger than 
the allocated resilience 0.9770 in Table 4-2. 
4.4.4 Comparison of Design Results from RDSD and RDSD-FA
This chapter compares the design results from the RDSD by Youn et al. [11] and 
the proposed RDSD-FA. RDSD was performed through the framework described 
in Chapter 2.1.2, and the results are listed in Table 4-8 with those from RDSD-
FA. In this table, PHM efficiency of RDSD is replaced with missed alarm rate of 
RDSD-FA (   ≒ 1 − Λ) as discussed in Chapter 3.2.1. 
In resilience allocation problem (RAP), the optimization problem 
formulations are different in terms of resilience measure, PHM development cost, 
and total maintenance cost as shown in Chapter 4.2. Thus, although target system 
resilience levels are equivalent as 95%, the allocated performance values are 
different. As the allocated target reliability    of RDSD is smaller than that of 
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RDSD-FA, initial development cost    of RDSD is smaller than that of RDSD-
FA in RBDO. In PHM design, RDSD does not have the constraint on false alarm 
rate (see Eq. (2.14)), and thus has high false alarm rate    resulting high 
unnecessary maintenance cost    . RDSD-FA has high PHM development cost 
because it employed more sensors to satisfy the allocated target false and missed
alarm rates. After the whole design, RDSD results in resilience of 0.8937 which 
does not satisfy the allocated target resilience Ψ  of 0.9889. This is because 
RDSD does not consider false alarms in RAP, and allocates inadequate target 
performances. This dissatisfaction can cause unexpected system unavailability 
with social and capital loss. Whereas RDSD-FA, which considers false alarms,
has the resilience Ψ   of 0.9915 satisfying the allocated target resilience Ψ
  of 
0.9770. Through this comparison, it is demonstrated that false alarms have an 
important role in system resilience, and the proposed RDSD-FA can design an 
resilient engineered system successfully. 
Table 4-8 Comparison of design results from RDSD and RDSD-FA
Hydraulic cylinder design RDSD RDSD-FA Difference
RAP
   0.7996 0.8166 2.13%
  1 1 0%
    - 0.0123 -
    0.0555 0.0705 27.03%
Ψ  0.9889 0.9770 -1.20%
RBDO    3.6980E+4 3.7257E+4 0.75%
PHM 
Design
   0.1240 0.0037 -97.02%
   0.0356 0.0296 -16.85%
     0.9 1.1 22.22%
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    0.1487 0.0045 -96.97%
    0.8697 0.8009 -7.91%
    0.1069 0.0813 -23.95%
     +    2.0253 1.9867 -1.91%
Ψ   0.8937 0.9915 10.94%
Ψ   ≥ Ψ
 ? No (-9.63%) Yes (+1.48%) -
4.5 Summary and Discussion
Recent engineering systems are getting high capacity and exposed to harsh 
operating conditions in order to achieve superior performance. This makes 
engineering systems unreliable and risky, resulting in rapid performance 
degradation and abrupt system failure with substantial social expense. Up-to-date, 
many techniques have been developed to achieve the required reliability level of 
the system. Among them, the resilience-driven system design (RDSD) by Youn 
et al. [11] is the system design technique that minimizes life-cycle cost while 
satisfying target resilience level. This design framework cohesively incorporate 
two techniques in design stage and operation stage: reliability-based design 
optimization (RBDO) and prognostics and health management (PHM). 
Compared to conventional approaches implementing RBDO and PHM 
respectively, RDSD can design an engineered system to be resilient in a cost-
effective manner by optimally allocating target performance levels to RBDO and 
PHM design problems. However, RDSD does not consider false alarms of PHM. 
This results in inaccurate resilience estimation and deficiency of performance 
allocation. The designed engineered system is prone to false alarms problems,
and cannot maintain its required performance as a designer intended. 
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In order to handle to this issue, this chapter proposed RDSD considering false 
alarms (RDSD-FA). RDSD-FA includes three hierarchical tasks: resilience 
allocation problem (RAP), RBDO, and PHM design. In RAP, the engineering 
resilience measure considering false alarms proposed in Chapter 3 is employed. 
Regarding the estimation of life-cycle cost, PHM development cost and total 
maintenance costs are revised to include false alarm rates. The results of RAP, 
target reliability, redundancy level, and target false and missed alarm rates, are 
transferred to RBDO and PHM design problem. In RBDO, the subsystems are 
designed to satisfy the allocated target reliability while minimizing initial 
development cost. The optimal design of RBDO is delivered to PHM design 
problem. As RBDO is not related to false alarms, it is equivalent to that of RDSD. 
In PHM design, a PHM unit is designed to satisfy the target false and missed 
alarm rates allocated from RAP while minimizing PHM development cost and
total maintenance cost. Compared to RDSD which does not consider false alarm 
rate, RDSD-FA can cope with false alarm problems and designs PHM more 
specifically to minimize life-cycle cost. In order to demonstrate RDSD-FA, the 
design problem of an Electro-hydrostatic actuator (EHA) is employed. The 
design from RDSD fails to satisfy the target resilience level whereas that of 
RDSD-FA satisfies successfully. 
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Chapter 5.Resilience-Driven System Design 
Considering Time-Dependent False Alarms 
(RDSD-TFA)
Resilience-driven system design considering false alarms (RDSD-FA) in Chapter 
4 presents the systematic approach for assigning resilience to an engineered 
system in a cost effective way. This can design a resilient engineered system 
time-efficiently through three hierarchical tasks: resilience allocation problem 
(RAP), reliability-based design optimization (RBDO), and prognostics and health 
management (PHM) design. However, there are two limitations which should be 
handled for the maturing of RDSD-FA.
Limitation 1) Inconsideration of time-dependent variability of an engineered 
system
As an engineered system operates, its health state changes due to health 
degradation by adverse events and health recovery by maintenance actions. 
Correspondingly, its reliability, false and missed alarm rates, and resilience also 
change along with time. However, they are regarded as time-independent or 
static values in RDSD-FA. Although this regarding helps to design an engineered 
system to be resilient in a time-efficient manner, the estimation of resilience and 
life-cycle cost becomes inaccurate resulting unexpected loss. Thus in order to 
design a resilient engineered system in a rigorous and accurate manner, time-
dependent variability of the system should be considered. 
Limitation 2) Difficulty in determining target resilience level
In RDSD-FA, a system and PHM are designed to minimize life-cycle cost 
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while satisfying target resilience level. Regarding target resilience level, its 
determination is one of major issues because it affects system failure prevention 
rate (i.e. resilience) as well as life-cycle cost. For example, the designs satisfying 
Ψ  = 0.95 and Ψ  = 0.9 9 have life-cycle costs of 45.9357 and 55.0199
respectively [11]. However, there is no relevant study about deciding target 
resilience level in a systematic approach. Additionally, considering time-
dependent variability of resilience, which is assumed to be static in RDSD-FA, 
its determination becomes more complicated. 
In order to handle two limitations, this chapter proposes RDSD considering 
time-dependent false alarms (RDSD-TFA). In order to handle the first limitation, 
the concept and quantification method for time-dependent false and missed 
alarms are newly proposed. Regarding the other two variables, time-dependent 
reliability has been investigated by other researchers [104-107], and time-
dependent resilience can be easily calculated based upon Eq. (3.1) if time-
dependent reliability and time-dependent false alarm rates are quantified. The 
consideration of time-dependent probabilities enables the life-cycle simulation of 
an engineered system. This enables to analyze time-dependent maintenance 
probabilities and life-cycle cost more accurately and rigorously compared to 
RDSD-FA. 
Regarding the second limitation, RDSD-TFA excludes the constraint of 
resilience, and thus the determination of target resilience level is not needed. In 
conventional design methodologies, objective function (e.g. total structural mass 
related to initial development cost) and constraint function (e.g. reliability related 
to maintenance costs) have different quantities which are exclusive to each other, 
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and thus they should be considered separately. However, in RDSD, the objective 
function, life-cycle cost, is related with resilience of constraint function. For 
example, higher target resilience increases initial development cost and PHM 
development cost, and decreases total maintenance cost. Therefore, the 
optimality of resilience constraint function can be evaluated in terms of life-cycle 
cost, and the constraint of resilience can be excluded. If target resilience level is 
lower than its optimum, system availability becomes lower, resulting excessive 
maintenance costs. If target resilience level is higher than its optimum, the 
system is conservatively designed with high initial development cost and PHM 
development cost. When LCC is minimized, the resulted resilience can be 
evaluated to be optimum.
This Chapter is organized as follows: Chapter 5.1 introduces the concept and 
quantification method of time-dependent false alarms. Chapter 5.2 presents
RDSD-TFA in detail. The case studies of a numerical example and an electro-
hydrostatic actuator (EHA) described in Chapter 5.3 demonstrates the feasibility 
and effectiveness of the proposed RDSD-TFA. Summary and discussion are 
discussed in Chapter 5.45.3. 
5.1 Time-Dependent False and Missed Alarms in PHM
The health state of an engineered system changes throughout its operation time. 
Thus, its health feature distribution, which is shown to be static in Figure 2-10
and Figure 2-11, is time‐dependent or time‐variant. Figure 5-1 shows the 
example of time‐dependent health feature    distributions at three time steps 
(  ,   , and   ). It is assumed that the health feature distribution and its variance 
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change together as operation time increases. This assumption is relevant to real 
engineering problems such as a power transformer [59], a liquid damage 
indicator (LDI) [108], and an organic light-emitting diode (OLED) [109]. At the 
initial time of   , the health feature is distributed smaller than both estimated and 
true health state criteria (i.e.,       and      ). Thus, the system is perfectly 
healthy and there is no false alarm. At time   , the health feature distribution is 
smaller than       ; however, some portion of it exceeds       . It results in a false 
alarm: the system is still utterly healthy, but a PHM unit estimates that system 
failure can occur. At time    , the health feature distribution exceeds      
partially and       totally. The system can be faulty and its false alarm rate 
becomes one according to Eq. (2.17). This means that the PHM unit will always 
estimate the healthy system to be faulty. Figure 5-2 shows the calculated time‐
dependent false alarm rate   ( ) and reliability  ( ) of Figure 5-1.  ( ) is 
the probability that a system survives at time  , and this is formulated as Eq.
(5.1). In this example,  ( ) is defined as Pr(  ( ) <      ).
 ( ) = Pr  E       
     ( )  (5.1)
In Figure 5-2, false alarm rate   ( ) cannot be estimated after the health 
feature distribution is totally beyond       . At this moment, the system is not 
healthy at all but totally faulty (i.e.,  ( ) = 0). Thus, it is impossible to evaluate 
the probability whether the healthy system is estimated to be healthy or faulty. 
Similarly, missed alarm rate is not quantifiable when an engineered system is 
totally healthy (i.e.,  ( ) = 1). 
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Figure 5-1 Example of time‐dependent health feature distributions
Figure 5-2 Example of calculated time‐dependent false alarm rate and reliability
As shown in the example above, the false alarm rate as well as missed alarm 
rate are not static, as stated in the previous research [11, 110-114]; rather, they 
are time‐dependent. Accordingly, the false and missed alarm rate formulations in 
Eqs. (2.15) and (2.16) need to incorporate time  , as shown below. 
  ( ) = Pr  E      
     ( ) E       
     ( )  (5.2)
  ( ) = Pr  E       
     ( ) E      
     ( )  (5.3)
where E       
     ( ) and E      
     ( ) are events of a truly healthy system and a 
truly faulty system at time  , respectively. E       
     ( ) and E      
     ( ) are the
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events where the system health state is estimated to be healthy and faulty at time 
 , respectively. 
In order to calculate the probabilities of Eqs. (5.2) and (5.3), a health 
estimation matrix of Table 2-3 is modified into Table 5-1 to incorporate the time 
 . As described in Chapter 2.2.2, its element      is the number of samples 
estimated to be   health state by PHM model given the true   health state. To 
quantify Table 5-1, Monte Carlo simulation (MCS) can be employed which 
generates random health feature samples. The samples are allocated to four 
elements in Table 5-1 according to the true and estimated health state by PHM 
model . Time‐dependent false and missed alarm rates can be quantified using Eqs. 
(5.4) and (5.5). In case of using MCS, time-dependent reliability can be estimated 
as Eq. (5.6) where   ( ) and   ( ) are the number of true healthy samples 
(  ( ) =    ( ) +    ( )) and the number of true faulty samples (  ( ) =
   ( ) +    ( )) at time   respectively. Regarding the false and missed alarm
rate quantification for multiple health states, including healthy and multi failure 
modes, please refer the approach described in Chapter 2.2.2. 
Table 5-1 Health estimation matrix of two health states
Health estimation 
matrix
Estimated health state
Healthy (H ) Faulty (F )
True
health 
state
Healthy (H)    ( )    ( )
Faulty (F)    ( )    ( )
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  ( ) =
   ( )
   ( ) +    ( )
(5.4)
  ( ) =
   ( )
   ( ) +    ( )
(5.5)
 ( ) =
  ( )
  ( ) +   ( )
(5.6)
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5.2 Resilience-Driven System Design Considering Time-
Dependent False Alarms (RDSD-TFA)
This chapter proposes resilience-driven system design considering time-
dependent false alarms (RDSD-TFA). First, the overview of RDSD-TFA 
framework is presented, and then its details will be followed.
5.2.1 Overview of RDSD-TFA Framework
RDSD-TFA aims at designing a resilient engineered system to minimize its life-
cycle cost. Its optimization problem can be formulated as below. 
minimize    ,     				              
   ,       
subject	to				    ,  ≤      ≤     , 
		    ,  ≤      ≤     , 
(5.7)
where     (∙) is the objective function and has various forms, depending on the 
system designer’s interest, such as mean value, maximum value, 95th percentile 
value, and the probability of exceeding an assigned budget.        is the life-
cycle cost of RDSD-TFA and it is function of system design variable vector 
     and PHM design variable vector     .     ,  and     ,  are lower and 
upper design boundaries of     ;     ,  and     ,  are lower and upper 
design boundaries of     . 
     and      are equivalent to   
  and   
    of RDSD-FA in Chapter 4,
but only difference of target design scope. In RDSD-FA, the top-level resilience 
allocation problem (RAP) of Eq. (4.1) allocates target performance levels (i.e., 
reliability, false alarm rate, and missed alarm rate) to subsystem components. 
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Each subsystem component and PHM unit is designed considering its own   
 
and   
    to satisfy the allocated target reliability and target false and missed
alarm rates as shown in Eq. (4.11). Whereas RDSD-TFA, which is without 
resilience constraint, does not allocate target performance levels to subsystem 
components. Thus, it cannot design subsystem components one by one. Instead, 
it designs a whole system considering all design variables at once (i.e.      =
   
 :   = 1,… ,   and      =    
   :   = 1,… ,   ). This may incur great 
computational cost, and possible solutions are surrogate modeling with adaptive 
sampling technique which reduces computational burden [115-117], and parallel 
and distributed computing which enables high performance computing [118].
       is formulated as a sum of initial development cost (    
  ), PHM 
development cost (    
   ), and total maintenance cost (    
  ) considering time-
dependent false alarms.
        
   ,      
					=     
         +     
          +     
       ,      
(5.8)
    
  is total incurred system development cost including component 
production cost, assembly cost, quality control cost, and so on.     
    includes 
hardware cost (e.g., sensor unit cost, signal processing unit cost, 
installation/maintenance cost) and software cost (e.g., algorithm training data 
acquisition cost, expert consulting fee, qualification cost).     
  is total 
maintenance costs including unnecessary, corrective, and predictive maintenance 
costs. As discussed in Chapter 4.3,     
  is affected by reliability, false alarm 
rate, and missed alarm rate, and thus it is a function of      related to reliability 
and      related to false and missed alarm rates.
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Figure 5-3 shows the overall framework of RDSD-TFA and the relationship
between key variables. This framework designs an engineered system resilient by 
optimizing      and      so as to minimize       . In order to estimate 
      , three tasks are required: system analysis for     
  , PHM analysis for 
    
   , and life-cycle simulation for     
  . Based upon the analysis of       , 
     and      are updated until convergence to minimal       , and this 
optimization is fourth task. The details of four tasks in RDSD-TFA are described 
below.
Figure 5-3 Overall framework of resilience-driven system design considering 
time-dependent false alarms
① System Analysis ② PHM Analysis ④ Design Opt.③ Life-Cycle Simul.
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5.2.2 Task 1: System Analysis
This task analyzes initial development cost     
  , time-dependent health feature 
and time-dependent reliability according to given design variables. As an 
engineered system operates, its health degrades gradually due to adverse events. 
This makes the engineered system vulnerable to failure, and reliability gets 
lowered as well as health features changes. The change of reliability and health 
features are affected by design variables. For example, an airborne retractable 
mechanical system fails mainly due to the wear of its hinge. This wear can be 
detected the increase of vibration and hydraulic pressure. It is shown that its 
time-dependent reliability can be enhanced by adjusting the length, orientation, 
and radiuses of rods [107]. 
Initial development cost is a complex function of various factors such as 
material quantity, material quality, machining precision, geometry complexity, 
assembly cost, quality check. Thus, it is usually replaced by mass or volume of 
material in mechanical design problems [21, 56, 119-121]. In order to analyze 
time-dependent health features and time-dependent reliability, failure mode 
needs to be defined first. There are multiple failure modes in an engineered 
system, and it is complex and inefficient to consider all of them. Among many 
failure modes, critical failure mode is selected based upon analysis on their 
frequency, consequence, and risk [122-124]. Then, health degradation of an 
engineered system can be modeled by exploiting the physics of failure (PoF) of 
the selected failure mode [124, 125], a regression analysis, or a continuous 
process based upon the data from an experiment or a simulation model [126-128]. 
Lastly, time-dependent reliability and time-dependent health features are 
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estimated according to the constructed health degradation model. The time-
dependent reliability can be quantified using the uncertainty propagation methods 
discussed in Chapter 2.1.1.1. The health features are defined to be capable of 
representing the health degradation as discussed in Chapter 2.2.1. For example, a 
water-cooled power generator fails mainly due to moisture absorption which can 
be detected by the increase of capacitance level on a stator bar surface [60]. A 
bearing of a rotating system deteriorates due to lubricant contamination, 
excessive load, and so on which can be diagnosed by statistical moments of 
vibration signals [129]. 
Figure 5-4 shows the example of time-dependent health feature and time-
dependent reliability analysis for brushless direct current (BLDC) fan. Among 
various failure modes, the bearing seizure mainly occurred due to lubricant 
deterioration is selected based upon the failure modes and risk analysis [122]. It 
is known that the life of bearing due to lubricant deterioration is mainly 
determined by lubricant temperature, operating fan speed, and limiting fan speed
[79]. Thus, the time-dependent reliability of BLDC fan can be modeled by 
estimating its life distribution. And this deterioration changes kinematic viscosity 
and dielectric constant, which can be used as health features[79]. As shown in 
Figure 5-4, the health features are affected by uncertainties in temperature, 
contamination material and their properties (i.e., viscosity and dielectric constant), 
and thus would be randomly distributed. 
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Figure 5-4 Example of analyze time-dependent health feature and time-
dependent reliability for brushless direct current (BLDC) fan
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5.2.3 Task 2: PHM Analysis
This task evaluates PHM development cost     
    and time-dependent false and 
missed alarm rates according to PHM design variables. PHM design variables, as 
described in Chapter 2.1.2.4, consist of hardware and software design variables. 
The hardware design variables are sensor type, sensor quantity, and their 
locations. The software design variables are the type of PHM algorithm and 
corresponding parameters. Correspondingly, PHM development cost is of 
hardware cost (e.g., sensor unit cost, signal processing unit cost, 
installation/maintenance cost) and software cost (e.g., algorithm training data 
acquisition cost, expert consulting fee, qualification cost). 
In order to analyze time-dependent false and missed rates, PHM model is 
trained and tested. Figure 5-5 shows the example of estimating time-dependent 
false and missed alarm rates when using two-dimensional health feature (i.e., 
    and    ) and linear classifier as PHM algorithm. In the training, the linear 
classifier is trained to minimize health state estimation error based upon training 
data in healthy and faulty health states (HS). The trained linear classifier is 
plotted as linear health state boundary, and this can differ from true health state 
boundary because of insufficient data, data uncertainty (e.g., measurement noise, 
variant operating conditions), improper PHM algorithm selection, inadequate 
parameters, and so on. And this discrepancy yields false and missed alarm
problems. In the testing, time-dependent false and missed alarm rates are 
calculated. The trained PHM model estimates the health states of the time-
dependent health features from Task 1. According to the true and estimated 
health states, the health estimation of Table 5-1 can be constructed, and then the 
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time-dependent false and missed alarm rates are calculated using Eqs. (5.4) and 
(5.5). At initial time, the health features (e.g. kinematic viscosity and dielectric 
constant) are small and the engineered system (e.g. BLDC fan) is obviously 
healthy with no false and missed alarm rates. As the health features increase and 
approach to the health state boundaries, false and missed alarm rates increase. 
When the health features go beyond the health state boundaries, the engineered 
system is clearly faulty, and false and missed alarm rates decrease. 
In the plot of time-dependent false and missed alarm rates in Figure 5-5, two 
alarm rates are not plotted for all the time; no false alarm rate for latter time and 
no missed alarm rate for initial time. This is because they are not quantifiable as 
the denominators of Eqs. (5.4) and (5.5) are zero. When the engineered system is 
perfectly healthy ( ( ) = 1), there is no faulty samples from Monte Carlo 
simulation (MCS). Thus, the denominator of Eq. (5.5) is zero and missed alarm 
rate is not assessable. When the engineered system is perfectly faulty ( ( ) = 0), 
there is no healthy samples and false alarm rate of Eq. (5.4) is not obtainable. 
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Figure 5-5 Time-dependent false alarm rates estimation 
5.2.4 Task 3: Life-Cycle Simulation 
This task performs the life-cycle simulation to estimate total maintenance cost
considering time-dependent reliability and time-dependent false and missed 
alarm rates. The total maintenance cost     
  is the sum of incurred maintenance 
cost for the designed life‐cycle.
    
  =   (  )
 
   
(5.9)
where   (  ) is the incurred maintenance cost at i‐th life‐cycle time    , and  
is the number of total time steps for the designed life‐cycle. Both     
  and 
  (  ) are random variables affected by uncertainty factors, such as 
manufacturing error, material property uncertainties, operating conditions, health 
degradation, and health restoration by maintenance actions. In order to estimate 
the costs and their uncertainties, this study proposes the life‐cycle simulation 
considering time-dependent false and missed alarms shown in Figure 5-6. This is 
   
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based upon a stochastic simulation that can trace the time‐dependent random 
variables, such as reliability  (  ), false alarm rate   (  ), missed alarm rate 
  (  ), and maintenance cost   (  ), at each time step. Specifically, a discrete-
time stochastic process, also called as a random sequence, is employed of which 
the index set is finite or countable [112]. Compared to a continuous-time 
stochastic process, this does not require complex calculation as well as can 
ensure high accuracy by minimize the interval between adjacent indices [130]. 
The details of the framework are explained below.
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Figure 5-6 Framework of life-cycle simulation for total maintenance cost analysis
Step 1) Initialization 
First, time index   and usage time    are initialized. The time index  
represents life-cycle time step ranging from one to   which corresponds to the 
end of the designed life-cycle time. The usage time    is relevant to the health 
degradation of an engineered system. It increases along with operation time, and 
becomes zero when system restoration or replacement occurs. 
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Step 2) Time‐dependent probability estimation (Reliability, false alarm rate and 
missed alarm rate)
From Step 1 and Step 2, the models of time-dependent reliability    ;      , 
false alarm rate     ;     ,      , and missed alarm     ;    ,       are 
obtained. By substituting the usage time    into three models, three probabilities 
at i-th time index can be estimated. 
    (  ) =     ;  
     (5.10)
     (  ) =      ;  
   ,       (5.11)
     (  ) =      ;  
   ,       (5.12)
where     (  ),      (  ), and      (  ) are reliability, false alarm rate, and 
missed alarm rate of life-cycle simulation (LCS) at i-th life-cycle time index 
respectively. 
Step 3) Event probability calculation
At each time step, there are four possible events: normal operation, 
unnecessary maintenance, corrective maintenance, and predictive maintenance. 
The probability of four events can be calculated using the probabilities from Step 
2. For example, unnecessary maintenance occurs when the given PHM model 
estimates a heathy engineered system to be faulty (i.e., false alarm). This yields 
the costs of unnecessary system shutdown, inspection, and unnecessary system 
replacement in case of incorrect inspection. Its probability    (  ) is the joint 
probability of the true healthy health state event E       
     (  ) and the faulty 
health state estimation event E      
     (  ). According to conditional probability 
101
theory,    
	 (  ) can be formulated as shown below.
   
	 (  ) = Pr  E      
     (  )E       
     (  ) 
= Pr  E      
     (  )|E       
     (  )  ∙ Pr  E       
     (  ) 
=      (  ) ∙     (  )
(5.13)
The other three event probabilities of normal operation   
	 (  ), corrective 
maintenance    
	 (  ), and predictive maintenance    
	 (  ), can be formulated in 
the same manner as Eq. (5.13). Table 5-2 lists the four events with their 
probabilities. 
Table 5-2 Four events and their probabilities in system operation
Health state
Result Event probability
True Esti.
Healthy
Healthy Normal operation
  (  ) =  1 −      (  ) 
∙     (  )
Faulty
Unnecessary 
shutdown & mnt.
   (  ) =      (  ) ∙     (  )
Faulty
Healthy
System failure
& corrective mnt.
   (  ) =      (  )
∙  1 −     (  ) 
Faulty
Failure prediction
& predictive mnt.
   (  ) =  1 −      (  ) 
∙  1 −     (  ) 
Besides the three maintenance actions (unnecessary, corrective, and 
predictive), another widely used maintenance strategy is preventive maintenance. 
This is also called scheduled maintenance, time‐based maintenance, or planned 
maintenance. It can be triggered by time (e.g., every three month) or usage (e.g., 
102
every 1,000 km driving). The cost analysis regarding preventive maintenance 
action has been investigated by many researchers [113, 131-135]. As preventive 
maintenance is not related to false and missed alarm issues and well investigated, 
it is not considered in this study.
Step 4) Event decision 
This step uses stochastic discrete event simulation to decide which of the four 
events occurs [136]. Stochastic discrete event simulation makes an array of 
probabilities for all possible events and then its cumulative sum, which is a 
discrete cumulative distribution, is taken. This is used to decide which event 
occurs by picking a uniformly distributed random number between zero and one. 
Figure 5-7 shows the example of event decision E(  ) at i-th life-cycle time 
index which is formulated as Eq. (5.14). 
E(  )
=  
E 
E  
E  
E  
: 0 ≤   <   (  )
:   (  ) ≤   <   (  ) +    (  )
:   (  ) +    (  ) ≤  
<   (  ) +    (  ) +    (  )
:   (  ) +    (  ) +    (  ) ≤   ≤ 1
(5.14)
where E  is the normal operation event, and E   , E   , and E   are the 
events of unnecessary, corrective, and predictive maintenance, respectively.   is 
the uniformly distributed random number from zero to one ( ~ (0,1)).
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Figure 5-7 Example of event decision
This event decision results in maintenance costs and a change in the usage 
time; these are relevant to the health degradation of an engineered system (Table 
5-3). In the normal operation event, there is no maintenance action and no 
maintenance cost. The operation time increases by Δ , which is the fixed time 
interval between the adjacent life‐cycle time steps (Δ  =      −   ), and thus the 
next time step usage time      would be    + Δ . Unnecessary maintenance 
yields costs of unnecessary system shutdown, unnecessary inspection, and – in 
the case of incorrect inspection – unnecessary system replacement. Depending 
upon the system shutdown time,      has a value between    (full shutdown & 
no operation) and    + Δ  (no shutdown & full operation). Corrective 
maintenance as a result of system failure and missed alarm involves system 
shutdown costs and system replacement costs. Predictive maintenance yields the 
costs of system shutdown, inspection, and potential failure correction. In this 
study, it is assumed that both corrective and predictive maintenance make
successful restoration, and thus, the health state is initialized to be as good as new 
with zero usage time (   = 0). In real applications, however, this is not always 
guaranteed and there are other restoration results that can occur, such as “worse 
than new” and “better than new” [14, 18, 128]. 
     
E    = E  : normal operation
Prob.0 1
      
 ~  0,1              
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Step 5) Life‐cycle maintenance cost and its uncertainty analysis 
Until the designed life-cycle time step    	(  = 1,… , ), the Steps 1~4 are 
iteratively processed. Then, the total maintenance cost     
  can be estimated by 
summing up the incurred maintenance costs (Eq. (5.9)). Its uncertainty can be 
analyzed by using Monte Carlo simulation (MCS), which repeatedly carries out 
the analysis framework shown in Figure 5-6. This results in the histogram of 
    
  , which can be used to evaluate the total maintenance cost and its 
uncertainty. 
Table 5-3 Maintenance cost and usage time update of four events
Event
Health state 
change
Cost 
  (  )
Usage time update 
    
Normal operation
E 
Health 
degradation
0    + Δ 
Unnecessary mnt. 
E  
Partial health 
degradation
       	~	   + Δ 
Corrective mnt. E  
Health 
initialization  
   0
Predictive mnt. E  
Health 
initialization
    0
5.2.5 Task 4: Design Optimization
This task optimizes a system design variable vector      and a PHM design 
variable vector      to minimize life-cycle cost        . The optimization 
updates      and      , and performs Task 1~3 to estimate       
iteratively until its convergence to minimum. 
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The design variables,      and      , have continuous values (e.g., 
geometric shape, material property, sensor location, and PHM algorithm 
parameter) as well as integer values (e.g., sensor type, PHM algorithm type, and 
subsystem redundancy). Thus, this optimization problem is a mixed-integer 
nonlinear programming (MINLP) problem, and can be solved using linearization
approaches for a mixed-integer linear problem (MILP) [42, 43] and meta-
heuristic algorithms [44, 45]. 
RDSD-FA in Chapter 4 consists of hierarchical tasks, and they optimizes 
     and      one by one. This is possible because each task concerns sole 
design variable vector:      of reliability-based design optimization (RBDO) 
and      of PHM design. Whereas RDSD-TFA optimizes      and      at 
once because they affect        as shown in Figure 5-3. As a result, RDSD-
TFA considers all design variables at once, and this results in high computational 
cost. In order solve this problem, surrogate modeling can be employed. Surrogate 
modeling, also called as response surface method or meta modeling, aims to 
construct a model emulating the responses of interest [116, 117, 137]. 
5.3 Case studies
This chapter includes two case studies: numerical example of life-cycle 
simulation, and electro-hydrostatic actuator (EHA) design. The first example 
helps to comprehend time-dependent false and missed alarm rates and life-cycle 
simulation for total maintenance cost estimation. The second example is to 
demonstrate the proposed RDSD-TFA by designing EHA. 
5.3.1 Numerical Example of Life-Cycle Simulation
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In order to perform a life-cycle simulation, time-dependent reliability and time-
dependent false and missed alarm rates are required as shown in Figure 5-3. In 
order to estimate three probabilities, (1) the health feature model, (2) the true 
health state model, and (3) the PHM model are needed. For the health feature 
model, the two-dimensional stochastic model of is assumed as shown in Eq. 
(5.15).
 
   (  )
   (  )
 ~   
  (  )
  (  )
  ,  
  
 (  ) 0
0   
 (  )
   (5.15)
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where health feature values    (  ) and    (  ) are assumed to follow 
multivariate normal distribution  (∙) with mean values (  (  ) =   (  ) =
0.2 + 0.6(  /100)) and standard deviation values (  (  ) =   (  ) = 0.01 +
0.04(  /100)) at usage time    . The contours of HF distribution at three levels 
(1%, 50%, and 99%) and six operation time steps (   = 0,20,… ,100) are shown 
in Figure 5-8 . This model assumption is quite relevant to real engineering 
problems. For example, the mechanical faults of a power transformer can be 
diagnosed with two health features: root mean square (RMS) and root mean 
square deviation (RMSD) of its tank surface vibration [59]. RMS and RMSD are 
increased together as the structural strength of a power transformer degrades. 
And RMS and RMSD are getting scattered as the uncertainty of health 
degradation is accumulated. Figure 5-9 shows the scatter plot of RMS and 
RMSD, which is comparable to Figure 5-8.
The true health state model        is set to be Eq. (5.16), which is plotted as 
the solid line in Figure 5-8. 
       =  
healthy	  ∶     +     − 1 < 0
	faulty	 	 ∶     +    − 1 ≥ 0
(5.16)
For the PHM model, the linear discriminant analysis (LDA) classifier is 
employed, which defines a linear boundary or surface between multiclass data by 
maximizing their separation [99]. The model is trained with randomly generated 
30 health feature samples from Eq. (5.15) at random usage time    between 0 
and 100. The training health feature samples in healthy and faulty health states 
are marked as point and cross in Figure 5-8, respectively. The trained PHM 
models is plotted as the dotted in Figure 5-8.
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Figure 5-8 Models for numerical example
Figure 5-9 Health features of power transformers [59]
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Based upon the assumed three models, time-dependent reliability, and time-
dependent false and missed alarm rates can be calculated. In order to estimate 
three time-dependent probabilities, ten thousand health features samples are 
randomly generated at every life‐cycle time step    using the health feature 
model. Based upon the true health state model and the PHM model, the health 
states of the generated health feature samples are estimated. According to the true 
and estimated health states, the health feature samples are counted into the health 
estimation matrix of Table 5-1. Then, three time-dependent probabilities are 
calculated using Eqs. (5.4), (5.5), and (5.6). The total life‐cycle step   is set to 
500 and its time interval Δ  is set to 0.5. 
The calculation results are shown Figure 5-10 and Figure 5-11. When the 
reliability is one at initial time steps in Figure 5-10, there are no faulty samples 
and so the missed alarm rate    cannot be calculated (Eq. (5.5)). In terms of 
the total maintenance cost analysis, this is not a problem, since it is multiplied by 
a zero failure rate (=1-reliability) in the calculation of maintenance probabilities 
(Table 5-2). As the health feature distribution approaches the boundaries of the 
true health state model and the PHM model, the probabilities change. When the 
system is restored through corrective or the predictive maintenance, the usage 
time    is initialized to zero and the probabilities go back to the initial state. In 
Figure 5-11, the corrective maintenance probability is higher than the other 
maintenance probabilities, as the missed alarm rate (the dotted line in Figure 5-10) 
is high. The incurred maintenance costs are one unnecessary maintenance (square 
marker), four corrective maintenance actions (cross markers), and one predictive 
maintenance (circle marker). Thus, the estimated total maintenance cost     
  is 
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equal to 1 ∗     + 4 ∗     + 1 ∗     . Assuming the costs of the three 
maintenance actions as     = 100,     = 1000, and     = 300, the     
 
is 4400.
Figure 5-10 Time‐dependent reliability, false alarm and missed alarm rates
Figure 5-11 Calculated event probabilities and decided events
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Figure 5-12 shows     
  histograms from MCS with 1000 simulations. As 
false alarm rate is low and missed alarm rate is high (Figure 5-10) resulting high 
corrective maintenance probability (Figure 5-11). Thus     
  mainly depends on 
the number of corrective maintenance occurrences, and its histogram disperses 
with the interval of the corrective maintenance cost (    = 1000).
Figure 5-12 Histogram of total maintenance cost from life-cycle simulation
One of efficient ways to minimize     
  is to adjust false and missed alarm 
weights. As discussed in Chapter 4.4.3, false and missed alarm weights denote 
the significances of false and missed alarm rates, and a PHM model is trained 
differently according to their values. Figure 5-13 shows the three standard 
deviation error bar of     
  according to the false alarm weight    . Increasing 
    decreases the false alarm rate and increases the missed alarm rate. This 
makes     
  converge to 5,000, which corresponds to the cost of five corrective 
maintenance events (    
  = 5 ∗     = 5,000 ). In contrast, decreasing    
increases the false alarm rate and decreases the missed alarm rate. This results in 
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    
  decrease at first, as the costly corrective maintenance is reduced. Then, 
    
  increases due to frequent, unnecessary maintenance. When    becomes 
zero,     
  converges to 50,000, which corresponds to the all‐time unnecessary 
maintenance costs for the entire designed life‐cycle (    
  = 500 ∗     =
50,000).
Figure 5-13 Error bar of total maintenance cost
Figure 5-14 compares the total maintenance costs according to false and 
missed alarm weights adjustment. When the mean total maintenance cost value 
(E     
   ) is minimized, the weight of two alarms are     = 0.3077 and 
    = 0.6923. This makes the false alarm rate increase and the missed FA rate 
decrease. Thus,     
  arises from unnecessary and predictive maintenance costs 
instead of from corrective maintenance costs. As the costs of the two 
maintenance events are comparable (c   = 100,     = 300) and smaller than 
   , the histogram is not dispersed but instead it is gathered and distributed with 
smaller costs than that without the weight adjustment.
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Figure 5-14 Histogram of total maintenance cost with alarm weight adjustment
From this numerical example, it is demonstrated that the life-cycle simulation 
is capable of estimating total maintenance cost considering time-dependent false 
and missed alarm rates. It analyzes system availability and incurred costs along 
with time in a probabilistic way. This helps a system operator to make an optimal 
maintenance planning such as spare part ordering, shutdown time, and restoration 
labor arrangement. Additionally, the analysis results can be utilized in modifying 
a system design and/or a PHM unit design properly as the false alarm weight 
optimization shown in this numerical example. 
In this numerical example, some of parameters are assumed to be 
deterministic. In real applications, however, they can be uncertain. For example, 
maintenance costs (i.e.,     ,     , and    ) change due to wage increase, 
spare/repair part cost change, maintenance error, and so on. Initial health state
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and its degradation are affected by manufacturing/assembly tolerance, initial 
defect, loading condition, and material property uncertainty. These parameter 
uncertainties result in unexpected     
  change, which is not desirable for a 
system operator. Thus, it is required to test the robustness of     
  in the 
presence of uncertainties. Regarding this issue, this research performed a 
sensitivity analysis of     
  as an example. The uncertainty of three 
maintenance costs (i.e.,    ,    , and    ) and the fault diagnosis model with 
the adjusted false and missed alarm weights were considered. One-at-a-time 
approach was employed which is the most common approach that changes one 
input factor at a time and observes output factor change [138]. Figure 5-15 shows 
the sensitivity analysis chart of mean     
  when changing each maintenance 
cost from 50% to 150%. It is shown that     
  is more sensitive to     and 
    than    . This is because unnecessary and predictive maintenances occur 
more frequently than corrective maintenance in the case of the fault diagnosis 
model with the adjusted false and missed alarm weights. This analysis result 
helps a system operator to make a proper maintenance plan in the presence of 
maintenance costs change. 
116
Figure 5-15 Sensitivity analysis results
5.3.2 Electro-Hydrostatic Actuator (EHA)
This case study aims at demonstrating the proposed RDSD-TFA by designing an 
electro‐hydrostatic actuator (EHA) introduced in Chapter 3.2.2. In the following, 
an overall EHA model is described first, and then its design results is analyzed. 
Figure 5-16 shows the overall EHA models and variables for life-cycle cost 
estimation considering time-dependent false and missed alarm rates. Please refer 
this figure to comprehend the details below.
The design objective of this case study is to make EHA resilient against two
failure modes, (1) disturbance control failure and (2) cross-line leakage failure, to 
minimize its life-cycle cost. The disturbance control failure occurs when the rod 
position control error exceeds pre-defined critical value. The rod position control 
error is the steady-state error of rod position as shown in Figure 4-4. This error 
occurs when actuator force fails to compensate external disturbance. The cross-
line leakage failure mode is one of major problems degrades the performance of 
EHA. This occurs in a hydraulic cylinder mainly due to wear of a piston seal 
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and/or a ring, and results in position change delay and force reduction [98, 139, 
140]. 
In order to simulate cross-line leakage failure, (1) the seal wear model and (2) 
the leakage coefficient model are used [98]. The wear model estimates the wear 
volume    due to squeezing stress and relative motion between a seal and 
cylinder piston surface. 
   =      | (̇ )|  
  
 
(5.17)
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Figure 5-16 Overall EHA models and variables for life-cycle cost estimation
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where    is wear coefficient,   is squeezing stress acting on a seal,  (̇ ) is 
the speed of relative motion between a seal and cylinder piston surface, and   
is sliding time. This is based upon Archard equation that wear volume is 
proportional to the work done by frictional force [141]. The leakage coefficient 
model estimates leakage coefficient       for the leak rate caused by pressure 
drop and percolation channel [140]. 
      =   
ℎ 
   
12   
(5.18)
where    is percolation channel shape correction coefficient, ℎ  is percolation 
channel height,    is the contact length of seal and cylinder,    is the contact 
width of seal and cylinder along axial direction, and   is working fluid viscosity. 
The percolation channel is caused by the roughness between seal and cylinder 
surfaces as shown in Figure 5-17.
Figure 5-17 Percolation channels due to roughness of contact surface [98]
The progress of seal wear decreases contact pressure between seal and 
cylinder resulting the increase of percolation channel height ℎ . It also decrease 
the contact width of seal and cylinder    according to Hertzian theory. As a 
result, the change of leakage coefficient       over time can be estimated 
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through the wear model and the leakage coefficient model. The details of the 
models are omitted. For the detail of the models, please refer the references of 
[98, 139, 140]. 
For EHA design variables, the mean of piston diameter     , and the mean of 
cylinder rod diameter     are considered. They are key design variables 
deciding the performances of a hydraulic cylinder [11] as well as its volume 
related to manufacturing cost. They affect piston diameter    and rod diameter 
   respectively which are random due to manufacturing error. Figure 5-18
describes    and    with the schematic diagram of a hydraulic cylinder. 
Figure 5-18 Schematic diagram of a hydraulic cylinder (double-acting)
The piston diameter    decides the contact length of seal and cylinder 
  (=    ) in Eq. (5.18), and thus affects the seal wear and the leakage 
coefficient [98]. Thus,    should be minimized to increase reliability against 
cross-line leakage failure. However, this decreases effective rod end area 
(=
 
 
   
  −   
   reducing actuator force which is the product of effective rod end 
area and cylinder pressure. Thus, the rod position control error can increase.. The 
rod diameter    is also related to the effective rod end area (=
 
 
   
  −   
  ). 
The decrease in    increases the effective rod end area, and this reduces the rod 
  
  
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position control error. However, if the rod becomes too thin, applied stress 
increases and fracture can occur.
As noise variables, the initial diameter of a seal, external loading torque on 
EHA, and viscous friction coefficient of servomotor are considered. The initial 
seal diameter is random due to manufacturing error and this affects the seal wear 
and the leakage coefficient. The external loading torque varies according to 
operating condition causing rod position control error shown in Figure 4-4. The 
viscous friction coefficient changes randomly along with lubricant temperature 
[79]. 
The aforementioned variables are used as inputs for the EHA simulation 
model of LMS Imagine.Lab AMESim [97]. This simulates the actuator position 
request under disturbance: the rod displacement is requested to be 1 cm at 0.5 sec, 
and loading torque disturbance by the external load occurred at 2.0 sec as shown 
in Figure 3-4. The types of sensor signal outputs are determined by sensor 
selection, which is one of PHM design variables. The considered sensors are a 
rotary speed sensor (R), a cylinder rod displacement sensor (D), and a cylinder 
pressure sensor (P). The example of their responses are shown in Figure 3-4. The 
simulated signals from selected sensors are processed to health features 
according to Table 3-4 of which instances are shown in Figure 3-5. 
The processed health features are used in PHM model which estimates the 
health state of EHA against cross-line leakage failure mode. The design variables 
of the PHM model are PHM algorithm type and the weights of false and missed 
alarms. For PHM algorithm, four classifier algorithms are considered: linear 
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discriminant analysis (LDA) classifier [99, 102], classification tree analysis [99], 
and weighted support vector machine (WSVM) [99, 102, 142, 143]. False and 
missed alarm weights determine the relative significances between false and 
missed alarm rates as shown in Chapter 4.4.3. They range from 0 to 1, and their 
summation is constrained to be 1. 
In order to quantify the time-dependent probabilities, Monte Carlo simulation 
(MCS) is employed. It generates random samples according to the 
aforementioned design variables and random variables. Their randomness 
propagate through the models, and this results in randomness in the true and 
estimated health states of the samples. The estimated health state is evaluated by
the PHM model, and the true health state is determined by the true health state 
model. The true health state model defines EHA as faulty when its rod position 
control error exceeds 0.2 cm or leakage coefficient exceeds 0.01 L/min/bar. 
According to the true and the estimated health states, the generated random 
samples are counted into the health estimation matrix of Table 5-1. Then, time-
dependent false and missed alarm rates are calculated using Eqs. (5.4) and (5.5). 
The time-dependent reliability is calculated based upon the true health states of 
the samples using Eq. (5.6). 
Based on the calculated time-dependent probabilities, the life-cycle simulation 
is performed to estimate the total maintenance cost     
  . In addition to the total 
maintenance cost, the initial development cost and the PHM development cost 
are required for estimating the life-cycle cost. The initial development cost is 
defined to be proportional to the material volume of the hydraulic cylinder as 
below.
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    
  =    ∙    (  ) +        +      ,     
where	  (  ) = 2 ∙    ∙
   
 
4
;	       =    ∙
   
 
4
;
     ,     =    ∙
       + 2   
 
−   
  
4
+ 2   ∙
    
  −   
  
4
;
(5.19)
where    is the cost coefficient of a cylinder;   ,   , and    are the length of a 
piston, a rod, and a cylinder respectively;    and    are the diameters of a 
piston and a rod respectively;    is the thickness of a cylinder. The PHM 
development cost is defined as total cost of the selected sensors. 
    
    =    ∙    +    ∙    +    ∙    (5.20)
where    is an indicator function that is one if k-type sensor is used or otherwise 
zero;   ,   , and    are the costs of a rotary speed sensor (R), a cylinder rod 
displacement sensor (D), and a cylinder pressure sensor (P) respectively. As a 
result, the life-cycle cost         is calculated by adding     
  ,     
   , and 
    
  together (Eq. (5.8)). 
Utilizing the above described models, the RDSD-TFA of EHA is conducted. 
The optimization problem is formulated as below. 
find 												    ,     
where								     =     ,      ;	 
    =         
    ,     
   ,   
    
																				       
    = {   ,   ,   };	    
    = {     ,       ,      }
																				  
    = {   ,    }
minimize 			             
   ,       
where									        
   ,      
(5.21)
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																									=     
         +     
          +     
       ,      
subject	to				55 ≤ 	    ≤ 75; 	15 ≤ 	    ≤ 35; 	  ∙     ≤     ;
																							0 ≤     ,     ≤ 1;	    +    = 1;
For the objective function of the optimization problem in Eq. (5.7) the 99% 
quantile function is used (    (      ) =    (      )). This objective helps to 
conservatively estimate life-cycle cost, and design EHA. The constraint of 
  ∙     ≤     is to avoid a weak rod relative to a piston where   is the critical 
rod-to-piston diameter ratio (  = 1/3). The parameters used in the models and 
the statistical information of random variables and are listed in Table 5-4 and 
Table 5-5. In Table 5-4, the random variables are categorized into two groups: 
unit-dependent and time-dependent. When a new EHA unit is introduced for first 
installation or replacement, its rod diameter, piston inner diameter, and initial 
seal diameter may differ from those of other units due to manufacturing error. 
These variables are assumed not to change over time, and called as unit-
dependent random variables. Whereas, viscous friction coefficient and external 
loading torque change randomly over time due to randomness in operating 
condition; they are called as time-dependent random variables. In Table 5-5, the 
predictive and corrective and maintenance costs (i.e.,     and     ) are 
formulated as a function of the initial development costs     
  . This is based 
upon the assumption that a faulty EHA unit is replaced by a new EHA unit.
Table 5-4 Statistical information of random variables in RDSD-TFA of EHA
Random
variables
Unit
Distribution
Type Mean Std. dev.*
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Unit-
dependent
Piston diameter    mm Normal     0.3
Rod diameter    mm Normal     0.2
Initial seal diameter mm Normal 3 0.05
Time-
dependent
External loading 
torque
Nm Normal 2000 400
Viscous friction 
coefficient
Nm/rpm Normal 1e-4 1e-5
* Std. dev.: standard deviation
Table 5-5 Parameters in RDSD-TFA of EHA
Parameters Value
Initial 
development 
cost model
Cost coefficient    [1/mm
3] 110
Piston length    [mm] 10
Rod length    [mm] 60
Cylinder length    [mm] 80
Cylinder thickness    [mm] 10
PHM 
development 
cost model
Rotary speed sensor cost    150
Displacement sensor cost    150
Pressure sensor cost    150
Maintenance 
cost model
Unnecessary maintenance cost     100
Predictive maintenance cost         
 
Corrective maintenance cost     1000+    
 
Uncertainty 
quantification
The number of random samples for time-
dependent probability estimation using health 
estimation matrix
1000
The number of life-cycle simulation 300
Life-cycle 
simulation
The number of total life-cycle time steps   500
Time interval between the adjacent life‐cycle 
time steps Δ 
1
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In order to show the importance of time-dependent false and missed alarm 
rates, and the effectiveness of the proposed RDSD-TFA, it is desirable to 
compare the design results from RDSD-TFA and RDSD-FA. But the comparison 
is infeasible because they are different in terms of total maintenance cost 
formulation. RDSD-TFA performs life-cycle simulation which estimates the 
number of maintenance occurrences even after its health restoration as shown in 
Figure 5-11. This enables to calculates total maintenance cost as the sum of 
incurred maintenance costs (see Eq. (5.9)). Whereas, RDSD-FA cannot estimate
the number of maintenance occurrences, and estimates the expectation value of 
total maintenance cost (see Eqs. (4.12)-(4.15)). As a result, two cost models are 
different and it is impossible to compare them. 
Instead of comparing design results from RDSD-TFA and RDSD-FA, the 
designs of initial, RDSD-TFA without PHM, and RDSD-TFA with PHM are 
compared as shown in Table 5-6. This helps to show how RDSD-TFA minimize 
life-cycle cost by assigning resilience, i.e., reliability and restoration, on an 
engineered system. The reliability is controlled by modifying system design 
variables      , and the restoration is realized by designing PHM design 
variables     . In order to solve the design optimization problem of Eq. (5.21), 
a genetic algorithm (GA) was used which can handle both discrete and 
continuous design variables. In order to find near-global minimum solution, the 
optimization was performed ten times repeatedly. The initial development cost 
    
  , the total maintenance cost     
  and the life-cycle cost        are 
random due to the random variables, and thus their objective values (i.e.,    (∙)) 
are listed. As    (      ) is         
  +     
    +     
   , this can slightly 
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different from the sum of         
    ,     
    , and         
    . The detail 
analysis regarding Table 5-6 is described below. 
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Table 5-6 Optimal design variables and resulting costs
Hydraulic cylinder design Initial
RDSD-TFA
w/o PHM w/ PHM
    
    	[mm] 65 71 71
    	[mm] 25 28 28
    
       
    = [  	  	  ] [0 0 0] [0 0 0] [1 0 1]
    
    = [    	     	     ] [0 0 0] [0 0 0] [0 0 1]
    - - 0.225
    - - 0.775
Cost
        
    303.323 345.366 345.484
    
    0 0 300
        
    18246.521 4036.097 1437.125
   (      ) 18549.383 4386.100 2085.467
In order to resolve this reliability issue, RDSD-TFA increased both mean 
values of piston and rod diameter (i.e.,     and    ). This reduced the control 
error as the dotted line in Figure 5-19, and EHA has no failure until about 130 
usage time steps as shown in Figure 5-20. As a result, the number of corrective 
maintenances was significantly reduced by three as shown in Figure 5-21. The 
other maintenance probabilities are zero because PHM is not implemented. In 
terms of costs, the initial development cost was increased by 13.86% (303.323à
345.366) and the total maintenance cost was reduced by 77.88% (18246.521 à
4036.097). 
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Figure 5-19 Time-dependent rod position control error of EHA
Figure 5-20 Time-dependent reliability of EHA
0 50 100 150 200
Usage time index
i
0
0.5
1
R
o
d
 p
o
s
iti
o
n
 e
rr
o
r 
(c
m
)
Time-dependent control error
Initial design
Optimal design
Failure thres.
0 50 100 150 200
Usage time index
i
0
0.2
0.4
0.6
0.8
1
R
e
la
ib
ili
ty
 R
(t
)
Time-dependent reliability
Initial design
Optimal design
130
Figure 5-21 Event probabilities of the design by RDSD-TFA without PHM
In Figure 5-20, meanwhile, the reliability of the optimal design was decreased 
faster than that of the initial design. This is because of the increase in the piston 
diameter. As explained above, the increase in the piston diameter raised the 
contact length of seal and cylinder   (=    ) in Eq. (5.18). This resulted in 
larger leakage coefficient as well as greater seal wear. Thus, the cross-line 
leakage coefficient increased faster and the reliability decreased faster than those 
of the initial design. Figure 5-22 shows the randomly generated samples of time-
dependent cross-line leakage coefficients from the initial and the optimal designs. 
The leakage coefficients of the optimal design reached the failure threshold 
earlier, and thus its reliability degraded faster than that of the initial design as 
Figure 5-20.
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Figure 5-22 Time-dependent cross-line leakage coefficient of EHA
For PHM design variables      , RDSD-TFA resulted in selecting two 
sensors of the rotary speed sensor (R) and the cylinder pressure sensor (P). The 
rotary speed sensor (R) is effective to diagnose cross-line leakage failure (see 
Figure 3-5 (a)), and the pressure sensor (P) can analyze the uncertainty of health 
features from external disturbance (see Figure 3-5 (c)). The reason for excluding 
the cylinder rod displacement sensor (D) is that the health feature from D sensor 
is highly correlated with that from R sensor as shown in Figure 3-5 (e) (Pearson 
correlation coefficient ρPearson=−0.9910). For the PHM algorithm, the weighted 
support vector machine (WSVM) with the lowest total maintenance cost was 
selected. Its false and missed alarm weights,     and    , were optimized as 
0.225 and 0.775 to reduce missed alarm rates resulting costly corrective 
maintenance. 
As a result of PHM design, the corrective maintenances were replaced with 
the unnecessary and predictive maintenances as shown in Figure 5-23. The 
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corrective maintenance probability was decreased to zero, and other probabilities 
were increased. This PHM implementation reduced the total maintenance cost by 
64.39% (4036.097 à 1437.125), but caused the PHM development cost of 300 
from employing two sensors (i.e., R and P sensors). 
Figure 5-23 Event probabilities of the design by RDSD-TFA with PHM
The overall effectiveness of RDSD-TFA is shown in Figure 5-24. This figure
shows the one standard deviation error bar of maintenance occurrences. It is 
noted that the costly corrective maintenance was eliminated via the two 
properties of resilience: reliability and restoration. The reliability was improved 
by adjusting system design variables     , and the number of system failures 
(i.e., corrective maintenances) was reduced. The restoration property was 
realized by designing PHM design variables     , and the system failures were 
totally prevented. In assigning this resilience property, the initial development 
cost     
  and the PHM development cost     
    were increased, and the total 
maintenance cost     
  was significantly decreased. 
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Figure 5-24 Error bar of maintenance occurrences
As a result, RDSD-TFA reduced the 99% quantile of life-cycle cost 
   (      ) by 88.76% compared to that of the initial design. Figure 5-25
shows the histogram of life-cycle costs. The initial design life-cycle cost is 
widely distributed as its corrective maintenance occurrences are quite random as 
Figure 5-24. The life-cycle cost of the deign from RDSD-TFA with PHM is 
dispersed with the interval of the unnecessary maintenance cost (    = 100).
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Figure 5-25 Histogram of life-cycle cost
5.4 Summary and Discussion 
Resilience-driven system design (RDSD) aims at designing an engineered system 
to be resilient by cohesively incorporating reliability-based design optimization 
(RBDO), and prognostics and health management (PHM) design. The resilient 
engineered system can maintain its performance by resisting and recovering 
against adverse events. As a result, this helps to enhance system availability and 
reduces life-cycle cost.
However, conventional RDSD is of two major limitations. First, it does not 
consider time-dependent variability of an engineered system. As an engineered 
system deteriorates, its reliability, false alarm rate, missed alarm rate, and 
resilience also change. But, these are regarded as time-independent or static in 
conventional RDSD. Second, there is no systematic approach to determine target 
resilience level. RDSD optimizes design variables to satisfy target resilience 
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level. Thus, the design result of RDSD depends on target resilience level, and its 
determination is one of most important concerns. However, there is no research 
regarding its determination. 
In order to resolve these two limitations, this chapter proposed RDSD 
considering time-dependent false alarms (RDSD-TFA). In order to incorporate 
systems’ time-dependent variability, time-dependent false and missed alarm rates 
are newly proposed, and life-cycle simulation method is adopted. And the target 
resilience constraint is eliminated, and its optimality is evaluated in terms of life-
cycle cost instead. The framework of RDSD-TFA is different from that of 
conventional RDSD, and consists of four tasks: system analysis, PHM analysis, 
life-cycle simulation, and design optimization. 
Table 5-7 lists the differences between RDSD-FA and RDSD-TFA. 
Compared to conventional RDSD, RDSD-TFA can estimate life-cycle cost 
accurately and rigorously without concerning target resilience constraint. 
However, it is of greater computational cost to analyze an engineered system in 
time-domain. And, it requires many information to analyze and model the time-
dependent characteristics of an engineered system. Thus, it is recommended to 
select the adequate design method according to given information and computing 
power. 
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Table 5-7 Comparison of RDSD-FA and RDSD-TFA
RDSD-FA RDSD-TFA
Pros
- Fast design optimization via 
hierarchical framework
- No need for time-dependent 
variable information
- Accurate and rigorous life-
cycle cost estimation
- No target resilience constraint
Cons
- Inaccurate life-cycle cost 
estimation
- Subjective issue of determining 
target resilience level
- High computational cost
- Need for time-dependent 
variable information 
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Chapter 6.Conclusions 
6.1 Summary and Contributions
In this dissertation, an advanced resilience engineering considering false alarms 
has been proposed that analyzes and designs a resilient engineered system in an
accurate and rigorous manner. This consists of three research thrusts: 1) 
resilience analysis considering false alarms, 2) resilience-driven system design 
considering false alarms (RDSD-FA), and 3) resilience-driven system design 
considering time-dependent false alarms (RDSD-TFA). The contributions and 
significance of the research are summarized as follows.
Contribution 1: Accurate Estimation of System Resilience Considering False 
Alarms
In this dissertation, a resilience measure is newly formulated to consider false 
alarms. According to conditional probability theory, false alarm rate as well as 
missed alarm rate are quantified using a uncertainty propagation method and 
health estimation matrix. Based upon the analysis on resilience scenarios, the 
new resilience measure is formulated in a probabilistic manner. This consists of a 
passive survival rate and a proactive survival rate, and can evaluate system 
availability loss due to both false and missed alarms. 
The conventional resilience measure does not consider resilience loss due to 
false alarms, and can estimate system resilience larger than actual. This 
inaccurate estimation results in unexpected system unavailability with social and 
financial loss. Whereas, the new resilience measure considering false alarms can 
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accurately estimate system resilience. In addition, the new measure facilitates 
resilience analysis of on-site operating systems while still being applicable to the 
design of new resilient systems with minimized life-cycle cost. The proposed 
resilience measure is expected to help a system operator as well as a designer to 
make a decision on an engineered system. The system operator refers system 
resilience in estimating system availability, and makes an adequate maintenance 
plan (e.g., spare part ordering, shutdown time, restoration labor arrangement) to 
minimize operation and maintenance costs. The system designer analyzes the 
causes of low system resilience (e.g., low reliability, high false alarm rate, or 
high missed alarm rate), and suggests a way to retain required system resilience 
in a cost-effective manner. 
Contribution 2: Advances in Resilience-Driven System Design Considering 
False Alarms (RDSD-FA)
Second contribution is to advance a resilience-driven system design 
framework by considering false alarms (RDSD-FA). This designs a complex 
engineered system to satisfy target resilience level while minimizing its life-cycle 
cost. The framework consists of three hierarchical optimization problems: 
resilience allocation problem (RAP), reliability-based design optimization 
(RBDO), and prognostics and health management (PHM) design. RAP allocates 
target performance values (reliability, false alarm rate, and missed alarm rate) to 
RBDO and PHM design. RBDO designs an engineered system to satisfy the 
allocated target reliability while minimizing initial development cost. PHM 
design optimizes the PHM unit configuration to satisfy the allocated false and 
missed alarm rates while minimizing PHM development cost and total 
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maintenance cost. 
The previous RDSD does not consider false alarms, and a designed 
engineered system is of insufficient resilience and prone to false alarm problems. 
This makes the system unavailable resulting unexpected financial loss. Whereas 
RDSD-FA considers false alarms, and allocates appropriate target performance 
values to satisfy target resilience level. And, a PHM unit is designed specifically
to manage false alarm problems as well as missed alarm problems. As a result, 
the designed system can fulfill the expected target resilience, and maintain its 
performance with minimized life-cycle cost. 
Contribution 3: Development of Resilience-Driven System Design 
Considering Time-Dependent False Alarms (RDSD-TFA)
Third contribution is to develop a resilience-driven system design framework 
considering time-dependent false alarms (RDSD-TFA). This considers time-
dependent variability of an engineered system, and analyzes time-dependent 
variables and probabilities. RDSD-TFA aims at designing an resilient engineered 
system to minimize its life-cycle cost. The framework of RDSD-TFA consists of 
four tasks: system analysis, PHM analysis, life-cycle simulation, and design 
optimization. The system analysis evaluates initial development cost and 
analyzes the degree of health degradation in terms of time-dependent reliability 
and sensory signal changes. The PHM analysis calculate PHM development cost 
and estimates time-dependent false and missed alarm rates using sensory signals 
from the system analysis. The life-cycle simulation analyzes time-dependent 
event probabilities and total maintenance costs based upon the estimated time-
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dependent probabilities (i.e., reliability, false alarm rate, and missed alarm rate). 
The design optimization calculate life-cycle cost by adding three costs, and 
updates system design variables and PHM design variables until the convergence 
to the minimal life-cycle cost.
In RDSD-FA, reliability, false and missed alarm rates, and resilience are 
considered to be time-independent or static. This regarding results in inaccurate 
life-cycle cost estimation, and thus exposes the designed system to unexpected 
financial loss. Whereas, RDSD-TFA considers considering the time-dependent 
variability of an engineered system, and estimates life-cycle cost in an accurate 
and rigorous manner. This helps to design an engineered system more precisely 
to minimize the life-cycle cost. In addition, one of major concerns in RDSD-FA 
is to determine target resilience level. According to its value, the design of 
system and life-cycle cost are changed. RDSD-TFA resolves this issue by 
eliminating a resilience constraint function. Instead, it evaluates the optimality of 
target resilience value in terms of life-cycle cost minimization. 
6.2 Suggestions for Future Research
This dissertation is elaborated to advance resilience engineering by considering 
false alarms. But there still exist several issues to be solved for the maturing of 
resilience engineering further. The details of the issues are listed as follows. 
Issue 1: Diversity of resilience measure
In current engineering field, the definition and metric of resilience are not 
unified. Whenever researchers attempt to apply resilience engineering, they have 
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to compare and find out which resilience metric is suitable among many 
resilience measures. In order to solve this problems, it is necessary to suggest the 
general concept of resilience as well as its metric.
Issue 2: Computational cost in false and missed alarm quantification 
In order to quantify false and missed alarm rates, sampling-based uncertainty 
propagation method is employed. This method is generally applicable to various 
problems and has high accuracy, but requires high computational cost. In order to 
analyze system resilience as well as design a resilient engineered system, a
computationally efficient quantification method for false and missed alarm rates 
is required. 
Issue 3: Computational cost of design optimization
Designing a resilient engineered systems necessitates high computational cost 
due to numerous variables including system design variable, PHM design 
variable, and random variable. In RDSD-TFA, this computational cost will be 
much higher as it considers system variability over time. Therefore, it is required 
to make RDSD-FA and RDSD-TFA time-efficient. 
Issue 4: Difficulties in parameter setting
In RDSD-FA and RDSD-TFA, there are many parameters to be determined 
such as cost model parameters, maintenance costs, and target total life-cycle time. 
They highly affect the design results, and thus should be determined carefully. 
Regarding cost-related parameters, they would be uncertain due to parameters 
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estimation uncertainty, deficiency of supply chain for spare parts, shutdown time 
uncertainty, inspection and maintenance error, net discount rate of money, and so 
on [144, 145]. The guideline to determine adequate parameters and the 
consideration of uncertainties in cost-related parameters need to be investigated. 
Issue 5: Other infant mortality failure
There are mainly three types of failures in life-cycle of an engineered system: 
infant mortality failure, constant or random failure, and wear out failure [146]. 
Among them, the infant mortality failure is not considered in this study. This 
occurs due to factors which are not considered in design stage such as design 
blunder, manufacturing defects, transportation error, and installation error. The 
infant mortality failure result in high failure rate at early operation stage or burn-
in stage. Thus, this needs to considered in future works to design a resilient 
engineered system in a rigorous and accurate manner. 
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Appendix    
Table A-1 Definitions and measures of resilience in various research areas
Research 
area
Definition Measure Ref.
Psychology
process of 
negotiating, 
managing and 
adapting to 
significant sources 
of stress or trauma
- various measures (about 15 
measures)
- different purpose, survey items, and 
target population
- ex: Connor-Davidson resilience 
scale (CD-RISC), resilience scale for 
adults (RSA), and brief resilience 
scale (BRS) 
[147]
Ecology
speed with which a 
system returns to its 
pre-disturbance 
level following a 
disturbance
- Resilience	RL(  ) =
 |  |
|  | |  |
− 1
- D0: response difference at the end 
of disturbance (t0) with respect to 
initial response
- Dx: current response difference (tx) 
with respect to initial response
[9]
Economy
policy-induced 
ability of an 
economy to recover 
from or adjust to the 
negative impacts of 
adverse exogenous 
shocks and to 
benefit from positive 
shocks
- composed of four components: 
macroeconomic stability, 
microeconomic market efficiency, 
good governance and social 
development
- subjective variable selection and 
weight allocation for the summing of 
four components 
[10]
Environ-
mental 
science
capability to 
withstand climate-
related disasters 
from a community 
perspective
- Climate Disaster Resilience Index 
(CDRI): weighted average of 125 
variables from five dimensions: 
economic, institutional, natural, 
physical, and social
- subjective questionnaire and 
weighting scheme
[148]
Civil 
engineering
normalized function 
indicating capability 
to sustain a level of 
functionality or 
performance for a 
- resilience index of infrastructure Ri
is the time-averaging of functionality 
Qi for period Tc
   =  
  ( )
  
  
 
  
[13]
167
given building, 
bridge, lifeline, 
networks, or 
community over a 
period of time (life 
cycle, life span, etc.)
- regional resilience index is the 
weighted average of the 
infrastructure resilience index
  =     ×   
 
- the weight coefficient wi is 
calculated from a modified version 
of the interdependence index
ability to prepare for 
and adapt to 
changing conditions 
and withstand and 
recover rapidly from 
disruptions
- rates of performance change from 
incident time    , through failure 
time    to recovery time   
considering failure profile   and 
recovery profile  
Resilience	   =
   +  Δ   +  Δ  
   + Δ   + Δ  
-   and   are the performance 
change rates during failure duration 
Δ   =    −    and recovery 
duration Δ   =    −   
respectively
[14]
capacity of a system 
potentially exposed 
to hazards to adapt 
by resisting or 
changing in order to 
reach and maintain 
an acceptable level 
of functioning
- the resilience of a traffic network 
impacted by extreme weather events
- the normalized area over an 
exhaustion curve by the traffic 
network to measure how far the 
system is from complete exhaustion 
(0~100%)
[149]
Industrial 
and system 
engineering
ability of a system to 
bounce back
- the ratio of recovery to loss at 
previous time point 
 (  ) =
 (  ) −  (  )
 (  ) −  (  )
-  (∙): a	specific	figure	of	merit
-   : resilience	evaludation	time
-    : disruptive	event	end	time
-   : initial	stable	state	time
[150]
Mechanical 
engineering
degree of a passive 
survival rate 
(reliability) plus a 
proactive survival 
rate (restoration)
- resilience = reliability + restoration
- reliability: ability to maintain 
capacity and performance during a 
given period of time under stated 
conditions
- restoration: ability to restore 
[11]
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capacity and performance by 
detecting, predicting, and 
maintaining
degree of a passive 
survival rate 
(reliability) plus a 
proactive survival 
rate (restoration) 
plus recovery 
capability 
(recoverability)
- engineering resilience = reliability 
+ restoration + recoverability 
- recoverability: probability to 
recover a failed component or 
systems at a given time
[17]
ability of a system to 
recover to its normal 
operating condition 
after occurrence of 
one or more 
disruptive events
- combining the measure by Youn et 
al. [11] with vulnerability
- time-dependency of reliability is 
considered
[18]
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Abstract(Korean)
복잡한 공학 시스템에 대한 오경보를 고려한
리질리언스 해석 및 설계 방법론 연구
서울대학교 공과대학
기계항공공학부 대학원
윤 정 택
공학 시스템은 생애주기에 걸쳐 다양한 불확실성에 노출되며, 이로
인해 목표 성능을 충족시키지 못할 경우 사회적, 경계적, 인적 소실을
야기하게 된다. 이에 대한 해결 방안 중 하나로 리질리언스 주도 설계
기술 (resilience-driven system design; 이하 RDSD)이
개발되었다. RDSD는 건전성 예측 및 관리 기술 (prognostics & 
health management; 이하 PHM)을 설계에 도입함으로써 비용
효율적인 고장 예방을 가능케 하였다. 하지만, RDSD는 PHM의 고장
오경보 현상을 고려하지 않는 한계점을 갖는다. 고장 오경보는 건전한
시스템을 고장이라 추정하는 현상으로, 불필요한 시스템 정지 및 검사
비용을 야기하여, PHM과 RDSD의 기술적 효용성을 떨어트리게
된다. 따라서, RDSD의 기술적 약진과 실적용을 도모하기 위해서는
고장 오경보 현상을 해결해야 한다.
본 논문에서는 고장 오경보의 고려를 통해 리질리언스 해석 및
설계 방법론을 개선하고자 하며, 이를 위해 세 가지 연구 주제를
제안한다. 첫 번째 주제는 오경보를 고려한 리질리언스 분석으로, 
공학 시스템의 리질리언스 시나리오 분석에 기반해 리질리언스 지수를
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새롭게 정식화 한다. 이 지수는 고장 오경보로 인한 리질리언스의
저하를 분석함으로써, 정확한 리질리언스 추정을 가능케 한다. 두
번째 주제는 고장 오경보를 고려한 리질리언스 주도 설계 방법론이다. 
이는 3단계의 계층적 요소로 구성된다. 먼저 목표 리질리언스 지수를
만족하면서 생애주기비용을 최소화하기 위해, 목표 신뢰도와 목표
오경보 및 유실경보율을 최적화한다. 이후 신뢰성 기반 최적 설계
(reliability-based design optimization)를 통해 목표 신뢰도를
확보하고, PHM 설계를 통해 할당된 목표 오경보 및 유실경보율을
충족시킨다. 세 번째 주제는 시변(時變) 오경보를 고려한 리질리언스
주도 설계 방법론이다. 기존의 설계 방법론들은 시스템의 건전성
상태를 시불변(時不變)하다 간주하였으나, 실제 시스템은 운행에 따라
점진적으로 건전성이 저하된다. 본 연구에서는 시변성을 분석하기
위해 시변 오경보율 및 유실경보율에 대한 개념을 새롭게
제안하였으며, 생애주기 시뮬레이션을 통한 총 유지보수 비용 분석
방법론을 개발하였다. 이를 통해 생애주기비용을 보다 엄밀하고
정확하게 추정할 수 있게 되었으며, 이를 최소화하는 방향으로
시스템과 PHM의 설계를 최적화였다. 본 연구에서 제안한 방법론들은
이론적 분석과 사례 연구를 통해 그 효용성을 입증하였다.
주제어 :리질리언스 (resilience)
신뢰도 (reliability)
건전성 예측 및 관리 (prognostics & health 
management)
고장 오경보 (false alarm)
시스템 설계 (system design)
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