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究」 (代表者山内博) (2016年12月5日 -8 日) での講演 (12月5日、発表者吉野大樹)
の記録です。
わたしたちはアソシエーションスキームの標準加群に興味を持って研究してきま
した。この報告書では、conferece graph [4, §10.2] から得られるアソシエーションス
キームとクラス2非対称アソシエーションスキームを同時に扱える、half‐case アソ




アソシエーションスキーム S に対し、標数 p の体 K上の隣接代数 KS は半単純でな
いことは、 p が S の位数を割りきらないことと必要十分です。 p が S の位数を割り
きらないなら、 KS は多項式代数 K[x] の商代数 K国 /(x^{3}) と同型になります。([7,
Theorem 10 and Theorem 12]) したがって、 \overline{x}\in K[x]/(x^{3}) に対応する隣接代数の元
A_{1}-A_{2} に注目していきます。標数 p での A_{1}-A_{2} のrank をrankp (A_{1}-A_{2}) と書き、






すなわち、素数 p が Sの位数をちょうど1回割り切るとき、rankp (A_{1}-A_{2}) が一定
になるということについても説明します。また、 p-‐rankと標準加群の構造の関係に
対して、 A_{1}-A_{2} を用いる理由についても解説します。
全体の流れを書きます。§2では、conference matrix を定義し、そのサイズと p‐rank








形符号を考えます。また、その最小距離や weight distribution を考え、また、いくつ
かの例や実験の結果を説明します。
この報告書で使う記号を定義します。 I で単位行列、 Jで全成分が1である行列、
O で零行列を表します。また、行列 M に対して、 {}^{t}M で M の転置行列を表します。
pは素数を表し、標数 pの体を $\Gamma$_{\mathrm{p}} とかきます。有理整数環 \mathbb{Z} 上の行列 M に対し、 M
の p‐rank を M の $\Gamma$_{p} 上での rank で定義し、rank $\tau$(M) とかく。
2 Conference matrices and their p‐ranks
この章では、conference matrix を定義し、いくつかの性質を与える。
m\times m行列 C がサイズ m のconference matrix であるとは、 C が次の条件を満た
すときにいう:
(1) C の対角成分が 0、その他の成分は1または一1
(2) {}^{t}CC=(m-1)I
conference matrix C は C^{t}C=(m-1)I も満たしていて、これらの性質はいくつ
かの行や列を -1倍しても保たれる。そのため、conference matrix C と C' に対し、
C'=DCD' を満たす対角行列で、対角成分が \{1, -1\} である行列 D と D' が存在す
るとき、 C と C' は同値であるという。 C と C' が同値であるとき、任意の素数 p に
対して rankp (C) とrankp (C') は等しくなる。conference matrix の性質は [12, §18] と
[2, §52] に書かれている。
サイズ m のconference matrix が存在するなら、 m は1または偶数である。([2,
§52]) 以下では、自明な例外を除くために、 C と書いたらサイズが m\geq 4のconference
matrix を表すことにする。そのため、 mは常に偶数で考える。conference matrix Cが
{}^{t}C=C (または {}^{t}C=-C ) を満たすとき、対称 (または歪対称) という。conference
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matrix C は、 m\equiv 2 (\mathrm{m}\mathrm{o}\mathrm{d} 4) であるとき対称 conference matrix と同値になり、 m\equiv 0
(\mathrm{m}\mathrm{o}\mathrm{d} 4) であるとき歪対称 conference matrix と同値になることは簡単に分かる。さ
て、conference matrix のいくつかの性質について考える。
命題2.1. p\uparrow m-1 ならば、rankp (C)=m。 p| m‐lならば rankp (C)\leqq m/2。特
に、 p|m-1 and p^{2}\{m-1 ならば、rankp (C)=m/2。
combinatorial design に対しても、[8] において似た結果が得られている。
conference matrix のかrank は素数 p がp|m-1 と p^{2}fm-1 を満たすとき、サイ
ズ mのみによって決まる。しかし、 p^{2}|m-1 のとき、一般には m に対してp‐‐rank
は一定ではない。そのような例をRemark 3.6で示す。
1 \leqq  k \leqq  m に対し、conference matrix C = (cij) が任意の \ell \neq  k で \mathcal{C}_{k}p = 1
と c_{\ell k} = (-1)^{m/2+1} を満たしているとき、 k で正規化されているという。conference
matrix C と 1\leqq k\leqq m に対し、対称か歪対称な conference matrixC であって、 k で
正規化されているものがただ1つ存在する。この C' を k での C の正規化という。





定義3.1. n次の非零行列であって、成分が0,1の行列の集合 { A_{0} , . . . , Ap} が以下を
満たすとき、アソシエーションスキーム (association scheme) であるという。
(1) \displaystyle \sum_{i=0}^{p}A_{i}=J_{ $\iota$} ただし J は全成分が1の行列
(2) A_{0}=I、ただし I は単位行列
(3) 任意の i に対して、 {}^{t}A_{i} は集合に属している
(4) 任意の i,j, k に対して、 A_{i}A_{j}=\displaystyle \sum_{k=0}^{\ell}鳩 A_{k} を満たす非負整数 p_{i}^{k_{j}} が存在する
アソシエーシヨンスキーム \{A_{0}, . . . , A_{\ell}\} が任意の i に対して {}^{t}A_{i}=A_{i} を満たすと
き、対称であるという。また、定義の中に表れる非負整数 p_{i}^{k_{j}} を交叉数という。
K を体、 S= \{A_{0}, . . . , A_{l}\} をアソシエーションスキームとする。また、 S によっ
て張られる K 上の空間を KS とおく。このとき KS は全行列代数 M_{n}(K) の部分代
数になっていて、これを S の K上の隣接代数という。
また、 K^{n} を n 次元の K上の線形空間とする。このとき、 K^{n} に KS の右からの
作用を行列の積で定義すると、 K^{n} は右 KS加群になる。これを S の K 上の標準加
群という。
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K^{n} を n 次元 Kベクトル空間とする。このとき、 K^{n} は右からの積によって、右
KS加群となる。この作用をもつ加群 KS を K 上 S の標準加群という。標準加群か
ら得られる KS の表現を K 上 S の標準表現という。
S=\{A_{i}|i=0, . . . , \ell\} 、 S'=\{A_{i}' |i=0, . . . , \ell'\} をアソシエーションスキームと
する。また、 S と S' の交叉数をそれぞれ p_{i}^{k_{j}} 、 p_{ij}^{;k} とする。このとき、 S と S' が \ell=\ell'
を満たし、さらに置換行列 P と \{0, 1, \cdots, \ell\} 上の置換  $\sigma$ が存在し、任意の  i に対し
て P^{-1}A_{i}P=A_{ $\sigma$}'④が成り立つとき、 S と S' は同型であるという。また、 S と S' が
P = \ell' を満たし、さらに \{0, 1, . . . , l\} 上の置換  $\sigma$ が存在し、任意の  i ) j, k に対して
p_{i}^{k_{j}}=p_{ $\sigma$(i) $\sigma$(j)}^{\prime $\sigma$(k)} が成り立つとき、 S と S' は代数的に同型であるという。
アソシエーションスキーム S がconference graph [4, §10.2] に対応しているか、あ
るいは、 |S| = 3 である非対称アソシエーションスキームのとき、half‐case である
という。 S がhalf‐case であることは、次の命題3.2の証明中にある交叉数をもつこ
とと同値であることに注意する。half‐case アソシエーションスキームはconference
matrix と次のような関係がある。
命題3.2. 1 \leqq  k \leqq  m を満たす k を固定する。 C' は k での C の正規化とする。
A = (a_{ij}) を C' の k 行目と k 列目を取り除いて得られる行列とする。このとき、
\{A_{0}=($\delta$_{i,j})_{ij}, A_{\mathrm{i}=}($\delta$_{1,a_{ij}})_{ij\rangle} A_{2}=($\delta$_{-1,a_{ij}})_{ij}\} は位数n=m-1 のhalf‐case アソシ
エーションスキームになる。
このようにして作られたアソシエーションスキームは次の交叉数を持っている。
\bullet  n\equiv 0 (\mathrm{m}\mathrm{o}\mathrm{d} 4) のとき、
A_{1}^{2} = \displaystyle \frac{n-3}{4}A_{1}+\frac{n+1}{4}A_{2},
A_{\mathrm{i}}A_{2}=A_{2}A_{\mathrm{i}} = \displaystyle \frac{n-1}{2}A_{0}+\frac{n-3}{4}A_{\mathrm{i}}+\frac{n-3}{4}A_{2} )
A_{2}^{2} = \displaystyle \frac{n+1}{4}A_{1}+\frac{n-3}{4}A_{2}.
\bullet  n\equiv 2 (\mathrm{m}\mathrm{o}\mathrm{d} 4) のとき、
A_{1}^{2} = \displaystyle \frac{n-1}{2}A_{0}+\frac{n-5}{4}A_{1}+\frac{n-1}{4}A_{2},
n-1 n-1
A_{1}A_{2}=A_{2}A_{1} = \overline{4}A_{1}+\overline{4}A_{2},
A_{2}^{2} = \displaystyle \frac{n-1}{2}A_{0}+\frac{n-1}{4}A_{1}+\frac{n-5}{4}A_{2}.
上ようにして得られるhalf‐case アソシエーションスキームを C と k から得られ
るアソシエーションスキームといい、AS (C, k) とかく。アソシエーションスキーム
AS (C, k) とAS (C, k') は必ずしも同型ではないが 代数的には同型になる。
逆の手順で、half‐case アソシエーションスキームから conference matrix が構成で
きることは容易に分かる。
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注意3.3. AS (C, k)=\{A_{0}, A_{1}, A_{2}\} とおく。 p伽とする。このとき、rankp (A_{1}-A_{2})=
n-1 となり、一定である。そのため、rankp (A_{1}-A_{2}) はアソシエーションスキーム
の分類には使えない。
さて、conference matrix C の p‐rankとアソシエーションスキーム AS (C, k) につ
いて考える。
補題3.4. B を C=(c_{ij}) の i 行目と j列目を取り除いて得られる行列とする。 p|m
とする。このとき、rankp (B)=\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}_{p}(C) となる。とくに、AS (C, k)=\{A_{0}, A_{1}, A_{2}\}
とすると、rankp (A_{1}-A_{2})=\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}_{p}(C) が成り立つ。
補題3.4より、以下の定理を得る。
定理3.5. AS (C, i) = {A_{0} ) A_{1} , A2}、AS(C,の =\{A\'{O}, Aí, A分 とおく。このとき、
rankp (A\mathrm{i}-A_{2})=\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}_{p}(A_{1}'-A_{2}') が成り立つ。
補題2.1より、 m-1 でわり切れるかどうかに応じて、conference matrix の p‐rank





て、 A_{1}-A_{2} の5‐rankは全て異なっている。したがって、それらに対応する conference
matrixは全て異なることが分かる。同様に、位数27のアソシエーションスキームの
5番目と6番目については、対応するconference matrice は異なっている。
[1 ) §4.1] と [5, Corollary 4.4] において、cyclotomic アソシエーションスキームと
Paley グラフに対する p‐rankが調べられている。
これから、 p‐rankと標準表現の関係を説明する。rankp (A_{1}-A_{2}) を考えることで、
標準表現を理解できる。
S=\{A_{0}, A_{1}, A2\} を位数 n のhalf‐case アソシエーションスキームとする。 K を標数
pの体とする。 p|n と仮定する。このとき、はじめに、[7, Theorem 10 and Theorem
12] より、 KS\cong K[x]/(x^{3}) が分かる。 K 上で A_{1}-A_{2} は房 \in K[x]/(x^{3}) に対応する
元である。よって、3つだけ直規約表現がある。




0 & 1 & 0\\
0 & 0 & 1\\
0 & 0 & 0
\end{array}\right)
ある非負整数 m_{i} (i= 1,2,3) によって、 A_{1}-A_{2} が m_{1}M_{1}\oplus m_{2}M_{2}\oplus m_{3}M_{3} に対応




であるので、 m_{1}+2m_{2}+3m_{3}=n より、 m_{1}=n-2m_{2}-3=n-2 rankp (A_{1}-A_{2})+1
が得られる。したがって、 A_{1}-A_{2} の p‐rankによって、標準表現の同値類は完全に
決定し、その逆も成り立つ。





a & b & c\\
0 & a & b\\
0 & 0 & a
\end{array}\right)
に対応し、rank ( $\alpha$) はrankp (A_{1} - A_{2}) のみで決まる。そのため、我々の議論では
ran や (A_{1} -A_{2}) を考えるだけで十分であると言える。[11] では、Peeters が他の元
で p‐rankを決めていたが、我々の議論では rankp (A_{\mathrm{i}}-A_{2}) でよい。
4 Linear codes of half‐case association schemes








F を標数 pの体とする。 F^{n} の部分空間 V を長さ nの(linear) code という。普通、 V
の次元を k とする。ベクト) \triangleright v =(v_{1}, . . . , v_{n})\in F^{n} に対して、wt (v)=|\{i |v_{i}\neq 0\}|
は v のハミングウエイトという。また、 d=\displaystyle \min\{\mathrm{w}\mathrm{t}(v) |0\neq v\in V\} は V の最小距
離という。 a_{i}= | {  v\in  V | wt(v)=i} | を各成分にもつベクトル ( a_{0} , al, . . . , a_{d} ) はV
のweight distribution という。また、 (n, k, d) は符号 V のパラメータという。
行列M に対し、 Mの各行で張られる符号を Mの符号という。half‐case アソシエー
シヨンスキームに対し、 A_{1}-A_{2} の符号の最小距離の上限はすぐに分かる。
命題4.1. F を標数 pの有限体とする。 \{A_{0}, A_{1}, A_{2}\} を位数 n のhalf‐case アソシエー




計算のために GAP [3] のGUAVAパツケージを用いた。
例4.2 (位数25, p=5). 位数25に対し、[6] にある4番目から11番目までのアソシ
エーションスキームはhalf‐case である。 A_{1}-A_{2} の罵上の符号のパラメータは次の
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通りである :
(n, k, d)=(25,12,7) , (25, 11, 7), (25, 9, 13).
パラメータ k はちようど A_{1}-A_{2} の p‐rankに等しいことと、 (n, k, d)=(25,9,13) が
命題4.1における上限を満たしていることに注意せよ。データは書かないが、weight
distributions は全て異なっていた。
例4.3 (位数27, p=3). 位数27に対し、[6] にある5番目から378番目までのアソシ
エーションスキームはhalf‐case である。 A_{1}-A_{2} の F_{3} 上の符号のパラメータは次の
通りである :
(n, k, d) = (27, 8, 14), (27, 10, 5), (27, 10, 6), (27, 12, 5), (27, 12, 6),
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