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ABSTRACT
Recently there has been a growing interest in fairness-aware rec-
ommender systems, including fairness in providing consistent per-
formance across dierent users or groups of users. A recommender
system could be considered unfair if the recommendations do not
fairly represent the tastes of a certain group of users while other
groups receive recommendations that are consistent with their pref-
erences. In this paper, we use a metric called miscalibration for
measuring how a recommendation algorithm is responsive to users’
true preferences and we consider how various algorithms may re-
sult in dierent degrees of miscalibration. A well-known type of
bias in recommendation is popularity bias where few popular items
are over-represented in recommendations, while the majority of
other items do not get signicant exposure. We conjecture that
popularity bias is one important factor leading to miscalibration in
recommendation. Our experimental results using two real-world
datasets show that there is a strong correlation between how dif-
ferent user groups are aected by algorithmic popularity bias and
their level of interest in popular items. Moreover, we show that
the more a group is aected by the algorithmic popularity bias, the
more their recommendations are miscalibrated. Finally, we show
that the algorithms with greater popularity bias amplication tend
to have greater overall miscalibration.
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1 INTRODUCTION
Recommender systems have been widely used in a variety of dif-
ferent domains such as e-commerce, movies, music, entertainment,
and online dating. eir goal is to help users nd relevant items
which are dicult or otherwise time-consuming to nd in the ab-
sence of such systems. Recommendations are typically evaluated
using measures such as precision, diversity, and novelty. Under
such measures, depending on the situation, a recommended list of
items may be considered good if it is relevant to the user, is diverse
and also helps the user discover products that s/he would have not
been able to discover in the absence of the recommender system.
One of the important considerations in recommendation gen-
eration that has emerged recently is fairness. Recommendation
fairness may have dierent meanings depending on the domain in
which the recommender system is operating, the characteristics of
dierent users or groups of users (e.g. protected vs unprotected),
and the goals of the system designers. For instance, Ekstrand et al.
[12] dened fairness as consistent accuracy across dierent groups
of users. In their experiments, they observed certain groups such
as women get lower accuracy results than men.
One of the metrics used to measure recommendation quality is
calibration, which measures whether the recommendations deliv-
ered to a user are consistent with the spectrum of items the user has
previously rated. For example, if a user has rated 70% action movies
and 30% romance, the user might expect to see a similar paern
in the recommendations [27]. If this ratio diers from the one in
the user’s prole, we say the recommendations are miscalibrated.
Miscalibration by itself may not be considered unfair as it could be
simply mean the recommendations are not personalized enough.
However, if dierent users or groups of users experience dierent
levels of miscalibration in their recommendations, this may indicate
an unfair treatment of a group of users. For example, authors in
[28] dene several fairness metrics which focus on having a consis-
tent performance in terms of estimation error across dierent user
groups.
One well-known limitation of collaborative recommender sys-
tems is the problem of popularity bias [7]: popular items are recom-
mended frequently, in some cases even more than their popularity
would warrant, while the majority of other items do not get pro-
portional aention. We dene algorithmic popularity bias as the
tendency of an algorithm to amplify existing popularity dierences
across items in this way. We measure this amplication through the
metric of popularity li, which quanties the dierence between
average item popularity in input and output for an algorithm. Such
popularity bias could be problematic for a variety of dierent rea-
sons: long-tail (non-popular) items are important for generating
a fuller understanding of users’ preferences [21, 24]. In addition,
long-tail recommendation can also be understood as a social good;
a market that suers from popularity bias will lack opportunities
to discover more obscure products and will be, by denition, dom-
inated by a few large brands or well-known artists [10]. Such a
market will be more homogeneous and oer fewer opportunities
for innovation and creativity.
In this paper, we conjecture that popularity bias is an important
factor leading to miscalibration of the recommendation lists. We
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also show that users with dierent level of interest in popular
items get dierent level of miscalibration and hence resulting in an
unfair treatment by the recommendation algorithms for dierent
groups of users. We show that, across multiple algorithms, there is a
strong negative association between users’ interest in popular items
and the popularity li of their recommendation. Users with less
interest in popular items are the most aected by popularity bias.
In addition, we show that algorithms with higher popularity bias
tend to have also higher miscalibration, showing the correlation
between popularity bias and miscalibration in recommendation
algorithms.
Our contributions are as follows:
• Dierential impact of popularity bias: We show that
dierent groups of users are aected dierently by popu-
larity bias.
• Connection between popularity bias and miscalibra-
tion: We show that algorithms with a higher popularity
amplication tend to also a have higher degree of overall
miscalibration.
• Association of popularity bias with miscalibration:
We show that when the popularity li is higher for a group,
its miscalibration is also higher.
2 RELATEDWORK
e problem of popularity bias and the challenges it creates for the
recommender system has been well studied by other researchers
[6, 8, 23]. Authors in the mentioned works have mainly explored the
overall accuracy of the recommendations in the presence of long-
tail distribution in rating data. Moreover, some other researchers
have proposed algorithms that can control this bias and give more
chance to long-tail items to be recommended [2, 3, 5, 17].
Moreover, the concept of fairness in recommendation has been
also gaining a lot of aention recently [16, 28]. For example, nd-
ing solutions that remove algorithmic discrimination against users
belong to a certain demographic information [29] or making sure
items from dierent categories (e.g. long tail items or items be-
long to dierent providers)[9, 20] are geing a fair exposure in
the recommendations. Our denition of fairness in this paper is
aligned with the fairness objectives introduced by Yao and Huang
in [28] where they dene unfairness as having inconsistent estima-
tion error across dierent users. We can generalize the estimation
error to simply be any kind of system performance. For instance,
Steck denes fairness as concerning the various interests of a user,
with the goal to reecting them according to their corresponding
proportions [27] (i.e. calibration). In this paper, we use the same
denition for fairness: a system is unfair if it delivers dierent
degree of miscalibration to dierent users.
With regard to looking at the performance of the recommender
system for dierent user groups, Ekstrand et al. [12] showed that
some recommendation algorithms give signicantly less accurate
recommendations to groups from certain age or gender. In addition,
Abdollahpouri et al. in [1] discuss the importance of recommen-
dation evaluation with respect to the distribution of utilities given
to dierent stakeholders. For instance, the degree of calibration of
the recommendation for each user group (i.e. a stakeholder) could
(a) e inconsistency of recommender system’s performance for users A and B in
terms of miscalibration. User B’s recommendations are highly consistent (calibrated)
with her prole while user A’s interest has been distorted in the recommendations.
(b) e inconsistency of recommender system’s performance for users A and B in
terms of popularity bias. For user B there is no amplication of popularity bias while
user A has been highly aected.
Figure 1: Two dierent types of inconsistency of recom-
mender system’s performance across dierent users
be considered as its utility and therefore, a balanced distribution of
these utility values is important in a fair recommender system.
And nally, Jannach et al. [15] compared dierent recommenda-
tion algorithms in terms of accuracy and popularity bias. In that
paper they observed some algorithms concentrate more on popular
items than the others. In our work, we are mainly interested in
seeing the popularity bias from the users’ expectations perspective.
Our work is the rst aempt in connecting popularity bias and the
concept of miscalibration.
3 POPULARITY BIAS AND MISCALIBRATION
Popularity bias and miscalibration are both aspects of an algorithm’s
performance that are computed by comparing the aributes of the
input data with the properties of the recommendations that are
produced for users. In this section, we dene these terms more
precisely.
3.1 Miscalibration
One of the interpretations of fairness in recommendation is in
terms of whether the recommender provides consistent perfor-
mance across dierent users or groups of users. A recommender
system could be considered unfair if the recommendations do not
fairly represent the tastes of a certain group of users while other
groups receive recommendations that are consistent with their pref-
erences. In this paper we use a metric called miscalibration [27]
for measuring how a recommendation algorithm is responsive to
users’ true preferences and we consider how various algorithms
may result in dierent degrees of miscalibration. As we mentioned
earlier, miscalibration, if it exists across all users, could simply
mean failure of the algorithm to provide accurate personalization.
But when dierent groups of users experience dierent levels of
miscalibration, this could indicate unfair treatment of certain user
groups. From this standpoint, we call a recommender system unfair
if it has dierent levels of miscalibration for dierent user groups.
Calibration is a general concept in machine learning, and recently
experienced a resurgence in the context of fairness of machine learn-
ing algorithms. A classication algorithm is called calibrated if the
predicted proportions of the various classes agree with the actual
proportions of classes in the training data. Extending this notion
to recommender systems, a calibrated recommender system is one
that reects the various interests of a user in the recommended list,
and with their appropriate proportions. Figure 1a shows two users,
A and B, and their proles. User A has 70% Drama movies and 30%
Action movies in her prole. erefore, it is expected to see the
same ratio in her recommendations but, as you can see, this propor-
tion has been distorted by giving 55% (less than it was expected)
drama movies and 45% (more than it was expected) action movies
as recommendations to that user. On the other hand, user B has
also rated 70% Drama and 30% Action and her recommendations
perfectly match her expectations. is shows an unfair scenario
where the recommender system does not perform as well for user
A as it does for user B.
For measuring the miscalibration of the recommendations we
use the metric introduced in [27].Assume u be a user and i be an
item. Also, suppose for each item i there is a set of features C
describing the item. For example, a song could be pop, jazz or a
movie could have genres action, romance, comedy, etc. We use c
for each of these individual categories. Also, we assume that each
user has rated one or more items, showing interest in features c
belonging to those items. We consider two distributions for each
user u, one corresponding to the distribution of categories c across
all items rated by u, and another representing the distribution of
categories c across all recommended items to u:
• pu (c |u): the distribution over feature c of the set of items Γ
rated by user u in the past:
pu (c |u) =
∑
i ∈Γwu,i .p(c |i)∑
i ∈Γwu,i
(1)
where wu,i is the weight of item i , e.g., how recently
it was rated by user u. In this paper, we set w to 1 to fo-
cus more specically on dierences in feature distribution
rather than temporal aspects of user proles.
• qu (c |u): the distribution over feature c of the list of items
recommended to user u:
qu (c |u) =
∑
i ∈Λwr (i).p(c |i)∑
i ∈Λwr (i)
(2)
where Λ is the set of recommended items. e weight
of item i due to its rank r (i) in the recommendations is
denoted by wr (i). Possible choices include the weighting
schemes used in ranking metrics, like in Mean Reciprocal
Rank (MRR) or normalized Discounted Cumulative Gain
(nDCG). As above, we set the weight wr to 1 in order to
focus on feature distribution across the recommendation
set and to ensure the qu values are comparable to the pu
values.
e degree of dissimilarity between qu (c |u) and pu (c |u) is used
to compute miscalibration in recommendations. ere are various
established methods for determining if two nite distributions are
similar, such as statistical hypothesis testing, with the null hypoth-
esis being that the two distributions are the same, as mentioned in
[27]. Authors in that paper used Kullback-Leibler (KL) divergence
as miscalibration metric. In our data, there are many proles with
no ratings for some subset of the features, leading to zero values
in the pu distribution, and similarly, recommendation lists may
concentrate only on certain features, causing zero values in the
qu distribution for some users. KL divergence is undened where
there are no observations. As an alternative, we use the Hellinger
distance, H , as suggested by authors in [27] for situations where
we have many zeros. So, we measure miscalibration for user u,
MC(p,q)u as follows:
MCu (pu ,qu ) = H (pu ,qu ) =
√pu − √qu2√
2
(3)
By denition, the Hellinger distance is a metric satisfying triangle
inequality. e
√
2 in the denition is for ensuring that H (pu ,qu ) ≤
1 for all probability distributions [11].
e overall miscalibration metric MCG for each group G is ob-
tained by averaging MCu (p,q) across all users u in group G. at
is:
MCG (p,q) =
∑
u ∈G MCu (pu ,qu )
|G | (4)
MCG (p,q) is 0 when p and q are similar and it increases when
their dierence is higher.
3.1.1 Fairness. Similar to [27], in this paper we dene a system
to be unfair if it gives dierent levels of miscalibration to dierent
user groups. One could dene a group of users in many dierent
ways based on some features such as gender, age, occupation, ed-
ucation etc. Likewise, we could dene a group of users based on
how similar their interests are. For instance, authors in [4] catego-
rize users into dierent groups based on their degree of interest in
popular items (i.e. if users are interested in niche movies versus
blockbuster ones). In this paper we use the same grouping method-
ology because we are interested in measuring how popularity bias
impacts users with dierent level of interest in popular items and
also how it is correlated with the miscalibration of the recommen-
dation lists for dierent users. Some insights based on grouping
using gender information is also reported in Section 6.
3.2 Popularity Bias in Rating Data
As noted earlier, recommendation algorithms are known to suer
from popularity bias. at is, a few items are recommended to
many users while the majority of other items do not get a deserved
exposure. is bias could be because of the inherent nature of rating
data which is skewed towards popular items and also because of
the algorithmic amplication of such bias. Figure 1-b shows the
percentage of rated items by two users A and B. We can see that
user A’s recommendations are highly aected by popularity bias
while for user B there is no amplication of popularity bias in her
recommendations.
In many domains, rating data is skewed towards more popular
items–there are a few popular items with the majority of ratings
while the rest of the items have far fewer ratings. Figure 2 shows
the long-tail distribution of item popularity in the well known
MovieLens 1M and Yahoo movies datasets. Similar distributions
can be found in other datasets as well. Although it is true that
(a) MovieLens (b) Yahoo Movies
Figure 2: e long-tail of item popularity in rating data in
MovieLens and Yahoo Movies datasets.
(a) MovieLens (b) Yahoo Movies
Figure 3: Users propensity towards popular items in Movie-
Lens and Yahoo Movies datasets.
popular items are popular for a reason, algorithmic popularity bias
oen amplies this bias to a great extent.
Not every user has the same degree of interest towards popular
items [4, 22]. ere might be users who are interested in less
popular, niche items. e recommender algorithm should be able
to address the needs of those users as well. Figure 3 shows the
average popularity of rated items in dierent users’ proles for
both MovieLens and Yahoo Movie datasets. e users have been
sorted rst based on the average popularity of items in their prole
then the data has been ploed. On Movielens dataset there are
few users with extreme average item popularity on the most right-
hand and le-hand side of the plot while the majority of the users
fall in the middle of the distribution with average item popularity
between 0.10 and 0.15. In Yahoo Movies, there are more users with
low-popularity proles, but otherwise, the distribution is similar.
Both of these plots conrm that users have dierent degrees of
interest towards popular items.
Due to this common imbalance in the original rating data, oen
algorithms propagate and, in many cases, amplify the bias by over-
recommending the popular items, giving them a higher opportunity
for being rated by more users. Repeated recommendation cycles
will continue to perpetuate this bias resulting in a rich-get-richer
and poor-get-poorer vicious cycle. However, not every recommen-
dation algorithm has the same amplication power for popularity
bias. In the next sections, we will dene a metric for measuring the
degree to which popularity bias is propagated by the recommen-
dation algorithm. We will empirically evaluate the performance of
dierent algorithms with respect to popularity bias amplication.
We will also empirically show the relationship between popularity
bias and miscalibration across dierent algorithms and data sets.
Table 1: Precision@10 for dierent algorithms on MovieLens
and Yahoo Movies datasets.
algorithm MovieLens Yahoo Movies
ItemKNN 0.223 0.127
UserKNN 0.214 0.13
Most popular 0.182 0.1
SVD++ 0.122 0.2
BMF 0.107 0.047
4 METHODOLOGY
We conducted our experiments on two publicly available datasets.
e rst one is MovieLens 1M dataset which contains 1,000,209
anonymous ratings of approximately 3,900 movies made by 6,040
MovieLens users [14]. Each movie is associated with at least one
genre in this dataset with a total of 18 unique genres in the entire
dataset. e second dataset we used is Yahoo Movies1 which origi-
nally contained 211,231 ratings provided by 7,642 users on 11,916
movies. ere are many items with only one rating making this
dataset extremely sparse. erefore, we created a core-10 sample
(each user and each movie should have at least 10 ratings). Our
nal sample of Yahoo Movies dataset contains 173,676 ratings on
2,131 movies provided by 7,012 users. Analogous to MovieLens
dataset, in Yahoo Movies dataset, each movie is associated with
at least one genre with a total of 24 genres in the entire datatset.
For all experiments, we set aside a random selection of 80% of the
rating data as training set and the remaining 20% as the test set. e
reason we use these two datasets is that they both have meaning-
ful features associated with items that could represent users’ taste
which is needed for measuring the miscalibration. For example, the
genre of a movie is indeed a meaningful characteristic of a movie
which could represent users’ taste in movies.
We used several recommendation algorithms from the open
source java recommendation library (Librec) [13] including user-
based collaborative ltering (UserKNN ) [25], item-based collab-
orative ltering (ItemKNN ) [26], singular value decomposition
(SVD++) [18], and biased matrix factorization (BMF ) [19] to cover
both neighborhood based and matrix factorization based algorithms.
We also included the most-popular method (a non-personalized
algorithm recommending the most popular items to every user) as
an algorithm with extreme popularity bias. We tuned each algo-
rithm to achieve its best performance in terms of precision. Table 1
shows the precision values for each algorithm on both MovieLens
and Yahoo Movies datasets. On MovieLens data, ItemKNN has
the highest precision while on Yahoo Movies, SVD++ outperforms
other algorithms. We set the size of the generated recommendation
list for each user to 10.
In this paper, we are interested in seeing how dierent groups
of users with varying degree of interest towards popular items are
treated by the recommender system. erefore, we grouped users
in both datasets into an arbitrary number of groups (10 in this
paper) based on their degree of interest in popular items. at is,
we rst measure the average popularity of the rated items in each
user’s prole and then organize them into 10 groups with the rst
1hps://webscope.sandbox.yahoo.com/catalog.php?datatype=r
group having the lowest average item popularity (extremely niche
users) and the last group with the highest average item popularity
(heavily blockbuster-focused users). We denoted these groups as
G1 through G10. In Section 6 we also discuss grouping based on
gender.
In order to measure how each algorithm amplies the popularity
bias in its generated recommendations for dierent user groups,
we dene popularity li as a measure of the amplication power
for dierent algorithms on dierent user groups. First, we measure
the average item popularity of a group G (i.e. Group Average
Popularity) as follows:
GAPp (G) =
∑
u ∈G
∑
i∈Γu θ (i )
|Γu |
|G | (5)
where θ (i) is the popularity value for item i (i.e. the ratio of users
who rated that item) and subscript p refers to the prole of users.
We also measure the average popularity of the recommended
items to the users in the same group as:
GAPq (G) =
∑
u ∈G
∑
i∈Λ θ (i )
|Λu |
|G | (6)
where subscript q refers to the recommendations.
erefore popularity li (PL) for group G is dened as:
PL(G) =
GAPq (G) −GAPp (G)
GAPp (G)
(7)
Positive values for PL indicate amplication of popularity bias by
the algorithm. A negative value for PL happens when, on average,
the recommendations are less concentrated on popular items than
the users’ prole. Moreover, the PL value of 0 means there is no
popularity bias amplication.
Our goal is to show how popularity li, PL, and miscalibration,
MC are correlated for dierent algorithms. In particular, we are
interested in discovering how popularity bias in recommendation
algorithms aects groups of users with dierent degrees of interest
in popular items. at will reveal if there is any discrimination
in terms of imposing popular items on dierent user groups. In
addition, we want to show how the degree of being aected by
algorithmic popularity bias (i.e. popularity li) for these groups is
correlated with how much miscalibration they experience in their
recommendations.
5 RESULTS
5.1 Popularity Bias Propagation
Not every recommendation algorithm has the same amplication
power for popularity bias. We rst look at the performance of
dierent algorithms in terms of popularity bias propagation without
paying aention to how they perform for dierent users or groups
of users.
Figure 4 shows the correlation between the number of times
an item is rated and how frequent it is recommended by dierent
algorithms on MovieLens dataset. It can be seen that in all algo-
rithms, there are many items that are almost never recommended
(the items fall on the horizontal tail of the scaer plot). As expected
the Most popular algorithm seems to have the strongest correlation
between the number of times an item is being rated and the number
of times it is recommended. Both User KNN and Item KNN also
show strong correlations.
Looking at the plot for the BMF algorithm, it seems there is
not a strong correlation between how oen an item is rated and
how oen it is recommended. Nevertheless, its very sparse scaer
plot shows the number of recommended items is still low. In this
algorithm, there are many items that are recommended very rarely
(even some of those that are rated more frequently) while few items
are being recommended frequently. e same fact applies to SVD++.
For each point on the scaer plot, you can also see the average
rating for the corresponding item to illustrate the quality of these
recommended items using each algorithm.
Figure 5 shows the same information on Yahoo Movies data.
Note that, for all algorithms, items that are already rated by a user
are not recommended and that is why there is an inection point
around the popularity value of 0.35 for MovieLens and 0.2 for Yahoo
Movies on the plot for the Most popular algorithm.
Figure 6 shows the total popularity li for dierent algorithms
on MovieLens and Yahoo Movies datasets. As can be observed, the
most popular algorithm has the highest popularity li followed by
ItemKNN andUserKNN on both datasets. SVD++ and BMF show
a negative popularity li on the Yahoo Movies dataset meaning the
recommendations, on average, are less concentrated on popular
items for dierent user groups compared to their proles. at is
because these two algorithms do not have much popularity bias
on Yahoo Movies data and are generally recommending items with
smaller average popularity to users contributing an overall negative
popularity li. However these two algorithms still show positive
popularity li on MovieLens dataset, though to a much lesser degree
than their neighborhood-based counterparts.
Figure 7 shows the impact of popularity bias on the groups we
created based on their degree of interest towards popular items. e
average popularity of each group is shown within the parentheses
next to each group’s label with smaller values representing groups
with more niche tastes and larger values for more blockbuster-
focused groups. e percentage of users that fall within each group
is shown on the y-axis of this gure. We can see that for Movie-
Lens dataset, there is a normal distribution which reaches its peak
between 0.10 and 0.13 while there are a few users who fall within
the more extreme groups on the le and right side of the plot. For
Yahoo Movies dataset, however, the percentage of users on each
group is more consistent except for the groups with higher average
popularity where there are only a few users.
5.2 Relationship Between Popularity Bias and
Miscalibration
In this part we show the connection between popularity bias and
unfairness in recommendation. Making this connection would be
helpful in many fairness-aware recommendation scenarios because
xing the popularity bias could be used as an approach to tackle
this type of unfairness.
An illustration of the eect of the algorithmic popularity bias
on dierent user groups is shown in gure 8. Each dot represents a
group with certain average popularity of the users’ proles in that
group which is shown on the x-axis. On the y-axis, the popularity
li of dierent algorithms on each user group is depicted. It can
(a) BMF (b) SVD++ (c) ItemKNN
(d) UserKNN (e) Most-popular
Figure 4: MovieLens:
e correlation between the popularity of items and how frequent they are being recommended.
(a) BMF (b) SVD++ (c) ItemKNN
(d) UserKNN (e) Most popular
Figure 5: Yahoo Movies:
e correlation between the popularity of items and how frequent they are being recommended.
be seen that groups with the lowest average popularity (niche
tastes) are being aected the most by the algorithmic popularity bias
and the higher the average popularity of the group, the lesser the
group is aected by the popularity bias. is shows how, unfairly,
popularity bias is aecting dierent user groups. Table 2 shows the
popularity li experienced by two extreme groups: G1 (the most
niche group) and G10 (the most blockbuster-focused group). It can
be seen that, for all of the algorithms, the dierence in popularity
li experienced by G1 is signicantly higher than G10 (p < 0.01 for
T-test signicance).
Figure 9 shows the correlation between total popularity li and
miscalibration for dierent algorithms on MovieLens and Yahoo
(a) MovieLens
(b) Yahoo Movies
Figure 6: Total popularity li for dierent recommendation
algorithms.
(a) MovieLens
(b) Yahoo Movies
Figure 7: Histogram of group’s average item popularity in
MovieLens and Yahoo Movies datasets.
(a) MovieLens
(b) Yahoo Movies
Figure 8: Average item popularity of user groups (G1
through G10 from le to right) and their observed popular-
ity li in MovieLens and Yahoo Movies datasets.
Movies datasets. We can see a general trend for these algorithms:
e more an algorithm imposes popularity bias (highest total popu-
larity li) on users, the higher the degree of miscalibration, showing
a positive correlation between these two. Algorithms with the high-
est popularity li such as UserKNN and ItemKNN also have a
higher miscalibration compared to other algorithms. SVD++ and
BMF have the lowest popularity li and they also have the lowest
miscalibration. is is an interesting nding as it could be useful
in the design of recommender systems where sensitivity to this
type of miscalibration may dictate the choice on the underlying
algorithm used.
Table 3 shows the miscalibration values for two groups G1 and
G10 (two groups on the extreme sides of the popularity spectrum,
as we discussed earlier). It can be seen that, for all algorithms, the
miscalibration value for G1 is signicantly higher than the one for
G10 (p < 0.01 for T-test signicance). is shows the group with
the lowest value for its average item popularity has experienced
the highest miscalibration for their recommendations. Moreover,
we also saw in Table 2 that this group experienced the highest
popularity li as well. is shows again how popularity li might
lead to miscalibration.
Table 2: e popularity li of dierent recommendation algorithms on two groups G1 and G10
MovieLens Yahoo Movies
Popularity li for
G10
Popularity li for
G1
Popularity li for
G10
Popularity li for
G1
ItemKNN 0.4579 12.19 -0.26 11.57
UserKNN 0.348 9.17 -0.31 5.738
Most-popular 0.563 15.7 -0.25 15.13
SVD++ -0.09 7.063 -0.84 1.96
BMF 0.086 10.60 -0.871 3.079
Table 3: e miscalibration of dierent recommendation algorithms on two groups G1 and G10
MovieLens Yahoo Movies
Miscalibration for
G10
Miscalibration for
G1
Miscalibration for
G10
Miscalibration for
G1
ItemKNN 0.250 0.418 0.345 0.4660
UserKNN 0.248 0.446 0.345 0.3953
Most-popular 0.277 0.501 0.342 0.471
SVD++ 0.380 0.556 0.272 0.315
BMF 0.396 0.635 0.290 0.345
(a) MovieLens
(b) Yahoo Movies
Figure 9: Comparison of dierent algorithms in terms of
their total popularity li and miscalibration.
6 GENDER ANALYSIS
e grouping methodology based on users’ interest in popular items
was to illustrate how dierent levels of interest in item popularity
aects the recommendations and miscalibration. In particular, we
intended to show how dierent recommendation algorithms are
treating dierent user groups with varying degree of interest in
popular items.
In this section we use gender as the grouping criteria to anal-
yse the impact of popularity bias on dierent user groups and its
correlation with the miscalibration of the recommendations for
these two groups. Between the two datasets we used in previous
sections only MovieLens has gender information about the users.
erefore, in this section, we only reported the results for dierent
algorithms using this dataset. Out of 6040 users in this dataset, 1708
are women and 4330 are men which shows an imbalance nature of
this dataset. Table 4 shows the popularity li of dierent recom-
mendation algorithms for men and women. It can be observed that
for all algorithms, women have experienced a signicantly higher
degree of popularity li (p < 0.05 except for SVD++ which treated
both groups equally). What is interesting and is also consistent with
our results in Section 5 is that the group who experienced higher
popularity li (women) also experienced higher miscalibration, as
can be seen in Table 5. e popularity li and miscalibration of
the SVD++ for men and women are very close to each other which
shows the consistency of this algorithm in delivering fairer recom-
mendations. BMF imposes higher popularity li on women but
it treats both men and women equally when it comes to miscal-
ibration. Note that, the larger group size for men (4330 vs 1708)
could be another reason for higher miscalibration for women as
the algorithms are trained on a large number of ratings for men
and that could make the algorithms biased towards learning men’s
rating behavior. Further analysis regarding the rating behavior
of these two groups such as consistency of their ratings and the
informativeness of their prole would help in shedding light on the
results reported here.
7 DISCUSSION
In Figure 9 we observed that there is a positive correlation between
popularity li and the overall miscalibration of a recommendation
algorithm. Investigating which one is causing the other one needs
a more in-depth experiment design and further analysis. However,
we believe that popularity li causes miscalibration and not the
other way around. When a list is miscalibrated, it is due to over-
representation or under-representation of some genres relative to
what the user expects given the items that s/he has rated. Popularity
li increases the recommendation frequency of popular movies
and the genres associated with them. As a result, these popular
genres become over-represented (at the cost of suppressing the
non-popular movies and their associated genres) and thus cause
overall miscalibration.
We also observed in Table 1 that user groups who experience
higher popularity li also experience higher miscalibration. As
we saw in Figure 8, user groups with lesser interest in popular
items are aected more by the popularity bias of a recommenda-
tion algorithm (i.e. higher degree of popularity li), because their
interests are less likely to lie within the set of popular items. e
mechanism suggested above would imply that these groups would
also experience greater miscalibration, and that is in fact what we
found.
8 CONCLUSION AND FUTUREWORK
Recommendation algorithms oen suer from popularity bias prob-
lem. is bias could be problematic for reasons such as the need
for generating a fuller understanding of users’ preferences which
is usually done by recommending non-popular items and, to avoid
ignoring certain items while giving too much aention to few items
which is referred to as social good.
In this paper, we looked at the popularity bias problem from the
user’s perspective and we observed dierent groups of users can
be aected dierently by this bias depending on how much they
are interested in popular items. We also showed that the popularity
bias has a strong correlation with miscalibration which measures
how consistent the recommendations are with the true users’ pref-
erences. at is, algorithms with high popularity bias (popularity
li) tend to also have higher total miscalibration. In particular,
for two extreme groups on the spectrum of item popularity, we
showed that the group which is less interested in popular items is
aected the most by popularity bias and also has the highest level of
miscalibration. Consistent with these results, we observed that on
MovieLens dataset the group who experienced higher popularity
li (women) also experienced higher miscalibration compared to
men.
We also showed that dierent algorithms behave dierently with
respect to miscalibration. In particular, commonly used neighborhood-
based algorithms are highly susceptible to propagating popularity
bias and hence to miscalibration. On the other hand, factorization
based algorithms seem more resistant to this eect.
One limitation for our work in this paper is that all of our exper-
iments only indicated a correlation between popularity bias and
miscalibration and unfairness. For future work, we intend to study
the causality of popularity bias on these issues. In particular, we will
design experiments such as sampling methods to control popularity
bias in data and see the eect of that on miscalibration and fairness.
We will also investigate the eect of algorithms for controlling
algorithmic popularity bias on miscalibration and fairness.
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