We consider a class of discontinuous Liénard systems and study the number of limit cycles bifurcated from the origin when parameters vary. We establish a method of studying cyclicity of the system at the origin. As an application, we discuss some discontinuous Liénard systems of special form and study the cyclicity near the origin.
Introduction and Main Results
As well known, Liénard systems describe the dynamics of systems of one degree of freedom under existence of a linear restoring fore and a nonlinear dumping. In the first half of the last century models based on the Liénard system were important for the development of radio and vacuum tube technology. Nowadays the system is widely used to describe oscillatory processes arising in various studies of mathematical models of physical, biological, chemical, epidemiological, physiological, economical, and many other phenomena see Glade et al. 1 , Llibre 2 and references therein . Further, quadratic systems and some other systems can be transformed into Liénard systems by suitable changes, see for instance Han et al. 3 , Cherkas 4 , Gasull 5 , Giné, and Llibre 6 . As we have seen, the main concern on Liénard systems is the center and focus problem and the number of limit cycles, see 7-17 , and references therein. Here, we briefly list some known results related to our study in this paper. Consider a Liénard system of the formẋ y − F x , y −g x ,
1.1
where we suppose that the functions F and g satisfy two assumptions below.
I There exists a positive number ε 0 such that F is continuous for |x| < ε 0 with F 0 0 and g is continuous for 0 < |x| < ε 0 with xg x > 0, and lim x → 0 g x , lim x → 0 − g x existing.
II For |x| < ε 0 , |F x | < a 1 G x , where 0 < a 1 
has a stable focus (resp., center, unstable focus) if
F α x − F x < 0 resp., ≡ 0, > 0 1.6
for |x| 1.
Abstract and Applied Analysis 3
For center conditions, in 1976, Cherkas 7 proved the following.
Theorem 1.3. Let the functions F and g in system 1.1 be polynomials in x with
Then the origin is a center of system 1.1 if and only if the equations
have a unique solution y α x < 0 for x > 0 sufficiently small.
From Cherkas 7 , one can see that the above result is also true for analytic system 1.1 . In 1998, Gasull and Torregrosa 9 studied the center problem for analytic systems of form 1.4 using the Cherkas' method, generalized Theorem 1.3 to 1.4 and presented interesting applications to some polynomial systems. Then in 2006, Cherkas and Romanovski 8 gave a necessary and sufficient condition for a Liénard system with nonlinearities of degree six to have a center at the origin. About Theorem 1.2, we have the following two remarks.
Remark 1.4. By the variable change
and the scaling of the time dτ g X u /u dt, we can obtain from 1.4
u h y − F X u , y −u,
1.10
where X u satisfies |u| 2G X u , uX u > 0. Thus, Theorem 1.2 is also true if g x is not continuous at x 0. Remark 1.5. If F and g are C ∞ with g 0 > 0. Then F α x − F x in 1.6 has the form
B j x j .
1.11
In this case, Han 11 for all a and any k ≥ 1.
Abstract and Applied Analysis
In this paper, we consider the following discontinuous Liénard system:
where a, b ∈ R n 1 with n 1 being an integer, h y is a C ∞ function satisfying h y y O y 2 and
where F , g and F − , g − are C ∞ on 0, x 0 , and −x 0 , 0 , respectively, with
for 0 < x 1 and
where
1.18 for 0 < x 1 and 0 < −x 1, respectively. This paper is devoted to studying the local property of system 1.13 at the origin and the number of limit cycles bifurcated from the origin as a, b varies. The authors 13 considered system 1.13 for the case m n k l 1 and studied the center focus problem.
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It is easy to prove that for system 1.13 under 1.15 and 1.16 , the condition ii of Theorem 1.2 is equivalent to the following:
where 0 < c < 2 √ 2. For convenience, introduce
where p, q are relatively prime numbers, that is, p, q 1. Then it is easy to see that there must exist an integer η ∈ 0, p − 1 such that n η r is an integer, and our main results are the following. 
ii 
then system 1.13 has cyclicity s σ − 1 limit cycles near the origin for all a, b near
then system 1.13 has cyclicity s σ −1 limit cycles at the origin for all a, b near a 0 , b 0 .
The conclusion i of Theorem 1.8 can be proved in a similar manner to the proof of Theorem 2 of 16 and ii can be verified by Theorem 1.7. Thus, we do not verify it here. The proof of Theorems 1.6 and 1.7 is presented in Section 2. In Section 3, we give some applications.
Proof of Theorems 1.6 and 1.7
In this section, we verify Theorems 1.6 and 1.7. Before proving them, we need to introduce a bifurcation function d of system 1.13 and establish some preliminary lemmas, which will be used in our proof. First, we have the following lemma. 
Proof. Consider the equation
for 0 < −u 1 and 0 < x 1. By 1.18 , we can obtain
The implicit function theorem implies that the equation 
2.6
and
Proof. Let H y y 0
h u du and make the transformation
together with the scaling of the time dτ g X u h Y v /2uv dt to system 1.13 so that 1.13 can be changed intou
and X u , Y v denote the inverse of the transformation 2.8 . In fact, by 1.18 and similar to the proof of Lemma 2.1, we can obtain
2.10
Abstract and Applied Analysis 9 For 0 ≤ u 1, by 1.15 and 2.10 , we have
Similarly, for 0 < −u 1, by 1.16 and 2.10 , we can obtain
where 
2.15
Since r n η is an integer, the above formula can be written as
where T min{m, r n η }. Then we express 2.16 with respect to the power of x in ascending order, yielding the form of 1.21 . In addition, for k τ defined in Theorem 1.6 there must exist some integers i τ and j τ such that k τ n i τ r j τ . Hence, we can obtain
This completes the proof of the conclusion i . Now we prove the conclusion ii . For u ≥ 0 sufficiently small, 2.8 and 2.10 imply that
Then noting that
By 2.11 , 2.12 and the above formula, we have for u ≥ 0 sufficiently small 
.34 is a 2π-periodic equation in θ. By 2.7 , we have
2.35
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2.36
Define a function as follows:
It is obvious that system 1. where 
2.44
Thus, by 2.43 , 2.44 we have easily where S θ, ρ is a C ∞ function in ρ with
2.49
which implies S θ, 0 > 0 by the above discussion. Then it follows from 2.13 , 2.45 , and 2.48 that
where q j j ≥ 1 are C ∞ functions in ρ 0 with
2.51
which shows that q j θ, 0 > 0 for all j ≥ 1. Since ρ θ, ρ, a, b and ρ θ, ρ, a, b satisfy 2.42 and 2.34 , respectively, using 2.46 we have 
2.53
Inserting 2.50 into the above formula and taking θ −π/2 give by 2.37 that
2.54
which implies 2.38 by 2.33 . Hence, The proof is completed.
In the following part, we verify Theorems 1.6 and 1.7 using the above lemmas.
Proof of Theorem 1.6. One can see that the conclusion i is true by Lemmas 2.1 and 2.3. Now, we prove the conclusion ii . Obviously, it suffices to prove the following two points.
1 There are at most s limit cycles near the origin for all a, b near a 0 , b 0 .
2 There can appear s limit cycles in any given neighborhood of the origin for some a, b arbitrarily close to a 0 , b 0 .
In fact, noting that
By our assumption, we have from 2.38 and 2.55 We claim that D s in 2.56 has at most s zeros in ρ 0 > 0 small for |a − a 0 | |b − b 0 | 1. We can proceed with the proof by induction on s.
First, when s 1, from 2.56 , we can obtain
2.58
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17
Note that
which implies
Hence, by Rolle's theorem, the conclusion 1 is true for s 1.
Assume that the conclusion 1 is true for s i. That is by 2.56
has at most i zeros for ρ 0 > 0 and |a − a 0 | |b − b 0 | sufficiently small with C i 1 a 0 , b 0 / 0. Let us prove that the conclusion 1 is also true for s i 1. Then from 2.56 , we can obtain
2.62
where This ends the proof of conclusion 1 . Now, we verify the conclusion 2 . For simplicity, we can assume a, b a a 1 , a 2 , . . . , a n 1 . Further, by 1.22 , without loss of generality, suppose 
which follows that C j in 2.56 satisfy
This ensures that the bifurcation function d has s zeros in ρ 0 for some a, b near a 0 , b 0 , which implies the conclusion 2 . This ends the proof. Since C j can be taken as free parameters, we can write
where Further, about system 1.13 , we have the below two remarks in order.
Remark 2.7.
If the function h y in 1.13 has the form h y h 1 y O y 2 with h 1 > 0, we also can obtain the same conclusions since this system is equivalent to the following:
2.77
Remark 2.8. When vector parameter a or b is constant in 1.13 , Theorems 1.6 and 1.7 remain true in this case.
Applications
In this section, we present some applications of our main results to systems of the forṁ 
5, and L 2, 2, n n − 1 for n ≥ 6. In fact, combining 3.2 and 3.3 gives that
3.7
As before, it is easy to get that L 2, 2, n n − 1 for n ≥ 6. For n ≤ 5, we can discuss system 3.1 case by case with respect to n.
For n 1, by 3.7 we can obtain
3.8 such that
where Case 3. k m n, n 1, 2, 3. We claim that L n, n, n 3n − 2 for n 1, 2, 3. In fact, for k m n, we have 
