By excluding some regions, in which each eigenvalue of a matrix is not contained, from the αβ-type eigenvalue inclusion region provided by Huang et al.(Electronic Journal of Linear Algebra, 15 (2006) 215-224), a new eigenvalue inclusion region is given. And it is proved that the new region is contained in the αβ-type eigenvalue inclusion region.
Introduction
Let A = [a ij ] ∈ C n×n be an n × n complex matrix with n ≥ 2 , and α and β nonempty index sets satisfying α β = N and α β = ∅, throughout the paper. Define partial absolute deleted row sums and column sums as follows: 
and
provided by Farid in [6] , where
for details, see Remark 2.4, [6] . It seems that each G It is easy to see that all eigenvalues are not contained in
4 (A) can be excluded from G (αβ) (A) for the matrix A. On the other hand, by taking β = {2, 3}, Figure 2 shows that
for the this case. This motivates us to find another regions in which any eigenvalue of a matrix A is not contained to exclude them. In this paper, a new inclusion region by excluding some such regions from G (αβ) (A) is given. This provides a sufficient condition for the non-singularity of a matrix. Numerical examples are also given to verify the corresponding results.
Main results
In this section, some regions in which any eigenvalue of a matrix is not contained, are excluded from G (αβ) (A).
Theorem 2. Let A = [a ij ] ∈ C n×n and λ be an eigenvalue of A. Then
where
Proof. Since
and G (αβ) ij
hold for each i ∈ α and j ∈ β, it implies that
Hence, we only need to prove
Suppose that
T is an eigenvector of A corresponding to the eigenvalue λ, that is,
Let |x p | = max i∈α {|x i |} and |x q | = max j∈β {|x j |}. Obviously, at least one of |x p | and 
Furthermore, consider the p-th equation of (2) and rewrite it into
Taking absolute values on both sides of (5) and using the triangle inequality give
On the other hand, consider the q-th equation of (2) and rewrite it into
Taking absolute values on both sides of (7) and using the triangle inequality give
If |x q | > 0, then multiplying (6) with (8) gives
If |x q | = 0, then by (8) we have
and hence (9) also holds. From (4) and (9) , it follows that
where E (αβ) ij (A) is the complementary of the set E 
Hence λ ∈ G (αβ) ij
From (I) and (II) the conclusion follows.
Remark 1. Theorem 2 shows that for any eigenvalue λ of a matrix A, λ / ∈ E (αβ) ij (A), or λ / ∈ E (αβ) ij (A) f or j = i.
