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BROKEN CIRCUIT COMPLEXES OF SERIES-PARALLEL NETWORKS
DINH VAN LE
Dedicated to Professor Duong Quoc Viet on the occasion of his 60th birthday
ABSTRACT. Let (h0,h1, . . . ,hs) with hs 6= 0 be the h-vector of the broken circuit complex
of a series-parallel network M. Let G be a graph whose cycle matroid is M. We give a
formula for the difference hs−1− h1 in terms of an ear decomposition of G. A number
of applications of this formula are provided, including several bounds for hs−1 − h1, a
characterization of outerplanar graphs, and a solution to a conjecture on A-graphs posed
by Fenton. We also prove that hs−2 ≥ h2 when s ≥ 4.
1. INTRODUCTION
Let M be a loopless matroid of rank r on the ground set E. For a linear ordering < of
E, the broken circuit complex of M with respect to <, denoted by BC(M,<), is the family
of those subsets of E that do not contain a broken circuit, i.e. a circuit of M with the least
element deleted. Introduced by Whitney [33] and developed further by Rota [29], Wilf
[35], and Brylawski [6], the broken circuit complex is an essential tool in the study of
various important combinatorial and homological properties of matroids and hyperplane
arrangements; see, e.g. [1, 2, 9, 15, 22, 23, 24]. An interesting feature of the broken circuit
complex is that its f -vector f = ( f0, . . . , fr), where fi is the number of faces of BC(M,<)
of cardinality i, encodes the coefficients of the characteristic polynomial of the matroid
[29]: χ(M;x) = ∑ri=0(−1)i fixr−i. Given that the characteristic polynomial has a large
number of diverse applications ( such as in the study of the critical problem, linear codes,
hyperplane arrangements, separation of points by hyperplanes, series-parallel networks,
colorings and flows in graphs, and orientations of graphs; see [10] and [36] for surveys),
information about the f -vector of the broken circuit complex could be used to solve many
combinatorial problems. Therefore, the f -vector of the broken circuit complex is one of
the most interesting numerical invariants in matroid theory.
In this paper we will be concerned with the h-vector, an invertible linear transforma-
tion of the f -vector, of the broken circuit complex (see Section 2.3 for the precise def-
inition). It should be noted that although the h-vector and f -vector encode the same
information, certain properties of the broken circuit complex (such as the Gorenstein and
complete intersection properties; see [23]) are better expressed through the h-vector. Let
(h0(M), . . . ,hs(M)) be the h-vector of the broken circuit complex of M with the zero
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entries at the end removed. (The index s is the largest such that hs(M) 6= 0. If M is con-
nected then s = r− 1.) For our purposes it is convenient to introduce a related vector.
Let δi(M) = hs−i(M)−hi(M) for i = 0, . . . ,⌊s/2⌋ and δi(M) = 0 for i > ⌊s/2⌋. We call
(δ0(M),δ1(M), . . .) the δ -vector of (the broken circuit complex of) M. For the sake of
brevity, we will use throughout the paper some further notation. Let S be the class of
loopless matroids M with δ0(M)= 0. Members of S are matroids whose connected com-
ponents are series-parallel networks. For i≥ 0, denote by Si the subclass of S consisting
of matroids M with δ1(M) = i. Furthermore, we set S1+ = S −S0.
This paper serves two purposes. The first one has its root in [23], in which it is proved
that M admits a complete intersection broken circuit complex if and only if M ∈ S0.
(Recall that a simplicial complex is a complete intersection if its minimal non-faces are
pairwise disjoint.) This led us to the following observation: for M ∈ S , the number
δ1(M) might have significant implications for the structure of M. As the main result of
the paper, we make this idea precise by giving a formula for δ1(M), when M is a series-
parallel network, in terms of an ear decomposition of a (graphical) series-parallel network
G whose cycle matroid is M. Let us briefly describe this formula. Let Π = (pi1,pi2, . . . ,pin)
be an ear decomposition of G. Thus Π is a partition of the edges of G, in which pi1 is a
cycle and for each i ≥ 2, pii is a path whose end vertices both belong to some pi j with
j < i. When the end vertices of pii are in pi j and at least one of them is an internal vertex
of pi j, the nest interval of pii in pi j is the subpath of pi j between the end vertices of pii. For
each nest interval I, let σ+(I) = {I}∪σ(I), where σ(I) is the set of all pii ∈ Π whose
nest interval is I. Denote by ℓ(I) the minimal length of a path in σ+(I). Let p1(G;Π) and
p2(G;Π) be the number of nest intervals I such that ℓ(I) = 1 and ℓ(I)> 1, respectively.
Then we have the following formula
(1) δ1(M) = p2(G;Π).
This formula, which will be proved in Theorem 4.8, has plenty of applications. We first
derive in Section 4 several bounds for δ1(M): an upper bound in terms of h1(M) (Propo-
sition 4.14) and lower and upper bounds in terms of the number of vertices of degree at
least 3 of G (Proposition 4.16). Further applications of formula (1) are given in Section 5.
We show that members of S1 are essentially cycle matroids of subdivisions of complete
bipartite graphs K2,m for m≥ 3 (Proposition 5.1). We also show that any member of S1+
possesses a parallel minor in S1 (Proposition 5.4). These results together with a charac-
terization of S due to Brylawski [5] give excluded minors for S0: its members have no
minor isomorphic to U2,4, M(K4) and no parallel minor isomorphic to M(K2,m) for m≥ 3
(Theorem 5.7). On specializing to graphs, it is proved that for a graph G, M(G) ∈ S0
if and only if G contains no subgraph that is a subdivision of K4 and the simplification
G of G contains no vertex-induced subgraph that is a subdivision of K2,3 (Theorem 5.8).
From this latter result we derive two graph-theoretic consequences: a characterization of
outerplanar graphs (Corollary 5.9) and a solution to a conjecture on A-graphs posed by
Fenton [17] (Corollary 5.11).
Formula (1) shows that the number p2(G;Π) is independent of the decomposition Π.
As a counterpart of this formula, we prove in Theorem 4.2 that the number p1(G;Π)
is also independent of Π, and furthermore, p1(G;Π) brings information about parallel
irreducible decompositions of G. This result together with formula (1) yields several
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characterizations as well as sufficient conditions for the parallel irreducibility of a series-
parallel network (Corollaries 4.7, 4.11, 4.15, Propositions 4.14, 4.16).
The second purpose of this paper is to study the following conjecture (see [32]):
Conjecture 1.1. The δ -vector of the broken circuit complex of an arbitrary matroid is
nonnegative.
This conjecture is related to a long-standing conjecture of Stanley on h-vectors of inde-
pendence complexes and a weaker version thereof due to Hibi. The independence com-
plex (or matroid complex) of a matroid is the collection of all independent sets of the
matroid. This complex contains the broken circuit complex as a subcomplex. In [30],
Stanley conjectured that the h-vector of an independence complex is a pure O-sequence,
i.e. the degree sequence of an order ideal of monomials all of whose maximal elements
have the same degree (see also [31] for more details). A pure O-sequence (h0,h1, . . . ,hs)
with hs 6= 0 has the following properties
h0 ≤ h1 ≤ ·· · ≤ h⌊s/2⌋,(2)
hi ≤ hs−i for i = 0, . . . ,⌊s/2⌋.(3)
This result was proved by Hibi [19], and it led him to propose the following weaker
version of Stanley’s conjecture [20]: the h-vector of an independence complex satisfies
inequalities (2) and (3). In order to resolve Hibi’s conjecture, Chari [11] introduced the
notion of convex ear decomposition of simplicial complexes, which can be viewed as a
higher-dimensional analogue of the notion of ear decomposition of graphs. He showed
that the h-vectors of simplicial complexes that admit a convex ear decomposition satisfy
inequalities (2) and (3), and that the independence complex of every coloopless matroid
admits such a decomposition, thereby settling Hibi’s conjecture.
Note that the set of h-vectors of independence complexes is a (strict) subset of the set
of h-vectors of broken circuit complexes, since the cone on any independence complex
is the broken circuit complex of another matroid [6]. In this context, Conjecture 1.1 is
an extension of inequality (3) in Hibi’s conjecture. (We remark that inequality (2) for the
h-vectors of broken circuit complexes would follow from Conjecture 1.1 and unimodality
of those h-vectors. A recent important result of Huh [21] confirms log-concavity (hence
unimodality) for the h-vectors of broken circuit complexes of matroids representable over
a field of characteristic zero.) However, it is worth mentioning that, as Chari noted in the
last part of his paper, the broken circuit complex does not in general admit a convex ear
decomposition. Therefore, Chari’s method does not establish Conjecture 1.1.
In the final section of this paper we present some results motivated by Conjecture 1.1.
For general matroids M it is only known that the first two entries δ0(M),δ1(M) of the
δ -vector of M are nonnegative [32, Section 5]. In the case M ∈ S we will show that
δ2(M)≥ 0 (Theorem 6.1). We also verify Conjecture 1.1 for M ∈S1 (Proposition 6.2).
In order to make the paper self-contained, we include in Section 2 the relevant notions
and facts concerning matroids, series-parallel networks, and broken circuit complexes.
Section 3, which serves as preparation for Section 4, examines the effect on the number
δ1(M) of the contraction operation.
4 DINH VAN LE
2. BACKGROUND
2.1. Matroids. We mostly follow Oxley’s book [27] for matroid terminology. A matroid
M = (E,I ) consists of a non-empty finite ground set E and a collection I of subsets of
E, called independent sets, such that:
(i) /0 ∈I ;
(ii) subsets of independent sets are independent;
(iii) for every subset X of E, all maximal independent subsets of X have the same
cardinality r(X), called the rank of X .
We call a maximal independent set of M a basis. Clearly, the matroid M is specified
by its bases. The rank r(E) of E, which is the common cardinality of the bases, is also
called the rank of M and is denoted by r(M). A subset of E is dependent if it is not in
I . Minimal dependent sets are called circuits. An element e ∈ E is a loop if {e} is a
circuit of M. A circuit of cardinality m is called an m-circuit. Note that the family C (M)
of circuits also determines the matroid M: I consists of subsets of E that do not contain
any member of C (M).
A typical example of a matroid is the vector matroid of a matrix A over some field: the
ground set E is the set of column vectors of A and the independent sets are the linearly
independent subsets of E. Another common example is the cycle matroid of a graph:
Let G be a graph whose edge set is E. Then the collection of edge sets of cycles of G
forms the family of circuits of a matroid M(G) on E. We call M(G) the cycle matroid
of G. The bases of M(G) are the edge sets of spanning forests of G. Thus, in particular,
r(M(G)) = |V | −ω , where V and ω are respectively the vertex set and the number of
connected components of G. A matroid is called graphic if it is isomorphic to the cycle
matroid of a graph. (Two matroids M1,M2 on ground sets E1,E2 are isomorphic if there
exists a bijection ϕ : E1 → E2 such that X ⊆ E1 is independent in M1 if and only if ϕ(X)
is independent in M2.) In this paper, we will also deal with uniform matroids which
are defined as follows: For nonnegative integers m ≤ n, the uniform matroid Um,n is the
matroid on an n-element ground set E whose independent sets are the subsets of E of
cardinality at most m. So the circuits of Um,n are the (m+ 1)-element subsets of E. In
particular, when n=m+1, the matroid Um,m+1 has a unique circuit Cm+1 =E. Identifying
Um,m+1 with Cm+1, by the term “circuit” we will sometimes mean “matroid with a unique
circuit”.
Let M be a matroid on the ground set E. The dual M∗ of M is the matroid on the ground
set E whose bases are the complements of the bases of M. For example, U∗m,n =Un−m,n. It
is well-known that if G is a vl.,he ar graph, then M(G)∗∼=M(G∗), where G∗ is a geometric
dual of G. The loops of M∗ are called coloops of M. Clearly, e is a coloop of M if and
only if e is contained in every basis of M if and only if e is not contained in any circuit of
M.
Let X be a subset of E. The deletion of X from M, denoted M−X , is the matroid on
the ground set E−X whose circuits are those members of C (M) which are contained in
E −X . The contraction of X from M is given by M/X = (M∗−X)∗. One may check
that the circuits of M/X are the minimal non-empty members of {C−X : C ∈ C (M)}.
Note that deletion and contraction for matroids generalize the corresponding operations
for graphs, i.e. M(G)−X = M(G−X) and M(G)/X = M(G/X) for any graph G and any
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set X of edges of G. Note also that the operations of deletion and contraction commute:
for disjoint subsets X and Y of E, one has (M−X)/Y = M/Y −X . A minor of M is a
matroid which can be obtained from M by a sequence of deletions and contractions. So
every minor of M has the form (M−X)/Y , where X , Y are disjoint subsets of E.
Two elements e, f ∈ E are said to be parallel if they form a circuit of M. A parallel
class of M is a maximal subset of E in which any two distinct elements are parallel and
no element is a loop. Obviously, if X is a parallel class of M, then for any e ∈ X every
element of X−e is a loop in M/e. Conversely, if X contains no loops and for some e ∈ X
every element of X − e is a loop in M/e, then X is contained in a parallel class of M. A
parallel class of M∗ is called a series class of M. If Y is a series class of M, then for any
e ∈ Y every element of Y − e is a coloop in M− e. (Thus, for any series class Y and any
circuit C of M, either Y ⊂ C or Y ∩C = /0.) Conversely, if Y is contained in a circuit of
M and for some e ∈ Y every element of Y − e is a coloop in M− e, then Y is a subset
of a series class of M. A parallel or series class is non-trivial if it contains at least two
elements. A matroid is called simple if it has no loops and no non-trivial parallel classes.
Given an arbitrary matroid M we may associate to it a simple matroid by first deleting all
the loops from M and then, for every parallel class X , deleting all but one distinguished
element of X . The matroid obtained, denoted by M, is uniquely determined up to the
choice of the distinguished elements and is called the simplification of M. Evidently, one
may also construct the simplification G of a given graph G in the same manner as above,
and moreover, one has M(G) = M(G).
Let M1 and M2 be matroids on disjoint sets E1 and E2. Their direct sum M1 ⊕M2
is the matroid on the ground set E1 ∪E2 whose circuits are the circuits of M1 and the
circuits of M2. A matroid is called connected if it is not the direct sum of two smaller
matroids; otherwise it is disconnected. Every matroid M can be decomposed uniquely (up
to order) as a direct sum M = M1⊕·· ·⊕Mk of connected matroids; we call M1, . . . ,Mk
the connected components of M. It should be noted that if G is a loopless connected
graph with at least 3 vertices, then the cycle matroid M(G) is connected if and only if G
is 2-connected, i.e. G remains connected after deleting any vertex (see [27, Proposition
4.1.8]).
2.2. Series and parallel connection. The operations of series and parallel connections
of graphs have their origin in electrical-network theory. These operations were general-
ized to matroids by Brylawski [5]. Here we briefly summarize some of their properties.
The reader is referred to [8] or [27, 5.4, 7.1] for further details.
Let us first recall the definitions of series and parallel connections of two graphs. For
i = 1,2, let Gi be a graph with vertex set Vi and edge set Ei. Assume that G1 and G2
have only a common edge e and two common vertices u,v which are the end vertices of
e. Then the parallel connection of G1 and G2 with respect to the baseedge e is merely the
union of G1 and G2, i.e. the graph with vertex set V1∪V2 and edge set E1∪E2. We denote
this graph by P(G1,G2). To define the series connection of G1 and G2, we first form a
copy G′2 = (V ′2,E ′2) of G2 by just renaming the vertex v to v′ and the edge e to e′. Then we
remove the edge e from G1 and the edge e′ from G′2. Finally, we add a new edge e˜ joining
v and v′. The series connection of G1 and G2 with respect to e, denoted S(G1,G2), is the
graph with vertex set V1∪V ′2 and edge set (E1− e)∪ (E ′2− e′)∪ e˜ (see Figure 1).
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FIGURE 1. Series and parallel connections of graphs.
Next we extend the above constructions to matroids. Let M1 and M2 be matroids on
ground sets E1 and E2 with E1∩E2 = {e}. Assume that e is neither a loop nor a coloop
of M1 or M2. As before, we use the notation C (M) to denote the family of circuits of a
matroid M. The series connection S(M1,M2) and the parallel connection P(M1,M2) of
M1,M2 with respect to the basepoint e are the matroids on the ground set E1∪E2 whose
families of circuits are respectively:
C (S(M1,M2)) = C (M1− e)∪C (M2− e)∪{C1∪C2 : e ∈Ci ∈ C (Mi) for i = 1,2},
C (P(M1,M2)) = C (M1)∪C (M2)∪{C1∪C2− e : e ∈Ci ∈ C (Mi) for i = 1,2}.
Moreover, we set
S(M1,M2) = S(M2,M1) =
{
(M1/e)⊕M2 if e is a loop of M1,
M1⊕ (M2− e) if e is a coloop of M1;
P(M1,M2) = P(M2,M1) =
{
M1⊕ (M2/e) if e is a loop of M1,
(M1− e)⊕M2 if e is a coloop of M1.
The above constructions of series and parallel connection of matroids generalize the
corresponding ones for graphs, in the sense that for any two graphs G1,G2 one has
P(M(G1),M(G2))∼= M(P(G1,G2)), S(M(G1),M(G2))∼= M(S(G1,G2))
whenever P(G1,G2) and S(G1,G2) make sense.
It is possible to define series and parallel connections of more than two matroids, just
by iterating the above constructions. Let M1, . . . ,Mn be matroids on ground sets E1, . . . ,En
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such that Ei+1∩ (
⋃i
j=1 E j) = {ei} for i = 1, . . . ,n− 1, in which e1, . . . ,en−1 need not be
distinct. Then we can form P(M1,M2), P(P(M1,M2),M3) and so on. The last matroid
obtained in this way, denoted by P(M1, . . . ,Mn), is called the (iterated) parallel connec-
tion of M1, . . . ,Mn with respect to the basepoints e1, . . . ,en−1. The series connection of
M1, . . . ,Mn is defined similarly. Of course, iterated series and parallel connections of
graphs can also be constructed in the same manner.
Special cases of series and parallel connections are series and parallel extensions: for
two matroids M and N, we say that M is a series extension (respectively, parallel exten-
sion) of N and N a series contraction (respectively, parallel deletion) of M if M = S(N,C2)
(respectively, M = P(N,C2)), where C2 is a 2-circuit. For example, every loopless ma-
troid is an iterated parallel extension of its simplification. Series extension and parallel
extension for graphs mean subdividing an edge and duplicating an edge, respectively.
We now mention some other notions related to series and parallel connections which
will be used later. Let M and N be matroids. We call N a series minor (respectively,
parallel minor; series-parallel minor) of M if N can be obtained from M by a sequence of
deletions and series contractions (respectively, contractions and parallel deletions; series
contractions and parallel deletions). Evidently, N is a series minor of M if and only if
N∗ is a parallel minor of M∗. Suppose M is connected with ground set E. Then M is
called parallel irreducible at e ∈ E if either M is trivial (i.e. |E|= 1) or M is not a parallel
connection of two non-trivial matroids with respect to the basepoint e. We say that M is
parallel irreducible if it is parallel irreducible at every element of E.
Lemma 2.1. Let M and M′ be matroids on ground sets E and E ′ with E ∩E ′ = {e}. Then
the following statements hold.
(i) P(M,M′) is loopless (respectively, simple) if and only if both M and M′ are loop-
less (respectively, simple).
(ii) If |E|, |E ′| ≥ 2, then S(M,M′) (respectively, P(M,M′)) is connected if and only if
both M and M′ are connected.
(iii) P(M,M′)/e = M/e⊕M′/e. If f ∈ E− e, then
S(M,M′)− f = S(M− f ,M′), S(M,M′)/ f = S(M/ f ,M′),
P(M,M′)− f = P(M− f ,M′), P(M,M′)/ f = P(M/ f ,M′).
(iv) If e is neither a loop nor a coloop of M or M′, then M = P(M,M′)− (E ′− e).
Thus M and M′ are submatroids of P(M,M′).
(v) Assume that M is the cycle matroid of a graph G. If M(G) ∼= P(M1,M2), where
the basepoint of the parallel connection is neither a loop nor a coloop of M1 or
M2, then there exist subgraphs G1,G2 of G such that Mi ∼= M(Gi) for i = 1,2 and
G = P(G1,G2).
From now on suppose that M is a non-trivial connected matroid.
(vi) M is parallel irreducible at f ∈ E if and only if M/ f is connected. Hence M is
parallel irreducible if and only if M/ f is connected for every f ∈ E.
(vii) For every f ∈ E, the matroid M can be decomposed as a parallel connection M =
P(M1, . . . ,Mk) with respect to the basepoint f , where Mi is non-trivial and parallel
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irreducible at f for i = 1, . . . ,k. The decomposition is unique up to a permutation
of the components.
(viii) M has an iterated parallel decomposition M =P(N1, . . . ,Ns), where the Ni are non-
trivial and parallel irreducible. Moreover, if M is simple, then the decomposition
is unique up to a permutation of the components.
Proof. (i) follows trivially from the definition of parallel connection. For the proof of
(ii)–(iv), (vi), (vii) see [5, Propositions 4.6, 4.7, 5.5-5.9]; see also [27, 7.1]. From (iv) one
easily gets (v). Let us prove (viii). The existence of a parallel irreducible decomposition
of M follows by repeatedly applying (vii). We now prove the uniqueness of this decom-
position when M is simple. Let F(M) = { f ∈ E : M/ f is disconnected}. The argument is
by induction on |F(M)|.
We first show that F(M) is the set of basepoints of any parallel irreducible decomposi-
tion of M. Indeed, consider such a decomposition M =P(N1, . . . ,Ns). Let Ei be the ground
set of Ni and assume that Ei+1∩ (
⋃i
j=1 E j) = {ei} for i = 1, . . . ,s−1. From (iii) (or (vi))
we immediately get {e1, . . . ,es−1} ⊆ F(M). If there exists f ∈ F(M)−{e1, . . . ,es−1},
for which we may assume f ∈ E1, then from (iii) we obtain M/ f = P(N1/ f ,N2, . . . ,Ns).
Note that N1/ f is connected by (vi). Note also that |E1| ≥ 3 since N1 is simple (by (i))
and non-trivial. So |E1− f | ≥ 2 and hence it follows from (ii) that M/ f is connected, a
contradiction. Thus we must have F(M) = {e1, . . . ,es−1}.
Now we can “group” the components N1, . . . ,Ns to get a parallel decomposition of M
into matroids which are parallel irreducible at e1: M = P(M1, . . . ,Mk). (For example, for
the decomposition M = P(N1, . . . ,N4) with E2∩E1 = {e1}, E3∩ (E1∪E2) = E3∩E2 =
{e2}, E4∩ (E1∪E2∪E3) = E4∩E1 = {e3} and e1,e2,e3 pairwise distinct, we may write
M = P(M1,M2), where M1 = P(N1,N4) and M2 = P(N2,N3) are parallel irreducible at e1.)
By (vii), the matroids M1, . . . ,Mk are uniquely determined. Moreover, these matroids are
simple by (i). Observe that F(Mi)⊆ F(M)−e1 for i = 1, . . . ,k. Since each Mi is a parallel
connection of some of the matroids N1, . . . ,Ns (and this is of course a parallel irreducible
decomposition of Mi), the uniqueness of N1, . . . ,Ns follows by induction. 
Remark 2.2. (i) By Lemma 2.1(v), results and notions on matroids involving only paral-
lel connection can be easily specialized to graphs. In particular, we will also use the terms
“parallel irreducible”, “parallel irreducible decomposition” for graphs without explicit
explanation.
(ii) When a connected matroid M is not simple, the parallel irreducible decomposition
of M as in Lemma 2.1(viii) is no longer unique. For instance, if M contains a 2-circuit
C2 = {e1,e2}, then M = P(M1,C2) = P(M2,C2), where Mi =M−ei for i = 1,2. However,
it is not hard to show that if M = P(N1, . . . ,Ns) and M = P(N′1, . . . ,N′t ) are two parallel
irreducible decompositions of M, then s = t and (after reindexing) Ni ∼= N′i for i = 1, . . . ,s.
A graph G is called a (graphical) series-parallel network if it is a block (i.e. a connected
graph whose cycle matroid is connected) and can be obtained from the complete graph
K2 by subdividing and duplicating edges. Extending this notion to matroids, we call a
connected matroid M a series-parallel network if it can be constructed from a coloop by a
sequence of series and parallel extensions. Clearly, a matroid is a series-parallel network
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if and only if it is the cycle matroid of a graphical series-parallel network. We list several
characterizations of series-parallel networks in the next lemma.
Lemma 2.3. Let M be a loopless connected matroid and G a loopless graph with at least
one edge. Then
(i) G is a series-parallel network if and only if it is a block having no subgraph that
is a subdivision of K4.
(ii) The following conditions are equivalent:
(a) M is a series-parallel network;
(b) every connected minor of M is a series-parallel network;
(c) for any connected minor N of M on the ground set E(N) with |E(N)| > 2,
and any element e ∈ E(N), either N− e or N/e is disconnected;
(d) M has no minor isomorphic to U2,4 or M(K4);
(e) β (M) = 1.
In the above lemma, β (M) := (−1)r(E)∑X⊆E(−1)|X |r(X) is the beta invariant of a
matroid M on the ground set E. This invariant was introduced by Crapo [13] and discussed
further in, e.g. [5, 26, 36]. For the proof of the lemma we refer to [27, Theorem 5.4.10]
and [5, Proposition 7.5, Theorem 7.6].
2.3. Broken circuit complexes. Let M be a matroid with a given linear ordering < of
its ground set E. When no confusion may arise, we will briefly denote the broken circuit
complex of M with respect to < by BC(M). Note that if M contains a loop, then /0 is
a broken circuit, and so BC(M) = /0. It is, therefore, enough to consider broken circuit
complexes of loopless matroids. Moreover, if necessary, one may even restrict attention to
simple matroids because the broken circuit complex of a loopless matroid is isomorphic
to that of its simplification; see [1, Proposition 7.4.1].
Now suppose M is loopless and r(M) = r. Then BC(M) is an (r− 1)-dimensional
shellable simplicial complex; see [28] or [1, 7.4]. Let ( f0, . . . , fr) be the f -vector of
BC(M). Then the polynomial f (M;x) = ∑ri=0 fixr−i is called the f -polynomial of BC(M).
The h-vector (h0, . . . ,hr) and h-polynomial h(M;x) = ∑ri=0 hixr−i of BC(M) are deter-
mined by the polynomial identity h(M;x+1) = f (M;x). In other words, the f -vector and
h-vector are correlated as follows
fi =
i
∑
j=0
(
r− j
i− j
)
h j and hi =
i
∑
j=0
(−1)i− j
(
r− j
i− j
)
f j, i = 0, . . . ,r.
Observe that different orderings of the ground set E of M may lead to non-isomorphic
broken circuit complexes; see, e.g. [1, Example 7.4.4]. However, from the formula
h(M;x) = t(M;x,0), where t(M;x,y) is the Tutte polynomial of M defined by
t(M;x,y) = ∑
X⊆E
(x−1)r(E)−r(X)(y−1)|X |−r(X)
(see [1, p. 240]), it follows that the f -vector and h-vector of BC(M,<) are independent
of the ordering <.
We keep the notation from the introduction. In the next lemma some properties of the
h-vector of the broken circuit complex are summarized. Recall that a matroid is repre-
sentable if it is isomorphic to the vector matroid of a matrix over some field.
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Lemma 2.4. Let M be a loopless matroid on the ground set E with r(M) = r. Let
(h0,h1, . . . ,hr) and h(M;x) = ∑ri=0 hixr−i be the h-vector and the h-polynomial of BC(M),
respectively. Then the following statements hold.
(i) hi ≥ 0 for i = 0, . . . ,r. Moreover, h0 = 1, hr−1 = β (M), and hr = 0. If M is
simple, then h1 = |E|− r.
(ii) Assume that M is either the direct sum or the parallel connection of two matroids
M1 and M2. Then
h(M;x) =
{
h(M1;x)h(M2;x) if M = M1⊕M2,
x−1h(M1;x)h(M2;x) if M = P(M1,M2).
(iii) M has k connected components if and only if k is the smallest number such that
hr−k > 0. In particular, β (M)> 0 if and only if M is connected.
(iv) If e ∈ E, then
h(M;x) =
{
xh(M− e;x) if e is a coloop of M,
h(M− e;x)+h(M/e;x) otherwise.
Thus, if M is connected and |E| ≥ 2, then either M− e or M/e is connected.
(v) If M =Cr+1, an (r+1)-circuit, then h(M;x) = xr + xr−1 + · · ·+ x.
(vi) Assume that M is representable. Let s be the largest index such that hs 6= 0. Then
∑ij=0 h j ≤ ∑ij=0 hs− j for all i = 0, . . . ,s.
(vii) M ∈ S if and only if M is a direct sum of series-parallel networks. Suppose
M ∈S . Then δ1(M)≥ 0. Moreover, if M is either the direct sum or the parallel
connection of two matroids M1 and M2, then δ1(M) = δ1(M1)+δ1(M2).
Proof. The properties (i)–(iv) follow from the formula h(M;x) = t(M;x,0) and the cor-
responding properties of the Tutte polynomial which are presented in [10, 6.2] and [7, p.
182]. From (iv) one easily gets (v). For the proof of (vi), see [23, Proposition 2.3(v)]. It
remains to prove (vii). Let s be the largest index such that hs 6= 0. Then M ∈ S if and
only if hs = 1. Note that from (ii) we obtain h(M;x) = ∏ki=1 h(Ni;x), where N1, . . . ,Nk
are the connected components of M. This yields hs = ∏ki=1 β (Ni). Thus, hs = 1 if and
only if β (Ni) = 1 for i = 1, . . . ,k. By Lemma 2.3, the latter condition means that all the
Ni are series-parallel networks. Now assume that M ∈ S . Then M is a graphic matroid
because, as we have just shown, each Ni is graphic. In particular, M is representable; see
[27, Proposition 5.1.2]. Hence, if s≥ 2, we obtain from (vi) that
δ1(M) = hs−1−h1 = (hs+hs−1)− (h0 +h1)≥ 0.
As δ1(M) = 0 when s ≤ 1 by definition, the second assertion follows. To prove the last
one, let (h(i)0 , . . . ,h
(i)
si ) with h
(i)
si 6= 0 be the h-vector of BC(Mi) for i = 1,2. If M =M1⊕M2
or M = P(M1,M2), then from the relation between h-polynomials given in (ii) we get
h1 = h
(1)
1 +h
(2)
1 , hs−1 = h
(1)
s1−1h
(2)
s2 +h
(1)
s1 h
(2)
s2−1, hs = h
(1)
s1 h
(2)
s2 .
Since hs = 1, h(1)s1 = h
(2)
s2 = 1. Therefore,
δ1(M) = hs−1−h1 = (h(1)s1−1−h
(1)
1 )+(h
(2)
s2−1−h
(2)
1 ) = δ1(M1)+δ1(M2). 
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Let us recall the following characterization of the class S0, which is a motivation for
this paper. In the context of hyperplane arrangements, this characterization was proved
in [23, Theorem 1.2] only for simple matroids. However, it holds true a little bit more
generally:
Lemma 2.5. Let M be a loopless matroid. Suppose that (h0(M),h1(M), . . . ,hs(M)) is
the h-vector of BC(M) with s equal to the largest index i such that hi(M) 6= 0. Then the
following conditions are equivalent:
(i) M ∈S0;
(ii) (h0(M),h1(M), . . . ,hs(M)) is symmetric, i.e. hi(M) = hs−i(M) for i = 0, . . . ,s;
(iii) there exists an ordering < of the ground set of M such that the broken circuit
complex BC(M,<) is a complete intersection;
(iv) each connected component of M is either a coloop or an iterated parallel con-
nection of non-loop circuits.
Proof. Denote by M the simplification of M. Let (i)’, (ii)’, and (iii)’ be the conditions
obtained from (i), (ii), and (iii) by replacing M with M, respectively. Also, let (iv)’ be
the condition: each connected component of M is either a coloop or an iterated parallel
connection of simple circuits (i.e. circuits other than 2-circuits). Then the conditions
(i)’–(iv)’ are equivalent by [23, Theorem 1.2]. Since (i), (ii), and (iii) are conditions
on broken circuit complexes, [1, Proposition 7.4.1] ensures that (i)⇔(i)’, (ii)⇔(ii)’, and
(iii)⇔(iii)’. Hence, we have (i)⇔(ii)⇔(iii). Now to complete the proof it suffices to show
(iv)’⇒(iv) and (iv)⇒(ii). Note that each connected component of M is either a connected
component of M or an iterated parallel connection of a connected component of M with
2-circuits. So (iv)’ implies (iv). Finally, assume (iv). Then the symmetry of the h-vector
(h0(M),h1(M), . . . ,hs(M)) follows easily from Lemma 2.4(ii), (iv), (v). 
3. CONTRACTING SERIES CLASSES
Let M be a matroid in S . Lemma 2.4(vii) indicates that the computation of δ1(M)
reduces to the case where M is connected, i.e. M is a series-parallel network (in fact,
if necessary, one may even assume that M is parallel irreducible). As preparation for
the next section where such a computation is carried out, we discuss in this section the
variation of the number δ1(M) when contracting M by a subset of a series class.
Let M be a series-parallel network of rank r ≥ 2 on the ground set E and let e ∈ E.
Note that r(M− e) = r(M) = r and r(M/e) = r−1, so we may write the h-polynomials
of broken circuit complexes of these matroids as follows
h(M;x) = h0xr +h1xr−1 + · · ·+hr−2x2 +hr−1x,
h(M− e;x) = h′0xr +h′1xr−1 + · · ·+h′r−2x2 +h′r−1x,
h(M/e;x) = h′′0xr−1 +h′′1xr−2 + · · ·+h′′r−3x2 +h′′r−2x.
The formula h(M;x) = h(M−e;x)+h(M/e;x) in Lemma 2.4(iv) now gives hi = h′i+h′′i−1
for i = 1, . . . ,r−1.
Proposition 3.1. We keep the notation as above. Assume that M−e is disconnected. Then
the following statements hold.
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(i) M/e is a series-parallel network.
(ii) h′′1 ≤ h1, with equality if and only if e is contained in no 3-circuit of M.
(iii) If r ≥ 3, then hr−2− 1 ≤ h′′r−3 ≤ hr−2. The first inequality becomes an equality
when M− e has 2 connected components, and the second inequality becomes an
equality when M− e has at least 3 connected components.
Proof. (i) Note that M/e is a connected minor of M by Lemma 2.4(iv). So according to
Lemma 2.3(ii), M/e is a series-parallel network.
(ii) Let M be the simplification of M. Recall that the broken circuit complexes of M and
M share the same h-vector; see [1, Proposition 7.4.1]. We use the notation E(.) to denote
the ground set of the matroid within the brackets. Since M− e is disconnected, e is con-
tained in no 2-circuit of M, whence e ∈ E(M). It is clear that M/e = M/e. Accordingly,
E(M/e) ⊆ E(M/e) with equality if and only if e is contained in no 3-circuit of M, i.e. if
and only if e is contained in no 3-circuit of M. Note that r(M/e) = r(M/e) = r(M/e). So
by Lemma 2.4(i), we obtain
h′′1 = |E(M/e)|− r(M/e)≤ |E(M/e)|− r(M/e)
= (|E(M)|−1)− (r(M)−1) = |E(M)|− r(M) = h1.
The equality holds if and only if e is contained in no 3-circuit of M.
(iii) We have hr−2 = h′r−2 + h′′r−3 ≥ h′′r−3. The equality holds if and only if h′r−2 = 0,
which by Lemma 2.4(iii) means that M− e has at least 3 connected components.
It remains to prove that h′r−2 ≤ 1, with equality if and only if M − e has exactly 2
connected components. We have seen that h′r−2 = 0 when M− e has at least 3 connected
components. Now suppose M−e has exactly 2 connected components: M−e = N1⊕N2.
We need to show that h′r−2 = 1. Indeed, it follows from Lemma 2.3(ii) that N1 and N2,
which are connected minors of M, are series-parallel networks. So by Lemmas 2.4(ii) and
2.3(ii), h′r−2 = β (N1)β (N2) = 1. 
Corollary 3.2. Let M be a series-parallel network of rank r ≥ 2 on E. Let e ∈ E be
such that M− e is disconnected. Then M/e is a series-parallel network and δ1(M/e) ≥
δ1(M)−1. Assume further that e is contained in no 3-circuit of M. Then
(i) δ1(M/e) = δ1(M)−1 if and only if M− e has 2 connected components;
(ii) δ1(M/e) ≤ δ1(M) with equality if and only if M− e has at least 3 connected
components.
Proof. The fact that M/e is a series-parallel network was proved in Proposition 3.1. Let
us show that δ1(M/e) ≥ δ1(M)− 1. If r ≤ 3, then it follows from the definition that
δ1(M/e) = δ1(M) = 0. If r ≥ 4, then δ1(M) = hr−2−h1 and δ1(M/e) = h′′r−3−h′′1 . So
the inequality follows easily from Proposition 3.1.
Now assume that e is contained in no 3-circuit of M. Then r≥ 3. For the same reason as
above, (i) and (ii) follow from Proposition 3.1 when r ≥ 4. Consider the case r = 3. Then
δ1(M/e)= δ1(M)= 0. Thus to complete the proof, we need to show in this case that M−e
has 3 connected components. Let M be the simplification of M. Observe that there are
only two non-isomorphic simple matroids of rank 3 which are series-parallel networks,
namely, a 4-circuit and a parallel connection of two 3-circuits. Since e is contained in no
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3-circuit of M, M must be a 4-circuit. It then follows without difficulty that M− e has 3
connected components. 
A subset X of the ground set of a connected matroid M is called removable if M−X
is connected. We are interested in removable series classes because of the following
corollary.
Corollary 3.3. Let M be a series-parallel network on E. Let X be a subset of a series
class of M. Assume that |X | ≥ 2 and X ∪{ f} is not a circuit of M for every f ∈ E. Denote
by ˜M the matroid obtained from M by contracting all but one element of X. Then
δ1(M) =
{
δ1( ˜M)+1 if X is removable,
δ1( ˜M) otherwise.
Proof. Let ˆM be M with all but two elements, say e1 and e2, of X contracted. We will
show that δ1(M) = δ1( ˆM), and that {e1,e2} is a subset of a series class of ˆM. The case
|X | = 2 is trivial, so we may assume |X | ≥ 3. Let e ∈ X −{e1,e2}. Since X is a subset
of a series class, every circuit of M containing e must contain all of X . It follows that e
is contained in no 3-circuit of M. Moreover, M− e has at least 3 connected components
because every element of X − e is a coloop, and hence, a connected component of M− e.
So by Corollary 3.2(ii), δ1(M) = δ1(M/e). Clearly, X − e is a subset of a series class
of M/e. Therefore, we may repeat the above argument for M/e, and so on. Eventually,
we obtain δ1(M) = δ1( ˆM), and {e1,e2} is a subset of a series class of ˆM. From the
assumption on X it follows that {e1,e2}∪{ f} is not a circuit of ˆM for every f ∈ E( ˆM).
Thus e2 is not contained in any 3-circuit of ˆM. Observe that
ˆM− e2 = M/(X −{e1,e2})− e2 = (M− e2)/(X −{e1,e2}) = {e1}⊕ (M−X).
So if X is removable then ˆM−e2 has exactly 2 connected components, and it follows from
Corollary 3.2(i) that δ1( ˆM) = δ1( ˆM/e2)+1 = δ1( ˜M)+1. Otherwise, ˆM− e2 has at least
3 connected components and δ1( ˆM) = δ1( ˆM/e2) = δ1( ˜M) by Corollary 3.2(ii). 
We conclude this section with a description of removable series classes of graphic
matroids. Let G be a graph. A path of G is called a line if all of its internal vertices
have degree 2. When G is a block, as for matroids, a line X of G is removable if G−X
is a block. Evidently, every line of a block G 6= K2 is a subset of a series class of M(G).
The converse is not true in general; see, e.g. [27, p. 155]. However, we have
Proposition 3.4. Let G be a block. Then removable series classes of M(G) are exactly
removable lines of G.
Proof. We first observe that if X 6= /0 is a subset of a series class of a connected matroid
M such that X is removable, then X is a removable series class of M. From this it follows
that removable lines of G are removable series classes of M(G). Conversely, assume X is
a removable series class of M(G). Let X ′ be a maximal line of G contained in X . We will
show that X = X ′. By the observation at the beginning of the proof, it suffices to prove
that G−X ′ is a block. Let u,v be the end vertices of X ′. From the maximality of X ′ it
follows that u and v have degree at least 3. Let e1,e2 be two edges of G−X ′ incident to
u. Then any cycle of G containing e1,e2 does not contain X ′. This implies e1,e2 6∈ X . So
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u is a vertex of G−X . Similarly, v is also a vertex of G−X . Since G−X is a block,
there exists a cycle C ⊆ G−X connecting u and v; see, e.g. [27, Proposition 4.1.4]. Thus
the line X ′ shares only its end vertices with the cycle C. It follows that G−X ′ is a block.
Hence X = X ′ is a removable line of G. 
4. EAR DECOMPOSITIONS AND δ1
In this section we will extract some useful information from ear decompositions of
series-parallel networks. In particular, a formula for the number δ1 of a series-parallel
network will be derived. Several bounds for δ1 will then also be discussed.
An ear decomposition of a graph G is a partition of the edges of G into a sequence of
ears pi1,pi2, . . . ,pin such that
(ED1) pi1 is a non-loop cycle and each pii is a simple path (i.e. a path that does not
intersect itself) for i≥ 2;
(ED2) each end vertex of pii, i≥ 2, is contained in some pi j with j < i;
(ED3) no internal vertex of pii is in pi j for any j < i.
Whitney [34] proved that a graph with at least 2 edges admits an ear decomposition if and
only if it is a block. He also showed that for a block G = (V,E), the number n of ears
in an ear decomposition of G is its nullity (or cyclomatic number), i.e. n = |E|− |V |+1.
Thus, in particular, we see from Lemma 2.4(i) that n = h1(M(G)) if G is a simple graph.
One may characterize series-parallel networks by their ear decompositions. Given an
ear decomposition of a graph G as above, we say that pii is nested in pi j, j < i, if both end
vertices of pii belong to pi j and at least one of them is an internal vertex of pi j. (Note that
every vertex of the cycle pi1 is internal.) When pii is nested in pi j, the nest interval of pii
in pi j is the path in pi j between the two end vertices of pii. Here we adopt the convention
that the nest interval of an ear in pi1 is the shorter path, and that if pi1 is divided into two
paths of equal length then at most one of them could be a nest interval. The given ear
decomposition is called nested if the following conditions hold:
(N1) for each i > 1 there exists j < i such that pii is nested in pi j;
(N2) if pii and pik are both nested in pi j, then either their nest intervals in pi j are disjoint,
or one nest interval contains the other.
In [16], it is proved that series-parallel networks with at least 2 edges are exactly those
blocks for which some ear decomposition is nested, a condition which is equivalent to
every ear decomposition being nested.
We have seen that the number of ears in an ear decomposition of a graph is an invariant
of the graph and hence independent of the decomposition. Naturally, one may ask whether
this is the case for the number of nest intervals in a nested ear decomposition. It turns out
that this question is not as simple as it seems. In fact, we can only achieve an affirmative
answer to the question through a subtle analysis of the set of nest intervals.
Let Π = (pi1,pi2, . . . ,pin) be a nested ear decomposition of a series-parallel network G.
For convenience, we will also view Π as the set {pi1,pi2, . . . ,pin}. Denote by N(Π) the
set of all nest intervals appearing in Π. For each nest interval I ∈ N(Π), we consider the
following collection of paths
σ(I) = {pii ∈Π : I is the nest interval of pii}.
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By conditions (ED3) and (N1), each ear pii, i > 1, is nested in a unique other ear. It
follows that the sets σ(I), I ∈ N(Π), are well-defined and constitute a partition of Π−pi1.
Set σ(I)+ = σ(I)∪{I} and let ℓ(I) be the minimal length of a path in σ(I)+ (recall that
the length of a path is its number of edges). Denote by p1(G;Π) and p2(G;Π) the number
of I ∈ N(Π) such that ℓ(I) = 1 and ℓ(I)> 1, respectively. We will see that both p1(G;Π)
and p2(G;Π) not only are independent of the decomposition Π but also encode interesting
combinatorial information about the graph G. Thus, in particular, the cardinality of N(Π)
is an invariant of G.
Example 4.1. Let G be the graph shown in Figure 2. Let pi1 = {1,2,3,4,5}, pi2 = {6},
pi3 = {7}, pi4 = {8,9,10}, pi5 = {11,12}. Then Π = (pi1, . . . ,pi5) is a nested ear decompo-
sition of G. This decomposition has 3 nest intervals: I1 = {3}, I2 = {4,5}, I3 = {9,10}.
Since ℓ(I1) = ℓ(I2) = 1 and ℓ(I3) = 2, we have p1(G;Π) = 2 and p2(G;Π) = 1.
1
2
3
4
5
6
7
8
9
10 11
12
G
FIGURE 2. A series-parallel network.
We first show that p1(G;Π) is independent of the decomposition Π.
Theorem 4.2. Let G be a series-parallel network with at least 2 edges. Denote by F(G)
the set of all edges e of G such that G/e is not a block. Let F(G) = F(G)∩E(G), where
E(G) is the edge set of the simplification G of G. Then for any nested ear decomposition
Π of G we have p1(G;Π) = |F(G)|. In particular, if G is simple, then p1(G;Π) is the
number of distinct baseedges of the parallel irreducible decomposition of G.
Remark 4.3. Let Π = (pi1,pi2, . . . ,pin) be a nested ear decomposition of G. When dealing
with p1(G;Π) and p2(G;Π), it is possible to assume |I|= 1 for any nest interval I ∈N(Π)
with ℓ(I) = 1. Indeed, if |I|> 1 then there exists an ear pii ∈ σ(I) such that |pii| = 1. So
we can “interchange” I and pii to get a new ear decomposition with the desired property
and without changing p1(G;Π) and p2(G;Π). More precisely, let pi j be the ear of Π
containing I and consider the ear decomposition Π′ = (pi ′1,pi ′2, . . . ,pi ′n) of G in which
pi ′j = (pi j− I)∪pii, pi
′
i = I, pi
′
k = pik for k 6= i, j.
Then I′ := pii becomes a nest interval in N(Π′) and ℓ(I′) = |I′| = 1. Moreover, it is clear
that pi(G;Π) = pi(G;Π′) for i = 1,2.
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As an illustration of the above remark, let us revisit the graph G in Figure 2. The ear
decomposition Π of G given in Example 4.1 has a nest interval I2 with ℓ(I2) = 1 < |I2|.
By applying the procedure in Remark 4.3 to Π we obtain the nested ear decomposition
Π′ = (pi ′1,pi2,pi ′3,pi4,pi5), where pi ′1 = {1,2,3,7} and pi ′3 = {4,5}.
In order to prove Theorem 4.2 (and several results below), we introduce here a special
kind of nest interval which is useful for inductive arguments. Recall that a line of G is a
path all of whose internal vertices have degree 2. Let Π be a nested ear decomposition of
G. We say that a nest interval I ∈ N(Π) is lined in G if all paths of σ(I)+ are lines in G.
The existence and some properties of this kind of nest interval are shown below.
Lemma 4.4. Let Π be a nested ear decomposition of a series-parallel network G. If
N(Π) 6= /0, then there exists I ∈ N(Π) which is lined in G.
Proof. We prove by induction on p = |N(Π)|. If p = 1, then it is clear that the unique
nest interval of N(Π) is lined in G. Assume p ≥ 2. Let I be a minimal element (with
respect to inclusion) of N(Π). Then I is a line of G. So if all the ears in σ(I) are lines,
we are done. Otherwise, let pi j ∈ σ(I) be not a line. We say that an ear pii is sequentially
nested in pi j if there exists a sequence of ears pii,pik, . . . ,pi j such that each ear is nested in
the next. Denote by Π(pi j) the subset of Π consisting of all ears which are sequentially
nested in pi j. Note that pi j = pi j∪I is a cycle. So one may check that Π1 = {pi j}∪Π(pi j) is
a nested ear decomposition of the subgraph G1 of G induced by the ears in Π1. We have
N(Π1) ⊆ N(Π)− I. Moreover, N(Π1) 6= /0 since pi j is not a line. Hence, by induction
there exists I1 ∈ N(Π1) that is lined in G1. Clearly, I1 is also lined in G. 
Lemma 4.5. Let Π be a nested ear decomposition of a series-parallel network G. Assume
that I ∈ N(Π) is lined in G. Let G′ be the subgraph of G induced by the ears in Π′ :=
Π−σ(I). Then the following statements hold.
(i) Π′ is a nested ear decomposition of G′ and N(Π′) = N(Π)− I.
(ii) I is a removable series class of the cycle matroid M(G).
(iii) I is a subset of a series class of M(G′). Moreover, I is not removable in M(G′)
unless G′ is a 2-cycle.
Proof. (i) Since all ears of σ(I) are lines, there is no ear of Π which is nested in any ear of
σ(I). It follows that Π′ is a nested ear decomposition of G′. Obviously, N(Π′)=N(Π)−I.
(ii) It is clear that I is a removable line of G. So by Proposition 3.4, I is a removable
series class of M(G).
(iii) Since I is a line of G′, it is a subset of a series class of M(G′). Let us prove that
I is not removable in M(G′) when G′ is not a 2-cycle. Suppose I lies on the ear pi j of Π′
and Π′ = (pi1, . . . ,pi j, . . . ,pii). Let e be an edge of I. Denote by ˜G′ the contraction of G′
by all the edges of I but e, i.e. ˜G′ = G′/(I− e). Then G′/I = ˜G′/e, and since I is a line,
G′− I = ˜G′− e. It is easily seen that
Π′/(I− e) := (pi1, . . . ,pi j/(I− e), . . . ,pii)
is a nested ear decomposition of ˜G′, where pi j/(I− e) denotes the contraction of pi j by
I − e. Thus we have: (a) ˜G′ is a series-parallel network. We will further show that:
(b) ˜G′ has at least 3 edges, and (c) G′/I is a series-parallel network with a nested ear
decomposition Π′/I := (pi1, . . . ,pi j/I, . . . ,pii). First, assume j > 1. Then (b) is clear from
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the ear decomposition of ˜G′ given above. (c) is also clear because I is properly contained
in pi j (by definition) and I is not a nest interval of any ear in Π′. Next, consider the case
j = 1. By convention, the length of the path pi1− I is at least that of I. If pi1 is a 2-cycle,
then σ(I) = Π− pi1 since I is lined in G. Consequently, G′ would be pi1 and hence a
2-cycle, contradicting the assumption. So pi1 has at least 3 edges, whence pi1/I is a non-
loop cycle. It follows that (b) and (c) are also true in this case. Now from (a), (b), (c), and
Lemma 2.3(ii) we deduce that G′− I = ˜G′− e is not a block, i.e. I is not removable in
M(G′). 
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. We first prove the formula p1(G;Π)= |F(G)| for every ear decom-
position Π of G. We argue by induction on the nullity n of G. If n = 1, then G is a cycle.
In this case, G has a unique ear decomposition Π = (G) and p1(G;Π) = |F(G)| = 0.
Now suppose that n > 1. Let Π be an arbitrary ear decomposition of G. By Lemma 4.4,
there exists a nest interval I ∈ N(Π) which is lined in G. Let σ(I) = {pii1, . . . ,piis} and
Π′ = Π−σ(I). Then by Lemma 4.5(i), Π′ is a nested ear decomposition of the subgraph
G′ of G induced by the ears in Π′ and
(4) N(Π) = N(Π′)⊔{I},
where ⊔ denotes disjoint union. We distinguish two cases:
Case 1: ℓ(I) = 1. By Remark 4.3, we may assume I contains only one edge e of G.
Then G = P(G′,D1, . . . ,Ds) with respect to the baseedge e, where Dt = I∪piit is a cycle
for t = 1, . . . ,s. We will show that
(5) F(G) = F(G′)⊔ [e],
where [e] is the parallel class of e in G. First, we check that F(G′)∩ [e] = /0. When G′
is a 2-cycle, this is true since F(G′) = /0. Assume G′ has at least 3 edges. Then e is
the only edge of [e] which belongs to G′ (since all other edges of [e] are ears in σ(I)).
From the proof of Lemma 4.5(iii) we have G′/e = G′/I is a block. So e 6∈ F(G′), and
therefore, F(G′)∩ [e] = /0. It remains to prove that F(G) = F(G′)∪ [e]. By Lemma
2.1(iii), e ∈ F(G). This implies [e] ⊆ F(G). Next, let f be an edge of G− [e]. If f is in
G′, then G′ has at least 3 edges (otherwise G′ would be a 2-cycle and f ∈ [e]). By Lemma
2.1(iii), G/ f = P(G′/ f ,D1, . . . ,Ds). Hence, it follows from Lemma 2.1(ii) that f ∈ F(G′)
if and only if f ∈ F(G). On the other hand, if f belongs to some cycle Dt , then Dt also
has at least 3 edges. So by Lemma 2.1(ii), (iii), G/ f = P(G′,D1, . . . ,Dt/ f , . . . ,Ds) is a
block, i.e. f 6∈ F(G). We conclude that F(G) = F(G′)∪ [e] and thereby (5) holds. Now
from (4), (5), and the induction hypothesis we obtain
p1(G;Π) = p1(G′;Π′)+1 = |F(G′)|+1 = |F(G)|.
Case 2: ℓ(I) = k > 1. Then p1(G;Π) = p1(G′;Π′). So by the induction hypothesis, it
suffices to prove that F(G) = F(G′). Let e be an edge of I. Denote by ˜G the contraction
graph G/(I−e). Then since I is a line, G∼= S( ˜G,Ck), where Ck is a k-cycle. We will show
that F(G) = F( ˜G)− e. For any edge f of I, G− f is not a block since I is a line. Hence
by Lemma 2.4(iv), G/ f is a block, i.e. f 6∈ F(G). Now let f be an edge of G− I. Then f
is also an edge of ˜G− e. So by Lemma 2.1(iii), G/ f ∼= S( ˜G/ f ,Ck). Thus, it follows from
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Lemma 2.1(ii) that f ∈ F(G) if and only if f ∈ F( ˜G). Consequently, F(G) = F( ˜G)− e.
By the same argument, we obtain F(G′) = F( ˜G′)−e, in which ˜G′ = G′/(I−e). Note that
˜I := {e} is a nest interval in N( ˜Π), where ˜Π is the ear decomposition of ˜G induced by Π
( ˜Π = Π/(I− e) in the notation of the proof of Lemma 4.5(iii)). So as shown in Case 1,
we have F( ˜G) = F( ˜G′)∪ ˜[e] with ˜[e] the parallel class of e in ˜G. Since ℓ(I)> 1, it is clear
that ˜[e] = {e}. Now by combining all the equalities just established, we get
F(G) = F( ˜G)− e = (F( ˜G′)∪ ˜[e])− e = (F( ˜G′)∪{e})− e = F( ˜G′)− e = F(G′).
The first assertion of the theorem has been proved. For the second one, suppose G is
simple. Then F(G) = F(G). From the proof of Lemma 2.1(viii) (and Lemma 2.1(v)) we
know that F(G) is the set of baseedges of the parallel irreducible decomposition of G.
Thus the second assertion of the theorem follows from the first one. 
Remark 4.6. With the notation of Theorem 4.2, one can always find a parallel irreducible
decomposition of G whose set of baseedges is F(G), even when G is not simple. Indeed,
let e be an element of F(G) with a non-trivial parallel class [e] = {e,e1, . . . ,ek}. Then G =
P(G′,D1, . . . ,Dk) with respect to the baseedge e, where G′ = G−{e1, . . . ,ek} and Di =
{e,ei} is a 2-cycle for i = 1, . . . ,k. Since F(G′) = F(G)− [e], we have F(G′) = F(G)−e.
Now a desired parallel irreducible decomposition of G can be derived by induction.
The corollary below, which follows at once from Theorem 4.2 and Lemma 2.1(vi), pro-
vides an interesting characterization of parallel irreducibility of series-parallel networks
in terms of ear decompositions.
Corollary 4.7. Let G be a series-parallel network with at least 2 edges. Then G is parallel
irreducible if and only if p1(G;Π) = 0 for an ear decomposition Π of G.
We now come to the main result of the paper.
Theorem 4.8. Let G be a series-parallel network with at least 2 edges. Then for any ear
decomposition Π of G we have δ1(M(G)) = p2(G;Π), where M(G) is the cycle matroid
of G. In particular, p2(G;Π) does not depend on Π.
Proof. We argue by induction on the nullity n of G as in the proof of Theorem 4.2. If
n = 1, then G is a cycle. So G has a unique ear decomposition Π = (G) and p2(G;Π) = 0.
On the other hand, δ1(M(G)) = 0 by Lemma 2.4(v). Thus the formula holds in this case.
Now assume n > 1. For an ear decomposition Π of G, let I,Π′,G′ have the same meaning
as in the proof of Theorem 4.2. Consider the following cases:
Case 1: ℓ(I) = 1. Then G = P(G′,D1, . . . ,Ds), where the Di are cycles. So it follows
from Lemma 2.4(v), (vii) that
δ1(M(G)) = δ1(M(G′))+δ1(M(D1))+ · · ·+δ1(M(Ds)) = δ1(M(G′)).
Since ℓ(I) = 1, p2(G;Π) = p2(G′;Π′). Thus from the induction hypothesis we obtain
δ1(M(G)) = δ1(M(G′)) = p2(G′;Π′) = p2(G;Π).
Case 2: ℓ(I)> 1. In this case, we have p2(G;Π) = p2(G′;Π′)+1. So by the induction
hypothesis, we only need to show that δ1(M(G)) = δ1(M(G′))+1. Let e be an edge of I.
Let ˜G = G/(I− e) and ˜G′ = G′/(I− e). Since ℓ(I)> 1, there is no edge f of G such that
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I∪{ f} is a cycle. It also follows from ℓ(I)> 1 that G′ is not a 2-cycle. Thus by Corollary
3.3 and Lemma 4.5(ii), (iii),
(6) δ1(M(G)) = δ1(M( ˜G))+1, δ1(M(G′)) = δ1(M( ˜G′)).
Let ˜Π = Π/(I− e) be the ear decomposition of ˜G induced by Π. Then ˜I := {e} is a
nest interval in N( ˜Π) with ℓ( ˜I) = 1. So by Case 1, δ1(M( ˜G)) = δ1(M( ˜G′)). Combining
the latter equality with (6) we obtain δ1(M(G)) = δ1(M(G′))+1. The theorem has been
proved. 
Example 4.9. Let G be the graph in Figure 2. Let Π be the ear decomposition of G
considered in Example 4.1. Then δ1(M(G)) = p2(G;Π) = 1. Note that the h-polynomial
of BC(M(G)) is x7 +4x6 +9x5 +12x4 +10x3 +5x2 + x.
Remark 4.10. Theorem 4.8, unfortunately, does not hold for general graphic matroids.
For instance, consider the graph H depicted in Figure 3. Clearly, H has a K4-minor and
so it is not a series-parallel network. Let Π be the ear decomposition: pi1 = {1,2,3,4},
pi2 = {5,7}, pi3 = {6}, pi4 = {8}. Since this decomposition is not nested, p2(H;Π) does
not make sense. Even if we tried to extend the definition of p2 to include this case, then
from the lengths of the ears in Π we would have p2(H;Π)≤ 1. However, the h-polynomial
of BC(M(H)) is x4 +4x3 +6x3 +3x, and so δ1(M(H)) = 2.
1
2
3
6
5
7
8
4H
FIGURE 3. A non series-parallel network.
From Theorems 4.2 and 4.8 we immediately get the following consequence which gives
an affirmative answer to the question raised at the beginning of this section.
Corollary 4.11. Let G be a series-parallel network with at least 2 edges. Let M(G) be
the cycle matroid of G. Then the number p of nest intervals appearing in a nested ear
decomposition of G is independent of the decomposition. Moreover, δ1(M(G))≤ p with
equality if and only if M(G) is parallel irreducible.
The next corollary also follows easily from Theorem 4.8.
Corollary 4.12. Let G,G′ be series-parallel networks such that G is obtained from G′ by
adding a new ear. Then δ1(M(G′))≤ δ1(M(G))≤ δ1(M(G′))+1.
As another application of Theorem 4.8, we prove that the inequality in Corollary 3.2(ii)
holds without the assumption that e is contained in no 3-circuit of M.
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Corollary 4.13. Let M be a series-parallel network of rank r ≥ 2 and e an element in the
ground set of M. If M− e is disconnected, then δ1(M/e)≤ δ1(M).
Proof. Let G be a series-parallel network with M(G) = M and Π an ear decomposition
of G. By assumption, G/e is also a series-parallel network. So it is easily seen that Π/e
is an ear decomposition of G/e. (For the notation Π/e, see the proof of Lemma 4.5(iii).)
Since p2(G/e;Π/e)≤ p2(G;Π), the corollary follows from Theorem 4.8. 
In the remaining part of this section, we derive from Theorem 4.8 several bounds for
the number δ1(M) of a series-parallel network M. We first compare δ1(M) with h1(M),
the second entry of the h-vector of a broken circuit complex of M.
Proposition 4.14. Let M be a series-parallel network of rank r ≥ 2. Then δ1(M) ≤
h1(M)−1, where (h0(M),h1(M), . . . ,hr(M)) is the h-vector of BC(M). If equality holds,
then M is parallel irreducible.
Proof. By [1, Proposition 7.4.1], we may assume that M is simple. Let G be a block with
M(G) = M. Recall from Lemma 2.4(i) that h1(M) = n, where n is the nullity of G. Let Π
be an ear decomposition of G. Denote by p the number of nest intervals appearing in Π.
Then it is obvious that p≤ n−1. Now Theorem 4.8 yields
δ1(M) = p2(G;Π)≤ p≤ n−1 = h1(M)−1.
If δ1(M) = h1(M)−1, then δ1(M) = p, which by Corollary 4.11 means that M is parallel
irreducible. 
With the notation of the previous proposition, one has δ1(M) = hr−2(M)− h1(M) if
r ≥ 3. Therefore, the following corollary follows immediately from this proposition,
Lemma 2.4(i), and Theorem 4.8.
Corollary 4.15. Keep the notation of Proposition 4.14. Assume r ≥ 3. Let G be a series-
parallel network with M(G) = M and let G be the simplification of G. Then for any ear
decomposition Π of G, hr−2(M) = p2(G;Π)+ n(G), where n(G) is the nullity of G. In
particular, hr−2(M)≤ 2h1(M)−1 with equality only if M is parallel irreducible.
The proof of Theorem 4.8 suggests that one may relate δ1(M(G)) to the number of
vertices of G of degree at least 3. The next result realizes this idea.
Proposition 4.16. Let M be a series-parallel network and G a block with M(G) = M.
Denote by ν(G) the number of vertices of G of degree at least 3. Then the following
statements hold.
(i) δ1(M) ≤ 2ν(G)− 3 when ν(G) > 0. If the equality holds, then M is parallel
irreducible.
(ii) Suppose M is parallel irreducible. Let µ(G) be the number of pairs of vertices of
G which are connected by a removable line. Then δ1(M)≥max{µ(G),ν(G)/2}.
Proof. (i) Obviously, one has ν(G) ≥ 2 as soon as ν(G) > 0. If ν(G) = 2, then every
ear decomposition of G has only one nest interval (which is a line connecting the two
vertices of degree at least 3). Thus by Corollary 4.11, δ1(M) ≤ 1 = 2ν(G)− 3 with
equality if and only if M is parallel irreducible. Now suppose that ν(G) > 2. Let Π be
an ear decomposition of G. Then by Lemma 4.4, there exists a nest interval I ∈ N(Π)
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which is lined in G. Let e be an edge of I. By Remark 4.3, we may assume that I = {e}
when ℓ(I) = 1. Denote by G′ the subgraph of G induced by the ears in Π′ := Π−σ(I)
and let ˜G′ = G′/(I− e). Since ν(G′) ≥ ν(G)− 2 > 0, G′ is not a 2-cycle. Hence by
Lemma 4.5(iii), M( ˜G′)− e = M(G′)− I is disconnected. Note that M(G′/I) = M( ˜G′)/e
and ν(G)−2≤ ν(G′/I)≤ ν(G)−1. So from Corollary 3.2 and the induction hypothesis
it follows that
(7) δ1(M( ˜G′))≤ δ1(M(G′/I))+1≤ 2ν(G′/I)−3+1≤ 2ν(G)−4.
Since G′ = ˜G′ when ℓ(I) = 1, we obtain from (7) and the proof of Theorem 4.8 that
δ1(M) =
{
δ1(M(G′)) if ℓ(I) = 1,
δ1(M( ˜G′))+1 if ℓ(I)> 1
≤
{
2ν(G)−4 if ℓ(I) = 1,
2ν(G)−3 if ℓ(I)> 1.
Let us now examine the case δ1(M) = 2ν(G)−3. Then the argument above shows that
ℓ(I)> 1 and δ1(M(G′/I)) = 2ν(G′/I)−3. The latter equality together with the induction
hypothesis implies that M(G′/I) is parallel irreducible. Let Π′/I be the ear decomposition
of G′/I induced by Π′ (see the proof of Lemma 4.5(iii)). Observe that N(Π′/I) = N(Π′).
So N(Π) = N(Π′/I)∪{I} by Lemma 4.5(i). Now using Corollary 4.7 we conclude that
M is parallel irreducible.
(ii) We also argue by induction on ν(G) as in (i). If ν(G) = 0, then G is a cycle. So
µ(G) = 0, and δ1(M) = 0 by Lemma 2.4(v). Assume that ν(G) ≥ 2. Let Π, I, Π′, and
G′ have the same meaning as in (i). Then ν(G′) ≥ ν(G)− 2 and N(Π′) ⊂ N(Π). Since
M is parallel irreducible, it follows from Corollary 4.7 that ℓ(I)> 1 and M(G′) is parallel
irreducible. So by Theorem 4.8 and the induction hypothesis,
δ1(M) = δ1(M(G′))+1≥ ν(G′)/2+1≥ ν(G)/2.
To complete the proof, it suffices to show that µ(G′) ≥ µ(G)− 1. Let u,v be a pair of
vertices of G, other than the pair consisting of the end vertices of I, which are connected
by a removable line L of G. Clearly, u,v have degree at least 3. It follows that u,v are
vertices of G′ and L is contained in G′− I. So we only need to prove that L is a removable
line of G′. By [27, Proposition 4.1.4], this will follow once it is shown that every pair of
distinct edges of G′−L are contained in a cycle of G′−L. Let e1,e2 be distinct edges
of G′−L. Since G−L is a block, there is a cycle C of G−L containing both e1 and e2.
If C ⊆ G′− L, we are done. Otherwise, C must contain an ear pii ∈ σ(I). In this case,
C′ := (C−pii)∪ I is a cycle of G′−L which contains both e1 and e2. 
Remark 4.17. We keep the notation of Proposition 4.16.
(i) The bounds given in Proposition 4.16 are tight. For instance, the cycle matroid of
the complete bipartite graph K2,3 attains all these bounds.
(ii) By taking iterated parallel connection of cycles, one may construct a series-parallel
network G with δ1(M(G)) = 0, but µ(G) and ν(G) are arbitrarily large. This shows that
the assumption of the parallel irreducibility of the matroid M in Proposition 4.16(ii) is
essential.
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(iii) The number ν(G) is not an invariant of the matroid M, but depends on the graph G.
For example, the graphs G1 and G2 shown in Figure 4 have isomorphic cycle matroids,
but ν(G1) = 4 6= 3 = ν(G2). So we actually proved in Proposition 4.16 that
max{ν(G)/2 : M = M(G)} ≤ δ1(M)≤ min{2ν(G)−3 : M = M(G)},
where the first inequality holds under the assumption that M is parallel irreducible.
G1 G2
FIGURE 4. M(G1)∼= M(G2) but ν(G1) 6= ν(G2).
Meanwhile, µ(G) depends only on the matroid M, but not the graph G. Indeed, recall
from Proposition 3.4 that removable lines of G are exactly removable series classes of M.
Now on the set R of removable series classes of M we define a relation ∼ as follows:
X1 ∼ X2 if and only if either X1 = X2 or X1∪X2 is a circuit of M. Then it is easy to see
that ∼ is an equivalence relation and µ(G) is equal to the cardinality of the quotient set
R/∼. Thus, in particular, µ(G) is independent of G.
5. APPLICATIONS
Further applications of Theorem 4.8 will be derived in this section. Among them is an
excluded minor characterization of the class S0. This result will then be used to examine
outerplanar graphs and A-graphs.
We first give a characterization of the class S1. Recall that for i≥ 0, Si is the class of
all loopless matroids M with δ0(M) = 0, δ1(M) = i.
Proposition 5.1. Let M be a loopless matroid. If M is connected, then the following
conditions are equivalent:
(i) M ∈S1;
(ii) M has a parallel irreducible decomposition: M = P(N1, . . . ,Nk), where N1 is
isomorphic to the cycle matroid of a subdivision of K2,m with m ≥ 3, and Ni is a
non-loop circuit for i = 2, . . . ,k.
In general, M ∈S1 if and only if M can be decomposed as M = M1⊕·· ·⊕Ml , where M1
satisfies condition (ii) above, and M j is either a coloop or an iterated parallel connection
of non-loop circuits for j = 2, . . . , l.
The proof of this result is based on the following easy consequence of Theorem 4.8.
Lemma 5.2. Let M be a parallel irreducible matroid. Then M ∈ S1 if and only if M is
isomorphic to the cycle matroid of a subdivision of K2,m with m≥ 3.
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Proof. First, assume that M ∈S1. Let G be a block with M = M(G) and Π = (pi1, . . . ,pin)
an ear decomposition of G. Evidently, n ≥ 2. By Theorem 4.8 and Corollary 4.11, Π
has a unique nest interval I and ℓ(I) > 1. It follows that I lies on the cycle pi1 and all
other ears connect the two end vertices of I. Recall our convention that the length of I
does not exceed that of the path pi1− I. Thus G consists of n+ 1 paths, each of which
connects the two end vertices of I and has length at least 2. Therefore, G is a subdivision
of K2,n+1. Conversely, if G is a subdivision of K2,m with m ≥ 3, then G has a nested ear
decomposition with a unique nest interval I. Of course, ℓ(I)> 1. So G is a series-parallel
network and δ1(M(G)) = 1 by Theorem 4.8. In other words, M(G) ∈S1. 
Proof of Proposition 5.1. The proof is a straightforward combination of Lemma 2.4(vii),
Lemma 2.5, and Lemma 5.2. 
Example 5.3. Consider the graph G shown in Figure 2. We know from Example 4.9 that
M(G) ∈S1. A parallel irreducible decomposition of G is G = P(G1,G2,G3,G4), where
G1, G2, G3, G4 are subgraphs of G induced by the edge sets {7,8,9,10,11,12}, {4,5,7},
{1,2,3,7}, {3,6}, respectively. We have G1 ∼= K2,3 and Gi is a cycle for i = 2,3,4.
Next, we characterize the class S1+ = S −S0.
Proposition 5.4. Let M ∈S . Then the following conditions are equivalent:
(i) M ∈S1+;
(ii) M has a parallel minor isomorphic to M(K2,m) for some m≥ 3.
If M is connected, then each of the above conditions is equivalent to the following one:
(iii) M has a series-parallel minor isomorphic to M(K2,m) for some m≥ 3.
To prove this proposition, we will make use of the following lemma.
Lemma 5.5. Let M ∈Sk with k ≥ 0. Suppose that M is connected. Then there exists a
sequence of matroids M = Mk,Mk−1, . . . ,M0 such that Mi ∈Si and Mi is a series-parallel
minor of Mi+1 for i = 0, . . . ,k−1.
Proof. Let G be a series-parallel network with M = M(G). We argue by induction on the
nullity n(G) of G. If n(G) = 0 or n(G) = 1, then M ∈S0 and we have nothing to prove.
Assume n(G) > 1. Let Π be a nested ear decomposition of G. By Lemma 4.4, we may
find a nest interval I which is lined in G. Let Π′ = Π−σ(I) and let G′ be the subgraph of
G induced by the ears in Π′. Denote by ˜G and ˜G′ the contractions of G and G′ by all but
one edge of I, respectively. Then G is a subdivision of ˜G, and ˜G is a parallel connection
of ˜G′ with cycles (see the proofs of Theorems 4.2, 4.8). This implies that M( ˜G′) is a
series-parallel minor of M. Since n( ˜G′)< n(G) and δ1(M)−1≤ δ1(M( ˜G′))≤ δ1(M) (by
Theorem 4.8), the lemma now follows easily by the induction hypothesis. 
Proof of Proposition 5.4. Observe that M satisfies condition (i) (respectively, (ii)) if and
only if there is a connected component of M satisfying the same condition. So we may
assume that M is connected.
(i)⇒(iii): By Lemma 5.5, M has a series-parallel minor M1 ∈S1. As M is connected,
M1 is also connected by Lemma 2.1(ii). Now it follows easily from Proposition 5.1 that
M1 has a series-parallel minor N isomorphic to M(K2,m) for some m≥ 3. Evidently, N is
also a series-parallel minor of M.
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(iii)⇒(ii): This is obvious.
(ii)⇒(i): Suppose M has a parallel minor isomorphic to M(K2,m) for some m ≥ 3. If
M 6∈S1+ , then M ∈S0. We will show that every loopless parallel minor of M also belongs
to S0. If N is a parallel deletion of M, then by Lemma 2.4(ii), (v), the h-polynomials of
BC(M) and BC(N) coincide. So N ∈ S0. Now consider the contraction of M by an
element e. By Lemma 2.5, M is an iterated parallel connection of non-loop circuits (we
may obviously exclude the case M is a coloop). It then follows from Lemma 2.1(iii) that
every connected component of M/e is either a loop or an iterated parallel connection of
non-loop circuits. Thus we can conclude that every loopless parallel minor of M is in S0.
This contradiction completes the proof. 
Remark 5.6. Using Corollary 4.13 one can show that if M ∈ S and N is a loopless
parallel minor of M, then N ∈S and δ1(N) ≤ δ1(M). This gives an alternative proof of
the implication (ii)⇒(i) in Proposition 5.4.
We are now in a position to give an excluded minor characterization of the class S0.
Theorem 5.7. Let M be a loopless matroid. Then M ∈S0 if and only if M has no minor
isomorphic to U2,4 or M(K4) and no parallel minor isomorphic to M(K2,m) for all m≥ 3.
Proof. Since U2,4, M(K4), M(K2,m) are all connected, we may assume that M is con-
nected. The theorem now follows by combining Lemma 2.3(ii) and Proposition 5.4. 
The next result is a graph-theoretic version of the previous theorem. For a connected
graph G, by abuse of notation, we also write G∈S0 (respectively, G∈S1, etc.) whenever
M(G)∈S0 (respectively, M(G)∈S1, etc.). Thus G ∈S0 if and only if G is loopless and
each block of G is either an edge or an iterated parallel connection of non-loop cycles, by
Lemmas 2.1(v) and 2.5. (Here, by a block of G we mean a subgraph of G that corresponds
to a connected component of M(G).) Recall that a vertex-induced subgraph of G is a
graph obtained from G by deleting a subset of the vertex set of G together with all the
edges incident to that vertex subset.
Theorem 5.8. Let G be a loopless connected graph with at least one edge. Denote by G
the simplification of G. Then G∈S0 if and only if G has no subgraph that is a subdivision
of K4 and G has no vertex-induced subgraph that is a subdivision of K2,3.
Proof. We may assume that G is a block. By Lemma 2.3(i), the condition that G has no
subgraph that is a subdivision of K4 is equivalent to the fact that G is a series-parallel
network. Hence we need to prove that for a series-parallel network G, G ∈ S0 if and
only if G contains no vertex-induced subgraph that is a subdivision of K2,3. First, suppose
G ∈ S0. We will show that every nonempty vertex-induced subgraph of G also belongs
to S0. By Lemmas 2.1(i), (v) and 2.5, we may assume that G = P(D1, . . . ,Dk), where
the Di are simple cycles. Let F be the set of baseedges of that parallel connection. For a
vertex v of G, let D j1, . . . ,D jl be all the cycles containing v. Then using Lemma 2.1(iii)
one may easily check that (see Figure 5)
M(G− v) =P(M(D1), . . . ,M(D j1−1))⊕M(D j1 − v−F)⊕P(M(D j1+1), . . . ,M(D j2−1))
⊕M(D j2 − v−F)⊕·· ·⊕P(M(D jl+1), . . . ,M(Dk)).
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Since M(D ji−v−F) is either empty or a direct sum of coloops for i = 1, . . . , l, we deduce
that G− v ∈S0. Consequently, every nonempty vertex-induced subgraph of G is in S0.
Therefore, by Lemma 5.2, G has no vertex-induced subgraph that is a subdivision of K2,3.
Now suppose G ∈S1+ . We must show that G contains a vertex-induced subgraph that
is a subdivision of K2,3. The argument is by induction on the number p(G) of nest intervals
appearing in an ear decomposition of G. If p(G) = 1, then G ∈ S1 and G is parallel
irreducible by Corollary 4.11. So from (the proof of) Lemma 5.2, G is a subdivision of
K2,m for some m≥ 3. It follows that G has a vertex-induced subgraph that is a subdivision
of K2,3. Now consider the case p(G) > 1. Let Π be an ear decomposition of G and I a
nest interval which is lined in G. The existence of I is ensured by Lemma 4.4. Let G′
be the subgraph of G induced by the ears in Π′ := Π−σ(I). Since G is simple, there is
at most one path in σ(I)+ = σ(I)∪{I} which has length 1. So by Remark 4.3, we may
assume that all paths in σ(I) have length at least 2. Then G′ is a vertex-induced subgraph
of G. The desired conclusion now follows easily from the induction hypothesis. 
v
G G− v
D1
D2
D3
D4
D5
D6
D1D3
D6
FIGURE 5. The class S0 is closed under vertex deletions.
The above theorem shows a close relationship between the class S0 and outerplanar
graphs. We say that a connected graph is outerplanar if it can be embedded in the plane
so that every vertex lies on the boundary of the infinite face. It was proved by Chartrand–
Harary [12, Theorem 1] that a graph is outerplanar if and only if it contains no subgraph
that is a subdivision of K4 or K2,3.
Corollary 5.9. Every loopless outerplanar graph belongs to S0. Conversely, let G be a
graph in S0 with simplification G. Then G is outerplanar if and only if every block of
G other than an edge is an iterated parallel connection of simple cycles with respect to
pairwise distinct baseedges.
Proof. The first assertion follows immediately from Theorem 5.8 and the theorem of
Chartrand–Harary mentioned above. Let us prove the second one. By Lemmas 2.1(i), (v)
and 2.5, each block of G other than an edge is an iterated parallel connection P(D1, . . . ,Dk)
of simple cycles. Let ei =Di+1∩(
⋃i
j=1 D j), 1≤ i≤ k−1, be the baseedges of the parallel
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connection. If there are two non-distinct baseedges, say e1 = e2, then P(D1,D2,D3)− e1
is a subgraph of G which is a subdivision of K2,3. So G is not outerplanar. Now if all
the baseedges ei are pairwise distinct, then one may easily embed the cycles D1, . . . ,Dk in
the plane so that all vertices of P(D1, . . . ,Dk) lie on the boundary of the infinite face. It
follows that G, and hence G as well, is outerplanar. 
Remark 5.10. The subclass of S0 consisting of simple blocks, defined by a different
characterization, was studied by McKee [25]. In particular, he obtained results similar to
Theorem 5.8 and Corollary 5.9.
The remaining part of this section is devoted to the study of A-graphs. Let G be a
connected graph. (Note that G may contain loops.) We call G an A-graph if each block
of G other than an edge is an iterated parallel connection of non-loop cycles whose set
of baseedges contains no cycle of G. Thus, in particular, loopless A-graphs are in S0.
A-graphs were introduced by Fenton [17] to characterize binary fundamental transversal
matroids as well as a class of matroids which he called atomic (this prompted the name
of A-graphs). It is proved in [17, Theorems 3.5, 4.3] that cycle matroids of A-graphs are
exactly binary fundamental transversal matroids. This class of matroids is contained in
the class of binary transversal matroids for which a characterization was found by Bondy
[3] and de Sousa–Welsh [14]: a matroid is binary transversal if and only if it is the cycle
matroid of a graph which contains no subgraph that is a subdivision of K4 or C2m for m≥ 3
(here C2m is obtained from an m-cycle by replacing each edge with two parallel edges).
Based on this characterization, it is conjectured in [17] that A-graphs are precisely those
graphs which contain no subgraph that is a subdivision of K4, K2,3 or C2m for m ≥ 3. As
it stands, this conjecture is not true. For instance, the graph obtained from K2,3 by adding
a new edge between the two vertices of degree 3 is an A-graph. Nevertheless, in light of
Theorem 5.8, a slight modification of the conjecture does hold true:
Corollary 5.11. Let G be a connected graph with the simplification G. Then the following
conditions are equivalent:
(i) G is an A-graph;
(ii) G contains no subgraph that is a subdivision of K4 or C2m for m ≥ 3 and G con-
tains no vertex-induced subgraph that is a subdivision of K2,3;
(iii) G is planar and G∗ is an A-graph, where G∗ is a geometric dual of G;
If G is loopless and coloopless, then each of the above conditions is equivalent to the
following one:
(iv) G is planar and G,G∗ ∈S0.
It is more convenient to prove first a matroid version of the above result. For brevity,
cycle matroids of A-graphs will be called A-matroids.
Corollary 5.12. Let M be a matroid. Denote by M∗ the dual of M. Then the following
conditions are equivalent:
(i) M is an A-matroid;
(ii) M has no minor isomorphic to U2,4 or M(K4), no series minor isomorphic to
M(C2m) for m≥ 3, and no parallel minor isomorphic to M(K2,m) for m≥ 3;
(iii) M∗ is an A-matroid;
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If M is loopless and coloopless, then each of the above conditions is equivalent to the
following one:
(iv) M,M∗ ∈S0.
Proof. We may assume that M is a loopless, coloopless connected matroid.
(i)⇒(ii): As mentioned before, A-matroids are binary transversal matroids; see [17,
Theorems 3.5, 4.3]. So by [3, Theorem 1] and [14, Theorem 1] (see also [27, Theorem
13.4.8]), M does not contain M(C2m) for m≥ 3 as series minors. On the other hand, since
M ∈S0, other excluded minors of M as stated in (ii) come from Theorem 5.7.
(ii)⇒(i): We first have M ∈S0 by Theorem 5.7. Let G be a block with M = M(G). By
Lemmas 2.1(v) and 2.5, G can be decomposed as an iterated parallel connection of non-
loop cycles. We must show that there exists such a decomposition whose set of baseedges
contains no cycle of G. Let F(G) have the same meaning as in Theorem 4.2. By Remark
4.6, we may find a decomposition of G (as an iterated parallel connection of non-loop
cycles) such that the set of baseedges is F(G). Note that F(G) contains no 2-cycle of G
by definition. On the other hand, F(G) also contains no m-cycle of G for m ≥ 3 since
M has no series minor isomorphic to M(C2m). Therefore, we can conclude that M is an
A-matroid.
(i)⇔(iii): Note that U2,4 or M(K4) is isomorphic to its dual, while M(C2m)∗ ∼= M(K2,m)
for m≥ 3. So from (i)⇔(ii) we immediately get (i)⇔(iii).
(i)⇒(iv): This follows easily from (i)⇔(iii).
(iv)⇒(ii): This follows from Theorem 5.7 and the fact that M(C2m)∗ ∼= M(K2,m). 
Now we prove Corollary 5.11.
Proof of Corollary 5.11. The proof of (i)⇔(ii) is similar to that of (i)⇔(ii) in Corollary
5.12, except that we now use Theorem 5.8 instead of Theorem 5.7. It is clear that A-graphs
are planar. So the equivalence of conditions (i), (iii) and (iv) follows from the equivalence
of the corresponding conditions in Corollary 5.12. 
It is proved in [18, Theorem 1] that the Tutte polynomial characterizes the class of
simple outerplanar graphs, in the sense that if two graphs G1,G2 have the same Tutte
polynomial and G1 is simple outerplanar, then G2 is also outerplanar. A similar result
holds for A-graphs.
Proposition 5.13. Let M be a loopless, coloopless A-matroid. If N is a matroid with the
same Tutte polynomial as M, then N is also an A-matroid.
Proof. Let M∗ be the dual of M. Denote by t(M;x,y) and h(M;x) the Tutte polynomial
of M and the h-polynomial of BC(M), respectively. Recall that h(M;x) = t(M;x,0) and
h(M∗;x) = t(M;0,x); see [1, p. 240] and [10, Proposition 6.2.4]. So if N has the same
Tutte polynomial as M, then h(M;x) = h(N;x) and h(M∗;x) = h(N∗;x). Since the class
S0 is characterized by the h-polynomial of the broken circuit complex (see Lemma 2.5),
we conclude from Corollary 5.12 that N is an A-matroid. 
6. THE NONNEGATIVITY OF δ2
The main aim of this section is to prove the following result.
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Theorem 6.1. Let M be a matroid in S . Then δ2(M)≥ 0.
In the special case when M ∈S1, a stronger statement holds true.
Proposition 6.2. Let M ∈S1. Then δi(M)≥ 0 for all i≥ 0.
Throughout this section, the notation hi(M) is used to denote the (i+1)-th entry of the
h-vector of a broken circuit complex of M. We will need the following lemma.
Lemma 6.3. For M ∈S , the following statements hold.
(i) If M ∈S0, then h0(M)≤ h1(M)≤ ·· · ≤ h⌊s/2⌋(M)≥ h⌊s/2⌋+1(M)≥ ·· · ≥ hs(M),
where s is the largest index such that hs(M) 6= 0.
(ii) Assume M is either the direct sum or the parallel connection of a matroid N with
a circuit. If δi(N)≥ 0 for all i≥ 0, then δi(M)≥ 0 for all i≥ 0.
(iii) Assume M is either the direct sum or the parallel connection of two matroids
N1,N2. If δ2(N1),δ2(N2)≥ 0, then δ2(M)≥ 0.
Proof. Using Lemmas 2.4(ii) and 2.5 we can reduce the proof of (i) to the case where
M is a circuit. The claim holds in this case by Lemma 2.4(v). The proof of (ii) also
follows easily from Lemma 2.4(ii), (v). We now prove (iii). Suppose that s,s1,s2 are
largest indices such that hs(M),hs1(N1),hs2(N2) 6= 0. We only consider the case s1,s2 ≥ 4,
the other cases are left to the reader. By Lemma 2.4(ii), hs(M) = hs1(N1)hs2(N2). Since
M ∈S , hs(M) = hs1(N1) = hs2(N2) = 1. So from Lemma 2.4(ii) we get
h2(M) = h2(N1)+h2(N2)+h1(N1)h1(N2),
hs−2(M) = hs1−2(N1)+hs2−2(N2)+hs1−1(N1)hs2−1(N2).
It follows that
δ2(M) = hs−2(M)−h2(M) = δ2(N1)+δ2(N2)+ ε ≥ ε,
where ε = hs1−1(N1)hs2−1(N2)− h1(N1)h1(N2). From hsi−1(Ni)− h1(Ni) = δ1(Ni) ≥ 0
for i = 1,2 we have ε ≥ 0. Therefore, δ2(M)≥ 0. 
We now prove Proposition 6.2.
Proof of Proposition 6.2. From the characterization of the class S1 in Proposition 5.1
and from Lemma 6.3(ii), we may assume that M is parallel irreducible, i.e. M is the
cycle matroid of a graph G which is a subdivision of K2,m with m≥ 3. Denote by G+ the
graph obtained from G by adding an edge e between the two vertices of degree m of G.
Let M+ = M(G+) and ˜M = M+/e. Then M+ is the parallel connection of m circuits at
the basepoint e and ˜M is the direct sum of m circuits. It follows that M+, ˜M ∈ S0. Let
s = r(M)−1. Then by Lemma 2.4(iii), s is the largest index with hs(M),hs(M+) 6= 0 and
s−m is the largest index with hs−m( ˜M) 6= 0. We need to prove that δi(M) ≥ 0 for i =
1, . . . ,⌊s/2⌋. Since M = M+−e, from Lemma 2.4(iv) we get hi(M) = hi(M+)−hi−1( ˜M)
for i = 1, . . . ,s. Hence for i = 1, . . . ,⌊s/2⌋,
δi(M) = hs−i(M)−hi(M) = (hs−i(M+)−hs−i−1( ˜M))− (hi(M+)−hi−1( ˜M))
= (hs−i(M+)−hi(M+))+(hi−1( ˜M)−hs−i−1( ˜M))
= hi−1( ˜M)−hs−i−1( ˜M).
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The last equality follows since M+ ∈ S0; see Lemma 2.5. Now from ˜M ∈ S0 we have
hi−1( ˜M)= hs−m−i+1( ˜M). Note that for i= 1, . . . ,⌊s/2⌋, either i−1 or s−m− i+1 belongs
to the interval [⌊(s−m)/2⌋,s− i− 1]. Therefore, from Lemma 6.3(i) we conclude that
δi(M) = hi−1( ˜M)−hs−i−1( ˜M)≥ 0. 
For the proof of Theorem 6.1, we will use the following calculation of h2(M) which
was done in [4, Theorem 5].
Lemma 6.4. Let M be a simple graphic matroid of rank r on n elements. Denote by t(M)
the number of 3-circuits of M. Then h2(M) =
(
n−r+1
2
)
− t(M) .
Proof of Theorem 6.1. We use induction on the rank r of M. If r ≤ 5, then δ2(M) = 0 by
definition. Let r ≥ 6. By Lemma 6.3(iii), we may assume M is parallel irreducible (thus,
in particular, M is simple). Furthermore, only the case δ1(M)≥ 2 needs to be considered,
by virtue of Proposition 6.2. Let G be a block with M = M(G). For an ear decomposition
Π of G, let I be a nest interval which is lined in G. Such an I exists by Lemma 4.4. Since
M is parallel irreducible, from Corollary 4.7 we have ℓ(I) > 1. Let pii ∈ σ(I) and let
e ∈ pii. It is evident that every cycle of G containing e must have length at least 4. So M/e
is a simple connected matroid of rank r−1. Assume that e is contained in k 4-cycles of
G. Then h2(M) = h2(M/e)+ k by Lemma 6.4. On the other hand, from Lemma 2.4(iv)
we get hr−3(M) = hr−3(M− e)+hr−4(M/e). Hence by the induction hypothesis,
δ2(M) = hr−3(M)−h2(M) = (hr−4(M/e)−h2(M/e))+(hr−3(M− e)− k)
= δ2(M/e)+(hr−3(M− e)− k)≥ hr−3(M− e)− k.
To complete the proof, we will show that hr−3(M−e)−k ≥ 0. The case k = 0 is obvious.
Suppose now that k > 0. Then pii must have length 2. Let e′ be the edge of pii other than e.
Clearly, M−e = {e′}⊕M1, where M1 is the cycle matroid of the graph G1 obtained from
G by removing the ear pii. By Lemma 2.4(iv), the h-vectors of broken circuit complexes
of M− e and M1 coincide. This implies
δ1(M1) = δ1(M− e) = hr−3(M− e)−h1(M− e).
(Note that r−2 is the largest index with hr−2(M− e) 6= 0 because M− e has 2 connected
components.) By Corollary 4.12, δ1(M1)≥ δ1(M)−1≥ 1. It follows that
hr−3(M− e)≥ h1(M− e)+1 = h1(M− e)+h0(M/e) = h1(M).
Now h1(M) is the nullity n(G) of G by Lemma 2.4(i). Since there are k 4-cycles of G
containing e, σ(I) must have at least k− 1 ears. We deduce that n(G) ≥ k. Therefore,
hr−3(M− e)≥ k and the proof of the theorem is complete. 
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