In weighted Hölder spaces it is studied the smoothness of integrals, which have the structure and properties of derivatives of volume potentials which generated by fundamental solutions of the Cauchy problem for one ultraparabolic arbitrary order equation of the Kolmogorov type. The coefficients in this equation depend only on the time variable. Special distances and norms are used for constructing of the weighted Hölder spaces.
INTRODUCTION
Properties of the corresponding volume potentials are very important when the fundamental solution is being constructed and investigated, correct solvability of the Cauchy problem is being established and estimates of solutions for parabolic equations are being obtained. Such properties have been established for parabolic equations in the sense of Petrovsky and for − → 2bparabolic equations in the sense of Eidelman without any degenerations in works [5, 6, 8] and for equations with degenerations on the initial hyperplane in works [6, 7, 10, 12, 13] . Volume potentials for the degenerated arbitrary order parabolic equations of the Kolmogorov type (ultraparabolic equations of the Kolmogorov type) were studied in [1] [2] [3] [4] 6] and properties of volume potentials with density from Hölder spaces of bounded functions which are increasing as |x| → ∞ were established only for the second order equations.
It is convenient to obtain such properties if the statements about properties of integrals which have the type of derivatives of volume potentials are proved first at all. These properties are described by belonging such integrals to corresponding functional spaces according to the type of spaces which density and kernel of the integral belong to. Statesments of such type are proved in works [6, 8, 9, 11] for parabolic equations in the sense of Petrovsky and for parabolic equations in the sense of Eidelman. By the way they have their own value.
In this paper there is an attempt to prove the corresponding statements in case of the Kolmogorov type parabolic equations. The major part of these equations are parabolic in the sense of Petrovsky with respect to basic indepedent variables.
NOTATIONS AND ASSUMPTIONS
Let b, n 1 , n 2 , n 3 be given positive integer numbers such that 1 ≤ n 3 ≤ n 2 ≤ n 1 , n := n 1 + n 2 + n 3 ; x := (x 1 , x 2 , x 3 ) ∈ R n , x l := (x l1 , . . . , x ln j ) ∈ R n l , l ∈ L := {1, 2, 3}; T is a positive number; if k 1 := (k 11 , . . . , k 1n 1 ) ∈ Z n 1 + is a n 1 -dimensional index, then |k 1 | := k 11 + . . . + k 1n 1 ,
The paper is concerned with the study of properties of integrals of the type
The kernel M is a complex-valued function which has properties of the derivatives of the fundamental solution G of the Cauchy problem for the equation
In the equation (
x 1 is parabolic by Petrovsky differential expression, and coefficients a k 1 are continuous on [0, T] functions. The equation (2) belongs to a class of ultraparabolic equations arbitrary order 2b and it generalize known equation of A.N.Kolmogorov of diffusion with inertia. In [6] it was established a structure and properties of the function G and its derivatives.
Let us describe properties of the kernel M of integral (1) . For the purpose we denote: q := 2b/(2b − 1), N := (n 1 + (2b + 1)n 2 + (4b + 1)n 3 
As the kernel of the integral (1), let us take the function M, which can be represented in the form
where ν ∈ (0, 2b + 1/(2b)], and the function Ω, with the values in C, is continuous and it satisfies the conditions below with some numbers c > 0 and γ ∈ (0, 1]:
The definition of the function M contains the number ν, c, and γ, which assume are considered to be given. By M(ν, c, γ) we denote a set of all functions M determined by formula (3), in which the function Ω satisfies conditions A 1 -A 3 with given γ ∈ (0, 1], ν ∈ (0, 2b
It should be noted that for ν ∈ [1, 2b + 1/(2b)] integral (1) with the function M ∈ M(ν, c, γ) is treated as the limit
which exists for suitable f , because of condition A 1 .
Let us define spaces to which the functions f and u belong. They are the spaces of functions which are continuous or satisfy Hölder condition and which have certain restrictions as |x| → ∞. Their behavior as |x| → ∞ will be described by the functions
Here for a fixed number c 0 from the interval (0, c), where c is the constant from conditions A 2 and A 3 , and for a set a := (a 1 , a 2 , a 3 ) of non-negative numbers a l , l ∈ L, such that T < min
The functions k(t) := (k 1 (t, a 1 ), k 2 (t, a 2 ), k 3 (t, a 3 )) and s(t) := (s 1 (t), s 2 (t), s 3 (t)), t ∈ [0, T], have the following properties [6] :
wherex
From these properties it is follows that
where
. For a given number λ ∈ (0, 1] we denote by C 0 , C λ ϕ , C λ 1,ϕ and C λ 2,ϕ spaces of continuous functions u :
,
Except these spaces we will use the space C λ ψ . The definition of this space is obtained if in the definition of the space C λ ϕ the function ϕ replace by the function ψ.
MAIN THEOREM
Let us formulate the main results of this paper.
Theorem. Let M ∈ M(ν, c, γ) and function u is determined by formula (1) . Then the following statements are valid:
and
The constants C in inequalities (11)-(17) depend only on the constant C from conditions A 2 and A 3 , and also they depend on the numbers n 1 , n 2 , n 3 , b, ν, c, γ and λ.
Proof. Below various constants we will denote by same letters if we have no interest in constant's values. a) Using the equality [6] R n
with the help of (3), (5), (10) and of the definition of the norm || f || 0 ϕ we have
Let x and x ′ be arbitrary fixed points from R n and d := d(x; x ′ ). Let us estimate the difference ∆ x ′ x u. When d 2b > t, with the help of estimate (19) we obtain
Let us consider the case d 2b < t. We have
Let us prove for the difference ∆M :
We shall distinguish the following cases:
In the first case, we obtain estimate (22) immediately from (3), (5) and from the inequality |∆M| ≤ |M(t, x; τ, ξ)| + |M(t, x ′ ; τ, ξ)|. In case 2) note that
x Ω(t, x; τ, ξ).
Because of (6) we have estimate (22) in case 2). With the help of (10), (18), (21) and (22) we get
From (20) 
where X 1 (t) := (x 1 (t),x 2 (t),x 3 (t)) as in (10).
With the help of (3), (5) and (7)-(10) we get
Now let us use the inequality [6] (d(ξ,
Forc = c − c 0 with the help of (18) we have
Then 
We obtain
and with ν + (γ − λ)/(2b) < 1 we receive
It is sufficient to consider the case, where d 2b < t. By the first condition from (4) like (24) we write (6) , the second inequality from (9), (10), we get
Now let us use the inequality (25) and equality (18). We get
If ν + (γ − λ)/(2b) < 1, then from (30) we obtain
With the help of (3), (9), (10) and (25) we obtain
Using (18) with c ′ =c 1 , we have
Since −ν + λ/(2b) > −1, we obtain
and thus, we have
In case, where ν + (γ − λ)/(2b) < 1, we receive from (31) the following inequality
By the similar way we obtain 1/(2b) , 1], and 1/(2b) , 1] and ν − (γ − λ)/(2b) < 1. From (27), (28), (29) and from the estimates for K l , l ∈ L, the estimates (12) and (13) follow with ν ∈ (1 − 1/(2b) , 1]. c) Let ν ∈ (1, 1 + 1/(2b)]. Because of the second condition from (4) we represent integral (1) in the form
where X 2 (t) := (ξ 1 ,x 2 (t),x 3 (t)), withx l (t), l ∈ {2, 3}, which were determined in (9) .
The inequality below follows from definitions of d, d 1 and X 2 .
Here C > 0 is some constant. Then taking into account inequality (25) we have
It is sufficient to consider the case, where d 2b < t. By the second condition from (4) like (32) we write
where X ′ 2 (t) := X 2 (t)| x=x ′ . Using (3), (6), the second inequality from (9), (10), we get
Now let us use the inequalities (33) and equality (18). We get
With the help of (3), (9), (10) and (33) we obtain Using (18) with c ′ =c 1 , we have
Since ν − (1 + λ)/(2b) < 1, we obtain in the case, where ν + (γ − 1 − λ)/(2b) > 1. From (35), (36), (37) and from estimates for K ′ l , l ∈ L, the estimates (14) and (15) follow. d) This case can be proved by the similar way as the case c). We must use the third equality from (4); representation of the integral (1) in the form
where X 3 (t) := (ξ 1 , ξ 2 ,x 3 (t)), withx 3 (t), which was determined in (9); and estimates
{x, ξ} ⊂ R n , 0 <c 1 <c, λ ∈ (0, 1].
These estimates are obtained in the same way as estimates (33).
