This research addresses the problem of state estimation of an advanced rowing machine with energy regeneration. It is assumed that the states of the system, which are position, velocity, and capacitor charge, are measurable. The user force input to the system can be measured by load cells. It is shown that the need for load cells can be eliminated by estimating the force with an unknown-input Kalman filter. The estimated states and the unknown user force input are passed to the controller of the system, which is either an inversion-based controller or a semi-active impedance controller. Two friction models are considered for this system: Coulomb friction, and LuGre friction. The Kalman gains are tuned using an evolutionary algorithm to minimize the standard deviation of the estimation error. The results verify the effectiveness of the proposed approach for simultaneous estimation of the states and the input force. The standard deviation of the state estimation errors are only 10% of their measurement noise. The standard deviation of the input force estimation error is 0.1 N when using an optimized Kalman gain, which is only 25% of the value obtained when using manually tuned gains.
INTRODUCTION
An exercise machine is an energy conversion device that consists of mechanical ports that exchange energy with the user. A rowing machine is a type of exercise machine in which the user's energy is dissipated by an air damper or other mechanism, which can be adjusted to vary the intensity of the exercise. An advanced rowing machine is a device with variable programmable impedance which may also be capable of storing the user's energy in an energy-storage device [1] .
Mechanical impedance is the relationship between the force applied to a mechanical device and its velocity. Conventional exercise machines are typically not designed to be lightweight or small. Moreover, they are developed in such a way that the intensity of exercise is manually adjusted, which varies the amount of energy that is dissipated as heat. Therefore, they are not designed to operate near maximum exercise intensity.
It is necessary for humans who live in micro gravity (that is, outer space) to exercise in order to reduce negative results such as loss of bone density and muscle mass [2] - [3] . Therefore, energyefficient, light weight, compact, and highly-adjustable exercise machines are needed in such environment. Several research ef-forts have been devoted to the design of exercise machines that are appropriate for outer space [4] , [5] , [6] . These exercise machines are designed to replicate regular gravity-dependent exercises by utilizing electric motors or other energy conversion devices which deliver the appropriate impedance to the user [1] .
Advanced rowing machines with energy regeneration technologies are of interest because the user's energy can be saved rather than dissipated by heat. If electrical energy storage is used, batteries or ultra capacitors can store the energy. This stored energy can then be used to provide power for the motors, sensors, microprocessors, etc. [1] . In industrial settings, regeneration is perceived as having the potential to produce significant cost advantages in robotic systems [7] , [8] .
In many systems, including robotics, control methods require knowledge of the inputs and states of the system. This information is obtained using sensors or estimation methods [9] , [10] , [11] . Nevertheless, the use of sensors may be undesirable for a variety of reasons, such as cost, noise, hardware complexity, narrow bandwidth, and the possibility of failure [9] , [10] . Therefore, several research efforts have sought to eliminate the need for the use of sensors for measuring essential information like input forces. One effort in this area is [12] , which adapts the Nicosia-Tomei observer for velocity estimation in robotics. Methods for force estimation [13] , [14] have used nonlinear observers to estimate force in robotic manipulators. Another technique for force estimation is disturbance observer based control (DOBC) which considers the contact force as an external disturbance and uses its estimate in the control law [15] . In [16] , a sliding mode observer is applied to a teleoperation system to estimate human and environmental force based on position measurements.
The aforementioned observers are only effective in the absence of measurement noise and disturbances. State or input estimation methods which consider measurement noise include the extended state observer (ESO), the extended active observer (EAO), and Kalman filtering [9] , [10] , [17] , [18] . In [10] , a generalized proportional integral (GPI) observer, which is a class of ESO, is used to simultaneously estimate the force and the joint velocities.
Kalman filtering is widely used for state estimation in complex dynamic systems like aircraft, manufacturing processes, exercise machines, robotics, etc. [19] , [20] . In [9] , an EAO based on the Kalman filter is used for force estimation and disturbance rejection. In [18] , a Kalman filter is used to estimate both tissue and robot position in robotic surgery.
In this paper, the angular position, angular velocity, and capacitor charge of an energy-storing rowing machine are the states of the system, and user input force is an input that needs to be fed back to the controller. A state estimator like the Kalman filter can be used to estimate the states and the force simultaneously and eliminate the need for using load cells to measure the force.
One contribution of this paper is the application of the Kalman filter for an advanced rowing machine in order to estimate important system information. The Kalman filter accounts for measurement noise and process noise. Most of the previously mentioned observers do not account for both measurement and process noises. Another contribution of this paper is the use of biogeography-based optimization, which is an evolutionary algorithm, for optimally tuning the Kalman filter gains to minimize the standard deviation of the estimation errors. We also included the friction model to estimate the states and the input force, since friction affects energy characteristics and friction models contain variables which are not directly measurable. The rest of this paper is organized as follows. Section 2 presents the model of the rowing machine with energy regeneration, reviews the friction models (Coulomb friction and LuGre friction, presents the Kalman filtering approach, and discusses biogeography-based optimization. Section 3 presents the proposed method for the simultaneous estimation of the system states and the force, and the optimization of the Kalman filter gains. Section 4 presents simulation results, and Section 5 presents the conclusion and suggests future work.
BACKGROUND
In this section, the Kalman filter equations are reviewed. These equations will be used for estimation of the force and the states of the system in Section 2.1. Then, biogeographybased optimization method is briefly discussed. This optimization method will be used to optimize the Kalman filter gain. Finally, a generic model of a rowing machine with energy regeneration is presented.
The Kalman Filter
The Kalman filter, or linear quadratic estimator (LQE), is an optimal estimator that uses noisy measurements from the system to estimate the states of the system. It will be extended in Section 3 to also estimate the unknown input (user force). It is optimal when the process and measurement noises are Gaussian and uncorrelated, and minimizes the mean square error of the estimated states [21] , [22] . Consider a continuous-time dynamic system with noisy measurements:
where x n×1 is the system state, A n×n is the system matrix, B n×m is the input matrix, u m×1 is the input control vector, w n×1 is the process noise with covariance Q n×n , y k×1 is the measurement vector, C k×n is the measurement matrix, and v k×1 is the measurement noise with covariance R k×k . The continuous-time Kalman filter equations are [22] :
where we assume that the system begins operating at time 0,x denotes the estimated state, P denotes the covariance of the estimation error, and K is the Kalman gain.
Biogeography-Based Optimization
BBO is an evolutionary optimization method which is based on mathematical models of biogeography, which describe the emigration, immigration, and distribution of species among islands [23] . BBO starts with a randomly generated population of candidate solutions (individuals) to some optimization problem and evaluates the cost of each individual. Based on the cost of the k-th individual, an emigration rate µ k and an immigration rate λ k are assigned to the individual:
where N is the number of individuals in the population, and 1 ≤ r k ≤ N is the rank of the k-th individual in the population.
If the optimization problem is a minimization problem, the best individual, which has the lowest cost, is assigned the highest rank N, and the worst individual, which has the highest cost, is assigned the lowest rank 1. λ k is the probability that the k-th individual is selected to have one of its independent solution variables replaced by some other individual's independent variable. In this case, the emigrating (replacing) individual is selected using roulette wheel selection on the basis of µ j :
where y j is the j-th individual in the population. After each individual has a probabilistic opportunity for migration, mutation is used to diversify the population, as in any other evolutionary algorithm. The best individuals each generation, or iteration, are saved as elites for the next generation. Algorithm 1 shows the outline of this method.
Algorithm 1 Biogeography-based optimization pseudo code. The population size is N, and the number of independent variables is D.
Initialize a randomly selected population
While the termination criterion is not satisfied For each individual y k , calculate the cost f (y k ) Calculate λ k and µ k for each individual using Eq. 3
Rowing Machine System Model
The schematic of the rowing machine model is shown in Figure 1 , which shows that the model consists of several stages: the mechanical port and transmission, the gear motor, the power converter, the ultracapacitor, and the control unit [1] . The mechanical stage is modeled by an inertia J g and viscous friction coefficient b. The motor/generator stage is a standard DC machine as discussed in [1] . The power converter stage transforms the motor output voltage v m to the capacitor voltage v c with the relation v c = uv m , where u is the control input from a u-inversion controller or a semi-active impedance controller [1] . The system model is given aṡ
where θ is the angular position of the drum, ω is the angular velocity, q is the capacitor charge, k s is the spring constant, J t is the total inertia including the moment of inertia of the armature J m , motor coupling and input gear, the moment of inertia of the output gear J g , and the moment of inertia of the drum J d . a is the motor constant, R is the resistance, u is the power converter ratio, C is the capacitance, r is the drum radius, F is the user input force, and φ t is the friction torque which is assumed to be Coulomb friction or LuGre friction. Coulomb friction is opposite the direction of velocity but independent of the magnitude of velocity [24] . Coulomb friction torque is modeled as f m sign(ω) where f m is a constant equal to 0.12 N in this work [1] .
The LuGre friction model treats a surface as if it were covered with bristles. When a force is applied along the surface, the bristles deflect like springs. The bristles will slip for a sufficiently large force. The average deflection of the bristles is related to the velocity of the motion. This model also considers the Stribeck effect and can describe stick-slip motion, varying break-away force, and frictional lag [25] - [26] . The LuGre friction model is given as follows [26] - [24] :
where σ 0 is the aggregate bristle stiffness, σ 1 is the damping coefficient, σ 2 is the viscous friction coefficient, F C is the Coulomb friction force, F S is the static friction force, and w s is the Stribeck angular velocity. These parameters all need to be identified [26] , [27] , [28] , [29] , [30] , [31] . This paper uses the values from [26] for LuGre friction modeling. The feedback control law is obtained in [1] by defining a target impedance which is a relationship between force, position, velocity, and acceleration:
where I, b, and K l are adjustable impedance parameters, and x 0 is an equilibrium position. K l is assumed to be zero in this work and thus only I and b need tuning. Equation 7 is equated with the acceleration formula in the rowing model of Equation 5 to find the feedback control law:
Note that this semi-active control law uses position, velocity, and force as feedback signals. Position and velocity are fairly easy to measure in a practical system, but force measurements are more challenging, costly, and error-prone. A Kalman filter can estimate force for feedback to the controller. Also note that the q/C is capacitor voltage. Therefore, u is computable as long as the capacitor charge is positive. When the capacitor becomes low, the capacitor must be recharged. [1] , [7] .
State Estimation for the Rowing Machine
This paper proposes a method to simultaneously estimate the states of the system and the input force F. The Kalman filter can estimate the position, velocity, and capacitor charge more accurately than their measurements, and also can eliminate the need for using load cells to measure force. The user force is an input to the system and not a state. One approach to estimate the unknown input force is to model it as a noisy constant, a noisy ramp, or a noisy quadratic function by adding one, two, or three states respectively to the state space model. So the force can be modeled with one of the following options and can then be augmented to the system model.
Noisy ramp:Ḟ = F v + w 4 (10)
Noisy quadratic:Ḟ = F v + w 4 (11)
where w 4 , w 5 , and w 6 are fictitious noise terms that are not part of the system dynamics, but are included in the model so that the Kalman filter will be able to modify its estimate of F in response to changes in the measurements. The augmented state space model for the rowing machine is given as follows when F is modeled by three states: 
where w and v represent process noise and measurement noise respectively. This state space representation of the rowing machine is now compatible with the system representation in Equation 1, except for the nonlinear friction term φ t , which is a function of the state. However, in the Kalman filter we can approximate φ t based on our state estimate, and thus use the linear Kalman filter to estimate the state vector. Therefore, the Kalman filter can be used for state and force estimation as shown in Equation 2 . note that the B matrix in Equation 2 is an identity matrix for this system. It is assumed that the measurement noise covariance R is known because the sensor characteristics are known. However, the covariance matrix of the process noise Q and the initial covariance of the estimation error P(0) should be tuned to obtain good filter results. This might be done manually by trying various values to find better estimates. Another approach is to tune these parameters by defining a minimization problem. In this problem, θ , ω, q, and F are estimated and we want to minimize the standard deviation of the estimation error for each of them during simulation (when the true states are known). Thus, there are four objective functions to be minimized: f 1 (Q, P(0)) = Standard deviation of estimation error for θ f 2 (Q, P(0)) = Standard deviation of estimation error for ω f 3 (Q, P(0)) = Standard deviation of estimation error for q f 4 (Q, P(0)) = Standard deviation of estimation error for F (14) These cost functions are added to create a single cost function:
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FIGURE 2. THE FLOWCHART OF THE STATE ESTIMATOR AND KALMAN FILTER OPTIMIZER (BBO) FOR THE ADVANCED ROWING MACHINE. SDEE DENOTES "STANDARD DEVIATION OF ESTIMATION ERRORS."
where {m i } are user-defined weighting parameters, and f t is minimized with respect to the independent variables Q and P(0). Note that the standard deviations of the estimation errors are calculated during simulation, so the Kalman filter is tuned off-line during simulation. The tuned Kalman filter can then be implemented on-line.
The flowchart of this approach is shown in Figure 2 . The noisy measurements of position, velocity, and charge are collected from sensors. The noisy measurements are passed to the Kalman filter for updating the Kalman gain and estimating the states of the rowing machine and the force. The process noise covariance Q and initial estimation error covariance P(0) are optimized by BBO to obtain good filter results. These parameters are tuned offline. The standard deviation of the estimation errors (SDEE) for θ , ω, q, and F are minimized with respect to Q and P(0). The estimated states and force are input to the semi-active impedance controller to update the control signal u. The control signal is input to the rowing machine system to control the system to reproduce the desired force-velocity characteristic.
Since the Kalman filter is tuned off-line, the tuning accuracy is only as good as the simulation. Further research will be required to determine how robust the optimized Kalman filter is to the inevitable modeling errors that arise when the dynamics of the experimental system differ from the dynamics of the simulation. 
Simulation Results
Simulation results are obtained here by designing the controller to track the reference data presented in [32] . We use a scaled-down version of the rowing machine. Therefore, the controller is designed to match the shape of the force-velocity characteristics of the Concept2 and Rowperfect commercial ergometers [1] .
Two friction models are considered for this system: Coulomb friction and LuGre friction. Table 1 summarizes the parameter values that are used in the simulations. It is assumed that noisy measurements of θ , ω, and q are available, but that the user force F is unknown.
As discussed in Section 3 we added one, two, or three states to the system model to estimate the force. For example, by augmenting two states to the system model, the total number of states is five and the matrices Q and P(0) are 5 × 5. Thus, assuming that Q and P(0) are diagonal, there are 10 independent variables to optimize. Q and P(0) are optimized using BBO and compared to simulation results in which Q and P(0) are tuned manually.
The cost function in Equation 15 has four factors m 1 , m 2 , m 3 , and m 4 , which are selected as 10, 10, 10, and 0.2. These factors were selected to scale the significance of the four components of the cost function. Table 2 shows the parameters used in the BBO algorithm. We obtained these parameters by running BBO several times to find the best results. The number of generations is large enough for BBO to converge; a larger number of generations only increased the computation time but did not noticeably improve the results. We ran BBO 10 independent times and the best solution is reported below.
The position, velocity, and charge measurement noises are normally distributed random signals with standard deviation 0.01, 0.01, and 0.01 × C, respectively. The initial estimation errors are |θ (0) −θ (0)| = 0.01, |ω(0) −ω(0)| = 0.01, and Number of generations 100
Number of elites 3
Mutation rate 0.04 |q(0) −q(0)| = 0.01. The initial estimation errors for F, F v , and F a are 0. There is no process noise in the system dynamics, but the Kalman filter uses a Q matrix to compensate for system nonlinearities. Note that Q is used in the Kalman filter but not in the system simulation. Figure 3 shows the true (simulated) value and the estimated value for θ , ω, q, and F when we modeled force as a noisy ramp signal. Q = diag(10 −4 , 10 −4 , 10 −2 , 10 4 , 6×10 6 ) and P(0) = diag(2 × 10 −4 , 3 × 10 −2 , 10 −3 , 10 2 , 10 6 ) for the manually tuned Kalman filter. For the BBO-tuned Kalman filter Q = diag(1.1 × 10 −7 , 1.2 × 10 −7 , 1.3 × 10 −6 , 5.7 × 10 1 , 1.8 × 10 9 ) and P(0) = diag(3.3 × 10 −1 , 7 × 10 −1 , 3.6 × 10 −1 , 1.2 × 10 −2 , 3 × 10 7 ). The figure shows the estimated states and force with both the manually tuned Kalman filter and the BBO-tuned Kalman filter. The states of the system and the force are estimated well and converge in spite of significant initialization errors. The BBO-tuned Kalman filter converges more quickly than the manually tuned Kalman filter and has smaller estimation errors.
Simulation Results with Coulomb Friction
We also modeled the force as a noisy constant and a noisy quadratic. The standard deviation of the state estimation errors over 10 Monte Carlo simulations for the 4-state, 5-state, and 6-state models are shown in Table 3 . The standard deviation of the estimation errors are in general smaller than the measurement noise except for the 4-state model. This is because the 4-state model approximates the force as a noisy constant, which is not general enough to get good estimation results. The standard deviation of the estimation errors are much smaller than the measurement noise when the force is modeled as a noisy ramp (5-state model) or a noisy quadratic (6-state model). The standard deviation of the estimation errors for the BBO-tuned Kalman filters are much smaller than those for the manually tuned Kalman filters, which shows the effectiveness of BBO for optimizing the Kalman filter parameters. The standard deviation of the estimation error of the force F decreases when we use more states to model it. The small value of the force estimation error shows that we can eliminate the use of a load cell for force measurement. Figure 4 shows the true (simulated) values and the estimated values for θ , ω, q, and F when we modeled force as a noisy THE ESTIMATION OF THE  STATES AND FORCE WITH THE MANUALLY TUNED KALMAN  FILTER AND THE BBO-TUNED KALMAN FILTER CONVERGE  TO THE TRUE VALUES QUICKLY. ramp (5-state model). Q = diag(10 −4 , 10 −4 , 10 −2 , 10 4 , 6 × 10 8 ) and P(0) = diag(2 × 10 −4 , 3 × 10 −2 , 10 −3 , 10 2 , 10 6 ) for the manually tuned Kalman filter. For the BBO-tuned Kalman filter Q = diag(7.8 × 10 −3 , 1 × 10 −6 , 9.4 × 10 −1 , 3 × 10 2 , 6.9 × 10 10 ) and P(0) = diag(9.2 × 10 −3 , 9.5 × 10 −2 , 9.7 × 10 −3 , 8.2 × 10 1 , 4.6 × 10 3 ). The figure shows the estimated states and force with the manually tuned Kalman filter and with the BBO-tuned Kalman filter. The states of the system and the force are estimated well and converge in spite of significant initialization errors. The BBO-tuned Kalman filter converges more quickly than the manually tuned Kalman filter and has lower estimation errors.
Simulation Results with LuGre Friction
The standard deviation of the state estimation errors over 10 Monte Carlo simulations for the 4-state, 5-state, and 6-state models are shown in Table 4 . The standard deviation of the estima- THE ESTIMATION OF THE  STATES AND FORCE WITH THE MANUALLY TUNED KALMAN  FILTER AND THE BBO-TUNED KALMAN FILTER CONVERGE  TO THE TRUE VALUES QUICKLY. tion errors are much smaller than the measurement noise. The standard deviation of the estimation errors for the BBO-tuned Kalman filter are in general smaller than those for the manually tuned Kalman filter, which shows the effectiveness of BBO for optimizing the Kalman filter parameters. The estimation errors of the manually tuned and BBO-tuned Kalman filter for the 4-state model are similar, which implies that we were able to find the optimum Kalman filter parameters for the 4-state model manually. The standard deviation of the estimation error of the force F decreases when we use more states to model it. The small value of the force estimation error shows that we can eliminate the use of a load cell for force measurement. 
Conclusion
We designed a Kalman filter to simultaneously estimate the input force and the states of an advanced rowing machine with energy regeneration. We considered two separate models for the friction in the system: Coulomb friction and LuGre friction. The parameters of the Kalman filter were optimally tuned using BBO, which is an evolutionary algorithm. We conclude that the Kalman filter is effective in estimation of the states and the force, and that we can eliminate the use of load cells for force measurement. The BBO-tuned Kalman filter provided smaller standard deviations of the estimation errors compared to the manually tuned Kalman filter. Adding more states to the force model decreases the standard deviation of the estimation error. We should therefore model force as a noisy ramp or a noisy quadratic to get good state and input force estimation.
Future work includes several possible directions. Measurement noise for the rowing machine is probably more realistically modeled as colored noise, rather than the white noise model in this paper. We could consider other types of filters like min-max filters, sigma-point filters, or high gain observers. We could also implement these estimators in an experimental framework.
