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Résumé
L'analyse par ondelettes est présentée dans ette thèse omme alternative à l'analyse
de Fourier dans deux domaines, à savoir la onstrution des bases sur l'intervalle d'une
part et l'estimation du paramètre de longue mémoire d'autre part.
La onstrution des bases d'ondelettes débuta au début des années 90. Ces onstru-
tions utilisaient les bases splines jusqu'a la déouverte des bases de Daubehies et l'in-
trodution de l'analyse multirésolution (AMR).
La méthode AMR donne toutes les bases d'ondelettes onnues à e jour pour l'espae
des fontions de arré sommable L2(R) . Une telle analyse onsiste à déomposer le
signal sur une gamme très étendue d'éhelles, opération que l'on peut omparer à une
artographie
Mais qu'en est il de l'espae des fontions de arré sommable sur [0, 1] ? Il ne sut
pas de prendre les restrition de es bases à [0, 1]. Cette initiative a été prise par Yves
Meyer [9℄. Il montra que les restritions des fontions d'éhelles à l'intervalle formaient
un système libre alors que les restritions des ondelettes assoiées formaient un système
lié.
Nous présentons une solution à ette dépendane dans le premier volet de ette thèse
et généralisons la méthode d'Yves Meyer en partant d'une Analyse Multirésolution Or-
thogonale arbitraire à support ompat. Pour aboutir au as biorthogonale on utilise la
méthode de dérivation et d'intégration. Comme appliations, on étudie les espaes de
Sobolev Hs([0, 1]) et Hs0([0, 1]) pour s ∈ N .
Pour e qui est du seond volet, nous présentons dans un adre semiparamétrique,
un estimateur adaptatif du paramètre de longue mémoire basé sur les ondelettes dans
le as de proessus stationnaire gaussien puis linéaire. La propriété de omportement de
la variane du oeient d'ondelette en puissane suggère un estimateur obtenu par une
simple régression dans un shéma log-log des éhelles sur la variane empirique. L'esti-
mateur obtenu vérie alors un théorème limite entral, pour lequel on estime l'éhelle
la vitesse maximale de onvergene ainsi que l'éhelle minimale à partir de laquelle les
propriétés sont valides. Nous proédons à des diérents ajustements an d'obtenir des
estimateurs adaptés à ertaines onditions. Nous étudions alors les propriétés de onsis-
tane et robustesse de es estimateurs. Les omparaisons ave les estimateurs existants
onrment la performane de nos estimateurs et enn un test d'adéquation est établi
pour haque as.
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Plan de la thèse
L'idée d'utiliser des bases d'ondelettes s'est imposée depuis que es bases ont fait
la preuve de leur eaité dans le traitement du signal. Y. Meyer et P.G. Lemarié [8℄
déouvrirent la première base orthonormale d'ondelettes dans la lasse de Shwartz ,
puis I. Daubehies ave une famille de bases orthonormales d'ondelettes à support om-
pat. Finalement grâe à la notion d'analyse multirésolution (ou AMR) introduite par S.
Mallat, des algorithmes rapides d'analyse dans es bases ont été mis en ÷uvre. De plus
elles forment des bases inonditionnelles pour les espaes de Sobolev. An que les hoses
soient laires, on aura pris soin avant de dénir ette AMR de présenter dans le hapitre
1 les notions d'ondelettes et leurs transformées.
L'AMR est alors présentée. Cette analyse de l'espae des fontions de arrés som-
mables L2(R) que l'on présente dans une première partie suivie de l'analyse biorthogonale
onsiste à déouper et espae en une suite roissante de sous-espaes vetoriels fermés
. Ces sous-espaes sont d'intersetion égale à {0} et de réunion dense dans l'espae.
Chaque sous-espae est l'ensemble de toutes les approximations possibles d'un même
signal à l'éhelle assoiée au sous-espae. Le signal à analyser sera approximé par une
suession de projetions orthogonales sur les sous-espaes, on obtient ainsi une artogra-
phie de e signal. Les bases de L2(R) sont bien dénies et ne présentent plus de diultés
quand à leurs onstrutions, ependant quand on entame l'espae L2([0, 1]), il ne sut
pas de prendre la restritions de es familles à l'intervalle [0,1℄, des eets de bord in-
terfèrent dans les propriétés d'indépendane néessaires à la onstrution de es bases.
Nous présentons alors la onstrution de bases d'ondelettes sur l'intervalle dérite par
Y. Meyer [9℄. Ce dernier montre en eet que dan le as des fontions d'éhelles, leurs
restritions à l'intervalle onserve l'aspet de l'indépendane e qui n'est pas le as des
familles d'ondelettes. Nous nous proposons dans le premier artile alors de généraliser sa
méthode en partant d'une Analyse Multirésolution Orthogonale arbitraire, pour aboutir
par extension au as biorthogonale obtenue par la méthode de dérivation et d'integration.
L'étude des espaes fontionnels de Sobolev Hs([0, 1]) et Hs0([0, 1]) s'impose alors de lui
même. Un résumé des prinipaux résultats s'ensuit. Ce travail [5℄ ayant fait l'objet d'une
publiation .
Le hapitre 2 est onsarée à l'estimation du paramètre de longue mémoire par onde-
lettes. Cette démarhe s'insrit dans la ontinuité naturelle des travaux qui débutèrent
ave Abry et al. [2, 1℄ pour les proessus autosimilaires. Bardet et al. [3℄ montra la onsis-
tane de et estimateur dans un adre semiparamétrique pour le as gaussien, Moulines
et al. [10℄ montrèrent l'optimalité de et estimateur au sens du ritère minimax. Le as
linéaire fut entrepris par Roue et Taqqu [11℄. Nous y apportons notre ontribution en
proposant un estimateur semi-paramétrique adaptatif pour des proessus stationnaires
à longue mémoire gaussien puis linéaire. On ommene par présenter les notions de sta-
tionnarité, nous donnons la dénition d'un proessus à longue mémoire puis des exemples
tels que les proessus farima, brownien frationnaire et le bruit gaussien frationnaire.
Dans la setion 2.1, on présente les méthodes d'estimation du paramètre de longue mé-
moire suivies de la méthode des ondelettes et un résumé des prinipaux résultats suivis
des artiles dans leurs versions originale. L'artile [4℄ traitant du as gaussien a fait l'ob-
jet d'une publiation, le as linéaire a été soumis. On adoptera dans les as la même
proédure de onstrution de l'estimateur. Celle i est basée sur la propriété de linéarité
(après appliation du logarithme) de la variane du oeient d'ondelette par rapport
aux éhelles, don de la variane empirique des oeients d'ondelettes. L'estimateur de
D (paramètre de la longue mémoire) déduit par les moindres arrés vérie alors un théo-
rème limite entral et à une vitesse qui dépendra d'un paramètre D′. C'est e paramètre
qui joue un rle important dans l'estimation de la vitesse de onvergene de l'estimateur
qui sera soumis à diérents ajustement adaptatif pour vérier les bonnes propriétés que
l'on exigera. Pour les as gaussien puis linéaires. On proédera par des simulations à
des vériations de onsistane et de robustesse des estimateurs orrespondants. Un test
d'adéquation pour le as linéaire sera établi.
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Première partie
Préambule & Prinipaux résultats
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Chapitre 1
Constrution de bases d'ondelettes
sur l'intervalle
1.1 Introdution
En 1873, Dubois-Reymond onstruit une fontion ontinue de la variable réelle x et
2π-périodique dont la série de Fourier diverge en un point donné. Ce ontre exemple
amena A. Haar à se poser, puis à résoudre le problème de l'existene d'une base or-
thonormée ho(x), h1(x), . . . , hm(x), . . . de L
2([0, 1]) ayant la propriété que, pour toute
fontion ontinue f(x), la série
∑∞
0 〈f, hm〉 hm(x) onverge uniformément vers f(x).
Mais la onstrution du système de Haar ne onvient pas à l'analyse et à la synthèse des
espaes de Holder C
s
, pour un ertain s ∈]0, 1[.
Ce problème a été étudié depuis le travail de Pionnier de Haar. G. Faber et J. Shauder
ont ommené par remplaer les fontions hm(x) du système de Haar par leurs primitives
∆m(x) puis par approximer une fontion ontinue sur [0,1] par les sommes partielles de
la série a + bx +
∑∞
1 αm∆m (x). Si f(x) appartient à C
s
o ([0,1]), on a αm = o (m
−s) et
réiproquement, si ette ondition est vériée, la série a+ bx+
∑∞
1 αm∆m (x) onverge
vers f(x) en norme Cs ([0,1]). Par ontre, le système de Shauder (omplété par 1 et x)
ne peut plus servir à l'analyse de l'espae L2([0, 1]) ar le oeient αm se alule par
αm = f
(
(
k + 1
2
)2−j
)
− 1
2
[
f(k2−j) + f((k + 1)2−j)
]
n'a plus de sens si f(x) ∈ L2([0, 1]).
Pour orriger e défaut de la base de Shauder, Ph. Franklin a eu l'idée d'orthogonor-
maliser la suite 1, x,∆1(x), . . . ,∆m(x), . . . en utilisant le proédé de Gram-Shmidt. Mais
le système de Franklin est un peu tombé dans l'oubli pare que les fontions obtenues
ne sont pas fournies par un algorithme aussi simple que elui des fontions hm(x) du
système de Haar.
1.2 Les ondelettes
La transformée en ondelettes est une solution à ertaines diultés que posaient la
transformée de Fourier. Les transformées de Fourier et de Fourier à fenêtre glissante
11
12 1.2 Les ondelettes
sont respetivement des transformations globales et loales mais de résolution tempo-
relles xes. A l'opposé de la transformée d'ondelettes qui est à représentation temporelle
variable et qui revêt d'autres aspets tels que l'inversion de l'analyse et la reherhe de
représentations parimonieuses. Les transformées d'ondelettes sont obtenues par intégra-
tion d'un signal multiplié par des fontions analysantes de base. Une question naturelle
se pose alors. Peut-on reonstruire le signal d'origine à partir de sa transformée. Sous
ertaines hypothèses la réponse est oui. Il est même possible de reonstruire le signal à
partir de valeurs disrètes de la transformée. Ainsi s'introduit la notion de la transformée
disrète en ondelettes. En herhant à minimiser le nombre d'informations disrètes né-
essaires à la reonstrution du signal on est onduit à la notion de bases d'ondelettes. On
introduit alors les bases d'ondelettes en partant de la notion d'analyse multirésolution qui
fournit un adre de déomposition d'un signal sous la forme d'une suite d'approximation
roissante omplétée par une suite de détails.
Enn, on introduit les bases biorthogonales d'ondelettes dont l'idée est de relâher les
fortes ontraintes que doit vérier une ondelette engendrant une base orthonormée. La
lé est de onsidérer deux ondelettes au lieu d'une seule ave un lien de dualité entre es
deux ondelettes.
La transformée en ondelettes
Dénition (Ondelette mère). Une ondelette est une fontion ψ de L2(R) ( appelée
ondelette mère) vériant∫ +∞
o
|
uprise
ψ(tξ) |2 dt
t
= Cψ, pour ξ 6= 0
où
uprise
ψ est la transformée de Fourier lassique de ψ donnée par :
uprise
ψ(λ) =
∫
R
ψ(x)e−iλxdx,
ave 0 < Cψ < +∞ et Cψ est indépendante de ξ.
Pour toute éhelle a ∈ R∗+ et toute position b ∈ R , on déni un atome de la trans-
formée par :
ψa,b(t) =
1√
a
ψ(
t− b
a
).
La famille {ψa,b} est la famille d'ondelettes assoiées à ψ. La transformée ontinue en
ondelettes de la fontion f est la famille des oeients Cf (a, b) dénis par
Analyse : Cf (a, b) =
∫
R
f(t)ψa,b(t)dt = 〈f, ψa,b〉L2(R), a ∈ R∗+, b ∈ R.
La formule de synthèse ou de reonstrution sous ertaines onditions dites d'admis-
sibilité est :
Synthèse :
∫
]0,+∞[×R
Cf (a, b)ψa,b(t)
dadb
a2
dans L2(R), t ∈ R.
La transformée ontinue en ondelettes (Cf ) assoie à un signal f une innité de
oeients doublement indiés par a ∈ R∗+ et b ∈ R. Il y a redondane de l'information.
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La transformée disrète est la solution à ette redondane. On restreint le balayage des
valeurs de (a, b) non plus à R∗+×R, mais à un sous ensemble disret. En se xant a0 > 1
et b0 > 0, p, n ∈ Z et en prenant a ∈ {ap0}p∈Z et b ∈ {nap0b0}p,n∈Z. On se sert alors de la
famille dénombrable d'ondelettes :
ψn,p = a
p/2
0 ψ(a
p
0t− nb0).
Le hoix usuel de a = 2 et b = 1 est donné par le théorème de Shannon [3℄. Nous notons :
ψj,k(t) = 2
j/2ψ(2jt− k).
Exemples d'ondelettes
• L'ondelette de Haar : C'est la plus simple des ondelettes. Elle vaut :
H(x) =
{
+1, x ∈ [0, 12 [,
−1, x ∈]12 , 1].
• Les dérivées de gaussiennes : Soit une gaussienne G(x) = e−πx2 . Si on note
ψn =
∂n
∂xnG pour n ∈ N∗. Alors l'ondelette ψn est C∞ et admet n moments nuls.
Sa transformée de Fourier est aussi une gaussienne.
• L'ondelette de Morlet : Il s'agit d'une gaussienne modulée ψ(t) = e−iπt2e2iπk0t
Sa transformée de Fourier est une gaussienne déalée de k0 et vaut ψˆ(ω) = e
−π(ω−k0)
.
Dans la plupart des as, les ondelettes sont dénies par leurs ltres assoiés. L'ondelette
n'aura pas alors une formule analytique mais 'est par un algorithme de reonstrution
(du type algorithme de Mallat) que l'on peut y aeder. Comme par exemple les onde-
lettes de I. Daubehies (dbN ) qui, au début des années 90, ont marqué une étape déisive
dans l'histoire des ondelettes. Les ondelettes de Daubehies ont un support de longueur
2N −1 (N étant le nombre de moments nuls). Leurs régularités augmentent ave l'ordre,
quand N est grand alors ψ appartient à CµN ave µ ∼ 0, 206.
Question : On peut se demander sous quelles onditions la famille {ψj,k}(j,k)∈Z est
une base orthonormée de L2(R).
Réponse : La notion d'analyse multirésolution orthogonale répond à ette attente.
1.3 L'analyse multirésolution et bases orthonormées d'on-
delettes
Un analyse multirésolution (ou AMR) de L2(R) est une famille M = {Vj}j∈Z de sous
espaes fermés de L2(R) vériant les propriétés suivantes :
i) Vj ⊂ Vj+1.
ii) (f(x) ∈ Vj)⇔ (f(2x) ∈ Vj+1).
iii)
⋂
j
Vj = {0} et
⋃
j
Vj = L
2(R).
iv) (f(x) ∈ V0)⇔ (f(x) ∈ V0) pour tout k ∈ Z.
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v) Il existe une fontion g(x) dans V0 tels que {g(x − k)}k∈Z soit une base de Riesz
pour V0.
Si on désigne par Pj le projeteur orthogonal de L
2(R) sur Vj 'est à dire :
Pjf =
∑
k∈ZCj,kgj,k ave gj,k(x) = 2
j/2g(2jx− k). Alors on a :
lim
j→−∞
‖Pjf‖ = 0 et lim
j→+∞
‖f − Pjf‖ = 0.
On introduit la notion de fontion d'éhelle. La fontion d'éhelle ϕ ∈ L2(R) est
dénie par :
ϕˆ(ξ) =
gˆ(ξ)(∑
k∈Z |gˆ(ξ + 2kπ)|2
)1/2 .
ϕ vérie :
i) {ϕ(x− k)}k∈Z est une base orthonormée de V0.
ii) Si on note ϕj,k(x) = 2
j/2ϕ(2jx− k), alors (ϕj,k)k∈Z est une base orthonormée de Vj.
iii) (ϕj,k)j,k∈Z est une base hilbertienne de L2(R).
iv) On note Wj (L'espae d'ondelettes) tel que Vj+1 = Vj ⊕Wj .
v) Le projeteur Pj s'exprime par Pjf =
∑
k∈Z
< f,ϕj,k > ϕj,k.
vi) On a la relation Pj+1oPj = Pj = PjoPj+1.
La propriété 1.2.1) dans la dénition d'une analyse multirésolution (A.M.R) donne
l'existene d'une unique suite {αn}n∈Z d'équation fontionnelle vériée par ϕ :
1
2
ϕ(
x
2
) =
∑
n∈Z
αnϕ(x− n).
Si on poseQj = Pj+1−Pj . Alors l'opérateur Qj est un projeteur orthogonal de L2(R)
sur Wj = Vj+1 ∩ (Vj)⊥. De plus. L'espae W0 possède une base de Riesz {ψ(x − k)}k∈Z
où l'ondelette ψ est donnée par :
ψ̂(2ξ) = e−iξm(ξ +Π)ϕ̂(ξ).
Le projeteur Qj s'exprime par :
Qjf =
∑
k∈Z
< f,ψj,k > ψj,k ave ψj,k(x) = 2
j/2ψ(2jx− k).
La densité devient :
⊥⊕
j
Wj = L
2(R).
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1.4 L'analyse multirésolution biorthogonale
Les ondelettes orthogonales engendrent des bases orthonormées et onstituent des
familles failes à manier. Cependant, elles ne sont pas évidentes à onstruire du fait de
leurs régularités ou de leurs dénitions impliites. Relâher la ontrainte d'orthogonalité
permet d'améliorer ertaines aratéristiques des ondelettes tels que la forme ou la régu-
larité tout en disposant des formules expliites pour les ondelettes. Il est alors possible
de onstruire des ondelettes présentant des propriétés plus attratives au prix de l'intro-
dution d'une diulté supplémentaire dans le alul. On onstruit alors deux ondelettes
(en dualité) que l'on note ψ et ψ∗. Elles sont appelées ondelettes biorthogonales, d'ou
l'analyse multirésolution biorthogonale.
Une analyse multirésolution biorthogonale de L2(R) est la donnée d'un ouple d'analyses
multirésolutions (Vj , V
∗
j ) de L
2(R) tel que L2(R) = Vo ⊕ (V ∗o )⊥.
On a :
i) Soit Pj le projeteur oblique de L
2(R) sur Vj parallèlement à (V
∗
j )
⊥
. Pour tout
f ∈ L2(R), on a alors :
PjoPj+1 = Pj+1oPj = Pj , lim
j→−∞
‖Pjf‖2 = 0, lim
j→+∞
‖Pjf − f‖2 = 0.
ii) Vo et V
∗
o ont respetivement les bases de Riesz {g(x−k)}k∈Z et {g∗(x−k)}k∈Z telles
que :
< g(x), g∗(x− k) >= δo,k. (1.4.1)
iii) Le projeteur Pj s'érit alors Pjf =
∑
k∈Z
< f, g∗j,k > gj,k.
iv) (Vj) et (V
∗
j ) sont des analyses multirésolutions, don on a :{
ĝ(2ξ) = m(ξ)ĝ(ξ),
ĝ∗(2ξ) = m∗(ξ)ĝ∗(ξ).
v) m(ξ)m∗(ξ) +m(ξ + π)m∗(ξ + π) = 1, ou enore
∑
k∈Z
ĝ(ξ + 2kπ)ĝ∗(ξ + 2kπ) = 1.
vi) Si on pose Qj = Pj+1 − Pj , alors Qj est un projeteur sur Wj = Vj+1 ∩ (V ∗j )⊥.
parallèlement à (W ∗j )
⊥
ave W ∗j = V
∗
j+1 ∩ (Vj)⊥.
vii) L'espae Wo possède une base de Riesz
{γ(x− k)}k∈Z ave γ̂(2ξ) = e−iξm∗(ξ + π)ĝ(ξ),
et l'espae W ∗o = V ∗1 ∩ (Vo)⊥ a une base de Riesz
{γ∗(x− k)}k∈Z ave γ̂∗(2ξ) = e−iξm(ξ + π)ĝ∗(ξ).
viii) Qj s'érit alors Qjf =
∑
k∈Z
< f, γ∗j,k > γj,k.
Une des propriétés fondamentales des analyses multirésolutions biorthogonales est
leur ompatibilité ave la dérivation. En eet, on onsidère g et g∗ deux fontions d'éhelle
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onjuguées ( g et g∗ ave g ∈ H1(R) ), alors il existe deux fontions d'éhelle onjuguées
∼
g et
∼
g
∗
vériant 1.4.1 telles que l'on ait :{
g′(x) =
∼
g(x)− ∼g(x− 1),
∼
g
∗′
(x) = g∗(x+ 1)− g∗(x).
Il est lair que si g et g∗ sont à support ompat alors
∼
g et
∼
g
∗
sont aussi à support
ompat. Cette méthode est appelée méthode de dérivation et d'intégration et a été
introduite par P.G. Lemarié. Si on dénit
∼
P j par :
∼
P jf =
∑
k∈Z
< f,
∼
g
∗
j,k >
∼
gj,k,
alors on a la formule de ommutation suivante :
d
dx
oPj =
∼
P jo
d
dx
.
1.5 Analyse Multirésolution orthogonale sur l'intervalle [0, 1]
Dénition Une suite {Vj}j≥j0 des sous espaes fermés de L2([0, 1]) est dite analyse
multirésolution de L2([0, 1]) assoiée à Vj(R) si on a :
i) ∀j ≥ j0, vj([0, 1]) ⊂ Vj ⊂ Vj([0, 1]).
ii) ∀j ≥ j0, Vj ⊂ Vj+1.
où Vj([0, 1]) l'espae des restritions à [0, 1] des fontions de Vj(R).
Nous présentons la onstrution de Meyer [?℄ d'une base orthonormée d'ondelettes
sur l'intervalle [0,1].
Nous partons toujours de l'analyse multirésolution orthogonale (Vj(R))j∈Z de Dau-
behies et on désigne par :
• S(j) l'intervalle d'entiers k dénis par −2N +2 ≤ k ≤ 2j −1. Ce qui est équivalent
au fait que le support de la fontion ϕj,k = 2
j
2ϕ(2jx−k) renontre l'intervalle ]0, 1[.
• jo le plus petit entier j tel que 2j ≥ 4N − 4 (pour séparer les fontions des bords 0
et 1).
On rappelle les équations d'éhelle :
• 12ϕ(x) =
2N−1∑
0
αkϕ(2x− k) ave αo 6= 0 et α2N−1 6= 0.
• 12ψ(x) =
2N−1∑
0
βkϕ(2x − k) ave βo 6= 0 et β2N−1 6= 0.
Soit le lemme :
Lemme 1.1 Soit f(x) =
+∞∑
−∞
ckϕ(x− k) une fontion de Vo(R). Supposons que f(x) = 0
pour x ≤ 0, alors ck = 0 pour k ≤ −1
Le lemme nous permet de onlure que j ≥ jo et f(x) =
+∞∑
−∞
ckϕ
(
2jx− k) une fontion
arbitraire de Vj(R) telle que f(x) = 0 pour 0 ≤ x ≤ 1, alors ck = 0 pour tout k ∈ S(j).
Nous pouvons alors en déduire une base de Riesz pour Vj([0, 1]).
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• {ϕj,k|[0,1], k ∈ S(j)}, j ≥ jo} est une Base de Riesz de Vj([0, 1])
• Si {ϕj+1,k|[0,1], k ∈ S(j+1)} est une base de Vj+1([0, 1]), alors {ϕj,k|[0,1], k ∈ S(j)}
est une base de Vj([0, 1]).
Une base orthonormée de Vj([0, 1]) est donnée par le orollaire suivant.
Corollaire 1.1 Pour j ≥ jo, il existe (2N − 2) fontions ϕαi , (1 ≤ i ≤ 2N − 2) et
(2N − 2) fontions ϕβi , (1 ≤ i ≤ 2N − 2) tels que les fontions
• ϕαi,j = 2j/2ϕαi
(
2jx
)
, (1 ≤ i ≤ 2N − 2),
• ϕj,k = 2j/2ϕ
(
2jx− k) , (0 ≤ k ≤ 2j − 2N + 1),
• ϕβi,j = 2j/2ϕβi
(
2jx− 2j) , (1 ≤ i ≤ 2N − 2),
forment une base orthonormée de Vj([0, 1]).
1.5.1 Les Ondelettes orthogonales sur [0, 1]
Nous disposons déjà d'une base orthonormée de Vj([0, 1]), j ≥ j0. Nous présentons la
onstrution d'une base orthonormée de l'espae d'ondelettes
Wj([0, 1]) = Vj+1([0, 1]) ∩ Vj([0, 1])⊥.
Désignons par Vo([0,+∞[) l'espae des restritions à [0,+∞[ des fontions de Vo(R).
Alors nous avons :
• les fontions ψ(x− k)|[0,+∞[,−2N + 2 ≤ k ≤ −N, appartiennent à Vo([0,+∞[).
• les fontions ψ(2jx− k)|[0,1],−2N + 2 ≤ k ≤ −N, appartiennent à Vj([0, 1]).
On peut remarquer que les fontions ψ(2jx − k)|[0,1], 2j −N + 1 ≤ k ≤ 2j − 1, sont
dans l'espae Vj([0, 1]). Ce qui nous permet de déduire le théorème qui suit :
Théorème Pour tout j ≥ 0, une base de Vj+1([0, 1]) est onstituée de la réunion de
la base ϕj,k de Vj([0, 1]) et des fontions ψj,k telles que −N + 1 ≤ k ≤ 2j −N .
Pour onstruire une base orthonormée de Wj([0, 1]) pour 0 ≤ j ≤ jo, il sut de
projeter orthogonalement sur Wj les fontions ψj,k telles que −N + 1 ≤ k ≤ 2j − N .
Puisque nous disposons déjà d'une base orthonormée de Vj([0, 1]). L'opérateur de pro-
jetion orthogonale sur Vj([0, 1]) est expliite. Une fois projetés sur Wj([0, 1]) les ψj,k
deviennent des fontions hj,k qu'il onvient ensuite d'orthonormaliser entre elles pour
−N + 1 ≤ k ≤ 2j −N. Et on a le orollaire suivant :
Corollaire Pour j ≥ jo, il existe (N − 1) fontions ψαi (1 ≤ i ≤ N − 1) et (N − 1)
fontions ψβi (1 ≤ i ≤ N − 1) telles que les fontions :
• ψαi,j = 2j/2ψαi (2jx), (1 ≤ i ≤ N − 1),
• ψj,k = 2j/2ψ(2jx− k), (0 ≤ k ≤ 2j − 2N + 1),
• ψβi,j = 2j/2ψβi (2jx− 2j), (1 ≤ i ≤ N − 1),
forment une base orthonormée de Wj([0, 1]).
Ainsi, nous avons présenté la méthode de Meyer [7℄ pour la onstrution d'une base
orthonormée d'ondelettes sur l'intervalle [0, 1] en partant de l'analyse multirésolution or-
thogonale de I. Daubehies. Le résultat prinipal de e travail est que les restritions
des fontions d'éhelle à l'intervalle forment un système linéairement indé-
pendant alors que les restritions des ondelettes assoiées forment un système
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lié. On ne peut don pas dénir de la même manière une analyse multirésolution bior-
thogonale (A.M.R.O) sur un domaine borné. Nous généralisons es résultats dans notre
artile dont nous présentons les prinipaux résultats.
1.6 Prinipaux résultats
Nous partons d'une AMR orthogonale Vj(R) de L
2(R) dont la fontion d'éhelle ϕ
est à support ompat [N1, N2].
On désigne par :
• jo le plus petit entier j tel que 2j0 ≥ 2 (N2 −N1 − 1)
• S (j) = {k ∈ Z,−N2 + 1 ≤ k ≤ 2j −N1 − 1}
• vj([0, 1]) = Vet{ϕj,k, suppϕj,k ⊂ [0, 1]}
• Vj([0, 1]) = Vet{ϕj,k/[0,1], ϕj,k ∈ Vj(R)}
A partir de es deux analyses onsidérées omme minimale (vj([0, 1])) et maximale
(Vj([0, 1])), on dénit alors l'AMR sur l'intervalle omme étant omprise entre es deux
analyses. Plus exatement, pour une suite {Vj}j≥j0 des sous espaes fermés de L2([0, 1])
est dite analyse multirésolution de L2([0, 1]) assoiée à Vj(R) si on a :
i) ∀j ≥ j0, vj([0, 1]) ⊂ Vj ⊂ Vj([0, 1]).
ii) ∀j ≥ j0, Vj ⊂ Vj+1.
Comme premier résultat important dans la onstrution de bases orthonormées de
Vj([0, 1]), nous avons :
Corollaire 1.2 i) Il existe (N2 − N1 − 1) fontions ϕαi , (1 ≤ i ≤ N2 − N1 − 1) et
(N2 −N1 − 1) fontions ϕβi (1 ≤ i ≤ N2 −N1 − 1) telles que les fontions
a) ϕαi,j = 2
j/2ϕαi (2
jx)|[0,1], (1 ≤ i ≤ N2 −N1 − 1),
b) ϕj,k = 2
j/2ϕ(2jx− k) , (−N1 ≤ k ≤ 2j −N2),
) ϕβi,j = 2
j/2ϕβi (2
jx− 2j)|[0,1], (1 ≤ i ≤ N2 −N1 − 1),
forment une base orthonormée de Vj([0, 1]).
ii) Soit Vj, j ≥ jo, une analyse multirésolution de L2([0, 1]) assoiée à Vj(R) , alors il
existe No fontions ϕ
α
i (1 ≤ i ≤ No) et No fontions ϕβi (1 ≤ i ≤ No) telles que les
fontions
a) ϕαi,j = 2
j/2ϕαi (2
jx)|[0,1], (1 ≤ i ≤ No),
b) ϕj,k = 2
j/2ϕ(2jx− k) ,(−N1 ≤ k ≤ 2j −N2),
) ϕβi,j = 2
j/2ϕβi (2
jx− 2j)|[0,1], (1 ≤ i ≤ No),
forment une base orthonormée de Vj .
Ainsi l'espae Vj ontient un système orthonormée ϕj,k = 2
j/2ϕ(2jx−k) , (−N1 ≤ k ≤ 2j−N2),
auquel on ajoute les fontions des bords {0} et {1} des olletions ϕαi,j et ϕβi,j . Nous dis-
posons don d'une base orthonormée de Vj([0, 1]).
An de présenter la onstrution d'une base orthonormée deWj([0, 1]) = Vj+1([0, 1])∩(Vj([0, 1]))⊥.
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On note :
Vj([N1,+∞[) = Vet{ϕj,k/[N1,+∞[, ϕj,k ∈ Vj(R)}.
Il est important de remarquer que Wj([0, 1]) n'est pas l'espae des restritions à [0, 1]
des fontions de Wj(R). La onstrution des ondelettes sur l'intervalle [0, 1] repose sur
l'énoné suivant qui permet de ompléter la base ϕj,k, k ∈ S(j), en une base de Vj+1([0, 1])
et qui spéie que Les fontions 2j/2ψ(2jx−k)/[0,1] tel que−12(N2+N1−1) ≤ k ≤ 2j−12(N2+N1+1),
forment une base de Riesz de l'espae Wj([0, 1]).
La notion d'analyse multirésolution biorthogonale sur l'intervalle [0, 1] introduite par
A.Jouini P.G. Lemarié [4℄ se présente omme suit :
Dénition Une suite (Vj, V
∗
j ) des sous espaes fermés de L
2([0, 1]) assoiée à une
analyse multirésolution biorthogonale (Vj(R), V
∗
j (R)) de L
2(R) est dite analyse multiré-
solution biorthogonale de L2([0, 1]) si
• vj([0, 1]) ⊂ Vj ⊂ Vj([0, 1]) et v∗j ([0, 1]) ⊂ V ∗j ⊂ V ∗j ([0, 1]).
• Vj ⊂ Vj+1 et V ∗j ⊂ V ∗j+1.
• L2([0, 1]) = Vj ⊕ (V ∗j )⊥.
Soit (Vj(R), V
∗
j (R)) une analyse multirésolution biorthogonale de L
2(R) assoiée aux
fontions d'éhelle onjugué g et g∗ ave suppg = [N1, N2].
On note Pαi (x) =
∑
k≤−N1−1 k
ig(x− k), et P βi (x) =
∑
k≥−N2−1 k
ig(x− k).
Nous pouvons énoner e premier résultat sur la propriété de ommutation entre les
projeteurs obliques et la dérivation.
Théorème 1.1 Soit (Vj(R), V
∗
j (R)) une analyse multirésolution biorthogonale de L
2(R), (g, g∗)
sont les fontions d'éhelle à support ompat et (Vj , V
∗
j ) est l'analyse multirésolution
biorthogonale de L2([0, 1]) assoiée à (Vj(R), V
∗
j (R)). On suppose que
i) g est diérentiable et g
′
(x) =
∼
g(x)− ∼g(x− 1).
ii) Vj ontient les fontions P
α
0,j(x)=P
α
0 (2
jx)/[0,1] et P
β
0,j(x)=P
β
0 (2
jx− 2j)/[0,1].
Si on désigne par
∼
Vj = {f ∈ L2([0, 1])\∃h ∈ Vj, f = h′},
V ∗j = {f ∈ L2([0, 1])\f
′ ∈ V ∗j , f(0) = f(1) = 0}.
Alors, (
∼
Vj ,
∼
Vj
∗
) est une analyse multirésolution biorthogonale de L2([0, 1]). De plus,
si on désigne par Pj (resp
∼
P j) le projeteur oblique de L
2([0, 1]) dans Vj (resp.
∼
V j)
parallèlement à (V ∗j )
⊥
(resp (
∼
Vj
∗
)⊥), alors on a la formule de ommutation
d
dx
oPj =
∼
P jo
d
dx
.
Corollaire 1.3 Soit Vj(R) une analyse multirésolution orthogonale de L
2(R) assoiée à
une fontion d'éhelle g de lasse Cm (m ∈ N∗). On désigne par (V (m)j (R) ,V ∗(m)j (R))
l'analyse multirésolution biorthogonale onstruite par m dérivations et m intégrations.
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Alors V
(m)
j ([0, 1]) et V
∗(m)
j ([0, 1]) ∩Hm0 ([0, 1]) forment une analyse multirésolution bior-
thogonale de L2([0, 1]). De plus, si on désigne par P
(m)
j le projeteur oblique sur V
(m)
j ([0, 1])
parallèlement à [V
∗(m)
j ([0, 1]) ∩Hm0 ([0, 1])]⊥, on a
d
dx
oP
(m)
j = P
(m+1)
j o
d
dx
.
Proposition 1.1 Soit P
(m)
j le projeteur oblique sur V
(m)
j parallèlement à V
∗(m)
j et
P (m)∗ son adjoint. On dénit Q(m)j = P
(m+1)
j − P (m)j , Q(m)∗j = P (m)∗j+1 − P (m)∗j et jo un
entier satisfaisant 2jo−1 ≥ 2N2−2N1−2+2m. Alors on a les formules de ommutation
suivantes :
si f ∈ H1([0, 1]), d
dx
(P
(m)
j f) = P
(m+1)
j (
df
dx
),
si f ∈ H1o ([0, 1]),
d
dx
(P (m+1)
∗
f) = P
(m)∗
j (
df
dx
)
On a une aratérisation des espaes Hs([0, 1]) et Hso([0, 1]) en termes de normes :
Théorème 1.2 On suppose que la fontion d'éhelle ϕ est de lasse Cp+ε, p ∈ N∗,
p ≥ m, ε > 0 et jo un entier satisfaisant 2jo − 1 ≥ 2N2 − 2N1 − 2 + 2p. Alors on a :
i) Pour f ∈ L2([0, 1]), ‖f‖2 ≈ ‖P (m)jo f‖2 + (
∑
j≥jo ‖Q
(m)
j f‖22)
1
2 .
ii) Pour f ∈ L2([0, 1]), ‖f‖2 ≈ ‖P (m)∗jo f‖2 + (
∑
j≥jo ‖Q
(m)∗
j f‖22)
1
2 .
iii) Pour s ∈ Z tel que −m ≤ s ≤ p−m, on a
• f ∈ Hs([0, 1])⇔ P (m)jo f ∈ L2([0, 1]) et
∑
j≥jo 4
js‖Q(m)j f‖22 < +∞.
• f ∈ H−so ([0, 1])⇔ P (m)∗jo f ∈ L2([0, 1]) et
∑
j≥jo 4
−js‖Q(m)∗j f‖22 < +∞.
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Chapitre 2
Estimation du paramètre de longue
mémoire
Préambule mathématique
On s'intéresse aux proessus {Xk}k≥1 stationnaires, à varianes nies dont la densité
spetrale f(λ) pour λ ∈ (−π, π) se omporte omme une loi de puissane aux basses
fréquenes, 'est à dire en |λ|−2d quand λ → 0+. Le as d > 0 orrespond à la mémoire
longue, d = 0 à la mémoire ourte et d < 0 à la dépendane négative. Pour que Xk soit
stationnaire, il est néessaire que
∫ π
−π f(λ)dλ <∞ et don que d < 1/2.
Dans la majorité des as, la densité spetrale est aetée d'une fontion de nuisane
que l'on note f∗(λ) jouissant d'une ertaine régularité au voisinage de l'origine. La forme
générale de la densité spetrale est alors |λ|−2df∗(λ) et le but est alors d'estimer le
paramètre d en présene de f∗(λ).
La néessité de stationnariser le proessus est importante. En eet la faible station-
narité est le premier aspet que tout statistiien herhera à vérier. A titre d'exemple
dans la modélisation linéaire du type Box et Jenkins, il est néessaire que le proessus
étudié soit faiblement stationnaire. Dans e as le proessus (Xt)t∈Z est intégré d'ordre
0, sinon on supposera qu'il existe un k ∈ N∗ tel que (I − B)kXt soit asymptotiquement
faiblement stationnaire
1
. Le proessus (Xt)t∈Z est dit intégré d'ordre k. La majorité des
as étudiés présentent un ordre d'intégration d'ordre l'unité, (travaux de Fuller [25℄, Di-
key et Fuller [21℄). Un intérêt vers les valeurs fationnaires d ∈]0, 1[ s'ensuivit, e qui
apporta une grande souplesse à la modélisation.
Plus généralement, on dit qu'un proessus (Xt)t∈Z est un proessus intégré d'ordre
d ∈ (0, 1) si (I − B)dXt est asymptotiquement faiblement stationnaire. Il est toutefois
important de dénir mathématiquement es diérentes notions de stationnarité.
2.0.1 Les notions de stationnarité
Dénition 2.1 Le proessus Xt est dit stritement ou fortement stationnaire si pour
tout k, n ∈ N∗ le n-uplet t1 < t2 < . . . < tn, tel que ti ∈ Z, la suite (Xt1+k, . . . ,Xtn+k) a
la même loi de probabilité que la suite (Xt1 , . . . ,Xtn).
1. B étant l'opérateur retard déni pour b ∈ N par : BbXt = Xt−b
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Dénition 2.2 Un proessus X = (Xt)t∈Z est dit stationnaire d'ordre deux ou station-
naire au sens faible, si on a :
• ∀t ∈ Z,E(X2t ) <∞, et E(Xt) = m indépendant de t,
• ∀t, h ∈ Z, ov(Xt,Xt+h) = r(h) indépendant de t.
2.0.2 Les proessus à longue mémoire
Soit un proessus stationnaire (Xt)t∈Z de seond ordre. Xt est dit à longue mémoire
si l'une de trois propositions suivantes est vériée.
• La suite des ovarianes n'est pas sommable :∑+∞
−∞ |r(k)| =∞, où r(.) est la fontion d'autoovariane,
• La suite des ovarianes tend vers zéro lentement et de façon régulière :
ov(X1,Xn+1) = n
−DL(n), 0 < D < 1
L étant une fontion à variations lentes à l'inni 2.
• La densité spetrale de Xt admet une singularité en λ0 :
f(λ) = |λ− λ0|D−1L
( 1
|λ− λ0|
)
, 0 < D < 1, λ→ λ0.
L(λ) 3 étant à variations lentes en 0.
Le bruit gaussien frationnaire (fgn)
Rappelons auparavant la dénition du mouvement brownien frationnaire.
BH = {BH(t), t ∈ R+} est un brownien frationnaire lorsque BH est gaussien entré,
ontinu, à aroissements stationnaires et tel que E(BH(t)−BH(s))2 = σ2|t− s|2H pour
tout (t, s) ∈ R2 et H ∈ (0, 1). Le bruit gaussien frationnaire XH = {XH(t), t ∈ R+} est
déni alors omme étant les aroissements unitaire de BH soit :
XH(t) = BH(t+ 1)−BH(t), t ∈ R+
Sa fontion d'autoovariane est :
rH(k) =
σ2
2
(|k + 1|2H + |k − 1|2H − 2|k|2H),∀k ∈ N (2.0.1)
∼ H(2H − 1)|k|2H−2, k →∞.
Le proessus FARIMA(p, d, q)
Soit (εt)t∈N une suite de variables aléatoires entrées, iid 4 et de variane nie.
Un proessus X = {Xt, t ∈ Z} est un FARIMA(p, d, q) où d ∈ (−12 , 12) s'il vérie :
φ(B)(1−B)d(Xt) = θ(B)εt,
où εt est un bruit blan entré de variane σ
2
, B l'opérateur de retard et (φ(.), θ(.) )
étant des polynmes à oeients réels à raines en dehors du erle unité non ommunes
aux deux polynmes.
2. L est bornée sur les intervalles nis et pour tout t > 0 à l'inni. L(tx)
L(x)
→ 1, x→ +∞
3. Si L est osillante on parle alors de longue mémoire saisonnière.
4. indépendantes et identiquement distribuées.
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• φ(B) = 1− φ1B − φ2B2 − . . .− φpBP .
• θ(B) = 1− θ1B − θ2B2 − . . .− θpBq.
La fontion (1−B)d est déni par
(1−B)d =
∑
k≥0
bk(d)B
k
òu bk(d) =
Γ(k − d)
Γ(k + 1)Γ(−d)
La densité spetrale du proessus FARIMA(p,d,q) est :
f(λ) =
σ2|θ(eiλ)|2
2π|φ(eiλ)|2 |1− e
iλ|−2d : λ ∈ [π, 0[∪]0, π].
Pour 0 < d < 12 , {Xt}t∈Z est alors stationnaire à longue mémoire.
2.1 Les méthodes d'estimation du paramètre de longue mé-
moire
C'est en 1951 qu'un ingénieur hydrauliien du nom de Hurst [33℄ publia un artile sur
les rues du Nil. C'était le point de départ des travaux sur les proessus à longue mémoire
. Diverses méthodes ont été élaborées. Tant dans le domaine spetral que temporel. Les
méthodes spetrales ont pour but l'estimation de l'exposant de la puissane de la densité
spetrale exprimée au point de singularité qui généralement est zéro. Ces méthodes sont
dites loales lorsque les hypothèses de régularité de f sont onsidérées au voisinage de
zéro et globales en dehors des voisinages de zéro.
Les méthodes les plus onnues sont basées sur la transformée de Fourier. Elles furent
développées par Peter Robinson ([42, 43℄ et sont basées sur le prinipe suivant :
Si on néglige la fontion de nuisane f∗ dans l'expression de la densité spetrale
alors f(λ) = |λ|−2d, en appliquant le log on a alors log f(λ) ∼ −2d log(|λ|), ainsi le
paramètre d'intérêt d peut etre estimé par une régression linéaire sur le périodogramme
(notion développée ultérieurement). Cette méthode dite GPH (Geweke et Porter-Hudak)
est présentée dans [26℄ dans un adre paramétrique. Le adre semiparamétrique a été
onsidéré par Künsh [35℄ et développé par Robinson [43℄. La méthode de Whittle basée
sur Fourier (ou LWF
5
) est une méthode basée sur le pseudo-maximum de vraisemblane
. Elle a été développée par Fox et Taqqu [23℄ dans un adre paramétrique puis étendue
au adre semi-paramétrique par Robinson [42℄. Moulines et et al dans [38, 40, 41℄ ont
repris les mêmes travaux en utilisant les ondelettes. Les ondelettes présentent plusieurs
avantages dont la robustesse aux tendanes polynomiales. La méthode d'estimation par
ondelettes d a vu le jour ave Abry et Veith [1℄ sous l'hypothèse de la déorrélation
des oeients d'ondelettes, s'ensuivirent d'autres développements en 1999 [2℄, en 2000
[7℄ et en 2003 [1℄. Veith et al [47℄ dans le hoix de la fontion d'éhelle et la séletion
automatique de la fréquene de rupture dans [46℄. Bardet al. (2000) ont montré des
résultats asymptotiques pour e type d'estimateur (noté LRW
6
) dans le as gaussien, et
Bardet (2002) a onsidéré le as partiulier du mouvement Brownien frationnaire [12℄.
Dans un adre semi-paramétrique et en onsidérant le as des observations ontinues,
des résultats sur la onsistane de es estimateurs furent présentes par Bardet et al. dans
5. LWF : loal whittle Fourier
6. LRW : Loal régression Wavelets
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[13℄, es derniers résultats ont été améliorés par Moulines et et al en 2007 [40℄ en donnant
une vitesse de onvergene optimale au sens du ritère minimax. Finalement Roue et
Taqqu [17℄ présentèrent e des résultats analogues à es derniers pour la as des proessus
linéaires. En 2009 Abry et al. [5℄ onsidérèrent le as non gaussien.
Nous présentons dans e qui suit des méthodes d'estimations loales et globales tant dans
le domaine temporel que spetral.
2.1.1 Les méthodes spetrales
Les Méthodes loales
La onstrution des estimateurs par les méthodes loales supposent (outre l'intégra-
bilité sur (−π, π]) que le omportement de la densité spetrales en zéro soit de la forme
f(x) ∼ Cx−2d quand x→ 0+ ave −1/2 < d < 1/2. Les paramètres à estimer sont alors
C et d. Ces méthodes en questions utilisent le log-périodogramme de Geweke Porter
Hudak [26℄. Elles ont été améliorées par Kunsh [35℄. Les versions adaptatives ont été
proposées par Hurvih et al..
L'estimateur Geweke Porter Hudak (GPH)
Soit m un entier xé, pour tout n on pose nm = 2M [
N
2m ] et Kn = [
N
2m ]. On dénit
alors le périodogramme In(x) de {X1,X2, · · · ,Xnm} omme suit :
In(x) = |ωn(x)|2, où ωn(x) = (2πnm)−1/2
nm∑
t=1
Xte
itx
Ces quantités sont évaluées aux fréquenes de Fourier xs =
2πs
n , 1 ≤ s ≤ n. Le domaine
fréquentiel est alors subdivisé en segments disjoints de longueur m et la moyenne du
périodogramme est alulée sur haque segment. Plus exatement, pour k = 1, · · · ,Kn
on note Jk = {m(k − 1) + 1, · · · ,mk} et
Yn,k = Yn,2Kn−k+1 = log
(
2e−τm
∑
i∈Jk
In(xi)
)
.
ave τm = ψ(m), σ
2
m = mψ′(m) où ψ(z) la fontion digamma ψ(z) = Γ′(z)Γ(z) , la fontion
Γ(z) étant la fontion usuelle gamma. De plus on pose :
g(x) = −2 log |1− eix| et yk = (2k − 1)π
2Kn
, 1 ≤ k ≤ Kn.
Pour 0 < L < M ≤ Kn ave L et M onvenablement hoisis. On dénit alors :
dˆ(L,M) ,
∑M
j=L+1
(
g(yi)− (M − L)−1
∑M
j=L+1 g(yi)Yn,j
)
∑M
j=L+1
(
g(yi)− (M − L)−1
∑M
j=L+1 g(yi)
)2
'est l'estimateur par moindres arrés ordinaires de d pour le modèle linéaire
Yn,j = C + d.g(yj) + ηj, l + 1 ≤ j ≤ m
Une remise en question des travaux de Geweke et Porter Hudak 1983 [26℄ par Robinson
sur la validité de ertaines approximations non valides dans le as de la longue mémoire
le mena à poser dans [42℄ les hypothèses suivants :
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i) Il existe 0 < C <∞, −1/2 < d < 1/2 et 0 < α ≤ 2 tels que f(x) = Cx−2d(1+O(xα))
ii) {Xt}t∈Z est un proessus gaussien.
iii) quand n→∞ alors on a
M1/2
log(M)
L
+ L
log2(n)
M
+
M1+1/(2α)
n
→ 0.
Sous es trois hypothèses, il établit le théorème suivant :
M1/2
log(n)
(dˆ(L,M)− d)→
L
N (0,mψ′(m)).
De plus la vitesse de onvergene de l'estimateur GPH est de l'ordre de n−h ave h < 2/5
L'estimateur loal de Whitle (LWF)
On onsidère la fontion objetive suivante :
Q(C, d) , M−1
M∑
j=1
{log(Cx−2dj ) + x2dj In(xj)/C}
On dénit Θ = [△1,△2] ⊂ (−1/2, 1/2) l'ensemble d'admissibilité de d . On dénit
(dˆ, Cˆ) = argmin0<C<∞Q(C, d). Les propriétés statistiques de et estimateur sont pré-
sentées dans Robinson [44℄. Sous la ondition que M tende vers l'inni plus lentement
que n. Les hypothèses suivantes ont été posées :
(W1) Pour x→ 0+, f(x) ≃ C0x−2d0(1+O(xβ)). De plus f(x) est diérentiable dans un
voisinage de l'origine.
(W2) Xt est un proessus linéaire,
Xt = µ+
∞∑
j=0
ψjZt−j
où Zt est tel que E(Zt/Ft−1) = 0, E(Z2t /Ft−1) = 1, E(Z3t /Ft−1) = µ3, E(Z4t ) = µ4,
et Ft = σ(Zt, s ≤ t).
(W3) Quand n→∞ alors 1M +M1+2β (log(M))
2
n2β
→ 0
Sous es trois hypothèses on a :
M1/2(dˆ− d)→ N (0, 1/4)
Il est à noter que la vitesse de onvergene de et estimateur est n−h ave h < 2/5.
Les Méthodes globales
Les méthodes globales supposent des hypothèses supplémentaires de régularité de la
densité spetrale sur le domaine fréquentiel. Alors de meilleures vitesses de onvergene
peuvent être obtenues. Les estimateurs ainsi onstruits ont des erreurs quadratiques de
l'ordre de O(log(n)/n).
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La régression par log-périodogramme
On note h0(x) = 1/
√
2π et hj(x) =
1√
π
cos(jx) pour j > 0. On suppose :
(G1) f∗(x) est bornée sur [−π, π]\{0} et dierentiable. De plus, les oeients {θj}j≥0
du développement en série de Fourier de log(f∗(x)) =
∑∞
j=0 θjhj(x) sont tel que∑∞
j=0 j
β|θj | < ∞. Un estimateur semi-paramétrique dˆ de d peut être obtenu
en tronquant le développement en série de Fourier de log(f∗(x)) aux p-premiers
termes, puis en faisant tendre p vers l'inni à une ertaine vitesse. Cette tehnique
est souvent utilisée en estimation fontionnelle. Un estimateur semi-paramétrique
de d est alors obtenu omme suit :
dˆp,n ,
( 2Kn∑
k=1
g˜2p,n(yk)
)−1( 2Kn∑
k=1
g˜p,n(yk)Yn,k
)
où g˜ = g
∑p
j=0 α˜jhj(x), ave α˜j =
π
Kn
∑2Kn
k=1 g(yk)hj(yk)
(G2) {Xt} est un proessus gaussien.
(G3) pour n→∞, on a p3 log2(n)n2 + np1+2β → 0
L'hypothèse la plus répandue est elle de onsidérer que les θj sont à déroissane expo-
nentielle vers zéro. Dans e as on pourra poser p = log(n). Sous ette hypothèse ainsi
que les hypothèses (G1-G3) Les résultats de Moulines et Soulier [39℄ s'ensuivent :
n
p
(dˆ− d) →
d
N (0,mσ2m)
lim
n→∞E(dˆ− d)
2 = mσ2m
Ils donnent l'expression du biais et de la variane de l'estimation. Sous l'hypothèse (G1),
e biais est majoré par
log(n)
pβ
. La vitesse optimale de onvergene est n−β/(2β+1)
2.1.2 Les méthodes temporelles
La singularité en zéro de la densité spetrale est exprimée de façon équivalente
dans le domaine temporel en une ondition sur les oeients de Fourier de f ou en
termes de oeient d'autoovariane γ(h) = ov(Xi,Xi+h). On onsidère un proessus
à longue mémoire stationnaire, sa fontion d'autoovariane s'érit γ(h) = h2d−1L(h)
ave 0 < d < 1/2 et L(h) une fontion à déroissane lente pour |h| → ∞
La méthode R/S
Cette méthode est basée sur la statistique Q(n) = R(n)
Sn
où n désigne la taille de
l'éhantillon et Q(n) > 0 . Elle permet de déteter des yles non périodiques. On note :
R(n) = max
1≤k≤n
k∑
i=1
(Xi − X¯n)− min
1≤k≤n
k∑
i=1
(Xi − X¯n),
Xn, S
2
n étant respetivement la moyenne et la variane empirique.
Cette méthode se présente omme suit :
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On détermine une suite d'entiers ki vériant ertaines onditions dénies par Davis
et Harte [20℄.
On trae la droite log(Q(ki)) = a + b log(ki) + u, la méthode des moindres arrés
ordinaires nous donne alors une estimation des oeients a et b, le paramètre de Hurst
est alors

H=

b .
Le seul avantage de ette méthode est qu'elle permet d'obtenir un estimateur qui pos-
sède des bonnes propriétés de robustesse [37℄ mais omporte un inonvénient important
au niveau de la distribution asymptotique de la statistique R/S .
La méthode de Lo
Parmi les inonvénients de la statistique R/S proposée par Hurst, sa sensibilité à
la présene de la mémoire ourte. Pour surmonter e problème, Lo [9℄ a proposé une
statistique "R/S modiée". Sa distribution limite est invariante aux diérentes formes des
proessus à mémoires ourtes. Cette méthode permet de proposer un test dont l'hypothèse
nulle est l'absene de dépendane de long terme. La statistique R/S modiée de LO
possède la forme suivante :
Q¯q =
1√
n
R(n)
Sq(n)
.
où Sq(n) est exprimée par
Sq(n) = {S2n +
2
n
q∑
j=1
wj(q)[
n∑
i=j+1
(Xi − X¯n)(Xi−j − X¯n)]} 12 .
Les wj sont des poids.
Lo et Makinlay [36℄ et Andrews [8℄ ont montré par simulations que lorsque q est
relativement grand par rapport à la taille de l'éhantillon, l'estimateur était biaisé.
La méthode des varianes agrégées
La méthode des varianes agrégées [48℄ est une méthode simple qui permet d'estimer
le paramètre d'autosimilarité H en plusieurs étapes :
1. Pourm donné et sous ertaines onditions, on divise la série d'origineX = {Xi, i ≥ 1}
en
n
m sous-séries, haune étant de taille m.
2. Pour haque sous-série, on alule Xm(k) et var(Xˆ(m))
Xm(k) =
1
m
km∑
i=(k−1)m+1
Xi, pour k = 1, 2, .., n/m,
var(Xˆ(m)) =
1
n/m
n/m∑
k=1
(Xˆm(k))2 − ( 1
n/m
n/m∑
k=1
Xˆ(m)(k))2.
3. Enn, on estime alors par les moindres arrés ordinaires la pente b = 2H − 2 dans
le modèle :
log(var(Xˆ(m))) = log c+ b log(m) + u.
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Cette méthode présente les mêmes inonvénients que eux de la méthode R/S de Hurst.
De plus à partir de la représentation graphique, on ne peut disriminer entre le ompor-
tement de longue et ourte mémoire.
Bien d'autres méthodes existent : la méthode du Log-variogramme de Guyon et Leon
dans [30℄ basée sur les variations quadratiques, la méthode des variations quadratiques
généralisées par Istas et Lang [34℄, l'estimateur FEXP, et.... Nous pensons avoir pré-
senté les estimateurs les plus onnus. Mais qu'en est-il de la vitesse de onvergene de
es diérents estimateurs ?
Les vitesses de onvergene
Les estimateurs du paramètre de queue de distribution dont la forme est du type
f(x) = Cx−α{1 + O(x−αp)} pour x → ∞ ont une vitesse de onvergene optimale de
l'ordre de np/(2p+1) (voir Hall et Welsh dans [31℄). Cette forme fait penser aux densités des
proessus à mémoire longue qui, généralement s'érivent sous la forme f(λ) = |λ|−αL(λ) 7
inspira ertains auteurs dans la méthodologie de reherhe des vitesses de onvergene
pour l'estimateur du paramètre de longue mémoire.
Robinson [43℄ a traité les propriétés asymptotiques de l'estimateur semiparamétrique
de Gweeke Porter-Hudak (GPH) dans une version modiée de et estimateur. Il onlut
que sous ertaines faibles onditions loales inluant la ondition :
L(λ) = C +O(|λ|β) quand λ→ 0, C ∈ (C,∞), β ∈ (0, 2) (2.1.1)
L'estimateur avait une vitesse de onvergene (au sens du ritère du minimax) de
l'ordre m(r) = n−rMn pour α ∈ (−1, 1) où r = r(β) = β/(2β+1) et MN →∞ une suite
à variation lente.
La normalité asymptotique et la vitesse de onvergene furent traités par Robinson
dans [44℄ pour le adre gaussien. Il montra que sous 2.1.1 et des onditions plus faibles
que le premier as, la vitesse était n−rMn où Mn est tel que log−1/(1+2β)(n)/Mn = O(1).
Quand β est inonnu, une borne inférieure pour le risque quadratique des estimateurs
adaptatifs est obtenue. La méthodologie adaptative est dérite par Giraitis et al dans [27℄
et plus réemment dans [32℄.
2.1.3 La méthode d'estimation par ondelettes
Soit un proessus {Xt}t∈R un proessus stationnaire à longue mémoire de paramètre
α, une ondelette ψ. La densité spetrale vérie au voisinage de zéro la relation suivante :
f(λ) ∼
λ→0
|λ|−2d
On dénit le oeient d'ondelette non néessairement issue d'une analyse multiré-
solution :
dX(j, k) = 〈X,ψj,k〉
≡
∫
R
X(t)ψj,k(t)dt
7. L(λ)→ C,C ∈ (0,∞) α ∈ (−1, 1), λ ∈ [−π, π]
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où ψj,k(t) = 2
−j/2ψ(2−jt− k), j, k ∈ Z.
On montre sous ertaines onditions que
E(dX(j, .)
2) ≃
j→+∞
2jαcfC(α,ψ), où C(α,ψ) =
∫ |ψˆ(λ)|2
|λ|α dλ (2.1.2)
Cette relation log-linéaire suggère un estimateur du paramètre α par les moindres ar-
rés ordinaires. La variane empirique
8
1
nj
∑nj
k=1(dX(j, k)
2) s'érivant suivant un modèle
linéaire des éhelles j.
Cette méthode qui a été introduite par Flandrin [22℄, fut ensuite développée numéri-
quement par Abry et al [3℄ puis Veith et al [46℄, et théoriquement par Bardet et al [6℄,
ave les ontributions de Moulines et al [38℄ dans le as gaussien et Roue et Taqqu [17℄
dans le as linéaire, tout ei dans le adre d'une analyse par ondelette disrète.
Le but de notre travail a été de donner également des résultats de onvergene dans le as
plus général des ondelettes ontinues, puis de mettre en plae une proédure adaptative
pour séletionner automatiquement les éhelles hoisies pour la régression.
2.2 Prinipaux résultats
Dans toute la suite on onsidère un un proessus stationnaire, entré, de seond ordre
et de densité spetrale f vériant
f(λ) ≃ 1
λ2d
(cd + cd′λ
d′) quand λ→ 0.
2.2.1 Le as des proessus gaussiens
Nous exposons ii les prinipaux résultats obtenus dans un artile Bardet et al. [14℄
On onsidère ii le as où X = (Xt)t∈Z est un proessus gaussien.
On émet des hypothèses
9
loales sur le terme de nuisane f∗ de la densité spetrale
ainsi que sur la régularité de l'ondelette.
Pour (a, b) ∈ R∗+ × R. Le oeient d'ondelette onsidéré est :
e(a, b) =
1√
a
a∑
k=1
ψ(
k
a
)Xk+ab.
On montre que sous ertaines onditions, le omportement asymptotique de de la
variane de e(a, b) est en loi de puissane des éhelles a. C'est-à-dire :
E(e2(a, 0)) ∼
a→∞ K(ψ,2d) a
2d, ave K(ψ,α) =
∫ ∞
−∞
|ψ̂(u)|2 · |u|−αdu > 0 (2.2.1)
Après normalisation. Pour a ∈ N∗ et b ∈ Z, on pose :
8. nj = ⌊
n
2j
⌋ est le nombre de oeients disponibles d'ondelettes à l'otave j
9. voir setion 2.1
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e˜(a, b) =
e(a, b)(
f∗(0)K(ψ,2d) a2d
)1/2 (2.2.2)
T˜N (a) =
1
[Na ]
[N
a
]∑
k=1
e˜2(a, k − 1). (2.2.3)
Le omportement de la variane des oeients d'ondelettes dans la relation 2.1.3
est à la base de nos estimations. Cette propriété de loi de puissane suggère un esti-
mateur déduit à partir d'une régression log-log. En prenant des éhelles de la forme
(r1aN , . . . , rℓaN ) où les ri sont des entiers, une régression linéaire de (log(T̂N (riaN ))i par
(log(riaN ))i fournit un estimateur d̂(aN ) qui satisfait le théorème limite entral (TCL)
suivant à la vitesse
√
N
aN
.
Proposition 2.1 Soient
• ℓ ∈ N \ {0, 1} et (r1, · · · , rℓ) ∈ (N∗)ℓ.
• (an)n∈N tel que N/aN −→
N→∞
∞ et aN ·N−1/(1+2d′) −→
N→∞
∞.
Sous ertaines hypothèses (voir artile), on a :√
N
aN
(
log T˜N (riaN )
)
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, · · · , rℓ, ψ, d)
)
, (2.2.4)
ave Γ(r1, · · · , rℓ, ψ, d) = (γij)1≤i,j≤ℓ et dij = PGCD(ri, rj),
γij =
8(rirj)
2−2d
K2(ψ,2d)dij
∞∑
m=−∞
(∫ ∞
0
ψ̂(uri)ψ̂(urj)
uD
cos(u dijm) du
)2
. (2.2.5)
De ei, on déduit (sous les mêmes hypothèses) pour d̂(aN ) le théorème limite entral
suivant : √
N
aN
(( D̂(aN )
K̂(aN )
)
−
( D
K
))
D−→
N→∞
N2(0,Ω), (2.2.6)
ave Ω = Ω(r1, · · · , rℓ, ψ,D) spéiée dans l'artile.
An de parvenir à onstruire un estimateur eetif (le paramètre d′ est a priori
inonnu), d'autres ajustement sont néessaires. Le hoix d'une suite d'éhelles minimales
rendant maximale la vitesse de onvergene serait de la forme an ∼ N
1
2d′+1
et dépend
don du paramètre d′. L'estimation de D′ est alors néessaire.
On peut se référer à la méthode introduite dans et basée sur un test d'adéquation du
Khi-deux. Ii,
On onsidère alors des éhelles aN de la forme aN = N
α
. On note α∗ = 11+2d′ .
L'éhelle optimale est don Nα
∗
. En se basant sur la méthode de Veith et al.[46℄. Cette
éhelle peut être estimée par la minimisation d'une fontionnelle QN (α, d(aN ),K(aN ))
dépendant de trois paramètres. Cette fontion orrespond au arré de la distane entre
les ℓ points
(
log(i ·Nα) , log TN (i ·Nα)
)
i
et la droite de régression. Un estimateur α̂ de
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α∗ est obtenu en minimisant QN (α, d,K) par rapport à α. On montre la onsistane de
ette estimation sous ertaines onditions et on a alors :
α̂N =
log âN
logN
P−→
N→∞
α∗ =
1
1 + 2d′
.
L'estimateur obtenu
̂̂
d = d̂(âN ) où âN = N
α̂N
ne vérie pas le TLC 2.1. On onsidère
alors un nouvel estimateur adaptatif d˜N = d̂(a˜N ) de d, en posant omme estimateur des
éhelles a˜N = N
α˜N
où :
α˜N = α̂N +
3
(ℓ− 2)d̂′N
· log logN
logN
, a˜N = N
α˜N = N α̂N · ( logN) 3(ℓ−2) ̂d′N
On obtient alors sous ertaines onditions :
√
N
N α˜N
(
d˜N − d
) D−→
N→∞
N (0 ; σ2d) ave d˜N = d̂(a˜N ). (2.2.7)
et ∀ρ > 2(1 + 3d
′)
(ℓ− 2)d′ ,
N
d′
1+2d′
(logN)ρ
· ∣∣d˜N − d∣∣ P−→
N→∞
0. (2.2.8)
L'estimateur ainsi obtenu a une vitesse de onvergene égale à Nd
′/(1+2d′)
(à un loga-
rithme prés).
Simulations
On proède à des simulations an de vérier dans un premier temps les propriétés
de onsistane et de robustesse des estimateurs
̂̂
dN et d˜N puis à des omparaison ave
d'autres estimateurs semiparamétriques.
Etude de la onsistane et la robustesse
On ommene par hoisir une ondelette vériant nos hypothèses sur les ondelettes.
Puis on génère des éhantillons de trois types de proessus hoisis (fgn, FARIMA et pro-
essus gaussien stationnaire à densité spetrale donnée) vériant les hypothèses loales.
Les résultats numériques indiquent que la onvergene et la normalité asymptotique des
estimateurs
̂̂
dN et d˜N sont vériées. La robustesse des estimateurs
̂̂
dN et d˜N sont vériées.
Quatre proessus à mémoire ourte sont hoisis et les valeurs de
√
MSE indiquent la
onvergene rapide de nos estimations prouvant la robustesse de es estimateurs.
La omparaison ave d'autres estimateurs
La omparaison ave d'autres estimateurs est eetuée dans les onditions suivantes :
Pour plusieurs valeurs de d et diérentes tailles d'éhantillons, on donne les valeurs de√
MSE pour les estimateurs suivant :
1. dˆBGK : l'estimateur paramétrique optimal de Whittle de Banshali et al [10℄.
2. dˆGRS : l'estimateur adaptatif du périodogramme de Giraitis et al [12℄
3. dˆMS : l'estimateur adaptatif global du périodogramme de Moulines et Soulier [41℄
(estimateur FEXP).
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4. dˆATV : l'estimateur de Whittle de Robinson [44℄.
5. dˆR : l'estimateur adaptatif basé sur les ondelettes de Veith et al [46℄.
6.
̂̂
dN .
Il en ressort que dˆBGK et dˆGRS présentent des inonvénients respetivement en estima-
tion et en vitesse de onvergene. Des similarités existent entre dˆMS et dˆR nous avons
les mêmes vitesses de onvergene pour tous types de proessus. Entre dˆATV et dˆN ,
les estimateurs par ondelettes, les résultats sont aussi très prohes ave des vitesses
de onvergene plus rapides pour les proessus dont la densité spetrale est régulière
(prohe d'une simple loi de puissane), et moins rapides lorsque la densité spetrale est
plus irrégulière. Cependant, notre estimateur ore globalement les meilleurs résultats en
terme de robustesse et de vitesse de onvergene.
2.2.2 Le as des proessus linéaires
On onsidère un proessus linéaire déni par
Xt =
∑
s∈Z
α(t− s)ξs, t ∈ Z
où (ξt) est un bruit blan fort, (α(k))k une famille de réels qui vérie
|α̂(λ)|2 = 1
λ2d
(
cd + cd′λ
d′(1 + ε(λ))
)
pour tout λ ∈ [−π, π] et ε(λ)→ 0(λ→ 0)
α̂(λ) :=
1
2π
∑
k∈Z
α(k)e−ikλ.
La densité spetrale f du proessus admet don le même développement asymptotique
puisqu'elle s'érit f(λ) = 2π|α̂(λ)|2. X est don un proessus stationnaire, entré, d'ordre
deux et à longue mémoire.
Pour une éhelle et (a, b) ∈ N∗+ × Z, on dénit le oeient d'ondelette à partir d'un
éhantillon (X1, . . . ,XN ) du proessus X omme suit :
eN (a, b) :=
1√
a
N∑
t=1
Xtψ(
t− b
a
) =
1√
a
N∑
t=1
∑
s∈Z
α(t− s)ψ(t− b
a
)ξs (2.2.9)
Sous ertaines onditions, la variane de e oeient vérie :
E(e2(a, 0)) = 2π cd
(
K(ψ,2d) a
2d +
cd′
cd
K(ψ,2d−d′) a2d−d
′
)
+ o
(
a2d−d
′)
quand a→∞,(2.2.10)
On onsidère la La variane empirique des oeients d'ondelettes omme suit :
TN (a) :=
1
N − a
N−a∑
k=1
e2(a, k) ave v1 ≤ a < N.
Cette diérene ave le as gaussien s'explique par le fait qu'une telle expression
onduit à une matrie de ovariane asymptotique bien plus simple et une meilleure
vitesse de onvergene de la variane empirique vers la variane théorique.
Comme premier résultat, nous avons sous ertaines hypothèses e théorème limite
entral :
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Proposition 2.2 Soient ℓ ∈ N \ {0, 1}, des éhelles (r1, · · · , rℓ) ∈ (N∗)ℓ.
et (an)n∈N tel que :
N/aN −→
N→∞
∞
aN N
−1/(1+2d′) −→
N→∞
∞.
Alors√
N
aN
(
log TN (riaN )−2d log(riaN )−log
( cd
2π
K(ψ,2d)
))
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, · · · , rℓ, ψ, d)
)
,
(2.2.11)
ave Γ(r1, · · · , rℓ, ψ, d) = (γij)1≤i,j≤ℓ et
γij = 4π
(rir
′
j)
1−2d
K2(ψ,2d)
∫ ∞
−∞
∣∣ψ̂(riλ)∣∣2|ψ̂(rjλ)∣∣2
λ4d
dλ. (2.2.12)
La même proédure que dans le as gaussien sera adoptée. L'estimateur de l'éhelle
optimale α̂N est obtenu par minimisation de la même fontionnelle QN (α, c, d). Cet
estimateur vérie aussi la propriété :
α̂N =
log âN
logN
P−→
N→∞
α∗ =
1
1 + 2d′
.
On dénit alors le premier estimateur de d par
̂ˆ
d := d̂(N α̂N ). Les mêmes raisons que dans
le as gaussien nous mènent ependant à lui préférer l'estimateur adaptatif d˜, onstruit
de la manière suivante :
on dénit d'abord un nouvel estimateur de l'éhelle minimale par :
α˜N := α̂N +
6α̂N
(ℓ− 2)(1− α̂N )
log logN
logN
.
Le nouvel estimateur adaptatif de d est obtenu par les pseudo-moindres arrés géné-
ralisés de matrie de ovariane assoiée : Γ̂N := Γ(1, · · · , ℓ, ̂̂dN , ψ) qui onverge vers
Γ(1, · · · , ℓ, d, ψ). L'estimateur d˜N vérie sous les onditions du théorème limite entrale
préédent :
√
N
N α˜N
(
d˜N − d
) D−→
N→∞
N (0 ; σ2d(ℓ)) et ∀ρ >
2(1 + 3d′)
(ℓ− 2)d′ ,
N
d′
1+2d′
(logN)ρ
· ∣∣d˜N − d∣∣ P−→
N→∞
0.
Un test d'adéquation adaptatif est proposé. Il est basé sur la somme des arrés des
résidus obtenus par la régression PGLS
10
munie de la métrique assoiée à la matrie Γ̂N .
Plus préisément, soit e˜α˜ le veteur résidu des ℓ points alors
T˜N =
N
Nα˜N
(
e˜α˜
)′
Γˆ−1N
(
e˜α˜
)
Cette statistique (sous onditions) suit une loi de Khi-deux (à (ℓ−2)dl). Ce test peut
etre vu omme un test de longue mémoire pour les proessus linéaires.
10. Pseudo Generalized least square
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Simulations
Des simulations ont ensuite été eetuées :
• Permettant de vérier la onsistane et la robustesse de d˜N .
• Des omparaisons ave d'autres estimateurs semiparamétriques.
• La onsistane et la robustesse du test d'adéquation adaptatif de la statistique T˜N .
On hoisit trois types de proessus de référene (FGN, FARIMA et un proessus à
densité donnée) pour lesquels on génère 100 trajetoires de diérentes tailles N pour
diérentes valeurs de d.
Une première étape onsistera à montrer que la valeur de la variane asymptotique
dépend très peu de d e qui est exhibé par une gure donnant pour diérentes de N le
graphe de σ2d(l) en fontion de d.
les simulations montrent que notre estimateur d˜N est performant de une vitesse de
onvergene rapide omparée aux autres estimateurs.
La robustesse de d˜N
Trois proessus ne vériant pas les hypothèses émis au départ sont séletionnés. Le
premier étant gaussien à densité spetrale donnée, le seond FARIMA ave tendane
linéaire et le troisième FARIMA ave tendane linéaire et omposante saisonnière si-
nusoïdale. Pour diérentes valeurs de d et N on donne les valeurs de
√
MSE pour les
trois estimateurs d˜N , d̂MS, d̂R ainsi que la probabilité d'aeptation du test d'adéqua-
tion. Il en résulte que notre estimateur adaptatif d˜N est robuste à toutes les tendane et
omposantes saisonnière.
La onsistane et la robustesse du test d'adéquation
La onsistane du test à déjà été vériée dans les tableaux préédents. On vérie sa
robustesse en séletionnant trois proessus qui ne vérient pas la ondition de stationna-
rité ou elle de la forme de la densité spetrale exigée par les hypothèses. Pour diérentes
valeurs de N le degré d'aeptation (pour un risque de 0.05) est donné. Il en résulte que
l'hypothèse de longue mémoire est rejetée pour deux des proessus mais pas le troisième
(qui présente une rupture en le paramètre d : dans e as 'est le omportement moyen
qui l'emporte ar notre statistique onsidère le proessus sur sa globabilité).
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46 1.1 Introdution
abstrat
In this paper we present general onstrutions of orthogonal and biorthogonal mul-
tiresolution analysis on the interval. In the rst one, we desribe a diret method to
dene an orthonormal multiresolution analysis. In the seond one, we use the integra-
tion and derivation method for onstruting a biorthogonal multiresolution analysis. As
appliations, we prove that these analyses are adapted to study regular funtions on the
interval.
1.1 Introdution
The searh for wavelet bases on a bounded domain has been an ative eld for many
years, sine the beginning of the 1990's. All these onstrutions use either the basis of
I. Daubehies or the spline basis. In his fundamental paper on wavelets on the interval
[14℄, Y. Meyer proved that one an take restritions of the orthonormal multiresolution
analysis of I. Daubehies to the interval [0, 1] and then we an study funtions known
only on the interval. More preisely, he proves that the restritions of Daubehies sa-
ling funtions on the interval are linearly independent but the restritions of assoiated
wavelets on the interval are not linearly independent.
In 1992, we have onstruted multiresolution analysis on the interval by using Dau-
behies wavelets [9℄. The assoiated bases have ompat support and allow also the study
of divergene-free vetor funtions on [0,1℄
n.
There are related onstrutions as well by A. Canuto and oworkers [1℄ and by A.
Jouini and P. G. Lemarié ([8℄ and [10℄).
In this paper we aim to generalize the result for every orthonormal multiresolu-
tion analysis. Next, we present orthogonal and biorthogonal systems on [0, 1] whih are
onstruted by means of dyadi translations and dilatations from a nite number of basi
funtions and are well-adapted to study Sobolev spaes Hs([0, 1]) and Hs0([0, 1]) (s ∈ Z).
The ontents of this paper is the following.
In Setion 1.2, we at rst dene and onstrut new orthogonal multiresolution analysis
on the interval [0, 1]. Next, we prove the Meyer's lemma [14℄ for the general ase of
an orthonormal multiresolution analysis with ompat support. Then,we onstrut the
assoiated wavelet bases whih are more tehnial. In setion 1.3, we study biorthogonal
multiresolution analysis (Vj , V
∗
j ) (j ∈ Z) on the interval [0, 1] . By a derivation on Vj and
an integration on V ∗j , we get a new biorthogonal multiresolution analysis (V˜j , V˜j
∗
) of the
spae L2([0, 1]). If we denote Pj the projetor from L
2([0, 1]) on Vj parallel to (V
∗
j )
⊥
and
P˜j be the projetor in V˜j parallel to (V˜j
∗
)⊥, then we have the following ommutation
property
d
dx
oPj = P˜jo
d
dx
.
The setion 1.4 is devoted to appliations. We prove that the biorthogonal multire-
solution analysis onstruted in setion 1.3 is adapted to study Sobolev spaes Hs([0, 1])
and Hs0([0, 1]) for s ∈ Z.
1.2 Orthogonal multiresolution analysis on the interval [0,1℄ 47
1.2 Orthogonal multiresolution analysis on the interval [0,1℄
It is lear that if we onsider an orthogonal multiresolution analysis, and if we take
its restrition to [0, 1], we do not get an orthogonal multiresolution analysis of L2([0, 1]).
Moreover, for the orthogonal multiresolution analysis Vj(R) of I. Daubehies, if we onsi-
der the assoiated saling funtions ϕj,k(x)[0,1], we have an independent system whih
is not orthogonal. However, if we onsider the assoiated wavelets ψj,k(x)[0,1], we get
a dependent system (see [14℄) and the support of the wavelet ψ is very important in
this ase. Then, the onstrution of an orthogonal multiresolution analysis in [0, 1] (or
biorthogonal) is tehnial espeially near the boundaries 0 and 1.
In this setion, we shall prove the preedent result for any orthogonal multiresolution
analysis with ompat support. More preisely, we use a diret method based on the
result desribed in [14℄ to onstrut orthogonal multiresolution analysis on the interval
[0, 1] whih are generated by a nite number of basi funtions. These analyses are regular
and have ompat support.
For this purpose, we onsider an orthogonal multiresolution analysis Vj(R) of L
2(R)
where the saling funtion ϕ has a ompat support [N1, N2]. We reall rst the saling
equations for this analysis. The inlusion V0 ⊂ V1 gives the two following equations
ϕ(
x
2
) =
N2∑
k=N1
akϕ(x− k) where aN1aN2 6= 0 (1.2.1)
and
ϕˆ(2ξ) = m0(ξ)ϕˆ(ξ) where m0(ξ) =
1
2
N2∑
k=N1
ake
−ikξ. (1.2.2)
We assume that the assoiated wavelet ψ has the same support (by a simple translation)
and then is dened by
ψ(
x
2
) =
N2∑
k=N1
bkϕ(x− k) where bN1bN2 6= 0. (1.2.3)
Note that we annot dene in the same manner as lassial wavelet theory the notion
of multiresolution analysis in the interval beause we do not have the invariane and
dilatation properties in a bounded domain. Then, we present dierently this notion.
Let j0 be an integer suh that 2
j0 ≥ 2(N2 − N1 − 1) (we an separate the boundaries
funtions). We denote
Vj([0, 1]) = V ect{ϕj,k [0,1], ϕj,k ∈ Vj(R)}, (1.2.4)
vj([0, 1]) = V ect{ϕj,k, suppϕj,k ⊂ [0, 1]}. (1.2.5)
Denition 1.2.1 A sequene {Vj}j≥j0 of losed subspaes of L2([0, 1]) is alled a multi-
resolution analysis on L2([0, 1]) assoiated with Vj(R) if
i) ∀j ≥ j0, vj([0, 1]) ⊂ Vj ⊂ Vj([0, 1])
ii) ∀j ≥ j0, Vj ⊂ Vj+1.
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It is lear that these spaes ontain a nite number of funtions due to ompaity
of the support and then the Gram-Shmidt method gives orthonormal systems if these
systems are linearly independent. We now proeed to prove an elementary lemma whih
will be useful in analysis for funtions dened on the interval [0, 1] . We begin by the ase
of the interval ] − ∞, 0]. In fat, we prove that only the funtions ϕj,k whose support
intersets the interval ] − ∞, 0[ our in the analysis of an arbitrary funtion in V0(R)
and with support in ]−∞, 0].
Lemma 1.1 If f(x) =
+∞∑
−∞
ckϕ(x − k) is a funtion of V0(R) suh that f(x) = 0 for
x ≤ 0. Then ck = 0 for k ≤ −N1 − 1.
Proof The support of the funtion ϕ(x− k) is [k+N1, k +N2] and then is inluded in
]−∞, 0] for k ≤ −N2. We have ck =
∫ +∞
−∞ f(x)ϕ(x− k)dx = 0 for k ≤ −N2.
Let p be the smallest integer of k suh that ck 6= 0. If p ≥ −N1, then we have the
result. If p < −N1, then f(x) = 0 on the interval [p+N1, p+N1+1] Beause the support
of the saling funtion ϕ is equal to [N1, N2]. Using the hypothesis that f is a funtion of
V0(R), we obtain f(x) = cpϕ(x− p). Then, we have a ontradition.
The following result generalizes the result of Y. Meyer in [14℄ and gives an other
multiresolution analysis of L2([0, 1]).
Theorem 1.1 Let j ≥ j0 and f(x) =
+∞∑
−∞
ckϕ(2
jx− k) be a funtion of Vj(R) suh that
f(x) = 0 for 0 ≤ x ≤ 1. Then ck = 0 for −N2 + 1 ≤ k ≤ 2j −N1 − 1.
Proof Let j ≥ j0 and 2j0 ≥ 2(N2 −N1 − 1), we an onsider three ases.
1. If −N2 + 1 ≤ k ≤ −N1 − 1, the support of the saling funtions ϕj,k is inluded in
]−∞, N2 −N1 − 1] ⊂]−∞, 12 ].
2. If −N1 ≤ k ≤ 2j −N2, the support of the saling funtions ϕj,k is inluded in [0,1].
3. If 2j − N2 + 1 ≤ k ≤ 2j − N1 − 1 , the support of the saling funtions ϕj,k is
inluded in [N2 −N1 − 1,+∞[⊂ [12 ,+∞[.
We see that in the ase 2 , we have
ck =
∫ +∞
−∞
f(x)ϕ(x− k)dx = 0.
Applying Lemma 1.1 to the rst ase and the third ase, we get ck = 0. This yields ck = 0
for −N2 + 1 ≤ k ≤ 2j −N1 − 1.
Theorem 1.1 is the basis for our strategy : to get the bases on the interval. As a
onsequene, we have the following result.
Corollary 1.1 For j ≥ j0, the funtions ϕj,k/[0,1], −N2 + 1 ≤ k ≤ 2j −N1 − 1, form a
Riesz basis of the spae Vj([0, 1]).
Remark 1.1 The results desribed above are true for every integer j by using an iteration
and Lemma 2 in [14℄.
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Corollary 1.2 For j ≥ j0,
i) there exist (N2 − N1 − 1) funtions ϕαi (1 ≤ i ≤ N2 − N1 − 1) and (N2 − N1 − 1)
funtions ϕβi (1 ≤ i ≤ N2 −N1 − 1) suh that the funtions
ϕαi,j = 2
j/2ϕαi (2
jx)|[0,1], (1 ≤ i ≤ N2 −N1 − 1),
ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2),
ϕβi,j = 2
j/2ϕβi (2
jx− 2j)|[0,1], (1 ≤ i ≤ N2 −N1 − 1),
form an orthonormal basis of Vj([0, 1]).
ii) Let Vj , j ≥ j0 (for large value j), be a multiresolution analysis of L2([0, 1]) assoiated
with Vj(R), then there exist Nα funtions ϕ
α
i (1 ≤ i ≤ Nα) and Nβ funtions ϕβi
(1 ≤ i ≤ Nβ) suh that the funtions
ϕαi,j = 2
j/2
i ϕ
β
i (2
jx)|[0,1], (1 ≤ i ≤ Nα)
ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2),
ϕβi,j = 2
j/2ϕβi (2
jx− 2j)|[0,1], (1 ≤ i ≤ Nβ)
form an orthonormal basis of Vj .
Proof It is lear now how to get an orthogonal basis of Vj([0, 1]). It is enough to ap-
ply Gram-Shmidt to funtions ϕj,k/[0,1], −N2 + 1 ≤ k ≤ −N1 − 1 ( near the boun-
dary 0) and then to funtions ϕj,k/[0,1], 2
j − N2 + 1 ≤ k ≤ 2j − N1 − 1 (near the
boundary 1). In every ase, we have (N2 −N1 − 1) funtions. We obtain new funtions
ϕαi,j = 2
j/2ϕαi (2
jx)|[0,1], (1 ≤ i ≤ N2 −N1 − 1) near the boundary 0 and in the same way
new funtions ϕβi,j = 2
j/2ϕβi (2
jx− 2j)|[0,1], (1 ≤ i ≤ N2 −N1 − 1) near the boundary 1.
To prove ii, we apply the method desribed above to every multiresolution analysis on the
interval dened as Denition 1.2.1.
Remark 1.2 It is easy to see that the spae Vj ontains the orthonormal system
ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2)
and we add boundaries funtions near 0 and 1 from the olletions ϕαi,j and ϕ
β
i,j .
We dene
V Tj ([0, 1]) = {f ∈ Vj([0, 1])/f |T = 0},
where T ⊂ {0, 1} and j ≥ j0. We obviously have
V Tj ([0, 1]) ⊂ V Tj+1([0, 1]).
The orresponding spaes V Tj ([0, 1] are generated by the funtions (ϕj,k)|[0,1], k ∈ DTj
where the set DTj is dened by
* DTj = {k| −N1 ≤ k ≤ 2j −N2} if T = {0, 1}.
* DTj = {k| −N1 ≤ k ≤ 2j −N1 − 1} if T = {0}.
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* DTj = {k| −N2 + 1 ≤ k ≤ 2j −N2} if T = {1}.
* DTj = {k| −N2 + 1 ≤ k ≤ 2j −N1 − 1} if T = ∅.
Using Corollary 2.2, we obtain an orthonormal basis of V Tj ([0, 1]).
Theorem 1.2 The spae V Tj ([0, 1]) has orthonormal basis (ϕ
T
j,k), k ∈ DTj where
i) if T = {0, 1}
ϕTj,k = ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2)
.
ii) if T = {0}
ϕTj,k = ϕj,k = 2
j/2ϕ(2jx− k)(−N1 ≤ k ≤ 2j −N2)
= ϕβ
j,k−2j+N2 , (2
j −N2 + 1 ≤ k ≤ 2j −N1 − 1)
iii) if T = {1}
ϕTj,k = ϕ
α
j,k+N2 , (−N2 + 1 ≤ k ≤ −N1 − 1)
= ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2)
iv) if T = ∅.
ϕTj,k = ϕ
α
j,k+N2 , (−N2 + 1 ≤ k ≤ −N1 − 1),
= ϕj,k = 2
j/2ϕ(2jx− k), (−N1 ≤ k ≤ 2j −N2)
= ϕβ
j,k−2j+N2(2
j −N2 + 1 ≤ k ≤ 2j −N1 − 1)
We onlude that the orthogonal projetor P Tj from L
2([0, 1]) into V Tj ([0, 1]) is given
by
P Tj f =
∑
k∈DTj
〈f |ϕT(j,k)〉ϕT(j,k),
and satises P Tj oP
T
j+1 = P
T
j+1 oP
T
j = P
T
j .
In the following, we establish the seond goal of this paper. In fat, we should onstrut
a wavelet basis of the spae Wj([0, 1]) = Vj+1([0, 1]) ∩ (Vj([0, 1]))⊥. We denote by
Vj([N1,+∞[) = V ect{ϕj,k/[N1,+∞[, ϕj,k ∈ Vj(R)}. (2.9)
Reall that the QMF ondition gives that the mask of an orthonormal saling funtion
must have an even number of oeients. This means that N2−N1 is odd. We have the
rst important result.
Lemma 1.2 The funtions ψ(x − k)/[N1,+∞[, N1 − N2 + 1 ≤ k ≤ −12(N2 − N1 + 1),
belong to V0([N1,+∞[).
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Proof The relations 1.2.1 and 1.2.3 gives
ϕ(2x) = aN1ϕ(x+
1
2
N1) + aN1+2ϕ(x+
1
2
N1 + 1) + . . .+ aN2−1ϕ(x+
1
2
N2 − 1
2
) (1.2.6)
+ bN1ψ(x+
1
2
N1) + bN1+2ψ(x+
1
2
N1 + 1) + . . .+ bN2−1ψ(x+
1
2
N2 − 1
2
)
and
ϕ(2x− 1) = aN1+1ϕ(x+
1
2
N1) + aN1+3ϕ(x+
1
2
N1 + 1) + . . .+ aN2−1ϕ(x+
1
2
N2 − 1
2
)(1.2.7)
+ bN1+1ψ(x+
1
2
N1) + bN1+3ψ(x+
1
2
N1 + 1) + . . .+ bN2−1ψ(x+
1
2
N2 − 1
2
).
We replae now x by x+N2 − 32N1 − 1 in 1.2.6, then by x+N2 − 32N1 − 2, . . . and
nally, by x + 12(N2 − 2N1 + 2). Reall that support of ϕ and ψ is [N1, N2], then, we
obtain
aN1ϕ(x+N2 −N1 − 1) + bN1ψ(x+N2 −N1 − 1) = 0
Next
aN1ϕ(x+N2−N1−2)+aN1+1ϕ(x+N2−N1−1)+bN1ψ(x+N2−N1−2)+bN1+1ψ(x+N2−N1−1) = 0
until the last equation. We onlude that the funtions ψ(x−k)[N1,+∞[, N1−N2+1 ≤ k ≤ −12(N2−N1+1),
belong to V0([N1,+∞[).
Lemma 1.3 The funtions ψ(2jx− k)[0,1], −N2 + 1 ≤ k ≤ −12(N2 +N1 + 1), belong to
Vj([0, 1]).
Proof By replaing x by 2j(x−N1) and using Lemma 1.2, we obtain the result.
We reah the main result of this setion
Theorem 1.3 For j ≥ j0, the funtions
ϕj,k/[0,1] , −N2 + 1 ≤ k ≤ 2j −N1 − 1
2j/2ψ(2jx− k)/[0,1] , −
1
2
(N2 +N1 − 1) ≤ k ≤ 2j − 1
2
(N2 +N1 + 1)
form a Riesz basis of the spaes Vj+1([0, 1]).
Proof Lemmas 1.2 and 1.3 immediately imply the main result of this setion.
Remark 1.3 If we apply the results desribed above to the orthogonal multiresolution of
I. Daubehies, we obtain the Meyer's lemma in [14℄.
We an obtain an orthogonal basis ofWj([0, 1]). In fat, we do orretions to the fun-
tions ψj,k[0,1],−12(N2+N1−1) ≤ k ≤ −N1−1 to get orthogonality to ϕαi,j , (1 ≤ i ≤ (N2+N1−1).
Then, by using Gram-Shmidt for new funtions we get wavelets near 0.We do the same
thing for the funtions ψj,k/[0,1], 2
j −N2 + 1 ≤ k ≤ 2j − 12(N2 +N1 − 1) to get wavelets
near 1. Moreover, the results result of A. Jouini and P. G. Lemarié given in [9℄ allows to
onstrut the basis for every spae Wj (orthogonal omplement of Vj in Vj+1).
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We will now onstrut an orthonormal basis of the spae W Tj ([0, 1]). We remark
rst that dimW Tj ([0, 1]) = 2
j
. We denote by ∆Tj = {d ∈ DTj+1/d /∈ DTj }. The spae
W Tj ([0, 1]) ontains the funtions ψj,k,−N1 ≤ k ≤ 2j −N2. We have (2j − (N2−N1−1))
funtions in W Tj ([0, 1]). Then, we must onstrut (N2 − N1 − 1) funtions. We de-
note by ATj (I) = V
T
j (([0, 1]) ⊕ V ect{ψj,k −N1 ≤ k ≤ 2j − N2}. We see that, for
−N1 ≤ k ≤ N2−2N1−2, ϕj+1,k ∈ ATj (I). We have the same treatment for ϕj+1,2j+1−N2 .
We onlude that ϕj+1,−N1+2k and ϕj+1,2j+1−N2−(2k+1), 0 ≤ k ≤ N2−N1−12 − 1 form a
generating system of a supplement of ATj (I) in V
T
j+1(I). Using Gram-Shmidt, we obtain
an orthonormal basis ψTj,k, k ∈ ∆Tj .
We onlude that the orthogonal projetor QTj from L
2(I) into W Tj ([0, 1]) is given by
QTj f =
∑
k∈∆Tj
〈f |ψT(j,k)〉ψT(j,k),
and satises
QTj oQ
T
j+1 = Q
T
j+1 oQ
T
j = Q
T
j .
1.3 Biorthogonal multiresolution analysis on the interval
[0,1℄
First we give some denitions of biorthogonal multiresolution analysis on the interval
[0, 1], and then we desribe onstrutions on this interval.
Dénition 1.1 A sequene (Vj , V
∗
j ) of losed subspaes of L
2([0, 1]) assoiated with a
biorthogonal multiresolution analysis (Vj(R), V
∗
j (R)) of L
2(R) is alled a biorthogonal
multiresolution analysis of L2([0, 1]) if
vj([0, 1]) ⊂ Vj ⊂ Vj([0, 1]) and v∗j ([0, 1]) ⊂ V ∗j ⊂ V ∗j ([0, 1])
Vj ⊂ Vj+1 and V ∗j ⊂ V ∗j+1
L2([0, 1]) = Vj ⊕ (V ∗j )⊥
Let (Vj(R), V
∗
j (R)) be a biorthogonal multiresolution analysis of L
2(R) with multisale
funtions (g, g∗). We assume that supp(g)=[N1, N2], and we denote by
Pαi (x) =
∑
k≤−N1−1
kig(x− k),
and
P βi (x) =
∑
k≥−N2−1
kig(x− k).
Our onstrution is based on the following result :
Theorem 1.4 We onsider a biorthogonal multiresolution analysis (Vj(R), V
∗
j (R)) of
L2(R), (g, g∗) are the multisale funtions with ompat support and (Vj , V ∗j ) the as-
soiated biorthogonal multiresolution analysis of L2([0, 1]). We assume that
i) g is dierentiable and g
′
(x) =
∼
g(x)− ∼g(x− 1).
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ii) Vj ontains the funtions P
α
0,j(x)=P
α
0 (2
jx)[0,1] and P
β
0,j(x)=P
β
0 (2
jx− 2j)[0,1].
If we denote by
V˜j = {f ∈ L2([0, 1])/∃g ∈ Vj , f = g′},
and
V˜ ∗j = {f ∈ L2([0, 1]) / f
′ ∈ V ∗j , and f(0) = f(1) = 0}.
Then (V˜j , V˜
∗
j ) is a biorthogonal multiresolution analysis of L
2([0, 1]). Moreover, if we
denote by Pj (resp
∼
P j) the projetor from L
2([0, 1]) into Vj (resp. V˜j) parallel to (V
∗
j )
⊥
(resp (
∼
Vj
∗
)⊥), then we have the following ommutation property
d
dx
oPj = P˜jo
d
dx
.
Proof We learly have
g˜(x− k) = (
∞∑
p=0
g(x− k − p))′
and
(g˜∗(x− k))′ = g∗(x− k + 1)− g∗(x− k).
Then
∼
vj ⊂
∼
Vj([0, 1]) and
∼
vj
∗ ⊂
∼
Vj
∗
([0, 1]). Moreover, sine Vj ontains the funtions
P β0,j(x), we have
∼
Vj([0, 1]) ⊂
∼
Vj and
∼
Vj
∗
([0, 1]) ⊂
∼
Vj
∗
. In the same way, we have
∼
Vj ⊂
∼
Vj+1
and
∼
V ∗j ⊂
∼
V ∗j+1.
To see the duality between
∼
Vj and
∼
V ∗j , we onsider a basis (α0 = 1, α1, . . . , αn) of
Vj with dimVj = n + 1 and a dual basis (β0, β1, . . . , βn) of V
∗
j . Then the derivation is
an isomorphism from
∼
V ∗j onto Vet(β1, . . . , βn) and from Vet(α1, . . . , αn) onto
∼
Vj . If we
dene
α˜i =
d
dx
αi and β˜i = −
∫ x
0
βi(t)dt,
then, by integration, we onlude that the bases (
∼
αi) and (
∼
βi) are biorthogonal and we
have a duality between
∼
Vj and
∼
V ∗j . Finally, the ommutation property is satised. In fat,
we have
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d
dx
o (Pjf) =
d
dx
〈f, β0〉1 +
n∑
i=1
〈f, βi〉 d
dx
αi
=
n∑
i=1
〈f, βi〉α˜i
and
P˜j o (
d
dx
f) =
n∑
i=1
〈 d
dx
f, β˜i〉α˜i
=
n∑
i=1
(
[
f β˜i
]1
0
+ 〈f, βi〉)α˜i,
=
n∑
i=1
〈f, βi〉α˜i.
Corollary 1.3 Let Vj(R) be the orthogonal multiresolution analysis of L
2(R) with the
saling funtion ϕ of lass Cm (m ∈ N∗). We denote by V (m)j (R) and V ∗(m)j (R) the mul-
tiresolution analysis onstruted by m derivations and m integrations. Then V
(m)
j ([0, 1])
and V
∗(m)
j ([0, 1]) ∩Hm0 ([0, 1]) form a biorthogonal multiresolution analysis of L2([0, 1]).
Moreover, if we denote by P
(m)
j the projetor on V
(m)
j ([0, 1]) parallel to [V
∗(m)
j ([0, 1])∩Hm0 ([0, 1])]⊥,
we have
d
dx
oP
(m)
j = P
(m+1)
j o
d
dx
.
We an apply the method desribed in setion 1.2 to onstrut Riesz bases of the
spaes V
(m)
j ([0, 1]) and V
∗(m)
j ([0, 1]) ∩Hm0 ([0, 1]). In fat, we dene g and g∗ by
(1− e−iξ)mupriseg(ξ) = (iξ)mupriseϕ(ξ) (1.3.1)
and
(iξ)m
uprise
g∗(ξ) = (eiξ − 1)mupriseϕ(ξ). (1.3.2)
The funtions gj,k[0,1] form a basis of V
(m)
j ([0, 1]). To onstrut a basis of V
∗(m)
j ([0, 1])∩Hm0 ([0, 1])
we take the funtions gj,k with support in [0, 1] and the boundaries funtions dened by
gα∗j,k =
−N1+m−1∑
p=−N2+1
αi,j,pg
∗
j,p/[0,1], 1 ≤ i ≤ N2 −N1 − 1, (1.3.3)
and
gβ∗j,k =
2j−N1+m−1∑
p=2j−N2+1
αi,j,pg
∗
j,p/[0,1], 1 ≤ i ≤ N2 −N1 − 1. (1.3.4)
The real onstants αi,j,p are determined by the following onditions : for 1 ≤ i ≤ N2−N1−2)∫ +∞
0
(
−N1+m−1∑
p=−N2+1
αi,j,p2
j
2 g∗(2jx− p)2 j2 g(2jx+N2 −N1 −m− q)dx = δi,q.
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We dene
V Tj ([0, 1]) = {f ∈ Vj([0, 1])/ f |T = 0}
where T ⊂ {0, 1} and j ≥ j0. We obviously have
V Tj ([0, 1]) ⊂ V Tj+1([0, 1]).
We shall onstrut a subspae V ∗Tj ([0, 1]) of V
∗
j ([0, 1]) suh that V
∗T
j ([0, 1]) ⊂ V ∗Tj+1([0, 1])
and V Tj ([0, 1]) and V
∗T
j ([0, 1]) are in duality for the salar produt on [0, 1]. A diret me-
thod as in the previous setion gives the basis of V Tj ([0, 1]). A basis of V
∗T
j ([0, 1]) is given
by the funtions ϕ∗j,k with ompat support in [0, 1] and we add boundaries funtions in
a way similar in [?℄. Using the Gram-Shmidt orthogonalization, we obtain biorthogonal
bases of V Tj ([0, 1]) and V
∗T
j ([0, 1]). More preisely, Theorem 1.4 and Corollary 1.3 give
a biorthogonal multiresolution analysis (V
(m),T
j ([0, 1]), V
∗(m),T
j ([0, 1])) of L
2([0, 1]) and
furthermore a straightforward omputation yields
d
dx
oP
(m),T
j = P
(m+1),T o
d
dx
.
A method similar to that used in the previous setion shows that dual bases of
W Tj ([0, 1]) and W
∗T
j ([0, 1]) are given by : ψ
Z
(j,k) and ψ
∗Z
(j,k) for k ∈ ∆Tj .
1.4 The study of regular spaes of funtions on the interval
[0,1 ℄
In this setion, we give some appliations of the multiresolution analysis on the inter-
val [0, 1] desribed above. In fat, we study regular spaes of funtions (Sobolev spaes)
on the interval [0, 1].
We denote by
• Vj(R) : an orthogonal multiresolution analysis of L2(R) with the assoiated saling
funtion ϕ of lass Cm+ε on R (m ∈ N∗).
• V (m)j (R) : the multiresolution analysis onstruted by derivation and g the funtion
in V
(m)
0 (R) dened by
(1− e−iξ)mupriseg(ξ) = (iξ)dupriseϕ(ξ).
• V ∗(m)j (R) : the multiresolution analysis onstruted by integration and g∗ the fun-
tion in V
∗(m)
0 (R) dened by
(iξ)m
uprise
g∗(ξ) = (eiξ − 1)dupriseϕ(ξ).
• V (m)j = V (m)j ([0, 1]) and V ∗(m)j = V ∗(m)j ([0, 1]) ∩Hm0 ([0, 1]).
• (V (m)j ,V ∗(m)j ) forms a biorthogonal multiresolution analysis of L2([0, 1]).
• W (m)j = V (m)j+1 ∩ (V ∗(m)j )⊥ and W ∗(m)j = V ∗(m)j+1 ∩ (V (m)j )⊥,
Proposition 1.1 Let P
(m)
j be the projetor on V
(m)
j parallel to (V
∗(m)
j )
⊥
and P
∗(m)
j its
adjoint. We dene Q
(m)
j = P
(m+1)
j − P (m)j , Q∗(m)j = P ∗(m)j+1 − P ∗(m)j and let j0 be an
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integer satisfying 2j0−1 ≥ 2N2−2N1−2+2m. Then we have the following ommutation
properties
d
dx
(P
(m)
j f) = P
(m+1)
j (
df
dx
) if f ∈ H1([0, 1]), (1.4.1)
and
d
dx
(P ∗(m+1)f) = P ∗(m)j (
df
dx
) if f ∈ H10 ([0, 1]). (1.4.2)
Proof To prove this Proposition, it is enough to remark that if f ∈ H1([0, 1]) and
g ∈ H10 ([0, 1]), then we have
〈Pjf, g〉L2([0,1]) = 〈f, P ∗j g〉
and
〈 df
dx
, g〉 = −〈f, dg
dx
〉.
We an now establish the main result of this setion.
Theorem 1.5 Assume that ϕ is a Cp+ε -funtion, p ∈ N∗, p ≥ m, ε > 0 and let j0 be
an integer satisfying 2j0 − 1 ≥ 2N2 − 2N1 − 2 + 2p. Then we have
i) for f ∈ L2([0, 1]), ‖f‖2 ≈ ‖P (m)j0 f‖2 + (
∑
j≥j0 ‖Q
(m)
j f‖22)
1
2 .
ii) For f ∈ L2([0, 1]), ‖f‖2 ≈ ‖P ∗(m)j0 f‖2 + (
∑
j≥j0 ‖Q
∗(m)
j f‖22)
1
2
.
iii) For s ∈ Z suh that −m ≤ s ≤ p−m, we have
• f ∈ Hs([0, 1])⇔ P (m)j0 f ∈ L2([0, 1]) and
∑
j≥j0 4
js‖Q(m)j f‖22 < +∞.
• f ∈ H−s0 ([0, 1])⇔ P ∗(m)j0 f ∈ L2([0, 1]) and
∑
j≥j0 4
js‖Q∗(m)j f‖22 < +∞.
Proof The proof of this Theorem is lassial in the wavelet theory. We obtain the diret
inequalities in i and ii from the vaguelette Lemma [?℄ and the inverse inequalities by
duality. The equivalenes in iii are immediate beause if f ∈ Hs([0, 1]) then its norm is
equal to ||f ||2 + ||f (s)||2 . We set
f = P
(m)
j0
f +
∞∑
j=j0
Q
(m)
j f,
then, we have
||f ||2 ≈ ||P (m)j0 f ||2 + (
∞∑
j=j0
||Q(m)j f ||22)frac12,
f (s) = (
d
dx
)s(P
(m)
j0
f +
∞∑
j=j0
Q
(m)
j f) = P
(m+s)
j0
f (s) +
∞∑
j=j0
Q
(m+s)
j f
(s),
and
||f (s)||2 ≈ ||p(m+s)j0 j0f (k)||2 + (
∞∑
j=j0
||Q(m+s)j f (s)||22)
1
2 .
thus, we obtain
||P (m+s)j0 f (s)||2 = ||(
d
dx
)s(P
(m)
j0
f)||2 ≤ C||P (m)j0 f ||2,
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and
‖Q(m+s)j f (s)‖2 = ‖(
d
dx
)s(Q
(m)
j f)||2 ≈ 2js||Q(m)j f ||2.
Then the haraterization of Hs([0, 1]) is immediate. We haraterize in the same
way the spaes Hs0([0, 1]).
If we apply the same method desribed above for the biorthogonal multiresolution ana-
lysis (V
(m),T
j ([0, 1]),V
∗(m),T
j ([0, 1])), then orollary 3.1 and lassial wavelet theory give
the same result for the spae Hs,T ([0, 1]) = {f ∈ Hs([0, 1]) / f (p)|T = 0, 0 ≤ p ≤ s− 1} .
We have the equivalent results for Besov spaes.
1.5 Conlusion
In this paper, we have desribed more general onstrutions of ompat wavelet bases
on the interval. More preisely, we have onstruted orthogonal and biorthogonal systems
on [0, 1] whih are provided by dyadi translations and dilatations of a nite number of
basi funtions. By derivation and integration, we obtain new regular multiresolution
analyses on the interval [0, 1] whih satisfy the ommutation properties 1.4.1 and 1.4.2.
We then dedued that these analyses are well adapted to study Sobolev spaes Hs([0, 1])
and Hs,T ([0, 1]) (s ∈ Z).
58 1.5 Conlusion
Bibliography
[1℄ Canuto, C., Tabao, A. Urban, K., The wavelet element method I, Constrution
and analysis, Appl. Comp. Harmon. 6 (1999), no. 1,pp1-52.
[2℄ Ciesielski, Z., Figiel, T., Spline bases in lassial funtion spaes on ompat C∞
manifolds, Part I and II, Studia Mathematial, T.LXXVI (1983), pp1-58, pp95-136.
[3℄ Ciesielski, Z., Figiel, T., Spline approximation and Besov spaes on ompat mani-
folds, Studia Mathematial, T.LXXV (1982), pp13-36.
[4℄ Cohen,A., Dahmen, W., De Vore, R., Multisale deomposition on bounded domains,
IGPM, Tehnial report (2003).
[5℄ Dahmen, W., Shneider, R.,Composite wavelet basesfor operator equations, Ata
Numer. 9 (1997), pp155-228.
[6℄ Dahmen, W., Shneider, R., Wavelets on manifolds, Constrution and domain de-
omposition, SIAM J. Math Annal. 31 (2000), pp184-230.
[7℄ Daubehies, I., Orthonormal bases of wavelets with ompat support, Commm. Pure
and Appl. Math, 42 (1988), pp906-996.
[8℄ Jouini, A., Construtions de bases d'ondelettes sur les variétés, Thesis, ORSAY,
1993.
[9℄ Jouini , A., Lemarié-Rieusset, P. G., Analyses multirésolutions biorthogonales sur
l'intervalle et appliations, Annales de L'I.H.P, Analyses non linéaires,Vol.10, N
o
4
(1993), pp453-476.
[10℄ Jouini, A., Lemarié-Rieusset, P.G., Ondelettes sur un ouvert borné du plan, Prepu-
bliation 46 (1992), ORSAY.
[11℄ Jouini, A., Lemarié-Rieusset, P.G., Wavelets on the L-shaped domain, Prepublia-
tion 178, 2003, Evry.
[12℄ Kahane, J. P., Lemarié-Rieusset, P.G. Fourier seriers and Wavelets, Gordon and
Breah Publishers, Vol 3, 1995.
[13℄ Masson, R. Méthodes d'ondelettes en simulation numérique pour les problèmes el-
liptiques et point selle, Thesis, Université Paris 6, Jan. 1999.
[14℄ Meyer, Y. Ondelettes sur l'intervalle, Revista MathematiaIbero-ameriana, Vol 7
(1991), pp115-134.
[15℄ Meyer, Y.,Wavelets and operators. Analysis at Urbana, Vol.1, edited by E.Berkson,
N.T.Pek and J.Uhl, London Math.Soiety Leture Notes, Series 1, 1987.
[16℄ Meyer, Y., Jaard, S. Bases d'ondelettes dans des ouverts de R
n. J. Math Pures et
Appl, 68, pp95-108, 1989.
59
60 BIBLIOGRAPHY
[17℄ Sweldens, W. The lifting sheme : A ustom design onstrution of biorthogonal
wavelets, Appl. Comp. Harm. Anal, 3 (1996), pp186-200.
Chapitre 2
Wavelet based estimator of D for
stationary Gaussian proesses
61
62
Adaptive wavelet based estimator of the memory parameter for
stationary Gaussian proesses
Jean-Mar Bardet
a
, Hatem Bibi
a,b
, Abdellatif Jouini
b
Published in Bernoulli 14, 3 (2008) pp.691-724
bardetuniv-paris1.fr, hatem.bibimalix.univ-paris1.fr, Abdellatif.jouinifst.mu.tn,
a
Samos-Matisse-CES, Université Paris 1, CNRS UMR8174,90 rue de Tolbia, 75013
Paris, FRANCE.
b
Département de Mathématiques, Faulté des Sienes de Tunis,1060 Tunis, TUNISIE.
63
64 2.1 Introdution
Abstart : This work is intended as a ontribution to a wavelet-based adaptive esti-
mator of the memory parameter in the lassial semi-parametri framework for Gaussian
stationary proesses. In partiular we introdue and develop the hoie of a data-driven
optimal bandwidth. Moreover, we establish a entral limit theorem for the estimator of
the memory parameter with the minimax rate of onvergene (up to a logarithm fator).
The quality of the estimators are attested by simulations.
2.1 Introdution
Let X = (Xt)t∈Z be a seond-order zero-mean stationary proess and its ovariogram
be dened
r(t) = E(X0 ·Xt), for t ∈ Z.
Assume the spetral density f of X, with
f(λ) =
1
2π
·
∑
k∈Z
r(k) · e−ik,
exists and represents a ontinuous funtion on [−π, 0)[∪]0, π]. Consequently, the spetral
density of X should satisfy the asymptoti property,
f(λ) ∼ C · 1
λD
when λ→ 0,
with D < 1 alled the "memory parameter" and C > 0. If D ∈ (0, 1), the proess X is
a so-alled long-memory proess, if not X is alled a short memory proess (see [8℄, for
more details).
This paper deals with two semi-parametri frameworks whih are :
• Assumption A1 : X is a zero mean stationary Gaussian proess with spetral
density satisfying
f(λ) = |λ|−D · f∗(λ) for all λ ∈ [−π, 0)[∪]0, π],
with f∗(0) > 0 and f∗ ∈ H(D′, CD′) where 0 < D′, 0 < CD′ and
H(D′, CD′) =
{
g : [−π, π]→ R+ suh that |g(λ)−g(0)| ≤ CD′ ·|λ|D′ for all λ ∈ [−π, π]
}
.
• Assumption A1' : X is a zero-mean stationary Gaussian proess with spetral
density satisfying
f(λ) = |λ|−D · f∗(λ) for all λ ∈ [−π, 0)[∪]0, π],
with f∗(0) > 0 and f∗ ∈ H′(D′, CD′) where 0 < D′, CD′ > 0 and
H′(D′, CD′) =
{
g : [−π, π]→ R+ suh that g(λ) = g(0)+CD′ |λ|D′+o
(|λ|D′) when λ→ 0}.
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Remark 2.1 A great number of earlier works onerning the estimation of the long
range parameter in a semi-parametri framework (see for instane [11, 12℄) are based on
Assumption A1 or equivalent assumption on f . Another expression (see [16, 14℄ or [13℄)
is f(λ) = |1−eiλ|−2d ·f∗(λ) with f∗ a funtion suh that |f∗(λ)−f∗(0)| ≤ f∗(0) ·λβ and
0 < β). It is obvious that for β ≤ 2 suh an assumption orresponds to Assumption A1
with D′ = β. Moreover, following arguments developed in [11, 12℄ , if f∗ ∈ H(D′, CD′)
with D′ > 2 is suh that f∗ is s ∈ N∗ times dierentiable around λ = 0 with f∗(s)
satisfying a Lipshitzian ondition of degree 0 < ℓ < 1 around 0, then D′ ≤ s + ℓ.So
for our purpose, D′ is a more pertinent parameter than s + ℓ (whih is often used in
no-parametri literature). Finally, the Assumption A1' is a neessary ondition to study
the following adaptive estimator of D.
We have H′(D′, CD′) ⊂ H(D′, CD′). Frational Gaussian noises (with D′ = 2) and FA-
RIMA[p,d,q℄ proesses (with also D′ = 2) represent the rst and well known examples
of proesses satisfying Assumption A1' (and therefore Assumption A1).
Remark 2.2 In [2℄ , an adaptive proedure overs a more general lass of funtions than
H(D′, CD′), i.e. HAS(D′, CD′) dened by :
HAS(D′, CD′) =
{ g : [−π, π]→ R+ suh that, as λ→ 0
g(λ) = g(0) +
∑k
i=0C
′
iλ
2i + CD′ |λ|D′ + o
(|λ|D′) with 2k < D′ ≤ 2k + 2 }.
Unfortunately, the adaptive wavelet based estimator dened below, as loal or global log-
periodogram estimators, is unable to be adapted to suh a lass (and therefore, when
D′ > 2, its onvergene rate will be the same than if the spetral density is inluded in
HAS(2, C2), at the ontrary to Andrew and Sun estimator).
This work is to provide a wavelet-based semi-parametri estimation of the parameter
D. This method has been introdued by Flandrin [3℄ and numerially developed by Abry
et al. [?℄ and Veith et al. [20℄. Asymptoti results are reported in Bardet et al. [6℄ and
more reently in Moulines et al. [13℄. Taking into aount these papers, two points of our
work an be highlighted : rst, a entral limit theorem based on onditions whih are
weaker than those in Bardet et al. [6℄. Seondly, we dene an auto-driven estimator D˜n
of D (its denition being dierent than in Veith et al., [20℄). This results in a entral
limit theorem followed by D˜n and this estimator is proved rate optimal up to a logarithm
fator (see below). Below we shall develop this point.
Dene the usual Sobolev spae W˜ (β,L) for β > 0 and L > 0,
W˜ (β,L) =
{
g(λ) =
∑
ℓ∈Z
gℓe
2πiℓλ ∈ L2([0, 1]) /
∑
ℓ∈Z
(1 + |ℓ|)β |gℓ| <∞ and
∑
ℓ∈Z
|gℓ|2 ≤ L
}
.
Let ψ be a "mother" wavelet satisfying the following assumption :
Assumption W (∞) : ψ : R 7→ R with [0, 1]-support and suh that
1. ψ is inluded in the Sobolev lass W˜ (∞, L) with L > 0 ;
2.
∫ 1
0
ψ(t) dt = 0 and ψ(0) = ψ(1) = 0.
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A onsequene of the rst point of this Assumption is : for all p > 0, supλ∈R |ψ̂(λ)|(1+|λ|)p <∞,
where ψ̂(u) =
∫ 1
0 ψ(t) e
−iutdt is the Fourier transform of ψ. A useful onsequene of the
seond point is ψ̂(u) ∼ C u for u→ 0 with |C| <∞ a real number not depending on u.
The funtion ψ is a smooth ompatly supported funtion (the interval [0, 1] is meant for
better readability, but the following results an be extended to another interval) with its
m rst vanishing moments. If D′ ≤ 2 and 0 < D < 1 in Assumptions A1, Assumption
W (∞) an be replaed by a weaker assumption :
Assumption W (5/2) : ψ : R 7→ R with [0, 1]-support and suh that
1. ψ is inluded in the Sobolev lass W˜ (5/2, L) with L > 0 ;
2.
∫ 1
0
ψ(t) dt = 0 and ψ(0) = ψ(1) = 0.
Remark 2.3 The hoie of a wavelet satisfying Assumption W (∞) is quite restrited be-
ause of the required smoothness of ψ. For instane, the funtion ψ(t) = (t2−t+a) exp(−1/t(1−t))
and a ≃ 0.23087577 satises Assumption W (∞). The lass of "wavelet" heking As-
sumption W (5/2) is larger. For instane, ψ an be a dilated Daubehies "mother" wavelet
of order d with d ≥ 6 to ensure the smoothness of the funtion ψ.It is also possible to
apply the following theory to "essentially" ompatly supported "mother" wavelet like the
Lemarié-Meyer wavelet. Note that it is not neessary to hoose ψ being a "mother" wa-
velet assoiated to a multi-resolution analysis of L
2(R) as in the reent paper of Moulines
et al. (2007). The whole theory an be developed without this assumption, in whih ase
the hoie of ψ is larger.
If Y = (Yt)t∈R is a ontinuous-time proess for (a, b) ∈ R∗+ × R, the "lassial" wavelet
oeient d(a, b) of the proess Y for the sale a and the shift b is
d(a, b) =
1√
a
∫
R
ψ(
t
a
− b)Yt dt. (2.1.1)
However, this formula (2.1.1) of a wavelet oeient annot be omputed from a time
series. The support of ψ being [0, 1], let us take the following approximation of formula
(2.1.1) and dene the wavelet oeients of X = (Xt)t∈Z by
e(a, b) =
1√
a
a∑
k=1
ψ(
k
a
)Xk+ab, (2.1.2)
for (a, b) ∈ N∗+ × Z. Note that this approximation is the same as the wavelet oeient
omputed from Mallat algorithm for an orthogonal disrete wavelet basis (for instane
with Daubehies mother wavelet).
Remark 2.4 Here a ontinuous wavelet transform is onsidered. The disrete wavelet
transform where a = 2j , in other words numerially very interesting (using Mallat asade
algorithm) is just a partiular ase. The main point in studing a ontinuous transform
is to oer a larger number of "sales" for omputing the data-driven optimal bandwidth
(see below).
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Under Assumption A1, for all b ∈ Z, the asymptoti behavior of the variane of e(a, b) is
a power law in sale a (when a →∞). Indeed, for all a ∈ N∗, (e(a, b))b∈Z is a Gaussian
stationary proess and (see Setion more details in 3.2) :
E(e2(a, 0)) ∼ K(ψ,D) · aD when a→∞, (2.1.3)
with a onstant K(ψ,D) suh that,
K(ψ,α) =
∫ ∞
−∞
|ψ̂(u)|2 · |u|−αdu > 0 for all α < 1, (2.1.4)
where ψ̂ is the Fourier transform of ψ (the existene of K(ψ,α) is established in Setion
2.5). Note that (2.1.3) is also heked without the Gaussian hypothesis in Assumption
A1 (the existene of the seond moment order of X is suient).
The priniple of the wavelet-based estimation of D is linked to this power law aD. Indeed,
let (X1, . . . ,XN ) be a sampled path of X and dene T̂N (a) a sample variane of e(a, .)
obtained from an appropriate hoie of shifts b, i.e.
T̂N (a) =
1
[N/a]
[N/a]∑
k=1
e2(a, k − 1). (2.1.5)
Then, when a = aN →∞ satises limN→∞ aN ·N−1/(2D′+1) =∞, a entral limit theorem
for log(T̂N (aN )) an be proved. More preisely we get
log(T̂N (aN )) = D log(aN ) + log(f
∗(0)K(ψ,D)) +
√
aN
N
· εN ,
with εN
L−→
N→∞
N (0, σ2(ψ,D)) and σ2(ψ,D) > 0. As a onsequene, using dierent sales
(r1aN , . . . , rℓaN )) where (r1, . . . , rℓ) ∈ (N∗)ℓ with aN a "large enough" sale, a linear
regression of (log(T̂N (riaN ))i by (log(riaN ))i provides an estimator D̂(aN ) whih satises
at the same time a entral limit theorem with a onvergene rate
√
N
aN
.
But the main problem is : how to selet a large enough sale aN onsidering that the
smaller aN , the faster the onvergene rate of D̂(aN ). An optimal solution would be
to hose aN larger but loser to N
1/(2D′+1)
, but the parameter D′ is supposed to be
unknown. In Veith et al. [20℄, an automati seletion proedure is proposed using a hi-
squared goodness of t statisti. This proedure is applied suessfully on a large number
of numerial examples without any theoretial proofs however. Our present method is
lose to the latter. Roughly speaking, the "optimal" hoie of sale (aN ) is based on
the "best" linear regression among all the possible linear regressions of ℓ onseutive
points (a, log(T̂N (a))), where ℓ is a xed integer number. Formally speaking, a ontrast
is minimized and the hosen sale a˜N satises :
log(a˜N )
logN
P−→
N→∞
1
2D′ + 1
.
Thus, the adaptive estimator D˜N of D for this sale a˜N is suh that :√
N
a˜N
(D˜N −D) L−→
N→∞
N (0, σ2D),
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with σ2D > 0. Consequently, the minimax rate of onvergene N
D′/(1+2D′)
, up to a loga-
rithm fator, for the estimation of the long memory parameter D in this semi-parametri
setting (see Giraitis et al., [11℄) is given by D˜N .
Suh a rate of onvergene an also be obtained by other adaptive estimators (for more
details see below). However, D˜N has several "theoreti" advantages : rstly, it an be
applied to all D < −1 and D′ > 0 (whih are very general onditions overing long
and short memory, in fat larger onditions than those usually required for adaptive
log-periodogram or loal Whittle estimators) with a nearly optimal onvergene rate.
Seondly, D˜N satises a entral limit theorem and sharp ondene intervals for D an
be omputed (in suh a ase, the asymptoti σ2D is replaed by σ
2
D˜N
, for more details
see below). Finally, under additive assumptions on ψ (ψ is supposed to have its rst m
vanishing moments), D˜N an also be applied to a proess with a polynomial trend of
degree ≤ m− 1.
We then give a several simulations in order to appreiate empirial properties of the
adaptive estimator D˜N . First, using a benhmark omposed of 5 dierent "test" pro-
esses satisfying Assumption A1' (see below), the entral limit theorem satised by D˜N
is empirially heked. The empirial hoie of the parameter ℓ is also studied. Moreover,
the robustness of D˜N is suessfully tested. Finally, the adaptive wavelet-based estima-
tor is ompared with several existing adaptive estimators of the memory parameter from
generated paths of the 5 dierent "test" proesses (Giraitis-Robinson-Samarov adaptive
loal log-periodogram, Moulines-Soulier adaptive global log-periodogram, Robinson lo-
al Whittle, Abry-Taqqu-Veith data-driven wavelet based, Bhansali-Giraitis-Kokoszka
FAR estimators). The simulations results of D˜N are onvining. The onvergene rate of
D˜N is often ranges among the best of the 5 test proesses (however the Robinson loal
Whittle estimator D̂R provides more uniformly aurate estimations of D). Three other
numerial advantages are oered by the adaptive wavelet-based estimator (and not by
D̂R). Firstly, it is a very low onsuming time estimator. Seondly it is a very robust
estimator : it is not sensitive to possible polynomial trends and seems to be onsistent
in non-Gaussian ases. Finally, the graph of the log-log regression of sample variane
of wavelet oeients is meaningful and may lead us to model data with more general
proesses like loally frational Gaussian noise (see Bardet [8℄).
The entral limit theorem for sample variane of wavelet oeient is subjet of se-
tion 3.2.Setion 2.3 is onerned with the automati seletion of the sale as well as the
asymptoti behavior of D˜N . Finally simulations are given in setion 2.4 and proofs in
setion 2.5.
2.2 A entral limit theorem for the sample variane of wa-
velet oeients
The following asymptoti behavior of the variane of wavelet oeients is the basis
of all further developments. The rst point that explains all that follows is the
Property 2.1 Under Assumption A1 and Assumption W (∞), for a ∈ N∗, (e(a, b))b∈Z
is a zero mean Gaussian stationary proess and it exists M > 0 not depending on a suh
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that, for all a ∈ N∗,∣∣∣E(e2(a, 0)) − f∗(0)K(ψ,D) · aD∣∣∣ ≤M · aD−D′ . (2.2.1)
Please see Setion 2.5 for the proofs. The paper of Moulines et al. [13℄ gives similar results
for multi-resolution wavelet analysis. The speial ase of long memory proess an also
be studied with weaker Assumption W (5/2),
Property 2.2 Under Assumption W (5/2) and Assumption A1 with 0 < D < 1 and
0 < D′ ≤ 2, for a ∈ N∗, (e(a, b))b∈Z is a zero mean Gaussian stationary proess and
(2.2.1) holds.
Two orollaries an be added to both those properties. First, under Assumption A1' a
more preise result an be established.
Corollary 2.1 Under :
• Assumption A1' and Assumption W (∞) ;
• or Assumption A1' with 0 < D < 1, 0 < D′ ≤ 2 and Assumption W (5/2) ;
then (e(a, b))b∈Z is a zero mean Gaussian stationary proess and
E(e2(a, 0)) = f∗(0)
(
K(ψ,D) · aD + CD′K(ψ,D−D′) · aD−D
′
)
+ o
(
aD−D
′)
when a→∞. (2.2.2)
This orollary is key point for the estimation of an appropriated sequene of sale
a = (aN ). Indeed, when f
∗ ∈ H′(D′, CD′), then f∗ ∈ H(D′′, CD′′) for all D′′ satis-
fying 0 < D′′ ≤ D′. Therefore, Assumption A1' is required for obtaining the optimal
hoie of aN , i.e. aN ≃ N1/(2D′+1) (see below for more details). The following orollary
generalizes the above Properties 2.1 and 2.2.
Corollary 2.2 Properties 2.1 and 2.2 are also heked when the Gaussian hypothesis of
X is replaed by EX2k <∞ for all k ∈ Z.
Remark 2.5 In this paper, the Gaussian hypothesis has been taken into aount merely
to insure the onvergene of the sample variane (2.1.5) of wavelet oeients following
a entral limit theorem (see below). Suh a onvergene an also be obtained for more
general proesses using a dierent proof of the entral limit theorem, for instane for
linear proesses (see a forthoming work).
As mentioned in the introdution, this property allows an estimation of D from a log-log
regression, as soon as a onsistant estimator of E(e2(a, 0)) is provided from a sample
(X1, . . . ,XN ) of the time series X. Dene then the normalized wavelet oeient suh
that
e˜(a, b) =
e(a, b)(
f∗(0)K(ψ,D) · aD
)1/2 for a ∈ N∗ and b ∈ Z. (2.2.3)
From property 2.1, it is obvious that under Assumptions A1 it exists M ′ > 0 satisfying
for all a ∈ N∗, ∣∣∣E(e˜2(a, 0)) − 1∣∣∣ ≤M ′ · 1
aD′
.
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To use this formula to estimate D by a log-log regression, an estimator of the variane of
e(a, 0) should be onsidered (let us remember that a sample (X1, . . . ,XN ) of is supposed
to be known, but parameters (D, D′, CD′) are unknown). Consider the sample variane
and the normalized sample variane of the wavelet oeient, for 1 ≤ a < N ,
T̂N (a) =
1
[Na ]
[N
a
]∑
k=1
e2(a, k − 1) and T˜N (a) = 1
[Na ]
[N
a
]∑
k=1
e˜2(a, k − 1). (2.2.4)
The following proposition speies a entral limit theorem satised by log T˜N (a), whih
provides the rst step for obtaining the asymptoti properties of the estimator by log-log
regression. More generally, the following multidimensional entral limit theorem for a
vetor (log T˜N (ai))i an be established.
Proposition 2.1 Dene ℓ ∈ N\{0, 1} and (r1, · · · , rℓ) ∈ (N∗)ℓ. Let (an)n∈N be suh that
N/aN −→
N→∞
∞ and aN ·N−1/(1+2D′) −→
N→∞
∞. Under Assumption A1 and Assumption
W (∞), √
N
aN
(
log T˜N (riaN )
)
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, · · · , rℓ, ψ,D)
)
, (2.2.5)
with Γ(r1, · · · , rℓ, ψ,D) = (γij)1≤i,j≤ℓ the ovariane matrix suh that
γij =
8(rirj)
2−D
K2(ψ,D)dij
∞∑
m=−∞
(∫ ∞
0
ψ̂(uri)ψ̂(urj)
uD
cos(u dijm) du
)2
. (2.2.6)
The same result under weaker assumptions on ψ an be also established when X is a
long memory proess.
Proposition 2.2 Dene ℓ ∈ N \ {0, 1} and (r1, · · · , rℓ) ∈ (N∗)ℓ. Let (an)n∈N be suh
that N/aN −→
N→∞
∞ and aN ·N−1/(1+2D′) −→
N→∞
∞. Under Assumption W (5/2) and As-
sumption A1 with D ∈ (0, 1) and D′ ∈ (0, 2), the CLT (3.2.7) holds.
These results an be easily generalized for proesses with polynomial trends if ψ is onsi-
dered having its rst m vanishing moments. i.e,
Corollary 2.3 Given the same hypothesis as in Proposition 3.1 or 2.2 and if ψ is suh
that m ∈ N \ {0, 1} is satisfying,
∫
tpψ(t) dt = 0 for all p ∈ {0, 1, . . . ,m− 1} the CLT
(3.2.7) also holds for any proess X ′ = (X ′t)t∈Z suh that for all t ∈ Z, EX ′t = Pm(t)
with Pm(t) = a0 + a1t + · · · + am−1tm−1 is a polynomial funtion and (ai)0≤i≤m−1 are
real numbers.
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The CLT (3.2.7) implies the following CLT for the vetor (log T̂N (riaN ))i,√
N
aN
(
log T̂N (riaN )−D log(riaN )−log(f∗(0)K(ψ,D))
)
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, · · · , rℓ, ψ,D)
)
.
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and therefore,
(
log T̂N (riaN )
)
1≤i≤ℓ = AN ·
(
D
K
)
+
1√
N/aN
(
εi
)
1≤i≤ℓ,
with AN =
 log(r1aN ) 1: :
log(rℓaN ) 1

, K = − log(f∗(0) ·K(ψ,D))
and (
εi
)
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, · · · , rℓ, ψ,D)
)
.
Therefore, a log-log regression of
(
T̂N (riaN )
)
1≤i≤ℓ on sales
(
riaN
)
1≤i≤ℓ provides an
estimator
( D̂(aN )
K̂(aN )
)
of
( D
K
)
suh that
( D̂(aN )
K̂(aN )
)
= (A′N · AN )−1 · A′N · Y (r1,...,rℓ)aN with Y (r1,...,rℓ)aN =
(
log T̂N (riaN ))1≤i≤ℓ,
(2.3.1)
whih satises the following CLT,
Proposition 2.3 Under the Assumptions of the Proposition 3.1,√
N
aN
(( D̂(aN )
K̂(aN )
)
−
( D
K
))
D−→
N→∞
N2(0 ; (A′ ·A)−1 ·A′ ·Γ(r1, · · · , rℓ, ψ,D)·A·(A′ ·A)−1),
(2.3.2)
with A =
 log(r1) 1: :
log(rℓ) 1

and Γ(r1, · · · , rℓ, ψ,D) given by (3.2.8).
Moreover, under Assumption A1' and if D ∈ (−1, 1), D̂(aN ) is a semi-parametri esti-
mator of D and its asymptoti mean square error an be minimized with an appropriate
sales sequene (aN ) reahing the well-known minimax rate of onvergene for memory
parameter D in this semi-parametri setting (see for instane Giraitis et al., [11, 12℄).
Indeed,
Proposition 2.4 Let X satisfy Assumption A1' with D ∈ (−1, 1) and ψ the assumption
W (∞). Let (aN ) be a sequene suh that aN = [N1/(1+2D′)]. Then, the estimator D̂(aN )
is rate optimal in the minimax sense, i.e.
lim sup
N→∞
sup
D∈(−1,1)
sup
f∗∈H(D′,CD′)
N
2D′
1+2D′ · E[D̂(aN )−D)2] < +∞.
Remark 2.6 As far as we know, there are no theoreti results of optimality in ase
of D ≤ −1, but aording to the usual following non-parametri theory, suh minimax
results an also be obtained. Moreover, in ase of long-memory proesses (if D ∈ (0, 1)),
under Assumption A1' for X and Assumption W (5/2) for ψ, the estimator D̂(aN ) is
also rate optimal in the minimax sense.
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In the previous Propositions 3.1 and 2.3, the rate of onvergene of sale aN obeys to
the following ondition,
N
aN
−→
N→∞
∞ and aN
N1/(1+2D′)
−→
N→∞
∞ with D′ ∈ (0,∞).
Now, for better readability, take aN = N
α
. Then, the above ondition goes as follow :
aN = N
α
with α∗ < α < 1 and α∗ =
1
1 + 2D′
. (2.3.3)
Thus an optimal hoie (leading to a faster onvergene rate of the estimator) is obtained
for α = α∗ + ε with ε → 0+. But α∗ depends on D′ whih is unknown. To solve this
problem, Veith et al. [20℄ suggest a hi-square-based test (onstruted from a distane
between the regression line and the dierent points (log T̂N (riaN ), log(riaN )). It seems
to be an eient and interesting numerial way to estimate D, but without theoretial
proofs (ontrary to global or loal log-periodogram proedures whih are proved to reah
the minimax onvergene rate, see for instane Moulines and Soulier, [14℄).
We suggest a new proedure for the data-driven seletion of optimal sales, i.e. optimal α.
Let us onsider an important parameter, the number of onsidered sales ℓ ∈ N\{0, 1, 2}
and set (r1, . . . , rℓ) = (1, . . . , ℓ). For α ∈ (0, 1), dene also
• the vetor YN (α) =
(
log T̂N (i ·Nα)
)
1≤i≤ℓ ;
• the matrix AN (α) =
 log(Nα) 1: :
log(ℓ ·Nα) 1

;
• the ontrast, QN (α,D,K) =
(
YN (α)−AN (α)·
( D
K
))′·(YN (α)−AN (α)·( DK )).
QN (α,D,K) orresponds to a squared distane between the ℓ points
(
log(i·Nα) , log TN (i·Nα)
)
i
and a line. The point is to minimize this ontrast for these three parameters. It is obvious
that for a xed α ∈ (0, 1) Q is minimized from the previous least square regression and
therefore,
QN (α̂N , D̂(aN ), K̂(aN )) = min
α∈(0,1),D<1,K∈R
QN (α,D,K).
with (D̂(aN ), K̂(aN )) obtained as in relation (2.3.1). However, sine α̂N has to be obtai-
ned from numerial omputations, the interval (0, 1) an be disretized as follows,
α̂N ∈ AN =
{ 2
logN
,
3
logN
, . . . ,
log[N/ℓ]
logN
}
.
Hene, if α ∈ AN , it exists k ∈ {2, 3, . . . , log[N/ℓ]} suh that k = α · logN .
Remark 2.7 This hoie of disretization is implied by the following proof of the onsis-
teny of α̂N . If the interval (0, 1) is stepped in N
β
points, with β > 0, the used proof
annot attest this onsisteny. Finally, it is the same framework as the usual disrete
wavelet transform (see for instane Veith et al., [20℄) but less restrited sine logN may
be replaed in the previous expression of AN by any negligible funtion of N ompared to
funtions Nβ with β > 0 (for instane, (logN)d or d logN an be used).
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Consequently, take
Q̂N (α) = QN (α, D̂(aN ), K̂(aN ));
then, minimize QN for variables (α,D,K) is equivalent to minimize Q̂N for variable
α ∈ AN , that is
Q̂N (α̂N ) = min
α∈AN
Q̂N (α).
From this entral limit theorem derives
Proposition 2.5 Let X satisfy Assumption A1' and ψ Assumption W (∞) (or Assump-
tion W (5/2) if 0 < D < 1 and 0 < D′ ≤ 2). Then,
α̂N =
log âN
logN
P−→
N→∞
α∗ =
1
1 + 2D′
.
This proves also the onsisteny of an estimator D̂′N of the parameter D′,
Corollary 2.4 Taking the hypothesis of Proposition 2.5, we have
D̂′N =
1− α̂N
2α̂N
P−→
N→∞
D′.
The estimator α̂N denes the seleted sale âN suh that âN = N
α̂N
. From a straightfor-
ward appliation of the proof of Proposition 2.5 (see the details in the proof of Theorem
3.1), the asymptoti behavior of âN an be speied, that is,
Pr
( Nα∗
(logN)λ
≤ N α̂N ≤ Nα∗ · (logN)µ
) P−→
N→∞
1, (2.3.4)
for all positive real numbers λ and µ suh that λ > 2(ℓ−2)D′ and µ >
12
ℓ−2 . Consequently,
the seleted sale is asymptotially equal to Nα
∗
up to a logarithm fator.
Finally, Proposition 2.5 an be used to dene an adaptive estimator of D. First, de-
ne the straightforward estimator
̂̂
DN = D̂(âN ),
whih should minimize the mean square error using âN . However, the estimator
̂̂
DN
does not attest a CLT sine Pr(α̂N ≤ α∗) > 0 and therefore it an not be asserted
that E(
√
N/âN (
̂̂
DN − D)) = 0. To establish a CLT satised by an adaptive estima-
tor D˜N of D, an adaptive sale sequene (a˜N ) = (N
α˜N ) has to be dened to ensure
Pr(α˜N ≤ α∗) −→
N→∞
0. The following theorem provides the asymptoti behavior of suh
an estimator,
Theorem 2.1 Let X satisfy Assumption A1' and ψ Assumption W (∞) (or Assumption
W (5/2) if 0 < D < 1 and 0 < D′ ≤ 2). Dene,
α˜N = α̂N+
3
(ℓ− 2)D̂′N
· log logN
logN
, a˜N = N
α˜N = N α̂N ·( logN) 3(ℓ−2)̂D′N and D˜N = D̂(a˜N ).
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Then, with σ2D = (1 0) · (A′ ·A)−1 · A′ · Γ(1, · · · , ℓ, ψ,D) · A · (A′ · A)−1 · (1 0)′,√
N
N α˜N
(
D˜N −D
) D−→
N→∞
N (0 ; σ2D) (2.3.5)
and ∀ρ > 2(1 + 3D
′)
(ℓ− 2)D′ ,
N
D′
1+2D′
(logN)ρ
· ∣∣D˜N −D∣∣ P−→
N→∞
0. (2.3.6)
Remark 2.8 Both the adaptive estimators
̂̂
DN and D˜N onverge to D with a rate of
onvergene rate equal to the minimax rate of onvergene N
D′
1+2D′
up to a logarithm
fator (this result being lassial within this semi-parametri framework). Unfortunately,
our method annot prove that the mean square error of both these estimators reahes the
optimal rate and therefore to be orales.
To onlude this theoreti approah, the main properties satised by the estimators
̂̂
DN
and D˜N an be summarized as follows :
1. Both the adaptive estimators
̂̂
DN and D˜N onverge at D with a rate of onvergene
rate equal to the minimax rate of onvergene N
D′
1+2D′
up to a logarithm fator for
all D < −1 and D′ > 0 (this being very general onditions overing long and short
memory, even larger than usual onditions required for adaptive log-periodogram
or loal Whittle estimators) whith X onsidered a Gaussian proess.
2. The estimator D˜N satises the CLT (3.3.4) and therefore sharp ondene intervals
for D an be omputed (in whih ase, the asymptoti matrix Γ(1, . . . , ℓ, ψ,D) is re-
plaed by Γ(1, . . . , ℓ, ψ, D̂N )). This is not appliable to an adaptive log-periodogram
or loal Whittle estimators.
3. The main Property 2.1 is also satised without the Gaussian hypothesis. Therefore,
adaptive estimators
̂̂
DN and D˜N an also be interesting estimators of D for non-
Gaussian proesses like linear or more general proesses (but a CLT similar to
Theorem 3.1 has to be established...).
4. Under additive assumptions on ψ (ψ is supposed to have its rst m vanishing
moments), both estimators
̂̂
DN and D˜N an also be used for a proess X with
a polynomial trend of degree ≤ m − 1, whih again annot be yielded with an
adaptive log-periodogram or loal Whittle estimators.
2.4 Simulations
The adaptive wavelet basis estimators
̂̂
DN and D˜N are new estimators of the memory
parameter D in the semi-parametri frame. Dierent estimators of this kind are also re-
ported in other researh works to have proved optimal. In this paper, some theoreti
advantages of adaptive wavelet basis estimators have been highlighted. But what about
onrete proedure and results of suh estimators applied to an observed sample ? The
following simulations will help to answer this question.
First, the properties (onsisteny, robustness, hoie of the parameter ℓ and mother
wavelet funtion ψ) of
̂̂
DN and D˜N are investigated. Seondly, in ases of Gaussian long-
memory proesses (with D ∈ (0, 1) and D′ ≤ 2), the simulation results of the estimator
2.4 Simulations 75
̂̂
DN are ompared to those obtained with the best known semi-parametri long-memory
estimators.
To begin with, the simulations onditions have to be speied. The results are obtai-
ned from 100 generated independent samples of eah proess belonging to the following
"benhmark". The onrete proedures of generation of these proesses are obtained
from the irulant matrix method, as detailed in Doukhan et al. [8℄. The simulations are
realized for dierent values of D, N and proesses whih satisfy Assumption A1' and
therefore Assumption A1 (the artile of Moulines et al.[13℄, gives a lot of details on this
point) :
1. the frational Gaussian noise (fGn) of parameter H = (D+1)/2 (for −1 < D < 1)
and σ2 = 1. The spetral density ffGn of a fGn is suh that f
∗
fGn is inluded in
H(2, C2) (thus D′ = 2) ;
2. the FARIMA[p,d,q℄ proess with parameter d suh that d = D/2 ∈ (−0.5, 0.5)
(therefore −1 < D < 1), the innovation variane σ2 satisfying σ2 = 1 and p, q ∈ N.
The spetral density fFARIMA of suh a proess is suh that f
∗
FARIMA is inluded
in the set H(2, C2) (thus D′ = 2) ;
3. the Gaussian stationary proess X(D,D
′)
, suh that its spetral density is
f3(λ) =
1
λD
(1 + λD
′
) for λ ∈ [−π, π], (2.4.1)
with D ∈ (−∞, 1) and D′ ∈ (0,∞). Therefore f∗3 = 1 + λD
′ ∈ H(D′, 1) with
D′ ∈ (0,∞).
In the long memory frame, a "benhmark" of proesses is onsidered forD = 0.1, 0.3, 0.5, 0.7, 0.9 :
• fGn proesses with parameters H = (D + 1)/2 and σ2 = 1 ;
• FARIMA[0,d,0℄ proesses with d = D/2 and standard Gaussian innovations ;
• FARIMA[1,d,0℄ proesses with d = D/2, standard Gaussian innovations and AR
oeient φ = 0.95 ;
• FARIMA[1,d,1℄ proesses with d = D/2, standard Gaussian innovations and AR
oeient φ = −0.3 and MA oeient φ = 0.7 ;
• X(D,D′) Gaussian proesses with D′ = 1.
2.4.1 Properties of adaptive wavelet basis estimators from simulations
Below, we give the dierent properties of the adaptive wavelet based method.
Choie of the mother wavelet ψ : For short memory proesses (D ≤ 0), let the
wavelet ψSM be suh that ψSM (t) = (t
2 − t+ a) exp(−1/t(1 − t)) with a ≃ 0.23087577.
It satises Assumption W (∞). Lemarié-Meyer wavelets an be also investigated but this
will lead to quite dierent theoreti studies sine its support is not bounded (but "essen-
tially" ompat).
For long memory proesses (0 < D < 1), let the mother wavelet ψLM be suh that
ψLM (t) = 100 · t2(t− 1)2(t2 − t+ 3/14)I0≤t≤1 whih satises Assumption W (5/2). Note
that Daubehies mother wavelet or ψSM lead to "similar" results (but not as good).
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Choie of the parameter ℓ : This parameter is very important to estimate the "be-
ginning" of the linear part of the graph drawn by points (log(ai), log T̂ (ai))i. On the one
hand, if ℓ is a too small a number (for instane ℓ = 3), another small linear part of this
graph (even before the "true" beginning Nα
∗
) may be hosen ; onsequently, the
√
MSE
(square root of the mean square error) of α̂N and therefore of
̂̂
DN or D˜N will be too
large. On the other hand, if ℓ is a too large a number (for instane ℓ = 50 for N = 1000),
the estimator α̂N will ertainly satisfy α̂N < α
∗
sine it will not be possible to onsider
ℓ dierent sales larger than Nα
∗
(if D′ = 1 therefore α′ = 1/3, then aN has to satisfy :
N/(50aN ) = 20/aN is a large number and (aN > N
1/3 = 10 ; this is not really possible).
Moreover, it is possible that a "good" hoie of ℓ depends on the "atness" of the spetral
density f , i.e. on D′. We have proeeded to simulations for eah dierent values of ℓ (and
N and D). Only
√
MSE of estimators are presented. The results are speied in Table 1.
In Table 1, two phenomena an be distinguished : the detetion of α∗ and the esti-
mation of D :
• To estimate α∗, ℓ has to be small enough, espeially beause of "D′ lose to 0" and
so "α′ lose to 1" is possible. However, our simulations indiate that ℓ must not
be too small (for instane ℓ = 5 leads to an important MSE for α̂N implying an
important MSE for
̂̂
DN ) and seems to be independent of N (ases N = 1000 and
N = 10000 are quite similar). Hene, our hoie is ℓ1 = 15 to estimate α
∗
for
any N .
• To estimate D, one α∗ is estimated, a seond value ℓ2 of ℓ an be hosen. We use
an adaptive proedure whih, roughly speaking, onsists in determining the end
of the aeptable linear zone. Firstly, we use again the same proedure than for
estimating âN but with sales (aN/i)1≤i≤ℓ1 and ℓ1 = 15. It provides an estimator
b̂N orresponding to the maximum of aeptable (for a linear regression) sales.
Seondly, the adaptive number of sales ℓ2 is omputed from the formula
ℓ2 = ℓ̂ = [̂bN/âN ]. The simulations arried out with suh values of ℓ1 and ℓ2 are
detailed in Table 1.
As it may be seen in Table 1, the hoie of parameters (ℓ1 = 15, ℓ2 = ℓ̂) provides the best
results for estimating D, almost uniformly for all proesses.
Consisteny of the estimators α̂N and α˜N : the previous numerial results (here
we onsider ℓ1 = 15) show that α̂N and α˜N onverge (very slowly) to the optimal rate
α∗, that is 0.2 for the rst four proesses and 1/3 for the fth. Figure 1 illustrates the
evolution with N of the log-log plotting and the hoie of the onset of saling.
Figure 1 shows that log TN (i ·Nα) is not a linear funtion of the logarithm of the sales
log(i ·Nα) when N inreases and α < α∗ (a onsequene of Property 2.1 : it means there
is a bias). Moreover, if α > α∗ and α inreases, a linear model appears with an inreasing
error variane.
Consisteny and distribution of the estimators
̂̂
DN and D˜N : The results of
Table 1 show the onsisteny with N of
̂̂
DN and D˜N only by using ℓ1 = 15. Figure 2
provides the histograms of
̂̂
DN and D˜N for 100 independent samples of FARIMA(1, d, 1)
proesses with D = 0.5 and N = 105. Both the histograms of Figure 2 are similar to
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Figure 2.1  Log-log graphs for dierent samples of X(D,D
′)
with D = 0.5 and D′ = 1
when N = 103 (up and left,
̂̂
DN ≃ 1.04), N = 104 (up and right, ̂̂DN ≃ 0.66), N = 105
(down and left,
̂̂
DN ≃ 0.62) and N = 106 (down and right, ̂̂DN ≃ 0.54).
Gaussian distribution histograms. It is not surprising for D˜N sine Theorem 3.1 shows
that the asymptoti distribution of D˜N is a Gaussian distribution with mean equal to D.
The asymptoti distribution of
̂̂
DN and the Gaussian distribution seem also to be similar.
A Cramer-von Mises test of normality indiates that both distributions of
̂̂
DN and D˜N
an be onsidered a Gaussian distribution (respetively W ≃ 0.07, p− value ≃ 0.24 and
W ≃ 0.05, p− value ≃ 0.54).
Consisteny in ase of short memory : The following Table 2 provides the be-
havior of
̂̂
DN and D˜N if D ≤ 0 and D′ > 0. Two proesses are onsidered in suh a
frame : a FARIMA(0, d, 0) proess with −0.5 < d < 0 and therefore −1 < D ≤ 0 (always
with D′ = 2) and a proess X(D,D′) and D < 0 and D′ > 0. The results are displayed
in Table 2.4.1 (here N = 1000, N = 10000 and N = 100000, ℓ1 = 15 and ℓ2 = [5N
0.1])
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Figure 2.2  Histograms of
̂̂
DN and D˜N for 100 samples of FARIMA(1, d, 1) with
D = 0.5 for N = 105.
for dierent hoies of D and D′. Thus it appears that ̂̂DN and D˜N an be suessi-
vely applied to short memory proesses as well. Moreover, the larger D′, the faster their
onvergene rates.
Robustness of
̂̂
DN , D˜N : To onlude with the numerial properties of the estimators,
four dierent proesses not satisfying Assumption A1′ are onsidered :
• a FARIMA(0, d, 0) proess (denoted P1) with innovations satisfying a uniform law
(and EX2i <∞) ;
• a FARIMA(0, d, 0) proess (denoted P2) with innovations satisfying a distribution
with density w.r.t. Lebesgue measure f(x) = 3/4 ∗ (1 + |x|)−5/2 for x ∈ R (and
therefore E|Xi|2 =∞ but E|Xi| <∞) ;
• a FARIMA(0, d, 0) proess (denoted P3) with innovations satisfying a Cauhy dis-
tribution (and E|Xi| =∞) ;
• a Gaussian stationary proess (denoted P4) with a spetral density f(λ) = (|λ|−π/2)−1/2
for all λ ∈ [−π, π]\{−π/2, π/2}. The loal behavior of f in 0 is f(|λ|) ∼√π/2 |λ|D
with D = 0, but the smoothness ondition for f in Assumption A1 is not satised.
For the rst 3 proesses, D is varies in {0.1, 0.3, 0.5, 0.7, 0.9} and 100 independent repli-
ations are taken into aount. The results of these simulations are given in Table 3.
As outlined in the theoretial part of this paper, the estimators
̂̂
DN and D˜N seem also
to be aurate for L
2
-linear proesses. For L
α
-linear proesses with 1 ≤ α < 2, they
are also onvergent with a slower rate of onvergene. Despite the spetral density of
proess P4 does not satises the smoothness hypothesis requires in Assumptions A1 or
A1', the onvergene rates of
̂̂
DN and D˜N are still onvining. These results onrm the
robustness of wavelet based estimators.
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2.4.2 Comparisons from simulations
Comparisons with other semi-parametri long-memory parameter esti-
mators from simulations Here we onsider only long-memory Gaussian proesses
(D ∈ (0, 1)) based on the usual hypothesis 0 < D′ ≤ 2. More preisely, the "benh-
mark" is : 100 generated independent samples of eah proess with length N = 103
and N = 104 and dierent values of D, D = 0.1, 0.3, 0.5, 0.7, 0.9. Several dierent
semi-parametri estimators of D are onsidered :
• D̂BGK is an "optimal" parametri Whittle estimator obtained from a BIC riterium
model seletion of frationally dierened autoregressive models (introdued by
Bhansali it et al., [10℄). The required ondene interval of the estimation D̂BGK
is [D̂R − 2/N1/4 , D̂R − 2/N1/4] ;
• D̂GRS is an adaptive loal periodogram estimator introdued by Giraitis et al [12℄.
It requires two parameters : a bandwidth parameter m, with a proedure of de-
termination provided in this artile, and a number of low trimmed frequenies l
(satisfying dierent onditions but without being xed in this paper ; after a num-
ber of simulations, l = max(m1/3, 10) is hosen) ;
• D̂MS is an adaptive global periodogram estimator introdued by Moulines and
Soulier [14℄, also alled FEXP estimator, with bias-variane balane parameter
κ = 2 ;
• D̂R is a loal Whittle estimator introdued by Robinson [43℄. The trimming para-
meter is m = N/30 ;
• D̂ATV is an adaptive wavelet based estimator introdued by Veith et al. [20℄ using
a Db4 wavelet (and desribed above) ;
• ̂̂DN dened previously with ℓ1 = 15 and ℓ2 = N1−α̂N /10 and a mother wavelet
ψ(t) = 100 · t2(t− 1)2(t2 − t+ 3/14)I0≤t≤1 satisfying assumption W (5/2).
Softwares (using Matlab language) for omputing some of these estimators are available
on Internet (see the website of D. Veith
1
for D̂ATV and the homepage of E. Moulines
2
for D̂MS and D̂R). The other softwares are available on
3
. Simulation results are
reported in Table 4.
Comments on the results of Table 4 : These simulations allow to distinguish four
"lusters" of estimators.
• D̂BGK is obtained from a BIC-riterium hierarhial model seletion (from 2 to
11 parameters, orresponding to the length of the approximation of the Fourier
expansion of the spetral density) using Whittle estimation. For these simulations,
the BIC riterion is generally minimal for 5 to 7 parameters to be estimated.
Simulation results are not very satisfatory exept for D = 0.1 (lose to the short
memory). Moreover, this proedure is rather time-onsuming.
• D̂GRS oers good results for fGn and FARIMA(0, d, 0). However, this estimator
does not onverge fast enough for the other proesses.
• Estimators D̂MS and D̂R have similar properties. They (espeially D̂R) are very
interesting beause they oer the same fairly good rates of onvergene for all
proesses of the benhmark.
1. http://wwww.ubinlab.ee.mu.oz.au/~darryl/
2. http://www.tsi.enst.fr/~moulines/
3. http://samos.univ-paris1.fr/spip/-Jean-Mar-Bardet
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• Being built on similar priniples, estimators D̂ATV and ̂̂DN have similar behavior
as well. Their onvergene rates are the fastest for fGn and FARIMA(0, d, 0) and
are almost lose to fast ones for the other proesses. Their times of omputing,
espeially for D̂ATV for whih the omputations of wavelet oeients with that
the Mallat algorithm, are the shortest.
Conlusion :Whih estimator among those studied above has to be hosen in a pratial
frame, i.e. an observed time series ? We propose the following proedure for estimating
an eventual long memory parameter :
1. Firstly, sine this proedure is very low time onsuming and appliable to proesses
with smooth trends, draw the log-log regression of wavelet oeients' varianes
onto sales. If a linear zone appears in this graph, onsider the estimator
̂̂
DN (or
D̂ATV ) of D.
2. If a linear zone appears in the previous graph and if the observed time series seems
to be without a trend, ompute D̂R.
3. Compare both the estimated value of D from ondene intervals (available for
̂̂
DN
or D̂ATV and D̂R).
2.5 Proofs
Proof [Property 2.1℄ The arguments of this proof are similar to those of Abry et al. [?℄
or Moulines et al. [13℄. First, for a ∈ N∗,
E(e2(a, 0))
=
1
a
a∑
k=1
a∑
k′=1
ψ(k/a)ψ(k′/a)E(XkXk′) (2.5.1)
=
1
a
a∑
k=1
a∑
k′=1
ψ(k/a)ψ(k′/a)r(k − k′)
=
1
a
a∑
k=1
a∑
k′=1
ψ(k/a)ψ(k′/a)
∫ π
−π
f(λ)eiλ(k−k
′)dλ
=
∫ aπ
−aπ
f
(u
a
)× 1
a2
a∑
k=1
a∑
k′=1
ψ
(k
a
)
ψ
(k′
a
)
eiu
(
k
a
− k′
a
)
du
=
∫ aπ
−aπ
f
(u
a
)×{(1
a
a∑
k=1
ψ
(k
a
)
cos
(k
a
u
))2
+
(1
a
a∑
k=1
ψ
(k
a
)
sin
(k
a
u
))2}
du (2.5.2)
Now, it is well known that if ψ ∈ W˜ (β,L) the Sobolev spae with parameters β > 1/2
and L > 0, then
sup
|u|≤aπ
∆a(u) ≤ Cβ,L 1
aβ−1/2
with ∆a(u) :=
∣∣∣1
a
a∑
k=1
ψ
(k
a
)
e−iu
k
a −
∫ 1
0
ψ(t)e−iutdt
∣∣∣, (2.5.3)
with Cβ,L > 0 only depending on β and L (see for instane Devore and Lorentz, [11℄).
Therefore if ψ satises Assumption W (∞) and X Assumption A1, for all β > 1/2, sine
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supu∈R |ψ̂(u)| <∞,∣∣∣E(e2(a, 0)) − ∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du∣∣∣ ≤ 2Cβ,L 2
aβ−3/2
∫ aπ
0
f
(u
a
)|ψ̂(u)| du
+ C2β,L
2
a2β−2
∫ aπ
0
f
(u
a
)
du
≤ 2 · C2β,L
2
a2β−3
∫ π
0
f(v) dv, (2.5.4)
sine supu∈R(1 + un)|ψ̂(u)| < ∞ for all n ∈ N. Consequently, if ψ satises Assumption
W (∞), for all n > 0, for all a ∈ N∗, there exists C(n) > 0 not depending on a suh that∣∣∣E(e2(a, 0)) − ∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du∣∣∣ ≤ C(n) 1
an
. (2.5.5)
But from Assumption W (∞), for all c < 1,
K(ψ,c) =
∫ ∞
−∞
|ψ̂(u)|2
|u|c du <∞,
beause Assumption W (∞) implies that |ψ̂(u)| = O(|u|) when u → 0 and there exists
p > 1− c suh that supu∈R |ψ̂(u)|2(1 + |u|)p <∞. Moreover, for all p > 1− c,∣∣∣ ∫ aπ
−aπ
|ψ̂(u)|2
|u|c du−K(ψ,c)
∣∣∣ = 2∫ ∞
aπ
|ψ̂(u)|2
uc
du
≤ C ·
∫ ∞
aπ
1
up+c
du
≤ C ′ · 1
ap+c−1
,
with C > 0 and C ′ > 0 not depending on a. As a onsequene, under Assumption A1,
for all p > 1−D, all n ∈ N and all a ∈ N∗,
∣∣∣E(e2(a, 0)) − f∗(0) · ∫ ∞
−∞
|ψ̂(u)|2
|u/a|D du
∣∣∣ ≤ 2f∗(0)aD ∫ ∞
aπ
|ψ̂(u)|2
uD
du
+ CD′a
D−D′
∫ aπ
−aπ
|ψ̂(u)|2
|u|D−D′ du+ C(n)
1
an
=⇒
∣∣∣E(e2(a, 0)) − f∗(0)K(ψ,D) · aD∣∣∣ ≤ C ′f∗(0) · a1−p + CD′K(ψ,D−D′) · aD−D′ .
Now, by hoosing p suh that 1− p < D −D′, the inequality (2.2.1) is obtained. ✷
Proof [Property 2.2℄ Using the proof of previous Property 2.1, with AssumptionW (5/2),
ψ is inluded in a Sobolev spae W˜ (5/2, L), inequality (3.5.1) is heked with β = 5/2
and (2.5.4) is replaed by∣∣∣E(e2(a, 0)) − a∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du∣∣∣ ≤ 2 · C25/2,L 2a2
∫ π
0
f(v) dv, (2.5.6)
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sine supu∈R(1 + u3/2)|ψ̂(u)| <∞. Therefore, inequality (3.5.12) is replaed by∣∣∣E(e2(a, 0)) − a∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du∣∣∣ ≤ C(2) 1
a2
.
The end of the proof is similar to the end of the previous proof, but now K(ψ,c) exists
for −2 < c < 1 and ∣∣∣ ∫ aπ
−aπ
|ψ̂(u)|2
|u|c du−K(ψ,c)
∣∣∣ ≤ C ′ · 1
a2+c
.
Finally, under Assumption A1', for all a ∈ N∗, sine −2 < D −D′ < 1,∣∣∣E(e2(a, 0)) − f∗(0)K(ψ,D) · aD∣∣∣ ≤ CD′K(ψ,D−D′) · aD−D′ + C ′ 1a2 ,
whih ahieves the proof. ✷
Proof [Corollary 3.1℄ Both these proofs provide main arguments to establish (3.2.3).
For better readability , we will onsider only Assumption A1' and Assumption W (∞)
(the long memory proess being similar). The main dierene onsists in speifying the
asymptoti behavior of
∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du. But,
∫ aπ
−aπ
f
(u
a
)× |ψ̂(u)|2 du = ∫ √a
−√a
f
(u
a
)× |ψ̂(u)|2 du+ 2∫ aπ√
a
f
(u
a
)× |ψ̂(u)|2 du. (2.5.7)
The asymptoti behavior of ψ̂(u) when u → ∞ (ψ is onsidered to satisfy Assumption
W (∞)), this behavior indues that∫ aπ
√
a
f
(u
a
)× |ψ̂(u)|2 du ≤ CaD ∫ ∞√
a
u−D × |ψ̂(u)|2 du ≤ C(n)
an
, (2.5.8)
for all n ∈ N. Moreover,∫ √a
−√a
f
(u
a
) |ψ̂(u)|2 du = f∗(0)∫ √a
−√a
(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D)|ψ̂(u)|2 du
+
∫ √a
−√a
(
f
(u
a
)− f∗(0)(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D))|ψ̂(u)|2 du. (2.5.9)
From omputations of previous proofs,∫ √a
−√a
(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D)|ψ̂(u)|2 du = K(ψ,D) · aD + CD′K(ψ,D−D′) · aD−D′ + Λ(a), (2.5.10)
and |Λ(a)| ≤ C(n)
an
. Finally, using f(λ) = f∗(0)
(|λ|−D+CD′ |λ|D′−D)+o(|λ|D′−D) when
λ→ 0, we obtain∫ √a
−√a
(
f
(u
a
)− f∗(0)(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D))|ψ̂(u)|2 du
=
∫ √a
−√a
∣∣∣u
a
∣∣∣D−D′(f(u
a
)− f∗(0)(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D))|ψ̂(u)|2∣∣∣u
a
∣∣∣D′−D du
= aD−D
′
∫ √a
−√a
g(u, a)|ψ̂(u)|2|u|D′−Ddu,
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with for all u ∈ [−√a,√a], g(u, a)→ 0 when a→∞. Therefore, from Lebesgue Theorem
(heked from the asymptoti behavior of ψ̂),
lim
a→∞ a
D−D′
∫ √a
−√a
(
f
(u
a
)− f∗(0)(∣∣∣u
a
∣∣∣−D + CD′∣∣∣u
a
∣∣∣D′−D))|ψ̂(u)|2 du = 0. (2.5.11)
As a onsequene, from (2.5.7), (2.5.8), (2.5.9), (2.5.10) and (2.5.11), the orollary is
proven. ✷
Proof [Proposition 3.1℄ This proof an be deomposed into three steps :Step 1, Step 2
and Step 3.
Step 1. In this part,
N
aN
· Cov(T˜N (riaN ), T˜N (rjaN ))1≤i,j≤ℓ is proven to onverge at an
asymptoti ovariane matrix Γ. First, for all (i, j) ∈ {1, . . . , ℓ}2,
Cov(T˜N (riaN ), T˜N (rjaN )) =
2
1
[N/riaN ]
1
[N/rjaN ]
[N/riaN ]∑
p=1
[N/rjaN ]∑
q=1
(
Cov(e˜(riaN , p), e˜(rjaN , q)
)2
, (2.5.12)
beause X is a Gaussian proess. Therefore, by onsidering only i = j and p = q, for N
and aN large enough,
Cov(T˜N (riaN ), T˜N (riaN )) ≥ 1
ri
N
aN
. (2.5.13)
Now, for (p, q) ∈ {1, . . . , [N/riaN ]} × {1, . . . , [N/riaN ]},
Cov
(
e˜(riaN , p), e˜(rjaN , q)
)
=
a1−DN (rirj)
(1−D)/2
f∗(0)K(ψ,D)
1
riaN
1
rjaN
riaN∑
k=1
rjaN∑
k′=1
ψ
( k
riaN
)
ψ
( k′
rjaN
)
r
(
k − k′ + aN (rip− rjq)
)
=
a1−DN (rirj)
(1−D)/2
f∗(0)K(ψ,D)
1
riaN
1
rjaN
riaN∑
k=1
rjaN∑
k′=1
ψ
( k
riaN
)
ψ
( k′
rjaN
) ∫ π
−π
dλ f(λ)e−iλ(k−k
′+aN (rip−rjq))
=
(rirj)
(1−D)/2
aDNf
∗(0)K(ψ,D)
1
riaN
1
rjaN
riaN∑
k=1
rjaN∑
k′=1
ψ
( k
riaN
)
ψ
( k′
rjaN
) ∫ πaN
−πaN
du f
( u
aN
)
e
−iu( k
aN
− k′
aN
+rip−rjq).
Using the same expansion as in (3.5.12), under Assumption W (∞) the previous equality
beomes, for all n ∈ N∗,∣∣∣∣∣Cov(e˜(riaN , p), e˜(rjaN , q)) − (rirj)(1−D)/2aDNf∗(0)K(ψ,D)
∫ πaN
−πaN
du ψ̂(uri)ψ̂(urj)f
( u
aN
)
e−iu(rip−rjq)
∣∣∣∣∣
≤ C(n)
an+DN
∫ πaN
−πaN
du
∣∣ψ̂(uri)ψ̂(urj)f( u
aN
)∣∣
≤ C
′(n)
anN
∫ ∞
−∞
du |u|−D∣∣ψ̂(uri)ψ̂(urj)∣∣
≤ C
′′(n)
anN
, (2.5.14)
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with C(n), C ′(n), C ′′(n) > 0 not depending on aN and due the asymptoti behaviors of
ψ̂(u) when u→ 0 and u→∞. Now, under Assumption A1,∣∣∣∣∣
∫ πaN
−πaN
du ψ̂(uri)ψ̂(urj)f
( u
aN
)
e−iu(rip−rjq) − aNf∗(0)
∫ π
−π
du
ψ̂(uriaN )ψ̂(urjaN )
|u|D e
−iuaN (rip−rjq)
∣∣∣∣∣
≤ aD−D′N f∗(0)CD′
∫ πaN
−πaN
du
∣∣ψ̂(uri)ψ̂(urj)∣∣
|u|D−D′
≤ aD−D′N f∗(0)CD′
∫ ∞
−∞
du
∣∣ψ̂(uri)ψ̂(urj)∣∣
|u|D−D′ , (2.5.15)
sine
∫ ∞
−∞
du
∣∣ψ̂(uri)ψ̂(urj)∣∣
|u|D−D′ < ∞ from Assumption W (∞). Finally, from (2.5.14) and
(2.5.15), we have C > 0 not depending on N suh that for all aN ∈ N∗,∣∣∣∣∣Cov(e˜(riaN , p), e˜(rjaN , q)) − a1−DN (rirj)(1−D)/2K(ψ,D)
∫ π
−π
du
ψ̂(uriaN )ψ̂(urjaN )
|u|D e
−iuaN (rip−rjq)
∣∣∣∣∣ ≤ C a−D′N . (2.5.16)
It remains to evaluate
a1−DN
∫ π
−π
du
ψ̂(uriaN )ψ̂(urjaN )
|u|D e
−iuaN (rip−rjq) =
∫ πaN
−πaN
du
ψ̂(uri)ψ̂(urj)
|u|D e
−iu(rip−rjq)
. Thus, if |rip− rjq| ≥ 1, using an integration by parts,∣∣∣∣∣
∫ πaN
−πaN
du
ψ̂(uri)ψ̂(urj)
|u|D e
−iu(rip−rjq)
∣∣∣∣∣ =
∣∣∣∣∣∣ 1−i(rip− rjq)
[
ψ̂(uri)ψ̂(urj)
uD
e−iu(rip−rjq)
]πaN
−πaN
+
1
i(rip− rjq)
∫ πaN
−πaN
du
∂
∂u
( ψ̂(uri)ψ̂(urj)
uD
)
e−iu(rip−rjq)
∣∣∣∣∣
≤ 1|rip− rjq|
∫ ∞
−∞
(
D
|u|D+1
∣∣ψ̂(uri)ψ̂(urj)∣∣+ 1|u|D ∣∣∣ ∂∂u(ψ̂(uri)ψ̂(urj))∣∣∣
)
du
≤ C 1|rip− rjq| (2.5.17)
with C <∞ not depending on N , sine :
• ψ̂(πriaN )ψ̂(πrjaN ) = ψ̂(−πriaN )ψ̂(−πrjaN ) and sin(πaN (rip− rjq)) = 0 ;
• from Assumption W (∞), lim supu→0 u−1 |ψ̂(u)| <∞, lim supu→0
∣∣ ∂
∂u ψ̂(u)
∣∣ <∞
=⇒ lim sup
u→0
u−1
∣∣∣ ∂
∂u
(
ψ̂(uri)ψ̂(urj)
)∣∣∣ <∞;
• from Assumption W (∞),
for all n ∈ N, supu∈R(1 + |u|)n |ψ̂(u)| <∞ and supu∈R(1 + |u|)n
∣∣ ∂
∂u ψ̂(u)
∣∣ <∞.
Moreover, if |rip − rjq| = 0, from Cauhy-Shwartz Inequality and Property 2.1, for aN
large enough∣∣∣Cov(e˜(riaN , p), e˜(rjaN , q))∣∣∣ ≤ (E(e˜2(riaN , p)) · E(d˜2(rjaN , q)))1/2 ≤ 2. (2.5.18)
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Therefore, using (2.5.16), (2.5.17) and (2.5.18) and the inequality (x+ y)2 ≤ 2(x2 + y2)
for all (x, y) ∈ R2, we have C > 0 suh that for aN large enough,
Cov
2
(
e˜(riaN , p), e˜(rjaN , q)
) ≤ C( 1
(1 + |rip− rjq|)2 +
1
a2D
′
N
)
(2.5.19)
Hene, with (3.5.19),∣∣∣Cov(T˜N (riaN ) , T˜N (rjaN ))∣∣∣
≤ C 1
[N/riaN ]
1
[N/rjaN ]
[N/riaN ]∑
p=1
[N/rjaN ]∑
q=1
( 1
(1 + |rip− rjq|)2 +
1
a2D
′
N
)
But, from the theorem of omparison between sums and integrals,
[N/riaN ]∑
p=1
[N/rjaN ]∑
q=1
(1 + |rip− rjq|)−2 ≤ 1
rirj
∫ N/aN
0
∫ N/aN
0
du dv
(1 + |u− v|)2
≤ 2
rirj
∫ N/aN
0
N/aN dw
(1 + w)2
≤ 2
rirj
· N
aN
.
As a onsequene, if aN is suh that lim sup
N→∞
N
aN
1
a2D
′
N
<∞ then
lim sup
N→∞
N
aN
∣∣∣Cov(T˜N (riaN ), T˜N (rjaN ))∣∣∣ <∞
. More preisely, sine this ovariane is a sum of positive terms, if lim sup
N→∞
N
aN
1
a2D
′
N
= 0,
lim
N→∞
N
aN
(
Cov(S˜N (riaN ), S˜N (rjaN ))
)
1≤i,j≤ℓ
= Γ(r1, · · · , rℓ, ψ,D), (2.5.20)
a non null (from (2.5.13)) symmetri matrix with Γ(r1, · · · , rℓ, ψ,D) = (γij)1≤i,j≤ℓ that
an be speied. Indeed, from the previous omputations, if lim sup
N→∞
N
aN
1
a2D
′
N
= 0,
γij = lim
N→∞
8rirjaN
N
[N/riaN ]∑
p=1
[N/rjaN ]∑
q=1
((rirj)(1−D)/2
K(ψ,D)
∫ ∞
0
du
ψ̂(uri)ψ̂(urj)
uD
cos(u(rip− rjq))
)2
= lim
N→∞
8(rirj)
2−DaN
K2(ψ,D)N
[N/dijaN ]−1∑
m=−[N/dijaN ]+1
(
N
dijaN
− |m|)(∫ ∞
0
du
ψ̂(uri)ψ̂(urj)
uD
cos(u dijm)
)2
=
8(rirj)
2−D
K2(ψ,D)dij
∞∑
m=−∞
( ∫ ∞
0
ψ̂(uri)ψ̂(urj)
uD
cos(u dijm) du
)2
,
with dij = GCD(ri ; rj). Therefore, the matrix Γ depends only on on r1, · · · , rℓ, ψ,D.
86 2.5 Proofs
Step 2.Generaly speaking, the above result is not suient to obtain the entral limit
theorem,√
N
aN
(
T˜N (riaN )− E(e˜2(riaN , 0)
)
1≤i≤ℓ
L−→
N→∞
Nℓ(0,Γ(r1, · · · , rℓ, ψ,D)). (2.5.21)
However, eah T˜N (riaN ) is a quadrati form of a Gaussian proess. Mutatis mutandis,
it is exatly the same framework (i.e. a Lindeberg entral limit theorem) as that of
Proposition 2.1 in Bardet [6℄, and (2.5.21) is heked. Moreover, if (an)n is suh that
lim sup
N→∞
N
a1+2D
′
N
= 0 then using the asymptoti behavior of E(e˜2(riaN , 0) provided in
Property 2.1, √
N
aN
(
E(e˜2(riaN , 0)
)
−→
N→∞
0.
As a onsequene, under those assumptions,√
N
aN
(
T˜N (riaN )− 1
)
1≤i≤ℓ
L−→
N→∞
Nℓ(0,Γ(r1, · · · , rℓ, ψ,D)). (2.5.22)
Step 3. The logarithm funtion (x1, .., xℓ) ∈ (0,+∞)ℓ 7→ (log x1, .., log xm) is C2 on
(0,+∞)ℓ. As a onsequene, using the Delta-method, the entral limit theorem (3.2.7)
for the vetor
(
log T˜N (riaN )
)
1≤i≤ℓ
follows with the same asymptotial ovariane matrix
Γ(r1, · · · , rℓ, ψ,D) (beause the Jaobian matrix of the funtion in (1, .., 1) is the identity
matrix). ✷
Proof [Proposition 2.2℄ There is a perfet identity between this proof and that of Propo-
sition 3.1, both of whih are based on the approximations of Fourier transforms provided
in the proof of Property 2.2. ✷
Proof [Corollary 2.3℄ It is lear that X ′t = Xt + Pm(t) for all t ∈ Z, with X = (Xt)t
satisfying Proposition 3.1 and 2.2. But, any wavelet oeient of (Pm(t))t is obviously
null from the assumption on ψ. Therefore the statisti T̂N is the same for X and X
′
. ✷
Proof [Proposition 2.5℄ Let ε > 0 be a xed positive real number, suh that α∗ + ε < 1.
I. First, a bound of Pr(α̂N ≤ α∗ + ε) is provided. Indeed,
Pr
(
α̂N ≤ α∗ + ε
) ≥ Pr(Q̂N (α∗ + ε/2) ≤ min
α≥α∗+ε and α∈AN
Q̂N (α)
)
≥ 1− Pr
( ⋃
α≥α∗+ε and α∈AN
Q̂N (α
∗ + ε/2) > Q̂N (α)
)
≥ 1−
log[N/ℓ]∑
k=[(α∗+ε) logN ]
Pr
(
Q̂N (α
∗ + ε/2) > Q̂N
( k
logN
))
. (2.5.23)
But, for α ≥ α∗ + 1,
Pr
(
Q̂N (α
∗ + ε/2) > Q̂N (α)
)
= Pr
(∥∥∥PN (α∗ + ε/2) · YN (α∗ + ε/2)∥∥∥2 > ∥∥∥PN (α) · YN (α)∥∥∥2)
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with PN (α) = Iℓ − AN (α) ·
(
A′N (α) · AN (α)
)−1 · AN (α) for all α ∈ (0, 1), i.e. PN (α) is
the matrix of an orthogonal projetion on the orthogonal subspae (in R
ℓ
) generated by
AN (α) (and Iℓ is the identity matrix in R
ℓ
). From the expression of AN (α), it is obvious
that for all α ∈ (0, 1),
PN (α) = P = Iℓ −A ·
(
A′ ·A)−1 · A,
with the matrix A =
 log(r1) 1: :
log(rℓ) 1

as in Proposition 2.3. Thereby,
Pr
(
Q̂N (α
∗ + ε/2) > Q̂N (α)
)
= Pr
(∥∥∥P · YN (α∗ + ε/2)∥∥∥2 > ∥∥∥P · YN (α)∥∥∥2)
= Pr
(∥∥∥P ·√ N
Nα∗+ε/2
YN (α
∗ + ε/2)
∥∥∥2 > Nα−(α∗+ε/2)∥∥∥P ·√ N
Nα
YN (α)
∥∥∥2)
≤ Pr
(
VN (α
∗ + ε/2) > N (α−(α
∗+ε/2))/2
)
+ Pr
(
VN (α) ≤ N−(α−(α∗+ε/2))/2
)
with VN (α) =
∥∥∥P ·√ N
Nα
YN (α)
∥∥∥2 for all α ∈ (0, 1). From Proposition 3.1, for all α > α∗,
the asymptoti law of P ·
√
N
Nα
YN (α) is a Gaussian law with ovariane matrix P ·Γ ·P ′.
Moreover, the rank of the matrix is P ·Γ ·P ′ is ℓ− 2 (this is the rank of P ) and we have
0 < λ−, not depending on N) suh that P ·Γ ·P ′−λ−P ·P ′ is a non-negative matrix
(0 < λ− < min{λ ∈ Sp(Γ)}). As a onsequene, for a large enough N ,
Pr
(
VN (α) ≤ N−(α−(α∗+ε/2))/2
)
≤ 2 · Pr
(
V− ≤ N−(α−(α∗+ε/2))/2
)
≤ 1
2ℓ/2−2Γ(ℓ/2)
·
( N
λ−
)−( ℓ
2
−1) (α−(α∗+ε/2))
2
,
with V− ∼ λ− · χ2(ℓ− 2). Moreover, from Markov inequality,
Pr
(
VN (α
∗ + ε/2) > N (α−(α
∗+ε/2))/2
)
≤ 2 · Pr
(
exp(
√
V+) > exp
(
N (α−(α
∗+ε/2))/4
))
≤ 2 · E(exp(
√
V+)) · exp
(−N (α−(α∗+ε/2))/4)
with V+ ∼ λ+ · χ2(ℓ− 2) and λ+ > max{λ ∈ Sp(Γ)} > 0. Like E(exp(
√
V+)) < ∞ does
not depend on N , we obtain that M1 > 0 not depending on N , suh that for large enough
N ,
Pr
(
Q̂N (α
∗ + ε/2) > Q̂N (α)
)
≤M1 ·N−(
ℓ
2
−1) (α−(α∗+ε/2))
2 ,
and therefore, the inequality (2.5.23) beomes, for N large enough,
Pr
(
α̂N ≤ α∗ + ε
) ≥ 1−M1 · log[N/ℓ]∑
k=[(α∗+ε) logN ]
N
− (ℓ−2)
4
((
k
logN
)
−(α∗+ε/2)
)
≥ 1−M1 · logN ·N−
(ℓ−2)
12
ε. (2.5.24)
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II. Seondly, a bound of Pr(α̂N ≥ α∗ − ε) is provided. Following the above arguments
and notations ,
Pr
(
α̂N ≥ α∗ − ε
)
≥ Pr
(
Q̂N (α
∗ +
1− α∗
2α∗
ε) ≤ min
α≤α∗−ε and α∈AN
Q̂N (α)
)
(2.5.25)
≥ 1−
[(α∗−ε) logN ]+1∑
k=2
Pr
(
Q̂N (α
∗ +
1− α∗
2α∗
ε) > Q̂N
( k
logN
))
, (2.5.26)
and as above,
Pr
(
Q̂N (α
∗ +
1− α∗
2α∗
ε) > Q̂N (α)
)
= Pr
(∥∥∥P ·√ N
Nα
∗+ 1−α
∗
2α∗
ε
YN (α
∗ +
1− α∗
2α∗
ε)
∥∥∥2 > Nα−(α∗+ 1−α∗2α∗ ε)∥∥∥P ·√ N
Nα
YN (α)
∥∥∥2) . (2.5.27)
Now, in the ase aN = N
α
with α ≤ α∗, the sample variane of wavelet oeients is
biased. In this ase, from the relation of Corollary 3.1 under Assumption A1',(
YN (α)
)
1≤i≤ℓ
=
(CD′K(ψ,D−D′))
f∗(0)K(ψ,D)
(iNα)−D
′
(1 + oi(1))
)
1≤i≤ℓ
+
(√Nα
N
· εN (α)
)
1≤i≤ℓ
,
with oi(1) → 0 when N → ∞ for all i and E(ZN (α)) = 0. As a onsequene, for large
enough N ,∥∥∥P ·√ N
Nα
YN (α)
∥∥∥2 = ∥∥∥P · εN (α)∥∥∥2 +N α∗−αα∗ ∥∥∥P · (CD′K(ψ,D−D′))
f∗(0)K(ψ,D)
i−D
′
(1 + oi(1))
)
1≤i≤ℓ
∥∥∥2
≥ D ·N α
∗
−α
α∗ ,
with D > 0, beause the vetor (i−D′)1≤i≤ℓ is not in the orthogonal subspae of the
subspae generated by the matrix A. Then, the relation (2.5.27) beomes,
Pr
(
Q̂N (α
∗ +
1− α∗
2α∗
ε) > Q̂N (α)
)
≤ Pr
(∥∥∥P ·√ N
Nα
∗+ 1−α
∗
2α∗
ε
YN (α
∗ +
1− α∗
2α∗
ε)
∥∥∥2
≥ D ·Nα−(α∗+ 1−α
∗
2α∗
ε) ·N α
∗
−α
α∗
)
≤ Pr
(
V+ ≥ D ·N
1−α∗
2α∗
(2(α∗−α)−ε)
)
≤ M2 ·N−( ℓ2−1)
1−α∗
2α∗
ε,
with M2 > 0, beause V+ ∼ λ+ · χ2(ℓ− 2) and 1− α
∗
2α∗
(2(α∗ − α)− ε) ≥ 1− α
∗
2α∗
ε
for all α ≤ α∗ − ε. Hene, from the inequality (2.5.26), for large enough N ,
Pr
(
α̂N ≥ α∗ − ε
) ≥ 1−M2 · logN ·N−( ℓ2−1) 1−α∗2α∗ ε. (2.5.28)
The inequalities (2.5.24) and (2.5.28) imply that Pr
(|α̂N − α| ≥ ε) −→
N→∞
0. ✷
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Proof [Theorem 3.1℄ The entral limit theorem of (3.3.4) an be established from the
following arguments. First, Pr(α˜N > α
∗) −→
N→∞
1. Following the previous proof, there is
for all ε > 0,
Pr
(
α̂N ≥ α∗ − ε
) ≥ 1−M2 · logN ·N−( ℓ2−1) 1−α∗2α∗ ε.
Consequently, if εN = λ · log logN
logN
with λ >
2
(ℓ− 2)D′ then,
Pr
(
α̂N ≥ α∗ − εN
) ≥ 1−M2 · logN ·N−λ (ℓ−2)D′2 · log logNlogN
≥ 1−M2 ·
(
logN
)1−λ (ℓ−2)D′
2
=⇒ Pr (α̂N + εN ≥ α∗) −→
N→∞
1.
Now, from Corollary 2.4, D̂′N
P−→
N→∞
D′. Therefore, Pr
(
D̂′N ≤ 4
3
D′
) −→
N→∞
1. Thus, with
λ ≥ 9
4(ℓ− 2)D′ , Pr
(
α˜N +
(
εN − 3
(ℓ− 2)D̂′N
· log logN
logN
) ≥ α∗) −→
N→∞
1 whih implies
Pr(α˜N > α
∗) −→
N→∞
1.
Seondly, for x ∈R,
lim
N→∞
Pr
(√ N
N α˜N
(
D˜N −D
) ≤ x) = lim
N→∞
Pr
(√ N
N α˜N
(
D˜N −D
) ≤ x⋂ α˜N > α∗)
+ lim
N→∞
Pr
(√ N
N α˜N
(
D˜N −D
) ≤ x⋂ α˜N ≤ α∗)
= lim
N→∞
∫ 1
α∗
Pr
(√ N
Nα
(
D˜N −D
) ≤ x)fα̂N (α) dα
= lim
N→∞
Pr
(
ZΓ ≤ x
)
·
∫ 1
α∗
fα̂N (α) dα
= Pr
(
ZΓ ≤ x
)
,
with fα̂N (α) the probability density funtion of α̂N and ZΓ ∼ N (0 ; (A′·A)−1·A′·Γ·A·(A′·A)−1).
To prove the seond part of (3.3.4), we infer dedues from above that
Pr
(
α∗ < α˜N < α∗ +
3
(ℓ− 2)D̂′N
· log logN
logN
+ µ · log logN
logN
)
−→
N→∞
1,
with µ > 12ℓ−2 . Therefore, ν <
4
(ℓ−2)D′ +
12
ℓ−2 ,
Pr
(
Nα
∗
< N α˜N < Nα
∗ · (logN)ν
)
−→
N→∞
1.
This inequality and the previous entral limit theorem result in : for all ρ > ν/2, and
ε > 0,
Pr
( N D′1+2D′
(logN)ρ
· ∣∣D˜N −D∣∣ > ε) = Pr(N 12 (α̂N−α∗)
(logN)ρ
·
√
N
N α˜N
∣∣D˜N −D∣∣ > ε)
−→
N→∞
0. ✷
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N = 103
√
MSE ℓ = 5 ℓ = 10 ℓ = 15 ℓ = 20 ℓ = 25
{
ℓ1 = 15
ℓ2 = ℓ̂
fGn (H = D+1
2
)
̂̂
DN , D˜N 0.16, 0.75 0.14, 0.19 0.13, 0.17 0.14, 0.15 0.14, 0.15 0.15, 0.18
α̂N , α˜N 0.12, 0.32 0.07, 0.13 0.05, 0.08 0.04, 0.05 0.04, 0.04 0.05, 0.08
FARIMA(0, D
2
, 0)
̂̂
DN , D˜N 0.21, 0.81 0.15, 0.20 0.14, 0.17 0.15, 0.15 0.15, 0.15 0.15, 0.19
α̂N , α˜N 0.14, 0.34 0.07, 0.13 0.05, 0.09 0.05, 0.06 0.04, 0.04 0.05, 0.09
FARIMA(1, D
2
, 0)
̂̂
DN , D˜N 0.30, 0.96 0.28, 0.35 0.27, 0.29 0.29, 0.27 0.30, 0.30 0.31, 0.35
α̂N , α˜N 0.19, 0.44 0.15, 0.24 0.12, 0.17 0.11, 0.15 0.11, 0.12 0.12, 0.17
FARIMA(1, D
2
, 1)
̂̂
DN , D˜N 0.60, 0.92 0.43, 0.41 0.39, 0.35 0.36, 0.35 0.32, 0.33 0.21, 0.20
α̂N , α˜N 0.17, 0.38 0.11, 0.18 0.09, 0.12 0.07, 0.09 0.06, 0.07 0.09, 0.12
X(D,D
′)
, D′ = 1
̂̂
DN , D˜N 0.33, 0.68 0.29, 0.28 0.27, 0.26 0.26, 0.27 0.25, 0.25 0.29, 0.30
α̂N , α˜N 0.10, 0.22 0.10, 0.07 0.11, 0.07 0.12, 0.12 0.13, 0.13 0.11, 0.07
N = 104
√
MSE ℓ = 5 ℓ = 10 ℓ = 15 ℓ = 20 ℓ = 25
{
ℓ1 = 15
ℓ2 = ℓ̂
fGn (H = D+1
2
)
̂̂
DN , D˜N 0.08, 0.26 0.05, 0.05 0.05, 0.05 0.04, 0.04 0.04, 0.04 0.04, 0.04
α̂N , α˜N 0.08, 0.22 0.05, 0.06 0.04, 0.05 0.04, 0.05 0.05, 0.05 0.04, 0.05
FARIMA(0, D
2
, 0)
̂̂
DN , D˜N 0.08, 0.31 0.06, 0.06 0.05, 0.05 0.05, 0.05 0.05, 0.05 0.05, 0.05
α̂N , α˜N 0.09, 0.24 0.05, 0.07 0.04, 0.05 0.04, 0.05 0.05, 0.05 0.04, 0.05
FARIMA(1, D
2
, 0)
̂̂
DN , D˜N 0.13, 0.57 0.10, 0.10 0.09, 0.08 0.09, 0.08 0.09, 0.09 0.09, 0.08
α̂N , α˜N 0.15, 0.36 0.09, 0.16 0.08, 0.11 0.07, 0.09 0.06, 0.08 0.08, 0.11
FARIMA(1, D
2
, 1)
̂̂
DN , D˜N 0.22, 0.63 0.17, 0.15 0.16, 0.13 0.15, 0.14 0.15, 0.14 0.09 , 0.09
α̂N , α˜N 0.16, 0.38 0.11, 0.17 0.08, 0.11 0.07, 0.09 0.06, 0.07 0.08, 0.11
X(D,D
′)
, D′ = 1
̂̂
DN , D˜N 0.23, 0.36 0.19, 0.15 0.18, 0.17 0.17, 0.17 0.15, 0.14 0.15, 0.14
α̂N , α˜N 0.10, 0.18 0.12, 0.08 0.13, 0.12 0.14, 0.14 0.15, 0.15 0.13, 0.12
N = 105
√
MSE ℓ = 5 ℓ = 10 ℓ = 15 ℓ = 20 ℓ = 25
{
ℓ1 = 15
ℓ2 = ℓ̂
fGn (H = D+1
2
)
̂̂
DN , D˜N 0.04, 0.09 0.03, 0.03 0.02, 0.03 0.02, 0.02 0.02, 0.02 0.02, 0.02
α̂N , α˜N 0.07, 0.16 0.06, 0.04 0.06, 0.06 0.07, 0.07 0.07, 0.07 0.06, 0.06
FARIMA(0, D
2
, 0)
̂̂
DN , D˜N 0.03, 0.13 0.02, 0.02 0.02, 0.02 0.02, 0.02 0.02, 0.02 0.02, 0.02
α̂N , α˜N 0.07, 0.18 0.04, 0.05 0.04, 0.03 0.04, 0.04 0.05, 0.05 0.04, 0.03
FARIMA(1, D
2
, 0)
̂̂
DN , D˜N 0.05, 0.25 0.05, 0.04 0.04, 0.03 0.04, 0.03 0.04, 0.04 0.03, 0.02
α̂N , α˜N 0.12, 0.30 0.07, 0.12 0.05, 0.07 0.04, 0.06 0.04, 0.05 0.05, 0.07
FARIMA(1, D
2
, 1)
̂̂
DN , D˜N 0.08, 0.30 0.06, 0.04 0.05, 0.04 0.05, 0.04 0.05, 0.05 0.04, 0.03
α̂N , α˜N 0.13, 0.33 0.09, 0.15 0.08, 0.11 0.07, 0.09 0.06, 0.08 0.08, 0.11
X(D,D
′)
, D′ = 1
̂̂
DN , D˜N 0.13, 0.19 0.11, 0.08 0.10, 0.08 0.09, 0.09 0.09, 0.09 0.08, 0.07
α̂N , α˜N 0.09, 0.15 0.10, 0.07 0.11, 0.09 0.12, 0.11 0.13, 0.13 0.11, 0.09
Table 2.1  Consisteny of estimators
̂̂
DN , D˜N , α̂N , α˜N following ℓ from simulations
of the dierent long-memory proesses of the benhmark. For eah value of N (103, 104
and 105), of D (0.1, 0.3, 0.5, 0.7 and 0.9) and ℓ (5, 10, 15, 20, 25 and (15, ℓ̂)), 100
independent samples of eah proess are generated. The
√
MSE of eah estimator is
obtained from a mean of
√
MSE obtained for the dierent values of D.
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FARIMA(0,−0.25, 0) X(−1,1) X(−1,3) X(−3,1) X(−3,3)
N = 103
√
MSE
̂̂
DN , D˜N 0.15, 0.20 0.30, 0.30 0.38, 0.37 0.36, 0.37 0.39, 0.38
N = 104
√
MSE
̂̂
DN , D˜N 0.04, 0.04 0.15, 0.14 0.08, 0.08 0.13, 0.14 0.13, 0.13
N = 105
√
MSE
̂̂
DN , D˜N 0.03, 0.03 0.06, 0.05 0.04, 0.03 0.04, 0.04 0.03, 0.03
Table 2.2  Estimation of the memory parameter from 100 independent samples in ase
of short memory (D ≤ 0).
P1 P2 P3 P4
N = 103
√
MSE
̂̂
DN , D˜N 0.22, 0.23 0.32, 0.41 0.47, 0.76 0.40, 0.41
N = 104
√
MSE
̂̂
DN , D˜N 0.06, 0.06 0.18, 0.28 0.24, 0.65 0.13, 0.13
N = 105
√
MSE
̂̂
DN , D˜N 0.02, 0.02 0.02, 0.02 0.14, 0.47 0.03, 0.04
Table 2.3  Estimation of the long-memory parameter from 100 independent samples in
ase of proesses P1− 4 dened above.
N = 103 −→
D = 0.1 D = 0.3 D = 0.5 D = 0.7 D = 0.9
fGn (H = (D + 1)/2) D̂BGK 0.089 0.171 0.259 0.341 0.369
D̂GRS 0.114 0.132 0.147 0.155 0.175
D̂MS 0.163 0.169 0.181 0.195 0.191
D̂R 0.211 0.220 0.215 0.218 0.128
D̂ATV 0.176 0.153 0.156 0.164 0.162̂̂
DN 0.139 0.147 0.133 0.140 0.150
FARIMA(0, D
2
, 0) D̂BGK 0.094 0.138 0.239 0.326 0.413
D̂GRS 0.131 0.139 0.150 0.150 0.162
D̂MS 0.172 0.167 0.174 0.197 0.188
D̂R 0.246 0.189 0.223 0.234 0.181
D̂ATV 0.128 0.107 0.081 0.074 0.065̂̂
DN 0.161 0.146 0.149 0.149 0.161
FARIMA(1, D
2
, 0) D̂BGK 0.146 0.203 0.239 0.236 0.212
D̂GRS 0.519 0.545 0.588 0.585 0.830
D̂MS 0.235 0.258 0.256 0.252 0.249
D̂R 0.242 0.241 0.234 0.202 0.144
D̂ATV 0.248 0.267 0.280 0.268 0.375̂̂
DN 0.340 0.319 0.314 0.315 0.334
FARIMA(1, D
2
, 1) D̂BGK 0.204 0.253 0.342 0.363 0.384
D̂GRS 0.901 0.894 0.866 0.870 0.893
D̂MS 0.181 0.175 0.180 0.185 0.181
D̂R 0.204 0.200 0.200 0.191 0.130
D̂ATV 0.392 0.380 0.371 0.343 0.355̂̂
DN 0.170 0.218 0.225 0.226 0.213
X(D,D
′)
, D′ = 1 D̂BGK 0.090 0.139 0.261 0.328 0.388
D̂GRS 0.342 0.339 0.331 0.300 0.315
D̂MS 0.176 0.178 0.182 0.166 0.177
D̂R 0.219 0.232 0.231 0.173 0.167
D̂ATV 0.153 0.161 0.168 0.176 0.176̂̂
DN 0.284 0.294 0.293 0.292 0.288
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N = 104 −→
D = 0.1 D = 0.3 D = 0.5 D = 0.7 D = 0.9
fGn (H = (D + 1)/2) D̂BGK 0.062 0.143 0.182 0.171 0.182
D̂GRS 0.040 0.047 0.054 0.068 0.066
D̂MS 0.069 0.064 0.061 0.071 0.063
D̂R 0.063 0.055 0.058 0.063 0.052
D̂ATV 0.036 0.042 0.041 0.047 0.045̂̂
DN 0.050 0.040 0.041 0.039 0.040
FARIMA(0, D
2
, 0) D̂BGK 0.059 0.141 0.195 0.187 0.178
D̂GRS 0.042 0.048 0.050 0.046 0.057
D̂MS 0.072 0.055 0.066 0.059 0.065
D̂R 0.073 0.053 0.064 0.057 0.059
D̂ATV 0.026 0.038 0.039 0.032 0.022̂̂
DN 0.053 0.050 0.056 0.055 0.044
FARIMA(1, D
2
, 0) D̂BGK 0.085 0.148 0.146 0.164 0.120
D̂GRS 0.179 0.175 0.182 0.192 0.190
D̂MS 0.109 0.105 0.099 0.100 0.094
D̂R 0.063 0.059 0.057 0.054 0.054
D̂ATV 0.118 0.101 0.088 0.120 0.081̂̂
DN 0.095 0.085 0.093 0.081 0.097
FARIMA(1, D
2
, 1) D̂BGK 0.111 0.201 0.189 0.202 0.181
D̂GRS 0.308 0.321 0.306 0.314 0.311
D̂MS 0.070 0.064 0.065 0.064 0.069
D̂R 0.063 0.057 0.060 0.064 0.052
D̂ATV 0.114 0.118 0.103 0.102 0.093̂̂
DN 0.095 0.099 0.087 0.101 0.090
X(D,D
′)
, D′ = 1 D̂BGK 0.069 0.110 0.204 0.190 0.197
D̂GRS 0.192 0.185 0.172 0.177 0.190
D̂MS 0.083 0.059 0.071 0.066 0.068
D̂R 0.066 0.057 0.068 0.054 0.064
D̂ATV 0.124 0.131 0.139 0.147 0.153̂̂
DN 0.158 0.143 0.152 0.158 0.155
Table 2.4  Comparison of the dierent log-memory parameter estimators for proesses
of the benhmark. For eah proess and value of D and N ,
√
MSE are omputed from
100 independent generated samples.
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100 3.1 Introdution
abstrat This paper is rst devoted to the study of an adaptive wavelet-based es-
timator of the long-memory parameter for linear proesses in a general semiparametri
frame. As suh this is an extension of the previous ontribution of Bardet et al. (2008)
whih only onerned Gaussian proesses. Moreover, the denition of the long-memory
parameter estimator has been modied and the asymptoti results are improved even in
the Gaussian ase. Finally an adaptive goodness-of-t test is also built and easy to be
employed : it is a hi-square type test. Simulations onrm the interesting properties of
onsisteny and robustness of the adaptive estimator and test.
3.1 Introdution
Presently, long memory proesses have beome a widely-studied subjet area and
nd frequent appliations (see for instane Doukhan et al., 2003). The best known long-
memory stationary time series are the frational Gaussian noises (fGn) with Hurst pa-
rameter H and the FARIMA(p, d, q) proesses. For both these time series, the spetral
density f in 0 follows a power law : f(λ) ∼ C λ−2d where H = d+1/2 in the ase of the
fGn. This behavior of the spetral density is frequently onsidered as a denition of a
stationary long-memory (or long-range-dependent) proess where d is the long memory
parameter.
In this paper, we study a general ase of linear proess with a memory parameter d and
we propose an adaptive wavelet-based estimator of this parameter. Hene for d < 1/2
and d′ > 0, we onsider the following semiparametri framework :
Assumption A(d, d′) : X = (Xt)t∈Z is a zero mean stationary linear proess, i.e.
Xt =
∑
s∈Z
α(t− s)ξs, t ∈ Z, where
• (ξs)s∈Z is a sequene of independent identially distributed random variables follo-
wing a symmetri distribution, i.e. for all M ∈ R, Pr(ξ0 > M) = Pr(ξ0 < −M),
and satisfying Eξ0 = 0, Varξ0 = 1 and µ4 := Eξ
4
0 <∞ ;
• (α(t))t∈Z is a sequene of real numbers suh that there exist cd > 0 and cd′ ∈ R
satisfying
|α̂(λ)|2 = 1
λ2d
(
cd + cd′ |λ|d′(1 + ε(λ))
)
for any λ ∈ [−π, 0) ∪ (0, π], (3.1.1)
where α̂(λ) := 12π
∑
k∈Z α(k)e
−ikλ
for λ ∈ [−π, 0) ∪ (0, π] and ε(λ)→ 0 (λ→ 0).
Consequently, if X satises Assumption A(d, d′), the spetral density f of X is suh that
f(λ) = 2π |α̂(λ)|2 = 2π
λ2d
(
cd + cd′ |λ|d′(1 + ε(λ))
)
for any λ ∈ [−π, 0) ∪ (0, π],(3.1.2)
with ε(λ) → 0 (λ → 0). Thus, if d ∈ (0, 1/2), the proess X is a long-memory proess,
and if d ≤ 0, it is a short-memory proess (see Doukhan et al., 2003).
After preliminary studies devoted to self-similar proesses, Abry et al. (1998) were the
3.1 Introdution 101
rst to propose the use of a wavelet-based estimator for estimating the parameter d of
a long memory proess by omputing the log-log regression slope for dierent sales of
wavelet oeient sample varianes. Bardet et al. (2000) provided proofs of the onsis-
teny of suh an estimator in a Gaussian semiparametri frame. Moulines et al. (2007)
improved these results and established a entral limit theorem (CLT in the sequel) for
the estimator of d whih they proved rate optimal for the minimax riterion. Finally,
Roue and Taqqu (2009a) yielded similar results in a semiparametri frame for linear
proesses.
All of these studies used a wavelet analysis based on a disrete multi-resolution wa-
velet transform, whih in partiular allows to ompute the wavelet oeients with the
fast Mallat's algorithm. However, these results are inferred from a semiparametri frame
suh as to (3.1.2) and onsider the optimal sale used for the wavelet analysis (whih
depends on the seond order expansion d′) to be known although, in fat it is unknown.
Two studies present automati seletion method for this optimal sale in the Gaussian
semiparametri frame. A proedure based on a hi-square test was introdued in Veith
et al. (2003) but despite onvining numerial results, it laks proofs of its onsisteny.
Whereas, Bardet et al. (2008) proved the onsisteny of a proedure for hoosing optimal
sales based on the detetion of the most linear part of the log-variogram graph. Moreo-
ver, the onsidered wavelet funtion is not neessarily assoiated with a multi-resolution
analysis : although the omputation ost is more important, this oers a larger wavelet
funtion hoie and sales are not limited to powers of 2.
The present paper is an extension of this previous study of Bardet et al. (2008). Im-
provements onern three following entral issues :
1. The semiparametri Gaussian framework of Bardet et al. (2008) is extended to
the semiparametri framework Assumption A(d, d′) for linear proesses. The same
automati proedure of the optimal sale seletion an also be used and thus we
obtain adaptive estimators.
2. As in Bardet et al. (2008), the mother wavelet is not neessarily assoiated with a
disrete multi-resolution transform. We also slightly modied the denition of the
wavelet oeient sample variane (variogram). The result of both these hanges
is a multidimensional entral limit theorem satised by the logarithms of variograms
with a very simple asymptoti ovariane matrix (see (3.2.8) for its denition)
depending only on d and the Fourier transform of the wavelet funtion. Hene it
is easy to ompute an adaptive pseudo-generalized least square estimator (PGLSE
in the sequel) of d, satisfying a CLT with an asymptoti variane whih is smaller
than the adaptive ordinary least square estimator of d. Simulations onrm the
good performane of this PGLSE.
3. Finally, we used this PGLSE to perform an adaptive goodness-of-t test. It repre-
sents a normalized sum of the squared PGLS-distane between the PGLS-regression
line and the points. We proved that this test statisti onverges in distribution to a
hi-square distribution. Sine the asymptoti ovariane matrix is easily approxima-
ted, the test is very simple test to ompute. When d > 0 this test is a long-memory
test. Moreover, simulations show that this test provides good properties of onsis-
teny under H0 and reasonable properties of robustness under H1.
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In the light of these results, this paper is a onlusion to the study of Bardet et al.
(2008), and the adaptive PGLS estimator and test interesting extensions of Roue and
Taqqu (2009a).
The present paper is organized into four setions as follows. Assumptions, denitions
and a rst multidimensional entral limit theorem are the subjet matter of Setion 3.2.
Setion 3.3 is devoted to the onstrution and onsisteny of the adaptive PGLS esti-
mator and goodness-of-t test. In Setion 3.4 features a Monte Carlo simulations-based
demonstration of the onvergene of the adaptive estimator, followed by omparisons
with other eient semiparametri estimators and investigations into the onsisteny
and robustness properties of the adaptive goodness-of-t test. Proofs gure in Setion
3.5.
3.2 A entral limit theorem for the sample variane of wa-
velet oeients
Let ψ : R → R be a funtion (alled the wavelet funtion) and k ∈ N∗. We shall
onsider the following assumption on ψ :
Assumption Ψ(k) : the funtion ψ : R→ R is suh that
1. the support of ψ is inluded in (0, 1) ;
2.
∫ 1
0
ψ(t) dt = 0 ;
3. ψ ∈ Ck(R), the set of k-times ontinuously dierentiable funtions on R.
Straightforward impliations of Assumption Ψ(k) are :
• ψ(j)(0) = ψ(j)(1) = 0 for any 0 ≤ j ≤ k, where ψ(j) is the j-th derivative of ψ.
• If ψ̂(u) is the Fourier transform of ψ, i.e.
ψ̂(u) :=
∫ 1
0
ψ(t) e−iutdt,
then ψ̂(u) ∼ C uk (u→ 0) with C a real number not depending on u.
• Moreover,
sup
u∈R
∣∣uk ψ̂(u)∣∣ ≤ sup
x∈[0,1]
|ψ(k)(x)|. (3.2.1)
If Y = (Yt)t∈R is a ontinuous-time proess, for (a, b) ∈ R∗+×R, the "lassial" wavelet o-
eient d(a, b) of the proess Y for the sale a and the shift b is d(a, b) := 1√
a
∫
R
ψ( t−ba )Yt dt.
However, sine the proess X satisfying Assumption A(d, d′) is a disrete-time proess,
we dene the wavelet oeients of X by
e(a, b) :=
a∑
j=1
( 1√
a
ψ(
j
a
)
)
Xb+j (3.2.2)
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for (a, b) ∈ N∗ × Z. Note that if a path (X1, . . . ,XN ) is observed, for a ∈ N∗ and
b = 1, . . . , N − a we an also write e(a, b) = 1√
a
∑N
t=1 ψ(
t−b
a )Xt, whih is more diretly
implied by the denition of d(a, b).
In the sequel, we will use the usual onvention y = o(g(x)) (x→∞) when limx→∞ y/g(x) = 0,
Property 3.1 Under Assumption A(d, d′) with d < 1/2 and d′ > 0, and if ψ satises
Assumption Ψ(k) with k > d′ − d + 1/2, for a ∈ N∗, then (e(a, b))b∈Z is a zero mean
stationary linear proess and
E(e2(a, 0)) = 2π
(
cdK(ψ,2d) a
2d + cd′K(ψ,2d−d′) a2d−d
′)
+ o
(
a2d−d
′)
when a→∞, (3.2.3)
with K(ψ,α) :=
∫ ∞
−∞
|ψ̂(u)|2 |u|−αdu > 0 for all α < 1. (3.2.4)
Refer to Setion 3.5 for all the proofs of this paper.
Let (X1, . . . ,XN ) be an observed path of X satisfying Assumption A(d, d
′). As soon as
a onsistent estimator of E(e2(a, 0)) is provided, Property 3.1 allows to make a log-log
regression-based estimation of 2d. Hene, for a ∈ {1, . . . , N − 1}, onsider the sample
variane of the wavelet oeients,
TN (a) :=
1
N − a
N−a∑
b=1
e2(a, b). (3.2.5)
Remark 3.1 In Bardet et al. (2000), (2008) or in Moulines et al. (2007) or Roue and
Taqqu (2009), the onsidered sample variane of wavelet oeients is
VN (a) :=
1
[N/a]
[N/a]∑
b=1
e2(a, ab) (3.2.6)
(with a = 2j in ase of multiresolution analysis). Denition (3.2.5) has both a drawbak
and two advantages with respet to the usual denition (3.2.6). On the one hand, TN (a)
is not adapted to the fast Mallat's algorithm and therefore its use is more time onsuming
than the one of VN (a). Its advantage twofold : if γ and γ
′
respetively denote the asymp-
toti varianes of
√
N/aTN (a) and
√
N/a VN (a) when a, N → ∞, then the expression
of γ is learly simpler than the one of γ′ sine
γ = 4π
1
K2(ψ,2d)
∫ ∞
−∞
∣∣ψ̂(λ)∣∣4
|λ|4d dλ (see (3.2.8) below)
γ′ =
2
K2(ψ,2d)
∞∑
m=−∞
( ∫ ∞
−∞
∣∣ψ̂(u)∣∣2
|u|2d cos(um) du
)2
(see Bardet et al., 2008) ,
and this will have onsequenes to the omputation of PGLS estimators below. Further-
more, as inferred from numerial approximations not reported here, for our hoie of ψ
(see Setion 3.4), γ is nearly twie smaller than γ′ (following d). This onfers the same
advantage to the variane of the wavelet-based estimators of d omputed from (TN (ari))i
with respet to the one omputed from (VN (ari))i (see below).
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The following proposition speies a multidimensional entral limit theorem for a vetor
(log T˜N (ari))i, whih provides the rst step towards obtaining a CLT for the estimator
of d omputed from an ordinary least square regression :
Proposition 3.1 Dene ℓ ∈ N\{0, 1} and (r1, · · · , rℓ) ∈ (N∗)ℓ with 0 < r1 < r2 < · · · < rℓ.
Under Assumption A(d, d′) with d < 1/2 and d′ > 0, if ψ satises Assumption Ψ(k) with
k ≥ d′− d+1/2 and if (an)n∈N is suh as N/aN −→
N→∞
∞ and aN N−1/(1+2d′) −→
N→∞
∞,
then√
N
aN
(
log TN (riaN )−2d log(riaN )−log
(
2π cdK(ψ,2d)
))
1≤i≤ℓ
D−→
N→∞
Nℓ
(
0 ; Γ(r1, . . . , rℓ, ψ, d)
)
,
(3.2.7)
with Γ(r1, . . . , rℓ, ψ, d) = (γij)1≤i,j≤ℓ the asymptoti ovariane matrix suh as
γij = 4π
(rirj)
1−2d
K2(ψ,2d)
∫ ∞
−∞
∣∣ψ̂(riλ)∣∣2|ψ̂(rjλ)∣∣2
λ4d
dλ. (3.2.8)
Sine it is not easy to minimize Γ(r1, . . . , rℓ, ψ, d) in terms of (r1, . . . , rℓ) and for simpli-
fying the following results, we hose now only to onsider the ase (r1, r2, . . . , rℓ) = (1, 2, . . . , ℓ).
3.3 Adaptive estimator of the memory parameter and adap-
tive goodness-of-t test
The CLT of Proposition 3.1 opens a ertain number of perspetives. As we shall see,
the simple expression of the asymptoti ovariane matrix reveals to be very advantageous
as ompared to the ompliated expression of the asymptoti ovariane obtained in the
ase of a multiresolution analysis (see Roue and Taqqu, 2009a). Proposition 3.1 onrms
the onsisteny of estimator d̂N of d. Hene, we dene
d̂N (aN ) :=
(
0
1
2
)
(Z ′aN ZaN )
−1Z ′aN
(
log TN (riaN )
)
1≤i≤ℓ with ZaN =

1 log(aN )
1 log(2aN )
.
.
.
.
.
.
1 log(ℓaN )
 .
(3.3.1)
where A′ denotes the transpose of a matrix A. Then, it an be learly inferred from Pro-
position 3.1 that d̂N (aN ) onverges to d following a CLT with onvergene rate
√
N/aN
when aN satises the ondition aN N
−1/(1+2d′) −→
N→∞
∞.
But d′ is atually unknown. Bardet et al. (2008) presented an automati proedure for
hoosing an optimal sale aN . We shall presently apply this proedure. Here a brief
reall of its priniple : for α ∈ (0, 1), dene
QN (α, c, d) =
(
YN (α)−ZNα
( c
2d
))′·(YN (α)−ZNα ( c2d )), with YN (α) = ( log TN (iNα))1≤i≤ℓ.
QN (α, c, d) orresponds to a squared distane between the ℓ points
(
log(iNα) , log TN (iN
α)
)
i
and the line of slope 2d and interept c. It an be minimized in terms of α, c and d rst
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by dening for α ∈ (0, 1)
Q̂N (α) = QN
(
α, ĉ(Nα), 2d̂(Nα)
)
with
( ĉ(Nα)
2d̂(Nα)
)
=
(
Z ′NαZNα
)−1
Z ′NαYN (α);
and then by dening α̂N by :
Q̂N (α̂N ) = min
α∈AN
Q̂N (α) where AN =
{ 2
logN
,
3
logN
, . . . ,
log[N/ℓ]
logN
}
.
Remark 3.2 As outlined in Bardet et al. (2008) in the denition of the set AN , logN
an be replaed by any sequene negligible with respet to any power law of N . Hene, in
numerial appliations we will use 10 logN whih signiantly inreases the preision of
α̂N .
Under the assumptions of Proposition 3.1, we obtain (see the proof in Bardet et al.,
2008),
α̂N =
log âN
logN
P−→
N→∞
α∗ =
1
1 + 2d′
.
We then dene : ̂̂
dN := d̂(N
α̂N ) and Γ̂N := Γ(1, . . . , ℓ,
̂̂
dN , ψ). (3.3.2)
It is lear that
̂̂
dN
P−→
N→∞
d (for a onvergene rate see also Bardet et al., 2008) and
Γ̂N
P−→
N→∞
Γ(1, . . . , ℓ, d, ψ) (from the expression of Γ in (3.2.8) whih is a ontinuous
funtion of the variable d). We will prefer to onsider :
α˜N := α̂N +
6α̂N
(ℓ− 2)(1− α̂N )
log logN
logN
.
rather than α̂N for tehnial reasons (i.e. Pr(α˜N ≤ α∗) −→
N→∞
0 whih is not satised
by α̂N , see Bardet et al., 2008). Consequently, with the usual expression of PGLSE, the
adaptive estimators of c and d an be dened as follows :( c˜N
2d˜N
)
:=
(
Z ′
N α˜N
Γ̂−1N ZN α˜N
)−1
Z ′
N α˜N
Γ̂−1N YN (α˜N ). (3.3.3)
The following theorem provides the asymptoti behavior of the estimator d˜N ,
Theorem 3.1 Under the assumptions of Proposition 3.1,√
N
N α˜N
(
d˜N − d
) D−→
N→∞
N (0 ; σ2d(ℓ)) (3.3.4)
with σ2d(ℓ) :=
(
0
1
2
)(
Z ′1
(
Γ(1, . . . , ℓ, d, ψ)
)−1
Z1
)−1(
0
1
2
)′
(3.3.5)
and for all ρ >
2(1 + 3d′)
(ℓ− 2)d′ ,
N
d′
1+2d′
(logN)ρ
× ∣∣d˜N − d∣∣ P−→
N→∞
0. (3.3.6)
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Remark 3.3 1. From Gauss-Markov Theorem, the asymptoti variane of d˜N is smal-
ler or equal to the one of
̂̂
dN . Moreover d˜N satises the CLT (3.3.4) whih provides
ondene intervals whih an be easily omputed.
2. In the Gaussian ase, the adaptive estimator d˜N onverges to d with a rate of
onvergene being equal to the minimax rate of onvergene N
d′
1+2d′
up to a logarithm
fator (see Giraitis et al., 1997). Thus, this estimator is omparable to adaptive
log-periodogram or loal Whittle estimators (see respetively Moulines and Soulier,
2003, and Robinson, 1995).
3. Under additive assumptions on ψ (ψ is supposed to have its rst m vanishing mo-
ments), the estimator d˜N an also be applied to a proess X with an additive poly-
nomial trend of degree ≤ m− 1. Then the trend is being vanished by the wavelet
funtion in the expression of the wavelet oeient and the value of d˜N is the same
as the result obtained without this additive trend. No suh robustness property an be
obtained with the ited adaptive log-periodogram or loal Whittle estimator (however
an adaptive version of the loal Whittle estimator robust for polynomial trends was
dened in Andrews and Sun, 2004).
Finally an adaptive goodness-of-t test an be dedued from the previous PGLS regres-
sion. It onsists on a sum of the PGLS squared distanes between the PGLS regression
line and the points. To be preise, onsider the statisti :
T˜N :=
N
N α˜N
(
YN (α˜N )− ZN α˜N
( c˜N
2d˜N
))′
Γ̂−1N
(
YN (α˜N )− ZN α˜N
( c˜N
2d˜N
))
. (3.3.7)
Then, using the previous results, we obtain :
Theorem 3.2 Under the assumptions of Proposition 3.1,
T˜N
D−→
N→∞
χ2(ℓ− 2). (3.3.8)
This (adaptive) goodness-of-t test is therefore very simple to be omputed and used. In
the ase where d > 0, whih an be tested easily using Theorem 3.1, this test an also
be seen as a test of long memory for linear proesses.
3.4 Simulations
We then examined the numerial onsisteny and robustness of d˜N . We proeeded to
simulations and we ompared the values of d˜N with those of the more aurate semipa-
rametri long-memory estimators. To onlude we examined the numerial properties of
the test statisti T˜N .
Remark 3.4 Note that all softwares (in Matlab language) used in this setion are freely
available aess on http://samm.univ-paris1.fr/-Jean-Mar-Bardet.
First of all we need to speify the simulation onditions. The results are based on 100
generated independent samples of eah proess belonging to the following "benhmark".
The onrete generation proedures of these proesses are based on the irulant ma-
trix method in ase of Gaussian proesses and the trunation of an innite sum if the
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proess is non-Gaussian (see Doukhan et al., 2003). The simulations arried out for
d = 0, 0.1, 0.2, 0.3 and 0.4, for N = 103 and 104 for all the following proesses whih
satisfy Assumption A(d, d′) :
1. the frational Gaussian noise (fGn) of parameter H = d + 1/2 for d ∈ [0, 0.5)
and σ2 = 1. A fGn is suh that Assumption A(d, 2) holds (even if a fGn is rarely
presented as a Gaussian linear proess) ;
2. a FARIMA(p, d, q) proess with parameter d suh that d ∈ [0, 0.5), p, q ∈ N. A
FARIMA(p, d, q) proess is suh that Assumption A(d, 2) holds if (ξi)i the innova-
tion proess is suh that Eξi = 0, Eξ
4
i <∞ and ξi symmetri random variables.
3. The entered Gaussian stationary proess X(d,d
′)
, with spetral density is
f3(λ) =
1
λ2d
(1 + λd
′
) for λ ∈ [−π, 0) ∪ (0, π], (3.4.1)
with d ∈ [0, 0.5) and d′ ∈ (0,∞). X(d,d′) being a Gaussian proess with spetral
density f3, it is onsidered a linear proess within the Wold deomposition Theorem,
thus onrming Assumption A(d, d′) holds.
The "benhmark" referred to below inlude the following partiular proesses for
d = 0, 0.1, 0.2, 0.3, 0.4 :
• X1 : fGn proesses with parameters H = d+ 1/2 ;
• X2 : FARIMA(0, d, 0) proesses with standard Gaussian innovations ;
• X3 : FARIMA(0, d, 0) proesses with innovations following a uniform U [−1, 1] dis-
tribution ;
• X4 : FARIMA(0, d, 0) proesses with innovations satisfying a symmetri Burr dis-
tribution with umulative distribution funtion F (x) = 1 − 12 11+x2 for x ≥ 0 and
F (x) = 12
1
1+x2
for x ≤ 0 (and therefore E|Xi|2 =∞ but E|Xi| <∞) ;
• X5 : FARIMA(0, d, 0) proesses with innovations satisfying a symmetri Burr dis-
tribution with umulative distribution funtion F (x) = 1− 12 11+|x|3/2 for x ≥ 0 and
F (x) = 12
1
1+|x|3/2 for x ≤ 0 (and therefore E|Xi|2 =∞ but E|Xi| <∞) ;
• X6 : FARIMA(1, d, 1) proesses with standard Gaussian innovations, MA oeient
φ = −0.3 and AR oeient φ = 0.7 ;
• X7 : FARIMA(1, d, 1) proesses with innovations following a uniform U [−1, 1] dis-
tribution, MA oeient φ = −0.3 and AR oeient φ = 0.7 ;
• X8 : X(d,d′) Gaussian proesses with d′ = 1.
Note that the proesses X4 and X5 do not satisfy the ondition Eξ
4
0 required in Theorems
3.1 and 3.2. However, onsidering the logarithm of wavelet oeient sample variane
and not only the wavelet oeient sample variane, we should be able to prove the
onsisteny of d˜N under Eξ
r
0 with r ≥ 2.
3.4.1 Comparison of the wavelet-based estimator with other estimators
The wavelet-based estimator has been omputed using the following parameters :
Choie of the funtion ψ :A wavelet funtion ψ assoiated with a multi-resolution ana-
lysis being not mandatory, as mentioned above, we use funtion ψ(x) = x4(1−x)4(x2−x+ 522)Ix∈[0,1]
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whih satises Assumption Ψ(3) (and therefore in any ases 3 = k > d′ − d+ 1/2 whih
is required for theoretial limit theorems).
Choie of the parameter ℓ : This parameter largely determines the "beginning" of
the linear part of the graph drawn by points (log(iaN ), log TN (iaN ))1≤i≤ℓ and hene the
data-driven estimator a˜N . We adopted on this point a two step proedure :
1. Aording to numerial study (not detailed here), ℓ = [2∗ log(N)] (therefore ℓ = 13
for N = 1000 and ℓ = 18 for N = 10000) seems an appropriate rst step : the
omputation of α˜n.
2. Conerning the omputation of d˜N , Γ̂N seems not be inuened a lot by d. For
illustrating this point and using lassial approximations of the integrals dened
in Γ(1, . . . , ℓ, d, ψ), we omputed σ2d(ℓ) =
(
0 12
)(
Z ′1
(
Γ(1, . . . , ℓ, d, ψ)
)−1
Z1
)−1(
0 12
)′
taking into aount several values of d and ℓ. For the results of these numerial
experiments refer to Figure 2. It an be inferred that for any d ∈ [0, 0.5), σ2d(ℓ) is
almost independent on d and dereases as ℓ inreases. Then we hose to selet for
the seond step the largest possible value of ℓ, i.e. ℓ = N1−α˜N (logN)−1 whih
indues that the larger onsidered sale is N(logN)−1 (whih is negligible with
respet to N , onrming the CLT (3.2.7).
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Figure 3.1  Graph of the approximated values of σ2d(ℓ) dened in (3.3.4) for d ∈ [0, 0.5]
and ℓ = 10, 20, 50, 100 and 200.
We applied d˜N to the above mentioned benhmark but also both the following semipa-
rametri d-estimators (see Bardet et al, 2003 or 2008) , we obtain :
• d̂MS is the adaptive global log-periodogram estimator introdued by Moulines and
Soulier (1998, 2003), also alled FEXP estimator, with bias-variane balane para-
meter κ = 2 ;
• d̂R is the loal Whittle estimator introdued by Robinson (1995). The trimming
parameter is m = N/30.
For simulation results see Table 3.1.
Conlusions from Table 3.1 : For eah proess and value of d and N ,
√
MSE takes
into aount 100 independently generated samples. The frequeny of aeptation of the
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N = 103 −→
Model
√
MSE d = 0 d = 0.1 d = 0.2 d = 0.3 d = 0.4
X1
√
MSE d̂MS 0.089 0.091 0.096 0.090 0.100√
MSE d̂R 0.102 0.114 0.116 0.106 0.102√
MSE d˜N 0.047 0.045 0.039 0.044 0.048
p˜n 0.91 0.82 0.79 0.73 0.68
X2
√
MSE d̂MS 0.091 0.094 0.086 0.091 0.099√
MSE d̂R 0.107 0.105 0.112 0.110 0.097√
MSE d˜N 0.047 0.048 0.052 0.057 0.066
p˜n 0.85 0.86 0.80 0.74 0.68
X3
√
MSE d̂MS 0.092 0.094 0.080 0.099 0.096√
MSE d̂R 0.113 0.113 0.100 0.112 0.095√
MSE d˜N 0.046 0.049 0.055 0.055 0.070
p˜n 0.87 0.85 0.79 0.84 0.71
X4
√
MSE d̂MS 0.088 0.079 0.079 0.093 0.104√
MSE d̂R 0.096 0.100 0.103 0.097 0.095√
MSE d˜N 0.052 0.053 0.055 0.062 0.063
p˜n 0.86 0.82 0.79 0.74 0.71
X5
√
MSE d̂MS 0.069 0.067 0.077 0.121 0.143√
MSE d̂R 0.072 0.078 0.093 0.087 0.074√
MSE d˜N 0.053 0.054 0.060 0.064 0.071
p˜n 0.82 0.80 0.78 0.75 0.74
X6
√
MSE d̂MS 0.096 0.091 0.090 0.086 0.093√
MSE d̂R 0.111 0.102 0.100 0.101 0.101√
MSE d˜N 0.154 0.153 0.143 0.168 0.141
p˜n 0.69 0.68 0.68 0.65 0.57
X7
√
MSE d̂MS 0.085 0.096 0.086 0.093 0.098√
MSE d̂R 0.106 0.116 0.097 0.099 0.092√
MSE d˜N 0.145 0.148 0.150 0.161 0.148
p˜n 0.70 0.69 0.71 0.67 0.60
X8
√
MSE d̂MS 0.097 0.104 0.097 0.094 0.101√
MSE d̂R 0.120 0.116 0.117 0.113 0.110√
MSE d˜N 0.181 0.182 0.180 0.179 0.175
p˜n 0.82 0.80 0.80 0.76 0.73
N = 104 −→
Model
√
MSE d = 0 d = 0.1 d = 0.2 d = 0.3 d = 0.4
X1
√
MSE d̂MS 0.032 0.029 0.031 0.031 0.036√
MSE d̂R 0.028 0.028 0.029 0.029 0.032√
MSE d˜N 0.016 0.018 0.018 0.024 0.024
p˜n 0.99 0.97 0.97 0.97 0.95
X2
√
MSE d̂MS 0.034 0.030 0.029 0.032 0.028√
MSE d̂R 0.027 0.027 0.029 0.028 0.023√
MSE d˜N 0.017 0.019 0.021 0.022 0.022
p˜n 0.96 0.97 0.96 0.98 0.94
X3
√
MSE d̂MS 0.034 0.034 0.033 0.030 0.031√
MSE d̂R 0.029 0.028 0.028 0.028 0.029√
MSE d˜N 0.016 0.017 0.019 0.020 0.020
p˜n 0.96 0.97 0.95 0.96 0.96
X4
√
MSE d̂MS 0.029 0.060 0.036 0.031 0.031√
MSE d̂R 0.025 0.027 0.029 0.031 0.029√
MSE d˜N 0.016 0.021 0.022 0.022 0.024
p˜n 0.96 0.94 0.92 0.93 0.95
X5
√
MSE d̂MS 0.093 0.046 0.039 0.073 0.047√
MSE d̂R 0.040 0.046 0.035 0.032 0.024√
MSE d˜N 0.039 0.019 0.024 0.025 0.025
p˜n 0.93 0.93 0.90 0.92 0.91
X6
√
MSE d̂MS 0.031 0.032 0.033 0.032 0.029√
MSE d̂R 0.029 0.028 0.028 0.028 0.028√
MSE d˜N 0.044 0.044 0.044 0.042 0.048
p˜n 0.94 0.88 0.90 0.92 0.86
X7
√
MSE d̂MS 0.030 0.031 0.037 0.030 0.029√
MSE d̂R 0.027 0.027 0.032 0.028 0.027√
MSE d˜N 0.044 0.043 0.047 0.045 0.049
p˜n 0.95 0.94 0.89 0.90 0.88
X8
√
MSE d̂MS 0.038 0.040 0.040 0.035 0.037√
MSE d̂R 0.039 0.038 0.040 0.036 0.035√
MSE d˜N 0.084 0.084 0.085 0.083 0.086
p˜n 0.97 0.95 0.93 0.91 0.92
Table 3.1  Comparison of the dierent long-memory parameter estimators.
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adaptive goodness-of-t test is p˜n =
1
n #
(
T˜N < qχ2(ℓ−2)(0.95)
)
with n = 100. Compared
to other estimators, d˜N shows numerially onvining onvergene rate. With both the
spetral estimator d̂R and d̂MS , the results are quiet stable and not sensible to d and
to the atness of the spetral density of the proess. However the spetral density of the
proess notably eets the onvergene rate of d˜N . As ompared to the other estimators,
d˜N is a very aurate and even more eient for smooth spetral densities (fGn and
FARIMA(0, d, 0)), d˜N .
Remark 3.5 A previous omparison (Bardet et al., 2008) of two adaptive wavelet-based
estimators (respetively dened in Veith et al., (2003) and in Bardet et al., 2008) with
d̂MS and d̂R (as well as with two further estimators as dened respetively in Giraitis et
al., (2000), and Giraitis et al., (2006) neither of whih display good numerial properties
of onsisteny) shows that
√
MSE of d˜N obtained in Table 3.1 is generally smaller to
√
MSE of Bardet et al.'s (2008)-based estimator beause we opted for denition (3.2.5)
instead of (3.2.6) and PGLS regression instead of LS regression.
Comparison of the robustness of the dierent semiparametri estimators : To
study the robustness of the estimator d˜N , take the three dierent proesses not satisfying
Assumption A(d, d′) as follows :
• A Gaussian stationary proess with a spetral density f(λ) = ∣∣|λ| −π/2∣∣−2δ for all
λ ∈ [−π, π] \ {−π/2, π/2} so alled a GARMA(0, δ, 0) proess. The loal behavior
of f in 0 is f(|λ|) ∼ (π/2)−2δ |λ|−2d with d = 0 but it does not satisfy Assumption
A(0, d′) (here d′ should be 2) sine f(λ)→∞ (λ→ π/2).
• AGaussian FARIMA(0, d, 0) with an additive linear trend (Xt = FARIMAt+(1−2t/N)
for t = 1, . . . , N and therefore the mean value of (X1, . . . ,XN ) ≃ 0) ;
• A Gaussian FARIMA(0, d, 0) with an additive linear trend and an additive sinusoi-
dal seasonal omponent of period T = 12 (Xt = FARIMAt+(1−2t/N)+sin(π t/6)
for t = 1, . . . , N hene the mean value of (X1, . . . ,XN ) ≃ 0).
For results of these simulations see Table 3.2.
Conlusions from Table 3.2 : The main advantage of d˜N with respet to d̂MS and d̂R,
as listed in this table, is the robustness with respet to smooth trends (or seasonality).
Note that the sample mean value of d̂MS and d̂R for proesses with trend or with trend
and seasonality is almost 0.5 for any hoie of d.
3.4.2 Consisteny and robustness of the adaptive goodness-of-t test :
Tables 3.1 and 3.2 also provide informations onerning the adaptive goodness-of-t
test. The onsisteny properties of this test are learly satisfatory when N is large en-
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N = 103 −→
Model
√
MSE d(= δ) = 0 d(= δ) = 0.1 d(= δ) = 0.2 d(= δ) = 0.3 d(= δ) = 0.4
GARMA(0, δ, 0)
√
MSE d̂MS 0.089 0.091 0.123 0.132 0.166√
MSE d̂R 0.112 0.111 0.119 0.106 0.106√
MSE d˜N 0.052 0.050 0.080 0.079 0.154
p˜n 0.90 0.91 0.85 0.83 0.77
Trend
√
MSE d̂MS 0.548 0.411 0.292 0.190 0.142√
MSE d̂R 0.499 0.394 0.279 0.167 0.091√
MSE d˜N 0.044 0.045 0.040 0.044 0.041
p˜n 0.88 0.92 0.90 0.83 0.86
Trend + Seasonality
√
MSE d̂MS 0.479 0.347 0.233 0.142 0.112√
MSE d̂R 0.499 0.393 0.279 0.167 0.091√
MSE d˜N 0.216 0.215 0.215 0.217 0.185
p˜n 0.35 0.26 0.18 0.21 0.18
N = 104 −→
Model
√
MSE d(= δ) = 0 d(= δ) = 0.1 d(= δ) = 0.2 d(= δ) = 0.3 d(= δ) = 0.4
GARMA(0, δ, 0)
√
MSE d̂MS 0.031 0.035 0.039 0.049 0.062√
MSE d̂R 0.028 0.031 0.030 0.030 0.034√
MSE d˜N 0.016 0.029 0.032 0.038 0.039
p˜n 0.96 0.96 0.95 0.96 0.90
Trend
√
MSE d̂MS 0.452 0.286 0.167 0.096 0.056√
MSE d̂R 0.433 0.308 0.191 0.100 0.051√
MSE d˜N 0.021 0.016 0.020 0.018 0.023
p˜n 0.96 0.98 0.97 0.97 0.95
Trend + Seasonality
√
MSE d̂MS 0.471 0.307 0.196 0.123 0.076√
MSE d̂R 0.432 0.305 0.191 0.100 0.052√
MSE d˜N 0.042 0.046 0.043 0.048 0.052
p˜n 0.89 0.86 0.87 0.82 0.72
Table 3.2  Robustness of the dierent long-memory parameter estimators. For eah
proess and value of d and N ,
√
MSE takes into aount 100 independent gene-
rated samples. The frequeny of aeptation of the adaptive goodness-of-t test is
p˜n =
1
n #
(
T˜N < qχ2(ℓ−2)(0.95)
)
with n = 100.
ough (N = 1000 seems to be too small to orretly using this goodness-of-t test).
In order to appreiate the behavior of the test statisti under H1, we onsider a pro-
ess whih satisfying neither the stationarity ondition nor relation (3.1.2). We have
seleted 3 partiular ases :
1. a proess X denoted MFARIMA dened as a suession of two independent Gaus-
sian FARIMA proesses. More preisely, we onsider Xt = FARIMA(0, 0.1, 0) for
t = 1, . . . , N/2 and Xt = FARIMA(0, 0.4, 0) for t = N/2 + 1, . . . , N .
2. a proess X denoted MGN dened by the inrements of a multifrational Brow-
nian motion (introdued in Peltier and Lévy-Vehel, 1995). Using the harmonizable
representation, dene Y = (Yt)t by
Yt := C(t)
∫
R
eitx − 1
|x|H(t)+1/2 dW (x)
where H(·) as well as C(·) are funtions (the ase H(·) = H with H ∈ (0, 1) is the
ase of fBm) and the omplex isotropi random measure dW satises dW = dW1+i dW2
112 3.4 Simulations
Model N = 103 N = 104
MFARIMA p˜n = 0.42 p˜n = 0.90
MGN p˜n = 0.13 p˜n = 0.07
MFGN p˜n = 0.03 p˜n = 0.06
Table 3.3  Robustness of the adaptive goodness-of-t test. The frequeny of aeptation
of the adaptive goodness-of-t test is p˜n =
1
n #
(
T˜N < qχ2(ℓ−2)(0.95)
)
(with n = 100
independent repliations).
with dW1 and dW2 two independent real-valued Brownian measures (see more
details on this part in setion 7.2.2 of Samorodnitsky and Taqqu, 1994). When
g = g1 + i g2 and h = h1 + i h2 where g1, h1 and g2, h2 are respetively even
and odd real-valued funtions suh that
∫
R
(g2i (x))dx < ∞ and
∫
R
(h2i (x))dx < ∞
(i = 1, 2), then E
[( ∫
R
g(ξ) dW (ξ)
)( ∫
R
h(ξ) dW (ξ)
)]
=
∫
R
g(x)h(x) dx. Here we
hose H(t) = 0.5+0.4 sin(t/10) and C(t) = 1. Then with Xt = Yt+1−Yt for t ∈ Z,
the proess X is not a stationary proess, it rather behaves loally as a fGn with
a parameter H(t) (therefore depending on t).
3. a proessX denoted MFGN and dened by the inrements of a multisale frational
Brownian motion (introdued in Bardet and Bertrand, 2007). Let Z = (Zt)t be suh
that
Zt :=
∫
R
σ(x)
eitx − 1
|x|H(x)+1/2 dW (x)
with dW previously dened, H(·) and σ(·) being pieewise onstant funtions. We
hose σ(x) = I0.001≤|x|≤0.1 and H(x) = 0.9 for 0.001 ≤ |x| ≤ 0.04 and H(x) = 0.1
for 0.04 ≤ |x| ≤ 3 (suh a hoie was done for modeling heartbeat signals in the
paper Bardet al., 2011). Dene Xt := Zt+1 − Zt for t ∈ Z ; then X = (Xt)t∈Z is
a Gaussian stationary proess whih an be written as a Gaussian linear proess
(Wold deomposition Theorem) and behaving as a fGn of parameter 0.9 for low
frequenies (large time) and as a fGn of parameter 0.1 for high frequenies (small
time).
We applied the test statisti based on T˜N to 100 independent repliations of these pro-
esses. The results gure in Table 3.3. This goodness-of-t test is rejeted for proesses
MGN and MFGN. Whereas for the proess MFARIMA whih atually does not satisfy
the assumptions of Theorem 3.2 it is not rejeted. It is due to the fat the test alulates
the average behavior of the sample whereas in ase of hange (for example MFARIMA) it
alulates the average of LRD parameter (a sample mean of 0.28 for d˜N and a standard
deviation 0.03 are obtained for N = 104).
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First, we will use many times the following lemmas :
Lemma 3.1 If g is a funtion satisfying Assumption Ψ(k) with k ≥ 1, then for all λ ∈ R,
∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a −
∫ 1
0
g(t)e−iλ tdt
∣∣∣ ≤ Cg(k) min(1 + |λ|k
ak
, 1
)
(3.5.1)
with Cg(k) = 2
k∑
p=0
(
k
p
)
sup
x∈[0,1]
|g(p)(x)|. (3.5.2)
Proof 3.1 (Proof of Lemma 3.1) 1/ We rst prove that if h is a Ck(R) funtion suh
as h(x) = 0 for x /∈ [0, 1] with k ≥ 1, then for all a > 0 :
∣∣∣1
a
a∑
j=1
h
( j
a
)− ∫ 1
0
h(t)dt
∣∣∣ ≤ sup
x∈[0,1]
|h(k)(x)| 1
ak
. (3.5.3)
This proof is established by indution on k. If k = 1, the lassial approximation of an
integral by a Riemann sum implies
∣∣∣1
a
a∑
j=1
h
( j
a
)− ∫ 1
0
h(t)dt
∣∣∣ ≤ sup
x∈[0,1]
|h′(x)| 1
a
.
Now assume that the relationship (3.5.3) is true for any k ≤ n with n ∈ N∗. We are
going to prove that (3.5.3) is also true for k = n + 1. Indeed, assume that h satises
Assumption Ψ(n+ 1). Then, with the usual Taylor expansion
∣∣h(t)− h(u)− n∑
k=1
(t− u)k
k!
h(k)(u)
∣∣ ≤ |t− u|n+1
(n+ 1)!
sup
x∈[0,1]
|h(n+1)(x)| for (t, u) ∈ [0, 1]2
,
∣∣∣1
a
a∑
j=1
h
( j
a
)− ∫ 1
0
h(t)dt
∣∣∣ ≤ ∣∣∣ a∑
j=1
∫ j/a
(j−1)/a
n∑
k=1
(j/a− t)k
k!
h(k)(j/a)dt
∣∣∣ + 1
(n + 2)!
sup
x∈[0,1]
|h(n+1)(x)| 1
an+1
≤
n∑
k=1
1
ak(k + 1)!
∣∣∣1
a
a∑
j=1
h(k)(j/a)dt
∣∣∣ + 1
(n+ 2)!
sup
x∈[0,1]
|h(n+1)(x)| 1
an+1
.
Using (3.5.3) for h(k) and k = 1, . . . , n, we have
∣∣∣1
a
a∑
j=1
h(k)(j/a)dt −
∫ 1
0
h(k)(t)dt
∣∣∣ ≤ 1
(n− k + 1)! supx∈[0,1]
|h(n+1)(x)| 1
an+1−k
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sine h(k) satises Assumption Ψ(n + 1 − k). But ∫ 10 h(k)(t)dt = [ 1(k+1)!h(k+1)(t)]10 = 0.
Therefore,∣∣∣1
a
a∑
j=1
h
( j
a
)− ∫ 1
0
h(t)dt
∣∣∣ ≤ ( n∑
k=1
1
(k + 1)!
1
(n− k + 1)! +
1
(n+ 2)!
)
sup
x∈[0,1]
|h(n+1)(x)| 1
an+1
≤ (e− 2) sup
x∈[0,1]
|h(n+1)(x)| 1
an+1
,
and thus (3.5.3) is true for k = n+ 1 and therefore for any k ∈ N∗.
2/ Now, we apply (3.5.3) for h(t) = g(t)e−itλ when λ ∈ [a, a]. Sine |h(k)(t)| ≤∑kp=0 ( kp )|λ|p|g(k−p)(t)|,
and for all λ ∈ [a, a], supx∈[0,1] |h(k)(x)| ≤ max(1, |λ|k)
∑k
p=0
( k
p
)
sup
x∈[0,1]
|g(p)(x)| and
(3.5.1) follows.
Now when |λ| > a, it is lear that∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a −
∫ 1
0
g(t)e−iλ tdt
∣∣∣ ≤ 2 sup
x∈[0,1]
|g(x)|
and (3.5.1) follows. Moreover, if g is not the null funtion, we an not expet a really
smaller bound. Indeed, if we denote λ′ suh as
∫ 1
0 g(t)e
−iλ′tdt 6= 0 (if λ′ does not exist,
g(x) = 0 for all x ∈ R). Then, for a > λ′ and for λ = λ′ + 2nπa with n ∈ Z∗, then
1
a
∑a
j=1 g(j/a)e
−iλj/a = 1a
∑a
j=1 g(j/a)e
−iλ′j/a =
∫ 1
0 g(t)e
−iλ′t + O(a−k) when a → ∞
from the previous ase |λ′| ≤ a. But we also have ∫ 10 g(t)e−iλt = O(|λ|−k) = O(a−k) from
k integrations by parts sine g satises Assumption Ψ(k). Therefore, for any λ = λ′+2nπa
with n ∈ Z∗,∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a −
∫ 1
0
g(t)e−iλ tdt
∣∣∣ = ∣∣∣ ∫ 1
0
g(t)e−iλ
′t
∣∣∣+O(a−k)
that indues that we annot expet a better bound than O(1) when λ ∈ R.
Lemma 3.2 If g is a funtion satisfying Assumption Ψ(k) with k ≥ 0, then for all a ≥ 1
and λ ∈ [−aπ, 0) ∪ (0, aπ],∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a
∣∣∣ ≤ Dg(k) 1|λ|k with Dg(k) = 10k supx∈[0,1] |g(k)(x)|. (3.5.4)
3.5 Proofs 115
Proof 3.2 (Proof of Lemma 3.2) This proof is also established by indution on k. If
k = 0, it is obvious that :
∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a
∣∣∣ ≤ sup
x∈[0,1]
|g(x)|,
and (3.5.4) is satised. Now assume that property (3.5.4) is true for any k ≤ n with
n ∈ N∗. We are going to prove that (3.5.4) is also true for k = n + 1. Indeed, assume
that g satises Assumption Ψ(n+ 1). Then, with
Sj(a, λ) :=
j∑
ℓ=0
e−iλℓ/a =
1
2i sin(λ/2a)
(
eiλ/2a − e−iλ/2ae−ijλ/a) for j ∈ {0, 1, . . . , a},
∣∣∣1
a
a∑
j=1
g
( j
a
)
e−iλ
j
a
∣∣∣ = ∣∣∣1
a
a∑
j=1
g
( j
a
)(
Sj(a, λ)− Sj−1(a, λ)
)∣∣∣
≤ Ia(λ) + 1
a
∣∣g(1
a
)∣∣
with Ia(λ) :=
∣∣∣1
a
a−1∑
j=1
(
g
( j
a
)− g(j + 1
a
))
Sj(a, λ)
∣∣∣. (3.5.5)
But sine g satises Assumption Ψ(n+ 1) and a ≥ 1,
1
a
∣∣g(1
a
)∣∣ ≤ sup
x∈[0,1]
|g(n+1)(x)| 1
an+1(n+ 1)!
. (3.5.6)
Now, with the usual Taylor expansion
∣∣g( j + 1
a
)−g( j
a
)− n∑
k=1
1
akk!
g(k)
( j
a
)∣∣ ≤ 1
an+1(n + 1)!
sup
x∈[0,1]
|g(n+1)(x)| for j ∈ {0, 1, . . . , a−1}.
Therefore,
Ia(λ) ≤
n∑
k=1
1
akk!
∣∣∣1
a
a−1∑
j=1
g(k)
( j
a
)
Sj(a, λ)
∣∣∣ + 1
an+1(n+ 1)!
sup
x∈[0,1]
|g(n+1)(x)|.
From the denition of Sj(a, λ) and with the inequality
2
π u ≤ sin(u) ≤ u for u ∈ [0, π/2],
we have for λ ∈ [−aπ, 0) ∪ (0, aπ] and k ∈ {1, . . . , n} :
∣∣∣1
a
a−1∑
j=1
g(k)
( j
a
)
Sj(a, λ)
∣∣∣ ≤ 1
2| sin(λ/2a)|
(∣∣∣1
a
a−1∑
j=1
g(k)
( j
a
)∣∣∣+ ∣∣∣1
a
a−1∑
j=1
g(k)
( j
a
)
e−iλ
j
a
∣∣∣)
≤ πa
2|λ|
( 1
an+1−k(n+ 1− k)! supx∈[0,1]
|g(n+1)(x)|+Dg(k)(n+ 1− k)
1
|λ|n+1−k
)
,
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using (3.5.3) for bounding
1
a
∑a−1
j=1 g
(k)
( j
a
)
and the indution hypothesis for bounding
1
a
∑a−1
j=1 g
(k)
( j
a
)
e−iλ
j
a
. Hene, with (3.5.6),
Ia(λ) +
1
a
∣∣g(1
a
)∣∣ ≤ 1
an+1
sup
x∈[0,1]
|g(n+1)(x)|
n+1∑
k=0
1
(n+ 1− k)! k!
+
πa
2|λ| supx∈[0,1]
|g(n+1)(x)|
n∑
k=1
10n+1−k
akk!
1
|λ|n+1−k (3.5.7)
≤ (2π)
n+1
(n+ 1)! |λ|n+1 supx∈[0,1]
|g(n+1)(x)|+ 10
n+1
|λ|n+1 supx∈[0,1]
|g(n+1)(x)|
n∑
k=1
1
k!
( π
10
)k
(3.5.8)
≤ 10
n+1
|λ|n+1 supx∈[0,1]
|g(n+1)(x)|
n+1∑
k=1
1
k!
(π
5
)k
≤ 10
n+1
|λ|n+1 supx∈[0,1]
|g(n+1)(x)| (eπ/5 − 1), (3.5.9)
sine a−k ≤ πk |λ|−k for all λ ∈ [−aπ, 0) ∪ (0, aπ] and k ∈ {0, 1, . . . , n + 1}. Thus sine
eπ/5 − 1 < 1 and from (3.5.5) and (3.5.9), we dedue that (3.5.4) is true for k = n + 1
and therefore for any k ∈ N.
Proof 3.3 (Proof of Property 3.1) First, sine (Xt)t∈Z is a stationary entered li-
near proess, e(a, b) =
∑a
j=1
(
1√
a
ψ( ja)
)
Xb+j for any (a, b) ∈ N∗ × Z from (3.2.2) and∑a
j=1
1√
a
∣∣ψ( ja)∣∣ < ∞, it is lear that for a ∈ N∗, (e(a, b))b∈Z is a stationary entered
linear proess.
Now following similar omputations to those performed in Bardet et al. (2008) [Proof of
Property 1℄, we obtain with f the spetral density of X and for a ∈ N∗,
E(e2(a, 0)) =
∫ aπ
−aπ
f
(u
a
)× ∣∣∣1
a
a∑
j=1
ψ
( j
a
)
e−i
j
a
u
∣∣∣2 du.
Now, sine ψ satises Assumption Ψ(k) and therefore (3.2.1), from Lemma 3.1, for
u ∈ [−√a,√a] and a large enough,
∣∣∣∣∣1
a
a∑
j=1
ψ
( j
a
)
e−i
j
a
u
∣∣2 − |ψ̂(u)|2∣∣∣ ≤ 2Cψ(k) |u|k
ak
|ψ̂(u)|+ C2ψ(k)
|u|2k
a2k
≤
(
2Cψ(k) sup
x∈[0,1]
|ψ(k)(x)|+ C2ψ(k)
) 1
ak
. (3.5.10)
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Moreover, for |u| ∈ [√a , aπ], from Lemma 3.2 and a ∈ N∗, we have,
∣∣∣1
a
a∑
j=1
ψ
( j
a
)
e−i
j
a
u
∣∣∣2 ≤ D2ψ(k) 1|u|2k , (3.5.11)
Now, using (3.5.10) and (3.5.11), sine there exists cf > 0 satisfying f(λ) ≤ cf |λ|−2d for
all λ ∈ [−π, π], we dedue with Fψ(k) = 2Cψ(k) supx∈[0,1] |ψ(k)(x)| + C2ψ(k) and for all
d < 1/2,
∣∣∣E(e2(a, 0)) − ∫ √a
−√a
f
(u
a
)× |ψ̂(u)|2 du∣∣∣ ≤ Fψ(k)
ak
∫ √a
−√a
f
(u
a
)
du+ 2D2ψ(k)
∫ aπ
√
a
1
|u|2k f
(u
a
)
du
≤ a2d
(2cf Fψ(k)
1− 2d +
2D2ψ(k)
2k + 2d− 1
) 1
ak+d−1/2
. (3.5.12)
Now, using again (3.2.1), for a large enough,
∣∣∣ ∫ √a
−√a
f
(u
a
) |ψ̂(u)|2 du− ∫ ∞
−∞
f
(u
a
) |ψ̂(u)|2 du∣∣∣ ≤ (2cf sup
x∈[0,1]
|ψ(k)(x)|)a2d ∫ ∞√
a
1
u2d+2k
du
≤ a2d
(2cf supx∈[0,1] |ψ(k)(x)|
2k + 2d− 1
) 1
ak+d−1/2
. (3.5.13)
Finally, from Assumption A(d, d′) and using the denition (3.2.4) of K(ψ,α), we obtain
the following expansion :
∫ ∞
−∞
f
(u
a
) |ψ̂(u)|2 du = 2π ∫ ∞
−∞
(
cd
∣∣u
a
∣∣−2d + cd′∣∣u
a
∣∣d′−2d + ∣∣u
a
∣∣d′−2dε(u
a
)
) |ψ̂(u)|2 du
= 2π cdK(ψ,2d) a
2d + 2π cd′ K(ψ,2d−d′) a2d−d
′
+ o(a2d−d
′
) (3.5.14)
beause limλ→0 ε(λ) = 0 and applying Lebesgue Theorem. Then, using (3.5.12), (3.5.13)
and (3.5.14), we obtain that there exists C only depending on ψ and k suh as for a large
enough,
∣∣∣E(e2(a, 0)) − 2π cdK(ψ,2d) a2d − 2π cd′ K(ψ,2d−d′) a2d−d′∣∣∣ ≤ a2d (C a−k−d+1/2 + o(a−d′)). (3.5.15)
When k > d′ − d+ 1/2 implying k + d− 1/2 > d′, then (3.2.3) holds.
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Proof 3.4 (Proof of Theorem 3.1) We deompose this proof in 4 steps. First dene
the normalized wavelet oeients of X by :
e˜N (a, b) :=
e(a, b)√
E(e2(a, 0))
for a ∈ N∗ and b ∈ Z, (3.5.16)
and the normalized sample variane of wavelet oeients by :
T˜N (a) :=
1
N − a
N−a∑
k=1
e˜2(a, k). (3.5.17)
Step 1 We prove in this part that
(
NCov(T˜N (riaN ), T˜N (rjaN )
)
1≤i,j≤ℓ onverges to the
asymptoti ovariane matrix Γ(r1, . . . , rℓ, ψ, d) dened in (3.2.8). First for λ ∈ R, denote
Sa(λ) :=
1
a
a∑
t=1
ψ(
t
a
)eiλt/a.
Then for a ∈ N∗ and b = 1, · · · , N−a, sine ψ is [0, 1]-supported funtion and α̂ ∈ L2([−π, π])
induing α(k) =
∫ π
−π α̂(λ)e
ikλdλ,
N∑
t=1
α(t− s)ψ(t− b
a
) =
a∑
t=0
ψ
( t
a
) ∫ π
−π
α̂(λ)eiλ(t−s+b)dλ
=
∫ π
−π
aSa(aλ)α̂(λ)e
i(b−s)λdλ
=
∫ aπ
−aπ
Sa(λ)α̂(
λ
a
)ei(b−s)
λ
a dλ. (3.5.18)
But, for a, a′ ∈ N∗,
Cov(T˜N (a), T˜N (a
′)) =
1
N − a
1
N − a′
N−a∑
b=1
N−a′∑
b′=1
Cov(e˜2(a, b), e˜2(a′, b′))
=
(E(e2(a, 0))E(e2(a′, 0)))−1
4π2(N − a)(N − a′)
N−a∑
b=1
N−a′∑
b′=1
Cov(e2(a, b), e2(a′, b′)). (3.5.19)
Now,
Cov(e2(a,b), e
2
(a′,b′))=
1
a a′
N∑
t1,t2,t3,t4=1
∑
s1,s2,s3,s4∈Z
( 2∏
i=1
α(ti − si)ψ(ti − b
a
)
)
×
( 2∏
i=1
α(ti − si)ψ(ti − b
′
a′
)
)
Cov
(
ξs1ξs2 , ξs3ξs4
)
(3.5.20)
= C1 + C2, (3.5.21)
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sine there are only two nonvanishing ases : s1 = s2 = s3 = s4 (Case 1 => C1),
s1 = s3 6= s2 = s4 and s1 = s4 6= s2 = s3 (Case 2 => C2).
* Case 1 : in suh a ase, Cov
(
ξs1ξs2 , ξs3ξs4
)
= µ4 − 1 and
C1=
µ4 − 1
a a′
∑
s∈Z
∣∣∣ N∑
t=1
α(t− s)ψ(t− b
a
)
∣∣∣2∣∣∣ N∑
t=1
α(t− s)ψ(t− b
′
a′
)
∣∣∣2
C1=(µ4 − 1) a a′ lim
M→∞
∫
[−π,π]4
dλdλ′dµdµ′ei[b(λ−λ
′)+b′(µ−µ′)]
×
M∑
s=−M
eis[(λ−λ
′)+(µ−µ′)]Sa(aλ)α̂(λ)Sa(aλ′)α̂(λ′)Sa′(a′µ)α̂(µ)Sa′(a′µ′)α̂(µ′)
using the relation (3.5.18), with z denoting the onjugate of z ∈ C. From the usual asymp-
toti behavior of Dirihlet kernel, for g a 2π-periodi funtion suh as g ∈ C1((−π, π)),
lim
M→∞
∫ π
−π
DM (z)g(x + z)dz = g(x) uniformly in x with
DM (z) :=
1
2π
M∑
k=−M
eikz =
1
2π
sin
(
(2M + 1)z/2
)
sin
(
z/2
) . (3.5.22)
Thus with h : R4 7→ R a ontinuously dierentiable funtion 2π-periodi for eah om-
ponent,
lim
M→∞
∫
[−π,π]4
2πDM ((λ−λ′)+(µ−µ′))h(λ, λ′, µ, µ′)dλdλ′dµdµ′ = 2π
∫
[−π,π]3
h(λ′−µ+µ′, λ′, µ, µ′)dλ′dµdµ′;
Therefore,
C1 = 2π (µ4 − 1) a a′
∫
[−π,π]3
dλ′dµdµ′ei(µ−µ
′)(b′−b)
× Sa(a(λ′ − µ+ µ′))α̂(λ′ − µ+ µ′)Sa(aλ′)α̂(λ′)Sa′(a′µ)α̂(µ)Sa′(a′µ′)α̂(µ′). (3.5.23)
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* Case 2 : in suh a ase, with s1 6= s2, Cov
(
ξs1ξs2 , ξs1ξs2
)
= 1 and
C2=
2
a a′
∑
(s,s′)∈Z2,s 6=s′
N∑
t1=1
α(t1 − s)ψ(t1 − b
a
)
N∑
t2=1
α(t2 − s)ψ(t2 − b
′
a′
)
×
N∑
t3=1
α(t3 − s′)ψ(t3 − b
a
)
N∑
t4=1
α(t4 − s′)ψ(t4 − b
′
a′
)
=− 2C1
µ4 − 1+
1
a a′
∑
(s,s′)∈Z2
N∑
t1=1
α(t1 − s)ψ(t1 − b
a
)
N∑
t2=1
α(t2 − s)ψ(t2 − b
′
a′
)
×
N∑
t3=1
α(t3 − s′)ψ(t3 − b
a
)
N∑
t4=1
α(t4 − s′)ψ(t4 − b
′
a′
)
C2=− 2C1
µ4 − 1 + 2 a a
′ lim
M→∞
lim
M ′→∞
∫
[−π,π]4
dλdλ′dµdµ′ei[b(λ−µ)−b
′(λ′−µ′)]
×
M∑
s=−M
M ′∑
s=−M ′
eis(λ
′−λ)+is′(µ′−µ)Sa(aλ)α̂(λ)Sa′(a′λ′)α̂(λ′)Sa(aµ)α̂(µ)Sa′(a′µ′)α̂(µ′)
=− 2C1
µ4 − 1 + 8π
2 a a′
∫
[−π,π]2
ei(λ−µ)(b−b
′)Sa(aλ)Sa′(a′λ)Sa(aµ)Sa′(a′µ) ×
∣∣α̂(λ)∣∣2 ∣∣α̂(µ)∣∣2dλdµ,
using the asymptoti behaviors of two Dirihlet kernels.
Now we have to ompute
N−a∑
b=1
N−a′∑
b′=1
(C1+C2). In both ases (C1 and C2), one again obtains
a funtion of a Dirihlet kernel :
FN (a, a
′, v) :=
N−a∑
b=1
N−a′∑
b′=1
ei v (b−b
′) = eiv(a−a
′)/2 sin((N − a)v/2) sin((N − a′)v/2)
sin2(v/2)
. (3.5.24)
For a ontinuous funtion h : [−π, π] 7→ R,
lim
N→∞
1
N
∫ π
−π
h(v)FN (a, a
′, v)dv = lim
N→∞
1
N2
∫ πN
−πN
h(
v
N
)FN (a, a
′,
v
N
)dv
= 4h(0)
∫ ∞
−∞
sin2(v/2)
v2
dv = 2πh(0),
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thanks to Lebesgue Theorem and with a/N → 0 (N → 0). Then, from (3.5.23),
N
1
N − a
1
N − a′
N−a∑
b=1
N−a′∑
b′=1
C1∼4π2 (µ4 − 1)aa′
∫
[−π,π]2
dλ′dµ′|Sa(aλ′)|2 |Sa′(a′µ′)|2 |α̂(λ′)|2|α̂(µ′)|2
∼4π2 (µ4 − 1)
∫ aπ
−aπ
|Sa(λ)|2 |α̂(λ/a)|2dλ
∫ a′π
−a′π
|Sa(µ)|2 |α̂(µ/a′)|2dµ
=⇒ N (E(e
2(a, 0)))−1E(e2(a′, 0)))−1
4π2(N − a)(N − a′)
N−a∑
b=1
N−a′∑
b′=1
C1 −→
N→∞
(µ4 − 1) (3.5.25)
and therefore
N
aN
(raNr
′aN )−2d(cdK(ψ,2d))−2
4π2(N − raN )(N − r′aN )
N−raN∑
b=1
N−r′aN∑
b′=1
C1 −→
N→∞
0, (3.5.26)
with a = raN and a
′ = r′aN , using the same arguments than in Property 3.1 sine
aN →∞.
Moreover, always with aN →∞ and N/aN →∞,
N
1
N − a
1
N − a′
N−a∑
b=1
N−a′∑
b′=1
C2∼16π3aa′
∫ π
−π
∣∣Sa(aλ)∣∣2∣∣Sa′(a′λ)∣∣2∣∣α̂(λ)∣∣4dλ
− 2N
µ4 − 1
1
N − a
1
N − a′
N−a∑
b=1
N−a′∑
b′=1
C1
∼ 16π3rr′aN
∫ aNπ
−aNπ
∣∣SraN (rλ)∣∣2∣∣Sr′aN (r′λ)∣∣2∣∣α̂(λ/aN )∣∣4dλ
− 2N
µ4 − 1
1
N − raN
1
N − r′aN
N−raN∑
b=1
N−r′aN∑
b′=1
C1
=⇒ N
aN
(r r′ a2N )
−2d(cdK(ψ,2d))−2
4π2(N − raN )(N − r′aN )
N−raN∑
b=1
N−r′aN∑
b′=1
C2 −→
N→∞
4π
(rr′)1−2d
K2(ψ,2d)
∫ ∞
−∞
∣∣ψ̂(rλ)∣∣2|ψ̂(r′λ)∣∣2
λ4d
dλ,
always using the same trik than in Property 3.1 sine aN → ∞ and N/aN → ∞.
Therefore, with (3.5.26), one dedues that :
N
aN
Cov(T˜N (r aN ), T˜N (r
′ aN )) −→
N→∞
4π
(rr′)1−2d
K2(ψ,2d)
∫ ∞
−∞
∣∣ψ̂(rλ)∣∣2|ψ̂(r′λ)∣∣2
λ4d
dλ. (3.5.27)
Note that if r = r′ then
N
r aN
Var(T˜N (r aN )) −→
N→∞
σ2ψ(d) = 64π
5 K(ψ∗ψ,4d)
K2(ψ,2d)
only depen-
ding on ψ and d.
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Step 2 We prove here that if the distribution of the innovations (ξt)t is suh that there
exists r > 0 satisfying E
(
erξ0
) ≤ ∞ (ondition so-alled the Cramèr ondition), then for
any a ∈ N∗, (T˜N (ri aN ))1≤i≤ℓ =
(
1
N−riaN
∑N−riaN
k=1 e˜
2(riaN , k)
)
1≤i≤ℓ
satises a entral
limit theorem. Suh theorem is implied by proving
√
N
aN
∑ℓ
i=1
ui
N−riaN
∑N−riaN
k=1 e˜
2(riaN , k)
asymptotially follows a Gaussian distribution for any vetor (ui)1≤i≤ℓ ∈ Rℓ.
For establishing this result we are going to adapt a proof of Giraitis (1985) where en-
tral limit theorems for funtion of linear proesses are proved using a deomposition with
Appell polynomials. Indeed sine X satises Assumption A(d, d′) and an be a two-sided
linear proess, martingale type results as in Wu (2002) or Furmanzyk (2007) an not be
applied. Moreover, sine (aN )N is a sequene depending on N it is required to prove a
entral limit theorem for triangular arrays. Unfortunately the reent paper of Roue and
Taqqu (2009) dealing with entral limit theorems for arrays of deimated linear proesses,
and whih an be applied to establish a multidimensional entral limit for the variogram
of wavelet oeients assoiated to a multi-resolution analysis an not be applied here
beause in this paper this variogram is dened as in (3.2.6) with oeients taken every
n/nj (≃ aN with our notation) and the mean of nj (N/aN with our notation) oeients
is onsidered (with a onvergene rate
√
nj). Our denition of the wavelet oeient va-
riogram (3.2.5) is an average of N − aN terms and the onvergene rate is N/aN . Then
we hose to adapt the method and results of Giraitis (1985).
More preisely, onsider the ase ℓ = 1. For a > 0, (e˜(a, b))1≤b≤N−a is a stationary linear
proess satisfying assumptions of the paper of Giraitis (alled Xt in this artile). Now we
onsider H2(x) = x
2−1 the seond-order Hermite polynomial and we would like to prove
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that
( N
aN
)1/2 1
N − aN
N−aN∑
b=1
(
e˜2(aN , b)− 1
) ≃
( 1
NaN
)−1/2 N−aN∑
b=1
H2(e˜(aN , b))
L−→
N→∞
N (0, σ2ψ(d)). (3.5.28)
Now sine the distribution of ξ0 is supposed to satisfy the Cramèr ondition, following
the proof of Proposition 6 (Giraitis, 1985), dene S
(n)
N =
∑N−aN
b=1 A
(aN )
n (e˜(aN , b)) where
A
(aN )
n is the Appell polynomial of degree n orresponding to the probability distribution of
e˜(aN , ·). We are going to prove that the umulants of order k ≥ 3 are suh as
χ
(
S
(n(1))
N , . . . , S
(n(k))
N
)
= o
(
(NaN )
k/2
)
(3.5.29)
for any n(1), · · · , n(k) ≥ 2 (the omputation of the umulants of order 2 is indued by Step
1 of this proof) and then (3.5.28) holds. Indeed, χ
(
S
(n(1))
N , . . . , S
(n(k))
N
)
=
∑
γ∈Γ0(T ) dγIγ(N)
where Γ0(T ) is the set of possible diagrams and the denition of Iγ(N) is provided in (34)
of Giraitis (1985).
In the ase of Gaussian diagrams, Iγ(N) = o
(
(NaN )
k/2
)
, sine this ase is indued by
the Gaussian ase and the seond order moments.
If γ is a non-Gaussian diagram, mutatis mutandis, we are going to follow the notation
and proof of Lemma 2 of Giraitis (1985). Note rst from Step 1, we an write :
e˜(a, b) =
∑
s∈Z
βa(b− s) ξs with βa(s) =
√
a√
Ee2(a, b)
∫ π
−π
Sa(aλ)α̂(λ)e
iλsdλ.(3.5.30)
Then for u ∈ [−π, π],
β̂a(u) =
1
2π
∞∑
s=−∞
βa(s)e
−isu
=
√
a
2π
√
Ee2(a, b)
lim
m→∞
∫ π
−π
m∑
s=−m
Sa(aλ)α̂(λ)e
is(λ−u)dλ
=
√
a√
Ee2(a, b)
Sa(au)α̂(u),
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with the asymptoti behavior of Dirihlet kernel. Now, in the ase a/ of Lemma 2 of
Giraitis (1985), onsider the diagram V1 = {(1, 1), (2, 1), (3, 1)} and assume that for the
rows Lj of the array T , j = 1, · · · , k (k ≥ 3), |V1 ∩ Lj| ≥ 1 for at least 3 dierent rows
Lj. Then the inequality (39) an be repeated, and on the hyperplane xV1 , a part of the
integral (34) provides
∣∣∣ ∫
{x11+x21+x31=0}∩[−π,π]3
dx11dx21dx31
3∏
j=1
DN ((xj1 + · · ·+ xjn(j))β̂a(xj1)
∣∣∣ ≤ C α1(u1)α2(u2)α3(u3),
with ui = xi2 + · · ·+ xin(i) and the same expressions of αi provided in Giraitis (1985). It
remains to bound αi(u). But, with the same approximations as in the proof of Property
3.1, for aN and N large enough
α1(u) =
∫ π
−π
∣∣β̂aN (u)DN (x+ u)∣∣dx ∼ √2π 1√aN
∫ aNπ
−aNπ
∣∣ ψ̂(x)
|x|d
∣∣ ∣∣DN( x
aN
+ u
)∣∣du
≤ 2√aN sup
x∈R
{ |ψ̂(x)|
|x|d
} ∫ π
−π
|DN (x+ u)|dx
≤ 2C sup
x∈R
{ |ψ̂(x)|
|x|d
}√
aN logN,
sine there exists C > 0 suh as
∫ π
−π |DN (x+ u)|dx ≤ C logN for any u ∈ [−π, π]. Now
for i = 2, 3, aN and N large enough,
α2i (u) = ‖β̂aN (·)DN (u+ ·)‖22
≤ 2
∫ aNπ
−aNπ
|ψ̂(x)|2
|x|2d D
2
N
( x
aN
+ u
)
du
≤ 2C sup
x∈R
{ |ψ̂(x)|2
|x|2d
}
aN
∫ π
−π
|D2N (x+ u)|dx
≤ C ′ sup
x∈R
{ |ψ̂(x)|2
|x|2d
}
NaN .
Then α1(u1)α2(u2)α3(u3) = o((NaN )
3/2).
For the k− 3 other terms, a result orresponding to Lemma 1 of Giraitis (1985) an also
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be obtained. Indeed, for aN and N large enough,
‖gN,j‖22 =
∫
[−π,π]n(j)
dxD2N (x1 + · · ·+ xn(j))
n(j)∏
i=1
|β̂aN (xi)|2
≤ C
∫
[−aNπ,aNπ]n(j)
dxD2N (
1
aN
(x1 + · · ·+ xn(j))
n(j)∏
i=1
|ψ̂(xi)|2
|xi|2d
≤ C ∣∣ sup
x∈R
{ |ψ̂(x)|2
|x|2d
}∣∣n(j) aN ‖DN( · )‖22
≤ C ′NaN
with C ′ ≥ 0 not depending on N and aN . Thus ‖gN,j‖2 ≤ C (NaN )1/2 with C ≥ 0.
Using the same reasoning, there also exists C ′ ≥ 0 suh as ‖g′N,j‖2 ≤ C (NaN )1/2 for
j ≥ 2 while ‖g′N,1‖2 = O(
√
aN logN) = o((NaN )
1/2). As a onsequene, for γ suh as
|V1 ∩ Lj| ≥ 1 for at least 3 dierent rows Lj, and more generally with |V1| ≥ 3,
Iγ(N) = o
(
(NaN )
k/2
)
. (3.5.31)
For other γ, it remains to bound the funtion h(u1, u2) dened in Giraitis (1985, p. 32)
as follows (with x = x11 + x12) and with u1 + u2 6= 0 :
h(u1, u2) =
( ∫ π
−π
∣∣β̂aN (−x)DN (u1 + x)DN (u2 − x)∣∣dx)(∫ π
−π
∣∣β̂aN (x)∣∣2dx)
≤ ∣∣ sup
x∈R
{ |ψ̂(x)|2
|x|2d
}∣∣ aN (∫ π
−π
∣∣DN(u1 + x)DN(u2 − x)∣∣dx)(2π ∫ ∞
−∞
|ψ̂(x)|2
|x|2d dx
)
.
But
∫ π
−π
∣∣DN(u1 + x)DN(u2 − x)∣∣dx ≤ 2∫ 2πN
−2πN
∣∣∣sin(x)
x
sin(N2 (u1 + u2)− x)
sin(12 (u1 + u2)− xN )
∣∣∣dx
≤

C logN
∣∣ sin(12(u1 + u2))∣∣−1 if |u1 + u2| ≥ (N logN)−1
C N if |u1 + u2| < (N logN)−1
.
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Therefore,
‖h(u1, u2)‖22 =
∫
[−π,π]2
h2(u1, u2)du1du2 ≤ C a2N
(
log2N
∫ π
(N logN)−1
(sinx)−2 dx
+N2
∫ (N logN)−1
0
dx
)
≤ C a2N
(
N log3N +N logN
)
,
and hene ‖h(u1, u2)‖2 = o(NaN ). Finally, (3.5.31) holds for all γ and it implies (3.5.29)
and therefore (3.5.28).
If ℓ > 1, the same proof an be repeated from the linearity properties of umulants. Thus,
(T˜N (ri aN ))1≤i≤ℓ satises the following entral limit :√
N
aN
(
T˜N (ri aN )− 1
)
1≤i≤ℓ
D−→
N→∞
N (0 , Γ(r1, . . . , rℓ, ψ, d)), (3.5.32)
with Γ(r1, . . . , rℓ, ψ, d) = (γij)1≤i,j≤ℓ given in (3.2.8).
Step 3 Now we extend the entral limit obtained in Step 2 for linear proesses with
an innovation distribution satisfying a Cramèr ondition (E
(
erξ0
)
< ∞) to the weaker
ondition Eξ40 < ∞ using a trunation proedure. Thus assume now that Eξ40 < ∞. Let
M > 0 and dene ξ−t = ξt I|ξ|≤M and ξ
+
t = ξt I|ξ|>M , e˜
−(a, b) =
∑
s∈Z βa(b − s) ξ−s and
e˜+(a, b) =
∑
s∈Z βa(b− s) ξ+s using (3.5.30). Clearly e˜(a, b) = e˜+(a, b)+ e˜−(a, b). We are
going to prove that (3.5.32) holds. For this, we begin by writing
T˜N (ri aN )− 1 = 1
N − riaN
(N−riaN∑
b=1
(
e˜−(riaN , b)
)2 − 1) (3.5.33)
−2e˜+(riaN , b)e˜−(riaN , b) +
(
e˜+(riaN , b)
)2)
(3.5.34)
We rst prove that
(
T˜−N (ri aN ) − 1
)
1≤i≤ℓ =
(
1
N−riaN
∑N−riaN
b=1
(
e˜−(riaN , b)
)2 − 1)
1≤i≤ℓ
also satises (3.5.32). Indeed, (e˜−(riaN , b)) is a linear proess with innovations (ξ−t )
satisfying the Cramèr ondition and it is obvious that
(
E
(
e˜(riaN ,b)
)2
E
(
e˜−(riaN ,b)
)2)1/2 e˜−(riaN , b)b,i
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has exatly the same distribution than e˜(riaN , b)b,i. Therefore it remains to prove that√
N
aN
(
E
(
e˜(riaN ,b)
)2
E
(
e˜−(riaN ,b))2
−1
)
onverges to 0. We have E
(
e˜(riaN , b))
2 =
(∑
s∈Z β
2
a(s)
)
E(ξ0)
2 = 1
and Eξ20 = 1 (from Property 3.1). Then∣∣∣E(e˜−(riaN , b))2
E
(
e˜(riaN , b))2
− 1
∣∣∣ ≤ 2(E(e˜+(riaN , b))2)1/2 + E(e˜+(riaN , b))2.
We have E
(
e˜+(riaN , b))
2 =
(∑
s∈Z β
2
a(s)
)
E(ξ+0 )
2 = E(ξ+0 )
2
from previous arguments
and sine we assume that the distribution of ξ0 is symmetri. But using Hölder's and
Markov's inequalities :
E(ξ+0 )
2 ≤ (Eξ40)1/2(Pr(|ξ0| > M))1/2 ≤ (Eξ40)M−2.
Hene, there exists C > 0 not depending on M and N ,√
N
aN
∣∣∣E(e˜−(riaN , b))2
E
(
e˜(riaN , b))2
− 1
∣∣∣ ≤ C
M
√
NaN −→
N→∞
0
when M = N (for instane). Therefore
(
T˜−N (ri aN )− 1
)
1≤i≤ℓ satises the CLT (3.5.32).
From (3.5.33), it remains to prove that√
N
aN
1
N − riaN
(N−riaN∑
b=1
−2e˜+(riaN , b)e˜−(riaN , b) +
(
e˜+(riaN , b)
)2) P−→
N→∞
0.
From Markov's and Hölder inequalities, this is implied when√
N
aN
(
E
(
e˜+(riaN , b)
)2
+ 2
√
E
(
e˜+(riaN , b)
)2) −→
N→∞
0 with E
(
e˜+(riaN , b)
)2
= 1
. Using E
(
e˜+(riaN , b))
2 ≤ (Eξ40)M−2 obtained above, we dedue that this statement holds
when M = N (for instane). As a onsequene, from (3.5.33), the CLT (3.5.32) holds
even if the distribution of ξ0 is symmetri and suh that Eξ
4
0 <∞.
Step 4 It remains to apply the Delta-method to (3.5.32) with the funtion
(x1, . . . , xℓ) 7→ (log x1, . . . , log xℓ) :
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√
N
aN
(
log
(
TN (ri aN )
) − log (E(e2(aN , 0))))
1≤i≤ℓ
D−→
N→∞
N (0 , Γ(r1, . . . , rℓ, ψ, d)),
With E
(
e2(aN , 0)
)
provided in Property 3.1, we obtain
logE
(
e2(aN , 0)
)
= 2d log(aN ) + log
(
2π cdK(ψ,2d)
)
+
cd′K(ψ,2d−d′)
cdK(ψ,2d)
1
ad
′
N
(
1 + o(1)
)
Therefore, when
√
N
aN
1
ad
′
N
−→
N→∞
0, i.e. N
1
1+2d′ = o(aN ), the CLT (3.2.7) holds.
Proof 3.5 (Proof of Theorem 3.1) Here we use Theorem 1 of Bardet et al. (2008)
where it was proved that the CLT (3.2.7) is still valid when aN is replaed by N
α˜N
.
Then, sine d˜N = M˜N YN (α˜N ) with M˜N =
(
0 1/2
)(
Z ′1Γ̂
−1
N Z1
)−1
Z ′1Γ̂
−1
N we dedue that√
N/N α˜N
(
d˜N − d
)
is asymptotially Gaussian with asymptoti variane the limit in pro-
bability of M˜N Γ(1, . . . , ℓ, d, ψ) M˜
′
N , that is σ
2
.
The relation (3.3.6) is also an obvious onsequene of Theorem 1 of Bardet et al. (2008).
Proof 3.6 (Proof of Theorem 3.2) The theory of linear models an be applied : ZN α˜N
( c˜N
2d˜N
)
is an orthogonal projetor of YN (α˜N ) on a subspae of dimension 2, therefore YN (α˜N )−ZN α˜N
( c˜N
2d˜N
)
is an orthogonal projetor of YN (α˜N ) on a subspae of dimension ℓ− 2. Moreover, using
the CLT (3.2.7) where aN is replaed by N
α˜N
, we dedue that
√
N/N α˜N Γ̂−1N YN (α˜N )
asymptotially follows a Gaussian distribution with asymptoti ovariane matrix Iℓ (iden-
tity matrix). Hene from the usual Cohran Theorem we dedue (3.3.8).
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