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Given integers j and k and a graph G, we consider partitions of the vertex set of G into j+ k
partswhere j of these parts induce empty graphs and the remaining k induce cliques. If such
a partition exists, we say G is a (j, k)-graph. For a fixed j and k we consider the maximum
order n where every graph of order n is a (j, k)-graph. The split-chromatic number of
G is the minimum j where G is a (j, j)-graph. Further, the cochromatic number is the
minimum j+kwhereG is a (j, k)-graph.We examine some relations between cochromatic,
split-chromatic and chromatic numbers. We also consider some computational questions
related to chordal graphs and cographs.
© 2009 Published by Elsevier B.V.
1. Introduction
For undefined terms and concepts, the reader is referred to [5]. If, in the following, an integer parameter is defined by an
expression which is non-integral, simply round up to the closest integer. We will represent the natural logarithm as log. In
the following G will represent a simple finite graph with n vertices. Unless stated otherwise, m will represent the number
of edges in G. An n-graph (n-clique) is a graph (clique) with n vertices. The graph iKj is the disjoint union of i copies of Kj. A
graph is empty if it contains no edges. A set of vertices is independent if it induces an empty graph. Given integers j and k
where n ≥ j + k, a (j, k)-coloring of G is a partition of the vertex set V (G) with j + k parts where j of them induce empty
graphs and k induce cliques; in the following we will assume that n ≥ j+ k. In addition, we will say that a graph admitting
a (j, k)-coloring is (j, k)-colorable. This concept is discussed in a variety of places including [1,9,13,20]. It is an extension of
the notion of split graphs introduced in [14]. A graph is split if it is (1, 1)-colorable. We will let R(j, k) be the (j, k)-Ramsey
number. That is, R(j, k) is the minimum n having the property that every n-graph contains an induced empty graph of order
j or a complete graph of order k. Let c(j, k) be the maximum nwhere every n-graph has a (j, k)-coloring. If G is a (j, k)-graph
then the complement of G is a (k, j)-graph. Hence we have the following.
Remark 1. With the preceding notation, c(j, k) = c(k, j) for all j and k.
We note that (k+ 1)Kj+1 is not a (j, k)-graph. Hence we have the following.
Remark 2. With the preceding notation, c(j, k) ≤ jk+ j+ k for all j and k.
It is shown in [20] that a chordal graph is a (j, k)-graph unless it contains (j+ 1)Kk+1 as an induced subgraph.
This parameter c is related to the following. The cochromatic number, z(G), of graph G is the minimum order over all
partitions of V (G)where each part induces a complete or empty graph. Thus, if G is a (j, k)-graph then z(G) ≤ j+ k. Further,
by definition we have the following.
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Remark 3. For G, any graph, z(G) = min{j+ k : G is a (j, k)-graph}.
Cochromatic numbers are introduced in [25] and studied in a variety of places including [12,17]. We note that c is lattice
preserving in the following sense.
Remark 4. With the preceding notation, c(j, k)+ c(j′, k′) ≤ c(j+ j′, k+ k′) for all j, j′, k, k′ ≥ 1.
Proof. Suppose that G is a graph on c(j, k)+ c(j′, k′) vertices. We claim that G is a (j+ j′, k+ k′)-graph. Arbitrarily partition
the vertices into two sets, one of size c(j, k) and the other of size c(j′, k′). Let H be the graph induced by the first part and H ′
be the graph induced by the remaining vertices. Note thatH is a (j, k)-graph andH ′ is a (j′, k′)-graph. So we can partition the
vertices of H so that j parts induce empty graphs and k parts induce cliques. Likewise, the vertices of H ′ can be partitioned
so that j′ parts induce empty graphs and k′ parts induce cliques. Combining these two partitions produces a partition of G
with j+ j′ parts that induce empty graphs and k+ k′ parts that induce cliques. Thus, G is a (j+ j′, k+ k′)-graph, as claimed.

Given remarks in the following two sections, it seems unlikely that the bound in Remark 4 is sharp in any sense.
In the next section, we will consider several particular values of c. We follow this with a consideration of asymptotic
bounds on c. We present several relations between (j, k)-colorings, split-colorings and cocolorings paying particular
attention to triangle-free graphs as well as graphs with large girth. We close with a few remarks on computational
complexity.
2. Exact values
Without difficulty we see that c(1, 1) = 3, c(2, 1) = 5 and c(3, 1) = 7.
Remark 5. With the preceding notation, c(2, 2) = 8.
Proof. From Remark 2 we see that c(2, 2) ≤ 8. So, suppose that G is an 8-graph. If G contains a triangle then place all three
vertices in a part. Now five vertices remain and these five vertices induce a (2, 1)-graph, in which case G is a (2, 2)-graph.
So suppose that G contains no triangle. As R(3, 3) is 6, we note that the complement of G contains a triangle. Hence, the
complement is a (2, 2)-graph and thus G is a (2, 2)-graph. 
Remark 6. With the preceding notation, c(2, 3) = 11.
Proof. FromRemark 2wenote that 11 is an upper bound on c(2, 3). So, suppose thatG is an 11-graph. IfG contains a triangle,
then place its vertices in a part. From Remark 5, the remaining vertices induce a (2, 2)-graph and thus G is a (2, 3)-graph.
So suppose that G is triangle-free. From [7], we know that the Grötzsch–Mycielski graph is the unique triangle-free graph
of order 11 with chromatic number at least 4. The Grötzsch–Mycielski graph is indeed a (2, 3)-graph. So suppose that G is a
triangle-free 11-graph other than the Grötzsch–Mycielski graph. Then G has chromatic number at most 3. So the vertices of
G can be partitioned into three independent sets. But one of these sets has order at most 3. Hence, G is a (2, 3)-graph. 
In order to discuss c(3, 3)we present two lemmas.
Lemma 7. If G is a graph of order 6 with independence number at most 3, then G is either a (0, 3)-graph or the union of a 5-cycle
and an independent vertex.
Proof. Suppose that G is a graph of order 6 with independence number at most 3 and is not a (0, 3)-graph. Let H be G¯. Note
that H is K4-free and is not 3-colorable. From [6,28] we know that the only K4-free 6-graph that is not 3-colorable is the
5-wheel. Thus, G is the complement of the 5-wheel, our desired result. 
Lemma 8. If G is a graph of order 17 with clique number at most 3, then G is 6-colorable.
Given that the order of the smallest 7-chromatic K4-free graph is unknown, this result is perhaps not best possible. However,
it is sufficient for our purposes. In fact, we only need the fact that any K4-free graph of order 15 is 6-colorable.
Proof. From [24] we know that there is exactly one graph on 17 vertices with clique and independence numbers both less
than 4. It has chromatic number 6. So suppose that G is some other graph of order 17 which contains no 4-clique. Remove
four independent vertices and assign them a color. As is shown in [18], the Ramsey number R(3, 4) is 9. So we may find
three independent vertices in what remains and give them a color. This leaves a graph of order 10. From [27], we know that
the remaining vertices can be colored with four colors. Hence, at most six colors are used. 
From the preceding proof, taking the graph of order 17 with no complete or independent set of order 4 and removing a
vertex, we produce a K4-free graph of order 16with chromatic number 6. In [21] it is shown that there are exactly 56 K4-free
graphs on eleven vertices with a chromatic number of 5 and [27] shows that there are none of order 10. So we pose the
following:
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Question 9. What are the orders of the smallest K4-free graphs with chromatic numbers 6 and 7?
Theorem 10. With the preceding notation, c(3, 3) = 15.
Proof. From Remark 2, we know that c(3, 3) ≤ 15. Let G be a graph of order 15. We claim that G is a (3, 3)-graph. If G
contains a 4-clique then place all four vertices in a set and remove them from G. What remains has 11 vertices and is a (3,
2)-graph by Remark 6. Hence, G is a (3, 3)-graph. So, suppose that G contains no 4-clique. By similar reasoning, we may
suppose that G has independence number at most 3.
So properly color G using exactly six colors. Let the color classes be S1, S2, . . . , S6. By renaming, if necessary, we may
assume that |S1| ≤ |S2| ≤ · · · ≤ |S6|. Let S = S1 ∪ S2 ∪ S3. Since the independence number of G is 3, S contains exactly six
vertices. If the graph induced by S is a (0, 3)-graph then we are finished. So by Lemma 7 we may assume that S induces the
union of a 5-cycle and an independent vertex. Let u be the independent vertex. Let the vertices in the 5-cycle be labeled in
the order in which they appear as v1, v2, . . . , v5. Let H be the graph induced by S ∪ S4. We note that H has order 9. Label the
vertices of S4 asw1, w2, w3. As G \ H is 2-colorable, we wish to show that H is a (1, 3)-graph.
As u, v1, v3 are independent, we note that if H \ {u, v1, v3} is a (0, 3)-graph, then we are finished. So, suppose that
H \ {u, v1, v3} is the union of a 5-cycle and an independent vertex. As the 5-cycle does not contain three independent
vertices, one vertex of S4, sayw1, is not in the 5-cycle. Hence, v2 is adjacent tow2 andw3. Without loss of generality, we will
assume that v4w2 and v5w3 are edges.
Note that H \ {u, v1, v4} contains six vertices, one of them of degree at least 3. Hence, H \ {u, v1, v4} cannot be a 5-cycle
together with an isolated vertex. Thus, H \ {u, v1, v4} is a (0, 3)-graph. As {u, v1, v4} is independent, H is a (1, 3)-graph.
Hence, G is a (3, 3)-graph, as claimed. 
From the preceding remarks it is tempting to conjecture that c(j, k) = jk+ j+k for all j and k. But the next section shows
that this is false.
3. Bounds
Clearly, c(0, k) = k. Remark 2 tells us that c(1, k) ≤ 2k+ 1. Given a graph of order 2k+ 1 we can remove edges one at a
time until an empty graph remains. Hence the following.
Remark 11. With the preceding notation, c(1, k) = 2k+ 1 for all k.
We now extend this.
Theorem 12. For j ≥ 2 fixed and k sufficiently large,
2k+ c1j
√
k log k ≤ c(j, k) ≤ 2k+ c2j
√
k log k
where c1 and c2 are positive constants.
Proof. In the following, we assume that j ≥ 3. The case where j = 2 is left to the reader. We make use of the result of [23]
which states R(3, t) = θ(t2/ log t). Thus, for some positive constant a < 1, every triangle-free graph of order n contains
an independent set of a
√
n log n vertices. Thus, as long as a graph contains at least k/2 vertices we can find a triangle or an
independent set of order a
√
k
2 log
k
2 . For large enough values of m, this last expression is bounded below by
a
2
√
k log k. So,
suppose that we are given a graph G of order 2k + a3 j
√
k log k. We now consider a multistage process that forms a (j, k)-
coloring of G. In the first step we remove triangles from G. Then we sequentially remove large independent sets. Then we
remove edges until none remain. The process closes by taking all remaining vertices, should any exist, and placing them in
a part. This part must necessarily induce an empty graph.
We now describe this process inmore detail. First, remove triangles from G until either no triangles remain or fewer than
k/2 vertices remain. Suppose that during this stage we remove t triangles. If we have at least k/2 vertices remaining, we
can find an independent set of order a2
√
k log k. Remove this independent set and repeat the process until exactly j− 1 such
independent sets are removed or fewer than k/2 vertices remain. There remains at this stage at most 2k + a3 j
√
k log k −
3t − a2 (j− 1)
√
k log k vertices and for sufficiently large k this is less than 2k− 3t . Continue the partition of V (G) by taking
remaining edges and placing their end-points in doubletons and subsequently removing them. At the close of this process,
if any vertices remain, form one last set of independent vertices. In this partition, at most j parts induce empty graphs. Also,
in this partition, some parts induce complete graphs of orders 2 and 3. There are at most t+ (2k− 3t)/2 cliques removed in
this process and this is bounded above by k. Hence, G is a (j, k)-graph. So setting c1 equal to a3 establishes the lower bound.
Returning to the fact that R(3, t) = θ(t2 log t), we note the existence of a constant b > 0 where for each n there exists
a triangle-free graph of order n which contains no independent set of order b
√
n log n. Choose c2 to be at least 3b. So set
n equal to 2k + c2j√k log k. Let H be a triangle-free graph of order n which has independence number at most b√n log n.
This last expression is bounded above by 2b
√
k log k for sufficiently large j. Suppose that H has a (j, k)-coloring. Each clique
contains at most two vertices. Each independent set contains at most 2b
√
k log k vertices. Thus, the decomposition covers
at most 2jb
√
k log k+ 2k vertices, which is less than the order of H . Hence, the desired upper bound is established. 
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A split-coloring ofG is a partition ofV (G)where each part induces a split graph. The split-chromatic number, s(G), ofG is the
minimum number of colors needed to color the vertices so that each color class induces a split graph. The split-chromatic
number is studied in [10]. Clearly, the split-chromatic number of a graph G is the minimum k where G is a (k, k)-graph.
Further, any graph of order c(k, k) has a split-chromatic number of at most k.
Theorem 13. With the preceding notation, c(k, k) = θ(k log k).
Proof. It is shown in [12] that if G has order n then z(G) ≤ (1 + o(1)) log 4 nlog n . So, setting n equal to ak log k, where a is a
constant, we produce an upper bound that is asymptotic to ak log 4. Thus, if a is small enough, ak log 4 is less than k. Hence,
any ak log k-graph has cochromatic number less than k and is a (k, k)-graph.
In [12] the existence of graphs of order 2k log k which have cochromatic number greater than 2k is shown. But such
graphs cannot be (k, k)-graphs. Hence, the proof is complete. 
Thus, if G is an n-graph, s(G) ≤ anlog n where a is some constant and this is asymptotically best possible. For other families
of graphs, smaller bounds are possible. For example, we know from [8] that if G is perfect and of order n then s(G) ≤ d√n e.
Our next remark improves this slightly, showing that the ceiling can be replaced with a floor.
Theorem 14. If G is a perfect n-graph then s(G) ≤ √n.
Proof. We will proceed by induction on k to show that if k2 ≤ n < (k + 1)2 then s(G) ≤ k. Omitting the base case, we
consider several cases. First, suppose that n equals the largest integer value on this interval, namely n = k2 + 2k. Suppose
that G has clique number ω. Note that the chromatic number is ω and hence G contains an independence number of at least
d n
ω
e. Let A be a set of vertices that induce an ω-clique and let B be an independent set of at least d n
ω
e vertices. Note that A
and B contain at most one vertex in common. Hence G contains a split graph of order at least ω + n
ω
− 1. Note that this last
expression is minimized at either ω = k or ω = k+ 1. In either case, G contains a split graph of order 2k+ 1. If we remove
the vertices of a largest split graph, at most k2 − 1 vertices remain. And hence the remaining graph may be split-colored
with at most k− 1 colors.
So suppose that n = k2. By an argument similar to the preceding one, we may find in G a split graph of order 2k − 1.
When we remove this split graph, a graph of order at most (k − 1)2 remains. Again, invoking the induction hypothesis we
see that G can be split-colored with k colors.
So suppose that n is strictly between k2 and k2+ 2k. We add new vertices to G to create a graph of order exactly k2+ 2k.
This new graph has split-chromatic number of at most k and so s(G) is bounded above by k as well. 
Consider the disjoint union of k cliques of order k. This is a perfect graph of order k2 with split-chromatic number k. Thus,
the above bound is sharp.
4. Some special classes of graphs
We observe that for any graph G, we have s(G) ≤ z(G) ≤ 2s(G). These bounds are sharp; for the lower bound consider
mKm; for the upper bound considermKm ∪mK2m. In what follows we consider further remarks on sharpness.
With θ(G)we shall denote the chromatic number of the complement of G. Thus, θ(G) is theminimum order of a partition
of V (G)which covers Gwith cliques. Clearly, θ is additive in the sense that
θ
(
m⋃
k=1
Gk
)
=
m∑
k=1
θ(Gk).
Further, set µ(G) equal to the minimum of θ(G) and χ(G). Clearly, z(G) ≤ µ(G). Let us say that G is compact if
z(G) = θ(G).
Remark 15. For any graph G, if s(G) = z(G) then z(G) = µ(G).
Proof. Suppose that s(G) = z(G) and z(G) < µ(G). Then an optimal cocoloring must use both cliques and independent
sets. But then taking one of these cliques together with an independent set, we produce a split-coloring with an order less
than z(G), a contradiction. 
We also observe the following.
Remark 16. For any disconnected compact graph G, if s(G) = z(G) then in any component H of Gwe have z(H) = θ(H). In
this case, an optimal cocoloring of H must be an optimal clique covering of H .
Theorem 17. Suppose that G is a compact graph with disjoint components H1,H2, . . . ,Hh where for each i, θ(Hi) = ti. Further,
suppose that z(G) = t. Then, s(G) = z(G) if and only if for each i, the graph Hi is not (j, k)-colorable with j < t and k < ti.
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Fig. 1. The two graphs of Lemma 22.
Proof. Suppose that s(G) = z(G) and there is a componentHi which is (j, k)-colorable where j < t and k < ti. Then consider
a (j, k)-coloring of Hi together with an optimal cocoloring of G \ Hi as a split-coloring. It has strictly less than t cliques and
strictly less than t independent sets; therefore s(G) < t .
To see the converse, suppose that for each i, the graph Hi is not (j, k)-colorable where j < t and k < ti. We note that an
optimal clique cover of G forms a split-coloring of order t . Hence, s(G) ≤ t . So, suppose that s(G) < t . This means that some
Hi is (j, k)-colorable with j < t and k < ti, a contradiction. It follows that s(G) = t . 
Corollary 18. If s(G) = z(G) = t then G or its complement is compact and none of its components Hi are (j, k)-colorable where
j < t and k < θ(Hi).
Suppose that G is such that s(G) = z(G) = θ(G) = t and G has disjoint components H1,H2, . . . ,Hh. If θ(Hi) = 1 for
some i then Hi is a clique and by Theorem 17 must contain at least t vertices. So, suppose that for some i, θ(Hi) = ti > 1.
By Theorem 17, if C1, C2, . . . , Cti is an optimal clique cover of Hi we know that each Cj has order at least t . Consequently, Hi
can be covered with ti disjoint cliques, each of order at least t . Furthermore, these cliques are joined in such a way that if H
is an induced subgraph of Hi where θ(H) < ti then χ(Hi \ H) ≥ t . Thus, G is the disjoint union of h such subgraphs. Hence,
the following.
Corollary 19. For any fixed k, there are arbitrarily large graphs G with s(G) = z(G) = k. Further, G has order at least k2.
As observed earlier, if G is the disjoint union of k cliques of order k, then s(G) = z(G) = k. Hence, the previous bound on
order is sharp. Other examples exist. Consider the union of a triangle with two 4-cliques. Now add five edges so that the
graph contains an induced 5-cycle. This forms an example of a non-perfect graph where equality between s and z holds.
We will use the following from [25].
Lemma 20. If G is a triangle-free graph of order at least 3 then χ(G) = z(G).
Remark 21. For any fixed G and k, there is a graph Gwith girth g and s(G) = χ(G) = z(G) = k.
Proof. If g = 3 the remark is clearly true. So suppose that g ≥ 4. Applying a result of [11], we know of the existence of a
graphH with girth g and chromatic number k. LetG be k disjoint copies ofH . Take aminimum split-coloring ofG inwhich the
number of color classes consisting solely of independent sets is maximized. If some copy of H is colored using only classes
that form independent sets, we can extend the coloring to a split-coloring of all of G, in which case, G is split-colored using
at least k colors. So suppose that each copy of H has at least one monochromatic edge. Then at least k colors are needed. In
either case, k ≤ s(G). As s is bounded above by χ , we see that s(G) = k.
Thus, we note that s(G) = χ(G) = z(G) = k. As the cochromatic and chromatic numbers of triangle-free graphs are
equal, provided that at least three vertices are present, the desired result now follows. 
Suppose that we apply the Mycielski construction [26] to a very large odd cycle to produce a graph G. Note that G is
triangle-free and has chromatic number 4. Since G is triangle-free, 4 = χ(G) = z(G). We note that s(G) = 2. Hence, there
are arbitrarily large triangle-free graphs G with χ(G) = z(G) = 2s(G). We will shortly see that if the preceding equality
holds for a triangle-free graph, the chromatic number is limited.
Lemma 22. The only triangle-free graphs with χ(G) = θ(G) are P3, K1 ∪ K2, P4, 2K2, C4, C5, together with the two graphs of
Fig. 1.
Proof. Suppose that G is a triangle-free graph with χ(G) = θ(G) = k. Now, in a clique cover of G, each class contains at
most two vertices. Hence, n ≤ 2k.
Every triangle-free graph of order at least 6 contains three independent vertices. So, wemay successively remove from G
independent sets of order 3 until six or fewer vertices remain. Further, we can color any triangle-free graph on six or fewer
vertices using at most three colors. Hence, χ(G) ≤ 3+ d(n− 6)/3e. Accordingly, 3k ≤ n+ 5.
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Fig. 2. A 4-coloring of the graph containing H .
Combining the bounds in the preceding two paragraphs we note that G has at most 10 vertices. The chromatic number
of any triangle-free graph of order 10 is at most 3 (see [7] and [19], Exercise 12.19, page 149). Hence, k ≤ 3 and n ≤ 6.
Suppose that k = 3. Then G must contain an odd cycle other than a triangle. In this case, G must contain a chordless
5-cycle. If G contains an additional vertex, say v, then v must be adjacent to at least one other vertex, for otherwise the
graph could not be covered with three cliques. If v has degree 3 or higher, then G contains a triangle. Thus, G is as described
in the theorem.
So suppose that k = 2. In this case, n ≤ 4. We can check all graphs of order 4 or less to see that the conclusion of the
lemma holds. 
Theorem 23. If G is triangle-free and χ(G) = 2s(G) then χ(G) ≤ 4.
Proof. Suppose that k is an integer and G is a triangle-free graphwith s(G) = k and χ(G) = 2k. Wewish to show that k ≤ 2.
So suppose instead that k ≥ 3. Let S1, S2, . . . , Sk be a split-coloring of G. For each i, partition Si into Ai and Bi where Ai induces
a clique and Bi is an independent set. Note that Ai has cardinality at most 2. We further note that each vertex of Bi is adjacent
to at most one vertex of Ai. Let H be the graph induced by ∪ki=1 Ai. We note that if χ(H) < k then we can color Gwith fewer
than 2k colors, a contradiction. Clearly, H has order at least 3. As H is triangle-free, k ≤ χ(H) = z(H) ≤ θ(H) ≤ k. Hence,
k = χ(H) = θ(H). By the preceding remark we know that H has at most six vertices and k ≤ 3.
So, suppose that k = 3. So G has chromatic number 6 andH must be one of the graphs described in Lemma 22. As H must
have an odd cycle, we note that H contains an induced 5-cycle. So, without loss of generality, we may assume that H is the
graph on the left in Fig. 1 with possibly the vertex f or the edge fc deleted. Further, without loss of generality let us assume
that A1 = {a, b}, A2 = {c, d} and A3 consists of e and f , if present.
We will color Gwith at most five colors, a contradiction. If f is present, color it 1. Also, color a and dwith 1. Color ewith
2. Color bwith 3 and c with 4. Note that H is a colored subgraph of the graph depicted in Fig. 2.
We extend this to a 5-coloring of G in the following way. Color all vertices in B1 with 5. Assign all vertices in B2 that are
adjacent to c with 3. Color the remaining vertices of B2 with 4. Any vertex in B3 that is adjacent with ewill be colored 1 and
the remaining vertices colored with 2. Given G is triangle-free, this is a proper 5-coloring of G. This completes the proof. 
As chromatic and cochromatic numbers are equal in triangle-free graphs of order at least 3, we have the following.
Corollary 24. If G is triangle-free and z(G) = 2s(G) then z(G) ≤ 4.
5. Computational complexity
In [14,16], a characterization of split graphs is given and from that one can recognize split graphs in polynomial time. An
algorithm for chordal graphs presented in [20] recognizes (1, j)-graphs in timeO(n+m). From [1,2]weknow that recognition
of (j, k)-graphs can be done in polynomial time where j, k ≤ 2. This also follows, with much better time complexity, from
[13] (see also [22]). Another consequence of this result is that in the class of perfect graphs, (j, k)-colorability is polynomially
determined for any fixed j and k. If either j or k is at least 3, then it is easy [1,3,4] to see that, in general, recognizing (j, k)-
graphs is NP-complete. In [20] an algorithm with time O(n(n+m)) finds a (j, k)-coloring of chordal graphs. This result also
follows from the proof of Theorem 3.1 of [17] where it is shown that the cochromatic number of any chordal graph can be
calculated in time O(n(n+m)).
More generally, suppose that showing that the cochromatic number is at most t is NP-complete for some family F of
graphs. The finite sum of a group of polynomials is a polynomial. In this case, recognizing (j, k)-graphs in F is also NP-
complete for some j and k where j + k = t . Further, if it is polynomial on F for all j and k where j + k = t then it is
polynomial to show that the cochromatic number is at most t .
A cograph is a graph which does not contain an induced path of length 3. For integers j and k and a graph G let G1 be the
graph formed by taking the join of G together with k disjoint n-cliques. Let G2 be the union of G1 with a complete j-partite
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graph where each part has order n. Let us note that G is a (j, k)-graph if and only if z(G2) = j+ k. Further, if G is a cograph
then G2 is as well. From [9] we know that computing cochromatic numbers of cographs can be done in time O(n1.5). Hence,
the following.
Theorem 25. Recognizing (j, k)-colorable cographs can be done in time O(n1.5).
We note the following without proof.
Remark 26. A (j, k)-coloring of (k+ 1)G exists if and only if χ(G) ≤ j.
Now deciding whether χ(G) ≤ 3 is NP-complete even when restricted to planar graphs of maximum degree 4 [15]. Further,
the disjoint union of such graphs is a planar graph of maximum degree 4. This implies the following.
Remark 27. For fixed k, recognizing (3, k)-colorable graphs is NP-complete when restricted to planar graphs of maximum
degree 4.
Planar graphs do not contain 5-cliques. So suppose that we removed k cliques. We could check what remains in polynomial
time to see whether it is bipartite. Hence, recognizing (2, k)-colorable graphs is polynomial for planar graphs.
A consequence of Remark 27 is that the decision problem s(G) ≤ 3 remains NP-complete when restricted to planar
graphs of maximum degree 4. Similarly, we note the following.
Remark 28. IfH is a family closed with respect to disjoint union and the decision problem χ(G) ≤ k is NP-complete forH
then s(G) ≤ k is NP-complete forH as well.
Proof. Given G, let G′ be k+ 1 disjoint copies of G. Note that χ(G) = χ(G′). Also, G′ ∈ H . Further, if G′ is split-colored with
k or fewer colors, then some copy of Gwill be colored with k or fewer colors that induce empty graphs. Hence, χ(G) = s(G′).
The desired result follows. 
We close by comparing the complexities of computing cochromatic and split-chromatic numbers. Given a graph G,
suppose that a (j, k)-coloring is an optimal cocoloring. Hence z(G) = j + k. Now, if j ≥ k then z(G) = j + k if and only
if s(G′) = jwhere G′ is the disjoint union of G and (j− k)Kn. Further, if k ≥ j then z(G) = j+ k if and only if s(G′′) = kwhere
G′′ is the join of G and the complement of (k− j)Kn. We note that if G is perfect then so are G′ and G′′. It follows that in any
subclass of perfect graphs which is closed with respect to unions with cliques and joins with independent sets, if deciding
t-cocolorability is NP-complete then necessarily deciding t-split-colorability is NP-complete as well. On the other hand, it
can easily be shown that χ(G) = z(nG) = s(nG) for any graph G. It would be interesting to know of families where deciding
one of cocolorability and split-colorability is P and the other is NP-complete. In the light of the preceding, this may possibly
occur in classes of graphs closed under taking disjoint union where computation of chromatic number is polynomial or in
classes of graphs which are not closed under taking the disjoint union (e.g. non-hereditary classes of graphs or classes of
graphs defined by some disconnected forbidden subgraph).
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