Hidden Markov Models (HMMs) are now widely used for off-line handwriting recognition in many languages. As in speech recognition, they are usually built from shared, embedded HMMs at symbol level, where state-conditional probability density functions in each HMM are modeled with Gaussian mixtures. In contrast to speech recognition, however, it is unclear which kind of 
in which the emission probabilities are modeled with Bernoulli mixtures. The 21 basic idea is to ensure that no discriminative information is filtered out during feature extraction, which in some sense is integrated into the recognition be seen as an application of the direct strategy followed by a repositioning 36 step by which the sampling window is repositioned to align its center to the 37 center of gravity of the sampled image. This repositioning step can be done 38 horizontally, vertically or in both directions. Although vertical repositioning 39 was expected to have more influence on recognition results than horizontal 40 repositioning, we decided to study both separately, and also in conjunction, 41 so as to confirm this expectation.
42
In this paper, the repositioning techniques described above are introduced 43 and extensively tested on different, well-known databases for off-line hand- 
Bernoulli Mixture

62
Let o be a D-dimensional feature vector. A finite mixture is a probability
63
(density) function of the form:
where K is the number of mixture components, π k is the k-th component 65 coefficient, and P (o | k, Θ k ) is the k-th component-conditional probability
66
(density) function. The mixture is controlled by a parameter vector Θ com-67 prising the mixture coefficients and a parameter vector for the components, Θ k . It can be seen as a generative model that first selects the k-th component 69 with probability π k and then generates o in accordance with P (o | k, Θ k ).
70
A Bernoulli mixture model is a particular case of (1) in which each com-
71
ponent k has a D-dimensional Bernoulli probability function governed by its 72 own vector of parameters or prototype
where p kd is the probability for bit d to be 1. Note that this equation is just 74 the product of independent, unidimensional Bernoulli probability functions.
75
Therefore, for a fixed k, it can not capture any kind of dependencies or 76 correlations between individual bits. 
Bernoulli HMM
78
Let O = (o 1 , . . . , o T ) be a sequence of feature vectors. An HMM is a 79 probability (density) function of the form:
where the sum is over all possible paths (state sequences) q 0 , . . . , q T +1 , such BHMMs are built, and assume that each character c is modeled with a dif- lated, using embedded HMMs for its symbols, as:
where the sum is carried out over all possible segmentations of O into L 114 segments, that is, all sequences of indices i 1 , . . . , i L+1 such that
refers to the probability (density) of the l-th 116 segment, as given by (3) using the HMM associated with symbol s l .
117
Consider now the lower part of sian case, and it is also efficiently performed using the well-known EM (Baum-
132
Welch) re-estimation formulae (Rabiner and Juang, 1993; Young et al., 1995) .
, be a collection of N training samples in which the 134 n-th observation has length
the E step requires the computation, for each training sample n, of its corre-
137
sponding forward (α) and backward (β) recurrences (see Rabiner and Juang
138
(1993)), as well as
for each t, k, j, l. In (6), z 
analogous to that defined in (4).
143
In the M step, the Bernoulli prototype corresponding to the k-th compo-144 nent of the state j for character c has to be updated as
where γ ck (j) is a normalization factor
and ξ (r) nltk (j) is the probability of O n when the t-th feature vector of the n-th 147 sample corresponds to symbol s l and is generated by the k-th component of
Similarly, the k-th component coefficient of the state j in the HMM for 150 character c is updated by
where γ c (j) is a normalization factor
Finally, it is well-known that MLE tends to overtrain the models. In interpolation with a flat (uniform) prototype, 0.5, 
184
It is helpful to observe the effect of the repositioning with real data. 
Experiments
190
Our windowed BHMMs and the repositioning techniques described above which is also often used by other authors. 
291
331
The best results in our first series of experiments were obtained with a 
382
The best WER, 21.7%, was obtained with a two-step preprocessing includ- validation data. We achieved a WER of 18.7% with G = 120.
388
The best options and parameter values found on the validation set were 389 used to train a system from the training and validation data, which was finally 390 evaluated on the test set. We obtained a WER of 16.8%. In Table 4 
