We give an explicit construction of exact cooperative regenerating codes at the MBCR (minimum bandwidth cooperative regeneration) point. Before the paper, the only known explicit MBCR codes are given with parameters n = d + r and d = k, while our construction applies to all possible values of n, k, d, r. The code has a brief expression in the polynomial form and the data reconstruction is accomplished by bivariate polynomial interpolation. It is a scalar code and operates over a finite field of size q ≥ n. Besides, we establish several subspace properties for linear exact MBCR codes. Based on these properties we prove that linear exact MBCR codes cannot achieve repair-by-transfer.
I. INTRODUCTION
Distributed storage system provides a preferable solution to the requirements of large storage volume and widespread data access. To avoid data loss from node failures, a selfsustaining storage system should be able to repair or regenerate the failed nodes by downloading data from survival nodes . The total amount of data downloaded during the repair process is referred to as repair bandwidth. Traditional erasure codes mostly need repair bandwidth equal to the size of the entire file, which is much larger than the piece stored at each node. In order to reduce the repair bandwidth, Dimakis et al. [3] propose a new kind of erasure codes, named regenerating codes. In short, an (n, k, d) regenerating code has n storage nodes, satisfying • data reconstruction: a data-collector can retrieve the original file by connecting to any k storage nodes. • node repair: a failed node can be repaired by downloading from any d survival nodes (called helper nodes). • storage-bandwidth tradeoff: fixing the repair bandwidth, the storage cannot be further reduced, and vice versa. Regenerating codes with minimum storage and with minimum repair bandwidth have been constructed explicitly [7] , [8] , [9] .
The node repair process of regenerating codes is for singlefailure recovery, while in practice the occasion of multiple failures usually arises. For example, in Total Recall [2] a repair process is triggered only after the total number of failed nodes has reached a predefined threshold. Suppose r nodes have failed in the system. A natural way is to repair the r nodes separately through the node repair process of a regenerating code so long as n − r ≥ d. An alternative way, called cooperative repair, which allows communications between the r nodes, turns out to be more profitable both in storage and in repair bandwidth. The idea of cooperative repair first appears in [4] with d = n − r. Then paper [16] considers the repair with flexible d's. We call regenerating codes with cooperative repair as cooperative regenerating codes. The tradeoff between storage and repair bandwidth for cooperative regenerating codes is given in [6] . Two extreme points on the tradeoff curve are called MBCR (i.e. minimum bandwidth cooperative regeneration) and MSCR (i.e. minimum storage cooperative regeneration).
We compare these regenerating codes through a specific example. Suppose (n, k, d, r) = (6, 4, 4, 2) and the original data is of size B. Then a minimum repair bandwidth regenerating code (called MBR code) involves the repair bandwidth γ MBR = 0.4B and the storage α MBR = 0.4B per node. While an MBCR code has γ MBCR = α MBCR = 0.375B, 6.25% less than MBR. Moreover, this reduction expands as r grows. With the same parameters, an MSCR code has γ MSCR = 0.625B and α MSCR = 0.25B. Namely, although the MSCR code stores 0.125B less than the MBCR code per node, it needs to download 0.25B more than the MBCR code in repairing a failed node. As k increases, comparing with MBCR the save of MSCR in storage is much less than its loss in repair bandwidth. Thus in scenarios where bandwidth is a constrained resource, MBCR is preferable to MSCR.
There are two major repair modes in regenerating codes. One is exact repair, namely the lost content of the failed node are regenerated exactly. The other is functional repair which allows non-exact regeneration as long as the system maintains the property of data reconstruction. Since exact repair brings less changes to the system than functional repair, people cares more about explicit constructions of exact regenerating codes. Additionally, in practice it is also desirable to minimize the number of bits a node must read out from its memory during the repair process. Recently people [10] , [14] start to study the repair-by-transfer regenerating code in which a helper node transfers exactly what it reads out from its memory and no extra operations are needed.
About cooperative regenerating codes, Shum [11] gives an explicit construction of exact MSCR codes with parameters d = k, then he and Hu [12] construct exact MBCR codes in the case of d = k and n = d + r. This construction is later extended to the case n = d + r and d ≥ k [5] . Paper [15] constructs exact MSCR codes for k = 2 and d ≥ k, and shows impossibility of scalar exact MSCR codes under k ≥ 3 and d > k. Paper [13] proves the existence of MBCR codes with functional repair for general parameters.
In this paper, we explicitly construct an exact MBCR code for all possible values of n, k, d, r. The code has a brief expression in the polynomial form and the data reconstruction is accomplished by bivariate polynomial interpolation. Moreover, the code is scalar and operates over a finite field of size q ≥ n. Besides, we establish several subspace properties for linear exact MBCR codes. Based on these properties we prove that linear exact MBCR codes cannot achieve repair-by-transfer.
Organization of the paper is as follows. Section 2 describes the problem of cooperative regenerating codes. Section 3 derives subspace properties of exact MBCR codes and proves the impossibility result about repair-by-transfer. Section 4 gives the explicit construction of MBCR codes and Section 5 concludes the paper.
II. PROBLEM DESCRIPTION
As in [12] , we describe the problem of cooperative regenerating code in stages and give the corresponding information flow graph.
• In stage −1, a source vertex S holds the original data file consisting of B packets. • In stage 0, the encoded file is distributed to n nodes, each storing α packets. To make the storage clear in the information flow graph, we split each node i ∈ {1, ..., n} into two nodes In i and Out i with a directed edge of capacity α from In i to Out i . • For i = 1, 2, ..., stage i is triggered at the failure of r nodes. Then r newcomers are generated to replace the failed nodes through two phases: firstly, each newcomer connects to d survival nodes (i.e. helper nodes) and downloads β 1 packets from each. Note that different newcomers may choose different d helpler nodes; secondly, it downloads β 2 packets from each of the other r − 1 newcomers. Similarly, we split each newcomer into three nodes In i , Mid i and Out i in the information flow graph. • Data-collector DC connecting to any k active nodes can recover the original data file, as required by the data reconstruction property. Obviously, the parameters should satisfy d + r ≤ n, 1 ≤ k ≤ n, β 1 ≤ α, etc. Note that if d < k, a data collector can reconstruct the data file by connecting to any d nodes since any set of failed nodes can be regenerated by these d nodes. Thus, a (n, k, d, r) cooperative regenerating code implies a (n, k = d, d, r) code and vice versa. Without loss of generality we assume d ≥ k throughout the paper. Figure 1 displays an information flow graph for the cooperative regenerating code with parameters (n = 5, k = 2, d = 3, r = 2). The labels α, β 1 , β 2 , ∞ denote the capacity of the corresponding edges. Thus the problem of cooperative regenerating codes induces a multicast problem in such a graph where S is the single source and all possible DC's are the sinks. Furthermore, this graph illustrates a specific failrepair process. There are infinitely many fail-repair processes since the node failures and edge links are both variable. Each process gives an information flow graph. Therefore a cooperative regenerating code with parameters (n, k, d, r, α, β 1 , β 2 ) implies a multicast coding in all these graphs. As a result, the cut-set bound for single-source multicast problem [1] gives the following necessary condition for cooperative regenerating code [4] , [6] , [11] .
where {l h } s h=1 is any set of integers satisfying l 1 +· · ·+l s = k and 1 ≤ l 1 , · · · , l s ≤ r. Actually, l i means the data-collector connects to l i nodes which join the system from stage i and remain active thereafter.
From bound (1) it can see there is a tradeoff between the storage α and the repair bandwidth γ = dβ 1 + (r − 1)β 2 . The MBCR point is an extreme point on the tradeoff curve which has the minimum repair bandwidth. Specifically, it has the parameters [6] :
Another extreme point is MSCR with parameters
We focus on MBCR codes in this paper. However bound (1) is deduced for functional repair, it is still unknown if this bound is tight for exact cooperative regenerating codes. Explicit constructions of exact MSCR codes and MBCR codes have been given only for special parameters [11] , [12] , [15] . In the paper, we explicitly construct an exact MBCR code for all possible values of n, k, d, r, which means bound (1) can be met for exact cooperative regenerating codes at the MBCR point.
III. SUBSPACE PROPERTIES OF EXACT MBCR CODES
Consider a linear exact MBCR code with parameters (n, k, d, r, α, β 1 , β 2 ). Suppose each packet is an element in a finite field F q . Then the original data file can be regarded as a vector u ∈ F B q . For consistence we assume the vectors throughout this paper are column vectors. Since the code is linear, each node i ∈ {1, ..., n} stores α packets which are linear combinations of the original data packets. Specifically, suppose node i stores u τ g
Linear operations performed on the stored packets correspond to the same operations performed on the vectors g (i) j , 1 ≤ j ≤ α. Hence we say node i stores a subspace W i spanned by g
to another node, we say the subspace spanned by g 
The proof can be found in [17] . Lemma 1 provides a fundamental result for proving the subspace properties. Actually it holds for all linear exact cooperative regenerating codes, although we use it only for exact MBCR codes in the following.
Proof: Without loss of generality, we prove that
Consider a particular fail-repair process where a datacollector connects to node 1, ...k, and for 1 ≤ i ≤ k node i is regenerated at the i-th stage and remains active thereafter. Moreover, node i helps repair node j for all 1 ≤ i < j ≤ k, i.e., {1, ..., i − 1} ⊂ H (i) Ri for 1 < i ≤ k, where R i is the set of failed nodes at the i-th stage. Since the data reconstruction property is held for any fail-repair process, we
On the other hand,
where (a) is from Lemma 1 and (b) from parameters of MBCR displayed in (2) . Because of (3), (a) must hold with equality. Namely, dim{W 1 } = α and
See [17] for proof details.
Corollary 1. For all i, i ∈ R, i = i and j ∈ H 
where the last equality comes from Property 2. Therefore
The left side has dimension 2β 2 = β 1 from Corollary 1 and parameters in (2) for MBCR point, while the right side has dimension β 1 from Property 1. Hence
A. Impossibility of exact repair-by-transfer
For cooperative regenerating code, repair-by-transfer is required at the first phase of the repair process. That is, in the first phase each helper node directly transfers β 1 packets it stores to the newcomer. Our impossibility result is based on the subspace properties we derived above. Proof: On the contrary, we assume there is a (n, k, d, r, α, β 1 , β 2 ) linear exact MBCR code that achieves repair-by-transfer. For any data file u ∈ F B q , suppose node 1 stores u τ g
1 , ..., g (1) α }. For 2 ≤ i ≤ n, let R i be a set of r failed nodes such that i ∈ R i and 1 ∈ H
For any i, j ∈ {2, ..., n}, let R i,j be a set of r failed nodes such that 1 ∈ R i,j and {i, j} ⊆ H (1) Ri,j . Then
where the relation ⊂ holds because S 1,i Ri = span{G i }, the first two equalities come from Property 3, and the last equality is from Property 2. Since G i and G j contain only nonzero vectors, it must hold
Thus |G| ≥ (n−1)β 1 ≥ (d+r−1)β 1 > α. On the other hand, Property 1 implies |G| = α. Hence we get a contradiction.
The condition r ≥ 2 is trivial for multiple node failures, and d ≥ 2 is necessary to eliminate the trivial case of replication code. Thus the above theorem proves there is no non-trivial linear exact MBCR codes which achieves repair-by-transfer.
IV. EXPLICIT CONSTRUCTION OF MBCR CODES
We consider the scalar MBCR code, i.e., β 2 = 1. Then according to (2) it has parameters β 1 = 2β 2 = 2, α = dβ 1 + (r − 1)β 2 = 2d + r − 1, and B = k(2d + r − k). Note that our construction applies to all positive integers of (n, k, d, r) such that d + r ≤ n and d ≥ k.
For a data file u ∈ F B q , we construct a bivariate polynomial over F q , denoted by
such that the B components of u are just its coefficients. Note
Then fix n distinct elements x 1 , ..., x n in F q , and similarly fix distinct y 1 , ..., y n in F q . Note that it is allowed x i = y j for some 1 ≤ i, j ≤ n. Thus about the field size we only require q ≥ n.
For each node i ∈ {1, ..., n}, it stores the values of F (X, Y ) at α points, i.e.,
where ⊕ denotes addition modulo n. Actually, the first d + r values determine the univariate polynomial
is of degree less than d+r and can be derived from interpolation at d + r distinct points. Similarly, the first value and the last d − 1 values determine the univariate polynomial g i (X) = F (X, y i ). Therefore, we also say node i stores two univariate polynomials f i (Y ) and g i (X).
The validity of the above code as an exact regenerating code for the MBCR point is established in two aspects.
(1) Exact Cooperative Regeneration: Without loss of generality, suppose node 1, ..., r fail and newcomers, also named node 1, ..., r for simplicity, are to replace the failed nodes after the repair process.
In the first phase, each node i ∈ {1, ..., r} connects to d survival nodes and downloads β 1 = 2 packets from each. Specifically, suppose i connects to nodes {i 1 , ..
Note that node i j actually stores polynomials f ij (Y ) and g ij (X), so it can compute (F (x ij , y i ), F (x i , y ij ))= (f ij (y i ), g ij (x i )).
Upon receiving F (x i1 , y i ), F (x i2 , y i ), ..., F (x i d , y i ), node i can get g i (X) = F (X, y i ) by the Lagrange interpolation formula, since g i (X) is of degree less than d. Note that node i also receives F (x i , y i1 ), ..., F (x i , y i d ) and these will be used later.
In the second phase, each node i ∈ {1, ..., r} connects to the other r − 1 nodes, i.e., {1, ..., r} \ {i}, and downloads β 2 = 1 packets from each. Specifically, for j ∈ {1, ..., r} \ {i}, node j sends F (x i , y j ) to node i. Node j can do this because it has recovered g j (X) in the first phase. Additionally, each node i can compute F (x i , y i ) = g i (x i ) by itself. Now node i has obtained F (x i , y 1 ), ..., F (x i , y r ) in the second phase, along with F (x i , y i1 ), ..., F (x i , y i d ) it received in the first phase, it can recover f i (Y ) = F (x i , Y ) by interpolation.
Thus node i recovers f i (Y ) and g i (X), and so is exactly regenerated.
(2) Data Reconstruction: Suppose a data-collector connects to nodes {i 1 , ..., i k } to retrieve the original data file. It is equivalent to recover the polynomial F (X, Y ) from
Note that inF (X, Y ) the degree of Y is less than k and for
j . That is, we get the evaluation of B j (X) at k distinct points x i1 , ..., x i k . So for k ≤ j ≤ d + r − 1, B j (X) can be recovered by interpolation, corresponding to the b ij , 0 ≤ i < k, k ≤ j < d + r, in (5) are obtained.
Similarly, for k ≤ i < d, take the coefficient of X i in F (X, Y ) as a polynomial in Y of degree less than k and compare the coefficients with {g i l (X) | 1 ≤ l ≤ k}, we can get c ij , k ≤ i < d, 0 ≤ j < k. Now subtract the terms associated with b ij 's and c ij 's from F (X, Y ), we get a bivariate polynomial where the degree of each variable is less than k. Its coefficients can be obtained by the same interpolation approach. Finally the polynomial F (X, Y ) is recovered, and so is the original data file.
V. CONCLUSION
We explicitly construct exact MBCR codes for all possible values of n, k, d, r, which can be regarded as a counterpart of the result in regenerating codes for single-failure recovery [8] , i.e., explicit constructions of MBR (minimum repairbandwidth regeneration) codes have been given for all n, k, d.
Note that our MBCR code also has a brief formulation under the framework of product-matrix construction [8] . The encoding is accomplished by multiplying a designed matrix with the MDS property from both sides of the message matrix. While the constructions of papers [15] , [12] only use the MDS property on one side of the message matrix. The two-fold usage of the MDS property makes our construction applicable to the case of n ≥ d + r. On the other hand, our code is expressed in the polynomial form and the data reconstruction is accomplished by bivariate polynomial interpolation. We note some previously given explicit constructions [8] can also be transformed into polynomial forms. Polynomials are expected to do more in regenerating codes.
