The aim of this study was to evaluate the usefulness of modified methods, developed on the basis of NRCS-CN method, in determining the size of an effective rainfall (direct runoff). The analyses were performed for the mountain catchment of the Kamienica river, right-hand tributary of the Dunajec. The amount of direct runoff was calculated using the following methods: (1) Original NRCS-CN model, (2) MishraSingh model (MS model), (3) Sahu-Mishra-Eldho model (SME model), (4) Sahu 1-p model, (5) Sahu 3-p model, and (6) Q_base model. The study results indicated that the amount of direct runoff, determined on the basis of the original NRCS-CN method, may differ significantly from the actually observed values. The best results were achieved when the direct runoff was determined using the SME and Sahu 3-p model.
INTRODUCTION
The rainfall-runoff process is a complex, dynamic and nonlinear process, affected by many, often interrelated physical factors. Reliable predictions of quantity and rate of runoff from land surface into streams and rivers are difficult and time-consuming to obtain for ungauged watersheds. As a result, many researchers have developed various methods to estimate both, the human influence on changes in surface runoff, especially storm runoff, and consequent effects on downstream activities (Fan et al. 2013) .
In the recent years, the rainfall-runoff models have been commonly used to simulate the hydrological phenomena in uncontrolled catchments. By using these methods, it is not only possible to calculate the design flows necessary for the design of hydraulic facilities, but also to determine the flood parameters (duration, time to peak, wave volume, etc.) , and to analyze the catchment response to the changes triggered, e.g., by human activities. However, hydrological modeling requires an input consisting of a large number of parameters that are sometimes difficult to determine. One of the characteristics to be provided as the input data to a model is the effective rainfall intensity. The Soil Conservation Service Curve Number (SCS-CN) method (SCS 1956 ) (now National Resources Conservation Service NRCS) is one of the most popular methods for computing the surface runoff depth for a given rainfall event from small watersheds. Although the SCS-CN method was originally developed in the United States and mainly for the evaluation of storm runoff in small agricultural watersheds, it soon evolved well beyond its original objective. Its scope also expanded beyond the evaluation of storm runoff and it became an integral part of more complex, long term simulation models (Chauhan et al. 2013 ).
This method is simple and easy to apply. The primary reason for its wide applicability and acceptability is the fact that it accounts for major runoff generating catchment characteristics, namely soil type, land use/treatment, surface conditions, and antecedent moisture conditions (Deshmukh et al. 2013 , Mishra and Singh 2002 , 2003a Ponce 1989 , VáĖová and Langhammer 2011 , Merz and Blöschl 2009 . Many researchers developed CN calculation methods by incorporating land cover information and the original CN in TR-55 (Fan et al. 2013) . Hong and Adler (2008) developed a global SCS-CN runoff map using land cover, soils, and antecedent moisture conditions.
The SCS-CN method is widely used by engineers, hydrologists, and watershed managers as a simple watershed model, and as a runoff estimating component in more complex watershed models (Deshmukh et al. 2013) . Ponce and Hawkins (1996) claimed that the SCS-CN method was a conceptual model of hydrologic abstraction of storm rainfall, supported by empiri-cal data. Kabiri et al. (2013) claimed that the runoff values determined by means of SCS-CN method did not differ from those calculated with GreenAmpt method. Petroselli et al. (2013) and Grimaldi et al. (2013) proposed a method combining the Green-Ampt infiltration equation and calibration of both the ponding time and the soil hydraulic conductivity, using the initial abstraction and the total volume given by the SCS-CN method. The soil conservation service curve number (NRCS-CN) method converts rainfall to surface runoff (or rainfall-excess) using the CN derived from catchment characteristics and a 5-day antecedent rainfall. This model is chosen for predicting the runoff, because it is a well-known procedure that has been used for many years around the world. It is computationally efficient, the required inputs are generally available, and it relates the runoff to the soil type, land use, and management practices. To derive CN values (valid for storm duration shorter than 1 day) for an ungauged catchment, NRCS provided tables based on the soil type, land cover and land use, hydrological conditions, and antecedent moisture condition (AMC) (Cunha et al. 2011 , Maidment 1993 , Mishra et al. 2013 .
As shown by the works of WaáĊga et al. (2011 WaáĊga et al. ( , 2012 , correct determination of CN parameter is crucial when preparing the data for the calculations, since the hydrological models are sensitive to changes in this parameter (McCuen 2003) . Research conducted on the applicability of the NRCS-CN method suggested a need for its improvement (Efstratiadis et al. 2014 , Miler 2012 , Ponce and Hawkins 1996 , Caviedes-Voullième et al. 2012 . Garen and Moore (2005 and Woodward et al. (2010) indicated that NRCS-CN method was not applicable at sub-daily time resolution and should not be employed for estimating water infiltration into soil, mainly because it is a lumped approach (considering space and time), developed in order to define the total direct runoff derived from a rainfall event. Although several modifications to this method have been suggested and reported in the literature (Chauhan et al. 2013 , Mishra et al. 2005 , further improvements are still needed. The greatest limitations of the original NRCS-CN method are as follows: the three AMC levels used with this method permit unreasonable sudden jumps in CN and hence corresponding sudden jumps in the computed runoff are possible; there is a lack of clear guidance on how to vary antecedent moisture conditions; and there is no explicit dependency between the initial abstraction and the antecedent moisture (Sahu et al. 2012) . Smith and Williams (1980) modified the SCS-CN method and suggested the expression for a retention parameter S by introducing a weighing factor to account for the soil moisture in the soil profile, in order to avoid sudden quantum jumps in the CN values when shifting from one AMC level to the other. Michel et al. (2005) critically reviewed the soil moisture accounting procedure behind SCS-CN method and unveiled major inconsistencies in the treatment of an-tecedent condition in SCS-CN procedure. Geetha et al. (2007) made an attempt to obviate sudden jumps in CN values when chaining from one AMC level to other by modifying the existing SCS-CN method in two ways: varying the CN using antecedent moisture condition and using antecedent moisture amount. However, as shown by numerous studies on the application of the original NRCS-CN method for calculating the effective rainfall (Banasik and Woodward 2010 , Ebrahimian et al. 2012 , Krzanowski et al. 2013 , CN parameter values, specified theoretically and according to NRCS guidelines, are significantly different from those calculated empirically, based on the recorded rainfall-runoff events. Unfortunately, many designers unknowingly use the original method in their hydrological calculations, which can result in a significant underestimation of the actual flood parameters. Therefore, it seems necessary to verify the application of the NRCS-CN method in the local conditions, to reduce the uncertainty of modeling results and promote more common use of this method in practice.
The aim of this study was to evaluate the usefulness of modified methods, developed on the basis of the NRCS-CN method, in determining the size of the effective rainfall (direct runoff) in a mountain catchment.
CATCHMENT DESCRIPTION
The study was conducted in the catchment area of the Kamienica river, which is a right-hand tributary of the Dunajec and enters it in the city of Nowy Sącz. This catchment is located in the southern Poland. It is a part of three mesoregions: Beskid Sądecki -upper part of the catchment, Beskid Niski and Kotlina Sądecka -middle and lower part of the catchment. The riverhead is located in the Beskid Sądecki at a height of 859.5 m a.m.s.l. The total length of the river is 33.1 km and the catchment area up to the entry into the Dunajec is 237.8 km 2 . The catchment area includes alluvial soils, river sands and gravels, as well as shales, marls, and sandstones. They were formed from noncarbonate decomposed sedimentary rocks. The catchment of the Kamienica river is dominated by forests that cover about 60% of its area, mainly in the upper part; arable lands account for approximately 7%, grasslands cover more than 7%, built-up areas occupy about 8% of the catchment, with the highest concentration around the Kamienica entry into the Dunajec (Fig. 1) . The annual precipitation in the investigated catchment is 850 mm.
MATERIALS AND METHODS
Input material for the analysis consisted of selected rainfall-runoff events recorded for the upper part of the Kamienica catchment, closed with àabowa water-level indicator (catchment area 64.9 km 2 ). Rainfall data with a time Flood selection was based on a criterion of the lowest among the maximum annual flows (the period in which the instantaneous flows were higher than the threshold flow was selected for analysis). In total, 67 floods were recorded in the investigated multi-year period. As a result of data analyses and verification, the file analysis included 36 rainfall-runoff episodes. The dataset was divided into two subsets: the first, containing 30 episodes, was used for parameter calibration, and the second, containing 6 episodes, was used for validation. Before the actual analysis, the data on the base runoff and direct runoff were separated. This was made by drawing a straight line on a hydrograph from the point where the flow increase begins to the point on the descending part, where the direct runoff ends. This procedure allowed us to determine the actual amount of the direct runoff layer for individual episodes. In the next step, a theoretical amount of the direct runoff was calculated, using the following methods: (5) Sahu 3-p model, and (6) Q_base model.
Original NRCS-CN model
The SCS-CN method is based on the water balance equation and two fundamental hypotheses. The first hypothesis (1) equates the ratio of actual amount of direct surface runoff Q to the total precipitation P (or maximum potential surface runoff) to the ratio of actual infiltration F to the amount of the potential maximum retention S. The second hypothesis relates the initial abstraction I a to the potential maximum retention S (Deshmukh et al. 2013) :
A general form of the NRCS-CN model is expressed by the following equations:
where Q is the direct runoff [mm] , P the total precipitation [mm], I a the initial abstraction [mm] , S the potential maximum retention [mm] , and Ȝ the initial abstraction coefficient (dimensionless). The parameter S of the NRCS-CN method depends on soil type, land use, hydrological conditions, and antecedent moisture condition (AMC). The parameter S is expressed as:
where S is in mm and CN is the curve number, which depends on the soil type, land cover and land use, hydrological conditions, and antecedent moisture condition (AMC). A theoretical value of CN parameter was determined based on an orthophoto, with reference to current land use and 1:25 000 scale soil maps. It was found to correspond to normal catchment moisture conditions AMCII. The CN parameter for the two other antecedent moisture conditions, i.e., AMCI and AMCIII (Hawkins et al. 1985) , was determined using appropriate tables. The catchment AMC was determined for each event according to the distribution of the points with rainfall-runoff coordinates relative to the theoretical runoff values (see Fig. 2 ). This way, the direct runoff was calculated according to NRCS-CN_PNWemp method.
Calculated values of CN were determined based on the observed rainfallrunoff events. For this purpose, the total runoff hydrograph was divided into the groundwater (base) runoff and the surface runoff. Empirical value of retention S i [mm] is a solution of Eqs. 2 and 3 at Ȝ = 0.201. The analysis assumed the value of Ȝ established as a result of the calibration based on rainfall-runoff episodes. 
where P i is the total precipitation amount causing i floods [mm] , and H i is the direct runoff [mm] . The value of CN parameter was calculated according to the formula:
Runoff volume as NRCS-CN calc was calculated using formula 2.
Mishra-Singh model (MS model)
Mishra and Singh (2002) 
where M is the antecedent moisture [mm]:
Here, I a is the same as in Eq. 3 and P 5 denotes the amount of antecedent 5-day rainfall. Equation 8 represents the amount of moisture M added to the dry soil profile by rain P 5 . According to Sahu et al. (2010) the drawbacks of MS model can be summarized as follows: There is no explicit dependency of I a on M. It is known, however, that I a relies on interception, surface storage and infiltration, and all these factors greatly depend on M. The larger the M, the smaller the I a , and the other way round;
In Eq. 7, S is optimized as a parameter, which, however, is a varying quantity for a given watershed. Hence, it is not clear which moisture level/ condition the optimized S would correspond to;
Evapotranspiration and other interim water losses are not accounted for.
In Eq. 8, the value of the maximum potential retention S was adopted, according to the AMC and CN, from the original NRCS-CN method. The parameter Ȝ in Eq. 8 was calibrated based on recorded rainfall-runoff episodes.
Sahu-Mishra-Eldho model (SME model)
Though the MS model obviates sudden jumps in CN with AMC and hence seems to be a continuous model, it needs refinements. Sahu et al. (2010) presented the following equations for the direct runoff:
where S 0 is the absolute maximum retention capacity. Equation 10 gives an explicit relationship between I a and M, and thus it is a continuous function (the higher the antecedent moisture M, the lower the initial abstraction I a , and vice versa). When ȕ and S 0 are assumed as parameters, then M is given as follows: 
The SME model proposed by Sahu et al. (2010) has the following advantages over the MS model: The proposed SME model uses more rational continuous expression for estimating the antecedent moisture M. It restricts the validity of M being equal to zero for P 5 < ȜS 0 , and therefore M is never negative;
The SME model explicitly relates I a with M, while MS and SCS-CN models do not;
The proposed SME model allows optimization of S 0 , an intrinsic parameter, and thus a constant quantity for a specific watershed. S 0 can be more rationally linked with watershed characteristics, while the MS model allows optimizing S, a varying parameter for a specific watershed.
In this method, Ȝ, S 0 , and ȕ were optimized. Root mean square error (RMSE), expressed by formula 23, was assumed as a goal function, and the optimization involved minimization of this function value. Due to difficulties in calibrating the parameters of SME model in uncontrolled catchments, the method was modified by making an assumption that S 0 = S. The maximum potential catchment retention S was adopted exactly in the same way as in MS model. Thus, the calibrated value of Ȝ in formula 10 represents the ratio of the absolute maximum retention capacity.
Sahu 1-p model
Since the three AMC levels used with the original SCS-CN method permit unreasonable sudden jumps in CN, a continuous equation is needed to estimate the antecedent moisture. Sahu et al. (2007) developed two versions of a model determining the volume of direct runoff in the form of an equation comprising one or three parameters.
Given the simulations carried out in 82 catchments in India, Į and ȕ parameters in the three-parameter model were 0.1 and 0.4, mean and median values for each of these two parameters were almost the same, and these simplifications yielded a one-parameter model -Sahu 1-p, which is described by the following set of equations: 
where V 0 is the soil moisture store level at the beginning of the rainfall event [mm] . Other symbols are as in the previous formulas. When V 0 is known, Q can be computed as follows:
The value of S parameter was assumed in a similar way as in the abovementioned methods.
Sahu 3-p model
The antecedent or initial soil moisture V 0 depends not only on P 5 but also on S. The dependency on S is based on the fact that the watershed with larger retention capacity S must retain higher moisture compared to the watershed with lesser S for a given P 5 . In the derivation of an expression for V 0 , the following assumptions are made: The pre-antecedent moisture level (V 00 ) 5 days before the onset of rainfall is zero or a fraction of S; The initial soil moisture store level (V 0 ) at the time of the beginning of rainfall storm is equal to the sum of pre-antecedent moisture level (V 00 ) and a fraction ȕ of the part of rainfall that is not transformed into runoff (P 5 -Q) owing to rainfall of P 5 at the time, where Q is the corresponding runoff. This assumption is based on the fact that only a fraction, in general, of mois-ture/water added to the soil will contribute to V 0 due to evapotranspiration losses in the previous 5 days.
Using suitable assumptions, Sahu et al. (2007) derived the following equations for different conditions: for , for ,
where V 00 is the old moisture level available for 5 days before the rainfall, S a is an intrinsic parameter of soil moisture (S a = Į·S), and ȕ is an additional model parameter ranging from 0 to 1. Analyses performed by these authors indicated that V 00 = 0. This simplification in the Sahu model resulted into a three parameter model that is referred to as the Sahu 3-p model. The direct runoff was calculated using the following equations: 
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This method involved optimization of Į and ȕ parameters. Root mean square error (RMSE), expressed by formula 23 was assumed as a goal function, and the optimization involved minimization of this function. Krzanowski et al. (2013) assumed that in a precipitation-free period or in the case of average rainfall, the watercourses were supplied by underground waters from the first aquifer level. Therefore, the knowledge on the base flow from before the flood period can provide sufficient information on the catchment moisture content. Higher values of the base flow may indicate high level of groundwater, and hence reduced retention capacity of the catchment. For this purpose, the authors made attempts at correlating the base flow Qb with CN parameter values according to the original NRCS-CN method.
Q_base model
CN parameter values were determined from Eqs. 5 and 6. The parameters of the established relationship were determined using the least squares method. Direct outflow volume was calculated from Eqs. 2 and 4. Assessment of a model's prediction accuracy is an important issue in hydrological modelling. In the present study, we used the root mean square error (RMSE) and Nash-Sutcliffe model efficiency (EF) (Nash and Sutcliffe 1970) as model goodness of fit to assess the model performance. These criteria are expressed as below: 
where RMSE is in mm, EF is dimensionless. Q obs is the observed storm runoff [mm], Q calc is the calculated runoff [mm], obs Q is a mean of the observed runoff values in the catchment, N is the total number of rainfall-runoff events, and i is an integer varying from 1 to N.
Additionally, significance of differences between the runoffs calculated using the analyzed methods was established. The calculations were performed using ANOVA with F test at a significance level Į = 0.05. The differences between average value of CN calc parameter and empirical values of CN emp , determined based on NRCS tables for the three AMC levels, were evaluated. For this purpose, Student's t test was used, testing the null hypothesis H 0 that the average CN calc was equal to CN emp Table 1 summarizes main parameters of the analyzed floods. The greatest direct runoff was recorded for episode No. 25 that occurred in the third decade of July 2004. This flood was caused by a precipitation episode lasting 4 days, with total depth exceeding 83.2 mm. The rainfall for the analyzed floods in the catchment ranged from 28.4 to 108.6 mm, the runoff was from 2.8 to 81.1 mm, and the sum of five-day rainfall P 5 ranged from 0.0 to Figure 2 shows observation-based rainfall-runoff correlations for the analyzed episodes, with relation to limit curves calculated for CN parameter, determined theoretically for three moisture levels. The theoretical value of CN parameter for normal moisture conditions was 76. The analyses showed that both empirically determined values of CN parameter and the calculated volumes of direct runoff for 28 analyzed episodes fell within the area of CN theoretical curve for the third moisture level, often exceeding the upper limit. According to NRCS, in 30 out of 36 analyzed flood events, soil moisture corresponded to level I.
RESULTS
The computed parameter values for all the analyzed models for the Kamienica catchment are presented in Table 2 . In order to optimize the model parameters, we used the "Solver" tool available in Microsoft Office Excel. Based on detailed calculations, a logarithmic function was adopted to describe the relationships between base flow and CN: 
In the case of Q_base model, the calculated correlation coefficient for Eq. 25) was 0.821 and the coefficient of determination was 0.679. Figure 3 presents the relationship between Q b and CN. It was found that the increased base flow (and thus reduced retention capacity of the catchment) was accompanied by higher CN values. Table 3 shows the quality assessment results for the presented models. The higher the RMSE, the poorer the performance of the model, and vice versa, RMSE = 0 means a perfect fit. The EF value of unity indicates perfect agreement between the observed and computed values, and decreasing values indicate poorer agreement. This measure implies that the model predicts no better than the average of the observed data. The value of model efficiency can be negative, which indicates that the average observed value is a better estimate than the model predicted, that is, the model prediction is worse than the average observation (Sahu et al. 2012) .
Our calculations showed that model 1, based on the original NRCS-CN equation, with CN parameter calibration, the most accurately characterized the amount of the direct runoff. The calibration process yielded RMSE error of only 0.61 mm, and the coefficient of effectiveness EF was 0.998. In turn, when the model assumed average CN cal , determined during the calibration, the calculations for the floods selected for verification showed much worse model performance, i.e., 13.16 mm for RMSE and 0.61 for EF. Assuming the AMC level determined for the observed episodes (Fig. 2) , the maximum potential retention S was calculated for empirical CN values specified with reference to the catchment use and soil conditions. Then, the size of the runoff was calculated from formula 2. Qualitative assessment of this model for the episodes used for calibration was much worse than for the model with calibrated CN (RMSE = 9.40 mm, EF = 0.57). The situation was opposite for the verification, where the model performance was much better. Analysis of the modification of the original NRCS-CN method revealed that the calibration process provided the best quality for Q_base model, with RMSE = 4.38 mm and EF = 0.85. The other good models were SME and Sahu 3-p ones. The weakest score was achieved by MS model. All modifications of NRCS model based on verification, except for Q_base model, were rated better than in the case of calibration. The highest scores were obtained by Sahu 1-p, Sahu 3-p, and SME models, and the lowest by Q_base model, for which the EF = -0.39 indicated that the average observed flow provided better results than the calculated flow. Figure 4 presents typical fitting of all considered models for the Kamienica catchment for calibration, and Fig. 5 for verification. It is apparent from this figure that the runoff values calculated using NRCS_CN cal , SME, and Q_base model were the closest to the corresponding observed values, and closer than those calculated using other models for most of the events. Hence, these three models performed equally well and better than the other models. The greatest differences in the results from SME and Q_base models can be seen for the greatest floods, while the calculation results are relatively reliable for the medium and small depth runoffs. The largest floods are best described by single parameter models NRCS-CN cal . Assuming the criteria presented by Moriasi et al. (2007) for calibration, MS model shall be deemed unsatisfactory (EF < 0.50), NRCS-CNPNW emp , SME, Sahu 1-p, Sahu 3-p are satisfactory (0.50 < EF 0.65), and Q_base and NRCS-CN cal models are very good (EF > 0.75). Figure 5 shows the fitting of the analyzed models to the observations in the case of verification. The best fitting was obtained for the SME and Sahu 1-p models. It can be concluded that for low values of observed runoff, the theoretical runoff yielded from the models is slightly overestimated, and for higher observed runoffs it is underestimated. In the case of verification, NRCS-CN cal is satisfactory, the MS model is good (0.65 < EF 0.75), and the other models are very good. Figure 5 and Table 4 show the significance of differences between the direct runoff values estimated using a variety of methods. Calculations showed Explanations: SS -sum of squares between groups, MS -mean squares between groups, F -F test value, p -probability level (at p < 0.05 significant values). that F was equal to 1.53, and was greater than the critical value, which indicated a lack of significant differences between the average runoffs estimated by means of different methods. The highest average runoff was calculated using Sahu 1-p method, and the lowest using MS model (Fig. 6) . Its values were very similar in SME, 
DISCUSSION
The conducted analyses showed significant differences between the runoff volumes calculated using the proposed model and based on the actual values. These results confirm the reports of other authors (Banasik and Woodward 2010) , claiming that in normal conditions the empirically determined CN is significantly higher than the calculated CN. This means that, in the case of the investigated catchment, the rainfall reached already moist soil. The catchment soil moisture level was determined not only by the precipitation, but also by high level of ground water table that could be maintained after the winter period, leading to reduced catchment retention capacity, as well as poorly permeable soils that made precipitation infiltration more difficult. In practice, when modeling floods and estimating the depth of the effective precipitation according to the original NRCS-CN method, it is recommended to assume the moisture level typical for normal conditions (e.g., MHP 2005). The results presented in this article suggest that this approach should be changed in the case of mountain catchments. As it is impossible to compare the calculation results with actual flows in uncontrolled catchments, it is recommended to assume the third level of catchment soil moisture when determining CN parameter, in order to ensure greater security of flood protection facilities. One should of course remember that the value of CN parameter needs to be verified in the catchments located in different climatic conditions and of different character than those for which this method was developed (e.g., Krzanowski et al. 2013 , Miler 2012 . Therefore, a key issue while using the NRCS-CN method is to determine the catchment moisture conditions before a specific flood occurs. This made us attempt to verify other models for estimating the effective precipitation, in which the soil moisture level can be treated in a different way. The presented calculations indicate that in the case of MS and Sahu 1-p model it is also necessary to assume a specific moisture level. According to Sahu et al. (2012) , MS method advantageously eliminates sudden jumps in CNs, and hence in computing runoff, through incorporation of the expression of M (Eq. 8), replacing the three AMCs. However, it does not reveal an explicit dependency of I a on M. Furthermore, in this method, S is optimized as a parameter, which is, in fact, a varying quan-tity depending on M for a given catchment. Hence, it is not clear which moisture level/condition the optimized S would correspond to. A similar situation occurs in the case of Sahu 1-p model. Analysis of calibration and verification results indicates that SME and Sahu 3-p models provide the most accurate values of the direct runoff. In the investigated models, the absolute maximum retention capacity S 0 was replaced by a potential maximum retention S, determined for specific PNW emp and CN. This modification was made to enable a direct application of these models in uncontrolled catchments, where there is no possibility of parameter calibration. While making this assumption, a hypothesis was adopted saying that in a mountain catchment with poorly permeable ground, the absolute maximum retention capacity S 0 may be similar to the potential maximum retention S. This hypothesis was supported by the fact that the simulations performed for calibrated values of S 0 based on the original method yielded very inadequate results. The resulting model quality in the analyzed catchment was similar or even slightly better than reported by, e.g., Sahu et al. (2007 Sahu et al. ( , 2010 . It is worth emphasizing that the proposed models were applied in a forest-agricultural mountain catchment with the area of over 60 km 2 , while previous studies mainly focused on agricultural catchments with low slope and area up to 72 hectares. Our analyses of the Q_base model showed that using the base flow as a measure of soil moisture in a mountain catchment to calculate CN parameter was justified, and Eq. 25 is recommended in this case. However, for large Q b , the calculated CN and direct runoff may be unrealistically high. This is due to the very low share of high base flows in the analyzed sample, which causes considerable errors in the calculation regarding the upper part of the regression curve. To verify this hypothesis, it is necessary to carry out further research, based on greater amount of observational data. When using the proposed method, a designer is obviously faced with a serious problem of determining the base flow. It can be determined for monitored water indicators with continuous flow measurements or for periodic stations. Further research should be aimed at generalization of the developed relationships, so that the method could be used in uncontrolled catchments.
CONCLUSIONS
Based on our study, the following conclusions may be drawn:
The values of CN parameter, determined empirically based on recorded rainfall-runoff episodes, differ significantly from the theoretical values, calculated according to NRCS. This indicates the need to verify the value of CN parameter for local conditions accounting for the course of flood formation in a given catchment.
The values of CN parameter greatly depend on a catchment moisture level prior to the analyzed flood. Using the NRCS recommended criteria for determining the catchment moisture level can result in considerable inaccuracy in determining CN parameter and calculating the effective precipitation.
Direct runoff values calculated according to Sahu 3-p and SME models are the most similar to the actually recorded ones. Therefore, these models may constitute an alternative for other methods used for calculating this parameter. Their unquestionable advantage is making the direct runoff independent of variable moisture levels, as proposed in the original NRCS-CN method.
Knowledge of the base flow value can be useful when calculating CN parameter. The base flow may characterize the catchment moisture level, as it describes in a more comprehensive manner the hydraulic relations between groundwater and surface waters and, to some extent, the catchment retention capacity.
