Abstract. We prove Berry{Esseen bounds for a general class of asymptotically normal statistics which are functions of N weakly dependent random variables under easily veri able conditions. In particular, we show the validity of the bound O(N ?1=2 log N) with some > 0, for U-statistics, Studentized means, functions of sample means, functionals of empirical distribution functions and linear combinations of order statistics
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Introduction and results
Let X 1 , X 2 ; : : : be a sequence of random variables taking values in arbitrary measurable space (X; A) which is stationary in the strong sense. We shall assume that the sequence satis es an absolute regularity condition with coe cients (m) ! 0, as m ! 1, (1 ? jN ?1 ) E g(X 1 ) g(X 1+j )
denote the variance of S, and let s = Ejg(X 1 )j s .
In the case of independent identically distributed (i. (1.2) and sup N 2+ < 1, for some xed > 0 and > 0. In the weakly dependent case the additional condition sup m m (1+")(1+1= ) (m) < 1, for some " > 0, ensures the same result (see, Ibragimov and Linnik (1971) , Ibragimov (1975) , Eberlein (1984) ).
Thus the statistic T will be asymptotically normal provided that in addition R ! 0 in probability. In order to prove Berry-Esseen bounds some stronger conditions are necessary. It is known (Tikhomirov (1980) ) that the conditions sup PfS < N xg ? (x) 6 AN ?1=2 log 2 N with a constant A depending on K, , and only. We shall extend this estimate for general nonlinear statistics. Let c j; k] denote the -algebra generated by X l such that l = 2 j; k] and 1 l N.
In the case k < j, set c j; k] = (X 1 ; : : : ; X N ). Tikhomirov (1980) and others. This result seems to be the rst Berry{ Esseen bound for a general class of statistics of dependent samples. In Section 2 we apply Theorem 1.1 for functions of sample means, functionals of the empirical distribution functions, for Studentized means, for U-statistics and for linear combinations of order statistics. In all these applications the estimation of EjRj and in Theorem 1.1 is quite simple and reduces to the estimation of certain moments. The random variables R j;k may be obtained by the simple rule: \remove all terms of R involving random variables X l with l such that j l k".
In the literature only special classes of (nonlinear) statistics of weakly dependent samples were considered so far: Yoshihara (1976) proved the asymptotic normality for a class of U-statistics; Denker (1982) , Denker and Keller (1983) proved the asymptotic normality and functional limit theorems for a classes of U-statistics and von Mises statistics and obtained Berry-Esseen bounds; Yoshihara (1984) obtained a Berry{ Esseen bound for U-statistics; for results concerning sums see, for example, a review of Sunklodas (1991) . Edgeworth expansions for statistics of dependent samples were considered by G otze and Hipp (1983 Hipp ( , 1992 .
Our result is similar to a Berry{Esseen bound of van Zwet (1984) for symmetric statistics of independent samples. In the independent case more precise estimates are known (see, for example, Friedrich (1989) , Bolthausen and G otze (1993) , , for lower estimates see Bentkus, G otze and Zitikis (1994) . We could improve the moment conditions for the non-linear part of the statistic combining methods developed for independent random variables and those of the present paper, but detailed proofs would require large amount of routine work. Furthermore, the dependence on log N in Theorem 1.1 may be improved.
The mixing condition (1.4) is relatively weak. For example, solutions of Ito stochastic equations in Euclidean spaces satisfy this condition and do not satisfy conditions with other stronger (e.g., uniformly) mixing coe cients, see Veretennikov (1987) . Heinrich (1992) found a clear and simple condition yielding (1.4) for stationary renewal processes. The condition (1.4) is ful lled as well when it is is ful lled for -mixing coe cients (m) or for '-mixing coe cients '(m) In this Section we shall apply Theorem 1.1 to various special statistics which shows that in fact the conditions can be easily veri ed. Similar examples were considered in the independent case by Bentkus, G otze and van Zwet (1994 We shall use Taylor's expansion for su ciently smooth functions f : B ! R (see, e.g. Cartan (1971) 
where f (j) (x)h j denotes the j-th Frechet derivative of f at point x in the direction h.
Assuming that H is Frechet di erentiable and using Taylor's expansion we may write g(x) def = H 0 (0)x, and
The function g is independent of N, and
g(X j ) + R:
Theorem 2. 
Using (1.5) we may replace X k in (2.4) by its independent copy b X k . An expansion in powers of U and an application of the H older inequality show that (2.4) follows from E(H 00 ( U)U b X k ) 2 Am 2 N ?1 :
(2.5) If Ej 1 j < 1 the boundedness of J is su cient for the following representation (see Govindarajulu and Mason (1983)) l N ? = The condition L 2 < 1 may be relaxed to L 1 < 1. Under the condition L 2 < 1 the proof of Theorem 2.3 requires only a straightforward application of Theorem 2.2. The weaker condition L 1 < 1 implies an inequality for the empirical processes E N like that characterizing the type 2 spaces, and the result still remains true (cf. Bentkus, G otze and van Zwet (1994) ). (2.14)
While proving (2.13) and (2.14) we may and shall assume that j (x; y)j 4N 3 .
Indeed, otherwise we may replace (x; y) by (x; y)Ifj (x; y)j N 3 g ? (x) ? (y) + E ( X 1 ) with (x) def = E (x; X 1 )Ifj (x; X 1 )j N 3 g.
Lemma 3.2 together with the H older inequality yields (2.13). Let us prove (2.14). By the triangle inequality we may remove in the sum in (2.14)
all summands with indices l such that jl ? kj m. Using (1.5) we may replace X k by its independent copyX k . Thus by H olders inequality (2.14) follows from E(
where the sum is taken over all l such that jl ? kj > m and l 2 1; N] n j; k]. An application of Lemma 3.1 concludes the proof of (2.14) and of the Lemma. EkX i k 2 :
Collecting the estimates we conclude the proof of the Lemma. Proof of (2:1) for arbitrary Banach spaces. Expanding into the Taylor series we may write
and (2.1) follows from Expanding in powers of , using the triangle inequality and applying the H older inequality, we see that instead of (3.1) it is su cient to prove
Expanding the square in (3.2) we arrive at
and it is su cient to prove that jE(H 0 ( X i )?H 0 (0))X i (H 0 ( X j )?H 0 (0))X j j Am N ?1 ; for ji?jj 2m; (3.3) and jE(H 0 ( X i ) ? H 0 (0))X i (H 0 ( X j ) ? H 0 (0))X j j Am 2 N ?2 ; for ji ? jj > 2m:
(3.4) Let us prove (3.3). Split the sum X i = X ij + j with j denoting the sum of N ?1 X l in X i such that jl ? jj m. A similar representation we may write for X j with i . Expanding in powers of j and of i we see that (3.3) follows from jE(H 0 ( X ij ) ? H 0 (0))X i (H 0 ( X ij ) ? H 0 (0))X j j Am N ?1 ; for ji ? jj 2m: By (1.5) we may replace the pair def = (X i ; X j ) by its independent copy, say (X i ;X j ), use the Taylor expansion and reduce ((3.3) to X l;k jEH 00 ( 1 X ij )X lXi H 00 ( 2 X ij )X kXj j AmN; ji ? jj 2m;
where the sum is taken over all l and k present as indices in the sum X ij . A repetition of the previous arguments conclude the proof of (3.3). The proof of (3.4) is similar (although more technical) to that of (3.3), and we omit it. We shall denote by a a generic su ciently small positive constant which may depend only on K, , , and . Write as well
The proof of the theorem combines the techniques of Tikhomirov (1980) for sums of weakly dependent r.v., and those used by G otze (1991), Bentkus, G otze and van Zwet (1994) with the error bounded by Ajtjm 2 p N . p NE g(X j )J 1 f(t): A Taylor expansion applied to J 1 and a comparison of the coe cient of t with ?1 = ?ES 2 show that f 0 (t) ?tf(t) with the error bounded by AN ?1=2 (1 + m 2 t 2 )jf(t)j), which concludes the proof of the Theorem.
