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Вступ
У сучасному урбанiзованому i комп’ютеризованому свiтi однiєю з най-
бiльш прибуткових комерцiйних дiяльностей є iнформацiйнi технологiї i
сумiжнi з ними галузi, зокрема мовнi технологiї . Це навiть у деякiй мi-
рi стає показником рiвня розвитку науки в країнi. Бурхливий розвиток
iнформацiйного i телекомунiкацiйного ринкiв, а разом з ним i апаратно-
програмної бази, дозволяє братися за реалiзацiю проектiв, що є алегори-
чними ознаками цивiлiзацiї третього тисячорiччя.
У лiтературi та кiнематографi фантастичного жанру одним з най-
яскравiших прикладiв технiки майбутнього довго служили системи роз-
пiзнавання мови. I тiльки в останнi десятилiття високий рiвень розви-
тку технологiй в областi створення високоефективних процесорiв цифро-
вої обробки сигналiв уможливлює рiшення задачi розпiзнавання мови
в реальному масштабi часу. Однак основним стимулом розвитку таких
систем є практичнi застосування, що стали можливими в сучасному iн-
формацiйному суспiльствi, що прагне до всеосяжної iнформатизацiї й iн-
телектуалiзацiї всiх життєвих процесiв.
Розглядаючиможливостi застосування систем розпiзнаваннямови мо-
жна видiлити наступнi прiоритетнi напрямки:
• застосування мовного введення команд при неможливостi викори-
стання альтернативних методiв керування;
• використання системи розпiзнавання мови як мовний iнтерфейс у
мiнiатюрних комп’ютерних системах i засобах комунiкацiї;
• використання розпiзнавання мови для спрощення операцiй, що ви-
магають складного шляху через рiзнi iєрархiї iнтерфейсу;
• створення сучасних телекомунiкацiйнихдовiдкових служб, а також
пiдтримка банкiвських операцiй з використанням процедури аутен-
тификацiї клiєнта ;
• розробка на основi сучасних технологiй пошуку в iнформацiйних ме-
режах мовної iнформацiї по заданих ключових словах або проблема-
тицi.
Постановка задачi
Задача розпiзнавання мови полягає в адекватному вiдображеннi сим-
волами тiєї або iншої мови вимовленої звукової послiдовностi. Задачу
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розпiзнавання мови вважають зосередженням усiх задач штучного iнте-
лекту [1].
У загальному випадку задачу можна представити як неоднорiдний
багатоетапний процес перетворення вхiдного мовного сигналу, що пред-
ставляє собою коливання тиску повiтряного середовища, формування ве-
кторiв ознак, вироблення гiпотез i вiдшукання найбiльш оптимальної
гiпотези, вiдповiдно до обраної логiки прийняття рiшень.


















Рис. 1 – Процес обробки мовного сигналу в системах розпiзнавання мови
Бiльшiсть параметричних систем розпiзнаваннямови включають два
основних етапи. Найбiльш значимим фактором, що визначає якiсть роз-
пiзнавання, є ефективне параметричне представлення мовного сигналу,
тобто послiдовний процес оцифровки, фiльтрацiї, сегментацiї, зважува-
ння.
Оптимальний вибiр методiв обробки мовного сигналу повинен вiдпо-
вiдати наступним вимогами:
Аналоговий мовний сигнал вiд деякого джерела необхiдно перетворю-
вати в цифровий з максимальним спiввiдношенням сигнал/шум велика
акустична мiнливiсть мовного сигналу та широкий рiзновид зовнiшнiх
умов вимагають використання рiзних алгоритмiв фiльтрацiї для усуне-
ння деяких небажаних явищ у сигналi.
З цiлком зрозумiлих причин часовi вiдлiки мовного сигналу неможли-
во використовувати як параметри для розпiзнаваннямови. Двi часовi ре-
алiзацiї одного i тогожвиспiвуможуть значно вiдрiзняться як заформою,
так i по амплiтудi. (Темп мови, тривалiсть вимови окремих слiв i звукiв
навiть для одного диктора варiюється в дуже широких межах. На рис.2
фонограми слова “мама”, вимовленi тим самим диктором з iнтервалом у
5с.)
Таким чином, можливi значнi розбiжностi мiж окремими дiлянками
збереженого еталона i вiдповiдного йому вхiдного акустичного сигналу за
рахунок часової неузгодженостi. У цьому зв’язку звичайно застосовують
рiзнi методи спектрального аналiзу для одержання адекватного набору
параметрiв, що вiдбивають внутрiшнi характеристики мовного сигналу.
Найчастiше повний опис мовного сигналу тiльки в термiнах основних
параметрiв неможливо. Спектральнi ознаки, що мiстять в собi значиму
частотну iнформацiю про сигнал, не здатнi врахувати динамiку мовного
сигналу. З цiєю метою використовують додатковi так називанi дельта-
параметри, якi є похiдними за часом рiзних порядкiв вiд основних пара-
метрiв [2].
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Рис. 2 – Фонограма слова “мама”
Таким чином, недосконалiсть сучасних систем розпiзнаваннямови, як
складового елемента мовного iнтерфейсу в значнiй мiрi зв’язано з низь-
кою ефективнiстю математичних методiв моделювання сигналу. Для
рiшення цих проблем приходиться знаходити новi методи й алгоритми
вiдновлення вимовленої звукової послiдовностi.
Обмеження перетворення Фур’є щодо задачi
розпiзнавання мови
Бiльшiсть методiв моделювання й обробки мовних сигналiв у зада-
чi розпiзнавання мови (спектральний аналiз, кепстральне представлен-
ня) спираються на перетворення Фур’є (ПФ), коефiцiєнти Фур’є або кеп-
стральнi коефiцiєнти, що одержано у результатi перетворення пiддаю-
ться досить простiйфiзичнiй iнтерпретацiї. Однак томущо в якостi основ-
них базисних функцiй використовуються синуси, косинуси та їхнi ком-
плекснi експоненти перетворення Фур’є має ряд обмежень щодо задачi
розпiзнавання мови:
• втрата iнформацiї в часi iснування частотних компонентiв сигналу;
• вихiдний сигнал замiняється на перiодичний, з перiодом рiвним три-
валостi дослiджуваного зразка;
• ПФ не дає iнформацiю про динамiку змiни спектрального складу
сигналу;
• ПФ погано працює при змiнi параметрiв процесу згодом (нестацiонар-
ностi), оскiльки дає усередненi коефiцiєнти для всього дослiджува-
ного сигналу;
• ПФ вимагає знання сигналу не тiльки в минулому, але й у майбу-
тньому, що є неможливим для систем реального часу;
• погана пристосованiсть до сигналiв з локальними особливостями.
У загальному випадку при довiльнiй залежностi f (t) пряме ПФ озна-
чає перехiд вiд часового представлення сигналу до його частотного пред-
ставлення вiдповiдно до узагальненого вираження:
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f (t) e−jwtdt. (1)
У деяких випадках фiзична iнтерпретацiя за допомогою цiєї формули
буває досить складною. Так, щоб одержати спектральну iнформацiю на
обранiй частотi, необхiдно мати i минулу, i майбутню iнформацiю, що
може бути застосовано лише до стацiонарних сигналiв, у яких частота
не мiняється згодом. До того ж формула (1) не враховує, що частота може
еволюцiонувати згодом.





F (w) eiwtdw. (2)
Це перетворення унiтарне:Z
|f (t)|2 dt = 1
2pi
Z
|F (w)|2 dw. (3)
Формула (3) є рiвнiстю Парсеваля i вказує на збереження енергiї при
переходi вiд часової областi до частотного.
Таким чином, частотно-часова смуга виявляється добре локалiзова-
ною по частотi i практично необмеженої по осi часу. Бiльш того, як помi-
тно з формули (1), сигнал f (t) повинен досить швидко спадати на нескiн-
ченностi в минулому й у майбутньому.
Спроби подолання цих труднощiв i полiпшення розумiння локальних
властивостей сигналу на теперiшнiй час реалiзують за допомогою так
називаногокороткочасного або вiконногоперетворенняФур’є. Сигнал f (t)
аналiзується лише усерединi деякого вiкна i виявляється локалiзованим
у часi. Але при короткочасному перетвореннi Фур’є вiкно має фiксований
розмiр, що не залежить вiд масштабу, що розглядається [4].
У задачах розпiзнавання мовних сигналiв особливу роль грає локалi-
зацiя i класифiкацiя особливих характеристик сигналу (пiки й розриви,
рiзкi перепади рiвня спектра), частотно-часовий аналiз. Перетворення
Фур’є не дозволяє в точнiй мiрi вiдбити локальнi особливостi сигналiв,
тому що його базисною функцiєю є синусоїда, що робить застосування
методiв ПФ в аналiзi мовних сигналiв небажаним.
Основнi поняття вейвлет-перетворення
Альтернативою можуть стати вейвлети, основним застосуванням
яких є аналiз i обробка нестацiонарних (у часi) або неоднорiдних (у про-
сторi) сигналiв.
Вейвлети - це математичнi функцiї, що дозволяють аналiзувати рi-
знi частотнi компоненти даних. Вейвлет-перетворення дозволяє судити
не тiльки про частотний спектр сигналу, але також про те, у який мо-
мент часу з’явилася та або iнша гармонiка. З їхньою допомогою можна
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легко аналiзувати переривчастi сигнали, або сигнали з гострими спле-
сками. Крiм того, вейвлети дозволяють аналiзувати данi вiдповiдно до
масштабу. Унiкальнi властивостi вейвлетiв дозволяють сконструювати
базис, у якому представлення даних буде виражатися лише декiлькома
ненульовими коефiцiєнтами. Ця властивiсть робить вейвлети дуже ефе-
ктивними для аналiзу даних, цифрової обробки зображень та обробки
складних акустичних сигналiв.
Вейвлет-перетворення у великому ступенi дозволяє подолати пере-
рахованi недолiки перетворення Фур’є, оскiльки базиснi функцiї мають




|f (t)|2 dt <∞. (4)
У данiй роботi для представлення мовних сигналiв пропонується ви-
користання вейвлетного базису , що має ряд переваг:
• локалiзацiя в часовiй i частотнiй областi, що дозволяє робити ефе-
ктивний частотно-часовий аналiз нестацiонарних сигналiв, прикла-
дом яких є мова;
• можливiсть масштабного перетворення й зсувiв (стиск-розтягання
дослiджуваного сигналу за допомогою хвильових функцiй рiзної пе-
рiодичностi);
• математичний апарат, який було розроблено для локалiзацiї й кла-
сифiкацiя особливих точок сигналу;
• вiдмiнно вiдображають динамiку змiни сигналу уздовж „осi масшта-
бiв”, локалiзацiю рiзномасштабних деталей (спектр мови людини ра-
дикально змiнюється з часом, а характер цих змiн - дуже важлива
iнформацiя).
Аналiз мовних сигналiв може стати класичним прикладом застосува-
ння вейвлет-перетворення, загальний принцип побудови, базису якого
складається у використаннi масштабного перетворення й зсувiв. У такий
спосiб за допомогою дискретних масштабних перетворень i зсувiв можна
описати всi частоти i покрити усю вiсь, використовуючи один базисний
вейвлет.
Для практичного застосування дуже важливо знати ознаки, якими
повинна володiти функцiя, щоб бути вейвлетом:
Локалiзацiя. Вейвлет перетворення у вiдмiнностi вiдПФ використо-
вує локалiзовану базисну функцiю. Вейвлет повинний бути локалiзова-




ψ (t) dt = 0. (5)
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Часто для практичного застосування виявляється необхiдним, щоб не
тiльки нульовий, але й усi першi m моментiв дорiвнювали нулю:
∞Z
−∞
tmψ (t) dt = 0. (6)
Такий вейвлет називається вейвлетом m-го порядку. Вейвлети, що
володiють великим числом нульових моментiв, дозволяють аналiзувати
дрiбномасштабнi флуктуацiї й особливостi високого порядку.
Обмеженiсть: Z
|ψ (t)|2 dt <∞. (7)
Оцiнка гарної локалiзацiї й обмеженостi може бути записана у вигля-
дi:




< (1 + |k − w0|n)−1 , (8)
деw0 - домiнантначастота вейвлета, число nповинне бутиякможливо
великим.
Автомодельнiсть базису. Характерною ознакою базису вейвлет-
перетворення є його самоподоба. Усi вейвлети даного сiмейства ψab (t) ма-
ють тежчисло осциляцiй,що й базисний вейвлетψ (t), оскiльки отриманi
з нього за допомогою масштабних перетворень i зсувiв.
Для побудови базису вейвлет-перетворення використовується одна
функцiя, що iменується материнським вейвлетом - ϕ(t). На рис.3 пред-
ставленi прикладичасто використовуваних вейвлетiв: а)WAVE; б)- мекси-
канський капелюх; в)- Морле; г)- Пауля; д) –LMB; е)- Добеши. Праворуч
показанi вейвлети в залежностi вiд часу ψ (t), лiворуч – їхнi образи Фур’є
ψˆ (w) [3].
Рис. 3 – Приклади найбiльш часто використовуваних вейвлетiв
Слiд зазначити, що вейвлет-перетворення не завжди може пiдмiни-
ти Фур’є-аналiз. Багато теорем вейвлет-аналiзу доводяться за допомогою
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розкладання Фур’є. Таким чином, цi два типи аналiзу є скорiше допов-
нючими одне одного, нiж такими, що змагаються у застосуваннях.
Застосування вейвлет-перетворення до моделювання
мовних сигналiв
Мовний сигнал s (t) вiдповiдно вейвлет-перетворенню прийме вид:






де ψ (t) – функцiя, що деталiзує, з нульовим значенням iнтеграла, визна-
чає особливостi сигналу i породжує коефiцiєнти, що деталiзують ϕ (t) –
масштабуюча функцiя з одиничним значенням iнтеграла, визначає гру-
бе наближення сигналу i породжує коефiцiєнти апроксимацiї. Функцiї
ϕ (t) властивi лише ортогональним вейвлетам. Функцiя ψ (t) задається
базисною функцiєю ψ0 (t), що як i ψ (t) визначає тип вейвлета. Базисна
функцiя ψ0 (t) як i функцiя ψ (t) повиннi забезпечувати виконання двох
операцiй:








при a > 0 и a ∈ R+ − {0}.
Параметр a задаєширину цього пакета, а b– його положення на часовiй
осi. У такий спосiб для заданих a i b функцiя i є вейвлет:

















можна описати всi частоти i покрити усю вiсь, маючи
один базисний вейвлет ψ0 (t) (рис.4) [5].
На вiдмiну вiд перетворення Фур’є, у якому координата x замiняється
на одну частотну змiнну p, у теорiї вейвлет-перетворенняx замiняється на
двi змiннi i b. У визначеному змiстi b є аналогом координати x, а параметр
a - аналогом зворотної частоти 1
p
, тобто c (a, b) мiстить iнформацiю про
просторовi (або часовi) i частотнi властивостi сигналу одночасно. Це й до-
зволяє вивчити сигнал бiльш детально, нiж за допомогою Фур’є-аналiзу.
Основна iдея представлення нестацiонарних сигналiв за допомогою
вейвлетiв полягає в розкладаннi дослiджуваних сигналiв на двi складо-
вi – апроксимуючу й уточнюючу з наступним уточненням (рис. 5), таке
представлення можливе як у частотнiй, так i в часовiй областi.
Вейвлет-перетворення може використовуватися як для представле-
ння сигналiв, так i для їхньої фiльтрацiї. Для фiльтрацiї i видалення
шумiв звичайно, використовують загальновiдомий прийом – видалення
високочастотних складових iз спектра сигналу.
Щодо вейвлет-перетворення фiльтрацiю й очищення вiд шумiв мо-
жна здiйснювати шляхом обмеження рiвня коефiцiєнтiв, що деталiзу-
ють. Тому що короткочаснi особливостi сигналу, до яких можна вiднеси
ISSN 1562-9945 121
“АСАУ” – 7(27) 2004
Рис. 4 – Представлення сигналу за допомогою масштабування i зсуву
базисного вейвлета
Рис. 5 – Представлення сигналу за допомогою масштабування i зсуву
базисного вейвлета
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шуми, створюють коефiцiєнти, що деталiзують, з високим змiстом шумо-
вих складових, що мають великi випадковi викиди значення сигналу,
рiвень шумiв можна зменшити, задавши деякий порiг, зрiзавши коефi-
цiєнти по їх рiвню. Необхiдно пiдкреслити, що рiвень обмеження можна
задавати для кожного коефiцiєнта окремо, що дозволяє синтезувати ада-
птивнi до змiн сигналу системи очищення сигналiв вiдшумiв. Для вида-
лення шумiв може використовуватися штрафний порiг, що визначається
правилом вибору коефiцiєнтiв вейвлетного розкладання з використан-
ням “штрафного” методу Бiрге-Массарта [5].
На основi викладеного теоретичного матерiалу i практичних дослi-
джень можна зробити висновок про доцiльнiсть представлення мовних
сигналiв за допомогою вейвлет-перетворення, як на етапi попередньої
обробки, так i при формуваннi векторiв ознак для подальшого процесу
розпiзнавання.
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