ABSTRACT. Many fundamental questions in additive number theory (such as Goldbach's conjecture, Fermat's last theorem, and the Twin Primes conjecture) can be expressed in the language of sum and difference sets. As a typical pair of elements contributes one sum and two differences, we expect that |A − A| > |A + A| for a finite set A. However, in 2006 Martin and O'Bryant showed that a positive proportion of subsets of {0, . . . , n} are sum-dominant, and Zhao later showed that this proportion converges to a positive limit as n → ∞. Related problems, such as constructing explicit families of sum-dominant sets, computing the value of the limiting proportion, and investigating the behavior as the probability of including a given element in A to go to zero, have been analyzed extensively.
INTRODUCTION
Given a finite set A ⊂ Z, it is natural to compare the sizes of its sum set A + A and difference set A − A, which are defined as A + A = {a + b : a, b ∈ A}, A − A = {a − b : a, b ∈ A}.
(1.1)
If (ρ 1 , ρ 2 ) = (1, 0) then B = A and thus the problem is reduced to comparing the sizes of the sum set and the difference set of A with itself; this is the (A, A) case, and is the only one that has been studied extensively in literature so far. If we let (ρ 1 , ρ 2 ) = (0, 1), then B contains all elements that are not in A and thus B is the complement of A; we call this the (A, A c ) case. If we let ρ 1 = ρ 2 , then A and B are chosen independently. Finally, if ρ = (0.5, 0.5, 0.5) then P n ( ρ) is simply the proportion of pairs of subsets of {0, 1, . . . , n} that are MSTD. In this case, we call the MSTD correlated pair simply an MSTD pair.
In this paper, we address three questions regarding MSTD correlated pairs.
(1) For a fixed probability vector ρ, does P n ( ρ) converge to a positive number as n → ∞? (2) If we let ρ decay with n, does P n ( ρ) converge to 0 as n → ∞? (3) What are the minimal sizes of an MSTD pair and what are the minimal MSTD pairs up to linear transformation? We say (m, n) is a minimal size of an MSTD pair if for any MSTD pair (A, B) not having that size, then either |A| > m or |B| > n. It can thus happen that there is more than one minimal size.
To address the first question, we exploit the probabilistic methods of Martin and O'Bryant [MO] and Zhao [Zh2] . We first construct a pair that has an MSTD fringe; these are the elements near the endpoints of A and typically control whether or not the set is sum-dominant (see Definition 2.5 for details). Next we show that almost all MSTD correlated pairs are rich, which essentially means that we have an MSTD fringe and that a large interval of middle sums are obtained; see Definition 2.6 for details. From this we are able to answer completely the first question.
Theorem 1.2. For each vector
3 , the proportion of sum dominant ρ-correlated pairs of I n converges to a limit P ( ρ) as n → ∞. Moreover, P ( ρ) = 0 if p ∈ {0, 1} or ρ 1 + ρ 2 ∈ {0, 2}, and P ( ρ) is strictly positive otherwise.
From Monte-Carlo experiments, Martin and O'Bryant [MO] conjectured that the proportion of MSTD sets, or P ((0.5, 1, 0)), is approximately 4.5 ×10 −4 ; Zhao [Zh2] has derived algorithms supporting a limit of this size. Since we expect MSTD sets to be rare, we are interested in finding the maximum value of the function P . The following theorem says that this search is not completely hopeless. Theorem 1.3. The function P : [0, 1] 3 → [0, 1], defined in Theorem 1.2, is continuous and thus attains its maximum at some point.
In Section 3 we investigate P and conjecture that the maximum occurs at (0.5, 0, 1). The second question for the (A, A) case was first conjectured by Martin and O'Bryant [MO] and solved there by Hegarty and Miller [HM] . The question is interesting because if (p, ρ 1 , ρ 2 ) is fixed with p > 0 and 0 < ρ 1 + ρ 2 < 2, then the expected sizes of A and B are proportional to n and it is reasonable to expect a positive probability of having MSTD correlated pairs. If instead we let either p → 0 or ρ 1 + ρ 2 → 0 or 2, then the expected size of A (if p → 0) or B (if ρ 1 + ρ 2 → 0 or 2) is no longer proportional to n and it is unclear whether or not we should have a positive probability of MSTD correlated pairs.
The case studied in [HM] is (ρ 1 , ρ 2 ) = (1, 0) and p → 0 as n → ∞. Before stating their main results, we fix some notation. Let X be a real-valued random variable depending on some integer parameter N, and let f (N) be a real-valued function. We write X ∼ f (N) if for any ǫ 1 , ǫ 2 > 0 there exists N ǫ 1 ,ǫ 2 > 0 such that for all N > N ǫ 1 ,ǫ 2 ,
We also use standard big-Oh, small-oh and Θ notations. We write f (x) = O(g(x)) if there exist constants x 0 and C such that for all
The following theorem captures the main results in [HM] .
Theorem 1.4. [Hegarty-Miller [HM] ] For p : N → (0, 1) such that p(N) = o(1) and N −1 = o(p(N)), let each k ∈ I N := {0, . . . , N} be independently chosen to be in A with probability p(N). The probability that A ⊂ I N is MSTD tends to 0.
Let S = |A + A|, D = |A − A| and S C = 2N + 1 − S , D C = 2N + 1 − D be the sizes of their complements.
This theorem identifies N −1/2 as the threshold function where the phase transition happens. The ratio between sizes of the sum set and difference set behaves differently for p with decay on opposite sides of this threshold. Below the threshold the ratio is almost surely 2 + o(1) while above it is almost surely 1 + o(1).
Building on their methods, we extend their results to our more general setting.
In particular, letp = p 2 (2ρ 1 − ρ 
Finally, we are able to answer the first part of the third question. We attack these three questions in their listed order. In Sections §2 and §3 we address the first question by proving Theorem 1.2 and Theorem 1.3. We next investigate the decay of p in §4 and prove the result about minimal MSTD pairs in Section §5. We conclude with a list of questions for future research.
POSITIVE PERCENTAGE OF MSTD CORRELATED PAIRS
In this section we generalize the arguments of [MO] and [Zh2] to the case of (p, ρ 1 , ρ 2 )-pairs (A, B). Let I n := {0, . . . , n}; we also write [0, n] for this interval. Additionally, n − A = {n − a : a ∈ A}; we frequently enclose it in parentheses when performing unions or intersections to clearly identity the sets. We first prove an easy yet very helpful result.
Proposition 2.1. If p ∈ {0, 1} or ρ 1 + ρ 2 ∈ {0, 2} then there is no ρ−correlated MSTD pair in I n .
Proof. It is easy to see that if p = 0 or 1, the set A is, respectively, the empty set or I n . In the first case, |A + B| = |A − B| = 0 for any set B. In the latter case, if l and s are the largest and smallest elements of B (0 ≤ s ≤ l ≤ n), then A + B = {s, s + 1, . . . , n + l} and
In either case, there is no MSTD correlated pair (for any n). Similarly, if ρ 1 + ρ 2 ∈ {0, 2} or equivalently (ρ 1 , ρ 2 ) ∈ {(0, 0); (1, 1)}, B = ∅ or I n , and there is no MSTD pair either.
Therefore from now on we assume 0 < p < 1 and 0 < ρ 1 + ρ 2 < 2 unless stated otherwise. We now establish two useful lemmas which are analogous to Lemmas 7 and 11 in [MO] . Their proofs follow from Bayes's formula, and for completeness are given in Appendix A. 0, 2n] , the probability k does not belong to the sum set A + B is
where
where ρ 3 is defined in Lemma 2.2.
Remark 2.4. It is easy to check that when (ρ 1 , ρ 2 ) = (1, 0), ρ 3 = 1 − p 2 and ρ 4 = 1 − p; note this is consistent with the results in [MO] and [Zh2] .
We next give definitions of MSTD fringe tuples and rich MSTD pairs, analogous to Definitions 2.1 and 2.4 in [Zh2] . As we will see, these definitions characterize the behavior of almost all MSTD pairs in the limit.
Definition 2.5 (MSTD fringe tuple
Definition 2.6 (Rich MSTD pair). We call a pair of subsets
The smallest such k is called the order of this rich pair.
Any pair (A, B) satisfying (i) and (ii) is said to have fringe profile given by (L, L ′ , R, R ′ ; k). These two conditions and Definition 2.4 imply that A + B has more "extreme" elements than ±(A − B) (here "extreme" refers to the smallest k elements and the largest k elements of I + I and I − I). If condition (iii) is also satisfied (i.e., the pair (A, B) is rich) then A + B has all the "non-extreme" elements of I + I, and thus |A + B| > | ± (A − B)|. This intuition is formalized in the proof of the following lemma, and justifies our nomenclature.
Lemma 2.7. A rich MSTD pair is an MSTD pair.
Proof. The proof is similar to the proof of Lemma 2.5 in [Zh2] . We want |A + B| > | ± (A − B)|. It suffices to show the following two inequalities:
6) The inequality in (2.6) follows immediately from the richness criterion. To prove (2.5), note that
The desired inequality then follows from the definition (2.5) of an MSTD fringe tuple.
Much like in [Zh2] , we will see in the proof of Proposition 2.11 that almost all MSTD pairs are rich. Following [Zh2] we define a partial order on fringe tuples below, which allows us to count fringe tuples without redundancy.
Definition 2.8 (Partial ordering of fringe tuples
The arguments in [Zh2] also show that minimal fringe tuples for a given rich pair (A, B) are unique, and they are minimal in the partial order of all fringe tuples. This allows us to count rich MSTD pairs by their minimal fringe tuples.
Fix any k > 0. For n > 2k, let P n [E] denote the probability that, out of all (p, ρ 1 , ρ 2 ) = ρ correlated pairs of subsets (A, B) of [0, n], A and B satisfy the conditions prescribed by the event E.
We write this more compactly as
Lemma 2.9. For any fringe profile (L, L ′ , R, R ′ ; k) and any ρ = (p, ρ 1 , ρ 2 ), the following limit exists:
Proof. Following the example in [Zh2] , we break up the event
where in the final line we have replaced the n subscripts with smaller ones, which we can do because these events only involve at most 2k (resp. j + k) elements, and the probabilities do not change when we allow for more middle elements to belong (or not belong) to A and B. Thus everything except the upper limit on the sum is independent of n. We send n to infinity and find
(2.16)
Since each term in the sum is non-negative and the total sum is bounded above by 1 (as the partial sums represent legitimate probabilities), the monotone convergence theorem says the sum converges, and thus the limiting probability exists.
The next definition isolates our key object of study; we prove that it exists and give a formula for it in the proposition that follows.
Proposition 2.11. The limit P ( ρ) exists and is given by
where the sum is taken over all minimal fringe tuples (L, L ′ , R, R ′ ; k).
Proof. As assumed, 0 < p < 1 and 0 < ρ 1 + ρ 2 < 2. Fix a positive integer K and let n be large enough.
We will prove that when n gets large, (A, B) is a rich MSTD pair with probability 1. Indeed, suppose (A, B) is not a rich MSTD pair of order at most K. This means either (A, B) is not rich, or it is rich with order greater than K.
is not an MSTD fringe, the size of difference set is not smaller than that of the sum set on the fringes. Hence there must be at least a middle difference, i.e., a difference in [K − n, n − K], be missing (otherwise (A, B) cannot be sum dominant). In the second case, since (L, L ′ , R, R ′ , K) is a fringe pair, and yet (A, B) is not a rich MSTD pair of order K, there must be a middle sum missing, i.e., there exists some number in [K, 2n − K] that is not in A + B. Let E denote this event. We use the result from Lemma 2.2 to calculate P(E). Note that since p = 0, 1 and (ρ 1 , ρ 2 ) = (0, 0), (1, 1), we have 0 < ρ 3 < 1. We find
, (2.19) which goes to zero as K → ∞, proving the claim for missing at least one middle sum; the proof for the probability of missing at least one middle difference proceeds similarly, using Lemma 2.3. We therefore have proved that when n gets large, almost all MSTD pairs are rich MSTD with fringes. Therefore, by summing over all fringes as in (2.18), we get P ( ρ). Note that each term in (2.18) exists and their sum is less than 1, hence this sum converges. Proposition 2.12. We have P ( ρ) > 0 for any ρ with 0 < p < 1 and 0 < ρ 1 + ρ 2 < 2.
Proof. As the argument is similar to one in [MO] , we only sketch the proof here. Unless ρ 1 = 0, any MSTD fringe pair (L, R; k) for (A, A) works as a fringe tuple (L, L, R, R; k) for (A, B), and occurs with fixed positive probability. One such fringe is given in [MO] : L = {0, 2, 3, 7, 8, 9, 10} and R = {1, 2, 3, 6, 8, 9, 10, 11}. By additionally imposing that [12, 12+j] ⊂ A∩B, for sufficiently large j (which depends on ρ), we can ensure that (A, B) is rich with positive probability. Thus
Now we handle the case when ρ 1 = 0. Since ρ 2 > 0, a fringe profile for (A, A c ) occurs with positive probability in this case, and the same reasoning above will hold. Thus it suffices to exhibit a single MSTD fringe profile for (A, A c ). One such fringe profile is L = R = {1, 2, 3, 5, 7, 8}.
Proof of Theorem 1.2. The proof follows immediately from Propositions 2.1, 2.11 and 2.12.
THE PROBABILITY FUNCTION P
We now investigate the behavior of the function P : [0, 1] 3 → [0, 1], which gives the limiting probability of selecting an MSTD ρ-correlated pair (A, B) from I n as n → ∞. We prove that P is continuous, as stated in Theorem 1.3. Afterwards we compute the probability function for n = 8 and discuss some conjectures about the behavior of P .
Proof of Theorem 1.3. We first prove continuity away from the zeros; i.e., at points ρ such that P ( ρ) = 0. By Proposition 2.11, we know the zeros of P are exactly the set
which is a closed set in R 3 . We first show that P is continuous on the open set Z c , and then show that as ρ approaches any point in Z, the value of P ( ρ) approaches 0, so that P is continuous on [0, 1] 3 . We first prove that for each minimal fringe profile,
is a continuous function of ρ away from Z (note that these functions are also zero on Z). We start with the definition:
( 3.2)
The first term on the right hand side is continuous, since
and the probability of getting (A, B) is just a polynomial in p, ρ 1 and ρ 2 , so this sum is continuous. Similarly, each term in the second sum is continuous, as we can view each term as a sum over suitable pairs (A, B) of the probability of picking the pair (A, B), each of which is a polynomial. Thus to show that the infinite sum itself is continuous, it suffices to bound the tails uniformly. We will see that this follows from
The probability on the right, as computed in Lemma 2.2, has the form ρ j 3 where ρ 3 depends on p, ρ 1 , ρ 2 . For any fixed ρ ∈ Z, restrict to a closed ball about ρ that lies entirely inside Z c . We can pick ρ * for which ρ 3 attains its maximal value q * < 1 on this closed ball. Thus the tails are bounded by the tails of a convergent geometric series with ratio q * , so the series converges uniformly and
and the summands are continuous functions of ρ on Z c , it suffices to show that the tail sums
can be made uniformly small with m. This argument follows along the same lines as the proof of Proposition 2.14 in [Zh2] . All contributions to this tail arise from sets where A + B is missing a middle sum, where in this case "middle" means not in the first or the last m elements. To show that these events are unlikely we use the union bound and the fact that we have a convergent infinite geometric series, starting with some maximizer (over a closed ball in Z c ), q * , raised to the power m, which goes to zero as m → ∞.
Now we must show that P ( ρ) approaches zero as ρ approaches any point in Z. First we show
As the probability on the right is a continuous function of ρ which is zero on Z, we have
and thus the functions
Observe that if p > 0 and ρ 1 +ρ 2 > 0, but still ρ ∈ Z, then the same argument involving missing middle sums and differences based on Lemmas 2.1 and 2.2 works to show that P is continuous at ρ. So we only need to show that P ( ρ) → 0 as p → 0 or ρ 1 + ρ 2 → 0, which is true because of theorem 1.5 (see the next section). So, we conclude that P ( ρ) is continuous on [0, 1] 3 .
The following is an immediate consequence of the continuity of P and the compactness of [0, 1] 3 .
Corollary 3.1. The function P attains a maximum value on any compact domain. In particular, P attains its maximum at some point in [0, 1] 3 . Moreover, for any (ρ 1 , ρ 2 ) fixed, P as a function of p attains its maximum at some point p * . Similarly, for any fixed p, P as a function of (ρ 1 , ρ 2 ) attains maximum at some point (ρ * 1 , ρ * 2 ).
As P ( ρ) is continuous on a compact set, we can conjecture where it attains its maximal values. We start by considering the function P n ( p) for n ≥ 1, which is the probability for a (p, ρ 1 , ρ 2 ) correlated pair (A, B) from I n to be an MSTD set. When n → ∞ this function should converge to our function P . We chose n = 8 and numerically found all MSTD pairs of subsets (A, B) ∈ I 8 . Letting L 8 be the set of all such pairs, we found |L 8 | = 96. For each pair (A, B) found, we recorded |A|, |B| and |A ∩ B|. Since each element of {0, 1, . . . , 8} is chosen independently, we can calculate
(3.9) We plotted P 8 ( ρ) and found its maximum appears to be at (1/2, 0, 1). Numerical explorations suggest that P (1/2, 0, 1) ≈ 0.03, which is significantly larger than P (1/2, 1, 0) ≈ 4.5 × 10 −4 . These numbers, however, should be taken with a healthy degree of skepticism. These problems are computationally intense, and it is possible that the observed behavior differs for very large n. For a related problem with a similar numerical difficulty, see the work in [DKMMWW] We end with some observations and conjectures. If we fix 0 < p < 1 and ρ 1 not too large, we observe that P 8 appears to be a strictly increasing function. If we could prove this, we would then know that it would attain its maximum at ρ 2 = 1. On the other hand, if we fix 0 < p < 1 and ρ 2 not too small, P 8 appears to be a strictly decreasing function, and thus would attain its maximum at ρ 1 = 0. Finally, if we fix (ρ 1 , ρ 2 ), in most cases it appears that the maximum of P 8 happens at some point p close to 1/2. In the specific case when (ρ 1 , ρ 2 ) = (0, 1), if we assume that P n is differentiable then we can easily prove that p = 1/2 is a critical point. Indeed, let Q n (p) = P n (p, 0, 1). Since in this case B = A c , we find Q n (p) = Q n (1 − p). Taking the derivative of both sides yields
Consequently, Q ′ n (1/2) = 0, or p = 1/2 is a critical point of Q n , and thus of P n . This suggests the following conjecture.
Conjecture 3.2.
The maximum of the function P in [0, 1] 3 occurs at (1/2, 0, 1), and P ( ρ) = P (1/2, 0, 1) ≈ 0.03.
WHEN p DECAYS WITH N
As this section is devoted to generalizing Hegarty-Miller's [HM] work where the density depends on the length of the interval, we use I N := {0, 1, . . . , N} instead of I n below to be consistent with their notation. By having p decay with N we expect that there will not be a positive probability of randomly choosing an MSTD correlated pair.
In Theorem 1.2, we proved that P ( ρ) > 0 unless p ∈ {0, 1} or ρ 1 + ρ 2 ∈ {0, 2}. Therefore it is reasonable to consider two types of decay: either p → 0 or 1 while ρ 1 , ρ 2 are fixed, or (ρ 1 , ρ 2 ) converges to either (0, 0) or (1, 1) while p is fixed. In this paper we restrict ourselves to the simplest case, where we fix (ρ 1 , ρ 2 ) and let p → 0. We also assume 1/N = o(p(N)) to guarantee that E[|A|] = p(N) · N does not tend to 0, as otherwise A is close to the empty set and the problem becomes trivial. Here we write p(N) to emphasize the fact that p depends on N. Later on, we simply write p without causing confusion.
In order to prove the first and second parts of Theorem 1.5, we use the following definition, which resembles (2.1) in [HM] . 
Thus A k is the set of all unordered k-tuples of elements in A × B having the same sum. While better notation would include B, we choose the simpler notation A k so that the formulas below look like the corresponding ones in [HM] .
Let
is a random pair of subsets of I N , X k is a non-negative integer valued random variable. We first state a useful lemma, whose proof can be found in Appendix B. 
Proof. As much of the proof is similar to that of Lemma 2.1 of [HM] , we only give a sketch and prove the different parts. There are two types of k-tuples: those consisting of 2k distinct elements of I N (type 1 tuples) and those in which one element is repeated twice in one pair and the sum of each pair is even (type 2 tuples). Let ξ 1,k (N) and ξ 2,k be the total numbers of k-tuples of those two types. As proved in [HM] ,
(4.4) By Lemma 4.2, the probability for each k-tuple of type 1 to occur isp k , and that of type 2 iŝ p k−1 pρ 1 . Since X k can be written as a sum of indicator variable Y α , one for each unordered k-tuple α of type 1 or 2, we have
To prove the strong concentration by the mean of X k whenever N −(k+1)/k = o(p), we use the standard moment method as in [HM] . We need to show
the sum being over pairs of k-tuples which have at least one number in common. Similar to the previous part, we can prove that the main contribution to ∆ comes from pairs {α, β} where each k-tuple consists of 2k distinct elements and has exactly one element in common. As shown in the proof of Lemma 2.1 in [HM] , the number of such pairs is O(N 2k+1 ). For each of the 4k − 1 elements in I N , the probability they are chosen to be in two k-tuples, each tuple containing 2k distinct numbers and the two tuples having exactly one common element, isp 2k−2 · P(E) where E denotes the event for three distinct integers a, b, c ∈ I n that the pairs (a, b) and (a, c) are each chosen in a k-tuple. We use the following lemma (see Appendix C for a proof).
Lemma 4.4. Notation as above,p 2 /p = O(P(E)).
Using the assumption 1/N = o(p) we get
2 ) (4.11) as we wish, completing the proof.
Proof Theorem 1.5. We proceed similarly to the proof of Theorem 1.4 in [HM] . Although in our case we consider sums and differences of two sets instead of one, once we have the results in Proposition 4.3, the rest is the same as [HM] . As the arguments are similar, in parts (i) and (ii) below we analyze S first and then D, while in part (iii) we first study S c and then D c .
Proof of Part (i): In this regimep
In other words, as N → ∞ all but a vanishing portion of pairs of elements in (A, B) have distinct sums. It follows that
To prove the result for D, we define for each k ≥ 1 (4.13) and proceed in a completely analogous manner to the proof of S .
Proof of Part (ii):
In this regimep = c/N. Thus for any k ≥ 1,
(4.14)
Let P be the partition on A 1 from the relation
Let τ i denote the number of parts of size i for each i > 0. Then S = ∞ i=0 τ i . As proved in [HM] ,
The proof for the difference set again proceeds similarly, using (4.13).
Proof of Part (iii):
We use Lemmas 2.2 and 2.3. Note
Notice that 1 − ρ 3 =p since ρ 3 andp are the probabilities of two complementary events (alternatively, we can check it directly from their formulas). So 
MINIMAL MSTD PAIRS
In this section we prove that the minimal MSTD pair of sets has size (3,5) or (4,4).
Lemma 5.1. If A, B ⊂ I n is an MSTD pair, then there must exist a 1 < a 2 < a 3 ∈ A and
Proof. Assume there do not exist such a i , b i . Consider 
It is easy to see that
We therefore find
The equality |X s | − 1 = |Xs| 2 holds because |X s | ≤ 2 for all s by our assumption that there do not exist three pairs of the same sum. Hence | ± (A − B)| ≥ |A||B| − |J| = |A||B| − |I| = |A + B|, contradicting the assumption that (A, B) is an MSTD pair.
The intuition behind this lemma is that if there do not exist such a i , b i , since a + b = c + d if and only if a − d = c − b, each collapsed sum generates one collapsed difference and thus the sum set cannot win. Incidentally, this connects our two observations in the introduction: the property that the difference of any number with itself is equal to 0 is equivalent with the commutativity of addition because a − a = b − b(= 0) implies a + b = b + a for any a, b ∈ A. The difference set has the advantage because 0 is a big collapsed difference. To see this explicitly, we write
where M = |A| 2 −|I| = |A| 2 −|J|. This implies the larger the sizes of {X s } s∈A+B (or {Y d } d∈A−A ) are, the larger the size of A + A (or A − A) is. Hence Y 0 = |A|, the biggest size a Y d or X s can obtain, will give the difference set a huge advantage. This argument also somewhat supports our conjecture that (A, A c ) MSTD pairs are most abundant, because 0 is no longer a big collapsed difference.
This purely combinatorial observation can be applied to find some necessary conditions for a set, or a pair of sets to be sum-dominant in any setting (numbers, points in a plane, MSTD sets in two or higher dimension and so on). For example, an MSTD set of I n must not have only two elements because if so |X s | ≤ 2 and hence |A + A| = M ≤ |A − A|. Likewise, if A = {a, b, c} where 0 ≤ a < b < c ≤ n is MSTD, then one of X s must be 3, which means a+c = b+b = c+a = k for some integer k. This forces A to be a symmetric set, and therefore not sum-dominant (see [MO] ).
Going back to the proof of theorem 1.6, from Lemma 5.1 we immediately obtain the following corollary, as we saw above A must have at least three elements. Proof. Our starting point is Lemma 5.1, which gives the existence of a triple in A and a triple in B; as each of these sets has cardinality 3, we see these sets equal these special triples. Thus, if such an MSTD pair existed, we would have A = {a 1 , a 2 , a 3 } and B = {b 1 , b 2 , b 3 }, with |A + B| > |(A − B) ∪ (B − A)|, a 1 < a 2 < a 3 and b 1 < b 2 < b 3 . Lemma 5.1 then implies a 1 + b 3 = a 2 + b 2 = a 3 + b 1 , which gives |A + B| ≤ 9 − 2 = 7 because we have at least two collapsed sums. Without loss of generality we may assume a 1 ≤ b 1 and a 1 = 0. The proof of this proposition is similar to that of Proposition 5.3, except there are many more cases. Details can be found in Appendix D. This completes the proof of Theorem 1.6. ✷
CONCLUSION AND FUTURE WORK
We extended the results of [He, HM, MO, Zh2] of MSTD sets to MSTD correlated pairs. In particular, we proved that for each ρ = (p, ρ 1 , ρ 2 ) ∈ [0, 1] 3 the limiting probability P ( ρ) of picking an MSTD ρ-correlated pair exists and is positive unless p ∈ {0, 1} or ρ 1 + ρ 2 ∈ {0, 2}. Furthermore, the function P ( ρ) is continuous and thus attains its maximum at some point, which we conjecture is (1/2, 0, 1). We characterize the phase transition when we let ρ decay with n. Finally, we found the minimal size of an MSTD pair (A, B).
We end with some of the more interesting and important open questions.
(1) Prove or disprove Conjecture 3.2.
(2) Find an efficient algorithm to calculate values of P ( ρ), and investigate further the analytic properties of P . 
If a = b, then similarly we find
The claims now follow by counting how many ways k can be written as sum of two elements in I n (these ways are 0 + k, 1 + (k − 1), and so on, and the fact that no element is repeated in two different pairs (because if a + b = a + c = k then b = c).
Proof of Lemma 2.3. We write k as differences of two elements in I n : k = k − 0 = (k + 1) − 1 = · · · . If k > n/2, no element is repeated in two pairs, thus similar to Lemma 2.2 we have
. If k ≤ n/2, we use the same method used in Lemma 10 of [MO] . Define the set
In other words, J contains the first k integers starting at a, then omits the next k integers, and so on. It is easy to see that |J| ≥ n/3 and j + k / ∈ J if j ∈ J. Therefore, if we write k = a i − b i for b i ∈ J, we are guaranteed that the a i and b i are all distinct. We then have the same independence as before, hence
Proof of Lemma 4.2. Denote the event in the lemma by E. We break the analysis into two cases, depending on whether or not a equals b.
Case I: a = b: We apply Bayes' formula to E. Our partition is the four disjoint events on whether or not a or b is in A.
Case II: a = b: We proceed similarly, and find
Proof of Lemma 4.4. Let E be the event from the lemma, and consider the events E 1 = (a ∈ A, b ∈ B) and (a ∈ B, b ∈ A), and E 2 = (a ∈ A, c ∈ B) and (a ∈ B, c ∈ A). It immediately follows that E = E 1 ∩ E 2 . We again use Bayes' formula, with our partition the four distinct events arising from whether or not a and b are in A and B. We find
Proof of Proposition 5.4. Assume A = {a 1 , a 2 , a 3 } and B = {b 1 , b 2 , b 3 , b 4 } be an MSTD pair in I n where 0 ≤ a 1 < a 2 < a 3 ≤ n and 0 ≤ b 1 < b 2 < b 3 < b 4 ≤ n.
Lemma D.1. We have d ∈ A − B if and only if
Proof. By Lemma 5.1, there must exist a number s such that |X s | = 3, or a 1 + b i = a 2 + b j = a 3 + b k = s for some 1 ≤ k < j < i ≤ 4. There are four possibilities for (k, j, i), which are (1, 2, 3), (1, 2, 4), (1, 3, 4) and (2, 3, 4) . It is easy to see that there is no t such that |X t | ≥ 4. If there exists another number We can now write down all elements (might be repeated) of A−B which are {±a 1 , ±a 3 , a 2 , a 2 − a 1 − a 3 , a 2 − 2a 1 , 2a 2 − 2a 1 − a 3 , a 3 − 2a 1 }. By Lemma D.1, a 2 ∈ A − B ⇒ −a 2 ∈ A − B, thus one of 4 numbers {a 2 − a 1 − a 3 , a 2 − 2a 1 , 2a 2 − 2a 1 − a 3 , a 3 − 2a 1 } must be equal to −a 2 . Case 1.1: a 2 − 2a 1 = −a 2 or a 1 = a 2 , a contradiction. Case 1.2: a 3 − 2a 1 = −a 2 , or a 3 = 2a 1 − a 2 < a 1 , a contradiction. Case 1.3: a 2 − a 1 − a 3 = −a 2 or a 1 + a 3 = 2a 2 . Let a 2 − a 1 = a 3 − a 2 = d, then A = {a 1 , a 1 + d, a 1 + 2d} and B = {0, 2a 1 , 2a 1 + d, 2a 1 + 2d. We can directly check that this pair is not sum-dominant. Case 1.4: 2a 2 − 2a 1 − a 3 = −a 2 , or 2a 1 + a 3 = 3a 2 . Let a 2 − a 1 = d, then a 3 − a 2 = 2a 2 − 2a 1 = 2d. Then A = {a 1 , a 1 + d, a 1 + 3d} and B = {0, 2a 1 , 2a 1 + 2d, 2a 1 + 3d. Again it is straightforward to check that this pair is not MSTD. In the first case, |Y 0 | = 3 because 0 = a 1 − b 1 = a 2 − b 3 = a 3 − b 4 , which contradicts our observation before that |Y d | ≤ 2 for all d ∈ A − B. In any of the other three latter cases, we reduce our sets to two variables a 2 and a 3 . Continuing our argument based on Lemma D.1, we can find a relation between a 2 and a 3 and check again to see that there is no such MSTD pair. This completes the proof of Proposition 5.4.
