Introduction
The prostate specific antigen (PSA) has been successfully introduced in daily clinical practice as a diagnostic serum biomarker for prostate cancer detection. Although PSA is sensitive, its specificity is not adequate so as to be used as a single screening method for prostate cancer detection [1] . Due to absence of accurate biomarkers that detect, quantify, and reliable distinguish patients with different prostate cancer stages, many early stage prostate cancer patients are treated as having an aggressive state of prostate cancer [2] . Thus the need of multiple biomarkers arises for improving early detection, diagnosis, and prognosis of prostate cancer [3] . In proteomic clinical research, the Mass spectrometry (MS) technology has been employed for the identification of new biomarkers and offers an interesting insight to biological samples derived from tissue, serum or urine [4] . The MS spectrum contains tens of thousands pair wise data points accounting for m/z location and the corresponding intensities [5] .
Several studies have used signal analysis and pattern recognition methods to identify candidate biomarkers for prostate cancer [6] [7] [8] . The major concern in those approaches is the dimensionality of the feature space that exists in all high-throughput methods [4] , and must be reduced although there is an increased risk of plausible loss of candidate biomarkers. In the present study, we propose a pattern- recognition (PR) system to discriminate between healthy and malignant prostate MS-spectra. The implementation and evaluation of the PR-system were performed by means of a graphics processing unit (GPU) framework using the parallel architecture of the GPU card and the Compute Unified Device Architecture (CUDA) programming environment [9] in order to attain optimal classifier design, minimizing the loss of candidate biomarkers.
Material and Methods
Mass spectrometry prostate cancer spectra were obtained from the National Cancer Institute Clinical Proteomics Database (JNCIdataset 7-3-02). In the present work, 106 MS signals were collected; 63 spectra accounting for patients with no evidence of disease (PSA<1) and 43 spectra corresponding to prostate cancer patients with PSA>10. Subsequently, all the MS-spectra were pre-processed for smoothing, noise estimation and peak detection [10] . Peaks that were found to differ less than 1% of relative mass [6, 11] were classified as of corresponding to the same mz-interval. Only common mz-intervals amongst at least 30% of the available class-spectra (either PSA<1 or PSA>10) were further considered. Eighty one mz-intervals were obtained from the pre-processing steps and were further considered for the classification stage. The k-Nearest Neighbour (kNN) [12] , the Support Vectors Machines (SVM) [13] , and the Probabilistic Neural Network (PNN) [14] classifiers were tested. For feature selection purposes, an optimal and two suboptimal methods were tested. In the first sub-optimal method the best features combination was identified by means of the sequential backward selection (SBS) technique [15] . The precision of the design was tested by means of the leave-one-out (LOO) evaluation method. In the second suboptimal method, the Wilcoxon statistical test was employed and only the mz-intervals that presented statistical significant differences (p<0.001) were further examined by the exhaustive search method [15] . The optimal feature selection method (exhaustive search) exhaustively forms all possible mz-interval combinations, designing the classifier by each combination, and testing its precision by means of the LOO method [15] . In order to avoid overfitting, features combinations of up to fourteen mz-intervals were examined. The total number of combinations, thus resulting, may be estimated by equation (1) , where n is the number of features (81 mz-intervals) and k is the number of feature combinations (k=1,2,…,14). This is an enormous number of combinations (fc>2·10 15 ) and, one has to consider that, for each combination, the classifier's performance has to be evaluated by the LOO method, which requires that the classifier is redesigned as many times as is the number of data in both classes.
To deal with the high-dimensionality problem of the PR-system design, most of the system design was transferred onto the processors of a GPU (GeForce GTX 580), attached to the computer, by adopting parallel processing programming using the CUDA toolkit v4.0 and the C/C++ programming language [9] . Figure 1 shows the parallelization of the training process, where in each GPU thread an mz-interval combination was fed, the PNN classifier was designed, trained and was evaluated for overall accuracy by means of LOO method. Resulted overall accuracies from GPU were transferred to host PC memory for the identification of the mz-interval combination that achieved the highest classification accuracy. The PNN with Gaussian kernel was selected for the parallelization implementation as it proved fast in execution and of high discriminatory ability based on its performance in the suboptimal designs. The discriminant function of the PNN for class j is given in: where σ is the spread of the Gaussian activation function, that was experimentally determined for best performance to 0.2, N j is the number of MS-Spectra of class j, d is the number of mz-intervals, x ji is the feature vector of the i-th MS-spectrum of class j, and x is the feature vector of the unknown MSspectrum. The latter is classified to the class with the highest discriminant function value. Table 1 shows the classification accuracies achieved following the two suboptimal feature selection methods and three different classifiers. The highest accuracies for PNN, kNN and SVM were 91.5%, 90.6% and 90.6% respectively. When the optimal features selection method was employed 98.1% overall classification accuracy was achieved with two cancerous cases were mistaken classified as healthy. The specificity of the system when suboptimal methods were employed range from 87.3% to 95.2%. These values are in agreement with other works [16] . Although, it has to be noticed that in the present work only healthy and malignant cases were accounted, that, a priori, are better separable. The PNN classifier, the exhaustive search, for testing all possible mz-intervals combinations, and the LOO evaluation method on the 512 cores of the GPU card were utilised for final system design. The best PR-system design was achieved by using seven mz-intervals combination (see Figure 2) . Figure 2 shows the boxplot diagrams of the seven mz-intervals that were combined to the optimum PR-system design and resulted in the highest classification accuracy. Five out of seven mz-intervals were found to present statistical significant differences (p<0.001) between the two classes, of PSA<1 and PSA>10. It is also noticeable that the mz-intervals contain not only high but also low intensity peaks. Specifically, for three of the mz-intervals '3459. Figure 3 demonstrates the transformed scatter diagrams, where the multi-dimensional mz-intervals were transformed into two-dimensional spaces (dimensionality is equal to the number of classes) by the quadratic least squares mapping process [17] . Diamonds and stars correspond to PSA<1 and PSA>10 cases, respectively. As it can be observed, a fine class separability was attained based on the mz-intervals combination that provided the highest classification accuracy. This good separability of the classes was succeeded only when the GPU technology employed, so as the search amongst a huge number of mz-intervals combinations was plausible.
Figure 1. Block diagram of the PR-system design and evaluation in GPU.

Results and Discussion
The identified mz-intervals displayed significant statistical differences between the classes and were found to possess adequate discriminatory power in characterizing prostate samples, when employed in the design of the classification system. Those intervals should be further investigated since they might lead to the identification of potential new biomarkers for prostate cancer. 
