Aims. Our goal is to study the evolution of the B-band luminosity function (LF) since z ∼ 1 using ALHAMBRA data. Methods. We used the photometric redshift and the I-band selection magnitude probability distribution functions (PDFs) of those ALHAMBRA galaxies with I ≤ 24 mag to compute the posterior LF. We statistically studied quiescent and star-forming galaxies using the template information encoded in the PDFs. The LF covariance matrix in redshift -magnitude -galaxy type space was computed, including the cosmic variance. That was estimated from the intrinsic dispersion of the LF measurements in the 48 ALHAMBRA sub-fields. The uncertainty due to the photometric redshift prior is also included in our analysis. Results. We modelled the LF with a redshift-dependent Schechter function affected by the same selection effects than the data. The measured ALHAMBRA LF at 0.2 ≤ z < 1 and the evolving Schechter parameters both for quiescent and star-forming galaxies agree with previous results in the literature. The estimated redshift evolution of M * B ∝ Qz is Q SF = −1.03 ± 0.08 and Q Q = −0.80 ± 0.08, and of log 10 φ * ∝ Pz is P SF = −0.01 ± 0.03 and P Q = −0.41 ± 0.05. The measured faint-end slopes are α SF = −1.29 ± 0.02 and α Q = −0.53 ± 0.04. We find a significant population of faint quiescent galaxies with M B −18, modelled by a second Schechter function with slope β = −1.31 ± 0.11. Conclusions. We present a robust methodology to compute LFs using multi-filter photometric data. The application to ALHAMBRA shows a factor 2.55 ± 0.14 decrease in the luminosity density j B of star-forming galaxies, and a factor 1.25 ± 0.16 increase in the j B of quiescent ones since z = 1, confirming the continuous build-up of the quiescent population with cosmic time. The contribution of the faint quiescent population to j B increases from 3% at z = 1 to 6% at z = 0. The developed methodology will be applied to future multi-filter surveys such as J-PAS.
Introduction
The greatest advances in the galaxy formation and evolution field in the last decade have been possible thanks to systematic extragalactic surveys, both photometric and spectroscopic. However, even if the general trends in galaxy properties (luminosity and mass function, star formation rate, metallicity, morphology and structure, etc.) and their redshift evolution are qualitatively established, the particular physical processes causing these trends and their relative role in galaxy formation are still under debate. To unveil such physical processes, we must quantify with exquisite details not only the distribution of galaxy properties, but also their intrinsic (physical) dispersions and possible correlations.
In the next decade, large-area photometric surveys such as J-PAS 1 (Javalambre -Physics of the accelerating universe AsBased on observations collected at the German-Spanish Astronomical Center, Calar Alto (CAHA), jointly operated by the Max-PlanckInstitut für Astronomie (MPIA) at Heidelberg and the Instituto de Astrofísica de Andalucía (CSIC) 1 j-pas.org trophysical Survey; Benítez et al. 2014) , Euclid (Laureijs et al. 2011) , and LSST (Large Synoptic Survey Telescope; Ivezic et al. 2008) , will provide unprecedented statistical power to derive precision galaxy distributions and eventually disentangle the physics behind them. The multi-filter photometric survey J-PAS will observe 8500 deg 2 of the northern hemisphere with 56 narrow-band filters (∼145Å), providing R ∼ 50 photo-spectra of about 200 million sources, leading to a photometric redshift precision of ∼1000 km s −1 , and allowing emission line and stellar continuum measurements.
However, the statistical J-PAS strength is also its main challenge: with statistical uncertainties being no longer a problem, the systematics in the analysis techniques will dominate the final error budget. Usual photometric techniques are prone to known biases ) and the J-PAS photo-spectra resolution is too low to successfully apply spectroscopic tools, so new and more well-suited methodologies are mandatory to extract robust, unbiased, and accurate J-PAS galaxy distributions for the next decade astrophysics. There are several ways to attack this problem: we can deconvolve the observed photometric distributions (e.g. Rossi et al. 2010; Taylor Article number, page 1 of 25 arXiv:1611.09231v1 [astro-ph.GA] 28 Nov 2016 Nov et al. 2015 Montero-Dorta et al. 2016) , use the posterior probability distribution functions (PDFs) of the parameters (e.g. , or apply sophisticated statistical methods (e.g. Lake et al. 2016) .
To address the J-PAS technical challenges, the PROFUSE 2 project uses PRObability Functions for Unbiased Statistical Estimations in multi-filter surveys, developing novel techniques based on posterior PDFs to analyse photometric data. Even if the posterior PDFs are recognised as the right way to deal with photometric redshifts (e.g. Fernández-Soto et al. 2002; Cunha et al. 2009; Wittman 2009; Myers et al. 2009; Schmidt & Thorman 2013; Carrasco Kind & Brunner 2014; Asorey et al. 2016 ) and Bayesian inference is widely used to estimate galaxy properties, current distribution estimators assume galaxies with a fixed z, luminosity, stellar mass, amongst others. However, given the probabilistic nature of the photometric redshifts, any galaxy property becomes also probabilistic and thus the posterior PDFs must be tracked along the analysis process to ensure unbiased galaxy distributions.
The luminosity function, that is, the number of galaxies per unit volume and magnitude interval, is a powerful tool to study galaxy evolution, and it is estimated by virtually any extragalactic survey (see Johnston 2011, for a recent review). It provided the first insights about the emergence of the red population and the star-formation quenching of blue galaxies since z ∼ 1 (Bell et al. 2004; Faber et al. 2007 ). Because of its fundamental significance, in this paper we present the PROFUSE estimation of the B−band luminosity function using the multi-filter ALHAM-BRA 3 (Advanced, Large, Homogeneous Area, Medium-Band Redshift Astronomical) survey (Moles et al. 2008) . The restframe B−band is well covered by extragalactic optical surveys, allowing the study of non-extrapolated luminosities up to z ∼ 1 (see Beare et al. 2015 , for a recent compilation of B−band luminosity functions).
The PROFUSE estimator of the luminosity function has important advantages with respect to previous ones. Our new method provides a posterior luminosity function, Φ (z, M B ), and (i) naturally accounts for z and M B uncertainties, (ii) ensures 100% completeness because it works with intrinsic magnitudes instead than with observed ones, (iii) robustly deals with spectral type selections because we can statistically decompose the luminosity function on quiescent and star-forming populations, and (iv) provides a reliable covariance matrix in redshift-magnitudegalaxy type space. Moreover, instead of studying the luminosity function in redshift slices, we created a model in z − M B that is affected by the same selection as the data, avoiding volume incompleteness, using all the available galaxies to infer the model parameters, and minimising the impact of cosmic variance over the redshift. This paper is organised as follows. In Sect. 2 we present the ALHAMBRA survey, and its photometric redshifts and posterior distributions. We develop the methodology to measure the luminosity function by PDF analysis in Sect. 3. We present the estimated ALHAMBRA luminosity function of both starforming and quiescent galaxies in Sect. 4, and discuss our results in Sect. 5. Finally, we summarise our work and present our conclusions in Sect. 6 . Throughout this paper we use a standard cosmology with Ω m = 0.3, Ω Λ = 0.7, Ω k = 0, H 0 = 100h km s −1 Mpc −1 , and h = 0.7. The results from previous studies were converted to our cosmology. Magnitudes are given in the AB 2 profuse.cefca.es 3 www.alhambrasurvey.com system (Oke & Gunn 1983) . For clarity, scalars are represented as Φ, vectors as Φ, and tensors as Φ.
ALHAMBRA survey
The ALHAMBRA survey provides a deep photometric data set over 20 contiguous, equal-width (∼300Å), non-overlapping, medium-band optical filters (3500Å-9700Å) plus three standard broad-band near-infrared (NIR) filters (J, H, and K s ) over eight different regions of the northern sky (Moles et al. 2008) . The survey has the aim of understanding the evolution of galaxies throughout cosmic time by sampling a large cosmological fraction of the universe, for which reliable spectral energy distributions (SEDs) and precise photometric redshifts (z p ) are needed. The final survey parameters and scientific goals, as well as the technical requirements of the filter set, were described by Moles et al. (2008) . The survey has collected its data for the 20+3 optical-NIR filters in the 3.5m telescope at the Calar Alto observatory, using the wide-field camera LAICA (Large Area Imager for Calar Alto) in the optical and the OMEGA-2000 camera in the NIR. The full characterisation, description, and performance of the ALHAMBRA optical photometric system were presented in Aparicio-Villegas et al. (2010) . A summary of the optical reduction can be found in Cristóbal-Hornillos et al. (in prep.) , the NIR reduction is reported in Cristóbal-Hornillos et al. (2009) .
The wide-field camera LAICA has four chips, each with a 15 × 15 field of view (0.22 arcsec pixel −1 ). The separation between chips is 13 . Thus, each LAICA pointing provides four distinct areas in the sky, one per chip. Six ALHAMBRA regions comprise two LAICA pointings. In these cases, the pointings define two separate strips in the sky. We assumed the four chips in each LAICA pointing to be independent sub-fields (López-Sanjuan et al. 2014) . We summarise the properties of the seven fields included in the first ALHAMBRA data release 4 in Table 1 . Currently, ALHAMBRA comprises 48 sub-fields of ∼ 183.5 arcmin 2 each. The sources in the first ALHAMBRA data release were detected in a synthetic F814W filter image, noted I in the following, defined to resemble the HST/F814W filter (Molino et al. 2014) . The areas of the images affected by bright stars and those with lower exposure times (e.g. the edges of the images) were masked following Arnalte-Mur et al. (2014) . The total area covered by the current ALHAMBRA data after masking is 2.38 deg 2 (Table 1) . Finally, a statistical star/galaxy separation was encoded in the variable Stellar_Flag of the AL-HAMBRA catalogues, and we kept ALHAMBRA sources with Stellar_Flag ≤ 0.5 as galaxies. The final catalogue comprises ∼ 450k sources and is complete (5σ, 3 aperture) for I ≤ 24.5 galaxies (Molino et al. 2014 ).
Bayesian photometric redshifts in ALHAMBRA
The photometric redshifts used throughout were fully presented and tested in Molino et al. (2014) , and we summarise their principal characteristics below.
The photometric redshifts of ALHAMBRA were estimated with the BPZ2 code, a new version of the Bayesian Photometric Redshift (BPZ, Benítez 2000) estimator. This is a SED-fitting method based on a Bayesian inference, where a maximum likelihood is weighted by a prior probability. The BPZ2 library of 11 SED templates comprises four ellipticals (E, T ∈ [1 − 4]), one lenticular (S0, T = 5), two spirals (S, T ∈ [6 − 7]), and four (Coe et al. 2006; Molino et al. 2014) to perform point spread function (PSF) matched aperturecorrected photometry, which provided both total magnitudes and isophotal colours for the galaxies. In addition, a homogeneous photometric zero-point recalibration was performed using either spectroscopic redshifts (when available) or accurate photometric redshifts from emission-line galaxies (Molino et al. 2014 ).
The photometric redshift accuracy, as estimated by comparison with ∼ 7200 spectroscopic redshifts (z s ), was encoded in the normalised median absolute deviation (NMAD) of the photometric vs spectroscopic redshift distribution Brammer et al. 2008 ),
where δ z = z s − z p and · is the median operator. The fraction of catastrophic outliers η was defined as the fraction of galaxies with | δ z |/(1 + z s ) > 0.2. In the case of ALHAMBRA, σ NMAD = 0.011 for I ≤ 22.5 galaxies with a fraction of catastrophic outliers of η = 2.1%. We refer to Molino et al. (2014) for a more detailed discussion of the ALHAMBRA photometric redshifts.
Probability distribution functions in ALHAMBRA
This section is devoted to the description of the probability distribution functions of the ALHAMBRA sources, those describing the I−band magnitude, the photometric redshift, and the quiescent or star-forming classification. These posterior PDFs were needed to successfully compute the luminosity function.
I−band magnitude PDF
The ALHAMBRA catalogue was selected in the I band (Molino et al. 2014) and any ALHAMBRA result is affected by this initial selection, even if an absolute magnitude or stellar mass study is performed. Usually, the observed magnitude of selection is assumed without uncertainties both in photometric and spectroscopic surveys, but it is affected by photometric errors. Indeed, we were not interested in the observed I−band magnitude of the ALHAMBRA sources, but in their real magnitude, noted I 0 , unaffected by photometric errors and incompleteness.
To deal with the I−band selection, we defined the posterior PDF of the real I 0 magnitude as
where the posterior probability is normalised to unity, C(I 0 ) is the galaxy number counts [deg −2 mag −1 ] in the I band, and P (I | I 0 , σ I ) the probability of observe I having a real magnitude I 0 and a photometric error σ I . We detail these terms in the following.
Photometric errors are Gaussian in flux space and thus asymmetric in magnitude space. Indeed, the probability P (I | I 0 , σ I ) in magnitude space is
The photometric error σ I was estimated as
where σ ZP = 0.02 is the uncertainty in the zero point, σ phot the photon counting error, and σ sky the sky background uncertainty. The last was estimated empirically by placing random apertures across the empty areas of the ALHAMBRA images (Molino et al. 2014 ). We present two examples of the probability P (I | I 0 , σ I ) in Fig. 1 . The number counts C (I 0 ) were needed to account for the larger number of faint galaxies and to define a posterior probability (e.g. Hogg & Turner 1998; Coppin et al. 2006) . Without this term, we were assuming that galaxies are homogeneously distributed in magnitude space, which is obviously false. The ALHAMBRA I−band number counts are presented in Molino et al. (in prep.) and are well described as log 10 C (I 0 ) ∝ −0.015I
This parametrisation describes well the number counts from I = 12 (Yasuda et al. 2001) to I = 27 (Metcalfe et al. 2001) and was estimated only with ALHAMBRA data. Following with the example in Fig. 1 , the number counts term translates probability to fainter magnitudes. The posterior PDF (I 0 ) was the starting point to define the source function S . This function provides the number of sources, corrected by incompleteness and selection effects, with a real magnitude I 0 given an observed magnitude I with uncertainty σ I . The source function is defined as
where f c is the completeness function and the integral term provides the probability that the source has a positive flux. The Fig. 1 . I-band magnitude probability P (I), red dashed lines, and the posterior PDF (I 0 ), grey areas, for two sources with observed magnitude I = 23 and I = 24.5, and photometric errors σ I = 0.25 mag and σ I = 0.45 mag, respectively. The number counts prior translates probability to fainter magnitudes.
last term is smaller than unity only for large uncertainties in the photometry. For example, σ I = 0.5 mag implies a positive flux probability of 0.98, and σ I = 1 mag a probability of 0.86. The completeness function f c (I 0 ) was estimated in each AL-HAMBRA sub-field by injecting sources of known I 0 magnitude in the I-band images and computing their detection rate. As explained in Molino et al (in prep.) , to make this estimation as realistic as possible, we preferred not to use point sources but real galaxies (with different shapes, sizes, and magnitudes) extracted from the HST/F814W COSMOS field images (Capak et al. 2007 ). The detection rate was fitted with a function of the form
where I µ is the 50% completeness magnitude and κ controls the decay rate in the detection. We note that the completeness function f c can only be applied to the real magnitudes I 0 because observed magnitudes I are affected by photometric errors. The completeness functions of the 48 ALHAMBRA sub-fields are shown in Fig. 2 , illustrating the diversity of depths in the survey. A completeness of f c = 0.85 is reached on average at I 0 ∼ 24, with 68% of the sub-fields in the range f c ∈ (0.78, 0.93). We set I 0 = 24 as our selection magnitude in the following. We stress here the implications of our real magnitude I 0 = 24 selection. This selection was performed a posteriori in our analysis, in contrast with the a priori selection in observed I magnitude usually applied in the literature. This is, we included all the ALHAMBRA galaxies in our analysis, even those with I > 24, and weighted each with its probability of have a real magnitude I 0 ≤ 24. This provides 100% complete samples and a controlled selection function. Thus, with the source function S (I 0 ) defined in this section, we robustly deal with the I−band ALHAMBRA selection, ensuring an unbiased and complete analysis of galaxies selected by their real magnitude I 0 .
Photometric redshift PDF
As already emphasised by several authors (see Sect. 1), photometric redshifts should not be treated as exact estimates, but as PDFs in a bidimensional (redshift vs spectral type) space. Although the PDF of high signal-to-noise detections can be well- approximated by a Gaussian distribution, for faint detections the photometric uncertainties make these distributions highly nonGaussian and completely asymmetric, enabling multiple solutions to fit the input photometric data equally well (Fig. 3) . This problem, known as the colour-redshift degeneracy, makes PDFs the only robust way to track the uncertainties in the observed photometry to the physical properties of interest. In this context, the ALHAMBRA photometric redshift PDFs have been successfully used to study high-redshift (z > 2) galaxies (Viironen et al. 2015) , to detect galaxy groups and clusters (Ascaso et al. 2015) , to estimate the merger fraction (López-Sanjuan et al. 2015b ), or to improve the estimation of stellar population parameters (Díaz-García et al. 2015) . The probability that a galaxy i is located at redshift z and has a spectral type T is PDF i (z, T ), see top panel in Fig. 3 . This probability density function is the posterior provided by BPZ2. The probability that the galaxy i is located at redshift z is then
The probability density function PDF i (z, T ) is normalised to one by definition, that is, the probability of any galaxy i being found in the whole parameter space is one. Formally,
The methodology developed in the present paper is only valid if the redshift PDFs were properly computed and calibrated. To test the reliability of the redshift PDFs, several authors use the variable
where σ − z and σ + z define the redshift range centred in z p that enclose 68% of the PDF (Oyaizu et al. 2008a,b; Cunha et al. 2009; Ilbert et al. 2009; Reis et al. 2012; Carrasco Kind & Brunner 2013) . The variable ∆ z should be normally distributed with a zero mean and unit variance if the PDFs are a good descriptor for the accuracy of the photometric redshifts. This is the case for the ALHAMBRA PDFs, as shown by Molino et al. (2014) and López-Sanjuan et al. (2014) . Thus, the redshift PDFs provided by BPZ2 are reliable and can be used to compute the ALHAM-BRA luminosity function. 
Quiescent and star-forming PDF
Our final goal is to study the luminosity function of the quiescent (galaxies without relevant recent star formation episodes) and the star-forming populations. We defined these galaxy populations in two steps. First, we used the spectral template information encoded in the photometric redshift PDFs to statistically define red and blue galaxies. Then, the proper prior probability was applied to account for the dusty star-forming galaxies that contaminate the red sample as derived from the BPZ2 templates. The definition of blue and red galaxies is not a trivial task, and different authors apply different selections that impact their final results and conclusions. This issue is excellently revised and discussed by Taylor et al. (2015) . They stress that the two galaxy populations present in the local Universe, that the community labels as red and blue, overlap in colour space and strict colour selections are disfavoured. Taylor et al. (2015) apply a deconvolution method to recover objectively the two different populations in the colour -stellar mass diagram, providing the statistical weight for belonging to each population given the position in such diagram. Following this framework, our definition of red and blue galaxies takes advantage of the profuse information encoded in BPZ2 PDFs. Instead of selecting galaxies according to their observed colour or their best spectral template, we split each PDF into red spectral templates (T = E/S0) and blue spectral templates (T = S/SB), as illustrated in the bottom panel of Fig. 3 . Formally,
The total probability that the galaxy i is either red or blue can be estimated as
In practice, the red templates have T ∈ [1, 5.5] and the blue templates have T ∈ (5.5, 11] in the ALHAMBRA catalogues. This probabilistic description of the two galaxy populations under study, that has been successfully applied in recent work (López-Sanjuan et al. 2015b,a; Infante et al. 2015) , is a natural consequence of our PDF analysis. We note that the galaxy presented in Fig. 3 has an unique set of observed colours that are compatible within errors with a red (E/S0) and a blue (S/SB) solution simultaneously. The previous statistical red or blue classification accounts for the uncertainties in the observed photometry, but has an important limitation. The template set of BPZ2 was constructed to properly cover the colour space of galaxies, but not their physical properties (e.g. age, metallicity, extinction, star formation rate). Because of this, dust reddened star-forming galaxies could be described by the E/S0 templates of BPZ2, and the red population would comprise therefore quiescent and dusty star-forming galaxies. We resolved this limitation thanks to the MUlti-Filter FITing code MUFFIT (Díaz-García et al. 2015) . The MUFFIT code is specifically performed and optimised to deal with multiphotometric data, such as the ALHAMBRA dataset, through the SED-fitting (based in a χ 2 -test weighted by errors) to mixtures of two single stellar populations (a dominant old component plus a posterior star formation episode, which can be related with a burst or a younger/extended tail in the star formation history). The MUFFIT code includes an iterative process for removing those bands that may be affected by strong emission lines, being able to carry out a detailed analysis of the galaxy SED even when strong nebular or AGN emission lines are present. From MUFFIT analysis, Díaz-García et al. (2015) retrieved ages, metallicities, stellar masses, rest-frame luminosities, and extinctions of ALHAMBRA sources with I ≤ 23. These retrieved parameters are in good agreement with both spectroscopic diagnostics from SDSS data and photometric studies in the COSMOS survey with shared galaxy samples (Díaz-García et al. 2015) .
The position of galaxies in the UV J colour-colour diagram can be used to select quiescent and star-forming galaxies (Williams et al. 2009; Moresco et al. 2013) . We constructed the ALHAMBRA dust de-reddened UV J colour-colour diagram with the rest-frame luminosities and the extinction values from MUFFIT, finding that quiescent and star-forming galaxies populates two non-overlapping regions when the effect of dust is accounted for. To test the performance of the BPZ2 templates, we used the quiescent or star-forming classification from MUFFIT (Díaz-García et al., in prep.) We show the distribution of the best BPZ2 spectral template T b for the MUFFIT quiescent and starforming populations in Fig. 4 . We find that (i) quiescent galaxies have mainly assigned to E/S0 templates and star-forming galaxies to S/SB templates, as desired. (ii) The transition zone between red and blue templates, T ∈ (5, 6), is populated by quiescent and star-forming galaxies, as expected because of colours uncertainties, but no quiescent galaxy was assigned to S/SB templates. And (iii) there are star-forming galaxies assigned to E/S0 templates, confirming the presence of dusty galaxies in the red population. We studied and parametrised the contamination due to dusty galaxies, defining the probability of being a quiescent (Q) or a dusty star-forming (SF) red galaxy as
where both probabilities are at most unity and at least zero. These probabilities were used as priors in the estimation of the quiescent and star-forming luminosity functions, and are similar to the statistical weights defined by Taylor et al. (2015) in the colour -stellar mass diagram. We discuss their impact in our results in Sect. 5.3. Thanks to the probability functions defined in the last sections, we were able to statistically use the output of current photometric redshift codes without losing information and to reliably work with any pre-selection of the sources, neither in the I-band magnitude nor in colour.
Estimation of the luminosity function by PDF analysis
In this section we detail the steps to compute the posterior luminosity function in ALHAMBRA using the redshift -spectral template (Sects. 2.2.2 and 2.2.3) and the I-band magnitude posteriors (Sect. 2.2.1). We first derive the z − M B posterior of each ALHAMBRA source in Sect. 3.1, and combine them in Sect. 3.2 to estimate the ALHAMBRA luminosity function. The procedure to estimate the covariance matrix of the luminosity function, including shot noise and cosmic variance uncertainties, is explained in Sect. 3.4. We present the estimation of the galaxy bias function and its covariance matrix in Sects. 3.3 and 3.5, respectively. Finally, the modelling process followed to describe the observed luminosity and galaxy bias function is detailed in Sect. 3.6. 
z − M B posterior
The first step in the estimation of the luminosity function is to translate the posterior in the z − T space to the posterior in the z − M B space. We note that, for a fixed z and T , the luminosity distance and the k-correction are always the same. Thus, we can map the relation between redshift and spectral template with the B−band absolute magnitude M B using the function M B (z, T ), defined as
where D L (z) is the luminosity distance in Mpc and k (z, T ) accounts for the k-correction between the observed I band at redshift z and the targeted B band at rest-frame. The estimation of the k-correction is detailed in Appendix A. We constructed the probability P i (z, M B | I) of each ALHAMBRA source as the PDF weighted histogram of M B,i = M B (z, T | I i ),
where 1 . Nevertheless, this probability is not the desired z − M B posterior because it was estimated using the observed magnitude I. We computed the final posterior PDF (z, M B ) by convolving the previous probability with the source function defined in Sect. 2.2.1,
This procedure includes in the final posterior the uncertainties in the flux normalization of the source, as shown in the lower panel of Fig. 5 . Our final goal is the study of the quiescent and star-forming luminosity function. With the template information encoded in the photometric redshift PDFs and the quiescent or star-forming probability for red galaxies derived in Sect. 2.2.3, we computed the desired posteriors of quiescent (Q) and star-forming (SF) galaxies as
and
In the previous equations the quiescent or star-forming probability is a function of I 0 and z, and it was applied to the source function S at each z before the convolution.
To ensure the reliability of the BPZ2 absolute magnitudes computed in this section, we compared the derived M B posterior, defined as
with the B−band absolute magnitude estimated by MUFFIT,
. We show the comparison between BPZ2 and MUFFIT at 0.2 ≤ z < 1.0 in Fig. 6 , estimated with the variable
We find that δM B follows a Gaussian distribution with mean µ = 0.05 mag and dispersion σ = 0.18 mag. We explored different redshift ranges both for quiescent and star-forming galaxies, and we find that the differences between BPZ2 and MUFFIT are < 0.1 mag in any case, with a typical dispersion of σ ∼ 0.18 mag. Because both codes were applied over the same photometric dataset, the expected uncertainty of each code individually is σ/ √ 2 ∼ 0.13 mag. From the width of the derived PDF (M B ), we estimated σ BPZ ∼ 0.12 mag, and from the MUFFIT results we find σ MUFFIT ∼ 0.12 mag. Both uncertainties are similar and close to the expected one. Because of the small offset with respect to MUFFIT and the well behaved uncertainties, we conclude that the BPZ2 B-band absolute magnitudes and their errors are reliable, and we can use therefore the posterior PDF (z, M B ) to compute the luminosity function.
Luminosity function by PDF analysis
As demonstrated by , the real luminosity function in photometric surveys can be constructed with the posterior PDF (z, M B ) estimated in the previous section. The posterior luminosity function of the ALHAMBRA sub-field j was measured as
where the index i runs the galaxies in the sub-field,
is the posterior in the redshift -absolute magnitude space of galaxy i, A j the area subtended by the sub-field j in deg 2 , and dV /dz the differential cosmic volume probed by one square degree, defined as
where c is the speed of light, D A (z) the angular diameter distance, and E(z) = Ω m (1 + z) 3 + Ω Λ . We are interested on the study of star-forming and quiescent galaxies, so we computed
We note that
where the index t runs the two galaxy populations under study. These luminosity functions were computed for galaxies with real I−band magnitude brighter than I 0 = 24 (see Sect. 2.2.1, for details). We estimated the limiting M B at each redshift as the B−band absolute magnitude of the brighter template T ,
Because we were working on real magnitudes thanks to the Iband source function, the limiting M B translates to 100% completeness both for star-forming and quiescent galaxies in all the explored ranges of luminosity and redshift. We show M B,lim in both panels of Fig. 5 .
To ensure a well controlled error budget of the luminosity function (see Sect. 4.1, for details), we degraded the resolution of each Φ t j (z, M B ) to create the binned luminosity function, 
We define the optimum bin sizes and justify the need of binned luminosity functions in Sect. 4.1. We combined the ALHAMBRA sub-fields to obtain the total binned ALHAMBRA B−band luminosity function,
where the index j runs the N = 48 ALHAMBRA sub-fields. We defined the ALHAMBRA luminosity function with the tensor
. These equations are also valid to obtain the final differential ALHAMBRA luminosity function. We present the uncertainty estimation of Φ in Sect. 3.4.
Galaxy bias function
In the previous section, we described the estimation of the galaxy distribution average in z − M B space, the luminosity function. Taking advantage to the several sub-fields of the ALHAMBRA survey, we had also access to the dispersion of such distribution. As shown by López-Sanjuan et al. (2015a) , the galaxy bias b v can be estimated from the intrinsic dispersion of the galaxy distribution (i.e. the cosmic variance σ v ) by comparison with the cosmic variance of the dark matter predicted by the theory. The galaxy bias is the relationship between the spatial distribution of galaxies and the underlying dark-matter density field (Kaiser 1984; Bardeen et al. 1986; Mo & White 1996) .
The galaxy bias measured with the cosmic variance in AL-HAMBRA agrees with the bias estimated by correlation function analysis from Arnalte-Mur et al. (2014) over the same data set, and in addition to the luminosity function we also estimated the ALHAMBRA galaxy bias function b v (z, M B ). This bias function was used to estimate the cosmic variance term of the luminosity function covariance matrix (Sect. 3.4.2) and provides hints about the interplay between galaxies and dark matter.
We noticed that the galaxy bias measurements presented on López-Sanjuan et al. (2015a) are computed for the total population in overlapping redshift ranges on samples selected with a luminosity threshold. To estimate the bias function of quiescent and star-forming galaxies on independent bins, we defined several non-overlapping volumes in the z − M B space. Then, we measured the cosmic variance σ v and its associated galaxy bias following the methodology described in López-Sanjuan et al. (2015a) . The galaxy bias function of the population t is defined as
where σ v,dm (z) is the cosmic variance of the dark matter predicted by the theory at z m ± ∆z m for a subtended area of A j = 0.051 deg 2 , the median area of the 48 ALHAMBRA sub-fields. The theoretical cosmic variance was computed in each volume using the code QUICKCV 5 , which is described in Newman & Davis (2002) . The code computes the cosmic variance from the dark-matter power spectrum using a window function which is 1 inside the interest volume and 0 otherwise. We obtained the dark-matter power spectrum at each redshift bin using the CAMB software (Lewis et al. 2000) , including the non-linear corrections of HALOFIT (Smith et al. 2003) . We define the volumes used in the estimation of the galaxy bias function in Sect. 4.1.
Luminosity function covariance matrix
The uncertainty in the luminosity function has two dominant terms (Robertson 2010; Smith 2012 ): the statistical error (i.e, the shot noise) and the cosmic variance. In this section we describe the estimation of the ALHAMBRA luminosity function covariance matrix, both the shot noise (Sect. 3.4.1) and cosmic variance (Sect. 3.4.2) terms.
Shot noise term
Because of the uncertainties in the photometric redshifts and the observed magnitudes, the luminosity function values of adjacent bins are correlated in both dimensions. Moreover, quiescent and star-forming luminosity functions are also correlated because of the z − T degeneracies, as shown in Fig. 3 . We estimated the shot noise term of the Φ covariance matrix with the bootstrapping technique (Davison & Hinkley 1997) . We created k = 20000 bootstrap samples of the luminosity functions in each ALHAM-BRA sub-field, noted Φ t j,k , and computed the shot noise term as
where E is the expected value (i.e. the mean) operator, the indices t 1 and t 2 run the galaxy types, the indices m and p run the redshift bins, and the indices n and q run the absolute magnitude bins. We map the covariance between luminosity bins at the same redshift and galaxy type when m = p and t 1 = t 2 , the covariance between redshift bins at the same luminosity and galaxy type when n = q and t 1 = t 2 , and the covariance between quiescent and star-forming galaxies when t 1 t 2 . We computed the relative covariance matrix because the number density values are log-normally distributed (e.g. Coles & Jones 1991; López-Sanjuan et al. 2015a) , and it is natural to work in log-space. The shot noise term of the ALHAMBRA luminosity function is
We assumed that the luminosity functions from different subfields are independent. The independence approximation in AL-HAMBRA is valid for our proposes, as demonstrated by López-Sanjuan et al. (2014) .
Cosmic variance term
The relative cosmic variance σ v is a fundamental uncertainty in any observational measurement derived from galaxy surveys, arising from the underlying large-scale density fluctuations and leading to variances larger than those expected from the Poisson statistics estimated in the previous section.
To estimate the relative cosmic variance term, we used the galaxy bias functions b c v defined in Sect. 3.3. The observational bias function was computed in z − M B volumes that are larger than those used to compute the luminosity function (see Sect. 4.1, for details). Because of this, we used the modelled bias function estimated in Sect. 3.6.2 instead of the observed one to derive the cosmic variance term.
We estimated the relative cosmic variance of the galaxy population c as
where the factor √ N accounts for the combination of the AL-HAMBRA sub-fields, and
is the binned version of the modelled galaxy bias function b The cosmic variance term of the covariance matrix is then
where the Kronecker δ mp is one if m = p and zero otherwise, and the effective volume V eff is estimated as
With the effective volume we account for the lower cosmic volume (i.e. larger cosmic variance) probed in those magnitude bins affected by the I 0 = 24 selection. The definition of Σ v implies that the redshift bins are independent, and that the luminosities and the galaxy types are highly correlated, that is, an over-dense field has an excess of both quiescent and star-forming galaxies at any luminosity (Smith 2012 ).
Final covariance matrix
The final relative covariance matrix of the ALHAMBRA luminosity function is
The covariance matrix Σ Φ tracks not only the correlations due to the redshift and magnitude uncertainties, but also the correlations due to the cosmic variance that strongly couple the luminosity functions of quiescent and star-forming galaxies. The properties of the estimated covariance matrix are discussed in Sect. 5.4. We note that the N = 48 ALHAMBRA sub-fields subtend a similar sky area, so the cosmic variance term can be estimated as 1/ √ N of one single sub-field cosmic variance, simplifying the process with Eq. (35). If sub-fields of different areas are available, the cosmic variance term should be estimated for each individual sub-field and then combined following the prescriptions in Moster et al. (2011) .
Galaxy bias function covariance matrix
Following Sect. 3.4.1, we estimated the covariance matrix Σ t b of the galaxy bias function from k = 100 bootstrap samples of the 48 ALHAMBRA sub-fields,
where the Kronecker δ nq is one if n = q and zero otherwise. Two main differences should be noted with respect to the shot noise term of the luminosity function covariance matrix presented in Sect. 3.4.1. First, the galaxy bias was studied in real space, and thus the relative matrix was not needed. Second, we did not track the covariance between neither quiescent and star-forming galaxies nor different luminosities. This decision was motivated by the origin of the galaxy bias signal, that it is estimated from the intrinsic dispersion (i.e. the cosmic variance) of the ALHAMBRA sub-fields. As argued in Sect. 3.4.2, the cosmic variance highly correlates quiescent and star-forming galaxies at any luminosity (Smith 2012) , and only independent measurements are expected at different redshifts. Thus, we only should track the observational covariance of b v between different redshift bins, which is not expected and could therefore impact the fitting process. We estimated that the correlation coefficient in b v between different t and M B is in the range 0.4 − 0.6, a expected large value that confirms the previous arguments.
Joint modelling of the luminosity and galaxy bias functions
The modelling of the ALHAMBRA luminosity and galaxy bias functions is described in the following sections. The presented process is general and we could change the models and their defining parameters in the future.
Luminosity function model
We modelled the ALHAMBRA luminosity function with the function
where
are the parameters that define the model and which we want to estimate.
We estimated the posterior distribution of the model parameters θ Φ as
where the posterior distribution is normalised to unity, P (θ Φ ) is the prior in the parameters, and the χ 2 function is defined as
where Φ mod is the binned version, following Eq. the luminosity function values follow a log-normal distribution instead of a Gaussian one. We assumed uninformative priors on the parameters, that is, P (θ Φ ) = 1.
We modelled the ALHAMBRA luminosity function with a combination of Schechter functions. The Schechter function is defined with three parameters, the characteristic magnitude M * B (corresponds to the transition magnitude from a power law luminosity function to an exponential one), the characteristic density φ * (the normalization of the function in Mpc −3 mag −1 , roughly equivalent to the density at M * B ), and the slope α (determines the slope of the power law variation at the faint end). Formally,
We defined the model luminosity function for star-forming galaxies as a redshift-dependent Schechter function,
log 10 φ *
We assumed the faint-end slope α SF as constant with redshift, so θ
We defined the model luminosity function for quiescent galaxies as a combination of two redshift-dependent Schechter functions
with the functional form of M * B,Q (z) and φ * Q (z) as presented in Eqs. (46) and (47). The second Schechter function, defined with the faint characteristic luminosity M f and the faintend slope β, was needed to model the excess of faint quiescent galaxies (e.g. Madgwick et al. 2003; Drory et al. 2009; Loveday et al. 2012) . We tested several combinations of parameters and concluded that the luminosity function of quiescent galaxies is well described with these seven parameters, θ
Finally, a total of 12 parameters were needed to parametrise the joint quiescent and starforming luminosity function.
We note that the final model Φ mod was affected by the same I 0 ≤ 24 selection than the observational data. With this approach, we used all the available information to compute a limited set of parameters, accounting for the correlations between variables and avoiding the completeness limit imposted by the probed effective volume.
Galaxy bias function model
The galaxy bias function of the galaxy population t is modelled as
where the parameters θ
were estimated independently, as justified in Sect. 3.5. In these cases, the χ 2 function that we plugged into Eq. (42) is
where b c v,mod is the binned version of the bias function model defined with Eq. (36). As in the luminosity function case, uninformative flat priors were assumed. We explored a linear dependence of the parameters A t and B t with redshift, but in all the cases such evolution was compatible with zero.
Joint modelling
We note that the parametrization of the galaxy bias depends on M * B , and the luminosity function fitting depends on the galaxy bias because of the cosmic variance term in Σ Φ . Thus, we performed an iterative fitting, starting with b v,mod = 1. We find that this process rapidly converges and just a few iterations were needed. We explored the posterior distribution from Eq. (42) The emcee code provides a collection of solutions in the parameter space, with the density of solutions being proportional to the posterior probability of the parameters. We obtained the more probable values of the parameters and their uncertainties as the median and the dispersion of the projected solutions.
Once the convergence was reached, we performed a total of ten iterations and, in each of them, we used a random solution of the set provided by emcee in the previous iteration to compute b Notes. The quoted intervals represent 68% (1σ) probability solutions.
and Σ v . This procedure ensures that the uncertainties in the fitting of the bias function were translated to the covariance matrix of the luminosity function, providing a representative mapping of the parameters space. The final collection of solutions was obtained as the combination of the ten iterations and our final set of parameters θ Φ , θ Q b , and θ SF b describe the joint luminosity and galaxy bias functions consistently.
Accounting for the prior uncertainty in the fitting process
With the scheme presented in the previous sections, we have missing one key component in our final error budget. The estimation of the photometric redshift PDF (z, T ) assumes a prior probability that is computed from the luminosity function (Benítez 2000) . Thus, the ALHAMBRA luminosity function could be biased towards the literature values used to compute the BPZ2 prior probability. To trace the impact of the assumed prior in our results, we performed the joint modelling described in Sect. 3.6.3 with three different priors: (i) the default BPZ2 prior, (ii) a constant prior, and (iii) a cosmological volume prior. We checked that the priors (ii) and (iii) are extreme, and any realistic photometric redshift prior would be enclosed by them. The final parameters presented in Sect. 4 are the combination of the three prior solutions, and we discuss the impact of the prior on the fitted parameters in Sect. 5.3.
ALHAMBRA B−band luminosity function
In this section we present the ALHAMBRA luminosity function of both star-forming (Sect. 4.2.1) and quiescent (Sect. 4.2.2) galaxies, and their associated galaxy bias functions (Sect. 4.3).
As a previous step, we explore the optimum binning in the luminosity and galaxy bias function estimation in Sect. 4.1. 
Optimum binning in ALHAMBRA
The bin sizes ∆z and ∆M B are fundamental in the estimation of Φ and in the final fitting process. The probabilistic nature of the PDFs lead to correlations because each galaxy is spread over several adjacent bins. Even with the covariance matrix in hands (Sect. 3.4), we have to ensure that the error budget of the binned luminosity function is understood and robustly estimated.
Several studies use mathematical arguments to define the optimum bin size (e.g. Shimazaki & Shinomoto 2007 ), but we used physical arguments thanks to the diagonal values (variances) of Σ Φ and Σ v , noted σ 2 Φ and σ 2 v . Both the total variance and the cosmic variance have to decrease if the volume probed by each bin (i.e. the bin size) increases. To study the impact of the assumed ∆z in the total variance, we measured the median variance of the bins in the redshift range 0.2 < z ≤ 1,
In the present exercise, the variances were estimated only at different redshift bins and all the luminosities and galaxy types were taken into account together. We present the variation of σ in the redshift range 0.2 ≤ z < 1 for I 0 ≤ 24 galaxies in the top panel of Fig. 7 . We find that the total variance is constant, σ ∼ 0.28, for bin sizes smaller than the transition scale ∆z T ∼ 0.02, then the variance starts to decrease. The expected increase in the variance at ∆z < ∆z T is spread in the non-diagonal terms of the covariance matrix, leaving constant the diagonal elements measured by σ Φ , and dominating the correlations between adjacent bins the error budget at small bin sizes. Interestingly, the measured transition scale is similar to the resolution of the photometric redshifts at 0.2 ≤ z < 1, δ z = 0.012 (1 + z ) = 0.019 (Molino et al. 2014 ). We repeated this experiment but measuring the median cosmic variance. In this case, the cosmic variance increases as expected down to ∆z v ∼ 0.05, then starts to unexpectedly decrease at smaller bin sizes. This implies that at smaller redshift bins our assumption of a log-normally distributed shot noise fails (Sect. 3.4.1), and to measure reliable cosmic variances in ALHAMBRA we need ∆z 0.05. Thus, we set ∆z = 0.05 ∼ 2 δ z as our fiducial redshift bin in the study of the luminosity function as it ensures a well controlled error budget, both shot noise and cosmic variance. We test this conclusion by repeating the study at brighter magnitudes (I 0 ≤ 22.5, bottom panel in Fig. 7) . We find that both ∆z T and ∆z v are the same and only changes the normalisation of the curves, with σ ∼ 0.43 in the constant regime. This implies that our conclusions can be assumed independent of the I−band selection, reinforcing our interpretation of the trends.
Following the previous reasoning, we set the B-band bin size to ∆M B = 0.3, which is roughly twice the typical error in the B−band magnitude, σ BPZ ∼ 0.12, as estimated in Sect. 3.1. To ensure reliable measurements in the bright end of the luminosity function, the brightest bin at every redshift is composed by those galaxies with M B ≤ −23. If brighter bins were used, the inverse of the covariance matrix became divergent because of the low statistics. At the faint end, only luminosity bins with M B ≤ −15.5 were taking into account and those with V eff /∆V < 0.01 were discarded. Finally, our binned luminosity function is a 2 × 16 × 26 tensor, comprising two galaxy types, 16 redshift bins of ∆z = 0.05, and 26 magnitude bins of ∆M B = 0.3. Taking into account the accessible volumes in the z − M B space, we had 586 data points to constrain 12 parameters.
In the galaxy bias analysis even larger volumes were needed. We explored several redshift and luminosity bins combinations, concluding that robust results were reached with three redshift bins, 0.2 ≤ z < 0.65, 0.65 ≤ z < 0.85, and 0.85 ≤ z < 1, and several luminosity bins in steps of 0.5 magnitudes with the brightest one comprising M B − M * B ≤ 0 galaxies. We checked that with smaller bins the measured cosmic variance starts to decrease non-physically, reflecting the trend observed in Fig. 7 . In this case we have 15 points to estimate the bias function of starforming galaxies, and 14 points in the quiescent galaxies case. This limited number of data points compared with the luminosity function case reflects the statistical difficulties of study the intrinsic dispersion of the galaxy distribution.
ALHAMBRA luminosity function
In this section we present the ALHAMBRA luminosity function computed with the fiducial BPZ2 photometric redshift prior. We do not present the luminosity functions computed with the constant and volume prior (Sect. 3.6.4) for the sake of clarity, but discuss the impact of the prior in Sect. 5.3. These three luminosity functions are made public together with their covariance matrices for three redshift bin sizes (∆z = 0.05, 0.1, 0.2) at the PROFUSE web page. We stress that the modelling presented in this section includes the photometric redshift prior uncertainties. The derived parameters θ Φ , θ Q b , and θ SF b are summarised in Tables 2 and 3. We focus on star-forming galaxies in Sect. 4.2.1 and on quiescent galaxies in Sect. 4.2.2. The effective number of galaxies under study, computed as the integral of the z − M B PDFs, is 80464 star-forming and 16125 quiescent. We discuss the ALHAMBRA quiescent fraction in Sect. 5.2.
ALHAMBRA luminosity function of star-forming galaxies
The estimated ALHAMBRA luminosity function of starforming galaxies, Φ (z, M B | SF), is presented in Fig. 8 . We show both the differential and binned versions, and also the median model from Eq. (45). The differential version of the luminosity function presents over-dense strips in redshift space, reflecting the presence of cosmic structures. Also exists strips as consequence of the known z − M B correlation (Fig. 5 ). All these structures vanishes in the binned version of the luminosity function, but the incompleteness at the faint end due to volume effects is evident. We stress that such volume effects are taking into account in the modelled luminosity function, that reproduce not only the observed trends, but also the apparent lack of sources in the fainter bins.
To facilitate the comparison with previous studies in the literature, we present the ALHAMBRA luminosity function in four redshift bins with ∆z = 0.2 in Fig. 9 and Appendix B. In both cases the values at the faint end were computed using the ef- fective volume V eff instead of ∆V, but we recall that in the fitting process such correction was not performed. We also show the luminosity function values from previous work in Fig. 9 , including among others the results from COMBO-17 ), 2dFGS (Colless et al. 2001) , AGES , and GOODS-MUSIC (Grazian et al. 2006) surveys. We find that the ALHAMBRA luminosity function of star-forming galaxies agrees with previous results in the literature. We stress the agreement with the results from Faber et al. (2007) , based on several surveys (DEEP2, COMBO-17, 2dFGS, SDSS), with the 8.26 deg 2 studied by Beare et al. (2015) in the Böotes field, and with the 1.5 mag deeper results of Salimbeni et al. (2008) in GOODS-MUSIC. We find a lower density of star-forming galaxies in AGES at z = 0.3 and a larger density in COSMOS at z = 0.5 with respect to ALHAMBRA. These fluctuations are probably related with the cosmic variance affecting these surveys.
We present the redshift evolution of M * B,SF and φ * SF in Fig. 10 . We show the median model from the iterative process described in Sect. 3.6, including 95% probability solutions. We find that the star-forming populations is well described by a redshiftevolving Schechter function with Q SF = −1.03 ± 0.08, P SF = −0.01 ± 0.03, and α SF = −1.29 ± 0.02. The quoted intervals represent 68% (1σ) probability solutions. The derived evolution of M * B,SF is compatible with previous work, that covers the range Q SF ∈ (−0.6, −1.3). The redshift evolution of φ * SF is compatible with zero, implying a roughly constant value. Our estimation is in good agreement with the results from the 2dFGS (Madgwick et al. 2002) , Böotes (Beare et al. 2015) , and DEEP2 (Faber et al. 2007 ), but seems too low when compared with AGES and Loveday et al. (2012) in GAMA (Driver et al. 2011) , that suggest a positive value of P SF . The derived value of α SF = −1.29 agrees with previous work, that find a value in the range α SF ∈ (−1.1, −1.4). We note that because of our fitting process, the value of the faint-end slope is constrained by those redshifts with relevant information at faint magnitudes, and such information is propagated to the higher redshift bins with limited coverage of the faint end.
We conclude that the ALHAMBRA luminosity function of star-forming galaxies agrees with previous results in the literature, and that provides a consistent evolution of both M * B,SF and φ * SF . We explore the implications for the luminosity density evolution up to z ∼ 1 in Sect. 5.1.
ALHAMBRA luminosity function of quiescent galaxies
The estimated ALHAMBRA luminosity function of quiescent galaxies, Φ (z, M B | Q), is presented in Fig. 11 , both the differential and binned versions. We also show the obtained median model from Eq. (48). As in the star-forming galaxies case, the differential version of the luminosity function presents structures in the z − M B space that vanishes in the binned version.
We present the ALHAMBRA luminosity function in four redshift bins with ∆z = 0.2 in Fig. 12 and Appendix B. We also show the results from the literature in Fig. 12 . Focusing on the bright end, which is covered by several previous studies, the ALHAMBRA luminosity function of quiescent galaxies agrees with Faber et al. (2007) , Beare et al. (2015) , Cool et al. (2012) , Fritz et al. (2014) in VIPERS, Brown et al. (2007) (2007), including DEEP2, COMBO-17, 2dFGS (Madgwick et al. 2002) , and SDSS (Bell et al. 2003) . The dashed green line is from Montero-Dorta et al. (2016) in BOSS at z = 0.55. The white pentagons are from Brown et al. (2007) in the NDWFS, the black dots from Salimbeni et al. (2008) in GOODS-MUSIC, the purple triangles from Cool et al. (2012) in AGES, the yellow squares from Drory et al. (2009) in the COSMOS field, the inverted green triangles from Fritz et al. (2014) in VIPERS, and the orange diamonds from Beare et al. (2015) in Böotes.
We stress the apparent lack of ALHAMBRA galaxies at z ∼ 0.5. This lower density is also found in the stellar mass analysis of Díaz-García et al. (in prep.) using MUFFIT and different photometric redshift codes, so we conclude that ALHAMBRA is still affected by large scale structures.
We clearly find the up-turn of the luminosity function at magnitudes M B −18, in agreement with the results from Madgwick et al. (2002) and Loveday et al. (2012) in the local Universe, Drory et al. (2009) at z ∼ 0.5 in the COSMOS field, and Salimbeni et al. (2008) at z ≥ 0.4 in GOODS-MUSIC. In the two last cases, we observe not only the same trends, but also the expected values from our median model are consistent with their observations. The comparison with the local Universe studies reveals a possible evolution of the luminosity M f , since the upturn appears at lower magnitudes than we observe (M B ∼ −17). The redshift range covered by the ALHAMBRA faint sources is limited (0.2 ≤ z 0.5), and such redshift evolution could be missed. The J-PAS survey will close the gap between local and higher redshift studies, providing a definitive picture to the possible redshift evolution of the faint, quiescent population.
We present the evolution of M * B,Q and φ * Q in Fig. 13 . We show the median model from the iterative process described in Sect. 3.6, including 95% probability solutions. We find that quiescent galaxies are well described by a redshift-evolving Schechter function with Q Q = −0.80 ± 0.08, P Q = −0.41 ± 0.05, and α Q = −0.53±0.04. The second Schechter function that models the observed faint-end upturn has a slope β = −1.31 ± 0.11. The quoted intervals represent 68% (1σ) probability solutions. The derived evolution of M * B,Q agrees with previous studies, including among others Zucca et al. (2006) in the VVDS (Le Fèvre et al. 2005 and Zucca et al. (2009) in zCOSMOS (Lilly et al. 2009) , that cover the range Q Q ∈ (−0.4, −1.2). However, the ALHAMBRA values are significantly brighter than those in VIPERS (Fritz et al. 2014) . We argue that this difference is due to their estimated value of α Q , which is always positive and deviates from our preferred value and previous work, that usually find α Q ∼ −0.5. As stress by Beare et al. (2015) , α is correlated with M * B , and the more negative is α, the brighter is M * B . Because the measured luminosity functions agree well (Fig. 12) , the difference in α Q might explain the apparent difference on M * B . We also find that φ * Q decreases with redshift, again in agreement with the values from the literature, that cover the range P Q ∈ (−0.1, −0.5). Finally, we checked that our second faintend slope β = −1.3 is consistent with previous results: Loveday et al. (2012) estimate β = −1.6 ± 0.3 in the GAMA survey at z ∼ 0.1, and Salimbeni et al. (2008) found β = −1.8 ± 0.2 at z ≥ 0.4.
As for the star-forming population, we conclude that the AL-HAMBRA luminosity function of quiescent galaxies agrees with the literature and that provides a consistent evolution of both M * B,Q and φ * Q . We explore the implications for the luminosity density evolution up to z ∼ 1 in Sect. 5.1.
Galaxy bias functions
In this section we present the estimated galaxy bias functions, both for quiescent and star-forming galaxies. The measured bias values are compiled in Appendix B. Both galaxy bias functions are shown in Fig. 14 . The different selections and assumptions make difficult the quantitative comparison with previous work, so we focus in the qualitative analysis of our results.
We find that the galaxy bias b v of both star-forming and quiescent galaxies increases with the B−band luminosity, a well known trend (e.g. Norberg et al. 2001; Arnalte-Mur et al. 2014 ). The slopes B SF = 0.51 ± 0.10 and B Q = 0.49 ± 0.16 are compatible within their uncertainties, and also with the slope B = 0.5 ± 0.24 found by Skibba et al. (2014) in a similar redshift range. However, these slopes are larger than the local universe values, B ∼ 0.2, based on clustering analysis (Norberg et al. 2001; Zehavi et al. 2011) .
Regarding the normalization, we find that the bias of quiescent galaxies A Q = 1.09 ± 0.15 is larger than the bias of star-forming galaxies A SF = 0.89 ± 0.07. The inferred relative bias between the quiescent and star-forming populations is b rel = A Q /A SF = 1.2 ± 0.2, in agreement with previous studies in ALHAMBRA (López-Sanjuan et al. 2015a; Hurtado-Gil et al. 2016 ) and other surveys (Madgwick et al. 2003; Meneux et al. 2006; Coil et al. 2008; de la Torre et al. 2011; Skibba et al. 2014) .
The statistical significance of our galaxy bias results is limited by the number of accessible sub-fields. The large area of the J-PAS survey will permit the definition of several hundred sub-fields, greatly improving the galaxy bias function analysis presented in the present paper.
Discussion

Evolution of the luminosity density
The B−band luminosity density j B express the total amount of light emitted by galaxies in the B band per unit volume, and it provides insights about the physical processes involved in the evolution of star-forming and quiescent galaxies with cosmic time. The luminosity density of a single Schechter luminosity function is
where M B = 5.38 mag is the B-band absolute magnitude of the Sun (Binney & Merrifield 1998) , and Γ is the Gamma function. We present the luminosity density of star-forming galaxies in the bottom left panel of Fig. 10 . In agreement with previous results in the literature, we find that j B decreases by a factor of 2.55 ± 0.14 since z = 1. That reflects the descent in the star formation rate density of the Universe (e.g. Hopkins & Beacom 2006; Cucciati et al. 2012; Sobral et al. 2013) , that translates to a lower production of B−band photons by newly formed, massive stars with time.
In the case of quiescent galaxies, we compute the luminosity density of the bright component and the faint component separately. Both components are presented in the bottom left panel of Fig. 13 . Regarding the total luminosity density in quiescent galaxies, we find a mild increase by a factor 1.25 ± 0.16 since z = 1. However, a passively evolving population produces less B−band photons as time goes by, and the arrival of new stars to the quiescent population is therefore needed to explain the observed increase of j B with cosmic time (Bell et al. 2004; Faber et al. 2007; Brown et al. 2007) . The contribution of the faint quiescent population to the luminosity density increases from 3±1% at z = 1 to 6 ± 1% at z = 0, implying a larger arrival rate of faint galaxies to the red sequence with respect to the bright population. The emergence of the faint quiescent population has been related with environmental processes (e.g. Peng et al. 2010) . We will study different environments in future work to obtain further clues about this topic. Notes. The quoted intervals represent 68% (1σ) probability solutions.
Quiescent fraction in ALHAMBRA
We complete the discussion about the ALHAMBRA luminosity function by studying the quiescent fraction as a function of redshift and B−band absolute magnitude. We estimate the quiescent fraction as
We present the quiescent fraction in ALHAMBRA for ∆z = 0.2 bins in Fig. 15 . We define three luminosity ranges: the faint regime at M B ≥ −18, the intermediate regime at −18 ≤ M B ≤ −21.5, and the bright regime at M B ≤ −21.5. We find that, at any redshift range, the quiescent fraction has a minimum at M B ∼ −18 and increases towards brighter and fainter magnitudes. We also notice a maximum in f Q in the bright regime, but the uncertainties in the measurements are large at these magnitudes and a steady increase is also compatible with the data. Regarding redshift evolution, the quiescent fraction decreases from z = 0.3 to z = 0.9 at any magnitude by a factor of ∼ 2 on average. The quiescent fraction excess 50% for M B M * B galaxies at z 0.4, and star-forming galaxies are always more numerous at M B M * B , reaching a constant quiescent fraction in the faint regime.
We also present the quiescent faction from previous work in Fig. 15 . The ALHAMBRA quiescent fraction is in good agreement with previous studies (Faber et al. 2007; Salimbeni et al. 2008; Zucca et al. 2009; Beare et al. 2015; Fritz et al. 2014) at the intermediate regime, showing similar trends and values. The main discrepancy is with VIPERS (Fritz et al. 2014 ) at z ∼ 0.9, reflecting their positive α Q value (see Sect. 4.2.2, for details). The faint regime is well covered by Salimbeni et al. (2008) , but the Schechter function extrapolation from other studies provides a f Q that tends to zero. This is due to the missing faint quiescent population that it is only traced by Salimbeni et al. (2008) and Drory et al. (2009) , and that provide quiescent fractions consistent with ALHAMBRA. Finally, the bright regime is dominated by the uncertainties in the measurements. For example, the quiescent fraction of M B = −23 galaxies at z = 0.3 covers the range f Q ∈ (0.3, 0.8). Future large-area surveys such as J-PAS will provide enough statistics to accurately constraint the bright end of the luminosity function and to test possible deviations from the widely used Schechter function (e.g. Tempel et al. 2009; Bernardi et al. 2010) .
Impact of the prior in the luminosity function parameters
We explore the impact of the prior in the final estimation of the luminosity function parameters in this section. We find that the three assumed priors (the fiducial BPZ2 prior, the constant prior, and the cosmic volume prior) provide compatible luminosity functions at 2σ level at any redshift and luminosity bin. The discrepancies exceed the 1σ level only at z 0.5 for M B −18.5 Zucca et al. (2009), and Fritz et al. (2014) , the white pentagons are from Brown et al. (2007) , the squares from Drory et al. (2009) , and the diamonds from Salimbeni et al. (2008) . The error bars mark 2σ confidence intervals. The dotted horizontal line marks f Q = 0.5.
galaxies. This was expected because the importance of the prior increases as the signal-to-noise of the sources decreases (there are less information in the observed ALHAMBRA filters), and as the redshift of the sources decreases (the lower redshift solutions that are compatible within the data uncertainties are penalised by the available cosmological volume). We conclude that the prior uncertainty have a limited impact in our final luminosity functions.
Regarding the impact in the final fitting values, the individual parameters from the three priors are always compatible at 2σ level, reflecting the observed differences in the measured luminosity functions. The impact of the prior is better illustrated in Fig. 16 , where the contribution the three priors to the final solution of the parameters Q SF , α SF , and β, is presented. The combined distribution is broader than the individual ones in any case, increasing the dispersion up to ∼ 60%. For the parameters in Fig. 16 , the dispersion increase is 50% (Q SF ), 40% (α SF ), and 20% (β). We conclude that the assumed prior has a limited impact in our results, but it is a relevant source of uncertainty that should be included in the final error budget.
Finally, we study the impact of the quiescent or star-forming probability for red templates derived in Sect. 2.2.3. We find that the faint-end of the red luminosity function is stepper than the quiescent one, with β red = −1.6 in comparison with β Q = −1.3. This difference remarks the importance of the contamination by dusty star-forming galaxies and the proper definition of the samples under study, as stress by Taylor et al. (2015) . The rest of parameters are less affected by dusty galaxies, with the red values compatible at 2σ level with the quiescent ones.
Properties of the covariance matrix
Here we discuss in details the properties of the luminosity function covariance matrix computed in Sect. 3.4. We start presenting the contribution of the shot noise and cosmic variance to the relative variance σ of the data. Such variance is computed as the square root of the Σ P and Σ v diagonal terms (see also Sect. 4.1), and represents the uncertainty reported in Appendix B and shown in Figs. 9 and 12. We show the variance of star-forming (σ SF ) and quiescent (σ Q ) galaxies as a function of the B−band absolute magnitude at 0.2 ≤ z < 0.4 in Fig. 17 . We find that the shot noise typically dominates the error budget at M B M * B , with the cosmic variance being larger at lower luminosities. Both variances increase with luminosity because of the lower number density (shot noise) and the higher galaxy bias (cosmic variance), respectively, and at the faintest magnitudes because the probed cosmic volume is affected by the I 0 selection. These trends are in agreement with the theoretical expectations of Smith (2012) and are also present in the other redshift ranges under study.
The complete information about the correlations between redshift ranges, luminosities, and galaxy populations is encoded in the non-diagonal terms of the covariance matrix. For illustration purposes, we present the correlation coefficients of the first Fig. 16 . Impact of the photometric redshift prior in the estimated parameters. We present the estimated probabilities of Q SF (upper panel), α SF (central panel), and β (lower panel). The coloured histograms are the individual results obtained with BPZ2 prior (blue), constant prior (green), and cosmic volume prior (orange). The combined final probability is the black histogram, with the best Gaussian fit to the distribution in solid red. The parameters of this Gaussian fit are labelled in the panels. eight redshift bins under study in Fig. 18 . Several important features should be noted. The most relevant one is the impact of the cosmic variance term in the correlation between luminosities and galaxy types at a given redshift bin. The cosmic variance highly correlates both bright-faint and SF-Q galaxies, with correlations at the level of ∼ 50%. This large correlation was anticipated by the theoretical work of Smith (2012) and is confirmed by the ALHAMBRA cosmic variance measurements performed to compute the galaxy bias in Sect. 3.3. We measured a corre- lation of ∼ 40 − 60% at different luminosities and galaxy types, reinforcing therefore the estimated cosmic variance term.
The second important feature is the correlation between adjacent redshift and luminosity bins for galaxies of the same type (SF-SF and Q-Q). This correlation, at the level of ∼ 10 − 20%, is due to the photometric redshift and absolute magnitude uncertainties. As expected, the correlation diminished as we compare well separated redshift bins.
The final remarkable feature is the correlation between quiescent and star-forming galaxies present in the shot noise term. This correlation, at the level of ∼ 1 − 5%, was anticipated by the Fig. 3 . In the example presented in that figure, an early spectral galaxy solution is compatible with a late spectral galaxy solution located at higher redshifts. This redshift -galaxy type degeneracy emerges as the correlation of quiescent galaxies with those star-forming galaxies located at larger redshifts, and thus the Q-SF cross term is not symmetric in redshift. In addition, a fraction of the red population is counted as star-forming because of the dusty contamination detailed in Sect. 2.2.3.
The covariance matrix of the luminosity function is fundamental to perform a realistic fitting to the data, accounting for all the possible correlations present in the observations. The studies in future large scale surveys, such as J-PAS, Euclid, or LSST, will benefit of the robust error budget encoded in the covariance matrix.
Summary and conclusions
We have studied the evolution of the B-band luminosity function since z ∼ 1 both for star-forming and quiescent galaxies using ALHAMBRA data. We developed a novel methodology that statistically uses the output of current photometric redshift codes without losing information, reliably works with any preselection of the sources, neither in the I-band magnitude nor in colour, and provides an unbiased estimation of the luminosity function in multi-filter surveys.
We use the photometric redshift and the I-band selection magnitude PDFs of those ALHAMBRA galaxies with real magnitude I 0 ≤ 24 to compute the posterior luminosity function Φ (z, M B ). We statistically study star-forming and quiescent galaxies thanks to the template information encoded in the PDFs. The luminosity function covariance matrix in redshift -magnitude -galaxy type space is computed, including the cosmic variance. That is estimated from the intrinsic dispersion of the luminosity function measurements in the 48 ALHAMBRA subfields. The uncertainty due to the photometric redshift prior is also included in our analysis.
We modelled Φ (z, M B ) with a redshift-dependent Schechter function affected by the same selection effects than the data. The measured ALHAMBRA luminosity function at 0.2 ≤ z < 1 and the evolving Schechter parameters both for quiescent and star-forming galaxies agree with previous results in the literature. The estimated redshift evolution of M * B ∝ Qz is Q SF = −1.03 ± 0.08 and Q Q = −0.80 ± 0.08, and of log 10 φ * ∝ Pz is P SF = −0.01 ± 0.03 and P Q = −0.41 ± 0.05. The measured faint-end slopes are α SF = −1.29 ± 0.02 and α Q = −0.53 ± 0.04. We find a significant population of faint quiescent galaxies with M B −18, modelled by a second Schechter function with slope β = −1.31 ± 0.11.
Our results implies a factor 2.55 ± 0.14 decrease in the luminosity density of the star-forming population since z = 1, reflecting the decrease of the star formation rate with time. We estimate a factor 1.25±0.16 increase for the quiescent luminosity density, confirming the continuous build-up of the quiescent population since z = 1 to the present. The contribution of the faint quiescent population to the luminosity density increases from 3% at z = 1 to 6% at z = 0.
The next generation large-area photometric surveys will benefit of the PROFUSE methodologies, and we are now ready to analyse with exquisite details the luminosity function of the J-PAS survey. Assuming a I 0 22.5 selection for the J-PAS galaxies, we will detect the faint quiescent up-turn up to z ∼ 0.3, closing the gap between local Universe surveys and cosmological surveys. In addition, we will track the evolution of the bright population with overwhelming statistics up to z ∼ 1, the redshift at which we cross the M * B limit. The B−band luminosity function analysis presented in this paper will be expanded in the future to the UV luminosity function at z > 2.5 and the stellar mass function at z < 1 with the ALHAMBRA I−band selected catalogue, and to the K s luminosity function at z < 2.5 with the ALHAM-BRA K s −band selected catalogue presented in Nieves-Seoane et al. (2016) . Moreover, the emergence of the faint quiescent population has been related with environmental processes (e.g. Peng et al. 2010) , and we will explore also the impact of environment in the ALHAMBRA luminosity and stellar mass functions in future work. Correlation coefficients of the AL-HAMBRA luminosity function covariance matrix, covering only the first eight redshift ranges for illustration purposes. The axes mark the redshift bin of interest for SF-SF galaxies (cyan square), Q-Q galaxies (red square), and SF-Q and Q-SF galaxies (green squares). Each redshift box delimited by dotted lines shows the B−band luminosity correlations. The cosmic variance highly correlates galaxies at the same redshift, with the correlations between different redshift and galaxy types caused by the photometric uncertainties. photometric zero points (Fig. .2) . We stress that the same ZP (z) was applied to all the ALHAMBRA sub-fields, so the filter-tofilter zero point correction is preserved.
Finally, we computed the magnitude difference between our fiducial B−band filter and those assumed in the literature. Only two studies do not target a standard B Johnson filter as reference: Beare et al. (2015) assume a B Bessel filter, and Loveday et al. (2012) a g SDSS filter at z = 0.1. In the first case, the expected difference is bellow 0.02 mag for any template, so we applied no offset to the values provided by Beare et al. (2015) . In the second case, the expected difference for blue galaxies (T = S/SB) is lower than 0.02 mag, but reaches 0.05 mag for red galaxies (T = E/S0). Thus, we applied a -0.05 mag offset to the magnitudes of red galaxies provided by Loveday et al. (2012) . 
