Abstract. We demonstrate a spatial neuron that sums and regenerates electrical pulses in real time. The neuron uses a monolithic web of micro-transmission lines to propagate electrical pulses to a 'soma' where they are regenerated via quantum tunnelling amplification. The gain of the neuron follows a sigmoid curve similar to the one that controls the firing of real neurons. We report on the dependence of the regeneration threshold on bias parameters and obtain a good fit of the measured threshold by computing the stability diagram of the soma. The neuron is shown to regenerate coincident pulses with a timing sensitivity of 10 µs compared to milliseconds for real neurons. The present design demonstrates that the physics underpinning analogue computation in biological neurons has an equivalent in modern semiconductor structures.
Introduction
The coding of information in the timing of electrical impulses is currently stimulating research activity aimed at understanding cognitive processes [1, 2] and at making intelligent human-computer interfaces such as prosthetic devices [3, 4] . At the macroscopic level, nonlinear science develops tools for interpreting the activity of complex networks [5] . These simulations rely on individual neuron models which retain selected features of neuron behaviour [6] - [9] in order to remain tractable. For example, the spatial structure of the neuron is often neglected to focus on its dynamic properties. This approximation is made even for modelling the most elementary network made of two interacting neurons [10] - [12] . Full compartmental simulations of neural trees require large-scale computational resources [13] - [15] . At the microscopic level, electronic circuits have replicated the excitatory response of individual neurons by simulating the conductivity of their ion channels [16] - [18] and by using biochips to sense real neurons [19] - [21] . The importance of spatial aspects is increasingly being recognized as nerve fibres operate as transmission delay lines. Time delays facilitate neural synchronization [11, 22, 23] and stabilize irregular dynamics [24] . Spatially delocalized networks also allow neurons to be excited along stimulus specific pathways which form neural attractors [25] . These pathways were shown to store information about stimuli more efficiently than (Hopfield) networks of the same size [26] . The physical realization of spatial neural webs requires three conditions which are difficult to combine with transistor electronics. Firstly, physical pathways equivalent to nerve fibres must be devised to propagate and delay pulses. Secondly, an analogue adder is required to sum pulses in real time at the point where they meet. Thirdly, the neuron must be an active device characterized by a sigmoid-like gain function, θ ( − V th ) which causes the neuron to fire when the sum of weighted inputs ( ) exceeds a threshold level (V th ) .
Here, we demonstrate the proof of principle of a sum and threshold neuron that uses the nonlinear properties of semiconductor microstructures to fulfil the above conditions. Nonlinearities arise from the exponential conductance of pn wires and the negative differential resistance (NDR) of a tunnel amplifier integrated with the soma. The former support pulse propagation along pn wires [27, 28] , while the latter enable signal regeneration. The novelty of our approach is to use and control the positive feedback of the tunnel amplifier to selectively regenerate pulses propagating along the pn wire [29] - [31] . This mechanism gives an allor-nothing response described by a sigmoid-like gain function (θ ). We have developed a theory which expresses the dependence of the regeneration threshold (V th ) on the biasing parameters of the device. The theoretical threshold is in good agreement with experiments. We finally investigate the neuron response when two or more dendrites receive sub-threshold pulse trains. The neuron fires when the delay between pulses is less than 10 µs, thus demonstrating coincidence detection and the ability to classify pulses according to their timing. This spatially delocalized neuron thus performs as a novel active device for parallel computation.
The ideas developed here incorporate the three fundamental properties of the neuron, namely propagation, summation and regeneration, in a single solid-state structure. The firing conditions are well-understood and well-controlled. The pulse waveform is robust against different loads which makes network integration possible. The present neuron's ability to compute analogue signals is important to increase the reliability of associative memories by reducing the number of fixed point attractors [32] and to study exotic dynamic regimes induced 3 by external stimuli: coherence resonance and stochastic resonance have been demonstrated with this device under noise entrainment [33] .
Excitable semiconductor neuron
Our approach is to structure the micro-transmission line of figure 1(a) into a web of 'dendrites' and 'axons' which exhibits the excitatory response depicted in figure 1(b) . pn wires support pulse propagation because their electrical properties accurately model the nonlinear membrane conductance, capacitance, inner and outer resistance of nerve capillaries [27] . The transmission line fans out at the soma into artificial nerve fibres as shown in figure 1(c) . Pulses diffuse from the ends of dendrites towards the soma where they mix and interfere. The diffusion speed is ∼1 km s −1 and the diffusion length is ∼1 mm [28] . The latter limits the length of axon and dendrites to a few millimetres to avoid pulse broadening. An important feature of pn wires is their ability to integrate input voltages in real time. This is because the diffusion equation passively performs the analogue summation of all signals at the soma. Experiments show that two interfering pulses peak at a height marginally smaller than twice the height of the initial pulses [28] . The neuron fires when two sub-threshold pulses merge and doing so raise the peak voltage above the regeneration threshold. Figure 1 (a) shows that the soma integrates a NDR device with the pn wire. This selectively regenerates pulses diffusing along the pn wire as they cross the soma. Consider a pulse diffusing along the transmission line through the soma. The transient forward bias induces a resistance drop across the pn wire and a transient current through the soma. The NDR transforms the current surge into a drop of voltage across the tunnel device. The bias applied to the soma (V soma ) being fixed, the voltage difference across the pn wire increases, amplifying the pulse. The series resistance, R, and V soma , control the mode of operation of the soma, while the series inductance, L, controls the regeneration threshold. The analysis of the electrical equivalent circuit in figure 1(a), gives an expression for the threshold voltage and allows us to fit its dependence on L.
Processing of the neuron started with the growth of two n/p/n + /p + modulation-doped structures on a semi-insulating GaAs substrate. The layer structure, doping and dimensions are shown in figure 1(a). The GaAs/AlAs material system, as opposed to silicon, was used because AlAs layers may be inserted to facilitate micro-machining. Otherwise there are no conceptual barriers to making the present neuron in silicon or germanium. The pn layers were etched to make artificial nerve fibres (dendrites and axon). The p + n + tunnel junction was then fabricated as the tunnel amplifier (soma). The neuron was synthesized through the following sequence of lithographic steps. A network of three dendrites and one axon was insulated by etching wires throughout the n/p/n + /p + structure. Pairs of electrodes were fabricated at intervals of 400 µm along the axon and on the dendrites. The n-type contacts were made of cold annealed PdGe directly on the top layer. The p-type electrodes were then fabricated after ion milling the top n-type semiconductor layer. The current-voltage characteristics measured across these contacts exhibit the normal rectifying behaviour of the pn junction seen in the load curve (R = 0) of figure 2(a). The next step aimed to vertically integrate a small area tunnel diode with the soma to regenerate pulses. To do this the p + n + layers were removed from underneath the pn wires by selective etching through the oblong holes seen in figure 1(b) . This insulated the tunnel diode underneath the soma by making the dendrites and axon free standing. The electrical area of the tunnel diode was the area of the soma: 157 × 157 µm 2 . The process was completed by making ohmic contacts on the top n-layer and the bottom p + layer to bias the soma with V soma as indicated in figure 1(a) . A programmable DAQ card was used to excite up to three dendrites in parallel and to collect signals output on the axon.
The soma is active when the tunnel diode is biased in the NDR region. Under certain conditions spontaneous soma oscillations will develop. We study the frequency dependence on L to obtain the capacitance, C d , and the negative differential conductance, −g d , of the tunnel diode 5 . Soma self-oscillations are observed when V soma lies between 320 and 410 mV. This bias range causes the current-voltage characteristics of the tunnel diode to intercept its load curve at a single point (I 0 , V 0 ) at the centre of the NDR region. This case of figure is depicted in the R = 0 load curve of figure 2(a) . The soma is astable and oscillates as long as g d R < 1 [30] . As R is increased, the soma suddenly stops oscillating when R > 500 . As the corresponding load curve in figure 2(a) becomes less steep, the soma becomes bistable. Spontaneous oscillations 6 therefore stop because the soma remains in one of its two stable states. The current-voltage characteristics of the tunnel diode and the pn junction were measured independently across the soma area and are plotted as a function of V T .
In figure 2(b) , we plot the frequency of the soma self-oscillations as a function of L. This was measured for V soma = 390 mV and R = 120 . Self-oscillations occur at a frequency, f osc , where energy is exchanged resonantly between the inductor and the tunnel diode capacitance. The frequency of self-oscillations is obtained by cancelling the imaginary part of the soma impedance [30] :
We use equation (1) to fit the data points (red line) and obtain C d = 1.6 nF and g d = 73 µS as adjustment parameters 6 . As L vanishes, f osc saturates at f sat = 78 kHz. At the same time, a dramatic drop occurs in the amplitude of oscillations as shown in the inset to figure 2(b). This frequency is interpreted as the maximum frequency above which the NDR oscillator starts absorbing power instead of generating it. The theoretical maximum frequency is given by [30] :
With the above parameters, equation (2) predicts f max = 77 kHz in an excellent agreement with the saturation frequency observed in figure 2(b) . The tunnel amplification of input pulses is shown in figure 3 . We apply square pulses to one dendrite and study signals transmitted into the axon. Pulse heights are either 0.1 or 0.2 V. Figures 3(a) and (b) show that regeneration occurs at specific values of V soma . When the tunnel diode is biased outside the NDR region, i.e. V soma = 0.11 or 0.51 V, the soma is inactive. This is demonstrated by the attenuation of both the 0.1 and 0.2 V pulses as they diffuse passively along the transmission line. When V soma = 0.31, the 0.2 V pulse is magnified by a factor of ×3.5. The 0.1 V pulse, by contrast, decays passively without triggering positive feedback at the soma. This suggests the existence of a regeneration threshold similar to biological neurons. Figure 3(b) shows the effect of increasing the pulse duration from 10 to 100 µs. Namely, if the pulse duration is longer than the period of soma self-oscillations, the tunnel amplifier produces a train of electrical pulses comparable to the bursting mode of biological neurons. Pulses are not regenerated if the soma is inactive when V soma = 0.11 or 0.51 V, or when input pulses are sub-threshold, for V in = 0.1 V. Figure 3 (c) maps the amplitude of output pulses as a function of soma bias and input pulse height. The plateau at the centre delimits the domain where the soma is active. Elsewhere the output amplitude increases monotonically with the amplitude of input pulses representing passive diffusion. The inset curves show the gain of the neuron at constant V soma . The curve at V soma = 310 mV represents the firing function of the semiconductor neuron, θ(V in ). The onset of amplification at V in = 0.15 V is the regeneration threshold.
In all the neurons which we have measured, pulse regeneration has been observed to span over a wider range of V soma values than those of self-oscillations. This range was consistently 270-460 mV. Self-oscillations, by contrast, are fragile and are easily short-circuited when zero voltage is applied to a dendrite. This explains why, despite the overlap of regeneration and selfoscillations, self-oscillations are absent from figure 3(a).
Regeneration threshold
The regeneration threshold is an important parameter which it is necessary to control in neural networks to learn and recognize patterns of information. For this reason, we have measured the dependence of the regeneration threshold as a function of L and interpret it by analysing the transient response of the electrical equivalent circuit of the soma. The experimental dependence of the threshold on L is shown in figure 4 . We assume that the soma circuit of figure 1(a) sets quiescent point (I 0 , V 0 ) in the NDR region of the tunnel device, as shown in figure 2(a) . An electrical impulse diffusing along the pn wire temporarily reduces the transverse resistance of the wire Z (t) = √ r/g [27] . If one makes allowance for a slowly varying resistance dZ /dt 1/C d , the current through the soma varies as:
where Z = Z + R and
The voltage across the pn wire is then given by Z (t)i(t). Depending on the sign of λ ± the current in equation (3) will decay or diverge exponentially. In the first case, pulses decay passively through the soma, whereas in the second case pulses are regenerated. Regeneration occurs when the series resistance Z is made sufficiently small for the first term in equation (4) to become positive. This corresponds to setting the condition:
. The threshold voltage (V th ) is obtained after substituting the diode conductance:
where x ≡ eV th /k B T . The fit of the current-voltage characteristic of the pn junction gives I s = 2 × 10 −7 A, and a pre-factor √ r (k B T /e J s w) = 50 . Equation (5) was solved numerically to obtain V th for different values of L. The theoretical dependence of V th on L is plotted in figure 4 (red line). Increasing L has the opposite effect to increasing R which is what is observed experimentally 7 . It is also easy to show that near the threshold point, the second term in equation (4) is always complex and the output decays or diverges while oscillating. This oscillatory response explains the burst of voltage pulses observed in figure 3(b) when input pulses are longer than the oscillation period.
The inset to figure 4 shows the effect of the inductance on the shape of regenerated impulses. Increasing L in equation (4) increases the duration and amplitude of pulses. The pulse waveform is robust and not dissimilar to action potentials in biological nerve membranes. Figure 5 shows the response of the neuron to pairs of pulses applied to two dendrites when the time interval between them is varied. We consider pulses of different duration (10 and 5 µs) and amplitude varying from below to above V th . The 0.05 V curve corresponds to two sub-threshold pulses whose interferences at t = 0 are too weak to trigger regeneration. In contrast, regeneration occurs in the 0.08 V curve. There, two sub-threshold pulses interfere and cause the neuron to fire when t < 5 µs (figure 5(a)) and t < 3 µs ( figure 5(b) ). When the pulses are separated by a large time interval ( t < 5 µs), each pulse is individually unable to trigger the soma. It follows that the neuron behaves as a coincidence detector. The sensitivity to pulse timing is smaller than the pulse duration but is correlated to it. Above threshold pulses are regenerated individually but their interference at t = 0 still produces a larger signalsee the 0.5 V and 1.0 V curves. We observe that as the pulse amplitude increases, sensitivity to coincidence detection decreases: the coincidence peak centred at t = 0 broadens. The coincidence peaks increases to 22 ms at V in = 1.5 V. The interval of coincidence detection therefore scales with the width of pulses only for sub-threshold amplitudes. 
Coincidence detection

Conclusions
We have described an analogue semiconductor neuron performing analogue computation of pulses in real time. This neuron is a monolithic and highly scalable parallel solid-state processor which is well suited to manipulating spatio-temporal codes in complex networks. The neurons may be interconnected using floating gate elements to give synaptic connections whose strength depends on the relative timing of pre-and post-synaptic pulses. Such neurons allow correlation matrix memories to be made whose interconnections have strength set by the timing of pulses. They also allow pattern recognition systems to be built that train themselves to memorize and then recognize sequences of inter-spike intervals. A promising architecture for such a network has recently been described by Abarbanel et al [34] . The present solid-state structure makes possible studies of neuron dynamics in a controlled environment. The observation of coherent pulsing at optimum noise level-stochastic resonance-is reported in a forthcoming publication [33] . We also observe bifurcation points and the period doubling of output pulses as reported by Niedernostheide et al [35] in p + n + pn pillars. In summary, we believe that the present structure holds promise for implementing parallel computation schemes which encode information in the timing of electrical pulses.
