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Abstract
A non-oscillatory numerical scheme based on a general solution of unsteady advection{diusion equations is presented.
A general solution for initial value problems of linear two-dimensional unsteady advection{diusion equations is obtained
using the spectral method. The resulting numerical scheme is explicit with respect to time, and fullls the Patankar’s pos-
itive coecients condition for any advection velocity, diusivity and temporal mesh increment. Hence the present scheme
guarantees solutions free from numerical oscillations for unsteady advection{diusion equations. Numerical experiments
show good solutions. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
A lot of concern in the eld of numerical analysis have been focussed on predicting accurate
solutions free from unphysical oscillations (numerical oscillations) for transport equations such as
hyperbolic equations and advection{diusion equations. So far several high-order numerical schemes
with constant dierence coecients for the advection term in those transport equations have been
developed [2,5,10,11]. However, these linear high-order schemes tend to be decient (in agreement
with the Godunov theorem [7]) in the monotonicity of numerical solutions. Namely, numerical
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solutions with linear high-order schemes tend to show unphysical oscillations, especially where
the solutions with steep gradient exists. To cope with this oscillation problem, nonlinear high-order
schemes preserving monotonicity such as the ltering remedy and methodology (FRAM) technique
[4] and the total variation diminishing (TVD) schemes [8,9] using a numerical ux limiter have
been proposed.
On the other hand, the locally exact numerical dierence method based on the analytical solution
of transport equations was introduced by Allen and Southwell [1], upon which some revised schemes
[3,6,14,15] have been proposed. These locally exact schemes are characterized by determining dif-
ference coecients so that the resulting dierence equation satises the exact solution of the steady
convection{diusion equation with constant coecients. The dierence coecients depend on local
velocities and these locally exact schemes are nonlinear, resulting in being free from the implica-
tions of the Godunov theorem. Thus numerical schemes based on the analytical solution of transport
equations generally show nonoscillatory solutions. However, those locally exact schemes are based
on steady transport equations. Hence the locally exact schemes may tend to show solutions with
numerical oscillations for unsteady transport equations.
Those numerical oscillations are due to discretizing the derivative terms in the transport equa-
tions using nite dierence schemes with high-order accuracy. In this paper, we adopt a spec-
tral technique, in which the spatial and the temporal derivative terms are treated analytically,
and a general solution for initial value problems of linear two-dimensional unsteady advection{
diusion equations is derived. Based on the general solution, a nonoscillatory numerical scheme is
constructed.
In this method, the Fourier transformation is applied only to the deviation of a quantity from its
initial values. Thanks to this application, the present method does not need many Fourier modes
even for the initial prole with a steep gradient such as a rectangular wave. From this point of view,
this method diers from the usual spectral method.
Finally, test calculations are performed using the present scheme as well as the conventional
schemes.
2. Mathematical formulation
2.1. A model equation
Here we consider a two-dimensional advection{diusion equation as follows:
@f
@t
+ u
@f
@x
+ v
@f
@y
= 
 
@2f
@x2
+
@2f
@y2
!
; (1)
where t denotes the time, x the space coordinate,  the diusion coecient and u the advection
velocity. Here we assume a uniform velocity eld, where u and v do not depend on x and y,
but may depend on t. This equation includes the advection and diusion terms which are es-
sential parts of the Navier{Stokes equation. As  goes to 0, this equation approaches hyperbolic
equations.
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2.2. A general solution
We consider a nite computational region surrounded by [a; b] in the x-direction and [c; d] in the
y-direction. We adopt the following trigonometric functions dened in the nite region:
k(x) =
1p
Lx
exp[I2k x=Lx]; (k = 0;1;2 : : :); (2a)
‘(y) =
1p
Ly
exp[I2‘y=Ly]; (‘ = 0;1;2 : : :); (2b)
where I  p−1; Lx  b−a and Ly  d−c. The functions k(x) and ‘(y) are mutually orthogonal
and fulll the completeness in the region [a; b] and in the region [c; d], respectively. Hence a solution
f(t; x; y) of Eq. (1) can be uniquely expanded into the Fourier series using the orthogonal functions
as follows:
f(t; x; y) =
1p
Lx
p
Ly
1X
k=−1
1X
‘=−1
Ck;‘(t) exp[I2(kx=Lx + ‘y=Ly)]: (3)
Substituting expression Eq. (3) into Eq. (1), we obtain the ordinary dierential equation for Ck;‘(t)
as follows:
dCk;‘(t)
dt
+
"
I2uk
Lx
+ 

2k
Lx
2#
Ck;‘(t) +
2
4 I2v‘
Ly
+ 
 
2‘
Ly
!235Ck;‘(t) = 0: (4)
Solving Eq. (4) with an initial condition Ck;‘(t0) at t = t0, we obtain
Ck;‘(t) =Ck;‘(t0) exp

−
Z t
t0
[I2uk=Lx + (2k=Lx)2] dt


exp

−
Z t
t0
[I2v‘=Ly + (2‘=Ly)2] dt

: (5)
Substituting Eq. (5) in Eq. (3) yields
f(t; x; y) =
1p
Lx
p
Ly
1X
k=−1
1X
‘=−1
Ck;‘(t0) exp[I2k(x − U )=Lx − (2k=Lx)2] 
exp[I2‘(y − V )=Ly − (2‘=Ly)2]; (6)
where
U 
Z t
t0
u dt; (7)
V 
Z t
t0
v dt; (8)
 
Z t
t0
 dt: (9)
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On the other hand, Ck;‘(t0) in Eq. (6) is the transformed coecient of a given function f(t0; x0; y0).
Hence Ck;‘(t0) can be given as the inverse transformation of f(t0; x0; y0) as follows:
Ck;‘(t0) =
1p
Lx
p
Ly
Z b
a
Z d
c
f(t0; x0; y0) exp[− I2kx0=Lx − I2‘y0=Ly] dx0 dy0: (10)
Substituting Eq. (10) in Eq. (6) yields
f(t; x; y) =
1
LxLy
Z b
a
Z d
c
f(t0; x0; y0)
1X
k=−1
1X
t=−1
exp[− (2k=Lx)2 + I2k(x − x0 − U )=Lx]
exp[− (2‘=Ly)2 + I2k(y − y0 − V )=Ly] dx0 dy0: (11)
In Eq. (11), an initial prole f(t0; x0; y0) is treated as the distribution in the real phase space (not
transformed space). Namely, the spectral technique is applied only to the deviation of the quantity
f from its initial distribution. In Eq. (11), the sums with respect to k and ‘ can be modied as
1X
k=−1
fexp[− (2k=Lx)2 + I2k(x − x0 − U )=Lx]
=1 + 2
1X
k=1
exp[− (2k=Lx)2] cos[2k(x − x0 − U )=Lx]: (12a)
1X
‘=−1
fexp[− (2‘=L)2 + I2‘(y − y0 − V )=Ly]
=1 + 2
1X
‘=1
exp[− (2‘=Ly)2] cos[2‘(y − y0 − V )=Ly]: (12b)
Here we have a formula [12] 1
p

 
(
1 + 2
1X
k=1
exp[− (= )2k2] cos[2zk= ]
)
=
1X
m=−1
exp[− (z + m )2]: (13)
Applying this formula with ( =Lx=2
p
; z=(x−x0−U )=2p) and ( =Ly=2p; z=(y−y0−V )=2p)
to Eq. (11), we obtain
f(t; x; y) =
1p
4
p
4
Z b
a
Z d
c
f(t0; x0; y0)
1X
k=−1
exp[− (x − x0 − U + kLx)2=4] dx0 
1X
‘=−1
exp[− (y − y0 − V + ‘Ly)2=4] dy0: (14)
1 Eq. (13) is derived by expanding the right-hand side of Eq. (13) into the Fourier series with a periodicity 2   in the
interval [−  ;  ].
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When the diusivity  goes to 0;  approaches 0. Then we have an expression about the  function
such as
(z) = lim
!0
1p
4 exp[− z
2=4]: (15)
Applying this expression to Eq. (14) yields
lim
!0
f(t; x; y) =
1X
k=−1
1X
‘=1
Z b
a
Z d
c
f(t0; x0; y0)(x − x0 − U + k Lx)(y − y0 − V + ‘Ly) dx0 dy0;
=
1X
k=−1
1X
‘=1
f(t0; x − U + k Lx; y − V + ‘Ly): (16)
This shows an advection property of hyperbolic equations in a nite region, in which waves having
the values at the right boundary (x = b or y = d) start continuously from the left boundary (x = a
or y = c) after the waves reach the right boundary.
In case of an innite region (Lx = b − a ! 1; Ly = d − c ! 1); we expand the solution
f(t; x; y) using, in place of Eq. (2), the functions k(x) = exp[Ikx]=
p
2 (k = −1  1); ‘(x) =
exp[I‘x]=
p
2 (‘ =−1  1); which are orthogonal and complete in an innite region. Following
the same procedure as that in a nite region, we obtain as a corresponding expression to Eq. (11):
f(t; x; y) =
1
(2)2
Z 1
−1
Z 1
−1
f(t0; x0; y0)
Z 1
−1
exp[− k2 + Ik(x − x0 − U )] dk

Z 1
−1
exp[− 2l2 + I‘(x − x0 − U )] d‘ dx0 dy0 (17a)
=
1
4
Z 1
−1
Z 1
−1
f(t0; x0; y0) exp[− (x − x0 − U )2=4]
exp− (y − y0 − V )2=4] dx0 dy0; (17b)
in which the integration with respect to k and ‘ can be made by applying the Fourier integral to
the function exp[ − k2] or by applying a complex integral. Applying Eq. (15) to Eq. (17b) as 
goes to 0; we obtain
lim
!0
f(t; x; y) =
Z 1
−1
Z 1
−1
f(t0; x0; y0)(x − x0 − U )(y − y0 − V ) dx0 dy0 (18a)
= f(t0; x − U; y − V ); (18b)
which corresponds to the advection property of hyperbolic equations in an innite region.
2.3. Nonoscillatory scheme
Here we construct a nonoscillatory numerical scheme based on the general solution given by
Eq. (14). When the velocities u; v and the diusion coecient  are constant between t0 and t; we
150 K. Sakai / Journal of Computational and Applied Mathematics 108 (1999) 145{156
have U = ut; V = vt and  = t with t  t − t0. Then it holds
f(t; x; y) =
1p
4t
p
4t
Z b
a
Z d
c
f(t0; x0; y0)
1X
k=−1
exp[− (x − x0 − ut + k Lx)2=4t] dx0

1X
‘=−1
exp[− (y − y0 − vt + ‘Ly)2=4t] dy0: (19)
Performing the discrete approximation with the rectangles sum for the integration with respect to x0
and y0 in Eq. (19), we obtain
f(t; xi; yj) =
1p
4t
p
4t
MX
m=1
NX
n=1
f(t−t; xm; yn)
1X
k=−1
exp[−(xi−xm−ut+k Lx)2 =4t]

1X
‘=−1
exp[− (yj − yn − vt + ‘Ly)2=4t]xy; (20)
where M and N denote the total numbers of mesh grids in the x- and y-directions, respectively.
The accuracy for the above integration is to be increased using the trapezoidal rule or the Simpson’s
rule.
We rewrite Eq. (20) as follows:
f(t; xi; yj) =
MX
m=1
NX
n=1
f(t −t; xm; yn)A(t −t; t;m; i)B(t −t; t; n; j); (21)
A(t −t; t;m; i) =
1X
k=−1
exp[− (xi − xm − ut + k Lx)2=4t]xm=
p
4t; (22a)
B(t −t; t; n; j) =
1X
‘=−1
exp[− (yj − yn − vt + ‘Ly)2=4t]yn=
p
4t: (22b)
Eq. (21) is a formula to calculate f(t; x; y) explicitly using f(t0; x0; y0) at the older time t0= t−t.
In this formula, the coecients A(t −t; t;m; i) and B(t −t; t; n; j) are positive at any time and
anywhere for any large velocity u, for any small diusivity  and for any large time increment t.
Therefore, this formula fullls the Patankar’s positive coecients condition [13], which is a sucient
condition to insure the monotonicity of solutions. Simultaneously, the total variation diminishing
(TVD) condition is also satised. Hence Eq. (21) guarantees nonoscillatory solutions for any u; 
and t. Thus we call this nonoscillatory numerical scheme.
In the present spectral method, we adopt the continuous spatial variables (x; y) and the continuous
Fourier series (not discrete Fourier series). Hence the numerical formula given by Eq. (21) is
available for nonuniform computational grids.
Thanks to the exponential functions, only the values of k and ‘ in the vicinity of k ; (xi − xm−
ut)=Lx and ‘; (yj −yn− vt)=Ly, respectively, are eective in the sums with respect to k and ‘
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in Eqs. (22a) and (22b). Namely, we may take into account only the values of k and ‘ satisfying
jxi − xm − ut + k Lxj
2
p
t
6; (23)
jyj − yn − vt + ‘Lyj
2
p
t
6; (24)
where  may be roughly
p
5. From Eqs. (23) and (24), we obtain
− 1 + (ut − 2
p
t)=Lx <k < 1 + (ut + 2
p
t)=Lx; (25a)
− 1 + (vt − 2
p
t)=Ly <‘< 1 + (vt + 2
p
t)=Ly: (25b)
Now we discuss the dierence between the present method and the usual spectral method. In the
latter method, a quantity as well as its initial prole is expanded into the Fourier series and the
transformed transport equation is solved in the wave number space. This method may encounter
some diculties in the convergence. Especially, when a quantity involves a steep gradient prole,
its Fourier transformation needs many higher Fourier modes and further may suer from the Gibbs’
phenomenon. But in the present method as shown above, given the distribution of the quantity in
the real space at one step older time, we solve the quantity at new time step also in the real space,
in which a spectral technique is applied only to it’s deviation from the quantity at older time step.
From this point of view, the present method using a spectral technique is not always same as the
usual spectral method. Hence as discussed above, the sum with respect to the wave numbers k and
‘ tends to converge rapidly.
3. Numerical experiments
To examine the behavior of the present scheme for obtaining solutions to the unsteady
advection { diusion equation, we consider the propagation of a rectangle wave and a sin wave
in the region surrounded by [0; 1] in the x-direction and [0; 1] in the y-direction.
3.1. Computational conditions
To begin with, we solve a one-dimensional advection{diusion equation with two kinds of the
initial conditions:
(1) A rectangle wave:
f(0; x) = 0 for 06x< 0:04;
= 1 for 0:046x60:08;
= 0 for 0:08<x61:
(26)
(2) A sin wave:
f(0; x) = sin(10x) for 06x60:1;
= 0 for 0:1<x61
(27)
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and boundary conditions
f(t; 0) = 0 and f(t; 1) = 0:
Next, we solve a two-dimensional advection{diusion equation subject to the initial conditions:
(3) A rectangle wave:
f(0; x; y) = 0 for 06x< 0:1 or 06y< 0:1;
= 1 for 0:16x60:2 and 0:16y60:2;
= 0 for 0:2<x61 or 0:2<y61
(29)
with boundary conditions
f(t; 0; y) = 0; f(t; 1; y) = 0; f(t; x; 0) = 0 and f(t; x; 1) = 0:
When the diusion coecient  approaches 0; Eq. (1) reduces to a hyperbolic equation. Then the
exact solution is as follows:
(1) In the case of the 1-D rectangle wave:
(up to t = 0:92=u)
f(t; x) = 0 for 06x<ut + 0:04;
= 1 for ut + 0:046x6ut + 0:08;
= 0 for ut + 0:08<x61:
(30)
(2) In the case of the sin wave:
(up to t = 0:9=u)
f(t; x) = 0 for 06x6ut;
= sin[10(x − ut)] for ut <x6ut + 0:1;
= 0 for ut + 0:1<x61:
(31)
(3) In the case of the 2-D rectangle wave:
(up to t = 0:8=u)
f(t; x; y) = 0 for 06x<ut + 0:1 or 06y<vt + 0:1;
= 1 for ut + 0:16x6ut + 0:2 and vt + 0:16y6vt + 0:2;
= 0 for ut + 0:2<x61 or vt + 0:2<y61:
(32)
Computational solutions have been obtained with N and M equally spaced points in the x- and
y-computational regions, respectively. Here we perform the following four cases of experiments with
the velocity u= v= 0:1 and a Courant number C = 0:1 dened as ut=x (=vt=y):
(1) Experiment 1: An 1-D initial rectangle wave with N = 51 and = 10−7.
As  is very small, Eq. (1) almost reduces to the hyperbolic equation and the rectangle wave
propagates with almost no reduction in amplitude at the constant speed u.
(2) Experiment 2: An 1-D initial rectangle wave with N = 51 and = 10−4.
The rectangle wave propagates with some reduction in amplitude due to the diusion.
(3) Experiment 3: An 1-D initial sin wave with N = 101 and = 10−7.
The sin wave propagates with almost no reduction in amplitude at the constant speed u.
(4) Experiment 4: An initial 2-D rectangle wave with N = 21; M = 21 and = 10−7.
(5) Experiment 5: An initial 2-D rectangle wave with N = 21; M = 21 and = 10−4.
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Fig. 1. Comparison of solutions for an initial 1-D rectangle wave with = 10−7 at t = 6 (after 300 time steps).
Fig. 2. Comparison of solutions for an 1-D initial rectangle wave with = 10−4 at t = 6 (after 300 time steps).
3.2. Numerical solutions
The solutions for Experiment 1 of the present scheme, the QUICK [5] scheme and the rst-order
upwind scheme at t = 6 (after n= 300 time steps) are shown in Fig. 1. The present scheme shows
the solution traveling with no reduction in amplitude at the speed u = 0:1 and never suers from
any numerical oscillations. The solution with the rst-upwind scheme is smooth, but compared with
the solution of the present scheme, appears to be diused. The QUICK solution is characterized by
a primary wave of reduced amplitude traveling more slowly than the present solution and suers
from numerical oscillations just in front of the primary reduced wave.
The solutions for the case of Experiment 2 at t = 6 are shown in Fig. 2. The present scheme
shows the wave with some reduction due to the diusion eect.
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Fig. 3. The solution for an initial 1-D sin wave with = 10−7 at t = 8 (after 800 time steps).
Fig. 4. The solution for an initial 2-D rectangle wave with = 10−4 at t = 6 (after 120 time steps).
Fig. 3 shows the solution with the present scheme for the case of Experiment 3 at t = 8 (after
n = 800 time steps). In this case, as the advection term is dominant in Eq. (1), the sine wave
propagates with no reduction in amplitude at the speed u= 0:1. It is noticeable that the peak point
of the wave never suers from being clipped.
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Fig. 5. The solution for an initial 2-D rectangle wave with = 10−7 at t = 6 (after 120 time steps).
Fig. 4 shows the solution with the present scheme for the case of Experiment 4 at t = 6 (after
n= 120 time steps). In this case, as the advection term is dominant in Eq. (1), the initial rectangle
wave propagates with no reduction in amplitude at the speed u= v= 0:1.
Fig. 5 shows the solution with the present scheme for the case of Experiment 5 at t = 6 (after
n= 120 time steps). In this case, as the diusion term is dominant in Eq. (1), the initial rectangle
wave propagates with some reduction in amplitude at the speed u= v= 0:1.
4. Conclusion
Applying the Fourier transformation to the deviation of the quantity from its initial values, a
general solution for the initial value problems of linear two-dimensional unsteady advection{diusion
equations was obtained. This general solution is suitable for constructing a numerical scheme fully
explicit with respect to time. Based on this suitable general solution, we constructed a numerical
scheme explicit with respect to time for linear unsteady advection{diusion equations. Namely, given
the distribution of a quantity in the real space at one step older time, we solve the quantity at new
time step also in the real space.
The present scheme fullls the Patankar’s positive coecients condition for any large velocity,
any small diusivity and any large temporal mesh increment. Hence this scheme guarantees solutions
free from numerical oscillations for unsteady advection{diusion equations. Thus, a nonoscillatory
numerical scheme was presented. The present scheme can be directly extended to three-dimensional
problems. Numerical experiments showed good solutions.
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