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It is shown that the validity problem for propositional dynamic logic (PDL), which is 
decidable and actually DEXPTIME-complete for the usual class of regular programs, 
becomes highly undecidable, viz. nt-complete, when the single nonregular one-letter program 
L = {a*’ 1 i 2 0) is added. This answers a question of Harel, Pnueli, and Stavi. 0 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
Propositional dynamic logic (PDL) was introduced in [2] based on [S], and is 
a clean and powerful formal system for reasoning on the propositional level about 
the in/out behavior of programs. The class of programs usually considered consists 
of regular expressions over an alphabet A of given atomic programs and tests. They 
thus denote regular sets of words ( =execution sequences) over A, and hence corres- 
pond to (nondeterministic) flowcharts. 
Two of the central results about PDL are the decidability of its validity problem 
in deterministic exponential time (as both an upper and lower bound) and the com- 
pleteness of a simple linitary axiom system for proving validity. See [2, 9, 7, 51. 
Several interesting variations of this standard PDL have been considered, for 
example, by restricting programs to be deterministic or adding predicates to reason 
about infinite computations. See [S] and references therein. Motivating the present 
paper is the class of variations considered in [6], and aimed at investigating the 
behavior of PDL with richer classes of programs, such as recursive procedures. If, 
to model recursive procedures, the class of programs is taken to consist of the con- 
text-free sets of words over A, then the validity problem is easily seen to be 
undecidable by a reduction from the equivalence problem for context-free gram- 
mars. In [6] it is shown that PDL becomes undecidable “long before” all context- 
free programs are added and that the undecidability is of a “very bad” kind. 
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Moreover, for one-letter programs (for which “context-free” equals “regular”) it is 
possible to render PDL undecidable with a similarly humble extension. Specifically, 
the two main results therein are: 
PROPOSITION 1 [6]. The validity problem for PDL with the addition of the single 
program L1 = {a’ba’ ) i30} is Hi-complete. 
PROPOSITION 2 [6]. There is a primitive recursive program L, 5 a* such that the 
validity problem for PDL with the addition of the single program L2 is ni-complete. 
The general problem left unsolved in [6] calls for a characterization of those 
classes of programs for which the corresponding PDL remains decidable. The 
above results show that any class containing the set RG of regular programs and 
either L, or L,, gives rise to high undecidability. On the other hand, no class 
strictly containing RG is known to preserve decidability, though in [12] there is 
strong evidence to suggest that adding { a’b’ I i 3 0} to RG results in such a class. 
While this general question is thus far from being answered, there are some 
specific intriguing open questions, some of which are mentioned in [6], involving 
the addition of particular nonregular programs to PDL. In this paper we answer 
one of these questions by proving 
THEOREM. The validity problem for PDL with the addition of the single program 
L = (a” 1 i > 0} is l-I:-complete. 
To prove this, a reduction to the satisfiability problem in the extended logic is 
carried out from a certain tilling problem with recurring dominoes, shown in [3] to 
be xi-complete. However, in contrast with most known n: results in programming 
theory (cf. [4]), the present result requires a tricky construction of the positive 
octant of the integer grid. In view of our proof, which makes essential use of the 
exponential character of 2i, we reiterate a question from [6]: Is PDL + { ai2 1 i 2 0} 
decidable? Any result about (apCi) ) i >, 0} for a polynomial p of degree 2 2 would 
be of interest. 
2. PRELIMINARIES 
Since the upper bound of the theorem (i.e., that the problem is in Hi) is easy to 
establish using standard arguments, cf. [6, Lemma 6.31, we concentrate in the 
sequel on the lower bound. Accordingly, in this section we define a sublanguage of 
PDL + {L) which suffices to show n f-hardness and then describe the domino 
problem used in the proof. 
2.1. The Language 
We are given a set of symbols for atomic formulas, P, Q, R, S, PI,..., an atomic 
program symbol a and the special program symbol L. Formulas are defined induc- 
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tively to be the closure of the atomic formulas under Boolean connectives and the 
rule: 
if p is a formula then (a) p, (a* ) p, and (L) p are formulas. 
The construct 1 (a) 1p is abbreviated to [a] p and [a]( [fl] p) is abbreviated to 
CaBI P. 
Formulas are interpreted in structures d = ( W, 2, p), where W is an arbitrary set 
whose elements are called states, z is a mapping interpreting atomic formulas as 
subsets of W and p c W x W. Program a is interpreted as the binary relation p, a* 
as its reflexive and transitive closure p*, and L is the relation Uirop2i. Given d, 
the satisfaction relation s b p, for state s E W and formula p, is defined inductively 
by 
s + P iff s E z(P), for an atomic formula P; 
s+p v qiffskporskq; 
SF ipiffnotskp; 
and for R = a, a*, or L, 
s k (R) p iff there is a t with t k p and (s, t) E p, p*, or u p*‘, respectively. 
i20 
If, for every structure d, p is satisfied in all states, i.e., s b p for all SE W, we say 
that p is valid, and it is satisfiable if for some d and some s E W, s k p. Thus p is 
valid if and only if lp is not satisfiable. 
2.2. A Domino Problem 
A domino. is a 1 x 1 square fixed in orientation, with colors associated with its 
four edges. A domino type is an ordered quadruple d = (left, right, up, down) of 
colors. Given a finite set T= id,,..., d,,, > of domino types and some portion B c_ Z’* 
of the integer grid, a tiring of B with T is a mapping CC B + {O,..., m} such that 
colors on adjacent edges match, i.e., right,Ci,j) = leftt,(,+ i,j) and up,(,,, = down,Ci,j+ ,), 
whenever both grid points are in B. 
It is known that the problem of deciding whether a given set T can tile Z* is 
undecidable, cf. [ 1, 10, 111. Let G be the strict upper positive octant of Z*, i.e., G = 
{(i, j) 1 0 < i c j}. It can be shown that whether T can tile G is also undecidable. 
Both problems are actually co-r.e. In [3] several recurring domino problems were 
introduced and were all shown to be highly undecidable, viz. xi-complete; that is, 
their complements are ni-complete. The simplest such problem is to decide 
whether T can tile Z* such that domino do occurs infinitely often in the tiling. In this 
paper we employ a specialized version of these recurring dominoes. Specifically, let 
Gi, for any i> 0 be the combination of the row and the column of G which are 
incident with (i, i), i.e., Gj = {(j, i) 1 0 < j< i} u {(i, j) 1 j> i}. 
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PROPOSITION 3 [ 31. The problem of deciding whether a given set T = id,,..., d,,, > 
of domino types can tile G with domino d,, occurring at least once on each row-column 
set Gi, is C f-complete. 
3. Fkoo~ OF THEOREM 
We describe an effective procedure which, given a set T= {d,,,..., d,} of domino 
types, constructs a formula tiT such that tiTis satisfiable if and only if T can tile G 
as in Proposition 3. Thus, satisfiability is xi-hard, i.e., validity is n:-hard. 
Given T involving colors co,..., ck_ 1, where without loss of generality, k is a 
power of 2, we use each of LEFT, RIGHT, UP, and DOWN as an abbreviation for 
an encoding of colors ci using log k atomic formulas. Identifying ci with the binary 
representation of i, we write, e.g., RIGHT = ci to stand for that conjunction of the 
log k atomic formulas or their negations which encodes color ci. We also write 
LRUD = di, for domino di E T, to abbreviate LEFT = lefti A RIGHT = right, A 
UP = upi A DOWN = down,. In addition to these atomic formulas, $T employs Qi 
and Rjfor O<i66, O<j<3. 
The proof is based on representing the numbers { 2’+ 2’ I i, j2 O> as the upper 
positive octant G’ of Z?, as in Fig. 1. Note that exactly the points in G’ can be 
reached by executing the program L twice in succession in a structure containing an 
infinite sequence of a-transitions. Note also that for any superdiagonal point x of G’ 
the only two points within G’ that correspond to numbers larger than the one at x 
by a power of 2 (and hence correspond to one further execution of L), are its upper 
and right-hand neighbors. In contrast, diagonal elements have infinitely many L 
successors; in fact, the set of L-successors of the point (i, i) is precisely 
33 34 36 40 48 64 
(0.5) (1.5) (W (3.3) (4,s) (3.3) 
11 18 20 24 32 
(0.4) (1.4) cw (34) (4.4) 
9 10 12 16 
(0.3) (1.3) cw (3.3) 
5 6 8 
(0.2) (1.2) c2.2) 
3 4 
(0.1) (1.1) 
2 
(0.0) 
FIG. 1. The L2 grid G’. 
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(i+ 1, i+ l)uGi+r. We shall have to go to some trouble, however, to enable a dis- 
tinction to be made between upward and rightward moves, and to isolate G, the 
nondiagonal portion of G’, from the diagonal itself. 
We construct $ T as the conjunction of clauses (1 )-( 6) described below. First we 
require potential models to contain an infinite (though possibly eventually cyclic) 
path of a-transitions and assert that the Qi and Rj are pairwise exclusive: 
[a*]((a)rr~e* /\ l(Qi~ Qj)A A l(RiA Rj)). (1) 
0Gi-c j$6 O<i<jS3 
Second, we force the Qi to mark residue classes modulo 7 along this infinite a-path: 
Qo A Ca*l (A (Qix Cal Q~i+~,m_~))- (2) 
i=O 
The third clause forces the Ri to form the pattern illustrated in Fig. 2, in which 
the main entries refer to the unique Ri true at each point. The first conjunct makes 
R, hold on the main diagonal, while the second requires, for i= 1,2, that Ri holds 
at (0, 3r + i) for all r 2 0. The remaining conjuncts of this third clause enforce the 
diagonal striping shown in Fig. 2, i.e., that R+sJmod3 holds at (s, r) for all r > s 2 0. 
This can be easily verified by induction on r. 
CL1 R3 A CLal((Q,~R,) A (Q53&)) 
A CLLI((& = CLlVo ” R2 ” R3)) 
A (R23 CLl(Ro ” RI)) 
A (R,=J CLIM, ” R2))) (3) 
2 1 0 2 1 3 
(33) (34) (36) (40) (48) (64) 
1 0 2 1 3 
(17) (18) (20) cw) (32) 
0 2 1 3 
(9) (10) (12) (16) 
2 1 3 
(5) (6) (8) 
1 3 
(3) (4) 
3 
(2) 
FIG. 2. The Ri on the L2 grid G’. 
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The next two conjuncts assert, respectively, that all points on the superdiagonal 
octant G are associated with dominoes from T, and that this tiling satisfies the 
color-matching constraints required of tiling with dominoes: 
[tL] lR31 q LRUD = di (4) 
i=o 
2 k-l 
A A (R~~((RIGHT=cj~[~I(R~i-~~~~~~~LEFT=c~)) 
i=O j=O 
A (UP=cjx [L](Rci+i)mod33DOWN=~j)))) . (5) 
Finally, clause (6) forces do to occur at least once on every row-column set Gi of 
the superdiagonal octant G, since, for any i 2 0, Gi corresponds to the set { 2’ + 2’ I 
i # j}, and (6) thus states that for each i 2 0 there is a j # i such that point 2’ + 2’ is 
associated with do: 
[L](L)(-IR, A LRUD=d,). (6) 
To summarize, the following is the basic property of the construction: 
Claim. $T is satisfiable if and only if T satisfies the property described in 
Proposition 3. 
Proof (If). Given that T can tile G with do occurring on each Gi, construct the 
structure r;4 = ( W, 7, p), with W= {so, s1 ,... } and p = {(sip Si+ 1) 1 i> O}. Moreover, 
regardless of interpretations on points outside the L2 grid G’ = { sk ) k = 2’ + 2’ for 
some i, j > 0 >, 7 will interpret the Ri on G’ as in Fig. 2; it will interpret the Qi on W 
as marking residue classes modulo 7, and will interpret the LEFT, RIGHT, UP, 
and DOWN combinations to encode the given tiling on G. It is now easy to see 
that JZZ’, sO/=tiT. 
(Only if). If d, sktiT f or some structure d = (W, 7, p), SE W, then the 
[a*](a) true part of conjunct (1) forces the existence of an infinite path 
s = so, sl, +,..., of (not necessarily distinct) states, with ((si, si+ 1) 1 i 2 O> c p. Upon 
this path the remaining parts of tir force the Qi to mark residue classes 
appropriately, the Ri to behave as in Fig. 2 and the LEFT, RIGHT, UP, and 
DOWN combinations to correspond to a legal tiling of G with the set T, such that 
do occurs on each Gi as required. 
This proves the claim and completes the proof of Theorem 3. 1 
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