We derive two estimations of numerically stable step-size for systems of neutral delay di erential equations with multiple delays. The stable step-size for numerical integration of NDDEs with multiple delays can be easily selected by means of the logarithmic norm and the spectral radius of certain matrices. Both explicit linear multistep methods and explicit Runge-Kutta methods are considered.
Introduction
Consider the system of neutral delay di erential equations (NDDEs) with multiple delays described byu (t) = f(t; u(t); u(t− 1 ); : : : ; u(t− m );u(t− 1 ); : : : ;u(t− m )); t¿0; u(t) = g(t); − m 6t60;
where f and g are given vector-valued functions, j is a given positive constant for j = 1; : : : ; m, m ¿ m−1 ¿ · · · ¿ 1 ¿0, and u(t) is the unknown vector-valued function.
We assume the existence of a unique solution of system (1) . As in the case of ordinary di erential equations (ODEs), the stability of numerical solution of NDDEs is crucial in obtaining good numerical approximations. As in the ODEs, the stability analysis is carried out through the linear system of NDDEs with multiple delays, i.e.,
u(t) = Lu(t)+ m j=1
[M j u(t− j )+N ju (t− j )]; t¿0; u(t) = g(t); − m 6t60: (2) Here L, M j and N j ∈ C d×d are constant complex-valued matrices for j = 1; : : : ; m and m ¿ m−1 ¿ · · · ¿ 1 ¿0. Stability analyses of linear multistep methods and Runge-Kutta methods for system (2) in the case j = j have been given in [5, 7] . For earlier results of numerical solutions of Neutral equations and delay di erential equations with many delays, see [1, 10, 11] ; for recent results on numerical stability of Neutral and delay di erential equations, see [4, 6] .
The goal of the present paper is to extend the study of [5, 8, 9] and to give two practical ways to estimate the stable step-size for explicit linear multistep methods and explicit Runge-Kutta methods applied to system (2).
Numerical stability of (2)
In this section, we will review the results of [6] . We denote by j (A) the jth eigenvalue of A ∈ C n×n (j = 1; 2; : : : ; n). Consider the matrix Q(v 1 ; : : : ; v m ) =
where m j=1 N j ¡1; v j ∈ C and |v j |61. The following lemma states a su cient condition for delayindependent stability of system (2). Lemma 2.1 (Hu and Hu [6] ). System (2) is asymptotically stable if hold for l = 1; : : : ; d; whenever v j ∈ C and |v j |61 for j = 1; : : : ; m.
For the initial value problem of ODEs, y(t) = f(t; y(t)); t¿0 and y(0) = y 0 ; a linear k-step method is given in a standard form as 
where h stands for the step-size and j , ÿ j are the formula parameters. Furthermore, a region R LM in the complexĥ-plane is said to be the region of absolute stability if for allĥ ∈ R LM the method is absolutely stable [12] . Consider method (3) applied to system (2). Let t l = lh; l¿0; h¿0; and u l be the numerical solution at the mesh points t l . We have
and
for n = 1; 2; : : : ; u h (t) = g(t) and t60, and u h (t) with t¿0 is deÿned by
for 06 ¡1; l = 0; 1; : : : ; and
Hence,
where r; s¿0 are integers and r6s6r+2; l j = [ j h −1 ]; j = l j − j h −1 ; 06 j ¡1 for j = 1; : : : ; m, l m ¿ · · · ¿l 1 ¿s+1; here [q] denotes the smallest integer that is greater than or equal to q ∈ R.
A characterization of the region of absolute stability in NDDEs with multiple delays is given by [6] . Next, we consider an application ofŝ-stage Runge-Kutta (RK in short) method in the ODE case to system (2) . Denote the stage values of the RK formula by k n;i . Let t l = lh, l¿0; h¿0, and u l be the numerical solution at the mesh points t l . We obtain the natural RK scheme for system (2) as follows:
Here i = 1; 2; : : : ;ŝ, a ij and b i denote the parameters of the underlying Runge-Kutta method. For n = 1; 2; : : : ; u n−li+ i = g((n−l i + i )h) for n−l i + i 60; u n−li+ i and k n−li+ i ; j with n−l i + i ¿0 are deÿned by the following respective interpolations:
for 06 ¡1, i = 1; : : : ; m, j = 1; : : : ;ŝ, where r; s¿0 are integers, r6s6r+2 and
denotes the smallest integer that is greater than or equal to q ∈ R.
Let R RK denote the region of absolute stability of the RK method in the ODE case [12] . The following are conditions for numerical stability of an explicit natural RK for system (2). Then the natural RK scheme in (9)-(13) for system (2) is asymptotically stable.
In view of Lemmas 2.2 and 2.3, the eigenvalues of Q(v 1 ; : : : ; v m ) with |v i |61 govern the stability of LM and RK methods. But it is di cult to select a stable step-size h by means of Lemmas 2.2 and 2.3 which require computation of i (Q(v 1 ; : : : ; v m )), for i = 1; 2; : : : ; d and |v j |61 (j = 1; : : : ; m). In the following sections, on the basis of Lemmas 2.2 and 2.3, two simple estimations for the stability regions for explicit LM and RK methods are derived by means of the logarithmic norm and the spectral radius.
3. Estimation on numerically stable step-size for (2) via logarithmic norm Lemma 3.1 (Lancaster and Tismenetsky [13] ). Let W ∈ C n×n . If (W )¡1; where (W ) is the spectral radius of the matrix W . Then (I +W ) −1 exists and
Let (W ) denote the logarithmic matrix norm, that is, Making use of these, we obtain the following estimations. 
Since the conditions of Lemma 2.1 hold, we have 
where h is the step-size and
Now we state the main result which gives a simple way to ÿnd a numerically stable step-size for system (2) . (13) is asymptotically stable.
Proof. In the case of the LM method, due to Theorem 3.4, we have
which implies the stability by virtue of Lemma 2.2. The proof for the RK is similar.
Estimation on numerically stable step-size for (2) via spectral radius
In this section we need the following deÿnitions and lemmas. Let W ∈ C n×n with elements w jk and |W | denote the nonnegative matrix in R n×n with elements |w j k|. Let W = {w jk } and V = {v jk } ∈ R n×n . We say |W |6V if and only if |w j k|6v jk for all pairs of ( j; k). 
According to Lemma 4.1, the proof is complete.
We need the following deÿnition for the next result Deÿnition 4.4. We deÿne the region K(h) in the complex plane as
where h is the step-size and (Ŷ ) is the spectral radius of the matrixŶ which is deÿned in Deÿnition 4.2. (13) is asymptotically stable for these choices of h.
Proof. The proof is similar to the proof of Theorem 3.6.
Remark 4.6. Theorems 4.5 and Theorem 3.6 have shown a practical way to ÿnd a stable step-size h. Obviously, the choice of the step size h by h j (Q(v 1 ; v 2 ; : : : ; v m )) is sharper than the step size h selected K(h) or D(h).
Examples
In this section we present several examples using the main results of this paper. Consider system (2) with m = 2, i.e., and the stepsize h is determined by h ¡ 1 and hG ⊂ R LM or hG ⊂ R RK . We use the Adams-Moulton method of order 4 (see [3] and Fig. 1 ). For system (2) we obtain the numerically stable step-size to be h ¡ 0:01 and 0 ¡ h ¡ 1 .
In this example 
};
and a numerically stable step-size h is determined by h ¡ 1 and K(h) ⊂ R LM for a linear k-step method applied to system (2) and K(h) ⊂ R RK for RK method applied to system (2). In the case of the Adams-Bashforth method of order 3 applied to system (2), a numerically stable step-size is determined by 0 ¡ h ¡ 1 and h ¡ 0:01; see [3] . Notice that if we use 
