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Abstract 
 
High temperature thermal storage in rock beds using air as a heat transfer medium 
was repeatedly proposed for large solar power plants and other applications which 
can store large amounts of energy. The efficiency of these thermal storages is 
influenced by several parameters for the different operating states. One instance of 
this aspect is that the flow distribution during the charging of the storage directly 
affects the pressure drop which is the main attrition at this operating state.  
The subject of investigation in this study is the uniform distribution of flow as a 
function of various geometrical parameters during the charging process. As there are 
no existing plants with the dimensions which should be investigated, CFD models are 
the only possibility to study the ongoing processes. For this reason the design and 
physical limits for each parameter were especially established for the context of this 
study. Based on this data, a large amount of simulations were done by varying the 
parameters within these limits to cover the resulting parameter field. Afterwards the 
results of the simulations made it possible to identify trends and the most influencing 
geometry parameters. In conclusion, it can be affirmed that the flow distribution 
depends more on the geometry parameters of the flow distributor than on the flow 
conditions at the inlet of the heat storage.  
In a second step a model consisting of two dimensionless parameters is introduced 
and verified which enables one to compare the different storage geometries and to 
achieve a more global view on the estimated survey area. This approach offers the 
feasibility to identify local extremes which should be avoided during a dimensioning 
process. Therefore some design instructions, which  are able to increase the 
efficiency of future heat storage developments, could be implemented.  
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 1
1 Introduction 
 
The present thesis analyzes the flow distribution of sensible thermal heat storage in 
rock beds using air as a heat transfer medium. This kind of storage system was 
repeatedly proposed for large solar power plants and other applications which can 
store large amounts of energy.  
As these systems are in a stadium of research, there are no existing thermal 
storages with the dimensions which should be analyzed in this thesis. Therefore only 
simulation data can be presented and there is no possibility to verify the generated 
results in a foreseeable future. Nevertheless sensible heat storages are the most 
developed thermal storage technology. There are already existing test plants and the 
commercial launch of this technology is expected in the next years.  
During the introduction, first the motivation and problem definition of this work are 
explained. Subsequently, the structure of the work is outlined and an insight into the 
underlying technologies is given. 
 
1.1 Motivation 
 
There is a broad consensus that the warming of the climate system is unequivocal, 
and scientists are more than 90% certain that most of it is caused by increasing 
concentrations of greenhouse gases produced by human activities such as 
deforestation and the burning of fossil fuels. These findings are recognized by the 
national science academies of all major industrialized nations. [21] 
In order to reduce the emission of greenhouse gases technologies should be 
investigated and developed which are able to produce energy without these 
emissions. One possible solution is the use of regenerative produced energy, 
especially solar power, that can solve the problem because it is 1000 times more 
available than demanded. [20] In order to tap this huge potential, solar power plants 
like parabolic trough, tower or dish systems are necessary.  
As it will be described later in more detail, sensible heat storages have many 
application areas which are able to reduce the emission of green house gases. On 
the one hand they can be applied as a solar power plant component. In this case 
they store large amounts of solar produced heat and offer the possibility of constant 
energy production without co-firing with fossil fuels. Moreover thermal storages for 
solar power plants are key elements to improve the operational and revenue situation 
of the power plant. [30] 
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On the other hand they can be used to optimize the compressed air storage. So 
sensible heat storages are used to increase the efficiency of storing regenerative 
generated power. As the production of regenerative energy sometimes exceeds 
demand, such storage technology is heavily demanded, but at the moment the 
efficiencies of gas compressor storages are too low for an extensive utilization. That 
is why it is necessary to concentrate efforts in the research of this technology. 
 
1.2 Flow distribution in packed beds 
 
The aim of this study is to develop a contribution to the design of the flow path in 
such a storage. The subject of investigation in this study is the uniform distribution of 
flow as a function of various geometrical parameters. For this reason CFD 
calculations for the inlet area of such a storage should be performed.  
In order to achieve this goal, some subtasks are necessary. First there has to be set 
up a matching mesh for calculating the geometrical requirements. Secondly, the 
calculation of the hot gas flow must be processed and the requirements for the 
uniform flow distribution examined. In the third step the geometry parameters are 
varied to derive design rules for the inlet area of thermal storages.  
The parameters which can influence the flow distribution are the porosity of the 
packed bed and the diameter of the particles in it as well as the air flow velocity, the 
mass flow rate, the dimensions of the storage tank and the diffuser geometry.  
As the flow distribution directly affects the pressure drop it contributes to the 
storage's efficiency because the pressure drop is one of the biggest losses in a 
sensible heat storage. A good flow distribution leads to lower pressure drop and 
increases the efficiency of the whole system.  
Besides the flow distribution is also important for an optimal utilization of the heat 
storage because the thermal conduction in the storage material is low. Therefore it is 
possible that regions in a badly charged storage do not reach their possible maximal 
temperature. This could lead to large attrition during the discharging process.  
For this reason it is worth investigating the physical principles and phenomena 
happening in the storage to increase the efficiency of this technology. 
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temperatures (up to 1300°C), which makes these systems interesting for high 
temperature storage. Packed beds of rocks are also simple in design and relatively 
inexpensive because the storage materials are basalts or other natural stone debris 
which is generated in stone pits as a waste product. Direct contact between the solid 
storage media and a heat transfer fluid is necessary to minimize the cost of heat 
exchange in a solid storage medium. The use of stones for thermal storage provides 
advantages such as the fact that rocks are non-toxic and non-flammable, rocks are 
inexpensive and rocks act both as heat transfer surface and storage medium. The 
heat transfer between air and a rock bed is good, due to large heat transfer area, low 
effective heat conductance of the rock pile and small area of contact between the 
rocks. These factors contribute to reveal  the advantage of low heat losses from the 
pile. [17] 
Hasnain [18] reported that solid materials such as rocks, metals, concrete, sand and 
brick can be used for low as well as high temperature heat storage. The pebble beds 
or rocks are generally used as storage material because of their low cost. Typically 
the size of rocks used varies from 1 cm to 5 cm.  
Coutier and Farber [4] mentioned that packed bed generally represents the most 
suitable energy storage unit for air based solar power plants, because the charging 
process uses air as the heat transfer fluid, which makes this system particularly 
suitable for this type of power plants. So the heat transfer fluid can be heated up and 
directly pumped into the storage without any loss by cycling the heat exchanger. 
On the other hand, this storage design leads to some problems. One of them is that, 
as the only usable potential gradient is the sensible heat, the energy density is the 
lowest of all presented concepts. Energy densities for a concrete-based thermal 
storage system have been estimated at 22 kWh/m³, resulting in 50 000 m³ sized 
storage for a 50MW parabolic trough power plant with 1100 MWhth storage capacity. 
[25] Sensible heat storages must utilize a much bigger volume and heavier insulation 
than other concepts using phase-change materials or chemical reactions. Other 
tanks containing phase-change materials or molten salt also need a heavy insulation, 
but the temperature gradient relative to the environment is not as high (as it is in 
sensible heat storages). So the most expensive parts of sensible heat storages are 
the highly isolated tanks, especially when the tanks are designed for pressurized 
charging, because in any case they have to allocate a big volume.  
Another disadvantage of sensible heat storages using air as processing fluid is the 
low thermal conductivity of the heat exchange fluid compared to other fluids like 
thermo-oil, sodium or molten salt. This leads to high mass flow rates which require 
larger, more expensive pumps and thicker pipes. 
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2.2.2 Latent heat 
 
Latent heat storage systems are able to utilize the same system design as concrete 
or castable ceramics TES system, but with the advantage of small temperature 
differences between charging and discharging and higher energy densities. In the 
most applied pilot latent storage systems the phase change solid-liquid is used.  
But PCMs latent heat storage can be achieved through solid–solid, solid–liquid, 
solid–gas and liquid–gas phase change. Liquid–gas transitions do have a higher heat 
of transformation than solid–liquid transitions but this phase changes are not practical 
for use as thermal storage due to the large volumes or high pressures required to 
store the materials when in their gas phase. Solid–solid phase changes are typically 
very slow and have a rather low heat of transformation. 
Initially, the solid–liquid PCMs behave like sensible heat storage materials; their 
temperature rises as they absorb heat. Unlike conventional sensible heat storage, 
however, when PCMs reach the temperature at which they change phase (their 
melting temperature) they absorb large amounts of heat at an almost constant 
temperature. The PCM continues to absorb heat without a significant rise in 
temperature until all the material is transformed to the liquid phase. When the 
ambient temperature around a liquid material falls, the PCM solidifies, releasing its 
stored latent heat. A large number of PCMs are available in any required temperature 
range from −100°C up to 885°C. They store 5 to 14 times more heat per unit volume 
than conventional storage materials such as water, masonry or rock. [23]  
In face of this benefits, PCM thermal energy storage systems are not as technical 
mature as sensible heat storages. The reason can be found in the low thermal 
conductivity resulting in a low charging and discharging rate. [7] Another problem of 
phase change materials are solid deposits on the heat transfer surface which 
develop inevitably during the discharging process if no counteractive measures are 
taken. Furthermore the heat transfer design and media selection are more difficult to 
be achieved, and experience with low temperature salts has shown that the 
performance of the materials can degrade after moderate number of freeze–melt 
cycles. [13] This facts show that the research process is not completed so that these 
materials have not reached marketability yet.  
Summing up, the advantages of this method are a high energy density even if the 
phase-change materials cannot save as much energy as the chemical reactions can. 
This aspect is discussed next.  
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2.2.3 Thermochemical reactions 
 
The most efficient storage method is to convert the heat into chemical compounds, 
e.g. the Eva-Adams equation:  
 
ܥܪସ ൅ ܪଶܱ	 	↔ 	ܥܱ ൅ 3ܪଶ  [2],[41] 
 
or the decomposition of methanol 
 
ܥܪଷܱܪ	 	↔ 	ܥܱ ൅ 2ܪଶ  [2],[41] 
 
have been proposed for the storage of solar energy. The chemical reactions involved 
must be completely reversible. With this method energy densities up to 250 kWh/m³ 
are possible, whereupon practically about 130 kWh/m³ can be achieved with pilot 
plants [24], which anyway represents the highest energy density of all presented 
energy storages; furthermore the energy can be saved over a large period of time at 
ambient temperature with only little losses. Unfortunately these systems are at an 
initial stage of research and far away from marketability, also the economics of this 
concept is still uncertain, but there is a potential that the performance can be 
improved and material and equipment cost can be reduced in mass production. In the 
future, these systems offer the prospect of power plants with inherent energy storage 
for continuous (24 h) generation of electricity. This issue will be increasingly 
significant as the world moves towards a truly renewable energy based economy. 
[13] 
Further research is needed to improve understanding of the scientific and 
engineering characteristics of thermochemical TES systems and to help improve 
various aspects relating to the performance and implementation of these systems. 
The thermochemical material is a critical component of such systems. The cyclic 
behavior and degradation of thermochemical materials, as well as their cost, 
availability, durability and energy density are important parameters affecting the 
selection of a thermochemical material. Further research is needed on these topics, 
as well as on design factors, safety, size and efficiency, installation, maintenance and 
economics for thermochemical TES systems. [1] 
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2.3.1 Active Systems 
 
The main difference between direct and indirect active storage systems is that direct 
systems use the same fluid as HTF and storage material whereupon indirect systems 
use two different fluids. Both configurations can be built with one or two tanks 
whereupon two tank systems have the main advantage of higher fluid output 
temperatures because the cold and hot storage material can be stored separately. 
On the other hand, two tank solar systems have a lot of disadvantages which will not 
be rolled out at this point. 
In active systems, molten salts are usually used as a HTF and storage material. 
These salts combine a high thermal capacity with a high boiling point, which makes it 
possible to store it unpressurised and eliminates the need for expensive heat 
exchangers.  
The biggest problem of using molten salts as a HTF is their relatively high freezing 
point 120-220°C). The solidification in the pipes must be precluded because it could 
damage the power plant. To reduce this risk, routine freeze protection operations 
must be done by the thermal storage, which increases the maintenance and 
operating costs. [13] High costs of the material are also a disadvantage of these 
systems.  
Active indirect systems avoid the freezing problematic by using different fluids as 
storage material and HTF but it is necessary to use an expensive heat exchanger to 
get the energy into the storage.  
 
2.3.2 Passive Systems 
 
Passive storage systems are characterized by a not circulating, mainly solid storage 
material which is charged and discharged by a circulating heat transfer fluid.  
As storage material like rocks in a packed bed, concrete, bricks, PCMs or liquids 
which do not vaporize in the temperature range, can be utilized. When PCMs or 
liquids are used, a heat exchanger is necessary in order to transfer the thermal 
energy to the storage.  
In this case the HTF can be every fluid, but usually oil is used because of its good 
performance in parabolic trough systems. Due to its unlimited availability the HTF hot 
air is applicative in solar tower power plants. These power plants profit from storages 
with a packed bed of stones because the storage can be charged and discharged 
without a heat exchanger even if the low thermal capacity results in a high mass flow 
rate.  
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The advantages of thermal storages containing solid material are the low cost of 
thermal storage media, high heat transfer rates into and out the solid medium, facility 
to handle of the material and in not air using systems the low degeneration of heat 
transfer between the heat exchanger and the storage material. [13] 
On the other hand, these systems show only a few disadvantages. The main 
problems are the long-term instability of the storage material which can break into 
smaller parts as a result of the permanent thermal stress and as already mentioned 
the low thermal energy density. Not air based systems also have the disadvantage of 
a high cost heat exchanger which reduces the overall cost effectiveness.  
Examples for these systems which were already realized are the “Midterm Storage 
Concepts –Further Development of Solid Storage Systems” [37] and a European 
project utilizing PCMs called DISTOR [38]. Both have been developed in cooperation 
with the German Aerospace Center.  
 
2.4 Application area of thermal heat storages 
 
Thermal heat storages can be used in several applications. As already mentioned in 
previous chapters, the integration of thermal storages in a power plant system is 
reasonable. But also in other applications thermal storages can help to economize 
fossil fuels or to increase the efficiency of existing processes.  
 
2.4.1 Solar power plants 
 
 
Figure 2-5: schematic of a solar tower power plant with hot air as heat transfer fluid 
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Figure 2-5 shows a sketch of a solar tower power plant utilizing hot air as heat 
transfer fluid. In opposition to the parabolic trough systems which use thermo oil as 
HTF, in many commercial solar power towers hot air is used to transport the heat to 
the steam generator. When this is the case, sensible heat storages containing 
packed beds are often used because they can utilize the hot air for loading directly. 
The advantage of this design is that additional attrition is avoided.  
As already described in the introduction, heat storages have the potential to increase 
the effective use of thermal energy equipment and are necessary to produce solar 
generated power also in time of missing sunshine. So they are the basic component 
for correcting the mismatch between the supply and demand of energy [13]. In a 
future solar or semi-solar economy the heat storage of thermal power plants must be 
able to store the thermal energy for several hours of power generating to satisfy the 
high power demand in the evening hours.  
Another reason for thermal energy storage is that it can be utilized as a buffer. If the 
solar radiation reduces over a short period of time, maybe because of a cloud 
covering the sun, the thermal storage can be discharged particularly to run the 
engines at constant and most efficient level. Power plants without storage in this case 
have to close the gap between supply of the solar field and demand of the engine 
with fossil fuels (hybrid plant) or reduce the engine performance.  
Other designs using liquid sodium have been demonstrated, and systems using 
molten salts (40% potassium nitrate, 60% sodium nitrate) as the working fluids are 
now in operation. These working fluids have high heat capacities, which can be used 
to store the energy before using it to boil water to drive turbines. [18] 
 
2.4.2 Other applications 
 
The demand for flexible balancing power to maintain grid stability shows strong 
growth. This is where storage technology comes in: whenever supply exceeds 
demand, e.g. on a windy day, the power can be stored and then fed into the grid 
again during a calm. A promising approach is the adiabatic compressed-air energy 
storage. "Adiabatic" here means: additional use of the compression heat to increase  
efficiency.  
Figure 2-6 shows the basic principle of this type of cavern pressure storage with the 
included thermal storage. When the air is compressed, the heat is not released into 
the surroundings: most of it is captured in a heat-storage facility. During discharge, 
the heat-storage device rereleases its energy into the compressed air, so that no gas 
co-combustion to heat the compressed air is needed. The object is to make 
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3 Fundamentals of numerical flow simulation 
 
In this chapter the physical and mathematical background of CFD simulation is 
presented. Also the utilized simplifications of this kind of models are illustrated, so it 
can be explained how it is possible to compute such complex problem like turbulent 
flows in a short period of time.  
 
3.1 Conservation laws 
 
The physical fundamentals define conservation laws for mass, energy and 
momentum which cannot be violated. This knowledge leads to five conservation 
equations: 
 
 mass conservation 
 energy conservation 
 momentum conservation x-direction 
 momentum conservation y-direction 
 momentum conservation z-direction 
 
All modern CFD simulation tools use these five conservation equations to calculate 
the flow of gases and liquids. They can be written in integral and differential form and 
transformed to each other. The simulation program FLUENT and most of the other 
commercial software use the integral form and the Finite-Volume-Discretization which 
will be discussed in more detail later. For the calculation this method is better, 
because shocks which are discontinuities within the control volume are allowed.  
On the other hand the differential form is more demonstrative, because it uses 
differentials. So in this thesis only this form is illustrated, but the derivation of the 
equations is not mentioned in this chapter, a more detailed look can be taken in 
scientific literature like “Stefan Lecheler 2011” [28]. 
 
3.1.1 Conservation of mass 
 
The mass conservation equation is also called continuity equation. It describes the 
change of the mass over the time within a control volume, which is equal to the sum 
of all in- and outflows through the border of the control volume in x-, y- and z-
direction resulting in the following equation after some modifications:  
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߲
߲ݐ ሺߩሻ ൅
߲
߲ݔ ሺߩ ∙ ݑሻ ൅
߲
߲ݕ ሺߩ ∙ ݒሻ ൅
߲
߲ݖ ሺߩ ∙ ݓሻ ൌ 0 
eq.  3-1 
 
A more compact form of this equation is the divergence form. The velocities can be 
merged to the velocity vector	ݑሬԦ.  
 
߲
߲ݐ ሺߩሻ ൅ ׏ሬԦ ∙ ሺߩ ∙ ݑሬԦሻ ൌ 0 
eq.  3-2 
 
3.1.2 Conservation of momentum 
 
Analog to the conservation of mass, the conservation of momentum describes the 
change of momentum over time of a finite control volume. Momentum fluxes through 
the walls of the control volume are regarded as well as gravitational forces and 
friction. The friction can be subdivided into shear forces τxy and normal forces τxx. The 
following equations result after some transformation:  
 
 x-momentum conservation equation in Cartesian coordinates: 
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eq.  3-3 
 
 y-momentum conservation equation in Cartesian coordinates: 
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eq.  3-4 
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 z-momentum conservation equation in Cartesian coordinates: 
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eq.  3-5 
 
Where the first term represents the change of momentum over the time, the next two 
terms include the gravitation acceleration as well as moment fluxes through the 
borders of the control volume and the last three terms represent the shear and 
normal forces in the particular direction.  
 
3.1.3 Energy conservation 
 
The energy conservation is a well known physical principle and the conclusion of the 
first law of thermodynamics. In this equation a lot of forms of energy, like potential, 
kinetic and thermal energy, and their change over time have to be considered. 
Analog to the already presented conservation laws the following equation for the 
energy conservation is based on an infinite volume:.  
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2 ∙ ݑሬԦ
ଶ൰൨
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ଶ൰ െ ൫ݑ ∙ ߬௫௫ ൅ ݒ ∙ ߬௫௬ ൅ ݓ ∙ ߬௫௭൯ െ ߣ ∙ ߲߲ܶݔ൰
൅ ߲߲ݕ ൬ߩ ∙ ݒ ∙ ൬݄ ൅
1
2 ∙ ݑሬԦ
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eq.  3-6 
 
Where ݁ is the total energy in the control volume and ݄ is the specific enthalpy.  
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3.1.4 Navier–Stokes equations 
 
In terms of physics the Navier-Stokes equations are only the momentum equation for 
flows. In the broader sense, especially in numerical fluid mechanics, this momentum 
equation is then expanded to a system of nonlinear partial differential equations of 
second order containing all conservation equations which were presented in the 
chapters before. In this case it is able to describe the fluid flow with all turbulences 
and eddies. Normally this equation system cannot be calculated analytically, only for 
some special cases, like a one dimensional flow over a planar plate, a non-numerical 
solution is possible. For more complex problems that is not feasible, so a numerical 
solution is necessary.  
The Navier-Stokes equations combine the conservation equations to an equation 
system which can be described in different forms. Here only the more compact 
divergence form is presented. It is the most mathematical form and it is independent 
of a coordinate system.  
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ൌ ቎
0
ߩ ∙ Ԧ݃
ߩ ∙ Ԧ݃ ∙ ݑሬԦ ൅ ߩ ∙ ݍሶ௦
቏ eq.  3-8 
 
where the velocity vector ݑሬԦ, the gravity vector Ԧ݃, the divergence ׏ሬԦ, the identity matrix 
ܫ and the stress matrix ߬ is used. 
 
3.2 Discretization 
 
As already mentioned, analytical solutions of these equations are only possible in a 
few special cases. So there is a need of methods which have the ability to solve the 
problems numerically. There are three methods to achieve this; every method has its 
special strengths and weaknesses and it depends on the case which one should be 
chosen. Therefore, these methods only should be broached in this paper, for a more 
detailed view Oertel and Böhle or Ferziger and Peric offer a comprehensive and 
detailed treatise for each method. [31], [10] 
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Finite difference method 
The finite difference method is considered as the oldest method to solve partial 
differential equations. It consists of transforming the partial derivatives in difference 
equations over a small interval. It approximates the solutions to differential equations 
using finite difference equations to converge derivatives.  
 
Finite element method 
In the finite element method the differentials are described by shape functions such 
as parabolic equations. The variables are calculated within the simulation area by 
means of linear combination of the weighted shape function. The method is 
considered to be very flexible, but is less accurate than the finite-difference method. 
 
Finite volume method 
In the finite volume method, volume integrals in a partial differential equation that 
contain a divergence term are converted to surface integrals, using the divergence 
theorem. These terms are then evaluated as fluxes at the surfaces of each finite 
volume. Because the flux entering a given volume is identical to that leaving the 
adjacent volume, these methods are considered conservative. Another advantage of 
the finite volume method is that it is easily formulated to allow unstructured meshes. 
[8] 
 
3.3 Mesh modeling 
 
In order to generate a mesh for a flow region there are generally several possible 
element types, like hexahedron, prism, tetrahedral or pyramid element in 3D or 
triangular and quadratic elements in 2D. It is the user’s choice which kind of mesh 
has more advantages in the special case.  
 
3.3.1 Structured mesh 
 
Structured meshes normally consist of hexahedrons in 3D or quadrates in 2D. This 
kind of mesh type can reduce the file size of a mesh because the addressing of each 
cell can be realized by a simple I,J,K coordinate system. For this reason it is also 
possible to reduce the computing time for a calculation, if a solver is used which is 
specially designed for structured meshes.  
The downside of these meshes is that no automatic generation is possible hence it 
consumes a lot of time building such a mesh, which is an economical con. Therefore 
the usage of structured meshes on complex problems is unusual. [10] 
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3.3.2 Unstructured mesh 
 
Unstructured meshes are more flexible than structured meshes. They can be 
generated automatically, which reduces the invested time of the user. In contrast to 
structured meshes they normally consist of tetrahedrons (3D) or triangles (2D), which 
increases the file size of the mesh. In 2D quadratic elements are also common or a 
mixture between these two types, in this special case the mesh is called hybrid mesh.  
Unfortunately the application of unstructured meshes leads to an increased demand 
for computing time. [10]  
 
3.4 Turbulence modeling 
 
This subchapter gives a brief overview of the alternative models which can apply for 
canal flow problems, the others will not be included. Also the mathematical 
background of the most common models will be explained. Generally one can say 
that the quality of simulation depends on the used model; every model has different 
requirements for the used grid and has to match the problem.  
Almost all technical flows are turbulent. Turbulences are fluctuations with a high 
frequency at small scales. If the demonstrated Navier-Stokes equations in chapter 
3.1, which are valid for all kinds of fluid flow simulations, were utilized, this would lead 
to a Direct Numerical Simulation (DNS) appreciating a transient calculation with small 
time steps. Moreover a very fine mesh would be needed to resolve the very small 
eddies. This solution of resolving turbulence flows would by far exceed the available 
computing power for any foreseeable future. [12] For this reason there are many 
turbulence models which are able to handle this problem with less computing power 
with only a small loss of precision, e.g. the Reynolds Averaged Navier-Stokes 
(RANS) Turbulence Models.  
 
3.4.1 Introduction 
 
The basic tool required for the derivation of the RANS equations from the 
instantaneous Navier–Stokes equations is the Reynolds decomposition. Reynolds 
decomposition refers to separation of the flow variable (like velocity ݑ) into the mean 
(time-averaged) component (ݑത) and the fluctuating component (ݑᇱ). Because the 
mean operator is a Reynolds operator, it has a set of properties. One of these 
properties is that the mean of the fluctuating quantity being equal to zero(ݑതᇱ ൌ 0). 
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For the determination of the mean values two methods are used, the Reynolds 
Averaging for incompressible and the Favre-averaging for compressible flows.  
 
Reynolds decomposition ݑሺݔ, ݕ, ݖ, ݐሻ ൌ ݑሺݔ, ݕ, ݖሻതതതതതതതതതതതത ൅ ݑᇱሺݔ, ݕ, ݖ, ݐሻ eq.  3-9
   
Reynolds Averaging: ݂̅ ൌ 1ܶන݂ ∙ ݀ݐ
்
଴
 eq.  3-10 
   
Favre Averaging: ሚ݂ ൌ ߩ ∙ ݂തതതതതത̅ߩ ݓ݅ݐ݄ ߩ ∙ ݂തതതതതത ൌ
1
ܶනሺߩ ∙ ݂ሻ ∙ ݀ݐ
்
଴
 eq.  3-11 
 
where T is the instant of time until the averaging takes place.  
The pressure and the density are averaged by the eq.  3-10. All other variables are 
averaged by eq.  3-11: 
 
ߩ ൌ ̅ߩ ൅ ߩᇱ ݌ ൌ ݌̅ ൅ ݌′  eq.  3-12 
݂ ൌ ሚ݂ ൅ ݂′′ etc. 
 
Besides the already mentioned calculation rule there are some others which are 
relevant to introduce: 
 
߲݂തതതത
߲ݏ ൌ
߲݂̅
߲ݏ 	; ݂ ൅ ݃തതതതതതത ൌ ݂̅ ൅ ݃̅ ; ߩ′ ∙ ሚ݂
തതതതതത ൌ 0 ; ߩ ∙ ݑ′′തതതതതതത ൌ 0 ; ሚ݂̅ ൌ ሚ݂ eq.  3-13 
 
The following equation results from the conservation of mass and is transformed 
corresponding to eq.  3-12 and eq.  3-13. 
 
߲
߲ݐ ሺ̅ߩሻ ൅
߲
߲ݔ ሺ̅ߩ ∙ ݑ෤ሻ ൅
߲
߲ݕ ሺ̅ߩ ∙ ݒ෤ሻ ൅
߲
߲ݖ ሺ̅ߩ ∙ ݓ෥ሻ ൌ 0 
eq.  3-14 
 
The Reynolds averaged continuity equation (eq.  3-14) contains no fluctuating 
component. The only difference between this equation and eq.  3-1 is that averaged 
values are used.  
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3.4.2 Reynolds Averaged Navier-Stokes (RANS) equations 
 
If the same transformation is done with the momentum conservation equations this 
leads to the Reynolds Averaged Navier-Stokes (RANS) equations which are 
introduced now for the three dimensions.  
 
 x-direction: 
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 y- direction: 
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߲ݖ ቇ 
eq.  3-16 
 
 z- direction: 
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߲ݖ  
eq.  3-17 
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In contrast to the other conservation equations this transformation leads to a 
significant change of the momentum conservation equations. The last terms which 
appeared due to the transformation are called Reynolds stress and include the 
physics of the fluctuating components.  
There is no closed system of equations. Put differently, there are more unknown than 
equations to solve them. This kind of problem is recognized as a closure problem. 
Therefore the variables for the Reynolds stress tensor have to be modeled with the 
turbulence models.  
 
Reynolds stress tensor: ்߬ ൌ ቌ
െߩ ∙ ݑᇱᇱଶതതതതതതതതതതത െߩ ∙ ݑ′′ ∙ ݒ′′തതതതതതതതതതതതതതത െߩ ∙ ݑ′′ ∙ ݓ′′തതതതതതതതതതതതതതത
െߩ ∙ ݒ′′ ∙ ݑ′′തതതതതതതതതതതതതതത െߩ ∙ ݒᇱᇱଶതതതതതതതതതതത െߩ ∙ ݒ′′ ∙ ݓ′′തതതതതതതതതതതതതതത
െߩ ∙ ݓ′′ ∙ ݑ′′തതതതതതതതതതതതതതത െߩ ∙ ݓ′′ ∙ ݒ′′തതതതതതതതതതതതതതത െߩ ∙ ݓᇱᇱଶതതതതതതതതതതതത
ቍ eq.  3-18 
 
3.4.3 Reynolds Averaged Navier-Stokes (RANS) turbulence models 
 
One class of turbulence models are the eddy viscosity models. These are turbulence 
models in which the Reynolds stresses, as obtained from a Reynolds averaging of 
the Navier-Stokes equations, are modeled by a linear constitutive relationship with 
the mean flow straining field. That is why they are also called Reynolds Averaged 
Navier-Stokes (RANS) Turbulence Models. They are the most economic approach 
for computing complex turbulent industrial flows. They are suitable for many 
engineering applications and typically provide the level of accuracy required. [12] 
The basis of these models is known as the Boussinesq hypothesis [3]. In this 
approach the turbulent stress is treated analog to the viscous stress according to 
Stokes law: 
 
்߬	௜,௝ ൌ ߤ் ∙ ቆ߲ݑ෤௜߲ݔ௝ ൅
߲ݑ෤௝
߲ݔ௜ቇ െ
2
3 ߜ௜,௝ ൬̅ߩ ∙ ݇ ൅ ߤ்
߲ݑ෤௞
߲ݔ௞൰ 
eq.  3-19 
 
The Boussinesq hypothesis offers the option to calculate the Reynolds stress as a 
function of the mean velocity and eddy viscosity μT. This is not a material-dependent 
parameter like the kinematic viscosity μ but a place and time-dependent variable 
which is dependent to the geometrical dimensions and the average velocity. 
Consequently, the task of the following models is to return values for μT.  
The models are named for the number of solving partial differential equations. If μT is 
only calculated algebraically the models are called zero-equation models. Moreover 
there are one- and two-equation models where only the most common models should 
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be presented in this thesis. For a more detailed view, Wilcox offers a good overview 
on this topic. [40] 
 
3.4.3.1 k-ε Models 
 
The standard k- ε model in ANSYS FLUENT has become the workhorse of practical 
engineering flow calculations in the time since it was proposed by Launder and 
Spalding. [27] Its robustness, economy, and reasonable accuracy for a wide range of 
turbulent flows explain its popularity in industrial flow and heat transfer simulations. 
The standard k- ε model is a two equation model that means it includes two extra 
transport equations to represent the turbulent properties of the flow. The first 
transported variable is turbulent kinetic energy, k. The second transported variable in 
this case is the turbulent dissipation, ε. It is the variable that determines the scale of 
the turbulence, whereas the first variable, k, determines the energy in the turbulence.  
For the turbulent viscosity, the following equation is valid: 
 
ߤ் ൌ ܥఓ ∙ ߩ ∙ ݇
ଶ
ߝ  
eq.  3-20 
 
The values for the turbulent kinetic energy k are calculated with the differential 
equation for their transportation. The sum of the temporal and convective change of k 
corresponds to the sum of diffusion, dissipation and production of k.  
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߲݇
߲ݖ൨
߲ݖ െ ߩ ∙ ߝ
൅ ்߬	௜,௝ ∙ ߲ݑ௜߲ݔ௝  
eq.  3-21 
 
Analog to the turbulent kinetic energy, their dissipation rate is calculated with the 
following equation: 
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eq.  3-22 
 
Where the coefficients in the eq.  3-20 until eq.  3-22 are experimental values: 
 
ܥఓ ൌ 0.09;			ܥఌଵ ൌ 1.44;			ܥఌଶ ൌ 1.92;			ߪ௞ ൌ 1.0;			ߪఌ ൌ 1.3 
 
There are two major formulations of k-ε Models, realizable and standard and there 
are two important differences between the two types. First the realizable k-ε model 
contains an alternative formulation for the turbulent viscosity. Secondly a modified 
transport equation for the dissipation rate, ε, has been derived from an exact 
equation for the transport of the mean-square vorticity fluctuation.  
On the contrary this very successful model has some drawbacks. It reacts very 
insensitively to adverse pressure gradients. Besides the standard k- ε model has 
problems with the boundary layer separation, which leads to resolution problems in 
the near wall region. [12] 
 
3.4.3.2 k-ω Models 
 
Another two equation model, which was supposed by Wilcox [40], is the k-ω model. 
Just as in the k-ε model, the first transported variable in this model is turbulent kinetic 
energy k. The second transported variable is the specific dissipation ω. The 
mathematical relationship between ε and ω can be expressed as 
 
߱ ൌ ߝߚ∗ ∙ ݇ 
eq.  3-23 
 
Moreover the equations for the turbulent viscosity and the turbulent kinetic energy 
also differ: 
ߤ் ൌ ߩ ∙ ݇߱ eq.  3-24 
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eq.  3-25 
 
For the specific dissipation, a new equation is introduced. Similar to the turbulent 
dissipation it is calculated as the sum of the temporal and convective change of ω 
corresponding to the sum of diffusion, dissipation and production of ω. 
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eq.  3-26 
 
According to Wilcox [40] the used coefficients have the following values: 
 
ߙ ൌ 59 ; 			ߚ ൌ
3
40 ;			ߚ
∗ ൌ 9100 ;			ߪఠ ൌ 2;			ߪ௞ ൌ 2 
 
The biggest advantage relative to the ε-equation is that the ω-equation can be 
integrated through the viscous sublayer without additional terms. Furthermore, k-ω 
models are typically better in predicting adverse pressure gradient boundary layer 
flows and separation. [12]  
Nevertheless in a freestream flow the k- ω model produce not as good results as the 
k- ε model does.  
 
3.4.3.3 Shear Stress Transport (SST) 
 
The k-ω based Shear Stress Transport (SST) model combines the advantages of k-
ω and k-ε models. Due to the included k-ω model, this model delivers better results 
in the viscous sublayer and in flows with a low Reynolds number. The problems of 
the k-ω model in the freestream and at the inflow region are solved in this model with 
the changeover to the k-ε model. This amalgamation is achieved by a transformation 
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of the k-ε model into a k-ω formulation. Furthermore some priority factors are 
introduced to the resulting equation to superpose the original k-ω equation. [14] 
In this model the turbulent viscosity is calculated with the following equation: 
 
ߤ் ൌ ߩ ∙ ܽଵ ∙ ݇maxሺܽଵ ∙ ߱, ܵܨଶሻ 
eq.  3-27 
 
The equation for the turbulent kinetic energy is: 
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eq.  3-28 
 
And the equation for the specific dissipation rate is: 
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eq.  3-29 
 
For the parameters used in eq.  3-27, eq.  3-28 and eq.  3-29, the following 
definitions are valid: 
 
ܨଵ ൌ tanhሺܽݎ ଵ݃ସሻ 		ݓ݅ݐ݄			ܽݎ ଵ݃ ൌ ݉݅݊ ቈ݉ܽݔ ቆ √݇ߚᇱ ∙ ߱ ∙ ݕ ,
500ߥ
ݕଶ ∙ ߱ቇ ,
4ߩ݇
ܥܦ௞௪ ∙ ߪఠଶݕଶ቉	 
eq.  3-30 
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ିଵ଴൨ eq.  3-31 
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ܨଶ ൌ tanhሺܽݎ݃ଶଶሻ 				ݓ݅ݐ݄ ܽݎ݃ଶ ൌ maxቆ 2√݇ߚ′ ∙ ߱ ∙ ݕ ,
500ߥ
ݕଶ ∙ ߱ቇ 
eq.  3-32 
 
ܵ ൌ 12ቆ
߲ݑ෤௜
߲ݔ௝ ൅
߲ݑ෤௝
߲ݔ௜ቇ 
eq.  3-33 
 
ߚᇱ ൌ 	9 100⁄  ܽଵ ൌ 0.31 
ݕ ൌ ݀݅ݏݐܽ݊ܿ݁ ݐ݋	ݐ݄݁	݊݁ܽݎ݁ݏݐ ݓ݈݈ܽ  
Averaging provision for the following variables ߔଷ ൌ ܨଵ ߔଵ ൅ ሺ1 െ ܨଵሻߔଶ 
ߙଵ ൌ 5 9⁄  ߙଶ ൌ 0.44 
ߚଵ ൌ 3 40⁄  ߚଶ ൌ 0.0828 
ߪ௞ଵ ൌ 2 ߪ௞ଶ ൌ 1 
ߪఠଵ ൌ 2 ߪఠଶ ൌ 1 0.856⁄  
 
There is a term which appears in all terms of the production rate, here it is written 
completely: 
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eq.  3-34 
 
3.4.4 Wall treatment 
 
The wall treatment is an important part of adapting the individual mesh to the used 
turbulence model because the different models have different requirements in the 
near-wall region. It is obvious that a model like the k- ε model which has problems 
with the resolution in the near-wall regions needs another wall treatment as the k-ω 
model.  
But there are basic physical phenomena which are valid for every kind of turbulence 
flows for example that turbulent flows are significantly affected by the presence of 
walls. [11], [5] Also the no-slip condition at the wall has to be satisfied which means 
that very close to the wall, viscous damping reduces the tangential velocity 
fluctuations, while kinematic blocking reduces the normal fluctuations. [11] 
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In general you can say that the near-wall treatment affects the fidelity of numerical 
simulations, because walls are the main source of turbulence. [11], [5]  
So the main challenge for the creation of a good mesh is the design in the near-wall 
regions. For the simulation of the flow near walls there are two approaches to handle 
with the boundary layer. In one approach the layers which are nearest to the wall are 
not resolved. Instead semi-empirical formulas called wall-functions are used to bridge 
the viscosity-affected region between the wall and the fully-turbulent region. [11], [5]  
In the other approach the near-wall region is resolved all the way to the wall. The 
cells in this approach have to scale down until the minimum cell size, also called 
spacing, is reached. Here the turbulence models ought to be valid throughout the 
near-wall region 
 
 
Figure 3-1 : different approaches for the near-wall region [11] 
 
Figure 3-1 outlines the presented facts in a compact form and recapitulates the most 
important points.  
In order to evaluate the suitability of a mesh and a wall treatment a value called y+ is 
introduced. It can be defined in the following way: 
 
ݕା ൌ ݑ∗ ∙ ݕߥ ݓ݅ݐ݄ ݑ∗ ൌ ඨ
߬௪
ߩ  
eq.  3-35 
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In this equation ݑ∗		is the friction velocity at the nearest wall, y is the distance to the 
nearest wall and ν is the local kinematic viscosity of the fluid. The friction velocity is 
dependent on wall shear stress which can be calculated with the following equation: 
 
߬ௐ ൌ ߩ ∙ ߥ ∙ ߲ݕ߲ݔฬ௬ୀ଴ 
eq.  3-36 
 
The ideal value margin for ݕା depends on the turbulence model and on the usage of 
a wall function. For example SST and k-ω models require ݕା ൑ 1 [11] on the other 
side for k- ε models with classical wall function a value of 30	 ൏ ݕା ൏ 300 [33] are 
desirable. The reason is that the grid in k- ε models near the wall must not be so fine 
that the computation point lies outside the logarithmic law of the wall. [19] 
 
3.5 Porous media model 
 
Many industrial applications involve the modeling of flow through porous media, such 
as filters, catalyst beds, and packing. A simulation of storage material needs a 
special handling. In case of honeycomb or hexagonal bricks it would be imaginable to 
model a complex geometry with thousands of little pipes in it. In the case of packed 
beds even such numerically extensive solution is not thinkable.  
In order to resolve this problem, various porous media models were invented which 
convert the porous region into an additional equation which can be solved 
numerically like the already presented equations. Of course in these equations there 
are parameters which have to be adapted in the special case, e.g. the porosity or the 
particle diameter.  
In the following pages some general porous media models are presented and then a 
more detailed look at the model used in FLUENT will be given.  
 
3.5.1 Introduction 
 
K.A.R. Ismail and R. Stuginsky Jr. [22] presented six different models for the porous 
media in fixed beds which vary hard in complexity. A great deal of published work on 
fixed bed energy storage uses the model originally developed by Schumann. This 
model is a two phase transient and one dimensional which enables prediction of the 
axial and temporal distribution of the solid and fluid temperatures. Other models are 
simpler, which leads to a reduced computation time. Their capability to predict exact 
results, depends on the simplification of the model and if this simplification is suitable 
in the special case. The introduced models differ in the quantity of phases (one and 
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two phase models), the character of the solver (transient or steady) and the number 
of dimensions (one and two dimensions). [22] 
If the thermal conductivity and thermal capacity of the storage material compared to 
the working fluid is very high and the heat transfer area is very large, it is possible to 
stop differencing between the solid’s and the fluid’s location-dependent temperature. 
This kind of model is named one phase or homogeneous model. If such simplification 
is impossible a two phase or heterogeneous model is used. Here the temperatures of 
the fluid and solid are calculated separately.  
 
3.5.2 Porous media model in FLUENT 
 
The used porous media model in ANSYS FLUENT is a one phase model, which 
referring to chapter 3.5.1 means that there is no differentiation between the local 
temperature in the fluid and solid.  
The calculation in the porous area can be accomplished with the physical or the 
superficial velocity. The correlation of these two velocities can be calculated with the 
following equation: 
 
ݒஶ ൌ ߝ ∙ ݒ௣௛௬௦௜௖௔௟ eq.  3-37
 
Corresponding to the FLUENT User Guide [12] calculations with the true (physical) 
velocity are more accurate, so for the following equations v = vphysical is valid. 
Therefore the energy conservation equation in the porous model can be described 
with the following equation. The subscript ݂ tags the variables of the fluid whereas 
the subscript ݏ the parameters of the solid.  
 
߲
߲ݐ ൫ߝ ∙ ߩ௙ ∙ ܧ௙ ൅ ሺ1 െ ߝሻ ∙ ߩ௦ ∙ ܧ௦൯ ൅ ׏ ∙ ൬ߝ ∙ ݒԦ ቀߝ ∙ ߩ௙ ∙ ܧ௙ ൅ ݌ െ Ԧ߬Ԧቁ൰
ൌ ׏ ∙ ൫ߣ௘௙௙ ∙ ׏ܶ൯ ൅ ௙ܵ௛ with ߣ௘௙௙ ൌ ߝ ∙ ߣ௙ ൅ ሺ1 െ ߝሻ ∙ ߣ௦ 
eq.  3-38 
 
where ܧ௙ is the total fluid energy, ܧ௦ is the total solid medium energy, ߣ௘௙௙ is the 
effective thermal conductivity of the medium and ௙ܵ௛ the fluid enthalpy source term. 
The effective thermal conductivity consists of the fluid phase thermal conductivity ߣ௙ 
(including the turbulent contribution, ߣ௧) and the solid medium thermal conductivity ߣ௦. 
This equation contains the terms of the energy conservation equation (eq.  3-6) for 
the fluid and the solid with modifications to the conduction flux and the transient 
terms only. In the porous medium, the conduction flux uses an effective conductivity 
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and the transient term includes the thermal inertia of the solid region on the medium. 
[12] 
 
Porous media are modeled by the addition of a momentum source term to the 
standard fluid flow equations. This term is affected by the pressure loss during the 
transition of the porous media zone which is proportional to the fluid velocity (or 
velocity squared) in the cell. [12] It is taken into account by the source term of the 
momentum conservation equation. Since the solid is immovable, only the fluid 
between the solid particles is taken into account in the following equation. This media 
contains the shear stress .  
 
߲ሺߝ ∙ ߩ ∙ ݒԦሻ
߲ݐ ൅ ׏ሬԦ ∙ ൬ߝ ቀߩ ∙ ݒԦ ∙ ሺݒԦሻ
் ൅ ݌ െ Ԧ߬Ԧቁ൰ ൌ െߤ ∙ ߙԦ∗ ൈ ݒԦ ൅ 0.5 ∙ ߩ ∙ |ݒԦ| ∙ ܥԦଶ ൈ ݒԦ		 
with			ߙԦ∗ ൌ
ۉ
ۈۈ
ۈ
ۇ
1
ߙ௫1
ߙ௬
1
ߙ௭ی
ۋۋ
ۋ
ۊ
 
eq.  3-39 
 
The used variables in this equation are properties of the fluid or solid, excepting	ܥԦଶ 
which is the inertial resistance factor and	ߙԦ∗ which is the permeability. They are input 
values for the creation of a porous media zone and have to be calculated referring to 
the superficial velocity.  
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4 Simulation of thermal storages 
 
In this chapter it will be given an overview to the examined geometry and the 
motivation for the used models for the simulation will be explained. It will also 
straighten out the basic problem of the flow distribution in thermal storages and 
describe the approach to solve the task. 
 
4.1 Geometry of the examined heat storage 
 
Figure 4-1 illustrates an exemplary geometry of a storage tank. The storage 
geometry consists of a cylinder wherein the storage material resides (in cyan). On 
both ends of the cylinder a funnel shaped flow distributor makes the connection to 
the inlet and outlet pipe. The function of this diffuser is to distribute the stream of hot 
air, but it also converts the kinetic energy of the fluid into potential energy or vice 
versa by slowing down the fluid’s velocity. This leads to an increased pressure at the 
beginning of the packed bed.  
 
Figure 4-1: exemplary storage geometry 
 
Ԧ݃ 
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The geometry is rotational symmetric; expressed in cylindrical coordinates the solid 
figure can be described with the three coordinates x, r and φ. The flow parameters 
change in the direction of x and r and are independent of the angle φ. Moreover the 
two dimensional figure is axially symmetric. In reality the storage tank is coated by a 
thick insulation which is not pictured in this illustration. For the use in a power station 
the tank is normally positioned in a vertical direction so only one perforated plate for 
the fixation of the bed material is needed. In the picture it is displayed in another way 
for the sake of clarity. Also for the simulation the geometry of the storage is placed 
horizontally, which is no problem as the gravity vector shows in the correct direction.  
 
4.1.1 Parameters of a heat storage 
 
The basic geometry parameters which influence the flow characteristics are the 
height of the diffuser	h୴, the diameter of the inlet tube	d୧୬, the diameter D and the 
height H of the storage tank and are summarized in Figure 4-2. 
 
 
Figure 4-2: sketch inlet area 
Ԧ݃ 
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Furthermore there are two parameters that describe the fluid flow and influence the 
distribution as well: The mass flow rate ሶ݉  and the temperature of the fluid ௜ܶ௡ that 
defines the density and the viscosity of the inflowing air. The velocity at the inlet is a 
derivate of the mass flow and the inlet diameter and represents also an important 
value because it constitutes the upper limit of the mass flow rate. eq. 4-1 shows that 
the fluid's velocity affects the pressure drop. Therefore higher velocities would lead to 
worse energy balance of the whole storage system.  
 
4.1.2 Dimensionless parameters 
 
Since the task is to compare different storage geometries, the large number of 
parameters must be reduced for an effective comparison. There are two possibilities 
to achieve this. The first possibility is to reduce the system of parameters to the most 
important. The other possibility is to merge the existing parameters into parameters 
of a higher order.  
Due to this approach it is necessary to find parameters which enable a statement on 
the flow conditions and make the diffuser geometry comparable. These parameters 
can be found in earlier papers on this topic [34] [29] or concerning fluid flow through 
packed beds [2]. It is also part of this thesis to validate the correctness of the used 
parameters.  
In addition it is relevant to mention that there is an important parameter which is able 
to quantify the effects of the pressure drop on the flow distribution in a packed bed.  
 
pressure drop 
The flow distribution is directly affected by the pressure drop; a high pressure drop 
leads to a better flow distribution. This becomes apparent if one imagine the pressure 
drop as a potential difference between inlet and outlet. So the fluid is pressed 
through the porous barrier utilizing every free space between the particles, resulting 
in a better flow distribution.  
But a high pressure drop also has a negative impact on the energy balance of the 
storage system because this leads to a higher power demand of the pumps and fans.  
The pressure drop per length can be calculated with equation eq. 4-1:  
 
|∆݌|
ܪ ൌ
150 ∙ ߤ ∙ ሺ1 െ ߝሻଶ
ܦ௣ଶ ∙ ߝଷ ∙ ݒஶ ൅
1.75 ∙ ߩ ∙ ሺ1 െ ߝሻ
ܦ௣ ∙ ߝଷ ∙ ݒஶ
ଶ  eq. 4-1 
 
It can be seen that the pressure drop hardly depends on the porosity of the used 
storage material, the fluid's superficial velocity ݒஶ and the particle diameter ܦ௣.  
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ߝ represents a fraction of the volume of voids over the total volume and according to 
that 0	 ൑ ߝ ൑ 1 is true. The formula also includes the density of the fluid ߩ and the 
dynamic viscosity	ߤ. The pressure drop is also affected by the height of the storage 
bed ܪ. It is the only existing influence of the storage's height on the flow distribution.  
One can say that equation eq. 4-1 returns good values because the calculated 
values for the pressure drop correspond almost exactly with the values extracted of 
the simulations.  
 
Euler number 
In order to receive comparable results for different geometries of heat storages 
another characteristic is necessary. The so called Euler number expresses the 
relationship between the local pressure drop ∆݌ in the porous media of the storage 
and the kinetic energy per volume of the streaming fluid. It is used to characterize 
losses in the flow, where a perfect frictionless flow corresponds to an Euler number of 
1. The relative kinetic energy can be calculated with the density of the fluid ߩ and the 
physical velocity in the porous media of the fluid	ݒ.  
 
ܧݑ ൌ ∆݌ߩ ∙ ݒଶ 
eq.  4-2 
 
In a recent study, Lier 2008 [29] performed simulations for pressurized sensible heat 
storages containing packed beds and found that the values for the Euler number 
should be larger than 400 to achieve a good flow distribution for any storage 
geometry with a truncated cone flow distributor. This result could not be validated in 
this study, instead Euler numbers of 600 are considered as the minimum.  
 
Reynolds number 
Another important and well known dimensionless parameter is the Reynolds number 
that gives a measure of the ratio of inertial forces to viscous forces and consequently 
quantifies the relative importance of these two types of forces for given flow 
conditions. It can be calculated with the inlet velocity ݒ, the inlet diameter ݀௜௡ and the 
kinematic viscosity ߥ which is affected by the inlet temperature of the fluid.  
 
ܴ݁ ൌ ݒ௜௡ ∙ ݀௜௡ߥሺ ௜ܶ௡ሻ ൌ
4 ∙ ሶ݉
ߩሺ ௜ܶ௡ሻ ∙ ߥሺ ௜ܶ௡ሻ ∙ ߨ ∙ ݀௜௡ 
eq.  4-3 
 
The Reynolds number unite both flow parameters, ሶ݉  and ௜ܶ௡ to one dimensionless 
parameter.  
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ࢸ-Parameter 
The third dimensionless parameter that should be introduced is	ߖ. This parameter is 
used for the comparison of different frustoconical diffuser geometries and has been 
adapted for the use of thermal storages with packed beds. In contrast to the 
Reynolds number which is a function of the fluid flow parameters ߖ only depends on 
the already introduced geometry parameters of the storage.  
 
ߖ ൌ ߖଵ ∙ ߖଶ ൌ ܦ
ଷ
݄௩ ∙ ݀௜௡ଶ with		 ߖଵ ൌ
ܦ
݄௩ , ߖଶ ൌ ൬
ܦ
݀௜௡൰
ଶ
 eq.  4-4 
 
These dimensionless parameters include all parameters which were introduced in 
chapter 4.1.1. The Euler number includes the height H and determines the lower limit 
for this parameter. The Ψ-Parameter merges all geometry parameter as the 
Reynolds number all flow parameter. Therefore,  
Lier 2008 [29] made the assumption that these two variables (ܴ݁ and	ߖ) suffice to 
compare the flow distribution of two different geometries of thermal storages. The 
verification of this hypothesis is also part of this research and will be examined in the 
chapter 5.2.1.  
 
4.2 Modeling a basic storage geometry 
 
This chapter has been divided into four sections. First a justification will be given not 
only for the simplifications and cutbacks of the model but also for the boundary 
conditions which reduce the complexity as well. Section three goes on to explain the 
used techniques and calculation methods which were adapted in the simulation. 
Finally the meshing process but not the mesh independence study will be introduced.  
 
4.2.1 Geometry simplification  
 
Due to the rotational symmetry of the heat storage and the independence of the flow 
parameters of the third dimension, the angle φ, the geometry can be calculated in 
two dimensions. This economizes a lot of calculation time and reduces the 
complexity of meshing. The complexity of the problem can be reduced another time 
by cutting the cross section in the middle. As the investigation zone is located at the 
entry of the porous zone only the front half of the storage is simulated. It could be 
validated that this simplification has no effect on the flow distribution in the reviewed 
region.  
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4.2.2 Model boundary conditions 
 
There are few basic boundary conditions and simulation preconditions which are 
considered as constant values for all accomplished simulations.  
Above all it is relevant to mention that the storage is assumed as adiabatic. Since in 
the real case there would be spent a lot of effort to insulate the storage, it is justifiable 
to make this supposition.  
Obviously, every storage geometry needs an inlet and an outlet; both are defined as 
boundary conditions for the storage which have to be defined with three parameters. 
Two of them are variable: The hydraulic diameter which is equal to the inlet diameter 
and the mass flow rate at this system border. The last parameter here is the turbulent 
intensity, it is assumed to be 10%. In case of a reduced geometry the outlet is located 
in the middle of the porous zone, so the turbulent intensity can be set equal to zero 
and the hydraulic diameter is on a par with the diameter of the storage.  
The last values that are constant over all simulations are the parameters for the 
porous media zone. The porosity of the storage material and the particle diameter are 
experimental values for a packed bed of basalt stones. The particle diameter can be 
calculated with eq. 4-1 with given preconditions for a example geometry. Therefore, 
in all simulations ߝ ൌ 0.37 and ܦ௣ ൌ 0.063݉	 can be considered as true.  
 
4.2.3 Selection of the turbulence model and solution methods 
 
At this point it is important to adopt the theoretical knowledge presented in chapter 2 
onto the simulation model. Due to large diameters and easy geometry, without acute 
angles that affect the boundary layer, the standard k-ε model with standard wall 
function seems to be a good choice. It should deliver good results with the usage of 
little computational resources. Moreover the SST model would be possible and in 
tests it delivers as good results as the k-ε model but with a longer computation time. 
The k-ω model is not helpful at this point because a closer inspection of the near wall 
region is not necessary. As a result of the usage of the standard wall function, a 
value for ݕା ൐ 30 is necessary.  
After the decision for a turbulence model the solver has to be chosen and initialized. 
The decision was made in favor of a pressure based solver. Subsequently the spatial 
discretization for pressure, momentum, turbulent kinetic energy, turbulent dissipation 
rate and energy have to be selected.  
Following the FLUENT User Guide [12], the PRESTO! scheme is suitable for flows 
with high swirl numbers, high-Rayleigh-number natural convection, high-speed 
rotating flows, flows involving porous media, and flows in strongly curved domains, 
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thus this scheme should be chosen. For the other equations the decision must be 
made between the first and second order upwind scheme. While the first-order 
discretization generally yields better convergence than the second-order scheme, it 
generally will yield less accurate results. [12] For any kind of meshes, the usage of 
the second-order discretization will obtain better results. On the other hand this 
method needs more computation time but as it delivers more exact results for the 
flow distribution it thus justifies the effort. 
Finally the simulation is initialized hybrid. This solution method is a collection of 
recipes and boundary interpolation methods. It solves the Laplace equation to 
produce a velocity field that conforms to complex domain geometries, and a pressure 
field which smoothly connects high and low pressure values in the computational 
domain. All other variables (i.e. temperature, turbulence, VOF, species, etc.) will be 
patched based on domain averaged values or a predetermined recipe. [11] 
 
4.2.4 Meshing the storage geometry 
 
The meshing of the geometry is a very critical step in the process of simulation. For 
this study it was created with the mesh-generator ICEM.  
The quality of the mesh has a great influence on the grade of the whole simulation. 
Consequently it consumes a lot of time to generate an adequate mesh and to verify 
its independence.  
It is also important that the mesh structure fits to the problem. Structured meshes are 
not practicable for the reviewed problem because an automated generation is not 
possible with this mesh type. For this reason unstructured meshes are selected for 
the meshing of the storage, here the mesh generation process can be automated. 
This criterion is essential for the generation of a large number of geometries.  
Unstructured meshes also offer the possibility to initialize meshes with triangular cells 
or hybrid meshes which consists of quadratic and triangular cells. This kind of mesh 
type offered a solution to a problem which appeared after numerous simulations 
during the reduction of height of the diffuser	݄௩.  
It turned out that due to a decreasing height of the diffuser	݄௩ the angle of aperture at 
the end of the diffuser (Figure 4-3) becomes acuter. When the quotient h_v/D<1/3 
which corresponds to α < 33.7° the simulation stops converging. The reason here 
could be found in the deformation of the cells especially in the last third of the 
diffuser.  
In order to solve this problem triangular cells should be introduced to the diffuser 
area. This cell type is more robust against stretching and meshes with this feature 
converge also with h_v/D < 1/3.  
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Figure 4-3 : angle of aperture at the end of the diffuser 
 
Another important part of each mesh is the boundary layer. As it depends on the flow 
velocity and the geometry of the storage, it is different in almost every simulation and 
has to be adapted. On the one hand it must fulfill the requirements of the wall 
function, which means ݕା ൐ 30. On the other hand it should match to the adjoining 
mesh density and go with the physical characteristics. Due to this balancing act the 
numbers of cells in the boundary layer and the spacing will be adapted in each mesh.  
 
4.3 The aim of equal distribution 
 
To use a thermal storage composed of a packed bed to full capacity, an equal 
distribution of the fluid flow is essential. Due to the little connection points of the 
particles and their relatively low thermal conductivity, it can be assumed that the heat 
transfer between the particles in the porous media is very slow or negligible and the 
heat is almost only transferred from the fluid to the solid. In the case of a bad flow 
distribution there are zones in the outer region of the storage bed which would heat 
slower than in the center.  
However, there exists a mechanism that counteracts a heterogeneous temperature 
distribution. To be precise, in a heated region the mass flow rate through it decreases 
so that the flow of hot air is directed to colder regions which begin to heat up on their 
part. This effect is caused by the relationship between the temperature and the 
viscosity of the air which increases with higher temperatures. For this reason an 
ߙ 
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equal distribution is achieved faster than it would be the case of a flow of cold air. 
After a certain depth in the packed bed the equal distribution occurs in any case.  
Taking this knowledge into account, the regions which can be exploited better with an 
optimized flow distribution are pointed out in Figure 4-4.  
 
 
Figure 4-4 : untapped potential of a heat storage 
 
There are methods for equal distribution like perforated plates or inlets with opposing 
flows which can effect a good flow distribution, but due to the high gas temperatures 
with related material problems, in this thesis this kind of built-in components will not 
be investigated.  
So the diffuser geometry is the only feature which affects the fluid flow distribution. 
Besides the flow can be influenced by utilizing the pressure losses in the storage 
core which also depends on the storage geometry.  
 
4.3.1 Characteristics of flow distribution 
 
A possibility to characterize the flow distribution in a porous media within a thermal 
storage is the variable	ߚ, which was defined by Hansen [38]. This characteristic was 
developed for the Cowper stove and the variables in the formula are directly 
matching to this special problem. ߚ	can be calculated with the pressure drop ∆݌ of 
the air passing through the porous media, the fluid velocity in the combustion 
chamber ݒ஻ and the mass flow ሶ݉ ஺. 
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ߚ ൌ 2 ∙ ∆݌ߩ௙ ∙ ݒ஻ଶ ൌ
2 ∙ ∆݌
ሶ݉ ஺ ∙ ݒ஻ 
eq.  4-5 
 
The use of the fluid velocity in the combustion chamber ݒ஻ is problematic because in 
the considered case this parameter cannot be determined. For the utilization of the ߚ-
factor this velocity would have to be substituted and evaluated. 
Another possibility to evaluate the flow distribution in porous media is used in the 
automotive industry for the design of catalyst beds in the exhaust system of motor 
vehicles. To calculate the uniform distribution index ߛ஺ the physical velocity |ݒԦ| and 
perfused area ܣ௧௢௧௔௟ is needed, given that	0 ൏ ߛ஺ ൏ 1.  
 
ߛ஺ ൌ 1 െ 12 ∙ ̅ݒ஺ ∙ ܣ௧௢௧௔௟ ∙ න ||ݒԦ| െ ̅ݒ஺
	
஺೟೚೟ೌ೗
|݀ܣ with	 ̅ݒ஺ ൌ 1ܣ௧௢௧௔௟ ∙ න |ݒԦ|݀ܣ஺೟೚೟ೌ೗
 eq.  4-6 
 
A value of ߛ஺ ൌ 1 means a totally equal flow distribution while ߛ஺ ൌ 0 would mean, 
that the whole mass flow passes to one point in the area perpendicular to the flow 
direction.  
All in all this parameter offers good characteristics especially because the needed 
variables for the calculation of γ can be extruded directly from the simulation results 
and the value of γ can be displayed intermediately in the data interpretation software. 
Therefore it should be used during the following explanations to quantify the flow 
distribution. From now on it is simply called ߛ or Gamma.  
 
4.3.2 Flow distribution in an example geometry 
 
For visualization reasons following streamline flow pattern will be shown in this 
subchapter. Moreover Figure 4-5 gives a good impression how the fluid flow behaves 
inside the storage.  
The fluid flows enters at the inlet on the right hand side with 25 m/s. It can be seen 
that a large circular eddy forms in the outer region of the first two thirds of the flow 
distributor. This vortex ring surrounds the high fluid velocity gas in the inlet tube until 
the middle of the diffuser. For this reason it stays compact and conserves its high 
velocity. Close to the porous region in the last third of the diffuser the flow begins to 
split and to distribute over the full diameter of the diffuser. At the entry to the porous 
zone the fluid flow accelerates. This phenomenon can be explained with the 
displacement of the particles leading to a higher physical velocity in the porous 
region.  
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Figure 4-5 : streamline flow pattern of an example storage geometry 
 
The flow pattern is constant for different heights of the diffuser	݄௩ and storage 
diameters. Only in some extreme case scenarios the eddy disappears.  
 
4.4 Verifying the mesh independence 
 
The mesh independence study is a very important part of every simulation process. A 
lot of effort has to be invested on this topic to guarantee the correctness of the whole 
thesis. The study has to prove if the mesh density fulfills two requirements. First a 
grid has to be found whose flow profile does not change during a refinement. 
Secondly, this grid has to be coarsen until the profile changes again. Theoretically, 
with this method one achieves a mesh which is fine enough for a correct computation 
but so coarse that no computation time is wasted.  
In reality the selected mesh may differ from this theoretical concept. If the mesh 
density is higher than needed, the results are still correct. As we are searching for an 
example mesh density which should be transferable to other geometries, we should 
take a confidence coefficient into account to ensure the correctness of the following 
simulations with varying geometries.  
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4.4.1 Mesh with quadratic cells 
 
Figure 4-6 provides an overview of the investigated cross section and the 
organization of the mesh independence study. For the investigation, the full cross 
section of the storage geometry was calculated, later it could be proven that the flow 
profile in every point for a reduced cross section geometry is exactly the same as the 
flow profile of the entire section. The dimensions of the storage are similar to existing 
projects to create realistic conditions. In order to generate maximal turbulences, the 
flow conditions of a full load case were selected. Both are summarized in table  4-1.  
 
table  4-1: Test preconditions 
Parameters of a heat storage Preconditions values 
Storage diameter ܦ 17.0݉ 
Storage height ܪ 17.7݉ 
Diffuser height ݄௩ 8.85݉ 
Inlet diameter ݀௜௡ 3.6݉ 
Diffuser quotient ݄௩/ܦ 1/2 
Mass flow rate ሶ݉  104.902݇݃/ݏ 
Temperature ௜ܶ௡ 849.15ܭ 
Euler number ܧݑ 936,4 
Velocity at inlet ݒ௜௡ ~25݉/ݏ 
Pressure drop ∆݌ ~3570 ܲܽ 
 
First the storage geometry is split into different domains from A to E. As the domains 
D and E are not relevant for the following investigation the results for these parts will 
not be presented. The numbers on the top of the drawing represent some of the 
investigation lines where the flow profile was examined. The most interesting is 
investigation line 3, here the fluid enters the porous zone and at this position later the 
Gamma value will be measured. Therefore it is important that the flow profiles at this 
line become independent of the mesh. For a complete analysis of the mesh 
independence, the flow profile comparisons in front and behind this line were 
performed extensively.  
The numbers below and on the left hand side of the model in Figure 4-6 represent 
the quantity of cells on each vertex for an example test case. These values should be 
varied until the optimum is found.  
Only for the number of cells in the boundary layer there cannot be found an optimum 
this way, since the thickness of the boundary layer is dependent of the flow 
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vertical vertex. So this number of cells appeared to be sufficient for the flow profiles in 
the domains A and C.  
 
The Gamma value is collected at the entry of the porous zone between the domains 
B and C. It is also here where the differences between the differing mesh densities 
and storage geometries can be seen best. As the domain C lies on the downstream 
side of this investigation line, the mesh density in this sector does not influence the 
flow profile that much. The flow profiles on the downstream side of this border are 
even affected by the mesh density in domain B.  
For those reasons and due to the experience of previous mesh independence 
studies with little different geometries and preconditions, in domain C only two 
different mesh densities were tested. The different densities only affect the flow 
profile in the region near the entry to the porous zone. After some distance, about 
50cm, the porous media produces an equal flow distribution independent of the 
number of cells.  
 
table  4-3 : mesh density in domain C 
 Test1 Test2 Test3 Test3b Test4 Test5 Test6 
number of cells in C  433 649 433 433 649 433 433 
number of cells vertical 179 179 179 179 179 119 119 
 
These conclusions come out of the first seven tests presented in table  4-3. In these 
tests it could be figured out that the variation of the mesh density in domain B 
influences the flow profile in the critical region of C, independent of the numbers of 
cells in C. Beyond this region, the flow profiles are independent of the number of cells 
in any case. Therefore it could be chosen the lower mesh density.  
 
The most critical domain is the flow distributor (domain B), here the cells are 
stretched by the geometry. Also the large eddy which can be seen in Figure 4-5 is 
placed in this region and there must be an adequate mesh to calculate it correctly.  
The mesh density in the flow distributor is constituted by the numbers of cells in B 
and on the vertical vertex. It could be found that in domain B the numbers of cells on 
the vertical vertex which were enough for the other domains are not enough in this 
region. An increasing of the numbers of cells of the vertical vertex leads to small 
differences in domain B and to constant flow profiles in the other regions. So a 
number of 357 cells has been chosen.  
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table  4-4 : mesh density in the domain B 
 Test3b Test4 Test5 Test6 Test7 Test8 Test9 Test10
cells vertical 179 179 119 119 179 179 357 357 
cells in B 797 531 237 531 1196 1794 797 1196 
cells in C 433 649 433 433 433 433 433 433 
 
From the data in table  4-4 it is apparent that the searching process for the numbers 
of cells in B was the hardest. Several mesh densities in domain B were tested, very 
low densities for Test5 and very high densities for Test8. Both do not return correct 
results, while low densities effect imprecise results, very high numbers of cells lead to 
numerical problems and oscillations in the flow profiles. The other meshes with 531, 
797 and 1196 cells in domain B result in very similar flow profiles.  
 
table  4-5 : Comparison of the Gamma values of the most promising meshes 
 Test3b Test4 Test7 Test9 Test10 
cells vertical 179 179 179 357 357 
cells in B 797 531 1196 797 1196 
cells in C 433 649 433 433 433 
Gamma 0.9612 0.9611 0.9599 0.9625 0.9623 
Discrepancy to Test9 0.13% 0.14% 0.26% 0.00% 0.01% 
 
table  4-5 illustrates the remaining meshes with their Gamma value. Due to the 
almost identical flow profiles of these meshes, a comparison of the Gamma value is 
permitted and reasonable. The influence of the number of cells on the vertical vertex 
can be illustrated by the comparison of the Gamma values of Test3b and Test9. Also 
the marginal differences between Test3b and Test4 as well as between Test9 and 
Test10 caused by the disparity of cells in domain B can be observed.  
Finally the mesh of Test9 was selected, a discrepancy of Gamma of 0.01% 
legitimates the decision for the coarser grid.  
 
4.4.2 Hybrid meshes 
 
As already explained in chapter 4.2.4, hybrid meshes offer the possibility to analyze 
the flow distribution for geometries which do not converge with quadratic cell meshes, 
especially for h_v/D < 1/3. It is considered that the results of the quadratic cell 
meshes deliver the most exact results. Therefore, for the usage of the hybrid meshes 
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it must be proven that they produce flow profiles which are comparable to the 
quadratic cell mesh profiles.  
For this reason, a flow profile near the entry to the porous zone of the in chapter 4.4.1 
selected quadratic cell grid with example flow condition was compared to different 
hybrid meshes. The aim of these experiments was to find an equivalent hybrid mesh. 
So nine hybrid meshes with different mesh densities and blocking strategies were 
developed.  
But the comparison of their flow profiles leads to a disappointing result. The flow 
profiles of all hybrid grids differ at many points. The curves cross the reference curve 
at many positions and the curve progression of each curve differs significantly. As a 
result no matching hybrid mesh could be found and meshes with ݄௩/ܦ < 1/3 cannot 
be compared to the others. 
Consequently this leads to limitation of the scope, because there is no possibility for 
the investigation of storage geometries with ݄௩/ܦ < 1/3.  
 
4.5 Automation of the mesh generating process 
 
The used software, ICEM and FLUENT, offer the possibility to record scripts to replay 
the steps done by the user. With the recorded file e.g. one can regenerate the mesh 
and storage geometry or redo steps until a chosen point and complete the mesh 
generation process in a different way. With this method, similar geometries can be 
generated. The advantages of the replay function are obvious. With this option, it is 
possible to analyze more geometry variations, thus obtaining more information on the 
critical design parameters, which is part of the conceptual formulation. This can yield 
optimal design recommendations within the project time limits, which matches with 
one of the goals of this thesis.  
Since the form of the geometry is the same and only the dimensions vary, these 
parameters can be substituted with run-time variables. Also the input parameters for 
the solver setting can be substituted this way. So every variable presented in chapter 
4.1.1 is parameterized in the used script. In order to accelerate the process and to 
reduce redundancies, it was necessary to merge the two replay files into one script 
which controls the whole process. This was done especially because some variables 
are needed for both processes, e.g. the inlet diameter which corresponds to the 
hydraulic diameter in the solver settings. For this reason the replay files were 
generated using Windows Powershell. With this tool it is possible to create two replay 
files that can be imported directly into the two programs so that no more manual 
adjustments are required. The header of an exemplary script can be reviewed in the 
appendix. 
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At the same time different input parameters need different mesh properties. The 
settings for the boundary layer like spacing and its thickness can be adjusted in the 
script. But after the creating process, it must be controlled if the mesh density in the 
boundary layer matches to the rest of the mesh. It is not tolerable that the last row of 
the boundary layer cells is larger than the connecting cells in the main body. In an 
ideal mesh these cells would have the same size.  
The mesh independence study suggests one mesh for the tested geometry. Hence it 
can be derived a mesh density which is applied to other geometries and has to be 
conserved to get comparable results for the different geometries. This adaption 
cannot be done automatically so that the mesh density is adapted manually. Thanks 
to the confidence coefficient, test even suggested that divergences in the mesh 
density of approximate 10% only lead to a negligible discrepancy of the ߛ value.  
All in all this scripting process made it possible to review such large amount of 
geometries within a short period of time and it is the most important part of the 
solution concept.  
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5 Presentation of the simulation results 
 
The aim of this chapter is to present the results of the simulations and to draw some 
conclusions from them. The chapter has been divided into two sections. In the first 
part the dependence between different parameters is identified by plotting them into 
ceteris paribus diagrams. With these diagrams it is possible to find the parameters 
which most influence the flow distribution inside the storage.  
In the next step all simulation results have been recycled and integrated into one 
diagram which is based on the Ψ-Reynolds correlation. This approach will be 
presented in detail later and is well-suited to identify correlations between the flow 
distribution and the geometry parameters. Of course this approach has to be 
validated to achieve significant results.  
 
5.1 The influence of the parameters 
 
One main goal of this thesis is to identify how the flow distribution is affected by the 
variation of each parameter of the storage system. For the comparison of a large 
amount of measuring points, diagrams are very useful tools. For this reason in this 
chapter, five ceteris paribus diagrams are presented. Each graph offers the possibility 
to identify trends for two storage characteristics.  
Every plot consists of a vertical axis which represents the flow distribution ߛ, a 
horizontal axis which scales the first varied parameter and three curves. Each curve 
represents one constant value for the second varied parameter. As a result within 
one curve only the parameter is varied which represents the horizontal axis, 
everything else remains the same.  
The comparison of the three curves and the curve progression allow conclusions on 
the influence on the flow distribution of both parameters. For instance it can be seen 
which parameter influences the flow distribution more or how the parameters 
influence each other.  
 
5.1.1 Defining the limits 
 
First of all it must be discussed in what range the parameters of the storage geometry 
should be varied. Some selected limits have physical reasons, for example, an 
increasing velocity in the incoming tube leads to an increasing friction and pressure 
drop. Velocities higher than 30m/s reduce the efficiency of the storage system 
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significantly. This requirement limits the mass flow rate for small inlet diameters. The 
mass flow rate of other storage geometries with larger inlet diameters is, similarly to 
temperature, constricted by the possible surrounding systems, for example by the 
maximal production of hot air. The lower limit of the mass flow rate can be seen in a 
analogous context, because a storage that needs too long for charging and 
discharging is also neither efficient nor economical. But as part load case scenarios 
should also be considered, a small value for this lower limit was selected.  
Other parameters are limited by economical reasons, like the diffuser quotient or the 
storage height. Especially the flow distributor which is per definition an empty space 
and cannot be used for the containment of storage material and therefore it should 
be as small as possible to reduce the costs of the container. 
Taking into account all these factors, the discussions with storage design experts led 
to the values listed in table  5-1.  
 
table  5-1 : extreme values for the storage geometry 
 lower limit upper limit 
Storage diameter ܦ 6݉ 20݉ 
Inlet diameter ݀௜௡ 1݉ 4݉*** 
Inlet velocity ݒ௜௡ -** 30݉/ݏ 
Mass flow rate ሶ݉  26.226݇݃/ݏ 104.9	݇݃/ݏ 
Diffuser quotient ݄௩ ܦ⁄  1 3⁄ * 1/2 
Temperature ௜ܶ௡ 773.15ܭ 1073.15ܭ 
Euler number ܧݑ 600 - 
* The limit of 1/3 is no design criteria but a mesh criteria mentioned in chapter 4.2.4 
** There is no lower limit for the inlet velocity but there is one for the mass flow rate; therefore it can 
be calculated a lower limit regarding the upper limit for the inlet diameter 
*** The largest tubes are offered with a diameter up to three meters. For larger inlet diameters, tube 
bundles consisting of a lot of smaller tubes have to be used. 
 
In order to map the greatest possible range, the extreme values should appear in the 
ceteris paribus diagrams. Besides, regular intervals between the five points of one 
curve are necessary to get comparable curves as well as a complete analysis of the 
reviewed parameter field. On the other hand this procedure leads to a possible 
problem because some values lie a bit outside of the defined range. That is not that 
problematic since the aim of this simulation is to identify the influences of the different 
parameters and to observe the resulting trends of the curves.  
Only the value of the Euler number must not go below its limit, otherwise the 
simulation results become invalid. In order to avoid this, the parameter H which does 
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not appear in table  5-1 but influences the Euler number is used as an regulatory 
instrument. If the Euler number is greater than 600, it is equal to the storage diameter 
D. Only in some extreme case scenarios, if the Euler number tends to fall under the 
limit, H will be adjusted to prevent this. 
Since some of the variables must have a constant value in the ceteris paribus 
diagrams they should be chosen in a intelligent way. In order to get the less 
influenced results, for the constant flow parameters like temperature and mass flow 
rate, the arithmetic mean of the extreme values is used. The constant geometry 
dimensions have been chosen dependent on their Psi and Re values to achieve a 
spreading over the parameter field which is introduced later.  
The largest tubes are offered with a diameter up to three meters. For larger inlet 
diameters, tube bundles consisting of a lot of smaller tubes have to be used. 
 
5.1.2 Storage diameter variation 
 
 
Figure 5-1 : storage diameter variation 
 
table  5-2 : constant values for the storage diameter variation 
௜ܶ௡ሾܭሿ ݀௜௡ሾ݉ሿ ሶ݉ 	ሾ݇݃/ݏሿ 
923.15 3 65.5635 
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The first conclusion that can be identified in Figure 5-1 is that the storage diameter ܦ 
influences the gamma factor considerably more the then ݄௏ ܦ⁄  quotient. A smaller 
storage diameter results in a significantly better flow distribution. In interpreting these 
findings, we have to take into account that the inlet diameter is constant and the 
quotient ݀௜௡ ܦ⁄  increases. Since the diameter of the jet of hot air remains constant 
over a long distance, (Figure 4-5) it is easier for the flow to distribute in a smaller 
geometry with a smaller storage diameter and with a relatively larger inlet diameter. 
As we will see later, this trend continues for decreasing storage diameters, the best 
values for Gamma can be achieved with the smallest values for D when the vortex 
ring disappears (not shown in the diagram). Furthermore one can see that a better 
݄௏ ܦ⁄  ratio leads to a bit better flow distribution. This effect increases with a larger 
storage diameter. So it can be assumed that ߛ depends more on ݄௩ than on the 
quotient ݄௩/ܦ.  
 
5.1.3 Diffuser quotient variation 
 
 
Figure 5-2 : diffuser quotient variation 
 
table  5-3 : constant values for the diffuser quotient variation 
௜ܶ௡ሾܭሿ ݀௜௡ሾ݉ሿ ሶ݉ 	ሾ݇݃/ݏሿ 
923.15 3 65.5635 
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In this diagram (Figure 5-2) some values of the previous diagram could be used. So it 
also serves for the validation of the conclusions of the first diagram. Likewise the first 
diagram, (Figure 5-1) one can see the decreasing flow distribution with a larger 
storage diameter for different ݄௏ ܦ⁄  values. Moreover the differences between the 
three curves increase with an increasing storage diameter. This is caused by the 
same effect which could already be observed in Figure 5-1 referring to the increasing 
inclination of the curves with a higher storage diameters. Consequently the best flow 
distribution for a given storage diameter can be achieved with the biggest allowed 
diffuser height. It also can be assumed that the larger the storage is, the more 
profitable are the volume and height of the diffuser.  
At this point it is important to mention that the cost of flow distributors raise with their 
volume. For that reason it must be found an economic compromise between the 
advantages of a better flow distribution and the increasing costs of the whole storage 
system.  
 
5.1.4 Inlet temperature variation 
 
 
Figure 5-3 : inlet temperature variation 
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table  5-4 : constant values for the inlet temperature variation 
݀௜௡ሾ݉ሿ ܦሾ݉ሿ ݄௩/ܦ 
3.7 20 0.33 
 
Another parameter which should be varied is the temperature. It affects the fluids 
density and viscosity, for this reason it influences the flow characteristics. However, it 
can be supposed that its influence on the flow distribution is slight.  
As it can be seen from the line graph this assumption can be proved because the 
scale on the vertical axis shows a very small interval, which means that the 
differences are also very small. A difference of 0.001 for the ߛ value means that the 
effect of the temperature variation is within the range of numerical inaccuracy. This 
also explains why the fourth point of ௜ܶ௡ଶ differs from the expected position. 
Nevertheless the other points are in the expected positions and the curves do not 
intersect each other. This underlines the quality of the selected grid and the 
simulation results.  
However it is astonishing how the influence of the mass flow rate on the flow 
distribution is also little. In this selected geometry the difference of Gamma between 
the highest and lowest mass flow rates is only 0.005. That also implies that both flow 
parameters have only a slight influence on the flow distribution.  
Furthermore several conclusions may be drawn from the graph. First, a low input 
mass flow leads to a better flow distribution. As the velocity and the mass flow rate 
are linked, this conclusion is directly connected to the results of 5.1.5. In the inlet 
temperature variation diagram the differences are more visible because the scale of 
the ߛ axis is a lot finer.  
Second, it can be seen that a higher temperature has a positive impact on the flow 
distribution. Both conclusions can be extracted from the simulation results but its 
influence is marginal compared with the effect of other parameters, specially the 
diffuser dimensions.  
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differences between the curves are comparable with theFigure 5-3 : inlet temperature 
variation diagram (Figure 5-3). So it can be recognized that a higher velocity leads to 
a worse flow distribution. This effect decreases with an increasing inlet diameter.  
In the observed range of values for the inlet diameters, it was not possible to show 
lower velocities because the lower limit of the mass flow rate leads to the minimal 
velocity for this diagram. In the case of the largest inlet diameters the mass flow rate 
already falls below these minimal values. In the next diagram (Figure 5-5) a similar 
correlation is presented to validate the conclusions from this diagram and to show 
that the identified correlations are also valid for different storage geometries.  
 
5.1.6 Mass flow rate variation 
 
 
Figure 5-5 : mass flow rate variation 
 
table  5-6 : constant values for the mass flow rate variation 
௜ܶ௡ሾܭሿ ܦሾ݉ሿ ݄௩/ܦ 
923.15 20 0.33 
 
This diagram is similar to diagram Figure 5-4, it even uses the same axis labels. The 
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used which is independent of the inlet diameter in contrast to the inlet velocity. That is 
the reason for the constant distance between the curves.  
In both cases the vertical axis has a wide range which proves that the inlet diameter 
has a significant impact on the flow distribution. It can also be seen that the trend for 
the γ value with an increasing inlet diameter remains the same also in case of a 
different storage geometry (compare table  5-5 and table  5-6). Furthermore it could 
be shown that analogue to the velocity, a higher mass flow rate leads to a worse flow 
distribution. Also the curves in this diagram have a larger distance between each 
other then in diagram Figure 5-4. The reason for this may be found in differing 
storage and diffuser dimensions.  
It has to be noticed that some of the extreme values in the diagram exceed the limits 
for the inlet velocity established in chapter 5.1.1. These values had to be used to get 
three stacked curves. The inlet velocity limit is also the reason for the chosen mass 
flow rates which are relatively low compared with the limits.  
What catches one's eye is the third value of the ݉௜௡ଶ curve. It could be proved that it 
is no error in the simulation; this was confirmed several times. Consequently it must 
be considered as a local anomaly at this point. With the Psi-Re correlation which will 
be discussed in the next subchapter, this assumption can be explained and finally 
proven.  
 
5.2 The Ψ- Reynolds correlation 
 
The objective of this subchapter is to unite all measurement points which were 
generated for the ceteris paribus diagrams into one diagram. For this reason the 
parameters Re and Ψ were introduced in chapter 4.1.2. The Reynolds number 
describes the flow characteristics and Ψ merges the geometry parameters. Every 
possible storage geometry and flow variation can be expressed with these 
dimensionless parameters and consequently the variations become comparable in a 
two dimensional parameter field. Furthermore, the Ψ- Reynolds correlation implicates 
that the flow distribution is constant for different geometries with the same values for 
Re and Ψ.  
First of all, it must be validated if this simplification is allowed by testing the 
implications of the Ψ- Reynolds correlation. In the second step, the resulting diagram 
can be presented and interpreted.  
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5.2.1 Validation  
 
Figure 5-6 introduces the Ψ- Reynolds diagram and presents the survey area. The 
blue dots are the extreme values calculated with the equations eq.  4-3 and eq.  4-4 
and the extreme values defined in 5.1.1. Therefore the area encased by the black 
lines is the complete area of investigation. It is not possible to create a geometry 
within the defined limits of table  5-1 which lies outside this area. Consequently most 
of the values of the ceteris paribus diagrams are also located within these borders. 
On the contrary it is possible to create geometries which lie inside this area and 
violate the defined limits.  
 
 
Figure 5-6 : area of investigation including the validation points 
 
As the dimensionless parameters depend on various geometry and flow parameters, 
it is possible to create several storage geometries which have the same value for Re 
and Ψ. Following the Ψ- Reynolds correlation they must have the same value for the 
flow distribution.  
For the validation some points within the survey area were investigated. It must be 
checked if the ߛ value is constant for different geometry and flow configurations with 
the same values for Re and Ψ. This was done for four points within the investigation 
area which are marked with red dots in Figure 5-6. The dot with a lighter red 
represents a geometry which was simulated with a hybrid mesh. This was done to 
test the universality of the Ψ- Reynolds correlation.  
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In interpreting these findings, we have to take into account that these are simulation 
results which only represent reality and therefore small variances are normal and part 
of every simulation process. Especially if a lot of parameters are changed, like it is 
necessary in this case. For that reason a relative discrepancy of 1% to an average 
value should be considered as tolerable.  
 
table  5-7 : data for a validation point (Re=400000, Ψ=43.4) 
variations m[kg/s] T_in[K] d_in [m] D[m] h_v/D Eu Re Ψ γ Discrepancy 
A 50.0 1033.08 3.6 15.0 0.40 804 400000 43.4 0.974 0.01% 
B 50.0 933.08 3.8 17.0 0.45 933 400000 43.4 0.974 0.06% 
C 50.0 883.08 4.0 15.1 0.33 803 400000 43.4 0.978 0.45% 
D 53.1 970.44 4.0 16.0 0.37 864 400000 43.4 0.977 0.32% 
E 48.2 1073.15 3.4 14.4 0.42 770 400000 43.4 0.972 -0.20% 
F 45.0 1073.15 3.2 14.8 0.51 804 400000 43.4 0.968 -0.58% 
G 45.0 959.56 3.4 13.6 0.37 717 400000 43.4 0.973 -0.06% 
 Average γ: 0.97364014 
 
table  5-8 : data for a validation point (Re=650000, Ψ=65) 
variations m[kg/s] T_in[K] d_in [m] D[m] h_v/D Eu Re Ψ γ Discrepancy
A 68.8 802.38 3.6 17.2 0.35 899 650000 65 0.969 0.39% 
B 73.1 1001.09 3.3 16.2 0.37 847 650000 65 0.966 0.07% 
C 60.0 900.00 2.9 14.9 0.40 775 650000 65 0.960 -0.46% 
Average γ: 0.964953 
 
table  5-9 : data for the validation point (Re=954392, Ψ=44.6) 
variations m[kg/s] T_in[K] d_in [m] D[m] h_v/D Eu Re Ψ γ Discrepancy 
A  104.9  849.15  3.6  17  0.5  936 954392  44.6  0.972  ‐0.03% 
B  104.0  773.15  3.8  16.1  0.4  805 954392  44.6  0.973  0.08% 
C  96.80  820  3.4  13.4  0.35  665 954392  44.6  0.972  ‐0.05% 
Average γ: 0.972536 
 
table  5-10 : data for the validation point (Re=850000, Ψ=160) 
variations m[kg/s] T_in[K] d_in [m] D[m] h_v/D Eu Re Ψ γ Discrepancy 
A  90.1  876.5  3.4  19.2  0.20  1009  850000  160 0.973  0.10% 
B  101.7  926.5  3.7  20  0.18  1049  850000  160 0.971  ‐0.04% 
C  78.0  773.6  3.2  18.2  0.20  947  850000  160 0.971  ‐0.05% 
Average γ: 0.97200733 
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For the demonstration of the results these four cases should be presented. The data 
in table  5-7, table  5-8, table  5-9 and table  5-10 show the varied geometry and flow 
parameters of different test cases. It also can be seen, that the parameters were 
varied within the defined limits and regarding constant values for Re and Ψ. To make 
a definite statement at least three test cases with constant values for Re and Ψ 
should be investigated and reproduce similar Gamma values.  
On the right hand side the values for ߛ and the discrepancy between the specific 
value and an average ߛ are illustrated. It can be seen that the discrepancies between 
the test cases are small. With a difference of 0.58% the value of variation F in table  
5-7 varies most. All other variations show slighter discrepancies and support the 
assumption of the Ψ- Reynolds correlation and its universality. Consequently our 
validation criterion was not violated and the correlation is validated.  
 
5.2.2 Integration into a three dimensional diagram 
 
After the validation, it is possible to present all results of the study in a compact form. 
For this reason the two dimensional survey area which was presented in Figure 5-6 is 
extended by a third dimension. This accessory variable is γ and in the following 
diagrams, its dependency to the Reynolds number and the Ψ parameter can be 
observed. In order to improve clarity, these results should be presented in two 
different diagrams with the same statement. 
The first diagram is three-dimensional which unfortunately can be shown in only one 
perspective. From the selected point of view some points which lie behind the plain 
are not observable. The distinctive form of the survey area (Figure 5-6) would be 
visible if we looked at the plain from above.  
Every black dot in the diagram represents the simulation result for one geometry with 
its γ value. Most of these values were generated during the creation of the ceteris 
paribus diagrams. The extreme geometries at the corners of the diagram and some 
other geometry variations which close the gap between these dots were simulated 
later to get a more complete investigation of the survey area. The regions between 
the points are calculated by an interpolation function. This results in a bumpy plane 
which forms oblique in the three-dimensional space and can be seen in Figure 5-7. 
The red regions represent the geometries with the best flow distribution while the 
blue regions show the worst. 
The best flow distribution of γ=0.996 is achieved for Ψ = 4.5 and Re = 914123. The 
following sharp drop of the γ values for decreasing Ψ values can be explained with 
the formation of the vortex ring for a specific ݀௜௡ ܦ⁄  quotient. After this unavoidable 
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event the ߛ values decrease continuously for an increasing value of Ψ. Therefore the 
point with the worst flow distribution with the defined limits is also the point with the 
highest Ψ value, here γ is 0.875.  
 
 
Figure 5-7 : three dimensional diagram of the complete survey area 
 
The Re parameter has almost no general influence on the flow distribution which 
underlines the results of subchapter 5.1.4. It could be finally proven that the diffuser 
geometry has a significant higher impact on the γ value. That is not surprising as we 
could observe a high impact of the inlet diameter in diagram Figure 5-4 and Figure 
5-5 as well as a high impact of the storage diameter in Figure 5-1 and Figure 5-2. 
Both parameters are part of the equation for the calculation of the parameter Ψ.  
Besides these general statements the plane shows some unevenness which means 
that the value of γ fluctuates for similar values for Ψ and Re. Since there are 
numerical uncertainties and the area between the points is calculated with an 
interpolation formula, the small apexes may have no meaning. But it can be observed 
that the simulation results predict a local minimum for Re = 4.8·105. There are 
several points around and in this minimum which support this assumption. Some of 
them are lying behind the plane because the interpolation function could not capture 
them, for example the outlying point in Figure 5-5. So this minimum is affirmed by 
many simulations results.  
The second diagram is a two dimensional contour graph. The contour lines connect 
points where the function has the same particular value. The gradient of the function 
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is always perpendicular to the contour lines. When the lines are close together the 
magnitude of the gradient is large: the variation is steep.  
In Figure 5-8 the local minimum can be seen very clearly. It also becomes obvious 
that for Re > 6·105 the contour lines are almost parallel to the horizontal axis, while 
the area for lower Reynolds numbers is more fissured. That implicates an unstable 
flow pattern for part load cases.  
Another declaration which can assumed from this figure is that the area with high γ 
values is wider in the lower left corner. It may be concluded that the appearance of 
the vortex ring is dependent on the Reynolds number and forms itself late for lower 
Reynolds numbers. As the Reynolds number is an indicator for the turbulence, this 
will certainly make sense.  
 
 
Figure 5-8 : contour line graph of the survey area 
 
5.3 Design recommendations 
 
As we have seen, low Ψ values which apparently lead to a good flow distribution can 
be achieved by small storage diameters, large diffuser heights and large inlet 
diameters. All these characteristics are economic disadvantages because they lead 
to a more expensive construction with a small storage volume in proportion to the 
housing.  
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Moreover the suggested design of the storage would be long and slim. This tube-
shaped design will cause a negative impact on the pressure drop and would increase 
the attrition during charging and discharging. So it can be said that an increase of the 
efficiency of the possible storage capacity has to be offset by higher coasts of the 
construction and during operation. Hence, the dimensions of the storage must be 
weighted to achieve a cheap storage with a good performance. It might be argued 
that a local optimum would be a design which just do not lead to the formation of a 
vortex ring but the global optimum may be found somewhere else.  
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6 Summary and Outlook 
 
All aims which were described in the introduction could be achieved. Much effort has 
been expended for the mesh independence study, but it was worth it. In fact the 
mesh is a bit finer than needed but this made it possible to attain exact results for the 
investigation of a wide survey area with the tool of automated mesh generation.  
Another important point of this study is the completed verification of the Ψ-Re 
correlation. This approach is generally interesting for the dimensioning of the flow 
distributors of heat storages. The conclusions which can be drawn from this 
correlation and the resulting diagrams can make significant predictions for the 
dimensioning of sensible heat storages using packed beds.  
The results may be interpreted as follows: It could be identified a significant influence 
of the geometry of the flow distributor on the flow distribution. However, the 
simulation results indicate that the inlet mass flow rate, the velocity and the 
temperature which had been summed up to the Reynolds number, do not have so 
much influence on the flow distribution. Nonetheless, these parameters which can be 
combined to the Reynolds number cause the non-linearity observed in Figure 5-7. 
This perception should be checked and considered for part load charging of sensible 
heat storages with the investigated dimension range. 
Therefore the aim of finding the most influencing parameters was achieved. The 
storage and the inlet diameter are the significant parameters for the flow distribution. 
The results even suggest a maximal value for the inlet diameter or for the diameter 
quotient of a frustoconical flow distributor which should be investigated in future 
research.  
Nevertheless, as there is no possibility for verification of the simulation results this 
should be done before considering as true. Usually the simulation model can be 
improved with experimental data of a existing set-up in a iterative procedure; results 
without this step should not be used for applications. Consequently some expensive 
experiments are necessary to check the significance of the presented results, in 
particular the predicted minimum should be investigated because its prognosis leads 
to restrictions of the design margin of frustoconical flow distributors.  
In order to pursue the research in this area, a similar study for the discharging 
process should be done. Further, the behavior of the real storage capacity for 
different Gamma values should be investigated, to check, if the assumption that high 
Gamma values lead to an effective use of the storage is really appropriate.  
Another interesting research area would be the investigation of an optimal storage 
geometry considering economical factors to find the geometry with the best cost-
performance ratio.  
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8 Appendix 
 
#Skript zur Netzgenerierung und Rechnungsinitialisierung mit Varaitionsparametern 
 
$name="Basispunkt"            #Name der ausgegebenen Dateien 
$pfad="D:/Geovariation/ceteris_paribus/Basispunkt"          #root‐Pfad 
$mesh=$name+".msh" 
 
#Anzahl der Knoten 
$pipe=89              #Anzahl horizontal Einlauf/Auslauf  89 
$diffusor=481            #Anzahl horizontal Diffusoren    797 
$center=433            #Anzahl horizontal poröses Medium  433 
$grenz=15             #Anzahl vertikal Grenzschicht    11/16 
$vertical=336            #Anzahl vertikal       357 
 
#Variationsparameter 
  #Netz 
  $h_v=5.3333            #Höhe des Diffusors 
  $D=16/2              #Radius des Speicherbetts 
  $r_in=3/2              #Einlassrohrradius 
  $H=$D              #halbe Höhe des Speicherbetts 
 
  #Berechnungsparameter 
  $m=65.5635            #Einlassmassenfluss 
  $T=923.15             #Einlasstemperatur 
 
  #Übergabederivate 
  $a=$H+$h_v             
  $b=$H+$h_v+2 
  $d_in=$r_in*2 
  $HyD=$D*2 
 
#Dicke Grenzschicht          #Nummern siehe Excel‐Sheet 
$c1=0.04 
$c2=0.04 
$c3=0.22 
$c4=0.26 
 
#Dicke Spacing 
$s1=0.002 
$s2=0.002 
$s3=0.013 
$s4=0.0172 
 
new‐item standard.rpl ‐type file              #erstellen des replay‐Files 
new‐item initialisierung.jou ‐type file            #erstellen des journal‐Files 
 
#Code für die Geometrieerstellung 
"ic_geo_new_family GEOM" | Add‐content standard.rpl 
"ic_boco_set_part_color GEOM" | Add‐content standard.rpl 
"ic_empty_tetin" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.00 0,0,0" | Add‐content standard.rpl 
 X
"ic_point {} GEOM pnt.01 $H,0,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.02 $a,0,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.03 $b,0,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.04 $b,$r_in,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.05 $a,$r_in,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.06 $H,$D,0" | Add‐content standard.rpl 
"ic_point {} GEOM pnt.07 0,$D,0" | Add‐content standard.rpl 
"ic_gui_set va_set(name)" | Add‐content standard.rpl 
"ic_delete_geometry	curve	names	crv.00	0"	|	Add‐content	standard.rpl	
. 
. 
. 
 
#Erstellung des FLUENT‐journals 
 
"file/read‐case $([char]34)$mesh$([char]34)" | Add‐content initialisierung.jou 
"define/models/axisymmetric yes" | Add‐content initialisierung.jou 
"grid/scale 1 1" | Add‐content initialisierung.jou 
"mesh/check" | Add‐content initialisierung.jou 
"define/models/energy yes no no no yes" | Add‐content initialisierung.jou 
"define/models/viscous/ke‐standard yes" | Add‐content initialisierung.jou 
"define/operating‐conditions/operating‐pressure 100000" | Add‐content initialisierung.jou 
"define/operating‐conditions/gravity yes ‐9.81 0" | Add‐content initialisierung.jou 
. 
. 
. 
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