Abstract-Imaging quality of nano scales produced by atomic force microscope (AFM) seriously depends on the shape of the probe tip. Commonly, the distortions will be induced when the probe tip scans material surfaces. This situation could hinder nano-observation and nano-operation. In order to obtain the actual observing image, one of the existing methods for solving this problem is the blind evaluation of the probe tips. Through this method, the shape of a probe tip can be described, and then the scanned image produced by the probe can be improved by the known tip shape. Since the traditional algorithm of tip blind evaluation is extremely time-consuming, a new algorithm that can significantly reduce the computational time, is presented in this paper. The experimental results demonstrate that the new algorithm is much more efficient compared to the existing methods.
I. INTRODUCTION
Nanotechnology has become a rapidly growing research and development field, and plays a key role in the development of next generation technologies [1] , such as integrated circuits [2] , fiber optics [3] , sensors [4] , and biomedical engineering [5] , etc. Atomic force microscopy (AFM) [6] has been a main observation tool in the research and application of nanotechnology. But the observation images of AFM always contain distortions caused by the probe effect, due to the finite size and imperfect shape of probe tips. The probe effect has become one of the major obstacles in nano imaging.
To resolve this problem, D. J. Keller et al [7] reconstructed the shape of the tip from an image of a known sample, and calculated the tip shape from AFM images of a photo-resist grating. J.S.Villarrubia et al [8, 9] demonstrated a blind tip evaluation method based on mathematical morphology. This algorithm determined an outer boundary of the tip geometry from an image of a reference surface without a priori knowledge of the actual geometry. The referential surface is required to contain sharp features and high relief, such as rising edges and descending edges in the referential raster. In principle, this method allows the derivation of the outer envelope of a probe tip. The derivation may closely approximate the parts of the tip that are in contact with the sample surface during the scanning process.
Dongmo [10] estimated a stylus profilometer tip by using the Blind Reconstruction method, and obtained the tip blind estimation results compared with images of the same tip obtained by SEM. Later Brian A. Todd [11] showed that, at the nanoscale, spatially anisotropic noises generally in the AFM image result in the distortion of the tip profiles, which were determined by blind reconstruction. Based on this idea, Brian A. Todd developed a noise reduction method to improve the blind tip evaluation algorithm. Recently D. Tranchida [12] took the effects of operating parameters, for example, sampling intervals (resolution) and instrumental noise, into account in the practical use of the algorithm. Then he provided guidelines and appropriate experimental conditions applicable to the blind estimation method.
The blind estimation of an AFM tip has been widely researched and applied, but this method is extremely timeconsuming and almost impossible for obtaining real-time imaging that is a key for nano-manipulation. This paper presents a new blind reconstruction algorithm to significantly reduce the computing time and make real-time applications such as nano-manipulation possible.
II. BACKGROUND THEORY: BLIND TIP EVALUATION

ALGORITHM
Blind tip evaluation algorithm is based on set theory and mathematic morphology, and is simply introduced here (see literatures [8, 9] in detail).
Blind tip evaluation algorithm needs to scan the special unknown referential surface using the tip which shape required determining, , then calculates the tip geometry according to the morphology in the image.
The referential surface obtains very steep and rapidly fluctuant features (see α and β in Fig.1(a) ). In the scanning image, α' and β' corresponding to α and β describe the upper boundary of the tip reflection. In the ideal case of scanning a perfectly sharp and zero-width surface feature labeled by S in Fig.1(b) , the image P T will be an exact "self-image" of the tip T. Since the surface feature with negative width is out of the question, it can be concluded that all the features in the scanning image must be the upper bound for the tip [11] . Blind tip evaluation takes advantage of the "self-imaging" that is always present in a SPM topographic image. A typical scanning image contains tens of thousands of pixels that contain information about the tip geometry, as well as the sample surface. Every pixel can be used to determine the upper boundary of the certain local profile of the tip by keeping the consistency with the contiguous morphology of the pixel in the image. Then the algorithm calculates the intersection of the tip bounds of each pixel, and after ith iterative computation, the resulting tip of the algorithm converges accurately to the broadest tip profile that is consistent with the entire image. I and P are defined as the matrices of points used to describe the scanning image and the shape of probe. The iteration governing equation of the algorithm is given as:
(1) where P i+1 is the result of the i+1th iteration calculation in terms of P i, ( ) d i P x is all the possible translations of the set P i by the vector d, at the position x in the image I. Equation (1) ensures that P i+1 can be consistent with the vicinal morphology of pixel x. After all pixels in the image I have been calculated, we will get the result of P i+2 by iterating P i+1 . When P i+1 = P i+2 , the algorithm will exit, and the estimated tip will be obtained. For acquiring more detailed information of the tip, the approaches of assigning I and P to a proper matrix and rationally adjusting the scanning size can obtain the accurate tip shape. For example, P and I can be respectively predetermined to be 64*64 and 512*512 matrixes. The computing time will reach n*2 6*4+2*9 (n is iterative times) according to the original algorithm principle. The original takes a long time in the current personal computer, and is almost impossible for the real-time calculation that plays a key role in nano-manipulation. In the face of the problem, this paper proposes optimum design in the blind tip estimation algorithm, and the new algorithm is experimentally verified to be more rapid than the original, with the same precision.
III. FAST IMPROVEMENT OF BLIND TIP ESTIMATION
The original algorithm establishes the probe model around the tip, based on all pixels in the scanning image. The sequences of the pixels participating in the algorithm can affect the executive speed. The sample profiles at the contiguous area of a certain pixel put great constraints on the reconstruction of the real tip shape. If the tip shape is predefined by considering these pixels first, time will be saved [9] . In our new algorithm, these pixels generally congregate in the smaller areas, and the scanning image will be divided into many tiles in terms of matrix. These tiles would be processed by different sequences according to their reflecting degrees of the tip shape with the use of the further improved core algorithm. Thus, the computing time will be saved.
A. The pre-estimation of the tip shape
For the 3 dimensional reconstruction of the tip shape, a rectangular estimation range with size s x × s y would be introduced, and it should be large enough to store more detailed information. The dimension s x and s y would be assigned the proper values that determine the dimension of data structure in the algorithm, so that the approximate tip shape can be pre-estimated for saving computing time in the succeeding procedure.
For simplified simulation, the pre-estimation procedures for the 2 dimensional tip profile are described by using the two dimension curve. 1) First, the scanning image I is divided into small tiles T in terms of matrix as following: (2) where the grid scale r i is i*d(i=1,…,n) these grid scales correspond to a series of small tiles image ( (4) 3) Third, the initial iteration in the algorithm is executed to obtain the approximate tip shape in terms of s x =nd. The thick real line in Fig.3 shows the profile of the tip, and the vertex v of the tip is at the position x = 0. Since the tip shape can be represented by a cone shape, the algorithm needs to search the minimum points at the both sides of the vertex v in the estimation range by (5): （5） The tip approximate shape (thick real line) is between the minimum points a and b in Fig.2 . This tip geometry can be processed further by second iteration in the algorithm, and result P 0 (thin real line) is between points c and d. The width between points c and d is equal to the tip estimation range s x . 4) Fourth, the closest j P will be obtained by comparing P 0 with 1 P ~LP, and the grid scale r i will be determined according to 
B. Elimination of the ineffective points in the image
If the result P r calculated in the i+1th iteration does not change, the algorithm would terminate, and P r would represent the optimal tip profile. In the original algorithm, all the points in the image will participate in each iterative operation. However, in this new algorithm, the ineffective points recorded in the latest iteration will not be involved in the current operation. Thus, this method will reduce the algorithm's calculation times. (1) can be expanded as following [8] :
C. Improvement of the algorithm kernel
The vector d, is the translation of the set Pi at the position x in the image I. In our algorithm, when the position x changes, not all vectors participate in the iterative operation. The improved core algorithm is as follows, assuming that the algorithm executes at the x pixel in the image. First, the tip upper bound Secondly, the method calculates
, and judges that if x i p contains P i , the algorithm ends at the x position and jumps to the next pixel; otherwise, the algorithm goes on until jumping or all vectors d in (6) participate in the calculation. （7）
The simulating results in the MATLAB verified that the improved algorithm can obtain the same precision about the tip geometry comparing with the original, and the computing time is saved.
IV. RESULT AND DISCUSSION
The experiment results were obtained in the clean-room. A veeco scope dimension 3100D Multimode AFM was used, which was equipped with a Dimension Hybrid XYZ Head and was placed on a damping system to minimize perturbations arising from mechanical vibration. All the images were captured at room temperature(18°~21°)using A veeco silicon Metrology Probes (MPP-11100 -Tap300), whose resonance frequency is approximately 300 kHz and elastic constant from the producer equals 40 Nm-1. MikroMasch: Porous Aluminum (PA01) [13] was used for tip estimation with high relief and a verity of narrow and steep surface features that consists of hexagonal hollow cells .The pore depth is about 400nm, the pitch between the pores is 100±10nm, and the thickness of the partitions between the pores are about 5nm.
All images were obtained in the tapping mode. This mode may be used in high-resolution imaging of bimolecular and polymers, large-scale patterning of silicon surfaces, manipulation of single nano-particles and the fabrication of single electron devices [14] .The scan angle was maintained at 0°, the images were captured in the trace direction, and the scan rate varied from 0.5Hz to 1.1Hz. The set point amplitude was chosen about 1v that the surface was tracked while preventing from breaking off the probe tip and spikes of the sample.
The development tools include NanoScope6.13R1, Vc++6.0 and Matlab2007rb, which provided data collection, simulation, and computation.
Compared with the original algorithm, the improved one saves much computing time with the data quantity increasing. In the Table. 1, after the data quantity rises to the value 36*1600, the computing time of the improved algorithm increases slowly. In the experimental results, Fig.3(a) shows the image of porous alumina film scanned by AFM, and the scan size is 1um×1um with pixel numbers of 512 × 512. I is divided into the tiles of 81 × 81 dimension in the algorithm, and the tiles are processed by the certain sequence. Fig.3(b) shows the shape of the tip obtained from the new algorithm. Fig.3(c) and Fig.3(d) present pictures taken by SEM and profile extraction. In Fig.3(d) , the red profile is the result of the new algorithm, the red and black points are the contours extracted from the SEM picture of the tip.
V. CONCLUTION
This paper estimates the tip shape by an improved blind tip evaluation, and brings forward the following improvements: the pre-estimation of the tip profile, the elimination of the ineffective points in the image, and the improvement of the core algorithm. Simulative and experimental results show that the new algorithm can save computing time and maintain the accuracy of the original algorithm. 
