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The objective of this research work is to design compact and discriminative dictio-
naries for effective classification. The motivation stems from the fact that dictionaries
inherently contain redundant dictionary atoms. This is because the aim of dictionary
learning is reconstruction, not classification. In this thesis, we propose methods to ob-
tain minimum number discriminative dictionary atoms for effective classification and
also reduced computational time.
First, we propose a classification scheme where an example is assigned to a class
based on the weight assigned to both maximum projection and minimum reconstruc-
tion error. Here, the input data is learned by K-SVD dictionary learning which al-
ternates between sparse coding and dictionary update. For sparse coding, orthogonal
matching pursuit (OMP) is used and for dictionary update, singular value decom-
position is used. This way of classification though effective, still there is a scope to
improve dictionary learning by removing redundant atoms because our goal is not re-
construction. In order to remove such redundant atoms, we propose two approaches
based on information theory to obtain compact discriminative dictionaries. In the
first approach, we remove redundant atoms from the dictionary while maintaining
discriminative information. Specifically, we propose a constraint optimization prob-
lem which minimizes the mutual information between optimized dictionary and initial
dictionary while maximizing mutual information between class labels and optimized
dictionary. This helps to determine information loss between before and after the
dictionary optimization. To compute information loss, we use Jensen-Shannon diver-
gence with adaptive weights to compare class distributions of each dictionary atom.
The advantage of Jensen-Shannon divergence is its computational efficiency rather
than calculating information loss from mutual information.
In the second approach, we propose a method to improve kernel K-SVD model
as the kernelization of K-SVD results in better classification accuracy than its linear
counter part. But the computation of kernel matrix incurs time and storage of the order
O(N2) making it infeasible as the number of samples N grows. This can be solved
by Nystro¨m approximation of kernel matrix whose performance depends upon the
underlying sampling strategy. So, we propose a sampling strategy based on information
loss to improve Nystro¨m approximation in linearization of kernel dictionary learning
without affecting classification performance. Here, we find similar samples based on
minimum information loss and merge them. This overall process results in kernelized
features called virtual samples which can be directly applied to dictionary learning
algorithms.
By leveraging the coherence of examples within a class, we propose another ap-
proach for obtaining compact and discriminative dictionary. It is observed that classes
with high coherence can be represented with fewer dictionary atoms than classes with
low coherence. Here, we divide the input data into coherent and non-coherent groups.
The Coherent group consists of similar items whereas non-coherent has non-similar
data items. For each class, we obtain dictionaries for coherent and non-coherent ex-
amples and treat them separately. Later coherent and non-coherent dictionaries are
merged using Limited Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) optimization al-
gorithm to form a single dictionary of particular class. We show that this obtained
dictionaries achieve better classification than the dictionaries which are learned using
all examples of a particular class. We demonstrate the efficacy of the proposed ap-
proaches on digit datasets and action datasets. The digit dataset helps to visualize
discriminative dictionary atoms and make conclusions. We considered action dataset
because it has structural sparsity in human motion and appearance.
In summary, this thesis proposes new methods for obtaining compact and discrim-
iv
inative dictionaries based on information theory where redundant atoms are removed
for better classification with low computational cost. We also propose a method for
dictionary compaction based on coherent and non-coherent for better classification.
v
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CHAPTER 1
INTRODUCTION TO DICTIONARY LEARNING
The evolving digital world witness explosion of large volume and complexity of data in
this era of big data. The widespread availability of capturing devices and inexpensive
data storage capability not only resulted in enormous amount of data, but also con-
tinuously escalate the growth of digital data around us. Social media sites, video, and
image sharing sites are also important sources of vast data emergence in the digital
world. The handling of the huge amount of data and extraction of information from
the data are open issues now a days. The extraction of relevant information is more
challenging because there is no optimum way to get relevant information from the large
pool of data. So, finding discriminative and compact representation from codebook or
dictionary has been widely addressed and relevant in this time [1–5]. The objective
of this thesis is to propose methods to obtain discriminative information for classifi-
cation tasks. More clearly, we build compact and discriminative dictionaries which
are especially suitable for classification. In this work, the main motivation is that the
dictionary obtained from standard learning algorithm inherently contains redundant
dictionary atoms which are not necessarily useful for classification tasks.
1.1 DICTIONARY LEARNING
Sparse representation has been extensively applied in signal and image processing ap-
plications. It reconstructs the signals using a sparse set of fundamental units called
atoms which form a structure referred to as dictionary. These atoms can be directly
learned from the input samples rather than manually crafted mathematical functions
such as wavelets [6], curvelets [7], contourlets [8], Bandelets [9] etc. The former ap-
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proach of adaptive learning provides state of the art results compared to latter analytic
methods. Using this dictionary, we reconstruct the signal using linear combination of
atoms in the dictionary referred as dictionary atoms. Here, there are more number
of dictionary atoms than the dimension of atom such that the given signal can have
many different representations. This phenomenon is known as overcompleteness and
dictionary is often called overcomplete dictionary. The process of determining coeffi-
cients for dictionary atoms in the signal reconstruction is called sparse coding. Each
dictionary atom di ∈ Rm is denoted as column vector of m dimension. These atoms
are concatenated to form dictionary as a matrix D = [d1,d2 . . .dK ] ∈ Rm×K and
there are K atoms in the dictionary. Now we can approximate the signal y as a linear
combination of atoms in the dictionary D, ie., y ≈ Dx, where x ∈ RK is called sparse
vector in which only few elements are non-zeros. It tells that the signal y ∈ Rm is
reconstructed using sparsely determined dictionary atoms. The sparse vector x can
be determined by any standard sparse coding like matching pursuit [10], basis pursuit
[11] etc. In the same manner, we can find sparse vectors for all N input samples
Y = [y1,y2 . . .yN ] ∈ Rm×N and matrix X = [x1,x2 . . .xN ] ∈ RK×N contains corre-
sponding sparse vectors of each sample in Y.
Dictionary learning involves two steps, namely, sparse coding and dictionary up-
date. After getting sparse matrix using any sparse coding algorithm, dictionary atoms
are to be updated using input Y and corresponding sparse vectors in X. In this learn-
ing process, it alternatively performs sparse coding and updation of dictionary in an
iterative manner. Based on sparse coding and dictionary update, there exists different
dictionary learning algorithms MOD, K-SVD etc. Finally, we will have dictionary D
which represents the input data. Moreover, there is no universal dictionary to repre-
sent all kinds of signals in a sparse way. This calls upon the necessity to construct
dictionary for each class or application.
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1.2 ISSUES ADDRESSED IN THIS THESIS
For the classification purpose, discriminative dictionaries are to be created. So, the
aim is to determine discriminative dictionary atoms which contain sufficient informa-
tion with respect to particular class and are able to discriminate from other classes.
In the context of discriminative dictionary learning, the dictionary is not necessary
to be overcomplete because here the dictionary is meant for classification, not for sig-
nal reconstruction [12]. So, the dictionary learning contributes redundant dictionary
atoms which can be eliminated while retaining discriminative dictionary atoms. These
redundant atoms create additional computational burden in classification tasks. So,
the main issue is to obtain compact and discriminative dictionaries for classification
purpose. Here, we propose different ways to obtain compact discriminative dictio-
naries. Firstly, the input data is learned by K-SVD dictionary learning and then
the learned dictionary is squeezed by an information theoretic approach often called
information bottleneck. This is a constraint information theoretic problem in which
mutual information between optimized dictionary and initial dictionary is minimized
while maximizing mutual information between class labels and optimized dictionary.
The redundant dictionary atoms can be effectively removed by considering change in
information before and after the removal of dictionary atoms. The change in infor-
mation or information loss can be calculated by computationally efficient distortion
measure, Jensen Shannon divergence, using adaptive weights. Atoms which show least
information loss are to be merged to remove the redundancy in the dictionary. The
information bottleneck approach not only gives compact and discriminative dictionary,
it also computationally efficient when compared with other state of the art methods.
Another issue of dictionary learning is its size ie., number of dictionary atoms in
the learned dictionary. The ideal case is that minimum number of dictionary atoms
which contain maximum discriminative information about class of input samples. In
this work, we approximate the size of the dictionary by examining the amount of
discriminative information while removing redundant atoms. In dictionary learning,
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constraint is given for number of dictionary atoms to be participated to reconstruct
the given input signal. There are two types of constraints often used, namely, sparsity
based and error based. Dynamically setting up the constraint based on the character-
istics of each class is an another issue to be addressed. The dictionaries can be learned
either using inputs from all classes together or separately for each of the classes. When
we learn a single dictionary for all classes of inputs, there is an issue of determining
the label of each learned dictionary atoms. This issue is addressed by examining dis-
tribution of dictionary atoms among the classes. The label of the dictionary atom is
given based on the maximum number utilization of atom among classes.
To improve the recognition performance, recently many state of the art approaches
[12–15] have been proposed kernelized dictionary learning. The main issue in the
kernelization is the size of the kernel matrix which depends on the number of input
samples. This large kernel matrix is computationally prohibitive when the number of
input samples increases. To address this issue, the kernel matrix can be approximated
using well-known Nystro¨m method in which the subset of input data is used for the
approximation. The selection of the subset of input data or sampling determines
the quality of approximation. So, we propose an information loss based sampling for
the Nystro¨m approximation. In this, one dictionary atom d is removed from initial
dictionary of particular class and sparse distributions of remaining dictionary atoms
from the same class are found. Then the sparse distribution of d is to be compared
with remaining dictionary atoms in order to find similar distribution. This proposed
approach provides better sampling but it adds slight computational effort. After the
Nystro¨m approximation, we obtain kernelized feature vector called virtual samples
which can be directly applied to any standard dictionary learning algorithms.
In another method, we propose to build compact and discriminative dictionary
by exploiting underlying coherency among the samples. In this approach, the input
data is divided into coherent and non-coherent groups. These two groups are learned
and treated separately. Because of the similarity, coherent group can be learned into
very few number of dictionary atoms while projection method is applied to include
4
more independence among the dictionary atoms from non-coherent group. These two
dictionaries from coherent and non-coherent group are concatenated and then updated
to obtain single dictionary.
1.3 PRELIMINARIES
In this section, we discuss basic concepts required for the next chapters. We start
with notations used in this thesis, and further state the definitions of entropy, mutual
information and related concepts.
1.3.1 Notations
Here, we discuss notations used throughout this thesis. The bold small letters (d,y, . . .)
represent vectors and bold capital letters (D,Y, . . .) represent matrices. For random
variable notations, we use blackboard bold fonts (D,Y, . . .) and lowercase sans-serif
letters (d, y, . . .) denote values taken by random variables. We denote probability mass
function as p(d) and conditional distribution as p(y|d) rather than pD(d) and pY|D(y|d)
for ease of use. The calligraphic notations (D,Y , . . .) for the spaces to which values of
random variables belong. The unitalicized usual capital letters (D,Y, . . .) are used for
set notations and sans-serif lowercase also used to denote values in set.
In this thesis, we use discrete random variables with a finite number possible
values. That is, in our context, (|D|, |Y|, . . .) are all finite and |D| stands for cardinality
of D. Notation ‖.‖p denotes lp norm, commonly used values for p are 0, 1, and 2.
The Frobenius norm for the matrix denoted as ‖.‖F . The notation
∑
x indicates the
summation over all x values.
1.3.2 Linear algebra: Basics
Here, we discuss essential concepts of linear algebra used in this thesis. Many of these
concepts are key to the problem formulations for research work carried out throughout
5
this thesis.
Orthogonality
Let x and y be two vectors and perpendicular to each other called orthogonal, ie.,
x ⊥ y. Orthogonality holds if xTy = 0.
Projection
The vector b to be projected on the subspace spanned by independent vectors a1, a2, . . . an
which form a matrix A = [a1 a2 . . . an]. The Ax is projected vector on the subspace.
So, a1 ⊥ (b−Ax), a2 ⊥ (b−Ax), . . . an ⊥ (b−Ax). Now we can write
AT (b−Ax) = 0 (1.1)
From the equation (1.1), we get
Ax = A(ATA)ATb
The matrix A(ATA)AT is called projection matrix.
Eigen decomposition
Let A be n× n matrix.
Ax = λx,
where λ is eigen value and x is eigen vector. Assume A has n independent eigen
vectors x1,x2, . . .xn. Then we can write
[Ax1 Ax2 . . .Axn] = [λ1x1 λ2x2 . . . λnxn]
AX = XΛ,
where X = [x1 x2 . . .xn] and Λ is diagonal matrix whose diagonal contains eigen
values. Then A can be decomposed as
A = XΛX−1
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Positive definite symmetric matrix
For symmetric matrix, all eigen values are real and eigen vectors are perpendicular. In
the case of positive definite symmetric matrix, all eigen values and pivots are positive.
Suppose A is a positive definite matrix which holds xTAx > 0 for any vectors x except
x = 0.
Singular value decomposition (SVD)
For eigen decomposition, the matrix A to be n× n square matrix and it should have
n independent eigen vectors, otherwise decomposing is not possible. The SVD is a
way to decompose any rectangular matrix, ie., A ∈ Rm×n and r is it’s rank. As in the
eigen decomposition, we can write
AV = UΣ,
where U ∈ Rm×m, V ∈ Rn×n be orthogonal matrices and Σ ∈ Rm×n contains r
singular values on diagonal and remaining values set to zero. Singular vectors u’s and
v’s are obtained from
AATui = σ
2
i ui
ATAvi = σ
2
i vi
In the singular value decomposition, we can decompose A into a sum of r rank one
matrices
A = UΣVT = σ1u1v
T
1 + . . .+ σrurv
T
r
1.3.3 Entropy
Entropy is the measure of uncertainty contained in a random variable. The entropy
is denoted as H(X) or H[p(x)] where random variable X has distribution according to
probability mass function p(x), ie. p(X = x), x ∈ X . The entropy only depends on
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p(x), not on the actual values of x. Then the entropy H(X) of the discrete random
variable can be defined as
H(X) = −
∑
x∈X
p(x) log p(x).
The log is to the base 2 and entropy is expressed in bits. We use the convention that
0log 0 = 0 since xlog x→ 0 as x→ 0. Another important fact is that entropy is always
non negative. When p = 1|X | , then the entropy is maximum and it is monotonically
increasing function of |X |. Suppose |X | = 2
H(X) = −p log p− (1− p) log (1− p).
We can see H(X) = 1 when p = 1
2
and it gives concave function as shown in figure 1.1.
The H(X) = 0 when p = 0 or 1 which means the variable does not have randomness,
so there is no place for uncertainty. Moreover, entropy is also a lower bound of the
average number of bits needed to represent a random variable. Now we extend the
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Fig. 1.1: H(p) vs. p
definition of entropy to more than one random variable.
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Joint entropy
Suppose X and Y are two random variables and joint probability distribution is denoted
as p(x, y). Then we can define joint entropy as
H(X,Y) = −
∑
x∈X
∑
y∈Y
p(x, y) log p(x, y)
where joint entropy tells the uncertainty over the random variables X and Y.
Conditional entropy
Let X and Y are two random variables, then the conditional entropy can be defined as
H(Y|X) =
∑
x∈X
p(x) H(Y|X = x)
= −
∑
x∈X
∑
y∈Y
p(x, y) log p(y|x), (1.2)
where H(Y|X) indicates the uncertainty remaining over Y after knowing value of X.
By using equation (1.2), we can rewrite H(X,Y) as
H(X,Y) = H(X) +H(Y|X). (1.3)
1.3.4 Mutual Information and related concepts
Mutual information is the amount of information that one random variable contains
about another. In other words, it is the reduction in uncertainty of one random
variable by knowing other one. Suppose X and Y are two random variables having
joint probability mass distributions p(x, y) while p(x) and p(y) are marginal probability
mass functions. The mutual information among X and Y can be defined as
I(X;Y) = −
∑
x
∑
y
p(x, y) log
p(x, y)
p(x)p(y)
The mutual information is also written in terms of entropy
I(X;Y) = H(X)−H(X|Y)
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From equation (1.3), we can write
I(X;Y) = H(X) +H(Y)−H(X,Y)
The figure 1.2 shows the relation between mutual information and entropy.
Fig. 1.2: The relationship between entropy and mutual information
We discuss two important distortion measures, namely, Kullback-Leibler diver-
gence or relative entropy and Jensen-Shannon divergence. It measures the distance
between two probability distributions.
Relative entropy
The relative entropy of two probability mass functions p(x) and q(x) can be defined as
D(p||q) =
∑
x
p(x) log
p(x)
q(x)
.
We follow the convention that 0 log 0
0
= 0, 0 log 0
q
= 0 and 0 log p
0
= ∞. The relative
entropy is non-negative and becomes zero whenever p = q, ie., D(p||q) ≥ 0. Since it
is not a symmetric, it cannot be considered as true distance between distributions.
However, it is often considered as the distance between two distributions. Then the
mutual information can be rewritten in the form of relative entropy, ie., I(X;Y) =
D(p(x, y)||p(x)p(y)). Since D(p||q) ≥ 0, the quantity of mutual information is also a
non-negative, ie., I(X;Y) ≥ 0.
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Jensen-Shannon divergence
Jensen’s inequality and Shannon’s entropy derive the distortion measure Jensen-Shannon
divergence (JS divergence). For J directed divergence [16] and its symmetric measure
I divergence, both distributions should be absolutely continuous with respect to each
other. But Jensen-Shannon divergence does not have this kind of issue. Here, prior
probabilities (weights) can be assigned to different probability distributions which ul-
timately improves decision problems. For the Bayes’ probability of misclassification
error [17], the distortion measure provides both lower and upper bound. Another
important feature of JS divergence is that it can be generalized for more than two dis-
tributions. Let p1, p2 . . . , pn be n probability distributions with weights pi1, pi2, . . . , pin,
respectively, and
∑
i pii = 1. The generalized Jensen-Shannon can be defined as,
JSpi(p1, p2, . . . , pn) = H
(∑
i
piipi
)
−
∑
i
piiH(pi).
where H denotes entropy.
1.4 ORGANIZATION OF THE THESIS
An overview of the existing approaches to discriminative dictionary learning is dis-
cussed in Chapter 2. The Chapter 3 explains how the sparsity based dictionary learn-
ing can be applied for classification problems based on minimum reconstruction error
as discriminative measure. The Chapter 4 contains the proposed method to build
compact and discriminative dictionary especially for classification using information
bottleneck approach. The linearization of kernel dictionary learning using Nystro¨m ap-
proximation with information loss based sampling is proposed in Chapter 5. In Chapter
6, we propose another method to obtain discriminative dictionary in which the input
data is divided into coherent and non-coherent and treated them separately. Chapter
7 summarizes the entire research work carried out as part of this thesis, glimpses the
important contributions of the research and gives directions towards future works.
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CHAPTER 2
OVERVIEW OF DICTIONARY LEARNING
This chapter reviews evolution and existing approaches of dictionary learning (DL) for
signal representation and discusses notable works to build discriminative dictionaries.
We describe the evolution of dictionary design until the recent time in section 2.1.
The section 2.2 details about different analytic dictionaries and section 2.3 discusses
existing approaches to train the dictionaries. In the section 2.4, we identify the quest
for discriminative dictionaries for classification tasks. In the section 2.5, we discuss the
issues in the existing discriminative dictionary learning approaches and finally section
2.6 summarizes the overall review.
2.1 EVOLUTION OF DICTIONARY DESIGN
Signal processing techniques demand useful representations which contain the impor-
tant nature of the signal. This representation should (1) possess relevant features for
recognition; (2) efficiently separate noise from signal for denoising; and (3) capture
useful part of the signal with only a few coefficients for compression. Signal repre-
sentation involves the selection of a dictionary, which contains fundamental signals or
atoms, used for the decomposition of a signal. When the dictionary becomes a basis,
then each of the signal can be represented uniquely using the linear combination of
atoms in the dictionary. The simplest one is orthogonal dictionary in which representa-
tion coefficients are computed using inner product of the atoms and signal. In the case
of non-orthogonal, the inner product of the the dictionary inverse and signal determine
the coefficients, also called bi-orthogonal dictionary. These bi-orthogonal and orthog-
onal dictionaries were popular due to its simplicity in mathematical formulations, but
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lack expressiveness. This is the reason behind the introduction of overcomplete dictio-
naries in which it has more number of atoms than the dimension of the signal, which
intended to include more diverse spectrum of signal characteristics. In this section, we
describe the evolution of dictionary design methodologies especially from analytic to
adaptive learning.
2.1.1 Linear Model
In 1960’s, Fourier transform [18] played an important role to describe a signal with
respect to its whole frequency content. The signal is approximated using the projection
of basis onto the K atoms which has low frequency components, it has a strong noise-
reducing and smoothing effect. So, the Fourier basis can be efficiently used to describe
uniformly smooth signals, but difficult to represent discontinuities. The discrete cosine
transform (DCT) [19] gives more efficient representation which results in continuous
boundary. The advantage of discrete cosine transform is that it produces non-complex
coefficients which are preferably considered in practical applications. The statistical
tool Karhunen-Loeve transform (KLT) [20] is another linear transform which can be
used to represent the signals obtained from a particular kind of known distributions.
Atoms belong to the KLT are taken from the eigenvalue decomposition of the data
covariance matrix such that first K eigenvectors are selected, which fits the subspace
spanned over the low dimension to the data while minimizing error approximation
using l2 norm. This adaptation process has good representational efficiency compared
with the Fourier transform, but its transformation is complex. In modern dictionary
design, we will see that the trade-off between adaptivity and efficiency which plays an
important role in it.
2.1.2 Non-Linear Model
In 1980’s and 1990’s, sparsity plays a major role in the field of signal analysis and
recovery and origin of this idea goes back to classical physics and information theory.
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During this time, the researchers actively worked for more efficient transforms and
sparse representations for signal processing tasks . The enforcement of sparsity led
the transformation of linear model to non-linear model which is having more flexible
formulation. In this case of non-linear, each signal is approximated using various set of
dictionary atoms which is preferably sparse set and this pave the way for efficient trans-
forms. Better localization in transforms helps to achieve sparsity. The concentrated
support of atoms give much flexible representations based on the limit the effects of
irregularities and local signal characteristics. The short time fourier transform (STFT)
[21] was one of the first structures used this, naturally STFT becomes the extension
of the Fourier transform. To obtain space-frequency or time-frequency characteristcs
of the signal, the application of the Fourier transform is considered locally on portions
of the signal which might be possibly overlapping. This is also known as Gabor trans-
form [22,23]. Daubechies et al. [24,25] contribute mathematical founadations of Gabor
transform and discrete versions of this transform are given by Wexler et al. [26] and
Qian et al. [27]. The development of complex Gabor structures for higher dimensions
included directionality which is obtained by changing the orientation in the sinusoidal
signals. Daugman [28, 29] used this structure to discover important phenomena that
the simple cell receptive area of the visual cortex has the pattern like oriented Gabor
structure. These developments led to the intensive use of the transform in the areas
of applications in image processing [30, 31]. Now, Gabor transforms are used in di-
rectional filters for analysis and detection tasks. The multi resolution [32] is another
advancement in which natural signals especially images showed relevant information
about structures using different scales and analysis of the signal could be done in an
efficient manner.
Another breakthrough came in mid 1980’s called wavelet analysis [20, 33] which
proposes expansion of signal using set of dilated and translated versions of the single
fundamental function . Mallat et al. [34–36] described a pair of localized functions,
namely, scaling function and mother wavelet from which multi-scale wavelet basis was
constructed. The low frequency signals are contained in scaling function whereas high
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frequency signal contents in the mother wavelet, and signals are described using its
different translations and scales. The non-linear approximation using wavelet basis
has been used by piecewise smooth one dimensional signals having few discontinuities,
which was shown to be optimal [37] but wavelet transform loses its optimality in higher
dimensions. To overcome the limit of approximation in orthogonal bases, transform
atoms can be adapted to the signal content. Coifman et al. [38] proposed wavelet
packet transform and added adaptivity which gives finer tuning to certain kind of signal
characteristics. However, the multi-dimensional wavelet packet transform could not
give a notable improvement over the wavelets for images. For the dictionary property
of the invariance under certain geometric deformations, Simoncelli et al. [39] suggest
overcompleteness while abandoning orthogonality. The stationary wavelet transform
is an undecimated transform which substantially improves recovery of signals when
comparing with orthogonal wavelets [40, 41].
2.1.3 Dictionaries
The dictionaries for sparse signal representations replaced transforms by the second
half of 1990’s. Mallat and Zhang [10] sparsely expand the signal using few elementary
functions in overcomplete dictionary of functions. This is popularly known as Matching
Pursuit (MP). Later, Chen et al. [11] published similar kind of work called Basis
Pursuit (BP). These two pioneer works signalled the beginning of new era in modern
signal processing [42]. In this, the main intuition is that a signal can have many
description in the domain of representation, and choose the best one which suit for
particular task.
The dictionaries of analytic formulation model a signal of interest by simple set
of mathematical functions and use this model to design efficient representations. The
wavelet dictionary contains piecewise smooth functions and point singularities whereas
the Fourier dictionary includes smooth functions . These kind of dictionaries have the
advantage of fast and efficient implementation because the computation does not in-
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clude any multiplication with the dictionary matrix, but not good to capture complex-
ity of the natural phenomena of signals. This difficulty can be solved by example-based
learning which led to trained dictionaries. The intuition behind this learning method is
that it can capture complexity of natural phenomena of signals from the data directly
rather than using a mathematical description. The details of analytic and trained
dictionaries are discussed in the following sections.
2.2 ANALYTIC DICTIONARIES
The formulation of analytic dictionaries become generally as tight framework, ie.,
DDTy = y for all y, in this case dictionary’s transpose has been used to get the
representation of the signal over the dictionary. So, analysis operator DT can be
easily analyzed as compared to a synthesis model in which sparsity constraint to be
derived. This method provides an efficient and simple procedure to attain sparse
representations using atoms in the dictionary. If we look at from the angle of synthesis
point of view, this analytic process is sub-optimal.
2.2.1 Curvelets
In 1999, Candes and Donoho [43] introduce curvelet transform, and later it was refined
into its current form in early 2000’s [44]. At an optimal rate, it represented two
dimensional piecewise smooth functions with smooth curve discontinuities and the
elongated elliptical region supports curvelet atoms which are oscillatory along its width,
smooth along its length. But these curvelet atoms are become flattened ellipsoids
which oscillate along shorter directions and smooth along the other directions [44, 45]
in higher dimensions.
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2.2.2 Contourlets
Despite the curvelet transform provides a solid continuous construction, its discretiza-
tion found to be difficult. The existing discretizations have relatively high redundan-
cies, so not suitable for tasks like compression. To overcome these limitations, Do et
al. [8, 46] proposed an alternative to the two dimensional curvelet transform, which is
called contourlet transform. However, the major setback in the construction of con-
tourlet is that the basis images are not localized in its frequency domain. Later, this
transform was improved by Lu et al. [47] by introducing a new multiscale decompo-
sition in its frequency domain. The contourlet transform has many features of the
curvelet transform, namely, parabolic scaling, localization, and orientation, but the
difference is that contourlets have been defined in the discrete domain which advo-
cated to construct discrete signals in an efficient manner. As compared to improved
curvelets [44], the original contourlet transform exhibits lower redundancy, so it can be
used for the application like image compression. Though this transform is apt for the
image compression, its enormous sub-sampling produces artifacts in signal reconstruc-
tion. To counter this issue, translation invariant [48] and non sub-sampled [49] version
of the transform is considered, but this option raises complexity and redundancy.
2.2.3 Bandelets
Le Pennec and Mallat [9] proposed the bandelet transform which was later modified
by Peyre et al. [50]. Unlike the non-adaptive contourlet and curvelet transforms,
the bandelet transform is pioneer step in the area of adaptive signal transforms. The
bandelet construction exploits the geometric regularities exist in the images, especially
directional characteristics and edges, which helps to fit the specific set of optimized
atoms to an image. With respect to dictionaries, the bandelet transform chooses group
of atoms from a nearly infinite set, and the discretization limits the size of this set.
But, in the wavelet packet transform, full set of atoms is not much larger than signal’s
dimension.
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The complex wavelet transform [51], shearlet transform [52], directionlet transform
[53], grouplet [54] transform are other important analytic dictionaries.
2.3 DICTIONARY TRAINING
The recent approaches for dictionary training has been deeply motivated from the
recent developments in signal representation using sparse based approaches. The l0
and l1 sparsity measures are used in most recent training methods, which result to
simple and efficient formulation. These measures can be applied in modern sparse
coding techniques [10, 55]. The major contribution in the field of dictionary learning
was given by Olshausen et al. [56]. The authors used small patches of images as
dictionary atoms and train the dictionary for sparse representation. The obtained
trained atoms were similar to the mammalian simple cell receptive fields, previously
Gabor filters weakly explained this receptive fields.
2.3.1 Method of Optimal Directions
Engan et al. [57] introduced one of the first methods to implement modern sparse
dictionary learning known as Method of Optimal Directions (MOD) proposed in 1999.
This kind of implementation paved new way for modern dictionary learning. The given
set of input examples Y = [y1 y2 . . .yN] ∈ Rm×N, the goal of this approach is to find
sparse matrix X = [x1 x2, . . .xN] ∈ RK×N and dictionary D = [d1 d2 . . .dK] ∈ Rm×K
by minimizing representation error
argmin
D,X
‖Y −DX‖2F subject to ∀i ‖xi‖0 ≤ T, (2.1)
where T and x are sparsity constraint and sparse vector, respectively. Notations ‖.‖0
and ‖.‖F denote l0 norm and Frobenius norm, respectively. This resulting optimization
problem is highly non-convex, so optimization function finds its local minimum at best.
The MOD performs sparse coding and dictionary update alternatively as followed in
the similar training methods. In sparse coding stage, sparse coefficients over dictionary
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are determined for each signal separately using any standard sparse coding algorithm.
And this dictionary can be updated in direct way, D = YXT(XXT)−1 by solving (2.1).
The MOD needs only few iterations to converge and reaches at local minima. This
dictionary update involves matrix inverse which claims relatively much computational
complexity. Many subsequent works are concentrated on reducing this complexity,
which led other state of the art approaches to train the dictionary efficiently.
2.3.2 Online dictionary learning
Online dictionary learning (ODL) [58] is highly used in the area of image and video
processing, which is able to handle large datasets and computationally very effective.
The ODL has two important steps: one is sparse coding in which l1 norm based
regularization used as follows
argmin
x
‖y −Dx‖2F + λ‖x‖1, (2.2)
where λ denotes regularization parameter and the constraint l1 norm is applied on
the sparse vector x ∈ RK . To obtain sparse solution, ODL uses least-angle regression
(LARS) [59] which efficiently implements the least absolute shrinkage and selection
operator (LASSO) [60]. The lasso is l1 regularized selection procedure known as basis
pursuit [11,55]. In the second step of ODL, the dictionary atoms are updated using the
obtained sparse vectors xi’s and their corresponding input yi’s. The block coordinate
descent is used to update each dictionary atom and new dictionary is obtained by
minimizing the optimization function
argmin
D∈C
1
n
n∑
i=1
1
2
‖yi −Dxi‖2F + λ‖xi‖1, (2.3)
where C denotes convex set of matrices having the following constraint
C
.
= {D ∈ Rm×K s.t. ∀i = 1, . . . , K dTi di ≤ 1}.
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2.3.3 The K-SVD algorithm
Another efficient dictionary training for sparse signal representation was proposed by
Aharon et al. [61] in 2005, which is known as K-SVD dictionary learning. The K-
SVD uses sparse coding algorithm orthogonal matching pursuit (OMP) in which l0
norm is used for the constraint. The OMP [62] is a modification of matching pursuit
given by Mallat and Zhang [10]. The K-SVD is an improved version of MOD [57] in
which pseudo inverse is used to update the dictionary, whereas K-SVD uses singular
value decomposition (SVD) for the updation. As shown in equation 2.1, K-SVD also
performs sparse coding using OMP and dictionary update using SVD alternatively. In
this process of updation, each of the dictionary atom is updated sequentially. There
are K dictionary atoms, so it has to run K times. For instance, the kth dictionary
atom dk to be updated, error matrix Ek is obtained by removing dk and corresponding
sparse coefficients from error equation Y −DX, i.e. Ek = Y −
∑
j 6=k djx
j, where xj
is the jth row of sparse matrix X, that corresponds to dictionary atom dj. Now the
optimization function can be rewritten as∥∥∥Y −DX∥∥∥2
F
=
∥∥∥Y −∑
j 6=k
djx
j − dkxk
∥∥∥
=
∥∥∥Ek − dkxk∥∥∥2
F
. (2.4)
To maintain sparsity, the input samples which are not used by atom dk can be removed.
This can be achieved by removing zero coefficients from xk and denoted as xkR, then
corresponding columns from Ek to be removed and denoted as E
R
k . The equation (2.4)
is rewritten as ‖ERk − dkxkR‖2F and matrix ERk to be decomposed by SVD to update
dictionary atom dk.
2.4 DISCRIMINATIVE DICTIONARY LEARNING
Discriminative dictionary learning finds dictionary especially for classification tasks
because standard dictionary learning aims to represent training samples, not suit-
able for classification [63]. In this, the important thing is the discriminative ability
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of the dictionary to classify the input example from other classes. For face recog-
nition, a sparse representation based classification (SRC) was proposed by Wright
et al. [64] and reconstruction error is used as discriminative measure which results
better performance. This is a naive way of doing classification using dictionary and
authors never try to incorporate any discriminative component in dictionary learning
for classification. Mairal et al. [65] added a discriminative reconstruction constraint in
K-SVD dictionary learning to add discriminative ability among dictionaries, and these
learned dictionaries are used for texture segmentation and scene analysis. However,
this method does not utilize the discriminative ability of sparse coding coefficients.
This is considered in the improved version of [65] in which Mairal et al. [66] proposed
a discriminative dictionary learning by training a classifier for the sparse coding coeffi-
cients, and applied this method for digit recognition and texture classification. In [67],
more discriminative terms are added for tuning the dictionary learning into specific
task like semi-supervised learning. In this, unlabelled data are exploited by sparse
representation and effectively applied task like classification.
Pham et al. [68] trained linear classifier from dictionary and then the dictionary
is updated from the learned classifier. In this, it alternates until convergence which
results in better discriminative sparse representation for face recognition. As an ex-
tension to [68], Zhang et al. [69] proposed discriminative KSVD (DKSVD) for face
recognition. All these works in [66, 68, 69] learned a dictionary in which all classes
share dictionary atoms and also learned a classifier of coefficients for the classifica-
tion purpose. However, the shared dictionary may loose the correspondence between
the class labels and the dictionary atoms, and whenever the number of classes and
size of training samples increase, the computational complexity of dictionary training
becomes high. Then for each class, Yang et al. [70] learned separate dictionary and
obtained impressive results for face recognition. Ramirez et al. [71] suggested specific
term for incoherence which is intended to keep the dictionaries of different classes as
independent as possible. Lobel et al. [1] used dictionary of linear classifiers to encode
mid level representations from different regions of an image. These classifiers are ap-
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plied to max pooling strategy and feature descriptor to make total energy of an image
as linear combination of max functions to obtain discriminative and compact visual
words. Liu et al. [4] introduced probabilistic framework for merging criteria to produce
well representative codebook. As we have seen, generally, reconstruction error corre-
sponds to classes has been used as the discriminative information for classification.
Here, we discuss some of the important works in discriminative dictionary learning.
2.4.1 Fisher discriminative dictionary learning (FDDL)
Yang et al. [63] proposes a new way to obtain discriminative dictionary for the clas-
sification purpose by incorporating modification to the reconstruction error function
posed in (2.1). This new discriminative learning framework includes the Fisher dis-
crimination criterion [72] to learn a structured dictionary in which dictionary atoms
are associated with class labels, so that for classification, the reconstruction error cor-
responds to each class has been used. The Fisher discrimination criterion is applied
on the sparse coding coefficients apart from imposing class specific constraints which
ultimately produce discriminative sub-dictionaries for classification. In this method,
the dictionary is split into n disjoint sets which indicate different classes.
Let Y = [Y1 Y2 . . .Yn] ∈ Rm×N be the N input samples from all classes and
Yi = [y1 y2 . . .yni ] ∈ Rm×ni are the samples belong to class i. The dictionary
D = [D1 D2 . . .Dn] ∈ Rm×K and sparse matrix X = [X1 X2 . . .Xn] ∈ RK×N are
obtained from the given input Y. The set Xi ∈ RK×ni can be further decomposed
as Xi = [(X
1
i )
T . . . (Xji )
T . . . (XLi )
T ], where Xji ∈ Rkj×ni are the coefficients obtained
using samples Yi ∈ Rm×ni over the dictionary atoms in Dj ∈ Rm×kj . Now the ob-
jective function is formulated as similar to [69] for discriminative dictionary learning.
The objective function in FDDL consists of two parts. In the first part, authors try
to improve the reconstruction error function posed in (2.1) and in the second part,
Fisher discriminative criterion is added for further improvement of discriminability in
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the dictionary. The first part is formulated as
r(Yi,D,Xi) = ‖Yi −DXi
∥∥∥2
F
+ ‖Yi −DiXii
∥∥∥2
F
+
L∑
j=1
j 6=i
‖DjXji
∥∥∥2
F
. (2.5)
The first term for the representation of samples in the ith class based on all dictionary
atoms whereas second term utilizes only dictionary atoms belong to the ith class for
the representation. The third term enforces self-reliance on ith class and reduces the
relation with other classes. Fisher Discriminant Criterion has been used in the second
part of optimization formulation. Two scatter functions are used for the representation,
one is for within class SW (X) and another is for between class SB(X).
SW (X) =
L∑
i=1
∑
xk∈Xi
(xk − µi)(xk − µi)T ,
SB(X) =
L∑
i=1
ni(µi − µ)(µi − µ)T ,
(2.6)
where µ, µi ∈ RK×1 denote mean vectors of sparse vectors in X and Xi, respectively.
Here, we minimize the function SW (X) while maximizing SB(X), then combine equa-
tion (2.5) and (2.6) to obtain final objective function
argmin
D,X
L∑
i=1
r(Yi,D,Xi) + λ1‖X‖1 + λ2[tr(SW (X)− SB(X)) + η‖X‖2F ].
The term ‖X‖2F serves as a regularization. Based on this work, Cai et al. [73] introduce
a discriminative dictionary learning model based on support vector. In [74], authors
used Fisher discriminative dictionary learning to map data from various modalities to
common subspace in which inherent relationship between different modalities become
evident.
2.4.2 Label-Consistent KSVD (LC-KSVD)
The other discriminative dictionary learning method has been proposed in [75, 76].
In this classification parameters are passes along with dictionary learning parameters
23
ie., all the parameters are combined to form one objective function are learned by
standard K-SVD dictionary learning algorithm. Then the additional terms are added
to the standard optimization function as
argmin
D,T,Θ,X
‖Y −DX
∥∥∥2
F
+ α‖Q−TX
∥∥∥2
F
+ ‖H−ΘX
∥∥∥2
F
s.t. ∀i ‖xi‖0 ≤ q. (2.7)
The second term encourages the sparse coefficients to be discriminative. The matrix
Q = [q1,q2, . . .qN ] ∈ RK×N denotes sparse matrix for discrimination in which the
coefficient qi,j is 1 if the class of the dictionary atom di matches with input signal yj
and 0 if they do not match. This term encourages similar sparse code for the input
samples belong to the same class than sparse codes from other classes. One more term
is added for classification error in which H = [h1,h2, . . .hN ] ∈ RL×N denotes label
matrix that corresponds to all input samples where hi,j = 1 if the input sample yi
belong to the jth class and 0 otherwise. Now the optimization function becomes
argmin
Dnew,X
‖Ynew −DnewX
∥∥∥2
F
subject to ∀i ‖xi‖0 ≤ q, (2.8)
where Ynew = (Y
T ,
√
αQT ,
√
βHT )T ∈ R(m+K+L)×N and Dnew = (DT ,
√
αTT ,
√
βΘT )T ∈
R(m+K+L)×K . Now the standard K-SVD algorithm has been used to solve the opti-
mization function obtained in (2.8).
2.4.3 Information theoretic approaches for discriminative dictionary
Many machine learning applications have been used the mutual information as a simi-
larity measure [3,77]. In [78] [79], Krause et al. worked on optimal placement of sensors
to measure temperature based on Gaussian process (GP) using maximum mutual in-
formation which ultimately reduces the communication costs. Based on this work in
[78], Qiu et al. [3] learnt input data using K-SVD dictionary learning and then choose
atoms by maximizing mutual information between chosen and non-chosen atoms. To
ensure enough representation of all classes in the learned dictionary, they also max-
imize mutual information among classes. But Gaussian Process (GP) model is used
for sparse representation, so the matrix inverse is to be computed which claims more
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computational time. In [2], authors maximize mutual information between chosen and
non-chosen atoms, between class labels and sparse codes, between selected atoms and
input signals, and then gradient ascent algorithm is used to update the dictionary to
obtain discriminative dictionary.
Liu and Shah [80] extract 3D interest points refers to video words and optimize
these video words by maximizing mutual information to learn human actions. Lee
et al. [77] determine similaity between two activity vectors which are obtained from
different cameras based on maximization of mutual information. In [81], codebooks are
learned by minimizing the loss of information for image classification and segmentation.
Information theoretic approaches are effective measure to calculate the amount of
information retains after learning dictionary from input data. In the deep neural
network, Tishby et al. [82] systematically measure loss of information while learning
through each layer.
2.5 ISSUES ADDRESSED IN DISCRIMINATIVE DICTIONARY
LEARNING
The existing approaches to obtain discriminative dictionary are an attempt to im-
prove discriminability of dictionary for classification task. The progress of attaining
discriminative dictionary is still in its infancy, a long way to go. In dictionary learn-
ing, it inherently contains redundant dictionary atoms which improve sparsity while
reconstructing signals. But in the context of discriminative learning, redundant dic-
tionary atoms can be removed while retaining discriminative atoms. We address this
problem by incorporating information bottleneck approach to remove redundant dic-
tionary atoms. This approach not only provides discriminative dictionary, but also
gives compact dictionary which led to the computational efficiency of classification
tasks.
Kernelization is also introduced to improve discriminability among dictionaries.
The implementation of kernel dictionary learning is still a challenging task, need to
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be addressed. To address this issue, we propose an efficient method to incorporate
kernelization among dictionaries. In this approach, we introduce a new sampling
technique to approximate large kernel matrix. We also exploit underlying coherency
among examples to obtain discriminative dictionary. Whenever coherency is high, it
ensures compact discriminative dictionary for classification.
2.6 SUMMARY
In this chapter, history of transforms, dictionaries and some of the notable exist-
ing approaches in discriminative learning were reviewed. Also, different analytic and
adaptive dictionaries are discussed which describe the ability of adaptive learning to
represent complex structure of natural signals than analytic approaches. The dictio-
nary learning is the core area in modern signal processing because of its high ability
of representation, nature of adapatability and state of the art results. The goal of at-
taining suitable dictionary for classification is an interesting topic in machine learning
community because dictionary learning provides an efficient way for learning. Based
on the review over many literatures, the quest for compact and dicriminative dictio-
nary is essential and need to be addressed. In this thesis, we propose novel methods
to build compact and discriminative dictionaries for classification.
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CHAPTER 3
DICTIONARY LEARNING FOR CLASSIFICATION
Sparse based approaches are widely used in the area of signal processing especially
in image and video applications. Object tracking, image charecterization, image de-
noising, video super resolution, face hallucination, image quality assessment, action
recognition are some of the fields where sparse representation has been extensively
used. The sparse representation reconstructs the input signal using linear combina-
tion of sparse set of fundamental units, aka atoms, which are often grouped into a
structure called dictionary [83] [84]. It is preferred to have overcomplete dictionary
which results better representation while having more sparsity. In this overcomplete
dictionary, there are more number of unknowns than equations so the signal can have
more than one representations.
In this chapter, we discuss naive classification approach using dictionary learning.
The Section 3.1 describes the learning of dictionary from the input data and Section
3.2 details the labeling of dictionary atoms from atom distribution over the classes. In
the Section 3.3, we discuss action videos classification using dictionary learning with
two discriminative measures: projection and reconstruction error. The experiments
and performance evaluation are detailed in the Section 3.4 and finally, Section 3.5
summarizes the work.
3.1 LEARNING INPUT DATA
We use K-SVD dictionary learning which adaptively learns input data into dictionary
and guarantees to converge at local optimum [61]. As we discussed earlier, K-SVD
dictionary learning performs sparse coding and dictionary update alternatively. The
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sparse coding determines non-zero coefficients of dictionary atoms for the reconstruc-
tion. The sparse vector x contains the coefficients for reconstruction and we would
prefer the sparse vector of having maximum number of zero coefficients. The con-
straints are enforced for further reduction of the number of non zero components in
the sparse solution. These constraints are either based on reconstruction error or fixed
number of sparsity. Here,we have used sparsity based constraint to learn the dictio-
nary. The l0 norm and l1 norm are most widely used sparse constraints in many sparse
coding algorithms. The K-SVD dictionary learning uses OMP for sparse coding, which
uses l0 norm. In the learning process, the dictionary D is fixed to obtain sparse matrix
X which minimizes squared error ‖Y −DX‖2F in sparse coding stage, then X is used
to update the dictionary. The optimization function becomes
argmin
D,X
‖Y −DX‖2F subject to ∀i ‖xi‖0 ≤ T, (3.1)
where ‖.‖0 denotes l0 norm, number of non zeros values in sparse vector xi restricted
to constraint T , and ‖.‖F denotes Frobenius norm which is matrix norm, defined as
the sum of the absolute squares of its elements. To update the dictionary D, every
column of D is to be updated and X is fixed during updation. Each dictionary atom
dk is to be updated separately, so the updation procedure has to run K times. Here,
we learn separate dictionaries for each of the classes and learned dictionaries will be
used for classification.
3.2 ATOM DISTRIBUTION AND SHARING
There are two ways to learn the dictionary: one is to obtain single dictionary for all
classes of data and another is to learn separate dictionaries for each of the classes.
When we learn single dictionary from all classes of input examples, then there is
an issue of labeling learned dictionary atoms. The label of each dictionary atom
is necessary for classifying test samples. The distribution of each dictionary atom
gives important information regarding the class of the atom. Each row in the sparse
matrix X gives the distribution of corresponding dictionary atom among classes, ie.,
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the distribution of sparse coefficients of dictionary atom dk lies on the k
th row of
the sparse matrix. The label of the dictionary atom dk can be determined based on
the contribution of dk in each class and this can be observed from the distribution
of dictionary atom dk in the sparse matrix. So, the label is assigned based on the
maximum contribution of dk among different classes in C, i.e.,
argmax
c
Nc∑
i=1
|xk,i| , ∀c ∈ C (3.2)
where xk,i denotes k
th element of sparse vector xi and Nc is number of input vectors
in class c. In other way, we can say that the maximum amount of class informa-
tion contained in the dictionary atom determines the label of the dictionary atom.
This is maximum a posterior probability of p(c|dk). Figure 3.1 shows 20 dictionary
atoms which are learned from the USPS digit dataset [85] and Table 3.1 shows the
corresponding labels obtained using our approach. This clearly shows our approach
determines almost correct labels of the dictionary atoms. These dictionary atoms can
be shared among different classes if it contributes equally to more than one class which
ultimately helps overall recognition task. The sparse distribution of dictionary atoms
can be used to compare the similarity among dictionary atoms.
3.3 ACTION VIDEO CLASSIFICATION
Videos are basically time series data. There are many classical approaches for classi-
fication of time series data such as hidden markov model (HMM) [86], dynamic time
wrapping (DTW) [87], move split merge (MSM) [88], recently deep learning [89, 90].
In [91], Zhang et al. work with human action recognition using sparse coding spatial
pyramid matching. The Spatio temporal interest points (STIP) from video sequence
are projected onto three orthogonal planes to preserve the layout of STIPs. In this
work, we use dictionary learning technique to classify action videos.
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Fig. 3.1: The dictionary atoms obtained after learning USPS digit dataset
3.3.1 Features
Low level and mid level features are widely used in action recognition. Semantically
rich features became more important now a days for the efficient representation of
videos. For better motion representation to detect unusual events, Wang and Liu [92]
suggested random local feature (RLF) which describes the spatio-temporal information
of depth image. Jargalsaikhan [93] et al. construct 3D volume along sparse motion
trajectories instead of dense trajectories and extract different features like histogram of
oriented gradient (HOG), histogram of optical flow (HOF), motion boundary histogram
(MBH), trajectory descriptor (TD) etc. to create bag of features (BoF). Wang et al.
[94] proposed high level concept action unit to represent human actions in videos .
In this, authors proposed context-aware spatial-temporal descriptor to improve the
discriminability of the traditionally used local spatial-temporal descriptors and based
on the statistics from this descriptor, action unit is derived from the context aware
descriptor using graph regularized non-negative matrix factorization, which provides
more geometrical information. Action bank, a high level representation of videos,
which consists of output of many action detectors that gives a correlation volume. In
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Table 3.1: The labels obtained using our approach, which are corresponds to dictio-
nary atoms in Figure 3.1
4 1 7 0 3
0 5 2 7 9
0 1 0 3 0
8 6 8 4 2
this work, we have used action bank features which have been proposed by Sadanand
and Corso in their work [95].
3.3.2 Classification approach
The learned dictionaries from K-SVD learning are used for classification of action
videos. Two different measures, reconstruction error and projection, are applied to get
discriminative information for this classification task. The dictionary D is obtained by
concatenation of all learned dictionaries of each action video category. Let us consider
there are m action categories, then the dictionary D becomes
D = [d1,1 . . .d1,n,d2,1 . . .d2,n . . . . . .dm,1 . . .dm,n].
The learned dictionary Dk = [dk,1 . . .dk,n] denotes k
th action category which contains n
column vectors or dictionary atoms. The test vector y can be approximated as a linear
combination of few atoms over the dictionary Dk of each action category, y ≈ Dkxk,
the sparse vector xk contains coefficients of the dictionary atoms in k
th dictionary Dk
31
for the reconstruction of test vector y. Here, the sparse coding algorithm OMP is used
to obtain sparse vector xk for the dictionary Dk using the test vector y
xk = OMP(Dk,y, T ), k = 1 . . .m (3.3)
where T is the sparse constraint. Now we can find reconstruction error rk of k
th action
category for the test vector y using dictionary Dk and corresponding sparse vector xk.
Then the reconstruction error rk becomes
rk = ‖y −Dkxk‖22. (3.4)
Then we can form reconstruction error vector r = [r1, r2, . . . , rm]
T which contains
reconstruction errors of y from m dictionaries. The minimum reconstruction error
determines action category of the test vector y. Projection is another discriminative
measure we used here for classification. The test vector y is projected on to each of
the dictionaries for the classification of action videos. The projection matrix Pk of k
th
dictionary Dk is constructed as
Pk = Dk(D
T
kDk)
−1DTk . (3.5)
This projection matrix Pi is used to project test vector y onto the dictionary Di. Then
norm of the projection of test vector y can be considered as discriminative measure
for the classification. The norm pk of projection of y on the dictionary atoms in Dk is
pk = ‖Pi y‖2. (3.6)
Similar to reconstruction error, we can form projection vector p = [p1, p2, . . . , pm]
T
contains norms of projection of y onto m dictionaries. The maximum projection indi-
cates more correlation of test vector y to the vector space generated by the dictionary
atoms in the corresponding dictionary. This ultimately gives the action category of
test vector y.
We can use both reconstruction error and projection together for classification by
assigning weights to them, so that, we can utilize the advantages of both discriminative
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measures to improve the classification. For this purpose, the reconstruction vector
r to be sorted in ascending order because minimum reconstruction gives the class
information. Similarly, projection vector p is to be sorted in descending order because
maximum projection gives class information. The weights are assigned such that lowest
reconstruction error and highest projection are awarded maximum weights. Then, the
final score is calculated by adding corresponding weights of each action category for
decision making in classification. Suppose we have 5 action categories: action A,
action B, action C, action D, and action E, then the corresponding reconstruction
error vector r = [rA, rB, rC , rD, rE]
T and projection vector p = [pA, pB, pC , pD, pE]
T .
After sorting reconstruction vector r in ascending order and projection vector p in
descending order, the weights are assigned to both r and p as shown in the Table 3.2.
Table 3.2: Weights given to both reconstruction error vector r and projection vector
p
r weightage p weightage
rB 5 pD 5
rC 4 pC 4
rE 3 pE 3
rD 2 pB 2
rA 1 pA 1
Then the final score of each class can be determined by adding corresponding
weights as shown in Table 3.3. The action category which is having maximum score
will be assigned to test vector y. In the above example, test vector y belongs to action
category C. This approach tries to reduce error occurring in reconstruction error and
projection. The intuition is that, the actual action category of test vector will always
reside among top of the sorted vectors of r and p.
33
Table 3.3: Final weights assigned to each action category
Category Final score
A 2
B 7
C 8
D 7
E 6
3.4 EXPERIMENTAL RESULTS
In our experiment, action videos are classified in 3 ways, namely, reconstruction error
based, projection based, and weights given to both reconstruction error and projection.
In reconstruction error based method, action category belonging to minimum recon-
struction error is assigned to test video. In projection based method, action category
belonging to maximum projection is assigned to test video. In the third method, total
score is calculated as explained in section 3.3.2 and then action category belonging to
maximum score is assigned to test video. The experiments are conducted with standard
action datasets KTH [96], UCF50 [97] and HMDB51 [98]. The UCF50 and HMDB51
are more challenging and realistic dataset compared to KTH action dataset. For each
action category, the dictionary has been learned by K-SVD dictionary learning. All
results are taken as the average of 5 iterations and size of the learned dictionary and
sparsity constraint are determined empirically. We achieved comaprably better results
as shown in Table 3.4. Action bank [95] is used as feature vector for the dictionary.
3.4.1 Evaluation on KTH action dataset
In this dataset, there are 25 different subjects performing 6 different actions, which are
walking, jogging, running, boxing, hand waving, and hand clapping. The data are par-
titioned into 3 folds: 2 folds used as training data, remaining one as testing data. The
size of the learned dictionary is set to 20% of training data and we considered sparsity
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Table 3.4: Overall classification performance (figures in %)
Classifier KTH UCF50 HMDB51
SVM [95] 98.20 57.90 26.90
Reconstruction Error 97.22 55.74 22.64
Projection 97.69 59.30 18.60
Weighted method 97.22 56.49 23.62
constraint as T = 5. We obtained the performance accuracy of 97.7% (benchmark is
98.2% [95]) which is reasonably good when compared to benchmark result. As shown
in Table 3.5, all action videos belong to boxing, jogging, running, and walking are
correctly classified. In clapping and handwaving, few videos are misclassified because
there is lot of similarity between clapping and handwaving actions.
Table 3.5: KTH dataset: Confusion matrix of performance
boxing clapping handwaving jogging running walking
boxing 1 0 0 0 0 0
clapping 0 0.94 0.06 0 0 0
handwaving 0 0.08 0.92 0 0 0
jogging 0 0 0 1 0 0
running 0 0 0 0 1 0
walking 0 0 0 0 0 1
3.4.2 Evaluation on UCF50 action dataset
This is one of the challenging action datasets. There are 50 action categories and
6950 action videos in all categories. There are 25 persons performing actions in each
category. In this experiment, 2/3rd of action videos are considered for training and
remaining for testing. There are 50 dictionary atoms learned from each of the action
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categories and set the sparsity constraint T = 5. Here, we could achieve the classifica-
tion accuracy of 59.3% (benchmark is 57.9% [95]) which is better than the benchmark
result. The detailed classification results of each action category is shown in Table
3.6 and some of the actions such as punch, billiards, jumping jack, bench press are
showing good results.
Table 3.6: UCF50: Performance in each of the action categories in sorted order
Punch 0.96 HulaHoop 0.68 JugglingBalls 0.47
Billiards 0.94 Drumming 0.68 Swing 0.47
JumpingJack 0.93 Fencing 0.68 BaseballPitch 0.46
BenchPress 0.89 Kayaking 0.67 TennisSwing 0.45
HorseRiding 0.88 PullUps 0.63 VolleyballSpiking 0.45
HorseRace 0.86 Basketball 0.62 PlayingViolin 0.42
ThrowDiscus 0.84 Nunchucks 0.62 PizzaTossing 0.42
Mixing 0.83 HighJump 0.61 Biking 0.42
JumpRope 0.80 PushUps 0.57 SalsaSpin 0.41
RockClimbingIndoor 0.80 PlayingTabla 0.56 Diving 0.41
SkateBoarding 0.78 TaiChi 0.55 RopeClimbing 0.35
PlayingGuitar 0.77 MilitaryParade 0.52 PoleVault 0.28
PommelHorse 0.76 JavelinThrow 0.51 WalkingWithDog 0.27
BreastStroke 0.73 SoccerJuggling 0.50 TrampolineJumping 0.26
CleanAndJerk 0.70 YoYo 0.50 Lunges 0.26
GolfSwing 0.70 Rowing 0.49 Skijet 0.15
PlayingPiano 0.69 Skiing 0.48
3.4.3 Evaluation on HMDB action data
Here, we have conducted experiment with most challenging dataset. There are 51
actions categories and 6766 action videos in this dataset. In this experiment, the
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dataset is divided into 10 folds in which 9 folds are used for training and remaining one
for testing. From each action category, 50 dictionary atoms are learned and sparsity
contraint T is set to 5. In this experiment, the classification performance of 23.6% is
achieved (benchmark is 26.9% [95]), which is reasonably good result in this dataset.
This dataset being a challenging one, we need to extract more discriminative atoms
to improve the classification result. The Table 3.7 gives classification result of each
action category.
Table 3.7: HMDB51: Performance in each of the action categories in sorted order
catch 0.71 ride bike 0.32 kick ball 0.21 eat 0.08
golf 0.60 push 0.32 hug 0.21 climb stairs 0.08
laugh 0.60 turn 0.31 run 0.18 dive 0.07
walk 0.56 climb 0.31 cartwheel 0.17 sword exercise 0.07
smile 0.50 talk 0.30 flic flac 0.17 wave 0.06
pour 0.46 draw sword 0.29 sit 0.17 shoot gun 0.03
ride horse 0.45 hit 0.29 dribble 0.15 somersault 0.02
pullup 0.41 jump 0.28 sword 0.14 kick 0.00
brush hair 0.40 kiss 0.26 stand 0.14 punch 0.00
situp 0.40 shake hands 0.26 smoke 0.11 shoot ball 0.00
pushup 0.35 fencing 0.24 fall floor 0.09 swing baseball 0.00
clap 0.35 drink 0.22 pick 0.09 throw 0.00
shoot bow 0.32 handstand 0.22 chew 0.08
3.5 SUMMARY
In this chapter, we proposed dictionary learning based classification for action videos
with two discriminative measures, reconstruction error and projection. The combina-
tion of both discriminative measures can improve overall classification performance.
The projection discriminative measure is always not feasible, because the calculation
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of projection matrix involves the matrix inversion which causes the computational
overhead. The more challenging datasets escalate challenges in action video classifica-
tion. The dictionary learning provides good representation of data and it can be wisely
used for classification purpose. Action bank, high level feature, used here to represent
videos. Here, we have experimented three approaches for the classification of action
videos, viz. reconstruction error based, projection based, and weighted method. Our
experiments show that the learned dictionaries can effectively represent action videos
and also computationally effective. We can improve performance by building discrim-
inative dictionaries especially for classification tasks.
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CHAPTER 4
INFORMATION BOTTLENECK APPROACH FOR
COMPACT DISCRIMINATIVE DICTIONARY
The naive classification approach using standard dictionary learning was discussed in
previous chapter in which no discriminative dictionaries are considered. In this chap-
ter, an information theoretic approach is proposed to build compact discriminative
dictionary for classification tasks by reducing redundancy among atoms in the dictio-
nary. This approach squeezes relevant information with respect to classes for efficient
representation, which is referred to as information bottleneck. This is a constraint
information optimization problem such that mutual information among optimized dic-
tionary and initial dictionary is to be minimized when the constraint of mutual infor-
mation among class labels and optimized dictionary should be kept minimum. Here,
we optimize the dictionary which is learned using standard dictionary learning algo-
rithm. The distribution of dictionary atoms among classes are compared using the
distortion measure Jensen-Shannon divergence in which adaptive weights are calcu-
lated by observing the contribution of dictionary atom throughout the classes. Then
the redundant dictionary atoms are removed based on similarity and the final dictio-
nary becomes discriminative and compact, which retains relevant information while
keeping less number of atoms. The reconstruction error is used for classification to
demonstrate this approach by comparing performance of dictionary, before and after
the optimization.
The field of compact and discriminative representation from dictionary or code-
book has been extensively addressed and still much relevant in these days [1–5]. This
optimization problem has two phases, one is based on sparsity and another is based
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on the information bottleneck principle. In [5], discrminative and compact represen-
tation from visual data are obtained using twenty one binary descriptors and gradient
based approaches are used for discriminative tasks. In [99], Chen et al. proposed
discriminative visual phrase selection for mobile land recognition, in which loss of
disriminative information is reduced and commonalities across various categories are
removed. For mobile landmark recognition [100], comapct discriminative vocabulary
about context information are extracted. The sparse representation and dictionary
learning are very powerful tools which are highly applicable in the filed of machine
learning. In [101], each of the classes of images is learned as separate dictionaries in
which atoms contain common features among classes are shared. Mairal et al. learned
sparse based discriminative dictionaries [65, 66] for image classification in which all
classes are learned together. The important contributions of our proposed approach
are: (1) a new information theoretic approach for sparse based classification, (2) the
combination of dictionary learning and information bottleneck to build discriminative
and compact dictionaries, (3) the use of adaptive weights in the similarity measure
Jensen-Shannon divergence for the class distribution of each dictionary atom, which
determine similarity among atoms.
In this chapter, we discuss an information theoretic approach to obtain discrimina-
tive dictionary. In Section 4.1, design of compact and discriminative dictionary using
information bottleneck approach is described. The computation of information loss
using Jensen-Shannon divergence is detailed in Section 4.2. The Section 4.3 describes
removal of redundant dictionary atoms using the proposed approach. In Section 4.4,
we have conducted experiments with different datasets to evaluate the efficacy of the
proposed approach. Finally, section 4.5 summarizes the work and presents future
directions.
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4.1 BUILDING COMPACT AND DISCRIMINATIVE DICTIONARY
In this digital world, data growth is scaling up exponentially, so there is a necessity for
the efficient represention of visual data. Our goal is the optimization of dictionary such
that it maintains maximum discriminative infromation while keeping few number of
dictionary atoms for the purpose of classification. Althogh the dictionary learning has
been extensively used in signal reconstruction, this powerful tool can be efficiently used
for the classification purpose by designing discriminative dictionary. Moreover, the
large sized dictionary like overcomplete dictionary for signal reconstruction is not fea-
sible especially in real time machine learning applications such as classification, which
claim more computational and memory resources. In this work, first phase of the op-
timization is to obtain the dictionary D by training the input data Y = [y1 y2 . . .yN ],
then the obtained dictionary is further optimized using information bottleneck princi-
ple in the second phase of optimization. The segregation of discriminative dictionary
atoms is realized by removing the redundancy among dictionary atoms in D. The
removal of redundant dictionary atoms is a difficult task because there is a chance of
loosing discriminative information which may degrade the recognition performance.
In order to remove this redundancy among atoms in an efficient manner, we utilize
information bottleneck principle [102] in which redundant dictionary can be removed
while minimizing loss of discriminative information.
The main objective of this work is the extraction of good representative information
for discriminative tasks from the input data. In the first phase of optimization, the
input data Y ∈ Rm×N is optimized or learned into K dictionary atoms by K-SVD
dictionary learning. As we have seen in section 2.3.3, the K-SVD dictionary learning
uses OMP for sparse coding and SVD for dictionary update to obtain sparse matrix
X ∈ RK×N and dictionary D ∈ Rm×K , respectively. The optimization function is
formed as
argmin
D,X
‖Y −DX‖2F subject to ∀i ‖xi‖0 ≤ T, (4.1)
where ‖.‖F and ‖.‖0 denote Frobenius norm and l0 norm, respectively, and T is the
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sparsity constraint imposed on sparse vector x. In the sparse coding stage, the dictio-
nary D is fixed to obtain sparse matrix X while minimizing error function ‖Y −DX‖2F ,
whereas for the dictionary update stage, X is fixed to obtain D. The learned dictio-
nary D is not meant for discriminative tasks because it contains redundant dictionary
atoms which are not necessary for classification. In the next phase of optimization,
our aim is to remove redundant dictionary atoms in an efficient manner. In this, the
obtained dictionary D is considered as input and information theoretic approach is
used to remove redundancy in D which is explained in the following section.
4.1.1 Information bottleneck for optimization
Here, the information bottleneck principle is used to remove redundant dictionaries
from the learned dictionary D. Tishby et al. [103] [102] conceived the idea of informa-
tion bottleneck in late 1990’s. It was an attempt to address the semantic application
of information theoretic approach apart from its application flourished in the field of
communication during the middle of 20th century. Here, we use Jensen-Shannon di-
vergence [17] with adaptive weights to find similarity among dictionary atoms. This
is computationally effective similarity measure which results an efficient implemen-
tation when compared to similar kind of existing discriminative dictionary learning
approaches [2, 3, 78, 79] where calculation of inverse of the matrix consumes much
computational complexity.
In this, the main objective is to remove redundant dictionary atoms from the
learned dictionary D which is obtained from K-SVD dictionary training. More pre-
cisely, the signal d ∈ D is to be optimized in such a way that the signal d provides
information regarding another signal c ∈ C. The C and D denote the set notations
for class labels and dictionary, respectively. Here, the goal is the compression of dic-
tionary D into D˜ when keeping as much as information regarding C. For future use,
the random variable notations of D, D˜, and C are as D, D˜, and C, respectively. As we
mentioned, predicting C from D˜ should be as close as possible to predicting C from D,
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so we need to optimize the rules D→ D˜ and D˜→ C.
In this constraint information optimization problem, the mutual information be-
tween D˜ and D to be minimized while constraint of mutual information among C and
D˜ should keep as maximum as possible. Consider discrete random variable D˜ from
alphabet D, the entropy H(D˜) becomes
H(D˜) = −
∑
d˜∈D
p(d˜) log p(d˜), (4.2)
and H(D˜|D) denotes conditional entropy as
H(D˜|D) = −
∑
d˜
∑
d
p(d˜, d) log p(d˜|d). (4.3)
Then the mutual information I(D˜;D) among D˜ and D becomes
I(D˜;D) = H(D˜)−H(D˜|D)
=
∑
d˜
∑
d
p(d˜, d) log
p(d˜, d)
p(d˜)p(d)
=
∑
d˜
∑
d
p(d)p(d˜|d) log p(d˜|d)
p(d˜)
. (4.4)
Information bottleneck approach can be effectively utilized to remove the redun-
dant dictionary atoms. The dictionary atoms in D˜ form bottleneck where the infor-
mation, that D contains about C, is squeezed. This can be compared with trade-off
between rate and distortion as in the rate distortion function, R(D), [104] in which the
rate R is focussed on better representation while the distortion D refers compression.
Then the tolerable distortion in achievable rate is the important issue to be addressed.
In [102, 103], this problem is formulated as a constrained information optimization
problem to keep relevant information for semantic applications.
To determine discriminative dictionary atoms, the compressed dictionary D˜ is to
be obtained from D whereas D˜ should keep maximum information regarding C. The
data processing inequality [104] gives Markov chain D˜ → D → C, which derives the
amount of mutual information among D˜ and C cannot be greater than original mutual
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information among D about C as
I(D˜;C) ≤ I(D;C). (4.5)
This optimization problem is formulated such that the constraint I(D˜;C) should be
as high as possible while minimizing the mutual information I(D˜;D). To solve this
problem, now we can formulate the optimization function as
argmin
p(d˜),p(d˜|d)
I(D˜;D)− βI(D˜;C), (4.6)
where β indicates the Lagrange multiplier. By minimizing optimization fuction in
(4.6), the self consistent equations p(d˜|d) and p(d˜) can be obtained . We can solve
this problem using a well known iterative procedure called Blahut-Arimoto Algorithm
[105]. The self consistent equations p(d˜|d) and p(d˜) by minimizing mutual information
with respect to distortion dist(d˜, d). The (t+1)th update of this iterative procedure is
given by
 pt+1(d˜) =
∑
d p(d)pt(d˜|d)
pt+1(d˜|d) = pt(d˜)exp(−β dist(d˜,d))∑
d˜ pt(d˜)exp(−β dist(d˜,d))
.
(4.7)
These iterations converge to a unique minimum in the convex set of two distributions
[104] [105].
The optimal assignments, which minimize (4.6), satisfy the equation,
p(d˜|d) = pt(d˜)N (d, β)exp
[
− β
∑
c
p(c|d˜)logp(c|d˜)
p(c|d)
]
, (4.8)
where N (d, β) denotes normalization function. The details of this proof can be seen in
[103]. The distribution p(c|d˜) is obtained using Markov chain D˜→ D→ C and Bayes’
rule,
p(c|d˜) =
∑
d
p(c|d)p(d|d˜)
=
1
p(d˜)
∑
d
p(c|d)p(d˜|d)p(d) (4.9)
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and,
p(d˜) =
∑
d
p(d˜|d)p(d). (4.10)
The Kullback-Leibler divergence or relative entropy [16] is a well known similarity mea-
sure between two probability distributions. Consider two probability mass functions
q(x) and p(x), then Kullback-Leibler divergence becomes
D(q||p) =
∑
x
q(x)log
q(x)
p(x)
. (4.11)
Now the equation (4.8) can be written as
p(d˜|d) = pt(d˜)N (d, β)exp
[
− β D(p(c|d˜)||p(c|d))]. (4.12)
We can notice that the distortion measure in (4.7) is replaced by Kullback-Leibler
divergence. It makes sense because this is a natural distortion measure to find distance
between distributions p(c|d˜) and p(c|d). In this work, we replace Kullback-Leibler
divergence with Jensen-Shannon divergence because we can weigh the distributions of
class given dictionary atom in the Jensen-Shannon divergence for better comparison
and the change in mutual information, δIc, is also determined in an efficient manner
which are explained in the following section.
4.2 JENSEN-SHANNON (JS) DIVERGENCE WITH
ADAPTIVE WEIGHTS
As we have seen in section 1.3.4, Jensen-Shannon divergence can be used for more
than two distributions and weights can be assigned to each of the distributions. Unlike
Kullback-Leibler divergence, JS divergence is symmetric. These properties of Jensen-
Shannon divergence are very helpful in our context. In this work, we efficiently merge
similar dictionary atoms using Jenson-Shannon divergence and these merging steps
are explained in section 4.3. Here, we discuss how to find similar dictionary atoms
for merging. From the information bottleneck principle, we obtained the probability
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distributions in section 4.1.1 which can be used to calculate the mutual information.
So, the loss of information can be calculated among dictionary atoms and based on
minimum information loss, atoms can be merged. The information loss or change in
information, ie. δIc, can be defined as
δIc = I(Zm;C)− I(Zm−1;C). (4.13)
The information loss is calculated for every possible pair in Zm (Zm is the current m-
partition, each partition consists of dictionary atoms and Zm−1 be the partition after
merging a pair in Zm). It is a greedy way of problem solving where we look for best
possible merge for every pair and can find most similar partitions. Using the formula
in (4.13), O(m.|C|) operations are required for each pair. This computation can be
improved using the distortion measure Jensen-Shannon divergence, where only O(|C|)
operations are required to calculate mutual information loss after merging process.
The mutual information loss, δIc, can be written in terms of JS divergence [102] as
δIc =
(
p(zi) + p(zj)
)
JSpi
(
p(c|zi), p(c|zj)
)
, (4.14)
where weights pi = [pii, pij]. The distributions p(c|zi) and p(c|zj) are assigned weights
pii and pij, respectively. In this, weights are adaptive, which depends probability of
corresponding dictionary atom or partition. The values of these adaptive weights
are obtained based on the contribution of dictionary atom among different classes.
Here, we give more weightage to distribution such that the dictionary atom is used
by maximum number input samples in all classes. The weights pii and pij can be
formulated as
pii =
p(zi)
p(zi) + p(zj)
pij =
p(zj)
p(zi) + p(zj)
(4.15)
The JS divergence is computationally effective to determine information loss by com-
paring the distributions p(c|zi) and p(c|zj), which will detect most similar dictionary
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atoms. The loss of mutual information, δIc, is depicted in figure 4.1 during the re-
moval of dictionary atoms. As you can observe in the figure, the information loss raised
quickly after particular point where we can stop the process of removing dictionary
atoms. It can be seen that the loss of information increases rapidly after a particular
point where we can stop the removal of redundant dictionary atoms. From the figure
4.1, it can be concluded that we can decide the optimal number of dictionary atoms
in the final dictionary by observing loss of information.
Fig. 4.1: KTH dataset: Information loss, δIc, during the removal of dictionary
atoms.
4.3 REMOVAL OF REDUNDANT DICTIONARY ATOMS
In order to remove redundancy among dictionary atoms, we need to merge similar
dictionary atoms obtained in section 4.2 using Jensen-Shannon divergence. In this
section, we discuss merging process for the removal of atoms and updating of proba-
bility distribution after the removal redundant atoms. The self consistent equations
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are taken based on agglomerative information bottleneck principle [102] in which β in
(4.8) become∞. Here, we use one new variable Z to avoid confusion and variable Z is
initialized with D. In this, the relation between Z and Z˜ is just one step away in the
process of merging, i.e., compressed representation Z˜ is obtained after merging atoms
in Z. To merge dictionary atoms, the initialization becomes
Z = D, zi = di (4.16)
p(c|zi) = p(c|di) for every c ∈ C, (4.17)
p(zi|dj) =
 1 if j=i0 otherwise (4.18)
and compute distances for every i, j ∈ {1, . . . , N}, i < j
Si,j =
(
p(zi) + p(zj)
)
JSpi
[
p(c|zi), p(c|zj)
]
(4.19)
The distance matrix S is a lower triangular matrix and lowest entry in the matrix
determine similar atoms in the process of merging. The updation of corresponding
probabilities are to be carried out after merging dictionary atoms. Here, at a time,
two similar atoms are merged rather than more than two dictionary atoms. This
helps to understand the information loss at each step of merging and we can take
decision regarding the optimal number dictionary atoms in the final dictionary. In the
process of merging, the redundant atoms are removed with minimum discriminative
information loss. This can be easily obtained from the distance matrix S as
< u, v >= argmin
i,j
(Si,j), (4.20)
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and merge atoms as (zu, zv) → z˜. After merge, the probabilities related to merged
dictionary atom, z˜, is to be updated as
p(z˜) = p(zu) + p(zv) (4.21)
p(c|z˜) = 1
p(z˜)
(
p(zu, c) + p(zv, c)
)
(4.22)
p(z˜|dj) =
 1 if dj ∈ z˜0 otherwise
Z =
{
Z− {zu, zv}
}
∪
{
z˜
}
(4.23)
The distance matrix S is to be updated such that distance between z˜ and remaining
zi’s are to be inserted and entries correspond to zu and zv are to be removed. This
approach gives an efficient way of removing redundancy in the learned dictionary
and the process of merging can be stopped at the point where the information loss,
δIc, is as minimum as possible. This helps to approximate the minimum number of
dictionary atoms to be retained without loosing much discriminative information. One
representative is atom to be selected as the mean of grouped dictionary atoms from
each merged group. Next we conduct experiments to validate how good this optimized
dictionary is.
4.4 EXPERIMENTAL RESULTS
We use different benchmark datasets for the evaluation of the proposed optimiza-
tion approach. For the experiment, we have used USPS digit database [85], AR face
database [106] and three action datasets, namely, UCF sports [97], KTH [96], and
HMDB51 [98]. The action datasets are represented by action bank features which are
used by Sadanand and Corso in their work [95]. The action bank features comprise
of many individual action detectors which constitute mid-level representation of ac-
tion data and carry rich semantic information. For all databases, feature vectors are
stacked as matrix. Moreover, each feature vector is mean extracted and normalized to
unit l2 norm. The K-SVD dictionary learning is used to obtain initial dictionary. In
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this experiment, we have performed 20 dictionary learning iterations and the sparsity
constraint T is determined empirically.
Information bottleneck approach is used for the further optimization of learned
dictionary as described in section 4.1.1 and this optimized dictionary is used in the ex-
perimental evaluation. In [3], the learned dictionary is optimized by comparing sparse
decompositions in terms of mutual information using Guassian process. In this, inverse
of covariance of sparse matrix is to be determined which is computationally expensive.
In our method, instead of computing inverse of the matrix, we used computationally
efficient Jensen-Shannon divergence to compare distributions as explained earlier. The
recognition accuracies are determined based on the minimum reconstruction error as
discussed in the chapter 3. We also compare our approach with traditional classifiers
such as K nearest neighbor (KNN), support vector machine (SVM) etc. All exper-
iments are conducted on the same machine and execution time of classification and
dictionary optimization are determined to compare with other similar approaches.
Fig. 4.2: Standard K-SVD algorithms is applied to obtain dictionary atoms of USPS
digit dataset
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Fig. 4.3: Proposed approach is applied to obtain dictionary atoms of USPS digit
dataset
4.4.1 Evaluation on USPS digit dataset
The USPS database consists of handwritten digits of 0-9 which constitute 10 classes.
There are 7291 training and 2007 test images of digits of size 16 × 16 which become
feature vector of dimension 256. The figures 4.2 and 4.3 compare dictionary atoms
obtained directly and proposed approach. The figure 4.2 gives visualization of dic-
tionary atoms obtained using the direct application of K-SVD dictionary learning on
USPS data. Whereas figure 4.3 visualizes dictionary atoms obtained after removing
dictionary atoms using proposed approach from the initial dictionary of size 100. It
can be observed that atoms in figure 4.3 are more discriminative than figure 4.2 which
shows our optimization method tries to retain maximum discriminative atoms than
direct approach.
First, we evaluate the removal of dictionary atoms does not affect classification
accuracy. For the experiment, 40, 30 and 10 dictionary atoms are learned from each
class which constitute dictionary of size 400, 300, and 100, respectively. The sparsity
constraint T is taken as 5. Table 4.1 shows classification accuracy and time of the
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initial dictionary and optimized ditionary in which it preserves the accuracy even af-
ter removing redundant dictionary atoms. The maximum performance we achieved is
97.2% which is comparable to other approaches [12]. Table 4.2 compares the classifica-
tion accuracy and time with other traditional approaches. Our approach shows good
computational efficiency in classification when compared to SVM and KNN. Another
impact of our approach is the time taken for the optimization process. We compare
our method with other similar methods MMI, MMI-1 [3], Table 4.3 shows proposed
approach clearly outperforms other methods in computational aspects. Table 4.4 in-
dicates adaptive weightages help to merge similar dictionary atoms compared to equal
weghtages (at a time only two distributions are compared, so weights are 0.5 and 0.5)
and this adaptive weights improve overall accuracy.
4.4.2 Evaluation on AR face dataset
The original AR Face database contains 4000 color images of faces from 126 people,
namely, 70 men and 56 women. The frontal view face images are taken based on
different facial expressions, illumination conditions, occlusions etc. Following the ex-
periments in [76], 2600 images were chosen from first 50 classes of males and first 50
classes of females, so total 100 classes for the experiment. Each class has 26 images
in which 20 for training and remaining for testing. As you can see in Table 4.1, dic-
tionary is learned with the size of 1500 atoms because the number of classes are high
and we obtained 94.6% accuracy which is comparable to [12, 76]. The atom removal
from dictionary of size 800 causes much performance degradation due to loss of more
discriminative information. Table 4.2 gives performance comparison of the proposed
method with KNN and SVM. It can be observed that the proposed dictionary learning
method performs better than KNN and SVM in terms of both classification accuracy
and time. As shown in Table 4.4, the adaptive weightages improve the classification
performance significantly.
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Table 4.1: The comparison between initial dictionary and optimized dictionary in
terms of recognition accuracy (%) and time (sec.)
Initial accuracy time Optimized accuracy time
USPS
|D| = 400 97.20 0.124 |D| = 300 96.80 0.118
|D| = 300 95.50 0.119 |D| = 200 95.20 0.094
|D| = 100 92.20 0.086 |D| = 90 92.60 0.069
AR
|D| = 1500 94.60 1.526 |D| = 1400 93.00 1.420
|D| = 1000 92.10 1.350 |D| = 900 90.50 1.263
|D| = 800 89.00 1.116 |D| = 700 82.83 1.031
UCF10
|D| = 100 95.60 0.194 |D| = 70 95.00 0.130
|D| = 80 87.20 0.166 |D| = 70 88.00 0.120
|D| = 60 84.00 0.154 |D| = 50 84.20 0.117
KTH
|D| = 300 96.30 0.708 |D| = 200 97.60 0.542
|D| = 200 94.51 0.555 |D| = 100 94.53 0.344
|D| = 100 94.41 0.343 |D| = 50 94.26 0.269
HMDB 51
|D| = 900 36.70 195.068 |D| = 600 32.30 87.550
|D| = 650 33.32 90.253 |D| = 590 32.57 85.931
4.4.3 Evaluation on UCF sports action data
The UCF sports action dataset has 10 different classes of sports viz. diving, golfing,
kicking, weight lifting, horse riding, running. skate boarding, swinging bench, swinging
side angle and walking. Experiments have been done with five fold cross validation, ie.,
four folds are used for training and remaining one for testing. We experiment different
initial dictionaries of size 100,80, 60 with sparsity of 3, 10, 15, respectively. The dictio-
nary of size 60 learned with sparsity T = 15, this includes more dictionary atoms while
learning and improves overall recognition performance. The atoms are removed in each
iteration and our results are compared with random removal, MMI, MMI-2 shown in
Figure 6.2. Whenever it reaches smaller and smaller dictionary size, our method clearly
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Table 4.2: Comparing proposed method with KNN and linear-SVM classifier in terms
of recognition accuracy (%) and testing time (sec.)
KNN SVM Proposed Method
Acc. Time Acc. Time Acc. Time
USPS 91.00 1.212 95.00 1.961 97.60 0.512
AR Face 85.00 0.204 91.00 0.295 94.60 0.193
UCF10 88.00 0.312 95.00 0.486 95.60 0.203
KTH 78.95 1.950 97.15 3.121 97.60 1.942
HMDB 51 26.59 190.12 26.91 450.61 35.32 188.190
outperforms other methods. After removing 50% of atoms from the initial dictionary,
the proposed method still maintain good performance. The recognition accuracies of
initial dictionary and optimized dictionary are shown in Table 4.1 which indicate our
method could remove the redundant dictionary atoms without degrading recognition
performance. This resulted in better classification time. The dictionaries of size 80
and 60 slightly improve the recognition accuracy after removing the redundancy. In
addition, this optimization tremendously reduces classification time compared to other
traditional approaches such as SVM, KNN as shown in Table 4.2. Our approach shows
better performance in both recognition accuracy and testing time compared to SVM
and KNN classifier. The computational efficiency of our approach is also better than
MMI and MMI-2 as shown Table 4.3. The performance of our proposed approach with
other state of art approach is shown in Table 4.5 and we obtained comparable result
with [95], but dominate performances in other methods [3] [107] [108] [109].
The figure 4.5(a) shows mutual information between optimized dictionary Z˜ and
class C, ie.,I(Z˜;C). It can be observed that, our optimization problem tries to max-
imize I(Z˜;C). In contrast to I(Z˜;C), the mutual information between optimized
dictionary Z˜ and initial dictionary D, I(Z˜;D), is to be minimized which can be seen
in figure 4.5(b).
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Table 4.3: Comparing the computational efficiency (measured in seconds) of the pro-
posed approach with other methods, namely, MMI, MMI-2.
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MMI MMI-2 Our method
UCF 100 50 0.74 0.70 0.67
KTH 200 100 5.85 6.64 1.90
KTH 300 150 14.43 15.95 4.32
USPS 400 300 15.21 16.27 4.15
Table 4.4: The recognition performance comparison when we use equal weights and
adaptive weights.
Equal wts. Adaptive wts.
USPS 96.30 97.20
AR Face 92.10 94.55
UCF10 94.10 95.60
4.4.4 Evaluation on KTH action dataset
In this dataset, 25 different subjects performing 6 different actions, which are walking,
jogging, running, boxing, hand waving and hand clapping. We partitioned data into
3 folds and 2 folds used as training data, remaining one as testing data. Here, three
different initial dictionaries of sizes 300, 200, 100 are learned with sparsity 3, 7, 3,
respectively. The Table 4.1 compares recognition accuracies of initial and optimized
dictionaries on different dictionary sizes. Consider the dictionary of size 200, after
removing half of the dictionary still it shows good accuracy. The Table 4.2 compares
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(a) |D| = 60, T = 15 (b) |D| = 80, T = 10
(c) |D| = 100, T = 2
Fig. 4.4: Comparing recognition performances of the proposed approach (for different
dictionary sizes) with other methods, namely, random removal of atoms, MMI and
MMI-2 using UCF action dataset.
recogniton accuracy and testing time with other approaches like KNN and SVM. We
have achieved good recognition accuracy and comparable testing time when compared
to KNN. In case of SVM, we have better testing time and comparable recognition
performance. This shows our proposed approach can achieve good recognition accuracy
while maintaining good testing time. As shown in Table 4.3, computational time of
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Table 4.5: Comparing Performance of UCF sports action classification with state of
the arts.
Method Average performance (%)
Proposed method 95.6
Sadanand et.al [95] 95.0
Yao et al. [109] 86.6
Qiu et al. [3] 83.6
Rodriguez et al. [108] 69.2
Yeffet Wolf [107] 79.2
(a) (b)
Fig. 4.5: Mutual information I(Z˜;C) and I(Z˜;D) when removing dictionary atoms
in UCF.
our optimization is better than other approaches which suffer computational burden of
inverse calculation of the matrix. We achieved recognition accuracy of 97.60% which is
comparable to 98.20% in [95]. Figure 4.6 shows comparison of our result with random
removal, MMI and MMI-2. In this dataset, performance of all methods differs slightly,
because this is comparatively easy dataset and feature vectors are well represented.
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Still the clear difference is evident at smaller dictionary sizes as seen in Figure 4.6. Two
confusion matrices of dictionary of size 100 and its optimized dictionary of size 50 using
our method are shown in the Table 4.6 and 4.7, respectively. It can be observed that
there is a minute variation in the recognition performance which clearly indicates that
this proposed method retains maximum discriminative information while optimizing.
Table 4.6: KTH dataset: Confusion matrix using initial dictionary size of 100
boxing clapping handwaving jogging running walking
boxing 1.0 0 0 0 0 0
clapping 0 0.92 0.08 0 0 0
handwaving 0 0.03 0.97 0 0 0
jogging 0 0 0 1.0 0 0
running 0 0 0 0 1.0 0
walking 0 0 0 0 0 1.0
Table 4.7: KTH dataset: Confusion matrix using optimized dictionary size of 50
boxing clapping handwaving jogging running walking
boxing 1.0 0 0 0 0 0
clapping 0 0.92 0.06 0.02 0 0
handwaving 0 0.06 0.94 0 0 0
jogging 0 0 0 1.0 0 0
running 0 0 0 0 1.0 0
walking 0 0 0 0 0 1.0
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(a) |D| = 100, T = 3 (b) |D| = 200, T = 7
(c) |D| = 300, T = 1
Fig. 4.6: Comparing recognition performances of the proposed approach (for different
dictionary sizes) with other methods, namely, random removal of atoms, MMI and
MMI-2 using KTH action dataset.
4.4.5 Evaluation on HMDB action data
Here, we conducted experiment with very challenging dataset discussed in previous
sections. There are 51 actions categories in this dataset. In this experiment, the
dataset is divided into 10 folds in which 9 folds are used for training and remaining
one for testing. We achieved recognition accuracy of 36.70% compared to 26.9% [95]
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which is benchmark result using action bank features. The recognition accuracy and
computational time of initial and optimized dictionaries are shown in Table 4.1. We
have learned dictionaries of size 900 and 650 with sparsity T=10. The dictionary of size
650 is optimized into 590 dictionary by removing 60 atoms, but recognition accuracy
only vary from 35.32% to 35.17%. There are 300 atoms removed from the dictionary
of size 900 and it can be seen that the recognition accuracy is reduced to 4.4% in
the optimized dictionary, but computational time reduced drastically. There is more
information loss in this compared to previous dataset because of the high variability
and large number of classes in the dataset, but still it gives comparable performance.
The Table 4.2 compares the proposed method with KNN and SVM in which the time
taken for SVM classifier is more than double of testing time of our method because
of the large input data. We have achieved the recognition performance of 35.32%
compared to 26.59% of KNN.
4.5 SUMMARY
In this chapter, we proposed an efficient approach to build compact and discrimina-
tive dictionary using an information theoretic approach. Dictionary learning is the
fastest way to get initial dictionary rather than clustering approach used in previous
approaches [4] [80]. In this work, we formulated constraint information optimization
problem, which is motivated from information bottleneck approach, to obtain compact
discriminative dictionary. Using this approach, we remove redundant atoms with the
help of Jensen-Shannon divergence which is simple and computationally effective way
to find similar distribution in atoms among classes. Hence, this proposed approach
can be applied to large amount of data. Experiments on standard datasets proved
that the proposed approach not only retain discriminative information, but computa-
tionally efficient when compared to other similar kind of dictionary optimization. In
the future work, we concentrate on updating representative dictionary atom of similar
group with respect to removal of atoms in order to minimize loosing discriminative
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information.
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CHAPTER 5
INFORMATION LOSS BASED SAMPLING FOR KERNEL
DICTIONARY LEARNING
We remove redundant dictionary atoms to obtain compact and discriminative dictio-
nary in the previous chapter. In this chapter, we incorporate kernelization of dictionary
learning in an efficient way to obtain discriminative dictionary. Here, we propose an in-
formation loss based sampling to linearize kernel dictionary learning. Kernelization of
K-SVD dictionary learning has been shown to achieve better classification performance
than its linear counterpart. However, the process of kernelization generates kernel ma-
trix and its dimension depends on total number of input samples. The size of kernel
matrix increases when the number of input samples increases and this becomes com-
putationally prohibitive. In order to solve this problem, the large kernel matrix has
been approximated using well-known Nystro¨m method in the literature. The Nystro¨m
method uses the subset of input samples for the approximation of large kernel matrix.
So, the choice of sampling method results the goodness of the approximation of the
kernel matrix. Hence, we introduce a sampling method based on information loss to
approximate kernel matrix for the linearization of kernel dictionary learning. In this
proposed sampling approach, computationally efficient Jensen-Shannon divergence is
used to compare the probability distributions of input data given dictionary atom to
merge similar dictionary atoms based on minimum information loss. This gives well
discriminative samples which improves the kernel matrix approximation. We show the
efficacy of the proposed sampling method through experimental results.
The non-linear mapping of input data into higher dimension has been well known
to improve discriminability especially in classification. In the field of machine learning,
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this mapping generally referred to as functions called kernels and the mapping process
popularly known as kernelization. The new space of this mapped signals in higher
dimension is called feature space. This non-linear mapping from finite dimension to
higher dimension can even be infinite which prohibits the learning process of classifier
using signals in feature space. This issue can be tackled by kernel trick in which
it computes inner product of the mapped signals without explicitly operating in its
feature space. Kernel trick provides efficient computation of inner products of high
dimensional vectors in the feature space and it can be applied to learning algorithms
which fully posed in terms of inner product. In the process of kernelization, these inner
products are replaced with kernels. The kernelization is successfully applied in many
machine learning areas such as kernel-SVM [110] [111], kernel fisher discriminant [112]
etc. and some of the popular kernels are linear, polynomial, Gaussian etc. The kernel
matrix K is filled with the values from kernel function and the size of kernel matrix
grows as number of input signals increases. The large number of input data results
large kernel matrix which becomes serious issue while kernelizing the learning process.
Here, this issue is addressed by approximating large kernel matrix in an efficient way.
The trend of kernelization is also ifluenced in the area of sparse representation and
dictionary learning. Vincent and Bengio [113] kernelized the matching pursuit which
looks for sparse kernel based solution for classification problems. Later, similar strategy
is also applied to kernelize the basis pursuit algorithm by Guigue et al. [114]. The kernel
sparse representations for machine learning applications such as visual tracking, face
recognition, image classification are proposed by Wu [115] et al. Then, Gao et al.
[116] used kernel sparse representation to project sparse coding technique into higher
dimensional feature space, which is incorporated into spatial pyramid matching for
image classification. In [117] [118], kernel sparse representation based classifier is
applied on face database and authors reduced dimensionality of kernel feature space
using a projection method. Harandi et al. [119] applied kernelization on the sparse
coding algorithm LASSO for learning a Riemannian dictionary. As we have seen in the
sparse coding, the kernelization has also been applied on dictionary learning. In [13]
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[14] [15], Nguyen et al. propose an elegant approach to kernelize the K-SVD dictionary
learning to obtain non-linear dictionary for object recognition and image classification.
But large kernel matrix K is computationally prohibitive when using large dataset
because size of the kernel matrix depends on number of training signals. Corts and
Scott [120] suggested sparse approximation of kernel mean instead of involving all
training signals. In this work, we concentrate on approximating large kernel matrix
K to linearize kernel dictionary learning. In [12], Golts et al. approximate large
kernel matrix K using Nystro¨m method which is referred to as linearization of kernel
dictionary learning (LKDL). The subset of input data (sampling) is to be obtained for
Nystro¨m approximation, so that a good sampling gives better approximation.
In this work, we propose a sampling technique based on information loss to im-
prove Nystro¨m approximation of the kernel matrix K. This is inspired from informa-
tion bottleneck approach [103] [102] in which mutual information loss is determined
using distortion measure Jensen-Shannon (JS) divergence [17] which compare two
probability distributions. Wilson and Mohan [121] use information bottleneck prin-
ciple to obtain discriminative dictionaries for classification tasks. In [82], Tishby et
al. analyze information loss at each layer in the deep neural network (DNN) based
on information bottleneck principle, which helps to obtain optimal DNN for the given
training data. In [78] [79], Krause et al. propose an optimal placement of sensors
by maximizing mutual information based on Gaussian process (GP) which ultimately
helps to reduce communication cost. Qiu et al. [2] maximize mutual information be-
tween (1) selected and unselected atoms, (2) sparse codes and class labels, (3) input
signals and selected atoms, which result well representative dictionary atoms for image
classification. But these works used Gaussian Process (GP) model in sparse represen-
tation which consumes much computational time to calculate inverse of the matrix.
We compare dictionary atoms based on its sparse distribution over the input data to
find information loss and merge similar dictionary atoms which are having minimum
information loss. We use computationally efficient distortion measure JS divergence
to determine the information loss. To compare performances, the proposed sampling
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technique is compared with other sampling techniques, viz., k-means, coresets, uni-
form, and diagonal sampling in experiments.
In this chapter, we discuss information loss based sampling for the linearization
of kernel dictionary learning. In Section 5.1, classical dictionary learning approach
and time complexity involved in the learning procedure. The kernelization of K-SVD
dictionary is explained in the Section 5.2. The Section 5.3 describes the proposed
approach of linearization of kernel dictionary learning. The experiments with standard
datasets are conducted in the Section 5.4. Finally, the Section 5.5 summarizes the
overall approach of linearizing kernel dictionary learning.
5.1 CLASSICAL DICTIONARY LEARNING
As we have discussed in previous chapters, classical dictionary learning is the state of
art approach to learn directly from the input data, which can be attributed to better
representation than predetermined dictionaries. There are many dictionary learning
algorithms as discussed in the section 2.3. Here, we concentrate on K-SVD dictionary
learning [61] which comprises two stages: OMP based sparse coding and SVD based
dictionary update. The OMP uses l0 norm to obtain sparse solution. Despite proved
it’s uniqueness and global optimality [83], there is no practical mechanism to obtain
solution based on l0 norm. In other words, this is an NP-hard problem. The OMP
is a greedy approach to find l0 norm solution. In OMP, nearly orthogonal dictionary
atoms are selected to represent input vector y and DS contains the selected dictionary
atoms. The set S consists of indices of selected dictionary atoms. So, the atom
selection (y − DSxS)Tdj ∀j /∈ S costs O(m|S| + m) and least squares to update
solution, xS = (DTSDS)
−1DTS y, costs O(m|S|2 + m|S| + |S|3). We will recall this
observation in the section 5.2.
For dictionary update, each of the dictionary atom is to be updated sequentially
using SVD as discussed in the section 2.3.3. To update kth dictionary atom dk, error
matrix Ek is obtained by removing dk and corresponding sparse coefficients from
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Y −DX, i.e. Ek = Y −
∑
j6=k djx
j, where xj is jth row of X, that corresponds to
dictionary atom dj. To retain sparsity, the input samples which are not used by
atom dk can be removed. For this purpose, zero coefficients are removed from x
k and
denoted as xkR. Then corresponding columns from Ek are to be removed and denoted
as ERk which is to be decomposed by SVD to update dictionary atom dk. Next we
discuss an approach to learn higher dimensional signals.
5.1.1 Double-sparsity model
To incorporate signals of large dimension, Rubinstein et al. [122] put forward the idea
of sparse dictionary called double-sparsity model. This sparse structure fills the gap
between learning-based dictionary and analytic dictionary which has efficient imple-
mentation but lacks adaptability like Wavelets [6], Curvelets [7] etc. The learning-
based approach infers the dictionary from the set of training examples while analytic
dictionaries are obtained from their algorithms. In the double-sparsity model, the dic-
tionary D = ΘA, where Θ is base dictionary and A is sparse dictionary. This new
structure can be included in the dictionary learning optimization task as follows:
argmin
A,X
‖Y −ΘAX‖2F subject to
∀j ‖aj‖0 = T0,∀i ‖xi‖0 ≤ T1.
In this structure, dictionary atoms in D is described as linear combination of T0 atoms
over prespecified base dictionary Θ. The success of this model depends on the base
dictionary Θ which is to be computationally efficient. In [122], overcomplete discrete
cosine transform is used as base dictionary while Sulam et al. [123] proposed cropped
wavelet dictionary as base dictionary. The sparse matrix X can be obtained by any
sparse coding algorithm with fixed A. As we have seen in many dictionary learning
algorithms, sequential update of atoms in the dictionary is performed on the following
minimization form:
argmin
ak
‖Ek −Θakxk‖2Fsubject to ∀j ‖aj‖0 = T0,
66
where Ek = Y−
∑
j 6=k Θajx
j is the error matrix which is used to update the atom ak.
Nguyen et al. [13] used this double sparsity model to kernelize dictionary learning.
5.2 KERNEL DICTIONARY LEARNING
Kernelization performs non-linear mapping of input data into higher dimensional space
to improve discriminability in classification. Let Φ : Rm → F be a function for non-
linear mapping from m dimensional input signal to higher dimension called feature
space F . The kernel or kernel function, k is
k(x,y) =< Φ(x),Φ(y) >
= Φ(x)TΦ(y),
where Φ(x) and Φ(y) are mapped version of signals x and y, respectively. The linear
algorithm can be converted to non-linear by replacing its features with kernel function
k(·, ·). We have N input signals Y = [y1y2 . . .yN ] ∈ Rm×N and the kernel matrix K
is obtained by kernel values of pair of signals
Kij = k(yi,yj) ∀ i, j = 1 . . . N.
These kernel values can be obtained by kernel trick as discussed earlier. This kernel
matrix, K, is positive semi-definite (PSD) symmetric matrix, which satisfies Mercer’s
condition and generates a Reproducing Kernel Hilbert Space (RKHS).
To kernelize dictionary learning, the input signals and dictionary atoms are to
be mapped into some feature space Φ(Y) = [Φ(y1)Φ(y2) . . .Φ(yN)] and Φ(D) =
[Φ(d1)Φ(d2) . . .Φ(dK)], respectively, using mapping function Φ. Then the inner prod-
ucts in the learning algorithm can be replaced with kernel function K. As in the
double sparsity model, Nguyen et al. [13] used the multiplication of two dictionaries to
form a structured dictionary. One dictionary is called base dictionary which contains
mapped signals and another dictionary is coefficient dictionary whose atoms are up-
dated during dictionary training. Here each dictionary atom lies within the subspace
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spanned by input signals, so the dictionary atoms in the feature space is written as
linear combination of mapped input signals ie., Φ(D) = Φ(Y)A, where Φ(Y) is base
dictionary and A is coefficient dictionary. The optimization problem becomes
argmin
A,X
‖Φ(Y)− Φ(Y)AX‖2F s.t. ‖xi‖ ≤ T ∀i = 1 . . . N. (5.1)
In this, Φ(Y) is fixed, only A will be updated during dictionary learning. Kernel
dictionary learning has two stages like its linear counterpart, namely, sparse coding
and dictionary update. We follow the idea given by Nguyen et al. [13] to kernelize
K-SVD dictionary learning in which orthogonal matching pursuit (OMP) is used for
sparse coding and dictionary update is carried out using singular value decomposition
(SVD). In order to kernelize K-SVD dictionary learning, we need to kernelize OMP
and SVD for sparse coding and dictionary update, respectively.
Kernel OMP: In this, we need to find sparse coefficients of dictionary atoms in
feature space. The mapped signal Φ(y) of given signal y ∈ Rm can be approximated
using few dictionary atoms in the feature space, i.e., Φ(y) = Φ(Y)ASxS + rS , where
AS contains selected dictionary atoms and xS denotes corresponding coefficients. The
set S consists of indices of selected dictionary atoms. The current residual rS is to be
projected on remaining dictionary atoms as
rTS (Φ(Y)ai) = (Φ(y)− Φ(Y)ASxS)T (Φ(Y)ai) (5.2)
= (K(y,Y)− (ASxS)TK(Y,Y))ai,
where kernel functions
K(y,Y) = [k(y,y1)k(y,y2) . . . k(y,yN)]
and
K(Y,Y) =< Φ(Y),Φ(Y) >
= k(yi,yj) ∀i, j = 1 . . . N.
Based on the largest projection, dictionary atom is selected from remaining dictionary
atoms. To update entire xS , the mapped signal Φ(y) is to be projected onto the
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subspace spanned by Φ(Y)AS . Then the updated coefficient vector xS becomes
xS =
((
Φ(Y)AS
)T
Φ(Y)AS
)−1(
Φ(Y)AS
)T
Φ(y) (5.3)
=
(
ATSK(Y,Y)AS
)−1(
K(y,Y)AS
)T
.
This procedure will be repeated until selection of T (sprsity constraint) dictionary
atoms. Now this costs O(N2|S|+N |S|+ |S|3) and computational complexity tremen-
dously increased based on the number training samplesN . We try to solve this problem
in section 5.3 by linearizing kernel dictionary learning.
Kernel K-SVD: In this, sparse matrix X is fixed and coefficient matrix A to
be updated. For the updation of dictionary A, the optimization function ‖Φ(Y) −
Φ(Y)AX‖2F is rewritten as
‖Φ(Y)
(
I−
∑
j 6=k
ajx
j
)
− Φ(Y)(akxk)‖2F , (5.4)
where ak is the k
th column of coefficient matrix A and xk is the kth row of sparse
matrix X. Similar to the K-SVD dictionary learning, each of the dictionary atom is
to be updated separately. As we can see in the equation (5.4), the dictionary atom
ak is to be updated by removing it from the error function Ek =
(
I − ∑
j 6=k
ajx
j
)
. To
maintain sparsity, zero coefficients in xk and its corresponding columns in Ek are to
be removed. Then the optimization problem becomes
‖Φ(Y)ERk − Φ(Y)(akxkR)‖2F ,
where ERk and x
k
R denote Ek and x
k after removing unwanted columns, respectively.
Now we can decompose Φ(Y)ERk as rank-1 matrices using singular value decomposition
(SVD), i.e.,
Φ(Y)ERk = UΣV
T , (5.5)
and then equate Φ(Y)akx
k
R with rank-1 matrix of largest singular value as
Φ(Y)akx
k
R = σ1u1v
T
1 , (5.6)
xkR = σ1v
T
1 , (5.7)
Φ(Y)ak = u1, (5.8)
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and singular values are arranged in descending order. So σ1,u1, and v1 denote singular
value at Σ(1, 1), first column of matrix U, and first column of matrix V, respectively.
The direct decomposition of Φ(Y)ERk is impractical because of high dimension of
Φ(Y). This issue can be resolved by finding Gram matrix of Φ(Y)ERk as(
Φ(Y)ERk
)T (
Φ(Y)ERk
)
= (ERk )
TK(Y,Y)(ERk )
= VΣ2VT .
Then σ1 =
√
Σ2(1, 1) and v1 is the first column of V. Now multiply V on both sides
of equation (5.5) and consider only first column, then
Φ(Y)ERk v1 = σ1u1. (5.9)
In equation (5.9), u1 can be substituted by equation (5.8) and we get Φ(Y)E
R
k v1 =
σ1Φ(Y)ak. Then dictionary atom can be updated as
ak =
1
σ1
ERk v1. (5.10)
This will be repeated for all K dictionary atoms.
5.3 LINEARIZED KERNEL DICTIONARY LEARNING
The major difficulty in kernelization is the handling of large Gram matrix or kernel
matrix K. The storage and computational complexity of kernel learning algorithm
depends on the number of input samples N . The kernel matrix grows when the
number of input samples increases. This becomes prohibitive in both storage and
computational aspects. As we have seen in the kernel dictionary learning, large kernel
matrix needs to be stored during sparse coding and dictionary update stage. This
problem can be solved by approximating large kernel matrix by Nystro¨m method
without compromising classification accuracy. So, the kernel dictionary learning can
be linearized by approximating large kernel matrix. In this low rank approximation,
subset of the input samples are used and sampling the columns of input data matrix
is very important to achieve good performance accuracy. In this work, we propose an
efficient method to sample the kernel matrix which is discussed below.
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5.3.1 Sampling based on information loss
Linearization of kernel dictionary learning using Nystro¨m method uses subset of input
data. To sample the input data, we propose a sampling method based on information
loss among data. This is inspired from the classical information bottleneck approach
proposed by Tishby et al. [103]. Initially, the input data Yc of each class c is learned
by K-SVD dictionary learning as
argmin
Dc,Xc
‖Yc −DcXc‖2F subject to ∀i ‖xi‖0 ≤ T, (5.11)
where Dc and Xc are obtained dictionary and sparse matrix after learning, respectively.
The sparse vector xi ∈ Xc corresponds to input vector yi ∈ Yc and T is the sparsity
constraint. Each dictionary atom lies within the subspace spanned by the input data
and also there is a redundancy among the obtained dictionary atoms. By removing
redundancy, we can obtain well representative dictionary atoms which can be used as a
subset of input data for Nystro¨m approximation. Now onwards, we denote Dc,Xc,Yc
as D,X,Y, respectively, for the ease of use.
In this information theoretic approach, given empirical joint distribution of two
random variables, we look for compact representation of one random variable which
preserves as much as information about another random variable. More clearly, we
compress the dictionary D into D˜ which preserves maximum information about rel-
evant variable Y. Let D, D˜, and Y be random variable notation for D, D˜, and Y,
respectively. We denote probability mass function as p(d) and conditional distribution
as p(y|d) rather than pD(d) and pY|D(y|d) for ease of use.
In this, we find compressed representation of D, denoted by D˜, such that mutual
information I(D˜;Y) is maximized while the constraint I(D˜;D) is kept minimum. The
mutual information is defined as
I(D;Y) =
∑
d
∑
y
p(d)p(y|d) log p(y|d)
p(y)
, (5.12)
and this gives the information measure that one random variable D contains about
other random variable Y. Our objective is to obtain compact representation D˜ which
71
retains maximum information about the relevant variable Y, ie., maximize I(D˜;Y).
The compactness of the representation is determined by I(D˜;D) which is to be mini-
mized. Fortunately, this problem has an exact optimal solution without any assump-
tion about the origin of the joint distribution p(d, y). The solutions to this problem
are three probability distributions given as
p(d˜|d) = p(d˜)N (d,β)exp
(
− β DKL
[
p(y|d)||p(y|d˜)])
p(y|d˜) = 1
p(d˜)
∑
d p(y|d)p(d˜|d)p(d)
p(d˜) =
∑
d p(d˜|d)p(d).
(5.13)
The details of proof are given in [103]. In general, the membership probabilities are
soft because every d ∈ D can be assigned to every d˜ ∈ D˜ with a certain probability.
As you can see in the equation (5.13), p(d˜|d) determines the distortion between two
conditional probability distributions over the relevant variable Y using relative entropy
or Kullback-Leibler divergence [16], ie., DKL(p||q) =
∑
x p(x)log
p(x)
q(x)
. Where N (d, β) is
normalization factor and Lagrange multiplier β determines the softness of quantiza-
tion. In this approach, the information contained in D about Y is squeezed through
a compact bottleneck of dictionary atoms in D˜. So, the compact representation keeps
the relevant part (discriminative information) in D about the input Y.
Here, we would prefer the simple implementation of information bottleneck ap-
proach called Agglomerative information bottleneck [102] in which it is restricted to
hard partitions, ie., β →∞. In this case, each dictionary atom d ∈ D belongs to only
one of the partition d˜ ∈ D˜. Then the probability distributions in the equation (5.13)
becomes 
p(d˜|d) =
 1 d ∈ d˜0 otherwise
p(d˜) =
∑
d∈d˜ p(d)
p(y|d˜) = 1
p(d˜)
∑
d∈d˜ p(y|d)p(d).
(5.14)
Now one can easily determine the mutual information I(D˜;Y). So, dictionary
atoms can be merged based on information loss, δIc = I(D˜before;Y) − I(D˜after;Y),
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where I(D˜before;Y) and I(D˜after;Y) denote information measure before and after the
merging process. The information loss is also rewritten [102] as
δIc =
(
p(d˜
i
) + p(d˜j)
)
DJS
[
p(y|d˜i), p(y|d˜j)
]
, (5.15)
where DJS is Jensen-Shannon (JS) divergence [17] which is defined as
DJS(p1, p2, . . . , pn) = H
(∑
i
piipi
)
−
∑
i
piiH(pi), (5.16)
where H(X) =
∑
x p(x)log
1
p(x)
and DJS ≥ 0. However, if equality holds, distributions
are identical. Here, the merging process takes place in a manner that two dictionary
atoms are merged at a time to ensure optimal merge. The initial joint distribution,
p(d, y), is obtained from the sparse matrix X as
p(d, y) =
|X(d, y)|∑
d
∑
y |X(d,y)|
. (5.17)
Now we look two similar dictionary atoms to merge using information loss. Initially,
D˜ = D and p(d˜, y) = p(d, y), ie., each dictionary atom is considered as compressed
representation. One dictionary atom d˜ is removed to form D˜r =
{
D˜− {d˜}
}
and
obtained joint distribution p(d˜r, y). Then we find most similar dictionary atom to d˜ in
D˜r based on minimum information loss δIc
(
p(y|d˜), p(y|d˜r)
)
, ∀d˜r ∈ D˜r. In this way,
we can find similar atom of every dictionary atoms d˜ ∈ D˜. Suppose, if similar atom of
d˜i is d˜j and similar atom of d˜j is d˜i, then these two can be merged as < d˜i, d˜j >→ d˜∗.
After the merging process, the probability distributions in equation (5.14) are to be
updated as 
p(d˜∗|d) =
 1 d ∈ {d˜i, d˜j}0 otherwise
p(d˜∗) = p(d˜i) + p(d˜j)
p(y|d˜∗) = 1p(d˜∗)
(
p(d˜i, y) + p(d˜j, y)
) (5.18)
The above procedure can be repeated until no similar atoms found. Now we can
use this proposed sampling approach for Nystro¨m approximation as discussed in the
next subsection.
73
5.3.2 Nystro¨m method for approximation
The approximation of large matrix is inevitable in kernel based problems. An effi-
cient approximation can be achieved by well known Nystro¨m method [124] in which
subset of input data has been used. The chosen subset is important for good ap-
proximation of large matrix. In the pioneer work, Williams and Seeger [124] used
uniform sampling without replacement. Here, we propose an efficient sampling tech-
nique using information bottleneck in the section 5.3.1. We need to approximate large
kernel matrix K ∈ RN×N which is positive semi definite (PSD) symmetric matrix.
There are c samples, C ∈ Rm×c, obtained using information bottleneck method. Let
KNc = Φ(Y)
TΦ(C) and Kcc = Φ(C)
TΦ(C) are kernel values obtained using subset C
and input data Y. The Nystro¨m method approximates kernel matrix K using KNc
and Kcc, i.e.,
K ≈ KNcK−1cc KTNc. (5.19)
The symmetric matrix Kcc can be eigen decomposed as Kcc = VΣV
T, where Σ
is diagonal matrix which contains eigen values in descending order and V denotes
corresponding orthonormal eigen vectors. Then the equation (5.19) can be written as
KNcK
−1
cc K
T
Nc = KNc(VΣV
T )−1KTNc
= KNcVΣ
−1V
T
KTNc, (5.20)
where the kernel matrix K = Φ(Y)TΦ(Y). So, from the equation (5.20), the virtual
samples Φ(Y) can be approximated as c dimensional feature vectors, ie.,
Φ(Y)c =
(
Σ−1
) 1
2
VTKTNc. (5.21)
This leads the complexity of dictionary learning from O(N2) to O(Nc). In fact, if the
number of input signals, N , is very large, then c can be tremendously reduced, i.e.,
c N . The dimension of virtual samples can even be reduced by selecting p, (p ≤ c),
largest eigen values from equation (5.21)
Φ(Y)p =
(
Σ−1
) 1
2
p
VTp K
T
Nc. (5.22)
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These obtained kernelized features, Φ(Y)p, are referred as virtual samples which can
be applied to any off-the-shelf dictionary learning such as K-SVD, LC-KSVD, FDDL
etc. The virtual samples also can be obtained from the test data using same samples in
C. In this case, KNc is obtained from test samples, ie., KNc = Φ(Ytest)
TΦ(C). We also
directly used this virtual samples in KKSVD of Nguyen et al. [13] which explained in
section 5.2. The vitual samples are finite dimension, so this will not prohibit learning
as in the kernelized samples in feature space. Atom selection and solution updation can
be calculated from equations (5.2) and (5.3), respectively. To update the dictionary
atom, Φ(Y) can be applied to equation (5.5) as
Φ(Y)pE
R
k = UΣV
T . (5.23)
Unlike in section 5.2, v1 can be directly obtained from equation (5.23). Then the
dictionary atom ak can be updated using equation (5.10). In this way, computational
time can be reduced as compared to original KKSVD [13] dictionary learning.
5.4 EXPERIMENTAL RESULTS
We have conducted different experimental comparisons to show the efficacy of pro-
posed linearized kernel dictionary learning (LKDL) using sampling based on informa-
tion loss. The digit datasets USPS and MNIST are used for experiments with same
parameters as in [12] for better comparison. In addition to these datasets, we also
used challenging action dataset UCF 10 and HMDB 51 for the experiments in which
parameters are estimated empirically. Each action video is represeted by action bank
feature [95]. Different sampling techniques such as k-means, corset, diagonal, uniform
are compared with proposed sampling based on information loss. In [124], Williams
et al. used uniform sampling without replacement. Zhang et al. [125] used k-means
for sampling and cluster centers become samples. Diagonal sampling is non-uniform
sampling and weights are obtained from the diagonal elements. Another non-uniform
sampling suggested by Feldman et al. [126] for dictionary learning known in compu-
tational engineering as coresets. Randomness plays an important role in coresets like
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uniform sampling, so the result is fluctuated when we use small number of training
samples.
All datasets are normalized to unit norm and mean extracted. The Gaussian
kernel with values σ = [0.5, 1, 2] and polynomial kernel of degree [2,3,4] are considered
in this experiment. The parameter for Nystro¨m approximation c depends on the size
of the dictionary obtained from the input data. The dimension of virtual samples,
p, is determined by selecting all eigen values greater than 0.01 as shown in equation
(5.22). And the dimension of the virtual samples is same as the dimension of input
signal when linear DL compares with LKDL. In JS divergence, equal weightages are
given to each conditional distribution, ie., pi1 = pi2 = 0.5, in all experiments.
In our experiment, we focus on the following four benefits of the proposed approach:
1) overall improvement in discriminability than existing LKDL [12] and KKSVD [13],
2) minimum approximation error when compared to other sampling techniques, 3)
to achieve better computational time than KKSVD by incorporating virtual samples
directly into linear DL, and 4) reduced computational cost of KKSVD by providing
virtual samples in equation (5.23). We use tools for OMP and KSVD from OMP-Box
v10 and KSVD-Box v13, respectively, in the toolbox1 provided by Rubinstein et al.
[127]. For LKDL2 and KKSVD3, we have used code given by Golts et al. [12] and
Nguyen et al. [13], respectively, to compare with our proposed approach. Moreover,
all experiments are conducted on the same machine. As described in [12], the obtained
kernelized features can be used in any off-the-shelf dictionary learning such as K-SVD,
LC-KSVD, FDDL etc.
1Found in http://www.cs.technion.ac.il/~ronrubin/software.html
2Found in www.cs.technion.ac.il/~elad/Various/LKDL_Package.rar
3Found in http://www.umiacs.umd.edu/~hien/KKSVD.zip
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5.4.1 Evaluation on USPS digit dataset
This dataset of handwritten digits includes 10 classes of 0-9 digits. Training and
testing set consists of 7291 and 2007 images of digits. The size of each image is 16 ×
16 which comprises feature vector of 256 dimension. All results are taken as average
of 5 iterations because random initialization of dictionaries cause slight fluctuations
in performance. The obtained virtual samples can be learned by linear DL in which
300 dictionary atoms are learned from each classes for the classification. The sparsity
constraint T = 5 is determined empirically. Samples are obtained by merging similar
atoms using proposed information loss sampling method. In the figure 5.1, first two
columns in each row consists of similar dictionary atoms determined by information
loss method and third column contains merged representation of these similar atoms.
Similarly 4th and 5th columns in each row consists of similar dictionary atoms and
6th column contains merged one. This shows how well our proposed information loss
approach determines similar dictionary atoms to obtain good samples.
Fig. 5.1: Visualization of merge of similar dictionary atoms. merged atoms in 3rd
and 6th column and similar atoms in its immediate prior columns
First, we compare the approximation error of proposed sampling approach with
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other methods. The approximation error is calculated as
‖K− K˜‖F
‖K‖F . (5.24)
The figure 5.2 shows sampling based on information loss gives minimum approxima-
tion error than other techniques. To corroborate the ability of our proposed sampling
technique over other approaches, we compare recognition performance of different sam-
pling techniques as shown in figure 5.3. In both cases, the proposed sampling method
has clear advantage over others. Only k-means has good approximation error and
recognition performance near to the proposed method, but k-means claims much com-
putational time while dealing larger dataset which is discussed in the next experiment.
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Fig. 5.2: Comparison of approximation error of proposed sampling approach with
other techniques in USPS
5.4.2 Evaluation on MNIST dataset
MNIST also a digit dataset, but it’s larger compared to USPS digit dataset. There
are 60000 training samples and 10000 testing samples of digits of size 28 × 28. Each
of the digits is arranged as vectors with dimension 784. Here, our aim is to mea-
sure computational efficiency of the proposed approach when it deals large dataset.
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Fig. 5.3: Comparison of recognition accuracies of proposed sampling approach with
other techniques in USPS
For training, 300 dictionary atoms are learned from each class of digits and sparsity
constraint T = 5. The figure 5.4 compares recognition performances of different sam-
pling techiniques. As expected, the k-means sampling is more close to the proposed
approach, but former is computationally expensive when it deals larger dataset like
MNIST as shown in figure 5.5. Next we compare linearized kernel dictionary (LKDL)
using sampling based on information loss with kernel dictionary learning (KDL) and
linear dictionary learning (DL) in the figure 5.6. It corroborates the kernelization of
dictionary learning having clear advantage over the recognition accuracy, but it takes
much computational time as shown in figure 5.7. Based on this experiment, we can see
the linearization of kernel dictionary learning tremendously reduces the computational
time.
5.4.3 Evaluation on UCF sports action data
This dataset contains 10 action videos of different sports such as diving, golfing, kick-
ing, weight lifting, horse riding, running. skate boarding, swinging bench, swinging
side angle and walking. Experiments are conducted such that 80% videos of each ac-
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Fig. 5.4: Comparison of recognition accuracies of proposed sampling approach with
other techniques in MNIST
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Fig. 5.5: Comparison of sampling time of proposed sampling approach with other
techniques in MNIST
tion category randomly chosen as training data and remaining as testing data. The
experiments are repeated 10 times and results are taken as average. For dictionary,
100 atoms are learned and sparsity constraint T = 3 is fixed empirically. We have
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Fig. 5.6: Comparison of recognition accuracies of LKDL, KDL and DL in MNIST
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Fig. 5.7: Comparison of time taken for the computation of LKDL, KDL and DL in
MNIST
conducted experiments with different sampling methods and compared recognition
accuracy, sampling time, approximation error etc. as shown in the Table 5.1. Our pro-
posed method achieved 98.10% accuracy which is better than performances in other
methods. Wilson et al. [121], Sadanand et al. [95], Yao et al. [109], and Qiu et al.
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[3] achieved 95.6%, 95%, 86.6%, and 83.6%, respectively. We obtained more than 2%
improvement over the state of the art. As seen in the table 5.1, the proposed sampling
approach achieved better recognition accuracy and approximation error than other
methods which is clearly shows that our sampling technique provides better samples
for the approximation. But our approach contribute little computational effort than
other methods because size of training data is small in this dataset. The k-means sam-
pling claims much computational time when it uses large training set. Our method
computationally performs well even in large training data.
Table 5.1: Comparing performance of other sampling techniques with the proposed
approach in UCF
Rec. Acc. (%) Samp. Time (sec.) Appr. Error (sec.)
Info Loss 98.10 1.806 0.0124
Kmeans 95.20 0.562 0.0318
Coreset 93.48 0.198 0.0498
Uniform 92.00 0.011 0.0214
Diagonal 92.60 0.029 0.0451
5.4.4 Evaluation on HMDB action data
The HMDB action dataset is a very challenging one. There are 51 classes of actions
which are taken from various fields. To divide the input data into training and testing,
we have followed the the same procedure as in UCF action dataset and results are
taken as average of 10 iterations. From each action category, 50 dictionary atoms are
learned and sparsity constraint T is set to 5. Table 5.2 compares sampling based on
information loss with other similar techniques. In this, the proposed sampling gives
better accuracy which is even better than the other approaches using the same action
bank features. We achieved recognition accuracy of 35.39% compared to 26.9% [95]
which is a benchmark result on HMDB dataset using action bank features. As you can
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see in the Table 5.2, we got better approximation error than other sampling techniques.
In case of sampling time, the proposed method took 27.80 seconds compared to 60.86
seconds of kmeans which always tries to give closer accuracy to our approach. This
proves the sampling based on information loss is a balanced approach with regards to
recognition result and efficiency in computation.
Table 5.2: Comparing performance of other sampling techniques with the proposed
approach in HMDB
Rec. Acc. (%) Samp. Time (sec.) Appr. Error (sec.)
Info Loss 36.39 27.80 0.00062
Kmeans 35.66 60.86 0.00062
Coreset 34.86 20.49 0.00092
Uniform 33.10 00.12 0.00088
Diagonal 34.10 01.58 0.00093
5.5 SUMMARY
In this chpater, we proposed an information loss based sampling to linearize kernel
dictionary learning. This not only provides better sampling, it is also good in com-
putational aspects. Because computing information loss using Jensen Shannon diver-
gence is computationally efficient and it also good information theoretic measure to
compare two probabilistic distribution. This is a balanced approach between recogni-
tion accuracy and computational time, so it improves overall recognition accuracy with
minimum computational effort. Nystro¨m method using obtained subsamples provides
better approximation of large kernel matrix without compromising classification accu-
racy. The experimental results prove that this is an efficient approach to incorporate
kernelization to obtain discriminative dictionary for classification tasks.
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CHAPTER 6
COHERENT AND NONCOHERENT DICTIONARIES
FOR CLASSIFICATION
In the previous chapters, we proposed different methods to obtain compact and dis-
criminative dictionary using information theoretic approaches. The removal of redun-
dant dictionary atoms and the incorporation of kernel features led to the compact and
discriminative dictionary for classification. In this chapter, we propose an approach to
obtain discriminative dictionary by exploiting underlying coherency among the input
examples. First, the input data is divided into different clusters and the number of
clusters depends on number of action categories. We seek data items of each action
category within each cluster. If number of data items exceeds threshold in any action
category, these items are labeled as coherent. In a similar way, all coherent data items
from different clusters form a coherent group of each action category and data which
are not part of the coherent group belong to non-coherent group of each action cat-
egory. These coherent and non-coherent groups are separately learned using K-SVD
dictionary learning. Since the coherent group has more similarity among data, only few
atoms need to be learned. In non-coherent group, there is a high variability among the
data items. So we propose an orthogonal projection based selection in non-coherent
group to get optimal dictionary in order to retain maximum variance in the data. Fi-
nally, the obtained dictionary atoms of both groups in each action category are com-
bined and then updated using Limited Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)
optimization algorithm. The experiments are conducted on challenging datasets to
validate efficacy of the proposed method.
In [128], input data is divided into clusters and learned into local dictionaries. The
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atoms of these local dictionaries are trained to obtain global dictionary. This helps to
reduce computational time and increase performance in image processing applications.
In our work, we treat coherent and non-coherent data items separately and learn
them as separate dictionaries. Daniele et al. [129] learned dictionary with low mutual
coherence by sparse representation and then update the dictionary using iterative
projections and rotations. One of the main characterestics of dictionary learning is the
mutual coherene among dictionary atoms. In order to reduce this mutual coherence,
Mansour Nejati et al. [130] propose a coherence regularized dictionary learning which
explicitly imposes a coherence regularizer while learning the dictionary. In [131], fixed
coherence dictionary is made by maximizing pairwise decorrelations of atoms in the
dictionary. The outline of the approach is shown in figure 6.1. In this work, we show
how coherency among data can be exploited using the sparse based approach. For non-
coherent data, an orthogonal projection based selection is used to obtain discriminative
dictionary atoms. Then the obtained dictionary atoms are updated to enhance the
recognition performance.
Fig. 6.1: Block diagram of the proposed approach. Dotted arrow denotes that cluster
may or may not have coherent or noncoherent group.
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In this chapter, we discuss the utilization of coherent and non-coherent input
examples to obtain compact and discriminative dictionaries. The Section 6.1 describes
coherent and non-coherent dictionary learning and then combine these two dictionaries
for each action category. In the Section 6.2, the obtained dictionary is updated to get
discriminability and the experiments using standard datasets are discussed in section
6.3. Finally, section 6.4 summarizes the entire proposed approach.
6.1 COHERENT AND NON-COHERENT DICTIONARY LEARNING
Initially, the input data Y = [y1,y2, . . . ,yN ] ∈ Rm×N is partitioned into n clusters
using k-means and number of clusters, i.e. n, depends on number action categories in
the dataset. We seek natural coherency by grouping input examples into n clusters.
These clusters are C1,C2, . . . ,Cn ∀i Ci ∈ Y where Ci denotes ith cluster. In each
cluster, we look for coherent and non-coherent data items which are to be learned as
separate dictionaries. Each of the coherent and non-coherent group is learned by K-
SVD dictionary learning. As discussed in previous chapters, K-SVD performs sparse
coding and dictionary update alternatively to find sparse matrix X ∈ RK×N and
dictionary D ∈ Rm×K , respectively, in an iterative manner as
argmin
D,X
‖Y −DX‖2F subject to ∀i ‖xi‖0 ≤ T, (6.1)
where the notation ‖.‖F and ‖.‖0 denote frobenius norm and l0 norm, respecively and
each sparse vector xi ∈ RK represents corresponding input vector yi. Sections 6.1.1
and 6.1.2 detail how to group and learn coherent and non-coherent data items.
6.1.1 Learning coherent actions
In each cluster Ci, the data are grouped based on their action categories. For group-
ing, there is a constraint for minimum number of data items require to group. If it
satisfies the constraint, then these grouped data items are labeled as coherent. Simi-
larly, coherent data of particular action category, say c, are grouped from all clusters
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to form the coherent group Gccohe as
Gccohe = [G
c
1G
c
2 . . .G
c
i . . .G
c
n], 1 ≤ c ≤ p, i ∈ {1, 2, . . . , n}
where p and n denote number of classes and number of clusters clusters having coherent
data items, respectively. The coherent group, Gci , may not exist in all clusters because
of the minimum grouping constraint. Then each coherent group Gccohe is learned into
the dictionary Dccohe using K-SVD dictionary learning. The coherent group contains
similar data items, so that we can exploit sparsity by learning into few dictionary
atoms. The advantage of this grouping is that only few dictionary atoms are required
to approximate the input data which leads to the reduction of overall dictionary size
and computational time. If there is more coherency in the input data, we can obtain
very compact dictionary while achieving good recognition performance. All other data
items which are not part of the coherent group belong to non-coherent group which is
treated in a different manner as discussed in the next section.
6.1.2 Learning non-coherent actions
The non-coherent group has high variability among data items, because it is scattered
in many clusters. So, we need to learn more dictionary atoms compared to coherent
group discussed in the subsection 6.1.1. The selection of minimum number of discrimi-
native dictionary atoms is a challenging task. As we did in the case of coherent group,
non-coherent items in each action category c are grouped into Gcncohe and learned
into the dictionary Dccohe = [d1d2 . . .dk], where di ∈ Rm represents dictionary atom.
The goal is to select of most variant discriminative dictionary atoms from the dictio-
nary. For this purpose, we propose orthogonal projection based selection to include
maximum variability among the dictionary atoms for classification tasks. Here, one
dictionary atom is to be picked randomly from Dcncohe and make it as residual vector
r. Now the current Dcncohe has only (k − 1) dictionary atoms. Initially, the closest
dictionary atom from Dcncohe to the residual vector r to be found by projecting r onto
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the dictionary atoms. For this purpose, error e(i) can be computed as
e(i) = minzi‖dizi − r‖22 ∀di ∈ Dcncohe, (6.2)
and the optimal choice for zi is
z∗i =
di · r
‖di‖22
, (6.3)
where di · r denotes dot product between di and r. Then, the closest vector di1 to
r can be found by looking e(i1) ≤ e(i) for all di in Dcncohe. Then this di1 is removed
from Dcncohe and added to empty set A. After getting di1 , the residual r needs to
be updated as r = r − di1z∗i1 and normalized to unit norm. The updated residual
r is orthogonal to di1 . In the next iteration, we can find di which is closest to the
updated residual r using the same procedure. In each iteration, one vector from Dcncohe
is chosen and added to set A . At the tth iteration, A consist of t selected vectors viz.
{di1 ,di2 , . . . ,dit} and then the updated residual becomes orthogonal to all dictionary
atoms in A. So, the residual is updated as
r = r− A(ATA)−1AT r, (6.4)
where, with some abuse of notation, we use A to refer set of dictionary atoms as well
as matrix of dictionary atoms. The set A usually contains only few atoms, so it does
not take much computational time to calculate inverse of the matrix while updating
residual.
The non-coherent dictionary after selecting most variant dictionary atoms denoted
as Dc
∗
ncohe which is cascaded to D
c
cohe to obtain final dictionary of action category c,
ie., Dc = [DccoheD
c∗
ncohe]. Then the dictionary D
c to be updated which is discussed in
the next section.
6.2 UPDATE THE DICTIONARY OF EACH ACTION
In each action category c, two dictionaries are obtained viz. Dccohe and D
c∗
ncohe. These
two dictionaries are cascaded to form dictionary Dc for each action category c. Here,
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we update the dictionary Dc using input data, Yc, of the action category c. An
unconstrained non-linear optimization algorithm L-BFGS (Limited memory BFGS)
[132] is used to update the dictionary. This approximates Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm using a limited amount of memory. It is based on gradient
projection method. The matrix Yc ∈ Rm×Nc be the input data of action category c
and N c denotes number of input data belong to the same action category. The sparse
matrix Xc ∈ Rk×Nc can be obtained using OMP algorithm and this sparse matrix Xc
is used to approximate the input data Y c using dictionary Dc. Now the approximation
becomes, Y c ≈ DcXc.
The cost function and gradient matrix are to be computed for the update. So the
cost function J can be written as
J =
1
2N c
‖DcXc −Yc‖2F +
λ
2N c
∑
i
∑
j
d2ij, (6.5)
where dij is the element in i
th row and jth column in the matrix Dc and the regu-
larization parameter λ is determined by empirically. The vectorized form of gradient
matrix is formulated as
∂J
∂Dc
=

∂J
∂d11
∂J
∂d12
· · · ∂J
∂d1K
∂J
∂d21
∂J
∂d22
· · · ∂J
∂d2K
...
...
. . .
...
∂J
∂dn1
∂J
∂dn2
· · · ∂J
∂dnK
 =
1
N c
(DcXc −Yc)XcT + λ
N c
Dc. (6.6)
All updated dictionaries of each action categories are cascaded to form final dic-
tionary D = [D1D2 . . .Dn]. This dictionary D is used for the classification tasks.
6.3 EXPERIMENTAL RESULTS
We demonstrate our proposed approach on two challenging datasets, viz., UCF50 [133]
and HMDB51 [98]. The Action bank [95] feature has been used to represent each action
videos. Action bank comprises many individual action detectors, which constitutes
mid-level representation of action data. The non-coherent groups are learned into
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dictionary of larger size as compared to coherent groups to maintain high variability
in non-coherent group. However, in this experiment, coherent and non-coherent group
are learned into dictionary size of 10% and 20% of input data, respectively. The
sparsity constraint T is 10 and value of λ for dictionary update is 1. Moreover, the
grouping constraint, ie., minimum number of coherent data items required to form the
group, is taken as 10 in this experiment.
6.3.1 Evaluation on UCF50 action dataset
This is one of the challenging data set for action recognition. There are 50 action
categories and 6950 action videos in all categories. There are 25 persons perform-
ing actions in each category. As the dataset consists of 50 classes, the input data is
grouped into 50 clusters and each cluster is analysed for coherent and non-coherent
data items. The obtained coherent and non-coherent dictionary are cascaded and
updated as discussed in previous sections. The experimental results are taken based
on Leave-One-Person-Out strategy. In figure 6.2(a), there are more number of coher-
ent dictionary atoms than non-coherent in Golf swing and Billiards. In this case, it
provides good recognition performance with least number of dictionary atoms which
shows if coherency is more in any action category, then we can have better recognition
while reducing overall dictionary size. Figure 6.2(b) shows recognition performance of
coherent and non-coherent dictionary separately and both. It can be observed that
both coherent and non-coherent dictionaries are contributing for the improvement of
overall recognition accuracy. Then the proposed approach is compared with direct
dictionary learning in the figure 6.2(c) which clearly indicates splitting the data into
coherent and non-coherent is worth to enhance the recognition performance. The same
number of atoms are used for both proposed and direct dictionary learning. Figure
6.3 depicts the performance of action recognition before and after the dictionary up-
date. It can be seen that the dictionary update clearly enhances the overall recognition
performance.
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(a) (b)
(c)
Fig. 6.2: The performance comparison: (a) no. of coherent and non-coherent dic-
tionary atoms (b) coherent, non-coherent and combining both dictionary (c) proposed
method and direct dictionary learning in UCF50.
6.3.2 Evaluation on HMDB51 action dataset
This is more challenging dataset compared to UCF50. It has 51 action categories
and 6766 action videos. The input data are clustered into 51 clusters because dataset
contains 51 classes. The results are obtained based on 10-fold cross validation. In this,
most of the data items are grouped in non-coherent group as shown in figure 6.4(a),
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Fig. 6.3: Comparing performances of before and after dictionary update in UCF50.
The x-axis indicates one of the 25 person taken as test data in LOPO evaluation.
this indicates the high variability in the dataset. As compared to coherent atoms, the
non-coherent atoms are contributing more to the overall recognition performance as
seen in figure 6.4(b). So the selection of non-coherent dictionary atoms is vital to this
kind of challenging dataset. Figure 6.4(c) compares our proposed method with direct
dictionary learning, which shows advantage of the proposed method by dividing input
data into coherent and non-coherent.
6.3.3 Comparing with state of the art
In Table 6.1, we compare proposed method with other state of the art results in datasets
UCF50 and HMDB51. Sadanand et al. [95] and shyju et al. [134] used same action
bank features as ours and achieved performance of 57.9% and 59.3%, respectively. We
improved this benchmark results using actionbank around 7%. Solmaz et al. [135]
and Kliper el al. [136] achieved better performance than ours, but they used different
features like GIST3D, MIP etc.
For HMDB51, our proposed method achieved better performance than all other
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(a) (b)
(c)
Fig. 6.4: The performance comparison: (a) no. of coherent and non-coherent dictio-
nary atoms (b) coherent, non-coherent and combining both dictionary (c) proposed
method and direct dictionary learning in HMDB51
state of art results. Sadanand et al. [95] got 26.9%, but we achieved remarkably good
performance of 35.8% using action bank feature. Solmaz et al. [135] and Kliper el al.
[136] obtained the performance of 29.2% and 29.17%, respectively. We could improve
it further by around 6%.
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Table 6.1: Comparing the proposed approach with the state of the art
Method Features UCF50 (%) HMDB51 (%)
Sadanand et al. [95] Action bank 57.90 26.90
Shyju et al. [134] Action bank 59.30 23.62
Solmaz et al. [135] GIST3D 73.70 29.20
Kliper-Gross et al. [136] MIP 72.68 29.17
Proposed Method Action bank 66.30 35.8
6.4 SUMMARY
We propose a novel approach to build compact and discriminative dictionaries by
exploiting underlying coherency among the input examples in which the input data
is divided coherent and non-coherent group and treated them separately. In this, the
sparsity can be exploited among the coherent group which results in reduction of the
size of the dictionary. If the input data has more coherent data, it can drastically
reduce the overall dictionary size and computational time. In this way, the dictionary
can be optimized effectively while keeping discriminative information for classification
tasks. For non-coherent group, there is high variability among the data, so we use
orthogonal projection based selection to get optimum discriminative dictionary atoms
which is an efficient way to sustain high variability in the non-coherent data. This is
a challenging task and we look more robust method in future work.
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CHAPTER 7
SUMMARY AND CONCLUSIONS
In this thesis, new approaches were proposed to obtain compact and discriminative
dictionaries for classification tasks. The dictionary learning is very powerful tool to
represent signals, which provides an efficient way of adaptive learning from the input
data. Though it is meant for signal reconstruction, this powerful tool can be used for
classification tasks in an efficient manner. In order to obtain specific dictionary for
classification purpose, there is a need to build discriminative dictionary in which atom
possesses discriminative information with respect to classes. The issue of the standard
dictionary learning is that it inherently produces redundant dictionary atoms for the
purpose of reconstructing signals. But these redundant atoms are not significantly
contributing to the discriminative nature of the dictionary. The ideal case is that the
dictionary size should be minimum while keeping maximum discriminative dictionary
atoms.
In this work, we propose an information bottleneck based approach to remove
redundant dictionary atoms. This minimizes the mutual information between initial
dictionary and optimized dictionary while maximizing the constraint of mutual infor-
mation between optimized dictionary and class labels. This constraint information
optimization provides self consistent equation which are used to determine the infor-
mation loss between initial dictionary and optimized dictionary. The computation of
information loss has been efficiently implemented using Jensen-Shannon divergence
with adaptive weights. Based on the minimum loss of information, the redundant
dictionary atoms are removed to obtain discriminative dictionary. This approach not
only provides a naive way to build compact and discriminative dictionary especially
for classification purpose, but also computationally efficient compared to other similar
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kind of state of the art approaches.
The kernelization is the traditional way to improve the discriminability in the field
of machine learning. Here, we have addressed the issues related to the kernelization
of dictionary learning to obtain discriminative dictionaries. The size of kernel matrix
obtained through the process of kernelization depends on number of input examples
which computationally prohibitive when the number of input examples increases. In
literature, this large kernel matrix is approximated using well known Nystro¨m method
in which the input samples are taken for the approximation. The criteria used for
sampling improves the Nystro¨m approximation of the kernel matrix. In this thesis,
we proposed an information loss based sampling for the Nystro¨m approximation and
experiments show that our approach performs well compared to other sampling meth-
ods. Unlike the previous approach, we remove one dictionary from initial dictionary
and finds the similar dictionary atom, which is having similar sparse distribution over
the input data, to the removed one. This approach slightly adds the computational
effort compared to other random based sampling approaches, but proposed method
helps to improve the approximation.
The other proposed approach is to obtain compact and discriminative dictionary
based on the underlying coherency among the input examples. In this, the input data
is divided as coherent and non-coherent group based on the coherence criteria. Af-
ter obtaining coherent group, we exploited sparsity while learning dictionary atoms
from the coherent group, which results in the reduction of dictionary size. In the non-
coherent group, we tried to maximize discriminative atoms by projection technique.
The learned dictionaries from both coherent and non-coherent are learned separately
and cascaded to form single dictionary for particular action category. Finally, dictio-
naries from each action categories are updated to obtain discriminative dictionary.
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7.1 CONTRIBUTIONS OF THE WORK
The important contributions of research work carried out as part of this thesis can be
summarized as follows:
1. We utilize sparse distribution of atoms over the input examples to label and
share dictionary atoms to find reconstruction error. This helps when all classes
of input examples learned together.
2. A new information theoretic approach is proposed to optimize the dictionary
which is suitable for classification tasks.
3. We combine dictionary learning and information bottleneck to obtain compact
and discriminative dictionary. In this, the redundant dictionary atoms are re-
moved in an efficient manner while keeping relevant information with respect to
corresponding classes.
4. Jensen-Shannon divergence has been used to find similarities among class distri-
bution given different dictionary atoms in which we proposed adaptive weights
based on the distribution of dictionary atoms among classes, ie., atoms which
have been used more times by input examples attract more weights.
5. To improve discriminability by kernelizing the dictionary learning, we proposed
an information loss based sampling for the better approximation of the large
kernel matrix using Nystro¨m method. Thus we can efficiently adapt kernelized
features to improve the discriminability of the dictionary.
6. We proposed an idea to find similar dictionary atoms such that one atom is
removed and compared sparse distribution of remaining atoms with removed
dictionary atom to determine similar sparse distribution. By looking at similar
sparse distribution, we can find similar dictionary atoms effectively. In this way,
we can remove redundant dictionary atoms while keeping discriminative atoms.
7. We propose an approach to obtain compact and discriminative dictionary based
on the underlying coherency among the input examples. To achieve this, we
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divide the input data into coherent and non-coherent group in which coherent
group can be learned into few dictionary atoms compared to non-coherent. After
combining coherent and non-coherent dictionaries, we update the dictionary for
further improvement in classification.
7.2 DIRECTIONS FOR FURTHER RESEARCH
In this thesis, we have focused to obtain discriminative dictionaries. The digital dataset
is used directly in the learning process whereas action bank are used to represent
the action videos used in experiments. In the future work, we look for features or
representations, which are having more representational ability, for action videos. The
good representation of action videos definitely improves the overall performance of
classification tasks.
In the proposed information loss sampling strategy, one dictionary atom is removed
to find its similar sparse distribution. This adds slight computational cost because we
need to remove all atoms in the similar manner. Here, we will look for an efficient
approach to tackle the issue. One easy way is to assign task on multiple machines
because of its similarity computations are independent. But we look for conceptual
way to solve the problem of finding similar sparse distributions. Another important
issue to be addressed is that the partition of coherent and non-coherent data. We need
to look for an efficient method to partition the data such that better coherent group
can be formed to compact discriminative dictionaries. We would like to apply this
approach on another domain which is hyperspectral images in which dictionary can
provide good representation.
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