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Abstract
In the current paper, we consider the following parabolic-elliptic semilinear Keller-Segel
model on RN , {
ut = ∇ · (∇u − χu∇v) + au− bu2, x ∈ RN , t > 0,
0 = (∆− I)v + u, x ∈ RN , t > 0,
where χ > 0, a ≥ 0, b > 0 are constant real numbers and N is a positive integer. We
first prove the local existence and uniqueness of classical solutions (u(x, t;u0), v(x, t;u0)) with
u(x, 0;u0) = u0(x) for various initial functions u0(x). Next, under some conditions on the
constants a, b, χ and the dimension N , we prove the global existence and boundedness of
classical solutions (u(x, t;u0), v(x, t;u0)) for given initial functions u0(x). Finally, we investi-
gate the asymptotic behavior of the global solutions with strictly positive initial functions or
nonnegative compactly supported initial functions. Under some conditions on the constants
a, b, χ and the dimension N , we show that for every strictly positive initial function u0(·),
lim
t→∞
sup
x∈RN
[|u(x, t;u0)− a
b
|+ |v(x, t;u0)− a
b
|] = 0,
and that for every nonnegative initial function u0(·) with non-empty and compact support
supp(u0), there are 0 < c
∗
low(u0) ≤ c∗up(u0) <∞ such that
lim
t→∞
sup
|x|≤ct
[|u(x, t;u0)− a
b
|+ |v(x, t;u0)− a
b
|] = 0 ∀ 0 < c < c∗low(u0)
and
lim
t→∞
sup
|x|≥ct
[
u(x, t;u0) + v(x, t;u0)
]
= 0 ∀ c > c∗up(u0).
Key words. Parabolic-elliptic chemotaxis system, logistic source, classical solution, local exis-
tence, global existence, asymptotic behavior.
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1 Introduction and the Statements of Main results
The movements of many mobile species are influenced by certain chemical substances. Such
movements are referred to chemotaxis. The origin of chemotaxis models was introduced by Keller
and Segel (see [18], [19]). The following is a general Keller-Segel model for the time evolution of
both the density u(x, t) of a mobile species and the density v(x, t) of a chemoattractant,{
ut = ∇ · (m(u)∇u− χ(u, v)∇v) + f(u, v), x ∈ Ω, t > 0
τvt = ∆v + g(u, v), x ∈ Ω, t > 0
(1.1)
complemented with certain boundary condition on ∂Ω if Ω is bounded, where Ω ⊂ RN is an open
domain, τ ≥ 0 is a non-negative constant linked to the speed of diffusion of the chemical, the
function χ(u, v) represents the sensitivity with respect to chemotaxis, and the functions f and g
model the growth of the mobile species and the chemoattractant, respectively.
In the last two decades, considerable progress has been made in the analysis of various partic-
ular cases of (1.1) on both bounded and unbounded domains. Among the central problems are
the existence of nonnegative solutions of (1.1) which are globally defined in time or blow up at
a finite time and the asymptotic behavior of time global solutions. The features of solutions of
(1.1) depend on the geometric properties of the functions m(u), χ(u, v), f(u, v), and g(u, v).
When τ > 0, (1.1) is referred to as the parabolic-parabolic semilinear Keller-Segel model. In
this case, when (1.1) is coupled with Neumann boundary condition on bounded domain, several
results have been established for different choices of the functions m(u), χ(u, v), f(u, v), and
g(u, v). For example when τ = 1, m(u) = 1, χ(u, v) = χu, g(u, v) = u − v, f(u, v) = u(a − bu),
and b
χ
is sufficiently large, it is shown in [48] that unique global classical solution exists for every
nonnegative initial data (u0, v0) ∈ C0(Ω) × W 1,∞(Ω) and that the constant solution (ab , ab ) is
asymptotically stable. See also [31], [44] for the study of boundedness and global existence of
classical solutions when b is large. When b is small, among others, Lankeit in [23] proved the
existence of at least one global weak solution with given initial functions. The reader is referred
to [2] for a recent survey.
In the present paper, we restrict ourselves to the case that τ = 0, which is supposed to model
the situation when the chemoattractant diffuses very quickly. System (1.1) with τ = 0 reads as{
ut = ∇ · (m(u)∇u− χ(u, v)∇v) + f(u, v), x ∈ Ω, t > 0
0 = ∆v + g(u, v), x ∈ Ω, t > 0 (1.2)
complemented with certain boundary condition on ∂Ω if Ω is bounded.
Global existence and asymptotic behavior of solutions of (1.2) on bounded domain Ω comple-
mented with Neumann boundary conditions,
∂u
∂n
=
∂v
∂n
= 0 for x ∈ ∂Ω, (1.3)
has been studied in many papers. For example, in [38], the authors studied (1.2)+(1.3) with
m(u) ≡ 1, χ(u, v) = χu, f(u, v) = au − bu2, which is referred to as the logistic source in
literature, and g(u, v) = u − v, where χ, a, and b are positive constants. Among others, the
following are proved in [38],
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• If either N ≤ 2 or b > N−2
N
χ, then for any initial data u0 ∈ C0,α(Ω¯) (α ∈ (0, 1)) with
u0(x) ≥ 0, (1.2)+(1.3) possesses a unique bounded global classical solution (u(x, t;u0), v(x, t;u0))
with u(x, 0;u0) = u0(x).
• If b > 2χ, then for any u0 ∈ C0,α(Ω¯) with u0(x) ≥ 0 and u0(x) 6≡ 0,
lim
t→∞
[‖u(·; t;u0)− a
b
‖L∞(Ω) + ‖v(·, t;u0)−
a
b
‖L∞(Ω)
]
= 0.
It should be pointed out that, for the above choices of m(u), χ(u, v), f(u, v), and g(u, v), when
N ≥ 3 and b ≤ N−2
N
χ, it remains open whether for any given initial data u0 ∈ C0,α(Ω¯), (1.2)+(1.3)
possesses a global classical solution (u(x, t;u0), v(x, t;u0)) with u(x, 0;u0) = u0(x), or whether
finite-time blow-up occurs for some initial data. The works [22], [46], [49] should be mentioned
along this direction. It is shown in [22], [49] that in presence of suitably weak logistic dampening
(that is, small b) certain transient growth phenomena do occur for some initial data. It is shown
in [46] that if we keep the choices of m(u) and χ(u, v) as above and let f(u, v) = au− buκ with
suitable κ < 2 (for instance, κ = 3/2) and g(u, v) = u− 1|Ω|
∫
Ω u(x)dx, then finite-time blow-up is
possible.
The reader is referred to [2], [7], [14], [40], [43], [45], [46], [47], [49], [50], [52], and references
therein for other studies of (1.2) on bounded domain with Neumann or Dirichlet boundary con-
ditions and with f(u, v) being logistic type source function or 0 and m(u), χ(u, v), and g(u, v)
being various kinds of functions.
There are also several studies of (1.2) when Ω is the whole space RN and f(u, v) = 0 (see
[8],[17] [28], [36], [35]). For example, in the case of m(u) ≡ 1, χ(u, v) = χu, f(u, v) = 0, and
g(u, v) = u − v, where χ is a positive constant, it is known that blow-up occurs if either N=2
and the total initial population mass is large enough, or N ≥ 3 (see [2], [8], [28] and references
therein). However, there is little study of (1.2) when Ω = RN and f(u, v) 6= 0.
The objective of this paper is to investigate the local/global existence and asymptotic behavior
of positive solutions of (1.2) when Ω = RN and f(u, v) = au − bu2 is a logistic source function,
where a and b are positive constants. We further restrict ourselves to the choices m(u) ≡ 1,
χ(u, v) = χu, and g(u, v) = u− v, where χ is positive constant. System (1.2) with these choices
on RN reads as {
ut = ∆u−∇ · (χu∇v) + u(a− bu), x ∈ RN , t > 0
0 = ∆v + u− v, x ∈ RN , t > 0. (1.4)
We first investigate the local existence of solutions of (1.4) for various given initial functions
u0(x). Note that, due to biological interpretations, only nonnegative initial functions will be of
interest. We call (u(x, t), v(x, t)) a classical solution of (1.4) on [0, T ) if u, v ∈ C(RN × [0, T )) ∩
C2,1(RN × (0, T )) and satisfies (1.4) for (x, t) ∈ RN × (0, T ) in the classical sense. A classical
solution (u(x, t), v(x, t)) of (1.4) on [0, T ) is called nonnegative if u(x, t) ≥ 0 and v(x, t) ≥ 0 for
all (x, t) ∈ RN × [0, T ). A global classical solution of (1.4) is a classical solution on [0,∞).
Let
Cbunif(R
N ) = {u ∈ C(RN ) |u(x) is uniformly continuous in x ∈ RN and sup
x∈RN
|u(x)| <∞} (1.5)
equipped with the norm ‖u‖∞ = supx∈RN |u(x)|. For given 0 < ν < 1 and 0 < θ < 1, let
Cνunif(R
N ) = {u ∈ Cbunif(RN ) | sup
x,y∈RN ,x 6=y
|u(x)− u(y)|
|x− y|ν <∞} (1.6)
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equipped with the norm ‖u‖∞,ν = supx∈RN |u(x)| + supx,y∈RN ,x 6=y |u(x)−u(y)||x−y|ν , and
Cθ((t1, t2), C
ν
unif(R
N ))
= {u(·) ∈ C((t1, t2), Cνunif(RN )) |u(t) is locally Ho¨lder continuous with exponent θ}.
We have the following result on the local existence and uniqueness of solution of (1.4) for
initial data belonging to Cbunif(R
N ).
Theorem 1.1. For any u0 ∈ Cbunif(RN ) with u0 ≥ 0, there exists T∞max(u0) ∈ (0,∞] such that
(1.4) has a unique non-negative classical solution (u(x, t;u0), v(x, t;u0)) on [0, T
∞
max(u0)) satisfying
that limt→0+ u(·, t;u0) = u0 in the Cbunif(RN )-norm,
u(·, ·;u0) ∈ C([0, T∞max(u0)), Cbunif(RN )) ∩C1((0, T∞max(u0)), Cbunif(RN )) (1.7)
and
u(·, ·;u0), ∂xiu(·, ·), ∂2xixju(·, ·), ∂tu(·, ·;u0) ∈ Cθ((0, T∞max(u0)), Cνunif(RN )) (1.8)
for all i, j = 1, 2, · · · , N , 0 < θ ≪ 1, and 0 < ν ≪ 1. Moreover, if T∞max(u0) < ∞, then
lim supt→T∞max(u0) ‖u(·, t;u0)‖∞ =∞.
For given p ≥ 1 and α ∈ (0, 1), let Xα be the fractional power space of I−∆ on X = Lp(RN ).
We obtain the following results on the local existence and uniqueness of solutions of (1.4) for
u0 ∈ Xα.
Theorem 1.2. Assume that p > N and α ∈ (12 , 1). For every nonnegative u0 ∈ Xα, there is
a positive number Tαmax(u0) ∈ (0,∞] such that (1.4) has a unique nonnegative classical solution
(u(x, t;u0), v(x, t;u0)) on R
N × [0, Tαmax(u0)) satisfying that limt→0+ u(·, t;u0) = u0 in the Xα-
norm,
u(·, ·;u0) ∈ C([0, Tαmax(u0)),Xα) ∩ C1((0, Tαmax(u0)), Lp(RN )), (1.9)
u(·, ·;u0) ∈ C((0, Tαmax(u0)),Xβ) ∩ C1((0, Tαmax(u0)), Cbunif(RN )), (1.10)
and
u(·, ·;u0), ∂xiu(·, ·;u0), ∂2xixju(·, ·;u0), ∂tu(·, ·;u0) ∈ Cθ((0, Tαmax(u0)), Cνunif(RN )) (1.11)
for all 0 ≤ β < 1, i, j = 1, 2, · · · , 0 < θ ≪ 1, and 0 < ν ≪ 1. Moreover, if Tαmax(u0) < +∞, then
limt→Tαmax(u0)) ‖u(·, t;u0)‖Xα =∞.
Since Xα ⊂ Cbunif(RN ) for p > N and α ∈ (12 , 1), the existence of local classical solution for
initial data in Xα is guaranteed by Theorem 1.1. However u(·, ·;u0) ∈ C([0, Tαmax(u0)),Xα) ∩
C1((0, Tαmax(u0)), L
p(RN )) ∩ C((0, Tαmax(u0)),Xβ) in Theorem 1.2, which is very important for
later use, is not included in Theorem 1.1. The proof of Theorem 1.1 is based on the contraction
mapping theorem and a technical result proved in Lemma 3.2, while the proof of Theorem 1.2 is
based on the semigroup method. Theorem 1.2 is of particular interest because it helps to take
advantage of the integration by parts theorems, thus, helps to get a weaker condition on the
parameters χ, b and N to ensure the global existence of classical solutions (see Theorem 1.6).
Furthermore, Theorem 1.2 will be used to get some extension results for Lp− integrable initial
data, which are not necessarily continuous, as stated in the next theorem and Theorem 1.7.
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Since functions of Lp(RN ) are not always continuous, the definition of solution to (1.4) should
be modified. For a nonnegative initial data u0 ∈ Lp(RN ), by a solution of (1.4) on [0, T )
with initial data u0 we mean nonnegative functions u(x, t), v(x, t) satisfying that u(·, ·), v(·, ·) ∈
C2,1(RN × (0, T )), (1.4) holds for (x, t) ∈ RN × (0, T ) in classical sense, and limt→0+ u(·, t) = u0(·)
in the Lp(RN )-norm.
Theorem 1.3. For every p > N with p ≥ 2 and u0 ∈ Lp(RN ) with u0 ≥ 0, there is a positive
number T pmax(u0) ∈ (0,∞] such that (1.4) has a unique non-negative solution (u(x, t;u0), v(x, t;u0))
on [0, T pmax(u0)) satisfying that limt→0+ u(·, t;u0) = u0(·) in the Lp(RN )-norm,
u(·, ·;u0) ∈ C([0, T pmax(u0)), Lp(RN )) ∩ C1((0, T pmax(u0)), Lp(RN )), (1.12)
u(·, ·;u0) ∈ C((0, T pmax(u0)),Xβ) ∩ C1((0, T pmax(u0)), Cbunif(RN )), (1.13)
and
u(·, ·;u0), ∂xiu(·, ·), ∂2xixju(·, ·;u0), ∂tu(·, ·;u0) ∈ Cθ((0, T pmax(u0)), Cνunif(RN )) (1.14)
for all 0 ≤ β < 1, i, j = 1, 2, · · · , N , 0 < θ ≪ 1, and 0 < ν ≪ 1. Moreover, if T pmax(u0) < +∞,
then limt→T pmax(u0)) ‖u(·, t;u0)‖Lp(RN ) =∞.
The following theorem establishes the equality of the maximal existence intervals of the classical
solutions of (1.4) in different phase spaces.
Theorem 1.4. Assume that p > N , α ∈ (12 , 1), and Xα is the fractional power space of I −∆
on X = Lp(RN ). Then the following hold,
(1) if u0 ∈ Xα, then T∞max(u0) = Tαmax(u0);
(2) if u0 ∈ Xα and p ≥ 2, then Tαmax(u0) = T pmax(u0);
(3) if p ≥ 2 and u0 ∈ Cbunif(Rn) ∩ Lp(Rn), then T∞max(u0) = T pmax(u0);
(4) if p ≥ 2 and u0 ∈ Lp(RN ) ∩ L1(RN ), then u(·, ·, u0) ∈ C([0, T pmax(u0)), L1(RN )),
where T∞max(u0), Tαmax(u0), and T
p
max(u0) are as in Theorems 1.1, 1.2, and 1.3, respectively.
Next, we study the global existence of classical solutions of (1.4). The following are the main
results on the global existence.
Theorem 1.5. Suppose that χ ≤ b. Then for every nonnegative u0 ∈ Cbunif(RN ), (1.4) has a
unique global classical solution (u(x, t;u0), v(x, t;u0)) satisfying that u(·, ·;u0) ∈ C([0,∞), Cbunif(RN )).
Furthermore if χ < b, the solution is globally bounded.
Theorem 1.6. Suppose that u0 ∈ L1(RN ) satisfies the hypothesis of Theorem 1.2 and that
N
2
<
χ
(χ− b)+ . (1.15)
Then (1.4) has a unique global classical solution (u(x, t;u0), v(x, t;u0)) satisfying that u(·, ·;u0) ∈
C([0,∞),Xα). Furthermore, it holds that
‖u(t)‖L∞ ≤ C1t−
N
2p e−t‖u0‖Lp + C2
[
‖u0‖Lp +K
1
p
p ‖u0‖
˜˜
λp
p
1 ‖u0‖
λ˜p
p
p t
1
p e(λp−1)at
]
eat (1.16)
for any t > 0, where Kp, λp, λ˜p,
˜˜
λ, C1 and C2 are positive constants depending on N, p, a, b,
and χ.
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Theorem 1.7. Let N be a positive integer and p be a positive real number with p > N and p ≥ 2.
Suppose that (1.15) holds. Then for every nonnegative initial data u0 ∈ L1(RN ) ∩ Lp(RN ),
(1.4) has a unique global classical solution (u(x, t;u0), v(x, t;u0)) satisfying that u(·, ·;u0) ∈
C([0,∞), Lp(RN )) ∩ C([0,∞), L1(RN )) and that (1.16) holds.
We point out that if the domain is bounded, it allows us to take advantage of the fact that
the domain has finite measure to obtain that the solution is globally bounded. However, in the
present case where domain has infinite size, no such trick can be used. This makes the study
of this problem on unbounded domain more complicated. We also point out that the global
solution in Theorem 1.6 or Theorem 1.7 may not be bounded in Lp(RN )-norm (see the remarks
after Theorem 1.9). We remark that Theorem 1.5 requires less assumption on the initial data
and more assumption on the parameters (χ, b,N) while Theorem 1.6 requires more assumption
on the initial data and less assumption on the parameters. Theorem 1.7 generalizes the known
results when (1.4) is studied on bounded domain with Neumann boundary condition. In the
case of bounded domains, under (1.15), it follows from our results that (1.4) has a unique global
classical solution with given initial function u0 ∈ Lp(Ω). It is obvious that C0(Ω) ⊂ Lp(Ω) for
every p ≥ 1 when Ω is bounded; then our results cover initial data in C0(Ω).
When (1.15) does not hold, we do not know yet if (1.4) has a global classical solution for given
initial function u0 as in Theorem 1.6 or 1.7. As it is mentioned in the above, this problem is still
open for bounded domain case as well. For the whole space case, when N2 <
χ
(χ−b)+ <∞ (hence
b < χ), it also remains open whether (1.4) has a global classical solution for given initial function
u0 as in Theorem 1.5.
Finally, we explore the asymptotic behavior of global classical solutions of (1.4) and obtain
the following main results.
Theorem 1.8. Suppose that u0 ∈ Cbunif(RN ) with infx∈RN u0(x) > 0. If
b > 2χ, (1.17)
then the unique global classical solution (u(x, t;u0), v(x, t;u0)) of (1.4) with u(x, 0;u0) = u0(x)
satisfies that
‖u(·, t;u0)− a
b
‖∞ + ‖v(·, t;u0)− a
b
‖∞ → 0 as t→∞. (1.18)
Theorem 1.9. Assume that
χ <
2b
3 +
√
aN + 1
. (1.19)
(1) Suppose that u0 ∈ Cbunif(RN ) is nonnegative and supp(u0) is non-empty. There is c∗low(u0) >
0 such that the unique global classical solution (u(x, t;u0), v(x, t;u0)) of (1.4) satisfies that
lim
t→∞
[
sup
|x|≤ct
|u(x, t;u0)− a
b
|+ sup
|x|≤ct
|v(x, t;u0)− a
b
|
]
= 0 ∀ 0 ≤ c < c∗low. (1.20)
(2) Suppose that u0 ∈ Cbunif(RN ) is nonnegative and supp(u0) is non-empty and compact. There
is c∗up(u0) ≥ c∗low(u0) such that the unique global classical solution (u(x, t;u0), v(x, t;u0)) of
(1.4) satisfies that
lim
t→∞
[
sup
|x|≥ct
u(x, t;u0) + sup
|x|≥ct
v(x, t;u0)
]
= 0 ∀ c > c∗up. (1.21)
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We remark that (a
b
, a
b
) is usually called a trivial equilibrium solution of (1.4). By Theorem
1.8, when the logistic damping constant b is large, the trivial equilibrium (a
b
, a
b
) is globally stable
with strictly positive initial data. As mentioned in the above, for (1.1) in the bounded domain
with m(u) = 1, χ(u, v) = χu, f(u, v) = au − bu2, and g(u, v) = u − v, the global stability of
the trivial solution (a
b
, a
b
) has been obtained in [48] when τ > 0, and in [38] when τ = 0. It is
worthwhile mentioning that, when b is not large, there may be lots of nontrivial equilibria - at
least in bounded domains, quite a few have been detected (see [21], [38]).
We also remark that it is not required that supp(u0) is compact in Theorem 1.9(1). Hence it
applies to nonnegative u0 in Theorems 1.6 and 1.7. Then by (1.20), if p > N , p ≥ 2, χ < 2b3+√1+Na
and u0 ∈ L1(RN ) ∩ Lp(RN ) \ {0}, then
lim
t→∞ ‖u(·, t;u0)‖Lp(RN ) =∞. (1.22)
The limit properties in (1.20) and (1.21) reflect the spreading feature of the mobile species.
In the absence of the chemotaxis (i.e. χ = 0), the first equation in (1.4) becomes the following
scalar reaction diffusion equation,
ut = ∆u+ u(a− bu), x ∈ RN , t > 0, (1.23)
which is referred to as Fisher or KPP equations due to the pioneering works by Fisher ([9])
and Kolmogorov, Petrowsky, Piscunov ([20]) on the spreading properties of (1.23). It follows
from the works [9], [20], and [41] that c∗low(u0) and c
∗
up(u0) in Theorem 1.9 can be chosen so that
c∗low(u0) = c
∗
up(u0) = 2
√
a for any nonnegative u0 ∈ Cbunif(RN ) with supp(u0) being not empty and
compact (c∗ := 2
√
a is called the spatial spreading speed of (1.23) in literature), and that (1.23)
has traveling wave solutions u(t, x) = φ(x− ct) connecting a
b
and 0 (i.e. (φ(−∞) = a
b
, φ(∞) = 0))
for all speeds c ≥ c∗ and has no such traveling wave solutions of slower speed. Since the pioneering
works by Fisher [9] and Kolmogorov, Petrowsky, Piscunov [20], a huge amount research has been
carried out toward the spreading properties of reaction diffusion equations of the form,
ut = ∆u+ uf(t, x, u), x ∈ RN , (1.24)
where f(t, x, u) < 0 for u≫ 1, ∂uf(t, x, u) < 0 for u ≥ 0 (see [3, 4, 5, 6, 10, 11, 25, 26, 27, 29, 30,
33, 34, 41, 42, 53], etc.).
When χ > 0, up to our best knowledge, the spreading properties of (1.4) is studied for the
first time in this paper. It remains open whether c∗low(u0) and c
∗
up(u0) in (1.20) and (1.21) can be
chosen so that c∗low(u0) and c
∗
up(u0) are independent of u0; whether c
∗
low(u0) = c
∗
up(u0); and what
is the relation between c∗low(u0), c
∗
up(u0) and 2
√
a. These questions are very important in the
understanding of the spreading feature of (1.4) because they are related to the issue whether the
chemotaxis speeds up or slows down the spreading of the species. We plan to study these problems
in our future works. Another interesting question about (1.4) is the existence of traveling wave
solutions connecting (a
b
, a
b
) and (0, 0). We also plan to study the existence of such solutions in
our future works.
The rest of the paper is organized as follows. In section 2, we collect some important results
from literature that will be needed in the proofs of our main results. Section 3 is devoted to the
proofs of the local existence theorems (i.e. Theorems 1.1 to 1.4). In section 4, we prove the global
existence theorems (i.e. Theorems 1.5 to 1.7). Finally in section 6, we present the asymptotic
behavior of classical solutions and prove Theorems 1.8 and 1.9.
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2 Preliminaries
In this section, we shall prepare several lemmas which will be used often in the next sections. We
start by stating some standard definitions from semigroup theory. The reader is referred to [15],
[32] for the details.
Let X be a Banach space and {T (t)}t≥0 be a C0−semigroup on X generated by A. It is well
known that A is closed and densely defined linear operator onX. Furthermore, there are constants
M > 0 and ω ∈ R such that ‖T (t)‖ ≤Metω for every t ≥ 0 and (ω,∞) ⊂ ρ(A) with
‖(λI −A)−1‖ ≤ M
λ− ω ∀ λ > ω,
where ρ(A) denotes the resolvent set of A.Moreover for every t > 0 and every continuous function
w ∈ C([0, t] : X), the map
[0, t] ∋ s 7→ T (t− s)w(s) ∈ X (2.1)
is continuous.
For our purpose, we will be concerned with the spaces Cbunif(R
N ) and Lp(RN ) for 1 ≤ p <∞,
and the analytic semigroup T (t) generated by A = ∆ − I on X = Cbunif(RN ) or X = Lp(RN ).
Observe that
(T (t)u)(x) = e−t(G(·, t) ∗ u)(x) =
∫
RN
e−tG(x− y, t)u(y)dy (2.2)
for every u ∈ X, t ≥ 0, and x ∈ RN , where X = Cbunif(RN ) or X = Lp(RN ), and G(x, t) is the
heat kernel defined by
G(x, t) =
1
(4πt)
N
2
e−
|x|2
4t . (2.3)
Let X = Cbunif(R
N ) or X = Lp(RN ) and Xα = Dom((I −∆)α) be the fractional power spaces
of I − ∆ on X (α ∈ [0,∞)). Note that X0 = X and X1 = Dom(I − ∆). It is well known
that ∆ generates a contraction C0−semigroup defined by the heat kernel, {G(t)}t≥0, on X with
spectrum σ(∆) = (−∞, 0] (see [15]). Thus, the Hille-Yosida theorem implies that the resolvent
operator R(λ) associated with ∆ is the Laplace transform of {G(·, t)}t . Thus the operator ∆− I
is invertible with
(I −∆)−1u =
∫ ∞
0
e−tG(·, t) ∗ udt =
∫ ∞
0
T (t)udt (2.4)
for all u ∈ X. Furthermore the restriction operator (∆− I)−1|Xα : Xα → Xα is a bounded linear
map.
Our approach to prove Theorems 1.1, 1.2 and 1.3 is first to prove the existence of a mild
solution with giving initial function u0 and then to prove the mild solution is a classical solution,
which will be partially achieved by the tools from semigroup theory. Hence it is necessary to
collect some results that will be used from the semigroup theory. In this regards, we recall the
following theorems on the existence of mild and classical solutions of{
ut = (∆− 1)u+ F˜ (t, u), t > t0
u(t0) = u0.
(2.5)
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For given u0 ∈ Xα, u(t) is called a mild solution of (2.5) on [t0, T ) if u ∈ C([t0, T ),Xα) and
u(t) = T (t)u0 +
∫ t
t0
T (t− s)F˜ (s, u(s))ds for s ∈ (t0, T ).
Theorem 2.1. ([15, Theorem 3.3.3, Theorem 3.3.4, Lemma 3.5.1]) Assume that 0 ≤ α < 1,
U an open subset of R × Xα, and F˜ : U → X is locally Ho¨lder continuous and locally Lips-
chitz continuous in u. Then for any (t0, u0) ∈ U there exists T = T (u0) > t0 such that (2.6)
has a unique mild solution u(t; t0, u0) on [t0, T ) with initial value u(t0; t0, u0) = u0. Moreover,
u(·; t0, u0) ∈ C1((t0, T ),X); u(t; t0, u0) ∈ Dom(∆ − I) for t ∈ (t0, T ); (2.5) holds in X for
t ∈ [t0, T ); and the mappings
(t0, T ) ∋ t 7→ u(·; t0, u0) ∈ Xα, (t0, T ) ∋ t 7→ ∂ut(·; t0, u0) ∈ Xγ
are locally Ho¨lder continuous for 0 < γ ≪ 1.
Theorem 2.2. ([15, Theorem 3.3.4]) Assume that F˜ is in as the previous theorem, and also
assume that for every closed bounded set B ⊂ U, the image F˜ (B) is bounded in X. If u(t; t0, u0)
is a solution of (2.5) on [t0, t1) and t1 is maximal in the sense that there is no solution of (2.6)
on [t0, t2) if t2 > t1 (when t1 <∞), then either t1 = +∞ or else there exists a sequence tn → t1
as n→ +∞ such that u(tn; t0, u0)→ ∂U. (If U is unbounded, the point at infinity is included in
∂U.)
Theorem 2.3. ([15, Theorem 7.1.3]) Assume that 0 ≤ α < 1, F˜ (t, u) = B(t)u, and [t0, T ] ∋
t 7→ B(t) ∈ L(Xα,X) is Ho¨lder continuous. Then for any u0 ∈ X, there is a unique u(·; t0, u0) ∈
C([t0, T ],X) such that u(t0; t0, u0) = u0; u(t; t0, u0) ∈ Dom(I −∆); u(·; t0, u0) ∈ C1((t0, T ],X);
and u(t; t0, u0) satisfies (2.5) in X for t ∈ [t0, T ]. Moreover, the mapping (t0, T ] ∋ t →
u(t; t0, u0) ∈ Xβ is locally Ho¨lder continuous for any 0 ≤ β < 1.
For given u0 ∈ Xα (0 ≤ α < 1) and T > 0, [0, T ) ∋ t 7→ (u(·, t;u0), v(·, t;u0)) ∈ Xα ×
Xα is called a mild solution of (1.4) on [0, T ) with initial function u0 if u(·, ·;u0), v(·, ·;u0) ∈
C([0, T ),Xα), v(·, t;u0) = −(∆− I)−1(u(·, t;u0)), and u(t) := u(·, t;u0) satisfies
u(t) = T (t)u0 +
∫ t
0
T (t− s)
(
χ∇ · (u(s)∇(∆ − I)−1(u(s))) + (a+ 1)u(s)− bu2(s)
)
ds
for t ∈ [0, T ). Note that, if (u·, ·;u0), v(·, ·;u0)) is a mild solution of (1.4) with initial function
u0 ∈ Xα, then u(t) := u(·, t;u0) is a mild solution of the Cauchy problem (initial value problem){
ut = (∆− I)u+ F (u) in (0, T )
u(0) = u0 in X
α,
(2.6)
where F (u) = χ∇ · (u∇(∆ − I)−1u) + (a+ 1)u− bu2. Conversely, for given u0 ∈ Xα, if u(t) is a
mild solution of (2.6), then (u(·, t;u0), v(·, t;u0)) is a mild solution of (1.4) with initial function
u0, where u(·, t;u0) = u(t) and v(·, t;u0) = −(∆ − I)−1(u(t)).
We next present some important embedding results on the fractional spaces in the case that
X = Lp(RN ) (see [15]). Let A = ∆ − I. We have that Dom(A) = W 2,p(RN ) (1 ≤ p < ∞) and
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the following continuous imbeddings
Xα ⊂ Cν if 0 ≤ ν < 2α− N
p
; (2.7)
Xα ⊂W 1,q(RN ) if α > 1
2
and
1
q
>
1
p
− (2α− 1)
N
; (2.8)
Xα ⊂ Lq if 1
q
>
1
p
− 2α
N
, q ≥ p. (2.9)
We have that X
1
2 =W 1,p(RN ). Furthermore, there is a constant Cα such that
‖(T (t)− I)u‖Lp ≤ Cαtα‖u‖Xα for all u ∈ Xα. (2.10)
Using the Lp − Lq estimates for the convolution product, concretely,
‖f ∗ g‖Lq(RN ≤ ‖f‖Lr(RN )‖g‖Lp(RN ) ∀ 1 ≤ p, q, r ≤ +∞ and
1
q
+ 1 =
1
p
+
1
r
, (2.11)
we can easily show that the analytic semigroup {T (t)}t≥0 generated by ∆− I on Lp(RN ) enjoys
the following Lp − Lq a priori estimates:

‖T (t)u‖Lq(RN ) ≤ Ct−(
1
p
− 1
q
)N
2 e−t‖u‖Lp(RN ) for 1 ≤ p ≤ q ≤ +∞
‖(I −∆)αT (t)u‖Lq ≤ Cαt−α−(
1
p
− 1
q
)N
2 e−t‖u‖Lp(RN ) for 1 ≤ p ≤ q ≤ +∞
(2.12)
for every t > 0 and α ≥ 0, where C and Cα are constant depending only on p, q and N. In fact
the first inequality in (2.12) is a direct consequence of (2.11), while the second is a result of the
combination of Theorem 1.4.3 in [15] and the first inequality.
We now state a result that will be needed in the proof of time global existence theorem. The
result is a variant of Gagliardo-Nirenberg inequality.
Lemma 2.4. ([35, Lemma 2.4]) Let N ≥ 1, a0 > 2, u ∈ Lq1(RN ) with q1 ≥ 1 and u r2 ∈ H1(RN )
with r > 1. If q1 ∈ [1, r], q2 ∈ [ r2 , a0 r2 ] and

1 ≤ q1 ≤ q2 ≤ ∞ when N=1,
1 ≤ q1 ≤ q2 <∞ when N=2,
1 ≤ q1 ≤ q2 ≤ NrN−2 when N ≥ 3,
(2.13)
then, it holds that
‖u‖Lq2 (RN ) ≤ C
2
r ‖u‖1−θ
Lq1 (RN )
‖∇u r2‖
2θ
r
L2(RN )
(2.14)
with
θ =
r
2
(
1
q1
− 1
q2
)(
1
N
− 1
2
+
r
2q1
)−1
,
where {
C depends only on N and a0 when q1 ≥ r2 ,
C = C
1
β
0 with C0 depending only on N and a0 when 1 ≤ q1 < r2 ,
and
β =
q2 − r2
q2 − q1
[
2q1
r
+
(
1− 2q1
r
)
2N
N + 2
]
.
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We end this section by stating an important result that will be needed to complete the proof
of the main theorem.
Lemma 2.5. ([15, Exercise 4∗, page 190]) Assume that a1, a2, α, β are nonnegative constants ,
with 0 ≤ α, β < 1, and 0 < T < ∞. There exists a constant M(a2, β, T ) < ∞ so that for any
integrable function u : [0, T ]→ R satisfying that
0 ≤ u(t) ≤ a1t−α + a2
∫ t
0
(t− s)−βu(s)ds
for a.e t in [0, T ], we have
0 ≤ u(t) ≤ a1M
1− αt
−α, a.e. on 0 < t < T.
3 Local existence of classical solutions
In this section, we investigate the local existence and uniqueness of classical solutions of (1.4)
with various given initial functions and prove Theorems 1.1, 1.2, 1.3, and 1.4. We first establish
some important lemmas.
Lemma 3.1. Let p ∈ [1,∞) and {T (t)}t>0 be the semigroup in (2.2) generated by ∆ − I on
Lp(RN ). For every t > 0, the operator T (t)∇· has a unique bounded extension on (Lp(RN ))N
satisfying
‖T (t)∇ · u‖Lp(RN ) ≤ C1t−
1
2 e−t‖u‖Lp(RN ) ∀ u ∈
(
Lp(RN )
)N
, ∀ t > 0, (3.1)
where C1 depends only on p and N . Furthermore, for every q ∈ [p,∞], we have that T (t)∇ · u ∈
Lq(RN ) with
‖T (t)∇ · u‖Lq ≤ C2t−
1
2
−N
2
( 1
p
− 1
q
)
e−t‖u‖Lp(RN ) ∀ u ∈
(
Lp(RN )
)N
, ∀ t > 0, (3.2)
where C2 is constant depending only on N , q and p.
Proof. Since C∞c (RN ) is dense in Lp(RN ), it is enough to prove that inequalities (3.1) and (3.2)
hold on
(
C∞c (RN )
)N
. For every u = (u1, u2, · · · , uN ) ∈
(
C∞c (RN )
)N
and t > 0, using integration
by parts, we obtain that
T (t)∂xiui =
e−t
(4πt)
N
2
∫
RN
e−
|z|2
4t ∂xiui(x− z)dz =
e−t
2t (4πt)
N
2
∫
RN
zie
− |z|2
4t ui(x− z)dz.
Using the Lp − Lq estimates (2.11), we have that
‖T (t)∂xiui‖Lp(RN ) ≤
e−t
2t (4πt)
N
2
‖Hi(·, t)‖L1(RN )‖ui‖Lp(RN ) (3.3)
and
‖T (t)∂xiui‖Lq(RN ) ≤
e−t
2t (4πt)
N
2
‖Hi(·, t)‖Lr(RN )‖ui‖Lp(RN ), (3.4)
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where 1
q
+ 1 = 1
r
+ 1
p
and
Hi(z, t) = zie
− |z|2
4t . (3.5)
Making change of variable z =
√
4ty, we obtain that
‖Hi(·, t)‖Lr(RN ) = (4t)
1
2
+Nr
2 ‖Hi(., 1)‖Lr(RN ) = (4t)
1
2
+N
2
(1+ 1
q
− 1
p
) ‖Hi(., 1)‖Lr(RN ). (3.6)
Combining the fact that
t
1
2
+Nr
2
t(t)
N
2
=
{
t
− 1
2
−N
2
( 1
p
− 1
q
)
if q > p
t−
1
2 if q = p
(3.7)
with inequalities (3.3), (3.4) and (3.6) we obtain inequalities (3.1) and (3.2).
Considering the analytic semigroup {e−t∆}t≥0 generated by ∆ on bounded domains coupled
with Neumann boundary condition, a result in the style of inequality (3.1) was first established
in [16] (Lemma 2.1) and inequality (3.2) was later obtained in [13] (Lemma 3.3). The authors in
[16] and [13] used different methods to establish these results. It should be noted that the proof
presented in [16] is difficult to be adapted for the whole space because it is based on the measure
of the domain. Taking advantage of the explicit formula of the analytic semigroup {e−t∆}t≥0
generated by ∆ on the whole space RN , our proof is simpler and yields the same results.
Note that C∞c (RN ) is not a dense subset of Cbunif (R
N ). Hence the arguments used in the
previous proof can not be applied directly on Cbunif(R
N ). This problem can be overcome by
choosing an adequate dense subset. This leads to a version of this result on Cbunif(R
N ) that we
formulate in the next lemma.
Lemma 3.2. Let T (t) be the semigroup in (2.2) generated by ∆ − I on Cbunif(RN ). For every
t > 0, the operator T (t)∇· has a unique bounded extension on (Cbunif(RN ))N satisfying
‖T (t)∇ · u‖∞ ≤ N√
π
t−
1
2 e−t‖u‖∞ ∀ u ∈
(
Cbunif(R
N )
)N
, ∀ t > 0. (3.8)
Proof. Let
C1,bunif(R
N ) = {u ∈ C1(RN ) |u(·), ∂xiu(·) ∈ Cbunif(RN ), i = 1, 2, · · · , N}.
Since C1,bunif(R
N ) is dense in Cbunif(R
N ), it is enough to prove that inequalities (3.8) hold on(
C1,bunif(R
N )
)N
. For every u = (u1, u2, · · · , uN ) ∈
(
C1,bunif(R
N )
)N
and t > 0, we have
T (t)∂xiui =
e−t
(4πt)
N
2
∫
RN
e−
|z|2
4t ∂xiui(x− z)dz = lim
R→∞
[
e−t
(4πt)
N
2
∫
B(0,R)
e−
|z|2
4t ∂xiui(x− z)dz
]
.
(3.9)
Next, for every R > 0 using integration by parts, we have∫
B(0,R)
e−
|z|2
4t ∂xiui(x− z)dz =
1
2t
∫
B(0,R)
zie
− |z|2
4t ui(x− z)dz −
∫
∂B(0,R)
e−
|z|2
4t ui(x− z)νi(z)ds(z)
=
1
2t
∫
B(0,R)
zie
− |z|2
4t ui(x− z)dz − e−
R2
4t
∫
∂B(0,R)
ui(x− z)zi
R
ds(z).
(3.10)
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Since u is uniformly bounded and the function z ∈ RN 7→ zie−
|z|2
4t belongs to L1(RN ), then
lim
R→∞
1
2t
∫
B(0,R)
zie
− |z|2
4t ui(x− z)dz = 1
2t
∫
RN
zie
− |z|2
4t ui(x− z)dz. (3.11)
On the other hand we have∣∣∣∣∣e−R24t
∫
∂B(0,R)
ui(x− z)zi
R
ds(z)
∣∣∣∣∣ ≤ ‖ui‖∞e−R24t
∫
∂B(0,R)
ds(z)→ 0 as R→∞. (3.12)
Combining (3.9), (3.10),(3.11) and (3.12), we obtain that
T (t)∂xiui =
e−t
2t (4πt)
N
2
∫
RN
zie
− |z|2
4t ui(x− z)dz = e
−t
2t (4πt)
N
2
∫
RN
Hi(z, t)ui(x− z)dz,
where the function Hi is defined by (3.5). Thus, using (3.6) and (3.7), we obtain that
‖T (t)∂xiui‖∞ ≤
t−
1
2 e−t
π
N
2
‖Hi(·, 1)‖L1(RN )‖ui‖∞.
Direct computations yield that ‖‖Hi(·, 1)‖L1(RN )‖ = π
N−1
2 . Hence
‖T (t)∂xiui‖∞ ≤
t−
1
2 e−t√
π
‖ui‖∞. (3.13)
Inequality (3.8) easily follows from (3.13).
In the next Lemma, we shall provide an explicit a priori estimate of the gradient of the solution
v(·, ·) in the second equation of (1.4). This a priori estimate will be useful in the proof of existence
theorem and the discussion on the asymptotic behavior of the solution.
Lemma 3.3. For every u ∈ Cbunif(RN ), we have that
‖∂xi(∆ − I)−1u‖∞ ≤ ‖u‖∞ (3.14)
for each i = 1, · · · , N . Therefore we have
‖∇(∆ − I)−1u‖∞ ≤
√
N‖u‖∞ (3.15)
for every u ∈ Cbunif(RN ).
Proof. Let u ∈ Cbunif(RN ) and set v = (I −∆)−1u. According to (2.4) it follows that
v(x) =
∫ ∞
0
∫
RN
e−s
(4πs)
N
2
e−
|x−z|2
4s u(z)dzds
for every x ∈ RN . Hence
∂xiv(x) =
∫ ∞
0
∫
RN
(zi − xi)e−s
2s(4πs)
N
2
e−
|x−z|2
4s u(z)dzds
=
∫ ∞
0
∫
RN
e−s
π
N
2
√
s
Hi(z, 1)u(x − z)dzds.
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Thus, using the fact that Γ(12 ) =
√
π and ‖H(·, 1)‖L1(RN ) = π
N−1
2 , we obtain that
|∂xiv(x)| ≤
1
π
N
2
[∫ ∞
0
s−
1
2 e−sds
]
︸ ︷︷ ︸
Γ( 1
2
)
‖Hi(·, 1)‖L1(RN )‖u‖∞ = ‖u‖∞.
The lemma thus follows.
Next, we prove Theorems 1.1, 1.2, 1.3, and 1.4 in subsections 3.1, 3.2, 3.3, and 3.4, respectively.
Throughout subsections 3.1, 3.2, 3.3, and 3.4, C denotes a constant independent of the initial
functions and the solutions under consideration, unless specified otherwise.
3.1 Proof of Theorem 1.1
In this subsection, we prove Theorem 1.1. The main tools for the proof of this theorem are based
on the contraction mapping theorem and the existence of classical solutions for linear parabolic
equations with Ho¨lder continuous coefficients. Throughout this subsection, X = Cbunif(R
N ) and
Xα is the fractional power space of I −∆ on X (α ∈ (0, 1)).
Proof of Theorem 1.1. (i) Existence of mild solution. We first prove the existence of a mild
solution of (2.6) with given initial function u0 ∈ Cbunif(RN ), which will be done by proving five
claims.
Fix u0 ∈ Cbunif(RN ). For every T > 0 and R > 0, let
SR,T :=
{
u ∈ C([0, T ], Cbunif(RN )) | ‖u‖X ≤ R
}
.
Note that SR,T is a closed subset of the Banach space C([0, T ], Cbunif(RN )) with the sup-norm.
Claim 1. For any u ∈ SR,T and t ∈ [0, T ], (Gu)(t) is well defined, where
(Gu)(t) =T (t)u0 + χ
∫ t
0
T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))ds
+ (1 + a)
∫ t
0
T (t− s)u(s)ds− b
∫ t
0
T (t− s)u2(s)ds,
and the integrals are taken in Cbunif(R
N ). Indeed, let u ∈ SR,T and 0 < t ≤ T be fixed. Since the
function
[0, t] ∋ s 7→ (a+ 1)u(s)− bu2(s) ∈ Cbunif(RN )
is continuous, then the function F1 : [0, t]→ Cbunif(RN ) defined by
F1(s) := (1 + a)T (t− s)u(s)− bT (t− s)u2(s)
is continuous. Hence the Riemann integral
∫ t
0 F1(s)ds in C
b
unif(R
N ) exists. Observe that for every
0 < ε < t and s ∈ [0, t− ε], we have
F2,ε(s) := T (t− s)∇ · (u(s)∇(∆ − I)−1u(s)) = T (t− ε− s)T (ε)∇ · (u(s)∇(∆ − I)−1u(s)),
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and the function [0, t− ε] ∋ s 7→ T (ε)∇ · (u(s)∇(∆ − I)−1u(s)) ∈ Cbunif(RN ) is continuous. Thus
the function F2,ε : [0, t − ε] → Cbuinf(RN ) is continuous for every 0 < ε < t. Thus, the function
F2 : [0, t)→ Cbuinf(RN ) defined by
F2(s) := T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))
is continuous. Moreover, using Lemma 3.2 and inequality (3.15), we have that∫ t
0
‖F2(s)‖∞ds ≤ χ
∫ t
0
‖T (t− s)∇ · ‖‖u(s)‖∞‖∇(∆ − I)−1u(s)‖∞ds
≤ N
√
N√
π
χ
∫ t
0
(t− s)− 12 e−(t−s)‖u(s)‖2∞ds
≤ NR
2
√
N√
π
χΓ(
1
2
).
Hence, the Riemann integral
∫ t
0 F2(s)ds in C
b
unif(R
N ) exists. Note that (Gu)(t) = T (t)u0 +∫ t
0 F2(s)ds +
∫ t
0 F1(s)ds. Whence, Claim 1 follows.
Claim 2. For every u ∈ SR,T and 0 < β < 12 , the function (0, T ] ∋ t → (Gu)(t) ∈ Xβ is locally
Ho¨lder continuous, and G maps SR,T into C([0, T ], Cbunif (RN )).
First, observe that
(Gu)(t) = T (t)u0︸ ︷︷ ︸
I0(t)
+χ
∫ t
0
T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))ds︸ ︷︷ ︸
I1(t)
+
∫ t
0
T (t− s)((a+ 1)u(s) − bu2(s))ds︸ ︷︷ ︸
I2(t)
. (3.16)
For every t > 0, it is clear that T (t)u0 ∈ Xβ because the semigroup {T (t)}t is analytic. Further-
more, the divergence operator T (t)∇· satisfy
T (t)∇ · w = T ( t
2
)(T (
t
2
)∇ · w) ∈ Dom(∆) ⊂ Xβ
for all t > 0, w ∈ (Cbunif(RN ))N . Using Lemma 3.2 and inequality (3.15), we obtain that∫ t
0
‖T (t− s)∇ · (u(s)∇(∆− I)−1u(s))‖Xβds =
∫ t
0
‖(∆ − I)βT (t− s)∇ · (u(s)∇(∆− I)−1u(s))‖∞ds
≤ C
∫ t
0
(t− s)−β− 12 e−(t−s)‖u(s)∇(∆ − I)−1u(s)‖∞ds
≤ CR2
∫ t
0
(t− s)−β− 12 e−(t−s)ds
≤ CR2Γ(1
2
− β). (3.17)
Since the operator (∆− I)β is closed, we have that
I1(t) =
∫ t
0
T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))ds ∈ Xβ
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for every t > 0. Similar arguments show that I2(t) ∈ Xβ for every 0 < t ≤ T . Hence u(t) ∈ Xβ
for every t > 0.
Next, let t ∈ (0, T ) and h > 0 such that t+ h ≤ T . We have
‖I0(t+ h)− I0(t)‖β ≤ ‖(T (h) − I)T (t)u0‖Xβ ≤ Chβe−h‖T (t)u0‖Xβ
≤ Chβt−βe−(h+t)‖u0‖∞ ≤ Chβt−β‖u0‖∞, (3.18)
‖I1(t+ h)− I1(t)‖β ≤
∫ t
0
‖(T (h) − I)T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))‖Xβds
+
∫ t+h
t
‖T (t+ h− s)∇ · (u(s)∇(∆ − I)−1u(s))‖Xβ
≤ Chβ
∫ t
0
(t− s)−β− 12 e−(t+h−s)‖(u(s)∇(∆ − I)−1u(s))‖∞ds
+ C
∫ t+h
t
(t+ h− s)−β− 12 e−(t+h−s)‖u(s)∇(∆ − I)−1u(s))‖∞ds
≤ CR2hβ
∫ t
0
(t− s)−β− 12 e−(t+h−s)ds+ CR2
∫ t+h
t
(t+ h− s)−β− 12 e−(t+h−s)ds
≤ CR2(hβ + h 12−β), (3.19)
and
‖I2(t+ h)− I2(t)‖β ≤
∫ t
0
‖(T (h)− I)T (t− s)((a+ 1)u(s)− bu2(s))‖Xβds
+
∫ t+h
t
‖T (t+ h− s)((a+ 1)u(s)− bu2(s))‖Xβds
≤ Chβ
∫ t
0
(t− s)−βe−(t+h−s)‖(a+ 1)u(s)− bu2(s)‖∞ds
+C
∫ t+h
t
(t+ h− s)−βe−(t+h−s)‖(a+ 1)u(s)− bu2(s)‖∞ds
≤ CR2(hβ + h1−β). (3.20)
Combining (3.16),(3.18),(3.19) and (3.20), we deduce that the function (0, T ] ∋ t→ (Gu(t)) ∈ Xβ
is locally Holder continuous.
Now it is clear that t → (Gu)(t) ∈ Cbunif(RN ) is continuous in t at t = 0. The claim then
follows.
Claim 3. For every R > ‖u0‖∞, there exists T := T (R) such that G maps SR,T into itself.
16
First, observe that for any u ∈ SR,T , we have
‖G(u)(t)‖∞ ≤ ‖T (t)u0‖∞ + χ
∫ t
0
‖T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))‖∞ds
+(1 + a)
∫ t
0
‖T (t− s)u(s)‖∞ds+ b
∫ t
0
‖T (t− s)u2(s)‖∞ds
≤ e−t‖u0‖∞ + χ
∫ t
0
‖T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))‖∞ds
+(1 + a)R
∫ t
0
e−(t−s)ds+ bR2
∫ t
0
e−(t−s)ds
= e−t‖u0‖∞ +R ((1 + a) + bR) (1− e−t)
+χ
∫ t
0
‖T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))‖∞ds. (3.21)
Using Lemma 3.2 and inequality (3.15), the last inequality can be improved to
‖G(u)(t)‖∞ ≤ e−t‖u0‖∞ +R ((1 + a) + bR) (1− e−t)
+Cχ
∫ t
0
(t− s)− 12 e−(t−s)‖(u(s)∇(∆ − I)−1u(s))‖∞ds
≤ e−t‖u0‖∞ +R ((1 + a) + bR) (1− e−t) + CχR2
∫ t
0
(t− s)− 12 e−(t−s)ds
≤ e−t‖u0‖∞ +R ((1 + a) + bR) (1− e−t) + 2CχR2t
1
2 . (3.22)
Now, by (3.22), we can now chose T > 0 such that
‖G(u)(t)‖∞ ≤ e−t‖u0‖∞ +R ((1 + a) + bR) (1− e−t) + 2CχR2t
1
2 < R ∀ t ∈ [0, T ].
This together with Claim 2 implies Claim 3.
Claim 4. G is a contraction map for T small and hence has a fixed point u(·) ∈ SR,T . Moreover,
for every 0 < β < 12 , (0, T ] ∋ t→ u(t) ∈ Xβ is locally Holder continuous.
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For every u,w ∈ SR,T , using again Lemma 3.2, we have
‖(G(u) −G(w))(t)‖∞
≤ χ
∫ t
0
‖T (t− s)∇ · (u(s)∇(∆ − I)−1u(s)− w(s)∇(∆ − I)−1w(s))‖∞ds
+ (1 + a)
∫ t
0
‖T (t− s)(u(s)− w(s))‖∞ds + b
∫ t
0
‖T (t− s)(u2(s)− w2(s)‖∞ds
≤ Cχ
∫ t
0
(t− s)− 12 e−(t−s)‖(u(s)∇(∆ − I)−1u(s)− w(s)∇(∆ − I)−1w(s))‖∞ds
+ ((1 + a) + 2Rb)
∫ t
0
e−(t−s)‖(u(s)− w(s))‖∞ds
≤ Cχ
∫ t
0
(t− s)− 12 e−(t−s)‖(u(s)− w(s))‖∞‖∇(∆ − I)−1u(s)‖∞ds
+ Cχ
∫ t
0
(t− s)− 12 e−(t−s)‖w(s)‖∞‖∇(∆ − I)−1(w(s) − u(s))‖∞ds
+ (1 + a+ 2Rb)‖u− w‖SR,T
∫ t
0
e−(t−s)ds
≤ 2CRχ‖(u(s)− w(s))‖SR,T
∫ t
0
(t− s)− 12 e−(t−s)ds + (1 + a+ 2Rb)‖u− w‖SR,T
∫ t
0
e−(t−s)ds
≤
[
4CRχt
1
2 + (1 + a+ 2Rb)t
]
‖(u(s) −w(s))‖SR,T .
Hence, choose T small satisfying
4CRχt
1
2 + (1 + a+ 2Rb)t < 1 ∀ t ∈ [0, T ],
we have that G is a contraction map. Thus there is T > 0 and a unique function u ∈ SR,T such
that
u(t) = T (t)u0 + χ
∫ t
0
T (t− s)∇ · (u(s)∇(∆− I)−1u(s))ds +
∫ t
0
T (t− s)((a+ 1)u(s) − bu2(s))ds.
Moreover, by Claim 2, for every 0 < β < 12 , the function t ∈ (0, T ]→ u(t) ∈ Xβ is locally Holder
continuous. Clearly, u(t) is a mild solution of (2.6) on [0, T ) with α = 0 and X0 = Cbunif(R
N ).
Claim 5. There is Tmax ∈ (0,∞] such that (2.6) has a mild solution u(·) on [0, Tmax) with α = 0
and X0 = Cbunif(R
N ). Moreover, for every 0 < β < 12 , (0, Tmax) ∋ t 7→ u(·) ∈ Xβ is locally Ho¨lder
continuous. If Tmax <∞, then lim supt→Tmax ‖u(t)‖∞ =∞.
This claim follows the regular extension arguments.
(ii) Regularity and non-negativity. We next show that the mild solution u(·) of (2.6) on
[0, Tmax) obtained in (i) is a nonnegative classical solution of (2.6) on [0, Tmax) and satisfies (1.7),
(1.8).
Let 0 < t1 < Tmax be fixed. It follows from claim 2 that for 0 < ν ≪ 1, u1 := u(t1) ∈ Cνunif(RN ),
and the mappings
t→ u(·, t+ t1) := u(t+ t1)(·) ∈ Cνunif(RN ), t 7→ v(·, t+ t1) ∈ Cνunif(RN )
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t 7→ ∂v(·, t + t1)
∂xi
∈ Cνunif(RN ), t 7→
∂2v(·, t+ t1)
∂xi∂xj
∈ Cνunif(RN )
are locally Ho¨lder continuous in t ∈ (−t1, Tmax − t1), where v(·, t + t1) := (I − ∆)−1u(·, t + t1)
and i, j = 1, 2, · · · , N . Consider the initial value problem{
∂
∂t
u˜ = (∆− 1)u˜+ F˜ (t, u˜), x ∈ RN , t > 0
u˜(x, 0) = u1(x), x ∈ RN ,
(3.23)
where F˜ (t, u˜) = −χ∇v(·, t + t1)∇u˜ + (a + 1 − χv(·, t + t1) − (b − χ)u(·, t + t1))u˜. Then by [12,
Theorem 11 and Theorem 16 in Chapter 1], (3.23) has a unique classical solution u˜(x, t) on
[0, Tmax − t1) with limt→0+ ‖u˜(·, t) − u1‖∞ = 0. In fact u˜ is given by the equation
u˜(x, t) =
∫
RN
Γ(x, t, y, t1)u1(y)dy
with the function Γ satisfying the inequalities
|Γ(x, t, y, τ)| ≤ C e
−λ0|x−y|
2
4(t−τ)
(t− τ)−N2
and |∂xiΓ(x, t, y, τ)| ≤ C
e
−λ0|x−y|
2
4(t−τ)
(t− τ)− (N+1)2
for every 0 < λ0 < 1. By a priori interior estimates for parabolic equations (see [12, Theorem 5]),
we have that
u˜(·, ·) ∈ C1((0, Tmax − t1), Cbunif(RN ),
and the mappings
t 7→ u˜(·, t) ∈ Cνunif(RN ), t 7→
∂u˜
∂xi
(·, t) ∈ Cνunif(RN ),
t 7→ ∂
2u˜
∂xi∂xj
(·, t) ∈ Cνunif(RN ), t 7→
∂u˜
∂t
(·, t) ∈ Cνunif(RN )
are locally Ho¨lder continuous in t ∈ (0, Tmax− t1) for i, j = 1, 2, · · · , N and 0 < ν ≪ 1. Hence, by
[15, Lemma 3.3.2], u˜(t)(·) = u˜(·, t) is also a mild solution of (3.23) and then satisfies the following
integral equation,
u˜(t) = T (t)u1 +
∫ t
0
T (t− s)(−χ∇v(s + t1)∇u˜(s) + (a+ 1− χv(s + t1)− (b− χ)u(s+ t1))u˜(s))ds
for t ∈ [0, Tmax − t1).
Now, using the fact that ∇u˜∇v(·+ t1) = ∇ · (u˜∇v(·+ t1))− (v(· + t1)− u(·+ t1))u˜, we have
u˜(t) = T (t)u1 − χ
∫ t
0
T (t− s)(∇ · (u˜(s)∇v(s+ t1))ds + χ
∫ t
0
T (t− s)(v(s + t1)− u(s+ t1))u˜(s)ds
+
∫ t
0
T (t− s)(a+ 1− χv − (b− χ)u(s+ t1))u˜(s)ds
= T (t)u1 − χ
∫ t
0
T (t− s)∇ · (u˜(s)∇v(s + t1))ds +
∫ t
0
T (t− s)(a+ 1− bu(s + t1))u˜(s)ds.
(3.24)
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On the other hand from equation (3.16), we have that
u(t+ t1) = T (t)u1 − χ
∫ t
0
T (t− s)∇ · (u(s+ t1)∇v(s + t1))ds
+
∫ t
0
T (t− s)(a+ 1− bu(s + t1))u(s + t1)ds. (3.25)
Taking the difference side by side of (3.24) and (3.25) and using Lemma 3.2, we obtain for any
ǫ > 0 and 0 < t < Tǫ < Tmax − t1 − ǫ that
‖u˜(t)− u(t+ t1)‖∞ ≤ χ
∫ t
0
‖T (t− s)∇ · ((u(s + t1)− u˜(s))∇v(s + t1))‖∞ds
+
∫ t
0
‖T (t− s)(a+ 1− bu(s+ t1))(u(s + t1)− u˜(s))‖∞ds
≤ Cχ
∫ t
0
(t− s)− 12 e−(t−s)‖(u(s + t1)− u˜(s))∇v(s + t1))‖∞ds
+
∫ t
0
e−(t−s)‖(a + 1− bu(s+ t1))(u(s + t1)− u˜(s))‖∞ds
≤ Cχ sup
s∈[0,Tǫ]
‖∇v(s + t1)‖∞
∫ t
0
(t− s)− 12 e−(t−s)‖u(s + t1)− u˜(s)‖∞ds
+C(a+ 1 + b sup
s∈[0,Tǫ]
‖u(s + t1)‖∞)
∫ t
0
e−(t−s)‖u(s + t1)− u˜(s)‖∞ds.
Combining this last inequality with Lemma 2.5, we conclude that
u˜(t) = u(t+ t1)
for every t ∈ [0, Tǫ]. We then have that u is a classical solution of (2.6) on [0, Tmax) and satisfies
(1.7) and (1.8). Since u0 ≥ 0, by comparison principle for parabolic equations, we get u(x, t) ≥ 0.
Let u(·, t;u0) = u(t)(·) and v(·, t;u0) = (I−∆)−1u(·, t;u0). We have that (u(·, ·;u0), v(·, ·;u0))
is a nonnegative classical solution of (1.4) on [0, Tmax) with initial function u0 and u(·, t;u0)
satisfies (1.7) and (1.8).
(iii) Uniqueness. We now prove that for given u0 ∈ Cbunif(RN ), (1.4) has a unique classical
solution (u(·, ·;u0), v(·, ·;u0)) satisfying (1.7) and (1.8).
Any classical solution of (1.4) satisfying the properties of Theorem 1.1 clearly satisfies the
integral equation (3.25). Suppose that for given u0 ∈ Cbunif(R1) with u0 ≥ 0, (u1(t, x), v1(t, x))
and (u2(t, x), v2(t, x)) are two classical solutions of (1.4) on R
N × [0, T ) satisfying the properties
of Theorem 1.1. Let 0 < t1 < T
′ < T be fixed. Thus sup0≤t≤T ′(‖u1(·, t)‖∞ + ‖u2(·, t)‖∞) < ∞.
Let ui(t) = ui(·, t) and vi(t) = (I − ∆)−1ui(t) for every i = 1, 2 and 0 ≤ t < T . For every
t ∈ [t1, T ′], and i = 1, 2 we have that
ui(t) = T (t− t1)ui(t1) + χ
∫ t
t1
T (t− s)∇ · (ui(s)∇vi(s))ds +
∫ t
t1
T (t− s)(a+ 1− bui(s))ui(s)ds.
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Hence for t1 ≤ t ≤ T ′ ,
‖u1(t)− u2(t)‖∞ ≤ ‖(u1(t1)− u2(t1))‖∞ +Cχ
∫ t
t1
(t− s)− 12 e−(t−s)‖u1(s)∇v1(s)− u2(s)∇v2(s)‖∞ds
+
∫ t
0
e−(t−s)‖u1(s)− u2(s)‖∞(a+ 1 + b(‖u1(s)‖∞ + ‖u2(s)‖∞))ds
≤ ‖(u1(t1)− u2(t1))‖∞ +Cχ
∫ t
t1
(t− s)− 12 e−(t−s)‖u1(s)− u2(s)‖∞‖∇v1(s)‖∞
+ Cχ
∫ t
t1
(t− s)− 12 e−(t−s)‖u2(s)‖‖∇(v2(s)− v1(s)‖∞ds
+ (a+ 1 + b sup
0≤τ≤T ′
(‖u1(τ)‖∞ + ‖u2(τ)‖∞))
∫ t
0
e−(t−s)‖u1(s)− u2(s)‖∞ds
≤ ‖(u1(t1)− u2(t1))‖∞ +C
√
Nχ
∫ t
t1
(t− s)− 12 e−(t−s)‖u1(s)− u2(s)‖∞‖u1(s)‖∞
+ C
√
Nχ
∫ t
t1
(t− s)− 12 e−(t−s)‖u2(s)‖‖u2(s)− u1(s)‖∞ds
+ (a+ 1 + b sup
0≤τ≤T ′
(‖u1(τ)‖∞ + ‖u2(τ)‖∞))
∫ t
t1
e−(t−s)‖u1(s)− u2(s)‖∞ds
≤ ‖(u1(t1)− u2(t1))‖∞ +M
∫ t
t1
(t− s)− 12 e−(t−s)‖u2(s)‖‖u2(s)− u1(s)‖∞ds,
where M = a+1+(C
√
Nχ+ b
√
T ′) sup0≤t≤T ′(‖u1(τ)‖∞+ ‖u2(τ)‖∞) <∞. Let t1 → 0, we have
‖u1(t)− u2(t)‖∞ ≤M
∫ t
0
(t− s)− 12 e−(t−s)‖u2(s)‖‖u2(s)− u1(s)‖∞ds.
By Lemma 2.5 again, we get u1(t) ≡ u2(t) for all 0 ≤ t ≤ T ′. Since T ′ < T was arbitrary chosen,
then u1(t) ≡ u2(t) for all 0 ≤ t < T . The theorem is thus proved.
3.2 Proof of Theorem 1.2
In this subsection, we prove Theorem 1.2. Throughout this section, we let α ∈ (12 , 1), δ ∈ [0, 2α−1)
and p > N such that (2α−1−δ)p
N
> 1. Let X = Lp(RN ) and Xα be the fractional power space of
∆− I on X. By the inequalities in (2.7), we have the continuous inclusions
Xα ⊂ C1+δ(RN ) and Xα ⊂W 1,lp ∀ l ≥ 1.
Proof of Theorem 1.2. We prove this theorem using semigroup method.
First, consider the functions B : Xα ×Xα → Lp(RN ) and F : Xα → Lp(RN ) defined by
B(u, v) = −χ∇u∇(∆− I)−1v − χu(∆− I)−1v − (b− χ)uv
and
F (u) = χ∇u∇(∆− I)−1u− χu(∆− I)−1u− (b− χ)u2 + (a+ 1)u
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for every u, v ∈ Xα. Clearly, B is a bilinear function and F (u) = B(u, u) + (1 + a)u for every
u ∈ Xα. Since Xα is continuously embedded in W 1,p(RN )∩C1+δ(RN ), there is a constant C > 0
such that
‖w‖W 1,p(RN ) + ‖w‖C1+δ ≤ C‖w‖Xα ∀ w ∈ Xα.
Combining this with regularity and a priori estimates for elliptic equations, we obtain that
‖B(u, v)‖Lp ≤ χ‖u‖C1‖(∆ − I)−1v‖W 1,p + χ‖u‖∞‖(∆ − I)−1v‖Lp + (b− χ)‖u‖∞‖v‖Lp
≤ 2χ‖u‖C1‖(∆ − I)−1v‖W 1,p + (b− χ)‖u‖∞‖v‖Lp
≤ C‖u‖Xα
(‖(∆− I)−1v‖W 1,p + ‖v‖Xα)
≤ C‖u‖Xα‖v‖Xα .
Thus B is continuous. Hence the function F is locally Lipschitz continuous and maps bounded
sets to bounded sets. It follows from Theorem 2.1 and Theorem 2.2 that there exists a maximal
time Tmax > 0 and a unique u ∈ C([0, Tmax),Xα) satisfying the integral equation
u(t) = T (t)u0 +
∫ t
0
T (t− s)(−χ∇ · (u(s)∇v(s)) + (a+ 1)u(s) − bu2(s))ds,
where v(s) = (I − ∆)−1u(s). Moreover, u ∈ C1((0, Tmax), Lp(RN )) and if Tmax < ∞, then
limt→Tmax ‖u(t)‖Xα =∞.
Next, by [15, Theorem 3.5.2],
u ∈ C((0, Tmax),Xβ) (3.26)
for any 0 ≤ β < 1. Note that Xα is continuously embedded in C1+δ(RN ). Then by Theorem 1.1
and (3.26), we have that (1.10) and (1.11) hold.
Now, let u(·, t;u0) = u(t)(·) and v(·, t;u0) = (I − ∆)−1u(·, t;u0). We have that (u(·, ·;u0),
v(·, ·;u0)) is a nonnegative classical solution of (1.4) on [0, Tmax) with initial function u0 and
u(·, t;u0) satisfies (1.9), (1.10), and (1.11). The uniqueness of classical solutions of (1.4) follows
from the similar arguments as in the proof (iii) of Theorem 1.1.
3.3 Proof of Theorem 1.3
In this subsection, we prove Theorem 1.3.
Proof of Theorem 1.3. The proof of this theorem follow the similar arguments used in the proof
of Theorem 1.1. Hence lengthy details will be avoided. In the following, we fix u0 ∈ Lp(RN ).
Claim 1. There is Tmax ∈ (0,∞] such that (2.6) has a mild solution u(·) on [0, Tmax) with α = 0
and X0 = Lp(RN ); for every 0 < β < 12 , (0, Tmax) ∋ t 7→ u(·) ∈ Xβ is locally Ho¨lder continuous;
and if Tmax <∞, then limt→Tmax ‖u(t)‖Lp(RN ) =∞.
For every T > 0 and R > 0, let us set
SR,T :=
{
u ∈ C([0, T ], Lp(RN )) | ‖u‖Lp(RN ) ≤ R
}
.
Note that SR,T is a closed subset of the Banach space C([0, T ] : Lp(RN )) with the sup-norm.
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Define G : SR,T → C([0, T ], Lp(RN )) by
(Gu)(t) =T (t)u0 + χ
∫ t
0
T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))︸ ︷︷ ︸
F2(s)
ds
+ (1 + a)
∫ t
0
T (t− s)u(s)ds − b
∫ t
0
T (t− s)u2(s)︸ ︷︷ ︸
F1(s)
ds.
It is clear that the Riemann integral
∫ t
0 T (t− s)u(s)ds in Lp(RN ) exists for every u ∈ SR,T and
t ∈ [0, T ]. Let u ∈ SR,T and 0 < t ≤ T be given. For every s1, s2 ∈ [0, t], we have that
‖u(s1)∇(∆ − I)−1u(s1)− u(s2)∇(∆− I)−1u(s2)‖Lp(RN )
≤ ‖u(s1)− u(s2)‖Lp(RN )‖(∆ − I)−1u(s1)‖C1,bunif(RN )
+ ‖u(s2)‖Lp(RN )‖(∆ − I)−1(u(s2)− u(s1))‖C1,bunif (RN )
Since p > N , by regularity and a priori estimates for elliptic equations, there is a constant C > 0
such that
‖(∆− I)−1w‖
C
1,b
unif(R
N )
≤ C‖w‖Lp(RN ), ∀ w ∈ Lp(RN ).
Thus we have that
‖u(s1)∇(∆ − I)−1u(s1)− u(s2)∇(∆− I)−1u(s2)‖Lp(RN )
≤ C(‖u(s1)‖Lp(RN ) + ‖u(s2)‖Lp(RN ))‖u(s1)− u(s2)‖Lp(RN )
≤ 2CR‖u(s1)− u(s2)‖Lp(RN ), ∀ 0 ≤ s1, s2 ≤ t.
Hence the function [0, t] ∋ s 7→ u(s)∇(∆ − I)−1u(s) ∈ Lp(RN ) is continuous. Similar arguments
as Theorem 1.1 Claim 1 yield that the the function F2 : [0, t) → Lp(RN ) is continuous and the
Riemann integral
∫ t
0 F2(s)ds in L
p(RN ) exists. Next, for every 0 < ε < t and s ∈ [0, t − ε], we
have
F1(s) = T (t− ε− s)T (ε)u2(s)
and by (2.12), (3.1) and p ≥ 2, and Ho¨lder’s inequality, we have
‖T (ε)u2(s1)− T (ε)u2(s2)‖Lp(RN ) ≤ Cε−
N
2p e−ε‖u2(s1)− u2(s2)‖
L
p
2 (RN )
≤ Cε−N2p e−ε‖u(s1)− u(s2)‖Lp(RN )‖u(s1) + u(s2)‖Lp(RN )
≤ 2RCε−N2p e−ε‖u(s1)− u(s2)‖Lp(RN ), ∀s1, s2 ∈ [0, t − ε].
Thus the function F1 : [0, t) → Lp(RN ) is continuous. Moreover, by (2.12), (3.1), p > N and
p ≥ 2, we have ∫ t
0
‖F1(s)‖Lp(RN )ds ≤ C
∫ t
0
(t− s)−N2p e−(t−s)‖u2‖
L
p
2 (RN )
ds
≤ CR
∫ t
0
(t− s)−N2p e−(t−s)ds ≤ CRΓ(1− N
2p
).
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Hence the Riemann integral
∫ t
0 F1(s)ds in L
p(RN ) exists. Therefore (Gu)(t) is well defined and
the integral is taken in Lp(RN ).
For every R > ‖u0‖p, there exists T := T (R) such that G maps SR,T into itself. Indeed, for
every u ∈ SR,T , we have
‖G(u)(t)‖Lp(RN ) ≤ e−t‖u0‖Lp(RN ) + χ
∫ t
0
‖T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))‖Lp(RN )ds
+ (1 + a)
∫ t
0
e−(t−s)‖u(s)‖Lp(RN )ds+ b
∫ t
0
‖T (t− s)u2(s)‖Lp(RN )ds.
Now, by (2.12), (3.1) and p ≥ 2, the last inequality can be improved to
‖G(u)(t)‖Lp(RN ) ≤ e−t‖u0‖Lp(RN ) + C
∫ t
0
(t− s)− 12 e−(t−s)‖u(s)∇(∆ − I)−1u(s)‖Lp(RN )ds
+ (a+ 1)
∫ t
0
e−(t−s)‖u(s)‖Lp(RN ) + C
∫ t
0
(t− s)− N2p e−(t−s)‖u2(s)‖
L
p
2
ds
≤ e−t‖u0‖Lp(RN ) + C
∫ t
0
(t− s)− 12‖u(s)‖Lp(RN )‖(∆ − I)−1u(s)‖C1,b
unif
(RN )
ds
+ (a+ 1)Rt+ CR2
∫ t
0
(t− s)−N2pds. (3.27)
Since p > N , by regularity and a priori estimates for elliptic equations, there is a constant C > 0
such that
‖(∆− I)−1w‖
C
1,b
unif(R
N )
≤ C‖w‖Lp(RN ), ∀ w ∈ Lp(RN ).
Combining this with (3.27), we obtain that
‖G(u)(t)‖Lp(RN ) ≤ e−t‖u0‖Lp(RN ) + CR2t
1
2 + (a+ 1)Rt+CR2t1−
N
2p .
Hence we can now chose T > 0 such that
e−t‖u0‖Lp(RN ) + CR2t
1
2 + (a+ 1)Rt+ CR2t
1−N
2p < R ∀ t ∈ [0, T ].
This implies that G maps SR,T into itself.
Using again inequalities (2.12) and inequality (3.1), by following the same ideas as in the
proof of claim 3 in Theorem 1.1, we have that G is a contraction map for T sufficiently small.
Thus G has a unique fixed point, say u(·). Using again Lemma 3.1, similar arguments used in
the proof of Claim 2 of Theorem 1.1 yields that the function (0, T ) ∋ t → u(t) ∈ Xβ is locally
Ho¨lder continuous for every 0 < β < 12 . Clearly, u(·) is a mild solution of (2.6) with α = 0 and
X0 = Lp(RN ). The claim then follows from regular extension arguments.
Claim 2. u(t) obtained in Claim 1 is the unique classical solution of (2.6) on [0, Tmax) satisfying
(1.12), (1.13), and (1.14).
By Claim 1, for any 0 < β < 1/2 and t1 ∈ (0, Tmax), u(t1) ∈ Xβ. It then follows that u1(·) =
u(t1)(·) ∈ Cνunif(RN )∩Lp(RN ) for 0 < ν ≪ 1. Consider (3.23). By the similar arguments as those
in the proof (ii) of Theorem 1.1, u(·) is a classical solution of (2.6) on [0, Tmax). Moreover, u(·) ∈
C1((0, Tmax), C
b
unif(R
N )) and satisfies (1.14). By Theorem 2.3, we have u(·) ∈ C((0, Tmax),Xβ)
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for any 0 ≤ β < 1. Hence u satisfies (1.13). By the similar arguments as those in the proof (iii)
of Theorem 1.1, we can prove the uniqueness and then the claim follows.
Claim 3. The function u(t) obtained in Claim 1 is nonnegative.
We have that the function u satisfies the integral equation
u(t) = T (t)u0 + χ
∫ t
0
T (t− s)∇ · (u∇(∆− I)−1u(s))ds +
∫ t
0
T (t− s)((a+ 1)u(s) − bu2(s))ds.
Since u0 ≥ 0, there is a sequence of nonnegative functions {u0n}n ∈ Lp(RN ) ∩ Cbunif(RN ) such
‖u0n − u0‖Lp(RN ) → 0 as n → ∞. For R large enough, since supn ‖u0n‖Lp(RN ) < ∞, the time T
can be chosen to be independent of n, such for each n, there is a unique un(·) ∈ SR,T satisfying
the integral equation
un(t) = T (t)u0n+χ
∫ t
0
T (t− s)∇· (un∇(∆− I)−1un(s))ds+
∫ t
0
T (t− s)((a+1)un(s)− bu2n(s))ds
for every n. Since the un ≥ 0 and belongs to Cbunif(RN ), for every n, Theorem 1.1 implies that
un(t) ≥ 0. Now, similar arguments used to establish (3.26), yield as similar result
‖un(t)− u(t)‖Lp(RN ) ≤ ‖T (t)(u0n − u0)‖Lp(RN ) + C
∫ t
0
(t− s)−N2p ‖un(s)− u(s)‖Lp(RN )ds
≤ ‖u0n − u0‖Lp(RN ) + C
∫ t
0
(t− s)−N2p ‖un(s)− u(s)‖Lp(RN )ds.
Next, using Lemma 2.5, it follows from the last inequality that
‖un(t)− u(t)‖Lp(RN ) ≤ C‖u0n − u0‖Lp(RN )
for every n ≥ 1, 0 < t < T , where C > 0 is positive constant independent of n. Letting n goes to
infinity, we obtain that
‖un(t)− u(t)‖Lp(RN ) → 0 as n→ 0.
Thus, for every t > 0, u(t)(x) ≥ 0 for a. e. x ∈ RN . Since u(t)(x) is continuous in x ∈ RN for
each t > 0, we conclude that u(t)(x) ≥ 0 for every x ∈ RN , t ∈ (0, T ].
Let u(·, t;u0) = u(t)(·) and v(·, t;u0) = (I − ∆)−1u(·, t;u0). We then have that (u(·, ·;u0),
v(·, ·;u0)) is a unique nonnegative classical solution of (1.4) on [0, Tmax) with initial function u0
and u(·, t;u0) satisfies (1.12), (1.13), and (1.14).
3.4 Proof of Theorem 1.4
In this section, we prove Theorem 1.4.
Proof of Theorem 1.4. (1) Let u(t) = u(·, t;u0). It is clear that Tαmax(u0) ≤ T∞max(u0). Assume
that Tαmax(u0) < T
∞
max(u0). Then T
α
max(u0) <∞. Recall that for every t ∈ (0, Tαmax(u0)),
u(t) =T (t)u0 − χ
∫ t
0
T (t− s)(∇u∇v)ds︸ ︷︷ ︸
I1
−χ
∫ t
0
T (t− s)(uv)ds︸ ︷︷ ︸
I2
+
∫ t
0
T (t− s)((a+ 1)u+ (χ− b)u2)︸ ︷︷ ︸
I3
ds. (3.28)
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We investigate the Xα-norm of each term in the right hand side of (3.28) for 0 ≤ t < Tαmax(u0).
It follows from inequalities (2.12) that
‖T (t)u0‖Xα ≤ Cαe−tt−α‖u0‖Lp . (3.29)
Using inequalities (2.12), we have that
‖I1‖Xα ≤
∫ t
0
‖(I −∆)αT (t− s)(∇u∇v)‖Lpds ≤ Cα
∫ t
0
e−(t−s)(t− s)−α‖∇u∇v‖Lpds
≤ Cα
∫ t
0
e−(t−s)(t− s)−α‖u‖C1(RN )‖∇v‖Lpds.
Since v = (∆− I)−1u, elliptic regularity implies that
‖∇v‖Lp(RN ) ≤ C‖u‖Xα .
We then have
‖I1‖Xα ≤ C sup
0≤τ≤Tαmax(u0)
‖u(τ)‖C1
∫ t
0
e−(t−s)(t− s)−α‖u(s)‖Xαds.
Similar arguments applied to I2 and I3 yield that
‖I2‖Xα ≤ C sup
0≤τ≤Tαmax(u0)
‖u(τ)‖∞
∫ t
0
e−(t−s)(t− s)−α‖u(s)‖Xαds
and
‖I3‖Xα ≤ C(a+ 1 + sup
0≤τ≤Tαmax(u0)
‖u(τ)‖∞)
∫ t
0
e−(t−s)(t− s)−α‖u(s)‖Xαds.
We then have that for every t ∈ (0, Tαmax(u0))
‖u(t)‖Xα ≤M(u0)
[
t−α +
∫ t
0
(t− s)−α‖u(s)‖Xα
]
,
where
M(u0) = C(‖u0‖Lp(RN ) + a+ 1 + sup
0≤τ≤Tαmax(u0)
‖u(τ)‖C1 + sup
0≤τ≤Tαmax(u0)
‖u(τ)‖∞).
Thus, it follows from Lemma 2.5 that
‖u(t)‖Xα ≤ CM(u0)t−α ∀ t ∈ (0, Tαmax(u0)).
This implies that lim supt→Tαmax(u0) ‖u(t)‖Xα < ∞, a contradiction. Therefore, Tαmax(u0) =
T∞max(u0).
(2) It is clear that Tαmax(u0) ≤ T pmax(u0). Assume that Tαmax(u0) < T pmax(u0). Then Tαmax(u0) <
∞. By (1.13), lim supt→Tαmax(u0) ‖u(·, t;u0)‖Xα <∞, a contradiction. (2) then follows.
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(3) By the arguments in (1), we have T pmax(u0) ≥ T∞max(u0). By (1.13), T∞max(u0) ≥ T pmax(u0).
(3) then follows.
(4) Let u(·, t;u0) be as in Theorem 1.3. For given T > 0 and R > ‖u0‖L1(RN ) + ‖u0‖Lp(RN ),
consider the set
S ′R,T := {u ∈ C([0, T ], L1(RN ) ∩ Lp(RN )) | ‖u‖L1(RN )∩Lp(RN ) ≤ R},
where ‖u‖L1(RN )∩Lp(RN ) = ‖u‖L1(RN ) + ‖u‖Lp(RN ). Using inequality (2.12), for u ∈ S
′
R,T , we have
that ∥∥∥∥
∫ t
0
T (t− s)u2ds
∥∥∥∥
L1(RN )
≤
∫ t
0
‖T (t− s)u2(s)‖L1(RN )ds ≤ C
∫ t
0
e−(t−s)‖u2(s)‖L1ds
= C
∫ t
0
e−(t−s)‖u(s)‖2L2ds.
Now, since 1 < 2 ≤ p, Holder’s inequality implies that ‖u(s)‖L2 ≤ ‖u(s)‖λL1‖u(s)‖1−λLp ≤ R with
λ = (12 − 1p)/(1 − 1p). Thus, the last inequality becomes∥∥∥∥
∫ t
0
T (t− s)u2ds
∥∥∥∥
L1(RN )
≤ CR2
∫ t
0
e−(t−s)ds ≤ CR2t.
This together with the arguments in Claim 1 of Theorem 1.3 implies that
G : S ′R,T → C([0, T ], Lp(RN )) ∩ C([0, T ], L1(RN ))
is well defined, where
(Gu)(t) =T (t)u0 + χ
∫ t
0
T (t− s)∇ · (u(s)∇(∆ − I)−1u(s))ds
+ (1 + a)
∫ t
0
T (t− s)u(s)ds− b
∫ t
0
T (t− s)u2(s)ds.
By the arguments in Claim 1 of Theorem 1.3, u(·, t;u0) ∈ C([0, T ], L1(RN )) for 0 < T ≪ 1.
Let
T p,1max(u0) = sup{τ ∈ [0, T pmax(u0)) | sup
0≤t<τ
‖u(·, t;u0)‖L1(RN ) <∞}.
Assume that T p,1max(u0) < T
p
max(u0). Then sup0≤t<T p,1max(u0) ‖u(·, t;u0)‖L1(RN ) = ∞. Fix any t1 ∈
(0, T p,1max(u0)). By Theorem 1.3, u1 = u(·, t1;u0) ∈ Lp(RN ) ∩ Cbunif(RN ) and then
u(·, ·;u0), ∂xiu(·, ·;u0) ∈ C([t1, T p,1max(u0)], Cbunif(RN ), i = 1, 2, · · · , N.
Using the arguments in (1) with u0 being replaced by u1 and p = 1, α = 0, we have
lim sup
t→T p,1max−t1
(u0)‖u(·, t;u1)‖L1(RN ) <∞.
Note that u(·, t+ t1;u0) = u(·, t;u1). We then have
lim sup
t→T p,1max(u0)
‖u(·, t;u0)‖L1(RN ) <∞,
which is a contradiction. Therefore, T p,1max(u0) = T
p
max(u0).
27
4 Global existence of classical solutions
In this section, we discuss the existence of global in time solutions to (1.4) and prove Theorems
1.5-1.7. Throughout this section, C denotes a constant independent of the initial functions and
the solutions under consideration, unless specified otherwise.
We first recall a well known lemma for a logistic ODE for convenience and then prove Theorems
1.5, 1.6, and 1.7 in subsections 4.1, 4.2, and 4.3, respectively.
Lemma 4.1. Consider the ODE
u˙ = u(a0 − b0u), (4.1)
where a0, b0 are positive constants. Let u(t;u0) be the solution of (4.1) with u(0;u0) = u0 ∈ R.
Then for any u0 > 0,
lim
t→∞u(t;u0) =
a0
b0
.
4.1 Proof of Theorem 1.5
In this subsection, we prove Theorem 1.5.
Proof of Theorem 1.5. Let (u, v) be the classical local nonnegative solution given by Theorem 1.1
defined on the maximal interval [0, T∞max(u0)). We have that
ut = ∆u− χ∇u∇v − (b− χ)u2 + au− χuv
≤ ∆u− χ∇u∇v − (b− χ)u2 + au.
Let u(t, ‖u0‖∞) be solution of the initial value problem,{
u′ = −(b− χ)u2 + au
u(0) = maxu0.
Since b − χ ≥ 0, then u(t, ‖u0‖∞) is globally defined in time. Since u0 ≤ u(0, ‖u0‖∞) , by the
comparison principle for parabolic equations we have that
u(x, t) ≤ u(t, ‖u0‖∞) (4.2)
for all x ∈ RN and t ≥ 0. Hence u(x, t) is globally defined in time. Furthermore, by Lemma 4.1,
if χ < b, then
u(t, ‖u0‖∞)→ a
b− χ as t→∞. (4.3)
This completes the proof of the theorem.
4.2 Proof of Theorem 1.6
In this subsection, we prove Theorem 1.6. In order to do so, we first prove an important theorem
and some technical lemmas. Throughout this section, we let α ∈ (12 , 1), δ ∈ [0, 2α− 1) and p > N
such that (2α−1−δ)p
N
> 1. Let X = Lp(RN ) and Xα be the fractional power space of ∆− I on X.
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Lemma 4.2. Suppose that satisfies the hypothesis of Theorem 1.2 and (u, v) is the solution of
(1.4) as in Theorem 1.2. For every r ≥ 1 satisfying
r ≤ χ
(χ− b)+ ,
we have that
‖u(·, t)‖Lr(RN ) ≤ ‖u0‖Lr(RN )eat ∀ t ∈ [0, Tαmax(u0)). (4.4)
Proof. Let 1 ≤ r ≤ χ/(χ − b)+. If ‖u0‖Lr(RN ) = ∞ there is nothing show. Hence we might
suppose that ‖u0‖Lr(RN ) <∞. Let us set δr := b− χ(r−1)r ≥ 0. We multiply the first equation in
(1.4) by ur−1, and integrating it, we obtain
1
r
d
dt
∫
RN
ur = −
∫
RN
∇u∇ur−1 + χ(r − 1)
r
∫
RN
∇ur∇v +
∫
RN
(aur − bur+1)
= −(r − 1)
∫
RN
ur−2|∇u|2 − χ(r − 1)
r
∫
RN
ur∆v +
∫
RN
(a− bu)ur
= −(r − 1)
∫
RN
ur−2|∇u|2 − χ(r − 1)
r
∫
RN
urv − (b− χ(r − 1)
r
)︸ ︷︷ ︸
δr
∫
RN
ur+1 +
∫
RN
aur
≤ a
∫
RN
ur.
(4.4) then follows.
A natural question that one could ask is under which condition on the expression χ(χ−b)+ , the
Lr− a priori estimate in Lemma 4.2 can be extended to all r ≥ 1 or for at least for every r = p.
An obvious condition would be to require that p ≤ χ(χ−b)+ so that the hypothesis of Lemma 4.2
are satisfied . Hence Lemma 4.2 and Theorem 1.4 have a direct consequence that we formulate
in the next result.
Corollary 4.3. Suppose that u0 satisfies the hypothesis of Theorem 1.2 and p ≤ χ(χ−b)+ . Then
the solution (u, v) of (1.4) with initial data u0 is global in time.
Proof. We have that p ≤ χ(χ−b)+ , hence according to Lemma 4.2 we have
‖u(t)‖Lp(RN ) ≤ ‖u0‖Lp(RN )eat, ∀ 0 ≤ t < Tαmax(u0). (4.5)
By Theorem 1.4, we have that Tαmax(u0) = T
p
max(u0) = +∞.
Note that p was chosen to be strictly greater than N. Thus, it would be nice to find a relation-
ship between N and the expression χ(χ−b)+ that will guarantee the existence of a global solution.
Theorem 1.6 provides such a sufficient condition to obtain a global in time solution. Note that
this condition is weaker than the one giving by Corollary 4.3.
Proof of Theorem 1.6. We divide the proof into two steps. In the first part, we prove that Lr−
norms of the u(t) can be bounded by continuous function as required in Theorem 1.4. We then
conclude that Tmax := T
α
max(u0) = +∞. The last part is the proof of inequality (1.16).
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Note that χ(χ−b)+ > 1, so we can choose q1 ∈
(
max{1, N2 },min{p, χ(χ−b)+ }
)
. We have δq1 =
b− χ(q1−1)
q1
> 0, and Lemma 4.2, implies that
‖u(·, t)‖Lq1 (RN ) ≤ ‖u0‖Lq1 (RN )eat ∀ t ∈ [0, Tmax).
Step 1. We claim that for all r ≥ q1,
‖u(t)‖Lr(RN ) ≤
[
‖u0‖Lr(RN ) +K
1
r
r t
1
r ‖u0‖
λr
r
Lq1 (RN )
e(λr−1)at
]
eat ∀ t ∈ [0, Tmax), (4.6)
where Kr and λr are nonnegative real numbers depending on a, b, χ, r and N with λr > 1.
We multiply the first equation in (1.4) by ur−1, and after integrating it by part, we obtain
that
1
r
d
dt
∫
RN
ur ≤ −(r − 1)
∫
RN
ur−2|∇u|2 − (b− χ(r − 1)
r
)
∫
RN
ur+1 + a
∫
RN
ur
= −4(r − 1)
r2
∫
RN
|∇u r2 |2 − (b− χ(r − 1)
r
)
∫
RN
ur+1 + a
∫
RN
ur. (4.7)
From Lemma 2.4 it follows that
‖u(t)‖Lr+1(RN ) ≤ C
2
rβ
0 ‖u(t)‖1−θLq1 (RN )‖∇u
r
2‖
2θ
r
L2(RN )
,
where
θ =
r
2
(
1
q1
− 1
r+1
r
2q1
+ 1
N
− 12
)
,
β =
{
r+1− r
2
r+1−q1
(
2q1
r
+
(
1− 2q1
r
)
2N
N+2
)
if r > 2q1
1 if r ≤ 2q1,
and C0 depends only on N. Notice that we used a = 3 in Lemma 2.4. Hence∫
RN
u(t)r+1 ≤ C
2(r+1)
rβ
0 ‖u(t)‖(1−θ)(r+1)Lq1 (RN ) ‖∇u
r
2 (t)‖
2θ(r+1)
r
L2(RN )
. (4.8)
Observe from the choice of q1 that
θ(r + 1)
r
=
r+1
q1
− 1
r
q1
+ 2
N
− 1 =
r
q1
− 1 + 1
q1
r
q1
− 1 + 2
N
< 1.
Combining this with (4.8) and using Young’s inequality, for every ε > 0, we have that∫
RN
u(t)r+1 ≤ ε‖∇u r2 ‖2L2(RN ) + ε
− θ(r+1)
r−θ(r+1)C
2(r+1)
(r−θ(r+1))β
0 ‖u(t)‖
(1−θ)(r+1)r
r−θ(r+1)
Lq1 (RN )
,
which is equivalent to
− ‖∇u r2 ‖2L2(RN ) ≤ −
1
ε
∫
RN
u(t)r+1 + ε
−
(
1+
θ(r+1)
r−θ(r+1)
)
C
2(r+1)
(r−θ(r+1))β
0 ‖u(t)‖
(1−θ)(r+1)r
r−θ(r+1)
Lq1 (RN )
. (4.9)
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Combining inequalities (4.7) and (4.9), we obtain that
1
r
d
dt
∫
RN
ur ≤−
(
4(r − 1)
εr2
+ b− χ(r − 1)
r
)
︸ ︷︷ ︸
εr
∫
RN
ur+1
+ a
∫
RN
ur +
4(r − 1)C
2(r+1)
(r−θ(r+1))β
0
r2ε
(
1+
θ(r+1)
r−θ(r+1)
) ‖u(t)‖
(1−θ)(r+1)r
r−θ(r+1)
Lq1 (RN )
.
If we choose ε > 0 such that εr ≥ 0 (for example ε = 4rχ yields εr = b ), we obtain that
1
r
d
dt
∫
RN
ur ≤ a
∫
RN
ur +
4(r − 1)C
2(r+1)
(r−θ(r+1))β
0
r2ε
(
1+
θ(r+1)
r−θ(r+1)
)
r
‖u(t)‖
(1−θ)(r+1)r
r−θ(r+1)
Lq1 (RN )
.
≤ a
∫
RN
ur +
4(r − 1)C
2(r+1)
(r−θ(r+1))β
0
r2ε
(
1+
θ(r+1)
r−θ(r+1)
)
r
[
eat‖u0‖Lq1 (RN )
] (1−θ)(r+1)r
r−θ(r+1)
.
It then follows by Gronwall’s inequality and the mean value theorem that
‖u(t)‖rLr(RN ) ≤
[
‖u0‖rLr(RN ) +Kr‖u0‖λrLq1 (RN )te(λr−1)art
]
eart ∀ t ∈ [0, Tmax),
with
λr =
(1− θ)(r + 1)
r − θ(r + 1) and Kr =
4(r − 1)C
2(r+1)
(r−θ(r+1))β
0
rε
(
1+ θ(r+1)
r−θ(r+1)
)
r
.
(4.6) then follows.
Step 2. It follows from Theorem 1.2, Theorem 1.4 , Lemma 4.2 and Step 1 that (1.4) has a
unique global classical solution (u, v). To complete the proof of this theorem, we need to prove
the following estimate.
‖u(t)|L∞(RN ) ≤ C1t−
N
2p e−t‖u0‖Lp(RN )+C2
[
‖u0‖Lp(RN ) +K
1
p
p ‖u0‖
˜˜
λp
p
L1(RN )
‖u0‖
λ˜p
p
Lp(RN )
t
1
p e(λp−1)at
]
eat,
where λp, λ˜p,
˜˜
λ,Kp, C1 and C2 are positive constants depending on N, p, a, b, and χ. Indeed,
let us recall that
u(t) = T (t)u0 − χ
∫ t
0
T (t− s)∇(u∇v)(s)ds︸ ︷︷ ︸
J1
+(a+ 1)
∫ t
0
T (t− s)u(s)ds︸ ︷︷ ︸
J2
−b
∫ t
0
T (t− s)u2(s)ds︸ ︷︷ ︸
J3
.
Note that
‖v‖W 2,p(RN ) ≤ C‖u‖Lp(RN ). (4.10)
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Using Lemma 3.1 and inequalities (4.6) and (4.10) we have that
‖J1‖L∞ ≤ C
∫ t
0
(t− s)− 12− N2p e−(t−s)‖(u∇v)(s)‖Lp(RN )ds
≤ C
∫ t
0
(t− s)− 12− N2p e−(t−s)‖u‖Lp(RN )‖v‖C1,b(RN )ds
≤ C
∫ t
0
(t− s)− 12− N2p e−(t−s)‖u‖2Lp(RN )ds
≤ C
∫ t
0
(t− s)− 12− N2p e−(t−s)
[
‖u0‖Lp(RN ) +K
1
p
p s
1
p ‖u0‖
λp
p
Lq1 (RN )
e(λp−1)as
]2
e2asds
≤ C
[
‖u0‖Lp(RN ) +K
1
p
p t
1
p ‖u0‖
λp
p
Lq1 (RN )
e(λp−1)at
]2
e2atΓ
(
1
2
− N
2p
)
.
Since 12 +
N
2p ∈ (12 , 1), we have that X
1
2
+N
2p is continuously embedded in L∞(RN ). Thus
‖J2‖L∞ ≤ C
∫ t
0
‖T (t− s)u(s)‖
X
1
2+
N
2p
ds
≤ C
∫ t
0
(t− s)− 12− N2p e−(t−s)‖u(s)‖Lp(RN )ds
≤ C
[
‖u0‖Lp(RN ) +K
1
p
p ‖u0‖
λp
p
Lq1 (RN )
t
1
p e(λp−1)at
]
eatΓ
(
1
2
− N
p
)
.
By (2.12), we have
‖T (t)u0‖∞ ≤ Ct−
N
2p e−t‖u0‖Lp(RN ). (4.11)
Since u2(s) ≥ 0 for all s ≥ 0, then J3 ≥ 0. Combining theses with the fact that u(t) ≥ 0, we
obtain that
‖u(t)‖∞ ≤ ‖T (t)u0‖∞ + χ‖J1(t)‖∞ + (a+ 1)‖J2(t)‖∞
Therefore we conclude that
‖u(t)‖L∞ ≤ C1t−
N
2p e−t‖u0‖Lp(RN ) + C2
[
‖u0‖Lp(RN ) +K
1
p
p ‖u0‖
λp
p
Lq1 (RN )
t
1
p e(λp−1)at
]2
e2at,
where C1 and C2 are positive constants depending on N, p, a, b, and χ. Now, since 1 < q1 < p,
then ‖u0‖q1 ≤ ‖u0‖λ1‖u0‖1−λp for λ = p−q1q1(p−1) . Thus the Theorem follows.
Remark 4.4. We first point out that Theorem 1.6 does not extend Theorem 1.5 because it requires
for ‖u0‖L1 + ‖u0‖Lp to be finite. Also, it should be noted that using (2.12), inequality (4.11) can
be replaced by
‖T (t)u0‖∞ ≤ C1t−
N
2 e−t‖u0‖L1(RN ). (4.12)
On the other hand, under the hypothesis of Corollary 4.3, that is if p ≤ χ(χ−b)+ , by following the
arguments used in the second part of the proof of Theorem 1.6 and making use of inequality (4.5)
we obtain that
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(i) There is a constant C > 0 depending on a, b, χ,N and p such
‖u(t)‖L∞ ≤ C
[
t
−N
2p e−(1+2a)t + ‖u0‖2Lp(RN )
]
e2at ∀ t > 0.
(ii) For every ε > 0, we have that
lim
t→∞ e
−(2a+ε)t‖u(t)− T (t)u0‖L∞ = 0
(iii) If in addition a = 0 then
sup
t≥0
‖u(t)‖L∞ <∞.
4.3 Proof of Theorem 1.7
In this subsection, we extend the results of the previous section to more initial data set and prove
Theorem 1.7. Note that the choice of the initial data u0 ∈ Xα in Theorem 1.6 depends on N, p
and α ∈ (12 , 1). Since Xβ is continuously imbedded in Xα for β ≥ α, then Theorem 1.6 covers
any nonnegative initial data in Xα with α ≥ 1.
Proof of Theorem 1.7. Let ϕ be a nonnegative smooth mollifier function with ‖ϕ‖L1 = 1. For
every ε > 0 let ϕε(x) =
1
εN
ϕ(1
ε
x) for every x ∈ RN . Next, we define u0n = ϕ 1
n
∗ u0 for every
n ≥ 1. We have that u0n ∈ C∞(RN ) ∩W k,q(RN ) for n ∈ N, k ≥ 1 and q ≥ 1. Furthermore, we
have that u0n ≥ 0 for every n with
‖u0n‖Lq(RN ) ≤ ‖ϕn‖L1(RN )‖u0‖Lq(RN ) = ‖u0‖Lq(RN ) ∀ p ≥ q ≥ 1 n ≥ 1 (4.13)
and
lim
n→∞ ‖u0n − u0‖Lq(RN ) = 0 for all q ∈ [1, p].
Let us choose α ∈ (12 , 1) and 0 < δ ≤ 2α − 1 satisfying
(2α− 1− δ)p
N
>
1
2
>
1
2p
=
1
p
− 1
2p
.
Hence, Xα is continuously imbedded in C1+δ. We have that u0n ∈ Xα for all n ≥ 1. Thus accord-
ing to Theorem 1.6, for every n ≥ 1, there is a global in time unique solution (um(x, t), vm(x, t)) =
(u(x, t;u0m), v(x, t;u0m)) of (1.4) with initial data u0m.
By the arguments of Theorem 1.3,
lim
m→∞
[‖u(·, t;u0m)− u(·, t;u0)‖Lp(RN )∩L1(RN ) + ‖v(·, t;u0m)− v(·, t;u0)‖Lp(RN )∩L1(RN )] = 0
for any t in the maximal existence interval [0, T pmax(u0)) of (u(x, t;u0), v(x, t;u0)). Choose q1 ∈(
max{1, N2 },min{p, χ(χ−b)+ }
)
. By Lemma 4.2 and (4.6), we have
‖u(·, t;u0m)‖Lp(RN )∩L1(RN ) ≤
[
‖u0m‖Lp(RN ) +K
1
p
p t
1
p ‖u0m‖
λp
p
Lq1 (RN )
e(λp−1)at
]
eat ∀ t ∈ [0, T pmax(u0)).
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This implies that
‖u(·, t;u0m)‖Lp(RN )∩L1(RN ) ≤
[
‖u0‖Lp(RN ) +K
1
p
p t
1
p ‖u0‖
λp
p
Lq1 (RN )
e(λp−1)at
]
eat ∀ t ∈ [0, T pmax(u0))
and hence T pmax(u0) = ∞. Since (1.16) holds for every u(·, t;u0m), letting m → ∞, we obtain
that u(·, t : u0) also satisfies (1.16) This completes the proof.
As an immediate consequence of the Theorem 1.5 and Theorem 1.7 we have the following
result.
Corollary 4.5. Suppose that assumptions of Theorem 1.7 hold and χ < b. Let u0 ∈ L1(RN ) ∩
Lp(RN ) and (u(·, · : u0), v(·, ·;u0)) be the global classical solution of (1.4) given by Theorem 1.7.
Then for every T > 0, we have that
sup
t≥T
[‖u(·, t, u0)‖∞ + ‖v(·, t, u0)‖∞] <∞. (4.14)
Proof. We have that u(·, ·, u0) ∈ C2,1(RN × (0,∞)) and satisfies
∂tu ≤ ∆u− χ∇v(·, ·;u0) + (a− (b− χ)u)u. (4.15)
Since u(·, T, u0) ∈ Cbunif(RN ), same arguments as in the proof of Theorem 1.5 imply that inequality
(4.14) holds.
5 Asymptotic behavior of solutions
In this section, we discuss the asymptotic behaviors of global bounded classical solutions of (1.4)
under the assumption that b > 2χ. This will be done in two subsections. The first subsection
is devoted for strictly positive initial data. Hence its results apply only for u0 ∈ Cbunif(RN ).
While in the second part we shall deal with initial data with compact supports. Whence there
is no restriction on the space X in this case. Again, throughout this section, C denotes a con-
stant independent of the initial functions and the solutions under consideration, unless specified
otherwise.
5.1 Asymptotic behavior of solutions with strictly positive initial data
We shall assume that inf u0 > 0 for u0 ∈ Cbunif(RN ) with b > 2χ. Following the ideas given in
[38] and [39], we consider the asymptotic behavior of the solution (u(x, t), v(x, t) := (u(x, t;u0),
v(x, t;u0)) of (1.4) with u(x, 0;u0) = u0(x). Clearly, the sufficient conditions required for the
existence of a unique bounded classical solution (u, v) in Theorem 1.5 are satisfied and according
to (4.2) and (4.3), it holds that
0 ≤ u(x, t) ≤ u(t, ‖u0‖∞) ∀ x ∈ RN , t ≥ 0.
with
lim
t→∞u(t, ‖u0‖∞) =
a
b− χ.
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where u(t, ‖u0‖∞) is the solution of (4.1). Define
u = lim sup
t→∞
(
sup
x∈RN
u(x, t)
)
, u = lim inf
t→∞
(
inf
x∈RN
u(x, t)
)
. (5.1)
Clearly 0 ≤ u ≤ u ≤ a
b−χ . Our goal is to prove that u = u. Observe that this will imply that
‖u(t) − u‖L∞ → 0 as t → ∞. Note that if a = 0, then u = u = 0. Hence we shall suppose that
a > 0 in this section.
By comparison principle for elliptic equations, we have that
inf
x∈RN
u(·, t) ≤ v(x, t) ≤ sup
x∈RN
u(·, t) ∀ x ∈ RN , ∀ t ≥ 0. (5.2)
Hence, it follows that supx∈RN v(x, t) <∞. Using definition of limsup and liminf, for every ε > 0,
there is tε > 0 such that
u− ε ≤ u(x, t) ≤ u+ ε ∀ x ∈ RN , t ≥ tε. (5.3)
Combining this with (5.2) we have
u− ε ≤ v(x, t) ≤ u+ ε ∀ x ∈ RN , t ≥ tε. (5.4)
Let us define
Lu = ∆u− χ∇v∇u.
Since (u, v) solves (1.4), we have
ut − Lu = −χuv + u(a− (b− χ)u) = u [a− χv − (b− χ)u] . (5.5)
Note that 0 ≤ u. By (5.4) and (5.5), for t ≥ tε, we have
ut − Lu ≤ u [a− χ(u− ε)− (b− χ)u] (5.6)
and
ut − Lu ≥ u [a− χ(u+ ε)− (b− χ)u] . (5.7)
The following lemmas will be helpful in the proof of the main theorem of this section.
Lemma 5.1. Under the foregoing assumptions, we have that
inf
x∈RN
u(x, t) > 0 , ∀ t > 0 and a− χu > 0. (5.8)
Proof. Let u(t, infx∈RN u0) be the solution of the following ordinary differential equation,{
Ut = −(b− χ)U2 + (a− χv∞)U
U0 = infx∈RN u0.
where v∞ := supx∈RN ,t≥0 v(x, t). Since b − χ > 0, then u(t, infx∈RN u0) is globally defined and
bounded with 0 < u(t, infx∈RN u0) for all t ≥ 0. Note that if a− χv∞ ≤ 0, then u(t, infx∈RN u0)
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decreases to 0, while if a − χv∞ > 0, by Lemma 4.1, we have u(t, infx∈RN u0) → a−χv∞b−χ . Since
u0 ≥ u(0, infx∈RN u0), by the comparison principle for parabolic equations, we conclude that
u(t, inf
x∈RN
u0) ≤ u(x, t)
for all x ∈ RN and t ≥ 0. Hence the first inequality in (5.8) follows. On the other hand, if we
suppose by contradiction that a− χu ≤ 0, then we would have that
a
χ
≤ u ≤ a
b− χ,
which contradicts the fact that b > 2χ. Hence the second inequality in (5.8) holds.
Since u ≤ u, according to Lemma 5.1, we may suppose that 0 < a− χ(u+ ε) < a− χ(u− ε)
for ε very small.
Lemma 5.2. Under the forgoing assumptions , it holds that
(b− χ)u ≤ a− χu and a− χu ≤ (b− χ)u. (5.9)
Proof. Let w(t) denote the solution of the initial value problem{
wt = w [a− χ(u− ε)− (b− χ)w] ∀t > tε
w(tε) = supx∈RN u(x, tε).
(5.10)
By (5.6), (5.10), and the comparison principle for parabolic equations, we obtain that
u(x, t) ≤ w(t) ∀ x ∈ RN , t ≥ tε. (5.11)
According to Lemma 5.1 we have that supx∈RN u0(x, t) > 0 for all t > 0. In particular we have
that w(tε) > 0. On the other hand, by Lemma 4.1
w(t)→ a− χ(u− ε)
b− χ as t→∞.
Combining this with inequality (5.11), we obtain that
u ≤ a− χ(u− ε)
b− χ ∀ ε > 0.
By letting ε→ 0, we obtain the first inequality in (5.9).
Similarly, let w(t) be solution of{
wt = w [a− χ(u+ ε)− (b− χ)w] ∀t > tε
w(tε) = infx∈RN u(x, tε).
(5.12)
By (5.6), (5.12), and the comparison principle for parabolic equations, we have
u(x, t) ≥ w(t) ∀ x ∈ RN , t ≥ tε.
Same arguments as in above yield that w(tε) > 0, and
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w(t)→ a− χ(u+ ε)
b− χ as t→∞.
Combining this with inequality (5.3), we obtain that
u ≥ a− χ(u+ ε)
b− χ ∀ ε > 0.
By letting ε→ 0, we obtain the second inequality in (5.9). Lemma 5.2 is thus proved.
From these Lemmas, we can easily present the proof of Theorem 1.8.
Proof of Theorem 1.8. It follows from Lemma 5.2 that
(b− 2χ)u = (b− χ)u− χu = (b− χ)u+ (a− χu)− a
≤ a− χu+ (b− χ)u− a = (b− 2χ)u.
Combining this with the fact that u ≤ u and (b− 2χ) > 0 we obtain that
u = u. (5.13)
Equality (5.13) combining with Lemma 5.2 imply that
(b− χ)u = a− χu.
Solving for u in the last equality, we obtain that u = u = a
b
. The conclusion of the theorem follow
ready from the last equality and (5.1), and (5.2) .
When the initial data u0 is not bounded away from zero. The uniform convergence on R
N of
u(x, t) as t → ∞ to the constant steady solution a
b
does not hold. However we have a uniform
local convergence of u(x, t) as t→∞ to the steady solution under an additional hypothesis. We
establish these in the last subsection.
5.2 Asymptotic behavior of solutions with non-negative initial data
Throughout this section we suppose that u0 ∈ Cbunif(RN ) is nonnegative and not identically zero
with 2χ < b. We shall also denote by (u(x, t), v(x, t)), the global bounded classical solution of
(1.4) associated with initial data u0.
In order to study the asymptotic behavior of u(·, t), we first need to get some estimate on
‖∇v(x, t)‖. Since ∆v = v − u and ‖v(·, t)‖∞ ≤ ‖u(·, t)‖∞ for every t > 0, it follows from Lemma
3.3 that
‖∇v(x, t)‖ ≤
√
N‖u(·, t)‖∞ ∀ x ∈ RN , t > 0. (5.14)
Let us define for U ∈ C2,1(RN × R)
LU := ∂tU −∆U − χ∇v∇U. (5.15)
We have that
Lu = u(a− χv − (b− χ)u)︸ ︷︷ ︸
F 1(x,t,u)
, x ∈ RN , t > 0. (5.16)
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Hence, since v ≥ 0, it follows that
Lu ≤ u(a− (b− χ)u)︸ ︷︷ ︸
F 2(u)
. (5.17)
By the comparison principle for parabolic equations, we have that
u(x, t) ≤ U(t, ‖u0‖∞) ∀ x ∈ RN , t ≥ 0, (5.18)
where U(t, ‖u0‖∞) is the solution of the ODE{
LU = F 2(U)
U(0) = ‖u0‖∞.
(5.19)
By Lemma 4.1, U(t, ‖u0‖∞)→ ab−χ as t→∞.
Next, we prove some lemmas.
Lemma 5.3. Assume that 0 < χ < 2b
3+
√
1+Na
. Then
lim
R→∞
inf
t>R,|x|>R
(
4(a− χv(x, t)) − χ2‖∇v(x, t)‖2) > 0. (5.20)
Proof. From (5.14), (5.18), and the fact that U(t, ‖u0‖∞) → ab−χ as t goes to infinity, for (5.20)
to hold, it is enough to have
4(a− χa
b− χ)−
Nχ2a2
(b− χ)2 > 0. (5.21)
Let µ = χ
b−χ . (5.21) is equivalent to 4(1 − µ)−Naµ2 > 0. This implies that
0 < µ =
χ
b− χ <
2
1 +
√
1 +Na
and then
0 < χ <
2b
3 +
√
1 +Na
.
The lemma is thus proved.
Lemma 5.4. Let u0 ∈ Cbunif(RN ) be a nonnegative and non-zero function. Let (u, v) be the
classical bounded solution of (1.4) associated with u0. If
χ <
2b
3 +
√
1 +Na
, (5.22)
then
lim inf
t→∞ inf|x|≤ct
u(x, t) > 0 (5.23)
for every 0 ≤ c < c∗(≤ 2√a), where
c∗ = lim
R→∞
inf
|x|≥R,t≥R
(2
√
a− χv(x, t)− χ‖∇v(x, t)‖). (5.24)
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Proof. First, we know that ‖v(·, t)‖∞ ≤ ‖u(·, t)‖∞ ≤ U(t, ‖u0‖∞) for all t with U(t, ‖u0‖∞)→ ab−χ
as t→∞. Hence for every ε > 0, there is Tε > 0 such that
‖v(·, t)‖∞ ≤ a
b− χ + ε, ∀ t ≥ Tε (5.25)
and Tε → ∞ as ǫ → 0. Define u˜(x, t) = u(x, Tε + t) and v˜(x, t) = v(x, Tε + t) for all t ≥ 0 and
x ∈ RN . Then u˜(x, t) satisfies
u˜t = ∆u˜− χ∇v˜∇u˜+ F˜ (t, x, u˜),
where F˜ (t, x, u) = u˜(a− χv˜ − (b− χ)u˜). Note that
4∂uF˜
1(x, t, 0) − ‖χ∇v˜(x, t)‖2 = 4(a− χv˜(x, t))− χ2‖∇v(x, t)‖2.
By Lemma 5.3,
lim
R→∞
inf
t>R,|x|>R
(
4∂uF˜
1(x, t, 0) − ‖χ∇v˜(x, t)‖2
)
> 0.
Next, we introduce the linear operator
Lw := ∂tw −∆w + q(x, t) · ∇w − p(x, t)w
for every w ∈ C2,1(RN × R), where
q(x, t) =
{
χ∇v˜(x, t), t ≥ 0
χ∇v˜(x, 0), t < 0 and p(x, t) =
{
a− χv˜(x, t), t ≥ 0
a− χv˜(x, 0), t < 0.
Following [3], the generalized principal eigenvalue associated to the operator L is defined to be
λ′1 := inf{λ ∈ RN : ∃φ ∈ C2,1 ∩W 1,∞(RN × R), inf
(x,t)
φ > 0,Lφ ≤ λφ}.
We show that λ′1 < 0 for small values of ε. Indeed, for w(x, t) = 1, the constant function, using
definition of v˜ and inequality (5.25), we obtain that
L(w) =
{
−a+ χv˜(x, t), t ≥ 0
−a+ χv˜(x, 0), t < 0
≤ −a+ χa
b− χ + χε = χε−
a(b− 2χ)
b− χ .
Hence λ′1 < 0 whenever ε <
a(b−2χ)
χ(b−χ) .
Now, by Theorem 1.5 in [3], it holds that
lim inf
t→∞ inf|x|≤ct
u˜(x, t) > 0 (5.26)
for every 0 ≤ c < c∗ε where
c∗ε = lim inf|x|→∞
inf
t≥Tε
(2
√
a− χv(x, t)− χ‖∇v(x, t)‖).
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By the definition of u˜ and (5.26), we deduce that
lim inf
t→∞ inf|x|≤ct
u(x, t+ Tε) > 0 ∀ 0 ≤ c < c∗ε. (5.27)
We claim that limε→0 c∗ε = c∗. In fact, recall that
c∗ = lim
R→∞
inf
|x|≥R,t≥R
(
2
√
a− χv(x, t)− χ‖∇v(x, t)‖
)
︸ ︷︷ ︸
f(x,t)
.
Using the fact that
inf
|x|≥R
inf
t≥Tε
f(x, t) = inf
|x|≥R,t≥Tε
f(x, t) ≤ inf
|x|≥R,t≥R
f(x, t), ∀ R ≥ Tε,
we have
c∗ε = lim inf|x|→∞
inf
t≥Tε
f(x, t) = lim
R→∞
inf
|x|≥R
inf
t≥Tε
f(x, t) ≤ lim
R→∞
inf
|x|≥R,t≥R
f(x, t) = c∗. (5.28)
Using the fact that for given δ > 0, there is Rδ > 0 such that
c∗ − δ < f(x, t) ∀ |x|, t ≥ Rδ
and that there is ε0 such
Tε ≥ Rδ ∀ ε < ε0,
we have
c∗ − δ ≤ inf
|x|≥R, t≥Tε
f(x, t) ∀ R ≥ Rδ, ∀ ε < ε0.
Thus, for every 0 < ε < ε0, we have that
c∗ − δ ≤ lim
R→∞
inf
|x|≥R,t≥Tε
f(x, t) = c∗ε. (5.29)
By (5.28) and (5.29), we obtain
lim
ε→0
c∗ε = c
∗.
Finally, let 0 ≤ c < c∗ be fixed. There is some ε > 0 small enough such that c < c∗ε. Choose
c˜ ∈ (c, c∗ε). Observe that
ct = c˜(t− Tε)− (c˜− c)(t− c˜Tε
c˜− c) ≤ c˜(t− Tε) (5.30)
whenever t ≥ c˜Tε
c˜−c . Hence, since u(x, t) = u(x, t− Tε + Tε), we obtain that
inf
‖x‖≤ct
u(x, t) ≥ inf
‖x‖≤c˜t
u(x, t+ T ), ∀ t ≥ c˜T
c˜− c .
Combining the last inequality with inequality (5.30), we conclude that inequality (5.23) hold.
The next step to the proof of Theorem 1.9 is the following result. This result asserts that,
under some conditions, the asymptotic behavior of the function v(x, t) is quit similar to the one
of the function u(x, t).
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Lemma 5.5. (i) If there is a positive constant c∗low such that
lim
t→∞ sup|x|≤ct
|u(x, t)− a
b
| = 0 ∀ 0 ≤ c < c∗low, (5.31)
then
lim
t→∞ sup|x|≤ct
|v(x, t) − a
b
| = 0 ∀ 0 ≤ c < c∗low.
(ii) If there is a positive constant c∗up such that
lim
t→∞ sup|x|≥ct
u(x, t) = 0 ∀ c > c∗up, (5.32)
then
lim
t→∞ sup|x|≥ct
v(x, t) = 0 ∀ c > c∗up.
Proof. We first recall that
v(x, t) =
∫ ∞
0
∫
RN
e−s
(4πs)
N
2
e−
|x−y|2
4s u(y, t)dyds =
1
π
N
2
∫ ∞
0
∫
RN
e−se−|z|
2
u(x−2√sz, t)dyds. (5.33)
Let ε > 0. be fixed. Since
1
π
N
2
∫ ∞
0
∫
RN
e−se−|z|
2
dyds =
[∫ ∞
0
e−sds
]
︸ ︷︷ ︸
=1
[
1
π
N
2
∫
RN
e−|z|
2
dy
]
︸ ︷︷ ︸
=1
= 1
and
sup
t≥0
‖u(·, t) + 1‖∞ <∞,
there is R > 0 large enough such that
1
π
N
2
∫ ∫
{s≥R}∪{|z|≥R}
e−se−|z|
2 |u(x− 2√sz, t) + 1|dyds < ε
2
(5.34)
for all x ∈ RN , t ≥ 0.
(i) Let 0 ≤ c < c∗low be fixed. Choose c < c˜ < c∗low. From (5.31), there is t0 > 0 such that
|u(x, t) − a
b
| ≤ ε
2
(5.35)
for every |x| ≤ c˜t, t ≥ t0. Using (5.34), for every x ∈ RN and t > 0, we have
|v(x, t) − a
b
| ≤ 1
π
N
2
∫ ∞
0
∫
RN
e−se−|z|
2|u(x− 2√sz, t)− a
b
|dyds
≤ 1
π
N
2
∫ ∫
{s≤R and |z|≤R}
e−se−|z|
2 |u(x− 2√sz, t)− a
b
|dyds
+
1
π
N
2
∫ ∫
{s>R}∪{|z|>R}
e−se−|z|
2 |u(x− 2√sz, t) + a
b
|dyds
≤ 1
π
N
2
∫ ∫
{s≤R and |z|≤R}
e−se−|z|
2 |u(x− 2√sz, t)− a
b
|dyds+ ε
2
. (5.36)
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On the other hand we have that
|x− 2√sz| ≤ |x|+ 2√s|z| ≤ ct+ 2R2 = c˜t− (c˜− c)(t− 2R
2
c˜− c) ≤ c˜t (5.37)
whenever |x| ≤ ct, s ≤ R, |z| ≤ R, and t ≥ 2R2
c˜−c . Hence combining inequalities (5.35), (5.36) and
(5.37), we obtain that
sup
|x|≤ct
|v(x, t)− a
b
| ≤ ε
whenever t ≥ max{t0, 2R2c˜−c}. This complete the proof of (i).
(ii) Let c > c∗up be fixed. Choose c∗up < c˜ < c. Since c˜ > c∗up, according to (5.32), there is
t1 > 0 such that
sup
|y|≥c˜t
u(y, t) <
ε
2
, ∀ t ≥ t1. (5.38)
Using Triangle inequality, for every (z, s) ∈ B(0, R)× [0, R] and |x| ≥ ct, it hold that
ct ≤ |x| ≤ |x− 2√sz|+ 2√s|z| ≤ |x− 2√sz|+ 2R2.
Which implies that
ct− 2R2 ≤ |x− 2√sz| (5.39)
for every (z, s) ∈ B(0, R)× [0, R] and |x| ≥ ct. But
c˜t ≤ ct− 2R2 ⇔ t ≥ 2R
2
c− c˜ . (5.40)
Hence combining inequalities (5.38),(5.39) and (5.40) we have that
sup
(z,s)∈B(0,R)×[0,R]
u(x− 2√sz, t) ≤ ε (5.41)
for |x| ≥ ct and t ≥ max{t1, 2R2c−c˜}. This implies that
1
π
N
2
∫ ∫
{s≤R,|z|≤R}
e−se−|z|
2
u(x− 2√sz, t)dzds < ε
2
(5.42)
for |x| ≥ ct and t ≥ max{t1, 2R2c−c˜}. From (5.33) and inequalities (5.34) and (5.42), it follows that
lim
t→∞ sup|x|≥ct
v(x, t) = 0
for every c > c∗up.
We now prove Theorem 1.9.
Proof of Theorem 1.9. (1) From Lemma 5.4 we know that
lim inf
t→∞ inf|x|≤ct
u(x, t) > 0
for all 0 ≤ c < c∗. We first prove that (1.20) holds for 0 ≤ c < c∗, where c∗ is as in Lemma 5.4.
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Assume that there are constants 0 ≤ c < c∗, δ > 0 and a sequence {(xn, tn)}n∈N such tn →
∞, ‖xn‖ ≤ ctn and
|u(xn, tn)− a
b
| ≥ δ, ∀ n ≥ 1. (5.43)
For every n ≥ 1, let us define
un(x, t) = u(x+ xn, t+ tn), and vn(x, t) = v(x+ xn, t+ tn)
for every x ∈ RN , t ≥ −tn. Choose 0 < α < 12 . Using the facts that
u(·, t) = T (t)u0 − χ
∫ t
0
T (t− s)∇(u(s)∇v(s))ds +
∫ t
0
T (t− s)(au(s)− bu2(s))ds.
For every n ≥ 1, we have
‖un0‖Xα ≤ ‖T (tn)u0(.+ xn)‖Xα + χ
∫ tn
0
‖T (tn − s)∇(u(s)∇v(s))‖Xαds
+
∫ tn
0
‖T (tn − s)(au(s)− bu2(s))‖Xαds
≤ Cαt−αn ‖u0‖∞ + χ
∫ tn
0
‖T (tn − s)∇(u(s)∇v(s))‖Xαds
+Cα
∫ tn
0
e−(tn−s)(tn − s)−α‖au(s)− bu2(s))‖∞ds.
Next, using Lemma 3.2, the last inequality can be improved as
‖un0‖Xα ≤ Cαt−αn ‖u0‖∞ + Cαχ
∫ tn
0
e−(tn−s)(tn − s)−
1
2
−α‖u(s)∇v(s)‖∞ds
+ Cα
∫ tn
0
e−(tn−s)(tn − s)−α‖au(s)− bu2(s))‖∞ds. (5.44)
Combining inequality (5.14) and the fact that supt ‖u(·, t)‖∞ <∞, inequality (5.44) becomes,
‖un0‖Xα ≤ Cαt−αn ‖u0‖∞ + C


∫ ∞
0
e−ss−
1
2
−αds︸ ︷︷ ︸
Γ( 1
2
−α)
+
∫ ∞
0
e−ss−αds︸ ︷︷ ︸
Γ(1−α)


= Cαt
−α
n ‖u0‖∞ + C (5.45)
Since tn →∞ as n→∞, then supn ‖un0‖Xα <∞. Furthermore, similar arguments as in the proof
of Theorem 1.1 show that the functions un : [−T, T ] → Xα are equicontinuous for every T > 0.
Hence, Arzela-Ascoli’s Theorem and Theorem 15 (page 80 of [1]) imply that there is a function
(u˜, v˜) ∈ C2,1(RN ×R) and a subsequence {(un′ , vn′)}n of {(un, vn)}n such that (un′ , vn′)→ (u˜, v˜)
in C1+δ
′,δ′
loc (R
N × (−∞,∞)) for some δ′ > 0. Moreover, v˜ = (I −∆)−1u˜ and (u˜, v˜) solves (1.4) in
classical sense. Note that
u˜(x, t) = lim
n→∞u(x+ xn
′ , t+ tn′)
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for every x ∈ RN , t ∈ R. Next, choose c˜ ∈ (c, c∗). For every x ∈ RN and t ∈ R, we have
‖x+ xn′‖ ≤ ‖x‖+ ‖xn′‖ ≤ ‖x‖+ ctn′
= c˜(tn′ + t)− (c˜− c)(tn′ − ‖x‖ − c˜t
c˜− c ) ≤ c˜(tn′ + t)
whenever tn′ ≥ ‖x‖+c˜|t|c˜−c . Thus, it follows that
u˜(x, t) = lim
n→∞u(x+ xn
′ , t+ tn′) ≥ lim inf
s→∞ inf‖y‖≤c˜s
u(y, s) > 0
for every (x, t) ∈ RN × R. Hence inf(x,t)∈RN×R u˜(x, t) > 0. Using Theorem 1.8, we must have
lim
t→∞ ‖u˜(·, t) −
a
b
‖∞ = 0. (5.46)
Claim. u˜(x, t) = a
b
for every (x, t) ∈ RN+1.
The proof of this claim is inspired from the ideas used to prove Theorem 1.8. Let us set
u0 = inf(x,t)∈RN+1 u˜ and u0 = sup(x,t)∈RN+1 u˜. Since (u˜, v˜) solves (1.4) in the classical sense and
b > 2χ, it follows from Lemma 5.1 that
a− χu0 ≥ a− χu0 > 0. (5.47)
For every t0 ∈ R, let u(·, t0) and u(·, t0) be the solutions of{
d
dt
u = u(a− χu0 − (b− χ)u), t > t0
u(t0, t0) = u0
and {
d
dt
u = u(a− χu0 − (b− χ)u), t > t0
u(t0, t0) = u0,
respectively. Since 0 < u0 ≤ v˜(x, t) ≤ u0 for every (x, t) ∈ RN+1, following the same arguments
used to prove Lemma 5.2, we obtain that
u(t− t0, 0) = u(t, t0) ≤ u˜(x, t) ≤ u(t, t0) = u(t− t0, 0) ∀ x ∈ RN , t ≥ t0. (5.48)
By Lemma 4.1, we have
lim
t0→−∞
u(t− t0, 0) = a− χu0
b− χ and limt0→−∞u(t− t0, 0) =
a− χu0
b− χ . (5.49)
Combining (5.48) and (5.49) we obtain that
a− χu0
b− χ ≤ u˜(x, t) ≤
a− χu0
b− χ , ∀ (x, t) ∈ R
N+1.
This together with u0 ≤ u˜(x, t) ≤ u0 implies that
a− χu0 ≤ (b− χ)u0 and (b− χ)u0 ≤ a− χu0.
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These last inequalities are exactly the ones established in Lemma 5.2. Therefore, following the
arguments of Theorem 1.8, we obtain that u0 = u0 =
a
b
. This complete the proof of the claim.
It follows from above that u˜(0, 0) = a
b
. But by (5.43),
|u˜(0, 0) − a
b
| ≥ δ,
which is a contradiction. Thus
lim
t→∞ sup|x|≤ct
|u(x, t)− a
b
| = 0
for all 0 ≤ c < c∗. This together with Lemma 5.5 (i) implies (1.20) with any 0 < c∗low ≤ c∗.
(2) We prove (1.21). Let us denote by U(x, t) the classical solution of the Initial Value Problem{
LU = F¯ 2(U ) x ∈ RN , t > 0
U(x, 0) = u0(x) x ∈ RN
where LU is given by (5.15) and F¯ 2(u) = u(a + d − (b − χ)u) where d ≫ 1 is chosen such that
‖u0‖∞ < a+db−χ . By the comparison principle for parabolic equations,
u(x, t) ≤ U(x, t) ≤ U(t, ‖u0‖∞)
for all x ∈ RN and t ≥ 0.
It follows from (5.20) and the fact that v ≥ 0 that
lim
R→∞
sup
t>R,|x|>R
(
4∂uF¯
2(0) − χ2‖∇v(x, t)‖2) ≥ lim
R→∞
sup
t>R,|x|>R
(
4∂uF
1(x, t, 0) − χ2‖∇v(x, t)‖2) > 0.
Since F¯ 2 is of KPP type with F 2(0) = F 2(a+d
b−χ ) = 0, by Theorem 1 in [6], there exist two
compact sets S ⊂ S with non-empty interiors such that{
for all compact set K ⊂ intS, limt→∞{supx∈tK |U (x, t)− a+db−χ |} = 0,
for all closed set F ⊂ RN \ S, limt→∞{supx∈tF |U(x, t)|} = 0.
Take c∗up to be the diameter of S. For every c > c∗up we have that F := {x : |x| ≥ c} ⊂ RN \ S
and closed. Hence
lim
t→∞ sup|x|>ct
u(x, t) = 0
whenever c > c∗up. This together with Lemma 5.5 implies (1.21). By (1.20) and (1.21), it is clear
that c∗up(u0) ≥ c∗low(u0).
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