We constrain the iron abundance in a sample of 33 low-ionization Galactic planetary nebulae (PNe) using [Fe III] lines and correcting for the contribution of higher ionization states with ionization correction factors that take into account uncertainties in the atomic data. We find very low iron abundances in all the objects, suggesting that more than 90% of their iron atoms are condensed onto dust grains. This number is based on the solar iron abundance and implies a lower limit on the dust-to-gas mass ratio, solely due to iron, of M dust /M gas ≥ 1.3 × 10 −3 for our sample. The depletion factors of different PNe cover about two orders of magnitude, probably reflecting differences in the formation, growth, or destruction of their dust grains. However, we do not find any systematic difference between the gaseous iron abundances calculated for C-rich and O-rich PNe, suggesting similar iron depletion efficiencies in both environments. The iron abundances of our sample PNe are similar to those derived following the same procedure for a group of 10 Galactic H II regions. These high depletion factors argue for high depletion efficiencies of refractory elements onto dust grains both in molecular clouds and asymptotic giant brach stars, and low dust destruction efficiencies both in interstellar and circumstellar ionized gas.
INTRODUCTION
The progenitors of planetary nebulae (PNe), asymptotic giant branch (AGB) stars, have atmospheres particularly favorable for grain formation, and are considered the most efficient source of circumstellar dust (Whittet 2003; Ferrarotti & Gail 2006 , and references therein). However, it is not clear yet how much dust do PNe have and whether this dust is destroyed or modified during their lifetime. Pottasch et al. (1984) and Lenzuni et al. (1989) studied PNe with IRAS data and found that their derived dust-to-gas mass ratios decreased with nebular radius (which they used as a proxy for nebular age). However, these results strongly depend on the poorly known distances to the studied PNe, and were called into question by Stasińska & Szczerba (1999) , who derived dust-to-gas ratios using distance-independent quantities and found no correlation with the surface brightness in Hβ, their proxy for nebular age. Stasińska & Szczerba concluded that there is no evidence for a decrease in the dust-to-gas mass ratio as PNe evolve, but since there are many uncertainties involved, the issue is far from being settled.
As an alternative to dust-to-gas mass ratios derived from infrared emission, one might consider studying dust through element depletions. Elements such as Al, Ca, Si, Ni and Fe have abundances in the interstellar medium (ISM) much lower than solar (Morton et al. 1973; Morton 1974) , and this is generally interpreted as due to their depletion in dust grains. The differences in * PARTLY BASED ON OBSERVATIONS MADE WITH THE 2.1-M TELESCOPE AT OBSERVATORIO ASTRONÓMICO NA-CIONAL, SAN PEDRO MÁRTIR, MEXICO. Electronic address: gloria@inaoep.mx, mrodri@inaoep.mx, amr@iac.es, kerttu@iac.es depletion factors found in different environments give important clues on the nature of the formation and destruction mechanisms for dust grains in the ISM (see, e.g., Whittet 2003) , and the depletion factors in PNe can provide clues on the mechanisms that operate in ionized gas. To study the sensitivity of depletions to environment one must choose an element that is mostly condensed into dust grains, like those mentioned above, since in that case the destruction of a small quantity of dust will translate into a measurable increase of the element abundance in the gas. However, the abundances of these elements are usually difficult to measure in ionized gas due to the lack of suitable emission lines or atomic data, and due to the highly uncertain corrections for unobserved ions. These problems, combined with the wide spread in the degrees of ionization, and hence of ionization states, found in PNe, imply that the depletion factors derived so far for PNe use different ions and ionization correction factors (ICFs) and are not only uncertain, but also difficult to compare between them. The published values for the abundances of refractory elements in PNe cover the ranges: 1/6-1/300 the solar abundance for Ca, 1/2-1/350 for Al, 1/3-1/300 for Fe, near solar to 1/10 solar for Mg, and near solar to 1/20 solar for Si (Shields 1975; Garstang et al. 1978; Shields 1978; Péquignot & Stasińska 1980; Aller et al. 1981; Shields et al. 1981; Aller & Czyzak 1983; Beckwith et al. 1984; Pwa et al. 1986; Clegg et al. 1987a,b; Middlemass 1990; Keyes et al. 1990 ; Kingdon et al. 1995; Pottasch & Beintema 1999; Perinotto et al. 1999; Casassus et al. 2000; Pottasch et al. 2001; Pottasch et al. 2002 Pottasch et al. , 2003 Liu et 2006; Pottasch & Surendiranath 2007; Pottasch et al. , 2008 .
The problem with the determination of depletion factors in ionized gas is somewhat alleviated in the case of H II regions, where the range of degrees of ionization is much smaller. However, dust grains in PNe and H II regions are likely to have very different characteristics. The dust grains present in PNe formed in the cool atmospheres of the progenitor stars, whereas those grains now present in H II regions were located before in the associated molecular clouds and can be considered processed interstellar dust grains. Therefore, it is important to perform a homogeneous study of depletion factors in a sample of PNe, and especially so if the results can also be compared with those found in H II regions. Differences in depletion factors can provide much information on the efficiency of dust formation and destruction processes.
Of all the refractory elements we mentioned above, Fe has the strongest lines in the visible range of the spectrum. Furthermore, since most of the Fe atoms are condensed into dust grains and since the cosmic abundance of Fe is relatively high, this element is an important contributor to the mass of refractory dust grains (Sofia et al. 1994) , and the Fe gaseous abundance will probably reflect the abundance of refractory elements in dust. These reasons make Fe a good choice to study depletion factors in ionized gas.
The comparison between the results derived in PNe and H II regions will be more meaningful if the sample of PNe is restricted to objects with a low degree of ionization, because in that case the same ions need to be considered in the abundance determination for both types of objects. In H II regions, Fe will be mostly found in three ionization states: Fe + , Fe ++ , and Fe +3 . Fe + has a low ionization potential and its contribution to the total abundance is often negligible (Rodríguez 2002) . On the other hand, [Fe IV] lines are weak and more difficult to measure than [Fe III] lines. Hence, Fe abundances are usually calculated from Fe ++ abundances and an ICF derived from photoionization models. However, for the handful of objects in which [Fe IV] lines have been measured, this ICF can be compared with that implied by the derived Fe +3 abundances, and a discrepancy has been found between them (Rodríguez 2003 , and references therein). Rodríguez & Rubin (2005) determined what changes in all the atomic data involved in the calculations would explain this discrepancy: (1) a decrease in the collision strengths for Fe +3 by factors of 2-3, (2) an increase in the collision strengths for Fe ++ by factors of 2-3, or (3) an increase in the total recombination coefficient or the rate of the charge-exchange reaction with H 0 for Fe +3 by a factor of ∼ 10. Rodríguez & Rubin (2005) argued that the three explanations are equally plausible, and derived two different ICFs:
Equation (1) is based on photoionization models that use the state-of-the-art values for the atomic data relevant to the problem, and Equation (2) is derived from those objects with measurements of [Fe IV] lines (see Rodríguez & Rubin 2005) . Equation (2) ++ were the ones to blame, the correct abundance would be the previous value lowered by ∼ 0.3 dex. Finally, if the models predictions were wrong -due to errors in the total recombination coefficient or the rate of the charge-exchange reaction -the ICF of equation (2) would give the best values of the Fe abundance. The discrepancy is probably due to some combination of the aforementioned causes, therefore the errors required in any of the atomic data are likely to be lower than those considered above, and the values of the Fe abundance will consequently be intermediate between the extreme values obtained with the ICF scheme described above.
The three ionization correction schemes give values of the Fe abundance that can be similar or differ by more than a factor of 10, but since these schemes involve drastic changes in the atomic data involved in the abundance calculation, the extreme values of the Fe abundance implied by them can be used to constrain the true values of the Fe abundances in the gas. Rodríguez & Rubin (2005) followed this procedure and found that the two Galactic H II regions and the four Galactic PNe of their sample have less than 5% of their Fe atoms in the gas phase. In this paper, we apply this procedure to constrain the Fe abundances in a sample of 33 low-ionization Galactic PNe, and compare the results with the values obtained for 10 Galactic H II regions.
THE SAMPLE
In order to perform the analysis described above, we need to select a sample of low-ionization PNe where Fe + , Fe ++ , and Fe +3 (the latter with ionization potential IP = 54.8 eV) are the main ionization states of iron and O + , O ++ (the latter with IP = 54.9 eV) are the main ionization states of oxygen. We considered a group of PNe that have determinations of the O +3 abundance (Liu et al. 2004a; Tsamis et al. 2003) , and found that those with I(He II λ4686)/I(Hβ) 0.3 have less than 10% of their O abundance in this ionization state. Hence, we established this as the condition that our sample PNe should satisfy.
The initial sample consists of 28 low-ionization PNe, 23 of them selected from the literature because their published spectra have all the lines we need to calculate physical conditions and the Fe ++ and O ionic abundances. Three of these PNe do not have measurements of [Fe III] lines, but do have measurements of weak, nearby recombination lines which can be used to calculate upper limits to the Fe ++ and Fe abundances. The other 5 PNe of the sample were observed in the 2.1-m telescope at Observatorio Astronómico Nacional (San Pedro Mártir, Mexico).
Our initial sample does not contain PNe with high electron densities (n e 25, 000 cm −3 ) because it is difficult to obtain good estimates of the physical conditions in these objects. However, we have included 5 additional PNe with n e > 25, 000cm −3 , and performed a special analysis, as described in Section 6.
OBSERVATIONS AND DATA REDUCTION
Long-slit spectra covering the wavelength ranges λλ3600-5700 and λλ5350-7500 were obtained with the Boller & Chivens spectrograph and the SITe3 CCD detector in the 2.1-m telescope at Observatorio Astronómico Nacional (San Pedro Mártir, Mexico). The spectral ranges were covered with a spectral resolution of ∼ 4Å using a 600 lines mm −1 grating at two different angles, and a slit width of 2 ′′ . The observed objects, the positions and position angles (P.A.) of the slit, and the exposure times are listed in Table 1 . The slit was positioned at the center of the nebulae with the exception of JnEr 1, where the slit was placed at the NW condensation. Bias frames, twilight and tungsten flat-field exposures, wavelength calibrations, and exposures of standard stars were taken each night. The angular diameters of IC 4593, NGC 2392, and NGC 6210 are smaller than the slit length and suitable sky windows could be selected on either side of the nebular emission. For NGC 3587 and JnEr 1, sky spectra were obtained near the objects after the nebular exposures. The spectra were reduced using the IRAF 1 reduction package and following the standard procedures for long-slit reductions. After the bias subtraction, flat-field correction, and wavelength calibration, the images were flux calibrated with the standard stars Feige 34, Feige 56 and G191B2B. We subtracted the sky (after scaling it by factors of 0.5-1.5 to obtain the best cancelation in those cases where the sky spectra were observed separately), and removed cosmic rays by the combination of different exposures. Finally, onedimensional spectra were extracted.
Line intensities were measured by integrating between two given limits above a continuum around each line estimated by eye. In the cases of line blending, a multiple Gaussian profile-fitting procedure was applied to obtain the intensity of each individual line. These measurements were made with the SPLOT routine of the IRAF package. The line intensities were first normalized to the brightest H I line appearing in the same spectral range: Hβ for the blue range and Hα for the red range. These line ratios were corrected for extinction using the extinction law of Cardelli et al. (1989) with a total to selective extinction ratio R V = A(V )/E(B − V ) = 3.1, the mean value for the diffuse interstellar medium. The logarithmic extinction c(Hβ) was calculated from the comparison between the observed and theoretical ratio I(Hβ)/I(Hγ) for typical physical conditions (Storey & Hummer 1995) : T e = 10, 000 K and n e = 100, 5000 or 10,000 cm −3 depending on the PN. Dereddened intensities were obtained by multiplying the observed intensity ratios by the factor 10 c (Hβ) f(λ), where f (λ) comes from the extinction law. Columns 1 and 2 in Table 2 show the laboratory and observed wavelengths, Column 3 shows the line identifications, and Columns 4 and 5 contain the observed [I ob (λ)] and dereddened [I(λ)] line intensities, normalized with respect to I(Hβ) = 100. The intensities of lines in the red range were normalized with respect to I(Hβ) using the theoretical value of the ratio I(Hα)/I(Hβ) and the value derived for c(Hβ). The logarithmic extinction c(Hβ), the observed and dereddened intensity of Hβ, and the extraction window are also given for each object in Table 2 .
The errors in the line intensities were obtained by adding quadratically: (1) the error due to the flux calibration (4% in the blue range and 3% in the red range) derived from the standard deviation in the calibration curves of the standard stars; (2) the statistical errors associated with the measurement of the line intensities, which have been calculated using σ l = σ c N + EW/∆ (Pérez- Montero & Díaz 2003) , where σ l is the error in the observed line intensity, σ c represents the standard deviation in a box near the measured emission line and stands for the error in the continuum placement, N is the number of pixels used in the measurement of the line intensity, EW is the line equivalent width, and ∆ is the wavelength dispersion inÅ pixel −1 ; and (3) the error associated with the extinction correction. Figures 1 and 2 show the λλ4600-5000 spectral region of the observed objects, where most of the [Fe III] lines are located.
PHYSICAL CONDITIONS AND IONIC ABUNDANCES
We calculated physical conditions and ionic abundances for the five PNe we observed, and recalculated them from the line intensities available in the literature for the rest of the PNe in our sample. We used the diagnostic line ratios [N II] λ5755/(λ6548 + λ6584) and [O III] λ4363/(λ4959+λ5007) to derive the electron temperatures (T e ) of the low and high-ionization regions, respectively. The adopted electron density for each PN is the weighted mean of the n e values obtained from the available line ratios of the three diagnostics we used: Table 3 shows the values of T e and n e we derived for each PN of the sample, and the references for the line intensities. The maximum differences between the physical conditions we obtained and the ones presented in the literature are of about 20% for T e and 40% for n e ; these differences are mostly due to the use of different atomic data.
The [N II] λ5755 line can be affected by recombination excitation, and Liu et al. (2000) derived an expression that can be used to correct for this effect the value of T e ([N II]). We checked and found that the effect of this correction in the total abundances of O and Fe is not important for the PNe in our sample: if we had considered the contribution of recombination excitation, the derived total abundances would be consistent within the errors with those presented here. For this reason, and because the value of the correction is somewhat uncertain, we did not take this effect into account.
We a The first entry corresponds to the blue range λλ3600-5700 and the second one corresponds to the red range λλ5350-7500. (see more details in Section 5). The physical conditions and the O + /H + and O ++ /H + abundance ratios were calculated with the IRAF NEBULAR package. However, we changed the atomic data for [Cl III] and used the transition probabilities of Mendoza & Zeippen (1982) and the collision strengths of Mendoza (1983) , because these data lead to densities that are in better agreement with the values implied by the other di- 21600 ± 2400 3 NGC 6720 063.1+13.9 10600 ± 300 10600 
agnostics. To derive the He
+ abundance we used the calculations of Benjamin et al. (1999) and the He I λ6678 line, since it is the brightest of the measured singlet lines and singlet lines are not affected by selfabsorption effects. The He ++ abundance was calculated using the He II λ4686 line and the emissivities of Storey & Hummer (1995) . We also used the emissivities of Storey & Hummer (1995) for H I. The errors in the O + and O ++ abundances have been derived by adding quadratically the errors in the line intensity ratio used and the errors arising from the uncertainties in T e and n e . Columns 2, 3, 4, and 5 in Table 4 To derive the Fe ++ abundance we solved the equations of statistical equilibrium (see, e.g., Osterbrock & Ferland 2006) for the lowest 34 levels and used the collision strengths of Zhang (1996) and the transition probabilities of Quinet (1996) . We calculated the Fe ++ abundance using up to 10 [Fe III] lines among the following: λ4080, λ4607, λ4667, λ4658, λ4701, λ4734, λ4755, λ4769, λ4778, λ4881, λ4986, λ5412, and λ5270. When several lines were measured, we rejected those that led to Fe ++ abundances much larger than the rest, since this could be due to contamination of these [Fe III] lines with other weak lines. The final Fe ++ abundance is the weighted mean of all the abundances derived with the available lines (with weights 1/σ 2 where σ comes from the errors in the line intensities). The spectra we used from the literature have a resolution better than 2Å in the blue range, but our observed spectra have a resolution of about 4Å (2) and (3). e Line intensities from our observations. f Line intensities from Liu et al. (2004b Figure 1) , which is the brightest line for the physical conditions of this nebula.
Three of the PNe from the literature have no identifications of [Fe III] lines in their spectra and we used recombination lines measured near 4658Å (since [Fe III] λ4658 should be the brightest line for the physical conditions of these objects) to derive upper limits to the Fe ++ abundance. The lines used are C IV λ4659 for IC 1747 and NGC 7026, and O II λ4661 for IC 4406. We also calculated upper limits to the Fe ++ abundance for JnEr 1, where the detection of [Fe III] lines is uncertain (see Figure 2) .
Column 9 in Tables 3  and 4 . The first one shows the results obtained using our observations of this object; the second entry shows the results we derived using the spectrum measured by Liu et al. (2004b) . The results implied by the two spectra are very similar.
Other ionization states of Fe
As we mentioned in Section 1, the abundance of Fe + is often negligible, even for low-ionization objects. Four of the sample PNe have measurements of [Fe II] Rodríguez (1996) for H II regions, to get an estimate of the Fe + abundance using the emissivities derived by Bautista & Pradhan (1996) . Column 8 in Table 4 , we solved the equations of statistical equilibrium for 19 levels, using the transition probabilities and collision strengths of Chen & Pradhan (1999 . For the Fe +6 calculations, we used a model atom with 9 levels and the transition probabilities and collision strengths of Witthoeft & Badnell (2008) . The level energies in both cases are from the compilation of Sugar & Corliss (1985) listed by NIST 2 , and the physical conditions used are the values of T e [O III] and n e shown in Table 3 .
The identification of [Fe VII] λ6601 in IC 5217 (Hyung et al. 2001a ) is probably incorrect since this line leads to an unrealistic high abundance, Fe +6 /H + = 8 × 10 −4 , and besides, other lines of the same ion such as λ4990, λ5160, λ5278, and λ5720, which should be brighter by more than a factor of 30 for the physical conditions of this PN, are not present in the spectra. In the other objects, we find Fe +5 /H + = 6.0 × 10
and Fe +6 /H + = 4.7 × 10 −8 for NGC 6884, Fe +6 /H + = 8.0 × 10 −8 for NGC 3132, and Fe +6 /H + = 1.23 × 10 −7 for NGC 6210. If we had used the emissivities of Nussbaumer & Storey (1978) for Fe +5 , the derived abundances would be higher by factors up to 1.7. In the case of Fe +6 , the transition probabilities of Keenan & Norrington (1987) and the collision strengths of Nussbaumer et al. (1982) would lead to abundances higher by factors up to 1.8.
These Fe +5 and Fe +6 abundances are high, with values similar to the derived Fe ++ abundances, but we should consider them with caution. On the one hand, only one [Fe VII] line has been measured for these PNe, but we estimate that other [Fe VII] lines, such as λ4893, λ5722, λ4990, or λ6089, should be brighter by factors between 3 and 18 for the physical conditions of these objects. Besides, NGC 3132 and NGC 6210 can be considered low-ionization PNe, since they have He ++ /H + = 0.029 and 0.018, respectively, and hence we do not expect that high states of ionization contribute much to the total abundance of Fe in these objects. In fact, NGC 3132 does not have any [Fe V] References. (2) and (3).
abundance of Fe we would get by adding all the calculated ionic abundances in these three PNe. We used the abundances derived for Fe + , Fe ++ , Fe +5 , and Fe
+6
and assumed that the ions we do not observe have abundances intermediate between those derived for the observed adjacent ions. The results we obtain in this way are intermediate between the Fe abundances derived in Section 5 using Equations (1) and (2)/(3) except for NGC 3132, where the Fe abundance calculated in this way (12 + Fe/H ∼ 5.61) is higher by a factor around 2. The agreement found for the other two objects may not be significant for the reasons mentioned above.
4.3.
Comparison with H II regions For comparison purposes, we have selected from the literature a group of 10 Galactic H II regions (see Table 5 ) that have all the lines needed to carry out the same analysis we have performed for the PNe. We used the values of the ionic abundances of Fe + , Fe ++ , O + , and O ++ derived in the original papers since they were calculated using a similar procedure to the one we use for our sample PNe. Figure 3 shows the values of Fe + /H + + Fe ++ /H + as a function of the degree of ionization (measured by the ratio O + /O ++ ) for all our sample objects. The objects in Figure 3 follow (1) and (2)/(3); the ICF scheme from Kingsburgh & Barlow (1994) has been adopted for 
Column 6 in Table 4 shows the values of ICF(O) for each PN of the sample. This ICF accounts for the contribution of ions of higher degree of ionization than O ++ , and its value is ∼ 1.0 for most of our low-ionization PNe and for the H II regions. The largest values are 1.18 and 1.23 for NGC 3242 and NGC 2392, respectively, the sample PNe with the highest values of I(He II λ4686)/I(Hβ), 0.26 and 0.33, respectively. The low abundance of O
+3
is confirmed for some of the PNe (IC 3568, NGC 40, NGC 6720, and NGC 6884) , where the O +3 abundances calculated by Liu et al. (2004a) using the [O IV] line at 25.9 µm, contribute less than 10% to the total abundances (in fact, these PNe were among the ones we used to define the criteria for the sample selection -see Section 2). Column 7 in Table 4 (Barker 1991; Henry et al. 2000; Pottasch et al. 2008) , and we find 12+log(O/H) = 8.25. For Cn 3-1, the difference of ∼0.2 dex with the results of Wesson et al. (2005) is due to the higher electron density we used.
The Fe abundances obtained from two of the ICFs presented in Section 1 are shown in Tables 4 and 5 for the sample PNe and the group of H II regions. The first of the listed values is based on the ICF implied by photoionization models; the second is based on the ICF derived using those objects with measurements of both [Fe III] and [Fe IV] Figure 2 in Rodríguez & Rubin 2005) . This dispersion will translate into errors in the Fe abundances derived from Equations (1) and (2)/(3). Since these are also the objects where Equations (1) and (2) lead to the most discrepant results, their Fe abundances are the less well constrained.
For 11 PNe of the 28 in our sample, there are previous calculations of the Fe abundance, and the differences between our values and the values obtained by other authors go up to 1.7 dex. These differences are due to the use of different atomic data and ICFs. We are using what we think are the best values for all the atomic data (see Rodríguez 2002; Rodríguez & Rubin 2005) and our detailed analysis and the fact that we are using the same procedure for a relatively large sample of objects allow us to compare the results for different objects and to draw some inferences. Figure 4 shows the values of the Fe abundance derived with the two ICFs from Equations (1) and (2)/ (3) as a function of the degree of ionization for all our objects. The axes at the right show the depletion factor, [Fe/H] = log(Fe/H) − log(Fe/H) ⊙ , with 12 + log(Fe/H) ⊙ = 7.54 ± 0.03 (Lodders 2003) . It can be seen that all the objects in our sample (both PNe and H II regions) have depletion factors below −1.1 dex. Hence, less than 10% of the solar Fe abundance is present in the gas. If the solar abundance can be considered a good reference for the total Fe abundance (in gas and dust) of these objects (see Section 7), this implies that more than 90% of the Fe atoms are deposited onto dust grains.
The Fe abundances in Figure 4 (a) show a trend that suggests that objects with higher degree of ionization have somewhat lower depletion factors. This trend could be related to dust destruction in PNe with harsh radiation fields. However, the trend is not present in Figure 4(b) , and if the discrepancy in the Fe abundances implied by Equations (1) and (2) is due to a combination of errors in different atomic data, the depletion factors will be intermediate between the extreme values we are considering, and the trend is likely to disappear.
PNE WITH HIGH DENSITY AND AGE DEPENDENCE
We have analyzed five additional high-density PNe (see Table 6 ) because they are likely to be younger than the PNe in our sample, since they have high Hβ surface brightness (S(Hβ) > 5 × 10 −13 erg s −1 cm −2 arcsec −2 ) and high electron densities (n e > 25,000 cm −3 ). To calculate S(Hβ) we used the total Hβ fluxes and the visual extinction coefficient from Cahn et al. (1992) , and the angular sizes from Acker et al. (1992) and Tylenda et al. (2003) . We did not include these objects in the original sample since they show important differences in the values obtained with different diagnostic line ratios (see Table 6 ), which complicate the calculation of physical conditions and abundances. We decided to constrain the values of the abundances in these PNe by analyzing them in three different ways. The first two rows for the results of each PN in Table 6 show the T e 's and ionic abundances derived separately from the two values of n e we had for each PN, whereas the third row shows the T e 's and ionic abundances obtained by assuming that there is a density gradient in each object and considering different values of n e for each ion according to their ionization potential. The differences in the Fe abundances obtained with these three procedures go up to 0.9 dex, and this gives us an idea of the uncertainties involved.
The depletion factors of these five PNe are similar to the values found for the original sample of 28 PNe, with more than 87% of their Fe atoms deposited onto dust grains. We do not find any significant correlation between our derived Fe abundances and S(Hβ) (or n e ) in the whole group of 33 PNe, which includes objects that are likely to be old such as JnEr 1 or NGC 3587, with S(Hβ) = 8.3 × 10 −17 and 1.9 × 10 −15 erg s −1 cm −2 arcsec −2 , respectively, or objects that are likely to be young, like MyCn 18 with S(Hβ) = 4.4 × 10 −11 erg s −1 cm −2 arcsec −2 and the high-density objects. The low Fe abundances of our sample PNe and the lack of correlation of the Fe abundances with parameters that can be related to the ages of the objects suggest that no significant destruction of refractory dust grains has taken place in these objects, in agreement with the results found by Stasińska & Szczerba (1999) . However, our sample objects are relatively bright PNe, where weak lines have been measured. Hence, we must be missing in our sample the oldest PNe, characterized by low densities, low surface brightness, and large nebular radii. In principle, these old objects could show some evidence for dust destruction.
DISCUSSION
The O abundances for the original sample of 28 PNe and for the whole sample of 33 PNe are in the ranges 8.25-8.81 and 8.23-8.95 respectively, whereas for the H II regions the range is 8.39-8.56. The dispersion is much higher for the sample PNe, and it can be due to (1) the production or destruction of oxygen in the progenitors of the PNe, or (2) different chemical compositions of the clouds where the central stars formed. In the latter case, different values of Fe/H should be used as the reference abundance to determine depletions.
Both models and observations indicate that oxygen can be produced or destroyed in low-metallicity PNe (i.e., for Magellanic Clouds metallicities, see, e.g., Karakas 2003; Marigo et al. 2003; Leisy & Dennefeld 2006; Karakas et al. 2008) , but the standard theoretical results do not predict any significant change in the oxygen abundance at higher metallicities (Marigo et al. 2003; Karakas & Lattanzio 2003; Karakas et al. 2008) .
However, several authors do not consider this a settled issue (see Perinotto & Corradi 1998; Pottasch & Bernard-Salas 2006; Karakas et al. 2008) and in principle, the O abundances of our sample PNe could still be affected by these effects.
On the other hand, if the dispersion in the O abundances (or part of it) were due to the different initial compositions of the central stars, the Fe/O ratio, that changes slowly with metallicity, would be better suited than Fe/H to derive depletion factors. However, the Fe/O ratio would need a correction for the depletion of oxygen in dust grains. A dust-phase oxygen abundance of 180 parts per million (Cardelli et al. 1996) represents 30% of the solar abundance (12 + log(O/H) ⊙ = 8.76 Lodders (2003) ). Assuming that this 30% also applies to our sample PNe, and using the solar value of Fe/O, log(Fe/O) ⊙ = −1.22 (Lodders 2003) , the depletion factors implied by Fe/O and Fe/H are similar: the ranges that take into account all the possible values go from −3.6 to −0.8 for log(Fe/O), and from −3.6 to −1.1 for log(Fe/H).
Some H-poor central stars of PNe show an iron deficiency of up to ∼1-2 dex, which has been associated with s-process nucleosynthesis occurring in the intershell during the AGB or post-AGB phase (Miksa et al. 2002; Werner et al. 2003; Werner & Herwig 2006; Karakas et al. 2008 , and references therein). In these PNe with H-poor central stars some Fe could be depleted because of this process, and 13 PNe of our sample have this type of central star: Cn 3-1, IC 1747, IC 5217, JnEr 1, M 1-73, MyCn 18, NGC 40, NGC 5315, NGC 6153, NGC 6543, NGC 6572, NGC 6803, and NGC 7026 (van der Hucht et al. 1981; Liebert et al. 1988; Mendez 1991; Tylenda et al. 1993; Crowther et al. 1998; Parthasarathy et al. 1998; Liu et al. 2000; Bohigas 2001; Lee et al. 2007; The error bars in Figure 4 do not take into account those uncertainties arising from the ICF, and these errors could explain most of the dispersion in Fe/H shown by the high excitation objects. However, some of the dispersion shown by all the PNe is likely to be real and due to different depletion factors, since it is quite high in some cases, with differences in the Fe abundances up to ∼ 1.5 dex for those objects with log(O + /O ++ ) ∼ −0.5. We did not find any obvious difference in the morphology, the type of the central star, or the dust chemistry of the PNe with the highest and lowest depletion factors. Using the C/O values and the infrared dust features identified in the literature, we infer that 13 PNe of the sample are O-rich (C/O < 1), 8 are C-rich (C/O > 1 and/or they show PAHs or SiC in their spectra), and 7 are uncertain since C/O ∼ 1 or they do not have clear dust features (Cohen et al. 1986; Rola & Stasińska 1994; Roche et al. 1996; Kholtygin 1998; Kwitter & Henry 1998; Pottasch & Beintema 1999; Henry et al. 2000; Liu et al. 2000; Casassus et al. 2001; Tsamis et al. 2003; Liu et al. 2004a; Pottasch et al. 2004; Tsamis et al. 2004; Cohen & Barlow 2005; Wesson et al. 2005; Smith & McLean 2008) . It is not clear yet which are the main iron compounds condensing onto dust grains, but O-rich environments are expected to have metallic iron grains, silicates, and oxides, whereas C-rich environments can have their iron in the form of metallic grains, Fe 3 C, FeSi, FeS, and FeS 2 (Whittet 2003; Ferrarotti & Gail 2006) . The fact that we do not see any systematic difference between the Fe abundances of C-rich and O-rich PNe suggests that the iron depletion efficiencies in C-rich and O-rich environments are similar. This is supported by the lack of systematic differences between the iron abundances of PNe with H-rich and H-poor central stars mentioned above, since H-poor central stars are usually C-rich (De Marco & Barlow 2001; Peña et al. 2003) .
7.1. Dust-to-gas ratios If we assume that gas and dust evolve together, we can derive a lower limit to the dust-to-gas mass ratio taking into account that at least 90% of the solar Fe abundance is deposited onto dust grains in the objects of our sample. We find that M dust /M gas ≥ 1.3 × 10 −3 , but elements like Si and Mg can have similar contributions to the mass of dust grains and the contributions of C and O can be even higher (see e.g. Sofia et al. 1994) . The dust-to-gas mass ratios derived by Stasińska & Szczerba (1999) are lower than this lower limit by factors up to 17 for 10 PNe of our sample. This illustrates how difficult it is to find a reliable value for the dust-to-gas ratio using infrared dust emission (see also Stasińska & Szczerba 1999; Górny et al. 2001; Phillips 2007 ).
SUMMARY AND CONCLUSIONS
We have constrained the iron abundances in a sample of 33 low-ionization PNe using the ICFs scheme developed by Rodríguez & Rubin (2005) . This is the largest sample of PNe where the iron abundance has been calculated, including 18 nebulae with first determinations. The fact that we considered quite drastic changes in the atomic data involved, and the fact that we analyzed the whole sample with the same procedure, allow us to constrain the real value of the Fe abundances and compare the results between objects. The depletion factors ([Fe/H] = log(Fe/H) − log(Fe/H) ⊙ ) of the PNe are below −0.9 dex, which implies that more than ∼90% of the total Fe abundance is condensed onto dust grains. This result suggests that the efficiency with which Fe atoms attach to dust grains is higher that the one predicted by the models of AGB dust production of Ferrarotti & Gail (2006) . We derived a lower limit to the dust-to-gas mass ratio for the sample PNe just by considering that 90% of their iron atoms are condensed onto dust grains, M dust /M gas ≥ 1.3 × 10 −3 . Other elements, such as Si, Mg, C, and O, will have similar or higher contributions to the mass of dust grains.
The derived depletion factors span about two orders of magnitude, but we have not found any significant correlation between the derived Fe abundances and the evolutionary parameters of our sample PNe (surface brightness or electron density), in agreement with the results obtained by Stasińska & Szczerba (1999) . This result suggests that no significant destruction of dust grains is taking place in these objects. The different depletion factors shown by the PNe could be due either to different dust condensation efficiencies or to the destruction of a minor dust component in some objects.
We do not find any systematic difference in the Fe abundances that can be related to the morphology, the type of the central star (i.e., H-rich or H-poor central star), or the dust chemistry. This result suggests that C-rich and O-rich progenitor stars have similar iron depletion efficiencies. However, the lack of identifications of dust features in most of the sample PNe, and the uncertainties associated with the value of the C/O ratio, imply that this issue cannot be considered settled.
We have compared our results with the values derived for a group of 10 H II regions using the same procedure. The high depletion factors found for both kinds of objects imply that the atmospheres of AGB stars deplete refractory elements onto dust grains as efficiently as molecular clouds, whereas dust destruction processes are not very efficient in either H II regions or PNe.
