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Highlights
• We investigate mental imagery within the computational framework of control
theory and state estimation.
• Mental imagery and perception are thought to rely on similar neural circuits;
however, on more theoretical grounds, imagery seems to be closely related to
the output of forward models (sensory predictions).
• We reanalyzed data from a study of imagined self-motion.
• Bayesian modeling of response times may allow us to disentangle the effects of
mental imagery on behavior from other cognitive (top-down) effects, such as
expectation.
Theoretical Background
• Mental imagery and perception are thought to rely on similar neural circuits,
and many behavioral studies have attempted to demonstrate interactions
between actual physical stimulation and sensory imagery.
• Nigmatullina et al. (2015) asked subjects to imagine self-motion prior to
performing a motion detection task on a motorized chair. If the direction of
imagined motion was congruent with the actual motion direction, subjects
required less intense motion for correct detection. Similar effects were found for
the vestibular-ocular reflex (VOR) at the earliest stages of vestibular processing.
• However, their data analysis is inconclusive, and in the light of recent
computational models of vestibular processing, the results may be attributable
to perceptual expectation.
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Figure 1: Dynamic state estimation model
Fig. 1 shows a Kalman filter (KF) model of
vestibular processing, based on Laurens
& Droulez (2006); Karmali & Merfeld
(2012), as discussed in Mast & Ellis
(2015). An important component is the
forward model, which is responsible for
continuous prediction of future sensory
signals. The goal of such a model is, e.g.,
to estimate the system’s velocity from
noisy semi-circular canal (SCC)
measurements.
• Fig. 2 shows the output of a Kalman filtering algorithm in response to a sudden
increase in velocity. The dark grey lines show the SCC afferent signal, and the
light grey lines show the estimated velocity (Fig. adapted from Karmali &
Merfeld (2012)
Increased afferent noise leads to reduced time constant
and gain. We found that the velocity storage time constant
decreased as measurement noise increased (Fig. 9), consis-
tent with previous Kalman and particle filters (Borah et al.
1988; Laurens and Droulez 2007; MacNeilage et al. 2008;
Paulin et al. 1989). For example, the average particle filter
gain K decreased from 3.0 to 2.0 when measurement noise
increased 8%, causing a reduction in the velocity storage
time constant from 23 to 17 s and a corresponding 12%
VOR gain reduction from 0.75 to 0.67. Furthermore, K
decreased to zero when measurement noise increased be-
yond 10%. This yielded a VOR gain of zero. K ! 0 also
corresponds to a time constant of 5.7 s, although this time
constant has little physical meaning when VOR gain is zero.
Furthermore, the noise for the estimated angular velocity
became zero.
These results have some similarities with data from patients
suffering severe bilateral ototoxicity (Ishiyama et al. 2006). Spe-
cifically, in these patients, VOR gain was between 0.08 and 0.45
compared with between 0.50 and 0.94 for the healthy control
group (Ishiyama et al. 2006), whereas for our model VOR gain
dropped from 0.75 to 0.67 when measurement noise increased
moderately and then went to zero when measurement noise in-
creased further. Furthermore, in these patients, the velocity stor-
age time constant was 1.7" 0.9 s compared with 12.2" 3.6 s for
the healthy control group (Ishiyama et al. 2006), whereas for our
model it decreased from 23 s to the SCC time constant. While the
patient velocity storage time constant can be below the presumed
SCC time constant, the lowest possible velocity storage time
constant in our model is the SCC time constant; possible expla-
nations are provided in the DISCUSSION.
DISCUSSION
A distributed, parallel, forward model reproduces velocity
storage. We have implemented a distributed, parallel, forward
model of a dynamic sensory process–“velocity storage”–using
a particle filter approach. Our particle filter estimates angular
velocity with characteristics that are consistent with experi-
mental data about the time course of dynamic vestibular
processing, the level of afferent noise, and the level of noise in
behavioral responses.
The iterative tuning procedure we developed uses three
experimental constraints to finds solutions for each of three
free parameters (N, Q, and R). This results in the free param-
Fig. 8. The Kalman filter reproduces velocity storage for yaw rotation about an
Earth-vertical axis. The three depictions demonstrate different aspects of a
simulation. In each case (A–C), actual angular velocity (dashed black line)
ramped to 90°/s over 1 s. Whereas the SCC afferent response (dark gray)
decayed with a SCC time constant of 5.7 s, the Kalman filter’s estimate of
angular velocity (light gray) shows the elongated velocity storage time con-
stant of 23 s, corresponding to a Kalman filter gain of Kss ! 3.0 (shown in D).
A: the most common depiction of Kalman filter simulations, showing signals
without noise. B: this depiction shows the afferent signal with the noise
properties of a regular neuron and the resulting noisy velocity estimate. C: this
depiction shows multiple parallel executions, each having a Kalman filter gain
of Kss! 3.0. Each had independent sampled noise, yielding a cloud of afferent
responses and corresponding velocity estimates at each time. The converged
estimated velocity (black line) had less variability than the cloud of which it is
an average.
Fig. 9. Our particle filter’s response with increased measurement noise, as may
occur after bilateral aminoglycoside ablation. In this simulation with irregular
afferents, measurement noise was increased 8%. This caused K to decrease
from 3.0 (as in Fig. 7) to 2.0, which reduced the average velocity storage time
constant from 23 s to 17 s. Vestibuloocular response gain decreased from 0.75
to 0.66.
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Figure 2: Effects of imagined motion on
subsequent motion detection
The KF reproduces the velocity storage,
a d demonstrates that, at the earliest
stages of vestibular processing, complex
inter al model are requir d for state
estimation. It is unclear how an
interaction, as reported by Nigmatullina
et al. (2015), may b explained in terms of
such a model.
• Subjects were required to imagine self-motion prior to detection an actual
motion; this could have the effect of inc asing the state estimate (angular
velocity), leading to an elevated starting p int for the accumulation of evidence
for actual angular motion.
• A si pl mod l of d tection of ngular motion: the estimated velocity during the
rotation is simply summed over time, and the subject responds when this sum
cr sses t reshol . The r sp nse times generated by such a process can be
analyzed using a drift diffusion model (DDM) (Vandekerckhove et al., 2011).
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In addition to these key parameters, the diffusion model 
features parameters that describe how the key parameter 
values fluctuate from one trial to the next. Specifically, 
the model assumes across-trial variability in drift rate (ac-
cording to a normal distribution with variance h), starting 
point (according to a uniform distribution with range sz), 
and nondecision time (according to a uniform distribution 
with range st).3
To summarize, the diffusion model provides a gen-
eral theoretical account of decision making in speeded 
two-choice tasks. Previous research has shown that the 
parameters of the model correspond to the psychologi-
cal processes that they are assumed to represent (e.g., 
Ratcliff & McKoon, 2008; Voss et al., 2004; Wagenmak-
ers, 2009). Therefore, the diffusion model can be used 
to judge whether the cognitive interpretation of the ex-
Gaussian and shifted Wald parameters is warranted when 
these descriptive distributions are applied to data from 
speeded two-choice task . Ideally, the pa amet rs of the 
 ex-Gaussian and shifted Wald distributions would cor-
respond uniquely with the parameters of the diffusion 
model. For instance, one would hope that, say, a change 
in drift rate in the diffu i n model would correspond t  
is initiated when one of the two response boundaries is 
reached. The diffusion model has been successfully ap-
plied to a wide range of experimental paradigms, includ-
ing brightness discrimination, letter identification, lexical 
decision, recognition memory, and signal detection (see, 
e.g., Ratcliff, 1978, 2002; Ratcliff, Gomez, & McKoon, 
2004; Ratcliff & Rouder, 2000; Ratcliff, Thapar, Gomez, 
& McKoon, 2004; Ratcliff, Thapar, & McKoon, 2001, 
2003, 2004; Thapar, Ratcliff, & McKoon, 2003; Wagen-
makers, Ratcliff, et al., 2008). The diffusion model gener-
ally provides an excellent fit to all aspects of the observed 
RT data, including response accuracy and the RT distribu-
tions of both correct and error responses. As indicated by 
Ratcliff and McKoon (2008, p. 918), “. . . the class of dif-
fusion models has as near to provided a solution to simple 
decision making as is possible in behavioral science.”
One of the major strengths of the diffusion model is 
its ability to provide parameter estimates that can be in-
terpreted in terms of the cognitive components underly-
ing the decision process (see, e.g., Voss et al., 2004). The 
central parameters of the model are drift rate v, boundary 
separation a, starting point z, and nondecision time Ter. 
Drift rate v represents the mean rate of information ac-
cumulation and is determined by the quality of informa-
tion that is extracted from the stimulus. Drift rate can be 
influenced either by individual differences in the quality 
of information processing or by stimulus characteristics 
that reflect task difficulty. Boundary separation a quanti-
fies the distance between the two response boundaries 
and represents response caution. Large values of a indi-
cate that more information must be accumulated before 
a decision can be made. Boundary separation is usually 
manipulated via speed–accuracy instructions. Starting 
point z represents participants’ a priori bias for one of the 
two response alternatives. Starting point is usually ma-
nipulated either by varying the proportions of stimuli as-
sociated with the upper and lower response boundaries or 
by payoff manipulations. Both a and z are assumed to be 
under the subjective control of participants. Nondecision 
time Ter quantifies the duration of processes that are unre-
lated to the decision process, including stimulus encoding 
and response execution.
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Figure 3. Changes in the shifted Wald distribution as a result of changes in the shifted Wald parameters (, Ë, and o. The parameter 
sets used to generate the distributions are (A) (  1, Ë  0, o  2 (default parameter set); (B) (  2.5, Ë  0, o  2 (increasing (); 
(C) (  1, Ë  0.8, o  2 (increasing Ë); and (D) (  1, Ë  0, o  3.8 (increasing o).
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Figure 4. The diffusion model and its key parameters. See the 
text for details.Figure 3: Parameters of drift diffusion model for
choices and response times.
Fig. 3 shows the parameters of the DDM:
of particular interest are z, the starting
point for evidence accumulation (bias),
and v , the rate of evidence accumulation.
If mental imagery influences the bias z,
the it could be tricky to di tinguish from
other manipulations, e.g. expectation.
Imagined Self-Motion Experiment
• We reanalyzed data from experiment 1 in (Nigmatullina et al., 2015). 16
subjects were instructed to imagine a cued self-motion prior to detection a
physical rotation, which was either congruent or incongruent with the direction
of imagined motion. The original data analysis amounted to a comparison of
mean response times between congruent and incongruent trials, aggregated
over subjects.
• Due to unsuitability for analysis using a DDM, we fitted ex-Gaussian
distributions to subjects’ response times and VOR onsets for congruent and
incongruent trials, using Bayesian parameter estimation.
• The ex-Gaussian results from the convolution of a normal and an exponential
distribution. The parameters of the ex-Gaussian are µ and σ2, the mean and
variance of the normal component, and λ , the rate of the exponential
component. In particular, µ shifts the distribution along the x-axis, and λ affects
the tail behavior.
• We fit all ex-Gaussian models in Stan (Stan Development Team, 2015), placing
mixed-effects model on the µ and λ parameters (Preuss et al., 2015).
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Figure 4: Parameter estimates of the ex-Gaussian
distribution
Fig. 4 shows the additive fixed effect of
congruent trials, in comparison with
incongruent trials. For both choice
response times (left panel), and VOR
onset (right panel), the mean µ of the
Gaussian component is decreased for
congruent trials, indicating a shift along
the x-axis.
• In addition, the rate parameter λ is increased, indicating that both subjects’
choices and VOR onset were less variable for congruent trials relative to
incongruent trials. This represent a significant finding, which would not be
possible using a repeated measures ANOVA of mean response times.
• Although Matzke & Wagenmakers (2009) warn against comparing parameters
of the ex-Gaussian distribution with those of the DDM, it is conceivable that the
shift in µ might correspond to a change in the bias parameter, similar to the
effects of perceptual expectation.
• An increase in λ might be due to increased drift rate (rate of evidence
accumulation) , and a decrease in boundary separation.
Next steps
• Further work is required to experimentally dissociate the effects of mental
imagery on perception of physical stimuli form those of perceptual expectation.
This will require a combination of theoretical work, computational modeling, and
careful experimental design.
• It is becoming increasingly clear that mental imagery is related to expectation
(Clark, 2012); future experiments need to take this into consideration.
• Bayesian modeling of response times allows us to place complex regression
models on individual parameters of response time distributions. This allows us
to avoid aggregating over subjects, and restricting analysis to mean response
times, both of which are known to be problematic.
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