Recent models of semantic memory propose that the semantic representation of concepts is based, in part, on a network of features. In this view, a feature that is distinctive for an object (a zebra has stripes) is processed differently from a feature that is shared across many objects (a zebra has four legs). The goal of this paper is to determine whether there are hemispheric differences in such processing. In a feature verification task, participants responded 'yes' or 'no' following concepts which were presented to a single visual field (left or right) paired with a shared or distinctive feature. Both hemispheres showed faster reaction times to shared features than to distinctive features, although right hemisphere responses were significantly slower overall and particularly in the processing of distinctive features. These findings support models of semantic processing in which the dominant left hemisphere more efficiently performs highly discriminating 'fine' encoding, in contrast to the right hemisphere which performs less discriminating 'coarse' encoding.
1. Introduction
Shared and distinctive features
How do you know the characteristics of a zebra? If asked to list the features of a zebra, you might mention that it has black and white stripes, or that it has four legs. Having black and white stripes is a distinctive feature because it distinguishes zebras from other mammals such as horses and cheetahs. Having four legs, on the other hand, is a shared feature across the mammal category because it identifies similarities between the zebra and its semantic neighbors. Potential processing differences between shared and distinctive features have been examined in the neuropsychological literature, and particularly in patients with semantic dementia (SD). SD is a frontotemporal dementia characterized by temporal lobe damage. These patients show a gradual decline in semantic knowledge, often with a selective deficit in accessing distinctive features (Garrard, Lambon Ralph, Patterson, Pratt, & Hodges, 2005; Hodges, Patterson, Oxbury, & Funnel, 1992; Laisney et al., 2011; Noppeney et al., 2007; Patterson, Nestor, & Rogers, 2007) . For example, a patient might identify every picture of an animal as "dog", ignoring a zebra's stripes, a cheetah's spots, etc. Some patients also show intrusions of false features which are shared across other members of a category; for example, when asked to draw a duck, a SD patient drew an animal with four legs and a tail (Bozeat et al., 2003) .
Feature type in healthy adults
There is less evidence regarding how feature type (shared/ distinctive status) is processed in healthy adults, and the literature has produced conflicting results with some studies showing a processing advantage for shared features and others showing a processing advantage for distinctive features. Randall, Moss, Rodd, Greer, and Tyler (2004) examined processing of distinctive vs. shared features for categories of living things (e.g. animals and fruits) and for nonliving things (e.g. tools and vehicles). Using a feature verification task, during which participants responded "yes" or "no" to features paired with basic-level concepts (zebra/ has stripes), they showed faster verification latencies to shared features than to distinctive features, but only within trials which included living things. Raposo, Mendes, and Marques (2012) also found overall faster verification times for shared features relative to distinctive features. Using a lexical decision paradigm, Grondin, Lupker, and McRae (2009) showed faster reaction-time latencies for words as a function of the number of shared features belonging to a concept: the more shared features, the faster the reaction time (interestingly, no differences emerged as a function of the number of distinctive features that represented a word). Taken together, these findings suggest that shared features are facilitated during semantic retrieval. 
