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Generic and Rhetorical Structures of Texts:
Two Sides of the Same Coin?*
Helmut Gruber & Peter Muntigl
Abstract
Two major approaches to textual macro-structures have been developed during the last decades: 
Register & Genre Theory (R&GT) and Rhetorical Structure Theory (RST). Both stress that 
textual structures co-occur with contextual relations involving social action and subject matter, 
role structure and symbolic organization. The approaches, however, signifi cantly differ in their 
conceptions of textual organization. Whereas R&GT conceives of texts as goal-oriented staged 
(i.e. linearly progressing, while still allowing for prosodic and recursive realizations of stages) 
interactions, RST conceptualises them as hierarchically structured entities in which certain ele-
ments are foregrounded (nuclei) and others are backgrounded (satellites). Based on empirical 
analyses of Viennese university students’ essays, we will discuss in what ways generic and 
rhetorical organizations of texts relate to each other and what advances a combination of these 
two approaches may offer for text analysis and text linguistics. Through such a combinatory ap-
proach to analyzing texts, it becomes possible to identify systematic patterns of textual features 
in context (using R&GT) and culturally infl uenced, semantic coherence relations (using RST). 
Central to our discussion are issues involving the relation between hierarchical versus linear 
perspectives on text organization and the relation between cohesion and coherence.
1.   Introduction
Anyone who has ever written a research article has probably been confronted 
with the question: “how should I organize my text?” There seems to be a com-
mon understanding that certain ideas should be mentioned at the beginning, 
others in the middle and others again towards the end. It has been found, for 
example, that introductions and conclusions of scientifi c articles tend to be real-
ized by specifi c stages or moves, and that these moves, in turn, are realized in 
specifi c language patterns (Drury 1991; Kelly & Bazerman 2003; Lewin, Fine 
& Young 2001; Muntigl 2003; Swales 1990). These fi ndings are perhaps not too 
surprising, if we adopt the position that research articles realize a kind of genre. 
For a genre, according to Swales (1990:45-46), is a communicative event that 
orients to a shared set of communicative purposes. A research article, therefore, 
is supposed to communicate certain ideas to a certain discourse community. It 
Folia Linguistica XXXIX/1-2                                 0165-4004/05/39-75 $ 2.–
(C) Mouton de Gruyter, Berlin          —         Societas Linguistica Europaea
76
has a social purpose, and this should be made evident by the language used in 
each of the parts of the research article.
Much work in genre research has shown that many communicative activities, 
irrespective of whether they occur in the spoken or written mode, sequentially 
unfold in purposeful ways. For instance, whereas argumentative or exposition 
genres tend to unfold through the stages of Thesis + Argument(s) + Reinforce-
ment of Thesis, descriptive report genres contain a General Statement followed 
by a Description stage (Martin 1985; Veel 1997). What is generally referred 
to as generic or global text organization tends to be these kinds of functional 
stages realized in the text (Bhatia 1993; Martin 1992, Swales 1990). A view of 
text organization in which a text is composed of discrete units begs the question 
of how these units can and should be represented. Drawing from the work of 
Halliday (1978, 2002 [1981/82]), Martin (1992:549, 1997:17) proposes three 
perspectives on global text organization. First is a particulate view in which 
textual units are either orbitally or serially related to each other. An orbital 
view is hierarchical, in which there is one dominant unit or nucleus, and other 
subordinate units or satellites. In the exposition genre outlined above, it could 
be argued that the Thesis stage is the nucleus, and that the remaining stages are 
satellites, since they do not express the main point of the text. A serial view, 
by contrast, is not hierarchical and therefore does not contain a nucleus; rather, 
each unit depends on an immediately preceding or following unit. Turning to the 
exposition again, we propose an interdependent link between the Thesis and the 
Argument stages, because the arguments expand on the meanings at the begin-
ning of the text by providing reasons for the Thesis. Second is an prosodic view. 
Here, text units need not be confi ned to a single text element, but are spread out 
across numerous elements. If, for instance, the writer of the exposition were to 
evaluate the Thesis and the arguments being put forward, then evaluation would 
most likely not be confi ned to a single stage. Instead, evaluations would spread 
throughout the text in a prosodic fashion. The third is a periodic view of text 
structure. In this view texts unfold in terms of a beginning, a middle and an 
end. Texts may also contain optional stages termed Abstracts or Codas (Martin 
1992:556). These stages serve a clear textual function, since Abstracts point 
forward by announcing what the reader/interactant is to expect, and Codas tend 
to summarize what has gone before.
Martin’s multiple views of text structure are predicated on Halliday’s (1978, 
1994) metafunctional perspective on language. Halliday (1978) proposed that 
language is organized by experiential, logical, interpersonal and textual mean-
ings, with experiential and logical generally subsumed under the heading idea-
tional. Experiential meanings are organized in terms of constituent structure. 
Consider the clause Günther left at seven o’clock. Experientially, Günther is the 
Participant, left is the Process and at seven o’clock is the Circumstance. This 
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is a constituency view because the clause consists of three elements. Further-
more, these elements do not stand in an equal relationship to each other. The 
process is considered the most nuclear element, followed by the Participant and 
the Circumstance (see Martin 1992:10). Logical meanings, by contrast, involve 
dependency relations. In the clause complex I woke up and then made breakfast 
the clauses I woke up and and then made breakfast are interdependent; that 
is, the second clause expands the meaning of the fi rst through the addition of 
temporal meaning. For clause complexes, a hierarchical view in which one ele-
ment is the nucleus and the other subordinate is, therefore, less appropriate than 
a serial view in which a subsequent element keeps expanding on the meaning 
of what came before. Interpersonal meanings tend to be realized prosodically. 
Taking an example from Martin (1992:11), That stupid bloody cretin is really 
giving me the bloody shits, it should be apparent that negative attitude is real-
ized throughout the clause in different parts of the grammar (e.g., stupid bloody 
as adjectives; cretin as noun). Finally, textual meanings such as theme/rheme 
and given/new patterns tend to be wave-like, occurring as a continuous fl ow of 
peaks and troughs of information. The relationship between type of structure 
and Halliday’s different modes of meaning is shown in Table 1 (adapted from 
Martin, 1997:17).
Table 1: Types of generic structure in relation to different ‘metafunctional’ 
              modes of meaning
Type of Structure Mode of Meaning Gloss
Particulate Ideational elements arranged in terms of constituency
 -Orbital  -Experiential hierarchical: nucleus and satellites
 -Serial  -Logical elements are interdependent
Prosodic Interpersonal elements spread across the text
Periodic Textual introductory and summarizing elements
Using Halliday’s (1978) particulate, prosodic and periodic views of clause 
structure as transphenomenal categories for global text structure, we can relate 
experiential clause organization to orbital text structure, logical to serial text 
structure, interpersonal to prosodic text structure, and textual to periodic text 
structure. Most genre research seems to examine texts in terms of both par-
ticulate and periodic structure; that is, texts are seen as both involving discrete 
functional units that are interdependent of each other, and as unfolding in a 
wave-like rhythm in terms of beginnings, middles and ends.
The observation that one part of the text plays a central or dominant role has 
often been promulgated in analyses of the rhetorical structure of texts (Mann & 
Thompson 1987). In this approach, termed Rhetorical Structure Theory (here-
after RST), texts are viewed as hierarchically organized, consisting of a central 
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nucleus and a set of satellites. Given that different approaches and perspectives 
to text organization are possible, the question remains as to whether an ap-
proach that is guided by a certain perspective will identify text units that are 
different from those guided from an alternative perspective. In other words, we 
are interested in if and in what way particulate, prosodic and periodic text units 
are similar and/or different from each other. In order to address this question, 
we compare two approaches to global text structure, register and genre theory 
(hereafter R&GT) and RST.
According to Eggins & Martin (1997:236), R&GT is “a theory of functional 
variation: of how texts are different, and the contextual motivations for those dif-
ferences.” Although Martin is interested in all four perspectives of text structure 
outlined above, most genre research approaches texts from a particulate perspec-
tive in which the constituent components of a text (and how they occur in series) 
are identifi ed. Analyses of genres of the natural sciences, social sciences and 
humanities have, for the most part, adopted this focus (for overviews see Christie 
& Martin 1997, Halliday & Martin 1993, and Martin & Veel 1998). RST has, 
on the other hand, approached texts from a different particulate perspective in 
which the nuclear and satellite elements, and the ways in which these elements 
relate rhetorically to each other, are identifi ed. Thus, by examining texts using 
both approaches, we may determine how serial versus orbital examinations of 
text differ from each other.
Such an examination seems to be especially productive, as the literature 
provides various accounts of the possible relationship between generic structures 
and RST-structures, but does not provide the necessary empirical base with 
which to back up these accounts. Although most of this research has argued 
that generic or global structures operate at a level that is ‘higher’ than rhetori-
cal relations and somehow infl uences the kinds of rhetorical relations found in 
a text (Bateman & Rondhuis, 1997; Burstein, Marcu, Andreyev, & Chodorow, 
2001; Mann, Matthiessen, & Thompson, 1992; Sanders & Spooren, 1999; Ta-
boada & Lavid, 2003), there is no clear specifi cation of how this relationship 
may be modelled.
Our main objective in this paper, therefore, is to fi nd empirical evidence for 
the question if and how generic (= serial, cf. above) structures and RST (=or-
bital, cf. above) structures relate to each other. We hypothesize that the empirical 
results will lie on a continuum which is limited by two extreme cases: (1) there 
is no observable relationship between generic structures and RST structures. 
In this case the aspect of a text which is captured by a genre analysis and the 
aspect which is captured by an RST analysis are independent from each other. 
(2) There is a 1:1 relationship between the generic structures and RST structures. 
In the latter case genre analyses and RST analyses would have to be viewed as 
redundant (i.e. as capturing the same organisational aspect of texts).
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Our results will not only have theoretical implications insofar as they will 
allow us to specify and explain the relationship between the two kinds of text 
structures. They also will have practical consequences for the understanding of 
how university students construct their texts and how they might be helped to 
improve their writing. For instance, it has been argued that the production of a 
coherent genre is not necessarily highly valued in pedagogic fi elds (Coffi n 1997, 
Martin 1997). More important is the production of the ‘correct’ or ‘expected’ 
genre, and the kind of language that is most often associated with that genre. In 
this way, by investigating the relation between serial and orbital text structures, 
we will be able to provide two complementary views of the function of differ-
ent stages of a text.
Our paper fi rst provides an overview of both R&GT and RST (section 2). In 
section 3 the two approaches are briefl y compared and evaluated. Following this, 
the concepts of “cohesion” and “coherence”, which are central for both R&GT 
and RST, are explored. In section 6 the results of our empirical investigation on 
generic and rhetorical structures in Austrian students’ texts are presented. The 
fi nal section discusses the results and presents our conclusions regarding the 
theoretical and practical implications of our results.
2.   R&GT and RST: Two Approaches to Global Text Structure
There are many reasons to believe that students who ‘know’ how to organize 
their essays and articles have an advantage over students who do not. Such 
knowledge can be referred to as genre knowledge, or knowing which genre to 
produce in what situation. Why might this be an advantage? One reason is that 
genres are socially constructed, purposeful and functional (Johns 2002:12-13). 
Since different genres perform different tasks, one needs to be able to properly 
map the correct genre to the task that needs doing. It should be obvious then, 
that not any genre will do. For, according to Johns (2002:13), genres are ideo-
logically driven, and are subject to textual conventions that “are often subject to 
community constraints”. Therefore, depending on the task, certain genres will 
be more highly valued than others.
Over the past years, there has been much research on genres in academic 
contexts. Beginning with Kaplan’s infl uential paper (Kaplan 1966/1972) on 
cultural patterns in students’ writing, a rich tradition of research on students’ 
academic writing and especially on the genres they are required to master at 
university emerged in the English-speaking research community. At least four 
different strands of investigation can be identifi ed – none of which we can review 
here exhaustively:
(a) the intercultural approach, which was directly initiated and infl uenced by 
Kaplan’s work, which focuses on textual patterns that are typical for a certain 
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academic culture and certain languages (cf. e.g. Clyne 1984, 1987; Duszak 1994; 
Mauranen 1993; Ventola & Mauranen 1997); 
(b) the rhetoric of written communication (Bazerman 1988; Berkenkotter 
& Huckin 1995; Freedman & Medway 1994; Myers 1990) which stresses the 
historical contingency, the cultural and institutional situatedness, and the goal 
orientation of genres; 
(c) genre-based approaches that have 1) focused on the relation of genres 
to discourse communities (Bhatia 1993; Swales 1990); or 2) been informed by 
systemic functional linguistics (especially by the so-called “Sydney school”, 
cf. Eggins & Martin 1997; Halliday & Martin 1993; Martin 1992, 1993, 1997, 
1998, 1999, 2000; Ventola 1995, 1996, 1997); 
(d) in recent years the so called “academic literacies approach” which in-
corporates many of the aspects these previous approaches investigated, but pays 
special attention to the students’ learning process and broadens and deepens the 
theoretical modelling of students’ writing by taking into account factors like 
institutional setting, power relations between students and instructors, varie-
ties of communicative repertoires (like genres, fi elds, disciplines etc.), and the 
importance of students’ identities. In doing so, it shifts the focus of theorizing 
and teaching academic writing from viewing language as a transparent medium 
and writing conventions as self-evidently meaningful to problematizing domi-
nant writing conventions and making visible the representational resources of 
academia (Lillis 2001).
Contrary to the research situation in the English speaking countries, aca-
demic writing and the acquisition of an academic writing competence of German 
native speaking students has hardly been studied. The majority of studies deal-
ing with students’ writing in German was conducted in the context of teaching 
German as a foreign language (“Deutsch als Fremdsprache”) and investigated 
texts of non-native speakers (for an overview and an extensive bibliography on 
the subject see Ehlich 2000). Our project is an attempt to help fi ll this gap.
In the following, we provide a brief outline of some important issues in 
research pertaining to genre (and global rhetorical text) structure and represen-
tation that have arisen over the years. A brief overview of genre research in the 
fi eld of academics is also provided.
2.1 Register and Genre Theory
In R&GT genre tends to be defi ned as a staged goal-oriented social process that 
members of a culture interactionally accomplish (Eggins & Martin 1997; Martin 
1985, 1992, 1999; Ventola 1987). Recall that genres are composed of stages such 
as Orientation, Argument, Evaluation, etc. Genres are also goal-oriented in that 
they move towards an end-point. For example, the end-point of a narrative is the 
Resolution. All prior stages of the narrative, therefore, may be seen as leading 
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towards that fi nal stage. Finally, genres are a cultural resource – comparable 
to what Halliday & Hasan (1976:23) refer to as the context of culture – and 
therefore shared among the members of a speech community.
R&GT has identifi ed two main types of genre families: story and exposi-
tion (Martin 1985, 1992, 1997, 2002). Other families include service encounter, 
appointment-making, interview and control (see Martin 2002). Story genres in-
clude recount, anecdote, exemplum and narrative. Story genres involve prosodic 
evaluation and tend to characterize a set of usual or unusual events episodically 
(i.e., they contain, in at least one of their stages, a set of activities that unfold 
chronologically).1 Exposition genres include procedures, explanations, reports, 
arguments and discussions (Veel 1997). In contrast to stories, these genres tend 
not to unfold chronologically, but rather unfold by reference to a certain textual 
organization. Martin’s (1992:180-181) distinction between fi eld time and text 
time may help clarify this issue. Story genres tend to rely on external conjunc-
tive relations that express the ‘actual’ chronological unfolding of events (see also 
Halliday & Hasan 1976:240ff). In the sentence I went to the store, and then I 
picked out a pair of pants, and then … a series of events is expressed chronologi-
cally through the temporal relation and then. Here, the text is orienting to fi eld 
time, to the social activity of buying. Exposition genres, by contrast, tend to be 
realized in internal conjunctive relations. These are relations that orient to the 
social purpose of the text, rather than to what happened outside the text. In writ-
ten arguments, for instance, it is common to fi nd a list of arguments supporting 
a thesis that are preceded by temporal relations such as fi rst, second and fi nally. 
These relations are internal, because they constitute the successive unfolding of 
an argument. They construe how the text is being organized.
 The perspective taken on genre structure tends to be particulate. Con-
sider an example of a student’s term paper that was identifi ed as a historical 
account. The stages of this genre are shown in Figure (1).
Figure 1: A constituency representation of the historical account genre
In a constituency representation, the stages form the components of a genre. It 
should be noted, however, that the stages occur in series, and that each stage 
is dependant upon a previous stage – except, of course, the Orientation stage, 
which is an optional stage that introduces the topic, states the aim of the paper, 
and announces what is to follow. Figure (1), however, does not represent this 
Historical Account
Genre
Orientation Background Account Interpretation
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dependency. In order to do that, we would have to introduce semantic relation-
ships between the stages, such as the relationships of elaboration, extension or 
enhancement (see Halliday 1994:215ff for an account of the various logico-se-
mantic relationships that hold between clauses).
Genres may also be embedded or ‘rank-shifted’ within a genre. The concept 
of embedding is discussed in Halliday (1994:188), and refers to a constituent 
that is moved down in rank. An example is when a clause is down-ranked and 
is realized within a nominal group as in The politician who was criticized in 
the newspaper denies all accusations (down-ranked clause in bold face). The 
constituency structure in fi gure (1) illustrates that genre is the highest ranking 
category, and the stages are one rank below. A genre can, however, appear at a 
lower rank. In such instances, the genre is embedded or down-ranked. Consider 
a more delicate analysis of Figure (1), shown in Figure (2), which illustrates 
some of the components of the background stage.
Figure 2: A constituency representation of the Background stage
The background stage has been analyzed as a [[historical recount]]2 genre that 
is composed of an Orientation and a Record of Events stage. One of the main 
differences between a historical account and a historical recount is that the 
former relates events in cause/effect terms, whereas the latter merely provides 
a chronological record of events as they occurred over time.
Genres and their stages tend to be associated with specifi c language patterns. 
In Systemic Functional Linguistics (SFL), the term realization is used to capture 
the relationship between different levels of semiotic abstraction such as language 
and social context (i.e., global text organization or genre). These two systems are 
related via realization in that patterns of language selections play a major part in 
realizing a specifi c context. A specifi c context, in turn, tends to put certain kinds 
of linguistic meanings at risk. Furthermore, realization is a probabilistic, not a 
deterministic relationship. The realizational tie between language and context 
is described in Eggins & Martin (1997:236-237):
R&GT is, then, a theory of functional variation: of how texts are different, and the 
contextual motivations for those differences. A useful R&GT is one that will allow 
for both textual prediction and contextual deduction. That is, given a description of 
the context, it should be possible to predict the meanings that will be at risk and the 
linguistic features likely to be used to encode them. Alternatively, given a text, it should 
[[Historical Recount]]
Orientation
Background
Record of Events
83
be possible to deduce the context in which it was produced, as the linguistic features 
selected in a text will encode contextual dimensions, both of its immediate context of 
production and of its generic identity, what task the text is achieving in the culture.
Putting the insights of R&GT into a pedagogic context, if students know that 
articles and essays may be realized in various genres and that these genres con-
sist of different stages, they will be in a better position to decide what it is they 
want to do and how to go about doing it. For example, if a student’s task is to 
chronicle historical events, then a historical recount genre will be suitable. If, 
however, a student is expected to argue for a position or compare different points 
of view, then an exposition genre such as a discussion would be more effective in 
fulfi lling these requirements. Thinking about texts in terms of functional stages 
allows writers to ask themselves what they wish to do in a given paragraph or 
section. Do they want to introduce a new topic, argue for a position, challenge 
a position or summarize the points that they had just made? In addition, because 
stages are realized in certain language patterns, writers may also ask themselves 
how they should use language to perform these actions. In this way, a writer’s 
creative potential may be put to considerable use.
These particulate representations of genres that we have discussed above, 
however, often do not contain complementary orbital representations in which 
nuclear and satellite elements are identifi ed (for exceptions see Iedema 1997 
on control genres and White 1997 on news stories). For instance, the historical 
account in Figure (1) could also have been given an orbital interpretation. In 
order to do this, it must be decided which of the elements will constitute the 
nuclear element. The advantages of such an additional perspective may play an 
important role in text production. For instance, if a writer can identify her/his 
main point in terms of a generic stage, then it might simplify the task of decid-
ing which other stages should accompany the main stage. For example, if the 
writer decides that s/he wishes to make a certain claim (i.e., Thesis), it should 
be clear that the writer needs a set of supporting arguments, and that an expo-
sition genre would provide the necessary structure to such a text. Since RST 
examines texts from an orbital perspective, we propose to deploy RST to give 
us this complementary perspective.
2.2 Rhetorical Structure Theory
Rhetorical Structure Theory (RST) is a functional theory of text structure (Mann 
& Thompson 1987: 2) which describes functional relations between parts of 
texts on different levels (from the clausal to the textual level). This, however, 
does not imply that RST views texts as grammatical units (as one might conclude 
from the fact that RST analyses rely on units like the “clause”). Texts are rather 
seen as comprising (at least) three different kinds of structures (cf. Mann et al. 
1992: 41): “holistic structures” (i.e. generic structures), “relational structures” 
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(these are the kind of structures RST tries to model; they are basically functional 
structures which arise from the coherence relations between parts of the text), 
and “syntactic structures” (where “syntactic” is used in its “common sense” 
meaning). Mann & Thompson (1987) assume that functional relations in a text 
may (but must not) be expressed by various (linguistic) means (e.g. lexical or 
grammatical signals or no explicit expression at all). The functional relations 
RST posits are language independent (in the sense that they are “pre-realiza-
tional”, cf. 4.2. below) although their possible realisation is language specifi c. 
These two basic assumptions (non fi xed relationship between linguistic expres-
sions and functional relations and language independence of relations) show that 
RST is a model of text coherence. In contrast to models of semantic coherence, 
however, RST assumes that functional relations are established between parts 
of the surface text and not between propositions, as a standard cognitive text 
linguistic theory might assume; cf. 4.2. below.
RST representations are based on four kinds of elements: 
•     relations,
•     schemas,
•     schema applications,
•     textual structures. 
Relation defi nitions identify the kinds of relationships which can hold be-
tween the parts of a span of text. In RST terms a “text span is an uninterrupted 
linear interval of text” (Mann & Thompson 1987: 4, original emphasis). The 
model assumes that text spans do not overlap but that one span can be composed 
of other spans (which are part of a lower hierarchical level). On the lowest level 
of analysis each span is composed of at least two minimal units (normally – but 
not necessarily – clauses, bigger minimal units are possible). Identifying a cer-
tain relation in a text is seen as a plausibility judgement on the intention of the 
writer by the analyst (or the reader respectively). Thus,
“the analyst has access to the text, knowledge of the context in which it was written, 
and shares the cultural conventions of the writer and the expected readers, but has no 
direct access to either the writer or other readers.” (Mann & Thompson 1987: 4).
Schemata defi ne which elements can be combined in a relation. The most com-
mon relation schema is one which combines a nucleus (i.e. a central element) 
with one or more satellite(s) (i.e. peripheral elements), but multi-nuclear sche-
mata are also possible such as the list relation in Figure 3. 
Schema applications describe the way in which schemata can be found in 
actual texts. Figure 3 shows an RST diagram for a short stretch of text from 
our data:3
On the lower hierarchical level a “list” relation combines three nuclei in 
which the writers paraphrase three different concepts of “power” (i.e. “Macht” 
in nodes 1-3) they found in the literature. On the next level these defi nitions 
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form the nucleus of an “elaboration” relation where the nucleus is “elaborated” 
insofar as the authors present specifi c information on one aspect (“Beeinfl us-
sungstaktiken”, i.e. “infl uencing tactics” in node 4) of “power” in spouse rela-
tionships in the satellite.
Text structures are the result of the recurrent analysis (i.e. schema applica-
tion) of functional text relations on different levels.4 The following constraints 
for the schema application in a structural analysis hold:
“completeness: The set contains one schema application that contains a set 
of text spans that constitute the entire text.
connectedness: Except for the entire text as a text span, each text span in 
the analysis is either a minimal unit or a constituent of another schema ap-
plication of the analysis.
uniqueness: Each schema application consists of a different set of text 
spans, and within a multi-relation schema each relation applies to different 
sets of text spans.
adjacency: The text spans of each schema application constitute one text 
span.” (Mann & Thompson 1987: 7f, original emphasis)
The “adjacency” constraint means that – according to RST – text spans 
may not be interrupted by parts of other spans (cf. also the “connectedness” 
constraint which stipulates that no text span may be unconnected to the rest of 
Wie Radel (1996) 
in ihrer Diplomar-
beit anmerkt, wird 
unter Dominanz 
das Machtverhält-
nis zwischen Part-
nern in Beziehun-
gen verstanden.
Hölzl & Kirchler 
(1998) zeigen in 
ihrer Untersu-
chung, dass sich 
die Machtvertei-
lung zwischen den 
Partnern auf die 
Beeinflussungstakti-
ken auswirken, (...)
und bei Corfman 
und Lehman 
(1987, zitiert in 
Radel, 1996) wird 
Macht als die Fä-
higkeit einer Per-
son, Einstellungen, 
Meinungen oder 
Verhalten einer 
anderen Person 
in beabsichtigter 
Weise zu ändern, 
bezeichnet.
Macht ist nach 
Huston (1983, 
zitiert in Radel, 
1996) die willent-
liche Kontrolle, 
die eine Person 
über eine andere 
ausübt
1-4
1-3
Elaboration
List
Figure 3: RST structure of a short sample text (section 2.1. of text WP5)
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the text). The “uniqueness” constraint is weakened in later publications (e.g. 
Mann, 2002; Mann et al., 1992) where the authors concede that RST analyses 
sometimes yield multiple structures, and that it is not in all cases possible to 
assign only one type of relation to a text span. If more than one coherence re-
lationship may hold between two entities the resulting representation of a text 
will be ambiguous. In such cases, the same text (especially if it lacks adequate 
cohesive devices) may have different representations with different recipients.
Three properties of RST structures are relevant in the context of this inves-
tigation: the (possible) order of text spans, the function of nuclearity, and rela-
tional propositions. Although RST posits that the order of nucleus and satellite(s) 
in a text span is not restricted by theoretical considerations, Mann & Thompson 
(1987) report that empirical text analyses have shown that a number of relations 
seems to have a tendency towards a “canonical order” of nucleus–satellite pat-
terns. The authors observed that in cases where the canonical order of a relation 
is reversed in an actual text, the conversion of the text span to canonical order 
improves the readability of the text (and vice versa). The following canonical 
orders of relations could be found (Mann & Thompson 1987: 17, original em-
phasis):
“Satellite before nucleus: antithesis, background, concessive, conditional,  
justify, solutionhood
Nucleus before satellite: elaboration, enablement, evidence, purpose, re-
statement”
Under a text semiotic perspective, the canonical order of text spans can be 
related to the semiotic parameter of “iconicity” (cf. Dressler 1989, 2000, who 
relies on Peirce’s differentiation between iconic, indexical and symbolic signs). 
Thus, in the case of an “evidence” or “elaboration” relation it is more iconic to 
present an assumption or statement fi rst (i.e. the nucleus) and to provide evi-
dence or further elaborations (i.e. satellite(s)) afterwards, whereas in the case of 
a “justify” relation it is more iconic to present the premises (i.e. the satellites) 
fi rst and then draw a conclusion.
The function of nuclearity relates to a second text semiotic parameter, 
namely the “fi gure – ground” relationship in a text. Mann & Thompson (1987: 
31) list the following three main commonalities that characterise nuclei and 
satellites:
“1. Often, one member of the pair is incomprehensible independent of the other, 
a non-sequitur, but not vice versa. Without the nuclear claim, the evidence 
satellite is a non-sequitur, as is the background satellite without the nuclear 
span it illuminates.
2.   Often, one member of the pair is more suitable for substitution than the 
other. An evidence satellite can be replaced by entirely different evidence 
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without much change to the apparent function of the text as a whole; re-
placement of a claim is much more drastic.
3.   Often, one member of the pair is more essential to the writer’s purpose than 
the other.”
Taken together, these three points mean that throughout a text the information 
presented in the nuclei is more salient (and therefore constitutes the “fi gure” 
part of a text) than the information presented in the satellites (which provides 
the “ground” in front of which the “fi gure” becomes recognizable for recipients). 
Thus, by recognizing the functional relations in a text on different levels, readers 
and analysts also comprehend which textual elements are more central for the 
writer’s intention than others, hence they create a “fi gure – ground” pattern in 
the text. This pattern also facilitates comprehension and the building of a mental 
representation of the text.
As soon as a reader/analyst recognizes a functional relation in a text span, 
s/he also comprehends the relational proposition of this span (Mann & Thomp-
son 1986, 1987). Relational propositions are aspects of text comprehension that 
cannot be traced back to specifi c signals in the text; rather they are effects of 
text structure. Each RST relation conveys a relational proposition that expresses 
the writer’s ‘intention’ of the text span in question. By combining a nucleus 
and a satellite in a certain way, relational propositions convey meaning about 
the organisational properties of a text and what the writer intended with these 
properties. The prevalence of certain types of RST structures in certain texts (or 
genres) can thus be viewed as the “rhetorical repertoire” writers have at their 
disposal for certain writing tasks.
This short overview about the main features of RST shows that the RST 
structure of a text is the representation of its “structural coherence”. RST rela-
tions represent an inventory of functional relationships that humans apply to 
make sense of a text. However, these relations have two aspects: (1) a relation 
signals a certain relationship between two textual entities; and (2) a relation 
signals that the writer intended the reader to establish this relationship between 
these two textual entities. The fi rst aspect concerns the purely intratextual 
(structural) effect of a relation, whereas the second aspect concerns the com-
municative effect of this relation. This shows that whereas RST structures and 
relations mainly describe the structural coherence of a text, these structures also 
contribute to its communicative function.
3.   R&GT and RST: pros and cons
The impetus behind combining R&GT and RST is to provide complementary 
perspectives on global text organization. Some studies have already attempted 
to combine both theories in an analysis of texts (Bateman & Rondhuis 1997; 
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Taboada & Lavid 2003). Using R&GT, Toboada & Lavid (2003) identifi ed the 
generic structure of scheduling dialogues, and provided linguistic evidence for 
the identifi ed generic stages. They were thus able to show that each generic 
stage was realized by distinct types of rhetorical relations and thematic pat-
terns. Bateman & Ronduis’ (1997) paper compared the coherence relations of 
three different theories: Segmented Discourse Representation Theory (SDRT), 
RST and Conjunctive Relations (CR).5 As this work did not examine global 
text organization, brief mention will be given to how RST and CR differ at the 
level of cohesion. Bateman & Rondhuis’ (1997:22-23) major critique of RST is 
that the rhetorical relations are not grounded in linguistic realizations (see also 
discussion on RST above):
“Two issues that will be taken up in more detail should be mentioned here. First, the 
deliberate distance held with respect to linguistic realization makes it less than fully 
explicit exactly which aspects of the meaning of a nucleus or satellite are to be con-
sidered when weighing the possible application of a relation; this introduces possible 
sources of underspecifi cation. And second, there is often a tension introduced into an 
analysis by virtue of those aspects of meaning of a text that are “defocused” as soon 
as one particular relation is chosen rather than another; for example, it is often the 
case that some generalized causal relation can be assumed between events, but that 
connection may also serve an additional function rhetorically for a text (e.g., such as 
giving evidence or justifi cation).”
In addition to this critique, Martin (1992) offers some challenges to RST in 
its ability to account for a text’s global organization. Martin (1992:258) argues 
that RST cannot adequately represent: 1) “sandwich” structures within a text; 
2) simultaneous conjunctive structures (see also Bateman & Rhondhuis’ quote 
above); and 3) the dynamics of text as process. An example of a sandwich 
structure is an argument that involves a Thesis, Arguments in support of the 
thesis and a Reiteration of the thesis. The challenge in modeling this kind of 
structure is that both the Thesis and the Reiteration may be interpreted as the 
nuclear text element, since both contain the Thesis of the text. Since RST forces 
a choice between these two elements (i.e., only one element can be nuclear), the 
analyst is left with arbitrarily deciding whether the beginning or the fi nal Thesis 
(reiteration) is nuclear.
Second is the problem of simultaneous conjunctive structures, or in this case, 
the problem of stages that are performing more than one action simultaneously. 
Martin’s (1992:259) concern was based on the observation that some clauses 
such as Equally however it requires the right context, encoded more than one 
conjunctive meaning. In this example, equally is an internal comparative con-
junction, whereas however is a concessive marker. Within RST the analyst must 
choose whether the relation is comparative or concessive; that is, it is not possi-
ble to construct multiple text spans that realize more than one relation (although 
the “uniqueness constraint” was weakened in later publications to account for 
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textual ambiguity, cf. 2.2. above). It should be stated, however, that R&GT 
would also have diffi culty in representing such simultaneous global meanings. 
Although Martin’s schemata work for simultaneous conjunctive structures, this 
schema cannot be simply applied to generic structure.
The fi nal challenge involves the representation of text as a dynamic process. 
RST imposes a hierarchical view of texts in which a central nucleus is at the 
top-most level in the hierarchy, and the remaining sub-nuclei at various levels of 
depth below (see example from previous discussion on RST). Thus, if a generic 
stage occurring in text fi nal position is selected as the central nucleus – recall 
that this was the case for the argumentative genre discussed above – then, in 
terms of text processing, this would imply that the reader must work his or her 
way backwards rather than forwards. From a text production and comprehension 
perspective, it is unlikely that texts will be realized and construed in this way. 
This is, however, a general problem with conceptions of hierarchical text struc-
tures: Even if readers encounter a genre which introduces the central nucleus 
of the top level in the hierarchy in text initial position, they will only be able to 
recognize this structure after comprehending the whole text, because building 
up a hierarchical structure is an incremental process which translates a linear 
structure into a hierarchical one. This process can by defi nition only be fi nished 
after working through the whole text.
However, there is another possible reading on where central nuclei may 
appear in a text. Recall that genres are staged, goal oriented social processes. 
Speakers’/ hearers’ (or writers’/readers’) recognition of being in a genre should 
be accompanied by certain expectations that a number of stages will be realized. 
The nuclear part of a genre need not, therefore, occur at the beginning. At what 
point, for instance, should we say that we have arrived at the most nuclear part 
of a narrative? Taking for the moment only the obligatory stages into account, 
a decision must be made whether the Complication, Evaluation or Resolution is 
the nucleus. There are good reasons for selecting the Resolution as most nuclear, 
since it is the stage that expresses the climax of the story; that is, how the pro-
tagonist has been able to solve the problem. What we need, of course, are good 
criteria for selecting the nucleus. Obligatoriness is certainly one criterion, but in 
genres with multiple obligatory stages, more criteria will be needed. Arbitrary 
criteria such as “the fi rst stage is most nuclear” are not very convincing. For, 
we want to be able to differentiate between genres that make their main point 
early on – such as expositions in which a central Thesis is promulgated at the 
beginning – and stories that tend to develop and build up momentum over time, 
and eventually leading to some kind of climax. If generic structures and RST 
structures indeed coincide, RST might provide us with an analytic tool that helps 
us to clarify which stage is most central in a genre, as it allows the identifi ca-
tion of more and less “central” nuclei. As Marcu (1999) argues, “centrality” 
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of nuclei may be measured by counting each terminal nucleus’ connections to 
nuclei at higher levels. This procedure results in a “centrality count” for each 
nucleus where the terminal nucleus which is part of a nucleus on every level 
of text structure receives the highest count and all other nuclei receive lower 
counts according to the number of nuclei of which they are a part on higher 
levels. The centrality of higher level text spans may be computed by summing 
up the centrality counts of their component nuclei.
4.   Text Cohesion & Coherence
Our discussion of R&GT and RST has shown that: 1) texts tend to have a glo-
bal organization; 2) a text’s global organization relates to a text’s function and 
purpose; 3) a text’s function is realized in goal oriented stages and language 
patterns; and 4) a text may consist of a central or nuclear element, and a number 
of satellites that expand on the meaning of the nuclear element. Therefore, the 
degree to which a text is fulfi lling its social function and purpose may be seen, 
in part, to depend on the degree to which these four criteria are met. We would 
emphasize, however, that global organization is only part of the story. If we are 
to make any extensive claims about a text’s function, we will need to take a closer 
look at the language used to realize a text’s global structure. For this reason, 
more must be said about a text’s cohesion and coherence. In the following sec-
tion, we will try to limit the discussion to SFL- and RST-related work.
4.1 Texture in Systemic Functional Linguistics
Halliday & Hasan (1976:1) defi ne text as a semantic unit that “may be spoken 
or written, prose or verse, dialogue or monologue. It may be anything from a 
momentary cry for help to an all-day discussion on a committee”. In addition, 
the question as to whether something may be classifi ed as a text is a matter 
of degree; that is, instances of language may have varying degrees of texture. 
A text’s texture will depend upon its internal semantic properties. Halliday & 
Hasan (1976:4) refer to these semantic properties as cohesion, which “refer to 
relations of meaning that exist within the text, and that defi ne it as a text”. In 
explaining how semantic relations operate, the concepts of tie, dependency and 
presupposition are often used. Consider as an example, the sentence I fi nally 
fi nished up my essay. It still needs some re-working. In the second sentence, the 
pronoun it is anaphorically related to the nominal group my essay. The meaning 
of it, therefore, is tied to, depends upon and presupposes something that came 
before. The cohesive system of meanings that organizes such referential ties is 
called identifi cation (Martin 1992:93). Other cohesive systems include negotia-
tion, conjunction & continuity and ideation (for overviews see Martin 1992 and 
Martin & Rose 2003). A reader’s (or hearer’s) ability to make sense of a text will 
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in part, therefore, depend on his or her ability to construe the different kinds of 
cohesive ties that are realized in the text.
The degree to which texts can be ‘understood’ does not only depend on 
a text’s internal properties, that is, the cohesive ties that link up the text in 
meaningful ways. In social interaction, text interpretation also depends upon 
the situational context. As Halliday & Hasan (1976:21) claim, “the term situa-
tion, meaning the ‘context of situation’ in which a text is embedded, refers to 
all those extra-linguistic factors which have some bearing on the text itself ”. A 
context of situation involves three dimensions: 1) Field: the social activity and 
subject matter; 2) Tenor: the social roles that the participants in the social activity 
adopt; and 3) Mode: the role of language in terms of channel and medium. As 
previously mentioned, SFL theory uses the concept of realization to capture the 
relationship between text and context: Texts realize a context and a context, in 
turn, is realized in text. The concept of realization is not a causal relation; rather 
it is a probabilistic one. Thus, for a given context, a certain kind of linguistic 
pattern that manifests itself as text will more likely be realized than other pat-
terns. Other patterns may occur, but they are less probable. For any given text, 
we should anticipate a certain context of situation. If this is the case, then that 
given instance of text is said to be coherent. Eggins (1994) refers to this type 
of coherence as situational coherence. To demonstrate how language may be 
‘divorced’ from a context, consider example (1), separated into fi ve clauses, 
taken from Eggins (1994:87).
(1) {1} Once upon a time there was a little white mouse called “Tiptoe”. {2} 
It’s very rarely hot in Paris. {3} When does the race start? {4} It does so. 
{5} No, I don’t know how to make chocolate crackles.
Although each clause is perfectly acceptable on its own, there does not seem 
to be any tie that meaningfully links one clause to the next. With respect to its 
internal organization, there do not seem to be any cohesive ties that allow for 
a subsequent clause to proceed from the prior one. Furthermore, this example 
lacks situational coherence. The example begins with a story introduction, then 
a statement about the weather in Paris, then a question, then a disagreement 
and fi nally a response to an unstated question. In other words, there does not 
seem to be a single context of situation that would make this collection of 
clauses coherent. We could not imagine a situation in which we would say or 
write these clauses in the sequence in which they appear. One reason for this is 
that there is no consistency in terms of fi eld; the subject matter changes from 
‘mice’ to ‘weather’ to ‘races’ and fi nally to ‘baking’. There is no single fi eld that 
we could evoke to tie these meanings together. Example (1), therefore, is not 
a text, for a text must be “coherent with respect to the context of situation and 
therefore consistent in register” (Halliday & Hasan 1976:23). Register refers to 
the linguistic features that are typically associated with a context of situation. 
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Therefore, if the situation changes, there is a high probability that the linguistic 
features will also change.
Finally, the sentences in this example cannot be tied to a generic structure. 
If, for instance, different parts of an instance of language are realizing different 
(parts of) genres, and if these different parts cannot be meaningfully tied to each 
other, then that bit of language would be said to be lacking in generic coher-
ence (Eggins 1994:87). By re-examining example (1), we see that it is lacking 
generic coherence as well. The fi rst clause seems to be an Orientation stage of 
a story, the second is part of a description, the third and fourth are part of a 
casual conversation and the fourth is part of an argument. Each of the clauses, 
therefore, seems to be taken from different genres, without a meaningful tie that 
might give the whole collection of clauses a common social purpose.
In sum, any consideration of the function and social purpose of a text must 
take into account the degree to which a text has texture. For example, if a writer 
does not make cogent cohesive ties while arguing, or does not choose the kinds 
of language patterns that ‘typically’ may be construed as realizing a social con-
text, the coherence and effectiveness of a text may be diminished. Since there 
is a realizational link between language and social context, it is important that 
students be taught both global text structure and the linguistic resources that 
may realize that structure.
4.2 Coherence and RST
A different view on cohesion and coherence – one that RST principally seems to 
draw from6 – is expressed in cognitive text linguistics. According to this research 
tradition, coherence is a product of the mental activities of text producers and 
receivers when they interact by means of language (cf. e.g. van Dijk & Kintsch 
1983; Givón 1993; Hörmann 1988; Mignolo 1989; Sanders & Spooren 2001). 
Coherence is a “collaborative process” (Givón 1993: 172), “a set of interpreta-
tive operations performed by the hearer/ reader in order to attribute meaning 
to the signal (discourse)” (Mignolo 1989: 484). It results in the “continuity of 
sense” (Hörmann 1988) which recipients attribute to a text. In this view, coher-
ence depends on mental concepts which are activated by linguistic units and 
relations between these concepts, which together create the “textworld” of a 
text in the mind of the hearer/reader. This “textworld”, however, comprises more 
than the sum of the senses of its constituents as the creation of sense involves 
also everyday knowledge of text recipients (Beaugrande & Dressler 1981). As 
Hörmann (1988) has shown, coherence is actively sought by humans when they 
interact by means of a semiotic system. Thus, the “continuity of sense” of an 
utterance or text is the ultimate criterion against which language users process 
utterances.7
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Most researchers in the fi eld of coherence use conceptions of “coherence” 
and “cohesion” which differ from the SFL concepts, when they differentiate 
between different areas or “systems” of coherence. Givón (1993) distinguishes 
between two processes, which are involved when language users try to establish 
a coherent representation of a text: “knowledge-driven” vs. “grammar-driven” 
processes (Givón 1993: 172).8 Whereas “knowledge-driven” coherence is mainly 
vocabulary guided and is necessary to understand the propositional informa-
tion of clauses/texts, “grammar driven” coherence is supported by grammatical 
structures and is used to “ground” single propositions in the representation of 
the text. Grammar driven coherence is associated with fi ve types of textual 
elements: referents, temporality, aspectuality, modality/mood, and location, 
whereas knowledge driven coherence relates to actions/scripts which are acti-
vated by a text (Givón 1993: 173).
Cognitive text linguists thus draw a clear distinction between cohesion, 
which they view as a property of grammatical surface structures of a text and 
coherence, which is seen as a property of the semantic deep structure of a text. 
In this view cohesive ties hold between the actual words of a text whereas 
coherence ties are established between its propositions (i.e. the semantic repre-
sentations of the clauses of a text which are “stripped off ” of its grammatical 
features). Coherence interacts with cohesion (Givón 1993), but the attribution of 
coherence to a piece of text does not solely depend on explicit cohesive devices. 
Consider example (2) from Renkema (1993: 40) and his subsequent remarks:
(2) “‘He is not going to school. He is sick.’
      The link between these two sentences relies on knowledge, namely, that 
being sick can be the cause of absence from school. On the basis of this 
knowledge, it is possible to make a connection between these two sen-
tences.”
This example does not lack situational coherence (the actual communication 
situation in which these two sentences might be uttered is, for example, a moth-
er’s call to her son’s school teacher in which she explains why her son cannot 
attend school), but it lacks an explicit linguistic marker for the relationship that 
holds between the two sentences. Thus, the coherence relation (namely that the 
second clause presents a cause for the fi rst) which a recipient will employ here 
in order to “make sense” of the two clauses of the example, has to be actively 
(yet – in many cases – not consciously) inserted by a recipient (see also Martin 
1992:183 for a discussion on explicit vs. implicit conjunctive relations).
The RST conception of coherence seems to oscillate between the SFL posi-
tion and the cognitive text linguistic position that was presented above. In their 
1992 paper Mann et al. state that RST (1) explains why texts have different ef-
fects in different situations, and (2) accounts for the coherence of a text, in which 
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coherence is defi ned as the recipients’ recognition that a text “hangs together” 
(Mann et al. 1992: 40) such that it forms a coherent whole. Whereas (1) seems 
to relate to the SFL concept of situational coherence (cf. above), (2) is compat-
ible with both the SFL conception of cohesion and the cognitive text linguists’ 
concept of coherence. However, in RST the relationship between a text’s coher-
ence and its explicit cohesive ties is de-emphasized. For, as Mann & Thompson 
(1987: 2) argue, “RST provides a general way to describe the relations among 
clauses in a text, whether or not they are grammatically or lexically signalled”. 
And in 1992 Mann et al. state that “…RST is pre-realizational, since it makes 
statements about how … meanings and intentions are structured and combined, 
but not how they are realized” (Mann et al. 1992: 45, original emphasis).
All in all, the RST position towards cohesion and coherence is closer to the 
cognitive text linguistic approach rather than to SFL. In contrast to most cogni-
tive text linguists, however, RST assumes that coherence relations hold between 
parts of the surface text and not between propositions. A second distinction 
between cognitive text linguistics and RST concerns the assumed nature of rela-
tions. Whereas cognitive text linguistic theories in most cases draw a distinction 
between semantic relations (which are caused by the propositional content of 
discourse segments) and pragmatic relations (which are caused by the illocution-
ary meaning of segments; cf. Sanders 1997 for this view), RST views relations 
as rhetorical as “[t]hey can be described in terms of the purposes of the writer, 
the writer’s assumptions about the reader and certain propositional patterns in 
the subject of the text” (Mann et al. 1992: 45). Viewed from the reception side, 
the recognition of RST relations in texts “depends on knowledge about authors, 
about social facts, and about purposes of texts” (Mann 2002: 9). Thus, the nature 
of RST relations seems not to be semantic (or not only semantic) but mainly 
pragmatic.
5.   Data & Analysis
The texts analysed in this paper stem from a study conducted at the Depart-
ment of Linguistics at Vienna University on Austrian students’ academic writing 
skills. We investigated a corpus of 19 texts (lengths ranging between 1865 and 
7271 words), which were submitted as term papers in seminars of three different 
programs of study (business administration, business psychology and social and 
economic history) at two Viennese universities.
Each of these papers was analysed independently for its generic and RST 
structure. As the texts in our corpus are rather long (compared to texts which 
are usually analysed in studies using RST), RST structures were not analysed 
down to the clause level, but stopped at the level of subchapters. Each text was 
coded for RST relation types, nuclei and satellites on different hierarchical levels 
(using the “Atlas.ti” qualitative analysis software package), which facilitated 
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quantitative and qualitative analyses of the texts. Each text was also coded for 
genre, stages and substages, using the same software package. Embedded genres 
were also identifi ed. Both steps of the analysis revealed a clear patterning of rela-
tion types, RST text structures, genres, stages and substages in each of the three 
groups we investigated. Thus, RST and R&GT provided a tool of text analysis 
that allowed us to describe the different textual structures students produced in 
each department. In the following we demonstrate how we mapped genres and 
generic stages onto RST relations by performing a quantitative analysis of all 
student papers and showing how genres and generic stages tended to map onto 
RST relations. After this we examine how generic stages and RST structures 
map onto each other in a single term paper’s textual organization.
5.1 Genre–RST structure relationships: A quantitative approach
Overall, fi ve different genres9 (procedural recount, taxonomic report, multifacto-
rial explanation, discussion, historical account) were identifi ed from the R&GT 
analysis. Each genre was also found to consist of various genre stages. In the vast 
majority of texts, genre stages and RST units (nuclei or satellites) were found to 
correspond to each other; that is, genre stages and RST units spanned across the 
same portions of text. Only in one text did the RST and the generic structures 
fail to correspond. Furthermore, in a few texts generic and RST structures were 
found to differ in some parts of the text, but to correspond in the bigger part of 
the text. We propose that there are clearly identifi able clusters of generic stage 
and RST relation categories, as the following numbers show: 46 genre stage 
categories combine with 25 RST relation categories which provides for 575 pos-
sible (ordered) combinations. However, only 265 of these combinations actually 
occur in our data. Thus, less than one half of all combinations are realised. 
Another general result is that in the overwhelming majority of cases genre 
stages correspond to nuclei or satellites of RST relations – these units will be 
referred to as “RST relation units” (i.e. either RST relation satellites or nuclei), 
in the rest of this paper – but not to whole text spans. Only in some cases did 
several nuclei and/or satellites combine to one single genre stage. Secondly we 
found fi ve types of relationships between genre stages and RST units: single 
genre clusters, genre independent clusters, strong genre – RST unit relationships, 
weak genre – RST unit relationships, and no relationships between genre stages 
and RST units. We will address each of these types below.
Single genre clusters occur when a genre stage occurs only in one genre, and 
clusters with a certain RST unit type. This relationship occurred seven times in 
our data as table 1 shows.
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Table 1:   Single genre clusters
Genre Genre stage RST unit type N of cases
Historical account Record of events List/Sequence (N) 6 of 8
Taxonomic report [[Explanation]] Background (N/S) 2 of 2
Discussion Factor Elaboration (S) 6 of 6
Procedural recount Instruction Elaboration (S) 6 of 8
Taxonomic report Classifi cation Elaboration (S) 2 of 3
Procedural recount Research question Background (N)
Solutionhood (S)
2 of 4
2 of 4
Discussion Background Content preparation (S) 2 of 4
A single genre cluster does not in all instances indicate that a certain genre stage 
corresponds only to one single type of RST relation unit, but rather that there is 
a strong tendency towards such a relationship. Furthermore, table 1 shows that 
in the case of the Explanation and Classifi cation stage we rely on a rather low 
overall frequency of occurrences. In the case of the relationship between the 
Record of Events stage and the corresponding RST unit type, the RST relations 
List and Sequence were confl ated as both of them are multinuclear relations 
which only differ in regard to the principle that organises the respective order of 
nuclei (which is topically organised in the case of a List relation and temporally 
in the case of a Sequence relation).
Single genre clusters are special occurrences of strong genre – RST relation 
unit relationships (cf. below) in which, however, only one genre and one genre 
stage combine with certain RST relation units.
Genre independent clusters are relationships between generic stages and 
RST relation units that are independent of a genre. This means that a certain 
generic stage is part of various genres and that it clusters with certain RST re-
lation unit types independently of the genre of which the genre stage is a part. 
This relationship occurred seven times in our data as table 2 shows.
With genre independent clusters, single genre stages do not necessarily 
combine only with one RST unit type, but the cluster may “split” as is the case 
with Defi nitions, which may coincide with one constituent of the RST relation 
Elaboration or Background. The genre stage “list” may also coincide with one 
constituent of these two RST relations. This latter result is especially interesting 
as one might expect the genre stage List to coincide with one or more nuclei 
of the RST relation List. However, this occurs only one time in our data. This 
peculiarity gives a fi rst hint at the general principle which may be responsible 
for the relationships between generic and RST structures: the generic stage label 
refers to the function of a certain stretch of text in the overall genre – this is a 
text external function which might be paraphrased with the question: what did 
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that author aim at, when he/she wrote this part of the text? Whereas the RST 
relation refers to the function this stretch of text has in relation to another stretch 
of text – this is a text internal function which might be paraphrased by the ques-
tion: how did the author compose his/her text? With respect to our example, 
this either means that: 1) by presenting the readers a List (= generic stage), an 
author may provide the Background (= RST relation) for an adjacent stretch of 
text (if the List coincides with a background satellite); or 2) a List (=generic 
stage) provides the starting point for an Elaboration (= RST relation; if the “list” 
coincides with an elaboration nucleus).
However, in the case of the Summary category both generic stage and RST 
relation units coincide; that is, in most instances a generic stage Summary co-
occurs with an RST satellite of a summary relation. This result suggests a pos-
sible classifi cation of genre structure and RST relation categories. It was argued 
previously that both types of categories construe not only ideational meaning, 
but also interpersonal and textual meaning (for a metafunctional account of RST 
coherence relations see also Bateman & Rondhuis, (1997). However, different 
categories foreground different kinds of meanings. The list stage foregrounds the 
textual component which may, in turn, co-occur with a Background or Elabo-
ration relation which foreground the ideational component. Thus, in this case 
generic stage and RST relations together provide a comprehensive account of 
the “meaning” of a stretch of text. The Summary genre stage and RST relation, 
Genre Genre stage RST unit type N of cases
Discussion / multifactorial 
explanation / taxonomic 
report
Defi nition Elaboration (S/N)
Background (S)
7 of 11
3 of 11
Discussion / Procedural 
recount / taxonomic report
[[Multifactorial 
explanation]]
Background (S/N) 3 of 4
Procedural recount / 
taxonomic report
Phenomenon Iden-
tifi cation
Background (S) 5 of 6
Historical account / 
multifactorial explanation/ 
taxonomical report
List Background (S/N)
Elaboration (N/S)
5 of 13
4 of 13
Procedural recount / his-
torical account / multifacto-
rial explanation
Previewing author’s 
new accomplish-
ments
Content preparation (S) 3 of 4
Procedural recount / his-
torical account
State implications Evaluation/ problematise 
(S)
3 of 4
Discussion / Procedural re-
count / historical account / 
taxonomic report
Summary Summary (S) 4 of 6
Table 2: Genre independent clusters
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on the other hand, both focus on the textual component and therefore it is no 
surprise that here generic stage and RST relation classifi cations coincide.
All in all, genre independent clusters of relations between generic stages 
and RST relation units indicate properties of texts that are genre independent, 
at least in regard to the genres that occurred in our text sample. At fi rst sight, 
this conclusion might seem paradoxical, as we are dealing with genre stages, but 
our point is the following: there are certain genre stages that occur in different 
genres; and independently from the genre of which they are a part, they co-occur 
with certain RST relation units. In this sense the relation between generic stage 
and RST relation unit is a genre independent one.
Strong genre – RST relation unit relationships occurred most often in our 
data (8 times) as table 3 shows. Under this type we subsume those instances in 
which a certain generic stage occurs in different genres, and, depending on the 
genre, the respective stage combines typically with one (or more) RST relation 
units.
Table 3: Strong genre – RST relation unit relationships
Genre Genre stage RST unit type N of cases
Procedural recount
Announce
List (N) 4 of 7
Taxonomic report Content / structural 
preparation
5 of 5
Procedural recount / his-
torical account
Claim relevance
Background (S/N) 5 of 5
Multifactorial explanation Circumstance (S) 1 of 1
Taxonomic report Background (S)/List (N) / 
structural preparation (S)
3 of 3
Historical account
Record of events
Sequence/List (N)
Background (N/S)
3 of 6
2 of 6
Taxonomic report Non volitional cause 
(N/S)
Solutionhood (N/S)
2 of 4
2 of 4
Discussion
Effect
Elaboration (S) 2 of 2
Procedural recount Evaluation (N) 1 of 1
Taxonomic report
Factors
Elaboration (S) 2 of 2
Multifactorial explanation Condition (S) 2 of 2
Discussion
Introduce term
Elaboration (S) 1 of 1
Procedural recount Elaboration (S/N) 8 of 10
Historical account Content preparation (S) 1 of 1
Multifactorial explanation List (N) 9 of 12
Taxonomic report Background (N/S) 5 of 7
Historical account Multifactor 
explanation
Background (N/S) 2 of 2
Taxonomic report List (N) 3 of 4
Discussion Phenomenon 
identifi cation
Elaboration (N) 2 of 2
Procedural recount Evaluation (N/S) 2 of 4
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As in table 2, we see in table 3 that in some instances generic stages and RST 
relation units do not form single clusters but “split clusters” – as is the case with 
Documentation in historical accounts and taxonomic reports. In the case of the 
generic stage Claim Relevance there is only a strong relationship between the 
RST relation category Background and Claim Relevance stages in procedural 
recounts and historical accounts. However, in other genres there is no clear re-
lationship. Additionally, generic stages occur in some cases only very rarely in 
certain genres (Claim Relevance in Multifactorial account, Effect in Procedural 
recount, Introduce term in Discussion). In these cases it is impossible to draw 
any fi rm conclusions.
In general, this type of relationship between generic structures and RST 
relation units occurred most frequently in our data (eight times, if we add all 
instance of the “weak genre – RST relation unit relationships”, cf. below, this 
number increases to twelve). 
Weak genre – RST relation unit relationships occur four times in our data as 
table 4 shows. This type of relationship is a variant of the previous type, insofar 
as here again generic stages occur in different genres, which then, in turn, seem 
to stipulate certain generic stage – RST unit relationships. Compared to the 
previous type, however, the strength of the relationship is weaker.
Table 4:   Weak genre – RST relation unit relationships
Genre Genre stage RST unit type N of cases
Historical account
Account
Sequence/ list
background
7 of16
3 of 16
Discussion Content preparation (S/N) 3 of 6
Procedural recount
Description
Background/list (N) 3 of 3
Historical account Background/list (S/N) 2 of 2
Taxonomic report Elaboration 2 of 3
Discussion
Interpretation
Interpretation/volitional result (S) 2 of 2
Procedural recount Evaluation/problematise (S) 6 of 10
Historical account Background/interpretation 
(N/S)
2 of 2
Multifactorial 
explanation
evaluation (S) 1 of 1
Discussion
Orientation
Content preparation (S) 2 of 2
Procedural recount Elaboration (N)
Background (S)
4 of 7
3 of 7
Taxonomic report Background (S) 2 of 2
Historical account Content preparation +
 solutionhood (S)/structural 
preparation (S)
2 of 2
Taxonomic report Content preparation (S)/
 content preparation +
 solutionhood (S)
2 of 2
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In all four cases of this type we see either one rather strong relationship between 
genre, generic stage and RST relation unit (and the other relationships are rather 
weak as in the cases of the stages Account and Interpretation), or we see several 
rather weak relationships between the three elements as in the generic stages 
Description and Orientation. The Orientation stage seems to be a special case, 
as it does not only combine weakly with several RST relation units, but it is also 
one of the few generic stages in which sometimes several RST relation units 
combine within one generic stage (cf. below).
Only two generic stages do not exhibit a regular pattern of relationship 
between genre, generic stage and RST relation unit, namely Presenting con-
clusions drawn by previous authors and Discussion.10 Both of these generic 
stages occur in different genres. The fi rst generic stage Presenting conclusions 
drawn by previous authors combines fi ve times with a RST relation unit with 
no clear co-occurrence pattern; it co-occurs twice with an Evidence satellite, 
once with an Evaluation nucleus, once with an Elaboration nucleus and once 
with a background satellite. However, each of these co-occurrences suggests a 
non-random relationship between generic stage and RST relation unit. Present-
ing conclusions drawn by previous authors may sensibly serve as Evidence for 
assumptions authors make in a seminar paper. They may also be Evaluated by 
Figure 4: 
RST and Genre 
categories in text 
PW10 (phen. iden-
tifi cation = “pheno-
menon identifi cati-
on”; present. concl. 
of prev. auth. = 
“presenting conclu-
sions of previous 
authors”; numbers 
refer to section and 
subsection numbers 
in the text)
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the writer of a paper, or they may be further Elaborated by other material, and 
they may provide Background information for another stretch of text.
The same is true for the Discussion stage. It combines twice with a Back-
ground relation unit (one time with a satellite, one time with a nucleus), and once 
with an Evaluation satellite, a Summary satellite, a Content preparation relation 
and an Interpretation nucleus. Again, each of these combinations seems to be 
a non-random combination. So we might conclude that in these two instances 
our data are simply insuffi cient for providing us with systematic co-occurrence 
patterns.
After having concluded that genre and RST structures tend to map onto 
each other, we now turn to an examination of the benefi ts of such a combina-
tory approach; that is, we demonstrate, in an examination of a single student 
term paper, which insights we may gain into text organization by applying both 
approaches.
5.2 A qualitative look at genre–RST relations
In this section, we demonstrate the analysis of one text from our sample in which 
the relationships between generic stages and RST relation units is especially 
clear. This will hopefully give readers a sense of how we went about mapping 
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the genre stages and RST relations onto one another. The paper we analyze here 
is part of the “personnel management” subset of our data. It was submitted in a 
seminar on “Implementation in personnel management” at the Vienna University 
for Economy and Business Administration. The topic of the paper is “Implemen-
tierung von Personalstrategien” (Implementation of personnel strategies). It is 
4,205 words in length and received a grade 1, which is the best mark in the Aus-
trian educational system. The paper consists of four chapters: “Problemstellung” 
(Chapter 1: Problem Statement), “Defi nition, Abgrenzung, und Be schreibung 
der Begriffe” (Chapter 2: Defi nition, Differentiation and Description of Terms), 
“Implementierung von Personalstrategien” (Chapter 3: Implementation of Per-
sonnel Strategies) and “Conclusio” (Chapter 4: Conclusions).
Table 5: The stages, RST relation units, corresponding chapters and general functions 
of a student essay
Stage RST relation 
unit
Corresponding Chapter 
or Subchapter
General Function
Orientation Content 
preparation (S)
Chapter 1 State aim of paper and 
announce the content of the 
paper
[[Consequential 
Explanation]]
List (N) Chapter 2; Subchapter 2.1
“Implementierung” 
(implementation)
Provide defi nitions of the 
term “implementation” and 
discuss the motivations and 
effects of an implementa-
tion within organizations
[[Factorial 
Explanation]]
List (S) Chapter 2; Subchapter 2.2
“Personalstrategien” 
(personnel strategies)
Provide defi nitions of the 
term “personnel strategies” 
and discuss the motivations 
and causes for using such 
strategies
[[Discussion]] Background (N) Chapter 3 Discuss the different views 
on implementing personnel 
strategies
Summary Summary (S) Chapter 4 Summarize contents of the 
article and state implica-
tions for future research
A diagrammatic representation of the term paper’s textual organization is 
shown in Figure 4. RST relation types are indicated above the arcs, which relate 
nuclei and satellites. Generic stage labels are shown at the vertical bars below the 
RST relation units. Figure 4 shows that in this text every section has a function 
both in the generic structure as well as in the RST structure. On the highest level 
the generic structure of this text (which represents the genre discussion) can be 
represented as follows (the symbold ‘^’ means ‘is followed by’):
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Orientation ^ [[Consequential Explanation]] ^ [[Factorial Explanation]] ^ [[Dis-
cussion]] ^ Summary
The stages of the discussion, their corresponding RST relation units, along with 
their general function are outlined in Table 5.
There are two important observations to be made concerning this staging 
structure. First, Veel (1997) argued that discussions generally unfold through the 
stages Issue ^ Dismissal of opponent’s position ^ Arguments for own position 
^ Recommendation. The discussion illustrated in Figure 4, however, does not 
sequentially unfold in the same way. So, what is the justifi cation for identify-
ing this text as a discussion? The answer lies in the sub-stages of each stage. 
Although this genre does not contain arguments for or against a position at the 
top-most ranks, they do occur at lower ranks. For instance, both the stages Con-
sequential Explanation and Factorial Explanation (level 4) contain discussions 
at a lower level (levels 5) in which different positions on “implementation” and 
“personnel management” are compared and contrasted. For instance, the [[con-
sequential explanation]] genre of level 4 contains a Phenomenon Identifi cation 
stage (see level 5), which, in turn, is realized in an embedded discussion genre 
(see Figure 5). In this Phenomenon Identifi cation stage, the different positions 
on “implementation” are compared and contrasted to each other. The Phenom-
enon Identifi cation stage of the embedded [[Factorial Explanation]] genre (level 
4) is also realized as an embedded discussion, in which different positions on 
personnel strategies are considered from the literature.
Figure 5: The Phenomenon Identifi cation stage
So, although on the surface this text’s generic structure may not look like a dis-
cussion, the lower ranked stages tend to be perfused with discussion elements. 
Second, [[Consequential Explanation]], [[Factorial Explanation]] and [[Discus-
sion]] are embedded genres that have been down-ranked to a single stage of 
a larger genre. Although at fi rst blush it may appear tautological to claim that 
a [[Discussion]] stage forms part of a discussion genre, it is not unusual for 
genres to be contained within themselves. It is certainly conceivable that the 
second, third or fourth stages may also unfold as a discussion. Indeed, this was 
commonly observed in students’ term papers from all three disciplines. For this 
student term paper, a discussion – in terms of speculating on the pros and cons 
[[Discussion]]
Position1 Position2 Position3 Position...x
Phenomenon Identification
104
of certain terms and defi nitions found in the literature – was realized throughout 
the text. One of the challenges for R&GT, therefore, is to capture the different 
‘levels’ at which texts are doing different things. In Figure 4, the text is a kind 
of macro-discussion that centrally contains elements of explanation, which, in 
turn, contain elements of discussion.
Turning now to coherence relations, since RST structures are hierarchical, a 
text’s sequential organization will correspond to RST relation units on different 
levels. On the two highest levels (i.e. levels 1 and 2) genre stages coincide with 
RST relation units that are oriented metafunctionally towards textual aspects of 
the text. The Orientation stage corresponds to a Content preparation satellite 
and the Summary stage corresponds to a Summary satellite. These two levels 
orient primarily to textual meanings, because they express the text’s point of 
departure or main theme (i.e., orientation) and summarize the main points or 
new information that have been developed in the text (i.e., summary). 
Most interesting for our combined analysis is that the RST analysis identi-
fi ed the [[Discussion]] stage as most nuclear (see level 3).11 This adds support 
for calling this text a discussion, since the Discussion nucleus contains the most 
nuclear connections between different levels of RST structure; that is, the Discus-
sion nucleus begins at level 3 and continues down to the bottom-most level.
On the 4th RST level the stages Consequential Explanation and Factorial 
Explanation combine as two nuclei of a RST List relation.  These two stages 
together function as the Background satellite of a nucleus that we identifi ed 
in genre terms as a Discussion. Here the relation between generic stages and 
RST relations that was hypothesised above, becomes evident: the generic stages 
indicate what a writer does within a certain stretch of a text, whereas the RST 
structure shows how these stages are related text-internally to each other. In other 
words, the discussion/explanation of the terms “implementation” and “person-
nel strategies” form the Background for the ‘larger’ or more central Discussion 
concerning the “implementation of personnel strategies”.
In this text genre stages and RST relation units co-occur also on lower 
levels of the text (levels 4-5), as the three stages Consequential Explanation, 
Factorial Explanation and Discussion have distinct but in some respects similar 
internal generic and RST structures. Consider the staging structure of each of 
these embedded genres:
Consequential Explanation: Phenomenon Identifi cation ^ Factor ^ Factor ^ Ef-
fect ^ Defi nition ^ Introduce Term ^ Barriers/Counter-barriers
Factorial Explanation: Phenomenon Identifi caiton ^ Defi nition ^ Factor ^ Factor 
^ Factor
Discussion: Orientation ^ Presenting conclusions of previous authors ^ Effect ^ 
Barriers/Counterbarriers ^ Factor
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A consideration of the relationship of each stage with its associated RST struc-
ture helps to clarify the internal similarity of the stages. Looking at fi gure 4, we 
note that the internal RST structure of the fi rst two stages is identical; namely 
an Elaboration relation with a nucleus in fi rst position, followed by a series of 
satellites.12 In both cases the nucleus corresponds to the Phenomenon Identifi -
cation stage. The internal structure of the Discussion stage is also very similar. 
The only difference is the presence of an introductory Orientation (which cor-
responds again to a Content preparation satellite). The rest of the Discussion 
stages, however, correspond to an RST Elaboration relation.
This analysis reveals some interesting properties of the text. We see dif-
ferent generic stages at different textual levels; that is, we see that the author 
“does” a variety of different things as the text unfolds. We have captured this 
multifunctionality by introducing different levels of stages and substages. In 
this way, a certain generic stage of a text may be functioning as an Explanation 
at a higher level, but as a Discussion at a lower level. Such a multi-functional 
perspective is necessary, especially in longer texts such as student essays when 
a single stage continues on over a number of pages. Functional labels such as 
Orientation, Phenomenon Identifi cation and Arguments for own position often 
do not capture the intricate ‘sub-global’ meanings that are realized in the text. 
It is probably for these reasons also that Lewin, Fine & Young (2001) have 
proposed the sub-stage categories of Move and Act to better identify the range 
of a text’s functions.
Returning to Figure 4, we also see that in terms of the relations between 
these stages, the text is structured differently into two parts: in the upper part 
(levels 1-3) two textually oriented relations frame a Background relation in 
which two equally weighted stretches of text (i.e. the two nuclei of the List 
relation) provide background information for a (central) discussion section. In 
the lower part (levels 4-5) we see that whereas different generic stages occur, the 
internal structure of these stages (i.e. the relations between these genre stages) 
is very similar; namely, that a text-initial nucleus is elaborated by subsequent 
satellites. Only the Discussion stage differs from this pattern, insofar as it is 
introduced by a textually oriented stretch of text. Thus, the relation between 
generic and RST structures in the lower part reveals that in this part the text’s 
internal structure is quite uniform, although the external functions of these 
stretches of text are different.
All in all, the analysis of this example shows how generic structures and 
RST structures relate to each other and how the analysis of these two aspects of 
a text helps to clarify the overall functions of and relations in a text.
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6.   Discussion
The results of our investigation strongly suggest a systematic relationship be-
tween genres, generic stages and RST structures of texts. Three types of the 
relationships between these three categories support this conclusion: the exist-
ence of strong and weak genre – RST relation unit relationships and the single 
genre cluster relationship. The latter can be interpreted as a special case of the 
former two in which a generic stage occurs only in one single genre and then 
combines with specifi c RST relation units. In the case of genre independent 
clusters generic stages also combine with specifi c RST relation units, but inde-
pendently from the overall genres in which the generic stages occur. Thus, for 
independent clusters the “binding force” between generic stages (which cannot 
occur independently from an overall genre) and RST relation units seems to be 
stronger than in the other three relationship types. The occurrence of two generic 
stages that do not combine systematically with RST relations does not contradict 
our conclusions, since we could show that in both cases the co-occurrences of 
generic stages and RST relation units does not seem to be random. Instead, our 
data are too limited to fi nd coherent patterns.
Why do genres / generic stages and RST relations co-occur with such regu-
larity? One answer lies in the realization relationship between genres and their 
stages and RST relation units. For both R&GT and RST approaches, the analyst 
takes into account contextual and linguistic levels. In R&GT, it is the Genre (and 
stages/substages) and the specifi c linguistic features associated with the genre 
and its parts. Movement from stage to stage thus implies a concomitant shift in 
language resources. For instance, whereas causal meanings (i.e., reasons) will 
likely play a dominant role in realizing an Arguments for own position stage, 
different meanings such as positive and negative appraisal are expected in an 
Evaluation stage. In a similar vein, RST coherence relations are responsible for 
constructing global relations at a text’s ‘higher levels’; that is, the clause complex 
coherence relations realize the larger, ‘more global’ coherence relations, and 
the ‘global’ coherence relations put certain kinds of clause complex coherence 
relations at risk. Both approaches, therefore, rely on linguistic meanings in guid-
ing our sense of the global meanings identifi ed in a text. What is interesting is 
that whereas RST relies solely on coherence relations in identifying global text 
structure, R&GT relies on a vast array of ideational, interpersonal and textual 
meanings. For this reason, it is somewhat surprising that we found such strong 
co-occurrence patterns.13
Motivations of this kind of relationship may also be answered by a recon-
sidation of the literature, especially the discussions on the relationship between 
intentions and coherence relations (Bateman & Rondhuis 1997; Sanders & 
Spooren 1999). Both papers agree that text producers’ intentions infl uence 
the choice of coherence relations they choose when writing a text. Sanders & 
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Spooren (1999: 246) “look upon coherence relations as realisations of inten-
tions”. However, in our view the notion of “intention” seems to carry too many 
individualistic, psychological connotations and implications. Referring to “au-
thors’ intentions” implies that individual authors are free to choose amongst 
any set of coherence relations when they produce a text. A genre approach to 
language would question exactly this assumption. Instead of referring to “inten-
tions”, we use the notion of “purpose” or “goal” as an explanatory concept. “Pur-
poses” are socially petrifi ed means which mediate between types of re-occurring 
social needs and their gratifi cation (Ehlich & Rehbein 1979). Viewing genres as 
“purposeful social activities” means that genres are motivated by purposes and 
that they are the (communicative) solutions of recurring problems in a society. 
Genres are thus tied to certain situation types and are used by certain groups of 
users (cf. Swales 1990). Furthermore, purposes shape the inner structure of gen-
res (i.e. the combination of generic stages). By choosing a genre to accomplish 
a certain activity, writers are therefore not “free” in their “intentions” of how to 
compose a text but rather their “intentions” are structurally constrained by the 
overall purpose and the internal structure of a genre. Thus, instead of proposing 
that coherence structures are realisations of writers’ intentions we view coher-
ence structures as realisations of generic purposes.14 Generic purposes (and the 
combination of generic stages in specifi c genres in which they are realized) are 
responsible for the social activity that a genre performs, i.e. they are an aspect of 
the “external” function of a piece of text which realizes a genre. RST structures 
on the other hand are mainly responsible for the internal structuring of a text. 
Our results show that these two aspects (the “external” social accomplishment 
of a text and its “internal” structure) are intrinsically interwoven.
This has also practical repercussions for students’ writing. Lecturers have to 
raise the awareness of their students for both of these textual aspects: on the one 
hand, the fact that certain situations demand the production of certain genres of 
text; on the other hand, the fact that these genres have certain internal structures. 
Failing to master one of these two aspects will result in a low grade. If a student 
produces the wrong genre for a university course, his/her achievement will be 
inadequate, even if it is perfectly coherent and cohesive. But also if a student 
produces the right genre, which is poorly structured and incoherent, he/she will 
fail. A good example was found in the Business Administration course. The term 
paper that received the highest grade was identifi ed as a Discussion genre. It 
should be recalled that Coffi n (1997) and Veel (1997) have both argued that dis-
cussions are highly valued in the natural and social sciences, whereas recounts 
and reports tend to be less so. Since all other student papers from Business 
Administration were Taxonomic reports, it was probably for that reason that 
they were given a lower grade. Somewhat paradoxically, however, the student 
with the lowest grade wrote a paper that contained three embedded discussion 
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genres. Nonetheless, these discussions were too far embedded to give the paper 
a discussion quality, in which various positions were critiqued with respect to 
each other. For that reason, the paper remained at a largely descriptive level.
The RST results corroborate this interpretation. Firstly, it turned out that 
students’ papers which received good grades (“1” or “2”) showed a greater 
variety of RST relations than papers which received lower grades (“3” to “5”); 
that is, authors of good papers seem to have a wider “rhetorical repertoire” at 
their disposal than authors of low graded papers. Secondly, the RST analysis also 
revealed that certain overall RST text structures seem to receive better grades 
than others. Papers which contain RST relations like Summary, Interpretation 
or Evaluation at high RST levels and in which the nucleus of these relations is 
a central chapter of the paper seem to get high grades, whereas papers which 
also contain these relations, but at low levels and in which the nuclei of these 
relations are non-central parts of the paper, received low grades.
In sum, students must learn to frame the macro-organization of their text 
as that text structure which the teacher or professor is expecting. For example, 
using embedded discussion genres will only work if the text is a discussion at a 
‘larger’ level. It is better to have discussion with descriptions and explanations 
embedded into it, rather than a description with some embedded discussion and 
explanation.
We conclude that genre and RST structures describe two different important 
aspects of text organization. Through an R&GT analysis, we are able to capture 
the serial unfolding of the linear sequences of generic stages that speakers/
hearers or readers/writers move through. An RST approach, on the other hand, 
focuses on a text’s orbital/hierarchical organization in which certain parts of the 
text are seen as more nuclear than others. Thus, genre analysis and RST analysis 
relate to different semiotic aspects of a text, they view the same phenomenon 
(i.e. text structures) from different angles. R&GT analysis focuses on the com-
municative function of different stages of a text, whereas RST focuses on the 
nuclear parts of a text, and how these parts are functionally related to each other. 
Thus, the relationship between these two approaches may be compared to the 
particle/wave dualism which modern physical theory proposes: as light shows 
properties of particles or (immaterial) waves, depending on which aspect of 
the phenomenon “light” is investigated, complex semiotic signs show different 
functional and structural properties depending on which research question one 
investigates. It is, however, impossible to reduce one aspect to the other.
Notes
*     The research reported here was funded by the Austrian “Fonds zur Förderung der wissen-
schaftlichen Forschung” (FWF, project No. P14720-G03) and the Austrian National Bank 
(project No. 8884). Peter Muntigl also gratefully acknowledges the support of the Social 
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Sciences and Humanities Research Council of Canada, Postdoctoral Fellowship No. 756-
2001-0224 in the preparation of this manuscript.
1     An exception is the western news story, which does not express events chronologically 
(White 1997; Martin 2002).
2     ‘[[ ]]’ is a systemic functional linguistic notation convention for indicating that an element 
is embedded or down-ranked.
3     The RST diagrams in this paper where produced by using the RSTTool programmed by 
Mick O’Donnell. Numbers at the top of straight lines refer to the terminal nodes (= minimal 
units of analysis) which a text span comprises and which are consecutively numbered from 
left to right. Unfortunately the nodes themselves are not numbered by the programme.
4     Mann & Thompson (1987) propose a “lower level” of unit size for analysis which cor-
responds to the clause, whereas the “upper level” for analysis is the whole text. However, 
unit sizes are arbitrary and especially when dealing with longer texts it is recommendable 
to defi ne bigger minimal units.
5     SDRT is represented in the work of Lascarides & Asher (1991) and Asher (1993); CR 
is illustrated in Martin (1992) and forms part of Martin’s more comprehensive theory of 
discourse semantics.
6     Mann & Thompson did never explicitly locate RST within any broader research tradition, 
their writings on coherence however suggest that their position was infl uenced by cognitive 
text linguistic theories.
7     In this sense Hörmann’s concept of the “continuity of sense” is comparable to Sperber & 
Wilson’s (1986) concept of relevance, both theorists assume that either the striving for the 
“continuity of sense” or the search for “relevance” are universal properties of the human 
cognitive system (the notion of “relevance” in relevance theory must not be confused with 
Grice’s “principle of relevance”. Whereas Grice’s conversational maxims are principles 
of human social interaction, the search for relevance in relevance theory is a property of 
cognitive systems; for a detailed discussion of this issue see Ziv 1988).
8     Sanders & Spooren (2001) draw a similar distinction between “referential” and “relational 
coherence”. This difference between (grammatically signalled) “connectedness” and (se-
mantically achieved) “coherence” is also common in many older studies of text coherence 
(cf. many of the contributions in Conte, Petöfi , & Sözer, 1989).
9     These were genres at the highest level of text organization, and do not include embedded 
genres that were realized as stages or substages.
10   For limitations of space we do not present the combinations of generic stages and RST 
structures in a table in this last case.
11   It should be noted that the R&GT and RST analyses were done independently of each other. 
The RST analyst, therefore, did not know that the R&GT analyst had identifi ed this term 
paper as a discussion genre.
12   In SFL, Factors and Effects would not be analyzed as elaborations of the Phenomenon 
Identifi cation stage. Rather, Factors and Effects are ‘enhancements’, since they expand the 
meaning of the Nucleus by realizing causal meanings. 
13   It should also be mentioned, however, that RST coherence relations are not purely ideational. 
Numerous relations are also interpersonal or textual. This may be a reason for the strong 
co-occurrence patterns. If RST coherence relations had focussed mainly on ideational mean-
ings, our results would probably have been less favourable.
14   This does of course not mean that we are denying the existence of “intentions” and the us-
ability of this concept in studies of language and communication. Our view here is simply 
that the notion of “intention” suggests a too individualistic view of communicative proc-
esses.
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