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Abstract
In his technical report [1, sec. 6], Barron states that the de Bruijn’s identity for Gaussian perturbations holds for
any RV having a finite variance. In this report, we follow Barron’s steps as we prove the existence of Jα
(
X + α
√
ηN
)
,
η > 0 for any Radom Variable (RV) X ∈ L where
L =
{
RVs U :
∫
ln (1 + |U |) dFU (u) is finite
}
,
and where N ∼ S(α; 1) is independent of X , 0 < α < 2.
I. MAIN RESULT
According to the definition, Jα(X + α
√
ηN) is the derivative of the entropy with respect to the dispersion η of
the added stable variable. Therefore, the problem boils down to proving the differentiability of h(X + α√ηN).
Theorem 1. Let N ∼ S(α; 1) and let X ∈ L independent of N . Then h(X + α√ηN) is differentiable in η > 0.
First let qη(y) = E [pη(y −X)] be the PDF of Y = X + α√ηN where pη(·) is the density of the alpha-stable
variable with dispersion η. Note that since pη(·) is bounded then so is qη(·) and since X ∈ L then so is Y . Then
h(Y ) is finite and is defined as
h(Y ) = −
∫
qη(y) ln qη(y) dy.
We list and prove next two technical lemmas.
Lemma 1.
d
dη
qη(y) = E
[
d
dη
pη(y −X)
]
Lemma 2.
d
dη
h(X + α
√
ηN) = −
∫
d
dη
(qη(y)) ln qη(y) dy
exists and is finite.
Proof: We start by proving lemma 1. The interchange holds whenever | d
dη
pη(t)| is bounded uniformly by an
integrable function in a neighbourhood of η by virtue of the MVT and the Lebesgue DCT. To prove boundedness,
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2we start by evaluating the derivative. Since
pη(t) =
1
α
√
η
pN
(
t
α
√
η
)
,
then
d
dη
pη(t) = − 1
α
1
η1+
1
α
pN
(
t
α
√
η
)
− 1
α
t
η1+
2
α
dpN
dη
(
t
α
√
η
)
,
which gives ∣∣∣∣dpηdη (t)
∣∣∣∣ ≤ 1α
1
η1+
1
α
pN
(
t
α
√
η
)
+
1
α
|t|
η1+
2
α
∣∣∣∣dpNdu
∣∣∣∣
u= tα√η
. (1)
For the purpose of finding the uniform bound on the derivative, we define b as a positive number chosen such that
b < η < 2b. Concerning the first term of the bound in (1), we consider two separate ranges of the variable t to find
the uniform upperbound . On compact sets, we have
1
α
1
η1+
1
α
pN
(
t
α
√
η
)
≤ 1
α
1
b1+
1
α
max
u∈R
pN(u) (2)
where the maximum exists since alpha-stable variables are unimodal [2] and thus their PDF is upperbounded. As
for large values of |t|, we use the fact that there exists some k > 0 such that pN (t) ≤ k 1|t|1+α [2] which gives
1
α
1
η1+
1
α
pN
(
t
α
√
η
)
≤ k
α
1
|t|1+α , (3)
an integrable upperbound independent of η. Equations (2) and (3) insures that the first term of the right-hand side
(RHS) of equation (1) is uniformly upperbounded by an integrable function for b < η < 2b. When it comes to the
second term of the RHS of (1), we have for n ≥ 0 (see [3, p.183])
dnpN
dun
(u) =
(−i)n
2pi
∫
ωnφN (ω)e
−iωu dω, (4)
and ∣∣∣∣d
npN
dun
(u)
∣∣∣∣ ≤ 1piαΓ
(
n+ 1
α
)
(5)
where φN (ω) = e−|ω|
α is the characteristic function of S(α; 1). Hence, on compact sets, equation (5) gives a
uniform integrable upperbound on the second term of the RHS of the form
1
α
|t|
η1+
2
α
∣∣∣∣dpNdu
∣∣∣∣
u= tα√η
≤ 1
piα2
|t|
b1+
2
α
Γ
(
2
α
)
, (6)
which is integrable and independent of η. Therefore, we only consider next the integral term in equation (4) at
large values of u. To this end, we make use of the results proven in Appendix II in [4]. The results of this appendix
implies that d
npU
dun
(u) = O
(
1
|u|n+α+1
)
when α 6= 1, |β| 6= 1. When α = 1, the symmetric alpha-stable variable is
Cauchy distributed and it is clear that d
npU
dun
(u) = Θ
(
1
|u|n+2
)
. Since N ∼ S(α, 1), then for 0 < α < 2
∣∣∣∣d
npN
dun
(u)
∣∣∣∣ = 12pi |Tn(−u; 0)| ≤
κn
|u|n+α+1
and
1
α
|t|
η1+
2
α
∣∣∣∣dpNdu
∣∣∣∣
u= tα√η
≤ 1
α
κ1
|t|1+α (7)
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3is uniformly bounded at large values of |t| by an integrable function. Equations (6) and (7) imply that the second
term in the RHS of equation (1) is uniformly upperbounded by an integrable function for b < η < 2b. This proves
Lemma 1.
When it comes to Lemma 2, we have the following:
d
dη
h(Y ) = −
∫
d
dη
(qη(y) ln qη(y)) dy (8)
= −
∫
dqη
dη
(y) ln qη(y) dy −
∫
dqη
dη
(y) dy
= −
∫
dqη
dη
(y) ln qη(y) dy − d
dη
∫
qη(y) dy (9)
= −
∫
dqη
dη
(y) ln qη(y) dy. (10)
Equation (10) is true since qη(y) is a PDF and integrates to 1. Next, we start by justifying equation (9). In fact,∣∣∣∣dqηdη (y)
∣∣∣∣ =
∣∣∣∣E
[
dpη
dη
(y −X)
]∣∣∣∣
≤ E
∣∣∣∣dpηdη (y −X)
∣∣∣∣
≤ rb(y),
where the first equation is due to Lemma 1 and the second is justified by the fact that the absolute value function is
convex. When it comes to the last equation, it has been shown in the proof of Lemma 1 that
∣∣∣dpηdη (t)
∣∣∣ is uniformly
upperbounded in a neighbourhood of η by an integrable function sb(t). Note that the upperbound can be written
as follows by virtue of equations (1), (2), (3), (6) and (7):
sb(t) =


A(b) +B(b)|t| |t| ≤ t0
C pN (t) |t| ≥ t0,
(11)
where A(b), B(b), C and t0 are some positive values chosen in order to write the bound. Then
E
∣∣∣∣dpηdη (y −X)
∣∣∣∣ ≤ E |sb(y −X)| = rb(y),
which is integrable since sb(t) is integrable and by using Fubini’s theorem. This completes the justification of
equation (9). As for equation (8), instead of finding a uniform integrable upperbound to d
dη
(qη(y) ln qη(y)), an
equivalent task is to find such one to dqη(y)
dη
ln qη(y) which we show next. Since pN (t) = Θ
(
1
|t|α+1
)
(see for
example [2]), there exist positive T and K such that pN (t) is greater than K 1|t|α+1 for some K whenever |t| ≥ T .
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4Now let y > 0 be any scalar is large enough and define y˜ > 0 such that Pr(|X | ≤ y˜) ≥ 12 . Then
qη(y) =
1
α
√
η
∫
pN
(
y − u
α
√
η
)
dFX(u)
≥ 1
α
√
η
+y˜∫
−y˜
pN
(
y − u
α
√
η
)
dFX(u)
≥ 1
2 α
√
η
pN
(
y + y˜
α
√
η
)
≥ 1
2 α
√
2b
pN
(
y + y˜
α
√
b
)
≥ bK
2 α
√
2|y + y˜|α+1
≥ bK˜|y|α+1 ,
where b < η < 2b and K˜ is some positive constant. A similar derivation may be carried for the case y ≤ −T large
enough. Now, since at large values of |y|, qη(y) ≤ 1, then | ln qη(y)| ≤ ln
(
|y|α+1
bK˜
)
. Furthermore since qη(y) is
continuous and positive, then it achieves a positive minimum on compact subsets of R. Let y0 > 0 be large enough,
then on |y| ≤ y0, we have ∣∣∣∣dqη(y)dη ln qη(y)
∣∣∣∣ ≤ maxy∈R rb(y)
∣∣∣∣ln min|y|≤y0 qη(y)
∣∣∣∣ (12)
≤ max
y∈R
sb(y)
∣∣∣∣ln min|y|≤y0 pη(y)
∣∣∣∣ (13)
≤ max
y∈R
sb(y)
∣∣∣∣ln 1α√η pN
(
y1
α
√
η
)∣∣∣∣
≤ max
y∈R
sb(y)
∣∣∣∣ln 1α√2bpN
(
y1
α
√
b
)∣∣∣∣ <∞
which is independent of η. We choose y0 large enough in order to guarantee that min|y|≤y0 qη(y) ≤ 1 and
that max|y|≤y0 |ln qη(y)| ≤
∣∣lnmin|y|≤y0 qη(y)∣∣. This justifies equations (12). The same reasoning applies to
the justification of equation (13) by virtue of the fact that min|y|≤y0 pη(y) ≤ min|y|≤y0 qη(y) since qη(y) =
E [pη(y −X)]. Now for |y| > y0, we have∣∣∣∣dqη(y)dη ln qη(y)
∣∣∣∣ ≤ rb(y)
(
ln
|y|α+1
bK˜
)
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5which is a uniform integrable upperbound. The integrability is justified since:∫
ln (1 + |y|) rb(y) dy (14)
=
∫ ∫
ln (1 + |y|) sb(y − x) dFX (x) dy
=
∫ ∫
ln (1 + |y|) sb(y − x) dy dFX(x) (15)
≤
∫ ∫
(ln(1 + |x|) + ln(1 + |y|)) sb(y) dy dFX(x)
= Sb
∫
ln(1 + |x|)dFX (x) + Lb
<∞, (16)
where
Sb =
∫
sb(y) dy <∞,
and
Lb =
∫
ln(1 + |y|)sb(y) dy <∞.
Note that Sb and Lb are finite by virtue of (11). Equation (15) is due to Fubini and equation (16) is justified by
the fact that X ∈ L. By this, equation (8) is true and Lemma 2 is proven.
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