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a b s t r a c t
Data Envelopment Analysis (DEA) is a very effective method to evaluate the relative
efficiency of decision-making units (DMUs). Since the data of production processes cannot
be precisely measured in some cases, the uncertain theory has played an important role
in DEA. This paper attempts to extend the traditional DEA models to a fuzzy framework,
thus producing a fuzzy DEA model based on credibility measure. Following is a method
of ranking all the DMUs. In order to solve the fuzzy model, we have designed the hybrid
algorithm combined with fuzzy simulation and genetic algorithm. When the inputs and
outputs are all trapezoidal or triangular fuzzy variables, the model can be transformed to
linear programming. Finally, a numerical example is presented to illustrate the fuzzy DEA
model and the method of ranking all the DMUs.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Data envelopment analysis (DEA), which initially proposed by Charnes et al. [5], is a nonparametric method for evaluating
the relative efficiency of decision-making units (DMUs) on the basis of multiple inputs and outputs. Since DEA was proposed
in 1978, it has been got comprehensive attention both in theory and application. Now DEA becomes the important analysis
tool and research way in management science, operational research, system engineering, decision analysis and so on. Based
on the original DEA model [5], various theoretical extensions have been developed [3,4,25,28,8]. More DEA papers can refer
to Seiford [26] in which 500 references are documented.
Often decision makers are interested in a complete ranking beyond the dichotomized classification. The researches on
ranking have come up. By now many papers on ranking have been published over the last decade within the DEA context.
The cross-efficiency ranking method was first developed by Sexton et al. [27]. By evaluating DMUs through both self and
peer pressure, one can attain a more balanced view of the decision-making units. Andersen & Petersen [2] developed the
super-efficiency approach, in which the efficient units can receive a score greater than one, through the unit’s exclusion
from the column being scored in the linear program. However, each unit is evaluated by its own weights as opposed to
the cross-efficiency concept in which all units are compared using the same sets of weights. In the benchmarking ranking
method [29], a DMU is highly ranked if it is chosen as a useful target for many other DMUs. This is of substantial use when
looking to benchmark industries. For a review of ranking methods see [1].
Most methods of ranking DMUs assume that all inputs and outputs data are exactly known. But in more general cases,
the data for evaluation are often collected from investigation to decide the natural language such as good, medium and bad
rather than a specific case. That is, the inputs and outputs are fuzzy. We can find several fuzzy approaches to the assessment
of efficiency in the DEA literature. Cooper et al. [6,7] were the first, to the best of our knowledge, to study how to deal with
imprecise data such as bounded data, ordinal data and ratio bounded data in DEA. Kao and Liu [11] develop a method to
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find the membership functions of the fuzzy efficiency scores when some observations are fuzzy numbers. Entani et al. [9]
propose an interval efficiency obtained from the pessimistic and the optimistic viewpoints. Since Zadeh [32,33] initiated the
possibility measure, many researchers have introduced it into DEA [10,12]. Although possibility measure has been widely
used, it has no self-duality property. However, a self-dual measure is absolutely needed in both theory and practice. In order
to define a self-dual measure, Liu and Liu [20] presented the concept of credibility measure in 2002. An axiomatic foundation
of credibility theory was given by Liu [22] in 2004. In this paper, the credibility measure is employed to the fuzzy DEA
models.
This paper is organized as follows: some basic concept and results on credibility measure will be introduced in Section 2;
In Section 3, we will give some introduction about CCR model; Section 4 will give the fuzzy DEA model and the ranking
method; In order to solve the fuzzy DEA model, a hybrid algorithm is designed in Section 5. Section 6 will predigest the
fuzzy model when the inputs and outputs are all trapezoidal fuzzy variables. Finally, a numerical example will be given to
illustrate the fuzzy DEA model and the method of ranking all the DMUs in Section 7.
2. Credibility measure
In this section, we will state some basic concepts and results on fuzzy variables. These results are crucial for the remainder
of this paper. For the up-to-date credibility theory, the interested reader can consult to Liu [22,24].
Let Θ be a nonempty set, and P (Θ) the power set of Θ . For any A ∈ P (Θ), Liu and Liu [20] presented a credibility
measure Cr{A} to express the chance that fuzzy event A occurs. Li and Liu [13] proved that a set function Cr{·} is a credibility
measure if and only if
(i) Cr{Θ} = 1;
(ii) Cr{A} ≤ Cr{B}, whenever A ⊂ B;
(iii) Cr is self-dual, i.e., Cr{A} + Cr{Ac} = 1, for any A ∈ P (Θ);
(iv) Cr {∪i Ai} = supi Cr{Ai} for any collection {Ai} in P (Θ)with supi Cr{Ai} < 0.5.
The triplet (Θ,P (Θ),Cr) is called a credibility space and fuzzy variable is defined as a function from this space to the set
of real numbers [23]. Furthermore, the credibility theory was developed by Liu [22] as a branch of mathematics for studying
the behavior of fuzzy phenomena.
Suppose that ξ is a fuzzy variable defined on the credibility space (Θ,P (Θ),Cr). Then its membership function is derived
from the credibility measure by
µ(x) = (2Cr{ξ = x}) ∧ 1, x ∈ R. (1)
Conversely, let ξ be a fuzzy variable with membership function µ. Then for any set B of real numbers, we have
Cr{ξ ∈ B} = 1
2
(
sup
x∈B
µ(x)+ 1− sup
x∈Bc
µ(x)
)
. (2)
The credibility distribution Φ : R→ [0, 1] and the expected value of a fuzzy variable ξ are defined by
Φ(x) = Cr{θ ∈ Θ|ξ(θ) ≤ x}
and
E[ξ] =
∫ +∞
0
Cr{ξ ≥ r}dr −
∫ 0
−∞
Cr{ξ ≤ r}dr.
3. DEA model
The most frequently used DEA model is CCR model, which is proposed by Charnes et al. [5]. Firstly let us review some
symbols and variables:
DMUi: the ith DMU, i = 1, 2, . . . , n;
DMU0: the target DMU;
xi ∈ Rm×1: the inputs vector of DMUi, i = 1, 2, . . . , n;
x0 ∈ Rm×1: the inputs vector of the target DMU0;
yi ∈ Rm×1: the outputs vector of DMUi, i = 1, 2, . . . , n;
y0 ∈ Rm×1:the outputs vector of the target DMU0;
u ∈ Rm×1: the vector of input weights;
v ∈ Rr×1: the vector of output weights.
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In this model, the efficiency of entity evaluated is obtained as a ratio of the weighted output to the weighted input subject
to the condition that the ratio for every entity is not larger than 1. Mathematically, it is described as follows:
max
u,v
θ = v
Ty0
uTx0
subject to:
vTyj ≤ uTxj, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0.
(3)
Definition 1 (Efficiency). DMU0 is efficient if θ∗ = 1, where θ∗ is the optimal value of (3).
4. Fuzzy DEA model
In recent years, fuzzy set theory has been proposed as a way to quantify imprecise and vague data in DEA models. Different
to the traditional DEA model introduced in Section 2, this paper considers that the inputs x˜j and the outputs y˜j of the DMUj
are fuzzy variables, j = 1, 2, . . . , n.
Since the fuzzy constraints vT y˜j ≤ uT x˜j do not define a deterministic feasible set, a natural idea is to provide a confidence
level 1 − α at which it is desired that the fuzzy constraints hold. In other words, the constraints will be violated at most α.
Thus we have some chance constraints as follows:
Cr{vT y˜j ≤ uT x˜j} ≥ 1− α, j = 1, 2, . . . , n. (4)
The purpose of the model in Section 3 is to maximize the ratio of v
Ty
uTx . The larger the value is, the more efficient the DMU
is. When it gets to 1, the DMU is efficient. However, it is meaningless in fuzzy environment. From Definition 1, we know
that the event v
T y˜0
uT x˜0
≥ 1 is efficient. Thus we want to maximize the credibility of the event vT y˜0uT x˜0 ≥ 1. Considering the chance
constraints (4), the fuzzy DEA model can be written as follows:
max
u,v
θ = Cr
{
vT y˜0
uT x˜0
≥ 1
}
subject to:
Cr{vT y˜j ≤ uT x˜j} ≥ 1− α, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(5)
in which α ∈ (0, 0.5].
The greater the optimal objective is, the more efficient DMU0 is ranked. If there exists at least one DMU with the optimal
value θ∗ ≥ α, we can give the following definition:
Definition 2 (α-Efficiency). DMU0 is α-efficient if θ∗ ≥ α, where θ∗ is the optimal value of (5).
5. Hybrid intelligent algorithm
As the coefficient is fuzzy, the fuzzy DEA model has become an uncertain programming model which is difficult to solve
by traditional methods due to its complexity. A good way is to design some hybrid intelligent algorithms for solving them [14,
17,18,21,15,16,19]. In this paper, we integrate the fuzzy simulations and genetic algorithms to produce a hybrid intelligent
algorithm for solving fuzzy DEA model.
5.1. Estimating uncertain functions
Uncertain functions are defined as functions with uncertain parameters. Due to the complexity, we design some fuzzy
simulations to estimate the uncertain functions. We write f (u, v, ξ) = vT y˜0uT x˜0 , in which ξ is the fuzzy vector. The uncertain
function is:
U : (u, v)→ Cr {f (u, v, ξ) ≥ 1} . (6)
We randomly generate θk fromΘ , write ν(k) = (2Cr{θk})∧1 and produce ξ(θk), k = 1, 2, . . . ,N, respectively. Equivalently,
we randomly generate ξ(θk) and write νk = µ(ξ(θk)) for k = 1, 2, . . . ,N, where µ is the membership function of ξ . Then U
can be estimated by the formula,
1
2
(
max
1≤k≤N
{νk|f (u, v, ξ(θk)) ≥ 1} + min
1≤k≤N
{1− νk|f (u, v, ξ(θk)) < 1}
)
. (7)
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We summarize this process as follows:
Step 1. Randomly generate θk from Θ , write ν(k) = (2Cr{θk}) ∧ 1 and produce ξ(θk), k = 1, 2, . . . ,N, respectively.
Equivalently, we randomly generate ξ(θk) and write νk = µ(ξ(θk)) for k = 1, 2, . . . ,N, where µ is the membership
function of ξ .
Step 2. Return U via the estimation formula.
5.2. Genetic algorithm
Heuristic methods have been shown to be the best way to tackle complex problems. Modern heuristics such as simulated
annealing, tabu search, genetic algorithm, variable neighborhood search, and ant systems increase the chance of avoiding
local optimality. Since genetic algorithm has solved many uncertain programming models successfully [29–31], here we use
it to compute the fuzzy DEA model.
Chromosome representation: We use a nonnegative vector x = (v1, v2, . . . , vq, u1, u2, . . . , up) to express a decision, in
which vi is the ith coefficient of output and uj is the jth coefficient of input, i = 1, 2, . . . , q, j = 1, 2, . . . , p.
Initialization process: We randomly generate x = (v1, v2, . . . , vq, u1, u2, . . . , up), in which vi and uj are nonnegative
numbers, i = 1, 2, . . . , q, j = 1, 2, . . . , p. The feasibility of x can be verifies by the fuzzy simulations. If it is feasible, then
it will be accepted as a chromosome. If not, then we regenerate a point randomly until a feasible one is obtained. We can
make pop_size initial feasible chromosomes x1, x2, . . . , xpop_size by repeating the above process pop_size times.
Evaluation function: Evaluation function, denoted by Eval(x), is to assign a probability of reproduction to each chromosome
x so that its likelihood of being selected is proportional to its fitness relative to the other chromosomes in the population.
That is, the chromosomes with higher fitness will have more chance to produce offspring by using roulette wheel selection.
Firstly we compute the objective value by fuzzy simulation for chromosomes x1, x2, . . . , xpop_size. According to these
values, we can give an order relationship among them such that the pop_size chromosomes can be rearranged from good
to bad. Rewrite them as x′1, x′2, . . . , x′pop_size.
Now let a parameter a ∈ (0, 1) in the genetic system be given. We can define the rank-based evaluation function as
follows,
Eval(x′i) = a(1− a)i−1, i = 1, 2, . . . , pop_size.
Selection process: The selection process is based on spinning the roulette wheel pop size times. Each time we select a single
chromosome for a new population. The roulette wheel is a fitness-proportional selection. The process is always stated as
follows:
Step 1 Calculate the cumulative probability qi for each chromosome xi,
q0 = 0,
qi =
i∑
j=1
eval(xj), i = 1, 2, . . . , pop_size.
Step 2 Generate a random number s in (0, qpop_size].
Step 3 Select the chromosome xi such that qi−1 < s ≤ qi.
Step 4 Repeat the second and third steps pop size times and obtain pop_size copies of chromosome.
Cross-over operation: We define a parameter Pc as the probability of cross-over. Generating a random number r from the
interval [0, 1], the chromosome xi is selected if r < Pc. We denote the selected parents by x′1, x′2, . . .. The children of x′1 and
x′2 are
x′′1 = (x(1)1 × u+ x(2)1 × (1− u), x(1)2 × u+ x(2)2 × (1− u), . . . , x(1)n × u+ x(2)n × (1− u))
and
x′′2 = (x(2)1 × u+ x(1)1 × (1− u), x(2)2 × u+ x(1)2 × (1− u), . . . , x(2)n × u+ x(1)n × (1− u)),
in which c ∈ (0, 1). The feasibility of x′′1 and x′′2 can be obtained by fuzzy simulation.
Mutation operation: We define a parameter Pm as the probability of mutation. Generating a random number r from the
interval [0, 1], the chromosome xi is selected if r < Pm. Let W be an appropriate large positive number. The child of x1 is
x′ = (x1 + d1 × w, x2 + d2 × w, . . . , xn + dn × w)
in which di ∈ [−1, 1], w ∈ [0,W]. If x′ is not feasible, then we set W as a random number between 0 and W until it is feasible.
5.3. Hybrid intelligent algorithm
In order to solve the fuzzy DEA model, we integrate the fuzzy simulations and genetic algorithm to produce a hybrid
intelligent algorithm. We describe the algorithm as the following procedure:
Step 1. Initialize pop_size chromosomes Vk = (uk, vk), k = 1, 2, . . . , pop_size.
Step 2. Calculate the objective values Uk for all chromosomes Vk, k = 1, 2, . . . , pop_size by fuzzy simulations respectively.
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Table 1
DMUs with two fuzzy inputs and two fuzzy outputs
DMUi 1 2 3 4 5
Input 1 (3.5, 4.0, 4.5) (2.9, 2.9, 2.9) (4.4, 4.9, 5.4) (3.4, 4.1, 4.8) (5.9, 6.5, 7.1)
Input 2 (1.9, 2.1, 2.3) (1.4, 1.5, 1.6) (2.2, 2.6, 3.0) (2.1, 2.3, 2.5) (3.6, 4.1, 4.6)
Output 1 (2.4, 2.6, 2.8) (2.2, 2.2, 2.2) (2.7, 3.2, 3.7) (2.5, 2.9, 3.3) (4.4, 5.1, 5.8)
Output 2 (3.8, 4.1, 4.4) (3.3, 3.5, 3.7) (4.3, 5.1, 5.9) (5.5, 5.7, 5.9) (6.5, 7.4, 8.3)
Table 2
Results of ranking DMUs with α = 0.4
DMUs (v∗1, v∗2, u∗1, u∗2) θ∗
DMU1 (0.7990, 0.0994, 0.1668, 1.1348) 0.08
DMU2 (1.6689, 0.5428, 0.0000, 3.9143) 0.40
DMU3 (0.4602, 0.0000, 0.0370, 0.6285) 0.20
DMU4 (0.5104, 0.1769, 0.0523, 1.1192) 0.40
DMU5 (0.3321, 0.0527, 0.3668, 0.0000) 0.40
Step 3. Compute the fitness of all chromosomes Vk, k = 1, 2, . . . , pop_size.
Step 4. Select the chromosomes for a new population.
Step 5. Renew the chromosomes Vk, k = 1, 2, . . . , pop_size by cross-over and mutation operations.
Step 6. Repeat the second to the fifth steps for a given number of cycles.
Step 7. Return the best value.
6. A special case
When the inputs and outputs are trapezoidal fuzzy variables denoted by (r1, r2, r3, r4). Following Liu’s book [21], we can
easily obtain the next theorem:
Theorem 1. Let ξi be trapezoidal fuzzy variables with ξi = (ri1, ri2, ri3, ri4), i = 1, 2, . . . , n, then
(a) Cr{∑ni=1 ki · ξi ≤ b} ≥ α if and only if (2α− 1)∑ni=1 kiri4 + 2(1− α)∑ni=1 k2ri3 ≤ b
(b) Cr{∑ni=1 ki · ξi ≥ b} ≥ α if and only if (2α− 1)∑ni=1 kiri1 + 2(1− α)∑ni=1 k2ri2 ≥ b
in which ki are positive numbers and 0.5 ≤ α ≤ 1.
For simplicity, we give this symbol xri = (xri1 , xri2 , . . . , xrin ). When all the inputs and outputs are trapezoidal fuzzy variables,
the fuzzy DEA model (5) becomes the following fractional programming:
max
u,v
vTyr40 − uTxr10
2(uTxr20 − vTyr30 − uTxr10 + vTyr40 )
subject to :
(1− 2α)(vTyr4j − uTxr1j )+ 2α(vTyr3j − uTxr2j ) ≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0
(8)
which is equivalent to the following linear programming model:
max
u,v
vTyr40 − uTxr10
subject to :
2vT(yr40 − yr30 )+ 2uT(xr20 − xr10 ) = 1
vT
[
(1− 2α)yr4j + 2αyr3j
]
− uT
[
(1− 2α)xr1j + 2αxr2j
]
≤ 0, j = 1, 2, . . . , n
u ≥ 0
v ≥ 0.
(9)
7. A numerical example
In this section, a numerical example is presented to illustrate the fuzzy DEA model. The example is taken from [10].
Table 1 provides the information of the DMUs. There are two fuzzy inputs and two fuzzy outputs which are all triangular
variables.
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Table 3
Results of ranking DMUs with different α
Credibility level DMU1 DMU2 DMU3 DMU4 DMU5
0.50 0.12 0.50 0.22 0.50 0.50
0.40 0.08 0.40 0.20 0.40 0.40
0.30 0.02 0.30 0.19 0.30 0.30
0.20 0 0.20 0.16 0.20 0.20
0.10 0 0.08 0.10 0.10 0.10
Table 4
Results of evaluating the DMUs with different α
Credibility level DMU1 DMU2 DMU3 DMU4 DMU5
0.5 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.4 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.3 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.2 Inefficiency Efficiency Inefficiency Efficiency Efficiency
0.1 Inefficiency Inefficiency Efficiency Efficiency Efficiency
Table 5
Evaluating results with different h from Guo & Tanaka [10]
h DMU1 DMU2 DMU3 DMU4 DMU5
0 Inefficiency Efficiency Efficiency Efficiency Efficiency
0.5 Inefficiency Efficiency Inefficiency Inefficiency Efficiency
0.75 Inefficiency Efficiency Inefficiency Inefficiency Efficiency
0.1 Inefficiency Efficiency Inefficiency Efficiency Efficiency
Table 2 shows the results of evaluating DMUs with α = 0.4. According to the ranking method, the DMUs can be ranked as
follows: DMU2,DMU4,DMU5,DMU3,DMU1. Moreover DMU2,DMU4,DMU5 are efficient and DMU1,DMU3 are inefficient
according to Definition 2.
Table 3 gives the results of ranking DMUs with different α. The greater the value is, the more efficient DMU0 is ranked.
The ranking results is varying with different α. When α = 0.10, the DMUs are ranked: DMU3,DMU4,DMU5, DMU2,DMU1.
At other α, the DMUs are ranked: DMU2,DMU4,DMU5,DMU3,DMU1. This phenomena indicates that the ranking method
in fuzzy environment is more complex than the traditional ranking methods because of the inherent fuzziness contained in
inputs and outputs.
Table 4 gives the results of evaluating DMUs with different α according to Definition 2. The evaluating results in Table 5
come from [10]. From the comparison of these two tables, we can see that the results of evaluating DMU1 and DMU5 are
same at all levels. However, DMU2,DMU3 and DMU4 have the same results at some levels and have different results at other
levels. In general, the results in this paper are coincident with the results from [10].
8. Conclusion
Due to its widely used practical background, data envelopment analysis (DEA) has become a pop area of research. This
paper gave a new model with fuzzy inputs and outputs based on credibility measure, and proposed a method of ranking all
the DMUs. In order to solve the fuzzy model, we have designed the hybrid algorithm combined with fuzzy simulation and
genetic algorithm to compute it. When the inputs and outputs are trapezoidal or triangular fuzzy variables, the model can
be transformed to linear programming. The numerical example illustrated the fuzzy DEA model and the method of ranking
all the DMUs.
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