Abstract. In this note, among other things, we show:
Conway-Coxeter frieze patterns are arrays of positive integers bounded by diagonals of ones such that every adjacent 2 × 2 subdeterminant is one. They were introduced in [4] and classified for the first time in [2] . More than 30 years later, they appeared in a natural way in several other contexts, for instance in the fields of cluster algebras and of Nichols algebras.
Among the generalizations of frieze patterns that have been introduced since their first appearance (see [8] ) are the SL k -frieze patterns which we will discuss in more detail in this note. In the literature, SL k -frieze patterns satisfy an SL k -condition (adjacent k ×k subdeterminants are 1), usually they consist of integers, and sometimes the entries are required to be positive. For example, the array is an SL 3 -frieze pattern. In the case of tame friezes, i.e. when all adjacent (k+1)×(k+1)-subdeterminants are zero, these three conditions appear to be very natural; on the one hand they imply that the entries of the frieze are specializations of variables of a cluster algebra, on the other hand, positivity has a nice geometric interpretation. Integrality could turn out to be natural because of some yet unknown representation theoretical motivation (as for example given by the Nichols algebras in the case of Conway-Coxeter friezes, see [6] , [5] ). However, in the wild (not tame) case, the examples presented in this note suggest that the usual conditions on the entries do not seem to be the natural ones. In fact, the determinants of the adjacent (k − 1) × (k − 1) submatrices in an SL k -frieze pattern will probably play a more important role than the entries of the frieze themselves. And we believe that to assume that these determinants are nonzero (the frieze is then tame) is more natural than to assume positivity of the entries.
We exhibit some facts on tame friezes in the second section. In the last section we provide many examples of wild SL k -friezes illustrating that it is probably hopeless to classify all wild friezes (even when the entries are positive integers), although to my knowledge, no wild friezes with positive integral entries were known before.
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1. SL k -frieze patterns SL k -frieze patterns have been considered for the first time in [3] with a slightly more special definition. Meanwhile, many papers have treated different types of SL k -patterns. Let us shortly recapitulate some definitions and results.
where there are k − 1 zeros on the left and right in each row, c i,j are numbers in some field, and such that every (complete) adjacent k × k submatrix has determinant 1. It may be convenient to extend the pattern to the right and to the left by repeating the rows; in this case one has to multiply every second repetition by ε := (−1) k−1 :
We call n the height of F. We call the frieze F Sometimes it will be useful to view the extended F as a matrix F = (a i,j ) i,j∈Z , where a 1,1 = c 1,1 and thus a i,j+i−1 = c i,j . Example 1.2.
(1) Conway-Coxeter friezes are exactly the integral positive SL 2 -friezes. They are all tame, specialized, and periodic. 2. Tame frieze patterns 2.1. ξ-sequences. It has been proved several times in the literature that tame friezes are periodic, see for example [9] .
The main reason is (compare [1] ): Let F = (a i,j ) be a tame SL k -frieze and denote
Then the matrices B j := F
are all equal for fixed j and i ∈ Z, and they are of the form
where the last column has alternating signs and c 1 , . . . , c k−1 ∈ R ≥0 if the frieze is positive.
Since F is tame, it is periodic with period n + k + 1. Thus the sequence of B j is periodic, and B 1 · · · B n+k+1 = (−1) k−1 I. Further, the complete frieze pattern is uniquely determined by this sequence of B j , thus by a sequence of n + k + 1 tuples of the form (c 1 , . . . , c k−1 ).
An interesting question concerning tame friezes is:
Conjecture 2.1. There are only finitely many tame integral positive SL 3 -friezes of height 4. More precisely, the number of such friezes could be 26952.
Notice that there are only finitely many tame integral positive SL 2 -friezes (see for example [2] ), that there are only finitely many tame integral positive SL 3 -friezes of height less than 4 (5, 51, 868 of heights 2, 3, 4 resp.), but that there are infinitely many tame integral positive SL 3 -friezes of height greater than 4 (see [7] ). Notice also that the examples in Section 3 show that there are infinitely many wild integral positive SL k -friezes of a fixed height. 
is positive as well.
Corollary 2.3. Specialized SL k -friezes are tame by Equation (2.1) for = k:
If F is a specialized SL k -frieze, then it is uniquely determined by any sequence of k − 1 successive rows.
Example 2.4. If we choose c i,j = a i,j+i−1 , 1 ≤ i < k, 1 ≤ j ≤ n to be transcendent and algebraically independent, then F is specialized. If F is tame, thenF is a transposed, translated copy of F (see [3] or [9] ). Thus:
Corollary 2.6. A tame frieze is specialized if and only if it is nonzero.
But is there a tame frieze which is not specialized? Yes: periodically (in all directions) we obtain a tame but not specialized integral SL 3 -frieze.
The following lemma (together with the fact that tame friezes are periodic) generalizes the main result of [3] .
then F is specialized (and thus tame and periodic).
Proof. It suffices to prove (see (i) and (ii) below) that (2.2) holds for the next sequence of k − 1 rows of the pattern: Induction then gives D i,i+j−1 > 0 for = 1, . . . , k − 1, j = 1, . . . , n, and i ≥ 1. But then (2.2) also holds for the frieze given by (a k+1−i,k+1−j ) i,j . The same argument thus shows that D i,i+j−1 > 0 for = 1, . . . , k − 1, j = 1, . . . , n, and all i ∈ Z. In particular, the case = k − 1 implies that F is specialized. (ii) But then we can move to the next entries to the right, D
periodically (in all directions) we obtain a wild periodic integral positive SL 3 -frieze.
Aperiodic friezes.
But what about non-periodic wild friezes? The key difference between tame and wild friezes is: If F is a wild SL k -frieze, then there exist k − 1 successive rows which do not uniquely determine the following row by the SL k -condition. This happens if and only if some adjacent (k − 1) × (k − 1) submatrix within these rows has determinant zero.
Define a directed graph Γ n which has the set of (k − 1)-tuples of vectors in N n as vertices and such that two tuplesv = (v 1 , . . . , v k−1 ) andw = (w 1 , . . . , w k−1 ) are connected by an edgev →w if (v 2 , . . . , v k−1 ) = (w 1 , . . . , w k−2 ) and if (v 1 , . . . , v k−1 , w k−1 ) satisfy the SL k -condition when embedded into a frieze.
The following example provides non-periodic friezes with finitely many different entries. Now putting the pieces A 1 , . . . , A 12 together, where successive pieces overlap with one row and according to the following subgraph of Γ 5 , will always yield patterns satisfying the SL 3 condition. In particular, choosing different loops in an aperiodic way will produce an integral positive SL 3 -frieze which is not periodic. 3.2. Unbounded entries. We now display a SL 3 -frieze which is integral, positive, not periodic, and with unbounded entries. Let w = 9 + √ 80, and denote by Q the array displayed in Figure 2 where the entries a 1 ( ), . . . , a 76 ( ) are given in Figure 3 . See Figure 2 for examples. One can check that concatenating
produces an integral, positive SL 3 -frieze in which the entries increase without limit. The integrality comes from the fact that the above formulas are expressions for integral recursions. For example, t := a 28 = w − + w ,
Remark 3.4. We computed this example with the following technique. Start with an arbitrary vertex in Γ n and successively construct adjacent vertices (with entries within a certain bound). This will produce a graph with loops and many branches. Some of them turn out to be leaves or "dead ends" (at least we find no continuation within the bounds). Now, after removing some dead ends, we look for a longest path in our constructed subgraph. Then we look for a pattern among the vertices on the path. 
