Abstract--The effect of synaptic inputs on somatodendritic interactions during action potentials was investigated, in the cat, using in vivo intracellular recording and computational models of neocortical pyramidal cells. An array of 10 microelectrodes, each ending at a different cortical depth, was used to preferentially evoke synaptic inputs to different somatodendritic regions. Relative to action potentials evoked by current injection, spikes elicited by cortical microstimuli were reduced in amplitude and duration, with stimuli delivered at proximal (somatic) and distal (dendritic) levels evoking the largest and smallest decrements, respectively. When the inhibitory postsynaptic potential reversal was shifted to around 50 mV by recording with KCl pipettes, synaptically-evoked spikes were significantly less reduced than with potassium acetate or cesium acetate pipettes, suggesting that spike decrements are not only due to a shunt, but also to voltage-dependent effects. Computational models of neocortical pyramidal cells were built based on available data on the distribution of active currents and synaptic inputs in the soma and dendrites. The distribution of synapses activated by extracellular stimulation was estimated by matching the model to experimental recordings of postsynaptic potentials evoked at different depths. The model successfully reproduced the progressive spike amplitude reduction as a function of stimulation depth, as well as the effects of chloride and cesium. The model revealed that somatic spikes contain an important contribution from proximal dendritic sodium currents up to ]100 µm and ]300 µm from the soma under control and cesium conditions, respectively. Proximal inhibitory postsynaptic potentials can prevent this dendritic participation thus reducing the spike amplitude at the soma. The model suggests that the somatic spike amplitude and shape can be used as a ''window'' to infer the electrical participation of proximal dendrites.
By comparing the shape of antidromic, orthodromic and current-evoked action potentials (APs) in motoneurons, Coombs et al. 7 provided compelling evidence for the idea that APs are initiated at the initial segment (IS) and then invade the somatodendritic compartment. However, the applicability of this model to other cell types was questioned when the first intradendritic recordings revealed that dendrites can sustain active electrogenesis. 33, 34, 63 In neocortical and hippocampal pyramidal neurons for instance, intracellular recordings revealed that dendritic spikes can be elicited by synaptic inputs 5, 9, 30, 52 and that they can amplify synaptic inputs electrotonically distant from the soma to initiate APs. 5 Moreover, the proximal apical dendrites of pyramidal neurons were found to contain voltage-gated Ca 2+ and Na + conductances capable of generating current densities similar to those observed at the soma. 25, 38, 59 Consistent with this, imaging techniques revealed that synaptic activation and membrane depolarization can elicit significant increases in intracellular Ca 2+ concentration through the opening of dendritic voltage-gated channels. 25a,39,40,42,54,67 Nevertheless, dual intracellular recordings from the dendrites and soma or initial axonal segment of pyramidal cells from newborn rats showed that current-evoked and orthodromic APs are first initiated in the axon and then invade the apical dendrite through the activation of somatic and dendritic Na + conductances. 59 In a computational analysis of this phenomenon, Mainen et al. 41 proposed that the failure of dendritic Na + channels to initiate APs is due to the fast inactivation of Na + channels compared to the membrane time constant and to source-load interactions opposing membrane charging from the dendrites to the soma.
The retrograde invasion of dendrites by APs could have a profound impact on pyramidal neurons. Indeed, backpropagating spikes might lead to Ca 2+ entry through the activation of voltage-gated Ca 2+ channels and/or by temporarily removing the Mg 2+ block of N-methyl--aspartate (NMDA) channels. 43 Considering the impact of intracellular Ca 2+ levels on various forms of synaptic plasticity, 3 it is important to determine how inhibitory synaptic inputs affect the dendritic participation in somatic APs under in vivo conditions where the cortical circuitry is intact. To this end, we performed intracellular recordings of morphologically-identified neocortical pyramidal neurons in anaesthetized cats and compared APs evoked by synaptic inputs, antidromic invasion, or direct current injection. This data was then used to constrain a biophysical model of a pyramidal neuron integrating available information about the distribution of synaptic inputs and Na + current densities.
EXPERIMENTAL PROCEDURES

Preparation of the animals and recording methods
Experiments were performed in adult cats (Service des animaux de laboratoire, University Laval, Québec, Canada) deeply anaesthetized with sodium pentobarbital (Somnotol, 40 mg/kg, i.p.), paralysed with gallamine triethiodide (Flaxedil, i.v.) and artificially ventilated. The end-tidal CO 2 concentration was kept at 3.7 0.2% and the body temperature was maintained at 37-38 C with a heating pad. To insure that the animals were anaesthetized for the entire duration of the experiments, the electroencephalogram (EEG) (recorded from the pericruciate region) was continuously monitored and supplementary doses of pentobarbital (5-7 mg/kg, i.v.) were administered to maintain a synchronized EEG pattern. Furthermore, a local anaesthetic (Lidocaine, 2%) was injected into the tissues to be incised. The stability of the recordings was ensured by performing a cisternal drainage, a bilateral pneumothorax, suspending the hips, and covering the cortex with a warm agar solution (3.5% in 0.9% saline).
Intracellular recordings of cortical neurons were performed with micropipettes (tip diameter ]0.4 µm; 35-60 M ) filled with one of the following solutions: K-acetate (KAc; 4 M), Cs-acetate (CsAc; 3.0 M), KCl (3.0 M), or CsCl (3.0 M). In many experiments, Neurobiotin (Vector Labs; 1.5%) was added to the solution to morphologically identify the recorded cells. A high-impedance amplifier with active bridge circuitry was used to record the membrane potential (V m ) and for intracellular current injection. Measurements were taken after stabilization of the impalement. Recordings usually lasted for 30 min to two hours. An array of 10 stimulating microelectrodes was inserted obliquely in cortical areas 5-7 ( Fig. 1A ) so that the inter-tip spacing was approximately 150 µm in the dorsoventral axis (Fig. 1B) . Cortical neurons were recorded 1-2 mm from the electrode array. Electrical stimuli consisted of 50-100 µs pulses (100-750 µA).
Signals were observed on a digital oscilloscope, printed on a chart recorder, digitized at 12 kHz and stored on tape. Analyses were performed off-line with the computer program IGOR (Wavemetrics, Oregon) and homemade software. The input resistance (R in ) of recorded neurons prior to and at the peak of cortically-evoked inhibitory postsynaptic potential (IPSPs) was estimated by calculation of the slope resistance (the reciprocal of the slope conductance 26 ). Here, the change in voltage from the resting V m was plotted against the d.c. current level, and the slope of the fitted line was used to estimate the R in of the cell. When comparing the reversal potential or R in drop related to IPSPs evoked by cortical stimuli applied at different depths, the same stimulation intensity was used at all stimulation sites. The stimulation intensity was first adjusted with the most superficial electrodes. It was increased gradually to just below spike threshold at 60 mV. Thereafter, the same stimulation intensity was used for deeper electrodes.
Histological identification of the recorded cells and stimulation sites
At the end of the experiments, the animals were perfused with 500 ml of a cold saline solution (0.9%) followed by 1 l of a fixative containing 2% paraformaldehyde and 1% glutaraldehyde in 0.1 M phosphate-buffered saline (PBS, pH 7.4). A block of cortex containing the recorded cells was then dissected and stored in PBS at 4 C until it was sectioned on a vibrating microtome (at 80 µm). Sections were incubated in an avidin-biotin-peroxidase complex solution (ABC Elite kit, Vector Labs) and processed to reveal the intracellular peroxidase staining. 23 In addition, selected sections were counterstained with Thionin to verify the positions of the stimulating electrodes. Tissue shrinkage induced by fixation was estimated at ]15%.
Computational models
Morphology. Simulations of a neocortical layer V pyramidal cell were based on a cellular reconstruction provided by R. Douglas and K. Martin. The cell was recorded intracellularly in cat visual cortex, 13 stained with horseradish peroxidase and reconstructed using a computerized tracing system. Simulations were performed using NEURON, 21 which can read and convert geometry files from several tracing systems. The cell was digitized into 440 compartments and constrained with a maximal compartment length of 50 µm. Digitization using a maximal compartment length of 10 µm had no detectable consequences for the results presented here.
Layer V neocortical pyramidal cells have a high density of dendritic spines, in the range of 8000-14,000 spines/cell in rat visual cortex. 32 This represents about 25-45% of the total cell surface. 8, 46 Thus, in the model, the dendritic surface was corrected by assuming a uniform spine density that increased the dendritic surface by 45% (]30% of the cell surface). Surface correction was made by rescaling the size of each compartment or by rescaling the values of the capacitance and conductances in dendrites by a factor of 1.45. Both methods gave similar results.
An axon was modelled on the basis of serial electron microscopic measurements of neocortical pyramidal cells, 15 as described previously. 41 The axon consisted of a 10 µm hillock, a 15 µm unmyelinated IS and 504 µm of axon proper. The axon hillock had 10 compartments arranged in a conical form, tapering from 4.3 µm at the soma level to 1 µm at the level of the axon IS. The IS consisted of 10 compartments (1 µm diameter). The axon proper was divided into five myelinated compartments of 100 µm, interleaved with nodes of Ranvier (length of 1 µm) having a higher density of Na + channels (see details in Ref. 41 ). The axon was also simulated using a single equivalent cylinder for each compartment (hillock and IS only), and only minimal differences were found with respect to the detailed model.
Passive parameters. In order to obtain a correct time constant and R in , passive parameters were estimated by fitting the model to a voltage trace from a layer V cortical pyramidal cell recorded in the present series of experiments. The fit was performed using a simplex fitting algorithm. 50 For a given cellular geometry and assuming uniform passive properties (leak conductance, g leak and reversal potential, E leak , specific capacitance (C m ) and specific intracellular resistivity (R i ) in the soma and dendrites, multiple solutions were possible. Thus, the fit was further constrained by setting the capacitance to C m =1 µF/cm 2 , a typical value for neuronal membranes. The fitting procedure then converged to a unique set of passive parameters from different initial conditions.
Active membrane properties. Active currents were inserted into the soma, dendrites and axon with different densities in accordance with available biophysical evidence. In light of patch-clamp data showing that the soma and dendrites of neocortical and hippocampal pyramidal cells have similar Na + channel densities, 25, 38, 59 the Na + conductance was set to 70 pS/µm 2 (range tested 20-100) in dendritic and somatic compartments. This value corresponds to the estimated value for Na + channel densities in adult pyramidal neurons of the hippocampus. 38 The density of Na + channels in the IS is controversial as various estimates have been obtained depending on the cell types and techniques used. 1,5a,47a,62a Binding studies show an increased Na + channel density in the IS. 1,62a On the other hand, a patch-clamp study on subicular neurons has concluded that the Na + channel density in the IS is similar to that of the soma. 5a Yet, models of spike initiation in neocortical pyramidal cells predict an increased Na + channel density in the IS 1a,41 or the axon. 51 In particular, it was demonstrated that restricting high Na + channel densities to the axon (with low densities in IS), or high densities in both axon and IS, gave very similar results with respect to spike backpropagation. 51 In the present model, a Na + conductance of 40,000 pS/µm 2 (tested range, 20,000-50,000 pS/ µm 2 ) was chosen for the IS and nodes of Ranvier. 5a This value lies within the range of Na + channel density estimated in the axon in binding and immunohistochemical studies 2 but is higher than that found in the IS of subicular neurons with electrophysiological techniques. 5a This high density was required to reproduce the overshooting somatic APs observed in most in vivo intracellular recordings while being consistent with Na + conductance densities of 70 pS/µm 2 in the soma and dendrites. The Na + channel density of the internodal segments was set at the same value as the soma and dendrites.
The delayed-rectifier K + conductance (Kd) was inserted into dendrites and soma with a density of 100 pS/µm 2 (tested range, 20-300 pS/µm 2 ). In the axon IS and nodes of Ranvier, a density of 1000 pS/µm 2 was used. A noninactivating K + conductance (M) was also included in the soma and dendrites with a density of 5 pS/µm 2 . This value was required to reproduce the repetitive firing behaviour of neocortical pyramidal neurons observed in vivo.
Some simulations were carried out in the presence of high-threshold Ca 2+ currents (I CaH ) and Ca
). In this case, the Ca 2+ conductance density was 30 pS/µm 2 in the soma and first 50 µm of the proximal dendrites, and 15 pS/µm 2 in the rest of the dendritic tree, according to the densities estimated in hippocampal pyramidal cells by patch-clamp recordings. 38 A voltage-independent Ca 2+ -dependent K + conductance was also inserted with a uniform density of 10 pS/µm 2 in soma and dendrites.
The kinetics of the Na + current (I Na ), I CaH , I Kd , IK [Ca] and I M were described by Hodgkin and Huxley type equations 22 and were solved using NEURON. 21 Kinetics for I Na and I Kd were taken from models of hippocampal pyramidal cells, 60 with reversal potentials of +50 mV and 90 mV, respectively. The kinetics of I M and I CaH were taken from previous models of neocortical pyramidal cells. 17, 53 Intracellular Ca 2+ and IK [Ca] were modelled as in Ref. 10 . All simulations corresponded to a temperature of 36 C (temperature factor for time constants was Q 10 =3). The kinetic equations used to model intrinsic currents and Ca 2+ dynamics are listed in the Appendix.
Synaptic inputs. In our model, three parameters controlled synaptic inputs: (i) the relative density of excitatory and inhibitory synapses in different regions of the cell, (ii) the fraction of these synapses activated by a given stimulus, and (iii) the kinetics of the currents mediated by the different types of receptors involved.
The relative density of glutamatergic and GABAergic synapses in each region of the cell was constrained by morphological data (reviewed in Ref. 8) . Electron microscopic observations of neocortical pyramidal cells have established that the soma, axon hillock and IS exclusively form symmetric synaptic contacts 29, 49 that are most likely GABAergic. 8, 62 Quantitative studies have revealed that the density of symmetric synapses on the soma of deep pyramidal cells is 10.6 3.7/100 µm 2 whereas the IS forms 20-24 symmetric synapses. 14, 15 The latter yields a GABAergic synaptic density of ]45/100 µm 2 on the modeled IS given that its surface area was 47.1 µm 2 . A similar density was assumed for the axon hillock.
About 16% of the total number of synapses found on neocortical pyramidal cells are of the symmetric variety: 7% of these end on the soma and 93% in the dendrites. 8 Given that the modelled neuron had a soma surface of 1453 µm 2 and a dendritic surface of 52808 µm 2 , this yields a ratio of ]3:1 in favour of the soma. Thus, in our model, the relative densities of GABAergic synapses were 0.17 in the apical and basal dendrites, 0.6 in the soma, and 2.5 in the axon hillock and IS.
In neocortical pyramidal neurons, the vast majority of asymmetric synapses are found on dendritic spines. 62 Thus, in our model, excitatory synapses were exclusively located in the dendrites, with a uniform density, except for the most proximal dendritic segments (up to 30 µm from soma) that are devoid of spines 28, 48 and mostly form symmetric synapses. 29 To simulate synaptic responses of pyramidal cells observed in the present study, the model pyramidal cell was divided into three regions: (1) Proximal-basal dendrites, soma and initial 200 µm of the apical dendrite; (2) Middlethe next 500 µm of the apical dendrite; (3) Distal-the remainder of the apical dendrite. These regions are illustrated in Fig. 10A . Within these three regions, the fraction of synaptic currents activated by extracellular stimulation was estimated by comparing the model with experimental recordings of EPSP/IPSP sequences evoked at different depths. The R in change, reversal potential, amplitude and time-to-peak of EPSP/IPSPs evoked by extracellular stimulation at different depths were used to constrain the values of synaptic conductance in the different regions of the cell. This procedure is detailed in the Results.
The kinetics of synaptic currents were modelled using two-state kinetic models of -amino-3-hydroxy-5-methyl-4-isoxalone proprionic acid (AMPA), NMDA and GABA A receptors. 11 Other types of synaptic responses were not included because they were not required to account for the behaviour of the cells and because GABAergic and glutamatergic synapses account for the vast majority of synapses in the cerebral cortex. 8, 62 Based on whole-cell recordings of hippocampal pyramidal and dentate gyrus cells, 19, 47, 64 kinetic models of GABA A , NMDA and AMPA receptors were fitted to experimental data using a simplex procedure (see details in Ref. 12) . The kinetic equations and parameters for synaptic currents are detailed in the appendix.
RESULTS
Database and morphological features of recorded neurons
Stable intracellular recordings were obtained from area 5-7 cortical neurons (Fig. 1A-C whose somata were located in the infragranular (n=24) or supragranular layers (n=16), 1 to 2 mm from the cortical stimulating electrode array (Fig.  1A-B) . 
Comparison between direct and orthodromic spikes in pyramidal cells under cesium acetate
In the course of experiments on the genesis of IPSPs, we fortuitously observed that the shape of APs generated by pyramidal neurons recorded with CsAc pipettes (n=16) varied markedly depending on whether they were triggered synaptically or by current injection. Figure 3 illustrates this phenomenon in a morphologically-identified layer V pyramidal neuron (labelled 3 in Fig. 1D ). Upon steady depolarization to firing threshold, deep pyramidal cells generated broad APs (7-20 ms at the base, Fig. 3 ) that sometimes gave rise to a second, slower AP or to Arrowheads in A2 and C point to the IS of the axon, which usually arose from the soma. Scale bar in B also valid for A1. Scale bar in C also valid for A2. Fig. 3 . Cortical stimuli applied in deep cortical layers are more effective in reducing the APs generated by layer V pyramidal neurons. Morphologically-identified layer V pyramidal neuron (labeled 3 in Fig. 1 ) recorded with a CsAc pipette. This cell was depolarized from rest ( 64 mV) to 60 mV by steady current injection until it fired APs at frequencies ranging between 4 and 7 Hz. Cortical stimuli of constant intensity (0.2 mA for 0.1 ms at 0.2 Hz) were applied at different depths (1-2]1400 µm; 5-6]800 µm; 9-10]200 µm). In A1, note that the spike elicited by a shock delivered through electrodes 5-6 (arrowhead) was decreased in amplitude (arrows) and duration compared to the spikes evoked by current injection. A2 shows a subthreshold response to the same stimulus (arrowhead) and a spontaneously occurring IPSP (curved arrow). Note the short duration of the spike preceding the spontaneous IPSP. In panel B, spikes evoked by current injection (Direct) and cortical stimuli 5-6 are superimposed. In C, averages of spikes evoked by current injection (Direct) and cortical stimuli delivered at different depths were superimposed. Although all stimulation sites reduced the amplitude and duration of APs, deep sites produced the largest decrements. The inset in C (asterisk) shows that the spike threshold was more hyperpolarized for spikes elicited by deep stimulation sites (1-2 and 5-6) than for those elicited by superficial stimuli (9-10) or current injection (Spont.).
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prolonged depolarizing plateaus (0.5-5 s) crowned by an oscillation at 25-35 Hz (not shown). In comparison to current-evoked spikes, orthodromic APs elicited by juxta-threshold cortical stimuli (Fig. 3A , arrowhead) or occurring in relation to spontaneous EEG events (not shown) were reduced in amplitude and duration. In deep pyramidal neurons, the magnitude of this reduction was related to the stimulation site with superficial (9-10, Fig. 3C ) and deep (1-2, Fig. 3C ) cortical stimuli, respectively, producing the smallest and largest decrements, whereas stimuli delivered to mid-cortical layers produced intermediate reductions (5-6, Fig. 3B-C ). For instance, in the deep pyramidal cell of Fig. 3 , currentevoked APs (Direct) averaged 62 mV in height and 16 ms in duration (measured at the base). In comparison to direct spikes, the voltage peak of orthodromic spikes evoked by 1-2, 5-6 and 9-10 was reduced by 15.5, 7.5 and 1.5 mV and their duration by 13.8, 10.2 and 7.3 ms, respectively. Here, it is important to note that by blocking I Kd and some Ca 2+ -dependent K + currents, 20, 65 Cs + reduced the R in drop normally occurring during the spike repolarization thus maximizing the dendritic depolarization caused by the somatic spike and allowing the soma to ''see'' more of the active dendritic events triggered by the somatic AP.
To quantify this phenomenon across our sample of deep pyramidal cells, these reductions were normalized to the amplitude and duration of current-evoked spikes. On average, 1-2 reduced the spike peak by 25.1 4.3% and its duration by 87.9 3.4% (mean S.E.M.) compared to 4.4 0.2% and 30.8 9.1% with 9-10. These differences were statistically significant (paired t-test, P<0.01). Intracortical stimuli could also terminate the prolonged plateau potentials occasionally observed under Cs + (not shown).
The same phenomena were observed in superficial pyramidal neurons (layers II-III) except that the stimulation sites producing the largest decrements were more superficial, in close correspondence with the soma position. For instance, the soma of the pyramidal cell shown in Fig. 4 (labelled 4 in Fig. 1D ) was located at a depth of 0.66 mm. Maximal spike reductions were obtained by stimulating close to the soma level (6-7; Fig. 4 ). Deeper and shallower stimulation sites produced progressively smaller decrements (Fig. 4) .
The above results suggested that the differential effectiveness of cortical stimuli applied at different depths in modifying the spike shape resulted from the activation of afferent fibres preferentially ending at corresponding cortical levels. To test this idea, we compared the electrophysiological features of IPSPs elicited by stimuli of equal intensities, but applied at various cortical depths. In four layer V pyramidal neurons analysed in detail, the IPSPs elicited by deep cortical shocks were larger in amplitude (12. Figure 5 illustrates this phenomenon in a representative deep pyramidal cell. In this neuron, the IPSP reversal measured at the IPSP peak shifted by approximately 7 mV from deep to superficial cortical stimuli and this shift was associated with a 48% reduction in the R in drop measured at the IPSP peaks (Fig. 5C ). As shown in Fig. 5D , these differences in the reversal potentials of IPSPs as a function of the stimulation site were relatively constant throughout the duration of the IPSPs with the exception of their initial phases that were contaminated by EPSPs. Note that performing this analysis in cells recorded with CsAc pipettes eliminated the complication related to the possible segregation of GABA A and GABA B receptors in different cellular compartments as Cs + blocks GABA B IPSPs. 16 These results suggest that cortical stimuli delivered at different depths activate partially segregated sets of afferents that preferentially end at corresponding cortical depths, thus exerting maximal effects on different compartments of pyramidal neurons. 1B ). Note that stimuli delivered through electrodes 6-7 were most effective in reducing the spike amplitude and duration.
Influence of postsynaptic potentials on action potentials generated by pyramidal neurons under potassium acetate
In the experiments described above, the intracellular diffusion of Cs + probably modified the spike shape by blocking a variety of K + channels including I Kd and some Ca 2+ -dependent K + channels. 20, 65 These actions of Cs + prolonged the spike duration by interfering with the spike repolarization thus allowing APs to activate inward conductances that are probably not activated to such an extent in normal circumstances.
To verify if cortically-evoked postsynaptic potentials (PSPs) could modify the spike shape under more physiological conditions, similar tests were performed in pyramidal cells recorded with KAc pipettes (n=29). At first, the intensity of the cortical stimuli was adjusted to just above the spike threshold from rest. Compared to APs elicited by short depolarizing current pulses (Fig. 6A1) , orthodromic spikes were reduced in amplitude and duration ( Fig. 6A2-3) . As was observed with CsAc recordings, the magnitude of the amplitude decrement was a function of the cortical stimulation depth relative to the position of the recorded cells.
In deep pyramidal neurons, superficial and deep cortical stimuli produced the smallest and largest amplitude decrements, respectively. To quantify this phenomenon across our sample, these reductions were normalized to the amplitude of current-evoked spikes. On average, deep stimuli (1-2 or 3-4) reduced the spike peak by 22.8 3.14% compared to 9.4 1.11% for superficial stimuli (7-8 or 9-10; n=7). These differences were statistically significant (paired t-test, P<0.01). For example, in the layer V pyramidal cell of Fig. 6A , deep cortical stimuli reduced the spike peak by 19 mV whereas superficial stimuli only produced a 8 mV decrement. The reductions in spike duration were much smaller than observed in CsAc recordings, but generally paralleled the amplitude reductions. For instance, in the layer V pyramidal cell of Fig. 6A4 , the spike duration (measured at the base) was 1.08 and 1.17 ms for 3-4 and 7-8 compared to 1.33 ms for the APs elicited by current injection. However, measurements of spike duration had limited significance because deep cortical stimuli often slowed the transition between the IS and somatodendritic components of the AP, as evidenced by the break in the rising phase of the spikes. Consequently, no further attempt was made to quantify these changes.
In comparison to APs elicited by intracellular current injection, spontaneous orthodromic APs generated by pyramidal neurons were also reduced in amplitude. The decrements in the amplitude of spontaneous spikes were variable (range 1-12 mV) but were observed in the vast majority of neurons (79%; n=29).
To insure that the differences between the shapes of direct and orthodromic spikes did not reflect differences in the slopes of the depolarization triggering the APs, we also investigated the influence of sub-threshold cortical shocks on APs evoked by intracellular current pulses (n=10). The amplitude of these current pulses was adjusted to elicit spikes in 50% of the trials. As shown in Fig. 7B , the amplitude of the direct spikes remained constant in spite of inter-trial variations in their latencies ( Fig. 7B and C2, filled circles). In contrast, when cortical shocks were applied during the depolarizing current pulse, the spike amplitude progressively decreased (by up to 8 mV) as their latency increased ( Fig. 7C1-2 , empty circles). This phenomenon probably reflected the increasing impact of cortically-evoked PSPs on the recorded cell with time. In the example of Fig. 7 , no spike was initiated after the time indicated by the arrow (Fig. 7C1) . The corresponding time is indicated by an arrow on subthreshold trials depicted in Fig. 7A . Note that prior to this point, the corticallyevoked response had produced only small deviations from the voltage trajectory associated with the current pulse alone.
Relation between spike threshold and spike peak in ortho-and antidromic spikes
In CsAc (Fig. 3C , inset) and KAc (Fig. 6A ) recordings of deep pyramidal neurons, orthodromic spikes elicited by deep cortical stimuli were consistently triggered at a lower V m than spikes evoked by superficial cortical stimuli or by intracellular current injection. This difference was clearest when neurons were depolarized to just below threshold by intracellular current injection (Fig. 3) . In such cases, the difference in spike threshold between orthodromic and current-evoked spikes averaged 5.2 1.04 mV with deep stimuli and 2.1 0.31 mV with shocks applied to mid-cortical layers (n=10). These differences were statistically significant (paired t-test, P<0.05). The threshold of APs evoked by superficial stimuli was not significantly different from that of direct spikes.
To verify if these subtle differences in spike thresholds influenced the spike amplitude, we investigated the effect of membrane polarization on the voltage peak of antidromic spikes in layer V pyramidal neurons recorded with KAc pipettes (n=6). As shown in Fig. 8 , changing the V m by up to 25 mV through intracellular current injection modified the spike peak by less than 1 mV. In Fig. 8C , note that the voltage peak of the antidromic spike remained constant even though the hyperpolarizing current induced a clear IS-SD break.
Effect of changes in the chloride gradient on the shape of orthodromic action potentials
Presumably, the depressing effects of orthodromic volleys on the APs generated by pyramidal neurons reflect local changes in R in and V m induced by the cortically-evoked PSPs. To assess the relative The amplitude of current-evoked and orthodromic spikes generated by chloride-dialysed neurons was compared in two different paradigms. First, orthodromic spikes were elicited by cortical stimuli applied close to the soma level during short depolarizing current pulses previously adjusted to bring the V m just below spike threshold. In this case, the intensity of the cortical shocks was adjusted to elicit spikes in 50% of the trials. In comparison to direct APs, the peak of the orthodromic spikes generated by neurons recorded with KCl-pipettes was reduced by 1.02 0.23 mV (n=6), significantly less than the 6.3 1.71 mV (n=5) reduction obtained in neurons recorded with KAc pipettes. However, because Cl diffusion reversed the IPSPs, a lower stimulation intensity, and presumably, a lower number of activated synapses, was required to elicit spikes thus leading to an underestimation of the impact of synaptic inputs on orthodromic APs in chloride-dialysed neurons.
To address this, orthodromic spikes were elicited from rest and the stimulation intensity was increased until no further decrements in spike amplitude could be produced. Using this approach, cortical shocks applied close to the somatic level reduced the spike peak by a maximum of 7.45 1.22 mV (n=10) in neurons recorded with KCl pipettes. In comparison, threshold stimuli reduced the spike peak by 15.58 1.24 (n=9) in cells recorded with KAc pipettes. Fig. 6 compares the spike reduction produced by deep cortical shocks in two pyramidal cells, one recorded with a pipette containing KAc (Fig. 6A ) and the other with KCl (Fig. 6B) . Note that even though threshold intensities were used in Fig. 6A , deep cortical shocks reduced the spike peak by 19 mV in the neuron recorded with KAc whereas the spike peak could not be reduced by more than 8 mV in the neuron recorded with KCl. Similarly, in neurons recorded with CsCl-pipettes (not shown), suprathreshold synaptic inputs could not reduce the spike peak by more than 6.5 mV compared to peak reductions of up to 18 mV produced by juxta-threshold cortical shocks in neurons recorded with CsAcpipettes.
Computational models of neocortical pyramidal neurons
To investigate the mechanisms underlying the modification of the spike shape by synaptic inputs, a biophysical model of a layer V pyramidal neuron was constructed. As detailed in Experimental Procedures, this model was constrained by (i) morphological data about the differential distribution of symmetric and asymmetric synapses in the various cellular compartments, 8, 62 (ii) biophysical findings concerning adult Na + channel densities in CA1 pyramidal neurons, 38 (iii) in vivo observations about R in and repetitive firing, and (iv) in vivo findings about the differential features of synaptic responses evoked by cortical stimuli applied at different depths.
In order to provide a correct membrane time constant and R in , the passive properties of the model cell were fitted to a recording of a deep pyramidal cell during injection of a hyperpolarizing current pulse. The fitting algorithm provided an optimal set of passive values, which was unique if no more than three parameters were simultaneously adjusted (see Experimental Procedures). Assuming uniform passive properties, the best fit gave values of g leak = 0.7245 pS/µm 2 , E leak = 68 mV and R i =200.1 Ohm cm when C m was fixed at 1 µF/cm 2 ( Fig. 9 , Passive response). Slightly different values were obtained assuming lower values for C m as in Ref. 41 or different dendritic corrections due to spines. Another fit was also performed assuming more compact dendrites and a larger leak in the soma to simulate damage due to the electrode impalement. No qualitative differences were found in the context of the present simulations (not shown).
Although voltage-dependent K + and Ca 2+ currents, Ca 2+ -dependent K + currents, and others shape the firing properties of pyramidal cells, 18, 37, 44 ,55 the frequency range of repetitive firing and adaptation could be approximated using I Na , I Kd and the noninactivating K + current I M (Fig. 9 , repetitive firing, see Experimental Procedures). I M was uniformly localized in the soma and dendrites, but similar firing patterns also occurred with I M only located in the soma with a higher density. I M was kept for all simulations shown in this study, even though its removal had no effects on the phenomena discussed here. In preliminary simulations, Ca 2+ currents were inserted into the dendrites and soma with densities similar to those reported for hippocampal pyramidal cells. 38 Probably because these Ca 2+ currents activate slowly in comparison to Na + currents, their presence did not affect the phenomena described below.
Simulation of synaptic inputs
As detailed in Experimental Procedures, two types of constraints were used in the simulations of the distribution of synaptic conductances activated by extracellular stimuli. First, the model incorporated the relative density of excitatory and inhibitory synapses available in different regions of pyramidal neurons as determined in previous ultrastructural studies. 2, 8, 14, 15, 29, 49, 62 Second, the fraction of synapses activated by a given stimulus was adjusted to reproduce the differential electrophysiological features of synaptic responses observed experimentally in response to cortical stimuli applied at different depths. These features were, from deep to superficial cortical stimuli: (1) EPSP/IPSP amplitudes become progressively smaller; (2) EPSP/IPSP time courses become slower; (3) the delay between EPSP and IPSP onset increases; (4) the IPSP reversal potential shifts to more negative values; (5) the R in drop decreases. We detail here how these electrophysiological features were used to constrain the density and distribution of activated synaptic currents in the model.
(1) The R in change associated with the IPSPs elicited by proximal stimuli was dominated by the effect of inhibitory synapses ending on the soma and proximal 30 µm of the dendrites (compare traces in Fig. 10B , Proximal). Including EPSPs and IPSPs in more distal regions of the dendrites produced minimal changes in the response to proximal stimuli. This property allowed us to estimate the GABAergic conductance density necessary to account for these features: 60 pS/µm 2 in the soma and 17 pS/µm 2 in the dendrites. EPSP and IPSP amplitudes evoked by superficial stimuli could not be reproduced by assuming an entirely focal stimulus (Fig. 10B , Focal) as they were extremely attenuated, in agreement with previous studies.
1b ,56,57 The only way to reproduce the in vivo observations was to assume an intermediate distribution of activated synapses where a cortical stimulus delivered at a particular depth activated a set of afferents preferentially ending at that depth, but also produced a less intense activation of afferent fibres ending at other levels (Fig. 10B (2) The IPSP reversal potential, time to peak and R in drop produced by middle and distal stimuli depended highly on the GABAergic and glutamatergic conductance densities. Assuming that the fraction of GABAergic synapses activated by middle and distal stimuli was equal to that evoked by proximal stimuli, we estimated a glutamatergic conductance density of ]13 pS/ µm 2 . (3) To reproduce the timing of EPSP-IPSP sequences, we had to assume that most glutamatergic and GABAergic synapses were not activated simultaneously. In our experiments, responses to proximal stimuli were characterized by a delay of ]2 ms between EPSP and IPSP onsets (Fig. 5A ). This suggests that extracellular stimuli recruited excitatory fibres that directly contacted the recorded cell as well as inhibitory interneurons, thus leading to an IPSP delayed by about 2 ms. In our model, this phenomenon was simulated by introducing a delay of 2 ms between the activation of glutamatergic and GABAergic conductances (Fig.  10B , Proximal stim). The same delay (2 ms) was also necessary to model EPSP-IPSP sequences generated in cortical pyramidal cells by thalamic inputs.
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(4) Simulating Distal stimuli required a more complex pattern of activation. In this case, the experimentally observed delay between EPSP and IPSP onsets was ]10 ms. In keeping with the above (4), we assumed that within each compartment the IPSP onset was delayed by 2 ms with respect to the EPSP. However, the activation of successively more proximal compartments was delayed further (in Fig. 10B , Distal stim was obtained with distal EPSP at 0 ms; distal IPSP at 2 ms; middle EPSP at 4 ms; middle IPSP at 6 ms; proximal EPSP at 8 ms; proximal IPSP at 10 ms). This pattern of activation would correspond to complex polysynaptic pathways recruiting synapses at different levels of the neuron. (5) To sum up, the differential electrophysiological features of synaptic responses evoked by extracellular stimuli applied at different depths could be reproduced by families of distributions that assumed the same temporal relationship, the same relative conductance densities and the same degree of overlap between different levels. Fig. 10B (right panels) illustrates simulations using the optimal values that we found for these parameters. They are in excellent agreement with the data shown in Fig. 5 .
Effect of inhibitory postsynaptic potentials on simulated action potentials
To study the effects of IPSPs on APs, a depolarizing current pulse was injected at the soma level and ''proximal'' IPSPs (see Experimental Procedures) were applied at various delays after the spike onset (Fig. 11) . Obviously, such pure proximal IPSPs rarely occur in reality, but this extreme case was used to simplify the analysis of the mechanisms underlying spike reductions by IPSPs. The IPSP amplitude and reversal potential ( 78 mV) were adjusted to match those of spontaneously occurring IPSPs (Fig. 7D2) . The amplitude and propagation of APs were visualized with dendritic profiles (bottom graphs in Fig. 11 ) depicting the V m from the soma (S) to the distal (D) apical dendrites (horizontal axis) in 0.2 ms steps (vertical axis). When no IPSPs were applied (Fig. 9 , Spike backpropagation), APs evoked by current injection were initiated in the IS, and then propagated actively to the soma and dendritic tree. The peak of the antidromic spikes was largely independent of the holding level (Fig. 9 , Initial segment spike) until sufficient hyperpolarization prevented the activation of the soma by the IS spike. The spike did not propagate at a constant velocity in the dendrites, but decelerated as the diameter of the successive dendritic segments decreased (Fig. 11, Control) . For instance, the spike propagated at ]0.4 m/s in the apical trunk, at ]0.2 m/s following the first branching point, and at ]0.1 m/s in the apical tuft. As a result, a delay of approximately 10 ms elapsed between the somatic APs and its retrograde propagation in the distal apical tuft. In addition, the amplitude of propagating spikes decreased at dendritic branching points, in agreement with previous theoretical findings, 16a making the active invasion of dendrites especially sensitive to inhibitory synaptic inputs affecting these dendritic regions (see below).
Proximal IPSPs did not alter the shape of the somatic APs unless they coincided with the propagation of the spike in the proximal dendritic segments (0-150 µm). For instance, in trials where the IPSPs occurred after the AP had propagated in the apical trunk up to the first branching point (Fig. 11, 2 ms latency), the somatic spike was unchanged in spite of the propagation failure in more distal dendritic segments (D). However, with shorter delays (Fig. 11 , 0.4 ms) where the IPSP onset occurred before or during the spike propagation in the proximal dendritic segments (P), the somatic spike was reduced in amplitude by up to 25 mV and the spike failed to invade the dendrites. The graph on the right of Fig.  11 illustrates the relation between the spike peak in different cellular compartments and the timing of the IPSP. It should be pointed out that reductions in somatic AP amplitudes were not always accompanied by a failure of backpropagation. However, large IPSPs that produced important (>20 mV) somatic spike reductions always prevented backpropagation in our simulations.
The minimal proximal IPSP amplitude required to block the activation of dendritic spikes was dependent on the dendritic Na + channel density and was in the range of 5-10 mV in the example above. The Na + conductance density used here (70 pS/µm 2 ) corresponds to the highest somatic/dendritic densities found in pyramidal cells. 38 Decreasing the Na + channel density dramatically increased the sensitivity of dendritic spikes to IPSPs (not shown).
Mechanisms of somatic spike reductions by inhibitory postsynaptic potentials
To determine how local changes in R in and V m contributed to reduce the amplitude of the somatic spike, we studied the effects of changing the IPSP reversal potential while keeping the GABAergic conductance constant. Figure 12A shows a plot of the spike peak as a function of the IPSP reversal potential. Shifting the reversal potential from 12 mV to 56 mV progressively reduced the peak of the somatic spike without preventing the active invasion of the AP in the dendrites (Fig. 12A2, black dots) . For instance, when the IPSP reversal was set to 55 mV, close to the spike threshold, the spike peak was reduced by 12 mV (Fig. 12A1) . However, note that the spike duration was not decreased (Fig. 12A1) . Further negative shifts in reversal potential eventually prevented the active invasion of the spike in the dendritic tree (crosses) as reflected by the increased slope of the curve between 60 and 80 mV (Fig.  12A2) . These results suggest that the conductance increase due to the opening of GABA A receptors only accounts for part of the total spike amplitude reduction. Therefore, additional voltage-dependent mechanisms must be considered.
To determine the contribution of dendritic Na + currents to the somatic spike, Na + channels were removed from the most distal dendritic segments to progressively more proximal dendritic levels. Fig.  12B2 plots the peak of the somatic spike as a function of the distance from the soma up to where Na + channels were present. In control conditions, the spike peak was reduced only when Na + channels were removed from the proximal segments of the dendrites (<200 µm). When all Na + channels were removed from the dendrites, the spike amplitude was reduced by 9.3 mV. This indicates that the sensitivity of the spike peak to the removal of dendritic Na + channels is not only determined by the electrotonic length of the cell but also by what segment of the dendrites is invaded by the propagating AP when the peak of the somatic spike occurs. However, the importance of the electrotonic length in determining the sensitivity of the somatic spike to the removal of Na + channels was demonstrated by eliciting, immediately after the onset of the AP, an IPSP whose reversal was set at 55 mV. In this condition, the peak of the somatic spike was sensitive to the removal of Na + channels over a smaller dendritic segment (proximal 150 µm; Fig. 12B ). Therefore, these observations suggest that the Na + currents in the proximal dendrites significantly contribute to the somatic spike. This effect, combined with the conductance increase related to IPSPs, accounts for most of the spike amplitude reduction (Fig. 12B1 , No dendritic Na+IPSP rev 55 mV).
The contribution of dendritic Na + channels to somatic spikes was further assessed by comparing the amplitude of somatic and dendritic Na + currents IPSP rev 55 mV), the total reduction obtained is similar to the spike reductions observed experimentally. (B2) Plot of somatic spike peak as a function of distance from the soma where Na + channels were present. Na + channels were present from the soma up to the indicated distance. (C) Participation of dendritic Na + currents in somatic APs. (C1) Somatic spikes elicited by current injection in the control condition (continuous lines) and in the presence of an IPSP (dashed lines). (C2) Total somatic Na + current in the same conditions. (C3) Total Na + current of dendritic regions at progressively increasing distances from the soma. Total current was calculated by summing the instantaneous Na + current in each compartment within the indicated distance range. The amplitude of the ''control'' somatic spike in the soma correlates with significant Na + current in proximal dendrites. When spike amplitude is reduced, the dendritic Na + current is dramatically reduced. during control spikes versus IPSP-reduced APs (Fig.  12C) . In control conditions (Fig. 12C , continuous lines), a significant dendritic Na + current (up to about 75 µm from soma) coincided with the somatic spike. In the presence of an IPSP (Fig. 12C, dashed  lines) , dendritic Na + currents were significantly reduced. Note that the discrepancy between the length of the dendritic segment contributing to somatic AP in Fig. 12B and C is probably due to alterations in the electrotonic structure of the model caused by removing dendritic Na + channels in Fig. 12B .
Effects of inhibitory postsynaptic potentials on the dendritic invasion of spikes
To determine how sensitive the dendritic contribution to somatic spikes is, inhibitory synapses distributed throughout the cell surface were activated immediately after the onset of a current-evoked AP. Weak activation of inhibitory synapses producing a somatic hyperpolarization <2 mV did not prevent the invasion of the dendrites by the somatic AP, but reduced its propagation velocity (Fig. 13B-C) . However, IPSPs producing a somatic hyperpolarization d2 mV prevented the spike propagation beyond the first branching point (Fig. 13D-F) , and large IPSPs (around 10 mV and more) prevented the activation of Na + spikes in the proximal dendritic segments and beyond ( Fig. 13G-H) . The above results show that even weak IPSPs, distributed throughout the cell surface, are able to affect significantly the invasion of dendrites by APs. However, an early suggestion was that strategically placed IPSPs could selectively prevent the invasion of specific dendritic branches. 32a In the present model, focally-applied IPSPs could perform such a selective shut-off of dendritic branches (not shown) with little or no somatic hyperpolarization, and no detectable effect on somatic spike amplitude. This observation parallels the results of focally-applied distal IPSPs on hippocampal pyramidal cells in vitro, where no prominent effects on somatic spike amplitude were seen.
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Synaptically-evoked spikes
To determine whether the mechanisms of spike amplitude reduction by pure IPSPs also apply to spikes elicited by synaptic stimulation, the excitatory conductance obtained for subthreshold EPSP/IPSP sequences ( Fig. 10) was gradually increased until the synaptic stimulation became just suprathreshold. Stimuli at Proximal, Middle or Distal levels became suprathreshold when the density of glutamatergic conductances was increased from 13 to 18 pS/µm 2 with unchanged inhibitory conductances.
In these conditions, the model reproduced the progressive spike amplitude reductions that were observed experimentally as a function of stimulation depth. Figure 14A illustrates this phenomenon for various ''recording'' conditions. In control conditions (Fig. 14A, KAc) , spikes elicited by somatic current injection (Direct) were of the highest amplitude and duration, followed by Distal to Proximal stimulation, in agreement with our experimental observations (compare Fig. 14A, KAc, with Fig. 6A ). The smaller AP reductions observed experimentally with KCl pipettes could also be reproduced in our simulations by setting the chloride equilibrium potential at 55 mV (compare Fig. 14A , KCl, with Fig. 6B ). To simulate recordings with CsAc pipettes, we included high-threshold Ca 2+ currents and Ca
2+
-dependent K + currents in the soma and dendrites (see Experimental Procedures and Appendix). Supra-threshold stimuli applied in these conditions reproduced the differential reductions in spike amplitude and duration that were observed experimentally as a function of stimulation depth (compare Fig. 14A , CsAc, with Fig. 3C ).
Manipulating the IPSP reversal potential and dendritic Na + channels as shown in Fig. 12 revealed that the mechanisms underlying the spike reduction by EPSP-IPSPs sequences are similar to those documented for pure IPSPs. However, in the CsAc condition, dendritic Na + channels up to 300 µm from the soma were found to provide an important contribution to the falling phase of APs (not shown).
Dendritic profiles in Fig. 14B show that in simulations reproducing KAc conditions, cortical stimuli applied at perisomatic levels elicited APs that were initiated in the IS, propagated to the soma, but failed to invade the dendritic tree. In comparison to current-evoked spikes, the amplitude of these APs was reduced by 17 mV, very close to the experimentally observed average reduction. In our model, distal cortical shocks could only elicit somatic spikes when the afferent volley first triggered a dendritic spike (Fig. 14C) . This is in agreement with previous intracellular studies of neocortical pyramidal cells in vivo and in vitro 5, 9, 30, 52 where it was observed that synaptic stimuli can elicit dendritic spikes (reviewed in Ref. 66 ). However, it should be noted that our model was designed to reproduce in vivo observations obtained with electrical stimuli applied to the cortex and included the activation of GABAergic synapses at the soma level, a phenomenon that may not occur in natural conditions. In our model, these synapticallyevoked dendritic spikes propagated to the soma, but the resulting somatic spike did not retrogradely invade the dendrites because of Na + channel inactivation. Compared to current-evoked spikes, the amplitude of APs elicited by distal inputs were reduced by only 1.4 mV.
Effects of changes in the parameters of the model
The simulations illustrated so far used a single set of parameters that could reproduce the intracellular data collected in our in vivo experiments. However, as the conclusions of the model might be sensitive to the specific parameters that were selected, additional simulations were performed to address the following issues.
Is the phenomenon of spike reduction sensitive to the distribution of synaptic currents? So far, we have explored distributions of EPSPs and IPSPs constrained by previous ultrastructural findings and our own electrophysiological data. Although these EPSP/ IPSP distributions provide a plausible explanation for spike reduction, other distributions also led to the same conclusion. For example, proximal inhibition alone reduced the somatic spike amplitude and limited its invasion in dendrites. However, if perisomatic inhibition was strictly concentrated to the soma, the spike amplitude was only partially reduced. Full spike amplitude reduction required that IPSPs also affect the first 100 µm of proximal dendrites.
Is somatic spike reduction by IPSPs sensitive to the distribution of Na + channels? Simulations using different Na + channel distributions, such as a uniform density in all compartments including the axon, also showed spike amplitude reductions caused by IPSPs. In these simulations, the peak amplitude of currentevoked somatic spikes also coincided with the rise of the AP in the proximal dendrites so that dendritic Na + currents contributed to the somatic spike amplitude (Fig. 12C) . With higher densities of dendritic Na + channels, stronger IPSPs were needed to reduce the spike amplitude, but in all cases, somatic spike reductions were accompanied by a reduced participation of proximal dendritic Na + currents. The dendritic Na + channel density chosen for the illustrations was conservative, in the upper range for adult CA1 pyramidal neurons, 38 thus making the participation of dendritic Na + channels to somatic spikes more resistant to IPSPs. Somatic spikes were significantly more sensitive to IPSPs when lower densities of dendritic Na + channels (about 30 pS/µm 2 ) were used. What is the role of the IS in this model? The model had an increased Na + channel density in the axon IS, similar to previous models 1a, 41 but much higher than that experimentally determined for the IS of subicular neurons. 5a This feature was required for the following reasons. (1) Pyramidal cells having a low Na + channel density in soma and dendrites, 38 in the range of 20-70 pS/µm 2 , do not generate overshooting somatic APs unless there is a region of increased Na + channel density (around 20,000-50,000 pS/µm 2 ) that is electrotonically close to the soma. (2) The features of AP reduction by synaptic stimulation observed experimentally could be accounted for by our model with an increased Na + channel density in either the IS or the axon (not shown), in agreement with a previous model. 51 Taken together, our experimental and modelling observations are consistent with a model of the pyramidal neuron in which there is a low density of Na + channels in the soma and dendrites and a high density in a region electrotonically close to the soma, such as the axon or IS. Whether APs initiated in the IS or in the axon had no influence on ) and under Cs (CsAc; see Fig. 3 ). Proximal stimulation elicited spikes of reduced amplitude and width. In the latter simulation, K + currents (I Kd , I M ) were blocked at 95% and high threshold Ca 2+ currents (I CaH ) were included (see details in text). In this case, the broader spikes also showed progressive amplitude and width reductions with increasing stimulation ''depths''. (B) Dendritic membrane potential profile during proximal stimulation (same simulation as in A, KAc, Proximal stim). The spike initiated close to soma, but did not invade more distal dendrites. (C) Dendritic membrane potential profile during distal stimulation (same simulation as in A, KAc, Distal stim). In this case, distal stimulation produced a dendritic Na + spike that propagated towards the soma and elicited a somatic AP. Dendritic profiles in B-C were constructed as in Fig. 11 ; arrowheads above show the location and relative intensity of the synaptic inputs (see text).
the mechanisms of spike reduction reported here, as they involve somatodendritic interactions.
DISCUSSION
By combining in vivo intracellular recordings and computational models of neocortical pyramidal neurons, we obtained evidence suggesting that (i) Na + currents in proximal dendrites have an important influence on the shape of somatic APs; (ii) IPSPs of sufficient amplitude can prevent the participation of dendritic Na + currents, leading to somatic spikes of reduced amplitude and duration. In the following account, we will consider the mechanisms underlying the influence of IPSPs on spike genesis and discuss their implications for somatofugal spike propagation.
Cortical microstimuli applied at different depths preferentially activate synaptic inputs ending on different cellular compartments
Extracellular microstimuli applied at different cortical depths were used to activate synaptic inputs to pyramidal neurons. Several observations suggest that these stimuli activated synaptic inputs preferentially ending on particular segments of the somatodendritic axis and that this phenomenon was responsible for the differential modification of the spike shape by cortical stimuli applied at different depths. First, a systematic relation was found between the soma depth and the stimulation sites most effective in modifying the spike shape: for deep and superficial pyramidal neurons, cortical stimuli applied at the soma level were most effective. This is probably related to the fact that the soma, proximal dendrites and initial axonal segment of pyramidal neurons only receive inhibitory synapses 8, 62 and that electrical stimuli applied at the soma level are more likely to activate these inhibitory fibres.
Second, IPSPs elicited by deep stimuli in layer V pyramidal neurons had larger amplitudes, were associated with higher R in drops, but had less polarized reversal potentials than IPSPs evoked by superficial cortical stimuli. These features suggest that fibres recruited by deep stimuli end at sites that are electrotonically closer to the soma than synapses mediating the effects of superficial stimuli.
Third, in our computer simulations, assuming that cortical stimuli recruited inputs targeting a focal region of the dendritic tree or assuming a non-specific distribution of activated inputs failed to account for the observed features of EPSP/IPSP sequences. The only way to reproduce the differential features of cortically-evoked IPSPs as a function of stimulation depth was to assume that a cortical stimulus delivered at a particular depth activates a set of afferents that preferentially ends at a corresponding depth, but also produces a less intense activation of fibres ending at other levels.
Mechanisms underlying spike reductions by inhibitory postsynaptic potentials
Considered together, our experimental data and biophysical simulations suggest that two main factors explain the somatic spike reductions by IPSPs. First, there is a shunt effect due to the opening of GABA Areceptor channels. Second, IPSPs reduce the contribution of proximal dendritic Na + currents to the somatic spike. Evidence for the shunting effect of IPSPs was obtained in neurons recorded with KCl pipettes where it was observed that IPSP still reduced the spike amplitude even though the IPSP reversal was around 50 mV. In these conditions, however, the effect of IPSPs on spike amplitude, although still present, was markedly attenuated, suggesting that another factor, this one voltage-dependent, was involved. Evidence for this second mechanism was obtained in computer simulations where it was found that (i) in control conditions, somatic spikes contain a significant contribution of proximal dendritic Na + currents, up to about 100 µm from the soma; (ii) IPSPs prevent or diminish this contribution, leading to a reduced somatic spike amplitude. These considerations suggest that proximal IPSPs of increasing strength lead to a progressive reduction in spike amplitude by ''knocking out'' larger portions of dendrites. Thus, the progressive recruitment of proximal IPSPs from distal to proximal stimuli probably explains the increasing spike reductions observed from distal to proximal stimulations. However, it should be pointed out that in our experiments, IPSPs were elicited by electrical shocks. This type of stimulus may produce an artificially synchronous activation of inhibitory fibres. Yet, spontaneous IPSPs with amplitudes comparable to those of evoked IPSPs were observed, which also altered somatic spikes ( Figs 3A2, 7D2) .
Influence of inhibitory postsynaptic potentials on somatofugal spike propagation
Our models suggest that during a spike elicited by current injection, the peak of the somatic AP coincides with the rising phase of I Na in the proximal dendrites. Hyperpolarizing IPSPs of sufficient amplitude can counteract the rise of I Na in the proximal dendrites and thereby reduce the somatic spike amplitude. Thus, the present experiments and models suggest that the somatic spike shape provides a ''window'' into the participation of the proximal 100 µm of the dendrites.
A better insight into active dendritic events was obtained in neurons recorded with CsAc pipettes. By blocking I Kd and some Ca 2+ -dependent K + currents, 20, 65 Cs + reduced the R in drop normally occurring during the spike repolarization thus maximizing the dendritic depolarization caused by the somatic spike and allowing the soma to ''see'' more of the active dendritic events triggered by the AP. As a result, APs generated by Cs + -filled pyramidal neurons were prolonged by a shoulder that lengthened their falling phase. In inferior olivary cells, this shoulder is mediated by high-threshold dendritic Ca 2+ currents. 35, 36 Since pyramidal cells possess similar dendritic conductances, 30, 67 and pyramidal neurons generate dendritic Ca 2+ plateaus in the presence of K + channel blockers, 53,67 a similar mechanism probably contributed to the spike shoulder observed here.
In computer simulations of Cs + recordings, it was determined that Na + currents generated by the proximal 300 µm of the dendrites contributed to the falling phase of the somatic APs. Proximal IPSPs could reduce or prevent this contribution provided that they were correctly timed with respect to the activation of proximal dendritic Na + channels. In light of these considerations, the dramatic reduction of the Cs-induced spike shoulder and prolonged plateaux by cortically-evoked IPSPs suggests that the activation of dendritic Na + and Ca 2+ conductances by backpropagating APs can be controlled by synaptic events.
Much experimental and computational data supports this conclusion. For instance, Kim et al. 31 showed that IPSPs can reduce or block currentevoked Na + and Ca 2+ dendritic spikes in neocortical pyramidal neurons maintained in vitro. That backpropagating APs are sensitive to IPSPs was also observed in a recent experimental study of CA1 pyramidal neurons in vitro. 61 In this study, IPSPs produced no reductions in somatic spike amplitude because they were elicited by stimulation of stratum lacunosum-moleculare and targeted the distal dendrites. This is consistent with our simulations where the invasion of specific dendritic branches by backpropagating APs could be prevented by locally activating inhibitory synapses in distal dendrites, with no effect on the somatic spike.
Two modelling studies addressed the influence of synaptic events on spike back-propagation and provided support for the idea that this phenomenon can be modulated by synaptic inputs. In a conference abstract describing a modelling study of neocortical pyramidal neurons, 1a it was observed that dendritic spiking and spike back-propagation can be controlled by IPSPs even though the density of dendritic and somatic Na + channels was three-fold higher than in our model. In the other study, it was found that backpropagating APs can be modulated in a graded manner by background synaptic activity, but that only powerful inputs can dampen them in a significant way. 51 The sensitivity of backpropagating APs to synaptic control should not come as a surprise. In spite of developmental increases in the number of Na + channels, the density of Na + channels in the dendrites remains relatively low 24, 38 and dendritic Na + spikes are weakly regenerative. 27 As a result, the dendritic propagation of somatic APs is vulnerable to a variety of factors. For instance, recent in vitro experiments on CA1 pyramidal neurons showed that only the first few APs of a spike train fully invade the dendritic tree, 4,58 a phenomenon that was ascribed to Na + channel inactivation or to the activation of K + channels. 45a,58 Similarly, in unanaesthetized rats, dendritic invasion of successive APs is significantly reduced during spike bursts generated by CA1 pyramidal neurons during slow wave sleep 3a . Moreover, in neocortical pyramidal neurons observed in vivo with two-photon excitation laser scanning microscopy, 59a spike-related increases in Ca 2+ concentration were reported to be limited to the proximal apical dendrites.
Limitations of the model
Although the conclusions of our simulations showed a remarkable robustness to variations in the model's parameters, several points remain to be addressed. First, the passive properties of pyramidal neurons may not be uniform because of the presence of background synaptic bombardment in vivo. To limit this effect, we have performed recordings under deep barbiturate anaesthesia where spontaneous network activities are reduced. Comparing experimental data and simulations of the same cellular geometry should also greatly help in constraining these passive parameters. Second, various components of the model were based on data from other types of neurons as it was not available for adult neocortical pyramidal cells. Here, the availability of appropriate experimental data should help to further constrain the model. The data needed are: (i) the localization and density of Na + channels in different regions of the cell of adult neocortical pyramidal cells, including the soma, axon and initial segment; (ii) the exact details of Na + channel kinetics in adult neocortical pyramidal cells at body temperature; (iii) the distribution and kinetics of K + channels in dendrites. We found here that distributing IKd uniformly, like Na + channels, gave the most consistent results. This observation also awaits experimental verification.
Conclusions
Our experimental evidence and biophysical simulations suggest that Na + currents generated by the proximal dendrites contribute significantly to somatic spikes and that perisomatic IPSPs can reduce or prevent this dendritic contribution through a shunt and a voltage-dependent effect. It is suggested that IPSPs can modulate the retrograde propagation of somatic spikes in the dendrites provided that they are of sufficient amplitude and timed correctly.
