Introduction
The purpose of this paper is to extend the results of [7] in order to obtain existence theorems for hyperbolic genuinely non-linear systems of conservation laws of the form (1.1)
vt+g(u , V)x=0.
Heref and g are C 2 functions of two real variables u and v satisfying* fv gu>0, and u and v are functions of t and x, t>0, -oo <x<oo. We shall consider the Cauchy problem for (1.1); i.e., we seek solutions of (1.1) defined in t>0 which also satisfy (1.2) (u (x, 0), v (x, 0)) = (Uo (x), Oo (x)), -oo < x < oo, for some preassigned bounded and measurable functions Uo (x), Vo (x). It is wellknown, [9] , that one cannot, in general, obtain a smooth (i. e., classical) solution to this problem, and we shall therefore seek a "weak" solution. Thus, by a solution to the problem (1.1), (1.2), we mean a pair of bounded, measurable
functions (u(t,x), v(t,x)) which satisfy

SS [u(~ ~ UoCb dx=O t~O t=O
~ [vdA+g(u,v)ckx]dxdt+ ~ Vodpdx=O
t>O t=O for all smooth functions q~ = q~ (t, x) having compact support. In order to obtain an existence theorem for the problem (1.1), (1.2), we shall assume that the initial data satisfies a certain order condition which was introduced in [11] and which was also used in [7] to obtain existence theorems. Briefly, this condition states that certain initial data gives rise to a specific form of Riemann problem. Thus, if we let (us, vi)=(Uo (x~), v o (x~)), i= 1, 2, for xl <x2, then we assume that Riemann's problem for (1.1) with initial data (Uo (x), Vo (x)) = (ul, vl) if x < 0, and (Uo (x), Vo (x)) = (u2, v2) if x > 0, is solvable by a shock wave of one characteristic family and a rarefaction wave of the opposite family*. In addition to these assumptions on the initial data, we shall also assume that the system satisfies two other conditions which we shall now describe. First we shall assume a hypothesis which implies that the system (1.1) locally satisfies the GLIMM-LAX shock interaction condition. This condition was introduced in [5] , is characterized in the Appendix, and states that the interaction of two shock waves of the same characteristic family produce a shock wave of this family plus a rarefaction wave of the opposite characteristic family. In addition to this condition, we shall also assume a condition, condition (L), which assures us that all shock waves under consideration arise from the intersection of two characteristics from exactly one characteristic family. This requirement is always true locally and we shall give several natural conditions which assure us that this condition holds globally. We remark that these two assumptions hold for the systems considered in [7] and [11] . In fact, they are precisely the conditions which enable us to extend the methods of [7] to the more general systems (1.1).
The plan of this paper is first to construct through each point Po, in some open set in u-v space where our assumptions hold, two global curves, called the wave and shock curves, which consist of states which can be connected in P0 by a rarefaction wave of one characteristic family and a shock wave of the other characteristic family, respectively. We then show that our assumptions assure us that these curves have properties analogous to those considered in [7] . As a consequence of these properties we derive a necessary contition that any uniqueness conditions must satisfy. Using these properties of our curves we can apply the methods of [7] to obtain a solution to the problem (1.1), (1.2). The solution is a limit of a sequence of solutions of (1.1) with step data. These approximating solutions are uniformly bounded and have uniformly bounded variation, locally, in the sense of TONELLI-CESARI, [2] , with respect to two independent, not necessarily orthogonal, directions. From this it follows that the sequence of approximating solutions is compact in the topology of Ll-convergence on compacta, and hence contains a subsequence converging to a solution of the original problem (1.1), (1.2). We shall then show that we can also obtain a solution to (1.1), (1.2), under the same hypotheses, using the difference scheme introduced by J. GLIMM in [4] . This shows that the GLIMM scheme can be used to solve certain Cauchy problems where the variation of the initial data is arbitrarily large. We end the paper with some concluding remarks and examples.
The Geometry of the Wave and Shock Curves
In this section we shall construct the wave and shock curves and then derive their main properties. This analysis is basic in our work, and we hope it will also prove useful in obtaining existence and uniqueness theorems for more general initial data.
Let F be the mapping from E 2 into E 2 defined by F: (u,v)~(f (u,v) , g(u,v)), and denote by dF (u, v) 
where d2F is the second Frrchet derivate of F. (See [2] for a discussion of derivatives of vector-valued mappings.) It is shown in the Appendix that for sufficiently weak shocks this implies the GLIMM-LAX shock interaction condition [5] , which states that the interaction of two shocks of the same characteristic family produces a shock of that characteristic family plus a rarefaction wave of the other characteristic family. With these normalizations for li and r i, it is also shown in the Appendix that the condition (2.4) for genuine non-linearity is equivalent to
Thus we can write (2.4) and (2.6) in the form
We are now in a position to construct the wave and shock curves. Thus, let Po =(Uo, Vo) be a point in U. We shall construct two curves v=w(u; Po) and v=s(u; Po) which represent states which can be connected to Po by rarefaction waves and shock waves. We shall first consider the case of rarefaction waves. It is well-known [10] that there exists a transformation of independent variables (u, v)~(r, s) which puts the system (1.1) into Riemann-invariant form:
A rarefaction wave is an open region in the x-t plane in which one of the Riemann-invariants r or s is constant. From (2.8) we see that r and s are constant along curves x=22 and x=21, respectively. We shall refer to these curves as We shall next consider the shock curves. These curves satisfy the RankineHugoniot conditions
where tr=a (u,v; Uo, Vo) is the shock speed. We eliminate ~ in these equations to get (2.10)
We seek a and b so that we can write (2.11)
V=Vo+a(u-Uo)+ 89
U>Uo.
To do this, we make the change of variable V-Vo=(U-Uo)dp(u) where ~b(u)= a+b (u-uo) 
We let (ul, vl) be a point on the shock curve close to (Uo, Vo) and we solve the problem
Denote the solution of this problem by v=s(u; Po)=S(U).
We shall now need some additional notation. Let v =s(u; P0); then we define
. d# t~u * In [9] it is shown that the 2-shock curve and the 2-rarefaction wave curve together form a C 2 function at Po-We define an/-shock, or a shock of i th characteristic family, i = 1, 2, to be a discontinuity x=x(t) of the function (u(t,x), v(t,x)) satisfying the RankineHugoniot condition and the single equality (2.15)
2,(u(x+O,t),v(x+O,t))<x(t)<Ai(u(x-O,t),v(x-O,t))
where s is the shock speed. This definition differs slightly from that of LAx [9] in that we do not now require the additional condition 21 (u(x-O, t), v(x-0, t))< J(t) to hold for 2-shocks and the additional condition 2 z (u (x :1-0, t), v (x + 0, t)) > ~ (t) to hold for 1-shocks. We shall have more to say about these conditions later. With this definition we can prove the following theorem. Proof. We shall only give the proof for 2-shocks, and we therefore have to show
quality is not true all along v =s(u), let P~ =(u~, v~) be the first point of equality,
since it is easy to see that the denominator is non-zero at /1.* Furthermore,
in view of (2.
4). This contradicts the definition of P1. Hence a(u,v)>A(u,v) along v=s(u).
We note that this implies that U>Uo and V<Vo along v=s(u) since we known that these are true locally near (Uo, Vo) and a(u,v)>2(u,v) implies that u =s(v) cannot have any vertical or horizontal tangents. We shall now prove that a decreases along v =s(u), and this will imply that
, (see [9] ).
To to this, we first note that from [9] , a decreases along v=s(u) close to Po. If da/dl~ were ever zero at a point, then at this pointfu-a+hfv=O. If we write this out using the definition of h, it would imply that a =2, contrary to what we have just proved. Hence da/d# < 0 and the proof of the theorem is complete. ( ul--Uo)=0, then it follows from the definition of P1, that P1 must be the first point where this holds. Hence h(P1)<0 so that ul--Uo>0 and vl--Vo>0. But f v< 0 and A--gv> O, and this is impossible.
* In fact, if (vt--vo)fv+(2--g v)
The next theorem continues our study of the properties of the shock curves. Theorem 2.3. The shock curve v =s(u; Po) satisfies
It is interesting to see what these conditions mean geometrically. For example, the first equality in (2.17) says that a shock curve originating at a point on the original shock curve has the slope of its tangent vector greater than the slope of the original shock curve at the point. Thus the new shock curve starts out "breaking to the right", and this implies that the GLIMM-LAX shock interaction condition holds locally all along the shock curve (and not just in a neighborhood of Po). Similarly, (2.19) implies that the shock curve is convex upward.
Proof.
We shall first compute da/dl~ at Po. To do this, we use (2.12) to get
If we write a--(2-fu)/f~, then we get
and this implies that a> (v-vo)/(u-Uo) for u close to Uo since (v-Vo)/(u-Uo)~ a(Po) as U~Uo, again by (2.9). The rest of the proof of this theorem proceeds in a manner analogous to theorem (2.3) of [7] . We leave the details to the reader. Proof. Inequality (2.19) of the last theorem shows that the shock curve is convex upward. Since the shock curve is also decreasing, it cannot escape; i.e., there is no finite ul >Uo for which lim s(u; Po)= -oo as u-~ul.
We shall next obtain an ordering principle which is the basic step in our existence theorem. Let P0 =(Uo, Vo)E U and let
C(Po)={(u, v)e U: s(u; Po)<V<W(U; Po), u _->Uo}.
We wish to prove the analogue of theorem (2.4) in [7] which states that if 1'1 e C(Po) then C(PO ~ C(Po). However, we cannot prove this theorem without making an additional assumption, which, along with our previous assumptions, is necessary and sufficient for this theorem to be true. This additional assumption is
This condition assures us that all 2-shocks under consideration, arise from the intersection of characteristics from the second characteristic family, and not from the intersection of characteristics of the first characteristic family. Condition (L) is part of the definition of shocks in [9] . We shall now give some sufficient conditions in order that (L) holds. Proof. In [9] it is shown that tr(Po)=22(Po) so that tr(Po)>21 ( Similarly, (L) holds if gvu > 0 and g~ < 0. This completes the proof.
We note that conditions (a) and (c) both hold for the systems considered in [7] and [11] . Proof. In our notation, we are to show that there exists a point u a >Uo for which v2=s(u2; u3, w(u3; Po)). Let A be the vertical line u=u2, let S be the shock curve v=s(u; Po) and let W be the wave curve v=w(u; Po). Consider the mapping q~ from W to A defined by (.; w(u; 1"o)) u, w(.; Po))), that is, ~b maps a point P on W into the point of intersection of A with the shock curve originating at P (see Figure 1 ). Since -o0 <h<0 along the shock curves, we see that the shock curves originating at a point on W with u o < u < u2 cut A transversally. This implies that ~b is continuous. Let A and B be the points of intersection of A with W and S respectively. Since the region enclosed by PoAB is compact, the slopes of the shock curves originating on IV, in this region, are bounded. Hence points on W close to A must map under ~b into points above Pz on A. Also since ~b(Po)=B and Wis connected, there must be a point P3 on W for which ~b (Pa) = P2. This completes the proof of the lemma.
The next lemma applies this result to characterize when the ordering principle holds. * We note that this case was proved independently of (L) and shows that the interaction of two 2-shocks produces a 2-shock and a 1-rarefaction wave. In other words, the GLmlM-LAx shock interaction condition is valid globally in U.
Proof. The condition is certainly necessary. We must thus show that the condition is sufficient. Let W and S be the wave and shock curves v=w(u; Po) and v=s(u; P0), respectively. Suppose that there were a point (u', v')=P'eC(Po) with v'>s(u';Po) for which the shock curve v=s(u;P') intersected S. By Lemma 2.7, there is a point P2 on W such that the shock curve v =s(u; P2) passes through P'. In view of Theorem 2.3, the shock curve v=s(u; P2) meets S, and by previous results this curve actually passes through S (see Figure 2 ). This is a contradiction and the proof of the lemma is complete. We note that condition (L) was not used in the proof of these lemmas. We shall now complete the proof of Theorem 2.6. The idea of the proof is as follows. Let Poe U, let W and S be as before the wave and shock curves v = w(u; Po) and v=s(u; Po), respectively, and let PeS. We want to show that as Po moves along W to Pg in the direction of increasing u, then the point of intersection of the shock curve v=s(u; Pg) with the wave curve v=w(u; P) also moves in the direction of increasing u. It will then follow that the shock curve v=s(u; Pg) cannot meet the shock curve v--s(u; P0), and so we will be done by Lemma 2.8.
Thus, let G(P, Po, a) be the mapping from Ux UxE' into E 2 defined by
G(P, Po, tr)=F(P)-F(Po)-tr(P-Po).
Then P and Po can be joined by a 2-shock if there is a (r satisfying (2.16) for which G(P, Po, a)=0. We claim that in view of our previous remarks it suffices to show that there exist ~ > 0 and t real such that 
~(2,(P)-a)r,(P)-(21(Po)-a)rl(Po)-t(P-po)=O.
We must show that ~(=~(P, Po)) is always positive. Our hypothesis (L) implies that 21 (Po)-a < 0 so that if ~ =0 we would have P,Po parallel to r 1 (Po) which is impossible since slope (P-Po) < a2 (P) < 0 < a I (Po) = slope r 1 (Po) from (2.3) and Theorem 2.3. Next, from hyperbolicity and (2.16) we obtain 21(P)-a<0, and this along with (L) shows that =>0 for P close to Po. Finally, if we write (2.21) as 
in U. Then C(P1) ~_ C(Po) for every 1>1 e C(Po), Po, P1 e U, if and only if condition (L) holds inU.
Proof. We have already proved that condition (L) is sufficient. Now suppose that the ordering condition holds and condition (L) is violated. Then from part (1) of Lemma 2.5, there is some point P'e U for which 21 (Po)=a(P',Po). Since tr decreases along shock curves (see the proof of Theorem 2.2), we can find a point PeU such that 21(Po)>a(P, Po). As before, using (2.21), it follows that ~0. Also, the geometry shows that ~>0 is impossible (otherwise rl(P)=n rl(Po)+ m(P-Po) with n<0) so that ~<0. But since ~=0'(T), there exist 21, 22, with z2 > ~, for which 0 (z~)> 0 (z2). This implies that r t,,)P is further along the wave curve v=w(u; P) than r so that the shock curve v=s(u; r 
I
(a) (Uo, v0), (u2, v2); i.e., two constant states separated by a 2-shock, and (b) the three constant states (Uo, Vo), (ul, vl), (u2, v2) where (ul, vl) is connected to (Uo, Vo) by a 1-rarefaction wave, and (u2, v2) is connected to (u 1, vl) by a 2-shock.
Thus, anticipating our work in the next section, we can say that in this case uniqueness for Riemann problems implies existence for more general data. We note that it has been proposed in [9] that the shock conditions (2.16) and (L) should be sufficient to isolate a unique solution (possibly the physically relevent one). We have given further evidence for this conjecture by showing that in view of Theorem 2.9, condition (L) must necessarily hold if there is a unique solution to the Cauchy problem (1.1), (1.2). In view of its importance, we state this formally as a theorem: Theorem 2.10. Let the system (1.1) satisfy (2.1) and (2.7) in U. If the Cauchy problem ( 
1.1), (1.2) has a unique solution in U, then condition (L) holds in U.
We remark that similar considerations using shock curves of the first characteristic family show that uniqueness implies that the following condition must also hold in U:
For each Poe U, if v=sl(u; Po) is the shock curve of the first characteristic (L') family through Po, and (u, v) e U, then al (u, v; Po) < 22 (u, v) where ~1 denotes the corresponding shock speed.
The Existence Theorem
We shall now sketch a proof of the existence theorem. The results of Section 2 allow us almost completely to carry over the argument of [7] . The main difficulty is that we cannot show, as in [7] , that our approximating solutions are of locally bounded variation in the sense of TONELLI-CESARI with respect to the (x-t) coordinates. This is true because we do not necessarily have ,~2>0>~q but merely 2 2 >,~1.
We require that our initial data (Uo (x), Vo (x)) be bounded* and measurable and satisfy the following condition in U:
(c) (Uo(X2), Vo(X2)) C(uo(x,), Vo(Xl)), x, <x:.
Note that Theorem 2.6 implies that the relation (u 0 (x2
is transitive, thereby making it somewhat easier to check (C). The method of proof is to approximate the initial data with step data (u ~ (x), v~ such that condition (C) is maintained, and then to solve the corresponding initial-value problems as in [7] to obtain solutions (u,(x,t), v,(x,t)), t>O. The functions u,(t,x) are uniformly bounded, for at each fixed to lira u, (x, to) 
=Uo( + oo) X ~ -t-oO
and u,(to, x) is monotonic in x. Let v+ and v_ be upper and lower bounds for Vo(X). Then from our previous paper [7] we know that (u,(t,x), v,(t,x) ) is con- 
Ivn(P1)-vn(ez)l < klun(P1)-un(e2)l where P~=(x(s~), t(si)), i=l, 2. Hence v,(x(s), t(s)) is of bounded variation,
where the bound on the variation is independent of n. Let 
un(x, t)=Un(X+O~t, t), v.(x, t)=vn(x+o~t, t).
For each fixed to, the is also bounded independent of n. Therefore F.(x,t) is of uniformly bounded TONELLI-CESARI variation on each compact subset of t> 0, (see [7] ). In an analogous fashion, ff.(x,t) is of uniformly bounded TONELLI-CESARI variation on each compact subset of t > 0. From [3] and [6] , these functions are compact in the sense of Ll-convergence on compacta in t>0. Thus we get a subsequence, call it (ff.(x,t), ~. (x,t) ) again, such that
(Un(X, t), Vn(X, t))~ (U(X, t), V-(X, t))
in the sense of Lx-convergence on compacta in t>O. If we now let
u(x, t)=K(x-~t, t), v(x, t)=F(x-~t, t),
then by a change of variables in the multiple integral we have
Hence
(u.(x, t), v.(x, t))~(u(x, t), v(x, t))
in the sense of L1 convergence on compacta in t>0. The fact that (u(
x,t), v(x,t))
is a solution of our original problem (1.1), (1.2) now follows as in [7] .
Existence Theorem Using the Glimm Difference Scheme
Let f and g satisfy the same hypotheses as before, namely (2.2), (2.7) and condition (L) in U~_E 2, and let the initial data Uo(x)=(Uo(X), Vo(X)) be bounded and measurable and satisfy condition (C) in U. We shall show that we can obtain a solution to the problem (1.1), (1.2) using the method of GLIMM [4] . We need to recall briefly the definition of the GLIMM difference scheme. Let B be the compact region defined in Section 3. Choose mesh lengths r and s such that By our previous results, the solution exists since the data satisfies condition (C). Also, in view of Theorem 2.9, the solution also satisfies condition (C) on t=(n+l)s. We set
U(x,t)=V(x,t), (m-1)r<x<mr, ns<t<(n+l)s,
and then U(x, t) is defined on the line t = (n + 1)s. Moreover, U(x, t) restricted to the mesh points am,,+1 also satisfies condition (C), and hence the difference scheme is defined inductively on all the mesh points (compare with [4] , p. 705). Hence
is defined by this device on t > 0. Next, from our work in Section 3, there exist constants k~ such that for each to >0, if xl >x2
so that for each t_>_ 0,
Tot. var. U(t, x)~k3 Tot. var. Uo(x).
It now follows as in [4] , pp. 711-714, that there exists a set of measure zero N c A, such that if a ~ A ~ N then a sequence Ua, ,, converges, as r~-, 0, to a solution of (1.1), (1.2). We therefore can obtain a solution to our problem using the GLIMM difference scheme. However, since we are unaware of any uniqueness theorem for systems which is applicable here, we do not know whether the solution constructed in Section 3 agrees with the solution constructed here. We conjecture an affirmative answer to this question.
Concluding Remarks
We first note, just as in [7] , that the functions ~(x,t) and ?J(x,t) defined in Section 3 are monotonic with respect to x and t respectively. It then follows, as we observed in [7] , that these functions are continuous almost everywhere in t => 0. Therefore the solution (u(x, t), v(x, t)) constructed in Section 3 is continuous almost everywhere in t => 0.
Next we would like to make an observation concerning condition (2.7). It might appear that this condition, being a type of convexity condition on the mapping F, would be implied by the definiteness of the Hessians of f and g. We shall now show that this is false. Let J and J be the Hessians off and g, respectively.
From (2.5) it follows that ~<0 and J<0 implies that lld2F(r2, r2)<0, and Let F~ =(f~, g3, and let ~ and ~ be the Hessians off~ and g~ respectively, i = 1, 2.
At the point (0, 0), each matrix dF~ is the same:
10]
This matrix has eigenvalues 21 = -1, 2 2 =2 with right and left eigenvectors given by rl =(1, 2) ~, r2 =(-1, 1)', 11=(1,1), l~=(-2,1).
thermore it is easy to check that at (0, 0), Jl > 0 and ~ > 0. Hence by continuity, we see that these inequalities are true in a neighborhood of (0, 0). A similar argument using f2 and g2 shows that ~r and Jz>0 do not imply (2.7). We remark that it is not difficult to show that if ,,'~>0, then J>0 implies that Itd2F(r2,r2)>O, while J<0 implies that lzd2F(rl, rl)>O. Here we are of course assumming that the r~ and li are normalized by (2.4) and lira>O, i= 1, 2.
We would also like to point out that we do not need both conditions (2.6) in order to prove an existence theorem using either the method of Section 3 or the method of Section 4. For example, we only used 12d2F(rl, rl)>0 in order to prove that the wave curve does not escape. If the wave curve did happen to escape, this would cause us no difficulty. That is, we can still solve the Riemann problems for (1.1) with initial data satisfying (C), by a 1-rarefaction wave and a 2-shock wave, and the solutions will have the same properties as before.
Finally, in view of Theorems 2.9 and 2.10, it would be very interesting to know whether condition (L) is always valid globally.
We assume that we can find a local coordinate system wx, w2 ..... wa defined in an open set UcE" which consists of Riemann invariants. This means that the functions w~ satisfy (2) dw~ ( Proof. We need only calculate the coefficient of e~[6, the other terms being given in [9] . Let uj(e~) be the curve of states which can be connected to vj_a by a j-shock on the right. Take the equations s(u-ul)=F(u)-F(ul), A rj=Ajrj with u=uj(ej), differentiate the first three times with respect to e j, the second twice with respect to ei, and set ej = 0. This gives ftrj+ 2A;j+ AiJ)=2jii)+ 31:f12+ 3s'rj and A rj +2.4 l:i+A/:j =2j l:j+ 2 l:j +,~j rj, where we have used the normalizations in [9] . Subtracting, we get 
Wi ( Now since ?k + 5k < 0, we see that ek < 0 for small I ~ I + [ 5 I, so that Ok is connected to Ok_ 1 by a k-shock and thus ~k=l in (9). Moreover if i4=k, then ?,=6,=0, so that (9) becomes, for i#k,
(2, -2k)
We shall next exhibit a relation between l, bk and d2g. The basis of this relation is obtained by differentiating the equation A r k =2kr k in the direction rk:
If we multiply this equation on the left by 1,, i#k, we obtain We have thus proved the following theorem. In the case where lj (u) d2g(rk(u) , rk(U))=0, one can obtain the sign of ej by calculating the higher order terms in (4) and obtaining an analogue of (7). We shall not pursue these matters here. We note that in the course of the proof we 14" have shown that the k wave produced in the interaction of two sufficiently weak k-shocks will be a k-shock wave.
We shall next demonstrate a relation between d 2 F and the condition of genuine non-linearity. To this end, multiply (11) on the left by l k and get d2k(rk)= lkdA(rk)r k =lkd2F (rk, rk) . This proves the following theorem.
Theorem 2. The system (1) is genuinely non-linear in the k-th characteristic field, 1 <_k<_n at u~E if and only if lk(u ) d2F(rk(u), rk(u))4:0.
We remark that for certain systems of equations we have the equalities
lj(u) d2F(rk(u), rk(U)) = Ij(u) d2F(rk(u), rk(u))
SO that the condition of genuine non-linearity is equivalent to a shock interaction condition. This is true, for example, for the system ut+f(v)x=O, vt+g(u)x=O considered in [7] . Now we shall specialize to the case n = 2 where our results can be formulated in terms of the classical Riemann invariants of the system. Thus consider the system (I. 1) with the notations in w 1. The left eigenvectors of A can be taken as L I =(ru, rv), Lz=(S~, sv), and upon multiplying ( 
y=(s~s~). x Su v Sv v~
Finally, we recall the shock interaction condition introduced in [5] which states that the interaction of two shocks of the same family produces a shock of that family plus a rarefaction wave of the opposite family. Using Theorem 1 we can therefore formulate this condition by requiring that the quantities in (14) and (15) be positive.
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