. The reliability problems of various engineering systems with discrete-state and continuous-time were presented and the problems were solved by using Markov model with discrete and continuous time (Barbu et al. 2004 , Koroliuk et al. 2011 , Menshikova and Petritis. 2014 , Barbu and Limnios. 2008 , Janssen and Manca. 2007 . However, there is limited literature on multi-state engine system reliability studied by using the Markov chains and semi-Markov chain. The reliability of multi-state generator has been studied by using discrete-state and continuous-time Markov model and the predicted results can be used for short-term forecasting of this type of equipment (Lisnianski et al. 2012) .
On the basis of these articles, the multi-state random process of engine system has been studied by using discrete-state and continuous-time Markov model and semi-Markov model based on the actual failure of engine system. The appropriate multi-state Markov model has been established and the multi-state engine reliability based on time response can be assessed by using the proposed model. It is illustrated that the proposed method is practicable, feasible and gives reasonable prediction which conforms to the engineering practice.
The Multi-state Markov Model
At any time t during the work period T of an engine unit, the work capacity of the engine can be indicated by using real interval [0, ] g where g is the maximum work capacity of the engine at time t . Clearly, this is continuous-state random process. However, the process can be substituted using discrete-state continuous-time process ( ) G t which is elaborated as follows.
(1) The two special states of the engine are denoted by 1 and N which correspond to 1 0 g  that the engine has completely failed and N g g  that the engine produces output energy at a normal level, respectively.
(2) The interval [0, ] g can be divided into 2 N  subintervals and the length of each
at time t and its work energy is denoted by i g .
(4) The work energy i g of the random process ( ) G t in state i is the average energy of (( 1) , ] i g i g    . Fang, Tao and Tee, Mechanical Engineering Journal, Vol.3, No.3 (2016) 
The number of unit for transition from state i to state j is denoted by ij k whereas the number of sojourn in state i of the unit is denoted by i k . The transition intensity , i j a of discrete-state continuous-time stochastic process can be determined as discussed in Section 3. G t can be considered as a discrete-state and discrete-time random process which is denoted by ( ), 0,1, 2, Di G n n   . This is an embedded Markov process and this process can be entirely determined by using its initial state probability distribution and probability of one step transition which is denoted by , , 1, 2,
Determination of Transition Intensity
The cumulative probability distribution function of the unit transition from state i to state ( ) j i j  is shown as follows.
The first transition probability of the unit from state i to state j at time t is denoted by
(2) can be rewritten as follows.
The cumulative probability distribution function of sojourn time i T of the unit in state i is written as follows.
It is shown from Eq. (4) that i T is considered to obey the exponential distribution and the mean of ( ) i F t can be calculated as follows.
On the other hand, the mean obtained by using observed samples is given as follows.
( )
The total intensity of the transition from any states can be estimated by using Eq. (7) which can be obtained by using Eqs. (5) and (6). 
The probability of one step transition can be obtained by using embedded Markov random processing.
Equation (8) can then be further simplified by using Eq. (4) as follows.
The single transition intensity in state i can be obtained by rearranging Eq. (9) as follows.
The single step transition probability of embedded Markov chain can be computed by using unit work energy.
Finally, the transition intensity can be computed by using Eqs. (7), (10) and (11).
For the multi-state Markov system with N states, the transition intensity can be written as follows.
In summary, the algorithm for determination of transition intensity for multi-state Markov system with N states is given as follows.
Step 1. The system will be quantitatively processed by using the method described above. Every state i of the engine will be corresponded to the output work energy i g .
Step 2. The summation of sojourn time of the unit in every state i can be computed by using the observed data. 
Step 3. The transition intensity from state i to state j is computed by using Eqs. (16) and (17). , . 
Worked Examples 4.1 Computation of transition intensity for four-state Markov model
The number of transition from state i to state j and the sojourn time in state i of the unit is shown in Table 1 . 
Analysis of four-state model for engine unit
The transition of four-state Markov model is shown in Figure 2 . The steady-state probabilities of the states 1, 2, 3 and 4 are given as follows, respectively. Fang, Tao and Tee, Mechanical Engineering Journal, Vol.3, No.3 (2016) 
Reliability prediction based on time response
In electrical engineering, forced outage rate (FOR) of engine is an important reliability evaluation indicator. FOR is the probability that the engine will not be available for service when required and the output energy of the engine is 0. It is a function of time which stops in state 1 as follows.
( ) FOR t is computed based on initial conditions of the differential Eqs (21). Four cases of initial conditions are studied and are preset as follows. It is shown that the engine is stable after 80 hours and the stability probability in state 1 at that time is estimated as follows. (26) and (27). It is also noticed that the maximum FOR under the initial conditions of (25), (26) and (27) is larger than that under the initial condition of (24). The reason is that if state i is closer to state 1 than state j when the unit is transited from state i to state j , the engine has a higher probability of malfunction. Obviously, the engine is turned into fault state when it is operated under the initial condition of (27) which can be validated by the real situation.
It is observed from these figures that the maximum of FOR(t) under initial condition of Eq. (25) (max{FOR(t)} ≈ 0.0041) is almost two times greater than the maximum of FOR(t) under initial condition of Eq. (24) (max{FOR(t)} ≈ 0018). On the other hand, the maximum of FOR(t) under initial condition of Eq. (26) (max{FOR(t)} ≈ 0.0051) is far greater (more than 20 times greater) than the maximum of FOR(t) under initial condition of Eq. (24) (max{FOR(t)} ≈ 0018). These observations reflect that FOR(t) under the former initial condition is greater than FOR(t) under the next initial condition, if state i is closer to the complete failure state 1 than state j, as it is easier for the unit to enter complete failure state 1 if the unit's initial state is closer to state 1.
If the engine can be supplied to output capacity of 200 W  kW at the 1000th hour, it will be transited to state 2 and the output energy can not be reached to 123kW. In other words, the following capacity deficiency (CD) will be produced.
(
If it will be transited to state 1, the output energy can not be reached to the requirement. In other words, the following capacity deficiency (CD) will be produced.
The expected capacity deficiency (ECD) is a function of time response and can be obtained as follows. under the former initial condition is greater than ECD(t) under the next initial condition if state i is closer to the complete failure state 1 than state j as it is easier for the unit to enter complete failure state 1 if the unit's initial state is closer to state 1.
Based on ( ) i ECD t (ECD(t) for Cases i, i=1, 2, 3, 4), the expected energy not supplied (EENS) at any time can be computed using Eq. (32) as follows.
Conclusions
The method for developing a multi-state Markov model for an engine system is proposed. The output power of engine system is discretized and modeled as a discrete-state continuous-time Markov random process. The multi-state Markov model is then established. The corresponding computational algorithm has been developed. According to the observed data, the transition intensity is determined.
