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Abstract: In this monograph we prove that the nonlinear Lie algebra representation
given by the manifestly covariant Maxwell-Dirac (M-D) equations is integrable to a global
nonlinear representation U of the Poincare´ group P0 on a differentiable manifold U∞ of
small initial conditions for the M-D equations. This solves, in particular, the Cauchy
problem for the M-D equations, namely existence of global solutions for initial data in
U∞ at t = 0. The existence of modified wave operators Ω+ and Ω− and asymptotic
completeness is proved. The asymptotic representations U
(ε)
g = Ω−1ε ◦ Ug ◦ Ωε, ε = ±,
g ∈ P0, turn out to be nonlinear. A cohomological interpretation of the results in the
spirit of nonlinear representation theory and its connection to the infrared tail of the
electron is given.
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1. Introduction
It is well-known that the construction of the observables on the Fock space of QED
(Quantum Electrodynamics) requires infrared corrections to eliminate the infrared diver-
gencies in the perturbative expression of the quantum scattering operator. These correc-
tions are introduced by hand with the purpose to give a posteriori a finite theory. In this
monograph we shall prove rigorous results which we have obtained concerning the infrared
problem for the (classical) Maxwell-Dirac equations. Our belief is that such results can
a priori be of interest for QED, especially for the infrared regime and combined with the
deformation-quantization approach [1], [2], [4]. Our results show in particular that, also in
the classical case one obtains infrared divergencies, if one requires free asymptotic fields as
it is needed in QED. But before continuing the physical motivation of the paper, we shall
describe the mathematical context.
1.1 The Mathematical Framework
1.1.a The Equations. We shall use conventional notations: electron charge e = 1; Dirac
matrices γµ, 0 ≤ µ ≤ 3; metric tensor gµν , g00 = 1, gii = −1 for 1 ≤ i ≤ 3 and gµν = 0
for µ 6= ν; γµγν + γνγµ = 2gµν ; ∂µ = ∂/(∂yµ);  = ∂µ∂µ (with the Einstein summation
convention and the index raising convention). Then the classical Maxwell-Dirac (M-D)
equations read:
Aµ = ψγµψ, 0 ≤ µ ≤ 3, (1.1a)
(iγµ∂µ +m)ψ = Aµγ
µψ, m > 0, (1.1b)
∂µA
µ = 0, (1.1c)
where ψ = ψ+γ0, ψ
+ being the Hermitian conjugate of the Dirac spinor ψ. We write
equations (1.1a) and (1.1b) as an evolution equation:
d
dt
(Aµ(t), A˙µ(t)) = (A˙µ(t),∆Aµ(t)) + (0, ψ(t)γµψ(t)), (1.2a)
d
dt
ψ(t) = Dψ(t)− iAµ(t)γ0γµψ(t), (1.2b)
where D = −∑3j=1 γ0γj∂j + iγ0m, ∆ =∑3j=1 ∂2j , t ∈ R and where Aµ(t), A˙µ(t):R3 → R,
ψ(t):R3 → C4. The Lorentz gauge condition (1.1c) takes on initial conditions Aµ(t0),
A˙µ(t0), 0 ≤ µ ≤ 3, and ψ(t0) at t = t0 the form (cf. [10], [8])
A˙0(t0) +
3∑
i=1
∂iA
i(t0) = 0, (1.3a)
∆A0(t0) + |ψ(t0)|2 +
3∑
i=1
∂iA˙
i(t0) = 0, (1.3b)
where Aµ = gµνAν .
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1.1.b Poincare´ covariance: linear part and representation spaces. Since equations
(1.1a), (1.1b) and (1.1c) are manifestly covariant under the action of the universal covering
group P0 = R4⊂×SL(2,C) of the Poincare´ group, it is easy to complete the time translation
generator, formally defined by (1.2a) and (1.2b), to a nonlinear representation of the whole
Lie algebra p = R4⊂+sl(2,C) of P0. To do this we first introduce topological vector spaces
on which the representations will be defined. Let Mρ, −1/2 < ρ < ∞ be the completion
of S(R3,R4)⊕ S(R3,R4) with respect to the norm
‖(f, f˙)‖Mρ =
(‖|∇|ρf‖2L2(R3,R4) + ‖|∇|ρ−1f˙‖2L2(R3,R4))1/2, (1.4a)
where S(R3,R4) is the Schwartz space of test functions from R3 to R4 and where |∇| =
(−∆)1/2. Let D = L2(R3,C4) and let Eρ =Mρ⊕D, −1/2 < ρ <∞, be the Hilbert space
with norm
‖(f, f˙ , α)‖Eρ =
(‖(f, f˙)‖2Mρ + ‖α‖2D)1/2. (1.4b)
When there is no possibility of confusion we write E (resp. M) instead of Eρ (resp. Mρ)
for 1/2 < ρ < 1. M◦ρ is the closed subspace of elements (f, f˙) ∈Mρ, −1/2 < ρ <∞ such
that
f˙0 =
∑
1≤i≤3
∂ifi, (1.4rmc)
f0 = −
∑
1≤i≤3
|∇|−2∂if˙i,
where f = (f0, f1, f2, f3) and f˙ = (f˙0, f˙1, f˙2, f˙3). A solution Bµ of Bµ = 0, 0 ≤ µ ≤ 3,
with initial conditions (f, f˙) ∈ Mρ satisfies the gauge condition ∂µBµ = 0 if and only if
(f, f˙) ∈M◦ρ. We define E◦ρ =M◦ρ ⊕D.
Let Π = {Pµ,Mαβ
∣∣0 ≤ µ ≤ 3, 0 ≤ α < β ≤ 3} be a standard basis of the Poincare´
Lie algebra p = R4⊂+sl(2,C), where P0 is the time translation generator, Pi, 1 ≤ i ≤ 3 the
space translation generators, Mij , 1 ≤ i < j ≤ 3, are the space rotation generators and
M0j, 1 ≤ j ≤ 3, are the boost generators. We define Mαβ = −Mβα for 0 ≤ β ≤ α ≤ 3.
There is a linear (strongly) continuous representation U1 of P0 in Eρ, −1/2 < ρ < ∞,
(see Lemma 2.1) with space of differentiable vectors Eρ∞, the differential of which is the
following linear representation T 1 of p in Eρ∞:
T 1P0(f, f˙ , α) = (f˙ ,∆f,Dα), (1.5a)
T 1Pi(f, f˙ , α) = ∂i(f, f˙ , α), 1 ≤ i ≤ 3, (1.5b)
(T 1Mij (f, f˙ , α))(x) = −(xi∂j − xj∂i)(f, f˙ , α)(x) + (nijf, nij f˙ , σijα)(x) (1.5c)
1 ≤ i < j ≤ 3, σij = 1/2γiγj ∈ su(2), nij ∈ so(3),
(T 1M0i(f, f˙ , α))(x) =
(
xif˙(x),
3∑
j=0
∂j
(
xi∂jf(x)
)
, xiDα(x)
)
+ (n0if, n0if˙ , σ0iα)(x), (1.5d)
1 ≤ i ≤ 3, σ0i = 1/2γ0γi, n0i ∈ so(3, 1),
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where x = (x1, x2, x3) are related to contravariant coordinates y
µ by xi = y
i (we use
this notation to avoid writing components of vectors in R3 with uppper indices that could
be confused with powers). The explicit form of nαβ, 0 ≤ α < β ≤ 3, defining a vector
representation of p in R4, is not important here. We remark that U1 leaves E◦ρ invariant.
Following closely [20], we introduce the graded sequence of Hilbert spaces Eρi , i ≥
0, Eρ0 = E
ρ, where Eρ∞ ⊂ Eρj ⊂ Eρi for i ≤ j. Eρi is the space of Ci-vectors of the
representation U1. Suppose given an ordering X1 < X2 < · · · < X10 on Π. Then in the
universal enveloping algebra U(p) of p, the subset of all products Xα11 · · ·Xα1010 , 0 ≤ αi, 1 ≤
i ≤ 10, is a basis Π′ of U(p). If Y = Xα11 · · ·Xα1010 , then we define |Y | = |α| =
∑
0≤i≤10 αi.
Let Eρi , i ∈ N be the completion of Eρ∞ with respect to the norm
‖u‖Eρ
i
=
( ∑
Y ∈Π′
|Y |≤i
‖T 1Y (u)‖2Eρ
)1/2
, (1.6a)
where T 1Y , Y ∈ U(p) is defined by the canonical extension of T 1 to the enveloping algebra
U(p) of p. LetM◦ρi =M
ρ
i ∩M◦ρ, E◦ρi = Eρi ∩E◦ρ,M◦ρ∞ =Mρ∞∩M◦ρ and E◦ρ∞ = Eρ∞∩E◦ρ,
whereMρi (resp. M
ρ
∞) is the image of E
ρ
i (resp. E
ρ
∞) inM
ρ under the canonical projection
of Eρ on Mρ. Let Di (resp. D∞) be the image of E
ρ
i (resp. E
ρ
∞) in D under the canonical
projection of Eρ on D. To understand better what the elements of the spaces Eρi are, we
introduce the seminorms qn, n ≥ 0, on Eρ∞, where
qn(u) = (q
M
n (v)
2 + qDn (α)
2)1/2, u = (v, α) ∈ Eρ∞, v ∈Mρ∞, α ∈ D∞,
qMn (v) =
( ∑
|µ|≤|ν|≤n
‖Mµ∂νv‖2Mρ
)1/2
,
qDn (α) =
( ∑
|µ|≤n
|ν|≤n
‖Mµ∂να‖2D
)1/2
,
where µ = (µ1, µ2, µ3), ν = (ν1, ν2, ν3) are multi-indices, ∂
µ = (∂1)
µ1(∂2)
µ2(∂3)
µ3 and
Mµ(x) = x
µ1
1 x
µ2
2 x
µ3
3 . The norms ‖ · ‖Eρn and qn are equivalent (see Theorem 2.9). This
shows in particular that D∞ = S(R
3,C4). Moreover, if 1/2 < ρ < 1 and (f, f˙) ∈ Mρ∞,
then (see Theorem 2.12 and Theorem 2.13)
(1 + |x|)3/2−ρ|f(x)| ≤ C‖(f, 0)‖Mρ1 , (1.6b)
(1 + |x|)5/2−ρ+|ν|(|∂ν∂if(x)|+ |∂ν f˙(x)|) ≤ C|ν|‖(f, f˙)‖Mρ
|ν|+2
, (1.6c)
for |ν| ≥ 0, 1 ≤ i ≤ 3 and if f ∈ Lq, q = 6/(3 − 2ρ), xα∂β∂if ∈ Lp and xα∂β f˙ ∈ Lp,
p = 6/(5− 2ρ), |α| ≤ |β| ≤ n, 1 ≤ i ≤ 3, then
‖(f, f˙)‖Mρn ≤ Cn
∑
0≤|α|≤|β|≤n
( ∑
0≤i≤3
‖xα∂β∂if‖Lp + ‖xα∂β f˙‖Lp
)
. (1.6d)
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In particular, it follows that, if
|∂νf(x)| ≤ C|ν|(1 + |x|)ρ−3/2−|ν|−ε, (1.6e)
|∂ν f˙(x)| ≤ C|ν|(1 + |x|)ρ−5/2−|ν|−ε,
for each |ν| ≥ 0 and some ε > 0, then (f, f˙) ∈ Mρ∞, 1/2 < ρ < 1. Thus Mρ∞ contains
long-range potentials.
1.1.c Nonlinear Poincare´ covariance. A nonlinear representation (see Lemma 2.17)
T of p in Eρ∞, in the sense of [5], is obtained by the fact that the M-D equations are
manifestly covariant:
TX = T
1
X + T
2
X , X ∈ p, (1.7)
where T 1 is given by (1.5a)–(1.5d) and, for u = (f, f˙ , α) ∈ Eρ∞,
T 2P0(u) = (0, αγα,−ifµγ0γµα), γ = (γ0, γ1, γ2, γ3), (1.8a)
T 2Pi = 0 for 1 ≤ i ≤ 3, T 2Mij = 0 for 1 ≤ i < j ≤ 3, (1.8b)
(T 2M0j (u))(x) = xj(T
2
P0
(u))(x), 1 ≤ j ≤ 3, x = (x1, x2, x3). (1.8c)
The gauge condition (1.1c) takes on initial data u = (f, f˙ , α) the form
f˙0 =
∑
1≤i≤3
∂ifi, ∆f0 =
∑
1≤i≤3
∂if˙i − |α|2. (1.1c′)
The subspace (topological) V ρ∞, 1/2 < ρ < 1, of elements in E
ρ
∞ which satisfy these gauge
conditions, is diffeomorphic to E◦ρ∞ (see Theorem 6.11). The problem to integrate globally
the nonlinear Lie algebra representation T therefore consists of proving the existence of
an open neighbourhood U∞ of zero in V ρ∞ and a group action U :P0×U∞ → U∞, which is
C∞ and such that Ug(0) = 0 for g ∈ P0 and ddt Uexp(tX)(u) |t=0= TX u,X ∈ p.
Continuing to follow [20], we extend the linear map X 7→ TX , from p to the vector
space of all differentiable maps from Eρ∞ to E
ρ
∞, to the enveloping algebra U(p) by defining
inductively: TI = I, where I is the identity element in U(p), and
TY X = DTY .TX , Y ∈ U(p), X ∈ p. (1.9)
Here (DA.B)(f) is the Fre´chet derivative of A at the point f in the direction B(f).1) It
was proved in [20] that this is a linear map from U(p) to the vector space of differentiable
maps from Eρ∞ to E
ρ
∞ (see formula (1.10) of [20] and the sequel). For completeness we
recall the proof in [20]. The vector field TX , X ∈ p, defines a linear differential operator dX
of degree at most one operating on the space C∞(Eρ∞) by dXF = DF.TX , F ∈ C∞(E∞).
The fact that X 7→ TX is a nonlinear representation of p on Eρ∞ implies that X 7→ dX is a
1) We also use the notation (DnA)(f ; f1, . . . , fn) for the n-th derivative of A at f
in the directions f1, . . . , fn and the notation D
nA.(f1, . . . , fn) for the function
f 7→ (DnA)(f ; f1, . . . , fn).
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linear representation of p on linear differential operators of degree at most one. This linear
continuous representation has a canonical extension Y 7→ dY to U(p) on linear differential
operators of arbitrary order operating on C∞(Eρ∞). If eY , Y ∈ U(p), is the part of dY of
degree not higher than one, then Y 7→ eY is a linear map of U(p) into the space of linear
partial differential operators of degree at most one. Let Y ∈ U(p). We write Y = Z + a,
where a ∈ C · I and Z has no component on C · I (relative to the natural graduation of
U(p)). Then the previous definition of TY gives eY F = DF.TZ + aF , which proves that
Y 7→ TY is a linear map on U(p). Moreover, it was proved in [20] that
d
dt
TY (t)(u(t)) = TP0Y (t)(u(t)), Y ∈ U(p, ) (1.10)
where
Y (t) = exp(t adP0)Y, adP0Z = [P0, Z], (1.11)
if
d
dt
u(t) = TP0(u(t)). (1.12)
We note that definition (1.11) makes sense since (adP0)
n, n ≥ 0, is a linear map from U(p)
to U(p) leaving invariant the subspace of elements of degree at most l, l ≥ 0, in U(p) and
since then exp(t adP0)Y =
∑
n≥0(n!)
−1(t adP0)
nY converges absolutely. For completeness
we also recall the proof of (1.10). Since ddtY (t) = adP0Y (t), it follows from (1.9) and (1.12),
that
d
dt
TY (t)(u(t)) = T d
dtY (t)
(u(t)) + (DTY (t).TP0)(u(t))
= T[P0,Y (t)](u(t)) + TY (t)P0(u(t)) = TP0Y (t).
TnY , Y ∈ U(p), denotes the n-homogeneous part of TY and we shall identify TnY with
a n-linear symmetric map and also with a continuous linear map from ⊗ˆnEρ∞ into Eρ∞,
where ⊗ˆn is the n-fold complete tensor product endowed with the projective tensor product
topology. TMY (u), T
Mn
Y (u) and U
M
g (u) (resp. T
D
Y (u), T
Dn
Y (u) and U
D
g (u)) is the projection
of TY (u), T
n
Y (u) and Ug(u) on M
ρ (resp. D). We also define T˜Y , Y ∈ U(p) by
TY = T
1
Y + T˜Y . (1.13)
Since it does not bring any contradiction, we shall also denote by TM1 or T 1M (resp. TD1
or T 1D) the linear representation of p which is the restriction of the linear representation
T 1 to Mρ (resp. D). Similarly, UM1g or U
1M
g (resp. U
D1
g or U
1D
g ) denotes the restriction
of U1g to M
ρ (resp. D).
1.2 The Infrared Problem
On the classical level the infrared problem consists of determining to which extent the
long-range interaction created by the coupling Aµjµ between the electromagnetic potential
Aµ and the current jµ = ψγµψ is an obstruction for the separation, when |t| → ∞, of the
nonlinear relativistic system into two asymptotic isolated relativistic systems, one for the
electromagnetic potential Aµ and one for the Dirac field ψ. It will be proved here that there
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is such an obstruction, which in particular implies that asymptotic in and out states do
not transform according to a linear representation of the Poincare´ group. This constitutes
a serious problem for the second quantization of the asymptotic (in and out going) fields,
since the particle interpretation usually requires free relativistic fields, i.e. at least a linear
representation of the Poincare´ group (U1 in our case). Therefore we have to introduce
nonlinear representations U (−) and U (+) of P0, in the sense of [5], which can give the
transformation of the asymptotic in and out states under P0 and which can permit a
particle interpretation.
There are two reasons which permit to determine the class of asymptotic represen-
tations U (ε), ε = ±. First, the classical observables, 4-current density, 4-momentum and
4-angular momemtum are invariant under gauge transformations. Second, if the evolution
equations become linear after a gauge transformation one can use the freedom of gauge
in the second quantization of the fields. It is therefore reasonable to postulate that the
asymptotic representations g 7→ U (ε)g are linear modulo a nonlinear gauge transformation
depending on g and respecting the Lorentz gauge condition. We shall make precise the
meaning of this statement at the end of this introduction.
Moreover to determine the class of admissible modified wave operators it is reasonable
to postulate that solutions of the M-D equations (1.1a)–(1.1c) should converge when t→
±∞ in Eρ to free solutions (i.e. solutions of equations (1.1a)–(1.1c) but with vanishing
right-hand side) modulo a gauge transformation, not even respecting the Lorentz gauge
condition; such transformations are admissible since they leave invariant the observables.
In mathematical terms the infrared problem of the M-D equations then consists of
determining two diffeomorphisms Ωε:O(ε)∞ → U∞, ε = ±, the modified wave operators,
where O(ε)∞ is an open neighbourhood of zero in E◦ρ∞ and where U∞ is a neighbourhood of
zero in V ρ∞, satisfying
U (ε)g = Ω
−1
ε ◦ Ug ◦ Ωε, g ∈ P0, ε = ±, (1.14)
where the asymptotic representations are C∞ functions U (ε):P0 × E◦ρ∞ → E◦ρ∞ . In order
to satisfy the two preceding postulates, we impose supplementary conditions on U (ε) and
Ωε, which we shall justify at the end of this introduction. Let the Fourier transformation
f 7→ fˆ be defined by
fˆ(k) = (2π)−3/2
∫
R3
e−ikxf(x)dx. (1.15)
The orthogonal projections Pε(−i∂) in D on initial data with energy sign ε, ε = ±, for the
Dirac equation are given by:
(Pε(−i∂)α)∧(k) = Pε(k)αˆ(k) = 1
2
(
I + ε
(
−
3∑
j=1
γ0γjkj +mγ
0
)
ω(k)−1
)
αˆ(k), (1.16)
where ω(k) = (m2 + |k|2)1/2. We postulate that the asymptotic representations have the
following form:
U (+)g (u) = (U
(+)M
g (u), U
(+)D
g (u)), U
(+)M = U1M , (1.17a)
(U (+)Dg (u))
∧(k) =
∑
ε=±
eiϕg(u,−εk)Pε(k)(U
1D
g α)
∧(k), g ∈ P0, (1.17b)
8 FLATO SIMON TAFLIN
where u = (f, f˙ , α) ∈ E◦ρ∞ , the function (g, u, k) 7→ ϕg(u,−εk) from P0 × E◦ρ∞ × R3 to R
is C∞ and if (hg(u))(t, x) = ϕg(u,mx(t
2 − |x|2)−1/2), t > 0, |x| < t, then hg(u) = 0.
Moreover growth conditions on ϕg should be satisfied, so that the main contribution to the
phase and its derivatives in g and k comes from U1Dg , the restriction of U
1 to D. Finally
we impose the asymptotic condition
‖UMexp(tP0)(Ω+(u))− U1Mexp(tP0)(f, f˙)‖Mρ (1.17c)
+ ‖UDexp(tP0)(Ω+(u))−
∑
ε=±
eis
(+)
ε (u,t,−i∂)Pε(−i∂)U1Dexp(tP0)α‖D → 0,
when t → ∞, where u = (f, f˙ , α) ∈ U∞, (u, t, k) 7→ s(+)ε (u, t, k) is a C∞ function from
U∞ × R× R3 to R, s(+)ε (u, t,−i∂) is the operator defined by inverse Fourier transform of
the multiplication operator k 7→ s(+)ε (u, t, k). Moreover s(+)ε (u, t, k) should satisfy growth
conditions so that its major contribution comes from U1Dexp(tP0)(u). There are similar con-
ditions for U (−), Ω− and s
(−)
ε , ε = ±. We note that if s(+)ε is determined, then Ω+ is
determined and so is U (+). It was proved in [8], that on a set of asymptotic states (f, f˙ , α)
such that fˆ , f˙ˆ ∈ C∞0 (R3−{0}) and αˆ ∈ C∞0 (R3)2), it is possible to choose (formula (3.33a)
of [8])
s(+)ε (u, t, k) = −ϑ
(
A(+)(u), (t,−εtk/ω(k))), (1.18)
where A(+)(u) is a certain approximate solution of the M-D equations absorbing the long-
range part of A for a solution (A, ψ), and where
ϑ(H, y) =
∫
L(y)
Hµ(z)dz
µ, y ∈ R4, (1.19)
where H:R4 → R4 and L(y) = {z ∈ R4∣∣z = sy, 0 ≤ s ≤ 1}. The function (t, k) 7→
s
(+)
ε (u, t, k) was determined by the fact, that has been proved in [8], that Sε(u, t, k) =
εω(k)t+ s
(+)
ε (u, t, k) has to be in a certain sense an approximate solution of the Hamilton-
Jacobi equation for a relativistic electron in an external electromagnetic potential:
( ∂
∂t
Sε(u, t, k) +A0(t,−∇kSε(u, t, k))
)2
(1.20a)
−
3∑
i=1
(
ki +Ai(t,−∇kSε(u, t, k))
)2
= m2.
We proved and used the fact that
yµ∂µϑ(H, y) = y
µHµ(y), (1.20b)
to establish that Sε(u, t, k) is an approximate solution of the Hamilton-Jacobi equation.
2) Ck0 (X), k ≥ 0, denotes the space of k times continuously differentiable functions on
X with compact support.
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1.3 Presentation of the main results
1.3.a Some notations. Let u+ = (f, f˙ , α) ∈ E◦ρ∞ and let (we do not write explicitely
the multiplication sign × in formulas extending over more than one line at cut at a mul-
tiplication)
J (+)µ (t, x) = (m/t)
3
(
ω(q(t, x))/m
)5
(1.21)∑
ε=±
((Pε(−i∂)α)∧(εq(t, x)/m))+γ0γµ((Pε(−i∂))α)∧(εq(t, x)/m),
for t > 0, |x| < t, where q(t, x) = −mx/(t2 − |x|2)1/2 and, for |x| > 0, 0 ≤ t ≤ |x|, let
J
(+)
µ (t, x) = 0. Since α ∈ S(R3,C4), it follows that J (+)µ ∈ C∞((R+×R3)−{0}) and that
its support is contained in the forward light cone. We choose χ ∈ C∞(R), χ(τ) = 0 for
τ ≤ 1, χ(τ) = 1 for τ ≥ 2, 0 ≤ χ(τ) ≤ 1 for τ ∈ R, χ0 ∈ C∞([0,∞[), χ0(τ) = 1 for τ ≥ 2,
0 ≤ χ0(τ) ≤ 1 for τ ∈ [0,∞[, and introduce A(+) = A(+)1 +A(+)2 by
(A(+)1(t))(x) = χ0((t
2 − |x|2)1/2)(B(+)1(t))(x)
(A(+)2(t))(x) = χ((t2 − |x|2)1/2)(B(+)2(t))(x),
}
for t ≥ |x|,
and (1.22a)
(A(+)1(t))(x) = χ0(0)(B
(+)1(t))(x),
(A(+)2(t))(x) = 0,
}
for t < |x|,
where
B(+)1µ (t) = cos(|∇|t)fµ + |∇|−1 sin(|∇|t)f˙µ, t ∈ R, (1.22b)
B(+)2µ (t) = −
∫ ∞
t
|∇|−1 sin(|∇|(t− s))J (+)µ (s, ·)ds, t > 0. (1.22c)
The cut-off function χ has been introduced to exclude in a Lorentz invariant way the points
(0, x), x ∈ R3 from the support of A(+)2. U (+) is defined by formulas (1.17a) and (1.17b)
and by ϕg = 0 for g ∈ SL(2,C) and
ϕg(u,−εk) = ϑ∞
(
(χ0 ◦ ρ)(B(+)1(·+ a)−B(+)1(·)), (ω(k),−εk)
)
, (1.23a)
for g = exp(aµPµ), k ∈ R3, where
ϑ∞(H, y) =
∫ ∞
0
yµHµ(sy)ds, y ∈ R4, and ρ(t, x) = (t2 − |x|)1/2. (1.23b)
We have made the identification convention that B(+)1(t, x) = (B(+)1(t))(x). We note that
the function y 7→ ϑ∞(H, y) is homogeneous of degree zero, so we could also have taken
the argument (1,−εk/ω(k)) instead of (ω(k),−εk), which corresponds to the choice in [9].
The phase function s
(+)
ε in (1.17c), which determines Ω+, is defined by formula (1.18) and
the choice of A(+) = A(+)1 +A(+)2 given by (1.22a). With the choice χ0 = 1 the function
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hg introduced after (1.17b) is given by (hg(u))(y) = ϑ
∞(B(+)1(· + a) − B(+)1(a), y) and
satisfies hg(u) = 0 if (f, f˙) ∈ E◦ρ.
1.3.b Statements. We state the main results of this article for the case where t→ +∞.
There are analog results for t→ −∞.
Theorem I. Let 1/2 < ρ < 1. If n ≥ 4 then U (+):P0 × E◦ρn → E◦ρn is a continuous
nonlinear representation of P0 in E◦ρn and, in addition, the function U (+):P0×E◦ρ∞ → E◦ρ∞
is C∞. Moreover U (+) is not equivalent by a C2 map to a linear representation on E◦ρ∞ :
If U
(+)
1 and U
(+)
2 are defined via (1.23a) by two choices of the function χ0, they are
equivalent.
Theorem I partially sums up Theorems 3.12–3.14.
Theorem II. Let 1/2 < ρ < 1. There exist an open neighbourhood U∞ (resp. O(+)∞ ) of zero
in V ρ∞ (resp. E
◦ρ
∞ ), a diffeomorphism Ω+:O(+)∞ → U∞ and a C∞ function U :P0 × U∞ →
U∞, defining a nonlinear representation of P0, such that:
i)
d
dt
Uexp(tX)(u) = TX(Uexp(tX)(u)), X ∈ p, t ∈ R, u ∈ U∞,
ii) Ω+ ◦ U (+)g = Ug ◦ Ω+
iii) lim
t→∞
(
‖UMexp(tP0)(Ω+(u))− UM1exp(tP0)(f, f˙)‖Mρ
+ ‖UDexp(tP0)(Ω+(u))−
∑
ε=±
eis
(+)
ε (u,t,−i∂)Pε(−i∂)UD1exp(tP0)α‖D
)
= 0,
for u = (f, f˙ , α) ∈ O(+)∞ .
This theorem (see Theorem 6.19) solves in particular the Cauchy problem for small
initial data and proves asymptotic completeness. By the construction of the wave operator
Ω+ in chapter 6, the solution (A(t, ·), A˙(t, ·), ψ(t, ·)) = Uexp(tP0)(u) of the Cauchy problem
satisfies
sup
x∈R3
t≥0
(
(1+ |x|+ t)3/2−ρ|Aµ(t, x)|+(1+ |x|+ t)|∂νAµ(t, x)|+(1+ |x|+ t)3/2|ψ(t, x)|
)
<∞.
1.3.c Cohomology. These results and conditions (1.14) and (1.17c) have a natural
cohomological interpretation. We only consider the case where t → ∞, and since the
representations U (+) defined for different χ0 via (1.23a) are equivalent, we only consider
the case where χ0 = 1. A necessary condition for U
(+) and Ω+ to be a solution of equation
(1.14) is that the formal power series development of U
(+)
g , Ug and Ω+ in the initial
conditions satisfy the cohomological equations defined in [5]and [6]. In particular (after
trivial transformations) the second order terms U
(+)2
g , U2g and Ω
2
+ must satisfy
δΩ2+ = C
2, δR(+)2 = 0, (1.24)
MAXWELL - DIRAC EQUATIONS 11
where δ is the coboundary operator defined by the representation (g, A) 7→ U1gA2(⊗2Ug−1)
of the Poincare´ group P0 on bilinear symmetric maps A2 from Eρ∞ → Eρ∞ and where
C2 = R(+)2−R2 is the cocycle defined by R2g = U2g (U1g−1⊗U1g−1) and R(+)2g = U (+)2g (U1g−1⊗
U1g−1), g ∈ P0. Equation (1.24) shows that the cochain R(+)2 has to be a cocycle and then
that the cocycle C2 has to be a coboundary. This is equivalent to the existence of a
solution U (+), Ω+ of equation (1.14) modulo terms of order at least three. There are
similar equations for higher order terms:
δΩn+ = C
n, δR(+)n = 0, (1.25)
where Cn and R(+)n are functions of Ω2+, . . . ,Ω
n−1
+ and U
(+)2, . . . , U (+)n.
In a previous article [8], we proved that there exist a modified wave operator and global
solutions of the M-D equations for a set of scattering data (f, f˙ , α), which is a subset of
the spaces E◦ρ∞ introduced in the present paper, satisfying fˆµ(k) = f˙µ
ˆ (k) = 0 for k in a
neighbourhood of zero, i.e. fµ and f˙µ have no low frequencies component. It follows from
that paper that the usual wave operator (i.e. U (+) = U1, s
(+)
ε = 0 in (1.17c)) does not
exist, even in this case where there are no low frequencies. In fact there is an obstruction
to the existence of such a solution of equation (1.14) for n = 3 due to the self-coupling of ψ
with the electromagnetic potential created by the current ψγµψ. However, as was proved
in [8] (see also Lemma 3.2 of the present paper) there exists a modified wave operator
satisfying (1.25) for n ≥ 2, with U (+) = U1. Moreover, as we have already pointed out,
the phase function s
(+)
ε is given by formula (1.18) (see formulas (1.5), (3.28) and (3.33) of
[8]).
Thus in the absence of low frequencies in the scattering data, for the electromagnetic
potential, we can choose Ω+ such that it intertwines the linear representation U
1 and the
nonlinear representation U of P0. Now if (f, f˙) ∈ M◦ρ∞ , 1/2 < ρ < 1, have nontrivial low
frequency part, as is the case for the Coulomb potential (fˆµ(k) ≃ |k|−2) and which is nec-
essary to assume in order to have asymptotic completeness, then there is a cohomological
obstruction already for n = 2 if we want to obtain U (+)2 = 0. The essential point now is
that the cocycle R2 can be split into a trivializable part −C2 (a coboundary) and a non-
trivializable part R(+)2, which defines U (+)2 and therefore the whole representation U (+).
We shall call this nontrivial part the infrared cocycle. According to the definition of R(+)2
and formula (1.23a) it follows that R
(+)2
g = 0 for g ∈ SL(2,C), R(+)2g = (R(+)2Mg , R(+)2Dg ),
R(+)2M = 0 and
(R(+)2Dg (u1 ⊗ u2))∧(k) (1.26)
=
i
2
∑
ε=±
(
ϑ∞(B
(+)1
1 (·)−B(+)11 (· − a), (ω(k),−εk)
)
Pε(k)αˆ2(k)
+ ϑ∞
(
B
(+)1
2 (·)−B(+)12 (· − a), (ω(k),−εk)
)
Pε(k)αˆ1(k)),
for g = exp(aµPµ), ui = (fi, f˙i, αi) ∈ E◦ρ∞ , i ∈ {1, 2}, and where B(+)1iµ is the corresponding
free field given by (1.22b).
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When the limit ϑ(B(+)1, (t,−tεk/ω(k)) → ϑ∞(B(+)1, (ω(k),−εk)) exists for t → ∞,
then the infrared cocycle is in fact a coboundary. In particular, this is the case when fˆµ, f˙µ
ˆ
are equal to zero in a neighbourhood of zero.
1.4 Physical Remarks
1.4.a Physical motivation of the asymptotic condition. Next, we return to the physical
justification of conditions (1.17a)–(1.17c), and to be more specific, as this is the main
case of this paper, we choose s
(+)
ε to be given by (1.18) and A(+) to be given by (1.22a)–
(1.22c) with χ0 = 1. According to statement iv) of Theorem 6.16 and Theorem 6.19, the
asymptotic condition in statement iii) of Theorem II is equivalent to
‖(A(t), A˙(t))− (AL(t), A˙L(t))‖Mρ + ‖ψ(t)− (e−iϕψL)(t)‖D → 0, (1.27)
when t → ∞, where (A(t), A˙(t), ψ(t)) = Uexp(tP0)(Ω+(u)), (AL(t), A˙L(t), ψL(t)) =
U1exp(tP0)u and where for a fixed u = (f, f˙ , α) ∈ O
(+)
∞ , (t, x) 7→ ϕ(t, x), (t, x) ∈ R+×R3 is a
C∞ function given in Theorem 6.16. When needed we shall write (u, (t, x)) 7→ ϕ(u, (t, x))
to stress the dependence of ϕ on u. It follows from Theorem A.1 that ϕ in (1.27) can
be replaced by ϑ(A(+), ·), but for technical reasons we keep ϕ. In fact, from a heuris-
tic point of view, since ϑ(A(+), (t, x)) = −sε(u, t,−εx/(t2 − |x|2)1/2), (1.27) with ϕ re-
placed by ϑ(A(+), ·) is obtained from the leading term in the stationary phase expansion
of
∑
ε e
isε(u,t,−i∂)U1Dexp(tP0)α.
The energy-momentum tensor for the M–D system is, in one of its forms, given by
tµν = −FµαF να + 1
4
gµνFαβF
αβ +
1
2
(ψγµ(i∂ν − Aν)ψ + ((i∂ν − Aν)ψ)γµψ), (1.28)
where 0 ≤ µ ≤ 3, 0 ≤ ν ≤ 3 and Fµν = ∂µAν − ∂νAµ. The current density vector is given
by
jµ = ψγµψ, 0 ≤ µ ≤ 3. (1.29)
tµν and jµ are invariant under gauge transformations: ψ′ = eiλψ, A′µ = Aµ − ∂µλ (not
necessarily respecting the Lorentz gauge condition that gives here λ = 0). We also
introduce the energy-momentum tensor and the current density vector for the system of
free fields AL and ψL by
tµνL = −FµαL F νLα +
1
4
gµνFLαβF
αβ
L +
1
2
(ψLγ
µ(i∂ν)ψL + ((i∂
ν)ψL)γ
µψL), (1.30)
and
jµL = ψLγ
µψL, (1.31)
where FLµν = ∂µALν − ∂νALµ. Since tµν can be written as
tµν = −FµαF να + 1
4
gµνFαβF
αβ +
1
2
(ψ
′
γµ(i∂ν −A′ν)ψ′ + ((i∂ν −A′ν)ψ)γµψ′),
where ψ′ = eiϕψ, A′µ = Aµ − ∂µϕ and Fµν = ∂µAν − ∂νAµ, it follows from statement iii)
of Theorem 6.16 that
lim
t→∞
∫
R3
|tµν(t, x)− tµνL (t, x)| dx = limt→∞ ‖A
′(t)‖L∞‖ψL(t)‖2D.
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By unitarity of U1D, ‖ψL(t)‖2D = ‖α‖2D. Using statement iii) of Theorem 6.16 for ‖A(t)‖L∞
and using statement ii) of Lemma 4.4 for ∂µϑ(A
(+)1, ·) and estimate (6.246) for ∂µ(ϕ −
ϑ(A(+)1, ·)), it follows that ‖A′(t)‖L∞ → 0, when t→∞. Therefore
lim
t→∞
∫
R3
|tµν(t, x)− tµνL (t, x)| dx = 0. (1.32)
Similarly
lim
t→∞
∫
R3
|jµ(t, x)− jµL(t, x)| dx = 0. (1.33)
Limits (1.32) and (1.33) show that, as far as one measures energy-momentum and current,
the solutions of the M-D system are asymptotically indistinguishable from free solutions
because of gauge invariance. Condition (1.17c) is therefore natural. A similar discussion
can be made for the angular momentum tensor; however it is technically more involved,
so we omit it.
1.4.b Gauge transformations. A gauge transformation ψ′ = eiλψ, A′µ = Aµ − ∂µλ,
respecting the Lorentz gauge condition, i.e. λ = 0, transforms a solution (A, ψ) of the
M–D equations (1.1a)–(1.1c) into a solution (A′, ψ′) of the M–D equations. Let v ∈ U∞.
v is the initial data for the solution (A, ψ) of the M–D equations, and if λ is sufficiently
small and regular, the initial data v′ for the solution (A′, ψ′) is in U∞, since U∞ is open.
Let u = Ω−1+ (v) and u
′ = Ω−1+ (v
′). Since λ(y) = λ(0) + ϑ(Λ, y), with Λµ = ∂µλ, it follows
from (1.27) that
‖(A′(t), A˙′(t))− (A′L(t), A˙′L(t))‖Mρ + ‖ψ′(t)− e−iϕ(u
′,(t,·))ψ′L(t)‖D → 0, (1.34)
when t → ∞, where (A′L(t), A˙′L(t), ψ′L(t)) = U1exp(tP0)u′ and u′ = (f ′, f˙ ′, α′), f ′µ(x) =
fµ(x)− (∂µλ)(0, x), f˙ ′µ(x) = f˙µ(x)− (∂µ∂0λ)(0, x), α′ = eiλ(0)α. Since we can choose the
constant λ(0) arbitrarily, it follows that the admissible gauge transformations u 7→ u′ of
the scattering data are given by
A′Lµ = ALµ − ∂µλ, ψ′L = eicψL, (1.35)
where c ∈ R and λ is such that λ = 0, and such that (Λ(0, ·), Λ˙(0, ·)) ∈ E◦ρ∞ , Λµ(t, x) =
(∂µλ)(t, x), Λ˙µ(t, x) = (∂0∂µλ)(t, x).
We now introduce the notion of gauge-projective map. Let Q:E◦ρ∞ → E◦ρ∞ be a C∞
map leaving O(+)∞ invariant. More general situations are possible, but to fix the ideas we
make this hypothesis. If there exists a gauge transformation G of the form (1.35) such
that
‖UMexp(tP0)
(
Ω+(Q(u))
)− U1Mexp(tP0)(f, f˙)‖Mρ (1.36)
+ ‖UDexp(tP0)
(
Ω+(Q(u))
)−∑
ε
eis
(+)
ε (G(u),t)Pε(−i∂)U1Dexp(tP0)α‖D → 0,
where u = (f, f˙ , α), then we say that Q is a gauge-projective map.
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To show that the asymptotic representation g 7→ U (+)g is equal to U1 modulo a gauge-
projective map depending on g, we write the asymptotic condition (1.17c), with U
(+)
g (u)
instead of u:
‖UMexp(tP0)
(
Ω+(U
(+)
g (u))
)− U1Mexp(tP0)(U1Mg (f, f˙))‖Mρ (1.37)
+ ‖UDexp(tP0)
(
Ω+(U
(+)
g (u))
)−∑
ε
eis
(+)
ε (U
(+)
g (u),t,−i∂)Pε(−i∂)U1Dexp(tP0)U (+)Dg (u)‖D → 0,
when t → ∞. Definition (1.23a) of the function ϕg defining U (+)g by (1.17a) and (1.17b),
shows that
ϕg(u,−εk)− ϑ
(
B(+)1(·+ a)−B(+)1(·), (t,−εtk/ω(k)))→ 0, (1.38)
when t → ∞, for g = exp(aµPµ). We recall that ϕg(u) = 0 for g ∈ SL(2,C) and we note
that ϑ(H, ·) = 0 for H(y) = B(+)1(y + a) − B(+)1(y). It follows from (1.37) and (1.38)
that, if λ = ϑ(H, ·), then
‖UMexp(tP0)
(
(Ω+(U
(+)
g u))
)− U1Mexp(tP0)(U1Mg (f, f˙))‖Mρ (1.39)
+ ‖UDexp(tP0)
(
(Ω+(U
(+)
g u))
)−∑
ε
eis
(+)
ε (U
(+)
g (u),t,−i∂)e−iq(t,−iεt∂)Pε(−i∂)U1Dexp(tP0)U1Dg α‖D→0,
when t → ∞, where q(t, k) = λ(t,−tk/ω(k)). The definition of A(+) and ϕ(u, (t, x)) give
that s
(+)
ε (U
(+)
g (u), t, k) = s
(+)
ε (U1g (u), t, k). Since λ = ϑ(Λ, ·), where Λµ = ∂µλ, it follows
from (1.39) that
‖UMexp(tP0)
(
(Ω+(U
(+)
g u))
)− U1Mexp(tP0)U1Mg (f, f˙)‖Mρ (1.40)
+ ‖UDexp(tP0)
(
(Ω+(U
(+)
g u))
)−∑
ε
eis
(+)
ε (G(U
1
gu),t,−i∂)Pε(−i∂)U1Dexp(tP0)U1Dg α‖D → 0,
when t → ∞, where G is the gauge transformation given by λ (as in (1.35) with c = 0).
This shows that Qg = U
(+)
g U1g−1 is a gauge-projective transformation according to (1.36).
1.4.c Organization of the monograph.
In chapter 2, we prove that the sequence Eρn of Hilbert spaces admits a family of
smoothing operators (Theorem 2.5) in the sense of [17], in order to use an implicit function
theorem in the Fre´chet space Eρ∞.
In chapter 3, we prove that U (+) is a nonlinear representation (Theorem 3.12) which
is nonlinearizable (Theorem 3.13).
In chapter 4, we construct approximate solutions (An, φn), n ≥ 0, (see formulas
(4.135a)–(4.135b)) of the M–D system. They are obtained, essentially by using stationary
phase methods and by iterating formulas (4.137b)–(4.137c). Their decrease properties are
given by Theorem 4.9 and Theorem 4.10. They are approximate solutions in the sense
that a certain remainder term (∆Mn ,∆
D
n ) (see (4.140a)–(4.140b)) satisfies Theorem 4.11.
In particular the remainder term for the electromagnetic potential ∆Mn is short-range (it
belongs to L2(R3,R4) for each fixed time).
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In chapter 5, we prove equal time weighted L2–L2 and L2–L∞ estimates for the linear
inhomogeneous Dirac equation (iγµ∂µ+m− γµGµ)h = g, with external field G (Theorem
5.5 and Theorem 5.8). Combination of these estimates with an energy estimate (Corollary
5.2) leads to existence of h and to estimates on h, adapted to the nonlinear problems
treated in chapter 6.
In chapter 6, we end the construction of an approximate solution (A∗, φ∗) (formulas
(6.1a)–(6.2b) and (6.30)) satisfying the Lorentz gauge condition (Proposition 6.2). The
existence of the rest term (K,Φ) (see formulas (6.30–(6.31c)) follows by the construction of
a contraction mapping (formula (6.33)) in a Banach space FN (Corollary 6.8). In particular
K(t) ∈ L2(R3,R4). The existence of solutions of the M–D equations (Theorem 6.10) and
the existence of a modified wave operator, denoted temporarily by Ω1 (formula (6.172),
Theorem 6.12) are then proved. The existence of Ω−11 is shown (Theorem 6.13) by using
an implicit functions theorem in the Fre´chet space Eρ∞. The disadvantage of Ω1 is that it
gives a nonexplicit expression for the the asymptotic representation because it requires the
use of the solutions of the M–D systems. To overcome this problem, we introduce the final
modified wave operator Ω(+) (formulas (6.227a), (6.227b) and (6.276)) and its extension
Ω+ to a Poincare´ invariant domain. Ω+ has the advantage of giving a simple expression
(see (1.17a) and (1.17b)) for the asymptotic representation U (+).
This monograph (at least in so far as the M-D equations are concerned) is largely
self-contained. A few technical results are borrowed from quoted references. It may be
read with little or no knowledge of nonlinear group representation theory, but the latter is
crucial to a real understanding of the methods and choice of spaces.
1.4.d Final remarks.
i) It can be natural to think of the underlying classical theory of QED not as the M-D
equations with c-number spinor components but as a theory with anticommuting spinor
components. Since the second order terms in the spinor component of the wave operator
originates in the coupling Aµψ of a c-number free electromagnetic potential Aµ and a
free Dirac field, we believe that the infrared cocycle will remain the same for a theory
with anticommuting spinor components. Further for higher order terms, the nilpotency
property ψα(x)
2 = 0 can ameliorate the infrared problems arising from the self-coupling.
ii) The observables, 4-current, 4-momentum and 4-angular momentum, defined for the
asymptotic representation U (+), which is “gauge projectively linear”, converge when t→∞
to the usual free field observables. Therefore there should be no observable phenomena
which distinguish U (+) from U1, at least as far as these observables are concerned. Since
the representation U is equivalent to U (+) by Ω+, we shall call U a “gauge projectively
linearizable” nonlinear representation. Of course if the Dirac field or the electromagnetic
potential itself was an observable, then this would no longer be true, i.e. it would then be
possible to distinguish U (+) and U1 by the observables.
iii) One should note that the phase factor (3.33a of [8]), which looks as a very familiar
factor in abelian and non abelian gauge theories, was obtained in [8] in the different context
of the Hamilton-Jacobi equation associated with the full Maxwell-Dirac equations. Would
one have taken initial data for the Aµ field decreasing slower than r
−1/2 and suitable initial
data for ddtAµ, one would obtain phase factors with higher powers of Aµ.
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iv) The same methods can be used for nonabelian gauge theories (of the Yang-Mills type)
coupled with fermions. The aim here is to separate asymptotically the linear (modulo an
infrared problem that can be a lot worse in the nonabelian case) equation for the spinors
from the pure Yang-Mills equation (the Aµ part). The next step would then be to linearize
analytically the pure Yang-Mills equation (that is known [7] to be formally linearizable),
and then to combine all this with the deformation-quantization approach to deal rigorously
with the corresponding quantum field theories.
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2. The nonlinear representation T and spaces of differentiable
vectors.
In this chapter we prove properties of TY , Y ∈ U(p), and of spaces Ei, i ≥ 0, in order
be able to use an implicit functions theorem in Fre´chet spaces.
To begin with, we introduce the linear representation of P0, with differential T 1, given
by equation (1.5). We shall denote in the same way the operators T 1X ∈ Eρ, X ∈ g, and its
closure. It follows that T 1Pµ are skew-adjoint, so exp(tT
1
Pµ
), t ∈ R, is unitary on Eρ. Let
bµ (resp. β) be the solutions of equation bµ = 0 (resp. (iγ
µ∂µ +m)β = 0) with initial
conditions aµ, a˙µ (resp. α), where (a, a˙, α) ∈ Eρ. We define the representation U1 of P0
by U1g (a, a˙, α) = (ag, a˙g, αg), (a, a˙, α) ∈ Eρ, g = (n, L) ∈ R4⊂×SL(2,C), and
ag(~y) = ΛLb(Λ
−1
L ((0, ~y)− n)), (2.1a)
a˙g(~y) = ΛL
( ∂
∂y0
b(Λ−1L ((y
0, ~y)− n))
y0=0
, (2.1b)
αg(~y) = Γ(L)β(Λ
−1
L (0, ~y)− n), (2.1c)
where L 7→ ΛL is the canonical projection of SL(2,C) onto SO(3, 1) and Γ is the Dirac
spinor representation of SL(2,C). We define Λg = ΛL.
As T 1M0i , 1 ≤ i ≤ 3, is not in general skew-adjoint on Eρ, we state the following result
of which we omit the proof as it is straightforward by using Fourier decomposition:
Lemma 2.1. g 7→ U1g is a strongly continuous linear representation of P0 on Eρ, with
ρ > −1/2, and g 7→ (Λ−1g ⊕ Λ−1g ⊕ I)U1g is unitary in E1/2.
In order prove properties of the space of differentiable vectors Eρ∞ of U
1, it will
be useful to know that the Fourier transform of U1 is a unitary representation after a
multiplication by a C∞-multiplier.
Theorem 2.2. Let hg(p0, ~p) = (p0/(Λ
−1
g p)0)
−ρ+1/2, (p0, ~p) ∈ R4, g ∈ P0 and
u = (a, a˙, α) ∈ Eρ, ρ > −1/2. Let,
Vgu =
(
Λ−1g hg(|∇|,−i∇)ag,Λ−1g hg(|∇|,−i∇)a˙g, αg
)
,
where (ag, a˙g, αg) = U
1
g u. Then g 7→ Vg is a unitary representation of P0 on Eρ.The
representations (Λ−1⊕Λ−1⊕I)U1 on E1/2 and V on Eρ are unitarily equivalent. Moreover
the representations U1 on Eρ and V on Eρ have the same Hilbert space of Cn-vectors,
namely Eρn, n ≥ 0.
Proof. The map g 7→ Hg from P0 to L∞(R3, GL(4,R)), defined by Hg(~p) = Λ−1g hg(|~p|, ~p)
is C∞. It follows then from the definition of Eρ that the map g 7→ Vgu is Cn if and only if
this is the case for the map g 7→ U1gu. By construction, the space of Cn-vectors for U1 is
Eρn. This proves the last part of the proposition. By direct calculation one finds that for
u ∈ S(R3,R4)⊕ S(R3,R4)⊕ S(R3,C4)
Vgu = (|∇|−ρ+1/2 ⊕ |∇|−ρ+1/2 ⊕ I)(Λ−1g ⊕ Λ−1g ⊕ I)U1g (|∇|ρ−1/2 ⊕ |∇|ρ−1/2 ⊕ I)u.
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As |∇|ρ−1/2 ⊕ |∇|ρ−1/2 ⊕ I:Eρ → E1/2 is an isomorphism and as the representation
(Λ−1⊕Λ−1⊕ I) U1 is a unitary representation on E1/2, it follows that V is unitary in Eρ.
This proves the theorem.
To be able to use the implicit functions theorem in the Fre´chet space E∞, we shall
establish the existence of smoothing operators (cf. [17]). As this can be done in a general
context of unitary representations, in the following lemma and theorem, V will be an
arbitrary unitary representation of a Lie group G on a Hilbert space H and S will be the
corresponding representation on H∞ (the space of C
∞-vectors) of the Lie algebra g of G
by differentiation and Π is a general basis of g. The only fact which is really used is that
the Laplace operator for the representation V , ∆ =
∑
X∈Π(SX)
2 in H with domain H∞
is essentially self-adjoint (see [22] Theorem 4.4.4.3). Let ∆ denote the closure of ∆.
Lemma 2.3. The domain of (1 −∆)n/2 is Hn (the space of Cn-vectors of V ), and the
norms ‖ · ‖Hn and ‖(1−∆)n/2 · ‖H are equivalent, i.e.
C−1n ‖f‖Hn ≤ ‖(1−∆)n/2f‖H ≤ Cn‖f‖Hn , Cn > 0, f ∈ Hn, n ≥ 0.
Proof. Let Π = {X1, . . . , Xr}, r = dim g. The statement is true for n = 0. Let n ≥ 1 and
let f ∈ H∞. Then
‖f‖2Hn ≤ ‖f‖2Hn−1 +
∑
1≤i1,...,in≤r
‖SXi1 ···Xin f‖2 (2.2)
= ‖f‖2Hn−1 +
∑
1≤i1,...,in≤r
(−1)n(f, SXin ···Xi1Xi1 ···Xin f),
as SX , X ∈ g, is skew-symmetric on H∞. By successive commutations we obtain
(−1)n
∑
1≤i1,...,in≤r
Xin · · ·Xi1Xi1 · · ·Xin (2.3)
= (−1)n
∑
1≤i1,...,in≤r
(Xi1)
2 · · · (Xin)2 + A2n−1 + · · ·+ A1
= (−∆)n +A2n−1 + · · ·+ A1,
where Al is a (noncommutative) polynomial of degree l in Xj ∈ Π, 1 ≤ j ≤ r. As SXj is a
skew-symmetric operator on H∞, we have
|(f, SAlf)| ≤ C‖f‖Hq‖f‖Hl−q , 0 ≤ q ≤ l, (2.4)
where C depends on Al.
Equality (2.3) and inequality (2.4) give∑
1≤i1,...,in≤r
‖SXi1 ···Xinf‖2 ≤ (f, (−∆)nf) + Cn‖f‖Hn‖f‖Hn−1
≤ (f, (1−∆)nf) + Cn‖f‖Hn‖f‖Hn−1 .
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It follows from the last inequality and (2.2) that
‖f‖2Hn ≤ (f, (1−∆)nf) + Cn‖f‖Hn‖f‖Hn−1 + ‖f‖
2
H
n−1
(2.5)
≤ (f, (1−∆)nf) + 2C′n‖f‖Hn‖f‖Hn−1 .
Assuming that we have proved that
‖f‖H
l
≤ Cl‖(1−∆)l/2f‖H , f ∈ H∞, 0 ≤ l ≤ n− 1,
which is true for l = 0, we get by induction using (2.5) that
‖f‖2Hn ≤ ‖(1−∆)n/2f‖2H + 2Cn‖f‖Hn‖(1−∆)
n−1
2 f‖H
for some Cn. This inequality implies
‖f‖Hn ≤
(‖(1−∆)n/2f‖2H + C2n‖(1−∆)n−12 f‖2H)1/2 + Cn‖(1−∆)n−12 f‖H ,
which by induction proves that (redefining Cn)
‖f‖Hn ≤ Cn‖(1−∆)n/2f‖H , f ∈ H∞, n ≥ 0. (2.6)
To prove the second inequality in the theorem for f ∈ H∞ we observe that (1−∆)n = SA′2n ,
where A′2n is a noncommutative polynomial of degree 2n in Xj ∈ Π, 1 ≤ j ≤ r. It follows
now as in (2.4) that
‖(1−∆)n/2f‖2H = (f, (1−∆)nf) = (f, SA′2nf) ≤ C2n‖f‖2Hn ,
for some Cn.
This inequality and (2.6) give
C−1n ‖f‖Hn ≤ ‖(1−∆)n/2f‖H ≤ Cn‖f‖Hn , f ∈ H∞, n ≥ 0. (2.7)
As (1 − ∆)n/2 is a maximal closed operator, it follows from (2.7) that the domain of
(1−∆)n/2 is Hn. By continuity (2.7) is then true for f ∈ Hn, which proves the lemma.
We can now easily prove the existence of smoothing operators for the sequence Hi,
i ≥ 0, by using the spectral decomposition of (1−∆)1/2.
Theorem 2.4. We denote by Lb(H,H∞) the space of linear continuous mappings from
H to H∞ endowed with the topology of uniform convergence on bounded sets. There exists
a C∞ one-parameter family Γτ ∈ Lb(H,H∞), τ > 0, such that if f ∈ Hl, l ≥ 0, then
i) ‖Γτf‖Hn ≤ Cn,l‖f‖Hl , n ≤ l,
ii) ‖Γτf‖Hn ≤ Cn,l τn−l‖f‖Hl , n ≥ l,
iii) ‖(1− Γτ )f‖Hn ≤ Cn,l τn−l‖f‖Hl , n ≤ l,
iv) ‖ d
dτ
Γτf‖Hn ≤ Cn,l τn−l−1‖f‖Hl , n ≥ 0, l ≥ 0.
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Proof. Let (1−∆)1/2 denote the positive self-adjoint square root of the positive self-adjoint
operator (1−∆) ≥ 1. Since, according to Lemma 2.3, the norms ‖·‖Hn and ‖(1−∆)n/2 ·‖H
are equivalent, it is enough to prove i)–iv) with ‖ · ‖Hn replaced by ‖(1−∆)n/2 · ‖H .
Let
(1−∆)1/2 =
∫ ∞
1
λ deλ, (2.8)
where λ 7→ eλ is the spectral resolution of (1−∆)1/2 and let ϕ ∈ C∞0 (R), where ϕ(s) = 1
for |s| ≤ 1, ϕ(s) = 0 for |s| ≥ 2 and 0 ≤ ϕ(s) ≤ 1 for s ∈ R. We define Γτ , τ > 0, by
Γτf =
∫ ∞
1
ϕ(λ/τ)d(eλf), f ∈ H, τ > 0. (2.9)
Since the map τ 7→ ϕτ , ϕτ (λ) = ϕ(λ/τ), is C∞ from ]0,∞[ to L∞(R), it follows using
(2.9) that the map τ 7→ Γτ is C∞ from ]0,∞[ to Lb(H,H∞).
We have for f belonging to the domain of (1−∆)l/2,
‖(1−∆)n/2Γτf‖2H =
∫ ∞
1
λ2n(ϕ(λ/τ))2d‖eλf‖2H (2.10)
=
∫ ∞
1
λ2(n−l)(ϕ(λ/τ))2λ2ld‖eλf‖2H
≤ sup
λ≥1
(
λ2(n−l)(ϕ(λ/τ))2
)‖(1−∆)l/2f‖H , n, l ≥ 0.
If n ≤ l, then
sup
λ≥1
(
λ2(n−l)(ϕ(λ/τ))2
) ≤ 1, τ > 0,
which together with (2.10) proves statement i). If n ≥ l, then
sup
λ≥1
(
λ2(n−l)(ϕ(λ/τ))2
)
= τ2(n−l) sup
s≥τ−1
s2(n−l)(ϕ(s))2
≤ τ2(n−l) sup
s∈R
s2(n−l)(ϕ(s))2
≤ 22(n−l)τ2(n−l), τ > 0,
which together with (2.10) proves statement ii). We have for f belonging to the domain
of (1−∆)l/2 and n ≤ l,
‖(1−∆)n/2(1− Γτ )f‖2H =
∫ ∞
1
λ2n(1− ϕ(λ/τ))2d‖eλf‖2H
= τ2(n−l)
∫ ∞
1
(λ/τ)2(n−l)(1− ϕ(λ/τ))2λ2ld‖eλf‖2H
≤ τ2(n−l) sup
s∈R
s2(n−l)(1− ϕ(s))2‖(1−∆)l/2f‖2H .
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This inequality gives using that sups∈R s
2(n−l)(1− ϕ(s))2 ≤ 1, n ≤ l,
‖(1−∆)n/2(1− Γτ )f‖2H ≤ τ2(n−l)‖(1−∆
l/2
f‖H , n ≤ l, τ > 0. (2.11)
Inequality (2.11) proves statement iii).
Finally we have, since τ 7→ ϕτ ∈ L∞(R) is differentiable,
(1−∆)n/2 d
dτ
Γτf = −
∫ ∞
1
λnλ/τ2ϕ′(λ/τ)d(eλf),
where ϕ′ is the derivative of ϕ. If n ≥ 0, l ≥ 0 and f belongs to the domain of (1−∆)l/2,
it then follows that
‖(1−∆)n/2 d
dτ
Γτf‖2H = τ−2
∫ ∞
1
λ2(n−l)(λ/τ)2(ϕ′(λ/τ))2λ2ld‖eλf‖2H
≤ τ2(n−l−1) sup
s∈R
(
s2(n−l+1)(ϕ′(s))2
)‖(1−∆)l/2f‖2H .
By the definition of ϕ we have ϕ′(s) = 0 for |s| ≤ 1 and |s| ≥ 2. The last inequality then
gives
‖(1−∆)n/2 d
dτ
Γτf‖2H ≤ Cn,l τ2(n−l−1)‖(1−∆)l/2f‖2H , n, l ≥ 0,
where Cn,l = sups∈R
(
s2(n−l+1)(ϕ′(s))2
)
<∞. This proves the statement iv).
We are now prepared to prove the existence of a smoothing operator for the sequence
of Hilbert spaces defined by (1.6).
Theorem 2.5. There exists a C∞ one-parameter family Γτ ∈ Lb(E,E∞), τ > 0, such
that if f ∈ El, l ≥ 0, then statements i)–iv) of Theorem 2.4 hold with Hn and Hl replaced
by En and El respectively.
Proof. According to Theorem 2.2, En, n ≥ 0, is the Hilbert space of n-differentiable vectors
of the unitary representation g 7→ Vg of P0 in E. It follows then from Theorem 2.4 that
there exists a C∞ one-parameter family with the announced properties.
The existence of a smoothing operator guarantees that the norms ‖ · ‖En satisfy a
convexity property, which we make explicit now:
Corollary 2.6. Let 0 ≤ n2 ≤ n ≤ n1, n1 6= n2. Then
‖f‖En ≤ Cn1,n2‖f‖
n−n2
n1−n2
En1
‖f‖
n1−n
n1−n2
En2
, f ∈ En1 .
Moreover if N0 ≤ ni ≤ N , i = 1, 2, and n1 + n2 ≤ N0 +N , then
‖f‖En1 ‖g‖En2 ≤ CN
(‖f‖E
N0
‖g‖E
N
+ ‖f‖E
N
‖g‖E
N0
)
, f, g ∈ EN .
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Proof. The first statement follows from Theorem 2.2.2 of [17] and statements ii) and iii)
of Theorem 2.4. To prove the second statement let n1+n2 = N
′+N , where N ′ ≤ N0 and
let n1 = aN + (1 − a)N ′, where 0 ≤ a ≤ 1. Then n2 = (1 − a)N + aN ′. It follows from
the first statement of the corollary that
‖f‖En1 ≤ C
′
N‖f‖aE
N
‖f‖1−aE
N′
, ‖g‖En2 ≤ C
′
N‖g‖1−aE
N
‖g‖aE
N′
.
This gives
‖f‖En1‖g‖En2 ≤ C
′′
N (‖f‖E
N
‖g‖E
N′
)a(‖f‖E
N′
‖g‖E
N
)1−a
≤ C′′N
(
a‖f‖E
N
‖g‖E
N′
+ (1− a)‖f‖E
N′
‖g‖E
N
)
.
Since ‖f‖E
N′
≤ ‖f‖E
N0
, ‖g‖E
N′
≤ ‖g‖E
N0
, this proves the corollary.
To establish estimates it will be useful to have more explicit expressions for the norms
‖ · ‖En , than those given in (1.6).
For Y = X1X2 · · ·XL, L ≥ 1, and X1, . . . , XL ∈ Π, let |Y | = L and L(Y ) be the
number of factors equal to Mµν , 0 ≤ µ < ν ≤ 3, in Y . Let L(Y ) = 0 and |Y | = 0, for
Y = I.
Lemma 2.7. There exist linear maps Y 7→ Qi(Y ), Y 7→ Ri(Y ), i = 1, 2, and Y 7→ Γ(Y )
from U(p) into the space of differential operators on R3 with polynomial coefficients such
that
T 1Y (u) =
(
Q1(Y )f +R1(Y )f˙ , R2(Y )f +Q2(Y )f˙ ,Γ(Y )α
)
, (2.12)
for u = (f, f˙ , α) ∈ E∞, Y ∈ U(p). If Y = I, then Qi(Y ) = I, Ri(Y ) = 0, i = 1, 2,
and Γ(Y ) = I, where I is the identity mapping. If Y = X1 · · ·XL, Xi ∈ Π, 1 ≤ i ≤ L,
L ≥ 1, then the polynomials Qi(Y, x, ξ), Ri(Y, x, ξ) and Γ(Y, x, ξ), x, ξ ∈ R3, associated to
Qi(Y, x,−i∇), Ri(Y, x,−i∇) and Γ(Y, x,−i∇) respectively, satisfy for a 6= 0:
Qi(Y, a
−1x, aξ) = a|Y |−L(Y )Qi(Y, x, ξ), degQi(Y ) ≤ |Y |+ L(Y ), (2.13a)
R1(Y, a
−1x, aξ) = a|Y |−L(Y )−1R1(Y, x, ξ), degR1(Y ) ≤ |Y |+ L(Y )− 1, (2.13b)
R2(Y, a
−1x, aξ) = a|Y |−L(Y )+1R2(Y, x, ξ), degR2(Y ) ≤ |Y |+ L(Y ) + 1, (2.13c)
The degree of a polynomial, denoted by deg, is the total degree in (x, ξ). If degx (resp.
degξ) denotes the degree relative to the variable x (resp. ξ), then
degξ Γ(Y, x, ξ) ≤ |Y |, degx Γ(Y, x, ξ) ≤ L(Y ). (2.14)
Proof. Since T 1
I
is the identity operator in E, we have Qi(I) = I, Ri(I) = 0, i = 1, 2, and
Γ(I) = I. For Y = X1 · · ·XL, Xi ∈ Π, L ≥ 1, we prove the lemma by induction in |Y | = L.
For |Y | = 1, it follows from definition (1.5) of T 1X , X ∈ Π, that formula (2.12), properties
(2.13) and (2.14) are satisfied. Suppose (2.12), (2.13) and (2.14) are true for 1 ≤ |Y | = L.
If Y ′ = Y X , X ∈ Π, then T 1Y ′ = T 1Y T 1X , |Y ′| = |Y |+ 1 and L(Y ′) = L(Y ) + L(X).
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It follows from the induction hypothesis and (2.12) that
Q1(Y
′, x,−i∇) = Q1(Y, x,−i∇)Q1(X, x,−i∇) +R1(Y, x,−i∇)R2(X, x,−i∇), (2.15a)
Q2(Y
′, x,−i∇) = R2(Y, x,−i∇)R1(X, x,−i∇) +Q2(Y, x,−i∇)Q2(X, x,−i∇), (2.15b)
R1(Y
′, x,−i∇) = Q1(Y, x,−i∇)R1(X, x,−i∇) +R1(Y, x,−i∇)Q2(X, x,−i∇), (2.15c)
R2(Y
′, x,−i∇) = R2(Y, x,−i∇)Q1(X, x,−i∇) +Q2(Y, x,−i∇)R2(X, x,−i∇), (2.15d)
Γ(Y ′, x,−i∇) = Γ(Y, x,−i∇) Γ(X, x,−i∇). (2.15e)
Let D1(x, ξ), D2(x, ξ) be two polynomials in x, ξ ∈ R3 with degDi = di, i = 1, 2, and let
Di(a
−1x, aξ) = aνiDi(x, ξ), a 6= 0, νi ∈ Z.
It then follows using the Leibniz rule that there is a polynomial D in x and ξ such that
D(x,−i∇) = D1(x,−i∇)D2(x,−i∇) and
degD = d1 + d2, D(a
−1x, aξ) = aν1+ν2D(x, ξ). (2.16)
We apply (2.16) to Q1(Y
′) in (2.15a), which gives according to (2.13a)
degQ1(Y
′) ≤ max (degQ1(Y ) + degQ1(X), degR1(Y ) + degR2(X))
≤ max (|Y |+ L(Y ) + |X |+ L(X), |Y |+ L(Y )− 1 + |X |+ L(X) + 1)
= |Y |+ |X |+ L(Y ) + L(X) = |Y ′|+ L(Y ′)
and
Q1(Y
′, a−1x, aξ) = a|Y |−L(Y )+|X|−L(X)Q1(Y
′, x, ξ)
= a|Y
′|−L(Y ′)Q1(Y
′, x, ξ).
This proves that (2.13a) is true for L + 1 and i = 1. Application of (2.16) to Q2(Y
′),
R1(Y
′), R2(Y
′), Γ(Y ′) in (2.15b)–(2.15e) proves similarly that (2.13a)–(2.13c) are true for
L+ 1.
Let Mi(x, ξ), i = 1, 2, be two polynomials in x, ξ ∈ R3. Using Liebniz rule it follows
that there is a polynomial M(x, ξ) such that M(x,−i∇) = M1(x,−i∇)M2(x,−i∇) and
that
degξM = degξM1 + degξM2, degxM = degxM1 + degxM2. (2.17)
Formula (2.15e) and relation (2.17) prove (2.14) for L+ 1. This proves the lemma.
Lemma 2.8. If u = (f, f˙ , α) ∈ Eρ1 , 12 < ρ < 1, then
( ∑
0≤|β|≤|δ|≤1
‖Mβ∂δ(f, f˙)‖2Mρ +
∑
|β|≤1
|δ|≤1
‖Mβ∂δα‖2L2
) 1
2 ≤ C‖u‖E1 ,
for some constant C depending only on ρ. Here Mβ(x) = x
β = xβ11 x
β2
2 x
β3
3 .
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Proof. Let g 7→ Vg be the unitary representation of P0 in Eρ defined in Theorem 2.2. Let
X 7→ ξX , be the corresponding Lie algebra representation of p in the space of differential
vectors of V , which according to Theorem 2.2 is E∞. We write
ξXu = (ξ
M
X (f, f˙), ξ
D
Xα), u = (f, f˙ , α) ∈ E∞. (2.18)
Since, by Theorem 2.2, the Hilbert space of C1-vectors of V is E1, we have(
‖u‖2E +
∑
X∈Π
‖ξXu‖2E
) 1
2 ≤ C‖u‖E1 , u ∈ E∞, (2.19)
for some constant C.
We shall prove the lemma by giving an upper bound for the Laplacian ∆E of the
representation V :
∆Eu =
∑
X∈Π
ξ2Xu = (∆M (f, f˙),∆Dα), (2.20a)
where
∆M =
∑
X∈Π
(ξMX )
2, ∆D =
∑
X∈Π
(ξDX)
2. (2.20b)
According to Theorem 2.2, the “Dirac part” of T 1 is identical to ξD. Expressions (1.5a)–
(1.5d) give after rearrangement of the terms
∆D = D2 +
∑
1≤i≤3
∂2i +
∑
1≤i≤j≤3
(xi∂j − xj∂i + σij)2 +
∑
1≤i≤3
(xiD + σ0i)2
= 2∆−m2 +
∑
i<j
(
(xi∂j − xj∂i)2 + 2(xi∂j − xj∂i)σij + σ2ij
)
+
∑
i
(
xiD2xi + xiD[xi,D] + xiDσ0i + xiσ0iD + σ20i
)
.
Using the fact that
[xi,D] = −γ0γi = −2σ0i, (σij)2 = −1
4
, (σ0i)
2 =
1
4
,
we obtain
∆D = 2∆−m2 +
∑
i<j
(
(xi∂j − xj∂i)2 + 2(xi∂j − xj∂i)σij − 1
4
)
+
∑
i
(
xi(∆−m2)xi + xi[σ0i,D] + 1
4
)
.
A direct calculation gives
[σ0j,D] = imγj +
∑
l
1
2
(γjγl − γlγj)∂l
= imγj − 2
∑
l6=j
σjl∂l,
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which shows that ∑
j
xj [σ0j ,D] = im
∑
j
xjγj − 2
∑
j<l
σjl(xj∂l − xl∂j).
Therefore
∆D = 2∆−m2 +
∑
i<j
(xi∂j − xj∂i)2 +
∑
i
xi(∆−m2)xi + im
∑
l
xlγl. (2.21)
Using the fact that ∑
i<j
(xi∂j − xj∂i)2 =
∑
i,j
(∂jxixi∂j − ∂ixixj∂j), (2.22a)
and that ∑
i
xi∆xi =
∑
i,j
∂jxixi∂j, (2.22b)
we obtain
∆D = −m2 + 2∆−m2|x|2 + 3
∑
i,j
∂jxixi∂j −
∑
i,j
∂ixixj∂j + im
∑
l
xlγl. (2.23)
It follows from (2.23) that
(α,−∆Dα) = m2‖α‖2L2 + 2
∑
i
‖∂iα‖2L2 +m2
∑
i
‖xiα‖2L2 (2.24)
+ 3
∑
i,j
‖xi∂jα‖2L2 − ‖
∑
i
xi∂iα‖2L2 −m
∑
j
(α, iγjxjα)
≥ m2
(
‖α‖2L2 +
∑
i
‖xiα‖2L2
)
+ 2
∑
i
‖∂iα‖2L2
+ 2
∑
i,j
‖xi∂jα‖2L2 −m
∑
j
‖xjα‖L2‖α‖L2 .
As pointed out in the proof of Theorem 2.2, the unitary representation V in Eρ is equivalent
to a unitary representation V ′ in E1/2 by the isomorphism |∇|ρ− 12⊕I:Mρ⊕D →M1/2⊕D.
V is a direct sum: V = VM
ρ ⊕ V D and V ′ = VM1/2 ⊕ V D. The generators of VM1/2 are
given by
ξM
1/2
P0 (f, f˙) = (f˙ ,∆f), (2.25)
ξM
1/2
Pi = ∂i, 1 ≤ i ≤ 3,
ξM
1/2
Mij = mij , 1 ≤ i ≤ j ≤ 3,
mij = −xi∂j + xj∂i,
ξM
1/2
M0i
(f, f˙) =
(
xif˙ ,
3∑
j=1
∂jxi∂jf
)
, 1 ≤ i ≤ 3.
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The Laplacian ∆M1/2 is diagonal. Let ∆M1/2(f, f˙) = (∆
(1)
M1/2
f,∆
(2)
M1/2
f˙). Using (2.25) a
direct calculation gives:
∆
(1)
M1/2
= 2∆+
∑
i,j
(2∂jxixi∂j − ∂ixixj∂j)−
∑
i
xi∂i, (2.26a)
∆
(2)
M1/2
= 2∆+
∑
i,j
(2∂jxixi∂j − ∂ixixj∂j) +
∑
i
xi∂i. (2.26b)
The equivalence of V M
ρ
on Mρ and VM
1/2
on M1/2 shows that ∆Mρ = (∆
(1)
Mρ ,∆
(2)
Mρ) =
|∇| 12−ρ∆M1/2 |∇|ρ− 12 . This fact shows that if v = (f, f˙) ∈Mρ∞:
(v,∆Mρv)Mρ = (|∇|ρ+
1
2 f,∆
(1)
M1/2
|∇|ρ− 12 f) + (|∇|ρ− 32 f˙ ,∆(2)
M1/2
|∇|ρ− 12 f˙) (2.27)
Since Mρ is a real vector space and [xi∂j , |∇|a] = a|∇|a−2∂i∂j , it follows from (2.26) and
(2.27) that
(v,−∆Mρv)Mρ = 2‖∇v‖2Mρ + 2
∑
i,j
‖xi∂jv‖2Mρ − ‖
∑
i
xi∂iv‖2Mρ (2.28)
+ C1(ρ)‖|∇|ρf‖2L2 + C2(ρ)‖|∇|ρ−1f˙‖2L2 ,
where C1(ρ) and C2(ρ) are two real numbers. This gives the inequality
(v,−∆Mρv)Mρ ≥ 2‖∇v‖2Mρ +
∑
i,j
‖xi∂jv‖2Mρ + C(ρ)‖v‖2Mρ , (2.29)
where C(ρ) = min(C1(ρ), C2(ρ)). We define the norm q1 by
q1(u) =
( ∑
|β|≤|δ|≤1
‖Mβ∂δ(f, f˙)‖2Mρ +
∑
|β|≤1
|δ|≤1
‖Mβ∂δα‖2L2
) 1
2
(2.30)
for u = (f, f˙ , α) ∈ Eρ∞.
It follows from inequalities (2.24) and (2.29) that
(u,−∆Eu)Eρ ≥ µ(ρ)2(q1(u))2 − 2ν1(ρ)q1(u)‖u‖E − ν2(ρ)2‖u‖2E
where µ(ρ) > 0 and νi(ρ) ≥ 0, ν2(ρ) ≥ 0. This inequality gives that
q1(u) ≤
1
µ
(
(u,−∆Eu) + (ν21 + ν22)‖u‖2E
)
+ ν1‖u‖E , µ > 0,
where we have omitted to indicate the dependence on ρ of the constants. ξX , X ∈ p, is
skew-symmetric with domain E∞, so
∑
X∈Π ‖ξXu‖2E = (u,−∆Eu), u ∈ E∞. This fact
and the last inequality show that
q1(u) ≤ C
( ∑
X∈Π
‖ξXu‖2E + ‖u‖2E
) 1
2
, u ∈ E∞, (2.31)
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for some constant C. It follows from inequalities (2.19) and (2.31) that (with a new
constant C)
q1(u) ≤ C‖u‖E1 , u ∈ E∞.
By continuity this inequality is true for u ∈ E1, which proves the lemma.
To state the next theorem we introduce the following seminorms qn, n ≥ 0, on E∞:
(qn(u))
2 = (qMn (v))
2 + (qDn (α))
2, u = (v, α) ∈ E∞, v ∈M∞, α ∈ D∞, (2.32a)
qMn (v) =
( ∑
|µ|≤|ν|≤n
‖Mµ∂νv‖2M
) 1
2
and
qDn (α) =
( ∑
|µ|≤n
|ν|≤n
‖Mµ∂να‖2D
) 1
2
, (2.32b)
where µ and ν are multiindices and Mµ is defined as in Lemma 2.8. As will be proved, qn
has a continuous extension to En.
Theorem 2.9. There exist constants Cn > 0 such that
C−1n ‖u‖En ≤ qn(u) ≤ Cn‖u‖En , n ≥ 0.
Moreover the linear space
Ec =Mc ⊕Dc = {(f, f˙ , α) ∈ E∞
∣∣fˆ , f˙ˆ ∈ C∞0 (R3 − {0},C4), αˆ ∈ C∞0 (R3,C4)}
is dense in E∞.
Proof. According to definition (1.6a) of ‖ · ‖En and expression (2.12) for T 1Y u, Y ∈ Π′,
u = (f, f˙ , α) ∈ E∞ of Lemma 2.7 we have
‖u‖2En =
∑
Y ∈Π′
|Y |≤n
(
‖Γ(Y )α‖2L2 + ‖|∇|ρ(Q1(Y )f +R1(Y )f˙)‖2L2 (2.33)
+ ‖|∇|ρ−1(R2(Y )f +Q2(Y )f˙)‖2L2
)
.
We shall estimate the terms on the right-hand side of (2.33). It follows at once from
inequality (2.14) in Lemma 2.7 that
‖Γ(Y )α‖L2 ≤ CnqDn (α), Y ∈ Π′, |Y | ≤ n, (2.34)
and from (2.13a) that
(‖|∇|ρQ1(Y )f‖2L2 + ‖|∇|ρ−1Q2(Y )f˙‖2L2) 12 ≤ CnqMn (f, f˙), Y ∈ Π′, |Y | ≤ n. (2.35)
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We observe that
‖|∇|ρR1(Y )f˙‖2L2 =
∑
1≤j≤3
‖|∇|ρ−1∂jR1(Y )f˙‖2L2 .
We have ∂jR1(Y )f˙ = R1j(Y )f˙ + P1j(Y )f˙ , where
R1j(Y, x, ξ) =
∂
∂xj
R1(Y, x, ξ), P1j(Y, x, ξ) = R1(Y, x, ξ)iξj.
Since R1 satisfies (2.13b), the polynomials R1i and P1i satisfy condition (2.13a) of Qi.
This shows that
‖|∇|ρR1(Y )f˙‖2L2 ≤ Cn
∑
|µ|≤|ν|≤n
‖|∇|ρ−1Mµ∂ν f˙‖2L2 , Y ∈ Π′, |Y | ≤ n. (2.36)
It follows from (2.13c) that R2(Y, x, ξ) =
∑
i≤j≤3 r
(1)
j (Y, x, ξ)iξj, where r
(1)
j satisfies condi-
tion (2.13a) of Qi. Then R2(Y )f =
∑
1≤i≤3 r
(1)
j (Y )∂jf =
∑
1≤i≤3 ∂jr
(1)
j (Y )f +R
(1)
2 (Y )f ,
where R
(1)
2 (Y, x, ξ), r
(1)
j (Y, x, ξ), once more satisfies the homogeneity condition in (2.13c)
and degR
(1)
2 ≤ |Y | + L(Y ) − 1, with R(1)2 = 0 if this number is strictly smaller than one.
We now repeat this argument with R
(l+1)
2 instead of R
(l)
2 , R
(0)
2 = R2 until we have R
(L)
2 = 0
for some L ≤ L(Y ) + 1. The corresponding sequence r(1), . . . , r(L), gives
R2(Y )f =
∑
1≤j≤3
∂jrj(Y )f, rj(Y, x, ξ) =
L∑
l=1
r
(l)
j (Y, x, ξ), (2.37)
where rj satisfies (2.13a). Equalities (2.37) and (2.13a) show that
‖|∇|ρ−1R2(Y )f‖L2 ≤
∑
j
‖|∇|ρ−1∂jrj(Y )f‖L2 (2.38)
≤
∑
j
‖|∇|ρrj(Y )f‖L2
≤ Cn
( ∑
|µ|≤|ν|≤n
‖|∇|ρMµ∂νf‖2L2
) 1
2
, Y ∈ Π′, |Y | ≤ n.
It follows from expression (2.33) of ‖u‖2En and inequalities (2.34), (2.35), (2.36) and (2.38)
that ‖u‖En ≤ Cn qn(u), u ∈ E∞, n ≥ 0, for some constants Cn. This proves the first
inequality of the theorem.
To prove the second inequality of the theorem, by induction we note that q0(u) =
‖u‖E0 = ‖u‖E by definition and suppose that qi(u) ≤ Ci‖u‖Ei for 0 ≤ i ≤ n. It follows
from definition (2.32a) of qMn that
(qMn+1(v))
2 = (qMn (v))
2 +
∑
|µ|≤n
|ν|=n+1
‖Mµ∂νv‖2M +
∑
|µ|=n+1
|ν|=n+1
‖Mµ∂νv‖2M , (2.39)
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where v ∈M∞. We estimate the two last two terms on the right-hand side of this equality.
According to the induction hypothesis
∑
|µ|≤n
|ν|=n+1
‖Mµ∂νv‖2M = C′′n
∑
1≤i≤3
∑
|µ|≤n
|ν|=n
‖Mµ∂ν∂iv‖2M (2.40)
≤ C′′n
∑
1≤i≤3
(qMn (∂iv))
2
≤ C′′nC2n
∑
1≤i≤3
‖T 1MPi v‖2Mn
≤ C′n‖v‖2M
n+1
,
for some constants C′n and C
′′
n . For the term with |µ| = n+ 1, and |ν| = n + 1 it follows,
using the same argument which led to (2.37), that
Mµ∂
ν =
∑
l,k
xl∂kr
µν
lk , r
µν
lk (x, ξ) = r
µν
lk (a
−1x, aξ), deg rlk ≤ 2n. (2.41)
This and Lemma 2.8, with α = 0, show that, for |µ| = |ν| = n+ 1,
‖Mµ∂νv‖M ≤
∑
l,k
‖xl∂krµνlk v‖M ≤ C
∑
l,k
‖rµνlk v‖M1 , (2.42)
|µ| = |ν| = n + 1, where rµνlk = rµνlk (x,−i∇). It follows from property (2.41) of rµνlk , the
definition of qM and (2.42) that for |µ| = |ν| = n + 1, and suitable constants C, Cn and
C′ that
‖Mµ∂νv‖M ≤ C
∑
l,k
( ∑
X∈Π
‖T 1MX rµνlk v‖2M + ‖v‖2M
) 1
2
≤ C′
∑
l,k
( ∑
X∈Π
(‖rµνlk T 1MX v‖M + ‖[T 1MX , rµνlk ]v‖M)+ ‖v‖M)
≤ Cn
∑
X∈Π
qn(T
1M
X v) + C
′
∑
l,k
‖[T 1MX , rµνlk ]v‖M ,
where rµνlk = r
µν
lk (x,−i∇).
According to the induction hypothesis this gives with new constants
‖Mµ∂νv‖M ≤ C′n
( ∑
X∈Π
(
‖T 1MX v‖Mn + C′
∑
l,k
‖[T 1MX , rµνlk ]v‖M
))
(2.43)
≤ Cn‖v‖M
n+1
+ C
∑
X∈Π
∑
l,k
‖[T 1MX , rµνlk ]v‖M ,
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|µ| = |ν| = n+ 1, rµνlk = rµνlk (x,−i∇). Let v = (f, f˙) ∈M∞ and let r be one of the partial
differential operators rµνlk , |µ| = |ν| = n + 1. Definition (1.5) of T 1 restricted to M∞ give
for v = (f, f˙)∑
X∈Π
‖[T 1MX , r]v‖M (2.44)
≤ C
(∑
i
‖[∂i, r]v‖M +
∑
i<j
‖[xi∂j − xj∂i, r]v‖M + ‖|∇|ρ−1[∆, r]f‖L2
+
∑
i
‖|∇|ρ[xi, r]f˙‖L2 +
∑
i
‖|∇|ρ−1[
∑
l
∂lxi∂l, r]f‖L2
)
, r = r(x,−i∇).
By the same argument which led to (2.37) it follows that there exist polynomials p(X, x, ξ),
for X = Pµ and for X = Mij , 1 ≤ i < j ≤ 3, and polynomials p(i)(X, x, ξ), for X = M0j,
i = 1, 2, and 1 ≤ j ≤ 3, such that
[∂i, r(x,−i∇)] = p(Pi, x,−i∇), (2.45)
[∆, r(x,−i∇)] = p(P0, x,−i∇),
[xi∂j − xj∂i, r(x,−i∇)] = p(Mij , x,−i∇), 1 ≤ i < j ≤ 3,
[xi, r(x,−i∇)] = p(1)(M0i, x,−i∇),
[
∑
l
∂lxi∂l, r(x,−i∇)] = p(2)(M0i, x,−i∇).
Since, according to (2.41) r satisfies r(a−1x, aξ) = r(x, ξ) and deg r ≤ 2n, it follows from
(2.45) that
p(Pi, a
−1x, aξ) = ap(Pi, x, ξ), deg p(Pi) ≤ 2n− 1, (2.46a)
p(P0, a
−1x, aξ) = a2p(P0, x, ξ), deg p(P0) ≤ 2n, (2.46b)
p(Mij , a
−1x, aξ) = p(Mij , x, ξ), deg p(Mij) ≤ 2n, (2.46c)
p(1)(M0i, a
−1x, aξ) = a−1p(1)(M0i, x, ξ), deg p
(1)(M0i) ≤ 2n− 1, (2.46d)
p(2)(M0i, a
−1x, aξ) = ap(2)(M0i, x, ξ), deg p
(2)(M0i) ≤ 2n+ 1. (2.46e)
It follows from (2.45), (2.46a) and (2.46c) that∑
i
‖[∂i, r]v‖M +
∑
i<j
‖[xi∂j − xj∂i, r]v‖ ≤ CnqMn (v). (2.47)
Due to (2.46b) and (2.46e) we can write:
a) p(P0, x,−i∇) =
∑
j
∂jpj(P0, x,−i∇), deg pj(P0) ≤ 2n− 1, (2.48)
pj(P0, a
−1x, aξ) = apj(P0, x, ξ),
b) p(2)(M0j, x,−i∇) =
∑
l
∂lp
(2)
l (M0j, x,−i∇), deg p(2)l (M0j) ≤ 2n, (2.49)
p
(2)
l (M0j, a
−1x, aξ) = p
(2)
l (M0j, x, ξ).
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It follows from (2.45), (2.48) and (2.49) that, (leaving out the arguments x,−i∇)
‖|∇|ρ−1[∆, r]f‖L2 +
∑
j
‖|∇|ρ−1[
∑
k
∂kxj∂k, r]f‖L2 (2.50)
≤
∑
j
‖|∇|ρ−1∂jpj(P0)f‖L2 +
∑
j,l
‖|∇|ρ−1∂lp(2)l (M0j)f‖L2
≤
∑
j
‖|∇|ρpj(P0)f‖L2 +
∑
j,l
‖|∇|ρp(2)l (M0j)f‖L2
≤ CnqMn ((f, 0)),
for some constant Cn. Due to (2.46d) we can write
∂k[xl, r] = ∂kp
(1)(M0l, x,−i∇) = p(1)k (M0l, x,−i∇), (2.51)
deg p
(1)
k (M0l) ≤ 2n, p(1)k (M0l, a−1x, aξ) = p(1)k (M0l, x, ξ).
It follows from (2.51) that
∑
i
‖|∇|ρ[Xi, r]f˙‖L2 ≤ C
∑
i,j
‖|∇|ρ−1∂j [Xi, r]f˙‖L2 (2.52)
= C
∑
i,j
‖|∇|ρ−1p(1)j (M0i)f˙‖L2
≤ CnqMn ((0, f˙)).
We obtain from inequalities (2.44), (2.47), (2.50) and (2.52) that
∑
X∈Π
‖[T 1MX , r]v‖M ≤ CnqMn (v), (2.53)
for some constant Cn.
It follows from (2.43) and (2.53) that (with new Cn)
‖Mµ∂νv‖M ≤ Cn(‖v‖M
n+1
+ qMn (v)), |µ| = |ν| = n+ 1. (2.54)
It now follows from inequalities (2.39), (2.40) and (2.54) that
qMn+1(v) ≤ C′n
(
qMn (v) + ‖v‖M
n+1
)
, (2.55)
and then by the induction hypothesis that
qMn+1(v) ≤ Cn‖v‖M
n+1
, (2.56)
for some constant Cn.
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The inequality qDn+1(α) ≤ Cn‖α‖D
n+1
is proved in a similar way, but one has only to
consider the degree of the corresponding polynomials r(x, ξ) and not their homogeneity
properties. Since the proof of this part is very similar, we omit it. Together with (2.56)
we then have
qn+1(u) ≤ Cn‖u‖E
n+1
,
which according to the induction hypothesis proves the second inequality of the theorem.
To prove that Ec is dense in E∞ we first observe that C
∞
0 (R
3,C) is dense in S(R3,C)
which after inverse Fourier transform shows that Dc is dense in D∞. We therefore only
have to prove that Mc is dense in M∞. Let ϕ ∈ C∞0 (R3), 0 ≤ ϕ(k) ≤ 1 for k ∈ R3,
ϕ(k) = 1 for |k| ≤ 1, ϕ(k) = 0 for |k| ≥ 2. Let ϕn(k) = ϕ(n−1k)(1− ϕ(nk)) for k ∈ R3,
n ∈ N, n ≥ 2, and let ψn = 1 − ϕn. Then 0 ≤ ψn(k) ≤ 1 for k ∈ R3 and ψn(k) = 0
for 2/n ≤ |k| ≤ n. Moreover if |α| ≥ 1 then |k||α||∂αψn(k)| ≤ 2|α|C|α| for |k| ≤ 2/n
and |∂αψn(k)| ≤ n−|α|C|α| for |k| ≥ n, where the Cl are constants independent of n and
k. For (f, f˙) ∈ M∞ we define fˆ (n)(k) = ϕn(k)fˆ(k) and f˙ (n)ˆ (k) = ϕn(k)f˙ˆ (k). Then
(f (n), f˙ (n)) ∈Mc and fˆ (n)− fˆ = ψnfˆ , f˙ (n)ˆ − f˙ˆ = ψnf˙ˆ . The first inequality of the theorem
and the Plancherel theorem now show that
‖(fˆ (n) − fˆ , f˙ (n)ˆ − f˙ˆ )‖2M
N
≤ C′′N
∑
|µ|≤|ν|≤N
∫
R3−Bn
(
|k|2ρ|∂µ(kνψn(k)fˆ(k))|2 + |k|2ρ−2|∂µ(kνψn(k)f˙ˆ (k))|2
)
dk,
n ≥ 2, where Bn = {k ∈ R3
∣∣2/n ≤ |k| ≤ n}. The estimates of ψn and commutation of ∂µ
and kν give that
‖(fˆ (n) − fˆ , f˙ (n)ˆ − f˙ˆ )‖2M
N
≤ C′′N
∑
|µ|≤|ν|≤N
∫
R3−Bn
(
|k|2ρ|∂µ(kν fˆ(k))|2 + |k|2ρ−2|∂µ(kν f˙ˆ (k))|2
)
dk.
The last inequality converges to zero when n → ∞ since qN ((f, f˙)) is finite. This proves
the theorem.
The elements of the space have important asymptotic decrease properties:
Lemma 2.10. Let 1 ≤ p <∞ and let f ∈ Lp(R3) be such that Mα∂βf ∈ Lp(R3),Mα(x) =
xα, for 0 ≤ |α| ≤ |β| ≤ n. If ν is a multi-index and (n − |ν|)p > 3, then (after a change
on a set of measure zero)
(1 + |x|)3/p+|ν||∂νf(x)| ≤ Cν,p
∑
|α|≤|β|≤n
‖Mα∂βf‖Lp . (2.57)
Proof. A Sobolev embedding gives at once with lp > 3 that
‖∂νf‖L∞ ≤ C
∑
|µ|≤l
‖∂µ+νf‖Lp ≤ C
∑
|β|≤n
‖∂βf‖Lp, (2.58)
MAXWELL - DIRAC EQUATIONS 33
and that ∂νf is a continuous function vanishing at ∞.
Let ϕ ∈ C∞0 (R3), ϕ(x) = 1 for 1/2 ≤ |x| ≤ 2, ϕ(x) = 0 for |x| ≤ 1/3, ϕ(x) = 0 for
|x| > 3 and ϕ(x) ≥ 0, x ∈ R3. We define ga(x) = f(ax). Since a|ν|(∂νf)(ax) = ∂νga(x)
and ∂νga(x) = ∂
ν(gaϕ)(x) for 1/2 ≤ |x| ≤ 2, we obtain from (2.58)
sup
1/2≤|x|≤2
|a|ν|(∂νf)(ax)| ≤ ‖∂νgaϕ‖L∞ (2.59)
≤
∑
|β|≤n
‖∂β(gaϕ)‖Lp
≤ Cn
∑
|β1|+|β2|≤n
‖(∂β1ga)(∂β2ϕ)‖Lp ,
where (n− |ν|)p > 3 and where we have used the Leibniz rule in the last inequalities.
A change of coordinates gives
‖(∂β1ga)(∂β2ϕ)‖Lp = a|β1|−3/p
(∫
|(∂β1f)(x)(∂β2ϕ)(x/a)|pdx
)1/p
.
Since the integrand vanishes outside the set {x∣∣a/3 ≤ |x| ≤ 3a}, it follows that
a3/p‖(∂β1ga)(∂β2ϕ)‖Lp ≤ Cn,p‖∂β2ϕ‖L∞‖|x||β1|∂β1f‖Lp
≤ C′n,p
∑
|α|≤|β1|
‖Mα∂β1f‖Lp
≤ C′n,p
∑
|α|≤|β|≤n
‖Mα∂βf‖Lp .
This inequality and (2.59) show that for 1/2 ≤ |y| ≤ 2
a3/p+|ν||(∂νf)(ay)| ≤ Cν,p
∑
|α|≤|β|≤n
‖Mα∂βf‖Lp ,
which with a = |x| > 0, y = x/|x|, together with (2.58) gives estimate (2.57). This proves
the lemma.
Remark 2.11. Lemma 2.10 is still true if p =∞, n = |ν|. In this case the proof is trivial.
Theorem 2.12. If (f, 0) ∈Mρ1 , 1/2 < ρ < 1, then
(1 + |x|)3/2−ρ|f(x)| ≤ C‖(f, 0)‖Mρ1 (2.60a)
and if (f, f˙) ∈Mρ|ν|+2, 1/2 < ρ < 1, then
(1 + |x|)5/2+|ν|−ρ(|∂ν∂if(x)|+ |∂ν f˙(x)|) ≤ C|ν|‖(f, f˙)‖M
|ν|+2
. (2.60b)
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Proof. Let p = 6(3 − 2ρ)−1. Then 3 < p < 6 for 1/2 < ρ < 1. Suppose for the moment
that f ∈ C∞0 (R3). The inequality (cf. Theorem 4.5.3. of [11])
‖f‖Lp(R3) ≤ Cp‖|∇|ρf‖L2(R3), p = 6(3− 2ρ)−1, (2.61)
where the constant Cp is independent of the support of f , and inequality (2.57) with
n− |µ| = 1 > 3/p of lemma 2.10 then give
(1 + |x|)3/2−ρ+|µ||∂µf(x)| ≤ Cµ,ρ
∑
|α|≤|β|≤|µ|+1
‖|∇|ρMα∂βf‖L2 (2.62a)
≤ C′µ,ρqM|µ|+1(f, 0),
where qM was defined in (2.32a). It follows from this inequality and Theorem 2.9 that
(1 + |x|)3/2−ρ+|µ||∂µf(x)| ≤ Cµ,ρ‖(f, 0)‖M
1+|µ|
, (2.62b)
for (f, 0) ∈M1+|µ|. As a matter of fact, C∞0 (R3,R4)⊕C∞0 (R3,R4) is dense in S(R3,R4)⊕
S(R3,R4), which by definition is dense in Mρn. In particular, with µ = 0, this proves
(2.60a).
According to (2.62a) we have
(1 + |x|)3/2−ρ+|µ||∂µxif˙(x)| ≤ Cµ,ρqM|µ|+1(Qif˙ , 0), (2.63)
where (Qif˙) = xif˙(x). By the definition of q
M
qM|µ|+1(Qif˙ , 0)
2 =
∑
|α|≤|β|≤|µ|+1
‖|∇|ρMα∂βQif˙‖2L2 (2.64)
=
∑
|α|≤|β|≤|µ|+1
1≤j≤3
‖|∇|ρ−1∂jMα∂βQj f˙‖2L2 .
But ∂jMα∂
βQl = Q
β
jαl(x,−i∇), where Qβjαl(x, ξ) is a polynomial of degree |α|+ |β|+2 ≤
2|µ|+ 4 and Qβjαl(a−1x, aξ) = a|β|−|α|Qβjαl(x, ξ). Therefore
qM|µ|+1(Qif˙ , 0) ≤ C|µ|qM|µ|+2(0, f˙),
which together with (2.63) and (2.64) shows that
(1 + |x|)3/2−ρ+|µ||∂µxif˙ | ≤ Cρ,µqM|µ|+2(0, f˙) ≤ C′ρ,µ‖(0, f˙)‖Mρ
|µ|+2
, (2.65)
where the last inequality follows from Theorem 2.9.
In a similar way it follows from (2.62a) that
|∂µf˙(x)| ≤ Cµ,ρ‖(0, f˙)‖Mρ
|µ|+2
. (2.66)
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Inequalities (2.65) and (2.66) with µ = 0 prove (2.60b) with ν = 0 and f = 0. Since [∂µ, xi]
is a monomial of degree |µ| − 1 in ∇, it follows from (2.65) and (2.66) by induction that
(2.60b) is true for |ν| ≥ 0, with f = 0.
Let ∂µ = ∂ν∂i in (2.62b). Then (2.60b), with f˙ = 0, follows from (2.62b). Since
(2.60b) is true for the particular cases (f, 0) ∈ Mρ|ν|+2 and (0, f˙) ∈ Mρ|ν|+2, it is also true
for (f, f˙) ∈ Mρ|ν|+2, because ‖(f, 0)‖Mn + ‖(0, f˙)‖Mn ≤
√
2‖(f, f˙‖Mn . This proves the
theorem.
We shall prove that Mρ contains the long range potentials which it is expected to
contain. It follows from the next theorem that (f, f˙) ∈ Eρ∞ if (1 + |x|)a+|ν||∂νf(x)| and
(1 + |x|)a+1+|ν||∂ν f˙(x)| are uniformly bounded in x for some a > 3/2− ρ.
Theorem 2.13. Let 1/2 < ρ < 1, p = 6(5− 2ρ)−1, q = 6(3− 2ρ)−1, f ∈ Lq and f˙ ∈ Lp.
If Mα∂
β∂if ∈ Lp(R3,R4) and Mα∂β f˙ ∈ Lp(R3,R4) for 0 ≤ |α| ≤ |β|, 1 ≤ i ≤ 3, then
(f, f˙) ∈Mn and
‖(f, f˙)‖Mn ≤ Cn
( ∑
0≤|α|≤|β|≤n
1≤i≤3
‖Mα∂β∂if‖Lp +
∑
0≤|α|≤|β|≤n
‖Mα∂β f˙‖Lp
)
, n ≥ 0.
Proof. Suppose for the moment that f˙ ∈ C∞0 (R3). The inequality (cf. Theorem 4.5.3. of
[11])
‖|∇|ρ−1f˙‖L2(R3) ≤ Cp‖f˙‖Lp(R3), p = 6(5− 2ρ)−1, (2.67)
where Cp is independent of the support of f˙ , gives ‖(0, f˙)‖Mρ ≤ Cp‖f‖Lp , f ∈ C∞0 . Since
C∞0 is dense L
p, for our given p, and dense in S(R3), it follows by continuity and by the
definition of the space Mρ that
‖(0, f˙)‖Mρ ≤ Cp‖f˙‖Lp , p = 6(5− 2ρ)−1, f˙ ∈ Lp, (2.68)
and that (0, f˙) ∈Mρ for f˙ ∈ Lp.
According to inequality (2.68), Theorem 2.9 and definition (2.32a) of qMn we have
‖(0, f˙)‖Mρn ≤ Cρ,nqMn (0, f˙) ≤ C′ρ,n
∑
0≤|α|≤|β|≤n
‖Mα∂β f˙‖Lp , (2.69)
p = 6(5 − 2ρ)−1, n ≥ 0, if Mα∂β f˙ ∈ Lp for 0 ≤ |α| ≤ |β| ≤ n. Since ‖(f, 0)‖Mρn ≤
Cρ,nq
M
n (f, 0) according to Theorem 2.9 and q
M
n (f, 0) ≤ Cn
∑
i q
M
n (0, ∂if) using definition
(2.32a) of qMn it follows from (2.69) and the triangle inequality that the inequality of the
theorem is true.
Corollary 2.14. Let n ≥ 0, 1/2 < ρ < 1, f ∈ Cn+1(R3,R4), f˙ ∈ Cn(R3,R4) and let
Γn,a(f, f˙) =
∑
|ν|≤n+1
sup
x
(
(1 + |x|)a+|ν||∂νf(x)|)+ ∑
|ν|≤n
sup
x
(
(1 + |x|)a+1+|ν||∂ν f˙(x)|).
If Γn,a(f, f˙) <∞ for some a > 3/2− ρ, then (f, f˙) ∈Mρn and ‖(f, f˙)‖Mρn ≤ CnΓn,a(f, f˙).
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Proof. Let a be such that Γn,a(f, f˙) is finite. Then the hypotheses of Theorem 2.13 are
satisfied and the right-hand side of the inequality in that theorem is bounded by CnΓn,a,
after redefining the constants. This proves the corollary.
Later we shall need estimates of weighted supremum norms of solution of the ho-
mogeneous wave equation. These estimates follow directly from Kirchhoff’s formula and
Theorem 2.12.
Proposition 2.15. If n ≥ 1, (f, f˙) ∈Mρn+2, 1/2 < ρ < 1, then the solution u of the wave
equation u = 0, with initial conditions u(0, x) = f(x), ∂∂tu(t, x)|t=0 = f˙(x), satisfies
(1 + |x|+ |t|)3/2−ρ|u(t, x)|+ (1 + |x|+ |t|)∑
1≤|ν|+l≤n
(1 +
∣∣|t| − |x|∣∣)1/2−ρ+|ν|+l|∂ν( ∂
∂t
)l
u(t, x)|
≤ Cn,ρ‖(f, f˙)‖Mρ
n+2
Proof. Give first f, f˙ ∈ S(R3,R4). Then ∂α(∂/∂t)mu(t, x) = uα,m(t, x), α = (α1, α2, α3),
is the solution of the wave equation with initial conditions fα,m, f˙α,m, where (fα,m, f˙α,m) =
TM1
Pβ
(f, f˙), where β = (m,α1, α2, α3), P
β = P β00 P
β1
1 P
β2
2 P
β3
3 is an element in the enveloping
algebra U(p) and where TM1X denotes the restriction to the space M
ρ of the linear Lie
algebra representation T 1X as defined by (1.5). As the initial data are in S(R
3,R4) it is
sure that the solution is given by Kirchhoff’s formula (cf. [11]):
uβ(t, x) = (4π)
−1
∫
|ω|=1
(
fβ(x+ tω) + t
∑
i
ωi∂ifβ(x+ tω) + tf˙β(x+ tω)
)
dω. (2.70)
Let Γn,a be as in Corollary 2.14 and let
ja(t, x) = (4π)
−1
∫
|ω|=1
(1 + |x+ ωt|2)−a/2dω, a ∈ R. (2.71)
It follows from (2.70) and (2.71) that
|uβ(t, x)| ≤ Γ0,a(fβ, f˙β)
(
ja(t, x) + |t|ja+1(t, x)
)
. (2.72)
The easy explicit evaluation of the integral in (2.71) in polar coordinates leads to
ja(t, x) ≤ Ca(1 + |x|+ |t|)−a for 0 < a < 2, (2.73a)
ja(t, x) ≤ Ca(1 + |x|+ |t|)−2(1 +
∣∣|t| − |x|∣∣)2−a for a > 2. (2.73b)
We choose a = 3/2 − ρ + |β| in (2.72), where 1/2 < ρ < 1. Then 1/2 + |β| < a < 1 + |β|
and it follows from (2.73) that
ja(t, x) + |t|ja+1(t, x) ≤ Cρ,|β|(1 + |x|+ |t|)−(3/2−ρ), |β| = 0, (2.74a)
ja(t, x) + |t|ja+1(t, x) ≤ Cρ,|β|(1 + |x|+ |t|)−1(1 +
∣∣|t| − |x|∣∣)−(1/2−ρ+|β|), |β| ≥ 1,(2.74b)
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where a = 3/2− ρ+ |β|.
Estimates (2.72) and (2.74) show that, if
Qn(u) = sup
t,x
(
(1 + |x|+ |t|)3/2−ρ|u(t, x)|)
+
∑
1≤|β|≤n
sup
t,x
(
(1 + |x|+ |t|)(1 + ∣∣|t| − |x|∣∣)1/2−ρ+|β||uβ(t, x)|),
then
Qn(u) ≤
∑
0≤|β|≤n
Cρ,|β|Γ0,3/2−ρ+|β|(fβ, f˙β). (2.75)
It follows from the definition of Γn,a and from T
1
Pβ = ∂
α
(
0 I
∆ 0
)t
, β = (t, α), that
Γ0,3/2−ρ+|β|(fβ, f˙β) ≤ Γ|β|,3/2−ρ(f, f˙),
which inserted into (2.75) gives (with new constant)
Qn(u) ≤ Cρ,nΓn,3/2−ρ(f, f˙). (2.76)
Inserting the result Γn,3/2−ρ(f, f˙) ≤ Cn,ρ‖(f, f˙)‖M
n+2
from Theorem 2.12 into inequality
(2.76) we obtain for some constant Cρ,n
Qn(u) ≤ Cρ,n‖(f, f˙)‖M
n+2
. (2.77)
Since S(R3,R4) ⊕ S(R3,R4) is dense in the space Mn+2 by construction, it follows that
(2.77) is true for (f, f˙) ∈Mn+2. This proves the proposition.
It follows directly from definitions (1.5), (1.7) and (1.8) of TX , X ∈ p, that [TX , TY ] ≡
DTX .TY −DTY .TX = T[X,Y ] on the space of C∞ functions. The next lemmas and corollary
prove in particular that TX , X ∈ p, is a continuous polynomial from E∞ to E∞, which
assures that X 7→ TX is a nonlinear representation of p in E∞.
Lemma 2.16. Let N ≥ 0, ui = (fi, f˙i, αi) ∈ E∞, i = 1, 2, and let p = 6(5− 2ρ)−1. Then
‖T 2P0(u1 ⊗ u2)‖EN ≤ CN
( ∑
|µ|≤|ν1|+|ν2|≤N
‖Mµ|∂ν1α1||∂ν2α2|‖Lp
+
∑
|µ|≤N
|ν1|+|ν2|≤N
(‖Mµ|∂ν1f1||∂ν2α2|‖L2 + ‖Mµ|∂ν1f2||∂ν2α1|‖L2))
and
‖T 2M0j (u1 ⊗ u2)‖EN ≤ CN
( ∑
|µ|≤|ν1|+|ν2|+1≤N+1
‖Mµ|∂ν1α1||∂ν2α2|‖Lp
+
∑
|µ|≤N+1
|ν1|+|ν2|≤N
(‖Mµ|∂ν1f1||∂ν2α2|‖L2 + ‖Mµ|∂ν1f2||∂ν2α1|‖L2)).
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Proof. It follows from (1.8a) that
‖T 2P0(u1 ⊗ u2)‖2EN (2.78)
= ‖(0, 1
2
(α1γα2 + α2γα1))‖2Mn + ‖
1
2
( 3∑
µ=0
(f1µγ
0γµα2 + f2µγ
0γµα1)
)
‖2Dn .
It follows from Theorem 2.13 and Liebniz rule that
‖(0, αiγαj)‖Mn ≤ Cn
∑
|β|≤|ν1|+|ν2|≤n
‖Mβ |∂ν1αi||∂ν2αj |‖Lp , (2.79)
where p = 6(5− 2ρ)−1. By definition (2.32b) of qDn and by the first part of Theorem 2.9:
3∑
µ=0
‖fiµγ0γµαj‖Dn ≤ C′n
3∑
µ=0
qDn (fiµγ
0γµαj) (2.80)
≤ C′′n
∑
|β|≤n
|ν1|+|ν2|≤n
‖Mβ|∂ν1fi‖∂ν2αj |‖L2 .
The triangle inequality, inequalities (2.78), (2.79) and (2.80) prove the first inequality in
the lemma. The proof of the second inequality is so similar that we omit it.
Lemma 2.17. If ui ∈ E∞, i = 1, 2, and X ∈ Π, then
i) ‖T 2X(u1 ⊗ u2)‖E
N
≤ CN
(‖u1‖E
N+1
‖u2‖E0 + ‖u1‖E0‖u2‖EN+1
)
, N ≥ 0,
ii) ‖T 2X(u1 ⊗ u2)‖E
N
≤ CN
(‖u1‖E
N
‖u2‖E1 + ‖u1‖E1‖u2‖EN
)3/2−ρ
(‖u1‖E
N+1
‖u2‖E0 + ‖u1‖E0‖u2‖EN+1
)ρ−1/2
, N ≥ 0,
iii) ‖T 2X(u1 ⊗ u2)‖E ≤ Cmin
(‖u1‖E1‖u2‖ρ−1/2E1 ‖u2‖3/2−ρE0 , ‖u1‖ρ−1/2E1 ‖u1‖3/2−ρE0 ‖u2‖E1).
Proof. Since T 2X = 0 if X ∈ Π and X 6= P0, X 6= M0j, j = 1, 2, 3, we have according to
Lemma 2.16 for X ∈ Π, ui = (fi, f˙i, αi) ∈ E∞, i = 1, 2,
‖T 2X(u1 ⊗ u2)‖E ≤ C
( ∑
|µ|≤1
‖Mµ|α1||α2|‖Lp (2.81)
+
∑
|µ|≤1
(‖Mµ|f1||α2|‖L2 + ‖Mµ|f2||α1|‖L2)), p = 6(5− 2ρ)−1.
Since ‖Mµ|α1||α2|‖Lp ≤ ‖α1‖L2‖Mµα2‖Lq , p = 6(5−2ρ)−1, q = 3(1−ρ)−1 and ‖Mµα2‖Lq
≤ C∑|ν|≤1 ‖∂νMµα2‖L2 , we obtain∑
|µ|≤1
‖Mµ|α1||α2|‖Lp ≤ C‖α1‖L2
∑
|µ|≤1
|ν|≤1
‖Mµ∂να2‖L2 (2.82)
≤ C′‖α1‖D‖α2‖D1 , p = 6(5− 2ρ)
−1, 1/2 < ρ < 1.
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The inequalities ‖Mµ|f1||α2|‖L2 ≤ ‖f1‖Lq‖Mµα2‖L3/ρ , q = 6(3 − 2ρ)−1, ‖f1‖Lq ≤ C‖(f1, 0)‖M (cf. (2.61)) and ‖Mµα2‖L3/ρ ≤ C
∑
|ν|≤1 ‖∂νMµα2‖L2 give∑
|µ|≤1
‖Mµ|f1||α2|‖L2 ≤ C‖(f1, 0)‖M‖α2‖D1 . (2.83)
Since ‖(fi, 0)‖Mn ≤ ‖ui‖En , ‖αi‖Dn ≤ ‖ui‖En it follows from (2.81), (2.82) and (2.83) that
T 2X(u1 ⊗ u2)‖E ≤ C
(‖u1‖E‖u2‖E1 + ‖u1‖E1‖u2‖E),
which proves the first statement of the lemma in the case where N = 0.
Let u = (f, f˙ , α) ∈ E∞ and |µ| ≤ 1. It follows from (2.60a) of Theorem 2.12 and from
the inequality
‖(1 + |x|)ρ−1/2α‖L2 ≤ ‖(1 + |x|)α‖ρ−1/2L2 ‖α‖3/2−ρL2 ≤ ‖α‖ρ−1/2D1 ‖α‖
3/2−ρ
D ,
that
‖Mµ|f ||α|‖L2 ≤ sup
x
(
(1 + |x|)3/2−ρ|f(x)|)‖(1 + |x|)ρ−1/2α‖L2 (2.84)
≤ C‖(f, 0)‖M1‖α‖
ρ−1/2
D1
‖α‖3/2−ρD , |µ| ≤ 1.
It follows from Lemma 2.16 that, for X ∈ Π, ‖T 2X(u1 ⊗ u2)‖E
N
is bounded by a sum of
terms of the form
CN‖Mµ|Mµ1∂ν1α1||Mµ2∂ν2α2|‖Lp = CNI(µ, µ1, µ2, ν1, ν2), p = 6(5− 2ρ)−1, (2.85)
where |µ| ≤ 1, |ν1|+ |ν2| ≤ N, |µ1| ≤ |ν1|, |µ2| ≤ |ν2| and of terms of the form
CNJ(µ, µ1, µ2, ν1, ν2) (2.86)
= CN (‖Mµ|Mµ1∂ν1f1||Mµ2∂ν2α2|‖L2 + ‖Mµ|Mµ1∂ν1f2||Mµ2∂ν2α1|‖L2),
where |µ| ≤ 1, |ν1|+ |ν1| ≤ N, |µ1|+ |µ2| ≤ N.
Let first |ν1| ≥ |ν2| in (2.85). Then (2.82) gives
‖Mµ|Mµ1∂ν1α1||Mµ2∂ν2α2|‖Lp ≤ C|ν1|‖Mµ1∂ν1α1‖D‖Mµ2∂ν2α2‖D1 (2.87)
≤ C|ν1|‖α1‖D
|ν1|
‖α2‖D
|ν2|+1
≤ C|ν1|‖u1‖E
|ν1|
‖u2‖E
|ν2|+1
= I ′(|ν1|, |ν2|),
where we have used Theorem 2.9. Since |ν1| + |ν2| + 1 ≤ N + 1, |ν1| ≤ N , |ν2| + 1 ≤
[N2 ] + 1 ≤ N for N ≥ 1, Corollary 2.6 gives with N0 = 1
I ′(|ν1|, |ν2|) ≤ C′N
(‖u1‖E1‖u2‖EN + ‖u1‖EN ‖u2‖E1). (2.88)
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If we now take |ν1| < |ν2|, we obtain the same estimate (2.88), so (2.88) is true for
|ν1|+ |ν2| ≤ N,N ≥ 1. From (2.85) and (2.88) it follows that
I(µ, µ1, µ2, ν1, ν2) ≤ C′N
(‖u1‖E1‖u2‖EN + ‖u1‖EN ‖u2‖E1), (2.89)
with the range of multi-indices defined in (2.85).
Let |ν1| > |ν2| in (2.86). We can choose µ1 and µ2, without changing the value of
J(µ, µ1, µ2, ν1, ν2), such that |µ1| ≤ |ν1|, |µ2| ≤ N − |ν1|. Inequality (2.83) then gives
‖Mµ|Mµ1∂ν1f1||Mµ2∂ν2α2|‖L2 ≤ C|M1|‖(Mµ1∂ν1f1, 0)‖M‖Mµ2∂ν2α2‖D1 (2.90)
≤ C′|ν1|‖(f1, 0)‖M|ν1|‖α2‖D1+N−|ν1|
≤ C′|ν1|‖u1‖E|ν1|‖u2‖E1+N−|ν1| ,
where we have used Theorem 2.9. An estimate for the second term in (2.86) is obtained
by permuting u1 and u2 in (2.90). This gives
J(µ, µ1, µ2, ν1, ν2) ≤ CN
(‖u1‖E
|ν1|
‖u2‖E
N+1−|ν1|
+ ‖u1‖E
N+1−|ν1|
‖u2‖E
|ν1|
)
, |ν1| > |ν2|.
Since |ν1|+ |ν2| ≤ N and N + 1− |ν1| ≤ N in this inequality, Corollary 2.6 gives
J(µ, µ1, µ2, ν1, ν2) ≤ CN
(‖u1‖E1‖u2‖EN + ‖u1‖EN ‖u2‖E1), |ν1| > |ν2|. (2.91)
Let |ν1| ≤ |ν2| in (2.86). As above we can choose |µ1| ≤ |ν1| and |µ2| ≤ N − |ν1|.
Application of the inequality (2.84) to the two terms in (2.86) gives
J(µ, µ1, µ2, ν1, ν2) ≤ CN
(
‖(f1, 0)‖M
|ν1|
‖α2‖ρ−1/2D
1+N−|ν1|
‖α2‖3/2−ρD
N−|ν1|
+ ‖(f2, 0)‖M
|ν1|
‖α1‖ρ−1/2D1+N−|ν1|‖α1‖
3/2−ρ
D
N−|ν1|
)
, |ν1| ≤ |ν2|.
It now follows from the definition of the norms that
J(µ, µ1, µ2, ν1, ν2) ≤ Cn
(
‖u1‖E
|ν1|
‖u2‖ρ−1/2E
N+1−|ν1|
‖u2‖3/2−ρE
N−|ν1|
(2.92)
+ ‖u2‖E
|ν1|
‖u1‖ρ−1/2E
N+1−|ν1|
‖u1‖3/2−ρE
N−|ν1|
)
, |ν1| ≤ |ν2|.
Application of Corollary 2.6 to the terms (‖u1‖E
|ν1|
‖u2‖E
N+1−|ν1|
)ρ−1/2 and
(‖u1‖E
|ν1|
‖u2‖E
N−|ν2|
)3/2−ρ and the corresponding terms with u1 and u2 permuted in
(2.92), gives
J(µ, µ1, µ2, ν1, ν2) ≤ CN
(‖u1‖E‖u2‖E
N+1
+ ‖u1‖E
N+1
‖u2‖E
)ρ−1/2
(2.93)(‖u1‖E1‖u2‖EN + ‖u1‖EN ‖u2‖E1)3/2−ρ, |ν1| ≤ |ν2|.
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Factorization of the right-hand side of (2.91) into a factor with exponent ρ − 1/2 and a
factor with exponent 3/2− ρ and the application of Corollary 2.6 to the terms in the first
factor show that (2.93) is also true for |ν1| > |ν2|. This proves the second statement of the
lemma for N > 1. The case N = 0 is the same as in the first statement of the lemma.
The first statement of the lemma for N ≥ 1 follows from the second by application of
Corollary 2.6 to the factor with exponent 3/2− ρ.
Finally statement iii) follows from (2.82), application of estimate (2.83) to one of the
terms ‖Mµ|f1||α2|‖L2 or ‖Mµ|f2||α1|‖L2 , and application to the other terms of estimate
(2.84). This proves the lemma.
Corollary 2.18. If u ∈ E∞ and X ∈ Π, then
‖T 2X(u)‖E
N
≤ CN (‖u‖E1‖u‖EN )
3/2−ρ(‖u‖E0‖u‖EN+1)
ρ−1/2, N ≥ 1,
and
‖T 2X(u)‖E
N
≤ C‖u‖E0‖u‖EN+1 , N ≥ 0.
We shall need an analogy of Lemma 2.17 and Corollary 2.18 for TY = T
1
Y + T˜Y , where
Y ∈ Π′, the basis for the enveloping algebra U(p).
Lemma 2.19. If u1, . . . , un ∈ E∞ and Y ∈ Π′, then
i) ‖TnY (u1 ⊗ · · · ⊗ un)‖E
N
≤ C
∑
i
∏
1≤l≤n−1
‖uil‖E‖uin‖E
N+|Y |
,
for n ≥ 1, N ≥ 0 and
ii) ‖TnY (u1 ⊗ · · · ⊗ un)‖E
N
≤ C
(∑
i
‖ui1‖E
N+|Y |−1
‖ui2‖E1
n∏
l=3
‖uil‖E
)3/2−ρ(∑
i
‖ui1‖E
N+|Y |
‖ui2‖E1
n∏
l=3
‖uil‖E
)ρ−1/2
,
for n ≥ 2 and |Y | + N ≥ 1. Here the summation is over all permutation i of (1, . . . , n)
and the constant C depends on |Y |, n, N, ρ.
Proof. We prove the first statement by induction. It is true for Y = I, because TI(u) = u.
It follows from Lemma 2.17 that it is also true for Y = X ∈ Π. Suppose it is true for
|Y | ≤ L. If Y ′ = Y X, |Y | ≤ L,X ∈ Π, then it follows from definition (1.9) of TY X that
with Iq = ⊗qI, I = identity in E,
TnY X =
∑
0≤q≤n−1
TnY (Iq ⊗ T 1X ⊗ In−q−1)τn +
∑
0≤q≤n−2
Tn−1Y (Iq ⊗ T 2X ⊗ In−q−2)τn, (2.94)
where τn is the normalized symmetrization operator on ⊗ˆnE (= E⊗ˆE⊗ˆ · · · ⊗ˆE, n times).
By the induction hypothesis we have, after reindexation for n ≥ 2,
‖Tn−p+1Y (Iq ⊗ T pX ⊗ In−q−p)(τn ⊗nj=1 uj)‖EN
≤ C
∑
i
‖ui1‖E · · · ‖uin−2‖E(‖uin−1‖E‖T 1Xuin‖E
|Y |+N
+ ‖T 1Xuin−1‖E‖uin‖E
|Y |+N
)
, p = 1, 2, n− p ≥ 0.
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Since, according to the definition of ‖ · ‖E
l
and Corollary 2.6
‖uin−1‖E‖T 1Xuin‖E
|Y |+N
+ ‖T 1Xuin−1‖E‖uin‖E
|Y |+N
≤ C′(‖uin−1‖E‖uin‖E
|Y |+1+N
+ ‖uin−1‖E
|Y |+1+N
‖uin‖E
)
,
and since the case n = 1 is trivial, we obtain
‖Tn−p+1Y (Iq ⊗ T pX ⊗ In−q−p)(τn ⊗nj=1 uj)‖EN (2.95)
≤ C′′
∑
i
n−1∏
j=1
‖uij‖E‖uin‖E
N+1+|Y |
, n ≥ 1, p = 1, 2, n− p ≥ 0.
Formula (2.94) and inequality (2.95) prove, after changing the constant C, that the first
statement of the lemma is true for |Y ′| = L+ 1. So, by induction it is true for all |Y | ≥ 0.
According to Theorem 2.4 of [20] we have, for X ∈ Π and Z ∈ Π′,
TnXZ =
∑
n1+n2=n
∑′
Z,2
T 2X(T
n1
Z1
⊗ Tn2Z2 )τn + T 1XTnZ , n ≥ 2, (2.96)
where
∑′
Z,2 is a sum over a subset of couples (Z1, Z2) with Zi ∈ Π′ and 0 ≤ |Zi| ≤ |Z|,
|Z1| + |Z2| = |Z| and where τn is the normalized symmetrization operator on ⊗ˆnE. Let
Y = XZ,X ∈ Π, Z ∈ Π′, let fl ∈ E∞, 1 ≤ l ≤ n1, gj ∈ E∞, 1 ≤ j ≤ n2, and let
f = f1⊗· · ·⊗fn1 , g = g1⊗· · ·⊗gn2 . According to statement ii) of Lemma 2.17, we obtain
‖T 2X(Tn1Z1 (f)⊗ Tn2Z2 (g))‖EN (2.97)
≤ CN
(‖Tn1Z1 (f)‖EN‖Tn2Z2 (g)‖E1 + ‖Tn1Z1 (f)‖E1‖Tn2Z2 (g)‖EN)3/2−ρ(‖Tn1Z1 (f)‖EN+1‖Tn2Z2 (g)‖E + ‖Tn1Z1 (f)‖E‖Tn2Z2 (g)‖EN+1)ρ−1/2, N ≥ 0.
Let N ≥ 1. Then it follows from the first inequality of Lemma 2.19 which is already proved
and from the second inequality of Corollary 2.6, that
‖Tn1Z1 (f)‖EN‖T
n2
Z2
(g)‖E1 + ‖T
n1
Z1
(f)‖E1‖T
n2
Z2
(g)‖E
N
(2.98)
≤ CN,n,|Z|
∑
l,j
‖fl2‖E · · · ‖fln1 ‖E‖gj2‖E · · · ‖gjn2‖E(‖fl1‖E
N+|Z1|
‖gj1‖E
1+|Z2|
+ ‖fl1‖E
1+|Z1|
‖gj1‖E
N+|Z2|
)
≤ C′N,n,|Z|
∑
l,j
‖fl2‖E · · · ‖fln1 ‖E‖gj2‖E · · · ‖gjn2‖E(‖fl1‖E
N+|Z|
‖gj1‖E1 + ‖fl1‖E1‖gj1‖EN+|Z|
)
, N ≥ 1.
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For the last inequality we have also used that |Z1| + |Z2| = |Z|. We obtain in the same
way for N ≥ 0,
‖Tn1Z1 (f)‖EN+1‖T
n2
Z2
(g)‖E + ‖Tn1Z1 (f)‖E‖Tn2Z2 (g)‖EN+1 (2.99)
≤ CN,n,|Z|
∑
l,j
‖fl2‖E · · · ‖fln1 ‖E‖gj2‖E · · · ‖gn2‖E(‖fl1‖E
N+|Z|+1
‖gj1‖E + ‖fl1‖E‖gj1‖E
N+|Z|+1
)
, N ≥ 0.
Let u1, . . . , un ∈ E∞. Then it follows from inequalities (2.97), (2.98) and (2.99) that
‖T 2X(Tn1Z1 ⊗ Tn2Z2 )τn(⊗nl=1ul)‖EN (2.100)
≤ CN,n,|Z|
(∑
i
‖ui1‖E
N+|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
(∑
i
‖ui1‖E
N+|Z|+1
‖ui2‖E · · · ‖uin‖E
)ρ−1/2
≤ CN,n,|Z|
(∑
i
‖ui1‖E
N+|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
(∑
i
‖ui1‖E
N+|Z|+1
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
, N ≥ 1.
Let f1, . . . , fn1 , g1, . . . , gn2 , f, g be defined as previously. Statement iii) of Lemma 2.17
gives
‖T 2X(Tn1Z1 (f)⊗ Tn2Z2 (g))‖E ≤ Cmin
(
‖Tn1Z1 (f)‖E1‖T
n2
Z2
(g)‖ρ−1/2E1 ‖T
n2
Z2
(g)‖3/2−ρE (2.101)
‖Tn1Z1 (f)‖
ρ−1/2
E1
‖Tn1Z1 (f)‖
3/2−ρ
E ‖Tn2Z2 (g)‖E1
)
.
It follows from the first inequality of Lemma 2.19 that
‖Tn1Z1 (f)‖E1‖T
n2
Z2
(g)‖ρ−1/2E1 ‖T
n2
Z2
(g)‖3/2−ρE0 (2.102)
≤ C|Z|,n
(∑
l,j
‖fl1‖E
1+|Z1|
‖fl2‖E · · · ‖fln1‖E‖gj1‖E1+|Z2|‖gj2‖E · · · ‖gjn2‖E
)ρ−1/2
(∑
l,j
‖fl1‖E
1+|Z1|
‖fl2‖E · · · ‖fln1 ‖E‖gj1‖E|Z2|‖gj2‖E · · · ‖gjn2‖E
)3/2−ρ
.
Inequalities (2.101) and (2.102) give
‖T 2X(Tn1Z1 ⊗ Tn2Z2 )τn(⊗nj=1uj)‖E ≤ Cn,|Z|min(Q(|Z1|, |Z2|), Q(|Z2|, |Z1|)), n ≥ 2, (2.103)
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where
Q(|Z1|, |Z2|) =
(∑
i
‖ui1‖E
1+|Z1|
‖ui2‖E
1+|Z2|
‖ui3‖E · · · ‖uin‖E
)ρ−1/2
(2.104)
(∑
i
‖ui1‖E
1+|Z1|
‖ui2‖E
|Z2|
‖ui3‖E · · · ‖uin‖E
)3/2−ρ
.
If |Z1| = |Z2| = 0, then
Q(0, 0) ≤
(∑
i
‖ui1‖E1‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
(2.105a)
(∑
i
‖ui1‖E‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
.
If |Z1| = |Z2| ≥ 1, then 1 + |Z1| ≤ |Z|, so it follows from the second inequality of
Corollary 2.6 that
Q(|Z1|, |Z2|) ≤ C
(∑
i
‖ui1‖E
1+|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
(2.105b)
(∑
i
‖ui1‖E
|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
, |Z1| = |Z2| ≥ 1.
If |Z1| < |Z2|, then |Z1|+ 1 ≤ |Z2|, so it follows from Corollary 2.6 that
Q(|Z1|, |Z2|) ≤ C
(∑
i
‖ui1‖1+|Z|‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
(2.105c)
(∑
i
‖ui1‖E
|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
, |Z1| < |Z2|.
It follows from inequalities (2.103) and (2.105) that
‖T 2X(Tn1Z1 ⊗ Tn2Z2 )τn(⊗nj=1uj)‖E (2.106)
≤ Cn,|Z|
(∑
i
‖ui1‖E
1+|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
(∑
i
‖ui1‖E
|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
,
where |Z1|+ |Z2| = |Z|. Inequalities (2.100) and (2.106) show that
‖T 2X(Tn1Z1 ⊗ Tn2Z2 )τn(⊗nj=1uj)‖EN (2.107)
≤ CN,n,|Z|
(∑
i
‖ui1‖E
N+|Z|
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)3/2−ρ
(∑
i
‖ui1‖E
N+|Z|+1
‖ui2‖E1‖ui3‖E · · · ‖uin‖E
)ρ−1/2
, N ≥ 0,
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where |Z1|+ |Z2| = |Z|, |Zj| ≥ 0, n ≥ 2.
We now prove the second statement of the lemma by induction in |Y |, Y = XZ,
using formula (2.96). If |Y | = 0 then the statement is true since Tn
1
= 0 for n ≥ 2. Let
|Y | = L+ 1. Then, supposing inequality ii) of the lemma true for all |Y | ≤ L, we get
‖T 1XTnZ (⊗nj=1uj)‖E
N
≤ ‖TnZ (⊗nj=1uj)‖E
N+1
(2.108)
≤ C|Z|,N,n
(∑
i
‖ui‖E
N+|Z|
‖ui2‖E1
n∏
l=3
‖uil‖E
)3/2−ρ
(∑
i
‖ui1‖E
N+1+|Z|
‖ui2‖E1
n∏
l=3
‖uil‖E
)ρ−1/2
.
It now follows from equality (2.96) and inequalities (2.107) and (2.108) that inequality ii)
of the lemma is true. This proves the lemma.
According to Lemma 2.19 TnY , Y ∈ Π′, has continuous extensions to spaces larger than
E∞. These extensions are denoted by the same symbol T
n
Y .
Remark 2.20. Let Y ∈ Π′ and N ≥ 0. Then TnY is a continuous linear map from
⊗ˆnEN+|Y | to EN .
Lemma 2.19 immediately gives estimates for the polynomial TY .
Corollary 2.21. TY , Y ∈ Π′ is a continuous polynomial from EN+|Y | to EN satisfying:
i) ‖TY (u)‖E
N
≤ CN,|Y |(‖u‖E)‖u‖E
N+|Y |
,
ii) ‖T˜Y (u)‖E
N
≤ CN,|Y |(‖u‖E)‖u‖E‖u‖E
N+|Y |
,
iii) ‖T˜Y (u)‖E
N
≤ CN,|Y |(‖u‖E)‖u‖E1(‖u‖EN+|Y |−1)
3/2−ρ‖u‖ρ−1/2E
N+|Y |
,
where CN,|Y | is an increasing continuous function and T˜Y = TY − T 1Y .
Let Y 7→ aY be a linear function from U(p) to a Banach space B. We introduce
(cf. (2.38) of [20])
℘BN (a) =
( ∑
Y ∈Π′
|Y |≤N
‖aY ‖2B
)1/2
, N ≥ 0. (2.109)
When B = E we write ℘N instead of ℘
E
N . According to definition (1.6a) of ‖ · ‖E
N
we have
℘N (T
1(u)) = ‖u‖E
N
, N ≥ 0. (2.110)
We can now prove that the linear representation T 1 of U(p) is bounded by the nonlinear
representation T , and vice-versa, on a E-neighbourhood of zero in E∞.
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Theorem 2.22. There is a neighbourhood O of zero in E such that for u ∈ EN ∩ O:
i) ℘N (T (u)) ≤ CN‖u‖E
N
, N ≥ 0,
ii) ‖u‖E
N
≤ CN℘N (T (u)), 0 ≤ N ≤ 1,
iii) ‖u‖E
N
≤ FN (℘1(T (u)))℘N (T (u)), N ≥ 0.
Here CN is a constant and FN an increasing continuous function, only depending on the
neighbourhood O.
Proof. For K > 0 we define O = {u ∈ E∣∣‖u‖E < K}. Let Y ∈ Π′, |Y | ≤ N and N ≥ 0. It
follows from i) of Corollary 2.21 that for u ∈ EN ∩ O,
‖TY (u)‖E ≤ C0,|Y |(‖u‖E)‖u‖E
|Y |
≤ C0,|Y |(K)‖u‖E
N
.
Summation over Y ∈ Π′, |Y | ≤ N now gives inequality i) of the theorem for N ≥ 0.
To prove the second inequality we note that it is true for N = 0 and that, according
to ii) of Corollary 2.21,
℘1(T˜ (u)) ≤
( ∑
Y ∈Π′
|Y |≤1
(C0,|Y |
(‖u‖E)‖u‖E‖u‖E
|Y |
)2)1/2
≤ C(K)K‖u‖E1 , u ∈ E1 ∩O,
where C(K) is continuous and increasing in K ≥ 0. For a given χ, 0 < χ < 1, we choose
K such that C(K)K ≤ χ. Then
℘1(T˜ (u)) ≤ χ‖u‖E1 , u ∈ E1 ∩O.
Since ‖u‖E1 = ℘1(T
1u) ≤ ℘1(T (u)) + ℘1(T˜ (u)) we obtain ‖u‖E1 ≤ χ‖u‖E1 + ℘1(T (u)),
which gives
‖u‖E1 ≤ (1− χ)
−1℘1(T (u)), u ∈ E1 ∩O, (2.111)
where 0 < χ < 1. This proves inequality ii).
We prove the third inequality by induction. It follows from inequality ii) that it is
true for N = 0 and N = 1. Suppose it is true up to N − 1, N ≥ 1. Then inequality iii) of
Corollary 2.21 gives for |Y | ≤ N, Y ∈ Π′,
‖T˜Y (u)‖E ≤ C0,|Y |(K)‖u‖E1‖u‖
3/2−ρ
E
N−1
‖u‖ρ−1/2E
N
≤ C0,|Y |(K)C1℘1(T (u))
(
FN−1(℘1(T (u)))℘N−1(T (u))
)3/2−ρ‖u‖ρ−1/2E
N
,
where inequality ii) and the induction hypothesis were used for the second inequality. Since
‖u‖E
N
≤ ℘N (T (u)) + ℘N (T˜ (u)) we get after summation over Y
‖u‖E
N
≤ ℘N (T (u)) +HN
(
℘1(T (u))
)
℘N−1(T (u))
3/2−ρ‖u‖ρ−1/2E
N
, (2.112)
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where HN is an increasing continuous function depending only on K. Since ℘1(T (u)) =
℘N−1(T (u)) = 0 if ℘N (T (u)) = 0, N ≥ 1, it follows from (2.112) that inequality iii) of the
theorem is true for ℘N (T (u)) = 0. Let ℘N (T (u)) > 0 and let x = ‖u‖E
N
/℘N (T (u)). Since
℘N−1(T (u)) ≤ ℘N (T (u)), inequality (2.112) gives
x ≤ 1 + ANxρ−1/2, x ≥ 0, (2.113)
where AN = HN (℘1(T (u))). If x ≤ 1 it then follows from the definition of x that inequality
iii) of the theorem is true. If x > 1, it then follows from (2.113) that x ≤ 1+ANx1/2, since
0 < ρ < 1/2, which shows that x1/2 ≤ AN/2 + ((AN/2)2 + 1)1/2 ≤ 2((AN/2)2 + 1)1/2.
So x ≤ A2N + 4 and ‖u‖E
N
≤ (A2N + 4)℘N (T (u)), which proves that inequality iii) of the
theorem is also true for x > 1. This proves the theorem.
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3. The asymptotic nonlinear representation.
If we suppose that the limit (1.17c) exists and that t 7→ u(t) = Ω+(U (+)exp(tP0)(v)) is
a solution of the evolution equation (1.2), then we can easily find the explicit expressions
(1.17a) and (1.17b) of U
(+)
g , g ∈ P0, since the Maxwell-Dirac equations are manifestly
covariant. Let T (+) be the Lie algebra representation of p which is the differential of U (+).
In this chapter we shall prove that U
(+)
g maps E
0ρ
N into E
0ρ
N , for N sufficiently large, that
T
(+)
X maps E∞ into E∞ and deduce properties of the C
n-vectors of U (+). We give a direct
proof (theorem 3.14) of the fact that X 7→ T (+)X is a representation of p. We return to the
question of the existence of the limit (1.17c) in chapter 6.
To begin with we study the phase function in (1.23a) of the definition of U (+).
Lemma 3.1. Let f be a continuous function on D0 = {(t, x) ∈ R×R3
∣∣t > |x| and t > 0},
which is absolutely Lebesgue integrable on every half-line in D0 starting at the origin. f is
defined to be zero outside D0. Let
gˆ(k) =
∫ ∞
0
f(τω(k)/m, τk/m)dτ, k ∈ R3, w(k) = (m2 + k2)1/2.
i) if f(t, x) = 0 for 0 ≤ t ≤ 1 and f ∈ L∞(R+, L2(R3)), then,
‖(ω(−i∂))−2g‖L2 ≤ Csup
t≥1
‖f(t)‖L2,
ii) if the function (t, x) 7→ (1 + t)(1 + t − |x|)εf(t, x) belongs to L∞(D0), where ω(k) =
(m2 + k2)1/2 and ω(−i∂) = (m2 + |−i∂|2)1/2 = (m2 −∆)1/2, then,
|gˆ(k)| ≤ m
ω(k)
(ln(1 + 2(ω(k)/m)2) + ε−1) sup
(t,x)∈D0
((1 + t)(1 + t− |x|)ε|f(t, x)|), ε > 0.
Proof. To prove the first statement of the lemma, letD1 = {(t, x) ∈ R×R3
∣∣t ≥ (1+|x|2)1/2}
and let
gˆ0(k) =
∫ 1
0
f(τω(k)/m, τk/m)dτ, gˆ1(k) =
∫ ∞
1
f(τω(k)/m, τk/m)dτ. (3.1)
For gˆ1, Schwarz inequality gives
|gˆ1(k)| ≤
(∫ ∞
1
τ−2δdτ
)1/2(∫ ∞
1
τ2δ|f(τω(k)/m, τk/m)|2dτ
)1/2
≤
(
Cδ
∫ ∞
1
τ2δ|f(τω(k)/m, τk/m)|2dτ
)1/2
, δ > 1/2.
Plancherel theorem now gives
‖ω(−i∂)−2g1‖2L2 = ‖ω−2gˆ‖2L2
≤ Cδ
∫
R3
dk
∫ ∞
1
dττ2δ|f(τω(k)/m, τk/m)|2ω(k)−4.
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Making the variable transformation t = τω(k)/m, x = τk/m, with Jacobian equal to
m2τ3/ω(k), in the right-hand side of the last inequality and using the fact that ω(k) =
mt/τ , we obtain
‖ω(−i∂)−2g1‖2L2 ≤ Cδ
∫
D1
|f(t, x)|2(1− (x/t)2)δt2δ−3m−5dtdx.
Since t ≥ 1 in D1 we obtain, choosing 1/2 < δ < 1,
‖ω(−i∂)−2g1‖2L2 ≤ C′δm−5 sup
t≥1
‖f(t)‖2L2. (3.2)
For gˆ0, we have by Schwarz inequality
|gˆ0(k)|2 ≤
∫ 1
0
|f(τω(k)/m, τk/m)|2dτ.
Multiplication by ω(k)−4, integration on k and changing variables as in the case for gˆ1
give, since D1 ⊂ D0,
‖ω(−i∂)−2g0‖2L2 ≤
∫
D0−D1
|f(t, x)|2t−3m−5dtdx.
Since t ≥ 1 in the support of f , we obtain
‖ω(−i∂)−2g0‖2L2 ≤ Cm−5 sup
t≥1
‖f(t)‖2L2. (3.3)
Definition (3.1), inequalities (3.2) and (3.3) prove statement i) of the lemma.
To prove the second statement, let
C = sup
(t,x)∈D0
((1 + t)(1 + t− |x|)ε|f(t, x)|).
It follows from the definition of gˆ that
|gˆ(k)| ≤ C
∫ ∞
0
(1 + τω(k)/m)−1(1 + τω(k)/m− τ |k|/m)−εdτ.
Since ω(k)− |k| ≥ m2/(2ω(k)) we obtain, with t = τω(k)/m,
|gˆ(k)| ≤ C m
ω(k)
∫ ∞
0
(1 + t)−1(1 + tm2/(2ω(k)2))−εdt
≤ C m
ω(k)
(∫ 2(ω(k)/m)2
0
(1 + t)−1dt+
∫ ∞
2(ω(k)/m)2
t−(1+ε)dt (2(ω(k)/m)2)ε
)
= C
m
ω(k)
(ln(1 + 2(ω(k)/m)2) + ε−1),
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which proves the last statement of the lemma.
In the case where f in Lemma 3.1 is a solution of the wave equation and if the spatial
Fourier transform of f vanishes in a neighbourhood of zero, then gˆ exists and its L∞-norm
can be estimated directly in terms of weighted L2-norms of the Fourier transform of the
initial data. We recall that Mρc , ρ ∈] − 1/2,∞[, was defined in Theorem 2.9, and since
there is no possibility of confusion we keep the previous notation ρ(t, x) = (t2 − |x|2)1/2
for |t| ≥ |x|.
Lemma 3.2. Let (h, h˙) ∈Mρc , let
f(t, x) = χ0(ρ(t, x))
(
cos((−∆)1/2t)h+ (−∆)−1/2 sin((−∆)1/2t)h˙)(x),
where χ0 ∈ C∞([0,∞[), and let gˆ be defined as in Lemma 3.1.
i) If −1/2 < ρ, a, b ∈ R, a − ρ > −1/2, a − ρ − b < −1/2 and if 0 ≤ χ0(τ) ≤ 1 for
τ ∈ [0,∞[, χ0(τ) = 1 for τ ≥ 2, then
‖gˆ‖L∞ ≤ Cρ,a,b‖|∇|−a(1 + |∇|)b(h, h˙)‖Mρ .
ii) If 1/2 < ρ < 1, and if χ0(τ) = 0 for τ ≥ 2, then
‖ω3/2−ρgˆ‖L∞ ≤ Cρ‖(h, h˙)‖Mρ .
Before proving the lemma we remark that the definition of gˆ makes sense. In fact
if (h, h˙) is as in the lemma, then f is absolutely integrable on half-lines starting at the
origin according to Proposition 2.15. Since Mρc is dense in M
ρ
∞ according to Theorem 2.9,
it follows from the inequality in Lemma 3.2 that the linear map (h, h˙) 7→ gˆ has a unique
continuous extension to the Hilbert space |∇|a(1 + |∇|)−bMρ.
Proof. To prove statement i), let 0 < r < R be such that the supports of hˆ and
ˆ˙
h are
contained in {p ∈ R∣∣r ≤ |p| ≤ R}. We extend the domain of definition of χ0 to R by
defining χ0(τ) = 0 for τ < 0. Let ϕ ∈ S(R), 0 ≤ ϕ(τ) ≤ 1, ϕ(τ) = 1 for |τ | ≤ 1 and
ϕ(τ) = 0 for |τ | ≥ 2. Let χ1 = (1 − ϕ)χ0 and let θ ∈ S′(R) (resp. θ1 ∈ S′(R)) be
the inverse Fourier transform of
√
2πχ0 (resp.
√
2πχ1). Since the derivative χ
′
1 ∈ C∞0
it follows that s 7→ sθ1(s) is a function in S(R), so θ1 restricted to R − {0} is a C∞
function satisfying θ1(s) ≤ An(1 + |s|)−n|s|−1, n ≥ 0, s 6= 0 for some constants An. Since
χ0−χ1 ∈ C∞0 (R−{0}) and since χ0−χ1 has bounded left and right derivatives of all orders
at zero, it follows that θ − θ1 is an entire function satisfying |θ(s)− θ1(s)| ≤ A(1 + |s|)−1,
s ∈ R, for some A > 0. Therefore
|θ(s)| ≤ A|s|−1, s 6= 0, (3.4a)
for some constant A.
Since h ∈ S(R3), we get by Fourier transformation
(eiετω(k)|∇|/mh)(τk/m)
= (2π)−3/2
∫
eiτ(ω(k)|p|ε+k·p)/mhˆ(p)dp, τ ∈ R, k ∈ R3.
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This gives ∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ
= (2π)−3/2
∫
χ0(τ)e
iτ(ω(k)|p|ε+k·p)/mhˆ(p)dpdτ.
Since 1
m
(ω(k)|p|+ εk · p) ≥ (2ω(k))−1m|p| ≥ (2ω(k))−1mr in the support of hˆ, we obtain
∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ (3.4b)
= (2π)−2
∫
θ(m−1(εω(k)|p|+ k.p))hˆ(p)dp,
where according to (3.4a)
|θ(m−1(εω(k)|p|+ k · p))| ≤ Am|ω(k)|p|+ εk · p|−1 ≤ 2Aω(k)/(m|p|), |p| > 0.
Let d, b ∈ R, d > −1/2 and d− b < −1/2. Schwarz inequality and Plancherel theorem give
∣∣ ∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ
∣∣ (3.5)
≤
(∫
r≤|p|≤R
|θ(m−1(εω(k)|p|+ k · p))|2|p|2d(1 + |p|)−2bdp
)1/2
‖|∇|−d(1 + |∇|)bh‖L2 .
Let Fε(s) = ε
∫ ε∞
s
|θ(ξ)|2dξ. Then 0 ≤ Fε(s) ≤ B|s|−1, for εs > 0, ε = ± and some B > 0.
We have
I(k) =
∫
r≤|p|≤R
|θ(m−1(εω(k)|p|+ k · p))|2|p|2d(1 + |p|)−2bdp
= 2π
∫ R
r
d|p||p|2+2d(1 + |p|)−2b
∫ π
0
dν sin ν
∣∣θ(m−1(εω(k)|p|+ cos ν|k||p|))∣∣2
= 2π
∫
|p|≥r
d|p||p|1+2d(1 + |p|)−2bm|k|−1(Fε(m−1ε(ω(k)− |k|)|p|)
− Fε(m−1ε(ω(k) + |k|)|p|)
)
.
This gives I(k) ≤ Cd,b ω(k) for |k| ≥ m. It follows directly from the definition of I(k) and
from inequality |θ(m−1(εω(k)|p| + k · p))| ≤ C|p|−1 for |k| ≤ m, |p| > 0, that I(k) ≤ C′d,b
for |k| ≤ m. Inequality (3.5) now gives
∣∣ ∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ
∣∣ (3.6)
≤ Cd,b‖|∇|−d(1 + |∇|)bh‖L2 , d > −1/2, d− b < −1/2.
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Since
gˆ(k) =
∫ ∞
−∞
f(τω(k)/m, τk/m)dτ
and
f(τω(k)/m, τk/m) =
χ0(τ)
2
∑
ε=±
(eεiτω(k)|∇|/mh− ieεiτω(k)|∇|/m|∇|−1h˙),
the inequality in the lemma follows from (3.6) with h and (3.6) with |∇|−1h˙ instead of h
and by defining a = d+ ρ. This proves statement i) of the lemma.
To prove statement ii) of the lemma, we observe that in this case, instead of inequality
(3.4a), we have
|θ(s)| ≤ A(1 + |s|)−1, s ∈ R.
In the same way as we obtained (3.5), it now follows that
∣∣ ∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ
∣∣
≤
(∫
|θ(m−1(εω(k)|p|+ k · p))|2|p|−2ρdp
)1/2
‖|∇|ρh‖L2 , 1/2 < ρ < 1.
The last two inequalities give that
∣∣ ∫ ∞
−∞
(eiετω(k)|∇|/mh)(τk/m)χ0(τ)dτ
∣∣
≤ Cρ(ω(k))−3/2+ρ‖|∇|ρh‖L2 , 1/2 < ρ < 1.
The inequality of statement ii) now follows as in the proof of statement i). This proves the
lemma.
We are now ready to study the phase function in the definitions (1.17a) and (1.17b)
of U (+). For (f, f˙) ∈Mρ∞, 1/2 < ρ < 1, we introduce, if X = aνPν ,
(Φε,X(f, f˙))(k) =
∫ ∞
0
aν lµεχ0(mτ)B
(+)1
νµ (τ lε)dτ, 0 ≤ ν ≤ 3, ε = ±, (3.7)
where l0ε = ω(k), l
j
ε = −εkj , 1 ≤ j ≤ 3,
B(+)1µ (t) = cos((−∆)1/2t)fµ + (−∆)−1/2 sin((−∆)1/2t)f˙µ, (3.8a)
B
(+)1
0µ (t) =
d
dt
B(+)1µ (t), (3.8b)
B
(+)1
jµ (t) = ∂jB
(+)1
µ (t), 1 ≤ j ≤ 3,
and where χ0 ∈ C∞([0,∞[), χ0(s) = 1 for s ≥ 2 and 0 ≤ χ0(s) ≤ 1. We use Einstein’s
summation convention over µ and ν in (3.7). It follows directly from Proposition 2.15 and
statement ii) of Lemma 3.1 that k 7→ (Φε,X(f, f˙))(k) is a C∞ function for (f, f˙) ∈Mρ∞.
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We denote by Φǫ(f, f˙) the linear map X 7→ Φǫ,X(f, f˙) from R4 to C∞(R3).
To state the next proposition we note that
η
(ε)
M
ij
= −ki ∂
∂kj
+ kj
∂
∂ki
, 1 ≤ i < j ≤ 3, (3.9a)
η
(ε)
M
0i
= −ε ∂
∂kj
ω(k), 1 ≤ i ≤ 3, ε = ±, (3.9b)
are the generators for a representation η(ε) of so(3, 1) on C∞(R3,C) and that the matrices
nµν , 0 ≤ µ < ν ≤ 3, in (1.5) define a representation which we denote X 7→ nX of so(3, 1)
in C4.
Proposition 3.3. Let N ≥ 0 be an integer and Π′′ be the restriction of the standard basis
Π′ of U(p) to the enveloping algebra U(so(3, 1)). Then
i)
∑
Y ∈Π′′
|Y |≤N
‖ω−5/2−aη(ε)Y Φε(f, f˙)‖L2 ≤ Cρ,N,a,b‖(1−∆)b/2(f, f˙)‖Mρ
N
,
if (1−∆)b/2(f, f˙) ∈MρN , −1/2 < ρ ≤ 3/2, a > 0, b > 3/2− ρ,
ii)
∑
Y ∈Π′′
|Y |≤N
‖ω−1η(ε)Y Φε(f, f˙)‖L∞ ≤ Cρ,N‖(1−∆)b/2(f, f˙)‖Mρ
N
,
if (1−∆)b/2(f, f˙) ∈MρN , −1/2 < ρ < 3/2, b > 3/2− ρ,
iii)
∑
Y ∈Π′′
|Y |≤N
|(η(ε)Y Φε(f, f˙)(k)| ≤ Cρ,N (1 + ln(1 + ω(k)/m))‖(f, f˙)‖Mρ
N+3
,
if (f, f˙) ∈MρN+3, 1/2 < ρ < 1.
Proof. Let (f, f˙) ∈ Mc, where Mc is defined in Theorem 2.9. The initial conditions
f
(ν)
µ , f˙
(ν)
µ of the solution Bνµ, given by (3.8b), of the wave equation satisfy
‖|∇|−1(1−∆)b/2(f (ν), f˙ (ν))‖Mρ0 ≤ ‖(1−∆)
b/2(f, f˙)‖Mρ0 , b ∈ R.
It follows from definition (3.7) of Φε,X , X ∈ p, and from Lemma 3.2 (with a = 1) that
‖ω−1Φε,Pν (f, f˙)‖L∞ ≤ Cρ,b‖(1−∆)b/2(f, f˙)‖Mρ
0
, (3.10)
where ε = ±, 0 ≤ ν ≤ 3, −1/2 < ρ < 3/2, b > 3/2− ρ. We define a group representation
V (ε), ε = ±, of SL(2,C) on the space of distributions r ∈ S′(R3,C4) by
(V
(ε)
A r)(k) = Λ(A)F
(ε)(Λ(A)−1(ω(k),−εk)),
where A 7→ Λ(A) is the canonical projection of SL(2,C) onto SO(3, 1) and where the
function F (ε): {p ∈ R4∣∣p0 > 0, pµpµ = m2} → C4 is given by F (ε)(ω(k),−εk) = r(k).
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Let r
(ε)
ν (f, f˙) = Φε,Pν (f, f˙). It follows from definition (3.7) of Φε,X that V
(ε)
A r
(ε)(f, f˙) =
r(ε)(UM1(0,A)(f, f˙)). Since the differential of V
(ε) is the Lie algebra representation η(ε) + n
and since (f, f˙) ∈Mc ⊂Mρ∞, it follows that
η
(ε)
X Φε,Pν (f, f˙) + (nX)
µ
νΦε,Pµ(f, f˙) = Φε,Pν (T
M1
X (f, f˙)), X ∈ p, (3.11)
so ∑
ν
|n(ε)X Φε,Pν (f, f˙)) ≤ C
∑
ν
(|Φε,Pν(TM1X (f, f˙))|+ |Φε,Pν(f, f˙)|), X ∈ Π ∩ so(3, 1),
which extends to the enveloping algebra:
∑
ν
|η(ε)Y Φε,Pν (f, f˙)| ≤ C|Y |
∑
ν
∑
Z∈Π′′
|Z|≤|Y |
|Φε,Pν(TM1Z (f, f˙))|, Y ∈ Π′′. (3.12)
The inequality in statement ii) of the proposition, for (f, f˙) ∈ Mc, now follows from
inequality (3.10) and inequality (3.11), since
‖(1−∆)b/2TM1Y (f, f˙)‖Mρ ≤ C|Y |,b‖(1−∆)b/2(f, f˙)‖Mρ
N
, Y ∈ Π′′, |Y | ≤ N.
We note that Mc is dense in M∞ according to Theorem 2.19. So Mc is dense in M
ρ
N which
proves statement ii). Statement i) follows trivially from statement ii).
To prove statement iii) we suppose that (f, f˙) ∈ Mc. It follows from statement ii) of
Lemma 3.1 that
|Φε(f, f˙)|(k) ≤ C
(
ln(1 + 2(ω(k)/m)2) + (3/2− ρ)−1) (3.13)∑
µ,ν
sup
t≥0
t≥|x|
((1 + t)(1 + t− |x|)3/2−ρ|B(+)1ν,µ (t, x)|), ρ < 3/2.
According to definition (3.8) of B
(+)1
νµ , we obtain using Proposition 2.15 that statement iii)
is true for N = 0 and (f, f˙) ∈ Mc. Inequality (3.12) then proves the inequality in state-
ment iii) for (f, f˙) ∈Mc. Since Mc is dense in Mρ3+N , this proves the proposition.
We now define rigourously T (+) by T (+) = T 1 + T (+)2, where T
(+)2
Mµν
= 0 for
0 ≤ µ < ν ≤ 3 and, if u = (f, f˙ , α) ∈ E∞, 0 ≤ µ ≤ 3,
(T
(+)2
Pµ
(u))∧(k) = i(0, 0,
∑
ε=±
(Φε,Pµ(f, f˙))(k)Pε(k)αˆ(k)), (3.14)
Proposition 3.3 and the algebraic properties of T (+) will permit us to prove that T (+)
is a nonlinear representation of p on E∞.
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Theorem 3.4. T
(+)
X , X ∈ p is a continuous polynomial of degree two from Eρ∞ to Eρ∞
and T (+) is a nonlinear representation of p on Eρ∞, 1/2 < ρ < 1.
Proof. T 1X , X ∈ p is a continuous linear map from E∞ to E∞ by the definition of E∞. It
follows from definition (3.9b) of η
(ε)
M
0i
, 1 ≤ i ≤ 3, and statement iii) of Proposition 3.3 that
Φε,Pν is a continuous linear map fromM
ρ
∞ into the space of C
∞ functions on R3 uniformly
bounded together with their derivatives by a constant times the function k 7→ (ω(k)).
This proves that the bilinear map Mρ∞ ×D∞ → S(R3,C4) = D∞ defined by ((f, f˙), α) 7→
Φε,Pν (f, f˙)Pεαˆ is continuous, so T
(+)
X :E
ρ
∞ → Eρ∞ is continuous.
To prove that T (+) is a representation we have to show that
T
(+)
XY − T (+)Y X = T (+)[X,Y ], X, Y ∈ p. (3.15)
Since T
(+)
X = T
1
X for X ∈ sl(2,C), (3.15) is true for X, Y ∈ sl(2,C). It follows from
definition (1.5) of T 1 and definition (3.9) of η(ε) that
(TD1X α)
∧ =
∑
ε=±
(η
(ε)
X + σX)Pεαˆ, X ∈ sl(2,C), (3.16)
where X 7→ σX is the representation of sl(2,C) on C4 defined by the matrices σµν ,
0 ≤ µ < ν ≤ 3, and where Pε is given by (1.16). A direct calculation shows that
(−nXΦε)µ = Φε,[X,Pµ], X ∈ sl(2,C), 0 ≤ µ ≤ 3. (3.17)
Formulas (3.11), (3.16) and (3.17) give (since η
(ε)
X is a derivation and since T
D1
X commutes
with the projector Pε(−i∂)) with X ∈ sl(2,C), Y ∈ R4,
(TD2XY (f, f˙ , α))
∧ = (TD1X T
D2
Y (f, f˙ , α))
∧ (3.18)
= i
∑
ε=±
(η
(ε)
X + σX)Φε,Y (f, f˙)(Pε(−i∂)α)∧
= i
∑
ε=±
((η
(ε)
X Φε,Y (f, f˙))Pεαˆ+ Φε,Y (f, f˙)(T
D1
X Pε(−i∂))α)∧
= i
∑
ε=±
(Φε,Y (T
M1
X (f, f˙)) + Φε,[X,Y ](f, f˙))(Pε(−i∂)α)∧
+ i
∑
ε=±
Φε,Y (f, f˙))(Pε(−i∂)TD1X α)∧.
On the other hand we have
(TD2Y X(f, f˙ , α))
∧ = ((DTD2Y .T
1
X)(f, f˙ , α))
∧ (3.19)
= i
∑
ε=±
Φε,Y (T
M1
X (f, f˙))(Pε(−i∂)α)∧ + i
∑
ε=±
Φε,Y (f, f˙))(Pε(−i∂)TD1X α)∧.
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Equalities (3.18) and (3.19) give
((T
(+)D2
XY − T (+)D2Y X )(f, f˙ , α))∧ = i
∑
ε=±
Φε,[X,Y ](f, f˙)(Pε(−i∂)α)∧ (3.20)
= (T
(+)D2
[X,Y ] (f, f˙ , α))
∧, X ∈ sl(2,C), Y ∈ R4,
where the last step follows from definition (3.14) and from the fact that [X, Y ] is in the
subalgebra R4 of p. This proves equality (3.15) for X ∈ sl(2,C), Y ∈ R4, since [T 1X , T 1Y ] =
T 1[X,Y ]. Now let X, Y ∈ R4; then for u = (f, f˙ , α) ∈ Eρ∞
(T
(+)D
XY (u))
∧ = ((DT
(+)D
X .T
(+)
Y )(u))
∧ (3.21)
= (T
(+)D1
X T
(+)D
Y (u))
∧ + ((DT
(+)D2
X .T
(+)
Y )(u)
∧
= (T
(+)D1
X T
(+)D
Y (u))
∧ + i
∑
ε=±
Φε,X(T
M1
Y (f, f˙))(Pε(−i∂)α)∧
+ i
∑
ε=±
Φε,X(f, f˙)(Pε(−i∂)(T (+)DY (u))∧
= (TD1XY α)
∧ + i
∑
ε=±
Φε,Y (f, f˙)(Pε(−i∂)TD1X α)∧
+ i
∑
ε,X
Φε,X(T
M1
Y (f, f˙))(Pε(−i∂)α)∧
+ i
∑
ε=±
Φε,X(f, f˙)(Pε(−i∂)TD1Y α)∧
−
∑
ε,ε′=±
Φε,X(f, f˙)PεΦε′,Y (f, f˙)Pε′αˆ.
It follows from (3.21) that for X, Y ∈ R4
((T
(+)D
XY − T (+)DYX )(u))∧ (3.22)
= i
∑
ε
(Φε,X(T
M1
Y (f, f˙))− Φε,Y (TM1X (f, f˙)))(Pε(−i∂)α)∧.
It follows from definitions (3.7) of Φ and (3.8) of B that
Φε,X(T
M1
Y (f, f˙))− Φε,Y (TM1X (f, f˙)) = 0, X, Y ∈ R4, (3.23)
which according to (3.22) shows that (3.15) is true for X, Y ∈ R4. This proves the theorem.
Lemma 3.5. If (f, f˙ , α) ∈ Eρ∞, 12 < ρ < 1, 0 ≤ µ ≤ 3, ε = ±, 0 < a ≤ 1 and 32−ρ < b ≤ 1,
then
i) ‖Φε,Pµ(f, f˙)αˆ‖L2 ≤ Cρ,a‖(f, f˙‖Mρ3 ‖ω(−i∂)
aα‖D0
≤ C′ρ,a‖(f, f˙)‖Mρ3 ‖α‖
1−a
D0
‖ω(−i∂)α‖aD0 ,
ii) ‖Φε,Pµ(f, f˙)αˆ‖L2 ≤ Cρ,b‖(1−∆)b/2(f, f˙)‖Mρ0 ‖ω(−i∂)α‖D0
≤ C′ρ,b‖(f, f˙)‖1−bMρ0 ‖(1−∆)
1/2(f, f˙)‖bMρ0 ‖ω(−i∂)α‖D0 .
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Proof. It follows from statement iii) of Proposition 3.3 that
‖Φε,Pν (f, f˙)αˆ‖L2 ≤ ‖ω−aΦε,Pν (f, f˙)‖L∞‖ωaαˆ‖L2
≤ Cρ,a‖(f, f˙)‖M3‖ω
aαˆ‖L2 , a > 0.
Since ‖ωaαˆ‖L2 ≤ ‖ω(−i∂)α‖aL2‖α‖1−aL2 , 0 < a ≤ 1, we obtain the inequality in statement i).
We get using statement ii) of Proposition 3.3
‖Φε,Pν (f, f˙)αˆ‖L2 ≤ ‖ω−1Φε,Pν (f, f˙)‖L∞‖ωαˆ‖L2
≤ Cρ,b‖(1−∆)b/2(f, f˙)‖Mρ0 ‖ω(−i∂)α‖L2, b > 3/2− ρ.
Since ‖ω5/2−ραˆ‖L2 ≤ ‖ω(−i∂)3α‖L2 ≤ C‖α‖D3 and by Sobolev embedding ‖ω
3αˆ‖L∞ ≤
C‖(1 − ∆)ω3αˆ‖L2 ≤ C′‖α‖D3 and ‖(f
(i), f˙ (i))‖Mρ ≤ C‖(f, f˙)‖Mρ . This proves the first
inequality in statement ii) of the lemma. The second follows from the first, since
‖(1−∆)b/2(f, f˙)‖Mρ0 ≤ ‖(f, f˙)‖
1−b
Mρ0
‖(1−∆)1/2(f, f˙)‖bMρ0 for b ≤ 1.
This proves the lemma.
Lemma 3.6. If u1, u2 ∈ E∞, X ∈ Π, N ≥ 0 and 32 − ρ < a ≤ 1, then
i) ‖T (+)2X (u1 ⊗ u2)‖EN ≤ CN (‖u1‖E1‖u2‖EN+1 + ‖u1‖EN+1‖u2‖E1),
ii) ‖T (+)2X (u1 ⊗ u2)‖EN ≤ CN,a(‖u1‖E3‖u2‖EN + ‖u1‖EN ‖u2‖E3)
1−a
(‖u1‖E3‖u2‖EN+1 + ‖u1‖EN+1‖u2‖E3)
a,
iii) ‖T (+)2X (u1 ⊗ u2)‖E ≤ Cmin
(‖u1‖E3‖u2‖1−aE0 ‖u2‖aE1 , ‖u2‖E3‖u1‖1−aE0 ‖u1‖aE1).
Proof. Let Oi, i = 1, 2, be two orderings on the basis Π of p and let Π′i be the canonical
basis of U(p) corresponding to the ordering Oi. The norms on the space of CN -vectors
given by (1.6a) corresponding to O1 and O2 respectively, are equivalent. Let O1 be an
ordering such that Pα < Mµν and O2 an ordering such that Mµν < Pα for 0 ≤ µ < ν ≤ 3
and 0 ≤ α ≤ 3.
If Y ∈ U(sl(2,C)), then T (+)Y = T 1Y so it follows from (1.9) that T 1Y T (+)2X = T (+)2Y X for
X ∈ p. If moreover X ∈ Π∩R4 and Y ∈ Π′2, then Y X ∈ Π′2. Since Y X can be written, as
it is seen by commutation, as a linear combination of elements Z ′Z ∈ Π′1, where Z ′ ∈ R4,
Z ∈ Π′1 ∩ U(sl(2,C)) and |Z| ≤ |Y |, we get, remembering that T (+)2 vanishes on sl(2,C)∑
|Y |≤N
∑
X∈Π
‖T 1Y T (+)2X (u1 ⊗ u2)‖2E ≤ CN
∑
|Z|≤N
∑
X∈Π
‖T (+)2XZ (u1 ⊗ u2)‖2E , (3.24a)
where the summation is taken over
Y ∈ U(sl(2,C)) ∩Π′2, Z ∈ U(sl(2,C)) ∩ Π′1, (3.24b)
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and u1, u2 ∈ E∞.
It follows by definition (3.14) of T (+)2 that
T 1Y T
(+)2
X (u1 ⊗ u2) (3.25)
= T
(+)2
X
(
(f1, f˙1, T
D1
Y α1)⊗ (f2, f˙2, TD1Y α2)
)
, Y ∈ U(R4),
where (fi, f˙i, αi) = ui ∈ E∞ for i = 1, 2. Inequality (3.24a) with domain of summation
(3.24b) and equality (3.25) give, using that different orderings on Π define equivalent
norms, ∑
X∈Π
‖T (+)2X (u1 ⊗ u2)‖2EN (3.26a)
≤ CN
∑
|Y |+|Z|≤N
∑
X∈Π
‖T (+)2XZ
(
(f1, f˙1, T
D1
Y α1)⊗ (f2, f˙2, TD1Y α2)
)‖2E ,
with summation over
Y ∈ U(R4) ∩ Π′2, Z ∈ U(sl(2,C)) ∩ Π′2. (3.26b)
According to Theorem 2.4 of [20] (cf. (2.96)) and since T
(+)
Z = T
1
Z for Z ∈ U(sl(2,C)), it
is enough to estimate
IX(Z1, Z2, Y ) = ‖T (+)2X (T 1Z1uY1 ⊗ T 1Z2uY2 ‖E , (3.27)
X ∈ Π, Z1, Z2 ∈ U(sl(2,C)) ∩ Π′2, Y ∈ U(R4) ∩ Π′2, |Z1| + |Z2| + |Y | ≤ N , uYi =
(fi, f˙i, T
D1
Y αi), in order to establish a bound on the right-hand side of (3.26a). It follows
from definition (3.14) of T (+) and Lemma 3.5 that, for 0 < a ≤ 1 and 3/2− ρ < b ≤ 1,
‖T (+)2X (u1 ⊗ u2)‖E ≤ Ca
(
min
(‖(f1, f˙1)‖M3‖α2‖1−aD0 ‖ω(−i∂)α2‖aD0 , (3.28)
‖(f1, f˙1)‖1−bM0 ‖(1−∆)
1/2(f1, f˙1)‖bM0‖ω(−i∂)α2‖D0
)
+min
(‖(f2, f˙2)‖M3‖α1‖1−aD0 ‖ω(−i∂)α1‖aD0 ,
‖(f2, f˙2)‖1−bM0 ‖(1−∆)
1/2(f2, f˙2)‖bM0‖ω(−i∂)α1‖D0
))
,
where ui = (fi, f˙i, αi) ∈ E∞. Definition (3.27) and inequality (3.28) prove that
IX(Z1, Z2, Y ) ≤ Ca
(
min
(‖(f1, f˙1)‖M
|Z1|+3
‖α2‖1−aD
|Z2|+|Y |
‖α2‖aD
|Z2|+|Y |+1
, (3.29)
‖(f1, f˙1)‖1−bM
|Z1|
‖(f1, f˙1)‖bM
|Z1|+1
‖α2‖D
|Z2|+|Y |+1
)
+min
(‖(f1, f˙2)‖M
|Z2|+3
‖α1‖1−aD
|Z1|+|Y |
‖α1|aD
|Z1|+|Y |+1
,
‖(f2, f˙2)‖1−bM
|Z2|
‖α1‖(f2, f˙2)‖bM
|Z1+1
‖α1‖D
|Z1|+|Y |+1
))
.
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It follows from (3.26a), (3.27) and (3.29) that for 3/2− ρ < a ≤ 1 and a = b
( ∑
X∈Π
‖T (+)2X (u1 ⊗ u2)‖2EN
)1/2
(3.30)
≤ CN,a
∑
N1+N2+n≤N
(
min
(‖u1‖E
N1+3
‖u2‖1−aE
N2+n
‖u2‖aE
N2+n+1
,
‖u1‖1−aE
N1
‖u1‖aE
N1+1
‖u2‖E
N2+n+1
)
+min
(‖u2‖E
N2+3
‖u1‖1−aE
N1+n
‖u1‖aE
N1+n+1
,
‖u2‖E
N2
‖u2‖aE
N2+1
‖u1‖E
N1+n+1
))
≤ C′N,a
∑
N1+N2≤N
(
min
(‖u1‖E
N1+3
‖u2‖1−aE
N2
‖u2‖aE
N2+1
,
‖u1‖1−aE
N1
‖u1‖aE
N1+1
‖u2‖E
N2+1
)
+min
(‖u2‖E
N2+3
‖u1‖1−aE
N1
‖u1‖aE
N1+1
,
‖u2‖E
N2
‖u2‖aE
N2+1
‖u1‖E
N1+1
))
.
To prove statement iii) we observe that for N = 2, the right hand side of (3.30) is smaller
than
C′0,a
(
min
(‖u1‖E3‖u2‖1−aE0 ‖u2‖aE1 , ‖u1‖1−aE0 ‖u1‖aE1‖u2‖E1)
+min
(‖u2‖E3‖u1‖1−aE0 ‖u1‖aE1 , ‖u2‖1−aE0 ‖u2‖aE1‖u1‖E1)
)
≤ 2C′0,amin
(‖u1‖E3‖u2‖1−aE0 ‖u2‖aE1 , ‖u2‖E3‖u1‖1−aE0 ‖u1‖aE1).
To prove statement i) we choose on the right-hand side of (3.30) the second term in
both minima. Since ‖ui‖1−aE
Ni
‖ui‖aE
Ni+1
≤ ‖ui‖E
Ni+1
we obtain the majorization
2C′N,a
∑
N1+N2≤N
‖u1‖E
N1+1
‖u2‖E
N2+1
.
In this expression no seminorm has a higher index than N + 1. Corollary 2.6 now gives,
since N1 +N2 ≤ N , that the last expression is smaller than
C′′N,a(‖u1‖E1‖u2‖EN+1 + ‖u1‖EN+1‖u2‖E1), N ≥ 0,
which proves statement i).
To prove statement ii) we choose on the right-hand side of (3.30) the second term in
the first minimum for N2 ≤ N − 1 and the first term for N2 = N . A similar choice for the
second minimum gives the following majorization of the last member of inequality (3.30):
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C′N,a
( ∑
N1+N2≤N
N2≤N−1
‖u1‖1−aE
N1
‖u2‖aE
N1+1
‖u2‖E
N2+1
+ ‖u1‖E3‖u2‖
1−a
E
N
‖u2‖aE
N+1
+
∑
N1+N2≤N
N1≤N−1
‖u2‖1−aE
N2
‖u2‖aE
N2+1
‖u1‖E
N1+1
+ ‖u2‖E3‖u1‖
1−a
E
N
‖u1‖aE
N+1
)
.
It follows, using the second inequality of Corollary 3.6, that this expression is bounded by
C′′N,a(‖u1‖E3‖u2‖EN + ‖u1‖EN ‖u2‖E3)
1−a
(‖u1‖E3‖u2‖EN+1 + ‖u1‖EN+1‖u2‖E3)
a, 3/2− ρ < a ≤ 1, N ≥ 0,
which proves statement ii). This proves the lemma.
Corollary 3.7. If N ≥ 0, u ∈ E∞ and X ∈ Π, then
i) ‖T (+)2X (u)‖EN ≤ CN,a‖u‖E3‖u‖
1−a
E
N
‖u‖aE
N+1
, 3/2− ρ < a ≤ 1,
ii) ‖T (+)2X (u)‖EN ≤ CN‖u‖E1‖u‖EN+1 .
The properties in Corollary 2.6 of the spaces EN and the estimates in Lemma 3.6 of
T
(+)2
X , X ∈ p, lead to estimates of T (+)Y , Y ∈ Π′. The proof of this is so similar to that of
Lemma 2.19 that we only state the result.
Lemma 3.8. If u1, . . . , un ∈ E∞ and Y ∈ Π′, then
i) ‖T (+)nY (u1 ⊗ · · · ⊗ un)‖EN ≤ C
∑
i
∏
1≤l≤n−1
‖uil‖E3‖uin‖EN+|Y | , for n ≥ 1, N ≥ 0,
ii) ‖T (+)nY (u1 ⊗ · · · ⊗ un)‖EN ≤ Ca
(∑
i
‖ui1‖E
N+|Y |−1
n∏
l=2
‖uil‖E3
)1−a
(∑
i
‖ui1‖E
N+|Y |
n∏
l=2
‖uil‖E3
)a
, 3/2− ρ < a ≤ 1,
for n ≥ 2 and |Y | + N ≥ 1. Here the summation is taken over all permutations i of
(1, . . . , n) and the constants C, Ca depend on |Y |, n, N , ρ.
To prove that the nonlinear representation T (+) majorizes the linear representation
T 1 in EN we first need to prove this for E3. This can be done easily using the fact that
α 7→ T (+)DY ((f, f˙ , α)) is a linear function for Y ∈ U(R4).
Lemma 3.9. Let u = (f, f˙ , α) ∈ E∞, g = (f, f˙ , 0) and v = (0, 0, α). If Y ∈ U(R4) then
T
(+)Dn
Y (u⊗ · · · ⊗ u) = nT (+)DnY (g ⊗ · · · ⊗ g ⊗ v), n ≥ 1.
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Proof. The statement is trivial for Y = I. For Y ∈ Π∩R4 it follows from definition (3.14)
of T (+). Suppose it is true for |Y | = L, Y ∈ Π′ ∩ U(R4) and let X ∈ Π ∩ R4. Then it
follows from definition (1.9) and the induction hypothesis that:
T
(+)Dn
YX (u⊗ · · · ⊗ u) = nT (+)DnY
( ∑
0≤q≤n−1
Iq ⊗ T 1X ⊗ In−q−1(g ⊗ · · · ⊗ g ⊗ v)
)
+ n
2(n− 1)
n
T
(+)D(n−1)
Y (g ⊗ · · · ⊗ g ⊗ T (+)2X (g ⊗ v)) = nT (+)DnYX (g ⊗ · · · ⊗ g ⊗ v),
where we have used that T (+)n is symmetric. This proves the lemma.
Lemma 3.8 and Lemma 3.9 have the following immediate corollary which we state
without proof:
Corollary 3.10. T
(+)
Y , Y ∈ Π′, is a C∞ polynomial from EN+|Y | to EN , for N + |Y | ≥ 3.
If u = (f, f˙ , α) ∈ EN+|Y | ∩E3, g = (f, f˙), then
i) ‖T (+)Y (u)‖EN ≤ ‖u‖EN+|Y | + ‖T˜
(+)
Y (u)‖EN ,
where N + |Y | ≥ 0,
ii) ‖T˜ (+)Y (u)‖EN ≤ CN,|Y |(‖g‖M3)(‖g‖M3‖α‖DN+|Y | + ‖g‖MN+|Y |‖α‖D3),
where N + |Y | ≥ 0, C0,0 = 0,
iii) ‖T˜ (+)Y (u)‖EN ≤ CN,|Y |,a(‖g‖M3)(‖g‖M3‖α‖DN+|Y |−1 + ‖g‖MN+|Y |−1‖α‖D3)
1−a
(‖g‖M
3
‖α‖D
N+|Y |
+ ‖g‖M
N+|Y |
‖α‖D
3
)a,
where 3/2 − ρ < a ≤ 1, N + |Y | ≥ 1. CN,|Y | and CN,|Y |,a are increasing continuous
functions from R+ to R+, T˜ (+) = T (+) − T 1 and T˜ (+)
I
= 0.
We can now prove that the linear representation T 1 is bounded by the nonlinear
representation T (+).
Theorem 3.11.
i) ℘N (T
(+)(u)) ≤ CN (‖u‖E3)‖u‖EN , N ≥ 0,
ii) If K > 0 is sufficiently small, u = (f, f˙ , α) ∈ E, g = (f, f˙) ∈M3 and ‖g‖M3 ≤ K then
‖u‖E
N
≤ FN (℘3(T (+)(u)))℘N (T (+)(u)), N ≥ 3.
iii) If u ∈ E3 then
‖u‖E
N
≤ CN (‖u‖E3)(℘N (T
(+)(u)) + ‖u‖E3), N ≥ 3.
CN and FN are increasing continuous functions from R
+ to R+.
Proof. u 7→ T (+)Y (u), Y ∈ Π′, is a polynomial. It follows from statements i) and ii) of
Corollary 3.10 that
‖T (+)Y (u)‖E ≤ ‖u‖EY + C|Y |(‖u‖E3)‖u‖E3‖u‖E|Y |
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for Y ∈ Π′ and |Y | ≥ 0, where C|Y | is a continuous increasing function. According to
definition (2.109) of ℘N we then have
℘N (T
(+)(u)) ≤ C′N (‖u‖E3)‖u‖EN , N ≥ 0,
which proves statement i) of the theorem.
Statement ii) of Corollary 3.10 shows that, if u = (f, f˙ , α) ∈ E, g = (f, f˙), then
‖T 1Y u‖E ≤ ‖T (+)Y (u)‖E + ‖T˜ (+)Y (u)‖E
≤ ‖T (+)Y (u)‖E + C|Y |(‖g‖M3)(‖g‖M3‖α‖D|Y | + ‖g‖M|Y |‖α‖D3),
for Y ∈ Π′ and |Y | ≥ 0. This gives
‖u‖E
N
≤ ℘N (T (+)(u)) + C′N (‖g‖M3)(‖g‖M3‖α‖DN + ‖g‖MN‖α‖D3), N ≥ 0, (3.31)
where C′N is a continuous increasing function.
Inequality (3.31) and ‖α‖D3 ≤ ‖u‖E3 give
‖u‖E3 ≤ ℘3(T
(+)(u)) + 2C′3(‖g‖M3)‖g‖M3‖u‖E3 .
Since C′3 is continuous we can choose K > 0 such that 2C
′
3(K)K < 1/2, which gives
‖u‖E3 ≤ 2℘3(T
(+)(u)). (3.32a)
This proves statement ii) for N = 3. Suppose for the moment that statement iii) of the
theorem is true. It then follows from inequality (3.32) and by defining FN = 3CN , N ≥ 4,
where CN is given by statement iii), that statement ii) of the theorem is true.
We need to prove statement iii) of the theorem. It follows from statement iii) of
Corollary 3.10 that
‖u‖E
N
≤ ℘N (T (+)(u)) + CN,a(‖g‖M3)‖u‖E3‖u‖
1−a
E
N−1
‖u‖aE
N
, (3.32b)
3/2− ρ < a ≤ 1, N ≥ 1. Let u 6= 0, since the case u = 0 is trivial. Then ℘N (T (+)(u)) > 0.
Let
xN = ‖u‖E
N
/℘N (T
(+)(u)).
Inequality (3.32b), with a < 1, shows that
xN ≤ 1 + ANx1−aN−1xaN , 3/2− ρ < a ≤ 1, N ≥ 4,
where
AN = CN,a(‖g‖M3)‖u‖E3
(
℘N−1(T
(+)(u))/℘N (T
(+)(u))
)1−a
.
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As we shall show at the end of this proof, there exists qa ∈ R+, independent of N , AN ,
xN−1, xN , such that xN ≤ qa(1 + A1/(1−a)N xN−1). This gives that
‖u‖E
N
≤ qa
(
℘N (T
(+)(u)) + (CN,a(‖g‖M3)‖u‖E3)
1/(1−a)‖u‖E
N−1
)
, N ≥ 4.
Induction in N now gives the inequality of statement iii).
Let x, y, c ∈ [0,∞[, let b ∈]0, 1[ and let x ≤ 1 + cy1−bxb. If x ≥ 1, then it follows that
x ≤ xb+cy1−bxb, which gives that x ≤ (1+cy1−b)1/(1−b). Since the function z 7→ z1/(1−b),
z ≥ 0, is convex, it follows that x ≤ 2b/(1−b)(1 + c1/(1−b)y). The right-hand side of this
inequality is larger than 1, so it follows that x ≤ 2b/(1−b)(1 + c1/(1−b)y) for x ≥ 0. This
completes the proof.
We next prove that U (+) extended to E, defining ϕg, g ∈ P0, by (1.23a) for u ∈ E, is
a continuous representation in EN , N ≥ 0, and that it has the same C∞-vectors as U1 for
N ≥ 3 (i.e. the map g 7→ U (+)g (u) from P0 t0 EN is C∞ if and only if u ∈ E∞). We also
prove analyticity properties of u 7→ U (+)g (u).
Theorem 3.12.
i) Let N ≥ 0. Then (g, u) 7→ U (+)g (u) is a continuous function from P0 ×EN to EN and
E◦ρN is invariant under U
(+).
ii) If N ≥ 3, then E∞ is the set of C∞ vectors for U (+) in EN , and U (+):P0×E∞ → E∞
is a C∞ function and T
(+)
X (u) = (d/dt) U
+
exp(tX)(u) |t=0, u ∈ E∞.
iii) If b > 0, N ≥ 3 and if J u = (f, f˙ , (1−∆)−1/2α), u = (f, f˙ , α), then u 7→ J bU (+)g (u)
is a real analytic map from EN to EN for g ∈ P0. Moreover if
∑
n≥0K
n
g,g0
(u0; u− u0) is
the Taylor development of U1g−1U
(+)
g (u)−U1g−10 U
(+)
g0 (u0)− (u− u0) at u0, then there exists
R > 0 such that
lim
g→g0
sup
‖u−u0‖E
N
≤R
∑
n≥1
‖Kng,g0(u0; u− u0)‖EN = 0.
Proof. Let u = (f, f˙ , α) ∈ Ec, where Ec was defined in Theorem 2.9, g = (f, f˙) and let
h(a) = exp(aνPν), a0, a1, a2, a3 ∈ R. It follows from definitions (1.17a) and (1.17b) of
U (+) and from definition (1.23a) of the phase function ϕ, that
(U
(+)D
h(a) (u))
∧ = eh(a)(g)(U
1D
h(a)α)
∧, (3.33a)
where
((eh(a)(g))α)
∧(k) =
∑
ε=±
exp(i(qε(g, a))(k))Pε(k)αˆ(k), (3.33b)
(qε(g, a))(k) = ϕexp(aνPν)(u,−εk). (3.33c)
Let F :R4 → R4 be the solution of the wave equation with initial data (U1Mh(a) − I)g.
According to (1.23a) and (3.33c),
(qε(g, a))(k) =
∫ ∞
0
χ0(τm)l
µ
ε (k)Fµ(τ lε(k))dτ, (3.34)
64 FLATO SIMON TAFLIN
where l0ε(k) = ω(k) and l
j
ε(k) = −εkj for 1 ≤ j ≤ 3. Since (U1Mh(a) − I)g ∈ Mc, it follows
from Lemma 3.2 that
|qε(g, a)|(k) ≤ Cρ,b ω(k)‖|∇|−1/2(1 + |∇|)b(U1Mh(a) − I)g‖Mρ0 , (3.35a)
where 1/2 < ρ < 1 and 1−ρ < b ≤ 1/2. Since ϑ∞, defined in (1.23b), satisfies ϑ∞(H,Λy) =
ϑ∞(Λ−1H, y) for Λ ∈ SO(3, 1), it follows by differentiation with respect to Λ in this
expression and from (3.34) and (3.35a), that k 7→ (qε(g, a))(k) is a C∞ function and that
|η(ε)Z qε(g, a)|(k) ≤ Cρ,b ω(k)‖|∇|−1/2(1 + |∇|)bT 1MZ (U1Mh(a) − I)g‖Mρ0 , (3.35b)
for Z ∈ U(sl(2,C)), where the representation η(ε) is defined in (3.9b). Using that
T 1MX U
1M
h(a) = U
1M
h(a)T
1M
X−[aµPµ,X]
for X ∈ sl(2,C), that [Pµ, X ] ∈ R4 and that U1M is strongly continuous on Mρ0 , it follows
from (3.35b) that∑
Z∈Π′∩U(sl(2,C))
|Z|≤N
|η(ε)Z qε(g, a)|(k) (3.35c)
≤ Cρ,N,b ω(k)
( ∑
Z∈Π′∩U(sl(2,C))
|Z|≤N
‖|∇|−1/2(1 + |∇|)b(U1Mh(a) − I)T 1MZ g‖Mρ0
+
∑
Y ∈Π′
|Y |≤N−1
‖|∇|1/2(1 + |∇|)bT 1MY g‖Mρ0
)
,
for N ≥ 0, |a| =∑ν |aν | ≤ 1. Using elementary properties of the exponential function, it
follows that
‖|∇|−1/2(1 + |∇|)b(U1Mh(a) − I)T 1MZ g‖Mρ0 ≤ Cb|a|
1/2−b‖T 1MZ g‖Mρ0 , |a| ≤ 1.
The norm ‖|∇|1/2(1 + |∇|)b · ‖
Mρ0
is weaker than the norm ‖|∇|1/2 · ‖
Mρ0
. This shows,
together with inequality (3.35c), that k 7→ (qε(g, a))(k) is a CN function and that∑
Z∈Π′∩U(sl(2,C))
|Z|≤N
|η(ε)Z qε(g, a)|(k) ≤ |a|1/2−bCρ,N,b ω(k)‖g‖Mρ
N
, (3.36)
where N ≥ 0, 1/2 < ρ < 1, 1−ρ < b ≤ 1/2, |a| ≤ 1 and where g ∈MρN , since Mρ∞ is dense
in MρN and Mc is dense in M
ρ
∞, according to Theorem 2.9.
Definition (3.34) of qε(g, a) shows that
∂
∂aµ
qε(g, a) = Φε,Pµ(U
1M
h(a)g). This gives that
qε(g, a) =
∫ 1
0
aµΦε,Pµ(U
1M
h(as)g)ds. (3.37)
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This equality, statement iii) of Proposition 3.3 and the strong continuity of U1M on MρN
show that ∑
Z∈Π′∩U(sl(2,C))
|Z|≤N
|η(ε)Z qε(g, a)|(k) ≤ Cρ,N |a|(1 + ln(1 + ω(k)/m))‖g‖Mρ
N+3
, (3.38)
where N ≥ 0, 1/2 < ρ < 1, |a| ≤ 1 and g ∈MρN+3.
Let N ≥ 0, g ∈ MρN , a ∈ R4, |a| ≤ 1, α ∈ DN , and let Y ∈ Π′ ∩ U(R4) and
Z ∈ Π′ ∩ U(sl(2,C)), |Y |+ |Z| ≤ N . We obtain using definition (3.9) of η(ε)
(TD1Y Z(eh(a)(g)− I)Pε(−i∂)α)∧ (3.39)
=
∑
Z′,Z′′∈D(Z)
C(Z, Z ′, Z ′′)(η
(ε)
Z′ (e
iqε(g,a) − 1))Pε(−i∂)TD1Y Z′′α)∧,
where C(Z, Z ′, Z ′′) ∈ R and D(Z) is the set of Z ′, Z ′′ ∈ Π′ ∩ U(sl(2,C)) such that |Z| =
|Z ′|+ |Z ′′|. We have used here that TD1X eh(a)(g)α = eh(a)(g)TD1X α, X ∈ R4, according to
definition (3.33b) of eh(a)(g). It follows from equation (3.39) that
‖(eh(a)(g)− I)α‖DN (3.40)
≤ CN
∑
Y ∈Π′,Z∈Π′∩U(sl(2,C))
|Z|+|Y |≤N,ε=±
‖(η(ε)Z (eiqε(g,a) − 1))Pε(−i∂)TD1Y α)∧‖L2 .
If Z1, . . . , Zn ∈ Π′ ∩ U(sl(2,C)), n ≥ 1, L = |Z1| + · · · + |Zn|, then it follows from
inequality (3.36) and Corollary 2.6 that
|(η(ε)Z1 qε(g, a))(k) · · ·(η
(ε)
Zn
qε(g, a))(k)| ≤ |a|n(1/2−b)ω(k)nCρ,b,N,L‖g‖n−1Mρ0 ‖g‖MρL , (3.41)
for |a| ≤ 1, 1/2 < ρ < 1, 1 − ρ < b ≤ 1/2. Inequality (3.40), Leibniz rule and inequality
(3.41) with L = |Z| and |Zi| ≥ 1 for 1 ≤ i ≤ n, give that
‖(eh(a)(g)− I)α‖DN (3.42)
≤ CN
∑
Y ∈Π′
|Y |=N
‖(eh(a)(g)− I)TD1Y α‖D0 + CN |a|
1/2−b
∑
N1+N2≤N
N1≥1
‖g‖Mρ
N1
‖α‖D
N1+N2
,
where CN depends only on ρ, b and ‖g‖Mρ0 . Given a bounded subset K ⊂ R
3 and a
bounded subset B ⊂ Mρ0 , according to inequality (3.36) for |a| ≤ 1, exp(iqε(g, a))(k))− 1
converges to zero, uniformly for (k, g) ∈ K × B, (resp. (k, a) ∈ K × {a ∈ R4∣∣|a| ≤ 1})
when a→ 0 (resp. g → 0 in Mρ0 ).
Moreover, since | exp(iqε(g, a))(k)) − 1| ≤ 2, it follows from inequality (3.40), with
N = 0, and from the Lebesgue dominated convergence theorem, that for Y ∈ Π′, |Y | ≤ N ,
N ≥ 0, α ∈ DN ,
‖(eh(a)(g)− I)TD1Y α‖D0 → 0
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uniformly on {a∣∣|a| ≤ 1} (resp. bounded subsets of Mρ0 ) when g → 0 in Mρ0 (resp. a→ 0).
Inequality (3.42) now shows that, if B is a bounded subset of MρN and α ∈ DN , then
(eh(a)(g) − I)α → 0 in DN uniformly on {|a| ≤ 1} (resp. B) when g → 0 in MρN (resp.
a → 0). Moreover it follows from inequality (3.42) that ‖eh(a)(g)α‖DN ≤ CB‖α‖DN for|a| ≤ 1, g ∈ B. Since
eh(a)(g1)α1 − α = eh(a)(g1)(α1 − α) + (eh(a)(g1)− I)α,
it then follows that ‖eh(a)(g1)α1 − α‖DN → 0, when (a, g1, α1) → (0, (g, α)) in R
4 × EρN .
Equality (3.33a) and the fact that U1D is a strongly continuous linear representation of P0
in DN give that the function (a, u) 7→ U (+)Dh(a) (u) from {|a| ≤ 1} ×EρN to DN is continuous
at (0, u) and therefore that the function (a, u) 7→ U (+)h(a)(u) from {|a| ≤ 1} × EρN to EρN
is continuous at (0, u), since U (+) = U1M ⊕ U (+)D and U1M is a strongly continuous
linear representation of P0 in EρN . The fact that the set of elements U (+)Dh(a) , a ∈ R4, is
a connected group now shows that (a, u) 7→ U (+)h(a)(u) is a continuous map from R4 × EρN
to EρN . Finally, since U
(+)
A = U
1
A for A ∈ SL(2,C) and since U1 is a strongly continuous
linear representation, it follows that (j, u) 7→ U (+)j (u) is a continuous map from P0 × EρN
to EρN , N ≥ 0. M◦ρN is invariant under U1M , so by the definition of U (+), the space M◦ρN
is invariant under U (+).
To prove statement iii), let en−1h(a)(g), n ≥ 1, g ∈Mρ∞, a ∈ R4, be defined by
(en−1h(a)(g)α)
∧(k) =
∑
ε=±
1
(n− 1)! (i(qε(g, a))(k))
n−1Pε(k)αˆ(k), (3.43)
where α ∈ D∞ and k ∈ R3. Similarly as we obtained inequality (3.40), it follows from
(3.43) that
‖en−1h(a)(g)α‖DN (3.44)
≤ CN ((n− 1)!)−1
∑
Y ∈Π′,Z∈Π′∩U(sl(2,C))
|Z|+|Y |≤N,ε=±
‖(η(ε)Z (qε(g, a)n−1))(Pε(−i∂)TD1Y α)∧‖L2 ,
where N ≥ 0, (g, α) ∈ Eρ∞, a ∈ R4 and n ≥ 1.
Let N ≥ 3, n ≥ 2, Z, Z1, . . . , Zn−1 ∈ Π′ ∩ U(sl(2,C)), |Z1| + . . . + |Zn−1| = |Z|
and let 0 ≤ |Z| ≤ N . If L is the number of elements Zi such that |Zi| + 3 > N , then
L(N − 2) ≤ |Z|. This gives that L = 0 for |Z| ≤ N − 3, L ≤ 1 for |Z| = N − 2, L ≤ 2
for |Z| = N − 1 and L ≤ 2 for |Z| = N . Therefore if L ≥ 1, then N − |Z| + L ≤ 3. To
estimate the product
|(η(ε)Z1 qε(g, a)) · · · (η
(ε)
Zn−1
qε(g, a))|(k)
we can suppose that |Zi| ≥ |Zj | for i < j. If L = 0 then we use inequality (3.38) for all the
factors and if L ≥ 1 then we use inequality (3.36), with 1 − ρ < b ≤ 1/2, for the factors
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η
(ε)
Zi
qε(g, a), 1 ≤ i ≤ L, and inequality (3.38) for the other factors. This gives
|(η(ε)Z1 qε(g, a)) · · · (η
(ε)
Zn−1
qε(g, a))|(k)
≤
(
Cρ,b,N |a|1/2−bω(k))L‖g‖M
|Z1|
· · · ‖g‖M
|ZL|
n−1∏
i=L+1
Cρ,|Zi|‖g‖M
|Zi|+3
|a|(1 + ln(1 + ω(k)/m))
)
, |a| ≤ 1.
Using Corollary 2.6 and redefining the constants, we obtain that
|(η(ε)Z1 qε(g, a)) · · · (η
(ε)
Zn−1
qε(g, a))|(k)
≤ CNCn−10 ‖g‖n−2M3 ‖g‖MN |a|
(n−1)(1/2−b)(1 + ln(1 + ω(k)/m))n−1ω(k)L.
Since N − |Z| + L ≤ 3, when L ≥ 1 and since 0 ≤ L ≤ 3, we now obtain from (3.44), by
using Leibniz rule,
‖en−1h(a)(g)α‖DN ≤ CNC
n−1
0 ((n− 1)!)−1|a|(n−1)(1/2−b)
‖g‖n−2M3 ‖g‖MN
∑
Y ∈Π′
|X|+|Y |≤N
‖(1 + ln(1 + ω(·)/m))n−1(TD1Y α)∧(·)‖L2 .
If 0 < s < 1, then
‖(1 + ln(1 + ω(·)/m))n−1(1 + ω(·)/m)−s‖L∞ ≤
(n− 1
s
)n−1
exp(1− (n− 1)/s),
so using the Stirling formula for (n− 1)! we obtain, with new constants,
‖en−1h(a)(g)α‖DN (3.45)
≤ CNCn−10 (se(1−s)/s)−(n−1)|a|(n−1)(1/2−b)‖g‖n−2M3 ‖g‖MN‖(1−∆)
s/2α‖D
N
,
for N ≥ 3, 1 − ρ < b ≤ 1/2, n ≥ 2, 0 < s < 1, where we have used that the norms
‖(1−∆)s/2 · ‖D
N
and ‖(1+ω(−i∂)/m)s · ‖D
N
are uniformly equivalent for 0 ≤ s ≤ 1. For
given ρ, b, s such that 1/2 < ρ < 1, 1− ρ < b ≤ 1 and 0 < s < 1, there exists, according
to inequality (3.45), r > 0 and C
(r)
N ≥ 0, N ≥ 3, such that∑
n≥2
‖e(n−1)h(a) (g)(1−∆)−s/2α‖DN ≤ C
(r)
N |a|1/2−b‖g‖MN‖α‖DN , (3.46)
for N ≥ 3, (g, α) ∈ EN , ‖g‖M3 ≤ r, |a| ≤ 1.
Let u = (g, α) ∈ EN , u0 = (g0, α0) ∈ EN and N ≥ 3. According to definition (3.33b)
of eh(a), it follows that eh(a)(g) = eh(a)(g − g0)eh(a)(g0). The equality
eh(a)(g)α− eh(a)(g0)α0 = eh(a)(g0)(α− α0)
+ (eh(a)(g − g0)− I)eh(a)(g0)(α− α0)
+ (eh(a)(g − g0)− I)eh(a)(g0)(α0),
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the definitions
F 1h(a)(u0; u− u0) = (eh(a)(g0)− I)(α− α0)
+ e
(1)
h(a)(g − g0)eh(a)(g0)α0,
Fnh(a)(u0; u− u0) = e(n−1)h(a) (g − g0)eh(a)(g0)(α− α0)
+ e
(n)
h(a)(g − g0)eh(a)(g0)α0, n ≥ 2,
the fact that ‖eh(a)(g)β‖DN ≤ C
′
N (g0)‖β‖D
N
, which has been established in the proof of
statement i), and inequality (3.46), show that if r and C
(r)
N are as in (3.46), then the series∑
n≥1
‖Fnh(a)(J su0;J s(u− u0))‖DN
converges uniformly for ‖g − g0‖M3 ≤ r,∑
n≥1
Fnh(a)(J su0;J s(u− u0))
= eh(a)(g)(1−∆)−s/2α− eh(a)(g0)(1−∆)−s/2α0 − (1−∆)−s/2(α− α0)
and that∑
n≥1
‖Fnh(a)(J su0;J s(u− u0))‖DN (3.47)
≤ ‖(eh(a)(g0)− I)(1−∆)−s/2(α− α0)‖DN
+ C
(r)
N |a|1/2−bC′N (g0)‖g − g0‖MN (‖α− α0‖DN + ‖α0‖DN ), |a| ≤ 1, N ≥ 3.
It follows from (3.38), with N = 0, and from (3.42), with N ≥ 3 and 1− ρ < b ≤ 1/2, that
‖(eh(a)(g0)− I)(1−∆)−s/2(α− α0)‖DN → 0
uniformly on bounded subsets of elements α − α0 ∈ DN , when a → 0. Choosing 1− ρ <
b ≤ 1/2 in (3.47), we obtain that
lim
a→0
sup
‖u−u0‖E
N
≤R
‖g−g0‖M
3
≤r
∑
n≥1
‖Fnh(a)(J su0;J s(u− u0))‖DN = 0, (3.48)
for all N ≥ 3, R > 0. By definition (3.33b) of eh(a), it follows that
Sh(a)(u) = U
1
h(a)−1U
(+)
h(a)(u),
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then Sh(a)(u) = (g, eh(a)(g)α), for u = (g, α). Therefore we have proved that
Sh(a) ◦ J s:EN → EN , N ≥ 3, |a| ≤ 1,
is a real analytic function and, if
Sh(a)(u) =
∑
n≥0
Snh(a)(u0; u− u0)
is the power series development of Sh(a)(u) at u0, choosing 0 < R ≤ r in (3.48), we have:
lim
a→0
‖Sh(a)(J su)− Sh(a)(J su0)− J s(u− u0)‖EN (3.49)
≤ lim
a→0
sup
‖u‖
E
N
≤R
(∑
n≥2
‖Snh(a)(J su0;J s(u− u0))‖EN
+ ‖S1h(a)(J su0;J s(u− u0))−J s(u− u0)‖EN
)
= 0.
Since U (+) is a group representation and since J s commutes with U (+)h(a), we can conclude
that Sh(a) ◦ J s:EN → EN is real analytic for a ∈ R4 and that inequality (3.49) is true
with a → a0, a0 ∈ R4, instead of a → 0. Since U (+) is linear on SL(2,C), this proves
statement iii) of the theorem.
To prove statement ii), let u ∈ EN be a C∞-vector for U (+) in EN , N ≥ 3. Then
℘L(T
(+)(u)) <∞, L ≥ 0, according to definition (2.109) of ℘L and that of C∞-vectors. It
follows from statement iii) of Theorem 3.11 that
‖u‖E
L
≤ CL(‖u‖E3)(℘L(T
(+)(u)) + ‖u‖E3).
This proves that u ∈ E∞. Now, let u be a C∞-vector of U1 in EN , N ≥ 3, i.e. u ∈ E∞.
Then it follows from statement i) of Theorem 3.11 that ℘L(T
(+)(u)) <∞ for L ≥ 0, which
proves that u is a differential vector for U (+).
According to Corollary 3.10 T
(+)
Y :E∞ → E∞, Y ∈ Π′, is a C∞ function. Statement iii)
of the theorem shows in particular that (g, u) 7→ (DnU (+)g )(u; u1, . . . , un) is a continuous
function from P0 ×E∞ into E∞ for ui ∈ E∞. Therefore (Dn(T (+)Y ◦ U (+)g ))(u; u1, . . . , un)
is continuous from P0 ×E∞ into E∞. It then follows from the definition of T (+) that the
function (g, u) 7→ (U (+)g )(u) from P0 × E∞ to E∞ is C∞. This proves the theorem.
The representation U (+) of P0 on Eρ∞ or on E◦ρ∞ is not linearizable by a C2 map. This
is a particular case of next theorem:
Theorem 3.13. Let 1/2 < ρ < 1. There does not exist a neighbourhood O of zero in E◦ρ∞
and a C2 map F :O → Eρ0 such that F (0) = 0, (DF )(0; u) = u and such that F (U (+)g (u)) =
U1gF (u) for all u in a neighbourhood of zero in E
◦ρ
∞ and all g in a neighbourhood of the
identity in P0.
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Proof. Suppose on the contrary that O and F :O → Eρ0 exist and let F 1u = u, F 2(u1 ⊗
u2) = 1/2(D
2F )(0; u1, u2) for u, u1, u2 ∈ E◦ρ∞ . Let L(B1, B2) be the linear continuous oper-
ators from B1 to B2, where B1 and B2 are topological vector spaces. F
2 ∈ L(E◦ρ∞ ⊗ˆE◦ρ∞ , Eρ0)
since F is a C2 map and F 2(u1 ⊗ u2) = F 2(u2 ⊗ u1). Let R(+)2g = U (+)g (U1g−1 ⊗ U1g−1),
g ∈ P0. According to statements i) and ii) of Theorem 3.12, g 7→ R(+)2g (u1 ⊗ u2) is
C∞ from P0 to E◦ρ∞ for u1, u2 ∈ E◦ρ∞ and according to statement iii) of Theorem 3.12
R
(+)2
g ∈ L(E◦ρ∞ ⊗ˆE◦ρ∞ , Eρ0) for g ∈ P0. Differentiating twice with respect to u at u = 0,
the equality F (U
(+)
g (u)) = U1gF (u), which by hypothesis is true for all g in a neighbour-
hood of the identity in P0 and for all u in a neighbourhood of zero in E◦ρ∞ , we obtain
that U1gF
2(U1g−1 ⊗ U1g−1) − F 2 = −R(+)2g for g in a neighbourhood of the identity in P0.
Using the fact that R(+)2 is a 1-cocycle for the P0-module L(E◦ρ∞ ⊗ˆE◦ρ∞ , Eρ0) defined by
(g,Q) 7→ U1gQ(U1g−1 ⊗ U1g−1), i.e. R(+)2gh = U1gR(+)2h (U1g−1 ⊗ U1g−1) + R(+)2g , it then follows
that
U1gF
2(U1g−1 ⊗ U1g−1)− F 2 = −R(+)2g , g ∈ P0. (3.50)
Since g 7→ F 2(U1gu1⊗U1g u2) and g 7→ R(+)2g (U1gu1⊗U1g u2), u1, u2 ∈ E◦ρ∞ , are C∞ from P0
to Eρ0 , it follows that F
2(u1⊗u2) ∈ Eρ∞ for u1, u2 ∈ E◦ρ∞ and that F 2 ∈ L(E◦ρ∞ ⊗ˆE◦ρ∞ , Eρ∞).
The definition (1.17a) and (1.17b) of U (+) shows that R
(+)2
g = (0, R
(+)D2
g ), where
R
(+)D2
g ∈ L(E◦ρ∞ ⊗ˆE◦ρ∞ , Eρ∞) is given by
(R(+)D2g (u1 ⊗ u2))∧(k) (3.51)
=
i
2
∑
ε=±
(ϕg(U
1
g−1u1,−εk)Pε(k)αˆ2(k) + ϕg(U1g−1u2,−εk)Pε(k)αˆ1(k))
and where ϕ is given by (1.23a) and (1.23b). Let F 2 = (FM2, FD2), where FM2 ∈
L(E◦ρ∞ ⊗ˆE◦ρ∞ ,Mρ∞) and FD2 ∈ L(E◦ρ∞ ⊗ˆE◦ρ∞ , Dρ∞), let G2((f, f˙) ⊗ α) = FD2((f, f˙ , 0) ⊗
(0, 0, α)) and let r2g((f, f˙)⊗α) = R(+)D2g ((f, f˙ , 0)⊗(0, 0, α)). Then G2 ∈ L(M◦ρ∞ ⊗ˆD∞, D∞)
satisfies, according to (3.50), the equality
U1Dg G
2(U1Mg−1 ⊗ U1Dg−1)−G2 = −r2g , g ∈ P0. (3.52)
G2 is the unique element in L(M◦ρ∞ ⊗ˆD∞, D0) satisfying (3.52). As a matter of fact, if
H ∈ L(M◦ρ∞ ⊗ˆD∞, D0) satisfies the equation
U1Dg H((f, f˙)⊗ α) = H(U1Mg (f, f˙)⊗ U1Dg α)
for g ∈ P0, (f, f˙) ∈ M◦ρ∞ and α ∈ D∞, it follows that H((f, f˙) ⊗ α) ∈ D∞ and that
T 1DX H = HSX , X ∈ p, where SX = T 1MX ⊗ I + I ⊗ T 1DX . This equality extends to the
enveloping algebra, i.e. T 1DY H = HSY for Y ∈ U(p). Using
∑
0≤µ≤3 T
1D
PµPµ
= −m2 and∑
0≤µ≤3 T
1M
PµPµ
= 0, we obtain that
H
( ∑
0≤µ≤3
T 1MPµ ⊗ T 1DPµ
)
= 0 (3.53)
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Since |p1|ω(p2) − p1 · p2 ≥ |p1|m2/(2ω(p2)) for p1, p2 ∈ R3, it follows by studying the
expression ∑
0≤µ≤3
((T 1MPµ (f, f˙))
∧ ⊗ (T 1DPµ α)∧(p1, p2)
that the map ∑
0≤µ≤3
T 1MPµ ⊗ T 1DPµ :M◦ρc ⊗ˆD∞ →M◦ρc ⊗ˆD∞,
where Mc was defined in Theorem 2.9, is surjective. Therefore, since M
◦ρ
c is dense in M
◦ρ
∞ ,
H vanishes on a dense subset of M◦ρ∞ ⊗ˆD∞, which by continuity proves that H = 0. Hence
G2 is the unique element in L(M◦ρ∞ ⊗ˆD∞, D0) satisfying (3.52).
Let (f, f˙) ∈M◦ρc and let
(Θε((f, f˙)))(k) = ϑ
∞(χ0 ◦ ρB(+)1, (ω(k),−εk)), ε = ±, (3.54)
where ϑ∞, χ0, ρ and B
(+)1 are as in (1.22b)–(1.23b). It follows from statement i) of
Lemma 3.2 that the function k 7→ ω(k)−1(Θε((f, f˙)))(k) is an element of L∞(R3), so
Θε((f, f˙))αˆ ∈ L2(R3,C4) for α ∈ D∞. Therefore G2((f, f˙)⊗ α) defined by
(G2((f, f˙)⊗ α))∧ = −i
2
∑
ε=±
(Θε((f, f˙)))(k)Pε(k)αˆ(k), (3.55)
is an element of D0 and a direct calculation shows that
(U1Dg G
2(U1Mg−1 ⊗ U1Dg−1)−G2 + r2g)((f, f˙)⊗ α) = 0,
for g ∈ P0, (f, f˙) ∈ M◦ρc and α ∈ D∞. Since M◦ρc is dense in M◦ρ∞ , it follows that the
unique solution G2 ∈ L(M◦ρ∞ ⊗ˆD∞, D0) of equation (3.52) is given by continuous extension
of G2 defined in (3.55) for (f, f˙) ∈ M◦ρc . Let (f, f˙) ∈ M◦ρ∞ and let (f (n), f˙ (n)) ∈ M◦ρc ,
n ≥ 0, be a sequence which converges in M◦ρ∞ to (f, f˙). Since G2 ∈ L(M◦ρ∞ ⊗ˆD∞, D∞), it
follows that G2((f (n), f˙ (n))⊗ α) converges in D∞ to G2((f, f˙)⊗ α) for α ∈ D∞, which in
particular shows that (G2((f (n), f˙ (n)) ⊗ α))∧(0) converges in C4 to (G2((f, f˙) ⊗ α))∧(0).
For given ε = ±, we choose α ∈ D∞ such that αˆ(0) = Pε(0)αˆ(0) and |αˆ(0)| = 1. It then
follows from (3.55) that
(Θε((f
(n), f˙ (n))))(0) = 2i(αˆ(0))+(G2((f (n), f˙ (n))⊗ α))∧(0),
which proves that the sequence Θε((f
(n), f˙ (n)))(0), n ≥ 0, converges in R, when n → ∞.
By definition (3.54) of Θε and definition (1.23b) of ϑ
∞, it follows that
(Θε((f
(n), f˙ (n))))(0) =
∫ ∞
0
χ0(τ)Q
(n)(τ, 0)dτ, (3.56)
where Q(n) = Q
(n)
1 +Q
(n)
2 and
Q
(n)
1 (τ, 0) = (cos(τ |∇|)f (n)0 )(0),
Q
(n)
2 (τ, 0) = |∇|−1 sin(τ |∇|)f˙ (n)0 )(0).
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Let θ ∈ S′(R) be the inverse Fourier transform of χ0:R → R, where χ0(τ) = 0 for τ < 0.
Let λ(τ) = 1 for τ ≥ 0 and λ(τ) = 0 for τ < 0 and let θ0 be the inverse Fourier transform
of
√
2πλ. Then θ0(s) = i(s + i0)
−1, θ − θ0 is an entire analytic function since χ0 − λ
has compact support and |(θ − θ0)(s)| ≤ (1 + |s|)−1. Equality (3.4b) gives, noting that
0 6∈ suppfˆ (n)0 ,∫ ∞
0
χ0(τ)Q
(n)
1 (τ, 0)dτ = (2(2π)
2)−1
∫
((θ − θ0)(|p|) + (θ − θ0)(−|p|)fˆ (n)0 (p)dp (3.57a)
and
∫ ∞
0
χ0(τ)Q
(n)
2 (τ, 0)dτ = (2π)
−2
∫
|p|−2f˙ (n)0ˆ (p)dp (3.57b)
+ (2π)−2
∫
(2i|p|)−1((θ − θ0)(|p|)− (θ − θ0)(−|p|))f˙ (n)0ˆ (p)dp.
The properties of θ − θ0 show that
(2(2π)2)−1
∫
(|(θ − θ0)(|p|)|+ |(θ − θ0)(−|p|)|)(|fˆ (n)0 (p)|+ |p|−1|f˙ (n)0ˆ (p)|)dp
≤ Cρ‖(f (n), f˙ (n))‖Mρ , 1/2 < ρ < 1.
This inequality and inequalities (3.56), (3.57a) and (3.57b) give that
(Θε((f
(n), f˙ (n))))(0) ≤ Cρ‖(f (n), f˙ (n))‖Mρ + (2π)−1
∫
|p|−2f˙ (n)0ˆ (p)dp, (3.58)∣∣(Θε((f (n), f˙ (n))))(0)− (2π)−2
∫
|p|−2f˙ (n)0ˆ (p)dp
∣∣
≤ Cρ‖(f (n), f˙ (n))‖Mρ , ε = ±, 1/2 < ρ < 1.
Let 1 < b < 1/2 + ρ, ψ ∈ C∞0 (R3), 0 ≤ ψ(p) ≤ 1 for p ∈ R3, ψ(p) = ψ(−p) for
p ∈ R3, ψ(p) = 1 for |p| ≤ 1 and ψ(p) = 0 for |p| ≥ 2. Let f0 = 0, f˙j = 0 for
1 ≤ j ≤ 3, f˙0ˆ (p) = ψ(p)|p|−a and fˆj(p) = −i(pj/|p|2)f˙0ˆ (p) for 1 ≤ j ≤ 3. Let fˆ (n)µ (p) =
(1 − ψ(np))fˆµ(p) and f˙ (n)µˆ (p) = (1 − ψ(np))f˙µˆ (p), for 0 ≤ µ ≤ 3 and n ≥ 0. It follows
using the equivalence of the norms ‖ · ‖E
l
and ql given by Theorem 2.9 that (f, f˙) ∈ Mρ∞
and ‖(f (n), f˙ (n)) − (f, f˙)‖
Mρ∞
→ 0 when n → ∞. Obviously (f (n), f˙ (n)) ∈ Mρc . Moreover
conditions (1.4c) are satisfied for (f, f˙) (resp. (f (n), f˙ (n)), n ≥ 0), so (f, f˙) ∈ M◦ρ∞ (resp.
(f (n), f˙ (n)) ∈M◦ρc , n ≥ 0). The right-hand side of inequality (3.58) is uniformly bounded
in n for the sequence (f (n), f˙ (n)) so constructed, but the integral on the left-hand side goes
to infinity when n goes to infinity. This proves that the sequence (Θε((f
(n), f˙ (n))))(0),
n ≥ 0, does not converges in R when n→∞. This is in contradiction with the fact that it
follows, as we proved from the hypothesis that this sequence converges in R. This shows
that the map F :O → Eρ0 does not exist, which proves the theorem.
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We shall prove that asymptotic reprensentations U (+) defined by formulas (1.17a),
(1.17b) and (1.23a) for different choices of the function χ0 are equivalent. For i ∈ {1, 2}
let χi ∈ C∞([0,∞[), 0 ≤ χi(τ) ≤ 1 for τ ≥ 0, χi(τ) = 1 for τ ≥ 2, let U (+)i be the
corresponding asymptotic representation given by formulas (1.17a), (1.17b) and (1.23a)
with χi replacing χ0, and let A
(+)1
i be defined correspondingly by formula (1.22a) with χi
replacing χ0. We introduce the notation Θε((f, f˙)) for ε = ±, (f, f˙) ∈Mρ by(
Θε((f, f˙))
)
(k) = ϑ∞(A
(+)1
1 − A(+)12 , (ω(k),−εk)). (3.59a)
For u = (f, f˙ , α) ∈ Eρ, let F (u) = (f, f˙ , FD(u)), where
(FD(u))∧(k) =
∑
ε=±
exp
(− i(Θε((f, f˙)))(k))Pε(k)αˆ(k). (3.59b)
Theorem 3.14. Let 1/2 < ρ < 1. If n,N ∈ N, then F, F−1 ∈ Cn(EN+n, EN ), F, F−1 ∈
C∞(E∞, E∞) and U
(+)
2g = F ◦ U (+)1g ◦ F−1 for g ∈ P0.
Proof. To prove that F ∈Cn(EN+n, EN) it is sufficient to prove that FD ∈Cn(EN+n, DN ).
Let χ0 = χ1 − χ2. Then χ0 ∈ C∞([0,∞[) and χ0(τ) = 0 for τ ≥ 2. Since ϑ∞(H,Λy) =
ϑ∞(Λ−1H, y), Λ ∈ SO(3, 1), the function k 7→ (Θε((f, f˙)))(k) is C∞ on R3. It follows
from (3.59a) and statement ii) of Lemma 3.2 that
|(Θε((f, f˙)))(k)| ≤ Cρω(k)ρ−1/2‖(f, f˙)‖Mρ0 , (f, f˙) ∈Mρc .
The fact that Mρc is dense is M
ρ
∞, according to Theorem 2.9, then shows
|(η(ε)Z Θε((f, f˙)))(k)| ≤ Cρω(k)ρ−1/2‖T 1MZ (f, f˙)‖Mρ0 , (3.60)
for Z ∈ Π′ ∩ U(sl(2,C)), (f, f˙) ∈ Mρ|Z|. Let Gε(u) = exp
( − iΘε((f, f˙)))αˆ for u =
(f, f˙ , α) ∈Mρ0 . Inequality (3.60), with Z = I, Lebesgue’s dominated convergence theorem
and Plancherel theorem show that ωlGε ∈ C0(Eρl , L2(R3,C4)) for l ∈ N. Let Z ∈ Π′ ∩
U(sl(2,C)). Then η
(ε)
Z Gε(u) is a linear combination of expressions:
(η
(ε)
Z1
)Θε((f, f˙)) · · · (η(ε)Zj )Θε((f, f˙))Gε((f, f˙ , β
(ε)
j+1)),
where (β
(ε)
j+1)
∧ = η
(ε)
Zj+1
αˆ, Zi ∈ Π′ ∩ U(sl(2,C)) for 1 ≤ i ≤ j + 1, |Z1|+ · · ·+ |Zj+1| = |Z|,
|Zi| ≥ 1 for 1 ≤ i ≤ j and when j ≥ 0 and the expression is reduced to Gε((f, f˙ , β(ε)1 ))
if j = 0. Since ωlGε ∈ C0(Eρl , L2) and ρ − 1/2 ≤ 1, it follows from inequality (3.60) and
from the equivalence of norms in Theorem 2.9 that ωlη
(ε)
Z Gε(u) ∈ C0(Eρ|Z|+l, L2(R3,C4)).
Using that (FD(u))∧ =
∑
εGε((f, f˙ , Pε(−i∂)α)) and the equivalence of norms in Theorem
2.9, we obtain
T 1DY F
D ∈ C0(Eρ|Y |, D0), Y ∈ Π′. (3.61)
74 FLATO SIMON TAFLIN
Derivation of FD shows that Pε((D
nFD)(u; u1, . . . , un))
∧, where u = (f, f˙ , α) and
ui = (fi, f˙i, αi) is a linear combination of terms:
Θε((fi1 , f˙i1)) · · ·Θε((fin , f˙in))Pε(FD((f, f˙ , α)))∧ (3.62a)
and
Θε((fi1 , f˙i1)) · · ·Θε((fin−1 , f˙in−1))Pε(FD((f, f˙ , αin)))∧, (3.62b)
where (i1, . . . , in) is a permutation of (1, . . . , n). This proves, together with (3.60) and
(3.61), that the function u 7→ T 1DY (DnFD)(u; u1, . . . , un) is an element of C0(E|Y |+n, D0),
for Y ∈Π′ and (u1, . . . , un) ∈ E|Y |+n. This shows that the map u 7→ (DnFD)(u; u1, . . . , un)
is an element of C0(EN+n, DN ), for n,N ∈ N, which then shows that FD ∈ Cn(EN+n, DN )
and FD ∈ C∞(E∞, E∞). Since the inverse of F is given by (f, f˙ , α) 7→ F ((−f,−f˙ , α)), it
also follows that F−1 has these properties. A short calculation shows that F intertwines
U
(+)
1 and U
(+)
2 . This proves the theorem.
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4. Construction of the approximate solution.
The basic technical tool in the proof of the existence of modified wave operators for the
M-D equation is here the same as in [8], namely the construction of approximate solutions
absorbing the slowly decaying part of the solution of the M-D equation. The existence of
the remainder (the difference between the exact and the approximate solution) can then
be proved using only standard Sobolev estimates. In order to be able to use the implicit
functions theorem in Fre´chet spaces for the existence of the inverse of the modified wave
operator, we shall establish precise estimates giving the loss of order of seminorms. This
is done by the study of the equations for the enveloping algebra after a transformation
compensating the long range Fourier phase.
We shall need a lemma which is an analog of Theorem 3.5 in [8] adapted to our spaces
EN . Let first t 7→ fj(t), j = 1, 2, be continuous functions from R+ to DN and let
(Gε,µ(f1, f2))(t) (4.1a)
= −
∫ ∞
t
sin((−∆)1/2(t− s))
(−∆)1/2 (e
iεω(−i∂)sf1(s))
+γ0γµ(e
iεω(−i∂)sf2(s))ds, t ≥ 0,
and
(G˙ε,µ(f1, f2))(t) (4.1b)
= −
∫ ∞
t
cos((−∆)1/2(t− s))(eiεω(−i∂)sf1(s))+γ0γµ(eiεω(−i∂)sf2(s))ds, t ≥ 0.
Lemma 4.1. Let n ≥ 0, N ≥ 0, q ≥ 0 be integers, α = (α1, α2, α3) a multi-index and let
fj :R
+ → DN , j = 1, 2, be Cq functions. Let G and G˙ be given by (4.1a) and (4.1b). If N
is chosen sufficiently large, depending on |α| and n, then
(1 + t)|α|+q−|β|+χ+ρ−1/2‖xβ( d
dt
)q
∂α(G(f1, f2)(t), G˙(f1, f2)(t))‖Mρn (4.2)
≤ Cn,|α|,|β|,q,ρ
∑
q1+q2=q
sup
s≥t
(
(1 + s)q+χ‖( d
ds
)q1f1(s)‖D
N
‖( d
ds
)q2f2(s)‖D
N
)
, t ≥ 0,
where 0 ≤ ρ ≤ 1, χ + q + |α| − |β| + ρ − 1/2 > 0. Moreover there is N ′ depending on |α|
such that
∣∣( ∂
∂t
)q
∂αG(f1, f2)(t, x)
∣∣+ (1 + t+ |x|)∣∣( ∂
∂t
)q
∂αG˙(f1, f2)(t, x)
∣∣ (4.3)
≤ C|α|,q,χ,ε(1 + |x|+ t)−(1+|α|+q+χ−ε)(1 + t)−ε∑
q1+q2=q
sup
s≥t
(
(1 + s)q+χ‖( d
ds
)q1f1(s)‖D
N′
‖( d
ds
)q2f2(s)‖D
N′
)
, t ≥ 0, χ ≥ 0, ε > 0.
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Proof. After the change of variable s− t→ s, we have
(Gε,µ(f1, f2))(t) =
∫ ∞
0
sin((−∆)1/2s)
(−∆)1/2 Jµ(s+ t)ds (4.4a)
and
(G˙ε,µ(f1, f2))(t) = −
∫ ∞
0
cos((−∆)1/2s)Jµ(s+ t)ds, (4.4b)
where
Jµ(s+ t) = (e
iεω(−i∂)(s+t)f1(s+ t))
+γ0γµ(e
iεω(−i∂)(s+t)f2(s+ t)). (4.4c)
The function k 7→ K(k) = |k|−1 sin(|k|) is an entire analytic function on C3. As it is seen
by considering its Taylor development for small k,
|Kγ(k)| ≤ Cγ(1 + |k|)−1, k ∈ R3, (4.5)
where Kγ(k) =
∂γ
∂kγ
K(k).
Therefore, if β = (β1, β2, β3) is a multi-index,
xβ
sin((−∆)1/2s)
(−∆)1/2s s =
∑
γ1+γ2=β
Cγ1,γ2Kγ2(−is∂)xγ1s1+|γ2|, (4.6)
where Cγ1,γ2 are constants given by Leibniz formula.
Similarly if L(k) = cos(|k|), then the entire analytic function L satisfies
|Lγ(k)| ≤ Cγ , k ∈ R3, Lγ(k) = ∂
γ
∂kγ
L(k) (4.7)
and we obtain
xβ cos((−∆)1/2s) =
∑
γ1+γ2=β
Cγ1,γ2Lγ2(−is∂)xγ1s|γ2|. (4.8)
We next estimate the Lp-norm, 1 ≤ p ≤ ∞, of xγ∂αJµ(t), |γ| ≤ |α|, t ≥ 0. To do this, it
is sufficient to estimate the Lp-norm of
Γγ,α(t) = x
γ∂α(e−iεω(−i∂)th1(t))(e
iεω(−i∂)th2(t)), t ≥ 0, (4.9)
where hj(t) ∈ D∞, j = 1, 2. According to Theorem A.1 of the appendix there are, for
given n ≥ 0, functions rj(t) ∈ D∞ with supp rj(t) ⊂ {x
∣∣|x| ≤ t}, such that
‖xγ∂α(eiν(j)εω(−i∂)thj(t)− eiν(j)εmρ(t)rj(t))‖L2 (4.10)
≤ Cn,|α|‖hj(t)‖D
N+2|α|
t−(n+1−|γ|), t > 0,
where ρ(t) is the function x 7→ (t2 − |x|2)1/2 for |x| ≤ t and ρ(t)(x) = 0 otherwise, and
‖ρ(t)−l∂αrj(t)‖L2 ≤ Cn,|α|,l‖hj(t)‖D
N+2|α|+l
t−|α|−l, t > 0, l ≥ 0, (4.11)
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where ρ(t)−l∂αrj(t) is defined as being equal to zero for |x| ≥ t, and where ν(1) = −1,
ν(2) = 1 and where N , depending on n, is sufficiently large. Again, according to Theo-
rem A.1 the functions rj , j = 1, 2, satisfy
‖xγ∂α(eiν(j)εω(−i∂)thj(t)− eiν(j)εmρ(t)rj(t))‖L∞ (4.12)
≤ Cn,|α|‖hj(t)‖D
N+2|α|
t−(n+5/2−|γ|), t > 0,
and
‖ρ(t)−l∂αrj(t)‖L∞ (4.13)
≤ Cn,|α|,l‖hj(t)‖D
N+2|α|+l
t−3/2−|α|−l, t > 0, l ≥ 0.
If
δj(t) = e
iν(j)εω(−i∂)thj(t)− eiν(j)εmρ(t)rj(t),
then it follows from (4.9) that
Γγ,α(t) = x
γ∂α
(
r1(t)r2(t) + e
−imρ(t)r1(t)δ2(t)
+ δ1(t)e
imρ(t)r2(t) + δ1(t)δ2(t)
)
.
Leibniz rule and the fact that supp rj(t) ⊂ {x
∣∣|x| ≤ t} give
‖Γγ,α(t)− xγ∂α(r1(t)r2(t))‖Lp (4.14)
≤ C|α|
∑
α1+α2=α
(
t|γ|‖(∂α1e−imρ(t)r1(t))(∂α2δ2(t))‖Lp
+ t|γ|‖(∂α1δ1(t))(∂α2eimρ(t)r2(t))‖Lp
+ ‖xγ(∂α1δ1(t))(∂α2δ2(t))‖Lp
)
, t > 0, 1 ≤ p ≤ ∞.
Since |γ| ≤ |α| we can write (for given α1, α2 with α1 + α2 = α) γ = γ1 + γ2 with
|γj| ≤ |αj|, j = 1, 2. Doing this we obtain from (4.10) and (4.12) that
‖xγ(∂α1δ1(t))(∂α2δ2(t))‖Lp (4.15)
≤ ‖xγ1∂α1δ1(t)‖1/pL2 ‖xγ1∂α1δ1(t)‖(p−1)/pL∞ ‖xγ2∂α2δ2(t)‖1/pL2 ‖xγ2∂α2δ2(t)‖(p−1)/pL∞
≤ Cn,|α|t−(2n+2+3(p−1)/p−|γ|‖h1(t)‖D
N+|α|
‖h2(t)‖D
N+|α|
, t > 0, 1 ≤ p ≤ ∞.
We have used here the fact that
‖fg‖Lp ≤ ‖f‖1/pL2 ‖f‖(p−1)/pL∞ ‖g‖1/pL2 ‖g‖(p−1)/pL∞ , 1 ≤ p ≤ ∞.
It follows directly by induction that there are polynomials in (t, x), F
(l)
γ of degree not
higher than |γ|, such that, if |x| < t,
∂γeimρ = eimρ
|γ|−1∑
l=0
1
ρ|γ|+l
F (l)γ , |γ| ≥ 1. (4.16)
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Equality (4.16) gives
|∂γeimρ(t,x)| ≤ C|γ|(1 + t)|γ|
|γ|∑
l=0
ρ(t, x)−(|γ|+l), |x| ≤ t, t > 0, |γ| ≥ 0. (4.17)
Since the support of rj(t) is contained in {x
∣∣|x| ≤ t}, t > 0, it follows from (4.17) and
Schwarz inequality that∑
α1+α2=α
‖(∂α1e−imρ(t)r1(t))(∂α2δ2(t))‖Lp
≤ C|α|
∑
α1+α2+α3=α
‖(∂α1e−imρ(t))(∂α2r1(t))(∂α3δ2(t))‖Lp
≤ C′|α|
∑
α1+α2+α3=α
(1 + t)|α1|
|α1|∑
l=0
‖ρ(t)−(|α1|+l)(∂α2r1(t))(∂α3δ2(t))‖Lp
≤ C′|α|
∑
α1+α2+α3=α
|α1|∑
l=0
(1 + t)|α1|‖ρ(t)−(|α1|+l)∂α2r1(t)‖1/pL2
‖ρ(t)−(|α1|+l)∂α2r1(t)‖(p−1)/pL∞ ‖∂α3δ2(t)‖1/pL2 ‖∂α3δ2(t)‖(p−1)/pL∞ , t > 0, 1 ≤ p ≤ ∞.
It now follows from inequalities (4.10), (4.11), (4.12) and (4.13) that∑
α1+α2=α
‖(∂α1e−imρ(t)r1(t))(∂α2δ2(t))‖Lp
≤ Cn,|α|‖h1(t)‖D
N′
‖h2(t)‖D
N′∑
α1+α2+α3=α
|α1|∑
l=0
(1 + t)|α1|t−(n+1+3(p−1)/p+|α1|+|α2|+l), t > 0, 1 ≤ p ≤ ∞,
where N ′ depends only on n and |α|.
For t ≥ 1, we get∑
α1+α2=α
‖(∂α1e−imρ(t)r1(t))(∂α2δ2(t))‖Lp (4.18)
≤ Cn,|α|t−(n+1+3(p−1)/p)‖h1(t)‖D
N′
‖h2(t)‖D
N′
, t ≥ 1, 1 ≤ p ≤ ∞,
for some constant Cn,|α|.
Inequalities (4.11) and (4.13) give similarly∑
α1+α2=α
‖(∂α1r1(t))(∂α2r2(t))‖Lp (4.19)
≤ Cn,|α|‖h1(t)‖D
N+2|α|
‖h2(t)‖D
N+2|α|
t−(|α|+3(p−1)/p), t > 0, 1 ≤ p ≤ ∞.
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Inequalities (4.14), (4.15) and (4.18) give for t ≥ 1,
‖Γγ,α(t)− xγ∂α(r1(t)r2(t))‖Lp (4.20)
≤ Cn,|α|‖h1(t)‖D
N′
‖h2(t)‖D
N′
(t−2(n+1) + t−(n+1))t|γ|−3(p−1)/p
≤ Cn,|α|‖h1(t)‖D
N′
‖h2(t)‖D
N′
t−(n+1−|γ|+3(p−1)/p), t ≥ 1, 1 ≤ p ≤ ∞.
Choosing n = |α| − 1 for |α| ≥ 1 and n = 0 for |α| = 0 in (4.20), and using (4.19), we
obtain
‖Γγ,α(t)‖Lp (4.21)
≤ C|α|‖h1(t)‖D
N
‖h2(t)‖D
N
t−(|α|−|γ|+3(p−1)/p), t ≥ 1, |γ| ≤ |α|, 1 ≤ p ≤ ∞,
where N is redefined and depends only on |α|. Since
‖xγ∂αe−iω(−∂)th1(t)‖L2 ≤ C|α|‖h1(t)‖D
|α|
, 0 ≤ t ≤ 1, |γ| ≤ |α| (4.22)
and
‖xγ∂αeiω(−i∂)th2(t)‖L∞ ≤ C|α|‖h2(t)‖D
|α|+2
, 0 ≤ t ≤ 1, |γ| ≤ |α|,
which is obtained by using ‖f‖L∞ ≤ C‖(1 − ∆)f‖L2, we obtain from (4.9) and Schwarz
inequality that
‖Γγ,α(t)‖Lp (4.23)
≤ C′|α|‖h1(t)‖D
|α|+2
‖h2(t)‖D
|α|+2
, 0 ≤ t ≤ 1, |γ| ≤ |α|, 1 ≤ p ≤ ∞.
Inequalities (4.21) and (4.23) give (with new C|α|)
‖Γγ,α(t)‖Lp (4.24)
≤ C|α|‖h1(t)‖D
N
‖h2(t)‖D
N
(1 + t)−(|α|−|γ|+3(p−1)/p), t ≥ 0, 1 ≤ p ≤ ∞,
for some N depending only on |α|.
It follows from the expression (4.4a) of Gε,µ and equality (4.6) that
xβ∂α(Gε,µ(f1, f2))(t) (4.25)
=
∑
γ1+γ2=β
Cγ1,γ2
∫ ∞
0
Kγ2(−is∂)xγ1s1+|γ2|∂αJµ(s+ t)ds, t ≥ 0.
According to definition (4.4c) of Jµ and estimate (4.24) for Γγ,α defined by (4.9), we have
‖xγ∂αJµ(t)‖Lp (4.26)
≤ C|α|‖f1(t)‖D
N
‖f2(t)‖D
N
(1 + t)−(|α|−|γ|+3(p−1)/p), t ≥ 0, |α| ≥ |γ|, 1 ≤ p ≤ ∞.
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Since |p|ρ|Kγ(p)| ≤ C|γ|(1 + |p|)−(1−ρ) according to (4.5) we have
tρ‖|∇|ρKγ(−it∂)f‖L2 = ‖| − it∂|ρKγ(−it∂)f‖L2 (4.27)
≤ C|γ|‖f‖L2, t ≥ 0, 0 ≤ ρ ≤ 1.
Inequalities (4.25), (4.26) and (4.27) give for |β| ≤ |α| (with a new C|α|)
‖|∇|ρxβ∂α(Gε,µ(f1, f2))(t)‖L2 (4.28)
≤ C|α|
∑
γ1+γ2=β
∫ ∞
0
s1−ρs|γ2|‖f1(s+ t)‖D
N
‖f2(s+ t)‖D
N
(1 + s+ t)−(3/2+|α|−|γ1|)ds
≤ C′ρ,|α| sup
s≥t
((1 + s)q‖f1(s)‖D
N
‖f2(s)‖D
N
)(1 + t)−(ρ−1/2+|α|−|β|+q),
t ≥ 0, |β| ≤ |α|, q + |α| − |β|+ ρ− 1/2 > 0.
It follows from (4.4b), (4.7) and (4.8) that
‖|∇|ρ−1xβ∂α(G˙ε,µ(f1, f2))(t)‖L2 (4.29)
≤ C|α|
∑
γ1+γ2=β
∫ ∞
0
s|γ2|‖|∇|ρ−1xγ1∂αJµ(s+ t)‖L2ds, |β| ≤ |α|.
According to (2.67) we obtain, since C∞0 (R
3) is dense in Lp, 1 ≤ p <∞, that
‖|∇|ρ−1xγ∂αJµ(t)‖L2 ≤ C‖xγ∂αJµ(t)‖Lp , t ≥ 0,
where p = 6(5− 2ρ)−1, 0 ≤ ρ ≤ 1. We obtain from (4.26) that
‖|∇|ρ−1xγ∂αJµ(t)‖L2 (4.30)
≤ C|α|‖f1(t)‖D
N
‖f2(t)‖D
N
(1 + t)−(|α|−|γ|+1/2+ρ), t ≥ 0, 0 ≤ ρ ≤ 1, |γ| ≤ |α|.
Inequalities (4.29) and (4.30) show that (with a new C|α|)
‖|∇|ρ−1xβ∂α(G˙ε,µ(f1, f2))(t)‖L2 (4.31)
≤ C|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)
∑
γ1+γ2=β
∫ ∞
0
(1 + s+ t)|γ2|(1 + t+ s)−(|α|−|γ1|+1/2+ρ)ds
≤ C′|α| sup
s≥t
(
(1 + s)q‖f1(s)‖D
N
‖f2(s)‖D
N
)
(1 + t)−(|α|−|γ|−1/2+ρ+q), t ≥ 0,
where 0 ≤ ρ ≤ 1, |β| ≤ |α| and |α| − |γ| + ρ − 1/2 + q > 0. Inequalities (4.28) and
(4.31) prove inequality (4.2) of the lemma in the case where q = 0. The case q ≥ 1 follows
by differentiation of expressions (4.4a) and (4.4b) with respect to t, and then by using
inequalities (4.28) and (4.31) for q ≥ 1. This proves inequality (4.2).
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To prove inequality (4.3), introduce
Iγ,α,µ(t) = x
γ∂αJµ(t), t ≥ 0, (4.32)
and let vj(t) be the stationary phase development of e
iεω(−i∂)tfj(t) up to order n. We
observe that for t > 0, Plancherel theorem gives
‖(Iγ,α,µ(t))∧‖L1 ≤
(∫
(1 + |k|2t2)−2dk
)1/2
‖(1− t2∆)Iγ,α,µ(t)‖L2 (4.33)
= Ct−3/2‖(1− t2∆)Iγ,α,µ(t)‖L2 , t > 0.
Commutation of ∆ and xγ gives
‖(1− t2∆)Iγ,α,µ(t)‖L2 (4.34)
≤ C|γ|,|α|
(
‖Iγ,α,µ(t)‖L2 + t2
∑
|δ|=|γ|−2
‖Iδ,α,µ(t)‖L2
+ t2
∑
|δ|=|γ|−1
|λ|=|α|+1
‖Iδ,λ,µ(t)‖L2 + t2
∑
|λ|=|α|+2
‖Iγ,λ,µ(t)‖L2
)
,
where sum over δ is absent if the upper bound of |δ| is strictly negative.
According to (4.26) and (4.32) we now get
‖(1− t2∆)Iγ,α,µ(t)‖L2
≤ C|α|‖f1(t)‖D
N
‖f2(t)‖D
N
(1 + t)−(|α|−|γ|+3/2), t ≥ 0, |γ| ≤ |α|,
which together with (4.33), shows that (with a new C|α|)
‖(Iγ,α,µ(t))∧‖L1 (4.35a)
≤ C|α|‖f1(t)‖D
N
‖f2(t)‖D
N
t−(|α|−γ|+3), t ≥ 1, |γ| ≤ |α|,
where N depends only on |α|. Similarly, we obtain using (4.20)
‖(Iγ,α,µ(t)−xγ∂α(v+1 (t)γ0γµv2(t)))∧‖L1 ≤ C|α|,n‖f1(t)‖DN ‖f2(t)‖DN t−(n+2−|γ|). (4.35b)
On the other hand, we also have
‖(Iγ,α,µ(t))∧‖L1 ≤ C‖(1−∆)Iγ,α,µ(t)‖L2 , t ≥ 0, (4.36)
which, by the method used from (4.33) to (4.35), gives
‖(Iγ,α,µ(t))∧‖L1 ≤ C|α|‖f1(t)‖DN ‖f2(t)‖DN , t ≥ 0, |γ| ≤ |α|. (4.37)
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Inequalities (4.35) and (4.37) give (with a new C|α|)
‖(Iγ,α,µ(t))∧‖L1 ≤ C|α|‖f1(t)‖DN‖f2(t)‖DN (1 + t)
−(|α|−|γ|+3), t ≥ 0, |γ| ≤ |α|, (4.38)
where N depends only on |α|.
Since ‖f‖L∞ ≤ ‖fˆ‖L1 it follows from inequality (4.5), equality (4.25) and definition
(4.32), that
‖xβ∂α(Gε,µ(f1, f2))(t)‖L∞
≤ C|α|
∑
γ1+γ2=β
∫ ∞
0
s1+|γ2|‖(Iγ1,α,µ(t+ s))∧‖L1ds, t ≥ 0, |β| ≤ |α|.
It now follows from (4.38) that (with a new C|α|)
‖xβ∂α(Gε,µ(f1, f2))(t)‖L∞ (4.39)
≤ C|α|
∑
γ1+γ2=β
∫ ∞
0
s1+|γ2|(1 + s+ t)−(|α|−|γ1|+3)‖f1(t+ s)‖D
N
‖f2(t+ s)‖D
N
ds
≤ C′|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)(1 + t)−(|α|−|β|+1), t ≥ 0, |β| ≤ |α|,
where N depends only on |α|.
The proof of
‖xβ∂α(G˙ε,µ(f1, f2))(t)‖L∞ (4.40)
≤ C′|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)(1 + t)−(|α|−|β|+2), t ≥ 0, |β| ≤ |α|,
is so similar to the proof of (4.39) that we omit it.
Let |t| ≤ |x|, then it follows from inequalities (2.60a) and (2.60b) of Theorem (2.12),
with 1/2 < ρ < 1, that
(1 + |x|+ t)3/2−ρ+|α|(|∂αG(f1, f2)(t, x)|+ (1 + |x|+ |t|)|∂αG˙(f1, f2)(t, x)|) (4.41)
≤ C|α|(1 + |x|)3/2−ρ+|α|(|∂αG(f1, f2)(t, x)|+ (1 + |x|)|∂αG˙(f1, f2)(t, x)|)
≤ C′|α|‖(G(f1, f2)(t), G˙(f1, f2)(t)‖Mρ
|α|+2
, t ≥ 0, |x| ≤ t.
Inequality (4.2) now shows that
(1 + |x|+ t)3/2−ρ+|α|(|∂αG(f1, f2)(t, x)|+ (1 + |x|+ t)|∂αG˙(f1, f2)(t, x)|) (4.42)
≤ C|α| sup
s≥0
(‖f1(s)‖D
N′
‖f2(s)‖D
N′
)(1 + t)−ρ+1/2, |x| ≤ t, t ≥ 0,
where N ′ depends only on |α|. Inequalities (4.39), (4.40) and (4.42) with ε = ρ − 1/2,
prove the last statement of the lemma in the case where q = 0 and χ = 0. The cases
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q > 0 or χ > 0 are obtained by derivation of expressions (4.4a) and (4.4b) and by using
the formulas (4.5) to (4.8). This proves the lemma since D∞ a dense in DN .
The proof of Lemma 4.1 has a useful corollary giving the decay rate of the rest term
of Gε,µ after substraction of the main contribution given by stationary phase development
of eiεω(−i∂)tfj(t), j = 1, 2, in (4.1). To state the result let, s being a fixed parameter,∑
0≤l≤n
gj,ε,l(s, t, x)e
iερ(t,x)m, t > 0,
be the stationary phase development up to order n of eiεω(−i∂)tfj(s), j = 1, 2, fj(s) ∈ D∞,
s ≥ 0, defined by (A.1a) and (A.1b). We define
rj,ε,n(t, x) =
∑
0≤l≤n
gj,ε,l(t, t, x), t > 0, (4.43)
and
(Rε,µ,n(f1, f2))(t) (4.44a)
= −
∫ ∞
t
sin((−∆)1/2(t− s))
(−∆)1/2 (r1,ε,n(s))
+γ0γµr2,ε,n(s)ds, t > 0,
(R˙ε,µ,n(f1, f2))(t) (4.44b)
= −
∫ ∞
t
cos((−∆)1/2(t− s))(r1,ε,n(s))+γ0γµr2,ε,n(s)ds, t > 0.
Corollary 4.2. Let (G, G˙) and (R, R˙) be defined by (4.1) and (4.44) respectively and
let fj:R
+ → DN , j = 1, 2, be C0 functions. Let n ≥ 0 be an integer and let α, β be
multi-indices. If N , depending on n, |α| and |β|, is chosen sufficiently large, then
‖xβ∂α(Gε,µ(f1, f2)−Rε,µ,n(f1, f2))(t)‖L2 (4.45a)
+ t‖xβ∂α(G˙ε,µ(f1, f2)− R˙ε,µ,n(f1, f2))(t)‖L2
≤ Cn,|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)t−(n−|β|+1/2), t ≥ 1, n ≥ |β|,
‖∂α(Gε,µ(f1, f2)−Rε,µ,n(f1, f2))(t)‖L∞ (4.45b)
+ t‖∂α(G˙ε,µ(f1, f2)− R˙ε,µ,n(f1, f2))(t)‖L∞
≤ Cn,|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)t−(n+2+|α|), t ≥ 1, n ≥ 0,
t|α|−|β|+ρ−1/2‖xβ∂α(Rε,n(f1, f2)(t), R˙ε,n(f1, f2)(t))‖Mρ (4.46)
≤ Cn,|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
), t ≥ 1, |α| ≥ |β|, 1/2 < ρ < 1,
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and
(1 + |x|+ |t|)3/2−ρ+|α|(|∂αRε,µ,n(f1, f2)(t, x)|
+ (1 + |x|+ |t|)|∂αR˙ε,µ,n(f1, f2)(t, x)|) (4.47)
≤ Cn,|α| sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)t−ρ+1/2, t ≥ 1.
Proof. Inequality (4.45a) follows from the estimate (4.20):
‖Γγ,α(t)− xγ∂α(r1(t)r2(t))‖L2
≤ Cn,|α|‖h1(t)‖D
N′
‖h2(t)‖D
N′
t−(1+n)t|γ|−3/2, t > 0,
and by observing that
∥∥ ∫ ∞
0
sin((−∆)1/2s)
(−∆)1/2
(
Γγ,α(t+ s)− xγ∂α(r1(s+ t)r2(s+ t))
)
ds
∥∥
L2
+ t
∥∥ ∫ ∞
0
cos((−∆)1/2s)(Γγ,α(t+ s)− xγ∂α(r1(s+ t)r2(s+ t)))ds∥∥L2
≤ C′n,|α| sup
s≥0
(‖h1(s)‖D
N′
‖h2(s)‖D
N′
)t−(n−|γ|+1/2), t ≥ 1.
The proofs of (4.46) and (4.47) are contained in the proof of (4.2) and (4.3) because of the
bound (4.14). Inequality (4.45b) follows from (4.35) with n replaced by n+1+ |α| and by
estimating all terms in v+1 (t)γ0γµv2(t) of order higher than n. This proves the corollary.
We can now prove an analog of Theorem 3.5 of [8] adapted to the spaces EN . Let
t 7→ fj(t), j = 1, 2, be C2 functions from R+ to DN , let m1, m2 > 0, ε1, ε2 = ±1,
M = |ε1m1−ε2m2| > 0, let ε be the sign of −ε1m1+ε2m2 and let ωM (k) = (M2+|k|2)1/2,
k ∈ R3. Introduce
(Hµ(f1, f2))(t) = −
∫ ∞
t
sin((−∆)1/2(t− s))
(−∆)1/2 (Iµ(f1, f2))(s)ds, t ≥ 0, (4.48a)
(H˙µ(f1, f2))(t) = −
∫ ∞
t
cos((−∆)1/2(t− s))(Iµ(f1, f2))(s)ds, t ≥ 0, (4.48b)
where
(Iµ(f1, f2))(t) = (e
iε1ωm1 (−i∂)tf1(t))
+γ0γµ(e
iε2ωm2 (−i∂)tf2(t)). (4.48c)
If t 7→ fj(t), j = 1, 2, are bounded and C∞ from R+ to D∞, then it turns out that the
asymptotic behaviour of Hµ is that of e
iεωM (−i∂)th(t), where k 7→ (h(t))∧(k) is regular
outside k = 0. This fact, which follows from the proof of the next lemma, was already
proved in [8] in a different setting.
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Lemma 4.3. Let (H, H˙) be defined by (4.48) and let fj :R
+ → DN , j = 1, 2, be C3
functions. Let n ≥ 0 be an integer. If N is chosen sufficiently large, then
i)
∑
|α|≤n
‖∂α((H(f1, f2))(t), (H˙(f1, f2))(t))‖Mρ
≤ Cn,ρbN (f1, f2)(t)(1 + t)−(ρ+1/2), −1/2 < ρ ≤ 1, t ≥ 0,
ii)
∑
|α|≤n
‖∂α|∇|ρ−1((H(f1, f2))(t), (H˙(f1, f2))(t))‖L2
≤ Cn,ρbN (f1, f2)(t)(1 + t)−(ρ+1/2), 1/2 < ρ ≤ 1, t ≥ 0,
iii) |((H(f1, f2))(t)(x)|+ |((H˙(f1, f2))(t))(x)|
≤ CbN (f1, f2)(t)(1 + t+ |x|)−3, t ≥ 0,
where
bN (f1, f2)(t) =
2∏
j=1
3∑
l=0
sup
s≥t
(
(1 + s)l‖ d
l
dsl
fj(s)‖D
N
)
,
and where N depends on n.
Proof. Let hj ∈ S(R3,C), j = 1, 2, and let
Γ(t) = (e−iε1ωm1 (−i∂)th1)(e
iε2ωm2 (−i∂)th2), t ≥ 0, (4.49)
and let rj(t) =
∑n
q=0 r
(q)
j (t) be the stationary phase development of e
−iε1ω(−i∂)thj , j = 1, 2
up to order n in Theorem A.1. In complete analogy with the derivation of inequality (4.20),
by inequalities (4.14), (4.15), (4.18) and (4.19) we obtain for N sufficiently large, depending
on |α| and n, and for |β| ≤ n,
‖xβ∂α(Γ(t)− eiεMρ(t)r1(t)r2(t))‖Lp (4.50)
≤ Cn‖h1‖D
N
‖h2‖D
N
t−(n+1+3(p−1)/p−|β|), t ≥ 1, 1 ≤ p ≤ ∞,
where supp rj(t) ⊂ {|x| ≤ t},
‖ρ(t)−l∂αr(q)j (t)‖L2 ≤ Cn,|α|,l‖hj‖D
N+2|α|+l
t−|α|−l−q , (4.51a)
and
‖ρ(t)−l∂αr(q)j (t)‖L∞ ≤ Cn,|α|,l‖hj‖D
N+2|α|+l
t−|α|−l−3/2−q, (4.51b)
t > 0, 0 ≤ q ≤ n, l ≥ 0, |α| ≥ 0. The function (t, x) 7→ r(q)j (t, x) is homogeneous of degree
−3/2− q.
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The functions r(q), 0 ≤ q ≤ n defined by
r(q)(t, x) = t
3/2+q
∑
q
1
+q
2
=q
r
(q1)
1 (t, x)r
(q2)
2 (t, x), t > 0, (4.52)
vanish outside the forward light cone and are homogeneous of degree −3/2. We can
therefore apply Theorem A.2 which gives, using (4.51a), (4.51b) and (4.52) for |β| ≤ L,
‖xβ∂α(eiεMρ(t)r(q)(t)−
∑
0≤l≤L
t−leiεωM (−i∂)tgq,l)‖L2 (4.53a)
≤ CL,|α|‖h1‖D
N′
‖h2‖D
N′
t−(L+1−|β|), t > 0, |β| ≤ L,
‖xβ∂α(eiεMρ(t)r(q)(t)−
∑
0≤l≤L
t−leiεωM (−i∂)tgq,l)‖L∞ (4.53b)
≤ CL,|α|‖h1‖D
N′
‖h2‖D
N′
t−(L+5/2−|β|), t > 0, |β| ≤ L,
and
‖gq,l‖D
j
≤ CL,j‖h1‖D
N′+2j
‖h2‖D
N′+2j
, (4.54)
where N ′ depends on L and |α| and where gq,l stands for the fonctions fl of theorem A.2.
Defining
g′(t) =
∑
q,l≥0
t−(3/2+q)gq,l, t > 0, (4.55)
using definition (4.52), interpolating between the L2- and L∞-estimate in (4.53) and using
(4.54), we obtain for 2 ≤ p ≤ ∞,
‖xβ∂α(eiεMρ(t)r1(t)r2(t)− eiεωM (−i∂)tg′(t))‖Lp (4.56)
≤ CL,|α|‖h1‖D
N′
‖h2‖D
N′
t−(L+5/2−|β|+3(p−2)/2p), t ≥ 1,
‖( d
dt
)l
g′(t)‖D
j
≤ CL,j‖h1‖D
N′+2j
‖h2‖D
N′+2j
t−3/2−l, t ≥ 1, (4.57)
where l ≥ 0, |β| ≤ L, L ≥ 0 and where N ′ depends on L and |α|.
Since ‖f‖L1 ≤ C‖(1 + |x|)2f‖L2 , we obtain, with a new L and a new CL,|α|,
‖xβ∂α(eiεMρ(t)r1(t)r2(t)− eiεωM (−i∂)tg′(t)‖Lp (4.58)
≤ CL,|α|‖h1‖D
N′
‖h2‖D
N′
t−(L+5/2−|β|), t ≥ 1, 1 ≤ p ≤ ∞, |β| ≤ L− 2,
N ′ depends on |α| and L.
According to (4.50) and (4.58) we have, choosing L and N sufficiently large,
‖xβ∂α(Γ(t)− eiεωM (−i∂)tg′(t))‖Lp (4.59)
≤ Cn‖h1‖D
N
‖h2‖D
N
t−(n+1+3(p−1)/p−|β|), t ≥ 1, 1 ≤ p ≤ ∞.
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We define
g(t) = χ(t)g′(t), t ∈ R, (4.60)
where χ ∈ C∞(R), 0 ≤ χ(t) ≤ 1, χ(t) = 0 for t ≤ 1, χ(t) = 1 for t ≥ 2. It then follows
from (4.57) and (4.59) that
‖xβ∂α(Γ(t)− eiεωM (−i∂)tg(t))‖Lp (4.61)
≤ Cn‖h1‖D
N
‖h2‖D
N
(1 + t)−(n+1+3(p−1)/p−|β|), t ≥ 0, 1 ≤ p ≤ ∞,
and
‖( d
dt
)l
g(t)‖D
j
≤ Cn,j,l‖h1‖D
N+2j
‖h2‖D
N+2j
(1 + t)−3/2−l, t ≥ 0, j ≥ 0, l ≥ 0, (4.62)
where N depends on n ≥ 0. In fact ‖Γ(t)‖Lp ≤ C‖h1‖D
N
‖h2‖D
N
for 0 ≤ t ≤ 2, if N is
sufficiently large.
Let fj :R
+ → D∞ be Ck and let
Bµ(t, s) = (e
iε1ωm1 (−i∂)tf1(s))
+γ0γµ(e
iε2ωm2 (−i∂)tf2(s)), t, s ≥ 0.
According to (4.48c) we have
(Iµ(f1, f2))(t) = Bµ(t, t), t ≥ 0.
Application of inequalities (4.61) and (4.62) for Bµ(t, s), with s fixed, proves that there is
a Ck function g:R+ → D∞ such that
‖xβ∂α((Iµ(f1, f2))(t)− eiεωM (−i∂)tgµ(t))‖Lp (4.63)
≤ Cn,α‖f1(t)‖D
N
‖f2(t)‖D
N
(1 + t)−(n+1+3(p−1)/p−|β|), t ≥ 0, 1 ≤ p ≤ ∞,
and
‖( d
dt
)l
g(t)‖D
j
(4.64)
≤ Cn,j,l
∑
0≤q≤l
‖(1 + t)q( d
dt
)q
f1(t)‖D
N
‖(1 + t)l−q( d
dt
)l−q
f2(t)‖D
N
(1 + t)−3/2−l,
t ≥ 0, n ≥ 0, j ≥ 0, q ≥ l ≥ 0, where N depends on n, j, |α| and |β| ≤ n− 2.
Let
∆
(n)
1,µ(t) = −
∫ ∞
t
sin((−∆)1/2(t− s))
(−∆)1/2
(
(Iµ(f1, f2))(s)− eiεωM (−i∂)sgµ(s)
)
ds, (4.65a)
∆˙
(n)
1,µ(t) = −
∫ ∞
t
cos((−∆)1/2(t− s))((Iµ(f1, f2))(s)− eiεωM (−i∂)sgµ(s))ds, (4.65b)
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t ≥ 0, where g satisfies (4.63) and (4.64). It follows from (4.6a) and (4.6b) that, for
−1/2 < ρ ≤ 1,
∑
|α|≤q
‖xβ∂α(∆(n)1 (t), ∆˙(n)1 (t))‖Mρ
≤
∑
0≤µ≤3
∑
|α|≤q
∫ ∞
t
‖|∇|ρ−1(s|β| + |x||β|)∂α((Iµ(f1, f2))(s)− eiεωM (−i∂)sgµ(s))‖L2ds.
Since ‖|∇|ρ−1f‖L2 ≤ Cp‖f‖Lp , p = 6(5− 2ρ)−1, 1 < p ≤ 2, i.e. −1/2 < ρ ≤ 1, inequality
(4.63) gives
∑
|α|≤q
‖xβ∂α(∆(n)1 (t), ∆˙(n)1 (t))‖Mρ (4.66)
≤ Cn,q,ρ sup
s≥0
(‖f1(s)‖D
N
‖f2(s)‖D
N
)(1 + t)−n−|β|, n ≥ 1 + |β|, t ≥ 0, q ≥ 0,
where N depends on n and k.
For n ≥ 1, let
H(n)µ (t) = −
∫ ∞
t
sin((−∆)1/2(t− s))
(−∆)1/2 e
iεωM (−i∂)sgµ(s)ds, (4.67a)
H˙(n)µ (t) = −
∫ ∞
t
cos((−∆)1/2(t− s))eiεωM (−i∂)sgµ(s)ds, t ≥ 0, (4.67b)
where g satisfies (4.63) and (4.64). We observe that
sin(|k|(t− s))
|k| e
iεωM (k)s =
∂l
∂sl
Kl(t, s, k), l ≥ 0, (4.68a)
and
cos(|k|(t− s))eiεωM (k)s = ∂
l
∂sl
K˙l(t, s, k), l ≥ 0, (4.68b)
where
Kl(t, s, k) =
((εωM (k) + |k|)l − (εωM (k)− |k|)l
il2i|k|M2l cos(|k|(t− s)) (4.69a)
+
(εωM (k) + |k|)l + (εωM (k)− |k|)l
il2M2l
sin(|k|(t− s))
|k|
)
eiεωM (k)s,
and
K˙l(t, s, k) =
∂
∂t
Kl(t, s, k). (4.69b)
The functions k 7→ Kl(t, s, k) and k 7→ K˙l(t, s, k) are real analytic functions on R3.
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Partial integration three times in (4.67) gives, using (4.68),
H(n)µ (t) = K1(t, t,−i∂)gµ(t)−K2(t, t,−i∂)
d
dt
gµ(t) + ∆
(n)
2,µ(t), (4.70a)
and
H˙(n)µ (t) = K˙1(t, t,−i∂)gµ(t)− K˙2(t, t,−i∂)
d
dt
gµ(t) + ∆˙
(n)
2,µ(t), (4.70b)
where
∆
(n)
2,µ(t) = K3(t, t,−i∂)
d2
dt2
gµ(t) +
∫ ∞
t
K3(t, s,−i∂) d
3
ds3
gµ(s)ds, (4.71a)
and
∆˙
(n)
2,µ(t) = K˙3(t, t,−i∂)
d2
dt2
gµ(t) +
∫ ∞
t
K˙3(t, s,−i∂) d
3
ds3
gµ(s)ds. (4.71b)
According to definition (4.69) of K, we have
|Kl(t, s, k)| ≤ Cl(ωM (k))l|k|−1, l ≥ 0,
|K˙l(t, s, k)| ≤ Cl(ωM (k))l, l ≥ 0,
and
|Kl(t, t, k)| ≤ lCl(ωM (k))l−1, l ≥ 0,
|K˙l(t, t, k)| ≤ Cl(ωM (k))l, l ≥ 0,
t, s ∈ R+, k ∈ R3.
These inequalities for K, similar inequalities for the derivatives in the third argument
of K and (4.71) give, for k ∈ N,∑
|α|≤k
‖xβ∂α(∆(n)2 (t), ∆˙(n)2 (t))‖Mρ
≤ Ck
∑
|α|≤k+3
‖|x||β|∂α|∇|ρ−1 d
2
dt2
g(t)‖L2
+ Ck
∑
|α|≤k+3
∫ ∞
t
‖|x||β|∂α|∇|ρ−1 d
3
ds3
g(s)‖L2, |β| ≤ 3.
Since ‖|∇|ρ−1f‖L2 ≤ Cp‖f‖Lp, p = 6(5 − 2ρ)−1, 1 < p ≤ 2, and since
‖f‖Lp ≤ C′‖(1 + |x|)2f‖L2 for 1 ≤ p ≤ 2, inequality (4.64) now gives for −1/2 < ρ ≤ 1
and |β| ≤ 3∑
|α|≤k
‖xβ∂α(∆(n)2 (t), ∆˙(n)2 (t))‖Mρ (4.72)
≤ Cn,k,ρ
2∏
j=1
3∑
l=0
sup
s≥t
(‖(1 + s)l dl
dsl
fj(s)‖D
N
)
(1 + t)−7/2+|β|, t ≥ 0,
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where N depends on n and k.
Let
∆(n)µ = ∆
(n)
1,µ +∆
(n)
2,µ, (4.73)
∆˙(n)µ = ∆˙
(n)
1,µ + ∆˙
(n)
2,µ.
For n ≥ 4 it follows from inequalities (4.66) and (4.72) that∑
|α|≤k
‖xβ∂α(∆(n)(t), ∆˙(n)(t))‖Mρ (4.74)
≤ Cn,k,ρ
2∏
j=1
3∑
l=0
sup
s≥t
(
(1 + s)l‖ d
l
dsl
fj(s)‖D
N
)
(1 + t)−7/2+|β|,
where t ≥ 0, −1/2 < ρ ≤ 1, n ≥ 4 and N depends on n and k.
It follows from definition (4.48) of (H, H˙), (4.65) of (∆
(n)
1 , ∆˙
(n)
1 ), (4.67) of (H
(n), H˙(n)),
(4.71) of (∆
(n)
2 , ∆˙
(n)
2 ), (4.73) of (∆
(n), ∆˙(n)) and from expression (4.70) that
Hµ(t) = ∆
(n)
µ (t) +K1(t, t,−i∂)gµ(t)−K2(t, t,−i∂)
d
dt
gµ(t),
and
H˙µ(t) = ∆˙
(n)
µ (t) + K˙1(t, t,−i∂)gµ(t)− K˙2(t, t,−i∂)
d
dt
gµ(t).
It now follows from the explicit expression (4.69) of K and K˙, that
Hµ(t) = ∆
(n)
µ (t)−M−2eiεωM (−i∂)tgµ(t)− 2iεωM (−i∂)M−4eiεωM (−i∂)t
d
dt
gµ(t), (4.75a)
H˙µ(t) = ∆˙
(n)
µ (t)− iεωM (−i∂)M−2eiεωM (−i∂)tgµ(t) (4.75b)
− (2(ωM (−i∂))2 −M2)M−4eiεωM (−i∂)t
d
dt
gµ(t).
Inequality (4.64) and equality (4.75) give,∑
‖α|≤k
‖∂α(H(t)−∆(n)(t), 0)‖Mρ (4.76)
≤ Cn,k,ρ
2∏
j=1
1∑
l=0
sup
s≥0
(‖ dl
dsl
fj(s)‖D
N
)
(1 + t)−3/2, t ≥ 0, k ≥ 0,
where 0 ≤ ρ ≤ 1, n ≥ 4, and N depends on k and n.
We get from (4.75) and ‖|∇|ρ−1f‖L2 ≤ Cp‖f‖Lp , p = 6(5− 2ρ)−1, 1 < p ≤ 2,∑
|α|≤k
|∂α|∇|ρ−1(H(t)−∆(n)(t), H˙(t)− ∆˙(n)(t))‖L2
≤ Cρ
∑
|α|≤k+2
(‖∂αeiεωM (−i∂)tg(t)‖Lp + ‖∂αeiεωM (−i∂)t ddtg(t)‖Lp), −1/2 < ρ ≤ 1.
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It follows using for example Corollary 2.2 of [12], that
‖eiεωM (−i∂)tf‖Lp ≤ Cp‖f‖D
J
(1 + |t|)3/p−3/2,
for 1 ≤ p ≤ 2 for some J > 0. Since 3/p− 3/2 = 1− ρ we obtain, using (4.64),∑
|α|≤k
‖∂α|∇|ρ−1(H(t)−∆(n)(t), H˙(t)− ∆˙(n)(t))‖L2 (4.77)
≤ Cn,k,ρ
2∏
j=1
1∑
l=0
sup
s≥0
(‖ d
l
dsl
fj(s)‖D
N
)(1 + t)−(ρ+1/2),
for t ≥ 0, −1/2 < ρ ≤ 1, n ≥ 4, k ≥ 0, where N depends on k and n.
Using that |(eiεωM (−i∂)tf)(t, x)| ≤ C(1+ t+ |x|)−3/2‖f‖D
J
, for some J ≥ 0, we obtain
from inequality (4.64) and equality (4.75) that
|(H(t)−∆(n)(t), H˙(t)− ∆˙(n)(t))(x)| (4.78)
≤ Cn
2∏
j=1
1∑
l=0
sup
s≥t
(‖ dl
dsl
fj(s)‖D
N0
)
(1 + t+ |x|)−3, t ≥ 0, n ≥ 4
for some N0.
When fj :R
+ → D∞ is a C3 function, statement ii) of the lemma now follows from
inequalities (4.74) and (4.77) with n = 4. In fact, for 1/2 < ρ ≤ 1:
‖∂α|∇|ρ−1(H(t), H˙(t))‖L2 ≤ ‖∂α(∆(4)(t), 0)‖Mρ−1 + ‖∂α(0, ∆˙(4)(t))‖Mρ
+ ‖∂α|∇|ρ−1(H(t)−∆(4)(t), H˙(t)− ∆˙(4)(t))‖L2,
where the first two terms can be estimated by (4.74) since −1/2 < ρ − 1 ≤ 1, and the
last term by (4.77). Statement i) follows from inequalities (4.74), (4.76) and (4.77) for
0 ≤ ρ ≤ 1. For −1/2 < ρ < 0, it follows from (4.74) and (4.77), since in this case,
‖∂α(H(t), H˙(t))‖Mρ ≤ ‖∂α(∆(4)(t), ∆˙(4)(t))‖Mρ + ‖∂α|∇|ρ(H(t)−∆(4)(t))‖L2
+ ‖∂α|∇|ρ−1(H˙(t)− ∆˙(4)(t))‖L2
and, since −1/2 < ρ < 0 and 0 < ρ + 1 < 1, (4.77) can be applied to the last two terms.
Statement iii) of the lemma follows from (4.74) and (4.78), since
‖ν(t)3(H(t), H˙(t))‖L∞
≤ ‖ν(t)3(H(t)−∆(4)(t), H˙(t)− ∆˙(4)(t))‖L∞
+ C
∑
|α|≤2
‖∂αν(t)3(∆(4)(t), ∆˙(4)(t))‖L2, (ν(t))(x) = (1 + t+ |x|2)1/2,
where we have used ‖f‖L∞ ≤ C‖f‖W 2,2 . Finally it follows by continuous extension that
statements i), ii) and iii) are valid for C3 functions fj :R
+ → DN having finite bN . This
ends the proof of the lemma.
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We remark that statement ii) of the lemma is still true for −1/2 < ρ ≤ 1, which
follows by a slight change in the proof. However this result will not be used in this article.
To prove the existence of a modified wave operator for t → +∞, we first use an
asymptotic condition slightly different from that defined by s
(+)
ε in (1.17c), where s
(+)
ε is
given by (1.18). We introduce
Θ′(t)u =
(
f, f˙ ,
∑
ε=±
(εω(−i∂)t+ s′ε(t,−i∂))Pε(−i∂)α
)
, u = (f, f˙ , α) ∈ EN , (4.79)
for some N sufficiently large, where
s′ε(t, k) = −ϑ(A′, t,−εkt/ω(k)), t ≥ 0, (4.80)
ϑ is given by (1.19) and A′ being an electromagnetic potential which we shall determine
later.
To estimate ϑ, we introduce the following representation of the Poincare´ Lie algebra
p on functions of (t, x):
ξP0 =
∂
∂t
, ξPi =
∂
∂xi
, 1 ≤ i ≤ 3, (4.81a)
ξM0i = xi
∂
∂t
+ t
∂
∂xi
, 1 ≤ i ≤ 3, (4.81b)
ξMij = −xi
∂
∂xj
+ xj
∂
∂xi
, 1 ≤ i < j ≤ 3. (4.81c)
We also define the representation ξD (resp. ξM ) on the space of Dirac fields (resp. vector
fields) by
ξDPµ = ξPµ , ξ
M
Pµ
= ξPµ , 0 ≤ µ ≤ 3 (4.81d)
ξDMµν = ξMµν + σµν , ξ
M
Mµν
= ξMµν + nµν , 0 ≤ µ < ν ≤ 3. (4.81e)
Lemma 4.4. Let A′:R+×R3 → R4 be a Ck function, k ≥ 0, and let 1/2 < ρ ≤ 3/2, then
i) |ϑ(A′, t, x)| ≤ ((1 + t+ |x|)ρ−1/2 − 1)C(ρ− 1/2)−1 sup
s,y
((1 + s+ |y|)3/2−ρ|A′(s, y)|)
ii) | ∂
∂t
ϑ(A′, t, x)|+
3∑
i=1
| ∂
∂xi
ϑ(A′, t, x)|
≤ C(1 + t+ |x|)ρ−3/2(ρ− 1/2)−1∑
0≤ν≤3
sup
s,y
(
(1 + s+ |y|)3/2−ρ(|A′ν(s, y)|+ |A′′ν(s, y)|+ ∑
0≤µ≤3
|ξMµνA′µ(s, y)|
))
,
where
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A′′0(t, x) =
( ∂
∂t
A′0(t, x)−
∑
1≤i≤3
∂iA
′
i(t, x)
)
t,
A′′j (t, x) =
( ∂
∂t
A′0(t, x)−
∑
1≤i≤3
∂iA
′
i(t, x)
)
(−xj), 1 ≤ j ≤ 3 and k ≥ 1,
iii)
∑
|α|+l=n+n′
| ∂
l
∂tl
∂αϑ(A′, t, x)|
≤ C(ρ− 1/2)−1(1 + t+ |x|)−1(1 + ∣∣t− |x|∣∣)−n+ρ+1/2∑
0≤ν≤3
∑
|β|+r=n−1+n′
sup
s,y
(
(1 + s+ |y|)(1 + ∣∣s− |y|∣∣)n−ρ−1/2
(| ∂r
∂sr
∂βA′ν(s, y)|+ |
∂r
∂sr
∂βA′′ν(s, y)|+
∑
0≤µ≤3
| ∂
r
∂sr
∂βξMµνA
′
µ(s, y)|
))
,
if k ≥ n ≥ 2, n′ ≥ 0.
In the three cases the supremum is taken over (s, y) ∈ R+ × R3.
Proof. Statement i) follows directly from
|ϑ(A′, t, x)| ≤
∫ 1
0
(
|t||A0(s(t, x))|+ |x|
3∑
i=1
|Ai(s(t, x))|
)
ds
≤
∑
0≤µ≤3
sup
(s,y)∈R+×R3
(
(1 + s+ |y|)3/2−ρ|Aµ(s, y)|
∫ 1
0
t+ |x|
(1 + s(t+ |x|))3/2−ρds
)
,
where 1/2 < ρ ≤ 3/2. To prove statement ii) we use covariant notation and summa-
tion convention over repeated contravariant and covariant indices. Let y0 = t, yi = xi,
1 ≤ i ≤ 3. We note that using the gauge condition we obtain
ξPνyµA
′µ(sy) = (ξMµνA
′µ)(sy) + A′ν(sy) +A
′′
ν(sy), (4.82)
where A′′ν(z) = zν
∂
∂zµA
′µ(z). This shows that (not using summation conventions)
| ∂
∂t
ϑ(A′, t, x)|+
3∑
i=1
| ∂
∂xi
ϑ(A′, t, x)|
≤
∑
0≤ν≤3
sup
y∈R+×R3
(
(1 + |~y|+ y0)3/2−ρ(|A′ν(y)|+ |A′′ν(sy)|+ ∑
0≤µ≤3
|ξMµνA′µ(y)|
))
∫ 1
0
(1 + s(t+ |x|)ρ−3/2ds, y = (y0, ~y).
Since the last integral is bounded by C(ρ− 1/2)−1(1 + t+ |x|)ρ−3/2, ρ > 1/2, this proves
statement ii).
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To prove statement iii) let |α|+ l = n+n′ = N , n ≥ 2. It follows from equality (4.82)
and definition (4.81a) of ξPµ that
ξPν
1
· · · ξPν
N
yµA
′µ(sy) (4.83)
= sN−1
(
ξPν
1
· · · ξPν
N−1
ξMµν
N
A
′µ + ξPν
1
A′ν
N
+ ξPν
1
· · · ξPν
N−1
A′′ν
N
)
(sy),
which gives ∑
|α|+l=N
| ∂
l
∂tl
∂αϑ(A′, t, x)| ≤ Qn,N (A′)In(t, x), (4.84)
where
In(t, x) =
∫ 1
0
sn−1(1 + s(t+ |x|))−1(1 + s∣∣t− |x|∣∣)ρ−n+1/2ds
and
Qn,N (A
′) =
∑
0≤ν≤3
sup
y∈R+×R3
(
(1 + y0 + |~y|)(1 + ∣∣y0 − |~y|∣∣)n−1/2−ρ
(|∇N−1A′ν(y)|+ |∇N−1A′′ν(y)|+ ∑
0≤µ≤3
|∇N−1(ξMµνA′µ)(y)|
))
,
∇ =
( ∂
∂y0
,
∂
∂y1
,
∂
∂y2
,
∂
∂y3
)
, y = (y0, ~y).
To estimate the integral In(t, x), n ≥ 2, (t, x) ∈ R+ × R3, we observe that
In(t, x) ≤ 2n+1/2−ρ
∫ 1
0
sn−1(1 + s(1 + t+ |x|))−1(1 + s(1 + ∣∣t− |x|∣∣))ρ−n+1/2ds.
This gives, for n ≥ 2 and 1/2 < ρ ≤ 3/2,
In(t, x) ≤ 2n+1/2−ρ(1 + t+ |x|)−1(1 +
∣∣t− |x|∣∣)ρ+1/2−n∫ 1
0
s(1 + t+ |x|)
1 + s(1 + t+ |x|)
( s(1 + ∣∣t− |x|∣∣)
1 + s(1 +
∣∣t− |x|∣∣)
)n−1/2−ρ
sρ−3/2ds
≤ (ρ− 1/2)−12n+1/2−ρ(1 + t+ |x|)−1(1 + ∣∣t− |x|∣∣)ρ+1/2−n,
which together with (4.84) proves statement iii) of the lemma.
There is an analog of Lemma 4.4 with L2-estimates:
Lemma 4.5. Let ξMY A
′ ∈ C0(R+,Mρ) for Y ∈ Π′, let A′′ be defined as in Lemma
4.4, let Bµ = −∂µϑ(A′), 0 ≤ µ ≤ 3, let Z ∈ Π′ ∩ U(R4), let L ∈ U(sl(2,C)) and let
Fµ(y) =
∫ 1
0
Aµ(sy)ds, y ∈ R+ × R3.
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i) If 1/2 < ρ ≤ 1, then
‖(ξMZLB, ξMP0ZLB)(t)‖Mρ
≤ C(1 + t)−a sup
0≤s≤t
(
(1 + s)b(‖(ξMZLA′, ξMP0ZLA′)(s)‖Mρ
+ ‖(ξMZLA′′, ξMP0ZLA′′)(s)‖Mρ +
∑
X∈Π∩sl(2,C)
‖(ξMZXLA′, ξMP0ZXLA′)(s)‖Mρ
)
,
where a = |Z| + ρ − 1/2 if b > |Z| + ρ − 1/2, a = b if b < |Z| + ρ − 1/2 and b ∈ R. The
constant C depends only on ρ, a, b.
ii) If 0 ≤ ρ < 1, then
‖(1 + t+ | · |)−1(ξMZY F )(t)‖L2(R3,R4) + ‖(ξMPµZY F )(t)‖L2(R3,R4)
≤ C
(
(1 + t)−a1 sup
0≤s≤t
(
(1 + s)b1‖|∇|ρ(ξMZYA′)(s)‖L2
)
+ (1 + t)−a2 sup
0≤s≤t
(
(1 + s)b2‖(ξMZYA′, ξMP0ZY A′)(s)‖M1
))
, Y ∈ Π′, 0 ≤ µ ≤ 3, t ≥ 0,
for each τ ∈]0, 1[, such that |Z|+ 1/2− (1− ρ)τ > 0, where
τa1 + (1− τ)a2 = |Z|+ 1/2,
if τb1 + (1− τ)b2 > |Z|+ 1/2− (1− ρ)τ ,
τa1 + (1− τ)a2 = (1− ρ)τ + τb1 + (1− τ)b2,
if τb1 + (1− τ)b2 < |Z|+ 1/2− (1− ρ)τ , and where a2 = |Z|+ 1/2 if b2 > |Z|+ 1/2 and
a2 = b2 if b2 < |Z|+ 1/2. The constant C depends only on a1, a2, b1, b2, ρ.
Proof. Since (ξML B)µ = −∂µϑ(ξML A′), 0 ≤ µ ≤ 3, for L ∈ U(sl(2,C)), and since
|(ξMZ′Y F )(y)| ≤
∫ 1
0
s|Z
′||(ξMZ′YA′)(sy)|ds, Z ′ ∈ U(R4), y ∈ R+ × R3,
it is enough to consider the case where L = Y = I, the identity element in U(p).
It follows from equality (4.83) with N = |Z|+ 1, since ξMY = ξY for Y ∈ U(R4), that∣∣(|∇|ρ(ξMZ B)µ(t))(x)| (4.85a)
≤
∫ 1
0
sρ+|Z|
( ∑
0≤α≤3
∣∣(|∇|ρξZMαµA′α)(st, sx)∣∣
+
∣∣(|∇|ρξZA′µ)(st, sx)∣∣+ ∣∣(|∇|ρξZA′′µ)(st, sx)∣∣)ds
and
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≤
∫ 1
0
sρ+|Z|
( ∑
0≤α≤3
∣∣(|∇|ρ−1ξP0ZMαµA′α)(st, sx)∣∣
+
∣∣(|∇|ρ−1ξP0A′µ)(st, sx)∣∣+ ∣∣(|∇|ρ−1ξP0ZA′′µ)(st, sx)∣∣)ds.
We prove next the following result. If 1 ≤ p ≤ ∞, f ∈ C(R+, Lp(R3))
(gt(s))(x) = s
ε(f(st))(sx), ε > 3/p− 1, (4.86a)
where t, s ∈ R+, x ∈ R3, then
∥∥ ∫ 1
0
gt(s)ds
∥∥
Lp
≤ C(1 + t)3/p−ε−1 sup
0≤s≤t
(1 + s)λ‖f(s)‖Lp, (4.86b)
for λ > ε− 3/p+ 1, and
∥∥ ∫ 1
0
gt(s)ds
∥∥
Lp
≤ C(1 + t)−λ sup
0≤s≤t
(1 + s)λ‖f(s)‖Lp, (4.86c)
for λ < ε− 3/p+ 1. C is a constant depending on p, λ and ε. In fact, since
∥∥ ∫ 1
0
gt(s)ds
∥∥
Lp
≤
∫ 1
0
‖gt(s)‖Lpds
and
‖gt(s)‖Lp = sε−3/p‖f(st)‖Lp,
it follows that
∥∥ ∫ 1
0
gt(s)ds
∥∥
Lp
≤
∫ 1
0
sε−3/p(1 + st)−λds sup
0≤s′≤t
(1 + s′)λ‖f(s′)‖Lp .
Since ε−3/p > −1, the integral in this expression exists and is bounded by C(1+t)−ε+3/p−1
if ε− 3/p− λ < −1 and by C(1 + t)−λ if ε − 3/p− λ > −1, which is seen by making the
substitution s′ = st. This proves estimates (4.86b) and (4.86c).
The inequality in statement i) of the lemma follows by applying (4.86a) and (4.86b),
with p = 2 and ε = ρ+ |Z|, to the integrands in (4.85a) and (4.85b), since ε > −1/2.
To prove statement ii), we note that
|(1 + t+ |x|)−1(ξZF )(t, x)|+ |(ξPµZF )(t, x)|
≤ (1 + t+ |x|)−1(v(t))(x) + (u(t))(x), t ∈ R+, x ∈ R3,
where
(v(t))(x) =
∫ 1
0
s|Z||(ξZA′)(st, sx)|ds
MAXWELL - DIRAC EQUATIONS 97
and
(u(t))(x) =
∑
Z′∈Π′∩U(R4)
|Z′|=|Z|+1
∫ 1
0
s|Z|+1|(ξZ′A′)(st, sx)|ds.
Let 0 < τ ≤ 1 and let q−1 = τp−1 + (1 − τ)/6, where p = 6/(3 − 2ρ), 0 ≤ ρ < 1. Then
p ≤ q < 6 and ‖(1 + t+ | · |)−1‖
Lq
′ ≤ Cq(1 + t)3/q′−1, where q′ = 2q/(q − 2) > 3. Ho¨lder
inequality gives
‖(1 + t+ | · |)−1v(t)‖L2 ≤ Cq(1 + t)1/2−3/q‖v(t)‖Lq .
Estimating ‖v(t)‖Lq by inequalities (4.86b) and (4.86c), we obtain
‖(1 + t+ | · |)−1v(t)‖L2 ≤ C(1 + t)1/2−3/q−λ
′
sup
0≤s≤t
(1 + s)λ‖f(s)‖Lq ,
where q is chosen such that |Z| > 3/q − 1 and where λ′ = λ if λ < |Z| − 3/q + 1 and
λ′ = |Z| − 3/q + 1 for λ > |Z| − 3/q + 1. It follows, by the choice of q and τ that
‖f(s)‖Lq ≤ ‖f(s)‖τLp‖f(s)‖1−τL6 , which together with the Sobolev inequality (2.61) give
‖(1 + t+ | · |)−1v(t)‖L2
≤ C′(1 + t)1/2−3/q−λ′ sup
0≤s≤t
(
(1 + s)λ‖|∇|ρ(ξZA′)(s)‖τL2‖|∇|(ξZA′)(s)‖1−τL2
)
.
Introduce a1, a2, b1, b2 ∈ R such that λ′+3/q−1/2 = τa1+(1−τ)a2 and λ = τb1+(1−τ)b2.
Substitution of 1/q = τ/p + (1− τ)/6, 1/p = (3 − 2ρ)/6 and the relation between λ and
λ′, give that
τa1 + (1− τ)a2 = |Z|+ 1/2,
if τb1 + (1− τ)b2 > |Z|+ 1/2− (1− ρ)τ , and
τa1 + (1− τ)a2 = (1− ρ)τ + τb1 + (1− τ)b2,
if τb1 + (1− τ)b2 < |Z|+ 1/2− (1− ρ)τ . Moreover τ ∈]0, 1] and |Z|+ 1/2− (1− ρ)τ > 0.
By the definition of a1, a2, b1, b2 we obtain that
‖(1 + t+ | · |)−1v(t)‖L2 ≤ C′
(
(1 + t)−a1 sup
0≤s≤t
(1 + s)b1‖|∇|ρ(ξZA′)(s)‖L2
)τ
(
(1 + t)−a2 sup
0≤s≤t
(1 + s)b2‖|∇|(ξZA′)(s)‖L2
)1−τ
.
Using that rτ1r
1−τ
2 ≤ τr1+(1−τ)r2, where r1, r2 ≥ 0 we obtain that ‖(1+t+ | · |)−1v(t)‖L2
is bounded by the right-hand side of the inequality in statement ii) of the lemma. This is
also the case for ‖u(t)‖L2 , which is seen by estimating the terms in the sum defining u(t)
by inequalities (4.86b) and (4.86c), with ε = |Z|+ 1, λ = b2 and λ′ = a2. This is possible
since τ > 0, so a1 and b1 are determined by the above conditions when τ is fixed. We note
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that the condition ε > 3/p− 1 is satisfied for p = 2 and that a2 = b2 if b2 < |Z|+ 1/2 and
that a2 = |Z|+ 1/2 if b2 > |Z|+ 1/2. This proves the lemma.
In the next corollary, we define
A′µ(t) = cos((−∆)1/2t)fµ + (−∆)−1/2 sin((−∇)1/2t)f˙µ (4.87a)
+
∑
ε=±
(Gε,µ(β
(ε)
1 , β
(ε)
2 ))(t), 0 ≤ µ ≤ 3,
where (f, f˙) ∈ MρN and β(ε)j ∈ C0(R+, DN ), ε = ±, j = 1, 2, for some N sufficiently large
and where Gε,µ is defined by (4.1a). We suppose that the free field part of A
′
µ satisfies the
Lorentz gauge condition, i.e.
f˙0 −
∑
1≤i≤3
∂ifi = 0, ∆f0 −
∑
1≤i≤3
∂if˙i = 0. (4.87b)
Corollary 4.6. Let 1/2 < ρ < 1, let (f, f˙) ∈ M◦ρN and let β(ε)j ∈ C∞(R+, DN ). If A′ is
defined by (4.87a), B defined as in Lemma 4.5 and N is sufficiently large, then
i) ‖(B(t), B˙(t))‖Mρ
≤ C‖(f, f˙)‖Mρ1 + Cρ
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN ),
t ≥ 0,
ii) |ϑ(A′, t, x)|
≤ ((1 + t+ |x|)ρ−1/2 − 1)Cρ
(
‖(f, f˙)‖Mρ2 +
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN )
)
,
t ≥ 0,
iii) | ∂
∂t
ϑ(A′, t, x)|+ | ∂
∂xi
ϑ(A′, t, x)|
≤ (1 + t+ |x|)ρ−3/2Cρ
(
‖(f, f˙)‖Mρ3 +
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN )
)
,
t ≥ 0,
iv)
∑
|α|+l=n+n′
|( ∂
∂t
)l
∂αϑ(A′, t, x)|
≤ (1 + t+ |x|)−1(1 + ∣∣t− |x|∣∣)−n+ρ+1/2Cρ,n(‖(f, f˙)‖Mρ
n+1+n′
+
∑
ε=±
l1+l2=l−1
|α1|+|α2|≤n
′
sup
0≤s
(1 + s)l1−1
(‖( d
ds
)l1
∂α1β
(ε)
1 (s)‖DN‖
( d
ds
)l2
∂α2β
(ε)
2 (s)‖DN
))
,
t ≥ 0, n ≥ 2, n′ ≥ 0, where N depends only on n,
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v) if moreover (f, f˙) = 0 and χ ≥ 0, then∑
|α|+l≤n+n′
|( ∂
∂t
)l
∂αϑ(A′, t, x)|
≤ Sn,χ(t, x)
∑
ε=±
∑
l1+l2+|α1|+|α2|≤n
l′1+l
′
2+|α
′
1|+|α
′
2|≤n
′
sup
0≤s
(
(1 + s)l1+l2+χ‖( d
ds
)l1+l′1∂α1β(ε)1 (s)‖DN‖( dds)l2+l
′
2∂α2β
(ε)
2 (s)‖DN
)
where t ≥ 0, x ∈ R3, n ≥ 1, n′ ≥ 0, and where
Sn,χ(t, x) ≤ Cχ(1 + t+ |x|)−n for χ > 0
and
Sn,0(t, x) ≤ C′δ(1 + t+ |x|)−n+δ for χ = 0, δ > 0.
The constants Cχ, χ > 0 and C
′
δ, δ > 0 depend on n and n
′, and N depends only on n.
Proof. It follows from Lemma 4.1 that the hypotheses of Lemma 4.5 are satisfied for N
sufficiently large. We shall bound the terms on the right-hand side of the inequality in
statement i) of Lemma 4.5. It follows from Lemma 4.1 and definitions (4.87a) and (4.87b)
of A′ that, for N sufficiently large,
‖(A′(t), d
dt
A′(t))‖Mρ (4.88a)
≤ ‖(f, f˙)‖Mρ + (1 + t)1/2−ρCρ
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN ),
‖(A′′(t), d
dt
A′′(t))‖Mρ (4.88b)
≤ (1 + t)1/2−ρCρ
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN ),
where A′′ is defined in Lemma 4.4, and∑
X
‖(ξXA′)(t),
d
dt
ξXA
′(t))‖Mρ (4.88c)
≤ C‖(f, f˙)‖Mρ1 + (1 + t)
1/2−ρCρ
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN ‖β(ε)2 (s)‖DN ),
where the sum is taken over X ∈ sl(2,C) ∩ Π. Statement i) now follows from Lemma 4.5
and inequalities (4.88).
It follows directly from (4.87a), Proposition 2.15 with n = 0 and inequality (4.3) of
Lemma 4.1 with |α| = 0, that
(1 + t+ |x|)3/2−ρ|A′µ(t, x)| (4.89)
≤ Cρ
(
‖(f, f˙)‖Mρ2 + (1 + t)
1/2−ρ
∑
ε=±
sup
0≤s
(‖β(ε)1 (s)‖DN‖β(ε)2 (s)‖DN )
)
, t ≥ 0.
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Statement ii) of the corollary follows from (4.89) and statement i) of Lemma 4.4. The
proof of statements iii) and iv) is so similar to that of ii) that we omit it.
To prove statement v) we note that
d
dt
(Gε,µ(f1, f2))(t) = Gε,µ(iεω(−i∂)f1 + f˙1, f2) +Gε,µ(f1, iεω(−i∂)f2 + f˙2),
f˙j(t) =
d
dt
fj(t), j = 1, 2,
and that
∂iGε,µ(f1, f2) = Gε,µ(∂if1, f2) +Gε,µ(f1, ∂if2), 1 ≤ i ≤ 3,
where ε = ±, 0 ≤ µ ≤ 3. These two equalities, inequality (4.3) of Lemma 4.1 and equality
(4.83) give, with l + |α| = n+ n′, n ≥ 1, n′ ≥ 0,
|( ∂
∂t
)l
∂αϑ(A′, t, x)|
≤
∑
ε=±
∑
l1+l2+|α1|+|α2|=n
l′1+l
′
2+|α
′
1|+|α
′
2|≤n
′
∫ 1
0
sn+n
′−1(1 + st+ |sx|)−(n+χ−δ)(1 + st)−δds
Cn,n′,χ,δ sup
s′≥0
(
(1 + s′)l1+l2+χ‖( d
ds
)l1+l′1∂α′1β(ε)1 (s′)‖DN‖( dds)l2+l
′
2∂α
′
2β
(ε)
2 (s
′)‖D
N′
)
,
where χ ≥ 0, δ > 0 and where N depends on n. If χ > 0 then we choose δ = χ/2. The
integral in the last estimate is then bounded by
∫ 1
0
sn−1(1 + s(t+ |x|))−(n+χ/2)ds ≤ Cχ(1 + t+ |x|)−n,
which proves statement v) of the corollary for χ > 0. If χ = 0 then the integral is bounded
by ∫ 1
0
sn−1(1 + s(t+ |x|))−n+δds ≤ C′δ(1 + t+ |x|)−n+δ, 0 < δ < 1,
which proves the statement for χ = 0. This proves the corollary.
In order to construct approximate solutions of the M-D equations, we introduce the
Banach space Dd,χn,j , n ≥ 0, j ≥ 0, d ≥ 0, χ ≥ 0 as the subspace of elements (β(+), β(−)) ∈
Cn(R+, Dj ⊕Dj) with finite norm
‖(β(+), β(−))‖
Dd,χ
n,j
=
∑
ε=±
∑
0≤l≤n
(
sup
t≥0
(
(1 + t)χ+l‖( d
dt
)l
Pε(−i∂)β(ε)(t)‖D
j
)
(4.90)
+ sup
t≥0
(
(1 + t)d+χ+l‖( d
dt
)l
P−ε(−i∂)β(ε)(t)‖D
j
))
.
We also introduce the Fre´chet spaces Dd,χ∞,∞ = ∩n≥0,j≥0Dd,χn,j .
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For (f, f˙) ∈M◦ρ∞ , for βj = (β(+)j , β(−)j ) ∈ D
0,χj
∞,∞, j = 1, 2, and for β3 = (β
(+)
3 , β
(−)
3 ) ∈
Dd,χ3∞,∞ we introduce the polynomial ((f, f˙), β1, β2, β3) 7→ λ(ε)(t)((f, f˙), β1, β2, β3) by the
following expression, where we have omitted the arguments (f, f˙), β1, β2, β3:
λ(ε)(t) (4.91)
= ie−iεω(−i∂)t
∫ ∞
t
ei(t−s)D(A′µ(s) +Bµ(s))γ
0γµeiεω(−i∂)sβ
(ε)
3 (s)ds, t ≥ 0, ε = ±,
where A′, defined in (4.87a), is a function of (f, f˙), (β
(+)
1 , β
(−)
1 ) and (β
(+)
2 , β
(−)
2 ), and where
Bµ is defined as in Lemma 4.5, i.e.
(B0(t))(x) = − ∂
∂t
ϑ(A′, t, x), (Bi(t))(x) = − ∂
∂xi
ϑ(A′, t, x), 1 ≤ i ≤ 3.
The integral in (4.91) has to be interpreted in the sense of the strong improper Riemann
integral in L2. It follows from the next proposition that λ(ε) exists for certain choices of
χ1, χ2, χ3 and d:
Proposition 4.7. Let 1/2 < ρ < 1, 0 ≤ d ≤ 1, q ∈ N and let χ = χ1 + χ2 + χ3, χj ≥ 0.
Let (f, f˙) ∈M◦ρ∞ , (β(+)j , β(−)j ) ∈ D
0,χj
∞,∞ for j = 1, 2, and let (β
(+)
3 , β
(−)
3 ) ∈ Dd,χ3∞,∞. Then
i) If (β
(+)
j , β
(−)
j ) = 0 for j = 1 or j = 2 and d− χ3 > ρ− 1/2 then
∑
Y ∈Π′∩U(R4)
|Y |≤q
‖(ξY (λ(+), λ(−))‖Dd′,χ′
n,l
≤ C
∑
Y1,Y2∈Π
′∩U(R4)
|Y1|+|Y2|≤q
‖TM1Y1 (f, f˙)‖MρN‖ξY2(β
(+)
3 , β
(−)
3 )‖
D
d,χ
3
L,N
, n, l ≥ 0,
where d′ = 1− d, χ′ = 1/2− ρ+ χ3 + d and L = n+ l + 1. Here C depends on n, l, d, q
and χ3, while N depends on n and l.
ii) If (f, f˙) = 0 and χ3 + d > 0, then∑
Y ∈Π′∩U(R4)
|Y |≤q
‖ξY (λ(+), λ(−))‖Dd′,χ′
n,l
≤ C
∑
Yi∈Π
′∩U(R4)
|Y1|+|Y2|+|Y3|≤q
‖ξY1(β(+)1 , β(−)1 )‖D0,χ1
L,N
‖ξY2(β(+)2 , β(−)2 )‖D0,χ2
L,N
‖ξY3(β(+)3 , β(−)3 )‖D0,χ3
L,N
,
where l, n ≥ 0, d′ = 1 − d, χ′ = χ + d − δ and L = n + l + 1. Here C depends on n, l,
d, q and χ, while N depends on n and l. Moreover δ = 0 if χ1 + χ2 > 0 and δ > 0 if
χ1 + χ2 = 0.
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Proof. Since the case q > 0 is so similar to the case q = 0, we only consider q = 0. Let
W = Π ∪ {D} be a basis of the 11-dimensional Weyl Lie algebra w satisfying
[D,Pµ] = −Pµ, [D,Mαβ] = 0, 0 ≤ µ ≤ 3, 0 ≤ α < β ≤ 3,
let W1 be the corresponding basis of the 7-dimensional subalgebra w1 = sl(2,C)⊕ R and
let
(ξDf)(t, x) = t
∂
∂t
f(t, x) +
∑
0≤i≤3
xi
∂
∂xi
f(t, x). (4.93)
Let H ∈ C∞(R+ × R3) and let Fs(t, x) = H(s, sx/t), t > 0. Using definition (4.81) of ξX ,
X ∈ Π, and definition (4.93) of ξD, we obtain
(ξPiFS)(t, x) =
s
t
(ξPiH)(s, sx/t), 1 ≤ i ≤ 3, (4.94a)
(ξP0Fs)(t, x) =
s
t
(ξP0H)(s, sx/t)−
1
t
(ξDH)(s, sx/t),
(ξM0iFs)(t, x) = (ξM0iH)(s, sx/t)−
xi
t
(ξDH)(s, sx/t), 0 ≤ i ≤ 3, (4.94b)
(ξMijFs)(t, x) = (ξMijH)(s, sx/t), 1 ≤ i < j ≤ 3, (4.94c)
ξDFs = 0. (4.94d)
Repeated use of (4.94b) and (4.94c) shows that if Y ∈ Π′ ∩ U(sl(2,C) then there are
elements Z ∈ W ′, the standard basis of the enveloping algebra of w1 build on W1, and
polynomials qZ such that
(ξY Fs)(t, x) =
∑
Z∈W ′1
|Z|≤|Y |
qZ(x/t)(ξZH)(s, sx/t), s ≥ 0, t ≥ 0.
Since ( d
ds
Fs
)
(t, x) = s−1(ξDH)(s, sx/t), (4.94e)
we obtain
‖(ξY dqdsq Fs)(1, ·)‖L∞(B) ≤ C|Y |,q s−q
∑
Z∈W ′
|Z|≤|Y |+q
sup
|x|≤1
|(ξZH)(s, sx)|, (4.95a)
where Y ∈ Π′ ∩ U(sl(2,C)) and B is the unit ball in R3.
It follows by induction in |X | + q ≥ 0, q ≥ 0, X ∈ Π′ ∩ U(R4), from (4.94a) and
(4.94e), that
(
ξX
dq
dsq
Fs
)
(t, x) (4.95b)
=
∑
|Y |+l≤|X|+q
|Y |≤|X|
(ξY ξ
l
DH)(s, xs/t)t
−|X|s|Y |−qCX,Y,l,q, s > 0, t > 0, Y ∈ Π′ ∩ U(R4),
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for some constants CX,Y,l,q . This gives, for 0 < t/2 ≤ s ≤ 2t,
‖(ξY dqdsqFs)(t, ·)‖L∞(R3) ≤ C|Y |,q s−q
∑
Z∈W ′
|Z|≤|Y |+q
‖(ξZH)(s, ·)‖L∞(R3), (4.96)
where Y ∈ Π′ ∩ U(R4).
It follows from definition (1.19) of ϑ and by partial integration, that
ϑ(ξDA
′, y) = yµA
′µ(y)− ϑ(A′, y),
which, together with (1.20b), give
ξD
∂
∂yµ
ϑ(A′, y) = − ∂
∂yµ
ϑ(A′, y) +
∂
∂yµ
(yνA′ν(y)) (4.97)
=
∂
∂yµ
ϑ(ξDA
′, y),
0 ≤ µ ≤ 3. If ξMMµν = ξMµν + nµν , 0 ≤ µ < ν ≤ 3, where nµν is as in (1.5) and if ξMD = ξD,
then we obtain as in (4.97) that
(ξMX B(y))µ = −
∂
∂yµ
ϑ(ξMX A
′, y), X ∈ w1, 0 ≤ µ ≤ 3,
which extends to the enveloping algebra:
((ξMY B)(y))µ = −
∂
∂yµ
ϑ(ξMY A
′, y), Y ∈ U(w1), 0 ≤ µ ≤ 3. (4.98)
Let (β
(+)
i , β
(−)
i ) = 0 for i = 1 or i = 2. Then it follows from definition (4.87a) of A
′, that A′
is a free field with initial conditions (f, f˙) ∈M◦ρ∞ . Then ξMX A′ is also a free field with initial
conditions TM1X (f, f˙) ∈M◦ρ∞ , where TM1X is defined by (1.5) if X ∈ Π and (TM1D (f, f˙))(x) =
(f, f˙)(x) +
∑
0≤i≤3 xi∂i(f, f˙)(x). Let Hµ(f, f˙) = A
′
µ + Bµ. Then it follows from (4.98)
and the fact that the initial condition for ξMY A
′, Y ∈ W ′, is TM1Y (f, f˙) ∈ Mρ∞, that
ξMY H(f, f˙) = H(T
M1
Y (f, f˙)). This gives according to Proposition 2.15 and statement iii)
of Corollary 4.6
|(ξMY H(f, f˙))(x, t)| ≤ Cρ(1 + |x|+ |t|)ρ−3/2‖(f, f˙)‖Mρ
3+|Y |
, Y ∈W ′.
By the definition of ξM , we obtain that
∑
Z∈W ′
|Z|≤i
|(ξZ(A′ +B))(t, x)| ≤ Cρ(1 + |x|+ |t|)ρ−3/2‖(f, f˙)‖Mρ
3+i
, i ≥ 0, (4.99)
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when (β
(+)
j , β
(−)
j ) = 0 for j = 1 or j = 2.
When (f, f˙) = 0 in definition (4.87a) of A′, then we estimate (ξZ(A
′ + B))(t, x) by
inequality (4.3) of Lemma 4.1 and by statement v) of Corollary 4.6 for |x| ≤ 2t. This gives,
with Pα = Pα00 P
α1
1 P
α2
2 P
α3
3 ,∑
Z∈W ′
|Z|≤i
|(ξZ(A′ +B))(t, x)| (4.100)
≤ Ci
∑
|α|≤i
|t||α||(ξPα(A′ +B))(t, x)|
≤ C′i(1 + t)
∑
ε=±
l1+l2≤i
sup
0≤s≤t
(
(1 + s)l1+l2+χ1+χ2‖ d
l1
dsl1
β
(ε)
1 (s)‖DN‖
dl2
dsl2
β
(ε)
2 (s)‖DN
)
,
|x| ≤ 2t, t ≥ 0, for some N depending on i ≥ 0, where δ = 0 if χ1 + χ2 > 0 and δ > 0 if
χ1 + χ2 = 0. In the last case C
′ depends on δ.
Let H = A′ +B. It follows from inequalities (4.99) and (4.100) that∑
Z∈W ′
|Z|≤i
|(ξZH)(t, x)| (4.101)
≤ Ci
(
(1 + t)ρ−3/2‖(f, f˙)‖Mρ
3+i
+ (1 + t)−1+δ
∑
ε=±
l1+l2≤i
sup
0≤s≤t
(
(1 + s)l1+l2+χ1+χ2‖ d
l1
dsl1
β
(ε)
1 (s)‖DN‖
dl2
dsl2
β
(ε)
2 (s)‖DN
))
,
|x| ≤ 2t, t ≥ 0, for some N depending on i ≥ 0 and Ci depending on ρ, 1/2 < ρ < 1.
The function λ(ε), ε = ± can now be written as
λ(ε)(t) = ie−iεω(−i∂)t
∫ ∞
t
ei(t−s)D
∑
0≤µ≤3
Fs,µ(s)γ
0γµeiεω(−i∂)sβ
(ε)
3 (s)ds, (4.102)
where (Fs,µ(t))(x) = Fs,µ(t, x) = Hµ(s, sx/t), t > 0. According to Theorem A.3 there are
bilinear forms g
(ε)
s,µ,j of Fs,µ and β
(ε)
3 (s) such that
∥∥( d
dt
)p( d
ds
)q(
e−iεω(−i∂)tFs,µ(t)e
iεω(−i∂)tβ
(ε)
3 (s)−
∑
0≤j≤n
t−jg
(ε)
s,µ,j
)∥∥
D
L
(4.103)
≤ CN,qt−n−p−1
∑
q1+q2=q
( ∑
|α|≤L
a≤p
‖( d
dt
)a( d
ds
)q1∂αFs,µ(t)‖L∞(R3)
+
∑
Y ∈D(N)
‖(ξY ( dds)q1Fs,µ)(1, ·)‖L∞(B)
)
‖( d
ds
)q2β(ε)3 (s)‖DN ,
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t ≥ 1, n ≥ 1, p ≥ 0, q ≥ 0, where D(N) = {Y ∈ Π′ ∩ U(sl(2,C))∣∣|Y | ≤ N} and where N
depends on n, p and L. Here we have used the Leibniz rule for (d/ds)q and the fact that
g
(ε)
s,µ,j is a bilinear form of Fs,µ and β
(ε)
3 (s). According to (A.36) and (A.37) we have
ĝ(ε)s,µ,0(k) = Fs,µ(1,−εk/ω(k))(β(ε)3 (s))∧(k) (4.104)
and
‖( d
ds
)q
g
(ε)
s,µ,l‖Dj (4.105)
≤ Cj,l,q
∑
Y ∈D(M)
q1+q2=q
‖(ξY ( dds)q1Fs,µ)(1, ·)‖L∞(B)‖( dds)q2β(ε)3 (s)‖DM ,
where M depends on j and l.
We introduce for s > 0, q ≥ 0, N ≥ 0, 1/2 < ρ < 3/2, δ ≥ 0, χ1 ≥ 0 and χ2 ≥ 0:
Γ
ρ,χ1,χ2,δ
i,q,N (s) =
(
(1 + s)ρ−3/2‖(f, f˙)‖Mρ
3+i+q
+ (1 + s)−1+δ (4.106)
∑
l1+l2≤i+q
ε=±
sup
0≤τ≤s
(
(1 + τ)l1+l2+χ1+χ2‖ d
l1
dτ l1
β
(ε)
1 (τ)‖DN‖
dl2
dτ l2
β
(ε)
1 (τ)‖DN
))
.
It follows from (4.95) and (4.101) that
‖(ξY dqdsq Fs,µ)(1, ·)‖L∞(B) ≤ C|Y |,qs−qΓρ,χ1,χ2,δ|Y |,q,N (s), s > 0, (4.107)
for Y ∈ Π′ ∩ U(sl(2,C)), and it follows from (4.96) and (4.101) that
‖(ξY dqdsq Fs,µ)(t, ·)‖L∞(R3) ≤ C|Y |,qs−qΓρ,χ1,χ2,δ|Y |,q,N (s), (4.108)
where Y ∈ Π′∩U(R4) and 0 < t/2 ≤ s ≤ 2t. Inequalities (4.103), (4.107) and (4.108) give,
since Γ is increasing in q,
‖ d
p
dtp
dq
dsq
(
e−iεω(−i∂)tFs,µ(t)e
iεω(−i∂)tβ
(ε)
3 (s)−
∑
0≤j≤n
t−jg
(ε)
s,µ,j
)
‖D
L
(4.109)
≤ Cn,L,p,qs−n−p−q−1Γρ,χ1,χ2,δN,q,N (s)
∑
q′≤q
(1 + s)q
′‖ d
q′
dsq′
β
(ε)
3 (s)‖DN ,
where t ≥ 1, t/2 ≤ s ≤ 2t, p ≥ 0, q ≥ 0, n ≥ 1, L ≥ 0 and where N , depending on n, p, q
and L, is sufficiently large. Inequalities (4.105) and (4.107) give
‖ d
q
dsq
g
(ε)
s,µ,j‖Dl ≤ Cl,j,qs
−qΓ
ρ,χ1,χ2,δ
M,q,M (s)
∑
q′≤q
(1 + s)q
′‖ d
q′
dsq′
β
(ε)
3 (s)‖DM , (4.110)
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where s > 0, q ≥ 0, j ≥ 0, l ≥ 0 and where M , depending on l, j, q, is sufficiently large.
It follows from (4.109) from the definition of Fµ,s(t) (cf. (4.102)) and from Leibniz
rule that
‖ d
p
dsp
(
e−iεω(−i∂)sHµ(s)e
iεω(−i∂)sβ
(ε)
3 (s)−
∑
0≤j≤n
s−jg
(ε)
s,µ,j
)
‖D
L
(4.111)
≤ Cn,L,ps−n−p−1Γρ,χ1,χ2,δN,P,N (s)
∑
q≤p
(1 + s)q‖ d
q
dsq
β
(ε)
3 (s)‖DN ,
where s ≥ 1, p ≥ 0, n ≥ 1, L ≥ 0 and where N , depending on n, p and L, is sufficiently
large.
Since Hµ = A
′
µ+Bµ, we have according to (1.20b) and (4.92) that tH0(t, x)+
∑
1≤i≤3
xiHi(t, x) = 0. The formula (see statement (i) of Lemma 3.13 in [8])∑
0≤µ≤3
Pε(k)γ
0γµfµPε(k) =
(
f0 +
∑
1≤i≤3
−εki
ω(k)
fi
)
Pε(k), fµ ∈ C, 0 ≤ µ ≤ 3, (4.112)
then gives that ∑
0≤µ≤3
Pε(k)γ
0γµHµ(t,−εkt/ω(k))Pε(k) = 0, t ≥ 0, k ∈ R3. (4.113)
It follows from (4.104), the definition of Fs,µ and (4.113) that∑
0≤µ≤3
Pε(−i∂)γ0γµg(ε)s,µ,0 =
∑
0≤µ≤3
Pε(−i∂)γ0γµh(ε)s,µ,0, (4.114)
where
(h
(ε)
s,µ,0)
∧(k) = Fs,µ(1,−εk/ω(k))(P−ε(−i∂)β(ε)3 (s))∧(k). (4.115)
Since h
(ε)
s,µ,0 is the value of the bilinear form g
(ε)
s,µ,0 applied to Fs,µ and P−ε(−i∂)β(ε)3 (s),
inequality (4.110) gives
‖ d
p
dsp
h
(ε)
s,µ,0‖D
l
≤ Cl,ps−pΓρ,χ1,χ2,δM,p,M (s)
∑
q≤p
(1 + s)q‖ d
q
dsq
P−ε(−i∂)β(ε)3 (s)‖DM , s > 0,
where M depends on l ≤ 0 and p ≥ 0. By definitions (4.90) of the norm in Dd,χn,j , we obtain
from this inequality and inequality (4.114) that
‖ d
p
dsp
Pε(−i∂)
∑
0≤µ≤3
γ0γµg
(ε)
s,µ,0‖D
l
(4.116)
≤ Cl,p
(
sρ−3/2−d−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
+ s−1−d−p+δ−χ3‖(β(+)1 , β(−)1 )‖
D
0,χ
1
p,N
‖(β(+)2 , β(−)2 )‖
D
0,χ
2
p,N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
)
, s > 0,
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where N depends on p ≥ 0 and l ≥ 0.
It follows from (4.110) that
‖ d
p
dsp
g
(ε)
s,µ,j‖Dl ≤ Cl,j,p
(
sρ−3/2−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
0,χ
3
p,N
(4.117)
+ s−1−p+δ−χ3
∏
1≤i≤3
‖(β(+)i , β(−)i )‖
D
0,χ
i
p,N
)
, s > 0,
where N depends on p ≥ 0, j ≥ 0 and l ≥ 0. Proposition 2.15, (4.3) of Lemma 4.1 and
statement iv) of Corollary 4.6 show that
‖ d
p
dsp
e−iεω(−i∂)sHµ(s)e
iεω(−i∂)s‖D
l
(4.118)
≤ Cl,p
(
‖(f, f˙)‖Mρ
N
‖β(+)3 , β(−)3 )‖D0,0
p,N
+
∏
1≤i≤3
‖(β(+)i , β(−)i )‖D0,0
p,N
)
, 0 ≤ s ≤ 2,
where N depends on p ≥ 0 and l ≥ 0.
It follows from inequalities (4.106), (4.111) with n = 1, (4.116), (4.117) with j = 1
and (4.118), that
‖ d
p
dsp
Pε(−i∂)
∑
0≤µ≤3
γ0γµe−iεω(−i∂)sHµ(s)e
iεω(−i∂)sβ
(ε)
3 (s)‖Dl (4.119)
≤ Cl,p
(
(1 + s)ρ−3/2−d−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
+ (1 + s)−d−1−p−χ3+δ‖(β(+)1 , β(−)1 )‖
D
0,χ
1
p,N
‖(β(+)2 , β(−)2 )‖
D
0,χ
2
p,N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
)
,
s ≥ 0, χ = χ1+χ2+χ3, where N depends on p ≥ 0 and l ≥ 0. It follows from inequalities
(4.106), (4.111) with n = 0, (4.117) with j = 0 and (4.118), that
‖ d
p
dsp
P−ε(−i∂)
∑
0≤µ≤3
γ0γµe−iεω(−i∂)sHµ(s)e
iεω(−i∂)sβ
(ε)
3 (s)‖Dl (4.120)
≤ Cl,p
(
(1 + s)ρ−3/2−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
0,χ
3
p,N
+ (1 + s)−1−p−χ3+δ
∏
1≤i≤3
‖(β(+)i , β(−)i )‖
D
0,χ
i
p,N
)
, s ≥ 0, χ = χ1 + χ2 + χ3,
where N depends on p ≥ 0 and l ≥ 0.
Since Pε(−i∂)D = iεω(−i∂)Pε(−i∂) (cf. (1.2b) and (1.16)), we obtain according to
(4.102) that
Pε(−i∂)λε(t) (4.121a)
= i
∫ ∞
t
Pε(−i∂)
∑
0≤µ≤3
γ0γµe−iεω(−i∂)sHµ(s)e
iεω(−i∂)sβ
(ε)
3 (s)ds
and
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P−ε(−i∂)λ(ε)(t) (4.121b)
= i
∫ ∞
t
e−2iεω(−i∂)(t−s)P−ε(−i∂)
∑
0≤µ≤3
γ0γµe−iεω(−i∂)sHµ(s)e
iεω(−i∂)sβ
(ε)
3 (s)ds,
t ≥ 0. It follows from (4.119) and (4.121a) that:
a) if (β
(+)
i , β
(−)
i ) = 0 for i = 1 or i = 2, then
‖ d
p
dtp
Pε(−i∂)λ(ε)(t)‖D
l
(4.122a)
≤ Cl,p(1 + t)ρ−1/2−d−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
,
b) if (f, f˙) = 0, then
‖ d
p
dtp
Pε(−i∂)λ(ε)(t)‖D
l
(4.122b)
≤ Cl,p(1 + t)−1−d−p−χ3+δ‖(β(+)1 , β(−)1 )‖
D
0,χ
1
p,N
‖(β(+)2 , β(−)2 )‖
D
0,χ
2
p,N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
p,N
,
where t ≥ 0, χ = χ1 + χ2 + χ3 and N depends on p ≥ 0 and l ≥ 0.
Let
qε(t) = P−ε(−i∂)
∑
0≤µ≤3
γ0γµe−iεω(−i∂)tHµ(t)e
iεω(−i∂)tβ
(ε)
3 (t), t ≥ 0. (4.123)
Repeated integration by parts gives according to (4.121b)
dp
dtp
P−ε(−i∂)λ(ε)(t) (4.124)
= i
∑
0≤j≤n
(−2iεω(−i∂))−j−1 d
j+p
dtj+p
qε(t)
+ i
∫ ∞
t
(−2iεω(−i∂))−n−1e−2iεω(−i∂)(t−s) d
n+p+1
dsn+p+1
qε(s)ds, t ≥ 0, p ≥ 0, n ≥ 0.
It follows from the definition of the norm ‖ · ‖D
l
, that
‖eiεω(−i∂)tα‖D
l
≤ Cl(1 + t)l‖α‖D
l
, l ≥ 0.
Let n ≥ l, then (4.124) gives
‖ d
p
dtp
P−ε(−i∂)λ(ε)(t)‖D
l
(4.125)
≤ Cl
∑
0≤j≤n
‖ d
j+p
dtj+p
qε(t)‖D
l
+ Cl
∫ ∞
t
(1 + s)l‖ d
n+p+1
dsn+p+1
qε(s)‖ds, t ≥ 0, p ≥ 0, n ≥ l ≥ 0.
MAXWELL - DIRAC EQUATIONS 109
According to inequality (4.120) and definition (4.123) of qε we obtain from the last in-
equality with n = l, that:
c) if (β
(+)
i , β
(−)
i ) = 0 for i = 1 or i = 2, then
‖ d
p
dtp
P−ε(−i∂)λ(ε)(t)‖D
l
(4.126a)
≤ Cl,p(1 + t)ρ−3/2−p−χ3‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
0,χ
3
p+l+1,N
,
d) if (f, f˙) = 0, then
‖ d
p
dtp
P−ε(−i∂)λ(ε)(t)‖D
l
(4.126b)
≤ Cl,p(1 + t)−1−p−χ
∏
1≤i≤3
‖(β(+)i , β(−)i )‖
D
0,χ
i
p+l+1,N
,
where t ≥ 0, χ = χ1 + χ2 + χ3 and N depends on p ≥ 0 and l ≥ 0.
It follows from (4.122a) and (4.126a) that if (β
(+)
i , β
(−)
i ) = 0 for i = 1 or i = 2, then∑
ε=±
∑
0≤p≤n
(
sup
t≥0
(
(1 + t)1/2−ρ+d+p+χ3‖ d
p
dtp
Pε(−i∂)λ(ε)(t)‖D
l
)
(4.127a)
+ sup
t≥0
(
(1 + t)3/2−ρ+p+χ3‖ d
p
dtp
P−ε(−i∂)λ(ε)(t)‖D
l
))
≤ Cl,n‖(f, f˙)‖Mρ
N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
n+l+1,N
, χ3 + d > ρ− 1/2,
where N depends on n ≥ 0 and l ≥ 0. This proves statement i) of the proposition.
It follows from (4.122b) and (4.126b) that, if (f, f˙) = 0, then
∑
ε=±
∑
0≤p≤n
(
sup
t≥0
(
(1 + t)d+p+χ3−δ‖ d
p
dtp
Pε(−i∂)λ(ε)(t)‖D
l
)
(4.127b)
+ sup
t≥0
(
(1 + t)1+p+χ3−δ‖ d
p
dtp
P−ε(−i∂)λ(ε)(t)‖D
l
))
≤ Cl,n‖(β(+)1 , β(−)1 )‖
D
0,χ
1
l+n+1,N
‖(β(+)2 , β(−)2 )‖
D
0,χ
2
l+n+1,N
‖(β(+)3 , β(−)3 )‖
D
d,χ
3
l+n+1,N
,
where χ + d > 0 and N depends on n ≥ 0 and l ≥ 0. This proves statement ii) of the
proposition.
As in [8] (see formula (3.34) in [8]) we can now construct an approximate solution of
the M-D equations by iterating the functional λ = (λ(+), λ(−)) a finite number of times.
More precisely, let (f, f˙) ∈ M◦ρ∞ , 1/2 < ρ < 1, α ∈ D∞ and let βn = (β(+)n , β(−)n ), n ≥ 0,
be the sequence given by
β
(ε)
0 (t) = Pε(−i∂)α, ε = ±, t ≥ 0, (4.128a)
β
(ε)
n+1(t) = β
(ε)
0 (t) + (λ
(ε)((f, f˙), βn, βn, βn))(t), ε = ±, t ≥ 0, (4.128b)
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where λ(ε) is given by (4.91). We remind that M◦ρ∞ is the subspace of M
ρ
∞ satisfying the
gauge condition (4.87b).
Proposition 4.8. Let 1/2 < ρ < 1, Y ∈ Π′ ∩ U(R4) and let the sequence (χn, dn), n ≥ 0,
be defined by
χ2p = 2p(1− ρ), d2p = 1− 2p(1− ρ) for 2(p− 1)(1− ρ) < ρ− 1/2, and p ≥ 0,
χ2p+1 = 3/2− ρ, d2p+1 = 2p(1− ρ) for 2p(1− ρ) < ρ− 1/2 and p ≥ 0,
and χn = 3/2− ρ, dn = ρ− 1/2 otherwise. This sequence satisfies χn ≥ 0, 0 ≤ dn ≤ 1 and
χn+dn > ρ−1/2. If u = (f, f˙ , α) ∈ E◦ρ∞ then the element βn, n ≥ 0, in the sequence given
by (4.128a) and (4.128b) defines a continuous polynomial u 7→ βn from E◦ρ∞ to D3/2−ρ,0∞,∞
which satisfies, with n ≥ 0, j ≥ 0, l ≥ 0, |Y | ≥ 0,
i) ‖ξY βn‖D3/2−ρ,0
j,l
≤ C(1 + ‖u‖
Eρ
N
)N‖u‖
Eρ
N+|Y |
,
ii) ‖ξY (βn+1 − βn)‖Ddn,χn
j,l
≤ C(1 + ‖u‖
Eρ
N
)N‖u‖n+1
Eρ
N
‖u‖
Eρ
N+|Y |
,
where C depends on j, l, n, ρ,|Y |, and N depends on j, l and n. Moreover if α = 0, then
βn = 0 for n ≥ 0.
Proof. We prove the two statements by induction. It follows from definition (4.90) of the
norm in Dd,χj,l and from definition (4.128a) of β0, that
‖ξY β0‖D3/2−ρ,0
j,l
≤ ‖α‖D
l+|Y |
≤ ‖u‖Eρ
l+|Y |
, Y ∈ Π′ ∩ U(R4) (4.129)
since TD1X commutes with Pε(−i∂), X ∈ p. This proves that statement i) is true for n = 0.
Suppose it is true for n ≥ 0. According to definition (4.128b) of βn+1 and according to
(4.129) we have
‖ξY βn+1‖D3/2−ρ,0
j,l
≤ ‖α‖D
l+|Y |
+ ‖ξY λ((f, f˙), βn, βn, βn)‖D3/2−ρ,0
j,l
≤ ‖u‖Eρ
l+|Y |
+ ‖ξY λ((f, f˙), βn, βn, βn)‖Dρ−1/2,2(1−ρ)
j,l
,
since it follows from definition (4.90) that Dd,χj,l ⊂ Dd
′,χ′
j,l (topologically) if χ ≥ χ′ and
χ + d ≥ d′ + χ′. It follows from the last inequality and from statements i) and ii) of
Proposition 4.7, since 3/2− ρ > ρ− 1/2 > 0, that
‖ξY βn+1‖D3/2−ρ,0
j,l
(4.130)
≤ ‖u‖Eρ
l+|Y |
+ C′
∑
|Y1|+|Y2|≤|Y |
‖(f, f˙)‖Mρ
N′+|Y1|
‖ξY2βn‖D3/2−ρ,0
L,N′
+ C′
∑
|Y1|+|Y2|+|Y3|≤|Y |
‖ξY1βn‖D0,0
L,N′
‖ξY2βn‖D0,0
L,N′
‖ξY3βn‖D3/2−ρ,0
L,N′
≤ ‖u‖Eρ
N′+|Y |
+ C′
∑
|Y1|+|Y2|≤|Y |
‖u‖Eρ
N′+|Y1|
‖ξY2βn‖D3/2−ρ,0
L,N′
+ C′
∑
|Y1|+|Y2|+|Y3|≤|Y |
‖ξY1βn‖D3/2−ρ,0
L,N′
‖ξY2βn‖D3/2−ρ,0
L,N′
‖ξY3βn‖D3/2−ρ,0
L,N′
,
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where the summation is over Yj ∈ Π′ ∩ U(R4), where L and N ′ depend on j, l, n and
where C′ depends on j, l, n, ρ. It now follows from the induction hypothesis and from
(4.130) with L and N ′ instead of j and L and, by choosing N ′′ sufficiently large, that
‖βn+1‖D3/2−l,0
j,l
≤ ‖α‖D
N′
+ C′
(‖u‖Eρ
N′
+ C2(1 + ‖u‖Eρ
N
)2N‖α‖D
N
)
C(1 + ‖u‖Eρ
N
)N‖α‖D
N
≤ C′′(1 + ‖u‖Eρ
N′′
)N
′′‖α‖D
N′′
.
This proves statement i) of the proposition.
To prove statement ii) of the proposition we first observe that according to definition
(4.128a) and (4.128b), we have that
‖β1 − β0‖
D
ρ−1/2,χ
1
j,l
= ‖λ((f, f˙), β0, β0, β0)‖
D
ρ−1/2,χ
1
j,l
.
Statements i) and ii) of Proposition 4.7 then give that
‖β1 − β0‖
D
ρ−1/2,χ
1
j,l
≤ C(‖(f, f˙)‖Mρ
N
+ ‖β0‖2D0,0
L,N
)‖β0‖D3/2−ρ,0
L,N
,
where C depends on j, l, ρ and, L and N depend on j and l. This proves together with
(4.129) and the definition of the norm in EρN that
‖β1 − β0‖
D
ρ−1/2,χ
1
j,l
≤ C(1 + ‖u‖E
N
)‖u‖E
N
‖α‖D
N
, j, l ≥ 0,
where C depends on ρ, j and l and N depend on j and l. This proves statement ii) for
n = 0. To prove statement ii) for n ≥ 1, we observe that for g = (f, f˙), it follows from the
definition of βn and from definition (4.91) of λ that
βn+1 − βn = λ(g, βn, βn, βn)− λ(g, βn−1, βn−1, βn−1) (4.131)
= λ(g, 0, 0, βn − βn−1) + λ(0, βn − βn−1, βn, βn)
+ λ(0, βn−1, βn − βn−1, βn) + λ(0, βn−1, βn−1, βn − βn−1), n ≥ 1.
It follows from Proposition 4.7 and from (4.131) that
‖βn+1 − βn‖
D
dn+1,χn+1
j,l
≤ C1
(
‖(f, f˙)‖Mρ
N
‖βn − βn−1‖
D
dn,χn
L,N
(4.132)
+ ‖βn − βn−1‖
D
0,χn
L,N
‖βn‖D0,0
L,N
‖βn‖Ddn,0
L,N
+ ‖βn−1‖D0,0
L,N
‖βn − βn−1‖
D
0,χn
L,N
‖βn‖Ddn,0
L,N
+ ‖βn−1‖D0,0
L,N
‖βn−1‖D0,0
L,N
‖βn − βn−1‖
D
dn,χn
L,N
)
, n ≥ 1.
As a matter of fact, the hypothesis of statements i) and ii) of Proposition 4.7 are satisfied
since dn + χn > ρ − 1/2 > 0 for n ≥ 0. Moreover dn+1 = 1 − dn and χn+1 = 1/2 − ρ +
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χn + dn in agreement with statement i) of Proposition 4.7 and χ
′, given by statement ii)
of Proposition 4.7, satisfies χ′ ≥ χn+1. Inequality (4.132) now follows from the topological
inclusion
Dd′,χ′j,l ⊂ Dd,χj,l , χ′ ≥ χ, d′ + χ′ ≥ d+ χ, j ≥ 0, l ≥ 0.
Since dn ≥ 3/2− ρ for n ≥ 0, inequality (4.132) and this topological inclusion give
‖βn+1 − βn‖
D
dn+1,χn+1
j,l
(4.133)
≤ C2
(‖(f, f˙)‖Mρ
N
+ ‖βn‖2D3/2−ρ,0
L,N
+ ‖βn−1‖2D3/2−ρ,0
L,N
)‖βn − βn−1‖
D
dn,χn
L,N
,
j ≥ 0, l ≥ 0, n ≥ 1, where C2 depends on j, l, ρ and, L and N depends on j, l. This
inequality and statement i) of the proposition give that
‖βn+1 − βn‖
D
dn+1,χn+1
j,l
(4.134)
≤ C′(1 + ‖u‖Eρ
N′
)N
′‖u‖Eρ
N′
‖βn − βn−1‖
D
dn,χn
L,N′
, n ≥ 1, j ≥ 0, l ≥ 0,
where C′ depending on j, l, n, ρ and N ′ depending on j, l, n are sufficiently large. Since
we already have proved that statement ii) of the proposition is true for n = 0, it follows
from (4.134) by induction that it is true for every n ≥ 0. This proves the proposition.
For (f, f˙ , α) ∈ E◦ρ∞ , 1/2 < ρ < 1 and for the sequence βn, n ≥ 0, given by (4.128a)
and (4.128b), we introduce (cf. (4.87a))
A0,µt) = cos((−∆)1/2t)fµ + (−∆)−1/2 sin((−∆)1/2)f˙µ, (4.135a)
An+1,µ(t) = A0,µ(t) +
∑
ε=±
(Gε,µ(β
(ε)
n , β
(ε)
n ))(t), 0 ≤ µ ≤ 3, t ≥ 0, n ≥ 0,
where Gε,µ is given by (4.1a), and we introduce
φn(t) = e
−iϑ(An,t)
∑
ε=±
eiεω(−i∂)tβ(ε)n (t), n ≥ 0, t ≥ 0, (4.135b)
where (ϑ(An, t))(x) = ϑ(An, (t, x)), x ∈ R3, with ϑ given by (1.19). For n sufficiently large,
(An, φn) is an approximate solution of the M-D equations (in the sense that inequality of
Theorem 4.11 is satisfied). To prove this, we need decay properties for An,µ(t) and φn(t)
which are direct consequences of Lemma 4.1 and Proposition 4.8. Before stating the result,
we introduce
R0N0,L = 0 (4.136a)
and
RlN0,L(v1, . . . , vl) =
∑
1≤j≤l
∏
i6=j
‖vi‖Eρ
N0
‖vj‖Eρ
N0+L
, (4.136b)
where l ≥ 1, N0 ≥ 0, L ≥ 0 and v1, . . . , vl ∈ Eρ∞.
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We also introduce An,Y (u), A˙n,Y (u), φ
′
n,Y (u), for n ≥ 0, Y ∈ U(p) and u ∈ E◦ρ∞ , by
(An,Y (u))(t) = (ξ
M
Y An)(t), (A˙n,Y (u))(t) =
d
dt
(ξMY An)(t), (4.137a)
(φ′n,Y (u))(t) = (ξ
D
Y φ
′
n)(t), φ
′
n(t) = e
iϑ(An,t)φn(t),
where An(t), φn(t) are given as functions of u = (f, f˙ , α) ∈ E◦ρ∞ by (4.128a), (4.128b),
(4.135a) and (4.135b). We note that An,Y (u), A˙n,Y (u) and φ
′
n,Y (u) are polynomials in u
and we note for future reference that
An+1,µ(t) = A0,µ(t)−
∫ ∞
t
sin(|∇|(t− s))
|∇|
∑
ε=±
((φ′εn )
+γ0γµφ
′ε
n )(s)ds (4.137b)
and
φ′εn+1(t) = φ
′ε
0 (t) + i
∫ ∞
t
e(t−s)D((An,µ +Bn,µ)γ
0γµφ′εn )(s)ds, (4.137c)
where φ′n =
∑
ε φ
′ε
n , φ
′
0(t) = e
tDα, φ′ε0 (t) = Pε(−i∂)φ′0(t),
A0,µ(t) = cos((−∆)1/2t)fµ + (−∆)1/2 sin((−∆)1/2t)f˙µ, u = (f, f˙ , α),
and Bn,µ(y) = −∂µϑ(An,y).
Theorem 4.9. If n ≥ 0 and 1/2 < ρ < 1, then there exists N0 ≥ 0 such that
sup
t≥0
‖(Dl(An,Y , A˙n,Y , φ′n,Y )(u; v1, . . . , vl))(t)‖Eρ0
+ sup
t≥0,x∈R3
(
(1 + t+ |x|)3/2|((Dlφ′n,Y )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)3/2−ρ|((DlAn,Y )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)(1 + ∣∣t− |x|∣∣)3/2−ρ|((DlAn,PµY )(u; v1, . . . , vl))(t, x)|)
≤ FL,l(‖u‖Eρ
N0
)RlN0,L(v1, . . . , vl) + F ′L,l(‖u‖EρN0 )‖u‖EρN0+L‖v1‖EρN0 · · · ‖vl‖EρN0 ,
for every L ≥ 0, l ≥ 0, Y ∈ Π′, |Y | ≤ L, u, v1, . . . , vl ∈ E◦ρ∞ , where FL,l and F ′L,l are
increasing polynomials on [0,∞[. Moreover (An,Y , A˙n,Y , φ′n,Y ) is a polynomial on E◦ρ∞
with vanishing constant term.
Proof. This follows from Lemma 4.1, Proposition 4.8, definitions (4.135a), (4.135b) of
An,µ(t) and φn(t), and from the covariance of the function u 7→ (An,I(u), A˙n,I(u), φ′n,I(u))
from Eρ∞ to E
ρ
0 under the Lorentz subgroup SL(2,C) of P0, i.e. (An,I(U1g (u))(y) =
ΛLAn,I(Λ
−1
L (y − a)), g = (a, L) ∈ P0, and similarly for φ′n,I(u).
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Theorem 4.10. If 1/2 < ρ < 1, 0 ≤ ρ′ ≤ 1, and n ≥ 0 is such that ρ′ − 1/2 + χn > 0,
where χn is given in Proposition 4.8, then there exists N0 such that
sup
t≥0
(
(1 + t)ρ
′−1/2+χn‖((Dl(An+1,Y −An,Y , An+1,P0Y − An,P0Y ))(u; v1, . . . , vl))(t)‖Mρ′
+ (1 + t)χn+1‖((Dl(φ′n+1,Y − φ′n,Y ))(u; v1, . . . , vl))(t)‖D)
≤ FL,l(‖u‖Eρ
N0
)RlN0,L(v1, . . . , vl) + F ′L,l(‖u‖EρN0 )‖u‖EρN0+L‖v1‖EρN0 · · · ‖vl‖EρN0 ,
for all L ≥ 0, l ≥ 0, Y ∈ Π′, |Y | ≤ L, u, v1, . . . , vl ∈ E◦ρ∞ and there exists N depending on
α ∈ N4 such that
|((Dl(An+1,PαY −An,PαY ))(u; v1, . . . , vl))(t, x)|(1 + t+ |x|)1+χn+|α|−ε(1 + t)ε
+ |((Dl(φ′n+1,Y − φ′n,Y ))(u; v1, . . . , vl))(t, x)|(1 + t+ |x|)3/2+χn+1
≤ GL,l,ε(‖u‖Eρ
N
)RlN,L(v1, . . . , vl) +G′L,l,ε(‖u‖Eρ
N
)‖u‖Eρ
N+L
‖v1‖Eρ
N
· · · ‖vl‖Eρ
N
,
for all t ≥ 0, x ∈ R3, l ≥ 0, Y ∈ Π′, α ∈ N4, |Y | + |α| ≤ L, ε > 0, u, v1, . . . , vl ∈ E◦ρ∞ .
Here FL,l, F
′
L,l, GL,l,ε and G
′
L,l,ε are increasing polynomials on [0,∞[ and
Pα = Pα0Pα1Pα2Pα3 . Moreover An+1,Y − An,Y and φ′n+1,Y − φ′n,Y are polynomials
on E◦ρ∞ with constant and linear term vanishing.
Proof. The result follows as in the proof of Theorem 4.9.
We are now ready to prove that t 7→ (An(t), φn(t)) where An(t) and φn(t) are given by
(4.135a) and (4.135b), is an approximate solution of the M-D equations (1.2a) and (1.2b)
for n sufficiently large. We introduce for u = (f, f˙ , α) ∈ E◦ρ∞ :
∆Mn,µ(t) = cos(|∇|t)fµ + |∇|−1 sin(|∇|t)f˙µ (4.138a)
−
∫ ∞
t
|∇|−1 sin(|∇|(t− s))φ′n(s)γµφ′n(s)ds−An,µ(t)
and
∆Dn (t) = e
iDtα + i
∫ ∞
t
eiD(t−s)γ0γµ
(
An,µ(s) +Bn,µ(s)
)
φ′n(s)ds− φ′n(t), (4.138b)
where n ≥ 0, t ≥ 0, Bn,i(t) = −∂iϑ(An, t), 1 ≤ i ≤ 3, and Bn,0(t) = − ddtϑ(An, t). Similarly
to (4.137), we introduce ∆Mn,Y (u), ∆
D
n,Y (u) for u ∈ E◦ρ∞ and Y ∈ U(p) by
(∆Mn,Y (u))µ(t) = (ξ
M
Y ∆n)µ(t), (4.139)
(∆Dn,Y (u))(t) = (ξ
D
Y ∆
D
n )(t).
Theorem 4.11. If 1/2 < ρ < 1 and n ≥ n0, where n0 is the integer part of 3+1/(2(1−ρ)),
then there exists N0 such that
(1 + t)1−ρ‖((Dl∆Mn,Y )(u; v1, . . . , vl))(t)‖L2(R3,R4)
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+ (1 + t)2−ρ‖((Dl∆Mn,PµY )(u; v1, . . . , vl))(t)‖L2(R3,R4)
+ (1 + t)3/2−ρ‖((Dl∆Dn,Y )(u; v1, . . . , vl))(t)‖D
+ (1 + t+ |x|)5/2−ρ|((Dl∆Mn,Y )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)7/2−ρ|((Dl∆Mn,PµY )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)3−ρ|((Dl∆Dn,Y )(u; v1, . . . , vl))(t, x)|
≤ FL,l(‖u‖Eρ
N0
)RlN0,L(v1, . . . , vl) + F ′L,l(‖u‖EρN0 )‖u‖EρN0+L‖v1‖EρN0 · · · ‖vl‖EρN0 ,
for all L ≥ 0, l ≥ 0, Y ∈ Π′, |Y | ≤ L, u, v1, . . . , vl ∈ E◦ρ∞ , where FL,l and F ′L,l are
increasing polynomials on [0,∞[. Moreover ∆Mn,Y and ∆Dn,Y are polynomials on E◦ρ∞ with
constant and linear terms vanishing.
Proof. By the construction of ∆Mn,µ(t) and ∆
D
n (t) and by the definition of An,µ(t), Bn,µ(t)
and φ′n(t) we obtain
∆Mn,µ(t) = An+1,µ(t)−An,µ(t) (4.140a)
−
∫ ∞
t
|∇|−1 sin((t− s)|∇|)
∑
ε=±
(e−iεω(−i∂)sβ(−ε)n (s))
+γ0γµ(e
iεω(−i∂)sβ(ε)n (s))ds
and
∆Dn,µ(t) = φ
′
n+1(t)− φ′n(t). (4.140b)
We set ε1 = −ε, ε2 = ε, m1 = m2 = m, f1(t) = β(−ε)n (t), f2(t) = β(ε)n (t) in definitions
(4.48a) and (4.48c) of (Hµ(f1, f2))(t), which we denote by (H
(ε)
n (φ
′(−ε)
n , φ
′(ε)
n ))µ(t), where
φ
′(ε)
n (t) = eiεω(−i∂)β
(ε)
n (t). (4.140a) then gives
∆Mn,µ(t) =
∑
ε=±
(Hn(φ
′(−ε)
n , φ
′(ε)
n ))µ(t) + An+1,µ(t)− An,µ(t). (4.141)
The theorem now follows from applications of Lemma 4.3 to each term
Hn(ξ
D
Y1
φ′(−ε)n , ξ
D
Y2
φ′(ε)n ), Y1, Y2 ∈ Π′, |Y1|+ |Y2| = |Y |, (4.142)
in the expansion of ξDY ∆
M
n and from Theorem 4.9 and Theorem 4.10.
Let Bn,0(t) = − ddtϑ(An, t), Bn,i(t) = −∂iϑ(An, t), 1 ≤ i ≤ 3, n ≥ 0. We introduce for
Y ∈ U(p) and u ∈ E◦ρ∞ ,
(
ϑn,Y (u)
)
(t) = ξY ϑ
(
An, (t, x)
)
,
(Bn,Y (u))(t) = (ξ
M
Y Bn)(t), (B˙n,Y (u))(t) =
d
dt
(ξMY Bn)(t).
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Corollary 4.12. If n ≥ 0 and 1/2 < ρ < 1, then there exists N0 ≥ 0 such that
sup
t≥0,x∈R3
(1 + |x|+ t)1/2−ρ|((Dlϑn,Y )(u; v1, . . . , vl))(t, x)|
+ sup
t≥0
‖(Dl(Bn,Y , B˙n,Y )(u; v1, . . . , vl))(t)‖Mρ
+ sup
t≥0,x∈R3
((1 + t+ |x|)3/2−ρ|((DlBn,Y )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)(1 + ∣∣t− |x|∣∣)3/2−ρ|((DlBn,PµY )(u; v1, . . . , vl))(t, x)|)
≤ FL,l(‖u‖Eρ
N0
)RlN0,L(v1, . . . , vl) + F ′L,l(‖u‖EρN0 )‖u‖EρN0+L‖v1‖EρN0 · · · ‖vl‖EρN0 ,
for every L ≥ 0, l ≥ 0, Y ∈ Π′, |Y | ≤ L, u, v1, . . . , vl ∈ E◦ρ∞ , where FL,l and F ′L,l are
increasing polynomials on [0,∞[. Moreover (Bn,Y , B˙n,Y ) is a polynomial on E◦ρ∞ with
vanishing constant term.
Proof. This is a direct consequence of Corollary 4.6 and Theorem 4.9.
Corollary 4.13. If n ≥ 1 and 1/2 < ρ < 1, then there exists N0 such that
sup
t≥0
(1 + t)k(ρ)‖((An,Y , A˙n,Y , φ′n,Y )− (A0,Y , A˙0,Y , φ′0,Y ))(t)‖Eρ0 ≤ FL(‖u‖EρN0 )‖u‖EρN0+L
for every L ≥ 0, Y ∈ Π′, |Y | ≤ L and u ∈ E◦ρ∞ , where FL are increasing polynomials on
[0,∞[ and k(ρ) = min(ρ− 1/2, 2− 2ρ).
Proof. This follows from Theorem 4.10 taking ρ′ = ρ.
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5. Energy estimates and L2 − L∞ estimates for the Dirac field.
In this chapter we shall derive various new L2 − L2 estimates for the inhomogeneous
Dirac equation in R+ × R3,
(iγµ∂µ +m)h− γµGµh = g (5.1a)
for different choices of g ∈ C0(R+, D), D = L2(R3,C4), and of electromagnetic potential
G. To use these estimates we shall also derive new L2 − L∞ estimates. We shall suppose
that the initial data h(t0) at t0 ∈ R+ satisfies for some τ ∈ Z
h(t0) ∈ (1−∆)−τ/2D, (5.1b)
where (1 − ∆)−τ/2D is the Hilbert space of tempered distributions f such that
(1 − ∆)τ/2f ∈ D. We shall also consider the case h(t0) = 0 where t0 = ∞ or more
precisely lim
t→∞
‖h(t)‖τ → 0, where ‖ · ‖τ is the norm in (1 − ∆)−τ/2D. We shall suppose
that
g ∈ C0(R+, (1−∆)−τ/2D) (5.1c)
and that the electromagnetic potential G satisfies
(G, 0) ∈ C0(R+, (1−∆)−(|τ |+1)/2M1). (5.1d)
It follows from inequality (2.61) and from the definition of M1 that G ∈ C0(R+,W|τ |+1,6
(R3,R4)) and then that G ∈ C0(R+,W|τ |,∞(R3,R4)) since W|τ |+1,6(R3) ⊂ W|τ |,∞(R3). If
B(t) = −iγ0γµGµ(t), we therefore obtain that B ∈ C0(R+, Lb((1 − ∆)−n/2D)), n ∈ N,
n ≤ |τ |, where Lb(X) is the linear space, endowed with the norm topology, of linear
continuous operators on a Banach space X . By duality we also have B ∈ C0(R+, Lb((1−
∆)n/2D)), n ∈ N, n ≤ |τ |. We define the operator L(t) in (1 − ∆)−τ/2D with domain
(1−∆)−(τ+1)/2D by
L(t) = D − iγ0γµGµ(t), t ≥ 0, (5.2)
Since B ∈ C0(R+, Lb((1 − ∆)−τ/2D)) and D ∈ L((1 − ∆)−(τ+1)/2D, (1 − ∆)−τ/2D) it
follows that L ∈ C0(R+, Lb((1−∆)−(τ+1)/2D, (1−∆)−τ/2D)). Moreover if
∆˜(t) = (1−∆)1/2L(t)(1−∆)−1/2 −L(t),
then ∆˜ ∈ C0(R+, Lb((1−∆)−τ/2D)). In fact using lemma A.3 of [16] it follows for τ ≥ 0
that the norm of the operators ∆˜(t) (resp. ∆˜(t+ ε)− ∆˜(t)) are bounded by
C‖(1−∆)(τ+1/2)/2|∇|G(t)‖L2 (resp. C‖(1−∆)(τ+1/2)/2|∇|(G(t+ ε)−G(t))‖L2).
If τ ≤ 0, then considering the transposed of ∆˜(t), we obtain the above bounds with
τ + 1/2 being replaced by −τ − 1/2. Thus the statement follows from condition (5.1d).
It now follows from theorem 1 of [15] that there exists a strongly continuous evolution
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operator w(s, s′), s, s′ ≥ 0, in (1−∆)−τ/2D. Moreover the function (s, s′) 7→ w(s, s′)α ∈
(1−∆)−τ/2D is C1 for α ∈ (1−∆)−(τ+1)/2D and
w(s, s) = I, w(s, s′)w(s′, s′′) = w(s, s′′), (5.3a)
d
ds
w(s, s′) = L(s)w(s, s′), d
ds′
w(s, s′) = −w(s, s′)L(s′), (5.3b)
where equalities (5.3a) are defined on (1 − ∆)−τ/2D and equalities (5.3b) on
(1 − ∆)−(τ+1)/2D. Since L(t) is kew-adjoint on D with domain (1 − ∆)−1/2D, it fol-
lows that w(s, s′) is unitary on D. The unique solution h ∈ C1(R+, (1 − ∆)−τ/2D) of
equation (5.1a) with electromagnetic potential G satisfying (5.1d) and satisfying, with τ
replaced by τ + 1, conditions (5.1b) and (5.1c), is given by
h(t) = w(t, t0)h(t0) +
∫ t
t0
w(t, s)(−iγ0)g(s)ds, t ≥ 0. (5.3c)
Let hn(t0) ∈ (1 − ∆)−(τ+1)/2D (resp. gn ∈ C0(R+, (1 − ∆)−(τ+1)/2D)), n ≥ 0, be
a Cauchy sequence in (1 − ∆)−τ/2D (resp. C0(R+, (1 − ∆)−τ/2D)) converging to h(t0)
(resp. g) and let hn ∈ C1(R+, (1−∆)−τ/2D) be the corresponding sequence of solutions
of (5.1a) given by (5.3c). It then follows from (5.1a) that
‖ d
dt
(hn1(t)− hn2(t))‖τ−1 ≤ C(t)‖hn1(t)− hn2(t)‖τ + ‖gn1(t)− gn2(t)‖τ−1
and from (5.3c), since w(s, s′) is a bounded operator on (1−∆)−τ/2D, that
‖hn1(t)− hn2(t)‖τ ≤ C′(t)
(‖hn1(t0)− hn2(t0)‖τ + sup
0≤s≤t
‖gn1(s)− gn2(s)‖τ
)
,
for some constants C(t) and C′(t). This shows that if conditions (5.1b), (5.1c) and (5.1d)
are satisfied then equation (5.1a) has a unique solution h ∈ C0(R+, (1−∆)−τ/2D). This
solution is given by (5.3c) and moreover h ∈ C1(R+, (1−∆)−(τ−1)/2D).
We are mainly interested in the particular case of equation (5.1a) given by
(iγµ∂µ +m)h−Gµγµh = Fµγµr, t ≥ 0, (5.4a)
where r satisfies
(iγµ∂µ +m)r = q, t ≥ 0, (5.4b)
and where F, r and q satisfy conditions such that (5.1c) is satisfied with g = Fµγ
µr. For
example if τ = 0 then this is obviously the case if
F ∈W 1,∞(R+ × R3,R4), (5.5)
r ∈ C1(R+, D) ∩ C0(R+, (1−∆)−1/2D),
q ∈ C0(R+, D).
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For this case we can obtain a much better energy estimate than
‖h(t)‖D ≤ ‖h(t0)‖D +
∫ max(t,t0)
min(t,t0)
‖g(s)‖D ds, (5.6)
which follows from (5.3c) and the unitarity of w(t, s) in D. We note that, using γµγν +
γνγµ = 2gµν , one obtains
(m− iγµ∂µ + γµGµ)Fνγνr (5.7a)
= γνFν(m+ iγ
µ∂µ − γµGµ)r − 2iFµ∂µr − ir∂µFµ
− i
4
(γµγν − γνγµ)r(∂µFν − ∂νFµ) + 2GµFµr.
We also note for later reference, that if (iγµ∂µ +m− γµGµ)h = γµFµr + g1, then
(iγµ∂µ +m− γµGµ)(∂νh+ iGνh+ iFνr) (5.7b)
= γµh(∂νGµ − ∂µGν) + γµr(∂νFµ − ∂µFν) + γµFµ∂νr
+ iγµ(GνFµ −GµFν)r + iFν(iγµ∂µ +m)r + ∂νg1 + iGνg1, 0 ≤ ν ≤ 3.
This expression is useful for estimating L2-norms of derivatives of h, because of the gauge
invariance of the electromagnetic fields in the first two terms on the right-hand side. We
also have that
(iγµ∂µ +m− γµGµ)(h+ iFνr) (5.7b′)
= γµr(∂νFµ − ∂µFν) + Fν(iγµ∂µ +m− γµGµ)r,
if (iγµ∂µ + m − γµGµ)h = γµ(∂νFµ)r. Finally, we also note that if y ∈ R+ × R3 and
ν ∈ {0, 1, 2, 3} is given, then
(a+ yν)Gµ∂
µ = yµGµ∂
ν + aGµ∂
µ +Gµ(y
ν∂µ − yµ∂ν), (5.7c)
where a ∈ R and where the summation convention is used for µ. This gives that
(
1 +
∑
ν
|yν |
)∣∣∑
µ
Gµ∂
µf
∣∣ (5.7d)
≤ C
(∣∣∑
µ
Gµ∂
µf
∣∣+∑
ν
∣∣∑
µ
yµGµ∂
νf +
∑
µ
Gµ(y
ν∂µf − yµ∂νf)∣∣),
where the sums are taken over 0 ≤ ν ≤ 3, 0 ≤ µ ≤ 3.
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Theorem 5.1. Let Q = γµ∂µ + iγ
µGµ, (where the summation convention is used for
0 ≤ µ ≤ 3), let G˙µ(t) = ddtGµ(t) and let t, t′ ≥ 0.
ia) If h ∈ C1(R+, D) ∩ C0(R+, (1−∆)−1/2D) and (G, 0) ∈ C0(R+, (1−∆)−1/2M1) then
‖h(t)‖2D = ‖h(t′)‖2D +
∫ t
t′
2Re
(
h(s),−iγ0((m+ iQ)h)(s))
D
ds,
ib) If h ∈ C2(R+, D)∩C1(R+, (1−∆)−1/2D)∩C0(R+, (1−∆)D) and (G, G˙) ∈ C0(R+, (1−
∆)1/2M1) then
‖h(t)‖2D = ‖h(t′)‖2D +m−1Re
((
h(t), ((m+ iQ)h)(t)
)
D
− (h(t′), ((m+ iQ)h)(t′))
D
+
∫ t
t′
(
h(s),−iγ0((m2 +Q2)h)(s))
D
ds
)
,
iia) If (G, 0) ∈ C0(R+, (1−∆)−1/2M1), h(t0) ∈ D, g ∈ C0(R+, D) and if h ∈ C0(R+, D)
is the unique solution of equation (5.1a) then
∣∣‖h(t)‖D − ‖h(t′)‖D∣∣ ≤
∫ t′
t
‖g(s)‖D ds, for 0 ≤ t ≤ t′,
iib) If (G, G˙) ∈ C0(R+, (1−∆)1/2M1), h(t0) ∈ D, g = g(1) + g(2), g(1), g(2) ∈ C0(R+, D),
∂µg
(2) ∈ L1loc(R+, D), 0 ≤ µ ≤ 3 and if h ∈ C0(R+, D) is the unique solution of equation
(5.1a) then
∣∣‖h(t)− (2m)−1g(2)(t)‖D − ‖h(t′)− (2m)−1g(2)(t′)‖D∣∣
≤
∫ t′
t
‖g(1)(s) + (2m)−1((m− iQ)g(2))(s)‖D ds, for 0 ≤ t ≤ t′.
Proof. Since the operator L(t) defined in (5.2) is skew-adjoint on D with domain
(1−∆)−1/2D, when the hypothesis on G in ia) is satisfied, it follows that
d
dt
‖h(t)‖2D = 2Re
(
h(t), (
d
dt
− L(t))h(t))
D
= 2Re
(
h(t),−iγ0((m+ iQ)h)(t))
D
,
for h ∈ C1(R+, D)∩C0(R+, (1−∆)−1/2D). Integration of this equality from t′ to t proves
statement ia).
To prove the second statement introduce:
f = (m− iQ)h and g = (m+ iQ)h. (5.8)
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Then f, g ∈ C1(R+, D) ∩ C0(R+, (1 − ∆)−1/2D), according to the hypothesis of state-
ment ib), since G ∈ C0(R+,W1,∞(R3,R4)) which was proved after (5.1d) and since
G˙ ∈ C0(R+, L∞(R3,R4)) by Sobolev embedding. It follows from statement ia) that
‖f(t)‖2D = ‖f(t′)‖2D +
∫ t
t′
2Re
(
f(s),−iγ0((m+ iQ)f)(s))
D
ds. (5.9)
Substitution of the expressions
f = 2mh− g and (m+ iQ)f = (m− iQ)g, (5.10)
which follows from (5.8), into the equality (5.9) gives
4m2‖h(t)‖2D − 4mRe(h(t), g(t))D + ‖g(t)‖2D
= 4m2‖h(t′)‖2D − 4mRe(h(t′), g(t′))D + ‖g(t′)‖2D
+
∫ t
t′
Re
(
4mh(s)− 2g(s),−iγ0((m− iQ)g)(s))
D
ds.
This equality proves the equality of statement ib) since we obtain that
2Re
(
g(s), iγ0((m− iQ)g)(s))
D
=
d
ds
‖g(s)‖2D,
for g ∈ C1(R+, D) ∩ C0(R+, (1−∆)−1/2D), the operator
iγ0m+
3∑
j=1
γ0γj∂j + iγ
0γµGµ(s)
being skew-adjoint on D with domain (1−∆)−1/2D.
To prove the inequality of statement iia) we note that, according to the introductory
remarks of this chapter:
h(t) = w(t, t′)h(t′) +
∫ t
t′
w(t, s)(−iγ0)g(s)ds. (5.11)
Since w(t1, t2), t1, t2 ≥ 0 is unitary in D it follows that
∣∣‖h(t)‖D − ‖h(t′)‖D∣∣ ≤
∫ t′
t
‖g(s)‖Dds, 0 ≤ t ≤ t′,
which proves statement iia).
To prove iib) let g
(2)
n ∈ S(R4,C4), n ≥ 0, be a sequence such that
sup
0≤s≤T
(
‖g(2)n (s)− g(2)(s)‖D +
∫ T
0
∑
0≤µ≤3
‖(∂µ(g(2)n − g(2)))(s)‖Dds
)
→ 0,
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when n→∞ for every T ≥ 0. Since ‖G(s)‖L∞(R3,R4) ≤ C‖(1−∆)1/2(G(s), 0))‖M1 it then
follows from the hypothesis of statement iib) that
sup
0≤s≤T
(
‖g(2)n (s)− g(2)(s)‖D +
∫ T
0
‖((m− iQ)(g(2)n − g(2)))(s)‖Dds
)
→ 0
when n→∞ for every T ≥ 0 and that (m− iQ)g(2)n ∈ C0(R+, D). Let h(2)n ∈ C0(R+, D)
be the unique solution of (m + iQ)h
(2)
n = g
(2)
n , h
(2)
n (t0) = 0. If fn = (m − iQ)h(2)n , then
fn = 2mh
(2)
n −g(2)n and (m+ iQ)fn = (m− iQ)g(2)n , according to (5.10), so (m+ iQ)(h(2)n −
(2m)
−1
g
(2)
n ) = (2m)
−1
(m−iQ)g(2)n . Let hn ∈ C0(R+, D) be the unique solution of equation
(m+ iQ)hn = g
(1)+ g
(2)
n , hn(t0) = h(t0) ∈ D. Then it follows from statement iia) and the
properties of gn that
‖hn(t)− h(t)‖D ≤
∣∣ ∫ t
t0
‖g(2)n (s)− g(2)(s)‖Dds
∣∣,
so sup
0≤s≤T
‖hn(t) − h(t)‖D → 0 when n → ∞ for every T ≥ 0. The definition of hn gives
that
(m+ iQ)(hn − (2m)−1g(2)n ) = (m+ iQ)((hn − h(2)n ) + (h(2)n − (2m)−1g(2)n ))
= g(1) + (2m)−1(m− iQ)g(2)n .
Since g(1) + (2m)−1(m− iQ)g(2)n ∈ C0(R+, D) and
hn(t0)− (2m)−1g(2)n (t0) = h(t0)− (2m)−1g(2)n (t0) ∈ D,
it follows from statement iia) that
∣∣‖hn(t)− (2m)−1g(2)n (t)‖D − ‖hn(t′)− (2m)−1g(2)n (t′)‖D∣∣ (5.12)
≤
∫ t′
t
‖g(1)(s) + (2m)−1((m− iQ)g(2)n )(s)‖D ds, 0 ≤ t ≤ t′.
The inequality in statement iib) follows from the convergence properties, proved above, of
hn and g
(2)
n and by taking the limit n→∞ in inequality (5.12). This proves the theorem.
Corollary 5.2. Let F (l), r(l), q(l), l ≥ 0, be a finite number of functions satisfying condi-
tions (5.4b) and (5.5). Let Q(l)(t, x) = tF
(l)
0 (t, x) +
∑
1≤i≤3 xiFi(t, x) and let ξ
D
X , X ∈ p,
be defined by (4.81d) and (4.81e). If (G, G˙) ∈ C0(R+, (1 − ∆)−1M1), h(t0) ∈ D,
g1 ∈ C0(R+, D) and 0 ≤ al ≤ 1, then the unique solution h ∈ C1(R+, (1 − ∆)1/2D) ∩
C0(R+, D) of equation (5.4a), with g = g1 +
∑
l γ
µF
(l)
µ r(l) satisfies:
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∣∣‖h(t)− (2m)−1∑
l
γµF (l)µ (t)r
(l)(t)‖D − ‖h(t′)− (2m)−1
∑
l
γµF (l)µ (t
′)r(l)(t′)‖D
∣∣
≤
∫ t′
t
‖g1(s)‖Dds+ (2m)−1
∫ t′
t
(
2
∑
l
∣∣(1 + s)al−1∣∣Q(l)(s) + sF (l)0 (s)∂0r(l)(s)
−
∑
1≤i≤3
F
(l)
i (s)((ξ
D
M0i
r(l))(s)− σ0ir(l)(s))
∣∣1−al ∣∣F (l)µ (s)∂µr(l)(s)∣∣al ∣∣D
+
∣∣∑
l
(
r(l)(s)∂µF (l)µ (s) +
1
2
r(l)(s)γµγν(∂µF
(l)
ν (s)− ∂νF (l)µ (s))
+ iγµγνGµ(s)F
(l)
ν (s)r
(l)(s) + iγµF (l)µ (s)q
(l)(s)
)∣∣
D
)
ds,
where 0 ≤ t ≤ t′, ∂0 is the time derivative and the summation convention is used for
repeated upper and lower indices µ and ν.
Proof. Let g(2) =
∑
l γ
µF
(l)
µ r(l). It follows from (5.5) that the hypotheses of statement iib)
of Theorem 5.1 are satisfied, which gives that∣∣‖h(t)− (2m)−1g(2)(t)‖D − ‖h(t′)− (2m)−1g(2)(t′)‖D∣∣
≤
∫ t′
t
‖g1(s)‖Dds+ (2m)−1
∫ t′
t
‖((m− iQ)g(2))(s)‖Dds.
The explicit expression of (m− iQ)g(2) is given by (5.7a). Let γµFµr be one of the terms
γµF
(l)
µ r(l) in g(2). Consider the term −2iFµ∂µr on the right-hand side of (5.7a). Since
F0(t, x) = (1 + t)
−1
(
Q(t, x)−
∑
1≤i≤3
xiFi(t, x) + F0(t, x)
)
it follows from definition (4.81b) and (4.81e) of ξM0i and ξ
D
M0i
that
F0(t, x)
∂
∂t
−
∑
1≤i≤3
Fi(t, x)∂i
= (1 + t)−1(Q(t, x) + F0(t, x))
∂
∂t
− (1 + t)−1
∑
1≤i≤3
Fi(t, x)(xi
∂
∂t
+ t∂i)
= (1 + t)−1
(
(Q(t, x) + F0(t, x))
∂
∂t
−
∑
1≤i≤3
Fi(t, x)(ξ
D
M0i
− σ0i)
)
.
Substitution of this expression into the factor |Fµ∂µr|1−a in inequality
|(m− iQ)γµFµr|
≤ 2|Fµ∂µr|1−a|Fµ∂µr|a + |r∂µFµ + 1
2
rγµγν(∂µFν − ∂νFµ) + iγµγνGµF νr + iγµFµq|
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gives the announced result, which proves the corollary.
In order to use Corollary 5.2 with L∞-norms of the potentials we need supplementary
decay properties of the Dirac field h in a conic neighbourhood of the light-cone as well as
outside the light-cone. This will be proved in the next two theorems. To state the results
we introduce the following notation:
(Li(t)f)(x) = xi((Df)(x) + V (t, x)f(x)) + t∂if, t ≥ 0, 1 ≤ i ≤ 3, (5.13a)
(li(t))(x) = xiF (t, x), where f ∈ D∞, V ∈ C(R+, L∞(R3,Mat(4,C))), F ∈ C(R+, D),
Mat(4,C) being the space of 4× 4 complex matrices,
(Rijf)(x) = xi∂jf(x)− xj∂if(x), 1 ≤ i ≤ 3, 1 ≤ j ≤ 3; (5.13b)
Mn,t(f) =
(
‖qn/2t f‖2D +
∑
1≤i≤3
‖qn/2t ∂if‖2D +
∑
1≤i<j≤3
‖qn/2t Rijf‖2D (5.13c)
+
∑
1≤i≤3
‖qn/2t (Li(t)f + li(t))‖2D
)1/2
, t ≥ 0, n ≥ 0,
qt(x) = (1 + t)(1 +
∣∣t− |x|∣∣)−1.
Theorem 5.3. If V ∈ C0(R+, L∞(R3,Mat(4,C))), F ∈ C0(R+, D) and n ∈ N then there
exists Cn > 0 independent of t, f, V, F such that
‖q(n+1)/2t f‖D ≤ Cn
((
1 + ‖q1/2t V (t)‖L∞ + (1 + t)−1/2‖V (t)‖L∞
)
Mn,t(f)
+ ‖q1+n/2t F (t)‖D + ‖qn/2t F (t)‖D
)
,
for f ∈ D∞, t ≥ 0.
Proof. Introduce ht(x) = (1+ δ
2
∣∣t−|x|∣∣2)−1/4, Kt = D+V (t) and Nn,t(f) = (‖hnt Df‖2D+
(1+t)−nMn,t(f)
2)1/2 and let ε > 0, δ > 0. Introduce also τt(V ) = (1+δt)
1/2‖htV (t)‖L∞+
(1 + δt)−1/2‖V (t)‖L∞, and λn,t(F ) = (1 + δt)‖hn+2t F (t)‖D + ‖hnt F (t)‖D.
If 0 ≤ t ≤ 1, then |qt(x)| ≤ 2 so the inequality of the theorem is trivially true with
C ≥ 21/2. For a given f ∈ D∞ let now T+(f) (resp. T−(f)) be the set of real numbers
t ≥ 1 such that
‖hnt Df‖2D +
∑
1≤i≤3
‖hnt (Li(t)f + li(t))‖2D − 2εt‖hn+1t f‖2D ≥ 0 ( resp < 0). (5.14)
Let t ∈ T+(f). Since t ≥ 1 it follows from (5.14) that
(1 + t)‖hn+1t f‖2D ≤ ε−1Nn,t(f)2, t ∈ T+(f). (5.15)
Let g0 = Ktf + F (t), gi = ∂if, 1 ≤ i ≤ 3, g = (g1, g2, g3) and let |g| = (
∑
1≤i≤3 |gi|2)1/2.
Equality
(t− |x|)|Df | = t(|Df | − |g|)− (|x||Df | − t|g|)
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gives ∣∣t− |x|∣∣|Df | ≥ t(|Df | − |g|)− |xDf + tg|
≥ t(|Df | − |g|)− |xg0 + tg| −
∣∣t− |x|∣∣|V (t)||f |
− t|V (t)||f | − ∣∣t− |x|∣∣|F (t)| − t|F (t)|.
It follows that
2(1 + δ2
∣∣t− |x|∣∣2)1/2|Df |2
≥ |Df |2 + δt(|Df |2 − |Df ||g|)− δ|Df ||xg0 + tg|
− δ∣∣t− |x|∣∣(|V (t)||f ||Df |+ |F (t)||Df |)− δt(|V (t)||f ||Df |+ |F (t)||Df |).
Since 0 ≤ ht ≤ 1 and |Df |2 − |Df ||g| ≥ 12 (|Df |2 − |g|2) we get
2h2nt |Df |2 (5.16)
≥ 1
2
h2n+2t (1 + δt)(|Df |2 − |g|2)− δh2nt |Df ||xg0 + tg|
− h2nt (|V (t)||f ||Df |+ |F (t)||Df |)− δt(h2n+2t |V (t)||Df ||f |+ h2n+2t |F (t)||Df |).
Integration of this inequality over R3 and Schwarz inequality give that
2‖hnt Df‖2D (5.17)
≥ 1
2
(1 + δt)
(
‖hn+1t Df‖2D −
∑
1≤i≤3
‖hn+1t ∂if‖2D
)
− δ‖hnt Df‖D
( ∑
1≤i≤3
‖hnt (Li(t)f + li(t))‖2D
)1/2
− (1 + δt)
(
‖htV (t)‖L∞‖hn+1t f‖D‖hnt Df‖D + ‖hn+2t F (t)‖D‖hnt Df‖D
)
−
(
‖V (t)‖L∞‖hnt Df‖D‖hnt f‖D + ‖hnt F (t)‖D‖hnt Df‖D
)
.
According to the definitions of Nn,t, τt and λn,t we obtain, using ab ≤ 12(a2 + b2),
1
2
(1 + δt)
(
‖hn+1t Df‖2D −
∑
1≤i≤3
‖hn+1t ∂if‖2D
)
(5.18)
− δ‖hnt Df‖D
( ∑
1≤i≤3
‖hnt (Li(t)f + li(t))‖2D
)1/2
≤ 5
2
Nn,t(f)
2 +
1
2
λn,t(F )
2 + τt(V )‖hnt Df‖D(1 + δt)1/2‖hn+1t f‖D.
Let t ∈ T−(f). It then follows from inequality (5.14) and inequality (5.18) that
(1 + δt)
(
‖hn+1t Df‖2D −
∑
1≤i≤3
‖hn+1t ∂if‖2D − 2ε‖hn+1t f‖2D
)
(5.19)
≤ 5Nn,t(f)2 + λn,t(F )2 + 2τt(V )‖hnt Df‖D(1 + δt)1/2‖hn+1t f‖D.
126 FLATO SIMON TAFLIN
Let j ∈ C∞(R+), 0 ≤ j(y) ≤ 1, j(y) = 0 for 0 ≤ y ≤ 1/4 and j(y) = 1 for y ≥ 1/2. Let
ϕt(x) = h
2n+2
t (x)j(|x|/t) and ψt(x) = h2n+2t (x)(1 − j(|x|/t)), t > 0. Since 0 ≤ ψt(x) ≤
(2)1/2(1 + δt)−1h2n(x), we obtain that
(1 + δt)
(
‖hn+1t Df‖2D −
∑
1≤i≤3
‖hn+1t ∂if‖2D
)
= (1 + δt)
(
(Df, (ϕt + ψt)Df)D −
∑
1≤i≤3
(∂if, (ϕt + ψt)∂if)D
)
≥ (1 + δt)
(
(Df, ϕtDf)D −
∑
1≤i≤3
(∂if, ϕt∂if)D
)
− 21/2
(
‖hnt Df‖2D +
∑
1≤i≤3
‖hnt ∂if‖2D
)
.
This inequality and inequality (5.19) give
(1 + δt)
(
(Df, ϕtDf)D −
∑
1≤i≤3
(∂if, ϕt∂if)D − 2ε‖hn+1t f‖2D
)
(5.20)
≤ C
(
Nn,t(f)
2 + λn,t(F )
2 + 2τt(V )‖hnt Df‖D(1 + δt)1/2‖hn+1t f‖D
)
, t ∈ T−(f),
where C is a constant independent of f, V, F . The function ϕt is C
∞ and bounded together
with its derivatives for t > 0, so ϕtDf ∈ D∞. We add the operatorDϕtD = ϕtD2+[D, ϕt]D
and its adjoint. Since D2 = ∆−m2 and since D is skew-adjoint we obtain:
DϕtD =
1
2
(
(∆−m2)ϕt + ϕt(∆−m2)− [D, [D, ϕt]]
)
and similarly we obtain that
∑
1≤i≤3
∂iϕt∂i =
1
2
(
∆ϕt + ϕt∆−
∑
1≤i≤3
[∂i, [∂i, ϕt]]
)
.
These two equalities and inequality (5.20) give, when t ∈ T−(f):
(1 + δt)
(
(m2 − 2ε)‖hn+1t f‖2D −m2(f, ψtf)D
)
(5.21)
+ (1 + δt)
1
2
(
f, [D, [D, ϕt]]−
∑
1≤i≤3
[∂i, [∂i, ϕt]]f
)
D
≤ C
(
Nn,t(f)
2 + λn,t(F )
2 + 2τt(V )‖hnt Df‖D(1 + δt)1/2‖hn+1t f‖D
)
.
We shall calculate the commutators in expression (5.21). Since [∂i, ϕt] = (∂iϕt) we get∑
1≤i≤3
[∂i, [∂i, ϕt]] = (∆ϕt)
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and
[D, [D, ϕt]] =
∑
1≤i≤3
1≤j≤3
[γ0γi∂i, γ
0γj(∂jϕt)]− [iγ0m,
∑
1≤j≤3
γ0γj(∂jϕt)].
The last equalities and equalities [γ0, γ0γj] = 2γj, 1 ≤ j ≤ 3,∑
i,j
[γ0γi∂i, γ
0γj(∂jϕt)] = (∆ϕt) +
∑
i,j
γiγj((∂iϕt)∂j − (∂jϕt)∂i)
and
∂iϕt = xi|x|−2
∑
1≤j≤3
xj∂jϕt,
which follows from the spherical symmetry of ϕt, give that(
[D, [D, ϕt]]f −
∑
1≤i≤3
[∂i, [∂i, ϕt]]f
)
(x) (5.22)
= −2imνt(x)
∑
1≤j≤3
γj|x|−1xjf(x) + 2|x|−1νt(x)
∑
1≤i<j≤3
γiγj(Rijf)(x), t > 0,
where νt(x) =
∑
1≤l≤3 |x|−1xl(∂lϕt)(x). We observe that νt(x) = 0 for 4|x| ≥ t > 0 and
2|x| ≤ t, according to the definition of ϕt. Since |
∑
γjxj | = |x| we obtain from (5.22) that
∣∣1
2
(
f, [D, [D, ϕt]]f −
∑
1≤i≤3
[∂i, [∂i, ϕt]]f
)
D
∣∣
≤ m‖h−2−2nt νt‖L∞‖hn+1t f‖2D
+ 31/24t−1‖h−2nt νt‖L∞‖hnt f‖D
( ∑
1≤i<j≤3
‖hnt Rijf‖2D
)1/2
, t > 0.
A direct calculation gives
νt(x) = t
−1h2+2nt (x)j
′(|x|/t) + (1 + n)δ2(t− |x|)h6+2nt (x)j(|x|/t),
where j′ is the derivative of j. It follows that |h−2nt νt(x)| and |h−2−2nt νt(x)| are bounded
by (1 + n)δ + t−1‖j′‖L∞ . This gives
1
2
∣∣(f, [D, [D, ϕt]]f − ∑
1≤i≤3
[∂i, [∂i, ϕt]]f
)
D
∣∣ (5.23)
≤ m(1 + n)δ‖h1+nt f‖2D + t−1CNn,t(f)2, t > 0,
where the constant C depends only on the function j and on n. Since (1 + δt)(f, ψtf)D ≤
23/2‖hnt f‖2D it follows from inequalities (5.21) and (5.23) that, with t ∈ T−(f),
(1 + δt)(m2 − 2ε−m(1 + n)δ)‖hn+1t f‖2D (5.24)
≤ C2(Nn,t(f)2 + λn,t(F )2) + 2CNn,t(f)τt(V )(1 + δt)1/2‖hn+1t f‖D,
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where C is a new constant. Let ε = m2/8 and (1 + n)δ = m/4. It then follows from
inequality (5.24) that (with a new constant C):
(1 + δt)‖hn+1t f‖2D
≤ C2(Nn,t(f)2 + λn,t(F )2) + 2Cτt(V )Nn,t(f)(1 + δt)1/2‖hn+1t f‖D, t ∈ T−(f),
which gives
(1 + δt)1/2‖hn+1t f‖D ≤ 2C
(
(1 + τt(V ))Nn,t(f) + λn,t(F )
)
, (5.25)
with (1 + n)δ = m/4 and ε = m2/8.
Since T+(f) ∪ T−(f) = [1,∞[ it follows from inequality (5.15) with ε = m2/8, from
inequality (5.25) and from the definition of τt and λn,t that
‖q(n+1)/2t f‖D ≤ C′n
(
(1 + τt(V ))(1 + t)
n/2Nn,t(f) + (1 + t)
n/2λn,t(F )
)
≤ C′′n
(
(1 + ‖q1/2t V (t)‖L∞ + (1 + t)−1/2‖V (t)‖L∞)Mn,t(f)
+ ‖q1+n/2t F (t)‖D + ‖qn/2t F (t)‖D
)
,
for some constants C′n, C
′′
n . We have here used the fact that (1+t)
n/2Nn,t(f) ≤ CnMn,t(f)
for some Cn. This proves the theorem.
In order to state the next theorem we introduce the following notation:
M
(n)
t (f) =
(
‖rn/2t f‖2D +
∑
1≤i≤3
‖rn/2t ∂if‖2D +
∑
1≤i<j≤3
‖rn/2t Rijf‖2D (5.26)
+
∑
1≤i≤3
‖rn/2t (Li(t)f + li(t))‖2D
)1/2
, n ≥ 0, t ≥ 0,
where Li(t), li(t) and Rij are defined in (5.13a) and (5.13b) and where rt(x) = 0 if |x| < t
and rt(x) = 1 + |x| if |x| ≥ t.
Theorem 5.4. If V ∈ C0(R+, L∞(R3,Mat(4,C))), F ∈ C0(R+, D) and τt(V ) =
supx∈R3((1 + |x| + t)1/2|V (t, x)|) < ∞, then there exist constants Cn independent of
t, V, f, F , such that
‖r(n+1)/2t f‖D
≤ Cn(1 + τt(V ))
(
Mn,t(f) +M
(n)
t (f) + ‖q1+n/2t F (t)‖D + ‖r1+n/2t F (t)‖D
)
for n ≥ 0 and f ∈ D∞.
Proof. We first consider the case where F = 0. Let ψt ∈ C∞(R3), t ≥ 0, be a cut-
off function defined by ψt(x) = u(|x| − t), where u ∈ C∞(R+), 0 ≤ u(y) ≤ 1 for y ∈
R
+, u(y) = 0 for 0 ≤ y ≤ 1 and u(y) = 1 for 2 ≤ y. Let Kt = D + V (t), g0 = Ktf, gi =
∂if, 1 ≤ i ≤ 3, g = (g1, g2, g3), where f ∈ D∞.
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Since in the support of r
(n+1)/2
t (1− ψt) we have 0 ≤ t ≤ |x| ≤ 2 + t, it follows that
|rt(x)(n+1)/2(1− ψt(x))| ≤ C′n((1 + t)(1 +
∣∣t− |x|∣∣)−1)(n+1)/2
= C′nqt(x)
(n+1)/2,
where qt is defined in (5.13c). This gives for some constant Cn that
‖r(n+1)/2t (1− ψt)f‖D ≤ Cn‖q(n+1)/2t f‖D, t ≥ 0. (5.27)
Since |x| − t ≥ 1 and rt(x) = 1 + |x| in the support of ψt it follows that
rnt ψ
2
t (|Df |2 + |xg0 + tg|2) ≥ 2rnt ψ2t |Df ||xg0 + tg|
≥ 2rnt ψ2t |Df |
(|x|(|Df | − |g|) + (|x| − t)|g| − |x||V (t)||f |)
≥ rnt ψ2t |x|
(|Df |2 − |g|2 − 2|x||V (t)||Df ||f |)
≥ 1
2
rn+1t ψ
2
t (|Df |2 − |g|2)− 2rn+1t ψ2t |V (t)||f ||Df |.
Integration of this inequality over R3 gives
‖r(n+1)/2t ψtDf‖2D −
∑
1≤i≤3
‖r(n+1)/2t ψt∂if‖2D (5.28)
≤ C2M (n)t (f)2 + 2C‖r1/2t V (t)‖L∞‖rn/2t Df‖D‖r(n+1)/2t ψtf‖D
≤ C2nM (n)t (f)2 + 2Cn‖r1/2t V (t)‖L∞M (n)t (f)‖r(n+1)/2t ψtf‖D,
where C and Cn are constants depending only on the mass m.
Let ϕt = ψ
2
t r
n+1
t . Following the proof of Theorem 5.3 from (5.20) to (5.22) we obtain,
since ϕt is C
∞,
‖r(n+1)/2t ψtDf‖2D −
∑
1≤i≤3
‖r(n+1)/2t ψt∂if‖2D
≥ m2‖r(n+1)/2t ψtf‖2D −m(f, νtf)D −
∑
1≤i<j≤3
|(f, |x|−1νtRijf)D|,
where νt(x) = 0 for |x| ≤ 1 + t and νt(x) =
∑
1≤l≤3 |x|−1xl(∂lϕt)(x) otherwise. It follows
from the definition of ϕt that
νt(x) = (n+ 1)r
n
t (x)ψ
2
t (x) + r
n+1
t (x)ψt(x)u
′(|x| − t),
where u′ is the derivative of u. Because supp u′ ⊂ [1, 2], we have that
|rn+1t (x)ψt(x)u′(|x| − t)| ≤ Cn(1 + t)n+1(1 +
∣∣t− |x|∣∣)−n−1
= Cnqt(x)
n+1
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for some constant Cn, so |νt| ≤ (n+ 1)rnt ψ2t + Cnqn+1t . We also have |x|−1|νt(x)| ≤ Cnrnt
for some constant Cn. This gives
‖r(n+1)/2t ψtDf‖2D −
∑
1≤i≤3
‖r(n+1)/2t ψt∂if‖2D
≥ m2‖r(n+1)/2t ψtf‖2D − C′n‖q(n+1)/2t f‖2D − C′n‖rn/2t f‖D
( ∑
1≤i<j≤3
‖rn/2t Rijf‖2D
)1/2
.
Applying the definition of M
(n)
t to the last term on the right-hand side of this inequality,
we obtain
‖r(n+1)/2t ψtDf‖2D −
∑
1≤i≤3
‖r(n+1)/2t ψt∂if‖2D (5.29)
≥ m2‖r(n+1)/2t ψtf‖2D − C2n(‖q(n+1)/2t f‖2D +M (n)t (f)2), t ≥ 0,
for some constant Cn. It follows from inequalities (5.28) and (5.29) that (with a new
constant Cn)
‖r(n+1)/2t ψtf‖2D
≤ C2n(M (n)t (f)2 + ‖q(n+1)/2t f‖2D) + 2Cn‖r1/2t V (t)‖L∞M (n)t (f)‖r(n+1)/2t ψtf‖D.
This inequality shows that (with a new constant Cn)
‖r(n+1)/2t ψtf‖D ≤ Cn
(
M
(n)
t (f) + ‖q(n+1)/2t f‖D + ‖r1/2t V (t)‖L∞M (n)t (f)
)
(5.30)
= Cn
(
(1 + ‖r1/2t V (t)‖L∞)M (n)t (f) + ‖q(n+1)/2t f‖D
)
.
It follows from inequalities (5.27) and (5.30) that, for t ≥ 0 and F = 0,
‖r(n+1)/2t f‖D ≤ Cn
(
(1 + ‖r1/2t V (t)‖L∞)M (n)t (f) + ‖q(n+1)/2t f‖D
)
. (5.31)
To study the case where F 6= 0 we stress the dependence of M (n)t (f) on F by the
notation M
(n)
t (f, F ). It follows from definition (5.26) that
M
(n)
t (f, 0) ≤ C
(
M
(n)
t (f, F ) + ‖r1+n/2t F (t)‖D
)
,
where C is independent of n, t, f, F . This inequality and inequality (5.31) give (with new
Cn):
‖r(n+1)/2t f‖D ≤ Cn
(
(1 + ‖r1/2t V (t)‖L∞)M (n)t (f, F ) (5.32)
+ ‖q(n+1)/2t f‖D + (1 + ‖r1/2t V (t)‖L∞)‖r1+n/2t F (t)‖D
)
.
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It follows from this inequality, Theorem 5.3 and from the definitions of qt and rt, that
‖r(n+1)/2t f‖D ≤ Cn(1 + sup
x∈R3
((1 + t+ |x|)1/2)|V (t, x)|)
(
Mn,t(f, F ) +M
(n)
t (f, F ) + ‖q1+n/2t F (t)‖D + ‖r1+n/2t F (t)‖D
)
.
This proves the theorem.
Before applying Theorem 5.3 and Theorem 5.4 to solutions of equation (5.1a), we note
that
1 + t+ |x|
1 +
∣∣t− |x|∣∣ ≤ 2(1 + qt(x)) ≤ 4 1 + t+ |x|1 + ∣∣t− |x|∣∣ , t ≥ 0, x ∈ R3, (5.33)
and we introduce the following notation:
hY = ξ
D
Y h, gY = ξ
D
Y g, GY µ = (ξ
M
Y G)µ, (5.34a)
where Y ∈ U(p), 0 ≤ µ ≤ 3 and where h, g and G are the functions in equation (5.1a).
We now introduce the summation symbol
∑Y
Y1,...,Yp
, Y ∈ U(p). Let V be a real vector
space and f : (U(p)p)→ V. We define inductively ∑YY1,...,Yp f(Y1, . . . , Yp), for Y ∈ Π′, by∑I
Y1,...,Yp
f(Y1, . . . , Yp) = f(I, . . . , I) (5.34b)
∑XY
Y1,...,Yp
f(Y1, . . . , Yp) (5.34c)
=
∑
1≤l≤p
Y∑
Z1,...,Zp
f(Z1, . . . , Zl−1, XZl, Zl+1, . . . , Zp), X ∈ Π, XY ∈ Π′
If Y ∈ U(p), we extend this definition by linearity in Y . If E ⊂ (Π′)p and if in ∑YY1,...,Yp
f(Y1, . . . , Yp) we add only the elements f(Y1, . . . , Yp) for which (Y1, . . . , Yp) ∈ E , the ele-
ment of V so obtained is denoted by ∑Y(Y1,...,Yp)∈E f(Y1, . . . , Yp).
Theorem 5.5. Let n ≥ 0, k ≥ 1,0 ≤ L ≤ n+k−1 be integers, let GY∈C0(R+, L∞(R3,R4))
for 0 ≤ |Y | ≤ L, Y ∈ Π′ and let GY ∈ C0(R+, L2loc(R3,R4)) for |Y | ≤ n+ k − 1, Y ∈ Π′.
Let
τ
(l)
0 (t) =
∑
|Y |≤l
Y ∈Π′
(1 + t)1/2‖GY (t)‖L∞ , l ≥ 0,
τ
(l)
1 (t) =
∑
|Y |≤l
Y ∈Π′
sup
x∈R3
((1 + t+ |x|)1/2|GY (t, x)|), l ≥ 0,
and let
τi,j(t) =
∑
1≤p≤j
∑
l1+···+lp=j
∏
1≤q≤p
τ
(lq)
i (t), i = 0, 1, j ≥ 0.
132 FLATO SIMON TAFLIN
For h ∈ C0(R+, D), let g = (iγµ∂µ +m− γµGµ)h, and let
(λ0(t))(x) = qt(x), (λ1(t))(x) = qt(x) + rt(x), t ≥ 0, x ∈ R3.
If hY ∈ C0(R+, D) for 0 ≤ |Y | ≤ n + k, Y ∈ Π′, and if GY1µhY2 ∈ C0(R+, D) for
L+ 1 ≤ |Y1| ≤ n+ k − 1, 0 ≤ |Y2| ≤ n+ k − 2− L, Y1, Y2 ∈ Π′, then
℘Dn
(
(1 + λi(t))
k/2h(t)
)
≤ C′k
(
℘Dn+k(h(t))
2 +
∑
0≤j≤k−1
(
℘Dn+j
(
(1 + λi(t))
(k+1−j)/2g(t)
)2
+
∑
Y∈Π′
|Y |≥L+1
|Y |=n+j
‖(1 + λi(t))(k+1−j)/2γµGY µ(t)hI(t)‖2D
))1/2
+ C′n+k
(
℘Dn+k−1(h(t)) +
∑
0≤j≤k−1
Z1,Z2∈Π
′
|Z1|+|Z2|=n+j
1≤|Z2|≤n+j−L−1
‖(1 + λi(t))(k+1−j)/2γµGZ1µ(t)hZ2(t)‖D
)
+ C′n+k
∑
1≤l≤L
(1 + τi,l(t))
(
℘Dn+k−l(h(t)) +
∑
0≤j≤k−1
n+j−l≥0
℘Dn+j−l
(
(1 + λi(t))
(k+1−j)/2g(t)
)
+
∑
0≤j≤k−1
Z1,Z2∈Π
′
|Z2|≤n+j−L−1
|Z1|+|Z2|≤n+j−l
‖(1 + λi(t))(k+1−j)/2γµGZ1µ(t)hZ2(t)‖D
)
,
i = 0, 1, t ≥ 0. The constants C′N , N ≥ 1, depend only on τi,0(t).
Proof. According to the definition of g, we obtain that
gY = (iγ
µ∂µ +m)hY −
∑Y
Y1,Y2
γµGY1µhY2 , Y ∈ Π′, (5.35)
|Y | ≤ n + k − 1. Since ‖(iγµ∂µ + m)hY (t)‖D ≤ C℘Dn+k(h(t)), ‖GY1µ(t)hY2(t)‖D ≤‖GY1µ(t)‖L∞‖hY2(t)‖D for 0 ≤ |Y1| ≤ L, 0 ≤ |Y2| ≤ n + k − 1 and since GY1µhY2 ∈
C0(R+, D) for L + 1 ≤ |Y1| ≤ n + k − 1, 0 ≤ |Y2| ≤ n + k − 2 − L according to the
hypothesis it follows that gY ∈ C0(R+, D) for |Y | ≤ n+ k − 1, Y ∈ Π′.
For given Y ∈ Π′, l ≥ 1, |Y |+ l ≤ n+ k, let
F = −i
∑Y
Y1,Y2
|Y2|≤|Y |−1
γ0γµGY1µhY2 − iγ0gY and V = −iγ0γµGµ. (5.36)
It follows as in the case of gY that F ∈C0(R+, D). Moreover V∈C0(R+, L∞(R3,Mat(4,C))),
where Mat(4,C) is the linear space of 4× 4 complex matrices. According to the definition
of ξDM0i it follows from (5.34a) and (5.36) that
ξDM0ihY = t∂ihY + xiV hY + xiF + σ0ihY , 1 ≤ i ≤ 3. (5.37)
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It follows from (5.37), Theorem 5.3 and Theorem 5.4, that
‖ql/2t hY (t)‖D (5.38a)
≤ Cl
(
(1 + τ0,0(t))℘
D
1 (q
(l−1)/2
t hY (t)) + ‖q(l+1)/2t F (t)‖D + ‖q(l−1)/2F (t)‖D
)
and
‖rl/2t hY (t)‖D (5.38b)
≤ Cl(1 + τ1,0(t))
(
℘D1 (q
(l−1)/2h·Y (t)) + ℘
D
1 (r
(l−1)/2
t h·Y (t))
+ ‖r(l+1)/2t F (t)‖D + ‖r(l−1)/2t F (t)‖D
)
,
where ℘D1 is applied to the linear functions Z 7→ q(l−1)/2t hZY (t) and Z 7→ r(l−1)/2t hZY (t),
Z ∈ Π′. Using that (1+ qt)l/2 ≤ Cl(1+ ql/2t ) and that (1+ qt + rt)l/2 ≤ Cl(1+ ql/2t + rl/2t )
for some constant Cl it follows from (5.38a), (5.38b) and the expression (5.36) of F that
‖(1 + λi(t))l/2hY (t)‖D (5.39)
≤ Cl(1 + τi,0(t))
(
℘D1
(
(1 + λi(t))
(l−1)/2h·Y (t)
)
+
∑Y
Y1,Y2
|Y2|≤|Y |−1
‖(1 + λi(t))(l+1)/2γµGY1µ(t)hY2(t)‖D
+ ‖(1 + λi(t))(l+1)/2gY (t)‖D
)
, i = 0, 1, t ≥ 0, l ≥ 1,
Y ∈ Π′, |Y |+ l ≤ n+ k for some constants Cl depending only on l.
Let l = 1 and Y = I, then it follows from (5.39) that
‖(1 + λi(t))1/2hI(t)‖D = ℘D0
(
(1 + λi(t))
1/2h(t)
)
(5.40)
≤ C1(1 + τi,0(t))
(
℘D1 (h(t)) + ℘
D
0 ((1 + λi(t))g(t))
)
, i = 0, 1, t ≥ 0,
which shows that the inequality of the theorem is true for n = 0, k = 1. Suppose that it
is true for 0 ≤ n ≤ N and k = 1, for some N ≥ 0. Let Y ∈ Π′, |Y | = N + 1, and let
0 ≤ L ≤ N + 1. It follows from (5.39) that
‖(1 + λi(t))1/2hY (t)‖D (5.41)
≤ C1(1 + τi,0(t))
(
℘D1 (h·Y (t)) +
∑Y
Y1,Y2
|Y1|≤L
|Y2|≤|Y |−1
8τi,|Y1|(t)℘
D
|Y2|
(
(1 + λi(t))
1/2h(t)
)
+
∑Y
Y1,Y2
|Y2|≤N−L
‖(1 + λi(t))γµGY1µ(t)hY2(t)‖D + ‖(1 + λi(t))gY (t)‖D
)
,
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where we have used that 1+ λ0(t) ≤ 2(1+ t) and 1+ (λ1(t))(x) ≤ 3(1+ t+ |x|) and where
we have used that |Y1| ≥ L+ 1 if and only if |Y2| ≤ N − L and that N − L ≤ |Y | − 1. Let
IY (t) = C1(1 + τi,0(t))
∑Y
Y1,Y2
|Y1|≤L
|Y2|≤|Y |−1
8τi,|Y1|(t)℘
D
|Y2|
(
(1 + λi(t))
1/2h(t)
)
, (5.42)
be the second term on the right-hand side of inequality (5.41). Since |Y | = N + 1, we
obtain that
IY (t) ≤ C′′N
∑
1≤j≤L
τi,j(t)℘
D
N+1−j
(
(1 + λi(t))
1/2h(t)
)
, (5.43)
where C′′N is a constant depending only on τi,0(t). Inequality (5.41) and the definition of
IY (t) give that
‖(1 + λi(t))1/2hY (t)‖2D
≤ C2C21 (1 + τi,0(t))2
(
℘D1 (h·Y (t))
2
+ ‖(1 + λi(t))γµGY µ(t)hI(t)‖2D + ‖(1 + λi(t))gY (t)‖2D
)
+ C2
(
C1(1 + τi,0(t))
∑Y
Y1,Y2
1≤|Y2|≤N−L
‖(1 + λi(t))γµGY1µ(t)hY2(t)‖D + IY (t)
)2
,
for some constant C (independent of all the variables in the inequality). Summation over
Y ∈ Π′, |Y | = N + 1 and the fact that
∑
|Y |=N+1
Y ∈Π′
℘D1 (h·Y (t))
2 ≤ 2℘DN+2(h(t))2 + CN℘DN+1(h(t))2,
for some constant CN , give that∑
Y ∈Π′
|Y |=N+1
‖(1 + λi(t))1/2hY (t)‖2D (5.44)
≤ C′21
(
℘DN+2(h(t))
2 +
∑
Y∈Π′
|Y |=N+1
|Y |≥L+1
‖(1 + λi(t))γµGY µ(t)hI(t)‖2D + ℘DN+1
(
(1 + λi(t))g(t)
)2)
+ C′2N
(
℘DN+1(h(t)) +
∑
Y ∈Π′
|Y |=N+1
IY (t) +
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=N+1
1≤|Y2|≤N−L
‖(1 + λi(t))γµGY1µ(t)hY2(t)‖D
)2
,
where C′1 and C
′
N are constants depending only on τi,0(t).
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According to the induction hypothesis, we obtain from the inequality of the theorem
that
℘Dn
(
(1 + λi(t))
1/2h(t)
)
(5.45)
≤ C′n
∑
0≤l≤K
(1 + τi,l(t))
(
℘Dn+1−l(h(t)) + ℘
D
n−l
(
(1 + λi(t))g(t)
)
+
∑
Z1,Z2∈Π
′
|Z1|+|Z2|≤n−l
|Z2|≤n−K−1
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
)
,
for 0 ≤ n ≤ N , 0 ≤ K ≤ n, where C′n is a constant depending only on τi,0(t). Since
τi,l(t) ≤ τi,l+1(t), it follows from (5.45) that
℘DN
(
(1 + λi(t))
1/2h(t)
)
(5.46a)
≤ C′N
∑
1≤l≤L
(1 + τi,l(t))
(
℘DN+2−l(h(t)) + ℘
D
N+1−l
(
(1 + λi(t)g(t)
)
+
∑
|Z1|+|Z2|≤N+1−l
|Z2|≤N+1−L−1
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
)
,
if 1 ≤ L ≤ N + 1. According to the induction hypothesis the inequality of the theorem
(with L = 0) gives that
℘DN
(
(1 + λi(t))
1/2h(t)
)
(5.46b)
≤ C′1
(
℘DN+1(h(t))
2 + ℘DN
(
(1 + λi(t))g(t)
)2)1/2
+ C′N
∑
Z1,Z2∈Π
′
|Z1|+|Z2|≤N
|Z2|≤N−1
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D,
where C′1 and C
′
N are constants depending only on τi,0(t).
Adding
(
℘DN ((1 + λi(t))
1/2h(t)
)2
to both sides of inequality (5.44) and using (5.46b)
for L = 0 and (5.46a) for 1 ≤ L ≤ N + 1 we obtain that
℘DN+1
(
(1 + λi(t))
1/2h(t)
)
(5.47)
≤ C′1
(
℘DN+2(h(t))
2 + ℘DN+1
(
(1 + λi(t))g(t)
)2
+
∑
Y∈Π′
|Y |=N+1
|Y |≥L+1
‖(1 + λi(t))γµGY µ(t)hI(t)‖2D
)1/2
+ C′N
(
℘DN+1(h(t)) +
∑
Z1,Z2∈Π
′
|Z1|+|Z2|=N+1
1≤|Z2|≤N−L
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
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+
∑
Y ∈Π′
|Y |=N+1
IY (t) +
∑
1≤l≤L
(1 + τi,l(t))
(
℘DN+2−l(h(t)) + ℘
D
N+1−l((1 + λi(t))g(t))
+
∑
Z1,Z2∈Π
′
|Z2|≤N−L
|Z1|+|Z2|≤N+1−l
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
))
,
where C′1 and C
′
N are constants depending only on τi,0(t).
Let n = N +1− j and K = L− j for 1 ≤ j ≤ L, in inequality (5.45). Then 0 ≤ n ≤ N
and 0 ≤ K ≤ n, so it follows from inequalities (5.43) and (5.45) that
IY (t) ≤ C′N
∑
1≤j≤L
∑
0≤l≤L−j
τi,l+j(t)
(
℘DN+2−l−j(h(t)) + ℘
D
N+1−l−j
(
(1 + λi(t))g(t)
)
+
∑
Z1,Z2∈Π
′
|Z2|≤N−L
|Z1|+|Z2|≤N+1−l−j
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
)
,
where C′N is a constant depending only on τi,0(t). We have here used the fact that
(1 + τi,l(t))τi,j(t) ≤ Cl,jτi,l+j(t) for some constant Cl,j . Substituting j′ = j, l′ = j + l,
we obtain that
IY (t) ≤ C′N
∑
1≤l′≤L
τi,l′(t)
(
℘DN+2−l′(h(t)) + ℘
D
N+1−l′
(
(1 + λi(t))g(t)
)
(5.48)
+
∑
Z1,Z2∈Π
′
|Z2|≤N−L
|Z1|+|Z2|≤N+l−l
′
‖(1 + λi(t))γµGZ1µ(t)hZ2(t)‖D
)
,
where C′N is a constant depending only on τi,0(t). It follows from inequalities (5.47) and
(5.48) that ℘DN+1
(
(1 + λi(t))
1/2h(t)
)
is bounded by the left-hand side of inequality (5.47)
without the term IY (t) and with a new constant C
′
N depending only on τi,0(t). This proves
the inequality of the theorem with 0 ≤ n, 0 ≤ L ≤ n and k = 1, by induction.
For n ≥ 0, k ≥ 1, 0 ≤ L ≤ n+ k − 1, let
Q
(k)
n,L(t) (5.49)
= C′k
(
℘Dn+k(h(t))
2 +
∑
0≤j≤k−1
(
℘Dn+j
(
(1 + λi(t))
(k+1−j)/2g(t)
)2
+
∑
Y∈Π′
|Y |=n+j
|Y |≥L+1
‖(1 + λi(t))(k+1−j)/2γµGY µ(t)hI(t)‖2D
))1/2
+ C′n+k
(
℘Dn+k−1(h(t)) +
∑
0≤j≤k−1
Z1,Z2∈Π
′
|Z1|+|Z2|=n+j
1≤|Z2|≤n+j−L−1
‖(1 + λi(t))(k+1−j)/2γµGZ1µ(t)hZ2(t)‖D
)
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+ C′n+k
∑
1≤l≤L
(1 + τi,l(t))
(
℘Dn+k−l(h(t)) +
∑
0≤j≤k−1
n+j−l≥0
℘Dn+j−l
(
(1 + λi(t))
(k+1−j)/2g(t)
)
+
∑
0≤j≤k−1
Z1,Z2∈Π
′
|Z1|+|Z2|=n+j−l
|Z2|≤n+j−L−1
‖(1 + λi(t))(k+1−j)/2γµGZ1µ(t)hZ2(t)‖D
)
, t ≥ 0,
where C′N , N ≥ 1, are constants depending only on τi,0(t). We note that with an appro-
priate choice of the constants C′N , N ≥ 1,
Q
(k)
n,L(t) ≤ Q(k)n+1,L(t) for n ≥ 0, k ≥ 1, 0 ≤ L ≤ n+ k − 1, (5.50a)
Q
(k)
n+1,L(t) ≤ Q(k+1)n,L (t) for n ≥ 0, k ≥ 1, 0 ≤ L ≤ n+ k, (5.50b)
Q
(k)
n,L(t) ≤ Q(k)n+1,L+1(t) for n ≥ 0, k ≥ 1, 0 ≤ L ≤ n+ k − 1, (5.50c)
and moreover that the inequality of the theorem reads
℘Dn
(
(1 + λi(t))
k/2h(t)
) ≤ Q(k)n,L(t), (5.50d)
where n ≥ 0, k ≥ 1, 0 ≤ L ≤ n+ k − 1, t ≥ 0.
We have proved that inequality (5.50d) is true for n ≥ 0, k = 1, 0 ≤ L ≤ n and we
make the induction hypothesis HK that it is true for n ≥ 0, 1 ≤ k ≤ K, 0 ≤ L ≤ n+ k− 1,
where K ≥ 1.
It follows from inequality (5.39) that
‖(1 + λi(t))(k+1)/2hI(t)‖D (5.51)
≤ C′K+1
(
℘D1
(
(1 + λi(t))
K/2h(t)
)
+ ℘D0
(
(1 + λi(t))
(K+2)/2g(t)
))
,
where C′K+1 is a constant depending only on τi,0(t). Using the induction hypothesis HK
for the first term on the right-hand side of inequality (5.51) and the definition of Q
(K+1)
0,L (t)
for the second term, we obtain, choosing C′K+1 appropriately,
℘D0
(
(1 + λi(t))
(K+1)/2h(t)
) ≤ Q(K)1,L (t) +Q(K+1)0,L (t).
Inequality (5.50b) then gives that
℘D0
(
(1 + λi(t))
(K+1)/2h(t)
) ≤ Q(K+1)0,L (t), 0 ≤ L ≤ K, (5.52)
after a redefinition of the constants C′N , N ≥ 1. This shows that inequality (5.50d) is true
for n = 0, k = K + 1, 0 ≤ L ≤ K, if the hypothesis HK is true. We now make the
induction hypothesis HK+1,N , where K ≥ 1, N ≥ 0, that (5.50d) is true for 0 ≤ n ≤ N,
1 ≤ k ≤ K+1, 0 ≤ L ≤ n+k−1. Thus HK+1,0 is true ifHK is true. Let 0 ≤ L ≤ N+K+1
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and let Y ∈ Π′, |Y | = N + 1. It then follows from inequality (5.39), in a similar way as
(5.41) was obtained, that
‖(1 + λi(t))(K+1)/2hY (t)‖D (5.53)
≤ CK+1(1 + τi,0(t))
(
℘D1
(
(1 + λi(t))
K/2hY (t)
)
+ ‖(1 + λi(t))(K+2)/2gY (t)‖D
+
∑Y
Y1,Y2
|Y1|≤L
|Y2|≤|Y |−1
τi,|Y1|(t)℘
D
|Y2|
(
(1 + λi(t))
(K+1)/2h(t)
)
+
∑Y
Y1,Y2
|Y2|≤N−L
‖(1 + λi(t))(K+2)/2γµGY1µ(t)hY2(t)‖D
)
,
where we have redefined the constant CK+1. Defining
I
(K+1)
Y (t) (5.54)
= CK+1(1 + τi,0(t))
∑
Y1,Y2
|Y1|≤L
|Y2|≤|Y |−1
τi,|Y1|℘
D
|Y2|
(
(1 + λi(t))
(K+1)/2h(t)
)
,
where |Y | = N + 1, Y ∈ Π′, 0 ≤ L ≤ N +K + 1, we obtain from inequality (5.53) in the
same way as we obtained inequality (5.44)
∑
Y ∈Π′
|Y |=N+1
‖(1 + λi(t))(K+1)/2hY (t)‖2D (5.55)
≤ C′′2K+1
(
℘DN+2
(
(1 + λi(t))
K/2h(t)
)2
+
∑
Y∈Π′
|Y |=N+1
|Y |≥L+1
‖(1 + λi(t))(K+2)/2GY µ(t)hI(t)‖2D + ℘DN+1
(
(1 + λi(t))
(K+2)/2g(t)
)2)
+ (C′′N+K+2)
2
(
℘DN+1
(
(1 + λi(t))
K/2h(t)
)
+
∑
Y ∈Π′
|Y |=N+1
I
(K+1)
Y (t)
+
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=N+1
1≤|Y2|≤N−L
‖(1 + λi(t))(K+2)/2γµGY1µ(t)hY2(t)‖D
)2
,
where C′′K+1 and C
′′
N+K+2 are constants depending only on τi,0(t). Adding
(
℘DN ((1 +
λi(t))
(K+1)/2h(t)
))2
to both sides of inequality (5.55), redefining the constants C′′K+1 and
C′′N+K+2, using that ℘
D
N
(
(1 + λi(t))
(K+1)/2h(t)
) ≤ Q(K+1)N,L′ , for 0 ≤ L′ ≤ N +K, accord-
ing to the hypothesis HK+1,N and using that ℘
D
N+2
(
(1 + λi(t))
K/2h(t)
) ≤ Q(K)N+2,L(t) for
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0 ≤ L ≤ N +K + 1 according to HK , we obtain that
℘DN+1
(
(1 + λi(t))
(K+1)/2h(t)
)2
(5.56)
≤ Q(K+1)N,L′ (t)2 + (C′′K+1)2
(
Q
(K)
N+2,L(t)
2
+
∑
Y∈Π′
|Y |=N+1
|Y |≥L+1
‖(1 + λi(t))(K+2)/2GY µ(t)hI(t)‖2D + ℘DN+1
(
(1 + λi(t))
(K+2)/2g(t)
)2)
+ (C′′N+K+2)
2
(
Q
(K)
N+1,L′(t) +
∑
Y ∈Π′
|Y |=N+1
I
(K+1)
Y (t)
+
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=N+1
1≤|Y2|≤N−L
‖(1 + λi(t))(K+2)/2γµGY1µ(t)hY2(t)‖D
)2
,
for 0 ≤ L ≤ N +K + 1 and 0 ≤ L′ ≤ N +K.
Using hypothesis HK+1,N it follows from definition (5.54) of I
(K+1)
Y (t), that∑
Y ∈Π′
|Y |=N+1
I
(K+1)
Y (t) ≤ C′′K+1
∑
1≤l≤L
τi,l(t)Q
(K+1)
N+1−l,L−l(t),
0 ≤ L ≤ N +K +1. Since τi,l(t)(1+ τi,j(t)) ≤ τi,l+j(t) it follows from expression (5.49) of
Q
(k)
n,L(t) that
∑
Y ∈Π′
|Y |=N+1
I
(K+1)
Y (t) (5.57)
≤ C′′N+K+2
∑
1≤l≤L
(1 + τi,l(t))
(
℘DN+K+2−l(h(t))
+
∑
0≤j≤K
N+1+j−l≥0
℘DN+1+j−l
(
(1 + λi(t))
(K+2−j)/2g(t)
)
+
∑
0≤j≤K
Z1,Z2∈Π
′
|Z1|+|Z2|≤N+1+j−l
|Z2|≤N+1+j−L−1
‖(1 + λi(t))(K+2−j)/2γµGZ1µ(t)hZ2(t)‖D
)
,
where C′′N+K+2 is a constant depending only on τi,0(t). If 0 ≤ L ≤ N +K, then it follows
from inequality (5.56) with L = L′, inequality (5.57) and expression (5.49) of Q
(K+1)
N+1,L, that
℘DN+1
(
(1 + λi(t))
(K+1)/2h(t)
) ≤ Q(K+1)N+1,L(t), 0 ≤ L ≤ N +K, (5.58)
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after a suitable definition of C′K+1 and C
′
K+N+2. If L = N + k + 1, then it follows using
(5.50c) for Q
(K+1)
N,L−1 and inequalities (5.56) and (5.57), that
℘DN+1
(
(1 + λi(t))
(K+1)/2h(t)
) ≤ Q(K+1)N+1,L(t), L = N + k + 1, (5.59)
after a suitable definition of C′K+1 and C
′
K+N+2. Inequalities (5.58) and (5.59) prove that
HK+1,N+1 is true if HK+1,N and HK are true. Since HK+1,0 is true if HK is true, it
follows by induction that HK+1,N is true for all N ≥ 0, i.e. HK+1 is true if HK is true.
Since H1 is true it now follows by induction that HK is true for all K ≥ 1. This proves
the theorem.
In order to eliminate L∞-norms coming from the right-hand side of the inequality of
Theorem 5.5 and in later energy estimates we shall derive appropriate L2 − L∞ estimates
for the solution of the inhomogeneous Dirac equation and wave equation. Let u, as in
Proposition 2.15, be the solution of the wave equation u = 0 with initial data (f, f˙) ∈
Mρ∞. Since the evolution operator in M
ρ
0 defined by the wave equation is unitary in M
ρ
0
it follows that
‖(f, f˙)‖2Mn =
∑
Y ∈Π′
|Y |≤n
‖TM1Y (t)(u(t), u˙(t))‖2M0 , n ≥ 0, (5.60)
where Y (t) is defined by (1.11). If (g, g˙) ∈Mρ∞, is an initial data for the wave equation at
time t, if follows from Proposition 2.15 and (5.60) that
(1 + |x|+ t)3/2−ρ|g(x)| (5.61)
+ (1 + |x|+ t)
∑
0≤|ν|≤n−1
(1 +
∣∣t− |x|∣∣)3/2−ρ+|ν|(|∂ν∇g(x)|+ |∂ν g˙(x)|)
≤ Cn,ρ
( ∑
Y ∈Π′
|Y |≤n+2
‖TM1Y (t)(g, g˙)‖2M0
)1/2
, n ≥ 1, t ≥ 0, 1/2 < ρ < 1.
Similarly, using the L1 − L∞ estimate in [21], we obtain
(1 + |x|+ t)3/2|α(x)| ≤ C
( ∑
Y ∈Π′
|Y |≤3
‖TD1Y (t)α‖2D
)1/2
, t ≥ 0, (5.62)
α ∈ D∞. We note that estimates (5.61) and (5.62) are relations expressed directly on
the space of initial data and that the bound is given by the canonical seminorms (in the
space of differentiable vectors) composed by the time evolution defined in (1.11) of the
enveloping algebra of the Poincare´ Lie algebra. We shall generalize this to a certain extent
to the nonlinear case by first expressing the derivatives ∂i and the second derivatives
∂i∂j , 1 ≤ i ≤ j, in terms of the nonlinear generators for the representation of sl(2,C) and
then use the Sobolev inequalities for weighted Lp spaces developed in [14].
In the case of the wave equation we introduce, for F, F˙ ∈ C∞(R3), t ∈ R, x ∈ R3, i, j ∈
{1, 2, 3},
FM0i(x) = xiF˙ (x), FMij (x) = (xi∂j − xj∂i)F (x), FPi = ∂iF, FP0 = F˙ , (5.63)
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where Mµν are for 0 ≤ µ < ν ≤ 3 the generators of sl(2,C) and Mµν = −Mνµ. Moreover
for f, f˙ ∈ C∞(R3) let KY (t, f, f˙ , F, F˙ ) and K˙Y (t, f, f˙ , F, F˙ ), where Y ∈ U(sl(2,C)) and
the degree of Y is at most two, be defined by
(KI(t), K˙I(t)) = (f, f˙), (5.64a)
(KMij (t), K˙Mij(t))(x) = (xi∂j − xj∂i)(f(x), f˙(x)), (5.64b)
(KM0i(t), K˙M0i(t))(x) = (xif˙(x) + t∂if(x), xi∆f(x) (5.64c)
+ ∂if(x) + t∂if˙(x) + xiF (x)),
(KMijMµν (t), K˙MijMµν (t))(x) = (xi∂j − xj∂i)(KMµν (t), K˙Mµν(t))(x), (5.64d)
(KM0iM0j (t))(x) = xi(K˙M0j (t))(x) + t∂i(KM0j (t))(x), (5.64e)
(K˙M0iM0j (t))(x) = xi∆(KM0j (t))(x) + (∂iKM0j (t))(x) (5.64f)
+ (t∂iK˙M0j (t))(x) + xiFM0j+tPj (x),
where I is the unit element in U(sl(2,C)), µ, ν ∈ {0, 1, 2, 3} and i, j ∈ {1, 2, 3}.
When there is no risk of confusion we omit the arguments f, f˙ , F, F˙ in (K, K˙) and
write (KY (t), K˙Y (t)). If u is a solution of the inhomogeneous wave equation u = G, then
it follows from the definition of ξY , Y ∈ U(p), that
(
(ξY u)(t),
d
dt
(ξY u)(t)
)
= (KY , K˙Y )
(
t, u(t),
d
dt
u(t), G(t),
d
dt
G(t)
)
, (5.65)
for Y ∈ U(sl(2,C)) and Y being of degree not greater than 2.
K and K˙ defined by (5.64a)–(5.64f) satisfy
∂i(tf˙(x) +
∑
1≤j≤3
xj∂jf(x)) (5.66a)
= (K˙M0i(t))(x)−
∑
1≤j≤3
(∂jKMij (t))(x)− 2∂if(x)− xiF (x)
and
∂i
(
t(K˙Mµν (t))(x) +
∑
1≤j≤3
xj(∂jKMµν (t))(x)
)
(5.66b)
=
(
K˙M0iMµν (t)−
∑
1≤j≤3
∂jKMijMµν (t)− 2∂iKMµν (t)
)
(x)− xi(FMµν(t)(t))(x),
where µ, ν ∈ {0, 1, 2, 3}, 1 ≤ i ≤ 3 and Mij(t) = Mij for 1 ≤ i < j ≤ 3 and M0i(t) =
M0i+ tPi. These two formulas express the dilatation generator y
µ∂µ in terms of the action
of sl(2,C).
In 4-dimensional conventional notations with contravariant coordinates yµ, 0 ≤ µ ≤ 3,
we have, using the summation convention,
yνyν∂µ = yµy
ν∂ν + y
ν(yν∂µ − yµ∂ν),
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which reads
λ∂µ = yµD + y
νMνµ, 0 ≤ µ ≤ 3, (5.67)
with D = yν∂ν , λ = y
νyν and Mµν = yµ∂ν − yν∂µ. It follows from (5.67) that
∂µ∂ν = λ
−1(yµyν+ gµνD) (5.68)
+ λ−2
(
yαyβ(MαµMβν +MανMβµ) + yµy
αDMαν + yνy
αDMαµ
− yµyαMαν − yνyαMαµ − yµyν(1
2
MαβM
αβ
+ 4D)
)
,
for 0 ≤ µ ≤ 3, 0 ≤ ν ≤ 3. Formulas (5.66a), (5.66b), (5.67) and (5.68) give ∂i, ∂i∂j
expressed in terms of KY , K˙Y , F, F˙ since, on initial conditions,  can be replaced by F.
For later reference we shall state particular L∞-estimates for the electromagnetic
potential.
Proposition 5.6. Let t ≥ 0, (f, f˙) ∈ M0∞, (F, F˙ ) ∈ M0∞ and suppose that the function
x 7→ xi(F (x), F˙ (x)) is an element of M0∞, 1 ≤ i ≤ 3.
i) If a ∈ R, then
(1 + |x|)1+a|f(x)| ≤ C
(∑
Y
‖(1 + | · |2)a/2KY (t)‖L2 + ‖(1−∆)f‖L2
)
, x ∈ R3,
where the sum is taken over Y ∈ Π′ ∩ U(su(2)), |Y | ≤ 2.
ii) If 0 < δ < 1, then
(1 + t)3/2|f(x)| ≤ Cδ
(∑
Y
‖(KY (t), K˙Y (t))‖M0 + ‖(1−∆)f‖L2
+
∑
Z
(1 + t)‖FZ(t)(t)‖L6/5
)
, 0 ≤ |x| ≤ δt,
where Z(t) is given by (1.11) and the sums are taken over Y, Z ∈ Π′ ∩U(sl(2,C)), |Y | ≤ 2
and |Z| ≤ 2.
iii) If 0 < δ1 < 1 < δ2, then
(1 + t)(1 + |t− ∣∣x|∣∣)1/2|f(x)| ≤ Cδ1,δ2(∑
Y
‖(KY (t), K˙Y (t))‖M0 + ‖(1−∆)f‖L2
+
∑
Z
(1 + t)‖FZ(t)(t)‖L6/5
)
, δ1t ≤ |x| ≤ δ2t,
where the domains of summation are as in ii).
iv) If 0 < δ < 1 and a ∈ R then
(1 + |x|)3/2+a|f(x)| ≤ Cδ,a
(∑
Y
‖(1 + | · |2)a/2(KY (t), K˙Y (t))‖M0 + ‖(1−∆)f‖L2
+
∑
Z
‖(1 + | · |)1+aFZ(t)(t)‖L6/5
)
, 0 ≤ t ≤ δ|x|,
where domains of summation are as in ii).
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Proof. Statement i) of the proposition follows from [[14], Theorem 3.1]. To prove statement
ii) let, for given 0 < δ < 1, δ′ be such that 0 < δ < δ′ < 1 and let ϕ ∈ C∞(R3,R) be
a positive function with supp ϕ ⊂ {x∣∣|x| ≤ δ′}, ϕ(x) = 1 for |x| ≤ δ. For t ≥ 1, let
ψt(x) = ϕ(x/t). It follows from (5.66a)–(5.68) that
‖ψtf‖L2 + t
∑
1≤i≤3
‖∂iψtf‖L2 + t2
∑
1≤i≤3
1≤j≤3
‖∂i∂jψtf‖L2 (5.69)
≤ Cδ,δ′
(∑
Y
‖(KY (t), K˙Y (t))‖M0 +
∑
Z
(1 + t)‖|∇|−1FZ(t)(t)‖L2
)
, t ≥ 1,
where Y, Z ∈ Π′ ∩ U(sl(2,C)) and |Y | ≤ 2, |Z| ≤ 2. Let gt(y) = ψt(ty)f(ty), t ≥ 1. Since
‖|∇|−1FZ(t)(t)‖L2 ≤ C‖FZ(t)(t)‖L6/5 and
sup
|x|≤δt
t3/2|f(x)| ≤ t3/2‖gt‖L∞ (5.70)
≤ Ct3/2‖(1−∆)gt‖L2
≤ C
(
‖ψtf‖L2 + t
∑
1≤i≤3
‖∂iψtf‖L2 + t2
∑
1≤i≤3
1≤j≤3
‖∂i∂jψtf‖L2
)
, t ≥ 1,
it follows from (5.69) that statement ii) is true for t ≥ 1. For 0 ≤ t ≤ 1 it follows from
‖f‖L∞ ≤ C‖(1−∆)f‖L2.
To prove statement iii) we introduce the metric ds2 = (1 + (R − t)2)−1dR2 + (1 +
R2)−1ds′2 in R3 − {x∣∣|x| ≤ 12} where R = |x| and where ds′2 is the Euclidean metric on
the unit sphere. It then follows from (5.66a)–(5.68) and from [[14], Proposition 2.1] that
statement iii) is true. Statement iv) follows similarly. This proves the proposition.
In the case of the Dirac equation, let h be a solution in a time interval containing t of
(iγµ∂µ +m)h = g, g ∈ C∞(R+ × R3). (5.71)
Let
Mµν =Mµν + 1
4
(γµγν − γνγµ). (5.72)
It follows from (5.67) that
λ∂µ = yµD − 1
4
yα(γαγµ − γµγα) + yαMαµ, (5.73)
and it follows from the Dirac equation (5.71) that
D(e−imγ
νyνh) = −e−imγνyν (−3/2h+ λ−1γµyµyαγβMαβh+ iγαyαg). (5.74)
We observe that
[Mµν , γαyα] = 0, (γνyν)2 = λ, (5.75)
which we get by a direct calculation.
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Theorem 5.7. Let k ∈ N, t ∈ R+, x ∈ R3 and let the function x 7→ qt(x) (resp. x 7→ rt(x))
be defined as in (5.13c) (resp. (5.26)). If h is a solution of equation (5.71), then
(1 + t+ |x|)3/2(1 + qt(x) + rt(x))k/2|h(t, x)|
≤ Ck
(
℘Dk+8(h(t)) +
∑
0≤j≤k+5
℘D2+j
(
(1 + qt + rt)
(k+7−j)/2g(t)
)
+ t℘D1
(
(1 + qt)
(k+4)/2g(t)
))
,
for some constants Ck independent of t, x, h, g.
Proof. Let y0 ≥ 1 + |~y|, ~y = (y1, y2, y3) ∈ R3. Then (γµyν)2 = yνyνI and the operator
exp(−imγνyν) is unitary on C4. It follows from (5.73), (5.74) and (5.75) that
y0|∂je−imγνyνh(y)| (5.76)
≤ C
(
qy0(~y)|h(y)|+ qy0(~y)3/2
∑
α,β
|Mαβh(y)|+ qy0(~y)1/2y0|g(y)|
)
, 1 ≤ j ≤ 3.
Let ϕ ∈ C∞(R) be a positive function such that ϕ(s) = 0 for s ≤ 1 and ϕ(s) = 0 for s ≥ 2
and let ψy0(~y) = ϕ(y0 − |~y|). Since |∂jψy0(~y)| ≤ C(1 + y0)−1qy0(~y), it follows from (5.76),
with h1(y) = e
−imγνyνh(y), that
y0‖∂jqk/2y0 ψy0h1(y0, ·)‖Lp(R3) (5.77)
≤ Ck
(
‖qk/2+1y0 h(y0, ·)‖Lp(Qy0 ) +
∑
α,β
‖qk/2+3/2y0 (Mαβh)(y0, ·)‖Lp(Qy0 )
+ y0‖q1/2+k/2y0 g(y0, ·)‖Lp(Qy0 )
)
, y0 ≥ 1, 1 ≤ p ≤ ∞, 1 ≤ j ≤ 3, k ≥ 0,
where Qy0 = {~y ∈ R3
∣∣y0 ≥ 1 + |~y|}.
It now follows by a substitution of variable as in the proof of statement ii) of Propo-
sition 5.6, using the Sobolev inequality ‖ · ‖L∞ ≤ C(‖ · ‖Lp +
∑
i ‖∂i · ‖Lp), p > 3, that
y
3/p
0 q
k/2
y0
(~y)|h(y)| (5.78)
≤ Ck,p
(
‖qk/2+1y0 h(y0, ·)‖Lp(Qy0 )
+
∑
α,β
‖qk/2+3/2y0 (Mα,βh)(y0, ·)‖Lp(Qy0 ) + y0‖q
k/2+1/2
y0
g(y0, ·)‖Lp(Qy0 )
)
,
where y0 ≥ 1, p > 3, 1 ≤ j ≤ 3, k ≥ 0 and |~y|+2 ≤ y0. Similarly, as we obtained inequality
(5.77), we get that (with a new function ϕ)
y0
(
‖∂jqk/2+1y0 h1(y0, ·)‖Lp(Qy0 ) +
∑
α,β
‖∂jqk/2+3/2y0 (Mαβh1)(y0, ·)‖Lp(Qy0 )
)
(5.79)
≤ Ck
(
‖qk/2+2y0 h(y0, ·)‖Lp(Q′y0 ) +
∑
α,β
‖qk/2+5/2y0 (Mαβh)(y0, ·)‖Lp(Q′y0 )
+
∑
α,β,µ,ν
‖qk/2+3y0 (MαβMµνh)(y0, ·)‖Lp(Q′y0 ) + y0‖q
k/2+3/2
y0 g(y0, ·)‖Lp(Q′y0 )
+ y0
∑
α,β
‖qk/2+2y0 (Mαβg)(y0, ·)‖Lp(Q′y0 )
)
, y0 ≥ 1, 1 ≤ p ≤ ∞, 1 ≤ j ≤ 3, k ≥ 0,
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where Q′y0 = {~y ∈ R3
∣∣y0 ≥ 1/2 + |~y|}. Sobolev inequality ‖ · ‖Lp ≤ C(‖ · ‖L2+∑
i ‖∂i · ‖L2), 2 ≤ p ≤ 6, and inequality (5.79) give, as in the case of (5.78), after a
change of variable
y
3/2−3/p
0
(
‖qk/2+1y0 h(y0, ·)‖Lp(Qy0 ) +
∑
α,β
‖qk/2+3/2y0 (Mαβh)(y0, ·)‖Lp(Qy0 )
)
(5.80)
≤ Ck,p
(
‖qk/2+2y0 h(y0, ·)‖L2(Q′y0 ) +
∑
α,β
‖qk/2+5/2y0 (Mαβh)(y0, ·)‖L2(Q′y0 )
+
∑
α,β,µ,ν
‖qk/2+3y0 (MαβMµνh)(y0, ·)‖L2(Q′y0 ) + y0‖q
k/2+3/2
y0
g(y0, ·)‖L2(Q′y0 )
+ y0
∑
α,β
‖qk/2+2y0 (Mαβg)(y0, ·)‖L2(Q′y0 )
)
,
where 2 ≤ p ≤ 6, y0 ≥ 1, 1 ≤ j ≤ 3 and k ≥ 0. It follows now from inequalities (5.78) and
(5.80) with p = 6, that
y
3/2
0 q
k/2
y0
(~y)|h(y)| (5.81)
≤ Ck
(
‖qk/2+2y0 h(y0, ·)‖L2(Q′y0 ) +
∑
α,β
‖qk/2+5/2y0 (Mαβh)(y0, ·)‖L2(Q′y0 )
+
∑
α,β,µ,ν
‖qk/2+3y0 (MαβMµνh)(y0, ·)‖L2(Q′y0 ) + y0‖q
k/2+3/2
y0 g(y0, ·)‖L2(Q′y0 )
+ y0‖qk/2+2y0 (Mαβg)(y0, ·)‖L2(Q′y0 ) + y0‖q
k/2+1/2
y0
g(y0, ·)‖L6(Qy0 )
)
, y0 ≥ 1 + |~y|, k ≥ 0.
By considering a time-translation in equation (5.71), by using Sobolev embedding for the
L6-term we obtain from (5.81), after changing the notation,
(1 + t)3/2q
k/2
t (x)|h(t, x)| (5.82)
≤ Ck
( ∑
Y ∈Π′
|Y |≤2
‖qk/2+3t (ξDY h)(t)‖L2(Q′′t ) + t
∑
Y ∈Π′
|Y |≤1
‖qk/2+2t (ξDY g)(t)‖L2(Q′′t )
)
,
t ≥ 0, |x| ≤ t+ 2, k ≥ 0, where Q′′t = {x ∈ R3
∣∣|x| ≤ t+ 3}.
We next consider the decrease properties of h outside the light-one. According to the
definition of rt, t ≥ 0, we have, with ∂α = ∂α11 ∂α22 ∂α33 ,∑
|α|≤2
(1 + |x|)|α||∂αh(t, x)| =
∑
|α|≤2
rt(x)
|α||∂αh(t, x)|,
for |x| ≥ t. Using a cut-off function and [[14] Proposition 2.1] we obtain
(1 + |x|)3/2+l/2|h(t, x)| ≤ C
∑
|α|≤2
‖r|α|+l/2t ∂αh(t)‖L2(Ot), (5.83)
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|x| ≥ t+ 1, l ≥ 0, where Ot = {x ∈ R3||x| ≥ t}.
Inequality (5.82) and Theorem 5.5, with G = 0, i = 0, n = 2, L = 0 and k replaced by
k + 6, give that
(1 + t)3/2(1 + qt(x))
k/2|h(t, x)| (5.84)
≤ Ck
(
℘Dk+8(h(t)) +
∑
0≤j≤k+5
℘D2+j
(
(1 + qt)
(k+7−j)/2g(t)
)
+ t℘D1
(
(1 + qt)
(k+4)/2g(t)
))
,
t ≥ 0, |x| ≤ t+ 2, k ≥ 0.
Inequality (5.83) and Theorem 5.5 with G = 0, i = 1, n = 2, L = 0 and k replaced by
l + 4, give that
(1 + |x|)(3+l)/2|h(t, x)| ≤ C℘D2
(
(1 + qt + rt)
(l+4)/2h(t)
)
(5.85)
≤ Cl
(
℘Dl+6(h(t)) +
∑
0≤j≤l+3
℘D2+j
(
(1 + qt + rt)
(l+5−j)/2g(t)
))
,
|x| ≥ t+ 1, t ≥ 0, l ≥ 0.
The inequality of the theorem now follows from inequalities (5.84) and (5.85), since
1 + qt(x) + rt(x) ≤ C(1 + qt(x)) for 0 ≤ |x| ≤ t + 1 and 1 + qt(x) + rt(x) ≤ C(1 + rt(x))
for |x| ≥ t ≥ 0. This proves the theorem.
To illustrate the use of the last theorem in our context, we shall apply it to the
equation
(iγµ∂µ +m− γµGµ)h = g. (5.86)
In order to state the result we introduce certain notations. Let 0 ≤ a(0) ≤ · · · ≤ a(k) ≤ · · ·
be a sequence of real numbers and let
bn =
∑
1≤p≤n
∑
n1+···+np=n
ni≥1
∏
1≤j≤p
a(nj), n ≥ 1, b0 = a(0). (5.87)
Let
T∞(n)(t) =
∑
Y ∈Π′
|Y |≤n
(
‖δ(t)1/2GY (t)‖L∞ + (1 + t)‖ξY ∂µGµ(t)‖L∞ (5.88a)
+ (1 + t)‖FY (t)‖L∞ + ‖QY (t)‖L∞
)
, t ≥ 0, n ≥ 0
where (δ(t))(x) = δ(t, x) = 1+t+ |x|, GY µ = (ξMY G)µ for Y ∈ Π′, FY µν = ∂µGY ν−∂νGY µ,
QY (y) = y
µGY µ(y) and where ξY is given by (4.81). Let
T 2(n)(t) = ℘M
1
n (G(t), G˙(t)) (5.88b)
+
∑
Y ∈Π′
|Y |≤n
(
‖δ(t)−3/2QY (t)‖L2 + ‖δ(t)−1/2FY (t)‖L2 + ‖δ(t)−1/2ξY ∂µGµ(t)‖L2
)
,
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t ≥ 0, n ≥ 0. We introduce the notation T∞n (t) and T 2N,n(t), N, n ≥ 0, by
T∞n (t) = bn, (resp. T
2
N,n(t) = bn), (5.89a)
where bn is given by formula (5.87) for
a(n) = T∞(n)(t), (resp. a(n) = T 2(N+n)(t)). (5.89b)
We define
T 2n = T
2
0,n (5.89c)
and we note that it follows from (5.87) that bn1bn2 ≤ bn1+n2 , n1, n2 ≥ 1, which gives that
T∞n1 (t)T
∞
n2
(t) ≤ T∞n1+n2(t), T 2N,n1T 2N,n2(t) ≤ T 2N,n1+n2(t), n1, n2 ≥ 1. (5.89d)
Moreover
T 2n+N (t) ≤ CT 2N,n(t), (5.89e)
where C is a function of T 2N (t).
Theorem 5.8. Let N ≥ 0, hY ∈ C0(R+, D) for |Y | ≤ N +8, (GY , G˙Y ) ∈ C0(R+,M1) for
|Y | ≤ N + 10, where Y ∈ Π′, hY = ξDY h,GY = ξMY G and G˙Y (t) = ddtGY (t). Let
Hn(t) =
∑
Y ∈Π′
|Y |+k≤n
‖δ(t)3/2(1 + qt + rt)k/2hY (t)‖L∞ , n ≥ 0,
where qt and rt are as in (5.13c) and (5.26). Let
R2n(t) =
∑
l+k≤n
℘Dl
(
(1 + qt + rt)
k/2g(t)
)
,
R∞n (t) =
∑
Y ∈Π′
|Y |+k≤n
‖δ(t)3/2(1 + qt + rt)k/2gY (t)‖L∞
and
R′n(t) =
∑
l+k≤n
℘Dl
(
δ(t)(1 + qt + rt)
k/2g′(t)
)
, n ≥ 0,
where g′ = (2m)
−1
(m− iγµ∂µ + γµGµ)g, gY = ξDY g, g′Y = ξDY g′. If g is defined by formula
(5.86) and if R2N+9(t) < ∞, R′N+7(t) < ∞, T∞9 (t) < ∞, T 29,N(t) < ∞ then there is a
constant aN depending only on T
∞
9 (t), such that
HN (t) ≤ aN
(
R′N+7(t) +R
2
N+9(t) +R
∞
N (t) + ℘
D
N+8(h(t))
+
∑
n1+n2≤N
n2≤N−1
T 29,n1(t)
(
R′n2+7(t) +R
2
n2+9
(t) +R∞n2(t) + ℘
D
n2+8
(h(t))
))
.
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Proof. We prove the theorem by induction in N . Suppose that the inequality of the
theorem, with n instead of N , is true for 0 ≤ n ≤ N − 1 and suppose that the hypotheses
of the theorem are true for N.
We first estimate ℘Dn
(
(1 + λi(t))
k/2h(t)
)
, i = 0 or i = 1, for n + k ≤ N + 8, where
λi is as in Theorem 5.5. According to the hypotheses, hY ∈ C0(R+, D) for |Y | ≤
N + 8, GY ∈ C0(R+, L2loc(R3,R4)) (since ‖GY (t)‖L6 ≤ C‖(GY (t), 0)‖M1 and L6(R3) ⊂
L2loc(R
3)) for |Y | ≤ N + 10 and GY ∈ C0(R+, L∞(R3,R4)) since ‖GY (t)‖L∞ ≤ C‖(1 −
∆)1/2(GY (t), 0)‖M1) for |Y | ≤ N + 9, Y ∈ Π′. Moreover
‖GY1µ(t)hY2(t)‖D ≤ ‖GY1(t)‖L6‖hY2(t)‖L3 ≤ C℘M
1
|Y1|
(G(t), 0)℘D|Y2|+1(h(t)),
by Sobolev embedding. This shows that GY1µ(t)hY2(t) ∈ C0(R+, D) for Y1, Y2 ∈ Π′ such
that |Y1| ≤ N + 7 and |Y2| ≤ N + 6− L, where 0 ≤ L ≤ N + 7. Thus, the hypotheses of
Theorem 5.5 are satisfied for n+ k ≤ N + 8. Using that
‖(1 + λi(t))(k+1−j)/2γµGZ1µ(t)hZ2(t)‖D
≤ ‖GZ1µ(t)‖L6‖(1 + λi(t))(k+1−j)/2hZ2(t)‖L3
≤ C‖(GZ1(t), 0)‖M1‖δ(t)−3/2‖L3‖δ(t)3/2(1 + λi(t))(k+1−j)/2hZ2(t)‖L∞ ,
for some constant C and using that ‖δ(t)−3/2‖L3 ≤ C′(1 + t)−1/2 ≤ C′ for some constant
C′, we obtain using Theorem 5.5 that
℘Dn
(
(1 + λi(t))
k/2h(t)
)
≤ C′n+k
∑
0≤l≤L
(1 + τi,l(t))
∑
0≤j≤k−1
℘n+j−l
(
(1 + λi(t))
(k+1−j)/2g(t)
)
+ C′n+k
∑
0≤l≤L
(1 + τi,l(t))℘
D
n+k−l(h(t))
+ C′n+k
∑
0≤l≤L
(1 + τi,l(t))
∑
0≤j≤k−1
Z2∈Π
′
n1+|Z2|≤n+j−l
|Z2|≤n+j−L−1
T 2(n1)(t)‖δ(t)3/2(1 + λi(t))(k+1−j)/2hZ2(t)‖L∞ ,
where n+ k ≤ N +8, 0 ≤ L ≤ n+ k− 1 and C′n+k is a constant depending only on τi,0(t).
Using the definitions of Rn(t) and Hn(t), we obtain that
℘Dn
(
(1 + λi(t))
k/2h(t)
)
(5.90)
≤ C′n+k
∑
n1≤L
n1+n2=n+k+1
(1 + τi,n1(t))R
2
n2(t) + C
′
n+k
∑
n1≤L
n1+n2=n+k
(1 + τi,n1(t))℘
D
n2(h(t))
+ C′n+k
∑
n1+n2+n3=n+k+1
n1≤L,n3≤n+k−L
(1 + τi,n1(t))T
2(n2)(t)Hn3(t), 0 ≤ L ≤ n+ k − 1.
Let
h(1) = h− (2m)−1(Gµγµh+ g). (5.91)
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Then it follows that
℘Dn (h
(1)(t)) ≤ ℘Dn (h(t)) + (2m)−1℘Dn (g(t))
+ Cn
∑
Z∈Π′
|Z|+n2≤n
|Z|≤L
‖GZ(t)‖L∞℘Dn2(h(t))
+ Cn
∑
Z1,Z2∈Π
′
|Z1|+|Z2|≤n
|Z2|≤n−L−1
‖GZ1(t)‖L6‖hZ2(t)‖L3 .
Since ‖hZ2(t)‖L3 ≤ C(1 + t)−1/2‖δ(t)3/2hZ2(t)‖L∞ ≤ C‖δ(t)3/2hZ2(t)‖L∞ , we obtain that
℘Dn (h
(1)(t)) ≤ ℘Dn (h(t)) + (2m)−1℘Dn (g(t)) (5.92)
+ Cn
( ∑
n1+n2=n
n1≤L
T∞n1 (t)℘
D
n2
(h(t)) +
∑
n1+n2=n
n2≤n−L−1
T 2n1(t)Hn2(t)
)
,
where 0 ≤ L ≤ n.
Let
g(1) = (2m)
−1
γµγνGµGνh− im−1Gµ∂µh (5.93a)
− i(2m)−1h∂µGµ − i(8m)−1(γµγν − γνγµ)hFµν ,
where
Fµν = ∂µGν − ∂νGµ, 0 ≤ µ ≤ 3, 0 ≤ ν ≤ 3. (5.93b)
It follows from (5.93a) and (5.93b) that
ξDY g
(1) = (2m)
−1
γµγν
∑Y
Y1,Y2,Y3
GY1µGY2νhY3 (5.94a)
− im−1
∑Y
Y1,Y2
(
GµY1∂µhY2 +
1
2
hY2∂µG
µ
Y1
+
1
8
(γµγν − γνγµ)hY2FY1µν
)
, Y ∈ U(p),
where
FY µν = ∂µGY ν − ∂νGY µ, GY µ = (ξMY G)µ. (5.94b)
According to inequality (5.7d), we have
∣∣∑
µ
GµY1∂µhY2
∣∣δ (5.95)
≤ C
(∑
µ
|GµY1 ||hPµY2 |+ |QY1 |
∑
ν
|hPνY2 |+
∑
µ,ν
|GµY1 |(|hMµνY2 |+ |hY2 |)
)
,
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where the sums are taken over 0 ≤ µ ≤ 3, 0 ≤ ν ≤ 3. Equality (5.94a) and inequality (5.95)
give
|ξDY g(1)| ≤ C
( ∑Y
Y1,Y2,Y3
|GY1 ||GY2 ||hY3 | (5.96)
+
∑Y
Y1,Y2
(
δ−1
(
(|GY1 |+ |QY1 |)
∑
µ
|hPµY2 |+ |GY1 |
(|hY2 |+∑
µ,ν
|hMµνY2 |
))
+
∣∣∑
µ
∂µG
µ
Y1
∣∣|hY2 |+ |FY1 ||hY2 |)), Y ∈ U(p).
Using that
‖GY1µ(t)GY2ν(t)hY3(t)‖D ≤ ‖GY1(t)‖L6‖GY2(t)‖L6‖hY3(t)‖L6
≤ C‖(GY1(t), 0)‖M1‖(GY2(t), 0)‖M1‖hY3(t)‖L6,
by Ho¨lder inequality and Sobolev embedding, using the argument in the derivation of
(5.92) and using definitions (5.88a) and (5.88b) of T∞(n) and T 2(n), we obtain from (5.96)
℘Dn
(
δ(t)(1 + λ1(t))
k/2g(1)(t)
)
≤ Cn+k
∑
n1+n2+n3≤n
n1+n2≤L
T∞n1 (t)T
∞
n2
(t)℘Dn3
(
(1 + λ1(t))
k/2h(t)
)
+ Cn+k
∑
Z∈Π′
n1+n2+|Z|≤n
n1+n2≥L+1
T 2n1(t)T
2
n2
(t)‖δ(t)(1 + λ1(t))k/2hZ(t)‖L6
+ Cn+k
∑
n1+n2≤n
n1≤L
T∞n1 (t)℘
D
n2+1
(
(1 + λ1(t))
k/2h(t)
)
+ Cn+k
∑
Z∈Π′,|Z|≥1
n1+|Z|≤n+1
n1≥L+1
T 2n1(t)‖δ(t)3/2(1 + λ1(t))k/2hZ(t)‖L∞ ,
where 0 ≤ L ≤ n. Using inequality (5.89d) we obtain that
℘Dn
(
δ(t)(1 + λ1(t))
k/2g(1)(t)
)
≤ Cn+k
( ∑
n1+n2≤n
n1≤L
T∞n1 (t)℘
D
n2+1
(
(1 + λ1(t))
k/2h(t)
)
+
∑
n1≤n,Z∈Π
′
n1+|Z|≤n+1
n1≥L+1
T 2n1(t)‖δ(t)3/2(1 + λ1(t))k/2hZ(t)‖L∞
+
∑
n1+|Z|≤n
n1≥L+1
T 2n1(t)‖δ(t)(1 + λ1(t))k/2hZ(t)‖L6
)
,
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where 0 ≤ L ≤ n. Since
‖δ(t)f‖L6 ≤ ‖f‖1/3L2
(‖(δ(t))3/2f‖L∞)2/3 ≤ C(‖f‖L2 + ‖(δ(t))3/2f‖L∞),
it follows that
℘Dn (δ(t)(1 + λ1(t))
k/2g(1)(t))
≤ Cn+k
( ∑
n1+n2≤n
n1≤L
T∞n1 (t)℘
D
n2+1
(
(1 + λ1(t))
k/2h(t)
)
+
∑
n1+n2≤n
n1≥L+1
T 2n1(t)℘
D
n2
(
(1 + λ1(t))
k/2h(t)
)
+
∑
n1+|Z|≤n+1
n1≤n,Z∈Π
′
n1≥L+1
T 2n1(t)‖δ(t)3/2(1 + λ1(t))k/2hZ(t)‖L∞
)
,
where 0 ≤ L. This inequality and the definition of Hn, give that
∑
n+k≤M
℘Dn
(
δ(t)(1 + λ1(t))
k/2g(1)(t)
)
(5.97)
≤ CM
( ∑
n1+n2+k≤M
n1≤L
T∞n1 (t)℘
D
n2+1
(
(1 + λ1(t))
k/2h(t)
)
+
∑
n1+n2+k≤M
n1≥L+1
T 2n1(t)℘
D
n2
(
(1 + λ1(t))
k/2h(t)
)
+
∑
n1+n2≤M
n1≥L+1
T 2n1(t)Hn2+1(t)
)
,
where L ≥ 0 is an integer. With L = L0 and i = 1 in inequality (5.90), we obtain, using
that τ1,n(t) ≤ T∞n (t),
℘Dn
(
(1 + λ1(t))
k/2h(t)
)
(5.98)
≤ C′′n+k
(
R2n+k+1(t) + ℘
D
n+k(h(t)) +
∑
n1+n2≤n+k+1
n2≤n+k−L0
T 2n1(t)Hn2(t)
)
,
where C′′n+k is a constant depending only on T
∞
L0
(t). It follows from inequalities (5.97) and
(5.98) that
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∑
n1+n2+k≤M
n1≤L
T∞n1 (t)℘
D
n2+1
(
(1 + λ1(t))
k/2h(t)
)
(5.99)
≤ aM,L0
( ∑
n1+n2≤M+2
n1≤L
T∞n1 (t)R
2
n2
(t) +
∑
n1+n2≤M+1
n1≤L
T∞n1 (t)℘
D
n2
(h(t))
+
∑
n1+n2+n3≤M+2
n1≤L,n3≤M+1−L0
T∞n1 (t)T
2
n2(t)Hn3(t)
)
, L ≥ 0, L0 ≥ 0,M ≥ 0,
where aM,L0 is a constant depending only on T
∞
L0
(t). Similarly we obtain that
∑
n1+n2+k≤M
n1≥L+1
T 2n1(t)℘
D
n2
(
(1 + λ1(t))
k/2h(t)
)
(5.100)
≤ aM,L0
( ∑
n1≥L+1
n1+n2≤M+2
T 2n1(t)R
2
n2
(t) +
∑
n1+n2≤M+1
n1≥L+1
T 2n1(t)℘
D
n2
(h(t))
+
∑
n1+n2≤M+2
n1≥L+1
n2≤M−L−L0
T 2n1(t)Hn2(t)
)
, L ≥ 0, L0 ≥ 0,M ≥ 0,
where aM,L0 is a constant depending only on T
∞
L0
(t). It follows from inequalities (5.97) and
(5.99), and from inequality (5.100) with N0 instead of L0, that∑
n+k≤M
℘Dn
(
δ(t)(1 + λ1(t))
k/2g(1)(t)
)
(5.101)
≤ aM,L0,N0
( ∑
n1+n2≤M+2
n1≤L
T∞n1 (t)R
2
n2
(t) +
∑
n1+n2≤M+2
n1≥L+1
T 2n1(t)R
2
n2
(t)
+
∑
n1+n2≤M+1
n1≤L
T∞n1 (t)℘
D
n2(h(t)) +
∑
n1+n2≤M+1
n1≥L+1
T 2n1(t)℘
D
n2(h(t))
+
∑
n1+n2+n3≤M+2
n1≤L
n3≤M+1−L0
T∞n1 (t)T
2
n2(t)Hn3(t) +
∑
n1+n2≤M+2
n1≥L+1
n2≤M−L−N0
T 2n1(t)Hn2(t)
)
,
where M,L, L0, N0 are nonnegative integers and aM,L0,N0 is a constant depending only on
T∞L0(t) and T
∞
N0
(t).
Since h and g satisfy equation (5.86) it follows, as in the proof of Theorem 5.1 (cf.
(5.8) and (5.9)), that
(iγµ∂µ +m)h
(1) = g′ + g(1), (5.102a)
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where h(1) is given by (5.91), g(1) by (5.93a) and g′ = (2m)
−1
(m − iγµ∂µ + γµGµ)g. It
follows from (5.102) that
(iγµ∂µ +m)h
(1)
Y = g
′
Y + g
(1)
Y , Y ∈ U(p). (5.102b)
It follows from Theorem 5.7 and equation (5.102b) that∑
Y ∈Π′
|Y |+k≤N
(δ(t, x))3/2(1 + λ1(t, x))
k/2|h(1)(t, x)| (5.103)
≤ CN
(
℘DN+8(h
(1)(t)) +R′N+7(t) +
∑
n+k≤N+7
℘Dn
(
δ(t)(1 + λ1(t))
k/2g(1)(t)
))
,
for some constant CN . Let n = N + 8, L = 8 in (5.92) and let M = N + 7, L = 9, L0 =
9, N0 = 0 in (5.101). It then follows from inequalities (5.92), (5.101) and (5.103) that∑
Y ∈Π′
|Y |+k≤N
(δ(t, x))3/2(1 + λ1(t, x))
k/2|h(1)Y (t, x)| ≤ bN (t), (5.104)
where
bN (t) = aN
(
R′N+7(t) +R
2
N+9(t) + ℘
D
N+8(h(t)) +
∑
n1+n2≤N+9
n2≤N−1
T 2n1(t)R
2
n2
(t) (5.105a)
+
∑
n1+n2≤N+8
n2≤N−2
T 2n1(t)℘
D
n2(h(t)) +
∑
n1+n2≤N+9
n2≤N−1
T 2n1(t)Hn2(t)
)
,
for some constant aN depending only on T
∞
9 (t). According to definition (5.89a) of T
2
N,n
and according to inequality (5.89e), it follows from (5.104a) that
bN (t) ≤ aN
(
R′N+7(t) +R
2
N+9(t) + ℘
D
N+8(h(t)) (5.105b)
+
∑
n1+n2≤N
n2≤N−1
T 29,n1(t)
(
R2n2(t) + ℘
D
n2
(h(t)) +Hn2(t)
))
.
Definition (5.91) of h(1) gives that
h
(1)
Y = hY − (2m)−1GIµγµhY − (2m)−1gY − (2m)−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
GY1µγ
µhY2 ,
Y ∈ Π′, which together with inequality (5.104) shows that∑
Y ∈Π′
|Y |+k≤N
δ(t, x)3/2(1 + λ1(t, x))
k/2
(|hY (t, x)| − (2m)−1|GIµ(t, x)||hY (t, x)|)
≤ 2m−1R∞N (t) + (2m)−1
∑
Y1,Y2∈Π
′
|Y |+k≤N
|Y1|+|Y2|=|Y |
|Y2|≤|Y |−1
‖GY1(t)‖L∞‖δ(t)3/2(1 + λ1(t))k/2hY2(t)‖L∞ + bN (t).
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Using that ‖GY1(t)‖L∞ ≤ ‖(1−∆)1/2∇GY1(t)‖L2 ≤ ℘M
1
|Y1|+1
(
(G(t), 0)
)
, that
δ(t, x)3/2(1 + λ1(t, x))
k/2|Gµ(t, x)||hY (t, x)|
≤ |δ(t, x)1/2G(t, x)|(δ(t, x)3/2(1 + λ1(t, x))k/2|hY (t, x)|)εk |hY (t, x)|1−εk
where εk = (2 + k)/(3 + k) and that |hY (t, x)| ≤ C℘D|Y |+2(h(t)), we obtain that
δ(t, x)3/2(1 + λ1(t, x))
k/2|hY (t, x)| (5.106)
− (2m)−1T∞0 (t)
(
δ(t, x)3/2(1 + λ1(t, x))
k/2|hY (t, x)|
)εk(℘D|Y |+2(h(t))1−εk
≤ (2m)−1R∞N (t) + (2m)−1
∑
n1+n2≤N+1
n2≤N−1
T 2n1(t)Hn2(t) + bN (t).
For fixed t, x, k and Y , let a = δ(t, x)3/2(1 + λ1(t, x))
k/2|hY (t, x)| and let b′N be the right-
hand side of inequality (5.106). Then
a− (2m)−1T∞0 (t)
(
℘D|Y |+2(h(t))
)1−εkaεk ≤ b′N .
Since 0 ≤ εk < 1, it follows that
a ≤ C1℘D|Y |+2(h(t)) + C2b′N ,
where C1 and C2 are constants depending on εk and (2m)
−1T∞0 (t). Thus, it follows from
(5.106) that
δ(t, x)(1 + λ1(t, x))
k/2|hY (t, x)|
≤ Ck,|Y |
(
R∞N (t) +
∑
n1+n2≤N
n2≤N−1
T 21,n1(t)Hn2(t) + bN (t)
)
,
Y ∈ Π′, |Y |+ k ≤ N, which together with inequalities (5.104) and (5.105b) give that
HN (t) ≤ aN
(
R′N+7(t) +R
2
N+9(t) +R
∞
N (t) + ℘
D
N+8(h(t)) (5.107)
+
∑
n1+n2≤N,n2≤N−1
T 29,n1(t)
(
R2n2(t) + ℘
D
n2(h(t)) +Hn2(t)
))
,
where aN is a constant depending only on T
∞
9 (t).
The inequality of the theorem for N = 0 follows by taking N = 0 in (5.107). For
N ≥ 1 it follows from inequality (5.107), the induction hypothesis and the inequality of
the theorem, that
HN (t) ≤ aN
(
R′N+7(t) +R
2
N+9(t) +R
∞
N (t) + ℘
D
N+8(h(t))
+
∑
n1+n2≤N
n2≤N−1
T 29,n1(t)
(
R2n2(t) + ℘
D
n2(h(t))
)
+
∑
n1+n2≤N
n2≤N−1
T 29,n1(t)an2
(
R′n2+7(t) +R
2
n2+9
(t) +R∞n2(t) + ℘
D
n2+8
(h(t))
+
∑
n3+n4≤n2
n4≤n2−1
T 29,n3(t)
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(h(t))
)))
,
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N ≥ 1, where aN depends only on T∞9 (t) and where we have chosen a0 ≤ a1 ≤ · · · ≤ aN .
This inequality and the fact that
aN
∑
n1+n2≤N
n2≤N−1
∑
n3+n4≤n2
n4≤n2−1
T 29,n1(t)an2
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(h(t))
)
≤ aNaN−1
∑
n1+n2≤N
n2≤N−1
T 29,n1(t)
(
R′n2+7(t) +R
2
n2+9(t) +R
∞
n2(t) + ℘
D
n2+8(h(t))
)
,
obtained by using inequality (5.89d), prove the theorem, after redefinition of the con-
stant aN .
Theorem 5.5 and Theorem 5.8 give an estimate of ℘Dn
(
(1 + qt + rt)
k/2(h(t)
)
not con-
taining L∞-norms of hY (t), Y ∈ Π′. To state the result we adapt the notation of these
theorems.
Corollary 5.9. Let n ≥ 0, k ≥ 1, L ≥ 3, let hY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤
max(n + k, n + k + 8 − L), let GY ∈ C0(R+, L∞(R3,R4)) for 0 ≤ |Y | ≤ L, Y ∈ Π′ and
let δ−1GY ∈ C0(R+, L2(R3,R4)), for |Y | ≤ n + k − 1, Y ∈ Π′, if L ≤ n + k − 2, where
(δ(t))(x) = (1 + t+ |x|). Let
Rip,q(t) =
( ∑
0≤j≤q−1
p+j≥0
(
℘Dp+j
(
(1 + λi(t))
(q+1−j)/2g(t)
))2)1/2
, i = 0, 1,
for integers p ≥ −q + 1, q ≥ 1 and Rip,q = 0 otherwise, let
Γp(t) =
( ∑
Y ∈Π′
|Y |≤p
‖δ(t)−1GY (t)‖2L2(R3,R4)
)1/2
, p ≥ 0
and let χ+(s) = 0 for s < 0 and χ+(s) = 1 for s ≥ 0, s ∈ R. Let (GY , G˙Y ) ∈ C0(R+,M1)
for Y ∈ Π′, |Y | ≤ n + k − L + 10. If R2N+9(t) + R′N+7(t) + T 29,N (t) + T∞9 (t) < ∞ for
N = max(1, n+ k − L), then
℘Dn
(
(1 + λi(t))
k/2h(t)
)
≤ C′k
(
℘Dn+k(h(t)) +R
i
n,k(t)
)
+ C′n+k
∑
n1+n2=n+k
1≤n1≤L
(1 + τ1,n1(t))
(
℘Dn2(h(t)) +R
i
n2−k,k
(t)
)
+ C′′kχ+(n+ k − L− 2)Γn+k−1(t)
(
1 + T 29,0(t))(R
′
8(t) +R
2
10(t) +R
∞
1 (t) + ℘
D
9 (h(t))
)
+ C′′n+k
∑
n1+n2+n3+n4=n+k
n1≤L,n2≤n+k−2
n3+n4≤n+k−L−2
(1 + τ1,n1(t))Γn2(t)(1 + T
2
9,n3
(t))
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(h(t))
)
,
where the constants C′q depend only on τ1,0(t) and the constants C
′′
q on T
∞
9 (t).
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Proof. The hypotheses of Theorem 5.8 are satisfied for N = max(1, n+ k − L), so HN (t)
is finite. Therefore and according to the hypotheses of the corollary, the hypotheses of
Theorem 5.5 are satisfied. It follows from theorem 5.5 that
℘Dn
(
(1 + λi(t))
k/2h(t)
)
≤ C′k
(
℘Dn+k(h(t)) +R
i
n,k(t) +
∑
n1+n2=n+k
n1≤n+k−1
n2≤n+k−L−2
Γn1(t)Hn2(t)
)
+ C′n+k
∑
n1+n2=n+k
n1≤n+k−2
n2≤n+k−L−1
Γn1(t)Hn2(t)
+ C′n+k
∑
1≤l≤L
(1 + τ1,l(t))
(
℘Dn+k−l(h(t)) +R
i
n−l,k(t) +
∑
n1+n2=n+k−l
n1≤n+k−l−1
n2≤n+k−L−1
Γn1(t)Hn2(t)
)
,
where C′k and C
′
n+k are constants depending only on τ1,0(t). This inequality gives
℘Dn
(
(1 + λi(t))
k/2h(t)
)
(5.108)
≤ C′k
(
℘Dn+k(h(t)) +R
i
n,k(t) + χ+(n+ k − L− 2)Γn+k−1(t)H1(t)
)
+ C′n+k
∑
1≤l≤L
(1 + τ1,l(t))
(
℘Dn+k−l(h(t)) +R
i
n−l,k(t)
)
+ C′n+k
∑
0≤l≤L
(1 + τ1,l(t))
∑
n1+n2=n+k−l
n1≤n+k−2
n2≤n+k−L−2
Γn1(t)Hn2(t),
where C′k and C
′
n+k are constants depending only on τ1,0(t).
It follows from Theorem 5.8 that∑
0≤l≤L
(1 + τ1,l(t))
∑
n1+n2=n+k−l
n1≤n+k−2
n2≤n+k−L−2
Γn1(t)Hn2(t) (5.109)
=
∑
n1+n2+n3=n+k
n1≤L,n2≤n+k−2
n3≤n+k−L−2
(1 + τ1,n1(t))Γn2(t)Hn3(t)
≤ an+k
( ∑
n1+n2+n3+n4=n+k+1
n1≤L,n2≤n+k−2
n3+n4≤n+k−L−2
(1 + τ1,n1(t))Γn2(t)
(1 + T 29,n3(t))
(
R′n4+7(t) +R
2
n4+9(t) +R
∞
n4(t) + ℘
D
n4+8(h(t))
))
,
where an+k is a constant depending only on T
∞
9 (t). Theorem 5.8 also gives that
H1(t) ≤ a1(1 + T 29,0(t))
(
R′8(t) +R
2
10(t) +R
∞
1 (t) + ℘
D
9 (h(t))
)
, (5.110)
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where a1 depends only on T
∞
9 (t). The inequality of the corollary follows from inequalities
(5.108), (5.109) and (5.110), and by suitably defining the constants C′′k and C
′′
n+k. This
proves the corollary.
The preceding results of this chapter permit to establish L2-estimates of ξDY h, where
h is a solution of equation (5.1) and Y ∈ Π′. Suppose that ξDY g ∈ C0(R+, D), Y ∈ Π′, and
that (ξMY G, ξ
M
P0Y
G) ∈ C0(R+,Mρ), Y ∈ Π′, for some 1/2 < ρ ≤ 1. We recall that
hY = ξ
D
Y h, gY = ξ
D
Y g, GY µ = (ξ
M
Y G)µ, Y ∈ U(p), (5.111a)
and introduce
fY (t) =
∫ t
t0
w(t, s)(−iγ0)gY (s)ds, Y ∈ U(p). (5.111b)
We also introduce the subset σn, n ≥ 0, of Π′ defined by
σ
n = In ∩ Π′, (5.112)
where In is the ideal in U(p) generated by the elements of order n in U(R
4).
According to the definition of Π′,σn is a basis of In. We note that Π
′ = σ0 ⊃ σ1 ⊃
· · · ⊃ σn ⊃ σn+1 ⊃ · · ·, and that σ1 ∩ U(sl(2,C)) = {0}. When Π is given the standard
ordering, P0 < P1 < P2 < P3 < M23 < M13 < M12 < M01 < M02 < M03, we note
that, if Y ∈ σn, then Y = XZ, where X ∈ Π′ ∩ U(R4), |X | = n, Z ∈ Π′, and that
Π′ = σ1 ∪ (U(sl(2,C)) ∩ Π′). When not specified, Π will always be given the standard
ordering.
Proposition 5.10. Let Y, Y2, Y3 ∈ Π′, let 0 ≤ a(Y1, Y2) ≤ 1, let hY , GY µ, gY , fY be given
by (5.111a) and (5.111b), let θZ = ξ
D
Z (γ
µGµh) + gZ , Z ∈ Π′, let h be given by (5.3c), let
xµGµ = 0 and let t, t0 ≥ 0.
i) If hZ(t0) ∈ D for Z ∈ Π′, |Z| ≤ |Y | and if h′Y = hY −(2m)−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
γµGY1µHY2,
then∣∣‖h′Y (t)‖D − ‖h′Y (t0)‖D∣∣− ‖fY (t)‖D
≤
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈σ
1
∫ max(t,t0)
min(t,t0)
‖GY1µ(s)γµhY2(s)‖Dds
+ 2m−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
∫ max(t,t0)
min(t,t0)
((
(1 + s)−1
(‖GY10(s)hP0Y2(s)‖D
+
∑
1≤i≤3
(‖GY1i(s)hM0iY2(s)‖D + ‖GY1i(s)hY2(s)‖D)))1−a(Y1,Y2)‖GµY1(s)∂µhY2(s)‖a(Y1,Y2)D
+ ‖(∂µGµY1(s))hY2(s)‖D +
1
2
‖γµγν(∂µGY1ν(s)− ∂νGY1µ(s))hY2(s)‖D
+ ‖γµγνGµ(s)GY1ν(s)hY2(s)‖D + ‖γµGY1µ(s)θY2(s)‖D
)
ds,
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ii) If hZ(t0) ∈ D, ∂νhZ(t0) ∈ D for Z ∈ Π′, 0 ≤ ν ≤ 3, |Z| ≤ |Y | and if h(ν)Z = ∂νhZ +
i
∑Z
Z1,Z2
GZ1νhZ2 ,
g
(ν)
1Z = −γµ
∑Z
Z1,Z2
(∂µGZ1ν − ∂νGZ1µ)hZ2 + γµ
∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈σ
1
GZ1µ(∂νhZ2 + iGνhZ2)
+ i
∑Z
Z1,Z2
|Z2|≤|Z|−1
GZ1ν(iγ
µ∂µ +m− γµGµ)hZ2
+
∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈Π
′∩U(sl(2,C))
iγµGZ1µGνhZ2 + iGνgZ ,
g
(ν)
2Z = γ
µ
∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈Π
′∩U(sl(2,C))
GZ1µ∂νhZ2 ,
then ∣∣‖h(ν)Y (t)− (2m)−1g(ν)2Y (t)‖D − ‖hνY (t0)− (2m)−1g(ν)2Y (t0)‖D∣∣
≤ ‖fPνY (t)‖D +
∫ max(t,t0)
min(t,t0)
‖g(ν)1Y (s)‖Dds
+ (2m)
−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
∫ max(t,t0)
min(t,t0)
((
(1 + s)−1
(‖GY10(s)hP0PνY2(s)‖D
+
∑
1≤i≤3
(‖GY1i(s)hM0iPνY2(s)‖D
+ ‖GY1i(s)hPνY2(s)‖D
)))1−a(Y1,Y2)‖GµY1(s)∂µhPνY2(s)‖a(Y1,Y2)D
+ ‖(∂µGµY1(s))hPνY2(s)‖D +
1
2
‖γαγβ(∂αGY1β(s)− ∂βGY1α(s))hPνY2(s)‖D
+ ‖γαγβGα(s)GY1β(s)hPνY2(s)‖D + ‖γµGY1µ(s)θPνY2(s)‖D
)
ds.
Proof. Since
ξDY (γ
µGµh) =
∑Y
Y1,Y2
γµGY1hY2 ,
it follows from equation (5.1) and definition (5.111b) of fY that
(iγµ∂µ +m− γµGµ)(hY − fY ) = g1Y + g2Y , (5.113a)
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where
g1Y =
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈σ
1
γµGY1µhY2 , g2Y , g2Y =
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
γµGY1µhY2 . (5.113b)
We have here used that Π′ = σ1 ∪ (Π′ ∩U(sl(2,C))) and that σ1 ∩ (Π′ ∩U(sl(2,C))) = ∅.
We note that fY (t0) = 0 and that h
′
Y = hY − (2m)−1g2Y , which gives that∣∣‖h′Y (t)‖D − ‖h′Y (t0)‖D| ≤ ‖fY (t)‖D∣∣
+
∣∣‖hY (t)− fY (t)− (2m)−1g2Y (t)‖D − ‖hY (t0)− fY (t0)− (2m)−1g2Y (t0)‖D∣∣.
The inequality in statement i) of the proposition now follows from Corollary 5.2 whith
h, g, g1 replaced by hY −fY , g1Y +g2Y , g1Y , respectively, and from the fact that xµGµY1(x) =
0 for Y1 ∈ Π′ ∩ U(sl(2,C)), which in its turn follows from the sl(2,C) covariance of the
condition xµG
µ
I
(x) = 0.
The definitions in statement ii) of the proposition give
(iγµ∂µ +m− γµGµ)(h(ν)Y − fPνY ) = g(ν)1Y + g(ν)2Y .
The inequality in statement ii) follows, similarly as in the case of the inequality in state-
ment i), from this equation and from Corollary 5.2 with h, g, g1 replaced by h
(ν)
Y − fPνY ,
g
(ν)
1Y + g
(ν)
2Y , g
(ν)
1Y , respectively. This proves the proposition.
In the sequel of this chapter we shall suppose that
Gµ(y) = Aµ(y)− ∂µϑ(A, y), 0 ≤ µ ≤ 3, (5.114)
where ξMY A ∈ C0(R+,Mρ0 ) for some 0 ≤ ρ ≤ 1, for Y ∈ Π′, and |Y | ≤ N for some N ≥ 0.
We introduce the notation
SY (t) = sup
0≤s≤t
(
(1 + s)ρ−1‖(AY (s), AP0Y (s))‖Mρ + ‖(AY (s), AP0Y (s))‖M1 (5.115a)
+ (1 + s)1/2−ρ‖δ(s)AY (s)‖L2(R3,R4) + (1 + s)1/2−ρ‖(∂µAY µ(s)‖L2(R3,R)
)
,
for 0 ≤ ρ ≤ 1, Y ∈ Π′, and
Sρ,n(t) =
( ∑
Y ∈Π′
|Y |≤n
(SY (t))2 +
∑
Y ∈Π′
|Y |≤n−1
‖(BY (s), BP0Y (s))‖2M1
)1/2
, (5.115b)
where 0 ≤ ρ ≤ 1, n ≥ 0 and Bµ(y) = yµ∂νAν(y), AY µ = (ξMY A)µ, BY µ = (ξMY B)µ. We also
introduce
[A]n(t) =
∑
Y ∈Π′
|Y |≤n
sup
x∈R3
0≤s≤t
(
(1 + s+ |x|)3/2−ρ(|AY (s, x)|+ |BY (s, x)|)
)
(5.116a)
+
∑
Y ∈σ1
|Y |≤n
sup
x∈R3
0≤s≤t
(
(1 + s+ |x|)(1 + ∣∣s− |x|∣∣)1/2(|AY (s, x)|+ |BY (s, x)|)),
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n ≥ 0, 0 ≤ ρ ≤ 1, where BY is as in (5.115b), and let
[A]′n(t) =
∑
Y ∈Π′
|Y |≤n
sup
x∈R3
(
(1 + t+ |x|)3/2−ρ|AY (t, x)|
)
(5.116b)
+
∑
Y ∈σ1
|Y |≤n
sup
x∈R3
(
(1 + t+ |x|)(1 + ∣∣t− |x|∣∣)1/2|AY (t, x)|),
n ≥ 0, 0 ≤ ρ ≤ 1. We note that the second sum in (5.116a) and (5.116b) is absent for
n = 0, since |Y | ≥ 1 if Y ∈ σ1. It follows from Lemma 4.4 that
[G]′n(t) ≤ Cn[A]n+1(t), n ≥ 0, t ≥ 0, 1/2 < ρ ≤ 1, (5.116c)
where the constant Cn depends only on ρ.
Let SρN,n(t) (resp. [A]N,n(t)) be defined by bn in formula (5.87) with a
(n) = Sρ,N+n(t)
(resp. [A]N+n(t)) and let Sρn(t) = S
ρ
0,n(t) (resp. [A]n(t) = [A]0,n(t)). We introduce the
notation:
℘Dn,i(a) =
( ∑
Y ∈σi
|Y |≤n
‖aY ‖2D
)1/2
, 0 ≤ i ≤ n, (5.117a)
and
℘M
ρ
n,i (b) =
( ∑
Y ∈σi
|Y |≤n
‖bY ‖2Mρ
)1/2
, 0 ≤ i ≤ n, (5.117b)
where Y 7→ aY (resp. bY ) is a function from σi to D (resp. Mρ).
In the next lemma we shall estimate the sum over Y1 ∈ Π′ ∩ U(sl(2,C)) on the right-
hand side in the inequalities of statements i) and ii) of Proposition 5.10. To state the
result, let us introduce the following notations:
JY (t) = 2m
−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
((
(1 + t)−1(‖GY10(t)hP0Y2(t)‖D (5.118)
+
∑
1≤i≤3
(‖GY1i(t)hM0iY2(t)‖D + ‖GY1i(t)hY2(t)‖D)))1−a(Y1,Y2)
‖GµY1(t)∂µhY2(t)‖
a(Y1,Y2)
D + ‖(∂µGµY1(t))hY2(t)‖D
+
1
2
‖γµγν(∂µGY1ν(t)− ∂νGY1µ(t))hY2(t)‖D
+ ‖γµγνGµ(t)GY1ν(t)hY2(t)‖D + ‖γµGY1µ(t)θY2(t)‖D
)
,
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Y ∈ Π′, t ≥ 0, where θZ is defined as in Proposition 5.10, and where a(Y1, Y2) = 1/2, if
|Y1| = 1 and |Y2| = |Y | − 1, and a(Y1, Y2) = 0 otherwise;
k(1)n (L, t) =
∑
n1+n2=n
1≤n1≤L
(
[A]n1+1(t)(1 + t)1/2℘Dn2(g(t)) + [A]n1+3(t)℘
D
n2
(h(t))
)
, (5.119a)
l(1)n (L, t) =
∑
n1+n2+n3=n
n2≤n1≤n−1
n3≤n−L−1
Sρ,n1(t)(1 + [A]n2+1(t))Hn3+1(t) (5.119b)
+
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=n
L+1≤|Y1|≤n−1
(1 + t)2−ρ‖γµGY1µgY2(t)‖D,
k(2)n (L, t) =
∑
n1+n2=n
1≤n1≤L
[A]3,n1(t)(℘
D
n2(h(t)) +R
0
n2−1,1(t)) (5.119c)
and
l(2)n (L, t) =
∑
n1+n2+n3+n4=n
n1≤L,n2≤n−1
n3+n4≤n−L−2
(1 + [A]2,n1(t))S
ρ,n2(t)(1 + Sρ10,n3(t)) (5.119d)
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(h(t))
)
,
where n ≥ 0, L ≥ 0, t ≥ 0, where Hn, R0n,k, R′n, R2n, R∞n are defined in Theorem 5.8 and
Corollary 5.9.
Lemma 5.11. Let 1/2 < ρ < 1, hZ ∈ C0(R+, D), let G be given by (5.114) and
(AZ , AP0Z) ∈ C0(R+,Mρ) ∩ C0(R+,M1) for Z ∈ Π′ and |Z| sufficiently large. Let
L ≥ 1, g = (iγµ∂µ + m − γµGµ)h, χ+(s) = 0 for s < 0, χ+(s) = 1 for s ≥ 0 and let
Y ∈ σi, Y /∈ σi+1, i ≥ 0. If i = |Y |, then JY (t) = 0, if 1 ≤ i ≤ |Y | − 1, then
JY (t) ≤ C′|Y |(1 + t)−2+ρJ (i)|Y |(L, t),
where
J (l)n (L, t) = [A]3(t)
(
℘Dn (h(t))
ε℘Dn,l+1(h(t))
1−ε +R0n−1,1(t)
2(1−ρ)℘Dn−1(h(t))
2ρ−1
)
+ k(1)n (L, t) + l
(1)
n (L, t) + k
(2)
n (L, t) + C
′′
n l
(2)
n (L, t),
n ≥ 1, 0 ≤ l ≤ n, ε = max(1/2, 2(1 − ρ)), ℘n,n+1 = 0, J (l)n = 0 for l ≥ n + 1, and if
i = 0, |Y | ≥ 1, then
JY (t) ≤ (1 + t)−2+ρ
(
C′|Y |J
(0)
|Y |(L, t)
+ Cχ+(|Y | − L− 1)
(
SY (t)(1 + [A]1(t))H1(t) + (1 + t)
2−ρ‖γµGY µ(t)g(t)‖D
))
,
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for some constant C depending only on ρ, a constant C′|Y | depending only on ρ and [A]
3(t)
and a constant C′′|Y | depending only on ρ and [A]
9(t).
Proof. Let Y ∈ σi, i ≥ 0. Then the sum in definition (5.118) of JY (t) runs over a subset
of {(Y1, Y2) ∈ Π′×Π′
∣∣Y1 ∈ Π′ ∩U(sl(2,C)), Y2 ∈ σi, i ≤ |Y2| ≤ |Y | − 1}, which shows that
1 ≤ |Y1| ≤ |Y | − i. If i = |Y | ≥ 0, then it follows that JY = 0. We therefore only need to
consider the case 0 ≤ i ≤ |Y | − 1.
Let Y ∈ σi, 0 ≤ i ≤ |Y | − 1 and let L ≥ 1. Since FZµν ≡ ∂µGZν − ∂νGZµ =
∂µAZν−∂νAZµ for Z ∈ Π′, it follows from definition (5.118) of JY and from the definitions
of norms, that
JY (t) ≤ C
∑Y
Y1,Y2
1≤|Y1|≤L
Y∈Π′∩U(sl(2,C))
(
(1 + t)−5/2+ρ+a(Y1,Y2)[G]′|Y1|(t) (5.120)
℘D|Y2|+1,i(h(t))
1−a(Y1,Y2)℘D|Y2|+1,i+1(h(t))
a(Y1,Y2)
+ (1 + t)−2+ρ[G]′|Y1|+1(t)℘D|Y2|,i((1 + λ0(t))
1/2h(t))2(1−ρ)℘D|Y2|,i(h(t))
2ρ−1
+ (1 + t)−3+2ρ[G]′0(t)[G]′|Y1|(t)℘D|Y2|,i(h(t))
+ (1 + t)−3/2+ρ[G]′|Y1|(t)℘D|Y2|,i(g(t))
)
+ C
∑Y
Y1,Y2
1+L≤|Y1|
Y1∈Π
′∩U(sl(2,C))
(
(1 + t)−3/2‖δ(t)−1GY1(t)‖L2H|Y2|+1(t)
+ (1 + t)−1/2‖δ(t)−1∂µGY1µ(t)‖L2H|Y2|(t)
+ (1 + t)−3/2‖(AY1(t), AP0Y1(t))‖M1H|Y2|(t)
+ (1 + t)−2+ρ[G]′0(t)‖δ(t)−1GY1(t)‖L2H|Y2|(t)
)
+ 2m−1
∑Y
Y1,Y2
i≤|Y2|≤|Y |−1
‖γµGY1µ(t)ξDY2(γνGνh+ g)(t)‖D,
1/2 < ρ < 1, t ≥ 0, 0 ≤ i ≤ |Y | − 1, Y ∈ σi, for some constant C depending only on ρ.
We shall estimate the different terms on the right-hand side of inequality (5.120).
According to definition (5.114) of G, it follows that
GY µ(y) = AY µ(t)− ∂µϑ(AY , y), 0 ≤ µ ≤ 3, (5.121a)
y ∈ R+ × R3, for Y ∈ U(sl(2,C)). This gives that
GY µ(y) = AY µ(y)− IY µ(y)− yν∂µIY ν(y), (5.121b)
Y ∈ U(sl(2,C)), where
Iµ(y) =
∫ 1
0
Aµ(sy)ds, 0 ≤ µ ≤ 3,
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and IY µ = (ξ
M
Y I)µ for Y ∈ U(p). It follows from equality (5.121b) that for Z ∈ Π′∩U(R4)
and Y ∈ Π′ ∩ U(sl(2,C)):
GZY µ(y) = AZY µ(y)− yν∂µIZY ν(y)− IZY µ(y)− |Z|
∑
0≤ν≤3
Cν(Z)IZνPµY ν(y), (5.121c)
for some positive integers Cν(Z) and some elements Zν ∈ Π′∩U(R4), |Zν| = |Z|−1. Since
‖δ(t)−1AZY (t)‖L2 ≤ ‖δ(t)−1‖L3/ρ‖AZY (t)‖L6/(3−2ρ)
≤ Cρ(1 + t)−1+ρ‖|∇|ρAZY (t)‖L2 , 0 ≤ ρ < 1,
it follows from statement ii) of Lemma 4.5 that
‖δ(t)−1GZY (t)‖L2(R3,R4) (5.122)
≤ C(1 + t)−a sup
0≤s≤t
(
(1 + s)b+ρ−1‖|∇|ρAZY (s)‖L2 + (1 + s)b‖(AZY (s), AP0ZY (s))‖M1
+ (1 + s)b−1|Z|C|Z|
∑
X∈Π′∩U(R4)
|X|=|Z|−1
‖(AXY (s), AP0XY (s))‖M1
)
,
0 ≤ ρ < 1, Z ∈ Π′∩U(R4), Y ∈ Π′∩U(sl(2,C)), where a = b for b < |Z|+1/2, a = |Z|+1/2
for b > |Z|+ 1/2, and where the constants C,C|Z| depend only on ρ, a and b.
We introduce the notation
Γn(t) =
( ∑
Y ∈Π′
|Y |≤n
‖δ(t)−1GY (t)‖2L2(R3,R4)
)1/2
, n ≥ 0. (5.123)
It follows from (5.122) that
Γn(t) ≤ (1 + t)−aC sup
0≤s≤t
(
(1 + s)b+ρ−1℘M
ρ
n ((A(s), 0)) (5.124)
+ (1 + s)b℘M
1
n
(
(A(s), A˙(s))
)
+ (1 + s)b−1nCn℘
M1
n−1
(
(A(s), A˙(s))
))
,
n ≥ 0, 0 ≤ ρ < 1, where a = b for b < 1/2, a = 1/2 for b > 1/2 and where the constants
C,Cn depend only on ρ, a, b. Inequalities (5.122) and (5.124) with b = 0 give, according
to (5.115a) and (5.115b),
‖δ(t)−1GZY (t)‖L2 (5.125a)
≤ CSZY (t) + |Z|C|Z|S1,|ZY |(t), Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)),
and
Γn(t) ≤ CSρ,n(t) + nCnS1,n−1(t), n ≥ 0, (5.125b)
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where 0 ≤ ρ < 1 and C,Cn depends only on ρ.
It follows from the definition of G that for Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)):
∂µGZY µ(y) = ξZ∂
µGY µ(y) (5.126)
= ξZ
(
∂µAY µ(y)−
∫ 1
0
yνAY ν(sy)ds
)
= ∂µAZY µ(y)− I1(y)− I2(y)− I3(y),
where
I1(y) = 2
∫ 1
0
s1+|Z|(∂µAZY µ)(sy)ds, (5.127a)
I2(y) =
∫ 1
0
yµs2+|Z|(AZY µ)(sy)ds, (5.127b)
and
I3(y) = |Z|
∑
0≤ν≤3
Cν(Z)
∫ 1
0
s1+|Z|(AZνY )(sy)ds, (5.127c)
for some constants Cν(Z) and elements Zν ∈ Π′ ∩U(R4), |Zν| = |Z| − 1. The result, given
by (4.86a), (4.86b) and (4.86c) in the proof of Lemma 4.5, implies that
‖I1(t)‖L2 ≤ Ca,b(1 + t)−a1 sup
0≤s≤t
(
(1 + s)b1‖∂µAZY µ(s)‖L2
)
, (5.128a)
where a1 = b1 for b1 < 1/2 + |Z| and a1 = 1/2 + |Z| for b > 1/2 + |Z|,
‖δ(t)−εI2(t)‖L2 ≤ Ca,b,ε(1 + t)−a2 sup
0≤s≤t
(
(1 + s)b2‖δ(s)1−ε(AZY )(s)‖L2
)
, (5.128b)
where 0 ≤ ε ≤ 1, a2 = b2 for b2 < 1/2+ε+ |Z| and a2 = 1/2+ε+ |Z| for b2 > 1/2+ε+ |Z|,
‖I3(t)‖L2 ≤ |Z|Ca,b,|Z|(1 + t)−a3
∑
X∈Π′∩U(R4)
|X|=|Z|−1
sup
0≤s≤t
(
(1 + s)b3‖(AXY )(s)‖L2
)
, (5.128c)
where a3 = b3 for b3 < 1/2+ |Z| and a3 = 1/2+ |Z| for b3 > 1/2+ |Z|. Let a1 = a−ε, a2 =
a, a3 = a − ε, b1 = b − ε, b2 = b and b3 = b − ε. It then follows from (5.126), (5.128a),
(5.128b) and (5.128c) that, for Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)),
‖δ(t)−ε∂µGZY µ(t)‖L2(R3,R) (5.129)
≤ Ca,b,ε(1 + t)−a sup
0≤s≤t
(
(1 + s)b−ε‖∂µAZY µ(s)‖L2 + (1 + s)b‖δ(s)1−εAZY (s)‖L2
+ |Z|C|Z|
∑
X∈Π′∩U(R4)
|X|=|Z|−1
(1 + s)b−ε‖AXY (s)‖L2
)
,
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where a = b for b < 1/2 + ε+ |Z| and a = 1/2 + ε + |Z| for b > 1/2 + ε + |Z| and where
0 ≤ ε ≤ 1. Inequality (5.129) gives that
( ∑
Y ∈Π′
|Y |≤n
‖δ(t)−ε∂µGY µ(t)‖2L2(R3,R)
)1/2
(5.130a)
≤ Ca,b,ε(1 + t)−a sup
0≤s≤t
(
(1 + s)b−ε
( ∑
Y ∈Π′
|Y |≤n
‖∂µAY µ(s)‖2L2
)1/2
+ (1 + s)b
( ∑
Y ∈Π′
|Y |≤n
‖δ(s)1−εAY (s)‖2L2
)1/2
+ nCn(1 + s)
b−ε
( ∑
Y ∈Π′
|Y |≤n−1
‖AY (s)‖2L2
)1/2)
,
where a = b for b < 1/2 + ε, a = 1/2 + ε for b > 1/2 + ε and 0 ≤ ε ≤ 1. Moreover, with
ε = 1 and b = 3/2− ρ, 0 < ρ ≤ 1 in inequality (5.129), we obtain that
‖δ(t)−1∂µGY µ(t)‖L2 ≤ C(1 + t)−3/2+ρSY (t), (5.130b)
Y ∈ Π′ ∩ U(sl(2,C)), 0 < ρ ≤ 1, where C is a constant depending only on ρ.
In order to estimate the last sum on the right-hand side of inequality (5.120), we note
that according to (5.116c)
∑Y
Y1,Y2
i≤|Y2|≤|Y |−1
∑Y2
Z1,Z2
|Y1|+|Z1|≤L
‖GY1µ(t)GZ1ν(t)hZ2(t)‖L2 (5.131a)
≤ C|Y |(1 + t)−3+2ρ
∑
n1+n2+n3=|Y |
1≤n1+n2≤L
i≤n2+n3
[A]n1+1(t)[A]n2+1(t)℘Dn3(h(t)),
Y ∈ Π′, 1/2 < ρ ≤ 1. Moreover, according to (5.120), (5.125a) and (5.125b), we obtain
that ∑Y
Y1,Y2
i≤|Y2|≤|Y |−1
∑Y2
Z1,Z2
|Y1|+|Z1|≥L+1
‖GY1µ(t)GZ1ν(t)hZ2(t)‖L2 (5.131b)
≤ (1 + t)−2+ρ
∑Y
Y1,Y2
i≤|Y2|≤|Y |−1
( ∑Y2
Z1,Z2
|Y1|+|Z1|≥L+1
|Y1|≥|Z1|
‖δ(t)−1GY1(t)‖L2 [G]′|Z1|(t)H|Z2|(t)
+
∑Y2
Z1,Z2
|Y1|+|Z1|≥L+1
|Y1|<|Z1|
[G]′|Y1|(t)‖δ(t)−1GZ1(t)‖L2H|Z2|(t)
)
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≤ (1 + t)−2+ρ
(
Cχ+(−i)χ+(|Y | − L− 1)SY (t)[A]1(t)H0(t)
+ C|Y |
∑
n1+n2+n3=|Y |
L+1≤n1+n2
n2≤n1≤|Y |−1
i≤n2+n3≤|Y |−1
Sρ,n1(t)[A]n2+1(t)Hn3(t)
)
,
Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1, 1/2 < ρ < 1, where the constants C,C|Y | depend only
on ρ and where χ+(s) = 0 for s < 0 and χ+(s) = 1 for s ≥ 0. It follows from the definition
of [A]n and from (5.131a) and (5.131b), that∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
∑Y2
Z1,Z2
‖GY1µ(t)GZ1ν(t)hZ2(t)‖D (5.132a)
≤ C|Y |(1 + t)−3+2ρ
∑
n1+n2=|Y |
1≤n1≤L
[A]n1+2(t)℘
D
n2
(h(t))
+ (1 + t)−2+ρ
(
Cχ+(−i)χ+(|Y | − L− 1)SY (t)[A]1(t)H0(t)
+ C|Y |
∑
n1+n2+n3=|Y |
n1+n2≥L+1
n2≤n1≤|Y |−1
Sρ,n1(t)[A]n2+1(t)Hn3(t)
)
,
Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1, 1/2 < ρ < 1, L ≥ 0. The first sum on the right-hand
side of inequality (5.132a) is bounded by k
(1)
|Y |(L, t) and the second by l
(1)
|Y |(L, t). This gives∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
∑Y2
Z1,Z2
‖GY1µ(t)GZ1ν(t)hZ2(t)‖D (5.132b)
≤ (1 + t)−2+ρCχ+(−i)χ+(|Y | − L− 1)SY (t)[A]1(t)H0(t)
+ C|Y |
(
(1 + t)−3+2ρk
(1)
|Y |(L, t) + (1 + t)
−2+ρl
(1)
|Y |(L, t)
)
,
Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1, 1/2 < ρ < 1, L ≥ 0, where C and C|Y | are constants
depending only on ρ.
To use Corollary 5.9, in order to estimate ℘D|Y2|((1+λ1(t))
1/2h(t)) in inequality (5.120),
we shall first express the quantities T 2n(t), defined by (5.89c), in terms of S
Y defined
by (5.115a). If Y ∈ Π′ ∩ U(sl(2,C)), then yµGY µ = 0 since yµGµ = 0. Therefore, if
Z ∈ Π′ ∩ U(R4), then
0 = ξZy
µGY µ(y) = y
µGZY µ(y) + |Z|
∑
0≤µ≤3
Cµ(Z)GZµY µ(y),
for some constants Cµ(Z) and elements Zµ ∈ Π′ ∩ U(R4), |Zµ| = |Z| − 1. Let QX(y) =
yµGXµ(y), X ∈ Π′. Then we obtain that
QZY = −|Z|
∑
0≤µ≤3
Cµ(Z)GZµY µ, (5.133)
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for Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)). It follows from inequality (5.122) and from
equality (5.133) that
‖δ(t)−1QZY (t)‖L2 ≤ Ca,b,|Z||Z|(1 + t)−a (5.134)
sup
0≤s≤t
( ∑
0≤µ≤3
(
(1 + s)b+ρ−1‖|∇|ρAZµY (s)‖L2 + (1 + s)b‖(AZµY (s), AP0ZµY (s))‖M1
)
+ (1 + s)b−1(|Z| − 1)
∑
X∈Π′∩U(R4)
|X|=|Z|−2
‖(AXY (s), AP0XY (s))‖M1
)
,
where Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)), 0 ≤ ρ < 1, a = b for b < |Z| − 1/2 and
a = |Z| − 1/2 for b > |Z| − 1/2. Since∑
|Y |≤n
Y ∈Π′
‖δ(t)−1QY (t)‖L2 ≤
∑
n1+n2=n
∑
Y∈Π′∩U(sl(2,C))
Z∈Π′∩U(R4)
|Y |=n1,|Z|=n2
‖δ(t)−1QZY (t)‖L2 ,
it follows from (5.134), choosing ρ = 0 for |Z| ≥ 2, that∑
Y ∈Π′
|Y |≤n
‖δ(t)−1QY (t)‖L2 (5.135)
≤ nCn(1 + t)−a sup
0≤s≤t
(
(1 + s)b+ρ−1℘M
ρ
n−1((A(s), 0)) + (1 + s)
b℘M
1
n−1((A(s), A˙(s)))
)
,
where a = b for b < 1/2, a = 1/2 for b > 1/2, 0 ≤ ρ < 1, n ≥ 0 and where the constant Cn
depends only on a, b, ρ. Statement i) of Lemma 4.5 gives that
℘M
1
n
(
(G(t), G˙(t))
)
(5.136)
≤ C(1 + t)−a sup
0≤s≤t
(
(1 + s)b
(
℘M
1
n+1((A(s), A˙(s)))
+ ℘M
1
n ((B(s), B˙(s))) + Cn℘
M1
n ((A(s), A˙(s)))
))
,
where a = b for b < 1/2, a = 1/2 for b > 1/2, Bµ = yµ∂
νAν and where the constants C,Cn
depend only on a and b. It follows from inequality (5.130a) with ε = 1/2, b = 1 − ρ, 0 <
ρ ≤ 1, that ( ∑
Y ∈Π′
|Y |≤n
‖δ(t)−1/2∂µGY µ(t)‖2L2
)1/2
(5.137)
≤ (1 + t)−1+ρC(Sρ,n(t) + nCnSρ,n−1(t)), 0 < ρ ≤ 1,
where the constants depend only on ρ. It follows from (5.88b), (5.115a), (5.115b), (5.135),
(5.136) and (5.137), that
T 2(n)(t) ≤ CSρ,n+1(t) + CnSρ,n(t), 0 < ρ < 1, (5.138)
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where the constants C,Cn depend only on ρ.
Corollary 5.9, (5.116c), (5.125b), (5.138), give that
℘Dn
(
(1 + λi(t))
1/2h(t)
)
(5.139a)
≤ C′1
(
℘Dn+1(h(t)) +R
i
n,1(t)
)
+ C′n+1
∑
n1+n2=n+1
1≤n1≤L0
(1 + [A]n1+1(t))
(
℘Dn2(h(t)) +R
i
n2−1,1(t)
)
+ C′′1χ+(n− L0 − 1)
(
Sρ,n(t) + nCn−1S
ρ,n−1(t)
)
(
1 + Sρ,10(t) + C9S
ρ,9(t)
)(
R′8(t) +R
2
10(t) +R
∞
1 (t) + ℘
D
9 (h(t)
)
+ C′′n+1
∑
n1+n2+n3+n4=n+1
n1≤L0,n2≤n−1
n3+n4≤n−L0−1
(1 + [A]n1+1(t))Sρ,n2(t)(1 + Sρ10,n3(t))
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(t)
)
,
where n ≥ 0, L0 ≥ 3, 1/2 < ρ < 1, i = 0, 1, where the constants Cl depend only on ρ, C′l
depends only on ρ and [A]1(t), and C′′l depend only on ρ and [A]
9(t). The last inequality
shows that
℘Dn
(
(1 + λ0(t))
1/2h(t)
)
(5.139b)
≤ C′1
(
℘Dn+1(h(t)) +R
0
n,1(t)
)
+ C′n+1
(
℘Dn (h(t)) +R
0
n−1,1(t)
)
+ C′n+1k
(2)
n+1(L0, t) + C
′′
n+1l
(2)
n+1(L0, t), n ≥ 0, L0 ≥ 3, 1/2 < ρ < 1,
where the constants C′1, C
′
n+1 depend only on ρ and [A]
1(t), the constant C′′n+1 depends
only on ρ and [A]9(t), and where k
(2)
n+1, respectively l
(2)
n+1, are given by (5.119c) and (5.119d).
Let Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1. It then follows from inequalities (5.116c),
(5.120), (5.125a), (5.125b), (5.130b), from the fact that the domain of summation for the
sums on the left-hand side of inequality (5.120) is a subset of {(Y1, Y2) ∈ Π′ × Π′
∣∣Y1 ∈
U(sl(2,C)), Y2 ∈ σi, Y2 /∈ σi+1} and from the definition of a(Y1, Y2) in (5.118),
JY (t)
≤ C|Y |
∑Y
Y1,Y2
1≤|Y1|≤L
Y1∈Π
′∩U(sl(2,C))
(
(1 + t)−2+ρ
(
[A]|Y1|+1(t) + [A]|Y1|+2(t) + [A]1(t)[A]|Y1|+1(t)
)
(
℘D|Y2|+1,i(h(t))
1−a(Y1,Y2)℘D|Y2|+1,i+1(h(t))
a(Y1,Y2)
+ ℘D|Y2|,i((1 + λ0(t))
1/2h(t))2(1−ρ)℘D|Y2|,i(h(t))
2ρ−1 + ℘D|Y2|,i(h(t))
)
+ (1 + t)−3/2+ρ[A]|Y1|+1(t)℘D|Y2|,i(g(t))
)
+ C
∑Y
Y1,Y2
1+L≤|Y1|
Y1∈Π
′∩U(sl(2,C))
(1 + t)−2+ρSY1(t)
(
H|Y2|+1(t) +H|Y2|(t) + [A]
1(t)H|Y2|(t)
)
+ 2m−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
‖γµGY1µ(t)ξDY2(γνGνh+ g)(t)‖D, 1/2 < ρ < 1,
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where the constants C,C|Y | depend only on ρ. This inequality gives, since
℘D|Y2|,i(h(t)) ≤ ℘D|Y2|,i((1 + λ0(t))1/2h(t))2(1−ρ)℘D|Y2|,i(h(t))2ρ−1,
that
JY (t) ≤ C|Y |
∑Y
Y1,Y2
1≤|Y1|≤L
Y1∈Π
′∩U(sl(2,C))
(
(1 + t)−2+ρ[A]|Y1|+2(t) (5.140)
(
℘D|Y2|+1,i(h(t))
1−a(Y1,Y2)℘D|Y2|+1,i+1(h(t))
a(Y1,Y2)
+ ℘D|Y2|,i((1 + λ0(t))
1/2h(t))2(1−ρ)℘D|Y2|,i(h(t))
2ρ−1
)
+ (1 + t)−3/2+ρ[A]|Y1|+1(t)℘D|Y2|,i(g(t))
)
+ C
∑Y
Y1,Y2
1+L≤|Y1|
Y1∈Π
′∩U(sl(2,C))
(1 + t)−2+ρSY1(t)(1 + [A]1(t))H|Y2|+1(t)
+ 2m−1
∑Y
Y1,Y2
|Y2|≤|Y |−1
Y1∈Π
′∩U(sl(2,C))
‖γµGY1µ(t)ξDY2(γνGνh+ g)(t)‖D, 1/2 < ρ < 1,
where C and C|Y | are constants depending only on ρ.
According to the definition of a(Y1, Y2) in (5.118) and according to definitions (5.119a)
and (5.119b) of k
(1)
n and l
(1)
n , we obtain from (5.132b) and (5.140) that
JY (t) ≤ C|Y |(1 + t)−2+ρ
(
[A]3(t)
(
℘D|Y |,i(h(t))
1/2℘D|Y |,i+1(h(t))
1/2 (5.141)
+ ℘D|Y |−1,i((1 + λ0(t))
1/2h(t))2(1−ρ)℘D|Y |−1,i(h(t))
2ρ−1
)
+
∑
n1+n2=|Y |
2≤n1≤L,i≤n2
[A]n1+2(t)℘
D
n2,i
((1 + λ0(t))
1/2h(t)) + k
(1)
|Y |(L, t) + l
(1)
|Y |(L, t)
)
+ C(1 + t)−2+ρχ+(|Y | − L− 1)χ+(−i)(
SY (t)(1 + [A]1(t))H1(t) + (1 + t)
2−ρ‖γµGY µ(t)gI(t)‖D
)
,
where Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1, 1/2 < ρ < 1, L ≥ 1, and where C and C|Y | are
constants depending only on ρ.
It follows from inequality (5.139a) that
℘Dn
(
(1 + λi(t))
1/2h(t)
)
(5.142)
≤ C′n+1
∑
n1+n2=n+1
0≤n1≤L0
(1 + [A]n1+1(t))
(
℘Dn2(h(t)) +R
i
n2−1,1(t)
)
+ C′′n+1
∑
n1+n2+n3+n4=n+1
n1≤L0,n2≤n
n3+n4≤n−L0−1
(1 + [A]n1+1(t))Sρ,n2(t)
(1 + Sρ10,n3(t))
(
R′n4+7(t) +R
2
n4+9(t) +R
∞
n4(t) + ℘
D
n4+8(t)
)
,
170 FLATO SIMON TAFLIN
where n ≥ 0, L0 ≥ 3, 1/2 < ρ < 1, i = 0, 1, and where the constant C′n+1 depends only on
ρ and [A]1(t) and C′′n+1 depends only on ρ and [A]
9(t). It follows from (5.142) that∑
n1+n2=|Y |
2≤n1≤L
[A]n1+2(t)℘
D
n2,i
(
(1 + λ0(t))
1/2h(t)
)
≤ C′|Y |
∑
n1+n2=|Y |
2≤n1≤L
∑
n3+n4=n2+1
0≤n3≤L0(n1)
[A]n1+2(t)(1 + [A]
n3+1(t))
(
℘Dn4(h(t)) +R
0
n4,1(t)
)
+ C′′|Y |
∑
n1+n2=|Y |
2≤n1≤L
∑
n3+n4+n5+n6=n2+1
n3≤L0(n1)
n4≤n2+1,n5+n6≤n2+1−L0(n1)−1
[A]n1+2(t)(1 + [A]
n3+1(t))Sρ,n4(t)
(1 + Sρ10,n5(t))
(
R′n6+7(t) +R
2
n6+9(t) +R
∞
n6(t) + ℘
D
n6+8(t)
)
,
where we have chosen L0(n1) = L−n1 for n1 ≤ L−3 and L0 = 3 for n1 ≥ L−2 and where
1/2 < ρ < 1, the constant C′|Y | depends on [A]
1(t) and the constant C′′|Y | on [A]
9(t). It
follows from definition (5.119c) of k
(2)
n and the convexity properties (analoguous to those
of (5.89d) and (5.89c)) for [A]N,n, that∑
n1+n2=|Y |
2≤n1≤L
[A]n1+2(t)℘
D
n2,i
(
(1 + λ0(t))
1/2h(t)
) ≤ C′|Y |k(2)|Y |(L, t) + C′′|Y |l(2)|Y |(L, t), (5.143)
where 1/2 < ρ < 1, Y ∈ Π′, L ≥ 0 and where C′|Y | is a constant depending only on
ρ, L, [A]3(t), and C′′|Y | is a constant depending only on ρ, L, [A]
9(t).
Using that (a+b)ec1−e ≤ (ae+be)c1−e ≤ aec1−e+eb+(1−e)c for a, b, c ≥ 0, 0 ≤ e ≤ 1,
we obtain from (5.139b) that
℘D|Y |−1
(
(1 + λ0(t))
1/2h(t)
)2(1−ρ)
℘D|Y |−1,i(h(t))
2ρ−1 (5.144)
≤ (C′1(℘D|Y |(h(t)) +R0|Y |−1,1(t)))2(1−ρ)℘D|Y |−1,i(h(t))2ρ−1
+ C′|Y |k
(2)
|Y |(L, t) + C
′′
|Y |l
(2)
|Y |(L, t) + C
′
|Y |℘
D
|Y |−1(h(t)) + C
′
|Y |R
0
|Y |−2,1(t),
where 1/2 < ρ < 1 and where the constants C′1, C
′
|Y | depend only on ρ and [A]
1(t), and
the constant C′′|Y | depends only on ρ and [A]
9(t).
It follows from inequalities (5.141), (5.143) and (5.144), that
JY (t) ≤ C(1 + t)−2+ρχ+(−i)χ+(|Y | − L− 1) (5.145)(
SY (t)(1 + [A]1(t))H1(t) + (1 + t)
2−ρ‖γµGY µ(t)gI(t)‖D
)
+ C
(1)
|Y |(1 + t)
−2+ρ
(
[A]3(t)℘
D
|Y |(h(t))
ε℘D|Y |,i(h(t))
1−ε
+ [A]3(t)R
0
|Y |−1,1(t)
2(1−ρ)℘D|Y |−1,i(h(t))
2ρ−1
+ k
(1)
|Y |(L, t) + l
(1)
|Y |(L, t) + C
(3)
|Y |k
(2)
|Y |(L, t) + C
(9)
|Y |l
(2)
|Y |(L, t)
)
,
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where Y ∈ σi, Y /∈ σi+1, 0 ≤ i ≤ |Y | − 1, 1/2 < ρ < 1, L ≥ 1 and where C(n)m are constants
depending only on [A]n(t) and ρ. This proves the lemma.
To obtain L2-estimates of solutions h of equation (5.1), we next estimate the terms
on the right-hand side of the inequalities in Proposition 5.10, which have not already been
considered in Lemma 5.11.
Lemma 5.12. Let 1/2 < ρ < 1, hZ ∈ C0(R+, D) and (AZ , AP0Z) ∈ C0(R+,Mρ) ∩
C0(R+,M1) for Z ∈ Π′ and |Z| sufficiently large. Let G be given by (5.114), L ≥ 1,
g = (iγµ∂µ + m − γµGµ)h, χ+(s) = 0 for s < 0, χ+(s) = 1 for s ≥ 0, let Y ∈ σi,
Y /∈ σi+1, i ≥ 0, and let J (l)n be defined as in Lemma 5.11.
a) If i = 0, then
‖hY (t)‖D ≤ ‖hY (t0)‖D + (1 + t0)−3/2+ρC|Y |
∑
n1+n2=|Y |
1≤n1≤L
[A]n1+1(t0)℘
D
n2
(h(t0))
+ (1 + t0)
−1/2C|Y |
∑
n1+n2=|Y |
n1≥L+1
Sρ,n1(t0)Hn2(t0) + ‖fY (t)‖D
+ (1 + t)−3/2+ρC|Y |
∑
n1+n2=|Y |
1≤n1≤L
[A]n1+1(t)℘Dn2(h(t))
+ (1 + t)−1/2C0χ+(|Y | − L− 1)SY (t)H0(t)
+ (1 + t)−1/2C|Y |
∑
n1+n2=|Y |
L+1≤n1≤|Y |−1
Sρ,n1(t)Hn2(t)
+
∫ max(t,t0)
min(t,t0)
(1 + s)−2+ρ
(
C′|Y |J
(0)
|Y |(L, s) + χ+(|Y | − L− 1)
C0
(
SY (s)(1 + [A]1(s))H1(s) + (1 + s)
2−ρ‖γµGY µ(s)g(s)‖D
))
ds.
b) If 1 ≤ i ≤ |Y |, then Y = PνZ for some Z ∈ Π′, and
‖hY (t)‖D ≤ ‖hY (t0)‖D
+ (1 + t0)
−3/2+ρC|Y |
∑
n1+n2=|Y |−1
0≤n1≤L
[A]2+n1(t0)℘
D
n2(h(t0))
+ (1 + t0)
−1/2C|Y |
∑
n1+n2=|Y |−1
n1≥L+1
Sρ,n1(t0)Hn2+1(t0)
+ (1 + t)−3/2+ρC|Y |
∑
n1+n2=|Y |−1
0≤n1≤L
[A]2+n1(t)℘Dn2(h(t))
+ (1 + t)−1/2C|Y |
∑
n1+n2=|Y |−1
n1≥L+1
Sρ,n1(t)Hn2+1(t)
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+ ‖fY (t)‖D +
∫ max(t,t0)
min(t,t0)
(1 + s)−2+ρC′|Y |J
(i)
|Y |(L, s)ds.
The constants Cn, n ≥ 0, depend only on ρ and the constants C′n depend only on ρ and
[A]3(max(t0, t)).
Proof. To prove statement a), let h′Y (t) be as in statement i) of Proposition 5.10. It follows
from inequalities (5.116c), (5.125a) and (5.125b), that
‖hY (t)− h′Y (t)‖D ≤ (1 + t)−3/2+ρC|Y |
∑
n1+n2=|Y |
1≤n1≤L
[A]n1+1(t)℘Dn2(h(t)) (5.146)
+ (1 + t)−1/2Cχ+(|Y | − L− 1)SY (t)H0(t)
+ (1 + t)−1/2C|Y |
∑
n1+n2=|Y |
L+1≤n1≤|Y |−1
Sρ,n1(t)Hn2(t),
where the constants C and C|Y | depend only on ρ. Since Y ∈ σ0 and Y /∈ σ1, the sum
over Y1 ∈ σ1 on the right-hand side in the inequality of statement i) of Proposition 5.10,
vanish. This inequality then gives, according to definition (5.118) of JY , that
‖h′Y (t)‖D ≤ ‖h′Y (t0)‖D + ‖fY (t)‖D +
∫ max(t,t0)
min(t,t0)
JY (s)ds.
This inequality, the use of inequality (5.146) to estimate ‖h′Y (t)‖D and ‖h′Y (t0)‖D and the
estimate of JY (s) in Lemma 5.11, give the estimate of statement a).
To prove statement b), we observe that it follows from the definition of σi that Y =
PνZ for some Z ∈ σi−1 and Z /∈ σi. Let h(ν)Z , g(ν)1Z and g(ν)2Z be as in statement ii) of
Proposition 5.10. It follows that
‖hY (t)− h(ν)Z (t) + (2m)−1g(ν)Z (t)‖D (5.147a)
≤
∑Z
Z1,Z2
‖GZ1ν(t)hZ2(t)‖D + (2m)−1
∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈Π
′∩U(sl(2,C))
‖γµGZ1µ(t)hPνZ2(t)‖D.
This inequality, inequalities (5.116c), (5.125b) and the fact that S1,n(t) ≤ Sρ,n(t) for ρ ≤ 1,
give that
‖hY (t)− h(ν)Z (t) + (2m)−1g(ν)Z (t)‖D (5.147b)
≤ C|Y |(1 + t)−3/2+ρ
∑
n1+n2=|Y |−1
0≤n1≤L
[A]2+n1(t)℘Dn2(h(t))
+ C|Y |(1 + t)
−1/2
∑
n1+n2=|Y |−1
n1≥L+1
Sρ,n1(t)Hn2+1(t),
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where C|Y | depends only on ρ.
Using the gauge invariance of the electromagnetic field, and
(iγµ∂µ +m− γµGµ)hZ2 = gZ2 +
∑Z2
Z3,Z4
|Z4|≤|Z2|−1
γµGZ3µhZ4 ,
we obtain from the definition of g
(ν)
1Z that
‖g(ν)1Z (t)‖D ≤
∑Z
Z1,Z2
‖γµ(∂µAZ1ν(t)− ∂νAZ1µ(t))hZ2(t)‖D (5.148)
+
∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈σ
1
‖γµGZ1µ(t)hPνZ2(t)‖D
+ C
∑Z
Z1,Z2,Z3
|Z3|≤|Z|−1
∑
α,β
‖GZ1α(t)GZ2β(t)hZ3(t)‖D +
∑Z
Z1,Z2
‖GZ1ν(t)gZ2(t)‖.
Let X ∈ Π′. Then according to statement i) of Lemma 4.5, with ρ = 1,
‖GPµX(t)‖L2 ≤ ‖(GX(t), GP0X(t))‖M1
≤ C sup
0≤s≤t
(
‖(AX(s), AP0X(s))‖M1 + ‖(BX(s), BP0X(s))‖M1
+ ℘M
1
|X|+1((A(s), A˙(s))) + C|X|℘
M1
|X|((A(s), A˙(s)))
)
,
where Bµ(y) = yµ∂
νAν(y) and A˙X = AP0X for X ∈ Π′. This gives that
‖GX(t)‖L2 ≤ C0S1,|X|(t) + C|X|S1,|X|−1(t), for X ∈ σ1, (5.149)
for two numerical constants C0 and C|X|.
For the first term on the right-hand side of inequality (5.148), we obtain that∑Z
Z1,Z2
‖γµ(∂µAZ1ν(t)− ∂νAZ1µ(t))hZ2(t)‖D (5.150)
≤ (1 + t)−2+ρC|Z|
∑
n1+n2=|Z|
0≤n1≤L
[A]n1+1(t)℘Dn2((1 + λ0(t))
1/2h(t))2(1−ρ)℘Dn2(h(t))
2ρ−1
+ (1 + t)−3/2C|Z|
∑
n1+n2=|Z|
n1≥L+1
℘M
1
n1 ((A(t), A˙(t)))Hn2(t)
≤ (1 + t)−2+ρC|Z|
∑
n1+n2=|Z|
0≤n1≤L
[A]n1+1(t)℘Dn2((1 + λ0(t))
1/2h(t))2(1−ρ)℘Dn2(h(t))
2ρ−1
+ (1 + t)−3/2C|Z|l
(1)
|Z|+1(L+ 1, t), L ≥ 0, Z ∈ Π′.
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For the second term on the right-hand side of inequality (5.148), we obtain, using (5.149),∑Z
Z1,Z2
|Z2|≤|Z|−1
Z1∈σ
1
‖γµGZ1µ(t)hPνZ2(t)‖D (5.151)
≤ (1 + t)−2+ρC|Z|χ+(i− 2)
∑
n1+n2=|Z|
1≤n1≤L
[A]n1+2(t)
℘Dn2+1((1 + λ0(t))
1/2h(t))2(1−ρ)℘Dn2+1(h(t))
2ρ−1
+ (1 + t)−3/2C|Z|χ+(i− 2)
∑
n1+n2=|Z|
n1≥L+1
S1,n1(t)Hn2+1(t)
≤ (1 + t)−2+ρC|Z|χ+(i− 2)
∑
n1+n2=|Z|
1≤n1≤L
[A]n1+2(t)
℘Dn2+1((1 + λ0(t))
1/2h(t))2(1−ρ)℘Dn2+1(h(t))
2ρ−1
+ (1 + t)−3/2C|Z|χ+(i− 2)l(1)|Z|+1(L+ 1, t),
where Z ∈ σi−1 and Z /∈ σi, 1 ≤ i ≤ |Z|+ 1.
Proceeding like in (5.131a) and (5.131b), we obtain∑Z
Z1,Z2,Z3
|Z3|≤|Z|−1
‖GZ1α(t)GZ2β(t)hZ3(t)‖D (5.152)
≤ (1 + t)−3+2ρC|Z|
∑
n1+n2=|Z|
1≤n1≤L
[A]n1+2(t)℘
D
n2
(h(t))
+ (1 + t)−2+ρC|Z|
∑
n1+n2+n3=|Z|
n2≤n1
n3≤|Z|−L−1
Sρ,n1(t)[A]n2+1(t)Hn3(t)
≤ (1 + t)−3+2ρC|Z|k(1)|Z|+1(L, t) + (1 + t)−2+ρC|Z|l(1)|Z|+1(L, t),
for Z ∈ Π′ and L ≥ 0. It follows from definitions (5.119a) and (5.119b), that∑Z
Z1,Z2
‖GZ1ν(t)gZ2(t)‖D (5.153)
≤ (1 + t)−3/2+ρC|Z|
∑
n1+n2=|Z|
0≤n1≤L
[A]n1+1(t)℘Dn2(g(t))
+ C|Z|
∑
|Z1|+|Z2|=|Z|
|Z1|≥L+1
Z1,Z2∈Π
′
‖γµGZ1µ(t)gZ2(t)‖D
≤ (1 + t)−2+ρC|Z|
(
k
(1)
|Z|+1(L+ 1, t) + l
(1)
|Z|+1(L+ 1, t)
)
, L ≥ 0, Z ∈ Π′.
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Inequality (5.148), inequalities (5.150), (5.151) and (5.153), with L instead of L + 1,
and inequality (5.152), give that
‖g(ν)1Z (t)‖D (5.154)
≤ (1 + t)−2+ρC|Y |[A]3(t)℘D|Y |−1((1 + λ0(t))1/2h(t))2(1−ρ)℘D|Y |−1(h(t))2ρ−1
+ (1 + t)−2+ρC|Y |
∑
n1+n2=|Y |−1
1≤n1≤L−1
[A]n1+1(t)℘Dn2((1 + λ0(t))
1/2h(t))
+ (1 + t)−2+ρC|Y |
∑
n1+n2=|Y |−1
2≤n1≤L−1
[A]n1+2(t)℘Dn2+1((1 + λ0(t))
1/2h(t))
+ (1 + t)−2+ρC|Y |(k
(1)
|Y |(L, t) + l
(1)
|Y |(L, t)),
where Z ∈ Π′, 1/2 < ρ < 1 and where C|Y | is a constant depending only on ρ. Majorizing
the second and the third term on the right-hand side of this inequality with the help of
(5.143), we obtain that
‖g(ν)1Z (t)‖D (5.155)
≤ (1 + t)−2+ρC|Y |[A]3(t)℘D|Y |−1((1 + λ0(t))1/2h(t))2(1−ρ)℘D|Y |−1(h(t))2ρ−1
+ (1 + t)−2+ρC|Y |
(
k
(1)
|Y |(L, t) + l
(1)
|Y |(L, t)
)
+ (1 + t)−2+ρ
(
C′|Y |k
(2)
|Y |(L, t) + C
′′
|Y |l
(2)
|Y |(L, t)
)
,
where Z ∈ Π′, L ≥ 1, 1/2 < ρ < 1 and where the constant C|Y | depends only on ρ,
the constant C′|Y | only on ρ and [A]
3(t) and the constant C′′|Y | only on ρ and [A]
9(t).
Inequalities (5.144) and (5.155) and the definition of J
(l)
n (L, t) in Lemma 5.11, give that
‖g(ν)1Z (t)‖D (5.156)
≤ (1 + t)−2+ρC′|Y |[A]3(t)
(
℘D|Y |(h(t)) +R
0
|Y |−1,1(t)
)2(1−ρ)
℘|Y |−1(h(t))
2ρ−1
+ (1 + t)−2+ρC|Y |
(
k
(1)
|Y |(L, t) + l
(1)
|Y |(L, t)
)
+ (1 + t)−2+ρ
(
C′|Y |k
(2)
|Y |(L, t) + C
′′
|Y |l
(2)
|Y |(L, t)
)
≤ (1 + t)−2+ρC′|Y |J (i)|Y |(t), i ≥ 1,
where Z ∈ Π′, Y = PνZ, L ≥ 1, 1/2 < ρ < 1 and where the constant C|Y | depends only on
ρ, C′|Y | only of ρ and [A]
3(t) and the constant C′′|Y | only on ρ and [A]
9(t).
Since, according to statement ii) of Proposition 5.10,
‖hY (t)‖D ≤ ‖hY (t)− h(ν)Z (t) + (2m)−1g(ν)2Z (t)‖D + ‖h(ν)Z (t)− (2m)−1g(ν)2Z (t)‖D
≤ ‖hY (t)− h(ν)Z (t) + (2m)−1g(ν)2Z (t)‖D + ‖h(ν)Z (t0)− (2m)−1g(ν)2Z (t0)‖D
+ ‖fY (t)‖D +
∫ max(t,t0)
min(t,t0)
(‖g(ν)1Z (s)‖D + JY (s))ds,
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where JY (s) is given by (5.118), the inequality of statement b) follows from (5.147b),
(5.156) and Lemma 5.11. This proves the lemma.
Lemma 5.11 and Lemma 5.12 lead to L2-estimates of hY (t), Y ∈ Π′, where h is a
solution of (5.1), in terms of L2 and L∞ norms of hZ(t0), fZ(s), gZ(s) and AZ(s), Z ∈ Π′.
We recall that hY (t0) is a function of hI(t0) for a fixed potential G and an inhomogeneous
term g in equation (5.1), which is obtained by eliminating time derivatives in hY (t0) by
equation (5.1).
Theorem 5.13. Let n ≥ 0, 1/2 < ρ < 1, (1−∆)1/2(AX , AP0X) ∈ C0(R+,M1) for X = I,
X ∈ sl(2,C), let (1 −∆)1/2(B, B˙) ∈ C0(R+,M1), where Bµ(y) = yµ∂νAν(y), B˙ = ddtB,
let AY ∈ C0(R+, L∞(R3,R4)) for Y ∈ Π′, |Y | ≤ n+ 3, let BY ∈ C0(R+, L∞(R3,R4)) for
Y ∈ Π′, |Y | ≤ n + 2, let Gµ be given by (5.144), f be given by (5.111b), let gY = ξDY g ∈
C0(R+, D) for Y ∈ Π′, |Y | ≤ n, let
Qn(t) = sup
t0≤s≤t
℘Dn (f(s)) +
∑
0≤l≤n−1
[A]3,n−l(t)
(
sup
t0≤s≤t
℘Dl (f(s)) +
∫ t
t0
(1 + s)−3/2+ρ℘Dl ((1 + λ0(s))
1/2g(s))ds
)
,
for 0 ≤ t0 ≤ t, where λ0 is as in Theorem 5.5 and for 0 ≤ t < t0 let Qn be given by the
same expression, but with t and t0 interchanged on the right-hand side. If hY (t0) ∈ D
for Y ∈ Π′, |Y | ≤ n, then h given by (5.3c) is the unique solution of equation (5.1a) in
C0(R+, D), with initial data h(t0). This solution satisfies hY ∈ C0(R+, D) for Y ∈ Π′,
|Y | ≤ n, hPµY ∈ C0(R+, (1−∆)1/2D) for Y ∈ Π′, |Y | ≤ n, and
℘Dn (h(t)) ≤ Cn
(
℘Dn (h(t0)) +
∑
0≤l≤n−1
[A]3,n−l(t
′)℘Dl (h(t0)) +Qn(t)
)
,
for t, t0 ≥ 0, where t′ = max(t, t0) and where the constant Cn depends only on [A]3(t′) and
ρ.
If moreover the function t 7→(1+t)−3/2+ρ(1+λ0(t))1/2gY (t) is an element of L1(R+, D)
for Y ∈ Π′, |Y | ≤ n, and if for each Y ∈ Π′, |Y | ≤ n, there exists g1Y and g2Y such that
gY = g1Y + g2Y , and such that:
a) g1Y ∈ L1(R+, D),
b) (m− iγµ∂µ + γµGµ)g2Y ∈ L1(R+, D) and limt→∞‖g2Y (t)‖D = 0,
then there exists a unique solution h ∈ C0(R+, D) of equation (5.1a) such that ‖h(t)‖D →
0, when t → ∞. This solution satisfies ℘Dn (h(t)) ≤ CnQ∞n (t), t ≥ 0, where Q∞n is given
by the above expression of Qn(t), with t0 = ∞. Further, fY ∈ C0(R+, D), fY (t) → 0 as
t→∞ and fY (t) is the limit of
∫ T
t
w(t, s)iγ0gY (s)ds in D as T →∞.
Proof. First let t0 < ∞. It follows from statement i) of Lemma 4.5, with ρ = 1, that
(G, G˙) ∈ C0(R+, (1 − ∆)−1/2M1), where G˙(t) = ddtG(t), since (1 − ∆)1/2(AX , AP0X) ∈
C0(R+,M1) forX = I, X ∈ sl(2,C)) and (1−∆)1/2(B, B˙) ∈ C0(R+,M1). Since h(t0) ∈ D
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and g ∈ C0(R+, D), it follows that conditions (5.1b), (5.1c) and (5.1d) hold for τ = 0,
which proves that equation (5.1a) has a unique solution h ∈ C0(R+, D), that this solution
is given by (5.3c) and that hPµ ∈ C0(R+, (1−∆)1/2D) for 0 ≤ µ ≤ 3.
Application of ξMY to equation (5.1a) gives that (iγ
µ∂µ+m−γµGµ)hY = g′Y , Y ∈ Π′,
where
g′Y =
∑Y
Y1,Y2
|Y2|≤|Y |−1
γµGY1µhY2 + gY .
Since, according to inequality (4.82)
‖GZ(t)‖L∞ ≤ C sup
0≤s≤t
( ∑
|Y |≤|Z|+1
‖AY (s)‖L∞ +
∑
|Y |≤|Z|
‖BY (s)‖L∞
)
,
for Z ∈ Π′, it follows from the hypothesis that GZ ∈ C0(R+, L∞(R3,R4)) for |Z| ≤ n.
This shows that, if |Y | ≤ n, then g′Y ∈ C0(R+, D) if hZ ∈ C0(R+, D) for |Z| ≤ |Y | − 1.
Repeating the argument which proved that h
I
∈ C0(R+, D) and that hPµ ∈ C0(R+, (1−
∆)1/2D), it follows that hY ∈ C0(R+, D) and that hPµY ∈ C0(R+, (1 − ∆)1/2D) for
|Y | ≤ n, Y ∈ Π′.
It follows from the definition of J
(l)
n (L, t) in Lemma 5.11 and definitions (5.119a),
(5.119b), (5.119c) and (5.119d) of k
(1)
n , l
(1)
n , k
(2)
n and l
(2)
n , that
J (i)n (n, t) ≤ 2[A]3(t)(℘Dn (h(t)) +R0n−1,1(t)) + k(1)n (n, t) + k(2)n (n, t), n ≥ 1, i ≥ 0.
This inequality and definitions (5.119a) and (5.119c) of k
(1)
n and k
(2)
n give that
J (i)n (n, t) ≤ C
∑
n1+n2=n
[A]3,n1(t)
(
℘Dn2(h(t)) +R
0
n2−1,1(t)
)
(5.157)
+
∑
n1+n2=n
n2≤n−1
[A]3,n1(t)(1 + t)
1/2℘Dn2(g(t)), n ≥ 1, i ≥ 0,
where C is a numerical constant. It follows from this inequality, from statement a) of
Lemma 4.12 in the case Y ∈ σ0, Y /∈ σ1 and from statement b) in the case Y ∈ σ1, with
L = |Y |, that
‖hY (t)‖D ≤ ‖hY (t0)‖D + ‖fY (t)‖D (5.158)
+ C|Y |(1 + t0)
−3/2+ρ
∑
n1+n2=|Y |
n2≤|Y |−1
[A]n1+1(t0)℘
D
n2
(h(t0))
+ C|Y |(1 + t)
−3/2+ρ
∑
n1+n2=|Y |
n2≤|Y |−1
[A]n1+1(t)℘Dn2(h(t))
+ |Y |C′|Y |
∫ max(t,t0)
min(t,t0)
(1 + s)−2+ρ
( ∑
n1+n2=|Y |
[A]3,n1(s)
(
℘Dn2(h(s)) +R
0
n2−1,1
(s)
)
+
∑
n1+n2=|Y |,n2≤|Y |−1
[A]3,n1(s)(1 + s)
1/2℘Dn2(h(s))
)
ds, Y ∈ Π′, 1/2 < ρ < 1,
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where C|Y | is a constant depending only on ρ and C
′
|Y | a constant depending only on ρ
and [A]3(t′), t′ = max(t, t0). Summation over |Y | ≤ k ≤ n, give that
℘Dk (h(t)) ≤ C℘Dk (h(t0)) + C℘Dk (f(t)) (5.159)
+ Ck
∑
n1+n2=k
n2≤k−1
(
(1 + t0)
−3/2+ρ[A]n1+1(t0)℘
D
n2
(h(t0))
+ (1 + t)−3/2+ρ[A]n1+1(t)℘Dn2(h(t))
)
+ kC′k
∫ max(t,t0)
min(t,t0)
(
(1 + s)−2+ρ
∑
n1+n2=k
[A]3,n1(s)
(
℘Dn2(h(s)) +R
0
n2−1,1
(s)
)
+ (1 + s)−3/2+ρ
∑
n1+n2=k
n2≤k−1
[A]3,n1(s)℘
D
n2(g(s))
)
ds,
0 ≤ k ≤ n, 1/2 < ρ < 1, where C is a numerical constant, Ck depends only on ρ and C′k
only on ρ and [A]3(t′).
Let, for 0 ≤ k ≤ n, t′ = min(t, t0), t′′ = max(t, t0),
Q(k)(t) = sup
t′≤s≤t′′
(
C℘Dk (h(t0)) + C℘
D
k (f(s)) (5.160)
+ Ck
∑
n1+n2=k
n2≤k−1
(
(1 + t0)
−3/2+ρ[A]n1+1(t0)℘
D
n2
(h(t0))
+ (1 + s)−3/2+ρ[A]n1+1(s)℘Dn2(h(s))
))
+ kC′k
∫ t′′
t′
( ∑
n1+n2=k
n2≤k−1
[A]3,n1(s)
(
(1 + s)−2+ρ
(
℘Dn2(h(s)) +R
0
n2−1,1(s)
)
+ (1 + s)−3/2+ρ℘Dn2(g(s))
)
+ (1 + s)−2+ρR0k−1,1(s)
)
ds,
where the constants C,Ck, C
′
k are as in (5.159). Inequality (5.159) now reads
℘Dk (h(t)) ≤ Q(k)(t) + kC′k
∫ max(t,t0)
min(t,t0)
(1 + s)−2+ρ[A]3,0(s)℘
D
k (h(s))ds, (5.161)
0 ≤ k ≤ n, t ≥ 0, where C′k is a constant depending only on ρ and [A]3(max(t, t0)). Since
Q(k) is increasing on the interval [t0, t], when t0 ≤ t and decreasing on the interval [t, t0],
when t < t0, it follows from Gro¨nwall lemma that
℘Dk (h(t)) ≤ C′kQ(k)(t), t ≥ 0, k ≥ 0, (5.162)
where C′k is a new constant depending only on ρ and [A]
3(max(t, t0)).
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Inequality (5.162) gives for k = 0 that
℘D0 (h(t)) ≤ C′0
(
℘D0 (h(t0)) + sup
t′≤s≤t′′
℘D0 (f(s))
)
,
where t′ = min(t, t0), t
′′ = max(t, t0) and C
′
0 a constant depending only on ρ and [A]
3(t′′),
which shows that the statement of the theorem is true for n = 0. Suppose that the
inequality of the theorem is true with n− 1 instead of n. Using the convexity property for
the functions [A]N,l(t) (analog to (5.89d), (5.89e)), we then obtain that ℘
D
n (h(t)) satisfies
the inequality of the theorem for n, since
∑
n1+n2=n
(1 + s)−2+ρ[A]3,n1(s)R
0
n2−1,1
(s)
= (1 + s)−2+ρ
∑
n1+n2=n
n2≥1
[A]3,n1(s)℘
D
n2−1
((1 + λ0(s))g(s))
≤ C(1 + s)−3/2+ρ
∑
0≤l≤n−1
[A]3,n−l−1(s)℘
D
l ((1 + λ0(s))
1/2g(s)),
according to the definition of R0p,q in Corollary 5.9. This proves the statement of the
theorem for 0 ≤ t0 <∞.
Let t0 = ∞. If h1, h2 ∈ C0(R+, D) are two solutions of equation (5.1a) such that
‖hi(t)‖D → 0, i = 1, 2, when t→∞, then due to the unitarity of w(t, s) in D:
0 = lim
s→∞
‖h1(s)− h2(s)‖D = ‖h1(t)− h2(t)‖D, t ≥ 0.
This proves the uniqueness of the solution h. To prove the existence of h we first prove the
existence of fY for Y ∈ Π′, |Y | ≤ n, T ≥ 0. Introduce fTY , fT(i)Y ∈ C0(R+, D), i ∈ {0, 1, 2},
by fTY = f
T
(0)Y .
fT(i)Y (t) = 0 for 0 ≤ T ≤ t, (5.163)
fT(i)Y (t) =
∫ T
t
w(t, s)iγ0g(i)Y (s)ds for 0 ≤ t < T,
where g(i)Y = giY are given by conditions a) and b) of the theorem for i ∈ {1, 2} and
where g(0)Y = gY . f
T
Y has the properties:
fT1Y (t)− fT2Y (t) = w(t, T2)fT1Y , 0 ≤ t ≤ T2 ≤ T1,
which together with the definition of fT(i)Y give that
sup
s≥0
‖fT1(i)Y (s)− fT2(i)Y (s)‖D ≤ sup
T2≤s≤T1
‖fT1(i)Y (s)‖D, i ∈ {0, 1, 2}, (5.164)
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for 0 ≤ T2 ≤ T1. In the case of condition a) we obtain that
sup
s≥0
‖fT1(1)Y (s)− fT2(1)Y (s)‖D ≤
∫ T2
T1
‖g(1)Y (s)‖Dds, 0 ≤ T2 ≤ T1. (5.165a)
In the case of condition b), statement iib) of Theorem 5.1 gives, since fT1(2)Y is a solution of
equation (5.1a), (with g(2)Y instead of g) in the interval [0, T1] and which can be extended
to a solution h ∈ C0(R+, D), h(t) = ∫ T1
t
w(t, s)iγ0g(2)Y (s)ds, with h(T1) = 0:
sup
s≥0
‖fT1(2)Y (s)− fT2(2)Y (s)‖D (5.165b)
≤ sup
T2≤s≤T1
(m−1‖g(2)Y (s)‖D) + (2m)−1
∫ T1
T2
‖((m− iγµ∂µ + γµGµ)g(2)Y )(s)‖Dds,
0 ≤ T2 ≤ T1. Inequalities (5.165a) and (5.165b), conditions a) and b), prove that fTY ,
T ∈ N, is a Cauchy sequence in L∞(R+, D) converging to an element fY ∈ C0(R+, D)
satisfying ‖fY (t)‖D → 0 when t→∞, for Y ∈ Π′, |Y | ≤ n. Let us define h(t) = fI(t).
We next construct a sequence of solutions hk, vanishing for sufficiently large t, of
equation (5.1a) converging to h and to which we can apply the estimate of the theorem
for finite t0. Let ϕ ∈ C∞0 (R), ϕ(s) = 1 for |s| ≤ 1, ϕ(s) = 0 for |s| ≥ 2 and let ϕk(t, x) =
ϕ(k−1(1 + t2 + |x|2)1/2), k ≥ 1. Then |(ξY ϕk)(t, x)| ≤ C|Y |(1 + t2 + |x|2)|Y |/2k−|Y |,
Y ∈ Π′, where C|Y | is independent of t and x. If (t, x) belongs to the support of ξY ϕk,
then k−1(1 + t2 + |x|)1/2 ≤ 2, which shows that |(ξY ϕ)(t, x)| ≤ C|Y |2|Y |. Let g(i)kY =∑Y
Y1,Y2
(ξY1ϕk)g(i)Y2 for Y ∈ Π′, |Y | ≤ n, i ∈ {0, 1, 2}. Then ξDY (ϕkg) = g
(0)
kY = g
(1)
kY + g
(2)
kY
and
‖g(i)kY (t)‖D ≤ C|Y |
∑
Z∈Π′
|Z|≤|Y |
‖g(i)Z(t)‖D, Y ∈ Π′, |Y | ≤ n, t ≥ 0, i ∈ {0, 1, 2}, (5.166a)
for some constant C|Y | independent of t. Similarly we obtain that
‖(1 + λj(t))1/2(ξDY (ϕkg))(t)‖D (5.166b)
≤ C|Y |
∑
Z∈Π′
|Z|≤|Y |
‖(1 + λj(t))1/2(ξDZ g)(t)‖D, Y ∈ Π′, |Y | ≤ n, t ≥ 0, j = 0, 1,
where C|Y | is independent of t. Moreover
|(ξPµY ϕk)(t, x)| ≤ C|Y |(1 + t2 + |x|2)−1/2,
where C|Y | is independent of t, gives that
‖((m− iγµ∂µ + γµGµ)g(2)kY )(t)‖D (5.166c)
≤ C|Y |
∑
Z∈Π′
|Z|≤|Y |
(
(1 + t)−1‖g(2)Z(t)‖D + ‖
(
(m− iγµ∂µ + γµGµ)g(2)Z
)
(t)‖D
)
,
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t ≥ 0, Y ∈ Π′, |Y | ≤ n, where C|Y | is independent of t.
Let gk = ϕkg, n ≥ 1. Since ϕk(t, x) = 1 for (1+t2+|x|2)1/2 ≤ k and since |(ξY ϕk)(t, x)|
is uniformly bounded in k, t, x, it follows from the dominated convergence theorem that
‖(g(i)kY − g(i)Y )(t)‖D → 0 for i ∈ {0, 1, 2}, t ≥ 0, ‖(1+ λ0(t))1/2(g(0)kY − g(0)Y )(t)‖D → 0, a.e.
t ≥ 0 and ‖((m− iγµ∂µ + γµGµ)(g(2)kY − g(2)Y ))(t)‖D → 0, a.e. t ≥ 0, for Y ∈ Π′, |Y | ≤ n.
This shows, together with the bound (5.166a) that
lim
k→∞
(sup
s≥0
‖(g(i)kY − g(i)Y )(s)‖D) = 0, i ∈ {0, 1, 2}, (5.167a)
together with the bound (5.166b) that
lim
k→∞
∫ ∞
0
(1 + s)−3/2+ρ‖(1 + λ0(s))1/2(g(0)kY − g(0)Y )(s)‖Dds = 0, (5.167b)
together with the bound (5.166a) and the condition a) of the theorem that
lim
k→∞
∫ ∞
0
‖(g(1)kY − g(1)Y )(s)‖Dds = 0, (5.167c)
and together with the bounds (5.166a), (5.166c) and the condition b) of the theorem that
lim
k→∞
∫ ∞
0
‖((m− iγµ∂µ + γµGµ)(g(2)kY − g(2)Y ))(s)‖Dds = 0, (5.167d)
and that
lim
k→∞
lim
s→∞
‖(g(2)kY − g(2)Y )(s)‖D = 0, (5.167e)
for Y ∈ Π′ and |Y | ≤ n. Let fk,Y ∈ C0(R+, D) be the unique solution of equation (5.1a),
with g
(0)
kY instead of g and with initial data fk,Y (t0) = 0, k ≥ 1, where (1 + t20)1/2 ≥ 2k.
Then g
(0)
kY (t) = 0 for t ≥ t0, so fk,Y (t) = 0 for t ≥ t0. It follows from statement iib) of
Theorem 5.1 and from limits (5.167a), (5.167c), (5.167d) and (5.167e) that fk,Y is a Cauchy
sequence for the uniform convergence topology in C0(R+, D). fk,Y therefore converges to
fY in this topology, for Y ∈ Π′, |Y | ≤ n. In particular fk,I converges to fI = h.
Let us define hk = fk,I, k ≥ 1. The support of the function fk,I:R+ → D is a subset of
[0, 2k[, k ≥ 1. Taking t0, sufficiently large, it now follows from the inequality of the theorem
for finite t0, that
℘Dn (hk1(t)− hk2(t)) (5.168)
≤ Cn
(
sup
s≥t
℘Dn (fk1(s)− fk2(s)) +
∑
0≤l≤n−1
[A]3,n−l(∞)
(
sup
s≥t
℘Dl (fk1(s)− fk2(s))
+
∫ ∞
t
(1 + s)−3/2+ρ℘Dl
(
(1 + λ0(s))
1/2(gk1(s)− gk2(s))
)
ds
))
,
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where Cn depends only on [A]
3(∞). Since fk,Y is a Cauchy sequence in C0(R+, D) for
the uniform convergence topology, it follows from the limit (5.167b) and inequality (5.168)
that ξDY hk ∈ C0(R+, D), is a Cauchy sequence, in this topology, of functions with compact
support, |Y | ≤ n, Y ∈ Π′. This proves that ξDY h ∈ C0(R+, D) and ‖ξDY h(t)‖D → 0, when
t → ∞, for Y ∈ Π′, |Y | ≤ n. Finally, it follows from inequality (5.168) that ℘Dn (h(t)) ≤
CnQ
∞
n (t), where Cn depends only on [A]
3(∞). This proves the theorem.
In Theorem 5.13 we loose several orders in the seminorms of the electromagnetic
potential. We shall derive a result, based on Theorem 5.8, Lemma 5.11, Lemma 5.12 and
Theorem 5.13, where no seminorms are lost. We introduce the notation
Hn(t0, t) =
∑
n1+n2=n
(1 + Sρ10,n1(t))
(
R′n2+7(t) +R
2
n2+9
(t) (5.169)
+R∞n2(t) + ℘
D
n2+8
(h(t0)) +
∑
0≤l≤n2+7
[A]3,n2+8−l(t
′′)℘Dl (h(t0)) +Qn2+8(t)
)
,
where n ≥ 0, t0, t ≥ 0, t′′ = max(t, t0) and where R′n, R2n, R∞n are given in Theorem 5.8
and Qn is given in Theorem 5.13. It follows from Theorem 5.8, definition (5.88a) of T
∞(n),
inequality (5.116c), xµG
µ(x) = 0 for Gµ given by (5.114) and inequality (5.138) that
Hn(t) ≤ anHn(t0, t), n ≥ 0, t0, t ≥ 0, (5.170)
where an depends only on [A]
11(max(t, t0)). Let
℘Dn (t0, t) = ℘
D
n (h(t0)) +Qn(t) +
∑
0≤l≤n−1
[A]3,n−l(t
′′)℘Dl (h(t0)), (5.171)
where t0, t ≥ 0, n ≥ 0, t′′ = max(t0, t) and where Qn is given in Theorem 5.13. In the
situation of Theorem 5.13 it follows that
℘Dn (h(t)) ≤ Cn℘Dn (t0, t), n ≥ 0, t0, t ≥ 0. (5.172)
We introduce, for n ≥ 0, t0, t ≥ 0, t′ = min(t0, t), t′′ = max(t0, t), L ≥ 0, the notation
k′n(L, t0, t) (5.173a)
= (1 + t0)
−3/2+ρ
∑
n1+n2=n
1≤n1≤L
[A]n1+1(t0)℘
D
n2(h(t0))
+ (1 + t0)
−1/2
∑
n1+n2=n
n1≥L+1
Sρ,n1(t0)Hn2(t0, t0) + (1 + t)
−3/2+ρ
∑
n1+n2=n
1≤n1≤L
n2≤L
[A]n1+1(t)℘Dn2(t0, t)
+ (1 + t)−1/2
∑
n1+n2=n
L+1≤n1≤n−1
Sρ,n1(t)Hn2(t0, t) +
∫ t′′
t′
(1 + s)−2+ρkn(L, t0, s)ds,
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where
kn(L, t0, t) (5.173b)
=
∑
n1+n2=n
1≤n1≤L
n2≤L
(
[A]3,n1(t)
(
℘Dn2(t0, t) +R
0
n2−1,1
(t)
)
+ (1 + t)1/2[A]n1+1(t)℘Dn2(g(t))
)
+
∑
n1+n2+n3+n4=n
n1≤L−1,n2≤n−1
n3+n4≤n−L
(1 + [A]2,n1(t))S
ρ,n2(t)(1 + Sρ10,n3(t))
(
R′n4+7(t) +R
2
n4+9(t) +R
∞
n4(t) + ℘n4+8(t0, t)
)
+
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=n
L≤|Y1|=n−1
(1 + t)2−ρ‖γµGY1µ(t)gY2(t)‖D.
Here R0n2−1,1 is given in Corollary 5.9.
Theorem 5.14. Let 1/2 < ρ < 1, 18 ≤ L + 9 ≤ n + 8 ≤ 2L, (1 − ∆)1/2(AX , AP0X) ∈
C0(R+,M1) for X = I or X ∈ sl(2,C), let (1−∆)1/2(B, B˙) ∈ C0(R+,M1), where Bµ(y) =
yµ∂
νAν , B˙ =
d
dtB, let (AY , AP0Y ) ∈ C0(R+,Mρ) ∩ C0(R+,M1) for Y ∈ Π′, |Y | ≤ n, let
AY ∈ C0(R+, L2(R3,R4)) for Y ∈ Π′, |Y | ≤ n, let (BY , BP0Y ) ∈ C0(R+,M1) for
Y ∈ Π′, |Y | ≤ n− 1, let δ3/2−ρAY ∈ C0(R+, L∞(R3,R4)) for Y ∈ Π′, |Y | ≤ L+ 3, let the
funtion (t, x) 7→ (1+|x|+t)(1+∣∣t−|x|∣∣)1/2AY (t, x) be an element of C0(R+, L∞(R3,R4)) for
Y ∈ σ1, |Y | ≤ L+3, let δ3/2−ρBY ∈ C0(R+, L∞(R3,R4)) for Y ∈ Π′, |Y | ≤ L+2, let the
function (t, x) 7→ (1+t+ |x|)(1+∣∣t−|x|∣∣)1/2BY (t, x) be an element of C0(R+, L∞(R3,R4))
for Y ∈ σ1, |Y | ≤ L + 2, let gY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ n, let R′L−1(s), R2L+1(s),
R∞L−8(s) be finite for t
′ ≤ s ≤ t′′, where t′ = min(t, t0) and t′′ = max(t, t0), let Gµ be given
by (5.114), let f be given by (5.111b) and let
kn(L, t0, t)
= k′n(L, t0, t) + (1 + t)
−1/2Sρ,n(t)H0(t0, t) +
∫ t′′
t′
(1 + s)−2+ρ
(
[A]3(s)R0n−1,1(s)
+ Sρ,n(s)(1 + [A]1(s))H1(t0, s) + (1 + s)
2−ρ
( ∑
|Y |=n
‖γµGY µ(s)g(s)‖2D
)1/2)
ds.
If hY (t0) ∈ D for Y ∈ Π′, |Y | ≤ n then h given by (5.3c) is the unique solution of equation
(5.1a) in C0(R+, D), with initial data h(t0). This solution satisfies
hY ∈ C0(R+, D), hPµY ∈ C0(R+, (1−∆)1/2D) for Y ∈ Π′, |Y | ≤ n,
and
℘Dn (h(t)) ≤ Cn
(
℘Dn (h(t0)) + sup
t′≤s≤t′′
(
℘Dn (f(s)) + ankn(L, t0, s)
)
+
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(t
′′)
(
℘Dn2(h(t0)) + sup
t′≤s≤t′′
(
℘Dn2(f(s)) + an2kn2(L, t0, s)
)))
,
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where Cn depends only on ρ and [A]
3(t′′) and al, 0 ≤ l ≤ n, depends only on ρ and
[A]11(t′′).
Moreover if k∞n (L, t) is given by kn(L, t0, t) with ℘
D
n (h(t0)) = 0 and t0 = ∞, if
k∞n (L) = supt≥0 k
∞
n (L, t) < ∞ and if for each Y ∈ Π′, |Y | ≤ n, there exists g1Y and g2Y
such that gY = g1Y + g2Y , and such that:
a) g1Y ∈ L1(R+, D),
b) (m− iγµ∂µ + γµGµ)g2Y ∈ L1(R+, D) and limt→∞‖g2Y (t)‖D = 0,
then there exists a unique solution h ∈ C0(R+, D) of equation (5.1a) such that ‖h(t)‖D →
0, when t→∞. This solution satisfies
℘Dn (h(t)) ≤ Cn
(
sup
t≤s
(
℘Dn (f(s)) + ank
∞
n (L, s)
)
+
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(∞) sup
t≤s
(
℘Dn2(f(s)) + an2k
∞
n2
(L, s)
))
,
where the constants Cn and al, 0 ≤ l ≤ n are as above. Further, fY ∈ C0(R+, D),
fY (t)→ 0 as t→∞ and fY (t) is the limit of
∫ T
t
w(t, s)iγ0gY (s)ds in D when T →∞.
Proof. First let 0 ≤ t0 < ∞. According to the hypothesis, it follows from Theorem 5.13
that equation (5.1a) has a unique solution h ∈ C0(R+, D), that
hY ∈ C0(R+, D), (1−∆)−1/2hPµY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ L, 0 ≤ µ ≤ 3,
and that
℘Dj (h(t)) ≤ Cj(℘Dj (h(t0)) +
∑
0≤l≤j−1
[A]3,j−l(t
′′)℘Dl (h(t0)) +Qn(t)), j ≤ L,
where t′′ = max(t, t0) and where Cj depends only on [A]
3(t′′).
Like in the beginning of the proof of Theorem 5.13, let
g′Y =
∑Y
Y1,Y2
|Y2|≤|Y |−1
γµGY1µhY2 + gY .
As in the proof of Theorem 5.13 it follows thatGY ∈ C0(R+, L∞(R3,R4)) for Y ∈ Π′, |Y | ≤
L. It follows from the hypothesis of the theorem, from definition (5.115d) of Sρ,n and from
inequality (5.125b) that δ−1GY ∈ C0(R+, L2(R3,R4)) for Y ∈ Π′, |Y | ≤ n. Moreover since
‖δ(t)hZ(t)‖L∞ ≤ H|Z|(t) ≤ a|Z|H |Z|(t0, t), where a|Z| depends only on [A]11(max(t, t0)),
according to (5.170), it follows from the hypothesis that δhZ ∈ C0(R+, L∞(R3,C4)) for
Z ∈ Π′, |Z| ≤ n − L ≤ L − 8. Since gY ∈ C0(R+, D) for |Y | ≤ n, Y ∈ Π′, it follows that
g′Y ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ n, which together with hY (t0) ∈ D for Y ∈ Π′, |Y | ≤ n,
give that hY ∈ C0(R+, D) and hPµY ∈ C0(R+, (1−∆)1/2D) for Y ∈ Π′, |Y | ≤ n.
MAXWELL - DIRAC EQUATIONS 185
Statement a) of Lemma 5.12 and statement b), but with L− 1 instead of L, give, for
0 ≤ i ≤ n,
℘Dn,i(h(t)) (5.174)
≤ ℘Dn,i(h(t0)) + ℘Dn,i(f(t)) + (1 + t0)−3/2+ρCn
∑
n1+n2=n
1≤n1≤L
[A]n1+1(t0)℘
D
n2(h(t0))
+ (1 + t0)
−1/2Cn
∑
n1+n2=n
n1≥L+1
Sρ,n1(t0)Hn2(t0) + (1 + t)
−3/2+ρCn
∑
n1+n2=n
1≤n1≤L
[A]n1+1(t)℘Dn2(h(t))
+ (1 + t)−1/2Cn
∑
n1+n2=n
L+1≤n1≤n−1
Sρ,n1(t)Hn2(t) + (1 + t)
−1/2χ+(−i)C0Sρ,n(t)H0(t)
+ C′n
∫ t′′
t′
(1 + s)−2+ρ
( ∑
l≥max(i,1)
J (l)n (L− 1, s) + χ+(−i)J (0)n (L, s)
)
ds
+ χ+(−i)C0
∫ t′′
t′
(1 + s)−2+ρ
(
Sρ,n(s)(1 + [A]1(s))H1(s)
+ (1 + s)2−ρ
( ∑
|Y |=n
‖γµGY µ(s)g(s)‖2D
)1/2)
ds,
where Cn depends only on ρ and C
′
n depends on ρ and [A]
3(t′′). It follows from definitions
(5.119a)–(5.119d) of k
(1)
n , l
(1)
n , k
(2)
n and l
(2)
n and from definition (5.173b) of kn, that
k(1)n (L, t) + l
(1)
n (L, t) + k
(2)
n (L, t) + l
(2)
n (L, t) (5.175)
+ k(1)n (L− 1, t) + l(1)n (L− 1, t) + k(2)n (L− 1, t) + l(2)n (L− 1, t)
≤ 2
(
k(1)n (L, t) + l
(1)
n (L− 1, t) + k(2)n (L, t) + l(2)n (L− 1, t)
)
≤ C
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(t)℘
D
n2
(h(t)) + ankn(L, t0, t),
where C is a numerical constant and an depends only on [A]
11(t′′). The definition of
J
(l)
n in Lemma 5.11, inequalities (5.170) and (5.172), definition (5.173a) of k′n(L, t0, t) and
inequalities (5.174) and (5.175) give
℘Dn (h(t)) (5.176)
≤ ℘Dn (h(t0)) + ℘Dn (f(t)) + ank′n(L, t0, t) + (1 + t)−1/2a0Sρ,n1(t)H0(t0, t)
+ (1 + t)−3/2+ρCn
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]n1+1(t)℘Dn2(h(t))
+ C0
∫ t′′
t′
(1 + s)−2+ρ
(
Sρ,n(s)(1 + [A]1(s))a1H1(t0, s)
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+ (1 + s)2−ρ
( ∑
|Y |=n
‖γµGY µ(s)g(s)‖2D
)1/2)
ds
+ Cn
∫ t′′
t′
(1 + s)−2+ρ
( ∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(s)℘
D
n2
(h(s))
+ C′n[A]
3(s)
(
℘Dn (h(s))
ε℘Dn,1(h(s))
1−ε +R0n−1,1(s)
2(1−ρ)℘Dn1(h(s))
2ρ−1
))
ds,
and for 1 ≤ i ≤ n, that
℘Dn,i(h(t)) (5.177)
≤ ℘Dn,i(h(t0)) + ℘Dn,i(f(t)) + ank′n(L, t0, t)
+ (1 + t)−3/2+ρCn
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]n1+1(t)℘Dn2(h(t))
+ C′n
∫ t′′
t′
(1 + s)−2+ρ
( ∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(s)℘
D
n2
(h(s))
+ [A]3(s)
(
℘Dn (h(s))
ε℘Dn,i+1(h(s))
1−ε +R0n−1,1(s)
2(1−ρ)℘Dn1(h(s))
2ρ−1
))
ds,
where 18 ≤ L + 9 ≤ n + 8 ≤ 2L, ε = max(1/2, 2(1− ρ)), 1/2 < ρ < 1, t′ = min(t, t0), t′′ =
max(t, t0) and where Cn depends only on ρ, C
′ only on ρ and [A]3(t′′) and an only on ρ
and [A]11(t′′). Let
kn(L, t0, t) = k
′
n(L, t0, t) + (1 + t)
−1/2Sρ,n(t)H0(t0, t) (5.178)
+
∫ t′′
t′
(1 + s)−2+ρ
(
Sρ,n(s)(1 + [A]1(s))H1(t0, s)
+ (1 + s)2−ρ
( ∑
|Y |=n
‖γµGY µ(s)g(s)‖2D
)1/2
+ [A]3(s)R0n1,1(s)
)
ds,
for n ≥ 0, L ≥ 0, t, t0 ≥ 0, t′ = min(t, t0), t′′ = max(t, t0). It follows from inequalities
(5.176) and (5.177) that
℘Dn,i(h(t)) ≤ ℘Dn,i(h(t0)) + ℘Dn,i(f(t)) + ankn(L, t0, t) (5.179)
+ Cn(1 + t)
−3/2+ρ
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]n1+1(t)℘Dn2(h(t))
+ C′n
∫ t′′
t′
(1 + s)−2+ρ
(
[A]3(s)℘Dn (h(s))
ε℘Dn,i+1(h(s))
1−ε
+
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(s)℘
D
n2
(h(s))
)
ds,
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where 0 ≤ i ≤ n, 18 ≤ L+ 9 ≤ n+ 8 ≤ 2L, ε = max(1/2, 2(1− ρ)), 1/2 < ρ < 1 and where
Cn depends only on ρ, C
′ only on ρ and [A]3(t′′) and an only on ρ and [A]
11(t′′).
To solve the system of inequalities (5.179) in the variables ℘Dn,i(h(t)), we introduce
the variables
ξl,j = sup
t′≤s≤t′′
℘Dl,j(h(s)), for 0 ≤ j ≤ l ≤ n, (5.180a)
ξl,j = 0 for j ≥ l + 1,
where t′ = min(t, t0), t
′′ = max(t, t0), and we introduce the positive real numbers
ηl = ℘
D
l (h(t0)) + sup
t′≤s≤t′′
(
℘Dl (f(s)) + alkl(L, t0, s)
)
, 0 ≤ l ≤ n. (5.180b)
It then follows from (5.179) that
ξn,i ≤ ηn + bn
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(t
′′)ξn2,0 + bn[A]
3(t′′)ξεn,0ξ
1−ε
n,i+1, (5.181)
where 0 ≤ i ≤ n, L+ 9 ≤ n+ 8 ≤ 2L and where bn is a constant depending only on ρ and
on [A]3(t′′). Let
αn = ηn + bn
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(t
′′)ξn2,0, (5.182a)
and
βn = bn[A]
3(t′′). (5.182b)
Then inequalities (5.181) give that
ξn,i ≤ αn + βnξεn,0ξ1−εn,i+1, (5.182c)
where 0 ≤ i ≤ n, L+9 ≤ n+8 ≤ 2L. We note that αL+1 = ηL+1 because of (5.182a). The
solutions x ≥ 0 of the inequality
x ≤ a+ bxεy1−ε, (5.183a)
where y ≥ 0, a ≥ 0, b ≥ 0, 0 ≤ ε < 1 satisfy
x ≤ 2a+ 2b(1 + 2b)k−1y, k ∈ N, k ≥ 1/(1− ε) ≥ 1. (5.183b)
As a matter of fact for 0 < ε < 1:
i) if εb ≤ 1/2 then x ≤ a+ bxεy1−ε ≤ a+ εbx+ (1− ε)by gives that x ≤ 2a+2(1− ε)by,
ii) if εb > 1/2 and (2b)1/(1−ε)y ≤ x then bxεy1−ε ≤ x/2 and inequality (5.183a) give that
x ≤ 2a,
188 FLATO SIMON TAFLIN
iii) if εb > 1/2 and (2b)1/(1−ε)y > x then x < (2b)ky since 2b > 1/ε > 1.
Applying the result (5.183b) to the solutions ξn,0 of inequality (5.182c), with i = 0, it
follows that ξn,0 ≤ 2αn + 2βn(1 + 2βn)k−1ξn,1. Majorizing ξn,1 by the right-hand side of
inequality (5.182c), with i = 1, we obtain that
ξn,0 ≤ 2αn + 2βn(1 + 2βn)k−1αn + 2βn(1 + 2βn)k−1βnξεn,0ξ1−εn,2 ,
to which we apply inequality (5.183b). Continuing this iteration, we obtain after a finite
number of steps, since ξn,n+1 = 0, that ξn,0 ≤ γnαn, where γn is a polynomial in βn. Since
αL+1 = ηL+1, we obtain, using ξl,0 ≤ γlαl for L+1 ≤ l ≤ n and using expression (5.182a)
of αn and (5.182b) of βn, that
αl ≤ ηl + bl
∑
n1+n2=l
1≤n1≤L
n2≥L+1
[A]3,n1(t
′′)αn2 , αL+1 = ηL+1,
where L + 10 ≤ l + 8 ≤ 2L and where bn depends only on ρ and [A]3(t′′). Iteration
of this inequality for L + 2 ≤ l ≤ n, the convexity property [A]3,n1(t′′)[A]3,n2(t′′) ≤
Cn1+n2 [A]3,n1+n2(t
′′), where Cn1+n2 depends only on [A]3,0(t
′′) and the fact that n−L−1 ≤
L− 9 ≤ L give that
αn ≤ ηn + bn
∑
n1+n2=n
1≤n1≤L
n2≥L+1
[A]3,n1(t
′′)ηn2 , L+ 9 ≤ n+ 8 ≤ 2L,
for some constants bn depending only on ρ and [A]
3(t′′). The last inequality and the fact
that ξn,0 ≤ γnαn prove the inequality of the theorem, when t0 <∞. The proof of the case
t0 =∞, is done by the same limit procedure as in the proof of the case t0 =∞ of Theorem
5.13. We omit the details since they are so similar to those of that proof. This proves the
theorem.
Remark 5.15. For the case of t0 = ∞ in Theorem 5.14 expressions (5.173a) of k′n and
(5.173b) of kn are simplified. Let
H
∞
n (t) =
∑
n1+n2=n
(1 + Sρ10,n1(t))
(
R′n2+7(t) +R
2
n2+9(t) +R
∞
n2(t) +Q
∞
n2+8(t)
)
, (5.184)
where Q∞l (t) is given in Theorem 5.13 and let
k′∞n (L, t) = (1 + t)
−3/2+ρ
∑
n1+n2=n
1≤n1≤L
n2≤L
[A]n1+1(t)Q∞n2(t) (5.185)
+ (1 + t)−1/2
∑
n1+n2=n
L+1≤n1≤n−1
Sρ,n1(t)H
∞
n2(t) +
∫ ∞
t
(1 + s)−2+ρk
∞
n (L, s)ds,
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where k
∞
n (L, t) is given by expression (5.173b) of kn(L, t0, t), with ℘
D
l (t0, t) replaced by
Q∞l (t) and with t0 = ∞. Inequalities (5.176) and (5.177) are then true with H l(t0, t)
replaced by H
∞
l (t), k
′
n(L, t0, t) replaced by k
′∞
n (L, t), with ℘
D
n (h(t0)) = 0 and with t0 =∞.
These inequalities will be useful for the nonlinear case, where A is a function of the Dirac
field.
In order to use Theorem 5.13 and 5.14 we need an estimate to fY , Y ∈ Π′, given by
(5.111b). To state the result we introduce first certain notations. Let 1/2 < ρ < 1, η ∈
[0, ρ[, η 6= 1/2, let ε = η if η < 1/2 and ε = 1/2 if η > 1/2, let 0 ≤ ρ′ < 1, let
τMn (t0, t) = (1 + t0)
−1/2−ε sup
0≤s≤t0
(
(1 + s)η℘M
1
n (a(s), a˙(s))
)
(5.186)
+
∫ t
t0
(1 + s)−2+ρ−ε sup
0≤s′≤s
(
(1 + s′)η+ρ
′−1℘M
ρ′
n (a(s
′), a˙(s′))
+ (1 + s′)η℘M
1
n (a(s
′), a˙(s′)) + (1 + s′)ε+1/2−ρ℘M
1
n (0, ∂µa
µ(s′))
+ (1 + s′)η+3/2−ρ℘M
1
n (0,a(s
′))
)
ds,
for n ≥ 0, 0 ≤ t0 ≤ t < ∞, let τMn (t0, t) = τMn (t, t0) for 0 ≤ t < t0 < ∞ and let
τMn (t,∞) = limt0→∞ τMn (t, t0) when this limit exists. Here aY = ξMY a, Y ∈ Π′. Let
τDn (t0, t) = (1 + t0)
ρ−3/2℘Dn (r(t0)) (5.187)
+
∫ max(t,t0)
min(t,t0)
(
(1 + s)−5/2+ρ℘Dn+1(r(s)) + (1 + s)
−3/2℘Dn ((1 + λ0(s))
1/2r(s))
+ (1 + s)−3+2ρ℘Dn (r(s)) + (1 + s)
−3/2+ρ℘Dn (((iγ
µ∂µ +m)r)(s))
)
ds,
for n ≥ 0, t ≥ 0, t0 ≥ 0, 1/2 < ρ < 1 and let τDn (∞, t) be given by (5.187), but without the
first term on the right-hand side. When t0 ∈ R+ ∪ {∞} is fixed we shall write τMn (t) and
τDn (t) instead of τ
M
n (t0, t) and τ
D
n (t0, t).
Proposition 5.16. Let t0 ∈ R+ ∪ {∞}, ρ ∈]1/2, 1[, η ∈ [0, 1/2[∪]1/2, ρ[, ρ′ ∈ [0, 1[ and
let ε = η if η < 1/2 and ε = 1/2 if η > 1/2. Let g = γµ(aµ − ∂µϑ(a))r, gY = ξDY g for
Y ∈ Π′, let fY , Y ∈ Π′ be given by (5.111b) and let τMn and τDn be defined by (5.186)
and (5.187). Let (1 − ∆)1/2(AX , AP0X) ∈ C0(R+,M1) for X = I or X ∈ sl(2,C), let
(1−∆)1/2(B, B˙) ∈ C0(R+,M1) and let Gµ be given by (5.114). Let Bµ(y) = yµ∂νAν(y),
and let
θDn (t) =
∑
Y ∈Π′
|Y |≤n+1
sup
t′≤s≤t′′
(
(1 + [A]1(s))‖δ(s)3/2rY (s)‖L∞
)
+
∑
Y ∈Π′
|Y |≤n
sup
t′≤s≤t′′
(
(1 + s)2−ρ‖δ(s)((iγµ∂µ +m)rY )(s)‖L∞
)
, n ≥ 0, t ≥ 0,
where t′ = min(t, t0), t
′′ = max(t, t0) and let θ
M
n (t) = [a]
n+2(t′′)(1 + [A]1(t′′)).
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i) If (aY , aP0Y ) ∈ C0(R+,M1) ∩ C0(R+,Mρ
′
) for Y ∈ Π′, |Y | ≤ n, δ3/2rY ∈ C0(R+,
L∞(R3,C4)) for |Y | ≤ n, if δ(iγµ∂µ +m)rY ∈ C0(R+, L∞(R3,R4)) for |Y | ≤ n, where
δ(t, x) = (δ(t))(x), and if 0 ≤ j ≤ n, then
℘Dn,j(f(t)) ≤ C(j)τMn (t)θD0 (t) + Cn
∑
0≤l≤n−1
τMl (t)θ
D
n−l(t),
where C(j) = 0 if 1 ≤ j ≤ n.
ii) If rY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ n + 1, (1 + λ1)1/2rY ∈ C0(R+, D) for |Y | ≤ n
and, if aY ∈ C0(R+, L∞(R3,C4)) for Y ∈ Π′, |Y | ≤ n+ 2 and if [a]n+2(t′′) <∞, then
℘Dn (f(t)) ≤ Cn
∑
0≤l≤n
θMn−l(t)τ
D
l (t), n ≥ 0.
iii) If 0 ≤ L ≤ n, (aY , aP0Y ) ∈ C0(R+,M1) ∩ C0(R+,Mρ
′
) for Y ∈ Π′, |Y | ≤ n,
rY ∈ C0(R+, D) for |Y | ≤ n + 1, (1 + λ1)1/2rY ∈ C0(R+, D) for |Y | ≤ n, if aY ∈
C0(R+, L∞(R3,C4)) for Y ∈ Π′, |Y | ≤ n + 2 and if [a]L+2(t′′) < ∞, if δ3/2rY ∈
C0(R+, L∞(R3,C4)) for |Y | ≤ n−L, δ(iγµ∂µ+m)rY ∈ C0(R+, L∞(R3,R4)) for |Y | ≤ n,
then
℘Dn,j(f(t))
≤ C(j)τMn (t)θD0 (t) + Cn
( ∑
n1+n2=n
0≤n1≤L
θMn1(t)τ
D
n2(t) +
∑
n1+n2=n
L+1≤n1≤n−1
τMn1 (t)θ
D
n2(t)
)
, n ≥ 0,
where C(j), Cn are constants depending only on ρ, ρ
′, η, and C(j) = 0 for 1 ≤ j ≤ n.
Proof. Let bµ = aµ − ∂µϑ(a), 0 ≤ µ ≤ 3 and bY µ = (ξMY b)µ, Y ∈ Π′. If
fY1,Y2(t) =
∫ t
t0
w(t, s)(−iγ0)γµbY1µ(s)rY2(s)ds, (5.188a)
then by definition (5.111b) of fY
fY (t) =
∑Y
Y1,Y2
fY1,Y2(t). (5.188b)
According to the hypothesis, it follows that γµbY1µrY2 ∈ C0(R+, D), when Y1, Y2 are in
the domain of summation in (5.188b) and |Y | ≤ n, Y ∈ Π′.
Let t0 < ∞. Since the two cases 0 ≤ t0 ≤ t and 0 ≤ t < t0 are so similar, we only
consider the situation where 0 ≤ t0 ≤ t. Like in the beginning of the proof of Theorem 5.13,
it follows that fY1,Y2 ∈ C0(R+, D) is the unique solution of (iγµ∂µ +m − γµGµ)fY1,Y2 =
γµbY1µrY2 , with fY1,Y2(t0) = 0.
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For Y1 ∈ Π′ ∩ U(sl(2,C)) denote by
IY1,Y2(t) (5.189a)
=
∣∣‖fY1,Y2(t)− (2m)−1γµbY1µ(t)rY2(t)‖D − ‖(2m)−1γµbY1µ(t0)rY2(t0)‖D∣∣,
where (Y1, Y2) is in the domain of summation in (5.188b) and Y ∈ Π′, |Y | ≤ n. It follows
from Corollary 5.2, with al = 0 and using the gauge invariance of the electromagnetic field
that
IY1,Y2(t) (5.189b)
≤ C
∫ t′′
t′
(
(1 + s)−1
(
‖bY10(s)rP0Y2(s)‖D +
∑
1≤i≤3
(‖bY1i(s)rM0iY2(s)‖D + ‖bY1i(s)rY2(s)‖D))
+ ‖(∂µbµY1(s))rY2(s)‖D + ‖γµγν(∂µaY1ν(s)− ∂νaY1µ(s))rY2(s)‖D
+ ‖γµγνGµ(s)bY1ν(s)rY2(s)‖D + ‖γµbY1µ(s)RY2(s)‖D
)
ds,
where RY2 = (iγ
µ∂µ +m)rY2 and C is a numerical constant. Since [G]
′0(t) ≤ C0[A]1(t),
according to (5.116c), it follows from (5.189b) that
IY1,Y2(t)
≤ C
∫ t′′
t′
(1 + s)−2+ρ−ε
(
(1 + s)1/2−ρ+ε‖(aY1(s), aP0Y1(s))‖M1‖δ(s)3/2rY2(s)‖L∞
+ (1 + s)ε‖δ(s)−1bY1(s)‖L2
(
(1 + s)1/2−ρ
(
‖δ(s)3/2rP0Y2(s)‖L∞
+
∑
1≤i≤3
(‖δ(s)3/2rM0iY2(s)‖L∞ + ‖δ(s)3/2rY2(s)‖L∞))
+ [A]1(s)‖δ(s)3/2rY2(s)‖L∞ + (1 + s)2−ρ‖δ(s)RY2(s)‖L∞
)
+ (1 + s)3/2−ρ+ε‖δ(s)−1∂µbµY1(s)‖L2‖δ(s)3/2rY2(s)‖L∞
)
ds,
where C is a constant depending only on ρ. Since 1/2 < ρ < 1, this inequality gives,
according to the definition of θDn ,
IY1,Y2(t) (5.190)
≤ C
∫ t′′
t′
(1 + s)−2+ρ−ε
(
(1 + s)1/2−ρ+ε‖(aY1(s), aP0Y1(s))‖M1 + (1 + s)ε‖δ(s)−1bY1(s)‖L2
+ (1 + s)3/2−ρ+ε‖δ(s)−1∂µbµY1(s)‖L2
)
dsθD|Y2|(t),
where C is a constant depending only on ρ. Inequality (5.122) gives, since Y1 ∈ Π′ ∩
U(sl(2,C)), that
(1 + t)ε‖δ(t)−1bY1(t)‖L2 (5.191a)
≤ C sup
0≤s≤t
(
(1 + s)η+ρ
′−1‖|∇|ρ′aY1(s)‖L2 + (1 + s)η‖(aY1(s), aP0Y1(s))‖M1
)
,
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since ε = η for η < 1/2, ε = 1/2 for η > 1/2 and 0 ≤ ρ′ < 1. Moreover inequality (5.129)
gives that
(1 + t)ε+3/2−ρ‖δ(t)−1∂µbµY1(t)‖L2 (5.191b)
≤ C sup
0≤s≤t
(
(1 + s)ε+1/2−ρ‖∂µaµY1(s)‖L2 + (1 + s)ε+3/2−ρ‖aY1(s)‖L2
)
,
since ε+ 3/2− ρ < 3/2. In inequality (5.191a), C depends only on ε, η, ρ′ and in (5.191b)
only on ε, ρ. It follows from inequalities (5.190), (5.191a) and (5.191b), since 1/2−ρ+ε <
ε ≤ η, that
IY1,Y2(t) ≤ Cτ1MY1 (t)θD|Y2|(t), (5.192a)
where C depends only on ε, η, ρ′, ρ, where (Y1, Y2) is in the domain of summation in
(5.188b), Y ∈ Π′, |Y | ≤ n, Y1 ∈ Π′ ∩ U(sl(2,C)), and where
τ1MY1 (t) =
∫ t′′
t′
(1 + s)−2+ρ−ε sup
0≤s′≤s
(
(1 + s′)η+ρ
′−1‖(aY1(s′), aP0Y1(s′))‖Mρ′
+ (1 + s′)η‖(aY1(s′), aP0Y1(s′))‖M1 + (1 + s′)ε+1/2−ρ‖∂µaµY1(s′)‖L2
+ (1 + s′)η+3/2−ρ‖aY1(s′)‖L2
)
ds. (5.192b)
It follows from (5.116c) and (5.189b) that
IY1,Y2(t) ≤ C|Y1|
∫ t′′
t′
(
(1 + s)−5/2+ρ[a]|Y1|+1(s)℘D|Y2|+1(r(s))
+ (1 + s)−3/2[a]|Y1|+2(s)℘D|Y2|((1 + λ1(s))
1/2r(s))
+ (1 + s)−3/2[a]|Y1|+1(s)℘D|Y2|((1 + λ1(s))
1/2r(s))
+ (1 + s)−3+2ρ[A]1(s)[a]|Y1|+1(s)℘D|Y2|(r(s))
+ (1 + s)−3/2+ρ[a]|Y1|+1℘D|Y2|(R(s))
)
ds,
which shows that
IY1,Y2(t) (5.193)
≤ C|Y1|θM|Y1|(t)
∫ t′′
t′
(
(1 + s)−5/2+ρ℘D|Y2|+1(r(s)) + (1 + s)
−3/2℘D|Y2|((1 + λ1(s))
1/2r(s))
+ (1 + s)−3+2ρ℘D|Y2|(r(s)) + (1 + s)
−3/2+ρ℘D|Y2|(R(s))
)
ds,
where C|Y1| depends only on ρ and where (Y1, Y2) is in the domain of summation in (5.88b),
Y ∈ Π′, |Y | ≤ n.
Let qµ(y) =
∫ 1
0
aµ(sy)ds, 0 ≤ µ ≤ 3, and let qY µ = (ξMY q)µ for Y ∈ U(p). Similarly as
(5.121c) was obtained, it follows that
bZY µ(y) = aZY µ(y)− yν∂µqZY ν(y)− qZY µ(y)− |Z|
∑
0≤ν≤3
Cν(Z)qZνPµY ν (y), (5.194)
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for some positive integers Cν(Z) and some elements Zν ∈ Π′ ∩ U(sl(2,C)), |Zν| = |Z| − 1,
when Z ∈ Π′ ∩ U(R4) and Y ∈ Π′ ∩ U(sl(2,C)). Using the estimate
‖δ(t)−3/2ϕ‖L2 ≤ ‖δ(t)−3/2‖L3‖ϕ‖L6
≤ C′(1 + t)−1/2‖|∇|ϕ‖L2
≤ C(1 + t)−1/2
∑
0≤i≤3
‖∂iϕ‖L2
for the first and third term on the right-hand side of inequality (5.194), we obtain that
‖δ(t)−3/2bZY (t)‖L2
≤ C(1 + t)−1/2
∑
0≤µ≤3
(‖aPµZY (t)‖L2 + ‖qPµZY (t)‖L2)
+ |Z|(1 + t)−3/2
∑
0≤ν≤3
0≤µ≤3
Cν(Z)‖qZνPµY (t)‖L2.
This inequality and the result given by (4.86a)–(4.86b), show that
‖δ(t)−3/2bZY (t)‖L2 (5.195)
≤ C(1 + t)−1/2−χ sup
0≤s≤t
(
(1 + s)χ
′‖(aZY (s), aP0ZY (s))‖M1
)
+ |Z|C(1 + t)−1/2−χ
∑
0≤ν≤3
Cν(Z) sup
0≤s≤t
(
(1 + s)χ
′−1‖(aZνY (s), aP0ZνY (s))‖M1
)
,
where χ = χ′ for χ′ < |Z| + 1/2, χ = |Z| + 1/2 for χ′ > |Z| + 1/2, where C depends only
on χ and χ′ and where Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)).
Due to the unitarity of the linear time evolution in M1, we have
‖(aY (t), aP0Y (t))‖M1 ≤ ‖(aY (t0), aP0Y (t0))‖M1 +
∫ t′′
t′
‖(0, JY (s))‖M1ds, (5.196)
where JY = aY and Y ∈ Π′. It follows from inequalities (5.195) and (5.196) that
‖δ(t)−3/2bY (t)‖L2 ≤ C(1 + t)−1/2−χ (5.197)
sup
0≤s≤t0
(
(1 + s)χ
′‖(aY (s), aP0Y (s))‖M1 + |Y |(1 + s)χ
′−1℘M
1
|Y |−1((a(s), a˙(s)))
)
+ C
∫ t′′
t′
(
(1 + s)−1/2−χ+χ
′‖aY (s)‖L2 + |Y |(1 + s)−3/2−χ+χ
′
℘M
1
|Y |−1((0,a(s)))
)
ds,
where Y ∈ Π′, χ = χ′ for χ′ < 1/2, χ = 1/2 for χ′ > 1/2 and −1/2 − χ + χ′ ≤ 0. Since
these conditions are satisfied with χ = ε and χ′ = η it follows from (5.186), (5.192b) and
(5.197) that
‖δ(t)−3/2bY (t)‖L2 ≤ C(τ0MY (t) + τ1MY (t) + |Y |τM|Y |−1(t)), Y ∈ Π′, (5.198)
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where
τ0MY (t) = (1 + t0)
−1/2−ε sup
0≤s≤t0
(
(1 + s)η‖(aY (s), aP0Y (s))‖M1
)
. (5.199)
(We note that inequality (5.197) is also true for t0 > t).
Since ddte
−DtrY (t) = e
−iDt(−iγ0)(iγµ∂µ +m)rY (t), we obtain using (5.187) that
(1 + t)−3/2+ρ℘Dn (r(t)) (5.200)
≤ (1 + t0)−3/2+ρ℘Dn (r(t0)) +
∫ t′′
t′
(
(1 + s)−5/2+ρ(ρ− 3/2)℘Dn (r(s))
+ (1 + s)−3/2+ρ℘Dn ((iγ
µ∂µ +m)r(s))
)
ds
≤ τDn (t).
It follows from inequalities (5.189a), (5.192a) and (5.198), that
‖fY1,Y2(t)‖D ≤ C
(
τ0MY1 (t) + τ
1M
Y1 (t) + |Y1|τM|Y1|−1(t)
)
θD|Y2|(t) (5.201a)
and from (5.187), (5.189a), (5.193) and (5.200), that
‖fY1,Y2(t)‖D ≤ C|Y1|,|Y2|θM|Y1|(t)τD|Y2|(t), (5.201b)
where Y1 ∈ Π′ ∩ U(sl(2,C)), (Y1, Y2) are in the domain of summation in (5.188b) and
Y ∈ Π′, |Y | ≤ n.
For Y1 ∈ σ1, there is ν such that Y1 = PνZ, Z ∈ Π′, |Z| = |Y1| − 1. It follows from
(5.7b′) and from the gauge invariance of the electromagnetic field, that
(iγµ∂µ +m− γµGµ)(fY1,Y2 + ibZνrY2) (5.202)
= γµ(∂νaZµ − ∂µaZν)rY2 + bZν(iγµ∂µ +m− γµGµ)rY2 .
With the notation
IY1,Y2(t) = ‖fY1,Y2(t) + ibZν(t)rY2(t)‖D − ‖bZν(t0)rY2(t0)‖D, (5.203)
it follows from (5.202) that
IY1,Y2(t) ≤
∫ t′′
t′
(
‖γµ(∂νaZµ(s)− ∂µaZν(s))rY2(s)‖D (5.204)
+ ‖bZν(s)RY2(s)‖D + ‖bZν(s)γµGµ(s)rY2(s)‖D
)
ds,
for Y1 = PνZ, Z ∈ Π′. This inequality gives that
IY1,Y2(t) ≤ C
∫ t′′
t′
((1 + s)−3/2‖(aZ(s), aP0Z(s))‖M1
+ (1 + s)−2+ρ‖δ(s)−1bZν (s)‖L2)dsθDY2(t).
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It follows then from inequality (5.122), that
IY1,Y2(t) ≤ CθD|Y2|(t)
∫ t′′
t′
(
(1 + s)−3/2‖(aZ(s), aP0Z(s))‖M1
+ (1 + s)−2+ρ−ε sup
0≤s′≤s
(
(1 + s′)η+ρ
′−1‖|∇|ρ′aZ(s′)‖L2
+ (1 + s′)η‖(aZ(s′), aP0Z(s′))‖M1
+ (1 + s′)η−1C|Z||Z|℘M
1
|Z|−1((a(s
′), a˙(s′)))
))
ds,
and then from definition (5.186) of τM , that
IY1,Y2(t) ≤ C|Y1|τM|Y1|−1(t)θD|Y2|(t), (5.205a)
where Y1 ∈ σ1. It also follows from inequalities (5.116c) and (5.204) that
IY1,Y2(t) ≤ C|Y1|
∫ t′′
t′
(
(1 + s)−3/2[a]|Y1|(s)℘D|Y2|((1 + λ1(s))
1/2r(s))
+ (1 + s)−3/2+ρ[a]|Y1|(s)℘D|Y2|(R(s))
+ (1 + s)−3+2ρ[A]1(s)[a]|Y1|(s)℘D|Y2|(r(s))
)
ds,
which gives that
IY1,Y2(t) ≤ C|Y1|θM|Y1|−1(t)τD|Y2|(t), (5.205b)
where Y1 ∈ σ1. It follows from definition (5.203) of IY1,Y2 and from inequalities (5.198)
and (5.205a), that
fY1,Y2(t) ≤ C|Y1|,|Y2|τM|Y1|−1(t)θD|Y2| (5.206a)
and that
fY1,Y2(t) ≤ C|Y1|,|Y2|θM|Y1|−1(t)τD|Y2|(t), (5.206b)
where Y1 ∈ σ1.
Decomposition (5.188b), inequality (5.201a) and inequality (5.206a) prove statement i)
of the proposition, since
‖fY (t)‖D ≤ ‖fY,I(t)‖+ C|Y |
∑Y
Y1,Y2
|Y1|≤|Y |−1
‖fY1,Y2(t)‖D.
Statement ii) follows from inequalities (5.201b) and (5.206b). Statement iii) follows by
using (5.201a) and (5.206a) for |Y1| ≥ L + 1 and inequalities (5.201b) and (5.206b) for
0 ≤ |Y1| ≤ L. This proves the proposition.
Finally in this chapter we shall prove two corollaries, which are particular cases of
Theorem 5.13 and Proposition 5.16 and which are obtained by using the convexity property
of the seminorms ‖ · ‖En given by Corollary 2.6.
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Corollary 5.17. Let t0 ∈ [0,∞], n ≥ 0, 1/2 < ρ < 1, (1−∆)1/2(AX , AP0X) ∈ C0(R+,M1)
for X = I or X ∈ sl(2,C), let (1−∆)1/2(B, B˙) ∈ C0(R+,M1), where Bµ(y) = yµ∂νAν(y),
B˙ = d
dt
B, let AY ∈ C0(R+, L∞(R3,R4)), Y ∈ Π′, let
[A]l(t) ≤ Cl‖u‖EN0+l , l ≥ 0, t ≥ 0,
for some element u ∈ Eρ∞, integers N0 and L0 independent of u and l, and some constants
Cl depending only on ‖u‖EL0 , L0 ≥ N0, let Gµ be given by (5.114), f be given by (5.111b),
let
Qn(t) = sup
t′≤t≤t′′
℘Dn (f(s)) +
∑
0≤l≤n−1
‖u‖EN0+3+n−l
(
sup
t′≤s≤t′′
℘Dl (f(s)) +
∫ t′′
t′
(1 + s)−3/2+ρ℘Dl ((1 + λ0(s))
1/2g(s))ds
)
,
where t′ = min(t, t0), t
′′ = max(t, t0). If t0 ∈ R+ and hY (t0) ∈ D for Y ∈ Π′, |Y | ≤ n,
then h given by (5.3c) is the unique solution of equation (5.1a) in C0(R+, D) with initial
data h(t0) at t0. This solution satisfies hY , (1−∆)−1/2hPµY ∈ C0(R+, D), 0 ≤ µ ≤ 3, and
℘Dn (h(t)) ≤ Cn
(
℘Dn (h(t0)) +
∑
0≤l≤n−1
‖u‖EN0+3+n−l℘
D
l (h(t0)) +Qn(t)
)
,
for t ∈ R+, where the constant Cn depends only on ‖u‖EL , L = max(L0, N0+3) and ρ. If
t0 = ∞, if the function t 7→ (1 + t)−3/2+ρ(1 + λ0(t))1/2gY (t) is an element of L1(R+, D)
for Y ∈ Π′, |Y | ≤ n, and if for each Y ∈ Π′, |Y | ≤ n, there exists g1Y and g2Y such that
gY = g1Y + g2Y , and such that:
a) g1Y ∈ L1(R+, D),
b) (m− iγµ∂µ + γµGµ)g2Y ∈ L1(R+, D) and limt→∞‖g2Y (t)‖D = 0,
then there exists a unique solution h ∈ C0(R+, D) of equation (5.1a) such that ‖h(t)‖D →
0, when t→∞. This solution satisfies ℘Dn (h(t)) ≤ CnQ∞n (t), where Q∞n (t) is given by the
above expression of Qn(t) with t0 = ∞. Further fY ∈ C0(R+, D), fY (t) → 0 in D when
t → ∞ and fY (t) is the limit of
∫ T
t
w(t, s)iγ0gY (s)ds in D, when T → ∞, for Y ∈ Π′,
|Y | ≤ n.
Proof. Since [A]q+l(t) ≤ Cl+q‖u‖EN0+q+l , l ≥ 0, q ≥ 0, according to the hypothesis, it
follows from the definition of [A]q,l before formula (5.117a) and from (5.87), that
[A]q,0(t) ≤ Cq‖u‖EN0+q
and that
[A]q,l(t) ≤ C(l)q
∑
1≤p≤l
∑
n1+···+np=l
ni≥1
‖u‖EN0+q+n1 · · · ‖u‖EN0+q+np , l ≥ 1,
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where C
(l)
q is a constant depending only on ρ and ‖u‖EL0 . Repeated use of Corollary 2.6
shows that
‖u‖EN0+q+n1 · · · ‖u‖EN0+q+np ≤ KN0+q+l(‖u‖EN0+q )
p−1‖u‖EN0+q+l ,
since n1 + · · ·+ np = l, where KN0+q+l is a constant independent of u. This shows that
[A]q,l(t) ≤ Cq,l‖u‖EN0+q+l , (5.207)
where Cq,l is a constant depending only on ρ and ‖u‖EM , M = max(L0, N + q). Using
inequality (5.207) with q = 3, the corollary follows from Theorem 5.13 by redefining QN (t).
This proves the corollary.
Corollary 5.18. Let n ≥ 0, t0 ∈ [0,∞], let A, h(t0), f and G be as in Corollary 5.17, let
ρ ∈]1/2, 1[, η ∈ [0, 1/2[∪]1/2, ρ[, ρ′ ∈ [0, 1[ and let ε = η if η < 1/2 and ε = 1/2 if η > 1/2.
Let g = γµ(aµ − ∂µϑ(a))r and gY = ξDY g for Y ∈ Π′.
i) If (aY , aP0Y ) ∈ C0(R+,M1) ∩ C0(R+,Mρ
′
) for Y ∈ Π′, |Y | ≤ n, ∂µaµ = 0,
‖δ(t)3/2(1 + λ1(t))ρ−1/2rY (t)‖L∞ + ‖(1 + λ1(t))ρ−1/2rY (t)‖D ≤ C|Y |‖u‖EN0+|Y |
and
‖δ(t)3−ρ(iγµ∂µ +m)rY (t)‖L∞ ≤ C|Y |‖u‖EN0‖u‖EN0+|Y | , t ≥ 0, Y ∈ Π
′
where C|Y |, N0 and u are as in Corollary 5.17, then
℘Dn (h(t))
≤ C′n
(
℘Dn (h(t0)) +
∑
0≤l≤n−1
‖u‖EN0+3+n−l℘
D
l (h(t0)) +
∑
0≤l≤n
‖u‖EN0+3+n−lτ
M
l (t)
)
,
for t0 <∞, and
℘Dn (h(t)) ≤ C′n
∑
0≤l≤n
‖u‖EN0+5+n−lτ
M
l (t)
for t0 =∞, where C′n is a constant depending only on ‖u‖EN0+3 .
ii) If rY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ n+1, (1+ λ1)1/2rY ∈ C0(R+, D) for |Y | ≤ n and
if [a]l(t) ≤ Cl‖u‖EN0+l , l ≥ 0, where Cl, N0 and u are as in Corollary 5.17, then
℘Dn (h(t))
≤ C′n
(
℘Dn (h(t0)) +
∑
0≤l≤n−1
‖u‖EN0+3+n−l℘
D
l (h(t0)) +
∑
0≤l≤n
‖u‖EN0+3+n−lτ
D
l (t)
)
,
for t0 <∞, and
℘Dn (h(t)) ≤ C′n
∑
0≤l≤n
‖u‖EN0+3+n−lτ
D
l (t),
for t0 =∞, where C′n is a constant depending only on ‖u‖EN0+3 .
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Proof. It follows from the definitions of θDj in Proposition 5.16 that
θDj (t) ≤ Kj
(
(1 + C1‖u‖EN0+1)Cj+1‖u‖EN0+j+1 + Cj‖u‖EN0‖u‖EN0+j
)
,
when the hypothesis of statement i) are satisfied. Here Kj is a numerical constant indepen-
dent of u and Cl, l ≥ 0, are constants depending only on ‖u‖EN0 . Thus for new constants
depending only on ‖u‖EN0+1 , we have that θ
D
j (t) ≤ Cj‖u‖EN0+j+1 , which together with
statement i) of Proposition 5.16 gives that
℘Dj (f(t)) ≤ Cn
∑
0≤l≤j
‖u‖EN0+j+1−lτ
M
l (t). (5.208)
With bµ = aµ − ∂µϑ(a), Ho¨lder inequality give that
‖(1 + λ1(t))1/2gY (t)‖D ≤
∑Y
Y1,Y2
‖bY1(t)‖Lp‖(1 + λ1(t))1/2rY2(t)‖Lq ,
p = 6/(3− 2ρ), q = 3/ρ. We have that
‖(1 + λ1(t))1/2rY2(t)‖L3/ρ
≤ ‖(1 + λ1(t))ρ−1/2δ(t)1−ρrY2(t)‖L3/ρ
≤ (‖δ(t)(1−ρ)3/ρ|(1 + λ1(t))ρ−1/2rY2(t)|3/ρ−2‖L∞‖(1 + λ1(t))ρ−1/2rY2(t)‖2L2)ρ/3
≤ (‖δ(t)−3/2ρ|δ(t)3/2(1 + λ1(t))ρ−1/2rY2(t)|3/ρ−2‖L∞‖(1 + λ1(t))ρ−1/2rY2(t)‖2D)ρ/3
≤ (1 + t)−1/2‖δ(t)3/2(1 + λ1(t))ρ−1/2rY2(t)‖
1−2ρ/3
L∞ ‖(1 + λ1(t))ρ−1/2rY2(t)‖
2ρ/3
D
≤ C|Y2|‖u‖EN0+|Y2|(1 + t)
−1/2,
where C|Y2| depends only on ‖u‖EN0 and where the last step follows from the hypothesis
of statement i). Since ‖bY1(t)‖Lp ≤ Cρ‖|∇|ρbY1(t)‖L2 , it now follows from statement i) of
Lemma 4.5 (with ρ = 1) that
‖(1 + λ1(t))1/2gY (t)‖D
≤ Cn
∑
n1+n2=|Y |
(1 + t)−1/2−ε sup
0≤s≤t
(
(1 + s)η℘M
1
n1+1
(
(a(s), a˙(s))
))‖u‖EN0+n2 ,
where we have used that ∂µa
µ = 0. This shows that
∫ t′′
t′
(1 + s)−3/2+ρ℘Dj ((1 + λ1(s))
1/2g(s))ds ≤ Cj
∑
n1+n2=j
τMn1+1(t)‖u‖EN0+n2 , (5.209)
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where Cj depends only on ‖u‖EN0 . It follows from inequalities (5.208) and (5.209) that
Qn defined in Corollary 5.17 satisfies
Qn(t) ≤ Cn
( ∑
0≤l≤n
‖u‖EN0+n+1−lτ
M
l (t)
+
∑
0≤l≤n−1
‖u‖EN0+3+n−l
( ∑
0≤j≤l
‖u‖EN0+l+1−jτ
M
j (t) +
∑
0≤j≤l
‖u‖N0+l−jτMj+1(t)
))
≤ C′n
∑
0≤l≤n
‖u‖EN0+3+n−lτ
M
l (t),
where we have used Corollary 2.6. Here Cn depends only on ‖u‖EN0 and C
′
n only on
‖u‖EN0+3 . Statement i) of the corollary now follows from Corollary 5.17. Since the proof
of statement ii) is so similar, we omit it.
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6. Construction of the modified wave operator and its inverse.
The properties, given by Theorem 4.9, Theorem 4.10 and Theorem 4.11 of AJ , φ
′
J ,
where we choose J ≥ (3/2− ρ)/(1− ρ), 1/2 < ρ < 1, of the approximate solution AJ , φJ
defined by (4.135a) and (4.135b), permit to prove the existence of modified wave oper-
ators for the M-D equations. To do this we shall first introduce new functions A∗n, φ
∗
n,
n ≥ 0, slightly different from the above approximate solutions, but having the advan-
tage of satisfying the Lorentz gauge condition ∂µA
∗µ
n = 0. Then, we shall prove that
(A∗n, exp(iϑ(A
∗
n))φ
∗
n), n ≥ 0, converges to a solution of the M-D equations.
Let us fix once for all J ≥ (3/2− ρ)/(1− ρ) + 2. Given u = (f, f˙ , α) ∈ E◦ρ∞ , we shall
prove that there is a unique solution φ∗0 ∈ C0(R+, D) such that ‖φ∗0(t) − etDα‖D → 0,
when t→∞, of the equation
φ∗0(t) = e
tDα+ i
∫ ∞
t
e(t−s)D((AJ,µ +BJ,µ)γ
0γµφ∗0)(s)ds, t ≥ 0, (6.1a)
where BJ,µ = −∂µϑ(AJ), 0 ≤ µ ≤ 3. A∗0,µ is defined by
A∗0,µ(t) = cos(|∇|t)fµ + |∇|−1 sin(t|∇|)f˙µ (6.1b)
−
∫ ∞
t
|∇|−1 sin(|∇|(t− s))((φ∗0)+γ0γµφ∗0)(s)ds, t ≥ 0.
For n ≥ 0, we then prove that the equations
φ∗n+1(t) = e
tDα+ i
∫ ∞
t
e(t−s)D((A∗n,µ +B
∗
n,µ)γ
0γµφ∗n+1)(s)ds, t ≥ 0, (6.2a)
where B∗n,µ = −∂µϑ(A∗n) and
A∗n+1,µ(t) = cos(|∇|t)fµ + |∇|−1 sin(t|∇|)f˙µ (6.2b)
−
∫ ∞
t
|∇|−1 sin(|∇|(t− s))((φ∗n+1)+γ0γµφn+1)(s)ds, t ≥ 0,
have a unique solution (φ∗n+1, A
∗
n+1,
d
dt
A∗n+1) ∈ C0(R+, Eρ0) and that (∆∗Mn ,∆∗Dn ), where
∆∗Mn,µ = A
∗
n+1,µ − A∗n,µ, ∆∗Dn = φ∗n+1 − φ∗n, n ≥ 0, (6.3)
converges to zero in an appropriate space when n→∞.
To begin with we complete Theorem 4.9 and Theorem 5.10 by decrease properties,
established in chapter 5, of solutions of the inhomogeneous Dirac equation. We adapt the
notation used in Theorem 4.9, Theorem 4.10, Corollary 5.9 and use (δ(t))(x) = 1+ t+ |x|.
We recall that λ0 and λ1 are defined in Theorem 5.5.
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Lemma 6.1. If n ≥ 0, and 1/2 < ρ < 1 then there exists N0 ≥ 0 such that
sup
t≥0
(
‖(1 + λ1(t))k/2(Dlφ′n,Y (u; v1, . . . , vl))(t)‖D
+ (1 + t)χn+1‖(1 + λ1(t))k/2(Dl(φ′n+1,Y − φ′n,Y ))(u; v1, . . . , vl))(t)‖D
+ ‖(δ(t))3/2(1 + λ1(t))k/2(Dlφ′n,Y (u; v1, . . . , vl))(t)‖L∞
+ ‖(δ(t))3/2+χn+1(1 + λ1(t))k/2(Dl(φ′n+1,Y − φ′n,Y ))(u; v1, . . . , vl))(t)‖L∞
)
≤ FL,l,k(‖u‖Eρ
N0
)RlN0,L+k(v1, . . . , vl) + F ′L,l,k(‖u‖EρN0 )‖u‖EρN0+L+k‖v1‖EρN0 · · · ‖vl‖EρN0 ,
for all L ≥ 0, l ≥ 0, k ≥ 0, Y ∈ Π′, |Y | ≤ L, u, v1, . . . , vl ∈ E◦ρ∞ , where FL,l,k and F ′L,l,k are
increasing polynomials on [0,∞[.
Proof. If k = 0 then the statement follows from Theorem 4.9 and Theorem 4.10. Let
k ≥ 1. It follows from (4.137c) that (iγµ∂µ +m)φ′0 = 0 and that
(iγµ∂µ +m)φ
′
n = γ
µ(An−1,µ +Bn−1,µ)φ
′
n−1, n ≥ 1. (6.4)
Corollary 5.9 (with G = 0, g = gn = γ
µ(An−1,µ + Bn−1,µ)φ
′
n−1 for n ≥ 1 and g = g0 = 0
for n = 0 and L ≥ max(3, n+ k − 1)) gives
℘DL
(
(1 + λ1(t))
k/2φ′n(t)
)
(6.5)
≤ CL+k
(
℘DL+k(φ
′
n(t)) +
∑
0≤j≤k−1
℘DL+j
(
(1 + λ1(t))
(k+1−j)/2gn(t)
))
,
n ≥ 0, L ≥ 0, k ≥ 1, where CL+k is a numerical constant. This gives that
℘DL
(
(1 + λ1(t))
k/2φ′0(t)
) ≤ CL+k℘DL+k(φ′0(t)) = CL+k‖α‖DL+k , (6.6)
L ≥ 0, k ≥ 1, where we have used that φ′0(t) = etDα. Moreover using, for n ≥ 1, that
℘DL+j
(
(1 + λ1(t))
(k+1−j)/2gn
)
(6.7)
≤ C′L+j
∑
i1+i2=L+j
‖u‖Eρ
N0+i1
℘Di2
(
(1 + λ1(t))
(k−j)/2φ′n−1(t)
)
,
C′L+j being a polynomial in ‖u‖Eρ
N0
which follows from Theorem 4.9 and Corollary 4.12,
inequality (6.5) gives that
℘DL
(
(1 + λ1(t))
k/2φ′n(t)
)
(6.8)
≤ C(n)L+k
(
℘DL+k(φ
′
n(t)) +
∑
i1+i2=L+j
0≤j≤k−1
‖u‖Eρ
N0+i1
℘Di2
(
(1 + λ1(t))
(k−j)/2φ′n−1(t)
))
,
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n ≥ 1, L ≥ 0, k ≥ 1, where C(n)L+k is a polynomial in ‖u‖Eρ
N0
. We make the induction
hypothesis,
℘DL
(
(1 + λ1(t))
k/2φ′N (t)
) ≤ C(N)L+k‖u‖Eρ
N0+L+k
, L ≥ 0, k ≥ 1, (6.9)
for 0 ≤ N ≤ n − 1, where CNL+k is some polynomial in ‖u‖Eρ
N0
. According to inequal-
ity (6.6) the hypothesis is true for N = 0 since ‖α‖DL+k ≤ ‖u‖EρN0+L+k . It follows from
inequality (6.8) and Theorem 4.9 that (for a new polynomial C
(n)
L+k)
℘DL
(
(1 + λ1(t))
k/2φ′n(t)
)
≤ C(n)L+k
(
‖u‖Eρ
N0+L+k
+
∑
i1+i2=L+j
0≤j≤k−1
‖u‖Eρ
N0+i1
‖u‖Eρ
N0+i2+k−j
)
, n ≥ 1,
which together with Corollary 2.6 proves that inequality (6.9) is true for every N ≥ 0.
Similarly differentiation of both members of equation (6.4) l times and induction give
that
℘DL
(
(1 + λ1(t))
k/2(Dlφ′n(u; v1, . . . , vl))(t)
)
(6.10)
≤ FL,l,k(‖u‖Eρ
N0
)RlN0,L+k(v1, . . . , vl) + F ′L,l,k(‖u‖EρN0 )‖u‖EρN0+L+k‖v1‖EρN0 · · · ‖vl‖EρN0 ,
L ≥ 0, l ≥ 0, k ≥ 1, where FL,l,k and F ′L,l,k are polynomials depending on n ≥ 0.
To prove the estimate of ‖(δ(t))3/2(1 + λ1(t))k/2φ′n,Y (t)‖L∞ , Y ∈ Π′, we use Theo-
rem 5.8 with G = 0, equation (6.4) and note that the hypothesis of Theorem 5.8 are
satisfied due to Theorem 4.9. With the notation
Qn,k,L(t) =
∑
Y ∈Π′
|Y |≤L
‖(δ(t))3/2(1 + λ1(t))k/2φ′n,Y (t)‖L∞ , (6.11)
n ≥ 0, k ≥ 0, L ≥ 0, we then obtain that
Qn,k,L(t) ≤ Ck+L
(
℘Dk+L(φ
′
n(t)) +
∑
i+j≤k+L+7
℘Di
(
δ(t)(1 + λ1(t))
j/2g′n(t)
)
(6.12)
+
∑
i+j≤k+L+9
℘Di ((1 + λ1(t))
j/2gn(t))
+
∑
Y ∈Π′
|Y |+j≤k+L
‖(δ(t))3/2(1 + λ1(t))j/2gn,Y (t)‖L∞
)
, n ≥ 0, k ≥ 0, L ≥ 0,
where g′n = (2m)
−1(m − iγµ∂µ)gn, gn,Y = ξDY gn, g′n,Y = ξDY g′n and where Ck+L is a
numerical constant. Similarly as we obtained (6.7) it follows that∑
i+j≤k+L+9
℘Di
(
(1 + λ1(t))
j/2gn(t)
)
≤ C′L+k
∑
i+j≤k+L+9
∑
i1+i2=i
‖u‖Eρ
N0+i1
℘Di2
(
(1 + λ1(t))
(j−1)/2φ′n−1(t)
)
,
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where C′L+k is a polynomial in ‖u‖Eρ
N0
. This inequality, Corollary 2.6 and inequality (6.9),
which we have proved is true for all N ≥ 0, give that
∑
i+j≤L+k+9
℘Di
(
(1 + λ1(t))
j/2gn(t)
) ≤ C(n)L+k‖u‖Eρ
N0
‖u‖Eρ
N0+k+L+9
, n ≥ 0, k ≥ 0, L ≥ 0,
(6.13)
where C
(n)
L+k is a polynomial in ‖u‖Eρ
N0
. Similarly it follows that
∑
Y ∈Π′
|Y |+j≤k+L
‖(δ(t))3/2(1 + λ1(t))j/2gn,Y (t)‖L∞ (6.14)
≤ C′k+L
∑
i+j≤k+L
∑
i1+|Y2|=i
‖u‖Eρ
N0+i1
‖δ(t)(1 + λ1(t))j/2φ′n−1,Y2(t)‖L∞,
n ≥ 0, k ≥ 0, L ≥ 0, where C′k+L is a polynomial in EρN0 . To estimate the term with g′n in
(6.12), we note that according to equality (5.7a) (with G = 0)
(m− iγµ∂µ)gn = γν(An−1,ν +Bn−1,ν)(m+ iγµ∂µ)φ′n−1 (6.15)
− 2i(Aµn−1 +Bµn−1)∂µφ′n−1 − iφ′n−1∂µ(Aµn−1 +Bµn−1)
− i
4
(γµγν − γνγµ)φ′n−1(∂µAn−1,ν − ∂νAn−1,µ), n ≥ 1,
where we have used the gauge invariance of the last term. The first term on the right-
hand side vanish when n = 1, since (m + iγµ∂µ)φ
′
0 = 0. According to Theorem 4.9 and
Corollary 4.12 it follows from equality (6.15) that
‖δ(t)(1 + λ1(t))j/2g′n,Y (t)‖D (6.16)
≤ C(n)j,|Y |
∑Y
Y1,Y2
(
‖u‖Eρ
N0+|Y1|
‖(δ(t))1/2(1 + λ1(t))j/2(iγµ∂µ +m)φ′n−1,Y2(t)‖D
+ ‖u‖Eρ
N0+|Y1|
‖(1 + λ1(t))j/2φ′n−1,Y2(t)‖D
)
+ 2
∑Y
Y1,Y2
‖δ(t)(1 + λ1(t))j/2(Aµn−1,Y1(t) +B
µ
n−1,Y1
(t))∂µφ
′
n−1,Y2
(t)‖D,
where Y ∈ Π′, n ≥ 1, and where C(n)j,|Y | is a polynomial in ‖u|EρN0 . If Y1 ∈ σ
1 in the last
term in the right-hand side of inequality (6.16), then it follows from Theorem 4.9 and
Corollary 4.12 that
‖δ(t)(1 + λ1(t))j/2(Aµn−1,Y1(t) +B
µ
n−1,Y1
(t))∂µφ
′
n−1,Y2
(t)‖D (6.17)
≤ C(n)|Y1|‖u‖EρN0+|Y1|
∑
0≤µ≤3
‖(1 + λ1(t))j/2φ′n−1,PµY2(t)‖D,
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where Y1 ∈ σ1 and where C(n)|Y1| is a polynomial in ‖u‖EρN0 . If Y1 ∈ Π
′ ∩ U(sl(2,C)), then
yµ(An−1,Y1 +Bn−1,Y1)
µ(y) = 0. It therefore follows from inequality (5.7d), the definition
of ξDMµν , Theorem 4.9 and Corollary 4.12 that
‖δ(t)(1 + λ1(t))j/2(Aµn−1,Y1(t) +B
µ
n−1,Y1
(t))∂µφ
′
n−1,Y2(t)‖D (6.18)
≤ C(n)|Y1|‖u‖EρN0+|Y1|
( ∑
0≤µ≤3
‖(1 + λ1(t))j/2φ′n−1,PµY2(t)‖D
+
∑
0≤µ<ν≤3
‖(1 + λ1(t))j/2φ′n−1,MµνY2(t)‖D + ‖(1 + λ1(t))j/2φ′n−1,Y2(t)‖D
)
,
where Y1 ∈ Π′ ∩ U(sl(2,C)) and where C(n)|Y1| is a polynomial in ‖u‖EρN0 . Since (iγ
µ∂µ +
m)φ′0 = 0, it follows from equation (6.4), Theorem 4.9 and Corollary 4.12 that
‖(δ(t))1/2(1 + λ1(t))j/2(iγµ∂µ +m)φ′n−1,Z(t)‖D (6.19)
≤ C(n)|Z|
∑
i1+i2=|Z|
|u|Eρ
N0+i1
℘Di2
(
(1 + λ1(t))
j/2φ′n−2(t)
)
, n ≥ 1,
where Z ∈ Π′, C(n)|Z| is a polynomial in ‖u‖Eρ
N0
and where the right-hand side is given the
value zero when n = 1. Inequalities (6.16), (6.17), (6.18) and (6.19) give that
‖δ(t)(1 + λ1(t))j/2g′n,Y (t)‖D (6.20)
≤ C(n)j,|Y |
( ∑
i1+i2+i3=|Y |
‖u‖Eρ
N0+i1
‖u‖Eρ
N0+i2
℘Di3
(
(1 + λ1(t))
j/2φ′n−2(t)
)
+
∑
i1+i2=|Y |
‖u‖Eρ
N0+i1
℘Di2
(
(1 + λ1(t))
j/2φ′n−1(t)
))
, n ≥ 1, Y ∈ Π′,
where the sum over i1+i2+i3 = |Y | is absent when n = 1 and where C(n)j,|Y | is a polynomial
in ‖u‖
Eρ
N0
. The already proved inequality (6.9), inequality (6.20) and Corollary 2.6 give
that
‖δ(t)(1 + λ1(t))j/2g′n,Y (t)‖D ≤ C(n)j+|Y |‖u‖EρN0‖u‖EρN0+j+|Y |+1 , (6.21)
Y ∈ Π′, n ≥ 1, j ≥ 0, where C(n)j+|Y | is a polynomial in ‖u‖Eρ
N0
. It follows from inequalities
(6.9), (6.12), (6.13), (6.14) and (6.21) that
Qn,k,L(t) (6.22a)
≤ C(n)k+L
(
‖u‖Eρ
N0+L+k+9
+
∑
Z∈Π′
i+j+|Z|≤k+L
‖u‖Eρ
N0+i
‖δ(t)(1 + λ1(t))j/2φ′n−1,Z(t)‖L∞
)
,
n ≥ 1, and
Q0,k,L(t) ≤ C(0)k+L‖u‖Eρ
N0+L+k+9
. (6.22b)
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It follows by induction from (6.22a) and (6.22b) that
Qn,k,L(t) ≤ C(n)k+L‖u‖Eρ
N0(n)+L+k
, (6.23)
where n ≥ 0, k ≥ 0, L ≥ 0, where C(n)k+L is a polynomial in ‖u‖Eρ
N0
and where N0(n) ∈ N
depends on n. Inequality (6.23) shows that the estimate of
‖(δ(t))3/2(1 + λ1(t))k/2φ′n,Y (t)‖L∞
given by the lemma is true.
The proof of the announced L∞-estimates of the derivatives Dlφ′n,Y is so similar
to the proof of inequality (6.23) that we omit it. Also the L2- and L∞-estimates of
Dl(φ′n+1,Y − φ′n,Y ) are obtained so similarly by using Theorem 4.10, that we omit the
proofs. This ends the proof of Lemma 6.1.
Next we shall prove the existence of φ∗j and A
∗
j for j = 0 and j = 1, which permits
to prove the existence for j ≥ 2 by a contraction theorem. Denote A∗j,Y = ξMY A∗j and
φ∗j,Y = ξ
D
Y φ
∗
j , (c.f. (4.81d)).
Proposition 6.2. Let u = (f, f˙ , α) ∈ E◦ρ∞ , 1/2 < ρ < 1, and 0 ≤ ρ′ ≤ 1. Then equation
(6.1a) has a unique solution φ∗0 ∈ C0(R+, D) and equation (6.2a) has a unique solution
φ∗1 ∈ C0(R+, D). Moreover there exists N0 such that
sup
t≥0
(
‖((Dl(A∗j,Y , A∗j,P0Y ))(u; v1, . . . , vl))(t)‖Mρ0
+
∑
n+k≤L
℘Dn
(
(1 + λ1(t))
k/2
(
(Dlφ∗j )(u; v1, . . . , vl)
)
(t)
)
+ (1 + t)1+ρ
′−ρ‖((Dl(∆∗M0,Y ,∆∗M0,P0Y ))(u; v1, . . . , vl))(t)‖Mρ′0
+ (1 + t)3/2−ρ‖((Dl∆∗D0,Y )(u; v1, . . . , vl))(t)‖D
+ (1 + t)2−ρ‖(1 + t+ | · |)(((Dl∆∗M0,Y )(u; v1, . . . , vl)))(t)‖L2
+ (1 + t)1−ρ‖(1 + t+ | · |)(((Dl∆∗M0,Y )(u; v1, . . . , vl)))(t)‖L6/5)
+ sup
t≥0,x∈R3
(
(1 + t+ |x|)3/2−ρ|((DlA∗j,Y )(u; v1, . . . , vl))(t, x)|
+ (1 + t+ |x|)(1 + ∣∣t− |x|∣∣)1/2(1 + ∣∣t− |x|∣∣
δ
)1−ρ|((DlA∗j,P0Y )(u; v1, . . . , vl))(t, x)|
+
∑
Z∈Π′
|Z|+k≤L
∣∣(1 + t+ |x|)3/2(1 + (λ1(t))(x))k/2((Dlφ∗j,Z)(u; v1, . . . , vl))(t, x)∣∣)
≤ CL,l
(
RlN0,L(v1, . . . , vl) + ‖u‖EρN0+L‖v1‖EρN0 · · · ‖vl‖EρN0
)
,
for every j = 0, 1, δ > 0, Y ∈ Π′, |Y | ≤ L, l ≥ 0, u, v1, . . . , vl ∈ E◦ρ∞ , where CL,l is a
constant depending only on ‖u‖
Eρ
N0
and δ. Here
∣∣t − |x|∣∣
δ
=
∣∣t − |x|∣∣ for |x| ≤ δt and
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δ
= 0 for |x| > δt. Moreover ∂µA∗µj = 0, j = 0, 1, and, as functions of u ∈ E0ρ∞ ,
(A∗, φ∗) has a zero of order at least 1 and (∆∗M ,∆∗D) has a zero of order at least 2 at
u = 0.
Proof. If φ∗0 ∈ C0(R+, D), satisfying ‖φ∗0(t) − etDα‖D → 0 when t → ∞, exists, then
it is unique. In fact, if w is the difference between two solutions of equation (6.1a) then
(iγµ∂µ +m− γµ(AJ,µ +BJ,µ))w = 0 and ‖w(t)‖D → 0 when t→∞. It then follows from
Theorem 4.9 and Corollary 5.17 that w = 0.
It follows from equation (4.137c) that
(φ∗0 − φ′J+1)(t) = i
∫ ∞
t
e(t−s)D
(
(AJ,µ +BJ,µ)γ
0γµ(φ∗0 − φ′J )
)
(s)ds,
and then from the relation (4.140b) that
(φ∗0 − φ′J −∆DJ )(t) = i
∫ ∞
t
e(t−s)D
(
(AJ,µ +BJ,µ)γ
0γµ∆DJ
)
(s)ds
+ i
∫ ∞
t
e(t−s)D
(
(AJ,µ +BJ,µ)γ
0γµ(φ∗0 − φ′J −∆DJ )
)
(s)ds.
This shows that
(
iγµ∂µ +m− γµ(AJ,µ +BJ,µ)
)
(φ∗0 − φ′J −∆DJ ) = γµ(AJ,µ +BJ,µ)∆DJ . (6.24)
It follows from Theorem 4.9 that [AJ ]
l(t) ≤ Cl‖u‖EN0+l , where N0 is an integer indepen-
dent of u and l and where Cl is a constant depending only on ‖u‖EN0 . Statement ii) of
Corollary 5.18, equation (6.24) and the relation φ∗0 − φ′J −∆DJ = φ∗0 − φ′J+1, then give
℘Dn
(
φ∗0(t)− φ′J+1(t)
) ≤ Cn ∑
0≤l≤n
‖u‖EN0+5+n−l
∫ ∞
t
(
(1 + s)−5/2+ρ℘Dl+1(∆
D
J (s)) (6.25)
+ (1 + s)−3/2℘Dl
(
(1 + λ1(s))
1/2∆DJ (s)
)
+ (1 + s)−3+2ρ℘Dl (∆
D
J (s))
+ (1 + s)−3/2+ρ℘Dl
(
((iγµ∂µ +m)∆
D
J )(s)
))
ds.
Since ∆DJ = φ
′
J+1 − φ′J , it follows from (4.137c) that
(iγµ∂µ +m)∆
D
J = γ
µ(AJ,µ +BJ,µ)φ
′
J − γµ(AJ−1,µ +BJ−1,µ)φ′J−1.
This equality, Theorem 4.9, Theorem 4.10, statement ii) of Lemma 4.5 and Corollary 2.6
give that
℘Dn
(
((iγµ∂µ +m)∆
D
J )(t)
) ≤ Cn(1 + t)−1‖u‖EN0‖u‖EN0+n ,
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where Cn is a polynomial in ‖u‖EN0 . This inequality, inequality (6.25), Theorem 4.9,
Lemma 6.1 and Corollary 2.6 then give (after redefining N0)
℘Dn
(
φ∗0(t)− φ′J+1(t)
) ≤ (1 + t)−3/2+ρCn‖u‖EN0 ‖u‖EN0+n , n ≥ 0, t ≥ 0. (6.26a)
Differentiation of equation (6.24) gives similarly by induction
℘Dn
((
(Dl(φ∗0 − φ′J+1))(u; v1, . . . , vl)
)
(t)
)
(6.26b)
≤ Cn,l(1 + t)−3/2+ρ
(
RlN0,n(v1, . . . , vl) + ‖u‖EN0+n‖v1‖EN0 · · · ‖vl‖EN0
)
,
n ≥ 0, l ≥ 0, t ≥ 0, where Cn,l depends only on ‖u‖EN0 . Inequality (6.26b), the es-
timates of ℘Dn
((
(Dlφ′J )(u; v1, . . . , vl)
)
(t)
)
given by Theorem 4.9 prove the estimate of
‖((Dlφ∗0,Y )(u; v1, . . . , vl))(t)‖D given by the inequality of the proposition.
The announced L2- and L∞-estimates of (1+λ1(t))
k/2
(
(Dlφ∗0,Y )(u; v1, . . . , vl)
)
(t) fol-
low in a such a similar way as in the proof of Lemma 6.1 that we omit the details. The
Mρ-estimate of (A∗0,Y , A
∗
0,P0Y
) follows from the definition of A∗0 and from the already
proved estimates of φ∗. It follows from definition (4.138a) that
A∗0,µ(t)−AJ+1,µ(t)−∆MJ+1,µ(t) (6.27)
= −
∫ ∞
t
|∇|−1 sin(|∇|(t− s))(φ∗0γµφ∗0 − φ
′
J+1γµφ
′
J+1)(s)ds.
This gives
℘M
ρ′
n
(
(A∗0 −AJ+1 −∆MJ+1)(t),
d
dt
(A∗0 − AJ+1 −∆MJ+1)(t)
)
(6.28)
≤ Cn(1 + t)−1−ρ′+ρ‖u‖EN0+n , t ≥ 0, 0 ≤ ρ ≤ ρ
′,
where Cn depends only on ‖u‖EN0 and where we have used (6.26a), (6.27), the already
proved L2- and L∞-estimates of φ∗0, those given by Theorem 4.9 of φ
′
J+1 and the convexity
properties of the seminorms given by Corollary 2.6. Estimate (6.28), Theorem 4.9 and
Theorem 4.11 give the L2-estimates of ∆∗M0,Y in the proposition. Using statement ii),
statement iii) and statement iv) of Proposition 5.6, we obtain that
(1 + t+ |x|)(1 + ∣∣t− |x|∣∣)1/2|(A∗0,Y −AJ+1,Y −∆MJ+1,Y )(t, x)|
≤ C
(
℘M|Y |+2
(
(A∗0 −AJ+1 −∆MJ+1)(t),
d
dt
(A∗0 −AJ+1 −∆MJ+1)(t)
)
+
∑
|Z|≤|Y |+2
(1 + t)‖(ξMZ G)(t)‖L6/5(R3,R4)
)
,
where Gµ = φ
∗
0γµφ
∗
0 − φ
′
J+1γµφ
′
J+1 is obtained using equation (6.27). The estimates for
φ∗0 and φ
′
J+1 give
(1 + t)‖(ξMZ G)(t)‖L6/5 ≤ C|Z|‖u‖EN0+|Z|+2(1 + t)
ρ−1.
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It then follows from inequality (6.28) that
(1 + t)1−ρ(1 + t+ |x|)(1 + ∣∣t− |x|∣∣)1/2|(A∗0,Y − AJ+1,Y −∆MJ+1,Y )(t, x)| (6.29)
≤ C|Y |‖u‖EN0+|Y | , t ≥ 0, x ∈ R
3, Y ∈ Π′,
where C|Y | depends only on ‖u‖EN0 , and where N0 + 2 has been redefined by N0. Since
(1+t)1−ρ(1+t+|x|)(1+∣∣t−|x|∣∣)1/2 ≥ (1+t+|x|)3/2−ρ for (t, x) ∈ R+×R3 the estimate for
L∞-norms of A∗0,Y and A
∗
0,PµY
in the proposition follows from inequality (6.29) and from
Theorem 4.9 and Theorem 4.11. Using Theorem 4.10, Theorem 4.11 with interpolation
and inequality (6.8) we obtain that
℘M
ρ′
n
(
(A∗0 − AJ)(t),
d
dt
(A∗0 −AJ )(t)
) ≤ Cn(1 + t)−1−ρ′+ρ‖u‖EN0+n ,
n ≥ 0, t ≥ 0, 0 ≤ ρ′ ≤ 1. The proof of the existence and the properties of φ∗1, A∗1 and ∆∗0
are so similar to that of φ∗0 and A
∗
0 that we omit it. That the gauge conditions ∂µA
∗µ
j = 0
is satisfied follows directly from the fact that
i∂µA
∗µ
j = (iγ
µ∂µφ∗j )φ
∗
j + φ
∗
j (iγ
µ∂µφ
∗
j ) = 0,
by the equation satisfied by φ∗j and by the fact that (f, f˙) ∈ M◦ρ. This proves the
proposition.
We now make the following variable transformation in the M-D equations:
ψ′ = eiϑ(A)ψ, Φ = ψ′ − φ∗, K = A−A∗, φ∗ = φ∗1, A∗ = A∗1, (6.30)
and denote ∆∗Mµ = ∆
∗M
0,µ . The M-D equations are then transformed into(
iγµ∂µ +m− γµ(Kµ + A∗µ − ∂µϑ(K +A∗))
)
Φ (6.31a)
= γµ
(
Kµ +∆
∗M
µ − ∂µϑ(K +∆∗M )
)
φ∗,
Kµ = ΦγµΦ+ Φγµφ
∗ + φ
∗
γµΦ (6.31b)
and
∂µK
µ = 0. (6.31c)
We introduce the Banach space FN , N ≥ 0, which is the completion of the space of all func-
tions (K,Φ) such that KY ∈ C0(R+, L2), KP0Y ∈ C0(R+, |∇|L2), KPµY ∈ C0(R+, L2),
δKY ∈ C0(R+, L2),δKY ∈ C0(R+, L6/5), ΦY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ N , and
such that ‖(K,Φ)‖FN <∞, with respect to the norm ‖ · ‖FN defined by
(eN (K,Φ))(t) (6.32a)
= (1 + t)1−ρ℘M
0
N (K(t), K˙(t)) + (1 + t)
2−ρ℘M
1
N (K(t), K˙(t)) + (1 + t)
3/2−ρ℘DN (Φ(t))
+
( ∑
Y ∈Π′
|Y |≤N
(
(1 + t)2−ρ‖δ(t)KY (t)‖L2 + (1 + t)1−ρ‖δ(t)KY (t)‖L6/5
)2)1/2
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and
‖(K,Φ)‖FN = sup
t≥0
(eN (K,Φ))(t), (6.32b)
where (δ(t))(x) = 1+ t+ |x|, 1/2 < ρ < 1, KY = ξMY K, K˙Y = KP0Y ,ΦY = ξDY Φ for Y ∈ Π′
(c.f. (4.81d)). We denote by FMN the subspace of elements (K, 0) and by FDN the subspace
of elements (0,Φ).
If N is sufficiently large and K ∈ FMN , then equation (6.31a) has a unique solution
Φ ∈ C0(R+, D) satisfying lim
t→∞
‖Φ(t)‖D = 0. It will be proved that the equation
K ′µ = ΦγµΦ+ Φγµφ
∗ + φ
∗
γµΦ, K
′ ∈ FMN , (6.33)
has a unique solution for N sufficiently large and that (u,K) 7→ K ′ = N (u,K) defines a
map N :E◦ρ∞ × FMN → FMN . K ′ depends on K via Φ in equation (6.33) and depends on u
via A∗, φ∗ and Φ. For u and K sufficiently small this map turns out to be a contraction
map (in the variable K).
The definition of the space FMN , gives space-time decrease properties of the absolute
value of its elements.
Lemma 6.3. There exists Cρ > 0 such that
(1 + t+ |x|)(1 + t)1−ρ(1 + ∣∣t− |x|∣∣)1/2|KY (t, x)| ≤ Cρ‖K‖FM
|Y |+2
,
for Y ∈ Π′, |Y | ≤ N, t ∈ R+, x ∈ R3, K ∈ FMN+2.
Proof. Statement ii) of Proposition 5.6, with FY (t) = KY (t), gives that
(1 + t)3/2|KY (t, x)| ≤ Cδ
( ∑
|Y |≤2
Z∈Π′∩U(sl(2,C))
(‖(KZY (t), KP0ZY (t))‖M0 (6.34)
+ (1 + t)‖KZY (t)‖L6/5
)
+ ‖(1−∆)KY (t)‖L2
)
,
for 0 ≤ |x| ≤ δt, t ≥ 0, where 0 < δ < 1 and where Cδ is a numerical constant. Definitions
(6.32a) and (6.32b) of the norm in FMN , then give that
(1 + t)3/2|KY (t, x)| ≤ Cδ(1 + t)−1+ρ‖K‖FM
|Y |+2
, (6.35a)
for 0 ≤ |x| ≤ δt, t ≥ 0, where Cδ is a new constant.
Similarly it follows from statement iii) and iv) of Proposition 5.6 that
(1 + t)(1 +
∣∣t− |x|∣∣)1/2|KY (t, x)| ≤ Cδ1,δ2(1 + t)−1+ρ‖K‖FM
|Y |+2
, (6.35b)
for δ1t ≤ |x| ≤ δ2t, t ≥ 0, where 0 < δ1 < 1 < δ2, and that
(1 + |x|)3/2|KY (t, x)| ≤ Cδ(1 + t)−1+ρ‖K‖FM
|Y |+2
, (6.35c)
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for 0 ≤ t ≤ δ|x|, |x| ≥ 0, where 0 < δ < 1. The inequality of the lemma now follows by
choosing suitably δ, δ1 and δ2. This proves the lemma.
In order to study the map N we consider the equation
(
iγµ∂µ +m− γµ(Kµ +A∗µ − ∂µϑ(K + A∗))
)
Ψ = g, (6.36)
for Ψ ∈ FDN , where K ∈ FMN . Most often g = γµ (Lµ − ∂µϑ(L)φ∗, L ∈ FMN . We shall use
in next proposition the notation
χ(n) = ‖u‖Eρ
N0+n
+ ‖K‖FMn , n ≥ 0, (6.37)
where N0 is given by Proposition 6.2 and where u ∈ Eρ∞ and K ∈ FMn and χN,n, N ≥ 0,
n ≥ 0 is defined by χN,n = bn given by formula (5.87) with a(n) = χ(N+n). It follows from
this definition that χN,n < ∞ if u ∈ Eρ∞ and K ∈ FMN+n. We note that according to
Proposition 6.2 and Lemma 6.3
[A∗]n(t) ≤ Cn‖u‖Eρ
N0+n
, [K]n(t) ≤ C‖K‖FM
n+2
, t ≥ 0, (6.38a)
where Cn depends only on ρ and (polynomially) on ‖u‖Eρ
N0
and C depends only on ρ,
1/2 < ρ < 1. Using Corollary 2.6 we then obtain that
[A∗]N,n(t) ≤ Cn+N‖u‖Eρ
N0+N+n
, N, n ≥ 0, t ≥ 0, (6.38b)
where Cn+N depends only on ρ and (polynomially) on ‖u‖Eρ
N0+N
.Moreover, it follows from
inequalities (6.38a) that
[A∗ +K]n(t) ≤ Cnχ(n+2), [A∗ +K]N,n(t) ≤ CN+nχN+2,n, (6.38c)
for t ≥ 0, n ≥ 0, N ≥ 0, where Cn and CN+n depends only on ρ and (polynomially) on
‖u‖
Eρ
N0
.
In order to state next proposition we introduce the following notations:
Qn(t) = sup
s≥t
(
(1 + s)3/2−ρ℘Dn (f(s))
)
+Q′n(t), (6.39a)
Q′n(t) =
∑
n1+n2=n
n2≤n−1
χ5,n1 sup
s≥t
(
(1 + s)3/2−ρ℘Dn2(f(s)) (6.39b)
+ (1 + s)℘Dn2((1 + λ0(s))
1/2g(s))
)
, n ≥ 0, t ≥ 0,
where f is defined by (5.111b) for equation (6.36),
R(1)n (t) = sup
s≥t
(
(1 + s)3/2−ρ(R′n+7(s) +R
2
n+9(s) +R
∞
n (s))
)
+Qn+8(t), (6.39c)
MAXWELL - DIRAC EQUATIONS 211
n ≥ 0, t ≥ 0, where R′n, R2n, R∞n are defined in Theorem 5.8,
h′n(L, t) =
∑
n1+n2+n3+n4=n
n1≤n−1,n2≤L−1
n3+n4≤n−L
χ(n1)(1 + χ4,n2)(1 + χ10,n3)R
(1)
n4
(t) (6.39d)
+
∑
n1+n2=n
1≤n1≤L
n2≤L
χ5,n1
(
Qn2(t) + sup
s≥t
(
(1 + s)℘Dn2((1 + λ0(s))
1/2g(s))
))
,
n ≥ 0, L ≥ 0, t ≥ 0, where χ(n) = ‖u‖Eρ
N0+n+1
+ ‖K‖FMn , n ≥ 0,
h′′n(t) = ‖K‖FMn (1 + χ
(3))
∑
n1+n2=1
(1 + χ10,n1)R
(1)
n2 (t), n ≥ 0, (6.39e)
k′′n(t) = (1 + t)
−1/2Sρ,n(t)H0(t) +
∫ ∞
t
(
(1 + s)−2+ρSρ,n(s)(1 + [A]1(s))H1(s) (6.39f)
+
( ∑
Y ∈Π′
|Y |=n
‖γµGY µ(s)g(s)‖2D
)1/2)
ds, n ≥ 0,
where Hn(t) = Hn(∞, t), which makes sense by formula (5.169) since Ψ ∈ FDN .
Proposition 6.4. Let 1/2 < ρ < 1, n ≥ 19, u ∈ E◦ρ∞ , K ∈ FMn and let n0 be the integer
part of n/2 + 5. Let gY ∈ C0(R+, D) for Y ∈ Π′, |Y | ≤ n, and let
sup
t≥0
(
(1 + t)3/2−ρ(R′n0−1(t) +R
2
n0+1(t) +R
∞
n0(t))
)
<∞.
If for each Y ∈ Π′, |Y | ≤ n, there are two functions e1, e2 ∈ C0(R+, D) such that gY =
e1 + e2, where:
a) e1 ∈ L1(R+, D)
b) (m− iγµ∂µ + γµGµ)e2 ∈ L1(R+, D) and limt→∞ ‖e2(t)‖D = 0,
and if supt≥0
(
(1+t)℘Dn−1
(
(1+λ0(t))
1/2g(t)
))
<∞ and supt≥0
(
(1+t)3/2−ρ℘Dn (f(t))
)
<∞,
then there exists a unique solution Ψ ∈ C0(R+, D) of equation (6.36) such that
‖Ψ(t)‖D → 0, when t → ∞. Moreover Ψ ∈ FDn , k′l(n0, t) ≤ (1 + t)−3/2+ρClh′l(n0, t),
for 0 ≤ l ≤ n, k′l(n0, t) + k′′l (t) ≤ (1 + t)−3/2+ρ(Clh′l(n0, t) + Ch′′l (t)) for n0 + 1 ≤ l ≤ n,
where Cl and C depend only on ρ and ‖u‖Eρ
N0
, the functions t 7→ h′l(n0, t), 0 ≤ l ≤ n, and
h′′l , 0 ≤ l ≤ n, are uniformly bounded on R+ and the following estimates are satisfied:
i) ℘l(Ψ(t)) ≤ (1 + t)−3/2+ρClQl(t),
for 0 ≤ l ≤ n− 5, where Cl depends only on ρ and χ(5),
ii) ℘Dl (Ψ(t)) ≤ (1 + t)−3/2+ρCl
(
sup
s≥t
(
(1 + s)3/2−ρ℘Dl (f(s))
)
+ alh
∞
l (n0, t)
+
∑
n1+n2=l
1≤n1≤n0
n2≥n0+1
(1 + χ5,n1)
(
sup
s≥t
(
(1 + s)3/2−ρ℘Dn2(f(s))
)
+ an2h
∞
n2(n0, t)
))
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and k∞(n0, t) ≤ (1+t)−3/2+ρCh∞(n0, t), for n0+1 ≤ l ≤ n, where h∞j (n0, t) = h′j(n0, t)+
h′′j (t) + χ
(5) sups≥t
(
(1 + s)℘Dj−1((1 + λ0(s))
1/2g(s))
)
and where Cj depends only on ρ and
χ(5), and aj depends only on ρ and χ
(13),
iii)
∑
Y ∈Π′
|Y |+k≤l
‖(δ(t))3/2(1 + λ1(t))k/2ΨY (t)‖L∞ ≤ (1 + t)−3/2+ρal
∑
n1+n2=l
(1 + χ10,n1)R
(1)
n2 (t),
for 0 ≤ l ≤ n− 10, where al depends only on ρ and χ(13) and where it is supposed that
sup
t≥0
(
(1 + t)3/2−ρ(R′l+7(t) +R
2
l+9(t) +R
∞
l (t))
)
<∞,
iv) ℘Dl,i(Ψ(t)) ≤ ℘Dl,i(f(t)) + (1 + t)−3/2+ρ(alh′l(n0, t) + Ch′′l,i(t))
+ (1 + t)−3/2+ρCl
∑
n1+n2=l
1≤n1≤n0
n2≥n0+1
χ5,n1 sup
s≥t
(
(1 + s)1/2℘Dn2(Ψ(s))
)
+ (1 + t)−3/2+ρClχ
(5) sup
s≥t
(
(1 + s)1/2
(
℘Dl (Ψ(s))
ε℘Dl,i+1(Ψ(s))
1−ε +R0l−1,1(s)
2(1−ρ)℘Dl−1(Ψ(s))
2ρ−1
))
,
for n0 + 1 ≤ l ≤ n, 0 ≤ i ≤ l, where h′′l,0 = h′′l , h′′l,i = 0 for 1 ≤ i ≤ l, where C depends
only on ρ and χ(13), Cl depends only on ρ and χ
(5) and al depends only on ρ and χ
(13),
and where ε = max(1/2, 2(1− l)).
Proof. To prove the inequality of statement i) of the proposition, we first note that the
hypothesis on A = A∗ +K of Theorem 5.13, with l instead of n, are satisfied for 0 ≤ l ≤
n − 5, according to the definition of the norm ‖ · ‖FMn , according to Proposition 6.2 and
according to inequalities (6.38c). Since also the hypothesis on g are satisfied for 0 ≤ l ≤
n − 1 it follows from Theorem 5.13 that there exists a unique solution Ψ ∈ C0(R+, D)
of equation (6.36), such that ‖Ψ(t)‖D → 0, when t → ∞, and that this solution satisfies
℘Dl (Ψ(t)) ≤ ClQ∞l (t), 0 ≤ l ≤ n−5, where Q∞l (t) is defined in Theorem 5.13, and where Cl
depends only on ρ and [A]3(∞). The inequality of statement i) now follows from definition
(6.39a) of Qn(t) and from inequalities (6.38c).
Next we shall use Theorem 5.14 with n0 instead of L, l instead of n and with A =
A∗ + K. Since n ≥ 18, n0 + 1 ≤ l ≤ n, it follows from the definition of n0 that 18 ≤
n0 + 9 ≤ l + 8 ≤ 2n0. We note that ∂µAµ = 0, according to Proposition 6.2 and the
definition of the space FMn . Since [A]n0+2(t) ≤ Cn0 χ(n0+4), according to (6.38c), and
n0 + 4 ≤ n, the hypothesis in Theorem 5.14, that AY is a continuous map from R+
to weighted L∞ spaces, are satisfied. To prove also that the other hypothesis on A are
satisfied, we estimate Sρ,N , 0 ≤ N ≤ n. Since A∗µ = φ
∗
γµφ
∗ according to equation (6.2b)
and substitution (6.30) it follows from Proposition 6.2 and Corollary 2.6 that
‖(δ(t))3/2A∗Y (t)‖L2(R3,R4) ≤ C|Y |‖u‖Eρ
N0
‖u‖Eρ
N0+|Y |
, (6.40)
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for Y ∈ Π′, where C|Y | depends only on ρ and ‖u‖Eρ
N0
. The gauge conditions ∂µA∗µ = 0
and ∂µKµ = 0, the inequality ‖|∇|εh‖L2(R3,C) ≤ ‖h‖1−εL2 ‖|∇|h‖εL2 for 0 ≤ ε ≤ 1, equalities
(5.115a) and (5.115b) and inequality (6.40) give that
Sρ,N (t) ≤ CN‖u‖Eρ
N0+N
+ C‖K‖FM
N
, (6.41a)
for 1/2 < ρ < 1, N ≥ 0, t ≥ 0, where CN depends only on ρ and ‖u‖Eρ
N0
and where C
depends only on ρ. It now follows from definition (6.37) of χ(N) that
Sρ,N (t) ≤ CNχ(N), Sρk,N (t) ≤ Ck+Nχk,N , (6.41b)
for 1/2 < ρ < 1, N ≥ 0, k ≥ 0, t ≥ 0, where CN and Ck+N are constants depending only
on ρ and ‖u‖
Eρ
N0
. It follows from (6.41a), with N = l, that the rest of the hypothesis on A,
in Theorem 5.14, are satisfied. The hypothesis concerning g in Theorem 5.14 are satisfied
and so are the hypothesis on R′n0−1, R
2
n0+1
and R∞n0−8.
In order to estimate k∞j (n0, t), we begin by estimating Hj(t) = Hj(∞, t) defined in
(5.169):
Hj(t) =
∑
n1+n2=j
(1+Sρ10,n1(t))
(
R2n2+9(t)+R
∞
n2
(t)+R′n2+7(t)+Q
∞
n2+8
(t)
)
, 0 ≤ j, (6.42)
where Q∞j , defined in Theorem 5.13, is given by
Q∞j (t) = sup
s≥t
(
℘Dj (f(s))
)
+
∑
n1+n2=n
n2≤j−1
[A]3,n1(∞) (6.43)
(
sup
s≥t
(
℘Dn2(f(s))
)
+
∫ ∞
t
(1 + s)−3/2+ρ℘Dn2
(
(1 + λ0(s))
1/2g(s)
)
ds
)
,
0 ≤ j and where R′j, R2j and R∞j are given in Theorem 5.8. It follows from (6.38c), (6.39a),
(6.39b) and (6.43) that
Q∞j (t) ≤ (1 + t)−3/2+ρ
(
sup
s≥t
(
(1 + s)3/2−ρ℘Dj (f(s))
)
+ CjQ
′
j(t)
)
(6.44)
≤ (1 + t)−3/2+ρCjQj(t),
for 0 ≤ j ≤ n, where Cj ≥ 1 depends only on ρ and ‖u‖Eρ
N0
. Inequalities (6.41b) and (6.44)
together with equality (6.42) give that
Hj(t) ≤ (1 + t)−3/2+ρCj
∑
n1+n2=j
(1 + χ10,n1)(
Qn2+8(t) + sup
s≥t
(
(1 + s)3/2−ρ
(
R2n2+9(s) +R
∞
n2
(s) +R′n2+7(s)
)))
,
214 FLATO SIMON TAFLIN
0 ≤ j ≤ n− 10, where Cj depends only on ρ and ‖u‖Eρ
N0
. Definition (6.39c) of R
(1)
j , then
gives that
Hj(t) ≤ (1 + t)−3/2+ρCj
∑
n1+n2=j
(1 + χ10,n1)R
(1)
n2 (t), 0 ≤ j ≤ n− 10, (6.45)
where Cj depends only on ρ and ‖u‖Eρ
N0
.
We can now estimate kn(n0,∞, t), which we denote kj(n0, t) and which according to
definition (5.173b) of kj , definition (5.171) of ℘j and expression (6.42) of Hj reads
kj(n0, t) (6.46)
=
∑
n1+n2=j
1≤n1≤n0
n2≤n0
(
[A]3,n1(t)(Q
∞
n2
(t) +R0n2−1,1(t)) + (1 + t)
1/2[A]n1+1(t)℘Dn2(g(t))
)
+
∑
n1+n2+n3=j
n1≤j−1
n2≤n0−1
n3≤j−n0
Sρ,n1(t)(1 + [A]2,n2(t))Hn3(t)
+
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=j
n0≤|Y1|≤j−1
(1 + t)2−ρ‖γµGY1µ(t)gY2(t)‖D, 0 ≤ j ≤ n.
Since Gµ = A
∗
µ − ∂µϑ(A∗) +Mµ, with Mµ = Kµ − ∂µϑ(K), it follows from inequality
(5.116c) that
‖γµGY1µ(t)gY2(t)‖D (6.47)
≤ C|Y1|[A∗]|Y1|+1(1 + t)−3/2+ρ‖gY2(t)‖D + C‖(δ(t))−1MY1(t)‖L2‖δ(t)gY2(t)‖L∞ ,
Y1, Y2 ∈ Π′, where C and C|Y | depend only on ρ. Let
Γj(K, t) =
( ∑
Y ∈Π′
|Y |≤j
‖(δ(t))−1MY (t)‖2L2(R3,R4)
)1/2
(6.48)
for j ≥ 0. It follows from inequality (5.124), with Mµ instead of Gµ, K˙Y = KP0Y , b > 1/2,
and a = 1/2, that
Γj(K, t) ≤ (1 + t)−1/2C sup
0≤s≤t
(
(1 + s)b−1℘M
0
j
(
(K(s), 0)
)
(6.49a)
+ (1 + s)b℘M
1
j
(
(L(s), L˙(s))
)
+ (1 + s)b−1jCj℘
M1
j−1
(
(L(s), L˙(s))
))
, j ≥ 0,
where C and Cj depend only on b. With b = 3/4, we obtain that
Γj(K, t) ≤ (1 + t)−1/2
(
C‖K‖FM
j
+ jCj‖K‖FM
j−1
)
, j ≥ 0, (6.49b)
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where C and Cj are as in (6.49a). The first of inequalities (6.38a) and inequality (6.49b)
give that
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=j
n0≤|Y1|≤j−1
‖γµGY1µ(t)gY2(t)‖D (6.50a)
≤ (1 + t)−3/2+ρC′j
∑
n1+n2=j
n0≤n1≤j−1
‖u‖Eρ
N0+n1+1
℘Dn2(g(t))
+ (1 + t)−1/2Cj
∑
Z∈Π′
n1+|Z|=j
n0≤n1≤j−1
‖K‖FMn1‖δ(t)gZ(t)‖L∞ , j ≥ 0,
where C′j depends only on ρ and ‖u‖Eρ
N0
and Cj is constant. We note that the right-hand
side of this inequality vanishes if 0 ≤ j ≤ n0. If χ(j) = ‖u‖Eρ
N0+j+1
+ ‖K‖
FM
j
, it then
follows from the definition of R∞j (t) and from inequality (6.50a) that
∑
Y1,Y2∈Π
′
|Y1|+|Y2|=j
n0≤|Y1|≤j−1
‖γµGY1µ(t)gY2(t)‖D (6.50b)
≤ Cj
∑
n1+n2=j
n1≤j−1
n2≤j−n0
χ(n1)
(
(1 + t)−3/2+ρ℘Dn2(g(t)) + (1 + t)
−1R∞n2(t)
)
, j ≥ 0,
where Cj depends only on ρ and ‖u‖Eρ
N0
. Inequalities (6.38c), (6.41b), (6.45) and (6.50b),
and equality (6.46) give
kj(n0, t) (6.51)
≤ Cj
∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ5,n1
(
Q∞n2(t) +R
0
n2−1,1
(t) + (1 + t)1/2℘Dn2(g(t))
)
+ (1 + t)−3/2+ρCj
∑
n1+n2+n3+n4=j
n1≤j−1
n2≤n0−1
n3+n4≤j−n0
χ(n1)(1 + χ4,n2)(1 + χ10,n3)R
(1)
n4 (t)
+ Cj
∑
n1+n2=j
n1≤j−1
n2≤j−n0
χ(n1)
(
(1 + t)−3/2+ρ℘Dn2(g(t)) + (1 + t)
−1R∞n2(t)
)
, j ≥ 0,
where Cj depends only on ρ and ‖u‖Eρ
N0
. According to definition (6.39) of R
(1)
j it follows
from inequality (6.51) that
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kj(n0, t) (6.52)
≤ (1 + t)−1/2Cj
( ∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ5,n1(1 + t)
1/2
(
Q∞n2(t) +R
0
n2−1,1
(t) + (1 + t)1/2℘Dn2(g(t))
)
+ (1 + t)−1+ρ
∑
n1+n2+n3+n4=j
n1≤j−1,n2≤n0−1
n3+n4≤j−n0
χ(n1)(1 + χ4,n2)(1 + χ10,n3)R
(1)
n4 (t)
)
, j ≥ 0,
where Cj depends only on ρ and ‖u‖Eρ
N0
.
We can now estimate k′j(n0,∞, t) defined by (5.173a). With the notation k′j(n0, t) =
k′j(n0,∞, t), it follows from definitions (5.171) and (5.173a) that
k′j(n0, t) = (1 + t)
−3/2+ρ
∑
n1+n2=j
1≤n1≤n0
n2≤n0
[A]n1+1(t)Q∞n2(t) (6.53)
+ (1 + t)−1/2
∑
n1+n2=j
n0+1≤n1≤j−1
Sρ,n1Hn2(t) +
∫ ∞
t
(1 + s)−2+ρkj(n0, s)ds, j ≥ 0.
Inequalities (6.38c), (6.41b), (6.44), (6.45), (6.52) and (6.53) give that
k′j(n0, t)
≤ (1 + t)−3+2ρCj
∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ(n1+3)Qn2(t)
+ (1 + t)−2+ρCj
∑
n1+n2+n3=j
n1≤j−1
n2+n3≤j−n0−1
χ(n1)(1 + χ10,n2)R
(1)
n3 (t)
+ (1 + t)−3/2+ρCj sup
s≥t
( ∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ5,n1(1 + s)
1/2
(
Q∞n2(s) +R
0
n2−1,1(s) + (1 + s)
1/2℘Dn2(g(s))
)
+
∑
n1+n2+n3+n4=j
n1≤j−1
n2≤n0−1
n3+n4≤j−n0
χ(n1)(1 + χ4,n2)(1 + χ10,n3)(1 + s)
−1+ρR(1)n4 (s)
)
, j ≥ 0,
where Cj depends only on ρ and ‖u‖Eρ
N0
. It follows from this inequality, from inequality
(6.44) for Q∞j and by regrouping the second and the fourth sum on the right-hand side
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that
k′j(n0, t) ≤ (1 + t)−3/2+ρCj (6.54)( ∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ5,n1
(
Qn2(t) + sup
s≥t
(
(1 + s)1/2R0n2−1,1(s) + (1 + s)℘
D
n2
(g(s))
))
+
∑
n1+n2+n3+n4=j
n1≤j−1,n2≤n0−1
n3+n4≤j−n0
χ(n1)(1 + χ4,n2)(1 + χ10,n3)R
(1)
n4 (t)
)
, j ≥ 0,
where Cj depends only on ρ and ‖u‖Eρ
N0
.
To estimate kj(n0, t), where kj(n0, t) = kj(n0,∞, t) is defined in Theorem 5.14, let us
introduce the notation
k′′j (n0, t) (6.55)
= (1 + t)−1/2Sρ,j(t)H0(t)
+
∫ ∞
t
(
(1 + s)−2+ρSρ,j(s)(1 + [A]1(s))H1(s) +
( ∑
Y ∈Π′
|Y |=j
‖γµGY µ(s)g(s)‖2D
)1/2)
ds,
j ≥ 0. It follows from inequalities (6.38c), (6.41a) and definition (6.55) of k′′j that
k′′j (n0, t) ≤ (1 + t)−1+ρ
(
C‖K‖FM
j
+ Cj‖u‖Eρ
N0+j
)
sup
s≥t
(
(1 + C1χ
(3))H1(s)
)
(6.56)
+
∫ ∞
t
( ∑
Y ∈Π′
|Y |=j
‖γµGY µ(s)g(s)‖2D
)1/2
ds, j ≥ 0,
where C depends only on ρ and Cj , j ≥ 0 depends only on ρ and ‖u‖Eρ
N0
. Here we have
used that −1/2 < −1 + ρ for 1/2 < ρ < 1. Inequalities (6.38a), (6.45), (6.47), (6.49b) and
(6.56) give that
k′′j (n0, t) (6.57)
≤ (1 + t)−3/2+ρC1
(‖K‖FM
j
+ Cj‖u‖Eρ
N0+j
)
(1 + χ(3))
∑
n1+n2=1
(1 + χ10,n1)R
(1)
n2
(t)
+ (1 + t)−3/2+ρ sup
s≥t
(
Cj‖u‖Eρ
N0+j
(1 + s)‖g(s)‖D
+
(
C‖K‖FM
j
+ jCj‖K‖FM
j−1
)
(1 + s)1/2‖δ(s)g(s)‖L∞
)
, j ≥ 0,
where C depends only on ρ and Cj , j ≥ 0, on ρ and ‖u‖Eρ
N0
. By adding the terms,
proportional to ‖u‖
Eρ
N0+j
and ‖K‖
FM
j−1
, on the right-hand side of inequality (6.57) to the
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second sum on the right-hand side of inequality (6.54), we obtain that
k′j(n0, t) + k
′′
j (n0, t) (6.58)
≤ (1 + t)−3/2+ρC
((
sup
s≥t
(
(1 + s)1/2‖δ(s)g(s)‖L∞
)
+ (1 + χ(3))
∑
n1+n2=1
(1 + χ10,n1)R
(1)
n2
(t)
)
‖K‖FM
j
+ Cj
∑
n1+n2=j
1≤n1≤n0
n2≤n0
χ5,n1
(
Qn2(t) + sup
s≥t
(
(1 + s)1/2R0n2−1,1(s) + (1 + s)℘
D
n2
(g(s))
))
+ Cj
∑
n1+n2+n3+n4=j
n1≤j−1,n2≤n0−1
n3+n4≤j−n0
χ(n1)(1 + χ4,n2)(1 + χ10,n3)R
(1)
n4 (t)
)
, j ≥ n0 + 1,
where C and Cj depend only on ρ and ‖u‖Eρ
N0
. Since
R0j−1,1(t) ≤ (1 + t)1/2℘Dj−1
(
(1 + λ0(t))
1/2g(t)
)
, j ≥ 1, (6.59)
it follows from inequality (6.54) that
k′j(n0, t) ≤ (1 + t)−3/2+ρCjh′j(n0, t), j ≥ 0, (6.60a)
and from inequality (6.58) that
k′j(n0, t) + k
′′
j (n0, t) ≤ (1 + t)−3/2
(
Cjh
′
j(n0, t) + Ch
′′
j (t)
)
, j ≥ n0 + 1, (6.60b)
where C and Cj depend only on ρ and ‖u‖Eρ
N0
. Using inequalities (6.38c), (6.59) and
(6.60b), we obtain that
k∞j (n0, t) ≤ (1 + t)−3/2+ρCj
(
h′j(n0, t) + h
′′
j (t) (6.61)
+ χ(5) sup
s≥t
(
(1 + s)℘Dj−1
(
(1 + λ0(s))
1/2g(s)
)))
= (1 + t)−3/2+ρCjh
∞
j (n0, t), j ≥ n0 + 1,
where h∞j (n0, t) is defined in statement i) of the proposition and where Cj depends only
on ρ and ‖u‖
Eρ
N0
. Now, χ(j) <∞ and χ(j) <∞ for 0 ≤ j ≤ n, since u ∈ E◦ρ∞ and K ∈ FMn
according to the hypothesis. It follows that supt≥0(Q
′
j(t)) < ∞ for 0 ≤ j ≤ n − 5 by
using expression (6.39b) and that supt≥0
(
(1 + t)3/2−ρ℘Dj (f(t))
)
< ∞ for 0 ≤ j ≤ n and
supt≥0
(
(1 + t)℘Dj
(
(1 + λ0(t))
1/2g(t)
))
< ∞ for 0 ≤ j ≤ n − 1. Definition (6.39a) then
gives that supt≥0(Qj(t)) < ∞ for 0 ≤ j ≤ n − 5. Definition (6.39c) and the hypothesis
on R′n0−1, R
2
n0+1 and R
∞
n0 , now give that supt≥0(R
(1)
j (t)) < ∞ for 0 ≤ j ≤ n0 − 8, since
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n0 ≤ n − 5 for n ≥ 19. The function t 7→ h′j(n0, t) is uniformly bounded on R+ for
0 ≤ j ≤ n, since in its definition (6.39d) n0 ≤ n − 5, n − n0 ≤ n0 − 9. The function
h′′j , defined in (6.39e) is also uniformly bounded on R
+ for 0 ≤ j ≤ n. This proves,
together with inequalities (6.60a), (6.60b) and (6.61) the claimed properties of the functions
k′j(n0, ·), k′′j , k∞j (n0, ·), h′j(n0, ·), h′′j , h∞j (n0, ·). The estimates in statement ii) follows
from inequality (6.61), Theorem 5.14 and inequality (6.38c). Statement iii) follows from
inequalities (5.170) and (6.45). Statement iv) follows from inequalities (5.176), (5.177),
(6.38c) and from the already proved inequalities for k′l(n0, t) and k
′′
l (t) in terms of h
′
l(n0, t)
and h′′l (t). This proves the proposition.
In order to use Proposition 6.4 for the particular case g = γµ(Lµ−∂µϑ(L))φ∗, L ∈ FMn ,
we group together preliminary estimates of R′j , R
∞
j , R
2
j defined in Theorem 5.8.
Lemma 6.5. Let 1/2 < ρ < 1, n ≥ 5, K ∈ FMn , L ∈ FMn , rY ∈ C0(R+, D), rY = ξDY r for
Y ∈ Π′ and let
sup
t≥0
(
℘Dj ((1 + λ1(t))
k/2r(t)) +Hl(r, t) + ul(t)
)
<∞
for j + k = l, l ≥ 0, where
Hl(r, t) =
∑
Y ∈Π′
k+|Y |≤l
‖(δ(t))3/2(1 + λ1(t))k/2rY (t)‖L∞ , l ≥ 0
and
ul(t) = Hl+1(r, t) +
∑
Y ∈Π′
k+|Y |≤l
‖(δ(t))3−ρ(1 + λ1(t))k/2((m+ iγµ∂µ)rY )(t)‖L∞ , l ≥ 0.
Let A = A∗ +K and let Gµ = Aµ − ∂µϑ(A). If
g = γµ(Lµ − ∂µϑ(L))r,
then gY ∈ C0(R+, D), ‖gY (t)‖D → 0 when t → ∞, (m − iγµ∂µ + γµGµ)gY ∈ L1(R+, D)
for Y ∈ Π′, |Y | ≤ n and:
i) R′l(t) ≤ (1 + t)−3/2+ρC′l
( ∑
n1+n2+n3=l
(1 + ‖u‖Eρ
N0+n1+1
)‖L‖FMn2un3(t)
+
∑
n1+n2+n3=l
min
(‖K‖FM
n1+3
‖L‖FMn2 , ‖K‖FMn1‖L‖FMn2+3
)
un3(t)
)
, 0 ≤ l ≤ n,
ii) R∞l (t) ≤ (1 + t)−1Cl
∑
n1+n2=l
‖L‖FM
n1+3
Hn2(r, t), 0 ≤ l ≤ n− 3,
iii) ℘Dl
(
(δ(t))1/2(1 + λ1(t))
k/2g(t)
)
≤ (1 + t)−1/2
∑
n1+n2=l
Cn1,n2‖L‖FMn1Hn2+k(r, t), 0 ≤ l ≤ n, k ≥ 0,
iv) ℘Dl,i(f(t)) ≤ (1 + t)−3/2+ρ(1 + χ(3))(
C(i)‖L‖FM
l
sup
s≥t
(u1(s)) + Cl
∑
n1+n2=l
n1≤l−1
‖L‖FMn1 sups≥t(un2+1(s))
)
, 0 ≤ l ≤ n,
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0 ≤ i ≤ n, where C(i) = 0 for 1 ≤ i ≤ n and C(0) = Cl,0 = C0,l = C. Here C, Cl and
Cn1,n2 depend only on ρ, and C
′
l depends only on ρ and ‖u‖Eρ
N0
.
Proof. Let Bµ = −∂µϑ(L), BY,µ = (BY )µ = (ξMY B)µ for Y ∈ Π′, 0 ≤ µ ≤ 3. Since, by
covariance, BY,µ = −∂µϑ(LY ) for Y ∈ Π′ ∩ U(sl(2,C)), it follows from equality (4.83),
using that ∂µL
µ = 0, that
|BZY (y)| ≤ C
∫ 1
0
s|Z|
( ∑
0≤µ<ν≤3
|LZMµνY (sy)|+ |LZY (sy)|
)
ds, (6.62)
for Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)) and y ∈ R+ × R3. Let
Il(t, x) =
∫ 1
0
sl(1 + s(t+ |x|))−1(1 + st)−1+ρ(1 + s∣∣t− |x|∣∣)−1/2ds, l ∈ N. (6.63)
It follows from Lemma 6.3 and inequality (6.62) that
|BZY (t, x)| ≤ C‖L‖FM
|Z|+|Y |+3
I|Z|(t, x), (t, x) ∈ R+ × R3, (6.64)
for Z ∈ Π′ ∩U(R4), Y ∈ Π′ ∩U(sl(2,C)), where C depends only on ρ. To estimate I0(t, x)
we observe that
(1 + s(t+ |x|))−1(1 + st)−1+ρ(1 + s∣∣t− |x|∣∣)−1/2
≤ C(1 + s(δ(t))(x))−2+ρ, t ≥ 0, x ∈ R3,
where C depends only on ρ. Integration of this inequality gives, with a new constant, that
I0(t, x) ≤ C((δ(t))(x))−1, t ≥ 0, x ∈ R3, (6.65a)
where C depends only on ρ. For l ≥ 1, proceeding as in the end of the proof of Lemma
4.4, it follows that
Il(t, x) ≤ C((δ(t))(x))−1(1 + t)−1+ρ(1 +
∣∣t− |x|∣∣)−1/2∫ 1
0
s((δ(t))(x))
1 + s((δ(t))(x))
(
s(1 + t)
1 + s(1 + t)
)1−ρ( s(1 + ∣∣t− |x|∣∣)
1 + s(1 +
∣∣t− |x|∣∣)
)1/2
sl−5/2+ρds.
Since l − 5/2 + ρ > −1 for l ≥ 1 and 1/2 < ρ < 1, we obtain that
Il(t, x) ≤ C((δ(t))(x))−1(1 + t)−1+ρ(1 +
∣∣t− |x|∣∣)−1/2, l ≥ 1, (6.65b)
t ≥ 0, x ∈ R3, where C depends only on ρ. It follows from inequalities (6.64), (6.65a) and
(6.65b) that
|BY (t, x)| ≤ C((δ(t))(x))−1‖L‖FM
|Y |+3
, Y ∈ Π′ (6.66a)
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and that
|BY (t, x)| ≤ C((δ(t))(x))−1(1 + t)−1+ρ(1 +
∣∣t− |x|∣∣)−1/2‖L‖FM
|Y |+3
, (6.66b)
Y ∈ σ1, 1/2 < ρ < 1, where C depends only on ρ.
Let A = A∗+K, Gµ = Aµ−∂µϑ(A) and Fµ = Lµ−∂µϑ(L). To estimate ℘Dl
(
δ(t)(1+
λ1(t))
k/2g′(t)
)
, l ≥ 0, k ≥ 0, where g′ = (2m)−1(m − iγµ∂µ + γµGµ)g, we use equality
(5.7a), which gives that
g′Y = ξ
D
Y g
′ (6.67)
= (2m)−1
∑Y
Y1,Y2
(
γνFY1νξ
D
Y2
(
(m+ iγµ∂µ − γµGµ)r
)
− 2iFµY1∂µrY2 + i(∂µB
µ
Y1
)rY2
− i
4
(γµγν − γνγµ)((∂µLY1ν)− (∂νLY1µ))rY2)
+m−1
∑Y
Y1,Y2,Y3
GY1µF
µ
Y2
rY3 , Y ∈ Π′,
where GY = ξ
M
Y G,FY = ξ
M
Y F for Y ∈ Π′ and where we have used that ∂µLµ = 0 and
∂µA
µ = 0, according to the definition of FMn and Proposition 6.2. It follows that
g′Y = (2m)
−1
∑Y
Y1,Y2
(
γνFY1ν(m+ iγ
µ∂µ)rY2 − 2iFµY1∂µrY2 + i(∂µB
µ
Y1
)rY2 (6.68)
− i
4
(γµγν − γνγµ)((∂µLY1ν)− (∂νLY1µ))rY2
)
+ (2m)−1
∑Y
Y1,Y2,Y3
(
GY1µF
µ
Y2
rY3 +
1
2
GY1µFY2ν(γ
µγν − γνγµ)rY3
)
, Y ∈ Π′.
Inequality (5.130a), with ε = 1/2, b = 5/2− ρ and a = 1, gives that
( ∑
Y ∈Π′
|Y |≤j
‖(δ(t))−1/2∂µBµY (t)‖2L2
)1/2
≤ (1 + t)−1(C‖L‖FM
j
+ jCj‖L‖FM
j−1
)
, j ≥ 0, (6.69)
where C and Cj depend only on ρ. Let QY (y) = y
µFY µ(y), Y ∈ Π′, y ∈ R+ × R3. It
follows from inequality (5.135) and the definition of ‖ · ‖
FM
j
that
∑
Y ∈Π′
|Y |≤j
‖(δ(t))−1QY (t)‖L2(R3,R) ≤ jCj(1 + t)−1/2‖L‖FM
j
, j ≥ 0, (6.70)
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where Cj depends only on ρ. Inequalities (5.7d) and (6.70) give that
∑Y
Y1,Y2
‖δ(t)(1 + λ1(t))k/2FµY1(t)∂µrY (t)‖D (6.71)
≤ C|Y |(1 + t)−1
∑
Z∈Π′
n1+n2=|Y |
|Z|≤n2+1
‖L‖FMn1‖(δ(t))
3/2(1 + λ1(t))
k/2rZ(t)‖L∞ ,
Y ∈ Π′, where C|Y | depends only on ρ. Since A = A∗ + K, it follows from inequalities
(5.116c), (6.38a), (6.49b) and (6.66a) that
∑Y
Y1,Y2,Y3
‖δ(t)(1 + λ1(t))k/2GY1µ(t)FY2ν(t)rY3(t)‖D (6.72)
≤ C′|Y |(1 + t)−3/2+ρ
∑Y
Y1,Y2,Y3
‖u‖Eρ
N0+|Y1|+1
‖L‖FM
|Y2|
‖(δ(t))3/2(1 + λ1(t))k/2rY3(t)‖L∞
+ C|Y |(1 + t)
−1
∑Y
Y1,Y2,Y3
min
(‖K‖FM
|Y1|+3
‖L‖FM
|Y2|
, ‖K‖FM
|Y1|
‖L‖FM
|Y2|+3
)
‖(δ(t))3/2(1 + λ1(t))k/2rY3(t)‖L∞ ,
Y ∈ Π′, where C|Y | depends only on ρ and C′|Y | depends only on ‖u‖Eρ
N0
and ρ. In-
equalities (6.49b), (6.69), (6.71) and (6.72) give together with equality (6.68) that
‖δ(t)(1 + λ1(t))k/2g′Y (t)‖D (6.73)
≤ (1 + t)−3/2+ρC|Y |
∑Y
Y1,Y2
‖L‖FM
|Y1|
(
‖(δ(t))3−ρ(1 + λ1(t))k/2(m+ iγµ∂µ)rY (t)‖L∞
+
∑
Z∈Π′
|Z|≤|Y2|+1
‖(δ(t))3/2(1 + λ1(t))k/2rZ(t)‖L∞
)
+ (1 + t)−1C|Y |
∑Y
Y1,Y2,Y3
min
(‖K‖FM
|Y1|+3
‖L‖FM
|Y2|
, ‖K‖FM
|Y1|
‖L‖FM
|Y2|+3
)
‖(δ(t))3/2(1 + λ1(t))k/2rY3(t)‖L∞
+ (1 + t)−3/2+ρC′|Y |
∑Y
Y1,Y2,Y3
‖u‖Eρ
N0+|Y1|+1
‖L‖FM
|Y2|
‖(δ(t))3/2(1 + λ1(t))k/2rY3(t)‖L∞ ,
Y ∈ Π′, where C|Y | only depends ρ and C′|Y | only on ρ and ‖u‖Eρ
N0
. The estimate of
R′l(t) in statement i) of the lemma follows from the definition of uj(t), the definition of
R′j in Theorem 5.8 and from inequality (6.73). If on the right-hand side of equality (6.68)
we restrict the domain of summation in the last sum over Y1, Y2, Y3 to Y1 = I, then the
right-hand side of this equality is equal to (2m)−1(m− iγµ∂µ + γµGµ)gY . The method of
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the proof of inequality (6.73) then gives also that ‖δ(t)((m − iγµ∂µ + γµGµ)gY )(t)‖D is
majorized by the right-hand side of inequality (6.73). This shows that
(m− iγµ∂µ + γµGµ)gY ∈ L1(R+, D), Y ∈ Π′, |Y | ≤ n.
Since
gY =
∑Y
Y1,Y2
γµFY1µrY2 , Y ∈ Π′,
it follows from Lemma 6.3 and inequality (6.66a) that
‖(δ(t))3/2(1 + λ1(t))k/2gY (t)‖L∞ (6.74)
≤ C|Y |(1 + t)−1
∑
Z∈Π′
n1+|Z|=|Y |
‖L‖FM
n1+3
‖(δ(t))3/2(1 + λ1(t))k/2rZ(t)‖L∞ ,
Y ∈ Π′, |Y | ≤ n − 3, where C|Y | depends only on ρ. This inequality and the definition of
R∞j in Theorem 5.8 prove statement ii) of the lemma. According to inequality (6.49b) and
the definition of FMj we obtain that
℘Dj
(
(δ(t))1/2(1 + λ1(t))
k/2g(t)
)
(6.75)
≤ (1 + t)−1/2
∑
Z∈Π′
n1+|Z|≤j
Cn1,|Z|‖L‖FMn1‖(δ(t))
3/2(1 + λ1(t))
k/2rZ(t)‖L∞, 0 ≤ j ≤ n,
where Cn1,n2 depends only on ρ. This inequality proves statement iii) of the lemma and
it also proves that ‖gY (t)‖D → 0, when t→∞ for Y ∈ Π′, |Y | ≤ n.
To prove statement iv) of the lemma we shall use statement i) of Proposition 5.16, with
t0 = ∞, aµ = Lµ, ρ′ = 0, 1/2 < ρ < 1, η ∈]1/2, ρ[ and ε = 1/2. It follows from inequality
(6.41a) and from definitions (5.115a) and (5.115b) of Sρ,j that (AY , AP0Y ) ∈ C0(R+,M1)
for Y ∈ Π′, |Y | ≤ n. Since, ∂µAµ = 0 and n ≥ 2, the hypothesis on A in Proposition 5.16
are satisfied. Due to the hypothesis on r and since L ∈ FMn , the hypothesis of statement i)
of Proposition 5.16 are satisfied. To use the estimate of ℘Dl (f(t)) in that statement for
0 ≤ l ≤ n, we first estimate θDj (t) and τMj (∞, t), which we denote by τMj (t). Here τMj (∞, t)
is defined in (5.186) and the sequel. Definitions (6.32b) and (6.32c) of ‖ · ‖
FM
j
show that,
if L ∈ FMj , then
τMj (t) ≤ (1 + t)−3/2+ρC‖L‖FM
j
, j ≥ 0, (6.76)
where C depends only on ρ. It follows from inequality (6.38c) that
θDj (t) ≤
∑
Y ∈Π′
|Y |≤j+1
sup
s≥t
(
(1 + C1χ
(3))‖(δ(s))3/2rY (s)‖L∞
)
(6.77)
+
∑
Y ∈Π′
|Y |≤j
sup
s≥t
(‖(δ(s))3−ρ((iγµ∂µ +m)rY )(s)‖L∞)
≤ C′(1 + χ(3)) sup
s≥0
uj+1(s), j ≥ 0,
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where C1 and C
′ depend only on ρ and ‖u‖
Eρ
N0
. Inequalities (6.76) and (6.77) and the
estimate in statement i) of Proposition 5.16 give that
℘Dl,j(f(t)) ≤ (1 + χ(3))(1 + t)−3/2+ρ
(
C(j)‖L‖FM
l
sup
s≥t
(u1(s)) (6.78)
+ Cl
∑
n1+n2=l
n1≤l−1
‖L‖FMn1 sups≥t(un2+1(s))
)
, 0 ≤ l ≤ n,
where C(0) and Cl depend only on ρ and ‖u‖Eρ
N0
, and C(j) = 0 for 1 ≤ j ≤ n. This proves
the proposition.
We shall prove a result, analog to Lemma 6.5, for the case where g = γµ(Lµ −
∂µϑ(L))Φ, L ∈ FMn and Φ ∈ FDn .
Lemma 6.6. Let 1/2 < ρ < 1, n ≥ 5, K ∈ FMn , L ∈ FMn , Φ ∈ FDn and let
Hl(Φ, t) =
∑
Y ∈Π′
k+|Y |≤l
‖δ(t)3/2(1 + λ1(t))k/2ΦY (t)‖L∞,
ul(Φ, t) = Hl+1(Φ, t) +
∑
Y ∈Π′
k+|Y |≤l
‖δ(t)3−ρ(1 + λ1(t))k/2
(
ξMY (iγ
µ∂µ +m− γµGµ)Φ
)
(t)‖L∞ ,
Ul,k(Φ, t) = ℘
D
l+1
(
(1 + λ1(t))
k/2Φ(t)
)
+ ℘Dl
(
(1 + λ0(t))
1/2(1 + λ1(t))
k/2Φ(t)
)
+ U l,k(Φ, t),
U l,k(Φ, t) = ℘
D
l
(
δ(t)3/2−ρ(1 + λ1(t))
k/2
(
(iγµ∂µ +m− γµGµ)Φ
)
(t)
)
and
Ul(Φ, t) =
∑
i+j=l
Ui,j(Φ, t).
Then:
i) R′l(t) ≤ (1 + t)−3/2+ρ
(
C′l
∑
n1+n2+n3=l
(1 + ‖u‖Eρ
N0+n1+1
)
min
(‖L‖FMn2un3(Φ, t), ‖L‖FMn2+4Un3(Φ, t))
+ Cl
∑
n1+n2+n3=l
min
(‖K‖FMn1‖L‖FMn2+3un3(Φ, t),
‖K‖FM
n1+3
‖L‖Fn2un3(Φ, t), ‖K‖FMn1+3‖L‖FMn2+3Un3(Φ, t)
))
, 0 ≤ l,
ii) R∞l (t) ≤ (1 + t)−1Cl
∑
n1+n2=l
‖L‖FM
n1+3
Hn2(Φ, t), 0 ≤ l,
MAXWELL - DIRAC EQUATIONS 225
iii) ℘Dl
(
δ(t)(1 + λ1(t))
k/2g(t)
) ≤ ∑
n1+n2=l
Cn1,n2 min
(‖L‖FMn1Hn2+k+1(Φ, t),
‖L‖FM
n1+3
℘Dn2
(
(1 + λ1(t))
k/2Φ(t)
))
, 0 ≤ l,
iv) ℘Dl (f(t)) + (1 + t)℘
D
l (g(t)) ≤ (1 + t)−3/2+ρ∑
n1+n2=l
Cn1,n2 min
(‖L‖FM
n1+3
‖Φ‖FDn2 , ‖L‖FMn1 sups≥t
(
(1 + s)3/2−ρHn2(Φ, s)
))
and
℘Dl,i(f(t)) ≤ (1 + t)−3/2+ρ
∑
n1+n2=l−1
C′n1,n2 sup
s≥t
min
(‖L‖FMn1 (un2(Φ, s) + (1 + s)3/2−ρHn2+1(Φ, s)), ‖L‖FMn1+3(‖Φ‖FMn2+1 + Un2,0(Φ, s))),
l ≥ 0, 1 ≤ i ≤ l. Here Cl,0 = C0,l = C′l−1,0 = C′0,l−1 = C, Cn1,n2 , C′n1,n2 depend only on ρ
and C′l depends only on ρ and ‖u‖Eρ
N0
.
Proof. Since
gY =
∑Y
Y1,Y2
γµFY1µΦY2 , Y ∈ Π′
where Fµ = Lµ − ∂µϑ(L), (ξMY F )µ = FY µ, and since δ(t) ≤ C(1 + λ1(t) + t) where C is
independent of t, it follows that
‖δ(t)(1 + λ1(t))k/2gY (t)‖D
≤ C
∑Y
Y1,Y2
min
(‖δ(t)FY1(t)‖L∞‖(1 + λ1(t))k/2ΦY2(t)‖D,
(1 + t)1/2‖δ(t)−1FY1(t)‖L2H|Y2|+k+1(Φ, t)
)
,
where C is independent of t ≥ 0, Y ∈ Π′, L and Φ. Inequality (6.49b), Lemma 6.3 and
inequality (6.66a) then give that
℘Dl
(
δ(t)(1 + λ1(t))
k/2(g(t)
)
≤
∑
n1+n2=l
Cn1,n2 min
(‖L‖FM
n1+3
℘Dn2((1 + λ1(t))
k/2Φ(t)), ‖L‖FMn1Hn2+k+1(Φ, t)
)
,
where Cl,0 = C0,l = C and Cn1,n2 depends only on ρ. This proves statement iii) of the
lemma. Statement iv) follows from statement iii) and the definition of the spaces FDj and
by using (5.7b′) when i ≥ 1. Statement ii) follows as in the proof of Lemma 6.5. To prove
statement i) let g = (iγµ∂µ +m − γµGµ)Φ and gY = ξDY g, g′Y = (2m)−1ξDY (m− iγµ∂µ +
γµGµ)g, for Y ∈ Π′. It follows from equality (6.67) that
g′Y = (2m)
−1
∑Y
Y1,Y2
(
γνFY1νgY2 − 2iFµY1∂µΦY2 + i(∂µB
µ
Y1
)ΦY2
− i
4
(γµγν − γνγµ)((∂µLY1ν)− (∂νLY1µ))ΦY2)
+m−1
∑Y
Y1,Y2,Y3
GY1µF
µ
Y2
ΦY3 , Y ∈ Π′,
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where Bµ = −∂µϑ(L). We denote SY1,Y2 the terms of the first sum and TY1,Y2,Y3 the terms
of the second sum of this expression. It follows by the same argument as in the proof of
Lemma 6.5 led from (6.68) to (6.73) that
‖δ(t)(1 + λ1(t))k/2SY1,Y2(t)‖D ≤ (1 + t)−3/2+ρa|Y |‖L‖FM
|Y1|
u|Y2|+k(Φ, t)
and that
‖δ(t)(1 + λ1(t))k/2TY1,Y2,Y3(t)‖D
≤ (1 + t)−3/2+ρb′|Y |‖u‖Eρ
N0+|Y1|+1
‖L‖FM
|Y2|
H|Y3|+k(Φ, t)
+ (1 + t)−1b|Y |min
(‖K‖FM
|Y1|
‖L‖FM
|Y2|+3
, ‖K‖FM
|Y1|+3
‖L‖FM
|Y2|
)
H|Y3|+k(Φ, t),
where a|Y | and b|Y | depend only on ρ and b
′
|Y | depends only on ρ and ‖u‖Eρ
N0
. Thus,
to prove statement i) of the lemma we only have to show that the last argument of the
minima functions in the estimate of R′l in statement i) majorizes SY1,Y2 and TY1,Y2,Y3 . It
follows from inequality (5.7d) and equality (5.133) that
‖δ(t)(1 + λ1(t))k/2FµY1∂µΦY2(t)‖D
≤ CY1
( ∑
Z∈Π′
|Z|≤|Y1|
‖FZ(t)‖L∞
)
℘D|Y2|+1
(
(1 + λ1(t))
k/2Φ(t)
)
and it then follows that
‖δ(t)(1 + λ1(t))k/2SY1,Y2‖D
≤ CY
(
‖δ(t)FY1(t)‖L∞‖(1 + λ1(t))k/2gY2(t)‖D
+
∑
Z∈Π′
|Z|≤|Y1|
‖FZ(t)‖L∞℘D|Y2|+1
(
(1 + λ1(t))
k/2Φ(t)
)
+
(
‖δ(t)(1 + λ0(t))−1/2∂µBµY1(t)‖L∞ +
∑
µ,ν
‖δ(t)(1 + λ0(t))−1/2∂µLY1ν(t)‖L∞
)
℘D|Y2|
(
(1 + λ0(t))
1/2(1 + λ1(t))
k/2Φ(t)
))
,
where λ0 is given in Theorem 5.5. It now follows from inequalities (5.33), (6.66a), (6.66b)
and from Lemma 6.3 that
‖δ(t)(1 + λ1(t))k/2SY1,Y2(t)‖D
≤ C|Y |
(
‖L‖FM
|Y1|+3
‖(1 + λ1(t))k/2gY2(t)‖D
+ (1 + t)−1‖L‖FM
|Y1|+3
℘D|Y2|+1
(
(1 + λ1(t))
k/2Φ(t)
)
+ (1 + t)−3/2+ρ‖L‖FM
|Y1|+4
℘D|Y2|
(
(1 + λ0(t))
1/2(1 + λ1(t))
k/2Φ(t)
))
.
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This gives that
‖δ(t)(1 + λ1(t))k/2SY1,Y2(t)‖D ≤ C|Y |(1 + t)−3/2+ρ‖L‖FM
|Y1|+4
U|Y2|,k(Φ, t),
where C|Y | depends only on ρ. Proceeding as in the proof of Lemma 6.5, we obtain that
‖δ(t)(1 + λ1(t))k/2TY1,Y2,Y3(t)‖D
≤ C′|Y1|‖u‖EρN0+|Y1|+1‖δ(t)
ρ−1/2(1 + λ1(t))
k/2FY2(t)ΦY3(t)‖D
+ C‖K‖FM
|Y1|+3
‖FY2(t)‖L∞℘D|Y3|
(
(1 + λ1(t))
k/2Φ(t)
)
.
Lemma 6.3 and inequality (6.66a) then give, changing constants, that
‖δ(t)(1 + λ1(t))k/2TY1,Y2,Y3(t)‖D
≤ (1 + t)−3/2+ρ(C′|Y1|‖u‖EρN0+|Y1|+1 + C(1 + t)−ρ+1/2‖K‖FM|Y1|+3
)
‖L‖FM
|Y2|+3
℘D|Y3|
(
(1 + λ1(t))
k/2Φ(t)
)
,
where C′|Y1| depends only on ρ and ‖u‖EρN0 and C depends only on ρ. This proves state-
ment i) of the lemma and therefore the lemma.
We now return to the study of the map N introduced after equation (6.33).
Proposition 6.7. If 1/2 < ρ < 1 and n ≥ 50, then N is a map from E◦ρ∞ ×FMn to FMn ,
‖N (u,K)‖FMn ≤ Cn‖u‖EρN0+n+3(‖u‖EρN0+n + ‖K‖FMn )
and
‖N (u,K(1))−N (u,K(2))‖FMn ≤ C
′
n‖u‖Eρ
N0+n+3
‖K(1) −K(2)‖FMn ,
for u ∈ E◦ρ∞ , K,K(1), K(2) ∈ FMn , where Cn depends only on ρ, ‖u‖Eρ
N0+n+2
and ‖K‖FMn ,
and C′n depends only on ρ, ‖u‖Eρ
N0+n+2
and ‖K(i)‖FMn , i = 1, 2.
Proof. Let u ∈ E◦ρ∞ , K ∈ FMn , L ∈ FMn , A = A∗ + K and let Gµ = Aµ − ∂µϑ(A) for
0 ≤ µ ≤ 3.
We first consider the equation
(iγµ∂µ +m− γµGµ)Ψ = γµ
(
Lµ − (∂µϑ(L))
)
r, (6.79)
with unknown Ψ ∈ FMn , where r = (Djφ∗)(u; v1, . . . , vj) for some j ≥ 0 and v1, . . . , vj ∈
E◦ρ∞ . (For this proof we only need the case j = 0 and we consider j ≥ 0 only to prepare
later proofs). It follows from Proposition 6.2 that
Hl(r, t) ≤ Cl,j
(
RjN0,l(v1, . . . , vj) + ‖u‖EρN0+l‖v1‖EρN0 · · · ‖vj‖EρN0
)
, (6.80)
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l ≥ 0, where Hl(r, t) is defined in Lemma 6.5 and Cl,j depends only on ρ and ‖u‖Eρ
N0
.
Equations (6.2a) and substitution (6.30) give that
(iγµ∂µ +m)φ
∗ = γµ(A∗0,µ +B
∗
0,µ)φ
∗.
Derivation of this equation j times in u, inequality (5.116c), Proposition 6.2 and the
convexity property of the seminorms ‖ · ‖
Eρ
N
in Corollary 2.6 show together with inequality
(6.80) that
ul(t) ≤ Cl,j
(
RjN0,l+1(v1, . . . , vj) + ‖u‖EρN0+l+1‖v1‖EρN0 · · · ‖vj‖EρN0
)
, (6.81)
l ≥ 0, where ul(t) is defined in Lemma 6.5 and where Cl,j depends only on ρ and ‖u‖Eρ
N0
.
It follows from Proposition 6.2 that
∑
i+k≤l
℘Di
(
(1 + λ1(t))
k/2r(t)
)
(6.82)
≤ Cl,j
(
RjN0,l(v1, . . . , vj) + ‖u‖EρN0+l‖v1‖EρN0 · · · ‖vl‖EρN0
)
,
l ≥ 0, where Cl,j depends only on ρ and ‖u‖Eρ
N0
. According to inequalities (6.80), (6.81)
and (6.82), the hypotheses of Lemma 6.5 are satisfied, and it follows from this lemma that,
if g = γµ(Lµ − ∂µϑ(L)), gY = ξDY g for Y ∈ Π′, then gY ∈ C0(R+, D), ‖gY (t)‖D → 0 when
t → ∞ and (m − iγµ∂µ + γµGµ)gY ∈ L1(R+, D) for Y ∈ Π′, |Y | ≤ n. Statement i)–iv) of
Lemma 6.5 and the convexity property of the seminorms ‖ · ‖
Eρ
N
give, with the notation
τ jN0,l = R
j
N0,l
(v1, . . . , vj) + ‖u‖Eρ
N0+l
‖v1‖Eρ
N0
· · · ‖vj‖Eρ
N0
,
that
R′l(t) ≤ (1 + t)−3/2+ρCl,j
( ∑
n1+n2=l
τ jN0,n1+2‖L‖Fn2 (6.83a)
+
∑
n1+n2+n3=l
n2≤n3
τ jN0,n1+1
(‖K‖FM
n2+3
‖L‖FMn3 + ‖L‖FMn2+3‖K‖FMn3
))
, 0 ≤ l ≤ n,
R∞l (t) ≤ (1 + t)−1Cl,j
∑
n1+n2=l
τ jN0,n1‖L‖FMn2+3 , 0 ≤ l ≤ n− 3, (6.83b)
℘Dl
(
(1 + λ1(t))
k/2g(t)
)
(6.83c)
≤ (1 + t)−1Cl,k,j
∑
n1+n2=l
τ jN0,n1+k‖L‖FMn2 , 0 ≤ l ≤ n, k ≥ 0,
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and
℘Dl (f(t)) ≤ (1 + t)−3/2+ρCj(1 + χ(3)) (6.83d)(
τ jN0,2‖L‖FMl + Cl,j
∑
n1+n2=l
n2≤l−1
τ jN0,n1+2‖L‖FMn2
)
, 0 ≤ l ≤ n,
where Cj , Cl,j and Cl,k,j depend only on ρ and ‖u‖Eρ
N0
. This proves that the hypothesis
of Proposition 6.4 are satisfied and therefore we can conclude that equation (6.79) has a
unique solution Ψ ∈ FDn , satisfying the inequalities of statement i)–iv) of Proposition 6.4.
Proposition 6.2 shows that ∆∗M ∈ FMl for l ≥ 0. Let K(1), K(2) ∈ FMn and let
Φ(i) ∈ FMn be the solution of equation (6.79) when L = K(i)+∆∗M , K = K(i) and r = φ∗,
i.e. the solution of equation (6.31b) with K = K(i). According to expression (6.33) let
K ′(i)µ (t) = −
∫ ∞
t
|∇|−1 sin(|∇|(t− s))(Φ(i)γµΦ(i) +Φ(i)γµφ∗ + φ∗γµΦ(i))(s)ds, (6.84)
for 0 ≤ µ ≤ 3, t ≥ 0, i = 1, 2. It follows from equation (6.2a), with φ1 = φ∗, from equation
(6.79) and from expression (6.84) that ∂µK
′(i)
µ = 0. It follows from expression (6.84) that
(K
′(1)
Y −K ′(2)Y )µ(t) (6.85)
= −
∫ ∞
t
|∇|−1 sin(|∇|(t− s))
∑Y
Y1,Y2
(
(Φ
(1)
Y1
+ φ
∗
Y1
)γµ(Φ
(1)
Y2
− Φ(2)Y2 ) + (Φ
(1)
Y1
− Φ(2)Y1 )γµ(Φ(2)Y2 + φ∗Y2)
)
(s)ds,
for Y ∈ Π′. Using the notation
Hl(Φ, t) =
∑
Y ∈Π′
k+|Y |≤l
‖(δ(t))3/2(1 + λ1(t))k/2ΦY (t)‖L∞, (6.86)
for l ≥ 0, NY = K ′(1)Y −K ′(2)Y , N˙Y = NP0Y , equality (6.85) gives that
(1 + t)1−ρ℘M
0
l (N(t), N˙(t)) + (1 + t)
2−ρ℘M
1
l (N(t), N˙(t)) (6.87)
≤ sup
s≥t
(
(1 + s)3/2−ρ
(
C
(
H0(Φ
(1), s) +H0(Φ
(2), s) +H0(φ
∗, s)
)
℘Dl (Φ
(1)(s)− Φ(2)(s))
+ C
(
℘Dl (Φ
(1)(s)) + ℘Dl (Φ
(2)(s))
)
H0(Φ
(1) − Φ(2), s)
+ Cl
∑
n1+n2=l
n1≤n2≤l−1
((
Hn1(Φ
(1), s) +Hn1(Φ
(2), s)
)
℘Dn2(Φ
(1)(s)− Φ(2)(s))
+Hn1(Φ
(1) − Φ(2), s)(℘Dn2(Φ(1)(s)) + ℘Dn2(Φ(2)(s))))
+ Cl
∑
n1+n2=l
n2≤l−1
Hn1(φ
∗, s)℘Dn2(Φ
(1)(s)− Φ(2)(s))
))
, 0 ≤ l ≤ n, t ≥ 0,
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where C and Cl are independent of t, φ
∗ and Φ(i). Using that there are two positive real
numbers C and C′ such that (δ(t))(x) ≤ C(1 + t + (λ1(t))(x)) ≤ C′′(δ(t))(x) and that
(δ(t))(x) = 1 + t+ |x| we obtain by Ho¨lder inequality and with a new constant:
(1 + t)1−ρ‖δ(t)f1(t)f2(t)‖L6/5 (6.88)
≤ (1 + t)1−ρ‖f1(t)‖L2‖δ(t)f2(t)‖L3
≤ (1 + t)3/2−ρC‖f1(t)‖L2‖f2(t)‖2/3L2 ‖(δ(t))3/2(1 + λ1(t))3/2f2(t)‖1/3L∞
≤ (1 + t)3/2−ρC‖f1(t)‖L2
(‖f2(t)‖L2 + ‖(δ(t))3/2(1 + λ1(t))3/2f2(t)‖L∞).
This inequality and the fact that K
′(i)
µ = Φ
(i)
γµΦ
(i)+Φ
(i)
γµφ
∗+φ
∗
γµΦ(i) give, similarly
as inequality (6.87) was obtained, that∑
Y ∈Π′
|Y |≤l
((1 + t)2−ρ‖δ(t)NY (t)‖L2 + (1 + t)1−ρ‖δ(t)NY (t)‖L6/5 (6.89)
≤ sup
s≥t
(
(1 + s)3/2−ρ
(
C
(
H3(Φ
(1), s) +H3(Φ
(2), s) +H3(φ
∗, s)
+ ℘D0 (Φ
(1)(s)) + ℘D0 (Φ
(2)(s)) + ℘D0 (φ
∗(s))
)
℘Dl (Φ
(1)(s)− Φ(2)(s))
+ C
(
℘Dl (Φ
(1)(s)) + ℘Dl (Φ
(2)(s))
)(
℘D0 (Φ
(1)(s)− Φ(2)(s)) +H3(Φ(1) − Φ(2), s)
)
+ Cl
∑
n1+n2=l
n1≤n2≤l−1
((
Hn1+3(Φ
(1), s) +Hn1+3(Φ
(2), s) +Hn1+3(φ
∗, s)
+ ℘Dn1(Φ
(1)(s)) + ℘Dn1(Φ
(2)(s)) + ℘Dn1(φ
∗(s))
)
℘Dn2(Φ
(1)(s)− Φ(2)(s))
+
(
Hn1+3(Φ
(1) − Φ(2), s) + ℘Dn1(Φ(1)(s)− Φ(2)(s))
)(
℘Dn2(Φ
(1)(s)) + ℘Dn2(Φ
(1)(s))
))
+ Cl
∑
n1+n2=l
n2≤l−1
(
Hn1+3(φ
∗, s) + ℘Dn1(φ
∗(s))
)
℘Dn2(Φ
(1)(s)− Φ(2)(s))
))
,
0 ≤ l ≤ n, t ≥ 0, where C and Cl are independent of t, φ∗ and Φ(i). It follows from
inequalities (6.87) and (6.89) that
‖K ′(1) −K ′(2)‖FM
l
(6.90)
≤ sup
t≥0
(
C
(
H3(φ
∗, t) + ℘D0 (φ
∗(t)) +
2∑
i=1
(
H3(Φ
(i), t) + ℘D0 (Φ
(i)(t))
))‖Φ(1) − Φ(2)‖FD
l
+ C
(
℘D0 (Φ
(1)(t)− Φ(2)(t)) +H3(Φ(1) − Φ(2), t)
)(‖Φ(1)‖FD
l
+ ‖Φ(2)‖FD
l
)
+ Cl
∑
n1+n2=l
n1≤n2≤l−1
((
Hn1+3(φ
∗, t) + ℘Dn1(φ
∗(t))
+
2∑
i=1
(
Hn1+3(Φ
(i), t) + ℘Dn1(Φ
(i)(t))
))‖Φ(1) − Φ(2)‖FDn2
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+
(
Hn1+3(Φ
(1) − Φ(2), t) + ℘Dn1(Φ(1)(t)− Φ(2)(t))
)(‖Φ(1)‖FDn2 + ‖Φ(2)‖FDn2 )
)
+ Cl
∑
n1+n2=l
n2≤l−1
(
Hn1+3(φ
∗, t) + ℘Dn1(φ
∗(t))
)‖Φ(1) − Φ(2)‖FDn2
)
, 0 ≤ l ≤ n, t ≥ 0,
where C and Cl are independent of t, φ
∗ and Φ(i).
Let us denote by R′l(t) (resp. R
∞
l (t), R
2
l (t), ℘
D
l (f(t))) on the left-hand side of in-
equality (6.83a) (resp. (6.83b), (6.83c), (6.83d)) by R′l(K,L, t) (resp. R
∞
l (L, t), (℘
D
l ((1 +
λ1(t))
k/2g(L, t)), ℘Dl (f(K,L, t))) to indicate the dependence of these quantities on K,L ∈
FMn . It follows from inequalities (6.83a)–(6.83d), in the case j = 0, that
sup
t≥0
(
(1 + t)3/2−ρ
(
R′l(K,L, t) + ℘
D
l (f(K,L, t))
))
(6.91a)
≤ Cl
(
1 + ‖u‖Eρ
N0+l0
+ ‖K‖FM
l0
)‖u‖Eρ
N0+l+2
‖M‖FM
l
,
0 ≤ l ≤ n, where l0 is the integer part of l/2 + 3 and where Cl depends only on ρ and
‖u‖Eρ
N0
, it follows that
sup
t≥0
((1 + t)R∞l (L, t)) ≤ Cl‖u‖Eρ
N0+l
‖L‖FM
l+3
, 0 ≤ l ≤ n− 3, (6.91b)
where Cl depends only on ρ and ‖u‖Eρ
N0
and it follows that
sup
t≥0
(
(1 + t)℘Dl
(
(1 + λ1(t))
k/2g(L, t)
)) ≤ Cl,k‖u‖Eρ
N0+l+k
‖L‖FM
l
, (6.91c)
0 ≤ l ≤ n, k ≥ 0, where Cl,k depends only on ρ and ‖u‖Eρ
N0
. Introducing also, for
the left-hand side of inequalities (6.39a)–(6.39e) the notation Qn(K,L, t), Q
′
n(K,L, t),
R
(1)
n (K,L, t), h′n(K,L, n0, t) and h
′′
n(K,L, t) to stress the dependence on K, L and n0,
it follows from inequalities (6.91a), (6.91b) and (6.91c) that, if n0 is the integer part of
n/2 + 5, then
Ql(K,L, t) (6.92a)
≤ Cl
(
1 + ‖u‖Eρ
N0+l+5
+ ‖K‖FM
l+5
)2‖u‖Eρ
N0+l+2
‖L‖FM
l
, 0 ≤ l ≤ n− 5,
R
(1)
l (K,L, t) (6.92b)
≤ Cl
(
1 + ‖u‖Eρ
N0+l+13
+ ‖K‖FM
l+13
)2‖u‖Eρ
N0+l+10
‖L‖FM
l+9
, 0 ≤ l ≤ n− 13,
h′l(K,L, n0, t) + h
′′
l (K,L, t) (6.92c)
≤ C′l
(‖u‖Eρ
N0+n0+5
+ ‖K‖FM
n0+5
+ ‖u‖Eρ
N0+l
+ ‖K‖FM
l
)‖u‖Eρ
N0+n0+2
‖L‖FMn0 , 0 ≤ l ≤ n,
and
h∞l (K,L, n0, t) ≤ C′l
(‖u‖Eρ
N0+n0+2
‖L‖FMn0 + ‖u‖EρN0+l‖L‖FMl−1
)
(6.92d)(‖u‖Eρ
N0+n0+5
+ ‖K‖FM
n0+5
+ ‖u‖Eρ
N0+l
+ ‖K‖FM
l
)
, 0 ≤ l ≤ n,
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where Cl depends only on ρ and ‖u‖Eρ
N0
, where C′l depends only on ρ, ‖u‖Eρ
N0+n0+5
and
‖K‖
FM
n0+5
, and where h∞l is defined in statement ii) of Proposition 6.4. In deducing (6.92c)
we have used that n − n0 ≤ n0 − 9. It follows from statements ii) and iii) of Proposition
6.4 and from inequalities (6.91a), (6.92b) and (6.92d) that, if r = φ∗ then the solution of
equation (6.79) satisfies
‖Ψ‖FDn ≤ Cn‖u‖EρN0+n+2‖L‖FMn (6.93a)
and
Hl(Ψ, t) ≤ (1 + t)−3/2+ρCl‖u‖Eρ
N0+l+10
‖L‖FM
l+9
, (6.93b)
0 ≤ l ≤ n − 13, where Cn and Cl depend only on ‖u‖Eρ
N0+n
and ‖K‖FMn , and where we
have used that n− n0 ≤ n0 − 9.
It follows from inequalities (6.93a) and (6.93b), with Ψ = Φ(i), K = K(i), L =
K(i) +∆∗M and from Proposition 6.2 that
‖Φ(i)‖FDn ≤ C
(i)
n ‖u‖Eρ
N0+n+2
‖K(i) +∆∗M‖FMn (6.94a)
≤ C′(i)n ‖u‖Eρ
N0+n+2
(‖u‖Eρ
N0+n
+ ‖K(i)‖FMn )
and that
Hl(Φ
(i), t) ≤ (1 + t)−3/2+ρC(i)l ‖u‖Eρ
N0+l+10
‖K(i) +∆∗M‖FM
l+9
(6.94b)
≤ (1 + t)−3/2+ρC′(i)l ‖u‖Eρ
N0+l+10
(‖u‖Eρ
N0+l+9
+ ‖K(i)‖FM
l+9
),
0 ≤ l ≤ n − 13, where C(i)l , C′(i)l , C(i)n and C′(i)n depend only on ρ, ‖u‖Eρ
N0+n
and ‖K‖FMn .
Using that n ≥ 32, it follows from inequalities (6.90), (6.94a) and (6.94b) that
‖K ′(1) −K ′(2)‖FMn ≤ Cn‖u‖EρN0+n+3‖Φ
(1) − Φ(2)‖FDn (6.95)
+ Cn‖u‖Eρ
N0+n+2
∑
i≤n/2
(
Hi+3(Φ
(1) − Φ(2), t) + ℘Di (Φ(1)(t)− Φ(2)(t))
)
,
where Cn depends only on ρ, ‖u‖Eρ
N0+n+2
and ‖K(i)‖FMn , i = 1, 2.
In particular if K(2) = −∆∗M then Φ(2) = 0 and K ′(2) = 0. If moreover K(1) = K,
Φ = Φ(1) and K ′ = K ′(1), then K ′ = N (u,K). It therefore follows from inequalities
(6.94a), (6.94b) and (6.95) and from Proposition 6.2 that
‖N (u,K)‖FM
N
≤ Cn‖u‖N0+n+3(‖u‖EρN0+n + ‖K‖FMn ), (6.96)
where Cn depends only on ρ, ‖u‖Eρ
N0+n+2
and ‖K‖FMn . This proves that N is a map from
E◦ρ∞ ×FMn to FMn .
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To estimate ‖Φ(1)−Φ(2)‖FDn , we note that according to the definition of Φ
(i), it follows
from equation (6.79) that
(
iγµ∂µ +m− γµ(A∗µ +K(1)µ − ∂µϑ(A∗ +K(1)))
)
(Φ(1) − Φ(2)) (6.97)
= γµ
(
K(1)µ −K(2)µ − ∂µϑ(K(1) −K(2))
)
(φ∗ + Φ(2)),
where Φ(i) ∈ FDn , K(i) ∈ FMn for i = 1 and i = 2. Let ∆ be the unique solution in FDn of
the equation
(
iγµ∂µ +m− γµ(A∗µ +K(1)µ − ∂µϑ(A∗ +K(1)))
)
∆ (6.98)
= γµ
(
K(1)µ −K(2)µ − ∂µϑ(K(1) −K(2))
)
φ∗.
According to inequalities (6.93a) and (6.93b) we obtain that
‖∆‖FDn ≤ Cn‖u‖EρN0+n+2‖K
(1) −K(2)‖FMn (6.99a)
and
Hl(∆, t) ≤ (1 + t)−3/2+ρCl‖u‖Eρ
N0+l+10
‖K(1) −K(2)‖FMn , (6.99b)
0 ≤ l ≤ n−13, where Cl depends only on ρ, ‖u‖Eρ
N0+n
and ‖K(1)‖FMn . We next prove that
the equation
(
iγµ∂µ +m− γµ(A∗µ +K(1)µ − ∂µϑ(A∗ +K(1)))
)
∆′ (6.100)
= γµ
(
K(1)µ −K(2)µ − ∂µϑ(K(1) −K(2))
)
Φ(2)
has a unique solution ∆′ ∈ FDn . To do this we first use Lemma 6.6. Let
ul(Φ
(2), t) = Hl(Φ
(2), t) +
∑
Y ∈Π′
k+|Y |≤l+1
‖(δ(t))3−ρ(1 + λ1(t))k/2((m+ iγµ∂µ)Φ(2)Y )(t)‖L∞.
Since
(iγµ∂µ +m)Φ
(2) = γµ
(
A∗µ +K
(2)
µ − ∂µϑ(A∗ +K(2))
)
Φ(2)
+ γµ
(
K(2)µ +∆
∗M
µ − ∂µϑ(K(2) +∆∗M )
)
φ∗,
it follows from inequalities (5.116c), (6.38a), from Lemma 6.3 and from inequality (6.66a)
that
ul(Φ
(2), t) ≤ Hl(Φ(2), t) + Cl(‖u‖Eρ
l+4
+ ‖K(2)‖FM
l+4
)Hl+1(Φ
(2), t)
+ (1 + t)1/2−ρCl‖K(2) +∆∗M‖FM
l+4
Hl+1(φ
∗, t),
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where Cl depends only on ρ and ‖u‖Eρ
N0
. It then follows from Proposition 6.2 and inequality
(6.94b) that
ul(Φ
(2), t) ≤ (1 + t)−3/2+ρC′l‖u‖Eρ
N0+11+l
‖K(2) +∆∗M‖FM
10+l
(6.101a)
+ (1 + t)(1/2−ρ)Cl‖u‖Eρ
N0+l+1
‖K(2) +∆∗M‖FM
l+4
, 0 ≤ l ≤ n− 14,
where Cl depends only on ρ and ‖u‖Eρ
N0
and C′l depends only on ρ, ‖u‖Eρ
N0+n
and
‖K(2)‖FMn . Proposition 6.2, inequality (6.101a) and the inequality −3/2+ρ < 1/2−ρ give
that
ul(Φ
(2), t) ≤ (1 + t)1/2−ρCl‖u‖Eρ
N0+l+11
(‖u‖Eρ
N0+l+10
+ ‖K(2)‖FM
l+10
), (6.101b)
for 0 ≤ l ≤ n− 14, where Cl depends only on ρ, ‖u‖Eρ
N0+n
and ‖K(2)‖FMn . This inequality
and inequality (6.94b) show that the hypothesis of Lemma 6.6 are satisfied for p1 = n−14,
p2 = n−13, since n/2 ≤ p2. We can therefore conclude that gY ∈ C0(R+, D)∩L1(R+, D),
Y ∈ Π′, |Y | ≤ n, where g is given by the right-hand side of equation (6.100), and by using
(6.94a) and (6.94b) that
R′l(t) ≤ (1 + t)−3/2+ρCl‖u‖Eρ
N0+l+11
‖K(1) −K(2)‖FM
n−14
, (6.102a)
for 0 ≤ l ≤ n− 14,
R∞l (t) ≤ (1 + t)−5/2+ρCl‖u‖Eρ
N0+l+10
‖K(1) −K(2)‖FM
l+3
, (6.102b)
for 0 ≤ l ≤ n− 13,
℘Dl
(
(1 + λ1(t))
k/2g(t)
) ≤ (1 + t)−5/2+ρCl‖u‖Eρ
N0+l+k+10
‖K(1) −K(2)‖FM
l
, (6.102c)
for 0 ≤ l + k ≤ n− 13 and if l0 is the integer part of l/2 + 3 then
℘Dl (f(t)) + (1 + t)℘
D
l (g(t)) (6.102d)
≤ (1 + t)−3/2+ρCl
(‖u‖Eρ
N0+l0+7
‖K(1) −K(2)‖FM
l
+ ‖u‖Eρ
N0+l+2
‖K(1) −K(2)‖FM
l0
)
,
for 0 ≤ l ≤ n, where Cl depends only on ρ, ‖u‖Eρ
N0+N
and ‖K(2)‖FMn . Let n0 be the integer
part of n/2 + 5. Since n0 ≤ n − 14 for n ≥ 38 and since (1 + λ0(t))(x) ≤ C(1 + t), with
C independent of t ∈ R+, x ∈ R3, if follows from inequalities (6.102a)–(6.102d) that the
hypotheses of Proposition 6.4 applied to equation (6.100) are satisfied, which proves that
∆′ ∈ FMn . Moreover statements ii) and iii) of Proposition 6.4 and inequalities (6.102a)–
(6.102d) show that
‖∆′‖FDn ≤ Cn‖u‖EρN0+n+1‖K
(1) −K(2)‖FMn (6.103a)
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and that
Hl(∆
′, t) ≤ (1 + t)−3/2+ρCl‖u‖Eρ
N0+n
‖K(1) −K(2)‖FMn , (6.103b)
0 ≤ l ≤ n−22, where Cl and Cn depend only on ρ, ‖u‖Eρ
N0+n
and ‖K(i)‖FMn , i = 1, 2. Since
∆ ∈ FDn and ∆′ ∈ FDn satisfy respectively equations (6.98) and (6.100), it follows that
the unique solution in Fn of equation (6.97) is given by Φ(1)−Φ(2) = ∆+∆′. Inequalities
(6.99a), (6.99b), (6.103a) and (6.103b) give that
‖Φ(1) − Φ(2)‖FDn ≤ Cn‖u‖EρN0+n+2‖K
(1) −K(2)‖FMn (6.104a)
and that
Hl(Φ
(1) − Φ(2), t) ≤ (1 + t)−3/2+ρCn‖u‖Eρ
N0+n
‖K(1) −K(2)‖FMn , (6.104b)
0 ≤ l ≤ n − 22, where Cn depends only on ρ, ‖u‖Eρ
N0+n
and ‖K(i)‖FMn , i = 1, 2. Since
n/2 + 3 ≤ n − 22 for n ≥ 50, the inequality of the proposition follows from inequalities
(6.95), (6.104a) and (6.104b). This proves the proposition.
We are now ready to prove the existence of solutions (K,Φ) of equations (6.31a),
(6.31b) and (6.31c). We recall that φ∗, A∗ and ∆∗M are functions of u ∈ E◦ρ∞ .
Corollary 6.8. Let n ∈ N, ε ∈]0,∞[, ρ ∈]1/2, 1[ and let On+3 (resp. Qn) be the open ball
with center at the origin and radius ε (resp.2ε) in E◦ρn+3 (resp. Fn). Let O∞ = On+3∩E◦ρ∞ .
If n ≥ 50, then there exists ε such that equations (6.31a), (6.31b) and (6.31c) have a unique
solution (K,Φ) ∈ Qn for each u ∈ O∞. This solution satisfies
‖(K,Φ)‖Fn ≤ Cn‖u‖2EρN0+n+3
and
(1 + t)3/2−ρHn−13(Φ, t) + (1 + t)
ρ−1/2un−14(Φ, t) ≤ Cn‖u‖2Eρ
N0+n−1
for t ≥ 0, where Cn depends only on ρ and ε, and where Hj(Φ, t) and uj(Φ, t) are as in
Lemma 6.6.
Proof. Let n ≥ 50 and let QMn be the closed ball with center at the origin and of radius ε in
FMn . Let C be an upper bound of the two constants Cn and C′n in Proposition 6.7 and the
two constants C
′(1)
n and C
′(2)
n in inequality (6.94a), for all u ∈ O∞ andK,K(1), K(2) ∈ QMn .
If u ∈ O∞, then it follows from Proposition 6.7 thatK 7→ N (u,K) is a contraction mapping
from QMn into Q
M
n if Cε < 1 and 2ε
2C ≤ ε. Since C is bounded for ε belonging to a fixed
bounded interval we can choose ε such that Cε ≤ 1/2. It then follows that ε satisfies
the above two inequalities. This proves that, for such ε the equation K = N (u,K) has a
unique solution K ∈ QMn for each u ∈ O∞ and, according to the first of the inequalities
in Proposition 6.7, that ‖K‖FMn ≤
1
2 (‖u‖Eρ
N0+n
+ ‖K‖FMn ). This shows that ‖K‖FMn ≤
‖u‖
Eρ
N0+n
, which introduced into the first inequality of Proposition 6.7 gives that
‖K‖FMn ≤ 2C‖u‖
2
Eρ
N0+n+3
≤ ε (6.105a)
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It follows from inequality (6.94a) and from the fact that ‖K‖FMn ≤ ‖u‖EρN0+n that the
unique solution Φ ∈ FDn of equation (6.31a) satisfies
‖Φ‖FDn ≤ C‖u‖EρN0+n+2(‖u‖EρN0+n + ‖K‖FMn ) (6.105b)
≤ 2C‖u‖2Eρ
N0+n+2
≤ ε.
(K,Φ) ∈ Qn, since inequalities (6.105a) and (6.105b) shows that
‖(K,Φ)‖Fn ≤ 2
√
2C‖u‖2Eρ
N0+n+3
≤
√
2ε < 2ε,
which also gives the first inequality of the corollary. The second inequality of the corollary
follows from inequalities (6.94b), with Φ and K instead of Φ(i) and K(i), and (6.101b),
with Φ and K instead of Φ(2) and K(2). This proves the corollary, since equation (6.31c)
is satisfied, by the definition of the space Fn.
According to Corollary 6.8, v(u) = (K,Φ) defines a mapping v:O∞ → Q50 ⊂ F50
into solutions of equations (6.31a), (6.31b) and (6.31c). In the next theorem we give
supplementary differentiability properties of this map.
Theorem 6.9. Let 1/2 < ρ < 1, L0 = N0 + 53, let OL0 (resp. Q50) be the open ball with
center at the origin and radius ε (resp. 2ε) in E◦ρL0(resp.F50), let O∞ = E◦ρ∞ ∩ OL0 and
let Q∞ = (∩n≥0Fn) ∩ Q50. If ε > 0 is sufficiently small, then equations (6.31a), (6.31b)
and (6.31c) have a unique solution (K,Φ) = v(u) ∈ Q50 for each u ∈ O∞, the image of
the map v:O∞ → Q50 is a subset of Q∞, the map v:O∞ → Q∞ is C∞ and if moreover
(K(l),Φ(l)) = (Dlv)(u; u1, . . . , ul), l ≥ 0, n ≥ 0, u ∈ O∞, u1, . . . , ul ∈ E◦ρ∞ then:
i) ‖K(l)‖FMn ≤ Cn,lR
l
L0,N0+3+n+l
(u1, . . . , ul) + C
′
n,l‖u‖Eρ
N0+3+n+l
‖u1‖Eρ
L0
· · · ‖ul‖Eρ
L0
,
where Cn,l and C
′
n,l depend only on ρ and ‖u‖Eρ
L0
, where Cn,l ≤ Cn‖u‖3−lEρ
L0
for 0 ≤ l ≤ 3
and C′n,l ≤ Cn‖u‖2−lEρ
L0
for 0 ≤ l ≤ 2, with Cn depending only on ρ and ‖u‖Eρ
L0
and where
R0i,j = 0 and
Rli,j(u1, . . . , ul) =
∑
1≤q≤l
‖u1‖Eρ
i
· · · ‖uq−1‖Eρ
i
‖uq‖Eρ
j
‖uq+1‖Eρ
i
· · · ‖ul‖Eρ
i
,
for i, j ≥ 0,
ii) ‖Φ(l)‖FDn ≤ Cn,lR
l
L0,N0+3+n+l
(u1, . . . , ul) + C
′
n,l‖u‖Eρ
N0+3+n+l
‖u1‖Eρ
L0
· · · ‖ul‖Eρ
L0
,
where Cn,l and C
′
n,l depend only on ρ and ‖u‖Eρ
L0
, and where Cn,l ≤ Cn‖u‖2−lEρ
L0
for 0 ≤
l ≤ 2, and C′n,0 ≤ Cn‖u‖Eρ
L0
with Cn depending only on ρ and ‖u‖Eρ
L0
,
iii) sup
t≥0
(
(1 + t)3/2−ρ
∑
Y ∈Π′
k+|Y |≤n
‖(δ(t))3/2(1 + λ1(t)k/2Φ(l)Y (t)‖L∞
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+ (1 + t)ρ−1/2
∑
Y ∈Π′
k+|Y |≤n
‖(δ(t))3−ρ(1 + λ1(t))k/2(m+ iγµ∂µ − γµGµ)Φ(l)Y (t)‖L∞
)
≤ Cn,lRlL0,N0+3+n+l+13(u1, . . . , ul) + C′n,l‖u‖EρN0+16+n+l‖u1‖EρL0 · · · ‖ul‖EρL0 ,
where Cn,l and C
′
n,l are as in statement ii),
iv) sup
t≥0
(
(1 + t)3/2−ρ
∑
j+k≤n
℘Dj
(
(1 + λ1(t))
k/2Φ(l)(t)
))
≤ Cn,lRlL0,N0+3+n+l(u1, . . . , ul) + C′n,l‖u‖EρN0+3+n+l‖u1‖EρL0 · · · ‖ul‖EρL0 ,
where Cn,l and C
′
n,l are as in statement ii).
Proof. According to Corollary 6.8, with n = 50, there exists ε > 0 such that equations
(6.31a), (6.31b) and (6.31c) have a unique solution (K,Φ) ∈ Q50 for each u ∈ O∞. This
establishes the existence of the map v:O∞ → Q50 where v(u) = (K,Φ).
We shall estimate the solution Φ of equation (6.31a) by using Proposition 6.4. To do
this we use the results (6.83a)–(6.83d), with L = K +∆∗M and j = 0, wich were obtained
from Lemma 6.5 for the equation (6.79). This gives with g = γµ(K+∆∗M−∂µϑ(K+∆∗M )):
R′l(t) ≤ (1 + t)−3/2+ρCl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+2
, 0 ≤ l ≤ 50, (6.106a)
R∞l (t) ≤ (1 + t)−1Cl‖u‖2Eρ
L0
‖u‖Eρ
N0+l
, 0 ≤ l ≤ 47, (6.106b)
℘Dl
(
(1+λ1(t))
k/2g(t)
)
(6.106c)
≤ (1 + t)−1Cl,k‖u‖2Eρ
L0
‖u‖Eρ
N0+l+k
, 0 ≤ l ≤ 50, k ≥ 0,
and
℘Dl (f(t)) ≤ (1 + t)−3/2+ρCl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+2
, 0 ≤ l ≤ 50, (6.106d)
where Cl and Cl,k depend only on ρ and ‖u‖Eρ
L0
and where fY , Y ∈ Π′, is given by
(5.111b) in the context of equation (6.31a). It follows from inequalities (6.39a)–(6.39e)
and (6.106a)–(6.106b) that in the context of equation (6.31a):
Ql(t) ≤ Cl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+1
, for 0 ≤ l ≤ 45, (6.107a)
R
(1)
l (t) ≤ Cl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+10
, for 0 ≤ l ≤ 45, (6.107b)
h′l(j0, t) ≤ Cl‖u‖3Eρ
L0
‖u‖Eρ
N0+j0+1
, for 19 ≤ j ≤ 51, (6.107c)
j0 + 1 ≤ l ≤ j, where j0 is the integer part of j/2 + 5,
h′′l (t) ≤ Cl‖u‖4Eρ
L0
‖u‖Eρ
N0+11
, for 0 ≤ l ≤ 50, (6.107d)
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and
h∞l (j0, t) ≤ Cl‖u‖3Eρ
L0
‖u‖Eρ
N0+l
, for j0 + 1 ≤ l ≤ min(50, j), (6.107e)
19 ≤ j ≤ 51. Here Cl is a constant depending only on ρ and ‖u‖Eρ
L0
. It follows from
statement i) of Proposition 6.4 and inequality (6.107a), for 0 ≤ l ≤ 45, from statement ii)
of Proposition 6.4 and inequality (6.107e) with j = 50, for 46 ≤ l ≤ 50 that
‖Φ‖FD
l
≤ Cl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+2
, 0 ≤ l ≤ 50, (6.108a)
where Cl depends only on ρ and ‖u‖Eρ
L0
. Statement iii) of Proposition 6.4 and inequality
(6.107b) show that
Hl(Φ, t) =
∑
Y ∈Π′
|Y |+k≤l
‖(δ(t))3/2(1 + λ1(t))k/2ΦY (t)‖L∞ (6.108b)
≤ (1 + t)−3/2+ρCl‖u‖2Eρ
L0
‖u‖Eρ
N0+l+10
, 0 ≤ l ≤ 37,
where Cl depends only on ρ and ‖u‖Eρ
L0
. Equation (6.31b) and inequality (6.90), (with
K(2) = −∆∗M ,Φ(2) = 0, K(1) = K, Φ(1) = Φ, K ′(2) = 0, K ′(1) = K), give that
‖K‖FM
l
≤ Cl sup
t≥0
( ∑
n1+n2=l
n1≤n2
(
Hn1+3(Φ, t) + ℘
D
n1(Φ(t))
)‖Φ‖FDn2
+
∑
n1+n2=l
(
Hn1+3(φ
∗, t) + ℘Dn1(φ
∗(t))
)‖Φ‖FDn2
)
, 0 ≤ l ≤ 50.
This inequality and inequalities (6.108a) and (6.108b) show that
‖K‖FM
l
≤ Cl‖u‖3Eρ
L0
‖u‖Eρ
N0+l+3
, 0 ≤ l ≤ 50, (6.109)
where Cl depends only on ρ and ‖u‖Eρ
L0
.
We shall prove, by induction, that the theorem is true for the case of l = 0. Let n ≥ 50
and suppose that
‖K‖FM
j
≤ Cj‖u‖3Eρ
L0
‖u‖Eρ
N0+j+3
, for 0 ≤ j ≤ n (6.110a)
and that
‖Φ‖FD
j
≤ Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+3
, for 0 ≤ j ≤ n, (6.110b)
where Cj depends only on ρ and ‖u‖Eρ
L0
. The hypothesis is true for n = 50, according
to inequalities (6.108a) and (6.109). The use of Corollary 2.6 and Proposition 6.2 will
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not be systematically mentionned in the sequel of this proof. It follows from inequalities
(6.83a)–(6.83d), inequalities (6.106a)–(6.106d) and hypotheses (6.110a) and (6.110b) that
R′j(t) ≤ (1 + t)−3/2+ρCj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+3
, 0 ≤ j ≤ n, (6.111a)
R∞j (t) ≤ (1 + t)−1Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+3
, 0 ≤ j ≤ n− 3, (6.111b)
℘Dj
(
(1 + λ1(t))
k/2g(t)
) ≤ (1 + t)−1Cj,k‖u‖Eρ
L0
(6.111c)(‖u‖Eρ
N0+3
‖u‖Eρ
N0+j+k
+ ‖u‖Eρ
N0+j+3
‖u‖Eρ
N0+k
)
, 0 ≤ j ≤ n, k ≥ 0,
℘Dj (f(t)) ≤ (1 + t)−3/2+ρCj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+3
, 0 ≤ j ≤ n, (6.111d)
where Cj and Cj,k depend only on ρ and ‖u‖Eρ
L0
. It follows from definition (6.37) of χ(j)
and from hypothesis (6.110a) that
χk,j ≤ Ck,j‖u‖Eρ
N0+j+k+3
, 0 ≤ j + k ≤ n, (6.112)
where Ck,j depends only on ρ and ‖u‖Eρ
L0
. Using definitions (6.39a)–(6.39d) of Qj , R
(1)
j ,
h′j in the context of equation (6.31a), using hypothesis (6.110a) and using inequalities
(6.107a)–(6.107c), (6.111a)–(6.111d) and (6.112) we obtain that
Qj(t) ≤ Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+8
, 0 ≤ j ≤ n− 5, (6.113a)
R
(1)
j (t) ≤ Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+16
, 0 ≤ j ≤ n− 13, (6.113b)
h′j(j0, t) ≤ Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+j+2
, 50 ≤ j ≤ n+ 1, (6.113c)
where j0 is the integer part of j/2 + 5 and where Cj depends only on ρ and ‖u‖Eρ
L0
.
Statement iii) of Proposition 6.4 and inequalities (6.112) and (6.113b) give that
Hj(Φ, t) ≤ Cj‖u‖2Eρ
L0
‖u‖Eρ
N0+16+j
, 0 ≤ j ≤ n− 13, (6.114)
where Cj depends only on ρ and ‖u‖Eρ
L0
. For |Y | = n + 1, Y ∈ Π′, the existence of
ΦY ∈ C0(R+, D) such that supt≥0((1+t)3/2−ρ‖ΦY (t)‖D) <∞ follows from the linear inho-
mogeneous equation for ΦY obtained by substitution of the solution K of equation (6.31b)
into equation (6.31a), from hypotheses (6.110a) and (6.110b) and from the energy esti-
mates in Theorem 5.1. The existence of Φ ∈ FDn+1 then follows from hypothesis (6.110b).
To prove that inequality (6.110b) is true also for n + 1, we note that it follows from in-
equality (6.90), with (K(2) = −∆∗M ,Φ(2) = 0, K(1) = K,Φ(1) = Φ, K ′(2) = 0, K ′(1) = K),
hypothesis (6.10b) and inequality (6.114) that
‖K‖FM
n+1
≤ C‖u‖Eρ
N0+19
‖Φ‖FD
n+1
+ Cn‖u‖3Eρ
L0
‖u‖Eρ
N0+n+4
, (6.115)
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where C and Cn depend only on ρ and ‖u‖Eρ
L0
. It then follows from inequalities (6.81)
(with j = 0) and (6.115) and from statement iv) of Proposition 6.5 that
℘Dn+1(f(t)) ≤ (1 + t)−3/2+ρ
(
C‖u‖2Eρ
L0
‖Φ‖Fn+1 + Cn‖u‖4EρL0 ‖u‖EρN0+n+4
)
(6.116a)
and that
℘Dn+1,i(f(t)) ≤ (1 + t)−3/2+ρCn‖u‖4Eρ
L0
‖u‖Eρ
N0+n+4
, 1 ≤ i ≤ n+ 1, (6.116b)
where C and Cn depend only on ρ and ‖u‖Eρ
L0
. We also obtain, using (6.39e), (6.113b)
and (6.115) that
h′′n+1(t) ≤ C‖u‖4Eρ
L0
‖Φ‖FD
n+1
+ Cn‖u‖6Eρ
L0
‖u‖Eρ
N0+n+4
, (6.117)
where C and Cn depend only on ρ and ‖u‖Eρ
L0
. According to the definition of R0n,1 in
Corollary 5.9 if follows that
(1 + t)1/2(R0n,1(t))
2(1−ρ)
(
℘Dn (Φ(t))
)2ρ−1
≤ (1 + t)3/2−ρ(℘Dn ((1 + λ0(t))1/2g(t)))2(1−ρ)(℘Dn (Φ(t)))2ρ−1
≤ C(1 + t)3/2−ρ(℘Dn ((1 + λ0(t))1/2g(t))+ ℘Dn (Φ(t))),
where C depends only on ρ. Hypothesis (6.110b) and inequality (6.111c) then give that
(1 + t)1/2R0n,1(t)
2(1−ρ)℘Dn (Φ(t))
2ρ−1 ≤ Cn‖u‖2Eρ
L0
‖u‖Eρ
N0+n+4
, (6.118)
where Cn depends only on ρ and ‖u‖Eρ
L0
. We also have
∑
n1+n2=n+1
1≤n1≤j0
n2≥j0+1
χ5,n1‖Φ‖FDn2 ≤ Cn‖u‖
3
Eρ
L0
‖u‖Eρ
N0+n+4
, (6.119)
where j0 is the integer part of (n+1)/2+ 5 and where Cn depends only on ρ and ‖u‖Eρ
L0
.
Statement iv) of Proposition 6.4, inequality (6.113c) with j = n+ 1, inequalities (6.116a),
(6.116b), (6.117), (6.118), (6.119) and the notation
ξn+1,i = sup
t≥0
(
(1 + t)3/2−ρ℘Dn+1,i(Φ(t))
)
, 0 ≤ i ≤ n+ 1, (6.120)
and ξn+1,i = 0 for i ≥ n+ 2 give
ξn+1,0 (6.121a)
≤ C‖u‖2Eρ
L0
ξn+1,0 + Cn+1(ξn+1,0)
ε′(ξn+1,1)
1−ε′ + Cn+1‖u‖2Eρ
L0
‖u‖Eρ
N0+n+4
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and
ξn+1,i ≤ Cn+1(ξn+1,0)ε
′
(ξn+1,i+1)
1−ε′ + Cn+1‖u‖2Eρ
L0
‖u‖Eρ
N0+n+4
, 1 ≤ i ≤ n+ 1,
(6.121b)
where ε′ = max(1/2, 2(1− ρ)) and C and Cn+1 depend only on ρ and ‖u‖Eρ
L0
. We choose
ε > 0 sufficiently small, such that C‖u‖2
Eρ
L0
≤ 1/2 for u ∈ O∞. With the notation
αn+1 = 2Cn+1‖u‖2Eρ
L0
‖u‖
Eρ
N0+n+4
and βn+1 = 2Cn+1, it follows then from inequalities
(6.121a) and (6.121b) that
ξn+1,i ≤ αn+1 + βn+1(ξn+1,0)ε
′
(ξn+1,i+1)
1−ε′ , 0 ≤ i ≤ n+ 1. (6.122)
Proceeding as in solving the system (5.182c) we obtain that ξn+1,0 ≤ C′n+1αn+1, where
C′n+1 is a polynomial in βn+1. This proves that
‖Φ‖FD
n+1
≤ Cn+1‖u‖2Eρ
L0
‖u‖Eρ
N0+n+4
, (6.123a)
for some Cn+1 depending only on ρ and ‖u‖Eρ
L0
. Inequality (6.115) then gives that
‖K‖FM
n+1
≤ Cn+1‖u‖3Eρ
L0
‖u‖Eρ
N0+n+4
, (6.123b)
where Cn+1 depends only on ρ and ‖u‖Eρ
L0
. It now follows, by induction, from the hypoth-
esies (6.110a) and (6.110b) and from inequalities (6.123a) and (6.123b) that inequalities
(6.110a) and (6.110b) are true for every n ∈ N. This proves statements i) and ii) of the
theorem for the case of l = 0. It also proves that inequalities (6.111a)–(6.111d), (6.113a),
(6.113b) and (6.114) are true for every j ≥ 0 and that inequality (6.112) is true for every
j ≥ 0, k ≥ 0. Statement iii), with l = 0, follows by considering equation (6.31c) and by
using inequality (6.114). To prove statement iv) of the theorem, for the case of l = 0,
we note that τi,j(t), i = 0, 1, defined in Theorem 5.5 satisfy τi,j(t) ≤ Cjχ3,j , according to
inequalities (5.116c) and (6.38c), that T 2N,j defined in (5.89a) satisfies T
2
N,j ≤ CN,jχN+1,j
according to inequalities (5.138) and (6.41b) and the fact that Γj in Corollary 5.9 satis-
fies Γj(t) ≤ Cjχ(j+1), according to inequalities (5.125b) and (6.41b), where Cj and CN,j
depends only on ‖u‖
Eρ
N0
. This gives, together with Corollary 5.9, if J0 ≥ 3, that
℘Dj
(
(1 + λ1(t))
k/2Φ(t)
)
(6.124)
≤ Cj+k
∑
n1+n2=j+k
n1≤J0
(1 + χ3,n1)(℘
D
n2(Φ(t)) +R
1
n2−k,k(t))
+ C′j+k
∑
n1+n2+n3+n4=j+k
n1≤J0,n2≤j+k−1
n3+n4≤j+k−J0−1
(1 + χ3,n1)χ
(n2)(1 + χ10,n3)
(
R′n4+7(t) +R
2
n4+9
(t) +R∞n4(t) + ℘
D
n4+8
(Φ(t))
)
, j ≥ 0, k ≥ 1,
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where Cj+k depends only on ρ and χ
(3) and C′j+k depends only on ρ and χ
(11). It follows
from inequalities (6.110b), (6.111a)–(6.111c), (6.112) and (6.124), and from Corollary 2.6
that
℘Dj
(
(1 + λ1(t))
k/2Φ(t)
) ≤ (1 + t)−3/2+ρCj+k‖u‖Eρ
L0
(6.125)(‖u‖Eρ
N0+j+3
‖u‖Eρ
N0+k
+ ‖u‖Eρ
N0+3
‖u‖Eρ
N0+j+k
)
, j ≥ 0, k ≥ 1,
where Cj+k depends only on ρ and ‖u‖Eρ
L0
. This proves statement iv) for l = 0.
Let l ∈ N. We suppose the induction hypothesis that statements i)–iv) of the theorem
are true for n ≥ 0 and 0 ≤ l ≤ l, with the exeption of the decrease properties of Cn,l and
C′n,l which we only suppose for l = 0. We have proved that the hypothesis is true for l = 0
and we shall prove that it is true for 0 ≤ l ≤ l + 1 if it is true for l ≤ l. Derivation of
equations (6.31a), (6.31b) and (6.31c) give the following equations for (K(l),Φ(l)) in Fn:
(iγµ∂µ +m− γµGµ)Φ(l) =
4∑
i=0
g
(l)
i , (6.126a)
K(l)µ = J
(l)
µ (6.126b)
and
∂µJ (l)µ = 0, (6.126c)
for 0 ≤ l ≤ l + 1, where Gµ = A∗µ +Kµ − ∂µϑ(A∗ +K), where
g
(0)
0 = γ
µ(Kµ − ∂µϑ(K))φ∗, (6.127a)
g
(l)
0 = γ
µ(K(l)µ − ∂µϑ(K(l)))(φ∗ +Φ), forl ≥ 1,
g
(l)
1 =
∑
i1+i2=l
i2≤l−1
Ci1,i2γ
µ(A∗i1µ − ∂µϑ(A∗i1))Φi2σl, (6.127b)
g
(l)
2 =
∑
i1+i2=l
1≤i2≤l−1
Ci1,i2γ
µ(Ki1µ − ∂µϑ(Ki1))Φi2σl, (6.127c)
g
(l)
3 =
∑
i1+i2=l
i1≤l−1
Ci1,i2γ
µ(Ki1µ − ∂µϑ(Ki1))φ∗i2σl, (6.127d)
g
(l)
4 =
∑
i1+i2=l
Ci1,i2γ
µ(∆∗Mi1µ − ∂µϑ(∆∗Mi1))φ∗i2σl, (6.127rme)
with Ki (resp. Φi, A∗i, φ∗i,∆∗Mi) being equal to the l-linear symmetric map DiK(u)
(resp. DiΦ(u) DiA∗(u), Diφ∗(u), Di∆∗M (u)), σl being the normalized symmetrization of
(u1, . . . , ul) and Ci1,i2 being the binomial coefficients and where
J (l)µ =
∑
i1+i2=l
Ci1,i2
(
Φ
i1
γµφ
∗i2 + φ
∗i1
γµΦ
i2 +Φ
i1
γµΦ
i2
)
σl. (6.127f)
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To prove the existence of a unique solution (K(l),Φ(l)) ∈ Fn, n ≥ 0, for l = l + 1, of
the linear inhomogeneous system (6.126a)–(6.126c), we shall use Proposition 6.4. In the
context of this proposition let R′j(g
(l)
i , t), (resp. R
∞
j (g
(l)
i , t), f
(l)
j , · · ·) denotes R′j(t), (resp.
R∞j (t), f(t)) in the case of the equation
(iγµ∂µ +m− γµGµ)Φ(l)i = g(l)i , 0 ≤ i ≤ 4, l = l + 1. (6.128)
We first study this equation for 1 ≤ i ≤ 4 and for 0 ≤ l ≤ l + 1. To simplify the notation
we shall write A∗i1 (resp. Ki1 ,∆∗Mi1) instead of A∗i1(u1, . . . , ui1) (resp. K
i1(u1, . . . , ui1),
∆∗Mi1(u1, . . . , ui1)) and φ
∗i2 (resp. Φi2) instead of φ∗i2(ui1+1, . . . , ul)
(resp. Φi2(ui1+1, . . . , ul)) where i1 + i2 = l. Let
R(0)i,j (u) = ‖u‖Eρ
j
fori, j ≥ 0 (6.129a)
and
R(l)i,j(u; u1, . . . , ul) = R
l
i,j(u1, . . . , ul) + ‖u‖Eρ
j
‖u1‖Eρ
i
· · · ‖ul‖Eρ
i
, (6.129b)
i, j ≥ 0, l ≥ 1.If g = γµ(A∗i1µ − ∂µϑ(A∗i1))Φi2 , i1 + i2 = l ≤ l + 1, i2 ≤ l − 1 then it follows
from inequality (5.116c), Proposition 6.2 and the induction hypothesis (statement iv) with
l ≤ l) that
℘Dj
(
(δ(t))3/2−ρ(1 + λ1(t))
k/2g(t)
)
≤ (1 + t)−3/2+ρCj+k,l∑
n1+n2=j
R(i1)N0,N0+n1+1(u; u1, . . . , ui1)R
(i2)
L0,N0+3+n2+k+i2(u; ui1+1, . . . , ul),
where Cj+k,l depending only on ρ, l and ‖u‖Eρ
L0
. Using Corollary 2.6 it follows that
℘Dj
(
(δ(t))3/2−ρ(1 + λ1(t))
k/2g(t)
)
(6.130)
≤ Cj+k,l(1 + t)−3/2+ρR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), i1 + i2 = l ≤ l + 1, i2 ≤ l − 1,
where Cj+k,l is as in the last inequality. Applying inequality (6.130) to each term in the
sum defining g
(l)
1 we obtain that
℘Dj
(
(δ(t))3/2−ρ(1 + λ1(t))
k/2g
(l)
1 (t)
)
(6.131)
≤ (1 + t)−3/2+ρCj+k,lR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j ≥ 0, k ≥ 0, 0 ≤ l ≤ l + 1,
where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. If g = γµ(Ki1µ − ∂µϑ(Ki1))Φi2 , i1 + i2 =
l ≤ l + 1, 1 ≤ i1 ≤ l − 1 then it follows from statement iii) of Lemma 6.6 and from the
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induction hypothesis that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g(t)
)
≤ (1 + t)−3/2+ρCj+k∑
n1+n2=j
min
(
R(i1)L0,N0+3+n1+i1(u; u1, . . . , ui1)R
(i2)
L0,N0+3+n2+k+1+i2+13(u; ui1+1, . . . , ul),
R(i1)L0,N0+3+n1+3+i1(u; u1, . . . , ui1)R
(i2)
L0,N0+3+n2+k+i2
(u; u1, . . . , ul)
)
.
For terms with n1+3+ i1 ≤ j+ l+k we choose the second argument in the minimum and
use Corollary 2.6 together with N0 + 6 ≤ min(N0 + 6 + n1 + i1, N0 + 3 + n2 + i2 + k) ≤
max(N0 + 6 + n1 + i1, N0 + 3 + n2 + i2 + k) ≤ N0 + 3 + j + k + l. For terms with
n1 + 3 + i1 > j + l + k we choose the first argument in the minimum and use that
N0 + n2 + k + i2 + 17 ≤ N0 + 19 ≤ L0. This gives that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g(t)
)
(6.132)
≤ (1 + t)−3/2+ρCj+kR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1.
Applying inequality (6.132) to each term in the sum defining g
(l)
2 we obtain that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g
(l)
2 (t)
)
(6.133)
≤ (1 + t)−3/2+ρCj+k,lR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1,
where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. If g = γµ(Ki1µ − ∂µϑ(Ki1))φ∗i2 , i1 + i2 = l,
i1 ≤ l − 1, then using Lemma 6.5 and δ(t) ≤ C(1 + λ1(t) + t) we obtain that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g(t)
) ≤ Cj ∑
n1+n2=j
‖Ki1‖FMn1Hn2+k+1(φ
∗i2 , t), (6.134)
where Cj depends only on ρ. The induction hypothesis and Proposition 6.2 give that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g(t)
)
(6.135)
≤ Cj+k,l
∑
n1+n2=j
R(i1)L0,N0+3+n1+i1(u; u1, . . . , ui1)R
(i2)
N0,N0+n2+k+1
(u; ui1+1 , . . . , ul)
≤ (1 + t)−3/2+ρC′j+k,lR
(l)
L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1.
Applying inequality (6.135) to each term in the sum defining g
(l)
3 we obtain that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g
(l)
3 (t)
)
(6.136)
≤ Cj+k,lR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1,
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where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. Using also inequality (6.134) in the case of
g
(l)
4 we obtain from inequalities (6.131), (6.133) and (6.136) that
4∑
i=1
℘Dj
(
(δ(t))3/2−ρ(1 + λ1(t))
k/2g
(l)
i (t)
)
(6.137)
≤ (1 + t)−ρ+1/2Cj+k,lR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1,
where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. Similarly, it follows from statement iii) of
Lemma 6.5 and statement iii) of Lemma 6.6 that
℘Dj
(
δ(t)(1 + λ1(t))
k/2g
(l)
0 (t)
)
(6.138)
≤ Cj+k,lR(l)L0,N0+3+j+k+l(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l,
where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. To estimate R′j(g
(l)
1 , t), where R
′
j is defined in
Theorem 5.8, let g = γµ(aµ−∂µϑ(a))r and ∂µaµ = 0. Changing the notation in inequality
(6.68) we obtain with g′ = (2m)−1(m− iγµ∂µ + γµGµ)g, Fµ = aµ − ∂µϑ(a):
g′Y = (2m)
−1
∑Y
Y1,Y2
(
γνFY1νξ
M
Y2
((m+ iγµ∂µ − γµGµ)r) (6.139)
− 2iFµY1∂µrY2 + i(∂µF
µ
Y1
)rY2
− i
4
(γµγν − γνγµ)((∂µaY1ν)− (∂νaY1µ))rY2
)
+m−1
∑Y
Y1,Y2,Y3
GY1µF
µ
Y2
rY3 , Y ∈ Π′, k ≥ 0.
Taking weighted supremum norms of FZ and using inequalities (5.7d) and (5.116c), the
facts that A = A∗ +K and yµFµ(y) = 0, Lemma 6.3 and inequalities (6.49b) and (6.66a)
we obtain that
‖δ(t)(1 + λ1(t))k/2g′Y (t)‖D (6.140)
≤ C|Y |
∑Y
Y1,Y2
[a]|Y1|+2(t)
(
‖(δ(t))ρ−1/2(1 + λ1(t))k/2(ξMY2(iγµ∂µ +m− γµGµ)r)(t)‖D
+ (1 + t)−3/2+ρ℘D|Y2|+1((1 + λ1(t))
k/2r(t)) + (1 + t)−1/2℘D|Y2|((1 + λ1(t))
(k+1)/2r(t))
)
+ C|Y |
∑Y
Y1,Y2,Y3
(
(1 + t)−2+2ρ[A∗]|Y1|+1(t)[a]|Y2|+1(t)℘D|Y3|((1 + λ1(t))
k/2r(t))
+ (1 + t)−3/2+ρ[a]|Y2|+1(t)
min
(‖K‖FM
|Y1|+3
℘D|Y3|((1 + λ1(t))
k/2r(t)), ‖K‖FM
|Y1|
H|Y3|+k(r, t)
))
,
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Y ∈ Π′, k ≥ 0, where C|Y | depends only on ρ. The use of inequality (6.140), with
a = A∗i1 , r = Φi2 , i1 + i2 = l, i2 ≤ l − 1, 0 ≤ l ≤ l + 1, the use of equation (6.126a),
with l ≤ l, and inequalities (6.137) and (6.138) to estimate the weighted D-norms of ξMY2
(iγµ∂µ +m− γµGµ)Φi2 and the use of Proposition 6.2 and the induction hypothesis give
℘Dj
(
δ(t)(1 + λ1(t))
k/2g
′(l)
1 (t)
)
(6.141)
≤ (1 + t)−3/2+ρCj+k,lR(l)L0,N0+3+j+k+l+1(u; u1, . . . , ul), j, k ≥ 0, 0 ≤ l ≤ l + 1,
where g
′(l)
1 = (2m)
−1(m− iγµ∂µ+γµGµ)g(l)1 , where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
.
Statement i) of Lemma 6.5, statement i) of Lemma 6.6 and inequality (6.141) give that
R′j(g
(l)
i , t) (6.142a)
≤ (1 + t)−3/2+ρCj+k,lR(l)L0,N0+3+j+l+1(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj+k,l depends only on ρ and ‖u‖Eρ
L0
. It follows from inequality (6.137) that
R2j (g
(l)
i , t) (6.142b)
≤ (1 + t)−1Cj,lR(l)L0,N0+3+j+l(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. Moreover using statement ii) of Lemma 6.5,
statement ii) of Lemma 6.6 and Proposition 6.2 we obtain that
R∞j (g
(l)
i , t) (6.142c)
≤ (1 + t)−1Cj,lR(l)L0,N0+3+j+l+13(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l is as in (6.142b). Proposition 5.16, in the case where i = 1 and Lemma 6.5 and
Lemma 6.6 in the case where 2 ≤ i ≤ 4 give that
℘Dj (f
(l)
i (t)) (6.142d)
≤ Cj,l(1 + t)−3/2+ρR(l)L0,N0+3+j+l(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l is as in (6.142b). Definition (6.39a) of Qn and inequalities (6.142b) and (6.142d)
give, for 1 ≤ i ≤ 4, 0 ≤ l ≤ l + 1, that
Qj(g
(l)
i , t) ≤ Cj,lR
(l)
L0,N0+3+j+l(u; u1, . . . , ul), (6.143a)
if 0 ≤ j ≤ 45 and
Qj(g
(l)
i , t) ≤ Cj,lR
(l)
L0,N0+3+j+l+5
(u; u1, . . . , ul), (6.143b)
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if 0 ≤ j, where Cj,l is as in (6.142b). It follows from inequalities (6.142a), (6.142b), (6.142c)
and (6.143b) and from definition (6.39c) of R
(1)
j that
R
(1)
j (g
(l)
i , t) (6.143c)
≤ Cj,lR(l)L0,N0+3+j+l+13(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l is as in (6.142b). Definitions (6.39d) of h
′
j and (6.39e) of h
′′
j and the definition
of h∞j in statement ii) of Proposition 6.4 give, j0 being the integer part of j/2 + 5, that
h∞j (g
(l)
i , j0, t) (6.143d)
≤ Cj,lR(l)L0,N0+3+j+l(u; u1, . . . , ul), j ≥ 46, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. Using first statement i) of Proposition 6.4 with
n = 50 and inequality (6.143a) and using secondly statement ii) of Proposition 6.4 with
n ≥ 82 and inequality (6.143d) we obtain that the solution Φ(l)i of equation (6.128), with
1 ≤ i ≤ 4 and 0 ≤ l ≤ l + 1 exists and satisfies
‖Φ(l)i ‖FD
j
(6.144a)
≤ Cj,lR(l)L0,N0+3+j+l(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. Inequality (6.143c) and statement iii) of Propo-
sition 6.4 give that
Hj(Φ
(l)
i , t) (6.144b)
≤ (1 + t)−3/2Cj,lR(l)L0,N0+3+j+l+13(u; u1, . . . , ul), j ≥ 0, 0 ≤ l ≤ l + 1, 1 ≤ i ≤ 4,
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. In (6.144a) and (6.144b) Cj,0 ≤ C′j‖u‖2Eρ
L0
,
Cj,l ≤ C′j‖u‖Eρ
L0
.
To study equation (6.128), with i = 0 and l = l + 1, we introduce the equation
(iγµ∂µ +m− γµGµ)Ψ(L) = g (6.145)
for Ψ(L) ∈ FDn , where g = γµ(Lµ − ∂µϑ(L))(Φ + φ∗) and L ∈ FMn . If n = 37, then it
follows from ii) and iii), with l = 0, of the present theorem and from Lemma 6.5 and
Lemma 6.6 that
R′j(g, t) ≤ (1 + t)−3/2+ρCj‖u‖Eρ
L0
‖L‖FM
j+1
, 0 ≤ j ≤ 36, (6.146a)
R∞j (g, t) ≤ (1 + t)−1Cj‖u‖Eρ
L0
‖L‖FM
j+3
, 0 ≤ j ≤ 34, (6.146b)
R2j (g, t) ≤ (1 + t)−1Cj‖u‖Eρ
L0
‖L‖FM
j
, 0 ≤ j ≤ 37, (6.146c)
℘Dj (f(t)) ≤ (1 + t)−3/2+ρCj‖u‖Eρ
L0
‖u‖FM
j
, 0 ≤ j ≤ 37, (6.146d)
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where Cj depends only on ρ and ‖u‖Eρ
L0
. These inequalities give that
Qj(g, t) ≤ Cj‖u‖Eρ
L0
‖L‖FM
j
, 0 ≤ j ≤ 37, (6.147a)
R
(1)
j (g, t) ≤ Cj‖u‖Eρ
L0
‖L‖FM
j+9
, 0 ≤ j ≤ 28, (6.147b)
h∞j (g, n0, t) ≤ Cj‖u‖2Eρ
L0
‖L‖FM
j
, n0 + 1 ≤ j ≤ n = 37, (6.147c)
where n0 is the integer part of n/2 + 5 and where Cj depend only on ρ and ‖u‖Eρ
L0
.
Statements i), ii) and iii) of Proposition 6.4 and inequalities (6.147a)–(6.147c) then give
that
‖Ψ(L)‖FD
j
≤ Cj‖u‖Eρ
L0
‖L‖FM
j
, 0 ≤ j ≤ 37, (6.148a)
and that
Hj(Ψ(L), t) ≤ (1 + t)−3/2+ρCj‖u‖Eρ
L0
‖L‖FM
j+9
, 0 ≤ j ≤ 27, (6.148b)
where Cj depends only on ρ and ‖u‖Eρ
L0
.
For given solutions Φ
(l)
i , 1 ≤ i ≤ 4, 0 ≤ l ≤ l + 1, of equation (6.128) and Ψ(L) of
equation (6.145) we introduce the current J
(l+1)
by
J
(l+1)
µ (L) = J
(l+1)
0µ (L) + J
(l+1)
1µ , (6.149a)
where
J
(l+1)
0µ (L) = Ψ(L)γµ(φ
∗ + Φ) + (φ∗ + Φ)γµΨ(L) (6.149b)
and
J
(l+1)
1µ =
∑
i1+i2=l+1
1≤i1≤l
Ci1,i2
(
Φ
i1
γµφ
∗i2 + φ
∗i1
γµΦ
i2 + Φ
i1
γµΦ
i2
)
σ
l+1
(6.149c)
+
4∑
i=1
(Φ
(l+1)
i γµ(φ
∗ + Φ) + (φ∗ + Φ)γµΦ
(l+1)
i ),
where Ci1,i2 are the binomial coefficients and where we have used the notation of (6.127b)–
(6.127e). Since equation (6.126a) is satisfied for 0 ≤ l ≤ l, according to the induction
hypothesis, since we have proved that there is a (unique) solution Φi ∈ FDj , j ≥ 0, of
equation (6.128) for 1 ≤ i ≤ 4, 0 ≤ l ≤ l + 1 and since we have proved that equation
(6.145) has a (unique) solution Ψ(L) ∈ FD0 , it follows that
∂µJ
(l+1)
µ (L) = 0. (6.149d)
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We shall estimate the FMj norm of the unique solution N(L) ∈ FMj of the equation
Nµ(L) = J
(l+1)
µ (L). (6.150)
It follows from the definition of ‖ · ‖
FM
j
that
‖N(L)‖FM
j
≤ C
( ∑
|Y |≤j
sup
t≥0
(
(1 + t)2−ρ‖δ(t)(ξMY J
(l+1)
(L))(t)‖L2 (6.151)
+ (1 + t)1−ρ‖δ(t)(ξMY J
(l+1)
(L))(t)‖L6/5
)2)1/2
.
Using inequalities (6.88), (6.144a), (6.144b) and the induction hypothesis we obtain that( ∑
|Y |≤j
sup
t≥0
(
(1 + t)2−ρ‖δ(t)(ξMY J
(l+1)
1 )(t)‖L2 + (1 + t)1−ρ‖δ(t)(ξMY J
(l+1)
1 )(t)‖L6/5
)2)1/2
≤ Cj,lR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≥ 0, (6.152)
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. Using once more inequality (6.88) we obtain
that ( ∑
|Y |≤j
sup
t≥0
(
(1 + t)2−ρ‖δ(t)(ξMY J
(l+1)
0 (L))(t)‖L2 (6.153)
+ (1 + t)1−ρ‖δ(t)(ξMY J
(l+1)
0 (L))(t)‖L6/5
)2)1/2
≤
∑
n1+n2=j
Cn1,n2
((
H3+n1(φ
∗, t) + ℘Dn1(φ
∗(t))
)‖Ψ(L)‖FDn2
+min
((
H3+n1(Φ, t) + ℘
D
n1
(Φ(t))
)‖Ψ(L)‖FDn2 ,
‖Φ‖FMn1
(
H3+n2(Ψ(L), t) + ℘
D
n2
((Ψ(L))(t))
)))
,
where C0,j = Cj,0 = C and Cn1,n2 depend only on ρ. The induction hypothesis (for l = 0),
Proposition 6.2 and inequalities (6.148a), (6.151), (6.152) and (6.153) give that
‖N(L)‖FM
j
(6.154)
≤ C‖u‖Eρ
L0
‖L‖FM
j
+ ClR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≤ 37,
where C and Cl depend only on ρ and ‖u‖Eρ
L0
. If ε > 0 is sufficiently small, then
C‖u‖
Eρ
L0
≤ 1/2 for u ∈ O∞, which together with inequality (6.154) shows that the linear
inhomogeneous equation in FM37
K(l+1) = N(K(l+1)) (6.155)
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has a unique solution K(l+1) ∈ FM37 and that this solution satisfies
‖K(l+1)‖FM
j
≤ ClR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≤ 37 = n, (6.156a)
where Cl depends only on ρ and ‖u‖Eρ
L0
. Inequalities (6.148a) and (6.148b) then show
that
‖Φ(l+1)0 ‖FM
j
≤ ClR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≤ 37 = n, (6.156b)
and that
Hj(Φ
(l+1)
0 , t) (6.156c)
≤ (1 + t)−3/2+ρClR
(l+1)
L0,N0+3+j+l+10
(u; u1, . . . , ul+1), j ≤ 27 = n− 10,
where Cl depends only on ρ and ‖u‖Eρ
L0
.
We now suppose that (6.156a) and (6.156b) are true for j ≤ n when n ∈ N, n ≥ 37.
We study equation (6.128) for i = 0 and l = l + 1. It follows from statements i) and ii),
with l = 0, of the present theorem and from Lemma 6.5 and Lemma 6.6 that
R′j(g
(l+1)
0 , t) ≤ (1 + t)−3/2+ρCj,lR
(l+1)
L0,N0+3+j+1+l+1
(u; u1, . . . , ul+1), j ≤ n− 14, (6.157a)
R∞j (g
(l+1)
0 , t) ≤ (1 + t)−1Cj,lR
(l+1)
L0,N0+3+j+4+l+1
(u; u1, . . . , ul+1), j ≤ n− 13, (6.157b)
R2j (g
(l+1)
0 , t) ≤ (1 + t)−1Cj,lR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≤ n, (6.157c)
℘Dj (f
(l+1)
0 (t)) ≤ (1 + t)−3/2+ρCj,lR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≤ n, (6.157d)
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. These inequalities give that
R
(1)
j (g
(l+1)
0 , t) ≤ Cj,lR
(l+1)
L0,N0+3+j+9+l+1
(u; u1, . . . , ul+1), j ≤ n− 21, (6.158a)
h′j(g
(l+1)
0 , j0, t) ≤ Cj,lR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j = n+ 1, (6.158b)
where j0 is the integer part of j/2 + 5,
h′′j (g
(l+1)
0 , t) ≤ Cj,lR
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j = n+ 1, (6.158c)
where Cj,l depends only on ρ and ‖u‖Eρ
L0
. It follows from Lemma 6.5 and Lemma 6.6 that
℘Dn+1(f
(l+1)
0 (t)) + (1 + t)℘
D
n ((1 + λ1(t))
1/2g
(l+1)
0 (t)) (6.158d)
≤ (1 + t)−3/2+ρ(C‖u‖Eρ
L0
‖K(l+1)‖FM
n+1
+ Cn,lR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1)
)
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and
℘Dn+1,i(f
(l+1)
0 (t)) (6.158e)
≤ Cn,l(1 + t)−3/2+ρR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1), i ≥ 1,
where C and Cn,l depend only on ρ and ‖u‖Eρ
L0
. It follows from the induction hypothesis
in n and from inequalities (6.151), (6.152) and (6.153) that
‖K(l+1)‖FM
n+1
≤ C‖u‖Eρ
L0
‖Φ(l+1)0 ‖FD
n+1
+ Cj,lR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1), (6.159)
where C and Cn,l depend only on ρ and ‖u‖Eρ
L0
. Applying statement iv) of Proposition
6.4 to equation (6.128) with i = 0 and l = l + 1, using inequalities (6.158b)–(6.159) and
using the convention ξn+1,i = 0 for i ≥ n+ 2 and
ξn+1,i = sup
t≥0
(
(1 + t)3/2−ρ℘Dn+1,i(Φ
(l+1)
0 (t))
)
, 0 ≤ i ≤ n+ 1, (6.160)
we obtain that
ξn+1,0 (6.161a)
≤ C‖u‖Eρ
L0
ξn+1,0 + Cn,l(ξn+1,0)
ε′(ξn+1,1)
1−ε′ + Cn,lR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1)
and
ξn+1,i (6.161b)
≤ Cn,l(ξn+1,0)ε
′
(ξn+1,i+1)
1−ε′ + Cn,lR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1), 1 ≤ i ≤ n+ 1,
where ε′ = min(1/2, 2(1− ρ)) and where C and Cn,l depend only on ρ and ‖u‖Eρ
L0
. Let
ε > 0 be such that C‖u‖
Eρ
L0
≤ 1/2 for u ∈ O∞ and let βn+1 = 2Cn,l and αn+1 =
2Cn,lR
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1). It then follows from inequalities (6.161a) and
(6.161b) that
ξn+1,i ≤ αn+1 + βn+1(ξn+1,0)ε
′
(ξn+1,i+1)
1−ε′ , 0 ≤ i ≤ n+ 1. (6.162)
Proceeding as in solving system (5.182c) we obtain that ξn+1,0 ≤ C′n+1αn+1, where C′n+1
is a polynomial in βn+1. This proves together with inequality (5.159), that
‖(K(l+1),Φ(l+1))‖Fn+1 ≤ Cn+1,l+1R
(l+1)
L0,N0+3+n+1+l+1
(u; u1, . . . , ul+1), (6.163)
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which by induction in n proves that inequalities (6.157a) and (6.157b) are true for each
j ∈ N, since they are true for j ≤ 37. Inequalities (6.157a)–(6.158a) are then also true for
each j ∈ N. Inequalities (6.157a) and (6.157b) for j ∈ N and inequality (6.144a), together
with Φ(l+1) =
∑
0≤i≤4Φ
(l+1)
i , give that
‖(K(l+1),Φ(l+1))‖Fj ≤ Cn+1,l+1R
(l+1)
L0,N0+3+j+l+1
(u; u1, . . . , ul+1), j ≥ 0, (6.164a)
where Cn+1,l+1 depend only on ρ and ‖u‖Eρ
L0
. Inequality (6.158a), with j ∈ N, and
statement iii) of proposition 6.4 prove that inequality (6.156c) is true for each j ∈ N. This
shows, together with inequality (6.144b) that
Hj(Φ
(l+1), t) ≤ (1 + t)−3/2+ρCj,l+1R
(l+1)
L0,N0+3+j+l+14
(u; u1, . . . , ul+1), j ≥ 0, (6.164b)
where Cj,l+1 depends only on ρ and ‖u‖Eρ
L0
. Inequality (6.124) is true, when Φ is
replaced by Φ(l+1) and R1n2−k,k(t) (resp. R
′
n4+7
(t), R2n4+9(t), R
∞
n4
(t)) is replaced by
R1n2−k,k(Φ
(l+1), t) (resp. R′n4+7(Φ
(l+1), t), R2n4+9(Φ
(l+1), t), R∞n4(Φ
(l+1), t)). This inequal-
ity, inequalities (6.112), (6.157a)–(6.157c), (6.164b) and the definition of R1n,k in Corollary
5.9 give that
℘Dj
(
(1 + λ1(t))
k/2Φ(l+1)(t)
)
(6.164c)
≤ (1 + t)−3/2+ρCj,l+1R
(l+1)
L0,N0+3+j+k+l+1
(u; u1, . . . , ul+1), j, k ≥ 0,
where Cj,l+1 depend only on ρ and ‖u‖Eρ
L0
.
Inequalities (6.164a)–(6.164c) prove that the induction hypothesis in l is true for
l = l+1. Since we already have proved that it is true for l = 0 it follows by induction in l
that it is true for each l ∈ N. To complete the proof we only have to prove the announced
decrease properties of Cn,l and C
′
n,l, when ‖u‖Eρ
L0
→ 0. We observe that since the solution
(Φ, K) ∈ O∞ of equations (6.126a)–(6.126c), with l = 0, is unique, since (Φ(l), K(l)) ∈ Fj,
l ≥ 1, is the unique solution of equations (6.126a)–(6.126c) with l ≥ 1 and since, when
u = 0, (Φ(l), K(l)) = 0 for 0 ≤ l ≤ 2 and (Φ(3), 0) are solutions it follows that Φ(l) = 0 for
0 ≤ l ≤ 2 and K(l) = 0 for 0 ≤ l ≤ 3, when u = 0. The use of Taylor formula now gives
the announced properties of Cn,l and C
′
n,l when ‖u‖Eρ
L0
→ 0. This proves the theorem.
In the situation of Theorem 6.9 let u ∈ O∞ and let v(u) = (K,Φ). According to the
variable substitution (6.30) we introduce
Aµ(t) = Kµ(t) +A
∗
µ(t), 0 ≤ µ ≤ 3 (6.165)
ψ′(t) = Φ(t) + φ∗(t),
and we introduce
(AY )µ = (ξ
M
Y A)µ,
(A˙Y )µ = (ξ
M
P0YA),
ψ′Y = ξ
D
Y ψ
′, (6.166)
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for Y ∈ U(p). When we want to indicate the dependence of Aµ(t), (AY )µ(t) etc. on u we
shall write (A(u))µ(t), (AY (u))µ(t) etc. The functions Aµ, 0 ≤ µ ≤ 3, and ψ′ satisfy, as
we shall prove it in next theorem, the following equations on R+ × R3:
Aµ = (ψ
′)+γ0γµψ
′, (6.167a)
(iγµ∂µ +m)ψ
′ =
(
Aµ − (∂µϑ(A))
)
γµψ′, (6.167b)
and
∂µA
µ = 0. (6.167c)
We recall that A0,Y , A˙0,Y , φ
′
0,Y are free solutions given in (4.137a), (4.137b) and (4.137c).
In the sequel of this chapter N0 will not necessarily denote the same integer as in
Proposition 6.2.
Theorem 6.10. Let 1/2 < ρ < 1. Then there exists N0 ≥ 0 and an open ball ON0 in E◦ρN0
with center at the origin such that A, A˙, ψ′ defined by (6.166) satisfy
|||(Dl(A− A0, ψ′ − φ′0))(u; u1, . . . , ul)|||ρ′,ε,L (6.168)
≤ Cl+L(RlN0,L+l
(
u1, . . . , ul) + ‖u‖Eρ
N0+L+l
‖u1‖Eρ
N0
· · · ‖ul‖Eρ
N0
)
,
for all l ≥ 0, L ≥ 0, 1/2 < ρ′ ≤ 1, ε = (ε(0), ε(1)), ε(0) > 0, ε(1) ≥ ρ, u ∈ O∞ =
ON0 ∩ Eρ∞, u1, . . . , ul ∈ E◦ρ∞ , where
|||(a,Φ)|||ρ′,ε,L =
∑
i=0,1
∑
Y ∈σi
|Y |+k≤L
sup
t≥0
(
(1 + t)ρ
′−1/2‖(ξMY a, ξMP0Y a)(t)‖Mρ′0
+ (1 + t)2(1−ρ)‖(1 + λ1(t))k/2(ξDY Φ)(t)‖D0
+ ‖(δ(t))1+i−ε(i)(1 + t)ε(i)(1−i)(ξMY a)(t)‖L∞
+ ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2(ξDY Φ)(t)‖L∞
)
and where Cl+L depends only on ρ
′, ε, ρ and ‖u‖
Eρ
N0
. Moreover the function u 7→ (A −
A0, ψ
′−φ′0)(u) from O∞ to the Fre´chet space with seminorms ||| · |||ρ′,ε,L, indexed by L ≥ 0
has a zero of order two at u = 0,
(DlAY , D
lA˙Y , D
lψ′Y )(u; u1, . . . , ul) ∈ C0(R+, Eρ), Y ∈ Π′
and equations (6.167a), (6.167b) and (6.167c) are satisfied.
Proof. Since
(AY −A0,Y , A˙Y − A˙0,Y , ψ′Y − φ′0,Y )
= (KY , KP0Y ,ΦY ) + (A
∗
Y −A0,Y , A∗P0Y − A0,P0Y , φ∗Y − φ′0,Y )
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according to (6.165) and (6.166), it follows from Theorem 6.9 that it is sufficient to prove
inequality (6.168) with AY (resp. A˙Y , ψ
′
Y ) replaced by A
∗
Y (resp. A
∗
P0Y
, φ∗Y ). Since
(A∗Y −A0,Y , A∗P0Y − A0,P0Y , φ∗Y − φ′0,Y )
= (∆∗MY ,∆
∗M
P0Y ,∆
∗D
Y ) + (A
∗
0,Y − AJ+1,Y , A∗0,P0Y −AJ+1,P0Y , φ∗0,Y − φ′J+1,Y )
+
∑
0≤n≤J
(An+1,Y −An,Y , An+1,P0Y − An,P0Y , φ′n+1,Y − φ′n,Y ),
inequality (6.168) now follows from Theorem 4.10, Lemma 6.1 and Proposition 6.2 as does
also the statement concerning the second order zero.
It follows from equations (6.1a)–(6.2b), from equations (4.137b) and (4.137c) for
An+1,µ and φ
′
n+1 and from definitions (4.138a) and (4.138b) of ∆
M
n and ∆
D
n that equations
(6.167a) and (6.167b) are satisfied. Equations (6.167a) and (6.167b) give ∂µAµ = 0, i.e.
with the notation (6.166), ∂µ(AI)
µ = 0. It then follows from inequality (6.168) with
ρ′ = 1, l = 1, Y = I that
∂µ(AI)
µ = ∂µ(A0,I)
µ = 0,
where the last equality follows from the definition of E◦ρ. The continuity from R+ to Eρ
follows from the fact that (K,Φ) ∈ Fn for n ≥ 0. This proves the theorem.
Next we introduce the manifold on which the gauge condition defined by (1.3a) and
(1.3b) is satisfied. Let V ρN , N ≥ 1, be the subset of all elements (f, f˙ , α) ∈ EρN , 1/2 < ρ < 1,
such that
∆f0 −
∑
1≤i≤3
∂if˙i + |α|2 = 0, (6.169)
f˙0 −
∑
1≤i≤3
∂ifi = 0
and let V ρ∞ = ∩N≥1V ρN . We also introduce the map
F−1: (g, g˙, β) 7→ (f, f˙ , α), f0 = g0 −∆−1|β|2, fi = gi, 1 ≤ i ≤ 3, f˙ = g˙, α = β, (6.170)
which maps EρN onto E
ρ
N , N ≥ 1 as will be proved.
Theorem 6.11. Let I be the identity map on EN and let F
−1 be defined by (6.170). Then
F = I +F (2) and F−1 = I −F (2) where F (2) is a (real) bilinear continuous map from EN
to EN , N ≥ 1. F (2) satisfies
‖F (2)(u1, u2)‖Eρ
N
≤ CN
(‖α1‖DN‖α2‖D1 + ‖α1‖D1‖α2‖DN ), N ≥ 1, ui = (fi, f˙i, αi), i = 1, 2,
where CN are independent of u1, u2. Moreover V
ρ
N , N ≥ 1, (with its topology inherited
from EρN) is a differentiable Hilbert manifold globally diffeomorphic to E
◦ρ
N by the map
F :V ρN → E◦ρN and V ρN = V ρ1 ∩EρN .
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Proof. Let u = (f, f˙ , α), ui = (fi, f˙i, αi), i = 1, 2, u, u1, u2 ∈ EN . By definition (6.170) of
F it follows that
F (u) = u+ F (2)(u, u),
F−1(u) = u− F (2)(u, u), (6.171)
F (2)(u1, u2) =
(
(
1
2
∆−1(α+1 α2 + α
+
2 α1), 0, 0, 0), 0, 0
)
.
According to Theorem 2.9
‖F (2)(u1, u2)‖Eρ
N
= ‖((1
2
∆−1(α+1 α2 + α
+
2 α1), 0, 0, 0), 0
)‖Mρ
N
≤ CN
∑
0≤|µ|≤|ν|≤n
‖|∇|ρxµ∂ν∆−1(α+1 α2 + α+2 α1)‖L2
where µ, ν ∈ N3, xµ = xµ11 xµ22 xµ33 , ∂ν = ∂ν11 ∂ν22 ∂ν33 . Since |µ| ≤ |ν| it follows that
‖F (2)(u1, u2)‖Eρ
N
≤ C′N
∑
0≤|µ|≤|ν|≤n
‖|∇|ρ−2xµ∂ν(α+1 α2 + α+2 α1)‖L2
for some constants C′N and it follows by continuity, using the fact that ‖|∇|ρ−2h‖L2 ≤
Cp‖h‖Lp , p = 6(7−2ρ)−1, for 1/2 < ρ ≤ 2, where h has compact support and the constant
Cp is independent of the support:
‖F (2)(u1, u2)‖Eρ
N
≤ C′′N
∑
|µ|≤|ν|≤n
‖xµ∂ν(α+1 α2 + α+2 α1)‖Lp ,
1/2 < ρ < 1, p = 6(7− 2ρ)−1. Using the inequalities
‖h1h2‖Lp ≤ ‖h1‖L2‖h2‖L3/(2−ρ) ,
‖h‖L3/(2−ρ) ≤ Cρ‖h1‖W 1,2 ,
for 1/2 < ρ < 1, we obtain
‖F (2)(u1, u2)‖Eρ
N
≤ CN
∑
0≤i≤N/2
(‖α1‖DN−i‖α2‖Di+1 + ‖α1‖D1+i‖α2‖DN−i), N ≥ 1.
Corollary 2.6 now gives (with new constants CN independent of u1, u2)
‖F (2)(u1, u2)‖Eρ
N
≤ CN
(‖α1‖DN ‖α2‖D1 + ‖α1‖D1‖α2‖DN ), N ≥ 1.
This proves the inequality of the theorem.
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Let u = (f, f˙ , α) ∈ V ρN , N ≥ 1. Then v = (g, g˙, β) = F (u) ∈ EρN and according to
(6.171): g0 = f0+∆
−1|α|2, gi = fi for 1 ≤ i ≤ 3 and g˙ = f˙ , β = α. It follows from (6.169)
that
∆g0 −
∑
1≤i≤3
∂ig˙i = 0,
g˙0 −
∑
1≤i≤3
∂igi = 0,
which, according to the definition of E◦ρN proves that v ∈ E◦ρN . Similarly it follows that
F−1(u) ∈ V ρN if u ∈ E◦ρN . This proves the theorem since E◦ρN = EρN ∩Eρ0 .
We next define a modified wave operator Ω1 for the M-D equations (1.1a), (1.1b) and
(1.1c), when t→∞. Let (AY (u))(t), (A˙Y (u))(t), (ψ′Y (u))(t), N0 and ON0 be as in Theorem
6.10 and let
Ω1(u) =
(
(A(u))(0), (A˙(u))(0), e−iϑ(A,0)(ψ′(u))(0)
)
, u ∈ O∞ = ON0 ∩ Eρ∞. (6.172)
Theorem 6.12. Let 1/2 < ρ < 1. There exists N0 ≥ 0 and a neighbourhood ON0 of zero
in E◦ρN0 such that Ω1:O∞ → Eρ∞ is a one to one C∞ mapping satisfying
‖(DlΩ1)(u; u1, . . . , ul)‖EL
≤ FL,l(‖u‖EN0 )R
l
N0,l+L
(u1, . . . , ul) + F
′
L,l(‖u‖EN0 )‖u‖EN0+l+L‖u1‖EN0 · · · ‖ul‖EN0
for each L ≥ 0, l ≥ 0, u1, . . . , ul ∈ E◦ρ∞ , where FL,l and F ′L,l are increasing continuous
functions. Moreover Ω1(0) = 0 and Ω1(O∞) ⊂ V ρ∞.
Proof. We first prove that Ω1 is one to one. Let u, u
′ ∈ O∞, where O∞ is as in Theorem
6.10. If Ω1(u) = Ω1(u
′), then it follows because of the uniqueness of the local (in time)
solution of the Maxwell-Dirac equations (1.1a), (1.1b) and (1.1c), according to Theorem
1 of [10] that the solution (A(u), ψ′(u)) and (A(u′), ψ′(u′)) of equations (6.167a), (6.167b)
and (6.167c) are equal. Theorem 6.10 then give that the free solutions (A0,I(u), ψ
′
0,I(u))
and (A0,I(u
′), ψ′0,I(u
′)) are equal, which according to their definition after formula (4.137c)
proves that u = u′.
Let
aN =
( ∑
Y ∈Π′
|Y |≤N
‖(AY (u), A˙Y (u), ψ′Y (u))(0)‖2Eρ0
)1/2
, N ≥ 0. (6.173)
Introduce also
ψY (u) = ξ
D
Y (e
−iϑ(A)ψ′(u))
and
ϑ′Y (u) = ξY ϑ(A), Y ∈ U(p).
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By Leibniz rule we obtain that
‖(ψ′Y (u))(0)‖D = ‖(ξDY e−iϑ(A,0)ψ(u))(0)‖D (6.174)
≥ ‖(ξDY ψ(u))(0)‖D − C|Y |
∑
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D,
Y ∈ Π′, |Y | ≥ 1, where the sum is taken over 1 ≤ l ≤ |Y |, Yi ∈ Π′, |Y1|+· · ·+|Yl|+|Z| ≤ |Y |,
|Z| ≤ |Y | − 1, |Yi| ≥ 1. It follows from Lemma 4.4 and Theorem 6.10 that
sup
x∈R3
(1 + |x|)1/2−ρ|(ϑ′Yi(u))(0, x)| ≤ F ′|Yi|,0(‖u‖EρN0 )‖u‖EρN0+|Yi| ,
which gives using that TDZ (Ω1(u)) = (ψZ(u))(0):
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D
≤ G|Y |(‖u‖Eρ
N0
)‖u‖Eρ
N0+|Y1|
· · · ‖u‖Eρ
N0+|Yl|
‖(1 + | · |)l(ρ−1/2)TDZ (Ω1(u))‖D,
where G|Y | is a polynomial. Since |Yi| ≥ 1 it follows from Corollary 2.6 that
‖u‖Eρ
N0+|Y1|
· · · ‖u‖Eρ
N0+|Yl|
≤ C|Y |‖u‖l−1Eρ
N0+1
‖u‖Eρ
N0+1+|Y1|+···+|Yl|−l
,
which after redefinition of the polynomial G|Y | and by the fact that 0 ≤ |Y1|+· · ·+|Yl|−l ≤
|Y | − |Z| − l gives:
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D (6.175)
≤ G|Y |(‖u‖Eρ
N0+1
)‖u‖EN0+1+|Y |−|Z|−l‖(1 + | · |)
l(ρ−1/2)TDZ (Ω1(u))‖D.
The inequality ‖(1 + | · |)bf‖L2 ≤ ‖(1 + | · |)f‖bL2‖f‖1−bL2 , 0 ≤ b ≤ 1, gives:
‖(1 + | · |)l(ρ−1/2)TDZ (Ω1(u))‖D
≤ ‖(1 + | · |)1+(l−1)(ρ−1/2)TDZ (Ω1(u))‖ρ−1/2D ‖(1 + | · |)(l−1)(ρ−1/2)TDZ (Ω1(u))‖3/2−ρD ,
which together with Theorem 2.9, statement i) of Corollary 2.21 and inequality (6.175)
shows that
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D
≤ G|Y |(‖u‖Eρ
N0+1
)(Cl,|Z|(‖Ω1(u)‖Eρ0 ))
ρ−1/2(Cl−1,Z(‖Ω1(u)‖Eρ0 ))
3/2−ρ
‖u‖EN0+1+|Y |−|Z|−l‖Ω1(u)‖
ρ−1/2
El+|Z|
‖Ω1(u)‖3/2−ρEl−1+|Z| .
Since
‖Ω1(u)‖Eρ0 = ‖(A(u), A˙(u), ψ
′(u))(0)‖Eρ0 ,
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it follows from the preceeding inequality and from Theorem 6.10 that
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D (6.176)
≤ G′|Y |(‖u‖EN0+1)‖u‖EN0+1+|Y |−|Z|−l‖Ω1(u)‖
ρ−1/2
El+|Z|
‖Ω1(u)‖3/2−ρEl−1+|Z| ,
where G′|Y | is a continuous function. Since (x+ y)
a ≤ xa + ya for x, y ≥ 0, 0 ≤ a ≤ 1, it
follows from Corollary 2.6 that
‖u‖EN0+1+|Y |−|Z|−l‖Ω1(u)‖
ρ−1/2
El+|Z|
‖Ω1(u)‖3/2−ρEl−1+|Z|
≤ C|Y |(‖u‖EN0+1‖Ω1(u)‖
ρ−1/2
E|Y |
‖Ω1(u)‖3/2−ρE|Y |−1 + ‖u‖EN0+1+|Y |‖Ω1(u)‖E0),
which together with Theorem 6.10 and inequality (6.176) give
‖(ϑ′Y1(u) · · ·ϑ′Yl(u)ψZ(u))(0)‖D (6.177)
≤ G|Y |(‖u‖EN0+1)‖u‖EN0+1+|Y | +G
′
|Y |(‖u‖EN0+1)‖Ω1(u)‖
ρ−1/2
E|Y |
‖Ω1(u)‖3/2−ρE|Y |−1 ,
where G|Y | and G
′
|Y | are continuous functions.
Definition (6.173) and inequalities (6.174) and (6.177) give after redefining N0 + 1 by
N0 and noting that
℘N (T (Ω1(u))) =
( ∑
Y ∈Π′
|Y |≤N
‖(AY (u), A˙Y (u), ψY (u))(0)‖2D
)1/2
:
℘N (T (Ω1(u)))
≤ aN +GN (‖u‖EN0 )‖u‖EN0+N +G
′
N (‖u‖EN0 )‖Ω1(u)‖
ρ−1/2
EN
‖Ω1(u)‖3/2−ρEN−1 , N ≥ 1,(6.178)
where GN and GN ′ are some continuous functions.
Let ON0 be sufficiently small so that Ω1(u) ∈ O, where O is given by Theorem 2.22.
This is possible according to theorem 6.10. It follows from inequality (6.178) statement ii)
of Theorem 2.22 and Theorem 6.10 that
℘1(T (Ω1(u))) (6.179)
≤ a1 +G1(‖u‖EN0 )‖u‖EN0+1 +H(‖u‖EN0 )℘1(T (Ω1(u)))
ρ−1/2‖Ω1(u)‖3/2−ρE0 ,
where H is a continuous function. This inequality gives
℘1(T (Ω1(u))) (6.180)
≤ 2a1 + 2G1(‖u‖EN0 )‖u‖EN0+1 + (H(‖u‖EN0 ))
2‖Ω1(u)‖E0 .
As a matter of fact if ‖Ω1(u)‖E0 = 0 then this is obvious. Let ‖Ω1(u)‖E0 > 0 and let
x = ℘1(T (Ω1(u)))/‖Ω1(u)‖E0 . Since x ≥ 1 and 0 < ρ− 1/2 < 1/2 we obtain
x ≤ (a1 +G1(‖u‖EN0 )‖u‖EN0+1)/‖Ω1(u)‖E0 +H(‖u‖EN0 )x
1/2,
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which gives the result. Inequality (6.180) and Theorem 6.10 (used for a1 and ‖Ω1(u)‖E0)
now show that
℘1(T (Ω1(u))) ≤ F (‖u‖EN0 )‖u‖EN0+1 , (6.181)
where F is a continuous function. Since Ω1(u) ∈ O, it follows from (6.181) and statement ii)
of Theorem 2.22 that
‖Ω1(u)‖E1 ≤ F ′1,0(‖u‖EN0 )‖u‖EN0+1 , (6.182)
where F ′1,0 is a continuous function.
Inequalities (6.178), (6.181) and (6.182) and statement iii) of Theorem 2.22 give, after
replacing N0 + 1 by N0, that
℘N (T (Ω1(u))) (6.183)
≤ HN (‖u‖EN0 )‖u‖EN0+N +H
′
N (‖u‖EN0 )
(
℘N (T (Ω1(u)))
)ρ−1/2(
℘N−1(T (Ω1(u)))
)3/2−ρ
,
N ≥ 1, where we have estimated aN by Theorem 6.10 and where HN and H ′N are contin-
uous functions.
In the same way as we obtained inequality (6.180) from inequality (6.179) we obtain
from inequality (6.183) that
℘N (T (Ω1(u)))
≤ 2HN (‖u‖EN0 )‖u‖EN0+N + (H
′
N (‖u‖EN0 ))
2℘N−1(T (Ω1(u))), N ≥ 1.
Since ℘0(T (Ω1(u))) = ‖Ω1(u)‖E0 ≤ H(‖u‖EN0 )‖u‖EN0 , according to Theorem 6.10, where
H is a continuous function it now follows that
℘N (T (Ω1(u))) ≤ GN (‖u‖EN0 )‖u‖EN0+N , N ≥ 0, (6.184)
where GN are continuous functions. Since Ω1(u) ∈ O it follows from (6.184) and statement
iii) of Theorem 2.22 (replacing N0 + 1 by N0) that
‖Ω1(u)‖EN ≤ F ′N,0(‖u‖EN0 )‖u‖EN0+N , N ≥ 0. (6.185)
This proves the theorem in the case of l = 0. The proof for the case l > 0 is so similar
that we omit it. That the gauge conditions (1.3a) and (1.3b) are satisfied follows from
the fact that equation (6.167c) is satisfied according to Theorem 6.10. This shows that
Ω1(O∞) ⊂ V ρ∞, which proves the theorem.
In order to prove that Ω1 has a local inverse, we shall use, for the space E
ρ
∞, the
inverse mapping theorem in the case of Fre´chet spaces. To do that we first extend the map
Ω1:O∞ → V ρ∞, where O∞ is an open neighbourhood of zero in E◦ρ∞ to a map from O′∞ to
Eρ∞, where O′∞ is a neighbourhood of zero in Eρ∞ and then prove that the derivative of
this extended map has a right inverse.
Theorem 6.13. Let 1/2 < ρ < 1. There exists N0 ≥ 0 and M0 ≥ 0 and there exists
neighbourhoods ON0 and UM0 of zero in E◦ρN0 and V
ρ
M0
respectively, such that the map
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Ω1:O∞ → U∞, O∞ = ON0 ∩ Eρ∞, U∞ = UM0 ∩ Eρ∞, satisfies the conclusions of Theorem
6.12 and has a C∞ inverse Ω−11 :U∞ → O∞ satisfying
‖(Dl(Ω−11 ◦ F−1))(u; u1, . . . , ul)‖EL
≤ CL,lRlM0,l+L(u1, . . . , ul) + C′L,l‖u‖EM0+l+L‖u1‖EM0 · · · ‖ul‖EM0
for each L ≥ 0, l ≥ 0 and each u ∈ F (U∞), u1, . . . , ul ∈ E◦ρ∞ , where F−1 is defined by
(6.170) and where CL,l and C
′
L,l are constants depending only on ρ and ‖u‖Eρ
M0
.
Proof. Let Q be the orthogonal projection on E◦ρ0 in E
ρ
0 , let N0 ≥ 1, ON0 , O∞ be as in
Theorem 6.12, let the map F be as in Theorem 6.11, let O′N0 be an open neighbourhood
of zero in EρN0 such that O′N0 ∩ E
◦ρ
N0
= ON0 and let O′∞ = O′N0 ∩ Eρ∞.
G(u) = F (Ω1(Qu)) + (1−Q)u, u ∈ O′∞, (6.186)
defines a C∞ function G:O′∞ → Eρ∞ according to Theorem 6.11 and Theorem 6.12 and
since Q is a linear continuous mapping from EρN to E
ρ
N , N ≥ 0. It follows from Theo-
rem 6.11, Theorem 6.12 and Corollary 2.6 that
‖(DlG)(u; u1, . . . , ul)‖EL (6.187)
≤ Cl,LRlN0,l+L(u1, . . . , ul) + C′L,l‖u‖EρN0+L+l‖u1‖EρN0 · · · ‖ul‖EN0 ,
for all u ∈ O′∞, u1, . . . , ul ∈ Eρ∞, L ≥ 0, l ≥ 0, for some constants Cl,L and C′l,L depending
only on ‖u‖
Eρ
N0
. Since Ω1(Qu) ∈ V ρ∞ for u ∈ O′∞ according to Theorem 6.12 it follows
from Theorem 6.11 that
QG(u) = F (Ω1(Qu)), (6.188a)
(1−Q)G(u) = (1−Q)u, u ∈ O′∞,
which shows that
QDG(u).v = DF (Ω1(Qu)).(DΩ1(Qu).Qv), (6.188b)
(1−Q)DG(u).v = (1−Q)v,
u ∈ O′∞, v ∈ Eρ∞.
We shall prove that DG(u) ∈ L(Eρ∞, Eρ∞), u ∈ O′∞ has a right inverse w′(u) ∈
L(Eρ∞, E
ρ
∞), i.e. DG(u).w
′(u)v = v for v ∈ Eρ∞ and u ∈ O′∞. For w(u) ∈ L(E◦ρ∞ , E◦ρ∞ ),
u ∈ O∞ we define w′(u) = w(Qu)Q + 1− Q for u ∈ O′∞. According to (6.188b) w′(u) is
then a right inverse of DG(u), u ∈ O′∞ if and only if
DF (Ω1(Qu)).(DΩ1(Qu).w(Qu)Qv) = Qv, u ∈ O′∞, v ∈ Eρ∞,
i.e. if
DF (Ω1(u)).(DΩ1(u).w(u)v) = v, u ∈ O∞, v ∈ E◦ρ∞ .
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This equation and Theorem 6.11 give
DΩ1(u).w(u)v = DF
−1(F (Ω1(u))).v, u ∈ O∞, v ∈ E◦ρ∞ , (6.189)
where DΩ1(u).w(u)v belongs to the tangent space of V
ρ
∞ at Ω1(u). Let H(u; v) =
DF−1(F (Ω1(u))).v. It follows from Theorem 6.11 that H(u; v) ∈ Eρ∞ is an element of
the tangent space of V ρ∞ at the point Ω1(u). Theorem 6.11, Theorem 6.12 and Corollary
2.6 give the following result, where D is differentiation only with respect to u:
‖(DlH)(u; v; u1, . . . , ul)‖EL (6.190)
≤ Cl,L
(Rl+1N0,L+l(v, u1, . . . , ul) + ‖u‖EN0+L+l‖v‖EN0‖u1‖EN0 · · · ‖ul‖EN0 , )
for all l ≥ 0, L ≥ 0, where Cl,L depends only on ‖u‖EN0 and where N0, which we have
chosen sufficiently large, is independent of l, L, u, v, u1, . . . , ul.
Since H(u; v) belongs to the tangent space of V ρ∞ at the point Ω1(u) we can take
H(u; v) = (a(0), a˙(0),Ψ(0)) as initial conditions for the derivative of the Maxwell-Dirac
equations in the form (1.12):
d
dt
(a(t), a˙(t),Ψ(t)) = DTP0(A(t), A˙(t), ψ(t)).(a(t), a˙(t),Ψ(t)), t ≥ 0, (6.191a)
where
d
dt
(A(t), A˙(t), ψ(t)) = TP0(A(t), A˙(t), ψ(t)), t ≥ 0, (6.191b)
and (A(t), A˙(t), ψ(t)) is given by Theorem 6.10 with Y = I and ψ(t) = e−iϑ(A,t)ψ′(t) and
where
(A(0), A˙(0), ψ(0)) = Ω1(u), u ∈ O∞. (6.191c)
The variable substitution ψ′(t) = eiϑ(A,t)(ψ(t) gives that the derivative Ψ′(t) of ψ′(t)
satisfies
Ψ′(t) = eiϑ(A,t)Ψ(t) + iϑ(a, t)ψ′(t), t ≥ 0. (6.192)
It follows from (6.191a), (6.191b) and (6.192) that
aµ = (ψ
′)+γ0γµΨ
′ + (Ψ′)+γ0γµψ
′ (6.193a)
and
(iγµ∂µ +m)Ψ
′ = (Aµ +Bµ)γ
µΨ′ + (aµ + bµ)γ
µψ′, (6.193b)
where Bµ = −∂µϑ(A) and bµ = −ϑ(a). Moreover
∂µA
µ = 0 and ∂µa
µ = 0. (6.193c)
We shall solve the system (6.193a), (6.193b) and (6.193c) for initial conditions
(a(0), a˙(0),Ψ′(0)) at t = 0, defined by H(u; v) = (a(0), a˙(0),Ψ(0)) and formula (6.192).
Let
aY = ξ
M
Y a, a˙Y = ξ
M
P0Y
a, Ψ′Y = ξ
D
Y Ψ
′, ΨY = ξ
D
Y Ψ (6.194a)
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and
ϑY (a) = ξY ϑ(a), bY = ξ
M
Y b, Y ∈ U(p). (6.194b)
Since the initial condition H(u; v), where u ∈ O∞, v ∈ E◦ρ∞ for equation (6.193a) and
(6.193b) is a function of u and v, this is also the case for aY , a˙Y , ΨY and Ψ
′
Y . We
introduce the notation
a
(l)
Y (resp.a˙
(l)
Y ,Ψ
(l)
Y ,Ψ
′(l)
Y ), l ≥ 0, (6.195)
for the lth derivative of aY (resp. a˙Y ,ΨY ,Ψ
′
Y ) with respect to u, in the directions
u1, . . . , ul ∈ E◦ρ∞ .
It follows from (6.192) and from Leibniz rule that
Ψ
′(l)
Y (0) (6.196)
=
∑
l1+l2=l
Cl1,l2
∑Y
Y1,Y2
((ξY1e
iϑ(A))(l1)(0)Ψ
(l2)
Y2
+ iϑY1(a, 0)
(l)ψ
′(l)
Y2
(0)), l ≥ 0, Y = Π′,
where f (l) is defined as in (6.195). Since ΨY (0) is the derivative of T
D
Y (A(0), A˙(0), ψ(0))
in the direction (a(0), a˙(0), ψ(0)), where Y ∈ U(p) and TDY is the Dirac component of TY ,
it follows from i) of Lemma 2.19, Corollary 2.6 and from inequality (6.190) that
‖Ψ(l)Y (0)‖DL (6.197)
≤ Cl,|Y |,LRl+1N0,L+l+|Y |(v, u1, . . . , ul) + C′l,|Y |,L‖u‖EρN0+L+l+|Y |‖v‖EρN0 ‖u1‖EρN0 · · · ‖ul‖EρN0 ,
for Y ∈ Π′, L ≥ 0, l ≥ 0, u ∈ O∞, v, u1, . . . , ul ∈ E◦ρ∞ . Here Cl,|Y |,L and C′l,|Y |,L are
constants depending only on ‖u‖
Eρ
N0
and N0 is an integer independent of L, Y , l, u,
v, u1, . . . , ul. It now follows by Corollary 2.6 and as in the proof of (6.175) that
‖(ξY1eiϑ(A))(l1)(0)Ψ
(l2)
Y2
(0)‖DL (6.198)
≤ Cl,|Y |,LRl+1N0,L+l+|Y |(v, u1, . . . , ul) + C′l,|Y |,L‖u‖EρN0+L+l+|Y |‖v‖EρN0 ‖u1‖EρN0 · · · ‖ul‖EρN0 ,
for Y1, Y2 ∈ Π′, |Y1| + |Y2| ≤ |Y |, l ≥ 0, l1 + l2 = l, L ≥ 0, and some constants Cl,|Y |,L
and C′l,|Y |,L and integer N0 having the same properties as those in (6.197). Similarly it is
proved that the second term in the sum in (6.196) also satisfy estimate (6.198). This gives
together with (6.190) that
‖(a(l)Y (0), a˙(l)Y (0),Ψ′(l)Y (0))‖Eρ
L
(6.199)
≤ Cl,|Y |,LRl+1N0,L+l+|Y |(v, u1, . . . , ul) + C′l,|Y |,L‖u‖EρN0+L+l+|Y |‖v‖EρN0 ‖u1‖EρN0 · · · ‖ul‖EρN0 ,
for Y ∈ Π′, L ≥ 0, l ≥ 0, u ∈ O∞, v, u1, . . . , ul ∈ E◦ρ∞ . Here Cl,|Y |,L and C′l,|Y |,L are con-
stants depending only on ‖u‖
Eρ
N0
and N0 is an integer independent of L, Y, l, u, v, u1, . . . , ul.
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Next we shall derive estimates for equations (6.193a), (6.193b) and (6.193c). Appli-
cation of ξMY , Y ∈ Π′, to equation (6.193a) gives for 1/2 < ρ′ ≤ 1:
‖(aY (t), a˙Y (t))‖
Mρ
′
0
(6.200)
≤ ‖(aY (0), a˙Y (0))‖
Mρ
′
0
+
∑
0≤µ≤3
∫ t
0
‖|∇|ρ−1(ξMY ((ψ′)+γ0γµΨ′ + (Ψ′)+γ0γµψ′))(s)‖L2ds.
Since ‖|∇|ρ′−1f‖L2 ≤ Cp‖f‖Lp , p = 6(5− 2ρ′)−1, and since
‖fg‖Lp ≤ ‖f‖(1+2ρ
′)/3
L∞ ‖f‖(2−2ρ
′)/3
L2 ‖g‖L2,
we obtain:
‖|∇|ρ′−1(ξMY ((ψ′)+γ0γµΨ′ +Ψ′+γ0γµψ′))(s)‖L2
≤ C|Y |
∑
|Y1|+|Y2|≤|Y |
|Y2|<|Y |
‖ψ′Y1(s)‖(1+2ρ
′)/3
L∞ ‖ψ′Y1(s)‖(2−2ρ
′)/3
L2 ‖Ψ′Y2(s)‖L2
+ C0‖ψ′I(s)‖(1+2ρ
′)/3
L∞ ‖ψ′I(s)‖(2−2ρ
′)/3
L2 ‖Ψ′Y (s)‖L2 .
This inequality, inequality (6.200) and Theorem 6.10, give
‖(aY (t), a˙Y (t))‖
Mρ
′
0
(6.201)
≤ ‖(aY (0), a˙Y (0))‖
Mρ
′
0
+
∑
L+|Y2|≤|Y |
|Y2|<|Y |
FL(‖u‖Eρ
N0
)‖u‖Eρ
N0+L
∫ t
0
(1 + s)−(1+2ρ
′)/2‖Ψ′Y2(s)‖L2ds
+ F0(‖u‖Eρ
N0
)‖u‖Eρ
N0
∫ t
0
(1 + s)−(1+2ρ
′)/2‖Ψ′Y (s)‖L2ds,
where 1/2 < ρ′ ≤ 1 and Y ∈ Π′, 1/2 < ρ < 1. It follows from (6.201) that
℘M
ρ′
n (a(t), a˙(t)) (6.202)
≤ ℘Mρ
′
n (a(0), a˙(0)) + Cn
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
∫ t
0
(1 + s)−(1+2ρ
′)/2℘Di (Ψ
′(s))ds
+ C0‖u‖Eρ
N0
∫ t
0
(1 + s)−(1+2ρ
′)/2℘Dn (Ψ
′(s))ds, n ≥ 0, t ≥ 0,
where Cn, n ≥ 0, are constants depending only on ‖u‖Eρ
N0
. Statement i) of Corollary 5.18,
with Gµ = Aµ + Bµ, t0 = 0, ε = 0, η = 0, ρ
′ = ρ, and equation (6.193b) give for n ≥ 0,
1/2 < ρ < 1, t ≥ 0:
℘Dn (Ψ
′(t)) (6.203a)
≤ Cn
(
℘Dn (Ψ
′(0)) +
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
℘Di (Ψ
′(0)) +
∑
0≤i≤n
‖u‖EN0+n−iτi(t)
)
,
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where
τi(t) = ℘
Mρ
i (a(0), a˙(0)) + ℘
M1
i (a(0), a˙(0)) (6.203b)
+
∫ t
0
(1 + s)ρ−2
(
sup
0≤s′≤s
(
℘M
ρ
i (a(s
′), a˙(s′)) + ℘M
1
i (a(s
′), a˙(s′))
)
+
∑
Y ∈Π′
|Y |≤i
sup
0≤s′≤s
(
(1 + s′)3/2−ρ‖aY (s′)‖L2(R3,R4)
))
ds
and where Cn, n ≥ 0, depends only on ‖u‖Eρ
N0
. Estimating ‖(1+t+|·|)aY (t)‖L2(R3,R4), by
using equation (6.193a) and Theorem 6.10, it follows from (6.202), (6.203a) and (6.203b),
using Corollary 2.6 and denoting
en(t) = sup
0≤s≤t
(
℘E
ρ
n (a(s), a˙(s),Ψ
′(s))
)
+ sup
0≤s≤t
(
℘E
1
n (a(s), a˙(s),Ψ
′(s))
)
,
that:
en(t) ≤ Cn
(
en(0) +
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
ei(0)
)
(6.204)
+ Cn
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
∫ t
0
(1 + s)−εei(s)ds
+ Cn‖u‖Eρ
N0
∫ t
0
(1 + s)−εen(s)ds, n ≥ 0, t ≥ 0,
where ε = min(2 − ρ, Y2 + ρ) > 1 and where Cn depends only on ‖u‖Eρ
N0
. It follows by
Gro¨nvall inequality that
en(t) ≤ C′n
(
en(0) +
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
ei(0) (6.205)
+
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
∫ t
0
(1 + s)−εei(s)ds
)
, t ≥ 0, n ≥ 0,
where C′n, n ≥ 0, are constants depending only on ‖u‖Eρ
N0
. We obtain from (6.205) by
induction and using Corollary 2.6 that
en(t) ≤ Cn
(
en(0) +
∑
0≤i≤n−1
‖u‖Eρ
N0+n−i
ei(0)
)
, t ≥ 0, n ≥ 0, (6.206)
for some constants depending only on ‖u‖
Eρ
N0
and for some integer N0 independent of n,
t, u. Combining (6.149) and (6.206) we obtain using Corollary 2.6 that the solution of
(6.193a), (6.193b) and (6.193c) with initial conditions (a(0), a˙(0),Ψ′(0)) sastify
℘E
ρ
n (a(t), a˙(t),Ψ
′(t)) ≤ Cn‖v‖Eρ
N0+n
+ C′n‖u‖Eρ
N0+n
‖u‖Eρ
N0
, t ≥ 0, n ≥ 0, (6.207)
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where Cn, C
′
n, are constants depending only on ‖u‖Eρ
N0
and where N0 is an integer inde-
pendent of n, t, u.
We can now use directly Corollary 5.2, with w(t, s) = eD(t−s), on the different terms
on the right-hand side of the equation
(iγµ∂µ +m)Ψ
′
Y = ξ
D
Y
(
(Aµ +Bµ)γ
µΨ′ + (aµ + bµ)γ
µψ′
)
, Y ∈ Π′, (6.208)
which proves that there exists β′ ∈ D∞ such that
lim
t→∞
‖Ψ′Y (t)− eDtTD1Y (β′)‖D = 0. (6.209)
Since the integral in (6.200) converges as t→∞, it follows using (6.209) that there exists
(g, g˙) ∈Mρ∞ such that
lim
t→∞
‖(a(t), a˙(t),Ψ′(t))− U1exp(tP0)T 1Y (v′)‖Mρ0 = 0, (6.210)
where v′ = (g, g˙, β) ∈ Eρ∞. It follows from (6.207) and (6.210) that
‖v′‖Eρ
N0
≤ Cn‖v‖Eρ
N0+n
+ C′n‖u‖Eρ
N0+n
‖v‖Eρ
N0
, n ≥ 0, (6.211)
where Cn and C
′
n are constants depending only on ‖u‖Eρ
N0
and where N0 is an integer
independent of n and u.
We now define w(u)v = v′, u ∈ O∞, which proves that equation (6.189) has a solution
w(u) with the property (6.209). Differentiation of equations (6.193a), (6.193b) and (6.193c)
with respect to u in the direction u1, . . . , ul ∈ E◦ρ∞ and induction give in the same way as
(6.211) was obtained that
‖(Dl(w(u)v))(u1, . . . , ul)‖Eρn (6.212)
≤ Cl,nRl+1N0,l+n(v, u1, . . . , ul) + C′l,n‖u‖EρN0+l+n‖v‖EρN0 ‖u1‖EρN0 · · · ‖ul‖EρN0 ,
for l ≥ 0, n ≥ 0, u ∈ O∞, v, u1, . . . , ul ∈ E◦ρ∞ . Here Cl,n and C′l,n are constants depending
only on ‖u‖
Eρ
N0
and N0 is an integer independent of l, n, u, v, u1, . . . , ul. By construction
of w′(u), u ∈ O′∞, it now follows that FG(u).w′(u)v = v for v ∈ Eρ∞ and it follows from
(6.212) that
‖(Dl(w′(u)v))(u1, . . . , ul)‖Eρn (6.213)
≤ Cl,nRl+1N0,l+n(v, u1, . . . , ul) + C′l,n‖u‖EρN0+l+n‖v‖EρN0 ‖u1‖EρN0 · · · ‖ul‖EρN0 ,
for l ≥ 0, n ≥ 0, u ∈ O′∞, v, u1, . . . , ul ∈ Eρ∞. Here Cl,n, C′l,n and N0 have the same
properties as in (6.212).
Theorem 2.5, property (6.187) of the map G:O′∞ → Eρ∞ and the existence of a
right inverse w′(u) ∈ L(Eρ∞, Eρ∞) of DG(u) ∈ L(Eρ∞, Eρ∞) with property (6.123) prove,
according to the implicit function theorem for Fre´chet spaces (Theorem 4.1.1 of [17]), that
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there exists a positive integer M0, an open neighbourhood U ′M0 of zero in EρM0 and a C∞
map H:U ′∞ = U ′M0 ∩Eρ∞ → O′∞ such that G(H(u)) = u for u ∈ U ′∞. Let Q′∞ = G−1[U ′∞]
be the inverse image of U ′∞ by G. Since G is continuous and U ′∞ is an open neignbourhood
of zero in Eρ∞ and since G(0) = 0, it follows that Q′∞ is an open neignbourhood of zero in
Eρ∞. The map G:Q′∞ → U ′∞ is onto because H(U ′∞) ⊂ Q′∞ and G(H(u)) = u for u ∈ U ′∞,
and according to Theorem 6.11 and Theorem 6.12G is also one-to-one. Since G:Q′∞ → U ′∞
is a bijection and G(H(u)) = u for u ∈ U ′∞, it follows that H:U ′∞ → O′∞ is a bijection.
This proves that the C∞ function G:Q′∞ → U ′∞ has a C∞ inverse G−1:U ′∞ → Q′∞.
Similarly, as we obtained (6.213), we now obtain that
‖(DlG−1)(u; u1, . . . , ul)‖Eρ
N
(6.214)
≤ Cl,nRlM0,l+n(u1, . . . , ul) + C′l,n‖u‖EρM0+l+n‖u1‖EρM0 · · · ‖ul‖EρM0 ,
for l ≥ 0, n ≥ 0, u ∈ U ′∞, u1, . . . , ul ∈ Eρ∞. Here Cl,n and C′l,n are constants depending
only on ‖u‖Eρ
M0
and M0 is an integer independent of l, n, u, u1, . . . , ul.
Let us define U∞ = F−1(U ′∞ ∩ E◦ρ∞ ) and let us redefine O∞ by O∞ = Q′∞ ∩ E◦ρ∞ .
According to definition (6.186) of G, Theorem 6.11 and the fact that G:Q′∞ → U ′∞ is
a diffeomorphism, it follows that Ω1:O∞ → U∞ is a diffeomorphism, which satisfies the
inequality of the theorem since G−1 satisfies inequality (6.214). This proves the theorem.
The construction of a modified wave operator Ω1:O∞ → U∞, for t → ∞, being
a diffeomorphism according to Theorem 6.13, could of course as well has been done for
t → −∞. To distinguish between the two modified wave operators so constructed, we
use the notation Ω
(ε)
1 :O1,∞(ε) → U∞(ε) for the wave operator and A(ε)(u), ψ′(ε)(u) for the
functions given by definition (6.165), with u ∈ O1,∞(ε), for the case t → ε∞, ε = ±.
O1,∞(ε) and U∞(ε) are given by Theorem 6.13, with Nε and Mε instead of N0 and M0
respectively. By definition we then have
Ω
(ε)
1 (u) =
(
(A(ε)(u))(0), (A˙(ε)(u))(0), e
−iϑ(A(ε)(u),0)(ψ′(ε)(u))(0)
)
, ε = ±, (6.215)
which should be compared with (6.172). Theorem 6.10 is then true, after the obvious
modification that (A0,Y (t), A˙0,Y (t), φ
′
0,Y (t)) is replaced by U
1
exp(tP0)
T 1Y (u), (AY , A˙Y , ψ
′
Y )
is replaced by (A(ε)Y , A˙(ε)Y , ψ
′
(ε)Y ). N0 is replaced by Nε and t ≥ 0 is replaced by εt ≥ 0.
This gives the following corollary:
Corollary 6.14. The function u 7−→ (A(ε)(u), A˙ε(u), ψ′(ε)(u)) satisfies the conclusions of
Theorem 6.10 for t→ ε∞ and Ω(ε)1 :O1,∞(ε) → U∞(ε) satisfies the conclusions of Theorem
6.13, where ε = ±.
Corollary 6.14 permits to solve the Cauchy problem for the Maxwell-Dirac equations
(1.1.a)–(1.1.c) for times t ∈ R and intial conditions v belonging to the open neighbourhood
U∞(0) = U∞(+)∩U∞(−) of zero in V ρ∞. We note that it follows using Corollary 6.14 and the
notation proceeding it, that U∞(0) = UM0 ∩ V ρ∞, where M0 = max(M+,M−) and UM0 =
UM+ ∩ UM− is a neighbourhood of zero in V ρM0 . Let Ω
(ε)
1 :O1,∞(ε) → U∞(0), ε = ±, be the
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diffeomorphism, which is the restriction of the former Ω
(ε)
1 to O1,∞(ε) =
(
Ω
(ε)
1
)−1
[U∞(0)].
We recall that for differentiation of functions defined on V ρ∞, that V
ρ
∞ is diffeomorphic to
E◦ρ∞ , according to Theorem 6.11.
Theorem 6.15. Let 1/2 < ρ < 1. If v = (f, f˙ , α) ∈ U∞(0), then there exists a unique
solution h(v) = (A, A˙, ψ) ∈ C0(R, (1−∆)−1/4E10)∩C1(R, (1−∆)1/4E10) of the M-D equa-
tions (1.1a)–(1.1c), with initial data v at t = 0. Moreover h ∈ C∞(U∞(0), C∞b (R, V ρ∞)),
where b stands for the topology of convergence on bounded subsets of R, the conclusion of
Theorem 6.10, with (A0,Y (t), A˙0,Y (t), φ
′
0,Y (t)) replaced by U
1
exp(tP0)
T 1Y (uε), u replaced by
uε =
(
Ω
(ε)
1
)−1
(v), N0 replaced by Nε and t ≥ 0 replaced by εt ≥ 0, is true for ε = ±1 and
if h(l)(t) is the lth derivative of the function v 7→ (h(v))(t) at v ∈ U∞(0) in the directions
of the elements v1, · · · , vl of the tangent space of V ρ∞ at v, then there exists N ≥ 0 such
that
‖h(l)(t)‖Eρn ≤ Cn+l,t
(RlN,n+l(v1, · · · , vl) + ‖v‖EρN+n+l‖v1‖EρN · · · ‖vl‖EρN ),
for t ∈ R, n, l ∈ N, where Cn+l,t depends only on ρ and ‖v‖Eρ
N
.
Proof. Let g
(l)
Y be the l
th derivative of the function v 7→ gY (v) = (AY , AP0Y , ξDY (eiϑ(A)ψ)),
Y ∈ Π′. It then follows by definition (6.215) of Ω1,(ε) and by applying Theorem 6.10 and
Corollary 6.14 with uε = Ω
−1
1(ε)(v) that g
(l)
Y ∈ C0(R, Eρ0), for Y ∈ Π′ and l ≥ 0 and that
g
I
(v) is a solution of equations (6.167a)–(6.176c).
We prove that h
(0)
Y = TY (h(v)) ∈ C0(R, Eρ0) for Y ∈ Π′. Let VY = (AY , AP0Y , ψY ),
where ψY = ξ
D
Y ψ, gY (v) = (AY , AP0Y , ψ
′
Y ), ψ
′
Y = ξ
D
Y ψ
′, ψ = e−iϑ(A)ψ′. It then follows
that
℘E
ρ
n (V (t)) (6.216)
≤ ℘Eρn
(
(g(v))(t)
)
+ Cn
∑
‖ϑY1(A, t) · · ·ϑYl(A, t)ψ′Z(t)‖D, n ≥ 0, t ∈ R,
where ϑYi(A, t) = (ξYiϑ(A))(t), Cn is a numerical constant and the sum is taken over
1 ≤ l ≤ n, Yi ∈ Π′, Z ∈ Π′, |Y1|+ · · ·+ |Yl|+ |Z| ≤ n, |Yi| ≥ 1. It follows from Lemma 4.4
and Theorem 6.10 that
‖(δ(t))1/2−ρϑYi(A, t)‖L∞ ≤ C|Yi|‖uε‖Eρ
N0+|Yi|
, (6.217)
where uε = Ω
−1
1(ε)(v) and where C|Yi| depends only on ρ and ‖uε‖Eρ
N0
. Inequalities (6.216)
and (6.217) give, similarly as in the proof of Theorem 6.12 (see (6.174)–(6.175)) that
℘E
ρ
n (V (t)) ≤ ℘E
ρ
n ((g(v))(t))+Cn
∑
1≤l≤n
j≤n−l
‖uε‖Eρ
N0+1+n−|Z|−l
℘Dj
(
(δ(t))l(ρ−1/2)ψ′(t)
)
, (6.218)
where Cn depends only on ρ and ‖uε‖Eρ
N0+1
. Since (δ(t))(x) ≤ C(1 + (λ1(t))(x) + |t|),
where C is independent of t and x, and since 0 < ρ− 1/2 < 1/2, it follows from Theorem
6.10 that
℘Dj
(
(δ(t))l(ρ−1/2)ψ′(t)
) ≤ (1 + t)l(ρ−1/2)Cj+l‖uε‖Eρ
N0+j+l
, j, l ≥ 0,
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where Cj+l depends only on ρ and ‖uε‖Eρ
N0
. This inequality and inequality (6.218) give
that
℘E
ρ
n (V (t)) ≤ ℘E
ρ
n ((g(v))(t)) + (1 + t)
n(ρ−1/2)Cn‖uε‖Eρ
N0+1
‖uε‖Eρ
N0+1+n
, n ≥ 0,
where Cn depends only on ρ and ‖uε‖Eρ
N0+1
. Estimating the first term on the right-hand
side of this inequality by Theorem 6.10 then gives that
℘E
ρ
n (V (t)) ≤ Cn(1 + t)n(ρ−1/2)‖uε‖Eρ
N0+1+n
, n ≥ 0, (6.219)
where Cn depends only on ρ and ‖u‖Eρ
N0+1
. Choosing N sufficiently large, it follows from
Theorem 6.13 that
℘E
ρ
n (V (t)) ≤ Cn(1 + t)n(ρ−1/2)‖v‖Eρ
N+n
, n ≥ 0, t ∈ R, (6.220)
where Cn depends only on ‖v‖Eρ
N
and ρ. Let Y (t) = exp(tadP0)Y , as in definition (1.11).
Then VY (t) = TY (t)((h(v))(t)), which together with inequalities (6.220) proves that
‖TY ((h(v))(t))‖D ≤ C|Y |(1 + t)|Y |‖TY (t)((h(v))(t))‖D (6.221)
≤ C′|Y |(1 + t)|Y |(ρ+1/2)‖v‖Eρ
N+|Y |
, Y ∈ Π′, t ∈ R,
where C′|Y | depends only on ρ and ‖u‖Eρ
N
. This proves that
℘E
ρ
n (h
(0)(t)) ≤ Cn(1 + t)n(ρ+1/2)‖v‖Eρ
N+n
, n ≥ 0, t ∈ R, (6.222)
where Cn depends only on ρ and ‖v‖Eρ
N
.
According to inequality (6.222), ‖h(0)
I
(t)‖
Eρ0
≤ C0‖v‖Eρ
N
, which shows that we can
choose U∞(0) such that the hypothesis of Theorem 2.22 is verified. Statements ii) and iii)
of Theorem 2.22 give that
‖h(0)
I
(t)‖Eρ1 ≤ C1(1 + t)
ρ+1/2‖v‖Eρ
N+1
, t ∈ R (6.223a)
and then that
‖h(0)
I
(t)‖Eρn ≤ Cn,t‖v‖EρN+n , n ≥ 1, t ∈ R, (6.223b)
where C1 and Cn,t depend only on ‖v‖Eρ
N+1
. It follows from inequality (6.223a) and
(6.223b) and from statement i) of Theorem 2.22 that
‖h(0)Y (t)‖Eρn ≤ Cn,|Y |,t‖v‖EρN+n+|Y | , n ∈ N, Y ∈ Π
′, t ∈ R, (6.224)
where Cn,|Y |,t depends only on ‖v‖Eρ
N+1
. This proves that h
(0)
Y ∈ C0(R, Eρ∞) for Y ∈ Π′.
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Since g
I
(v) is a solution of equations (6.167a)–(6.167c) it follows that h
(0)
I
is a solution
of the M-D equations, i.e. (d/dt)h
(0)
I
(t) = TP0(h
(0)
I
(t)). Equations (1.10) then gives that
(d/dt)kh
(0)
I
(t) = TPk+10
(h
(0)
I
(t)) = h
(0)
Pk+10
(t), which proves that h
(0)
I
= h(v) ∈ C∞(R, V ρ∞).
This proves the theorem for the case of l = 0. Since the case l ≥ 1 is so similar, we omit
it.
According to Theorem 6.15 and Theorem 6.10 the solution h(v), v ∈ U∞(0), satisfies
the asymptotic conditions
‖(A(t), A˙(t))−UM1exp(tP0)(f1(ε), f˙1(ε))‖Mρ0 +‖ψ(t)−e
−iϑ(A,t)UD1exp(tP0)α1(ε)‖D0 → 0, (6.225)
when εt→∞, ε = ±, where u1(ε) = (f1(ε), f˙1(ε), α1(ε)) = (Ω(ε)1 )−1(v).
To obtain asymptotic representations of the Poincare´ group, which do not require the
integration of the M-D equations for their construction, we shall replace (6.225) by
‖(A(t), A˙(t))− UM1exp(tP0)(fε, f˙ε)‖Mρ0 + ‖ψ(t)− e
−iϑ(A(ε),t)UD1exp(tP0)αε‖D0 → 0, (6.226)
when εt→∞, ε = ±, where A(+) is given by (1.22a), with (f+, f˙+, α+) instead of (f, f˙ , α),
where f+ = f1(+), f˙+ = f˙1(+) and where we shall determine α+. Similar relations are valid
for the case ε = −, and we shall only state the following results for ε = +. We recall
that the function χ0 in formula (1.22a) is given by χ0 = 1 in this chapter. To state next
proposition let
E+(f1(+), f˙1(+), α1(+)) = (f1(+), f˙1(+), α+), (6.227a)
αˆ+(k) =
∑
ε=±
eiϑ
∞(A(+)−A,(ω(k),−εk))Pε(k)αˆ1(+)(k), (6.227b)
for u1(+) = (f1(+), f˙1(+), α1(+)) ∈ O1,∞(+), where h(v) = (A, A˙, ψ) is the solution of the M-
D equations given by Theorem 6.15 with v = (Ω
(+)
1 )
−1(u1(+)), where ϑ
∞ is given by (1.23b)
and where A(+) = A(+)(u1(+)) is given by (1.22a) with u1(+) instead of (f+, f˙+, α+).
Proposition 6.16. Let 1/2 < ρ < 1. One can choose the open neighbourhood O1,∞(+)
of zero in E◦ρ∞ such that E+ is a diffeomorphism of O1,∞(+) onto an open neighbourhood
O∞(+) of zero in E◦ρ∞ , such that there exists N+ ∈ N and such that:
i) ‖(DlE+)(u; u1, · · · , ul)‖Eρn
≤ Cn+l
(RlN+,n+l(u1, · · · , ul) + ‖u‖EρN++n+l‖u1‖EρN+ · · · ‖ul‖EρN+ ),
for n, l ∈ N, u ∈ O1,∞(+), u1, · · · , ul ∈ E◦ρ∞ , where Cn+l depends only on ρ and ‖u‖Eρ
N+
,
ii) ‖(DlE−1+ )(u; u1, · · · , ul)‖Eρn
≤ Cn+l
(RlN+,n+l(u1, · · · , ul) + ‖u‖EρN++n+l‖u‖EρN+ · · · ‖ul‖EρN+ ),
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for n, l ∈ N, u ∈ O∞(+), u1, . . . , ul ∈ E◦ρ∞ , where Cn+l depends only on ρ and ‖u‖Eρ
N+
,
iii) Let χ0 ∈ C∞(R), 0 ≤ χ0 ≤ 1, χ0(s) = 0 for s ≤ 4, χ0(s) = 1 for s ≥ 14, let
1/2 < κ < 1, χ1(t, x) = χ0((t
2 − |x|2)/t2κ) for t ≥ 1 and |x| < t, χ1(t, x) = 0 elsewhere,
let (A
(+)
0 , A˙
(+)
0 , ψ
(+)
0 )(t) = U
1
exp(tP0)
u+, u+ = E+(u), let (A, A˙, ψ) = h(Ω
(+)
1 ◦ E−1+ (u+))
be the solution given by Theorem 6.15 and let ϕ = ϑ(A
(+)
0 ) + χ1ϑ(A
(+)2), where A(+)2 is
given by (1.22a). Then
|||(Dl(A− A(+)0 eiϕψ − ψ(+)0 )(u+; u+1, . . . , u+l)|||ρ′,r,L
≤ CL+l
(RlN+,L+l(u+1, . . . , u+l) + ‖u+‖EρN++L+l‖u+1‖EρN+ · · · ‖u+l‖EρN+ ),
for L, l ∈ N, 1/2 < ρ′ ≤ 1, r = (r(0), r(1)), r(0) > 0, r(1) ≥ ρ, u+ ∈ O∞(+),
u+1, · · · , u+l ∈ E◦ρ∞ , where ||| · |||ρ′,r,L is given in Theorem 6.10 and where CL+l depends
only on ρ′, r, ρ and ‖u+‖Eρ
N+
,
iv) Let A˙ = ξMP0A and A˙
(+)
0 = ξ
M
P0
A
(+)
0 . Then
‖(A(t), A˙(t))− (A(+)0 (t), A˙(+)0 (t))‖Mρ + ‖ψ(t)− (e−iϕψ(+)0 )(t)‖D → 0,
when t→∞, for u ∈ O∞(+).
Proof. We shall first estimate norms of (Dl(A − A(+)))(u; u1, . . . , ul), for l ∈ N, u ∈
O1,∞(+), ul ∈ Eρ∞, where A(+)(u) is given by (1.22a) with χ0 = 1 and with u = (f, f˙ , α)
instead of (f+, f˙+, α+) and where (A(u), A˙(u), ψ(u)) = h(Ω
(+)
1 (u)) is, according to Theo-
rem 6.15 the solution of the M-D equations in V ρ∞ with initial conditions Ω
(+)
1 (u) ∈ U∞(0).
Recall that An, n ≥ 0, and A∗ are the functions of u ∈ O1,∞(+) given by (4.137b) and (6.30)
respectively and let A(l) (resp. A(+)(l), A∗(l)) be the lth derivative of A (resp. A(+), A∗)
at u in the directions u1, . . . , ul. It follows from Lemma 6.3, statement i) of Theorem 6.9
and by a suitable definition of N+ that
‖δ(t)(1 + ∣∣t− | · |∣∣)1/2(ξMY (A(l) − A∗(l)))(t)‖L∞ + ‖(ξMY (A(l) − A∗(l)))(t)‖L2 (6.228)
≤ (1 + t)−1+ρCl+|Y |
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t ≥ 0, l ∈ N, Y ∈ Π′, u ∈ O1,∞(+), u1, . . . , ul ∈ Eρ∞, where Cl+|Y | depends only on
ρ and ‖u‖
Eρ
N+
. Inequality (6.29) and the inequality following (6.29), with ρ′ = 1 and the
analog inequalities for l ≥ 1 give that
‖δ(t)(1 + ∣∣t− | · |∣∣)1/2(ξMY (A∗(l) − A(l)J ))(t)‖L∞ + ‖(ξMY (A∗(l) −A(l)J ))(t)‖L2 (6.229)
≤ (1 + t)−1+ρCl+|Y |
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
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for t ≥ 0, l ∈ N, Y ∈ Π′, u ∈ O1,∞(+), u1, . . . , ul ∈ Eρ∞, where Cl+|Y | depends only on ρ
and ‖u‖
Eρ
N+
. Theorem 4.10 gives that
‖(δ(t))1+χ−η+i(ξMY (A(l)J − A(l)1 ))(t)‖L∞(1 + t)n (6.230)
+ ‖(ξMY (A(l)J −A(l)1 ), ξMP0Y (A(l)J −A(l)1 ))(t)‖Mρ′0 (1 + t)
ρ′−1/2+χ
≤ Cl+|Y |
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
for t ≥ 0, l ∈ N, Y ∈ σi, i = 0, 1, 0 ≤ ρ′ ≤ 1, ρ′ − 1/2 + χ > 0, η > 0, u ∈ O1,∞(+),
u1, . . . , ul ∈ Eρ∞, where χ = 2(1−ρ) and where Cl+|Y | depends only on η, ρ, ρ′ and ‖u‖Eρ
N+
.
We note that by (4.137b), with n = 0, and by definitions (1.22a) of A(+) it follows that
A1 − A(+) = A21 − A(+)2, where A21 (resp.A(+)2) is the bilinear term of A1 (resp.A(+)) in
u. Let, for ui = (fi, f˙i, αi) ∈ Eρ∞,
(Jµ(u1 ⊗ u2))(t) (6.231a)
=
1
2
(
(UD1exp(tP0)α1)
+γ0γµ(U
D1
exp(tP0)
α2) + (U
D1
exp(tP0)
α2)
+γ0γµ(U
D1
exp(tP0)
α1)
)
, t ∈ R,
and(
(J (+)µ (u1 ⊗ u2))(t)
)
(x) (6.231b)
=
1
2
(m
t
)3( t√
t2 − |x|2
)5 ∑
ε=±
((
Pε(p(t, x))αˆ1(p(t, x))
)+
γ0γµ
(
Pε(p(t, x))αˆ2(p(t, x)
)
)
+
(
Pε(p(t, x))αˆ2(p(t, x))
)+
γ0γµ
(
Pε(p(t, x))αˆ1(p(t, x))
))
,
for t > 0, t2 − |x|2 > 0 and ((J (+)µ (u1 ⊗ u2))(t))(x) = 0 for t > 0, t2 − |x|2 ≤ 9. Then(
J
(+)
µ (u1 ⊗ u2)
)
(t) ∈ D∞ for t > 0. We have ξµY1A21(u1 ⊗ u2) = ξMY1J(u1 ⊗ u2) in R4
for Y1 ∈ U(p) and ξMY1A(+)2 = ξMY1J (+)(u1 ⊗ u2) in {(t, x) ∈ R+ × R3
∣∣t2 − |x|2 ≥ 4}
for Y1 ∈ U(p). This covariance property for Y1 ∈ Π′ ∩ +U(sl(2,C)), Y = ZY1, with
Z ∈ Π′ ∩ U(R4) and Corollary 4.2 and this covariance property for Y1 ∈ Π′, Y = Y1 and
statement iii) of Lemma 4.3 give:
‖(ξMY (A(2)1 (u1 ⊗ u2)−A(+)2(u1 ⊗ u2)))(t)‖L∞(|x|2≤t2−4)(1 + t)2 (6.232)
+ ‖(ξMY (A(2)1 (u1 ⊗ u2)− A(+)2(u1 ⊗ u2)))(t)‖L2(|x|2≤t2−4)(1 + t)1/2
≤ C|Y |
(‖α1‖DN+‖α2‖DN++|Y | + ‖α1‖DN++|Y |‖α2‖DN+ ),
for u1, u2 ∈ Eρ∞, Y ∈ Π′, t ≥ 2, where C|Y | is independent of t, u1, u2. Since the support
of s 7→ (d/ds)nχ(s), s ∈ R, is a subset of the interval [1, 2], it follows that∣∣(∂α00 ∂α11 ∂∂22 ∂α33 χ(ρ))(t, x)∣∣ ≤ C|α|(1 + t)|α|, t ≥ 0, x ∈ R3, (6.233)
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where we have defined (χ(ρ))(t, x) = 0 for t2−|x|2 < 0. Since ξY ρ = 0 for Y ∈ U(sl(2,C))
and since the volume of {x ∈ R3∣∣t2 − 4 ≤ |x|2 ≤ t2} is bounded by C(1 + t), t ≥ 0, where
C is independent of t, it follows from (4.47) of Corollary 4.2 that
‖(ξMZYA(+)2(u1 ⊗ u2))(t)‖Lp(|x|2≥t2−4) (6.234)
≤ C|Z|+|Y |
∑
0≤n≤|Z|
(1 + t)−1+1/p+|Z|−n
(‖α1‖DN+‖α2‖DN++n+|Y | + ‖α1‖DN++n+|Y |‖α2‖DN+ ),
for 1 ≤ p ≤ ∞, t ≥ 0, u1, u2 ∈ Eρ∞, Y ∈ Π′ ∩ U(sl(2,C)), Z ∈ Π′ ∩ U(R4), where C|Z|+|Y |
depends only on p. It follows similarly from Theorem 4.10, reminding that there is no
cut-off function in A21, that
‖(ξMY A21(u1 ⊗ u2))(t)‖Lp(t2−4≤|x|2≤t2) (6.235)
≤ C|Y |(1 + t)−1+1/p
(‖α1‖DN+‖α2‖DN++|Y | + ‖α1‖DN++|Y |‖α2‖DN+ ),
for 1 ≤ p ≤ ∞, t ≥ 0, u1, u2 ∈ Eρ∞, Y ∈ Π′, where C|Y | depends only on p.
According to (6.227a) and (6.227b) let E+(u) = (f, f˙ , α+(u)) for u = (f, f˙ , α) ∈
O1,∞(+), where
(α+(u))
∧(k) =
∑
ε=±
eiϑ
∞(A(+)−A,(ω(k),−εk))Pε(k)αˆ(k). (6.236)
To prove that E+ is a C
∞ function from O1,∞(+) to Eρ∞ satisfying the inequality of
statement i), it is sufficient to prove this for the function α+ from O1,∞(+) to D∞. If
βˆ(k) =
∑
ε Fε(k)Pε(k)αˆ(k), then if follows using definition (1.5d) of T
D1
M0i
that
(TD1M0iβ)
∧(k) =
∑
ε
(
(−εω(k) ∂
∂ki
Fε(k))Pε(k)αˆ(k) + Fε(k)Pε(k)(T
D1
M0iα)
∧(k)
)
, (6.237a)
and if Fε(k) = f(ω(k),−εk) then
−εω(k) ∂
∂ki
Fε(k) = (ξM0if)(ω(k),−εk). (6.237b)
A similar relation is valid for the rotations which gives that
(TD1X β)
∧(k) (6.237c)
=
∑
ε
((ξXf)(ω(k),−εk)Pε(k)αˆ(k) + f(ω(k),−εk)Pε(k)(TD1X α)∧(k), X ∈ sl(2,C).
Using the SL(2,C) covariance of the function ϑ∞ it follows from (6.237c), with f(y) =
ϑ∞(H, y) that
(TD1ZY β)(k) =
∑Y
Y1,Y2
∑
ε
ϑ∞(ξMY1H, (ω(k),−εk))Pε(k)(TD1ZY2α)∧(k), (6.238)
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for Y ∈ Π′ ∩ U(sl(2,C)) and Z ∈ Π′ ∩ U(R4), where βˆ(k) = ∑ε ϑ∞(H, (ω(k),−εk)) and
H:R+ × R3 → R4 is sufficiently smooth and decreasing. It follows from equalities (6.236)
and (6.238) that
(
TD1ZY ((D
lα+)u; u1, . . . , ul))
)∧
(k) is a sum of terms
CY1,...,Yj+1;i1,...,ij+1ϑ
∞(ξMY1H
(i1), lε(k)) · · ·ϑ∞(ξMYjH(ij), lε(k)) (6.238)
eiϑ
∞(H,lε(k))Pε(k)(T
D1
ZYj+1α
(ij+1))∧(k),
Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)), where H = A(+) − A, lε(k) = (ω(k),−εk), where
H(i1), . . . , H(ij), α(ij+1) are the derivatives of order i1, . . . , ij respectively ij+1 at u, each
depending respectively on i1, · · · , ij , ij+1 distinct arguments among u1, . . . , ul and where
i1 + · · · + ij+1 = l, i1, . . . , ij+1 ≥ 0, Y1, . . . , Yj+1 ∈ Π′ ∩ U(sl(2,C)), |Y1| + · · ·+ |Yj+1| =
|Y |, |Yq| + iq ≥ 1 for q ≤ j. Since the function (t, x) 7→ ϑ∞(H, (t, x)) is homogeneous
of degree zero, we can use statement ii) of Lemma 3.1 to the function (ω(k),−εk) 7→
ϑ∞(H,m−1(ω(k),−εk)) = ϑ∞(H, (ω(k),−εk)). This gives
|ϑ∞(ξMY H(l), (ω(k),−εk))| (6.240)
≤ 2m( ln (1 + ω(k)
m
)
+
1
2τ
)
sup
t≥1
|x|<t
(
(1 + t)(1 + t− |x|)τ |(ξMY H(l))(t, x)|
)
, τ > 0,
for Y ∈ Π′∩U(sl(2,C)), k ∈ R3, ε = ±. Since t−|x| ≤ 4(1+t)−1, for t ≥ 1, t2−|x|2 ≤ 2 and
|x| ≤ t it follows from inequalities (6.228), (6.229), (6.230), (6.232), (6.234) and (6.235),
choosing τ = 1− ρ in (6.240) that∣∣ϑ∞(ξMY (A(+)(l) − A(l)), (ω(k),−εk))∣∣ (6.241)
≤ C|Y |+l ln
(
1 +
ω(k)
m
)(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for l ≥ 0, Y ∈ Π′∩U(sl(2,C)), k ∈ R3, ε = ±, u ∈ O1,∞(+), u1, . . . , ul ∈ Eρ∞, where C|Y |+l
depends only on ρ and ‖u‖Eρ
N+
. Reindexing for the moment the sequence u1, . . . , ul we can
suppose that H(i1); . . . ;H(ij) depend on the arguments u1, . . . , ui1 ; . . . ; ui1+···+ij−1+1, . . .,
ui1+···+ij respectively and that α
(ij+1) depends on ul−ij+1+1, . . . , ul. Using the notation
R(l)N+,N++|Y |+l(u; u1, . . . , ul) = RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
using the fact that ln(1 + ω(k)/m) ≤ ω(k)/m and that
R(l)N+,N++|Y |+l(u; u1, . . . , ul) ≤ R
(l)
N++1,N++1+|Y |+l−1
(u; u1, . . . , ul),
it follows from Corollary 2.6 and inequality (6.241) that the expression (6.239) is majorized
by
C|Y |+lR(l)N++1,N++1+|Z|+|Y |+l(u; u1, . . . , ul). (6.242)
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Here we have also used the fact that
‖ω(−i∂)jTD1ZYj+1 α(ij+1)‖D ≤ C|Z|+|Yj+1|+j R
(ij+1)
N+,N++|Z|+|Yj+1|+ij+1
(u; ul−ij+1+1, . . . , ul)
and that |Yq|+iq ≥ 1 for q ≤ j. Since the expression (6.242) is independent of permutations
of u1, . . . , ul, this expression majorizes all the expressions (6.239). This proves, after
redefinition of N+, that E+:O1,∞(+) → Eρ∞ is C∞ and that statement i) of the proposition
is true.
We shall next study the asymptotic behavior of eiϕ(t)ψ(t) in statement iii) of the
proposition for u+ = (f+, f˙+, α+) = E+(u), u = (f, f˙ , α) ∈ O1,∞(+) and v = Ω(+)1 (u). It
follows from (4.47) of Corollary 4.2 that
‖(ξMY A(+)2(u1 ⊗ u2))(t)‖LP (|x|2≤t2−4) (6.243)
≤ (1 + t)−1−i+3/pC|Y |
(‖α1‖DN+‖α2‖DN++|Y | + ‖α1‖DN++|Y |‖α2‖DN+ ),
for 1 ≤ p ≤ ∞, t ≥ 0, uj = (fj , f˙j, αj) ∈ E◦ρ∞ , j = 0, 1, Y ∈ σi, i = 0, 1, where N+
and C|Y | are independent of p, t, uj , Y . Let χ1(t, x) = χ0((t
2 − |x|2)/t2κ) for t ≥ 1 and
χ1(t, x) = 0 elsewhere for t ≥ 0. Since χ1(t, x) = 0 for t2 − |x|2 ≤ 4t2κ, it follows that
t2 − |x|2 ≥ 4t2κ > 16 in the support of ϕ. Here we have used the fact that 1/2 < κ < 1.
Inequalities (6.234) and (6.243) then give for Y ∈ Π′ and for (t, x) ∈ supp χ1:∣∣ξY ϑ(A(+)2(u1 ⊗ u2), (t, x))∣∣ (6.244)
≤ (1 + t)−i+κ′C|Y |
(‖α1‖DN+‖α2‖DN++|Y | + ‖α1‖DN++|Y |‖α2‖DN+ ),
for t ≥ 0, x ∈ R3, Y ∈ σi, i = 0, 1, where κ′ > 0 can be made arbitrary small by choosing
κ ∈]1/2, 1[ sufficiently close to 1 and where C|Y | depends only on κ. According to the
definition of χ1 we obtain that
|ξY χ1|(t, x) ≤ C|Y |(1 + t)−i(2κ−1) forY ∈ σi, i ∈ N. (6.245)
Hence, redefining κ′ and identifying the second order part of the map ϕ with a bilinear
symmetric map ϕ2, it follows from inequality (6.244) that
|ξY ϕ2(u1 ⊗ u2)|(t, x) (6.246)
≤ (1 + t)−i+κ′C|Y |
(‖α1‖DN+‖α2‖DN++|Y | + ‖α1‖DN++|Y |‖α2‖DN+ ),
for t ≥ 0, x ∈ R3, Y ∈ σi, i ∈ {0, 1}, uj = (fj , f˙j, αj) ∈ Eρ∞, where κ′ can be made
arbitrary small by choosing κ ∈]1/2, 1[ sufficiently close to 1 and where C|Y | depends only
on κ. Let (t, x) ∈ supp (1−χ1) and |x| ≤ t. Then 0 ≤ t− |x| ≤ 16t2κ−1, which shows that
(1 + λ1(t))(x) ≥ C(1 + t)2(1−κ) for such t and x. Hence by the definition of λ1, it follows
that (1 + t+ |x|)2(1−κ) ≤ C(1 + λ1, (t))(x) for (t, x) ∈ supp (1− χ1) and t ≥ 0, where C is
independent of t and x. This gives together with Theorem 6.10 and Lemma 4.4 that
‖(1 + λ1(t))−τ/(2(1−κ))
(
ξY (1− χ1) ϑ(A(l) − A(l)0 )
)
(t)‖L∞ (6.247)
+ ‖(δ(t))2−ρ(ξZ(1− χ1)ϑ(A(l) −A(l)0 ))(t)‖L∞
≤ CL
(RlN+,L(u1, . . . , ul) + ‖u‖EρN++L‖u1‖EρN+ · · · ‖ul‖EρN+ ),
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for t ≥ 0, τ > 0, Y ∈ Π′, Z ∈ σ1, u1, . . . , ul ∈ E◦ρ∞ , max(|Y |, |Z|) + l ≤ L, where A(l) −
A
(l)
0 = (D
l(A − A0))(u; u1, . . . , ul) and where CL depends only on τ, ρ, κ and ‖u‖Eρ
N++L
.
It follows from inequalities (6.228), (6.229), (6.230) and (6.232) that if H(l) = (Dl(A(+) −
A))(u; u1, . . . , ul) then
|ξMY H(l)|(t, x) ≤ (1 + t)−3+2ρ−j(ρ−1/2)(1 + (λ1(t))(x))1−ρ+j(ρ−1/2) (6.248a)
C|Y |,l
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t2 − |x|2 ≥ 4, t ≥ 0, l ≥ 0, Y ∈ σj , j ∈ {0, 1}, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where
C|Y |,l depends only on ρ and ‖u‖Eρ
N+
. It follows from Theorem 6.10 and inequality (6.234)
that
|ξMZYH(l)|(t, x) ≤ C|Z|+|Y |+l
∑
0≤n≤|Z|
(1 + t)−1+|Z|−n (6.248b)
(RlN+,n+|Y |+l(u1, . . . , ul) + ‖u‖EρN++n+|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t2 − |x|2 ≤ 4, t ≥ 0, l ≥ 0, Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)), u ∈ O1,∞(+),
u1, . . . , ul ∈ E◦ρ∞ , where C|Z|+|Y |+l depends only on ρ and ‖u‖Eρ
N+
. If (t, x), t > 0, is inside
the light cone then it follows from inequality (6.248a) and (6.248b) that the line integral
ϑ∞(ξMY H
(l), (t, x)) converges absolutely for Y ∈ Π′ ∩ U(sl(2,C)). The function (t, x) 7→
ϑ∞(ξMY H
(l), (t, x)) from the interior of the forward light cone into R is homogeneous of
degree zero and ξY ϑ
∞(H(l)) = ϑ∞(ξMY H
(l)) for Y ∈ Π′ ∩ U(sl(2,C)). Expressing the
derivatives ∂µ as linear functions of ξM0i and the dilatation operator as in equality (5.67),
it follows from inequality (6.248a) with Y ∈ Π′ ∩ U(sl(2,C)), inequality (6.248b) with
Z = I and by using t2 − |x|2 ≥ 4t2κ, t ≥ 0, in the support of χ1, that(
1 + ln(1 + t/(t− |x|)))−1t(2κ−1)|Z||ξZY ϑ∞(H(l))|(t, x),
Z ∈ Π′ ∩ U(R4), Y ∈ Π′ ∩ U(sl(2,C)) is uniformly bounded in (t, x) on the support of χ1.
According to inequality (6.245) and using the bounds in inequalities (6.248a) and (6.248b)
we obtain that∣∣ξZY χ1ϑ∞(H(l))∣∣(t, x) (6.249)
≤ (1 + ln(1 + t/(t− |x|)))(1 + t)−|Z|(2κ−1)
C|ZY |+l
(RlN+,|Z|+|Y |+l (u1, . . . , ul) + ‖u‖EρN++|Z|+|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for (t, x) ∈ supp (χ1), l ≥ 0, Z ∈ Π′∩U(R4), Y ∈ Π′∩U(sl(2,C)), u ∈ O1,∞(+), u1, . . . , ul ∈
E◦ρ∞ , where C|ZY |+l depends only on ρ and ‖u‖Eρ
N+
. Similarly as we obtained (6.246) from
inequality (6.244), it follows from inequalities (6.248a) and (6.248b) and from 1+λ1(sy) ≤
C(1 + λ1(y)) for y inside the light cone and for 0 ≤ s ≤ 1, that∣∣ξY χ1ϑ(H(l))∣∣(t, x) (6.250)
≤ (1 + t)−2(1−ρ)(1 + λ1(t, x))1/2
C|Y |+l
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
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for t ≥ 0, x ∈ R3, Y ∈ σ1, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where κ is chosen sufficiently
close to one and where C|Y |+l depends only on κ, ρ and ‖u‖Eρ
N+
. Since ϕ − ϑ(A) =
χ1ϑ(A
(+) − A) + (1− χ1)ϑ(A0 − A), it follows from inequalities (6.247) and (6.250) that
‖(δ(t))2(1−ρ)(1 + λ1(t))−1/2(ξY
(
Dl(ϕ− ϑ(A))(u; u1, . . . , ul)
)
(t)‖L∞ (6.251)
≤ C|Y |+l
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t ≥ 0, Y ∈ σ1, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where C|Y |+l depends only on ρ and
‖u‖
Eρ
N+
. It also follows from inequality (6.247), with τ/(2(1−κ)) replaced by τ , and from
inequalities (6.248a) and (6.248b), that
‖(1 + λ1(t))−τ
(
ξY (D
l(ϕ− ϑ(A)))(u; u1, · · · , ul)
)
(t)‖L∞ (6.252)
≤ C|Y |+l
(RlN+,|Y |+l(u1, . . . , ul) + ‖u‖EρN++|Y |+l‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t ≥ 0, Y ∈ Π′ ∩ U(sl(2,C)), u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , τ > 0, where C|Y |+l
depends only on τ , ρ and ‖u‖
Eρ
N+
. Let ψ0(t) = U
D1
exp(tP0)
α. Using Theorem 6.10, Corollary
2.6, inequalities (6.251) and (6.252), with τ = 1/2 and redefining N+ we obtain, with the
notation
q
(l)
Y (t) =
(
ξDY
(
Dl(ei(ϕ−ϑ(A))(eiϑ(A)ψ − ψ0))
)
(u; u1, . . . , ul)
)
(t), (6.253)
that
(1 + t)2(1−ρ)‖(1 + λ1(t))k/2q(l)Y (t)‖D + ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2q(l)Y (t)‖L∞ (6.254)
≤ C|Y |+l+k
(RlN+,|Y |+l+k(u1, . . . , ul) + ‖u‖EρN++|Y |+l+k‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t ≥ 0, l ∈ N, k ∈ N, Y ∈ Π′, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where C|Y |+l+k depends
only on ρ and ‖u‖
Eρ
N+
. Similarly, if
r
(l)
Y,Z(t) =
(
ξDY Z(D
l(ei(ϕ−ϑ(A))ψ0))− ξDY (Dl(ei(ϕ−ϑ(A))ξDZ ψ0))
)
(t), (6.255)
then
(1 + t)2(1−ρ)‖(1 + λ1(t))k/2r(l)Y,Z(t)‖D + ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2r(l)Y,Z(t)‖L∞ (6.256)
≤ |Z|C|Y |+|Z|+l+k
(RlN+,|Y |+|Z|+l+k(u1, . . . , ul) + ‖u‖EρN++|Y |+|Z|+l+k‖u1‖EρN+ · · · ‖ul‖EρN+
)
,
for t ≥ 0, l ∈ N, k ∈ N, Y ∈ Π′∩U(sl(2,C)), Z ∈ Π′∩U(R4), u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ ,
where C|Y |+|Z|+l+k depends only on ρ and ‖u‖Eρ
N+
. Development of the expression
ξDY
(
(Dl(ei(ϕ−ϑ(A))ξDZ ψ0))(u; u1, . . . , ul)
)
, Y ∈ Π′ ∩ U(sl(2,C)),
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shows that it is a sum of expressions
CY1,...,Yj+1;i1,...,ij+1
(
ξY1(ϕ
(i1) − ϑ(A(i1)))) · · · (ξYj (ϕ(ij) − ϑ(A(ij)))) (6.257)
ei(ϕ−ϑ(A))(ξDYj+1Zψ
(ij+1)
0 ), Y, Y1 . . . , Yj+1 ∈ Π′ ∩ U(sl(2,C)),
where the coefficients and the dependence of the arguments are as in expression (6.239).
According to Theorem A.1 there exists two functions β
(ij+1)
(ε)X ∈ C∞(R+×R3−{0}), ε = ±,
given by formula (A.1), homogeneous of degree −3/2 and with support in the forward light
cone such that, if
(φ
(ij+1)
(ε)X (t))(x) = e
iεm(t2−|x|2)1/2β
(ij+1)
(ε)X (t, x),
then there exists N ∈ N such that
‖(1 + λ1(t))k/2
(
Pε(−i∂)UD1exp(tP0)TD1X α(ij+1) − φ
(ij+1)
(ε)X (t)
)‖D ≤ t−1Ck‖α(ij+1)‖DN+k+|X|
for t > 0, k ∈ N, X ∈ Π′, where Ck is independent of t and X . This gives together with
inequality (6.252), taking 0 < τ ≤ 1/2 and after redefining N+ by max(N++1, N) that, if
Qj
(
Y1, . . . , Yj; i1, . . . , ij ; (t, x)
)
(6.258a)
=
(
(ξY1(ϕ
(i1) − ϑ(A(i1)))) · · · (ξYj (ϕ(ij) − ϑ(A(ij))))
)
(t, x),
then
‖(1 + λ1(t))k/2Qj
(
Y1, . . . , Yj; i1, . . . , ij ; (t, ·)
)(
Pε(−i∂)(ξDYj+1Z ψ
(ij+1)
0 )(t)− φ(ij+1)(ε)Yj+1Z(t)
)‖D
≤ t−1C|Y |+|Z|+k+lR(l)N+,N++|Y |+|Z|+k+l(u; u1, . . . , ul), t > 0, (6.258b)
where Y1, . . . , Yj+1, i1, . . . , ij+1 are as in expression (6.239), where we have used the no-
tation R(l) as in expression (6.242) and where we have used that |Yq| + iq ≥ 1 for q ≤ j.
Here C|Y |+|Z|+k+l depends only on ρ and ‖u‖Eρ
N+
for τ ∈]0, 1/2] fixed. Similarly it follows,
using Theorem A.1 with L∞-norms, that
‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2Qj
(
Y1, . . . , Yj; i1, . . . , ij ; (t, ·)
)
(6.258c)(
Pε(−i∂)(ξDYj+1Zψ
(ij+1)
0 )(t)− φ(ij+1)(ε)Yj+1Z(t)
)‖L∞
≤ t−(2ρ−1)C|Y |+|Z|+k+lR(l)N+,N++|Y |+|Z|+k+l(u; u1, . . . , ul), t > 0.
Since (
ϑ(H(l))− ϑ∞(H(l)))(y) = −∫ ∞
1
yµH(l)µ (sy)ds,
for yµyµ > 0, y0 > 0, since ξY χ1 is uniformly bounded in the half space t ≥ 0 for Y ∈ Π′
and since (1+ λ1(t))(x) ≤ C(1+ t/(t− |x|)) inside the forward light cone, it follows, using
the sl(2,C) covariance of ϑ and ϑ∞ and using inequality (6.248a) with j = 0, that∣∣(ξY χ1(ϑ(H(l))− ϑ∞(H(l))))(t, x)∣∣ (6.259)
≤ (1 + t)−1+ρ−τ (1 + t/(t− |x|))τC|Y |+lR(l)N+,N++|Y |+l(u; u1, . . . , ul),
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for (t, x) ∈ supp χ1, l ∈ N, Y ∈ Π′ ∩ ∪(sl(2,C)), 0 ≤ τ ≤ 1− ρ, u ∈ O1,∞(+), u1, . . . , ul ∈
E◦ρ∞ , where C|Y |+l depends only on ‖u‖Eρ
N+
and ρ. It follows from inequality (6.247), from
the fact that ϑ∞(H(l)) is homogeneous of degree zero inside the forward light cone and
from inequality (6.249) that
∣∣(ξY (1− χ1)ϑ∞(H(l)))(t, x)∣∣+ ∣∣(ξY (1− χ1)ϑ(A(l) − A(l)0 ))(t, x)∣∣ (6.260)
≤ (1 + t/(t− |x|))τC|Y |+lR(l)N+,N++|Y |+l(u; u1, . . . , ul),
for (t, x) ∈ supp (1 − χ1) ∩ {(t, x)
∣∣t > 0 and t > |x|}, Y ∈ Π′ ∩ U(sl(2,C)), l ∈ N,
u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , τ > 0, where C|Y |+l depends only on τ , ρ and ‖u‖Eρ
N+
.
Since, inside the forward light cone(
Dl(ϕ− ϑ(A)− ϑ∞(A(+) − A)))(u; u1, · · · , ul) (6.261)
= χ1
(
ϑ(H(l))− ϑ∞(H(l)))+ (1− χ1)(ϑ∞(H(l)) + ϑ(A(l)0 − A(l)))
it follows from inequalities (6.259) and (6.260) that if e is the characteristic function of the
support of χ1 and e the characteristic function of supp (1 − χ1) ∩ {(t, x)
∣∣t > 0, |x| < t},
then inequalities (6.259) and (6.260) give that∣∣(ξY (Dl(ϕ− ϑ(A)− ϑ∞(A(+) − A)))(u; u1, . . . , ul))(t, x)∣∣ (6.262)
≤ (e(t, x)(1 + t)−1+ρ−τ1(1 + t/(t− |x|))τ1 + e(t, x)(1 + t/(t− |x|))τ2)
C|Y |+lR(l)N+,N++|Y |+l(u; u1, . . . , ul),
for 0 ≤ |x| < t, t > 0, l ∈ N, Y ∈ Π′ ∩ U(sl(2,C)), u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ ,
0 ≤ τ1 ≤ 1− ρ, τ2 > 0, where C|Y |+l depends only on τ2, ρ and ‖u‖Eρ
N+
. Let
Q∞j (Y1, . . . , Yj; i1, . . . , ij; (t, x)) =
(
(ξY1ϑ
∞(H(i1))) · · · (ξYjϑ∞(H(ij)))
)
(t, x), (6.263)
where Y1, . . . , Yj, i1, . . . , ij are as in expression (6.239). Let aq (resp. bq) be the q
th
factor in the product defining Qj(Y1, . . . , Yj; i1, . . . , ij) (resp. Q
∞
j (Y1, . . . , Yj; i1, . . . , ij)) in
expression (6.258a) (resp. (6.263)). Then
|(Qj −Q∞j )(Y1, . . . , Yj; i1, . . . , ij)| ≤ Cj
∑
1≤q≤j
|aq − bq|Mq,
where Mq is a monomial of degree j − 1 given by
Mq =
∑
c1 · · · cq−1cq+1 · · · cq ,
where the domain of summation is defined by cp ∈ {|ap|, |bp|} for p ∈ {1, . . . , q − 1} ∪
{q + 1, . . . , j}. We estimate Mq(t, x) for t > 0, |x| < t by using inequality (6.252), with
0 < τ ≤ 1/2, and by using inequality (6.249), with Z = I, together with the fact that
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ξY ϑ
∞(H(l)) is homogeneous of degree zero. We estimate |aq − bq|(t, x), for t > 0, |x| < t,
by using inequality (6.262) with τ1 = 1 − ρ and 0 < τ2 ≤ 1/2 and by observing that
t2(1−κ) ≤ 4t/(t− |x|) in the support of e and that
e(t, x)(1 + t)−2(1−ρ)(1 + t/(t− |x|))1−ρ + e(t, x)(1 + t/(t− |x|))τ2
≤ C(1 + t)−2(1−ρ)(1 + t/(t− |x|))τ2+(1−ρ)/(1−κ),
for t > 0, |x| < t, where C is independent of (t, x). Since t/(t− |x|) ≤ 2t2/(t2 − |x|2) for
t > 0, |x| < t, it then follows from Theorem A.1, after redefinition of N+, that
‖(1 + λ1(t))k/2(Qj −Q∞j )(Y1, . . . , Yj; i1, . . . , ij; (t, ·))φ(ij+1)(ε)Yj+1Z(t)‖D (6.264a)
≤ t−2(1−ρ)C|Y |+|Z|+k+lR(l)N+,N++|Y |+|Z|+k+l(u; u1, . . . , ul)
and that
‖(1 + λ1(t))k/2(Qj −Q∞j )(Y1, . . . , Yj; i1, . . . , ij; (t, ·))φ(ij+1)(ε)Yj+1Z(t)‖L∞ (6.264b)
≤ t−2(1−ρ)−3/2C|Y |+|Z|+k+l R(l)N+,N++|Y |+|Z|+k+l(u; u1, . . . , ul)
t > 0, where Y1, . . . , Yj+1; i1, . . . , ij+1 are as in expression (6.239), where C|Y |+|Z|+k+l
depends only on ρ and ‖u‖
Eρ
N+
for τ and τ2 fixed and where we have used that |Yq|+iq ≥ 1
for q ≤ j. ξDY Z((Dlψ(+)0 )(u; u1, . . . , ul)), Y ∈ Π′ ∩U(sl(2,C)), Z ∈ Π′ ∩U(R4) is a solution
of the Dirac equation with initial condition TD1Y Z((D
lα+)(u; u1, . . . , ul)). Since we have
already proved statement i) of the proposition we can apply Theorem A.1 to this solution.
Hence there exists two functions β
(+)(l)
(ε)Y Z ∈ C∞(R+ × R3 − {0}), ε = ±, given by formula
(A.1), homogeneous of degree −3/2 and with support contained in the forward light cone
such that, if
(φ
(+)(l)
(ε)Y Z(t))(x) = e
iεm(t2−|x|2)1/2β
(+)(l)
(ε)Y Z(t, x),
α(+)(l) = (Dlα+)(u; u1, . . . , ul),
then there exists N ∈ N such that
‖(1 + λ1(t))k/2
(
Pε(−i∂)UD1exp(tP0)TD1Y Zα(+)(l) − φ
(+)(l)
(ε)Y Z(t)
)‖D
≤ t−1Ck‖TD1Y Zα(+)(l)‖DN+k ,
for t > 0, k ∈ N, where Ck is independent of t. Theorem A.1 also gives a similar statement
for the L∞-norm. Hence according to statement i) of this proposition
t‖(1 + λ1(t))k/2
(
Pε(−i∂)UD1exp(tP0)TD1Y Zα(+)(l) − φ
(+)(l)
(ε)Y Z(t)
)‖D (6.265)
+ t−1+2ρ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2
(
Pε(−i∂)UD1exp(tP0)TD1Y Zα(+)(l) − φ
(+)(l)
(ε)Y Z(t)
)‖L∞
≤ C|Y |+|Z|+k+lR(l)N+,N++|Y |+|Z|+l+k(u; u1, . . . , ul),
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for t ≥ 1, ε = ±, Y ∈ Π′ ∩ U(sl(2,C)), Z ∈ Π′ ∩ U(R4), k ∈ N, l ∈ N, u ∈ O1,∞(+),
u1, . . . , ul ∈ E◦ρ∞ , where C|Y |+|Z|+k+l depends only on ρ and ‖u‖Eρ
N+
. We have here
suitably redefined N+. It follows from (A.1a) that β
(+)(0)
(ε)Z = e
iϑ∞(A(+)−A)β
(0)
(ε)Z . The
construction (A.1a)–(A.3) is sl(2,C) covariant, which shows that
β
(+)(0)
(ε)Y Z = ξ
D
Y
(
(Dlβ
(+)(0)
(ε)Z )(u; u1, . . . , ul)
)
, Y ∈ Π′ ∩ U(sl(2,C)).
Since ξXΛ = 0 for Λ(t, x) =
√
t2 − |x|2, t > 0, |x| < t, X ∈ fraksl(2,C), it follows that∑
ε φ
(+)(l)
(ε)Y Z is the sum of the expressions (6.257) with ϕ
(iq)−ϑ(A(iq)) replaced by ϑ∞(H(iq))
and ξDYj+1Zψ
(ij+1)
0 replaced by
∑
ε φ
(ij+1)
(ε)Yj+1Z
. Hence, inequality (6.256), development (6.257)
and inequalities (6.258b), (6.258c), (6.264a), (6.264b) and (6.265) give that
(1 + t)2(1−ρ)‖(1 + λ1(t))k/2
(
ξDY ((D
l(ei(ϕ−ϑ(A))ψ0 − ψ(+)0 ))(u; u1, . . . , ul))
)
(t)‖D (6.266)
+ ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2
(
ξDY ((D
l(ei(ϕ−ϑ(A))ψ0 − ψ(+)0 ))(u; u1, . . . , ul))
)
(t)‖L∞
≤ C|Y |+k+lR(l)N+,N++|Y |+k+l(u; u1, . . . , ul),
for t ≥ 0, Y ∈ Π′, k, l ∈ N, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where C|Y |+k+l depends only
on ρ and ‖u‖
Eρ
N+
. Since
eiϕψ − ψ(+)0 = ei(ϕ−ϑ(A))(eiϑ(A)ψ − ψ0) + ei(ϕ−ϑ(A))ψ0 − ψ(+)0 ,
inequalities (6.254) and (6.266) and theorem 6.10 for A give that
|||(Dl(A− A(+)0 , eiϕψ − ψ(+)0 ))(u; u1, . . . , ul)|||ρ′,ε,L (6.267)
≤ CL+lR(l)N+,N++L+l(u; u1, . . . , ul),
for L, l ∈ N, 1/2 < ρ′ ≤ 1, ε(0) > 0, ε(1) ≥ ρ, u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ ,
where CL+l depends only on ρ
′, ε, ρ and ‖u‖Eρ
N+
, where u+ = (f+, f˙+, α+) = E+(u),
(A
(+)
0 , A˙
(+)
0 , ψ
(+)
0 )(t) = U
1
exp(tP0)
u+ and where (A, A˙, ψ) = h(v) is the solution of the M-D
equations given by theorem 6.15 with v = Ω
(+)
1 (u).
To prove that E+:O1,∞(+) → E◦ρ∞ has a differentiable inverse E−1+ :O∞(+) → O1,∞(+),
where O∞(+) is an open neighbourhood of zero in E◦ρ∞ , we shall use the implicit function
theorem for Fre´chet spaces. We therefore have to prove that the linear continuous operator
DE+(u) ∈ L(E◦ρ∞ , E◦ρ∞ ) has a right inverse w(u) ∈ L(E◦ρ∞ , E◦ρ∞ ), i.e. (DE+)(u;w(u)V+) =
V+ for u ∈ O1,∞(+) and V+ ∈ E◦ρ∞ . Since Ω(+)1 :O1,∞(+) → U∞(0) is a diffeormor-
phism and if V ′(u) is a tangent vector of U∞(0) at the point Ω(+)1 (u) satisfying the
equation (DG)(u;V ′(u)) = V+ for V+ ∈ E◦ρ∞ , where G = E+ ◦ (Ω(+)1 )−1 then it follows
by the chain rule that V (u) = (D(Ω
(+)
1 )
−1(Ω
(+)
1 (u);V
′(u)) is a solution of the equation
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(DE+)(u;V (u)) = V+. Let h(Ω
(+)
1 (u)) = (A, A˙, ψ) be the solution of the M-D equations,
with initial condition Ω
(+)
1 (u) = (A(0), A˙(0), ψ(0)) at t = 0, given by Theorem 6.15. If
V (u) ∈ E◦ρ∞ and (D(h ◦ Ω(+)1 ))(u;V (u)) = (a, a˙,Ψ), then (a, a˙,Ψ) is the solution of the
equations given by the derivative of the M-D equations, i.e.
d
dt
(a(t), a˙(t),Ψ(t)) = (DTP0)
(
(A(t), A˙(t), ψ(t)); (a(t), a˙(t),Ψ(t))
)
, (6.268a)
with initial data at t = 0 given by
(a(0), a˙(0),Ψ(0)) = V ′(u) = (DΩ
(+)
1 )(u;V (u)). (6.268b)
Let h˜(u) = (A, A˙, eiϕψ), ψ˜ = eiϕψ and (Dh˜)(u;V (u)) = (a, a˙, Ψ˜). Since ϕ(t) = 0 for
0 ≤ t ≤ 2 it follows from (6.268a) and (6.268b) that(
iγµ∂µ +m− γµ(Aµ − ∂µϕ)
)
Ψ˜ = γµ
(
aµ − ∂µ(Dϕ)(u;V (u))
)
ψ˜, (6.269a)
aµ = Ψ˜
+γ0γµψ˜ + ψ˜
+γ0γµΨ˜, (6.269b)
and
(a(0), a˙(0), Ψ˜(0)) = V ′(u). (6.269c)
Moreover defining V+(u) = (DG)(u;V
′(u)) then V+(u) = (DE+(u;V (u)) by the definition
of G and so it follows from inequality (6.267) that
‖(a(t), a˙(t), Ψ˜(t))− U1exp(tP0)V+(u)‖D → 0, (6.269d)
when t → ∞. Therefore, if for fixed V+ ∈ E◦ρ∞ equations (6.269a) and (6.269b) have,
for each u ∈ O1,∞(+), a solution (a, a˙, Ψ˜), in a suitable space, satisfying the asymp-
totic condition (6.269d), then V ′(u) defined by (6.269c) is a solution of the equation
(DG)(u;V ′(u)) = V+. Let V+ = (g+, g˙+, β+) ∈ E◦ρ∞ , φ′(t) = ei(ϕ−ϑ(A))UD1exp(tP0)β+,
ψ′ = eiϑ(A)ψ, Ψ′ = ei(ϑ(A)−ϕ)(Ψ˜−UD1exp(tP0)β+) and let bµ = ∂µ((Dϕ)(u;V (u))). Equations
(6.269a) and (6.269b) give that(
iγµ∂µ +m− γµ(Aµ − ∂µϑ(A))
)
Ψ′ = γµ
(
aµ − bµ)ψ′ + γµ(Aµ − ∂µϕ)φ′, (6.270a)
aµ = (Ψ
′ + φ′)+γ0γµψ
′ + (ψ′)+γ0γµ(Ψ
′ + φ′) (6.270b)
and the asymptotic condition (6.269d) gives that
‖Ψ′(t)‖D + ‖(a(t), a˙(t))− UM1exp(tP0)(g+, g˙+)‖Mρ0 → 0, (6.270c)
when t → ∞. Denoting for the moment by α 7→ J (+)(α) the function defined in (1.21).
Since αˆ(k) = c(k)αˆ+(k), where c(k) ∈ C and |c(k)| = 1, it follows that J (+)(α) = J (+)(α+).
According to the definition of ϕ, we therefore obtain that
bµ = ∂µ((Dϕ)(u+;V+)), (6.271)
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where u+ = E+(u). We shall prove that system (6.270a)–(6.270b) have a solution (a,Ψ
′)
with finite norms |||(a−a0,Ψ′)|||ρ′,r,L for L ∈ N, 1/2 < ρ′ ≤ 1 and r = (r(0), r(1)), r(0) > 0,
r(1) ≥ ρ. This is done by using Theorem 5.14 with t0 = ∞ and by using inequalities
(6.176) and (6.177). Since the proof is standard at this point, though tedious, we only
state the result, which after taking N+ sufficiently large and O1,∞(+) sufficiently small,
reads:
|||(Dl(a− a0,Ψ′))(u; u1, . . . , ul)|||ρ′,r,L ≤ CL+lR
(l+1)
N+,N++L+l
(u; u1, . . . , ul, V+), (6.273)
for L, l ∈ N, 1/2 < ρ′ < 1, r = (r(0), r(1)), r(0) > 0, r(1) ≥ ρ, u ∈ O1,∞(+), u1, . . . , ul ∈
E◦ρ∞ , where CL+l depends only on ρ
′, r, ρ and ‖u‖
Eρ
N+
and where (a0(t), a˙0(t)) =
UM1exp(tP0)(g, g˙). It then follows using Lemma 2.19 that, if V
′(u) is defined by (6.269),
then
‖(DlV ′)(u; u1, . . . , ul)‖Dn ≤ Cn+lR
(l+1)
N+,N++n+l
(u; u1, . . . , ul, V+), (6.274)
for n, l ∈ N, V+ ∈ E◦ρ∞ , u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where Cn+l depends only on
ρ and ‖u‖
Eρ
N+
. Defining V (u) = (D(Ω
(+)
1 )
−1)(Ω
(+)
1 (u);V
′(u)), Theorem 6.13 gives, after
redefining N+, that
‖(DlV )(u; u1, . . . , ul)‖Dn ≤ Cn+lR
(l+1)
N+,N++l+n
(u; u1, . . . , ul, V+), (6.275)
for n, l ∈ N, V+ ∈ E◦ρ∞ , u ∈ O1,∞(+), u1, . . . , ul ∈ E◦ρ∞ , where Cn+l depends only on ρ
and ‖u‖
Eρ
N+
. It follows from inequality (6.275) that w(u), defined by V (u) = w(u)V+, is
a right inverse of DE+(u), i.e. (DE+)(u;V (u)) = V+, satisfying the hypotheses of the
implicit function theorem in Fre´chet spaces (Theorem 4.1.1. of [17]), so there exists an
integer M+, an open neighbourhood OM+(+) of zero in E◦ρ and a C∞ map H:O∞(+) =
OM+(+) ∩E◦ρ∞ → O1,∞(+) such that E+(H(u)) = u for u ∈ O∞(+). A similar discussion as
in the end of the proof of Theorem 6.13 shows that O∞(+) and O1,∞(+) can be chosen such
that E+:O1,∞(+) → O∞(+) is a diffeomorphism and such that the inequality of statement
ii) of the proposition is satisfied. This proves statement ii).
Statement iii) follows from statement ii) and inequality (6.267). Statement iv) is a
particular case of statement iii). This proves the proposition.
We could, of course, have defined a map E− which satisfies the suitably modified
statements in Proposition 6.16, when t → −∞. We can therefore define two new wave
operators Ω(ε):O∞(ε) → U∞(0), where
Ω(+) = Ω
(+)
1 ◦ E−1+ , Ω(−) = Ω(−)1 ◦ E−1− . (6.276)
We shall extend the diffeomorphisms Ω(ε):O∞(ε) → U∞(0), ε = ±, to a diffeomorphism
Ωε:O(ε)∞ → U∞, where U∞(0) ⊂ U∞ (resp. O∞(ε) ⊂ O(ε)∞ ) is an open neighbourhood of
zero in V ρ∞ (resp. E
◦ρ
∞ ), such that the nonlinear representation X 7→ TX of the Poincare´
Lie algebra is integrable to a nonlinear representation g 7→ Ug of the Poincare´ group P0
on U∞ and such that Ωε, ε = ±, are modified wave operators. We shall do this in two
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steps. First we construct, using the explicit covariance of the M-D equations, an invariant
set S of solutions of the M-D equations and prove that each solution in S has an initial
condition at t = 0 in the manifold V ρ∞ and satisfies asymptotic conditions analog to those
in statement iv) of Proposition 6.16 when εt → ∞, ε = ±. Second Ug is defined by the
action of P0 on S, the extension Ωε is defined by considering Ug ◦ Ω(ε) ◦ U (ε)g−1 and Ωε is
proved to be a diffeomorphism by using the implicit function theorem in Fre´chet spaces.
With suitably chosen finite-dimensional matrix representations Λ 7→ V (Λ), Λ 7→ V ′(Λ) of
SL(2,C), solutions (A, ψ) of the M-D equations transform under g = (a,Λ) ∈ P0 as
Ag(y) = V (Λ)A(V (Λ)
−1(y − a)) (6.277a)
and
ψg(y) = V
′(Λ)ψ(V (Λ)−1(y − a)), y ∈ R4. (6.277b)
For v ∈ U∞(0) and h(v) = (A, A˙, ψ) as in Theorem 6.15, we introduce the notation,
hg(v) = (Ag, A˙g, ψg),
S0 = {he(v)
∣∣v ∈ U∞(0)}, S = {hg(v)∣∣v ∈ U∞(0), g ∈ P0}, (6.277c)
U∞ = {(hg(v))(t, .)
∣∣hg(v) ∈ S, t = 0}, (6.277d)
where e is the identity element in P0. It follows from Theorem 6.15 and the definitions of
S and U∞ that S ⊂ C∞(R4,R4⊕R4⊕C4) and U∞ ⊂ C∞(R3,R4⊕R4 ⊕C4) respectively.
Lemma 6.17. Let Γg(A, ψ) = (Ag, ψg) be defined by (6.277a) and (6.277b). In the
situation of statement iii) of proposition 6.16 for t→∞ and its analog for t→ −∞, there
exists N+ such that
|||Γg
(
(Dl(A−A(+)0 , eiϕψ − ψ(+)0 ))(u+; u+1, . . . , u+l)
)|||0ρ′,r,L
≤ CL+l
(RlN+,L+l(u+1, . . . , u+l) + ‖u+‖EρN++L+l‖u+1‖EρN+ · · · ‖u+l‖EρN+ ),
for L, l ∈ N, 1/2 < ρ′ ≤ 1, r = (r(0), r(1)), r(0) > 0, r(1) ≥ ρ, u+ ∈ O∞(+),
u+1, . . . , u+l ∈ E◦ρ∞ , where CL+l depends only on ρ′, r, ρ and ‖u+‖Eρ
N+
and where
|||(a,Φ)|||0ρ′,r,L =
∑
i∈{0,1}
∑
Y ∈σi
k+|Y |≤L
sup
t≥0
(
(1 + t)ρ
′−1/2‖(ξMY a, ξMP0Y a)(t)‖Mρ′0
+ (1 + t)2(1−ρ)‖(1 + λ1(t))k/2(ξDY Φ)(t)‖D0
+ ‖(δ(t))1+i−r(i)(ξMY a)(t)‖L∞
+ ‖(δ(t))3/2+2(1−ρ)(1 + λ1(t))k/2(ξDY Φ)(t)‖L∞
)
.
Proof. For a moment we write λ1(y) (resp. δ(y)) instead of (λ1(t))(x) (resp. (δ(t))(x))
for y = (t, x) ∈ R4. It follows from the definition of λ1 and δ that there exists a constant
Cg > 0 such that if g = (a,Λ) ∈ P0 then
C−1g (1 + λ1(y)) ≤ 1 + λ1(Λ−1(y − a)) ≤ Cg(1 + λ1(y)) (6.278a)
and
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C−1g δ(y) ≤ δ(Λ−1(y − a)) ≤ Cgδ(y), (6.278b)
for each y ∈ R4. It follows from these two inequalities that, if
∆
D(l)
Y = ξ
D
Y (D
l(eiϕψ − ψ(+)0 ))(u+; u+1, . . . , u+l), Y ∈ Π′, (6.279a)
then
sup
y∈R+×R3
(
(δ(y))3/2+2(1−ρ)(1 + λ1(y))
k/2
∣∣V ′(Λ)∆D(l)Y (V (Λ)−1(y − a))∣∣) (6.279b)
≤ Cg
(
sup
y∈H1
(
(δ(y))3/2+2(1−ρ)(1 + λ1(y))
k/2
∣∣∆D(l)Y (y)∣∣)
+ sup
y∈H2
(
(δ(y))3/2+2(1−ρ)(1 + λ1(y))
k/2
∣∣∆D(l)Y (y)∣∣)), g ∈ P0,
where H1 = {y ∈ R4
∣∣y0 ≥ 0 and V (Λ)y + a ∈ R+ × R3} and H2 = {y ∈ R4∣∣y0 ≤ 0 and
V (Λ)y+a ∈ R+×R3}. Since H2∩{y ∈ R4
∣∣yµyµ ≥ 0} is a bounded region of R4, it follows
that δ(y) ≤ Cg(1 + λ1(y)) for y ∈ H2. Hence the second term on the right-hand side is,
according to the analog of Proposition 6.16 for t→ −∞ and Theorem 5.7 applied to a free
field, majorized by
Cg sup
y∈H2
(
(δ(y))3/2(1 + λ1(y))
k/2+2(1−ρ)
∣∣∆D(l)Y (y)∣∣)
≤ Cg,|Y |+k+l
(RlN+,|Y |+k+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+k+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
where N+ has been suitably chosen. Application of Theorem 6.16 to the first term on the
right-hand side of inequality (6.279b) then gives that
sup
y∈R+×R3
(
(δ(y))3/2+2(1−ρ)(1 + λ1(y))
k/2
∣∣V ′(Λ)∆D(l)Y (V (Λ)−1(y − a))∣∣) (6.280)
≤ Cg,|Y |+k+l
(RlN+,|Y |+k+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+k+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
where Cg,|Y |+k+l depends only on ρ and ‖u+‖Eρ
N+
. Let
∆
M(l)
Y = ξ
M
Y
(
(Dl(A−A(+)0 ))(u+; u+1, . . . , u+l)
)
. (6.281a)
Then it follows from inequalities (6.278a) and (6.278b) that
sup
y∈R+×R3
(
(δ(y))1+i−r(i)
∣∣V (Λ)∆M(l)Y (V (Λ)−1(y − a))∣∣) (6.281b)
≤ Cg
(
sup
y∈H1
(
(δ(y))1+i−r(i)
∣∣∆M(l)Y (y)∣∣)+ sup
y∈H2
(
(δ(y))1+i−r(i)
∣∣∆M(l)Y (y)∣∣)),
where Y ∈ σi, i ∈ {0, 1}. Let F (t) = A(+)0 (t) − A(−)0 (t), t ∈ R, where A(+)0 is given
by Proposition 6.16 and A
(−)
0 by the analog of Proposition 6.16 for t → −∞. By the
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definition of A
(ε)
0 , A
(ε)
0 = 0 for ε = ±, so ξMY F = 0 for Y ∈ Π′. Since (ξMY F )(0) =
(ξMY (A
(+)
0 − A))(0) − (ξMY (A(−)0 − A))(0), it follows from Proposition 6.16 and its analog
for t→ −∞ that ((ξMY F (l))(0), (ξMP0Y F (l))(0)) = TM1Y ((F (l)(0), F˙ (l)(0)) ∈Mρ
′
0 for Y ∈ Π′,
1/2 < ρ′ ≤ 1, where F˙ (l)(0) = (ξMP0F (l))(0) and F (l) is the lth derivative of F . Hence, by the
definition of the spaces Mρ
′
n , n ≥ 0, (F (l)(0), F˙ (l)(0)) ∈ Mρ
′
n for n ≥ 0 and 1/2 < ρ′ ≤ 1.
Proposition 2.15 then gives that
(1 + |t|+ |x|)3/2−ρ′ |(ξMY F (l))(t, x)|+ (1 + |t|+ |x|)(1 +
∣∣|t| − |x|∣∣)3/2−ρ′ |(ξMPµY F (l))(t, x)|
≤ C|Y |,ρ′‖(F (l)(0), F˙ (l)(0))‖Mρ′
|Y |+2
,
for Y ∈ Π′, 0 ≤ µ ≤ 3 and 1/2 < ρ′ < 1. Since δ(y) ≤ Cg(1+
∣∣|y0|−|~y|∣∣) for y = (y0, ~y) ∈ H2
it follows, using the bounds in Proposition 6.16 and its analog when t→ −∞ that
sup
y∈H2
(
(δ(y))1+i−r(i)|(ξMY F (l))(y)|
)
(6.282)
≤ Cg,|Y |+l
(RlN+,|Y |+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
where Y ∈ σi, i ∈ {0, 1}. The definition of F gives that A − A(+)0 = A − A(−)0 − F .
Inequality (6.282) and the analog of Proposition 6.16 for t→ −∞ give that
sup
y∈H2
(
(δ(y))1+i−r(i)|∆M(l)Y (y)|
)
(6.283a)
≤ Cg,|Y |+l
(RlN+,|Y |+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
where Y ∈ σi, i ∈ {0, 1}. This inequality and Proposition 6.16 or the first term on the
right-hand side of inequality (6.181b) give that
sup
y∈R+×R3
(
(δ(y))1+i−r(i)
∣∣V (Λ)∆M(l)Y (V (Λ)−1(y − a))∣∣) (6.283b)
≤ Cg,|Y |+l
(RlN+,|Y |+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+l‖u+1‖EρN+ · · ·u+l‖EρN+
)
,
for Y ∈ σi, i ∈ {0, 1}, l ∈ N, where Cg,|Y |+l depends only on r, ρ and ‖u+‖Eρ
N+
.
We now go back to the usual notations (λ1(t))(x) and (δ(t))(x) for (t, x) ∈ R × R3.
Since (λ1(t))(x) ≥ |x| for |x| ≥ |t|, it follows from inequality (6.280) that
(1 + t)2(1−ρ)‖(1 + λ1(t))k/2V ′(Λ)∆D(l)Y (V (Λ)−1((t, ·)− a))‖D0 (6.284)
≤ Cg,|Y |+k+l
(RlN+,|Y |+k+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+k+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
for Y ∈ Π′, k, l ∈ N, where Cg,|Y |+k+l depends only on ρ and ‖u+‖Eρ
N+
and where we
have redefined N+. By the invariance of the current under local phase transformations, it
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follows that Aµ = (e
iϕψ)+γ0γµe
iϕψ. Inequality (2.67), then gives that
‖(V (Λ)∆M(l)Y (V (Λ)−1((t, ·)− a)), V (Λ)∆M(l)PνY (V (Λ)−1((t, ·)− a)))‖Mρ′
≤ Cρ′
∑
0≤µ≤3
∫ ∞
t
∑Y
Y1,Y2
‖(V ′(Λ)(ξDY1(eiϕψ))(V (Λ)−1((s, ·)− a)))+
γ0γµV
′(Λ)(ξDY2(e
iϕψ))(V (Λ)−1((s, ·)− a))‖Lpds,
where p = 6/(5− 2ρ), 0 ≤ ν ≤ 3, Y ∈ Π′, l ∈ N. The inequality
‖fg‖Lp ≤ ‖f‖L2‖g‖2(1−ρ
′)/3
L2 ‖g‖(1+2ρ
′)/3
L∞ ,
inequalities (6.281b) and (6.284), the use of Theorem 5.5 and Theorem 5.7 for the free field
ψ
(+)
0 show together with the above inequality that
‖(V (Λ)∆M(l)Y (V (Λ)−1((t, ·)− a)), V (Λ)∆M(l)PνY (V (Λ)−1((t, ·)− a)))‖Mρ′ (6.285)
≤ Cρ′,|Y |+l(1 + t)−ρ
′+1/2(RlN+,|Y |+l(u+1, . . . , u+l) + ‖u+‖EρN++|Y |+l‖u+1‖EρN+ · · · ‖u+l‖EρN+
)
,
for Y ∈ Π′, l ∈ N, 1/2 < ρ′ ≤ 1, where Cρ′,|Y |+l depends only on ρ and ‖u+‖Eρ
N+
.
Inequalities (6.280), (6.283b), (6.284) and (6.285) together with the fact that natural
action of P0 on U(p) leaves invariant the ideal spanned by σ1, prove the lemma.
Proposition 6.18. Let the group action Γ, the set S and the set U∞ be defined by (6.277a)
and (6.277b), (6.277c) and (6.277d). Then U∞ ⊂ V ρ∞, the group action Γ:P0 × S → S
defines a group action U :P0 × U∞ → U∞ and U :P0 × U∞(0) → U∞ is C∞. One can
choose O∞(+) such that if u+ ∈ O∞(+) and g ∈ P0 are such that U (+)g (u+) ∈ O∞(+), then
Ug(Ω
(+)(u+)) = Ω
(+)(U
(+)
g (u+)). Moreover there exists N0 ∈ N such that if F :V ρ∞ → E◦ρ∞
is as in Theorem 6.11 then
‖(Dl(F ◦ Ug ◦ F−1))(u; u1, . . . , ul)‖Eρn
≤ Cg,n+l
(RlN0,n+l(u1, . . . , ul) + ‖u‖EρN0+n+l‖u1‖EρN0 · · · ‖ul‖EρN0 ),
for g ∈ P0, n, l ∈ N, u ∈ F (U∞(0)), u1, . . . , ul ∈ E◦ρ∞ , where Cg,n+l depends only on ρ and
‖u‖
Eρ
N0
.
Proof. The proof that U∞ ⊂ V ρ∞ which is based on Lemma 6.17 is so similar to the proof
of Theorem 6.12 based on Theorem 6.10, that we omit it.
It follows by the definition of Γ that if t 7→ s(t) is an element of S and a0 ∈ R, then
t 7→ s(t− a0) is also an element of S. Hence s(−a0) ∈ U∞ ⊂ V ρ∞. Moreover (d/dt)ns(t) =
TPn0 (s(t)) ∈ Eρ∞ according to statement i) of Corollary 2.21, so s ∈ C∞(R, V ρ∞). The
uniqueness of the local solutions in a larger topological space than V ρ∞, given by [10] then
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proves that the map p: s 7→ s(0) of S onto U∞ is a bijection. Since Ug = p ◦ Γg ◦ p−1, it
follows that U :P0 × U∞ → U∞ is a group action. The fact that U :P0 × U∞(0) → U∞ is
C∞ and the inequality of the proposition follow from Lemma 2.19 and Lemma 6.17. We
omit the details.
To prove that Ω(+) intertwines Ug and U
(+)
g , let u+ = (f, f˙ , α) ∈ O∞(+). Let (A, ψ)
be the solution in S with initial condition Ω(+)(u+) = v, let (Ag, ψg) = Γg(A, ψ) be the
transformed solution in S and let A˙(t) = d
dt
A(t), A˙g(t) =
d
dt
Ag(t) and ((ϕg(u+))(t))(x) =
((ϕ(u+))(y0))(~y), where (y0, ~y) = y = V (Λ)
−1((t, x)− a), g = (a,Λ) and where ϕ is given
by statement iii) of Proposition 6.16. Lemma 6.17 then gives that
‖(Ag, A˙g, eiϕg(u+)ψg)(t)− U1exp(tP0)U1g u+‖Eρ0 → 0, (6.286)
when t→∞. Let us study the limit of
I(t) = ‖e−i(ϕg(u+))(t)UD1exp(tP0)UD1g α− e−i
(
ϕ(U(+)g (u+))
)
(t)UD1exp(tP0)αg‖D,
when t → ∞. Let θg(t, x) =
(
(ϕg(u+) − ϕ(U (+)g (u+)))(t)
)
(x). Since Pε(−i∂)UD1g α ∈ D∞
(resp. Pε(−i∂)αg ∈ D∞) we can apply Theorem A.1 to eiεω(−i∂)tPε(−i∂)UD1g α (resp.
eiεω(−i∂)Pε(−i∂)αg) and let βε (resp. β′ε)∈ C∞(R+ × R3 − {0}) be the corresponding
function homogeneous of degree −3/2 defined by (A.1) to (A.3). This gives that
I∞ = lim
t→∞
I(t) =
∑
ε=±
lim
t→∞
‖βε(t, ·)− eiθg(t,·)β′ε(t, ·)‖D.
The variable transformation x 7→ pε(t, x) gives, since x/t = −εpε(t, x)/ω(pε(t, x)) and
since the support of βε and β
′
ε is contained in the forward light cone:
I∞ =
∑
ε
lim
t→∞
‖Pεαˆg − e−iθg(t,tKε)Pε(UD1g α)∧‖D, (6.287)
where Kε(k) = −εk/ω(k), k ∈ R3. It follows from the definition of χ1 and ϕ in statement
iii) of Proposition 6.16, from the definition of A(+) in (1.22a) (with χ0 = 1) and from the
fact that the function α 7→ J (+)(α) defined in (1.21) satisfies J (+)(UD1(a,I)α) = J (+)(α) that
I∞ = 0. It then follows from (6.286) that
‖(Ag(t), A˙g(t), ψg(t))− (I ⊕ I ⊕ e−iϕ(U
(+)
g (u+),t))U1exp(tP0)U
(+)
g (u+)‖Eρ0 → 0, (6.288)
when t → ∞. We now choose O∞(+) such that if u+ ∈ O∞(+) and U (+)g (u+) ∈ O∞(+)
then there is a product of one parameter subgroups gi(s) such that U
(+)
g
i
(s)(u+) ∈ O∞(+) for
0 ≤ s ≤ 1 and g = Πigi(1), where the product is finite. Replacing g by gi(s) in (6.288), it
follows from statement iv) of Proposition 6.16 that Ug
i
(s)(Ω
(+)(u+)) = Ω
(+)(U
(+)
g
i
(s)(u+)),
for 0 ≤ s ≤ 1 since Ug
i
(s)(Ω
(+)(u+)) ∈ U∞(0) for s sufficiently small by continuity. This
shows that Ug(Ω
(+)(u+)) = Ω
(+)(U
(+)
g (u+)), which proves the proposition.
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We shall now extend Ω(+):O∞(+) → U∞(0) to a Poincare´ invariant domain. Let
O(+)∞ = ∪g∈P0U (+)g (O∞(+)). O(+)∞ is an open neighbourhood of zero in E◦ρ∞ , since this is
the case for O∞(+) and since U (+)g = (U (+)g−1)−1 and u 7→ U (+)g−1(u) is continuous on E◦ρ∞ . If
u ∈ O(+)∞ , then there exists g such that U (+)g−1(u) ∈ O∞(+) and we define
Ω+(u) = Ug
(
Ω(+)(U
(+)
g−1(u))
)
, (6.289)
which is an element of U∞ since U (+)g−1(u) ∈ O∞(+). Next theorem shows that Ω+ is a map
from O(+)∞ to U∞.
Theorem 6.19. If u+ ∈ O(+)∞ , g1, g2 ∈ P0, U (+)g−11 (u+) ∈ O∞(+) and U
(+)
g−12
(u+) ∈ O∞(+),
then Ug1(Ω
(+)(U
(+)
g−11
(u+))) = Ug2(Ω
(+)(U
(+)
g−12
(u+))). The set U∞ is an open neighbourhood
of zero in V ρ∞, Ω+:O(+)∞ → U∞ is a diffeomorphism, the nonlinear group representation
U :P0 × U∞ → U∞ is C∞, Ω+ ◦ U (+)g = Ug ◦ Ω+ for each g ∈ P0 and
‖UMexp(tP0)(Ω+(u))− UM1exp(tP0)(f, f˙)‖Mρ0
+
∥∥UDexp(tP0)(Ω+(u))−∑
ε=±
eis
(+)
ε (u,t,−i∂)Pε(−i∂)UD1exp(tP0)α
∥∥
D
→ 0,
when t→∞, for u = (f, f˙ , α) ∈ O(+)∞ , where s(+)ε is defined by formula (1.18).
Proof. Since U
(+)
g−1
i
(u+) ∈ O∞(+) for i ∈ {0, 1}, it follows from Proposition 6.18 that
Ug1(Ω
(+)(U
(+)
g−11
(u+))) = Ug2
(
U(g−11 g2)−1
(
Ω(+)(U
(+)
g−11 g2
(U
(+)
g−12
(u+)))
))
= Ug2(Ω
(+)(U
(+)
g−12
(u+)))
and it follows that Ω(+)(U
(+)
g−11
(u+)) ∈ U∞(0). This proves that Ω+:O(+)∞ → U∞ is a map.
If u+ ∈ O(+)∞ , then there exists h ∈ P0 such that U (+)h−1(u+) ∈ O∞(+) so
U
(+)
(gh)−1
(U
(+)
g (u+)) ∈ O∞(0) also. Definition (6.289) then gives that
Ω(+)(U (+)g1 (u+)) = Ugh
(
Ω(+)(U
(+)
(gh)−1
(U (+)g (u+)))
)
= Ug
(
Uh(Ω
(+)(U
(+)
h−1
(u+)))
)
= Ug(Ω+(u+)),
which proves the intertwining property. If u ∈ U∞(0), then u+ = (Ω(+))−1(u) ∈ O∞(+) and
Ug(u) = Ω+(U
(+)
g (u+)), which shows that ∪g∈P0Ug(U∞(0)) is a subset of the image of Ω+.
Hence according to the definition U∞, the map Ω+ is onto. If u ∈ U∞ and u = Ω+(u+) =
Ug(Ω
(+)(U
(+)
g−1(u+))), where U
(+)
g−1(u+) ∈ O∞(+), then u+ = U (+)g ((Ω(+))−1(Ug−1(u))) is
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independent of the choice of g and shows, since Ω(+):O∞(+) → U∞(0) is a bijection, that
Ω+ is one-to-one. Hence Ω+:O(+)∞ → U∞ is a bijection.
It follows from Theorem 3.12, Theorem 6.12, statement ii) of Proposition 6.16 and
Proposition 6.18 that Ω+:O(+)∞ → U∞ is C∞ and that there exists an integer N+ such that
‖(DlΩ+)(u; u1, . . . , ul)‖Eρn (6.290)
≤ Cn+l
(RlN+,n+l(u1, . . . , ul) + ‖u‖EρN++n+l‖u1‖EρN+ · · · ‖ul‖EρN+ ),
for u ∈ O(+)∞ , u1, . . . , ul ∈ E◦ρ∞ , n, k ∈ N, where Cn+l depends only on ρ and ‖u‖Eρ
N+
. Let
u ∈ O(+)∞ . Since O(+)∞ ⊂ E◦ρ∞ is an open set there exists a open neighbourhood O of zero
in E◦ρ∞ such that u + O ⊂ O(+)∞ . The function F : v 7→ Ω+(u + v) from O to U∞ satisfies
estimate (6.290) with u + v instead of u and with Cn+l depending only on v, for fixed u.
To prove that F has a C∞ local inverse it is therefore sufficient to prove that DF (v) has
a right inverse, for v in a neighbourhood of zero, satisfying the hypotheses of the implicit
function theorem in Fre´chet spaces. The existence of such a right inverse is proved using
Lemma 6.17 and following the proof of Theorem 6.13. We leave out the details since
the proofs are so similar. Since Ω+ is a bijection this proves that Ω+:O(+)∞ → U∞ is a
diffeomorphism and that U∞ is open.
Since Ω+ is a diffeomorphism and Ug = Ω+ ◦U (+)g ◦Ω−1+ , it follows that U :P0×U∞ →
U∞ is C∞.
To prove the statement concerning the limit let u+ = (f, f˙ , α) ∈ O(+)∞ , let g ∈ P0
be such that U
(+)
g−1
(u+) ∈ O∞(+), let (A, ψ) be the solution in S with initial condition
Ω+(u+) and let (A
′, ψ′) be the solution in S with initial condition Ug−1(Ω+(u+)). Accord-
ing to the already proved intertwining property and the definition of Ω+, it follows that
Ug−1(Ω+(u+)) = Ω
(+)(U
(+)
g−1
(u+)) ∈ U∞(0). Defining Γg(A′, ψ′) = (A′g, ψ′g) it follows from
the definition of Ug that (A
′
g, ψ
′
g) = (A, ψ). Therefore applying (6.288) with (A
′
g, A˙
′
g, ψg)
instead of (Ag, A˙g, ψg) and U
(+)
g−1(u+) instead of u+, we obtain that
‖(A(t), A˙(t), ψ(t))− (I ⊗ I ⊗ e−iϕ(u+,t))U1exp(tP0)u+‖D → 0,
when t→∞. This shows that we only have to prove that
‖e−iϕ(u+,t)UD1exp(tP0)α−
∑
ε=±
eisε(u+,t,−i∂)Pε(−i∂)UD1exp(tP0)α‖D → 0, (6.291)
when t→∞. Using that
ω(k)
∂
∂ki
h(t, tk/ω(k)) = hM0i(t, tk/ω(k))− (ki/ω(k))hD(t, tk/ω(k)),
where
hM0i(t, x) = xi(∂/∂t)h(t, x) + t(∂/∂xi)h(t, x)
and
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hD(t, x) = t(∂/∂t)h(t, x) +
∑
1≤i≤3
xi(∂/∂xi)h(t, x),
using Lemma 4.4 and Corollary 4.2 and using formula (1.20b) it follows that there exists
N ∈ N such that
∣∣ ∂n
∂tn
∂αk sε(u+, t, k)
∣∣ ≤ C|α|+nω(k)−|α|(1 + t)ρ−1/2(1 + ‖u+‖Eρ
N
)‖u+‖Eρ
N+|α|+n
, (6.292)
for some constants C|α|+n depending only on ρ. Let B(r), r > 0, be the open ball of radius
r in R3. If 0 < R < R′, then it follows from inequality (6.292), formula (A.2) and from
the inverse function theorem in R3 there exists T ≥ 0 such that the equation
ε
qε(t, x)
ω(qε(t, x))
+ t−1Fε(u+, t, qε(t, x)) +
x
t
= 0, (6.293)
where Fε(u+, t, k) = ∇ksε(u+, t, k), has a unique solution qε(t, x) ∈ B(mR′) for (t, x) ∈
{(s, y)∣∣s > T, y/s < R(1 + R2)1/2} = Q(T,R). The function qε ∈ C∞(Q(T,R),R3) and
the inverse yε(t, ·) of x 7→ qε(t, x) is an element of C∞(]T,∞[×B(mR′),R3). Moreover if
pε(t, x) is given by formula (A.2) then
|qε(t, x)− pε(t, x)| ≤ C(1 + t)−3/2+ρ, (t, x) ∈ Q(T,R), (6.294)
where C is independent of (t, x). Since |(ϕ(u+, t))(x) + ϑ(A(+), (t, x))| converges to zero
uniformly inside every conic neighbourhood which is included in the interior of the forward
light cone when t→∞, it follows from (6.294) and Theorem 7.7.5 of [11] that if supp αˆ1 ⊂
B(mR), then
‖e−iϕ(u+,t)UD1exp(tP0)α1 −
∑
ε=±
eisε(u+,t,−i∂)Pε(−i∂)UD1exp(tP0)α1‖D → 0. (6.295)
Let α ∈ D∞ and ν > 0. Then there exists R > 0 and α1 ∈ D∞ such that supp αˆ1 ⊂ B(mR)
and ‖α − α1‖D ≤ ν/4. According to inequality (6.294) there exists T0 ≥ 0 such that for
this α1 the norm in (6.295) is majorized by ν/2 for t ≥ T0. The norm in expression (6.291)
is therefore majorized by ν for t ≥ T0. This proves the theorem.
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Appendix
We shall prove here auxiliary L2- and L∞-estimates for approximate solutions of the
linear homogeneous Klein-Gordon equation. This can be done by a direct application of
the method of stationary phase. However here we shall combine it with Theorem 5.5 for
G = 0, Theorem 5.7 and with the method of symbolic calculus developed in [12] which is
easier and leads to the same result.
For f ∈ D∞ (≃ S(R3,C4)) and ε = ±1, we introduce the sequence gl ∈
C∞((R+ × R3)− {0}) defined by gl(t, x) = 0 for 0 ≤ t ≤ |x|, and
g0(t, x) = e
i3επ/4(D(t, x))−1/2fˆ(pε(t, x)), ε = ±, (A.1a)
gl =
ρ
2iεlm
gl−1, l ≥ 1, (A.1b)
(i.e. g = e(2iεm)
−1ρg0 as formal power series in the invariable m
−1), for 0 ≤ |x| < t,
where
ρ(t, x) = (t2 − |x|2)1/2, pε(t, x) = −εmx/ρ(t, x), (A.2)
and
D(t, x) = m2(ω(pε(t, x)))
−5 = (t/m)3(ρ(t, x)/t)5 (A.3)
is the Jacobian of the transformation x 7→ pε(t, x) for fixed t. The support of gl is contained
in the set {y ∈ R4∣∣yµyµ ≥ 0, y0 ≥ 0} and gl is homogeneous of degree −3/2− l.
We introduce the representation X 7→ ξX of the Poincare´ Lie algebra p by:
ξP0 =
∂
∂t
,
ξPi =
∂
∂xi
, 1 ≤ i ≤ 3,
ξM0i = xi
∂
∂t
+ t
∂
∂xi
, 1 ≤ i ≤ 3,
ξMij = −xi
∂
∂xj
+ xj
∂
∂xi
, 1 ≤ i < j ≤ 3.
We recall that Π is an ordered basis of p and that Π′ is the corresponding standard basis of
the enveloping algebra U(p) of p. Given an ordering on the basisQ = {Mµν
∣∣0 ≤ µ < ν ≤ 3}
of so(3, 1), let Q′ be the corresponding standard basis of the enveloping algebra U(so(3, 1))
of so(3, 1).
To state the results on decrease properties of the Klein-Gordon equation, we introduce
ϕ0 = e
iεω(−i∂)tf,
ϕn = ϕ0 − eiεmρ(t)
∑
0≤l≤n−1
gl(t), n ≥ 1,
and if X 7→ aX is a map from Π′ to D∞, then we introduce
E
(p)
j (a) =
∑
Y ∈Π′
|Y |≤j
(
m‖aY ‖Lp +
∑
0≤µ≤3
‖aPµY ‖Lp
)
,
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for j ∈ N and 1 ≤ p ≤ ∞. We also introduce λ(t) and δ(t) for t ≥ 0 by
(λ(t))(x) = t/(1 + t− |x|) for 0 ≤ |x| ≤ t,
(λ(t))(x) = |x| for 0 ≤ t ≤ |x|,
(δ(t))(x) = 1 + t+ |x|.
If µ:R+ → D, we define
(µ˜(t))Y = (ξY µ)(t), Y ∈ Π′, t ∈ R+
Theorem A.1. There exist positive numbers Ci ∈ R+, i ≥ 0, such that
E
(2)
j
(
(1 + λ(t))k/2ϕ˜0(t)
) ≤ Cj+k(‖f‖Dj+k + ∑
1≤i≤3
‖∂if‖Dj+k
)
,
for j, k ∈ N, t ≥ 0, f ∈ D∞,
E
(2)
j
(
(1 + λ(t))k/2ϕ˜n+1(t)
) ≤ Cj+k+n t−n−1‖f‖D3(j+k+n)+4 , (A.4)
for j, k, n ∈ N, t ≥ 1, f ∈ D∞,
E
(∞)
j
(
δ(t)3/2(1 + λ(t))k/2ϕ˜0(t)
) ≤ Cj+k(‖f‖Dj+k+8 + ∑
1≤i≤3
‖∂if‖Dj+k+8
)
,
for j, k ∈ N, t ≥ 0, f ∈ D∞ and
E
(∞)
j
(
δ(t)3/2(1 + λ(t))k/2ϕ˜n+1(t)
) ≤ Cj+k+n t−n−1‖f‖D3(j+k+n)+28 , (A.5)
for j, k, n ∈ N, t ≥ 1, f ∈ D∞. Moreover supp gl(t) ⊂ {x ∈ R
∣∣|x| ≤ t} for t > 0,
‖(ρ−jξXY gl)(t)‖L2 ≤ Cj+|X|+l t−j−l−|X|‖f‖D3|X|+3l+|Y |+j , (A.6)
and
‖(ρ−jξXY gl)(t)‖L∞ ≤ Cj+|X|+l t−3/2−j−l−|X|‖f‖D3|X|+3l+|Y |+j+5 , (A.7)
for t > 0, j, l ∈ N, X ∈ Π′ ∩ U(R4) and Y ∈ Q′.
This theorem will be proved at the end of the appendix.
The development in Theorem A.1 can be inverted. Given a homogeneous function
g ∈ C∞((R+ × R3) − {0}) of degree −3/2 such that supp g(1, ·) ⊂ {x ∈ R3∣∣|x| ≤ 1}, we
construct by iteration f0, . . . , fn ∈ D∞:
fˆl(k) = e
−i3επ/4(m2/ω(k)5)1/2gl,0(1,−εk/ω(k)), g0,0 = g, 0 ≤ l ≤ n, (A.8a)
gl,0(t, x) = −
∑
1≤j≤l
tjgl−j,j(t, x), 1 ≤ l ≤ n, (A.8b)
gl,j =
ρ
2ijεm
gl,j−1, 1 ≤ j ≤ n− l. (A.8c)
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By this construction gl,j ∈ C∞((R+ × R3)− {0}) is homogenous of degree −3/2− j with
support in the forward light cone.
Theorem A.2. Let g ∈ C∞((R+ × R3) − {0}) be a homogeneous function of degree
−3/2 with supp g(1, ·) ⊂ {x ∈ R3∣∣|x| ≤ 1}. If f0, . . . , fn is given by the construction
(A.8a)–(A.8c) and
un(t) = e
iεmρ(t)g(t)−
∑
0≤l≤n
t−leiεω(−i∂)tfl,
then
E
(2)
j
(
(1 + λ(t))k/2u˜n(t)
)
(A.9)
≤ Cj+k+n
∑
Y ∈Q′
q+|Y |≤3(j+k+n)+4
‖(m/ρ(1, ·))q(ξY g)(1, ·)‖L2t−n−1, t ≥ 1,
and
E
(∞)
j
(
δ(t)3/2(1 + λ(t))k/2u˜n(t)
)
(A.10)
≤ Cj+k+n
∑
Y ∈Q′
q+|Y |≤3(j+k+n)+28
‖(m/ρ(1, ·))q(ξY g)(1, ·)‖L2t−n−1, t ≥ 1,
for j, k, n ∈ N. Moreover
‖fl‖Dj ≤ Cl+j
∑
Y ∈Q′
q+|Y |≤j+2l
‖(m/ρ(1, ·))q+l(ξY g)(1, ·)‖L2, j, l ∈ N. (A.11)
Proof. Since the proofs of the statements are so similar for the L2 case and the L∞ case,
we only prove the L2 case.
Application of Theorem A.1 to the functions fl, 0 ≤ l ≤ n, with a development up to
order n− l gives, if vn(t) = eiεmρ(t)
(
g(t)−∑0≤l≤n t−l∑0≤j≤n−l gl,j(t)):
E
(2)
j
(
(1 + λ(t))k/2u˜n(t)
) ≤ E(2)j ((1 + λ(t))k/2v˜n(t)) (A.12)
≤ Cj+k+n t−n−1
∑
0≤l≤n
‖fl‖D3(j+k+n−l)+4 , t ≥ 1,
where gl,j is given by (A.1) with fl instead of f i.e.:
gl,0(t, x) = e
i3επ/4(D(t, x))−1/2fˆl(pε(t, x)), 0 ≤ l ≤ n, (A.13a)
gl,j =
ρ
2iεjm
gl,j−1, 1 ≤ j ≤ n− l. (A.13b)
According to definition (A.8) and formulas (A.13a), (A.13b) we have g0,0 = g and∑
0≤j≤r
tjgr−j,j = 0, 1 ≤ r ≤ n,
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which proves that ∑
0≤l≤n
∑
0≤j≤n−l
t−lgl,j(t) =
∑
0≤r≤n
t−r
∑
0≤j≤r
tjgr−j,j = g, (A.14)
so vn = 0. By (A.12) we get
E
(2)
j
(
(1 + λ(t))k/2u˜n(t)
) ≤ Cj+k+n t−n−1 ∑
0≤l≤n
‖fl‖D3(j+k+n−l)+4 , t ≥ 1. (A.15)
Inequality (A.9) follows from (A.15) and inequality (A.11), which we now prove.
Introduce the linear representation X 7→ ηX of the Poincare´ Lie algebra p by
(ηP0h)(k) = −εiω(k)h(k), (ηPjh)(k) = ikjh(k), j = 1, 2, 3, (A.16a)
(ηMijh)(k) = −(ki
∂
∂kj
− kj ∂
∂ki
)h(k), 1 ≤ i < j ≤ 3, (A.16b)
(ηM0jh)(k) = −ε
∂
∂kj
(ω(k)h(k)), 1 ≤ j ≤ 3, (A.16c)
where h ∈ D∞ and ε = 1 or ε = −1.
The norms of f :
‖f‖Ds , ‖fˆ‖Ds ,
( ∑
Y ∈Π′
|Y |≤s
‖ηY fˆ‖2L2
)1/2
, (A.17)
are then equivalent. Let X 7→ ξX be the representation of the Lorentz Lie algebra so(3, 1)
on functions on R4 given by
(ξMijh)(t, x) = −
(
xi
∂
∂xj
− xj ∂
∂xi
)
h(t, x), 1 ≤ i < j ≤ 3, (A.18a)
(ξM0ih)(t, x) =
(
xi
∂
∂t
+ t
∂
∂xi
)
h(t, x), 1 ≤ i ≤ 3. (A.18b)
Since gl,0 is homogeneous of degree −3/2 it follows from (A.8a) that
fˆl(k) = e
−i3επ/4(m/ω(k))gl,0(ω(k),−εk). (A.19)
Since (ηX fˆl)(k) = e
−i3επ/4(m/ω(k))(ξXgl,0)(ω(k),−εk) for X ∈ so(3, 1), we get
(ηY fˆl)(k) = e
−i3επ/4(m/ω(k))(ξY gl,0)(ω(k),−εk),
for Y ∈ U(so(3, 1)), the enveloping algebra of so(3, 1). ξY gl,0 and gl,0 have the same degree
of homogeneity, so
(ηY fˆl)(k) = e
−i3επ/4(m/(ω(k))5/2)(ξY gl,0)(1,−εk/ω(k)), Y ∈ U(so(3, 1)). (A.20)
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Choosing an ordering on Π such that
P0 < P1 < P2 < P3 < Mµν , 0 ≤ µ < ν ≤ 3,
we obtain, because of the equivalence of the norms in (A.17) and because of the explicit
expression (A.16a) of ηPµ , that
‖f‖Ds ≤ Cs
( ∑
q+|Z|≤s
∑
Z∈Q′
‖ωqηZ fˆ‖2L2
)1/2
, (A.21)
where Q′ is a basis of U(so(3, 1)). Since m(ω(k))−5/2 is the Jacobian of the transformation
k 7→ −εk/ω(k), it follows from formula (A.20) that
‖ωqηZ fˆl‖L2 = ‖(mρ(1, ·))q(ξZgl,0)(1, ·)‖L2, Z ∈ U(so(3, 1)), (A.22)
and then from (A.21) that
‖fl‖Ds ≤ C′s
∑
q+|Z|≤s
∑
Z∈Q′
‖(m/ρ(1, ·))q(ξZgl,0)(1, ·)‖L2, (A.23)
where 0 ≤ l ≤ n, s ≥ 0.
It follows from definition (A.8c) of gl,j , 1 ≤ j ≤ n− l, that
gl,j = (j!(2iεm)
j)−1(ρ)jgl,0. (A.24)
Since ξX , X ∈ so(3, 1), commutes with  and with the multiplication by ρ, we get
ξZgl,j = (j!(2iεm)
j)−1(ρ)jξZgl,0, Z ∈ U(so(3, 1)). (A.25)
Using that inside the light cone
 = ρ−2
(
L2 + 2L−
∑
0≤µ<ν≤3
ξMµνMµν
)
, (A.26)
where L = t ∂∂t +
∑3
i=1 xi
∂
∂xi
and M0i = −M0i, 1 ≤ i ≤ 3, and M ij =Mij, 1 ≤ i < j ≤ 3,
we obtain for h being a homogeneous function of degree χ on R4:
h = ρ−2
(
(χ+ 1)2 − 1−
∑
0≤µ<ν≤3
ξMµνMµν
)
, (A.27)
which is homogeneous of degree χ− 2. It follows from (A.24) and (A.27) that
ξZgl,j = (j!(2iεm)
j)−1ρ−j
( j∏
q=1
(
(q − 1/2)2 − 1−
∑
0≤µ<ν≤3
ξMµνMµν
))
ξZgl,0, (A.28)
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Z ∈ U(so(3, 1)), 1 ≤ j ≤ n− l, 0 ≤ l ≤ n, since ξZgl,0 is homogeneous of degree −3/2 and
since ξX , X ∈ so(3, 1), commutes with the multiplication by ρ. We get from (A.28) that
for Z ∈ U(so(3, 1)):
‖(m/ρ(1, ·))q(ξZgl,j)(1, ·)‖L2 (A.29)
≤ Cj
∑
Y ∈Q′
|Y |≤2j
‖(m/ρ(1, ·))q+j(ξY ξZgl,0)(1, ·)‖L2, 1 ≤ j ≤ n− l.
Definition (A.8b) shows that
‖(m/ρ(1, ·))q(ξZgl,0)(1, ·)‖L2 (A.30)
≤
∑
1≤i≤l
C|Z|
∑
Y ∈Q′
|Y |≤|Z|
‖(m/ρ(1, ·))q(ξY gl−j,j)(1, ·)‖L2, Z ∈ Q′, 1 ≤ l ≤ n,
since |ξM0j t| ≤ t inside the light cone. Let 1 ≤ l ≤ n, it then follows from (A.29) and
(A.30) that
‖(m/ρ(1, ·))q(ξZgl,0)(1, ·)‖L2 (A.31)
≤ C|Z|,l
∑
Y ∈Q′
|Y |≤|Z|
∑
1≤j≤l
∑
Y ∈Q′
|X|≤2j
‖(m/ρ(1, ·))q+j(ξXξY gl−j,0)(1, ·)‖L2.
Using that ξXξY = ξXY and inequality (A.31) we get
‖(m/ρ(1, ·))q(ξZgl,0)(1, ·)‖L2 (A.32)
≤ C|Z|,l
∑
1≤j≤l
∑
Y ∈Q′
0≤|Y |≤|Z|+2j
‖(m/ρ(1, ·))q+j(ξY gl−j,0)(1, ·)‖L2, l ≥ 1.
Inequality (A.32) shows that, (the case l = 0 being trivial):
‖(m/ρ(1, ·))q(ξZgl,0)(1, ·)‖L2 (A.33)
≤ C|Z|,l
∑
Y ∈Q′
|Y |≤|Z|+2l
‖(m/ρ(1, ·))q+l(ξY g0,0)(1, ·)‖L2, 0 ≤ l ≤ n.
Since g0,0 = g we obtain according to inequalities (A.23) and (A.33)
‖fl‖Ds ≤ C′l,s
∑
Y ∈Q′
q+|Y |≤s+2l
‖(m/ρ(1, ·))q+l(ξY g)(1, ·)‖L2, 0 ≤ l ≤ n. (A.34)
This proves the theorem.
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Theorem A.3. If F ∈ C∞((R+ − {0})×R3) is homogeneous of degree 0 and if f ∈ D∞,
then there exists a unique sequence of functions gl ∈ D∞, l ≥ 0, such that for every n ≥ 0,
j ≥ 0 and L ≥ 0
‖( d
dt
)j(
e−iεω(−i∂)tF (t)eiεω(−i∂)tf −
∑
0≤l≤n
t−lgl
)‖DL (A.35)
≤ Cn+L+j t−n−1−j
( ∑
X∈Π′∩U(R4)
|X|≤L+j
‖(ξXF (t)‖L∞(R3) + ∑
Y ∈Q′
|Y |≤N
‖(ξY F )(1, ·)‖L∞(B)
)
‖f‖DN ,
t ≥ 1, where B is the unit ball in R3, N depends on n, j and L. Moreover
gˆ0(k) = F (1,−εk/ω(k))fˆ(k) (A.36)
and gl is a bilinear function of F and f satisfying
‖gl‖Di ≤ Ci,l
∑
Y ∈Q′
|Y |≤M
‖(ξY F )(1, ·)‖L∞(B)‖f‖DM , l, i ≥ 0, (A.37)
where M is an integer depending on l and i.
Before proving the theorem we remark that formula (A.36) can be generalized to give
explicit expressions for gn, n ≥ 0. As a matter of fact
gˆn(k) =
in
n!
∑
j
∂
∂kj1
· · · ∂
∂kjn
(
(∂j1 · · ·∂jnF )(1,−εk/ω(k))fˆ(k)
)
. (A.38)
Since we shall not use this result for n ≥ 1, we shall only prove the particular case n = 0
in (A.36).
Proof. To prove the the uniqueness of the sequence gl, l ≥ 0, let g′l, l ≥ 0 be another
sequence satisfying (A.35) and let n ∈ N be such that gl = g′l for 0 ≤ l ≤ n− 1. Then
‖gn − g′n‖DL ≤ tn‖
∑
0≤l≤n
t−l(gl − g′l)‖DL
≤ tn
(
‖e−iεω(−i∂)tF (t)eiεω(−i∂)tf −
∑
0≤l≤n
t−lgl‖DL
+ ‖e−iεω(−i∂)tF (t)eiεω(−i∂)tf −
∑
0≤l≤n
t−lg′l‖DL
)
≤ t−12CN,L
(
‖F (1, ·)‖L∞(R3) +
∑
Y ∈D(N)
‖(ξY F )(1, ·)‖L∞(B)
)
‖f‖DN .
Taking the limit t → ∞ now proves that gn = g′n, n ≥ 0. Hence by induction gl = g′l for
l ≥ 0.
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To construct the sequence gn, n ≥ 0, we define r ∈ C∞((R+−{0})×R3), homogeneous
of degree −3/2 by formula (A.1a),
r0(t, x) = e
i3επ/4
(
m/t
)3/2(
t/ρ(t, x)
)5/2
fˆ
(−εmx/ρ(t, x)), (A.39a)
we define the sequence rn ∈ C∞((R+ − {0}) × R3), n ≥ 0, of homogeneous functions of
degree −n − 3/2 by formula (A.1b), i.e.
rn =
1
n!
( ρ
2iεm
)n
r0, n ≥ 0. (A.39b)
It now follows from Theorem A.1 and Leibniz rule that if X ∈ Π′ ∩ U(R4), then
‖(1 + λ(t))k/2ξX
(
F (t)eiεω(−i∂)tf − eimερ(t)F (t)
∑
0≤l≤K
rl(t)
)
‖L2 (A.40)
≤ C|X|
∑
|X1|+|X2|=|X|
‖(ξX1F )(t)ξX2
(
eiεω(−i∂)tf − eimερ(t)
∑
0≤l≤K
rl(t)
)
‖L2
≤ CK,|X|,k
( ∑
|X1|≤|X|
‖ξX1F (t)‖L∞
)
‖f‖DN′ t−K−1, t ≥ 1,
where X1, X2 ∈ Π′ ∩U(R4) in the summation domains, where N ′ depends on K,X, k and
where
‖ρ(t)−jξXrl(t)‖L2 ≤ Cl,|X|,j‖f‖DN′ t−(l+|X|+j), t > 0. (A.41)
The support of rl is contained in the light cone. Since the function (t, x) 7→ F (t, x)rl(t, x)
is homogeneous of degree −l − 3/2, we can apply Theorem A.2 to the function (t, x) 7→
tlF (t, x)rl(t, x) = ql(t, x), which shows that there are functions gl,j ∈ D∞, l ≥ 0, j ≥ 0,
given by the construction (A.8) satisfying
‖(1 + λ(t))k/2ξX
(
eimερ(t)ql(t, x)−
∑
0≤j≤L
t−jeimερ(t)gl,j
)
‖L2
≤ CL,|X|,k
∑
Y ∈Q′
s+|Y |≤|Z|≤N ′
‖(m/ρ(1, ·))s(ξY gl)(1, ·)‖L2 t−L−1, t ≥ 1,
and
‖gl,j‖Di ≤ Cj,i
∑
Y ∈Q′
s+|Y |≤i+2j
‖(m/ρ(1, ·))s+j(ξY ql)(1, ·)‖L2.
These two inequalities, the definition of ql and inequality (A.41) give
‖(1 + λ(t))k/2ξX
(
eimερ(t)F (t)rl(t)−
∑
0≤j≤L
t−j−leiεω(−i∂)tgl,j
)
‖L2 (A.42a)
≤ CL,|X|,k
∑
Y ∈Q′
|Y |≤N ′′
‖(ξY F )(1, ·)‖L∞(B)‖f‖DN′′ t−L−1−l, t > 0,
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and
‖gl,j‖Di ≤ Cl,j,i
∑
Y ∈Q′
|Y |≤M
‖(ξY F )(1, ·)‖L∞(B)‖f‖DM , (A.42b)
where N ′′ depends on L, |X |, k and M on l, j, i. We have used repeatedly here that
ξMµν t
lF (t, x)rl(t, x)
= (ξMµνF )(t, x)t
lrl(t, x) + F (t, x)[ξMµν , t
l]rl(t, x) + F (t, x)t
lξMµν r(t, x)
and that the commutator of a monomial of degree l in (t, x) with ξMµν is a monomial of
degree l.
We now define
gn =
∑
l+j=n
gl,j , n ≥ 0, (A.43)
which, according to (A.42b), proves the inequality (A.37) and which, together with (A.40),
(A.42a) and (A.42b) gives, choosing L and K sufficiently large,
‖(1 + λ(t))k/2ξX
(
F (t)eiεω(−i∂)tf −
∑
0≤l≤n
t−leiεω(−i∂)tgl
)
‖L2 (A.44)
≤ Cn,|X|,k
( ∑
X1∈Π
′∩U(R4)
|X1|≤|X|
‖ξX1F (t)‖L∞(R3) +
∑
Y ∈Q′
|Y |≤N
‖(ξY F )(1, ·)‖L∞(B)
)
‖f‖DN t−n−1,
t ≥ 1, where N depends on n, |X |, k. If
hn(t) = e
−iεω(−i∂)tF (t)eiεω(−i∂)t −
∑
0≤l≤n
t−lgl,
then
‖( d
dt
)l
hn(t)‖DL ≤
∑
|α|≤L
|β|≤L
‖xβ∂α( d
dt
)l
hn(t)‖L2 ,
according to Theorem 2.9. Since (iεxjω(−i∂) − t∂j)e−iεω(−i∂)t = e−iεω(−i∂)txj , it follows
that
‖( d
dt
)l
hn(t)‖DL ≤ CL,l
∑
s+|β|≤L
j+|α|≤L+l
ts‖xβ∂α( d
dt
)j
eiεω(−i∂)thn(t)‖L2.
This shows together with (A.44) that
‖( d
dt
)l
hn(t)‖DL (A.45)
≤ Cn,L,l
( ∑
X∈Π′∩U(R4)
|X|≤L+l
‖ξXF (t)‖L∞(R3) +
∑
Y ∈Q′
|Y |≤N
‖(ξY F )(1, ·)‖L∞(B)
)
‖f‖DN t−n−1+L,
300 FLATO SIMON TAFLIN
t ≥ 1, n ≥ L, where N is redefined. Let n′ = n+ l + L. Then, it follows from (A.37) and
(A.45) that
‖( d
dt
)l
hn(t)‖DL (A.46)
≤ ‖( d
dt
)l
hn′(t)‖DL + Cl
∑
0≤j≤L−1
t−(n−1+l+j)‖gn+1+j‖DL
≤ Cn,L,l
( ∑
X∈Π′∩U(R4)
|X|≤L+l
‖ξXF (1)‖L∞(R3) +
∑
Y ∈Q′
|Y |≤N
‖(ξY F )(1, ·)‖L∞(B)
)
‖f‖DN t−n−1−l,
t ≥ 1, L, l ≥ 0, where we have redefined N . This proves (A.35).
To prove (A.36) we note that g0 = g0,0 according to (A.43) and that gˆ0,0 is obtained
from q0 by formula (A.8a)
gˆ0,0(k) = e
−iεπ/4(m2/ω(k)5)1/2q0(1,−εk/ω(k)).
Since q0(t, x) = F (t, x)r0(t, x) formula (A.39a) now gives
gˆ0(k) = F (1,−εk/ω(k))fˆ(k),
which proves the theorem.
Proof of Theorem A.1 We recall that
ϕ0(t) = e
iεω(−i∂)tf, (A.47a)
and
ϕn(t) = ϕ0(t)− eiεmρ(t)
∑
0≤l≤n−1
gl(t), n ≥ 1. (A.47b)
The construction of gl by (A.1a) and (A.1b) then gives that
(+m2)ϕ0 = 0, (+m
2)ϕn+1 = −eiεmρgn, n ≥ 0. (A.48)
Let ΓA, A ∈ {1, . . . , 16} be the matrices I, γµ, 0 ≤ µ ≤ 3, γµγν , 0 ≤ µ < ν ≤ 3, γµγνγτ ,
0 ≤ µ < ν < τ ≤ 3, γ0γ1γ2γ3, in a given order. The set {ΓA∣∣1 ≤ A ≤ 16} is then a basis
of the complex vector space of 4×4 complex matrices, and ΓA is invertible for 1 ≤ A ≤ 16.
If aµ ∈ C for 0 ≤ µ ≤ 3 and b ∈ C, and if
M = a0I −
∑
1≤j≤3
ajγ
0γj + ibγ0, (A.49a)
then there exist complex numbers cµ(A) and d(A), 0 ≤ µ ≤ 3, 1 ≤ A ≤ 16, independent
of aµ and b, such that
aµI = γµγ
0
∑
A
cµ(A)(Γ
A)−1MΓA, (A.49b)
MAXWELL - DIRAC EQUATIONS 301
(where there is no summation over µ on the right-hand side) and
bI = γ0
∑
A
d(A)(ΓA)−1MΓA. (A.49c)
As a matter of fact, conjugation of M with γ1γ2γ3 (resp. γ0γ1γ2γ3, γ0γiγj) corre-
sponds to replace (a1, a2, a3, b) (resp. b, ak) by (−a1,−a2,−a3,−b) (resp. −b,−ak), in
(A.49a), where (i, j, k) is a permutation of (1, 2, 3). Let
h(A)n =
( ∂
∂t
+D)ΓAϕn, (A.50a)
where D is as in equation (1.2b), and let
r
(A)
0 = 0, r
(A)
n = −iγ0ΓAeiεmρgn−1, n ≥ 1. (A.50b)
Using that  = (d/dt−D)(d/dt+D), it then follows from (A.48) that
(iγµ∂µ +m)h
(A)
n = r
(A)
n , n ≥ 0, 1 ≤ A ≤ 16. (A.51)
The representation ξ of the Poincare´ Lie algebra p satisfies
ξP0 = tρ
−2
(
L−
3∑
j=1
(xj/t)ξM0j
)
(A.52a)
ξPi = t
−1ξM0i − xiρ−2
(
L−
3∑
j=1
(xj/t)ξM0j
)
, 1 ≤ i ≤ 3, (A.52b)
where ρ2 = t2 − |x|2 6= 0,
L = t
∂
∂t
+
3∑
i=1
xi
∂
∂xi
. (A.52c)
Let H ∈ C∞((R+ × R3) − {0}) be a homogeneous function of degree χ ∈ R and let
supp H ⊂ {y ∈ R+ × R3∣∣yµyµ ≥ 0}. It follows from (A.52a)–(A.52c) that
|(ξPµH)(t, x)| ≤ (2 + |χ|)tρ−2
∑
Y ∈Q′
|Y |≤1
|(ξYH)(t, x)|, t− |x| > 0.
Using that R4 is an ideal of p, we obtain by induction that
|(ξYH)(t, x)| ≤ C|Y |,|χ|(tρ−2)|Y |
∑
Z∈Q′
|Z|≤|Y |
|(ξZH)(t, x)|, (A.53)
where Y ∈ Π′ ∩ U(R4) and t− |x| > 0.
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The operator  and the multiplication by ρ commute with ξZ when Z ∈ Q′. Since
(ρ)jξXg0, X ∈ Q′, is homogeneous of degree −j − 3/2, it follows from (A.53) that
|(ξYX(ρ)jg0)(t, x)| ≤ C|Y |,j+3/2(tρ−2)|Y |
∑
Z∈Q′
|Z|≤|Y |
|((ρ)jξZXg0)(t, x)|, (A.54)
where j ≥ 0, X ∈ Q′, Y ∈ Π′ ∩ U(R4), t− |x| > 0. Using, as in (A.28), expression (A.27)
for the operator , we obtain from (A.54) that
|(ξYX(ρ)jg0)(t, x)| ≤ C|Y |,j(tρ−2)|Y |ρ−j
∑
Z∈Q′
|Z|≤|Y |+2j
|(ξZXg0)(t, x)|, (A.55a)
where j ≥ 0, X ∈ Q′, Y ∈ Π′ ∩ U(R4), t − |x| > 0 and where C|Y |,j is a new constant.
Similarly it follows that
|(ξYX(ρ)jg0)(t, x)| ≤ C|Y |,j(tρ−2)|Y |ρ−2−j
∑
Z∈Q′
|Z|≤|Y |+2j+2
|(ξZXg0)(t, x)|, (A.55b)
where j ≥ 0, X ∈ Q′, Y ∈ Π′ ∩ U(R4), t − |x| > 0. Formulas (A.55a) and (A.55b), and
definition (A.1b) of gl give that
|(ξYXgl)(t, x)| ≤ C|Y |,l(tρ−2)|Y |ρ−l
∑
Z∈Q′
|Z|≤|Y |+2l
|(ξZXg0)(t, x)| (A.56a)
and
|(ξYXgl)(t, x)| ≤ C|Y |,l(tρ−2)|Y |ρ−l−2
∑
Z∈Q′
|Z|≤|Y |+2l+2
|(ξZXg0)(t, x)|, (A.56b)
where l ∈ N, X ∈ Q′, Y ∈ Π′ ∩ U(R4), t − |x| > 0. Similarly as we obtained equality
(A.20), it follows from definition (A.1a) of g0 that
(ηZ fˆ)(k) = e
−3επ/4m(ω(k))−5/2t3/2(ξZg0)(t,−tεk/ω(k)), (A.57)
where t > 0, k ∈ R3 and Z ∈ U(so(3, 1)). After multiplication with ω(k)j and integration,
we obtain using the variable substitution (A.2) that
‖ωjηZ fˆ‖2L2 = ‖(mt/ρ(t))j(ξZg0)(t)‖2L2, (A.58)
where t > 0 and Z ∈ U(so(3, 1)). Inequalities (A.56a) and (A.56b), and inequality (A.58)
give that
‖ρ(t)−j(ξXY gl)(t)‖L2 ≤ C|X|+j+l t−j−l−|X|
∑
Z∈Q′
|Z|≤|X|+2l
‖ω2|X|+l+jηZY fˆ‖L2 (A.59a)
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and
‖ρ(t)−j(ξXYgl)(t)‖L2 (A.59b)
≤ C|X|+j+l t−j−l−|X|−2
∑
Z∈Q′
|Z|≤|X|+2l+2
‖ω2|X|+l+j+2ηZY fˆ‖L2 ,
where t > 0, l, j ∈ N, X ∈ Π′∩U(R4) and Y ∈ Q′. The equivalence of the norms in (A.17)
and inequalities (A.59a) and (A.59b) give
‖ρ(t)−j(ξXY gl)(t)‖L2 ≤ C|X|+j+l t−j−l−|X|‖f‖D3|X|+3l+|Y |+j (A.60a)
and
‖ρ(t)−j(ξXYgl)(t)‖L2 ≤ C|X|+j+l t−j−l−|X|−2‖f‖D3|X|+3l+|Y |+j+4 , (A.60b)
where t > 0, l, j ∈ N, X ∈ Π′ ∩ U(R4) and Y ∈ Q′. Inequality (A.60a) proves inequality
(A.6) of the theorem. It follows from inequality (A.56a) and equality (A.57) that
‖ρ(t)−j(ξXY gl)(t)‖L∞ (A.61)
≤ C|X|+j+l t−3/2−|X|−j−l
∑
Z∈Q′
|Z|≤|X|+2l
‖ω5/2+2|X|+j+lηZY fˆ‖L∞ ,
where t > 0, l, j ∈ N, X ∈ Π′ ∩ U(R4) and Y ∈ Q′. If h ∈ S(R3,C4), then ‖hˆ‖L∞ ≤
‖h‖L1 ≤ C‖h‖D2 ≤ C′‖hˆ‖D2 , so it follows from (A.61) and from the equivalence of norms
in (A.17) that
‖ρ(t)−j(ξXY gl)(t)‖L∞ ≤ C|X|+j+l t−3/2−|X|−j−l‖f‖D3|X|+3l+|Y |+j+5 , (A.62)
where t > 0, l, j ∈ N, X ∈ Π′ ∩ U(R4) and Y ∈ Q′. This proves inequality (A.7) of the
theorem.
It follows by induction that there exist polynomials R
(k)
X,Y of degree k such that
e−iεmρξXe
iεmρ = ξX +
∑
Y ∈Π′∩U(R4)
|Y |≤|X|−1
∑
0≤i≤|X|−|Y |−1
ρ−iR
(|X|−|Y |+i)
X,Y (y/ρ)ξY , (A.63)
for X ∈ Π′ ∩ U(R4), y ∈ R+ × R3, yµyµ > 0. This equality and inequalities (A.60a) and
(A.60b) give that
‖(ρ(t)−jξXY eiεmρgl)(t)‖L2 ≤ C|X|+j+l t−j−l(1 + t−|X|)‖f‖D3|X|+3l+|Y |+j , (A.64a)
and
‖(ρ(t)−jξXY eimρgl)(t)‖L2 ≤ C|X|+j+l t−j−l−2(1 + t−|X|)‖f‖D3|X|+3l+|Y |+j+4 , (A.64b)
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where t > 0, l, j ∈ N, X ∈ Π′ ∩ U(R4) and Y ∈ Q′.
Since ‖(ξDXh)(t)‖D ≤ ‖(ξXh)(t)‖D + CX‖h(t)‖D, for X ∈ p, it follows that
℘Dn (h(t)) ≤ Cn
( ∑
Y ∈Π′
|Y |≤n
‖(ξY h)(t)‖2D
)1/2
(A.65)
≤ C′n℘Dn (h(t)), n ≥ 0,
for some constants Cn and C
′
n. If λ1 is defined as in Theorem 5.5, then (λ1(t))(x) =
(1 + t)(1 + t− |x|)−1 for 0 ≤ |x| < t, so (λ1(t))(x) ≤ Ct2ρ−2 for 0 ≤ |x| < t. Therefore it
follows from (A.50b), (A.64b) and (A.65) that
℘Dj
(
(1 + λ1(t))
k/2r(A)n (t)
) ≤ nCj+k+n t−n−1(1 + t−j)‖f‖D3j+3n+k+1 , (A.66)
for t > 0, j, k, n ∈ N.
Let Y ∈ U(p). It then follows from definition (A.47b) of ϕn and from theorem 1 of [12]
(and [13] for the details) that there exists an integer N ≥ 1 such that ‖δ(t)2(ξY ϕN )(t)‖L∞
≤ C for t ≥ 1, where C ∈ R+ is independent of t and where (δ(t)(x) = 1 + t + |x|.
Therefore limt→∞ ‖(ξY ϕN )(t)‖L2 = 0. It then follows from (A.47b) and (A.64a) with
j = 0 that limt→∞ ‖(ξY ϕn)(t)‖L2 = 0 for Y ∈ U(p) and n ≥ 1. Definition (A.50a) and
inequality (A.65) now give that
lim
t→∞
℘Dj (h
(A)
n (t)) = 0 for j ≥ 0, n ≥ 1. (A.67)
It follows from equality (A.51), inequality (A.66) with k = 0 and limit (A.67) that
℘Dj (h
(A)
n (t)) ≤ Cj+n t−n‖f‖D3j+3n+1 , t ≥ 1, j ≥ 0, n ≥ 1. (A.68a)
We also note that, since r0 = 0, definition (A.50a) give that
℘Dj (h
(A)
0 (t)) = ‖h(A)0 (0)‖Dj ≤ C
(
‖f‖Dj +
∑
1≤i≤3
‖∂jf‖Dj
)
, j ≥ 0. (A.68b)
Theorem 5.5, with G = 0, g = 0, and inequality (A.68b) give that
℘Dj
(
(1 + λ1(t))
k/2h
(A)
0 (t)
) ≤ Cj+k(‖f‖Dj+k + ∑
1≤i≤3
‖∂jf‖Dj+k
)
, (A.69)
fot t ≥ 0 and j, k ∈ N. Since (1 + λ1(t))(x) ≤ C(1 + t) in the support of r(A)n , it follows
from Theorem 5.5, with G = 0, that
℘Dj
(
(1 + λ1(t))
k/2h(A)n (t)
)
≤ Cj+k
(
℘Dj+k(h
(A)
n (t)) + t
∑
0≤i≤k−1
℘Dj+i
(
(1 + λ1(t))
(k−1−i)/2r(A)n (t)
))
, t > 0,
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Inequalities (A.66) and (A.68a) then give that
℘Dj
(
(1 + λ1(t))
k/2h(A)n (t)
) ≤ Cj+k+n t−n‖f‖D3(j+k+n)+1 , (A.70)
for t ≥ 1, j, k ∈ N, n ≥ 1.
Applying the operator ξDY , Y ∈ Π′, on both sides of equation (A.51), it follows from
Theorem 5.7 and inequality (A.68b) that
‖(δ(t))3/2(1 + λ1(t))k/2(ξDY h(A)0 )(t)‖L∞ ≤ C
(
‖f‖D|Y |+k+8 +
∑
1≤i≤3
‖∂jf‖D|Y |+k+8
)
, (A.71)
for t ≥ 0, k ∈ N and Y ∈ Π′. Similarly, it follows from Theorem 5.7 and inequalities (A.66)
and (A.68a) that
‖(δ(t))3/2(1 + λ1(t))k/2(ξDY h(A)n )(t)‖L∞ ≤ Ck+|Y |+n t−n‖f‖D3(k+|Y |+n)+25 , (A.72)
for t ≥ 1, k, n ∈ N, n ≥ 1 and Y ∈ Π′.
According to equalities (A.49b), (A.49c) and (A.50a), ∂µϕn, 0 ≤ µ ≤ 3, and mϕn are
linear combinations of h
(A)
n , 1 ≤ A ≤ 16. This fact and inequalities (A.70) and (A.72),
prove inequalities (A.4) and (A.5). This proves the theorem.
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