Finite-dimensional irreducible $U_q(\mathfrak{sl}_2)$-modules from the
  equitable point of view by Terwilliger, Paul
ar
X
iv
:1
30
3.
61
34
v1
  [
ma
th.
QA
]  2
5 M
ar 
20
13
Finite-dimensional irreducible Uq(sl2)-modules
from the equitable point of view
Paul Terwilliger
Abstract
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1 Introduction
The quantum universal enveloping algebra Uq(sl2) appears extensively in the literature; see
for example [3, 13, 15]. In [12] the equitable presentation for Uq(sl2) was introduced. This
presentation is linked to tridiagonal pairs of linear transformations [6, 7], Leonard pairs of
linear transformations [1], the q-tetrahedron algebra [4, 8, 11, 16], bidiagonal pairs of linear
transformations [5], Q-polynomial distance-regular graphs [9, 10, 21], Poisson algebras [14],
and the universal Askey-Wilson algebra [20]. The equitable presentation concept has been
applied to symmetrizable Kac-Moody algebras [19] and the Lie algebra sl2 [2].
In the representation theory of Uq(sl2), perhaps the most fundamental objects are the finite-
dimensional irreducible Uq(sl2)-modules with q not a root of unity. For these objects one
desires a comprehensive description from the equitable point of view. Some of the articles
mentioned above contain results in this direction, but a comprehensive treatment is lacking.
The goal of the present paper is to provide this comprehensive treatment. Our treatment
has a linear algebraic and geometric flavor.
Our treatment is summarized as follows. Let F denote a field and consider the algebra Uq(sl2)
over F. Let x, y±1, z denote the equitable generators for Uq(sl2) and let nx, ny, nz denote
their nilpotent relatives (formal definitions begin in Section 2). We retain the notation
x, y±1, z and nx, ny, nz for the corresponding elements in Uq−1(sl2). We display an F-algebra
antiisomorphism † : Uq(sl2) → Uq−1(sl2) that sends ξ 7→ ξ and nξ 7→ −nξ for ξ ∈ {x, y, z}.
Fix an integer d ≥ 0 and let V denote an irreducible Uq(sl2)-module of type 1 and dimension
d + 1. Let V ∗ denote the dual space for V and note that V ∗ has dimension d + 1. Define
a bilinear form ( , ) : V × V ∗ → F such that (u, f) = f(u) for all u ∈ V and f ∈ V ∗. We
show that V ∗ becomes a Uq−1(sl2)-module such that (ζu, v) = (u, ζ
†v) for all u ∈ V , v ∈ V ∗,
1
ζ ∈ Uq(sl2). The Uq−1(sl2)-module V
∗ is irreducible of type 1. We show that on V and V ∗,
each of x, y, z is diagonalizable with eigenvalues {qd−2i}di=0. For V and V
∗ we display three
flags, six decompositions, and twelve bases. We consider (i) how these objects are related to
each other; (ii) how these objects are related via the bilinear form; (iii) how these objects
are acted upon by x, y, z and nx, ny, nz. Among the objects the easiest to describe are the
decompositions, so we begin with these.
Each of the six decompositions is an eigenspace decomposition for one of x, y, z. The cor-
responding sequence of eigenvalues is {qd−2i}di=0 or {q
2i−d}di=0. For each of the six decom-
positions, the inverted decomposition is included among the six. For each of the six de-
compositions of V , the dual decomposition with respect to ( , ) is included among the six
decompositions for V ∗. For V or V ∗ and ξ ∈ {x, y, z} we describe the actions of ξ and nξ
on the six decompositions. For these six decompositions the action of ξ is diagonal on two,
quasi-lowering on two, and quasi-raising on two. The action of nξ is tridiagonal on two,
lowering on two, and raising on two.
Turning to the three flags, we show that for ξ ∈ {x, y, z} the subspace niξV has dimension
d − i + 1 for 0 ≤ i ≤ d and nd+1ξ V = 0. Therefore the nested sequence {n
d−i
ξ V }
d
i=0 is a
flag on V . This gives three flags on V , and we similarly obtain three flags on V ∗. We show
that for V or V ∗ the three flags are mutually opposite. These flags are related to the six
decompositions as follows. For V or V ∗ let {Vi}
d
i=0 denote one of the six decompositions.
Define Ui = V0 + · · · + Vi for 0 ≤ i ≤ d. We show that the sequence {Ui}
d
i=0 is among
the three flags. To characterize the three flags on V , we show that for ξ ∈ {x, y, z} and
0 ≤ i ≤ d+1, niξV is the unique (d− i+1)-dimensional subspace of V that is invariant under
those elements among x, y, z other than ξ. A similar result applies to V ∗. We also show
that for ξ ∈ {x, y, z} and 0 ≤ i ≤ d + 1, the subspaces niξV and n
d−i+1
ξ V
∗ are orthogonal
complements with respect to ( , ).
Turning to the twelve bases, each of these bases induces one of the six decompositions. For
each of the twelve bases, the inverted basis is included among the twelve. For each of the
twelve bases for V , the dual basis with respect to ( , ) is included among the twelve bases for
V ∗. For V or V ∗ and each of the twelve bases, we give the matrices that represent x, y, z.
Of the resulting three matrices one is diagonal, one is lower bidiagonal, and one is upper
bidiagonal. In each case the sequence of diagonal entries is {qd−2i}di=0 or {q
2i−d}di=0. In each
bidiagonal case the matrix has constant row sum or constant column sum. For V or V ∗ and
each of the twelve bases we also give the matrices that represent nx, ny, nz. For V or V
∗
and each of the twelve bases, we give the transition matrix to three other bases among the
twelve. Of the resulting three matrices one is diagonal, one is lower triangular, and one is
the identity matrix reflected about a vertical axis.
Throughout the paper we employ an element in End(V ) or End(V ∗) called a rotator. Conju-
gation by a rotator induces a cyclic permutation of x, y, z. These rotators exist by [12, Lemma
7.5]. For V or V ∗ and a rotator R we compute the matrices that represent R with respect
to the twelve bases.
Near the end of the paper we characterize x, y, z and nx, ny, nz in terms of their action on
the six decompositions of V . We then characterize Uq(sl2) itself in the equitable presenta-
tion, in terms of bidiagonal triples of linear transformations. This characterization makes
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heavy use of the work of Darren Funk-Neubauer [5] concerning bidiagonal pairs of linear
transformations.
2 Preliminaries
Our conventions for the paper are as follows. An algebra is meant to be associative and
have a 1. A subalgebra has the same 1 as the parent algebra. Throughout the paper fix an
integer d ≥ 0. Let {ui}
d
i=0 denote a sequence. We call ui the ith component of the sequence.
By the inversion of the sequence {ui}
d
i=0 we mean the sequence {ud−i}
d
i=0. Fix a field F. Let
V denote a vector space over F with dimension d + 1. By a decomposition of V we mean
a sequence {Vi}
d
i=0 consisting of one-dimensional subspaces of V such that V =
∑d
i=0 Vi
(direct sum). Let {Vi}
d
i=0 denote a decomposition of V . For notational convenience define
V−1 = 0 and Vd+1 = 0. Let End(V ) denote the F-algebra consisting of the F-linear maps
from V to V . An element A ∈ End(V ) is called diagonalizable whenever V is spanned by the
eigenspaces of A. The map A is called multiplicity-free whenever A is diagonalizable, and
each eigenspace of A has dimension 1. Note that A is multiplity-free if and only if A has
d+ 1 mutually distinct eigenvalues in F. Assume that A is multiplicity-free, and let {θi}
d
i=0
denote an ordering of the eigenvalues of A. For 0 ≤ i ≤ d let Vi denote the eigenspace of A
for θi. Then the sequence {Vi}
d
i=0 is a decomposition of V . Let {vi}
d
i=0 denote a basis for V
and let {Vi}
d
i=0 denote a decomposition of V . We say that {vi}
d
i=0 induces {Vi}
d
i=0 whenever
vi ∈ Vi for 0 ≤ i ≤ d.
Definition 2.1 Let {Vi}
d
i=0 denote a decomposition of V . An element φ ∈ End(V ) is said
to be diagonal on {Vi}
d
i=0 whenever φVi ⊆ Vi for 0 ≤ i ≤ d. The map φ is said to be lowering
for {Vi}
d
i=0 whenever φVi ⊆ Vi−1 for 1 ≤ i ≤ d and φV0 = 0. The map φ is said to be
quasi-lowering for {Vi}
d
i=0 whenever φVi ⊆ Vi + Vi−1 for 1 ≤ i ≤ d and φV0 ⊆ V0. The
map φ is said to be raising (resp. quasi-raising) for {Vi}
d
i=0 whenever φ is lowering (resp.
quasi-lowering) for the inversion {Vd−i}
d
i=0.
3 The equitable presentation for Uq(sl2)
Fix a nonzero q ∈ F such that q2 6= 1. For an integer n define
[n] =
qn − q−n
q − q−1
and for n ≥ 0 define
[n]! = [n][n− 1] · · · [2][1].
We interpret [0]! = 1. We now recall the quantum algebra Uq(sl2). We will work with the
equitable presentation [12, 20].
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Definition 3.1 [12, Definition 1.1] For the F-algebra Uq(sl2) the equitable presentation has
generators x, y±1, z and relations yy−1 = 1, y−1y = 1,
qxy − q−1yx
q − q−1
= 1,
qyz − q−1zy
q − q−1
= 1,
qzx− q−1xz
q − q−1
= 1. (1)
We call x, y±1, z the equitable generators for Uq(sl2).
In the equations (1), rearrange terms to find that the equitable generators x, y, z of Uq(sl2)
satisfy
q(1− yz) = q−1(1− zy),
q(1− zx) = q−1(1− xz),
q(1− xy) = q−1(1− yx).
Definition 3.2 [12, Definition 5.2] Let nx, ny, nz denote the following elements in Uq(sl2):
nx =
q(1− yz)
q − q−1
=
q−1(1− zy)
q − q−1
,
ny =
q(1− zx)
q − q−1
=
q−1(1− xz)
q − q−1
,
nz =
q(1− xy)
q − q−1
=
q−1(1− yx)
q − q−1
.
Lemma 3.3 [12, Lemma 5.4] The following relations hold in Uq(sl2):
xny = q
2nyx, xnz = q
−2nzx,
ynz = q
2nzy, ynx = q
−2nxy,
znx = q
2nxz, zny = q
−2nyz.
Lemma 3.4 [20, Lemma 6.4] The algebra Uq(sl2) is generated by nx, y
±1, nz. Moreover
x = y−1 − q−1(q − q−1)nzy
−1, z = y−1 − q(q − q−1)nxy
−1. (2)
4 Comparing Uq(sl2) and Uq−1(sl2)
In this section we compare the algebras Uq(sl2) and Uq−1(sl2). For both algebras we use the
same notation x, y±1, z for the equitable generators.
Lemma 4.1 The equitable presentation for Uq−1(sl2) has generators x, y
±1, z and relations
yy−1 = 1, y−1y = 1,
qzy − q−1yz
q − q−1
= 1,
qyx− q−1xy
q − q−1
= 1,
qxz − q−1zx
q − q−1
= 1. (3)
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Proof: In Definition 3.1 replace q by q−1 and rearrange terms. ✷
Corollary 4.2 There exists an F-algebra isomorphism Uq(sl2)→ Uq−1(sl2) that sends
x 7→ z, y 7→ y, z 7→ x. (4)
Proof: Compare (1) and (3). ✷
We just displayed an isomorphism from Uq(sl2) to Uq−1(sl2). Next we display an antiisomor-
phism from Uq(sl2) to Uq−1(sl2). An antiisomorphism is defined as follows. Given F-algebras
A, B a map σ : A → B is called an antiisomorphism of F-algebras whenever σ is an iso-
morphism of F-vector spaces and (ab)σ = bσaσ for all a, b ∈ A. An antiisomorphism can
be interpreted as follows. The F-vector space B supports an F-algebra structure Bopp such
that for all a, b ∈ B the product ab (in Bopp) is equal to ba (in B). A map σ : A → B is an
antiisomorphism of F-algebras if and only if σ : A → Bopp is an isomorphism of F-algebras.
Proposition 4.3 There exists an antiisomorphism of F-algebras † : Uq(sl2)→ Uq−1(sl2) that
sends
x 7→ x, y 7→ y, z 7→ z. (5)
Proof: In the presentation for Uq−1(sl2) from Lemma 4.1, reverse the order of multiplication
to get a presentation for Uq−1(sl2)
opp that matches the presentation for Uq(sl2) given in Defin-
inition 3.1. Therefore there exists an F-algebra isomorphism † : Uq(sl2) → Uq−1(sl2)
opp that
satisfies (5). The result follows in view of the sentence prior to the proposition statement.
✷
In Definition 3.2 we defined some elements nx, ny, nz in Uq(sl2). We retain the notation
nx, ny, nz for the corresponding elements in Uq−1(sl2).
Lemma 4.4 The antiisomorphism † from Proposition 4.3 sends
nx 7→ −nx, ny 7→ −ny, nz 7→ −nz.
Proof: Use Definition 3.2. ✷
5 The Uq(sl2)-module V
We turn our attention to the finite-dimensional irreducible Uq(sl2)-modules, for q not a
root of unity. These modules are classified up to isomorphism in [13, Section 2.6]. The
classification shows that for any given finite positive dimension there are two isomorphism
classes if Char(F) 6= 2, and one isomorphism class if Char(F) = 2. As we discuss these
modules we will use the following notational assumptions.
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In this paragraph we make some assumptions that are in effect until the end of Section
17. We assume that q is not a root of unity. We assume that V is an irreducible Uq(sl2)-
module with dimension d + 1. By [12, Lemma 4.2] the element y is multiplicity-free on V .
Moreover by [12, Lemma 4.2] there exists ε ∈ {1,−1} such that the eigenvalues of y on V
are {εqd−2i}di=0. The scalar ε is called the type of V . Replacing x, y, z by εx, εy, εz the type
becomes 1. For notational convenience we assume that V has type 1.
Definition 5.1 By a rotator for V we mean an invertible R ∈ End(V ) such that on V ,
RxR−1 = y, RyR−1 = z, RzR−1 = x. (6)
Lemma 5.2 [12, Lemma 7.5] There exists a rotator for V .
We comment on the uniqueness of a rotator.
Lemma 5.3 Let R denote a rotator for V . Then for Ψ ∈ End(V ) the following are equiva-
lent:
(i) Ψ is a rotator for V ;
(ii) there exists 0 6= α ∈ F such that Ψ = αR.
Proof: (i)⇒ (ii) The composition G = ΨR−1 commutes with each of x, y, z and therefore
everything in Uq(sl2). Recall that y is multiplicity-free on V . The map G commutes with
y, so G leaves invariant the eigenspaces of y on V . Each of these eigenspaces has dimension
one, and is therefore contained in an eigenspace of G. Consequently G is diagonalizable on
V . Let W denote an eigenspace of G, and let α denote the corresponding eigenvalue. Note
that α 6= 0 since G is invertible. Since G commutes with everything in Uq(sl2), we see that
W is a Uq(sl2)-submodule of V . The Uq(sl2)-module V is irreducible so W = V . Therefore
G = αI so Ψ = αR.
(ii)⇒ (i) Clear. ✷
Lemma 5.4 For each of x, y, z the action on V is multiplicity-free with eigenvalues {qd−2i}di=0.
Proof: The assertion applies to y by construction. The assertion applies to x, z in view of
Lemma 5.2. ✷
6 The Uq−1(sl2)-module V
∗
Recall the Uq(sl2)-module V from Section 5. The dual space V
∗ is the vector space over F
consisting of the F-linear maps V → F. The vector spaces V and V ∗ have the same dimension.
In this section we have two main goals. First we turn V ∗ into a Uq−1(sl2)-module. Then we
show how the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗ are related.
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Definition 6.1 We define a bilinear form ( , ) : V × V ∗ → F such that (u, f) = f(u) for all
u ∈ V and f ∈ V ∗. The form ( , ) is nondegenerate.
Vectors u ∈ V and v ∈ V ∗ are called orthogonal whenever (u, v) = 0.
We recall the adjoint map [17, p. 227]. Let A ∈ End(V ). The adjoint of A, denoted Aadj ,
is the unique element of End(V ∗) such that (Au, v) = (u,Aadjv) for all u ∈ V and v ∈ V ∗.
The adjoint map End(V )→ End(V ∗), A 7→ Aadj is an antiisomorphism of F-algebras.
Recall the antiisomorphism † : Uq(sl2)→ Uq−1(sl2) from Proposition 4.3.
Proposition 6.2 There exists a unique Uq−1(sl2)-module structure on V
∗ such that
(ζu, v) = (u, ζ†v) u ∈ V, v ∈ V ∗, ζ ∈ Uq(sl2). (7)
Proof: The action of Uq(sl2) on V induces an F-algebra homomorphism Uq(sl2) → End(V ).
Call this homomorphism ψ. The composition
Uq−1(sl2) −−−→
†−1
Uq(sl2) −−−→
ψ
End(V ) −−−→
adj
End(V ∗)
is an F-algebra homomorphism. This homomorphism gives V ∗ a Uq−1(sl2)-module structure.
By construction the Uq−1(sl2)-module V
∗ satisfies the requirement (7). We have shown that
the desired Uq−1(sl2)-module structure exists. One routinely checks that this structure is
unique. ✷
In the next two propositions we describe how the Uq(sl2)-module V is related to the Uq−1(sl2)-
module V ∗.
Proposition 6.3 For all ζ ∈ Uq(sl2), ζ
† acts on V ∗ as the adjoint of the action of ζ on V .
Proof: By (7) and the definition of adjoint from above Proposition 6.2. ✷
Proposition 6.4 For u ∈ V and v ∈ V ∗,
(xu, v) = (u, xv), (yu, v) = (u, yv), (zu, v) = (u, zv),
(nxu, v) = −(u, nxv), (nyu, v) = −(u, nyv), (nzu, v) = −(u, nzv).
Proof: Evaluate (7) using Proposition 4.3 and Lemma 4.4. ✷
Given a subspace W of V (resp. V ∗) let W⊥ denote the set of vectors in V ∗ (resp. V ) that
are orthogonal to everything in W . We call W⊥ the orthogonal complement of W . We have
(W⊥)⊥ = W since ( , ) is nondegenerate. For W,W⊥ the sum of the dimensions is equal to
the common dimension of V, V ∗ which we recall is d+ 1.
Lemma 6.5 For a subspace U ⊆ V and an element ζ ∈ Uq(sl2), U is ζ-invariant if and
only if U⊥ is ζ†-invariant.
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Proof: Use (7). ✷
Lemma 6.6 The Uq−1(sl2)-module V
∗ is irreducible.
Proof: Let W denote a Uq−1(sl2)-submodule of V
∗. We show that W = 0 or W = V ∗.
Consider the orthogonal complement W⊥ ⊆ V . By Lemma 6.5 W⊥ is a Uq(sl2)-submodule
of V . The Uq(sl2)-module V is irreducible so W
⊥ = V or W⊥ = 0. It follows that W = 0 or
W = V ∗. ✷
Lemma 6.7 For ζ ∈ Uq(sl2) the following coincide:
(i) the minimal polynomial for the action of ζ on V ;
(ii) the minimal polynomial for the action of ζ† on V ∗.
Proof: Use (7). ✷
Lemma 6.8 For each of x, y, z the action on V ∗ is multiplicty-free with eigenvalues {qd−2i}di=0.
Moreover the Uq−1(sl2)-module V
∗ has type 1.
Proof: The first assertion follows from Lemma 5.4 and Lemma 6.7. The last assertion follows
from the first. ✷
Lemma 6.8 implies that for every result about V there is a corresponding result about V ∗,
obtained by replacing q by q−1 and adjusting the notation.
7 Six decompositions for V and V ∗
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. In this section,
for V and V ∗ we will define six decompositions, denoted
[x], [y], [z], (8)
[x]inv, [y]inv, [z]inv. (9)
We will describe these decompositions from several points of view.
Definition 7.1 For ξ ∈ {x, y, z} define the decomposition [ξ] of V (resp. V ∗) as follows.
For 0 ≤ i ≤ d the ith component of [ξ] is the eigenspace for ξ with eigenvalue qd−2i (resp.
q2i−d). The inversion of [ξ] is denoted by [ξ]inv.
Let {Vi}
d
i=0 denote a decomposition of V and let {V
′
i }
d
i=0 denote a decomposition of V
∗.
These decompositions are said to be dual whenever (Vi, V
′
j ) = 0 if i 6= j (0 ≤ i, j ≤ d). Each
decomposition of V (resp. V ∗) is dual to a unique decomposition of V ∗ (resp. V ).
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Lemma 7.2 For the table below, in each row we display a decomposition of V and a decom-
position of V ∗. These decompositions are dual.
decomp. of V decomp. of V ∗
[x] [x]inv
[x]inv [x]
[y] [y]inv
[y]inv [y]
[z] [z]inv
[z]inv [z]
Proof: We prove the assertion for the first row of the table; for the other rows the proof is
similar. Pick distinct integers i, j (0 ≤ i, j ≤ d). Let u (resp. v) denote a vector in the
ith (resp. jth) component of the decomposition [x] of V (resp. decomposition [x]inv of V ∗).
We show that u, v are orthogonal. By Proposition 6.4 (xu, v) = (u, xv). By Definition 7.1
xu = qd−2iu and xv = qd−2jv. Note that qd−2i 6= qd−2j since q is not a root of unity. By these
comments (u, v) = 0. ✷
We now describe the actions of nx, ny, nz on the decompositions (8), (9) for V and V
∗.
Theorem 7.3 Let {Vi}
d
i=0 denote a decomposition of V or V
∗ from among (8), (9). Then
for 0 ≤ i ≤ d the actions of nx, ny, nz on Vi are given in the table below.
{Vi}
d
i=0 action of nx on Vi action of ny on Vi action of nz on Vi
[x] nxVi ⊆ Vi−1 + Vi + Vi+1 nyVi = Vi−1 nzVi = Vi+1
[x]inv nxVi ⊆ Vi−1 + Vi + Vi+1 nyVi = Vi+1 nzVi = Vi−1
[y] nxVi = Vi+1 nyVi ⊆ Vi−1 + Vi + Vi+1 nzVi = Vi−1
[y]inv nxVi = Vi−1 nyVi ⊆ Vi−1 + Vi + Vi+1 nzVi = Vi+1
[z] nxVi = Vi−1 nyVi = Vi+1 nzVi ⊆ Vi−1 + Vi + Vi+1
[z]inv nxVi = Vi+1 nyVi = Vi−1 nzVi ⊆ Vi−1 + Vi + Vi+1
Proof: First assume that the given decomposition is [y]. Then Vi is an eigenspace for y.
We now use two equations from Lemma 3.3. Using ynx = q
−2nxy we obtain nxVi ⊆ Vi+1,
and using ynz = q
2nzy we obtain nzVi ⊆ Vi−1. We now show that nxVi = Vi+1. Suppose
nxVi 6= Vi+1. Then i ≤ d − 1 since Vd+1 = 0, and now nxVi = 0 since Vi+1 has dimension
one. By our comments so far the sum
∑i
j=0 Vj is invariant under each of nx, y, nz. By this
and Lemma 3.4 the sum
∑i
j=0 Vj is a Uq(sl2)-submodule of V . Since 0 ≤ i ≤ d − 1 the
sum
∑i
j=0 Vj is nonzero and properly contained in V . This contradicts the fact that the
Uq(sl2)-module V is irreducible. Therefore nxVi = Vi+1. One similarly shows nzVi = Vi−1.
Now consider the action of ny on Vi. By Definition 3.2 the element ny is a scalar multiple
of 1 − zx. By (2) and our comments so far we have zVi ⊆ Vi + Vi+1 and xVi ⊆ Vi + Vi−1.
Therefore nyVi ⊆ Vi−1 + Vi + Vi+1. We have verified our assertions for the decomposition
[y]. For the decomposition [y]inv our assertions hold by the meaning of inversion. For the
remaining decompositions in the table our assertions follow from Lemma 5.2. ✷
We now describe the actions of x, y, z on the decompositions (8), (9) for V .
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Theorem 7.4 Let {Vi}
d
i=0 denote a decomposition of V from among (8), (9). Then for
0 ≤ i ≤ d the actions of x, y, z on Vi are given in the table below.
{Vi}
d
i=0 action of x on Vi action of y on Vi action of z on Vi
[x] (x− qd−2iI)Vi = 0 (y − q
2i−dI)Vi = Vi+1 (z − q
2i−dI)Vi = Vi−1
[x]inv (x− q2i−dI)Vi = 0 (y − q
d−2iI)Vi = Vi−1 (z − q
d−2iI)Vi = Vi+1
[y] (x− q2i−dI)Vi = Vi−1 (y − q
d−2iI)Vi = 0 (z − q
2i−dI)Vi = Vi+1
[y]inv (x− qd−2iI)Vi = Vi+1 (y − q
2i−dI)Vi = 0 (z − q
d−2iI)Vi = Vi−1
[z] (x− q2i−dI)Vi = Vi+1 (y − q
2i−dI)Vi = Vi−1 (z − q
d−2iI)Vi = 0
[z]inv (x− qd−2iI)Vi = Vi−1 (y − q
d−2iI)Vi = Vi+1 (z − q
2i−diI)Vi = 0
Proof: First assume that the given decomposition is [y]. By construction (y− qd−2iI)Vi = 0.
By Theorem 7.3 we have nxVi = Vi+1 and nzVi = Vi−1. Now using (2),
(x− q2i−dI)Vi = (x− y
−1)Vi = nzy
−1Vi = nzVi = Vi−1,
(z − q2i−dI)Vi = (z − y
−1)Vi = nxy
−1Vi = nxVi = Vi+1.
We have verified our assertions for the decomposition [y]. For the decomposition [y]inv our
assertions follow from the meaning of inversion. For the remaining decompositions in the
table our assertions follow from Lemma 5.2. ✷
We now describe the actions of x, y, z on the decompositions (8), (9) for V ∗.
Theorem 7.5 Let {Vi}
d
i=0 denote a decomposition of V
∗ from among (8), (9). Then for
0 ≤ i ≤ d the actions of x, y, z on Vi are given in the table below.
{Vi}
d
i=0 action of x on Vi action of y on Vi action of z on Vi
[x] (x− q2i−dI)Vi = 0 (y − q
d−2iI)Vi = Vi+1 (z − q
d−2iI)Vi = Vi−1
[x]inv (x− qd−2iI)Vi = 0 (y − q
2i−dI)Vi = Vi−1 (z − q
2i−dI)Vi = Vi+1
[y] (x− qd−2iI)Vi = Vi−1 (y − q
2i−dI)Vi = 0 (z − q
d−2iI)Vi = Vi+1
[y]inv (x− q2i−dI)Vi = Vi+1 (y − q
d−2iI)Vi = 0 (z − q
2i−dI)Vi = Vi−1
[z] (x− qd−2iI)Vi = Vi+1 (y − q
d−2iI)Vi = Vi−1 (z − q
2i−dI)Vi = 0
[z]inv (x− q2i−dI)Vi = Vi−1 (y − q
2i−dI)Vi = Vi+1 (z − q
d−2iI)Vi = 0
Proof: In Theorem 7.4 replace q by q−1. ✷
We now give some characterizations of the decomposition [y]; similar characterizations apply
to the other decompositions from among (8), (9).
Lemma 7.6 Referring to V or V ∗, the following coincide for 0 ≤ i ≤ d:
(i) the ith component of the decomposition [y];
(ii) nixKer(nz);
(iii) nd−iz Ker(nx).
10
Proof: Use Theorem 7.3. ✷
Lemma 7.7 Let {Vi}
d
i=0 denote a decomposition of V or V
∗. Then the following are equiv-
alent:
(i) {Vi}
d
i=0 is equal to [y];
(ii) nzV0 = 0 and nxVi ⊆ Vi+1 for 0 ≤ i ≤ d− 1;
(iii) nzV0 = 0 and n
i
xV0 ⊆ Vi for 0 ≤ i ≤ d;
(iv) nxVd = 0 and nzVi ⊆ Vi−1 for 1 ≤ i ≤ d;
(v) nxVd = 0 and n
d−i
z Vd ⊆ Vi for 0 ≤ i ≤ d.
Proof: (i)⇒ (ii) By Theorem 7.3.
(ii)⇒ (iii) Clear.
(iii)⇒ (i) We invoke Lemma 7.6(i),(ii). For 0 ≤ i ≤ d we have nixKer(nz) ⊆ Vi. In this
inclusion each side has dimension one so we have equality.
(i)⇒ (iv) By Theorem 7.3.
(iv)⇒ (v) Clear.
(v)⇒ (i) We invoke Lemma 7.6(i),(iii). For 0 ≤ i ≤ d we have nd−iz Ker(nx) ⊆ Vi. In this
inclusion each side has dimension one so we have equality. ✷
Lemma 7.8 Let {Vi}
d
i=0 denote a decomposition of V or V
∗. Then {Vi}
d
i=0 is equal to [y] if
and only if both
(i) nx is raising for {Vi}
d
i=0;
(ii) nz is lowering for {Vi}
d
i=0.
Proof: Use parts (i), (ii), (iv) of Lemma 7.7. ✷
Lemma 7.9 Let {Vi}
d
i=0 denote a decomposition of V or V
∗. Then {Vi}
d
i=0 is equal to [y] if
and only if the following hold:
(i) x is quasi-lowering for {Vi}
d
i=0;
(ii) y is diagonal for {Vi}
d
i=0;
(iii) z is quasi-raising for {Vi}
d
i=0.
Proof: (⇒) By Theorem 7.4 and Theorem 7.5.
(⇐) We invoke Lemma 7.7(i),(ii). The subspace V0 is invariant under x and y. The element
nz is a scalar multiple of 1− xy, so V0 is invariant under nz. But nz is nilpotent and V0 has
dimension one, so nzV0 = 0. Similarly nxVd = 0. For 0 ≤ i ≤ d − 1 we have the inclusions
zVi ⊆ Vi + Vi+1, yVi ⊆ Vi, yVi+1 ⊆ Vi+1. Therefore yzVi ⊆ Vi + Vi+1. The element nx is a
scalar multiple of 1− yz, so nxVi ⊆ Vi+ Vi+1. But nx is nilpotent and Vi has dimension one,
so in fact nxVi ⊆ Vi+1. Now by Lemma 7.7(i),(ii) the sequence {Vi}
d
i=0 is equal to [y]. ✷
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8 Three flags for V and V ∗
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. In this section
we consider these modules using the notion of a flag. Before we get into the details, we
comment on the notation. We will be discussing a number of results that apply to both V
and V ∗. To simplify the notation we will focus on V ; it is understood that similar results
hold for V ∗. By a flag on V we mean a sequence {Ui}
d
i=0 of subspaces for V such that
Ui−1 ⊆ Ui for 1 ≤ i ≤ d and Ui has dimension i+1 for 0 ≤ i ≤ d. For the above flag we have
Ud = V . Given a decomposition {Vi}
d
i=0 of V we construct a flag on V as follows. Define
Ui = V0 + · · · + Vi for 0 ≤ i ≤ d. Then the sequence {Ui}
d
i=0 is a flag on V . This flag is
said to be induced by the decomposition {Vi}
d
i=0. Let {Ui}
d
i=0 and {U
′
i}
d
i=0 denote flags on
V . These flags are called opposite whenever Ui ∩ U
′
j = 0 if i + j < d (0 ≤ i, j ≤ d). The
flags {Ui}
d
i=0 and {U
′
i}
d
i=0 are opposite if and only if there exists a decomposition {Vi}
d
i=0 of
V that induces {Ui}
d
i=0 and whose inversion induces {U
′
i}
d
i=0. In this case Vi = Ui ∩ U
′
d−i for
0 ≤ i ≤ d [18, Section 7].
Lemma 8.1 The following holds for 0 ≤ i ≤ d+ 1.
(i) nixV is the sum of components i, i + 1, . . . , d of the decomposition [y] and the sum of
components 0, 1, . . . , d− i of the decomposition [z].
(ii) niyV is the sum of components i, i + 1, . . . , d of the decomposition [z] and the sum of
components 0, 1, . . . , d− i of the decomposition [x].
(iii) nizV is the sum of components i, i + 1, . . . , d of the decomposition [x] and the sum of
components 0, 1, . . . , d− i of the decomposition [y].
Proof: (i) By construction V is the direct sum of the components of [y]. By Theorem 7.3,
for this decomposition nx sends component j onto component j + 1 for 0 ≤ j ≤ d − 1.
Moreover nx sends component d to zero. By these comments n
i
xV is the sum of components
i, i + 1, . . . , d for [y]. We have verified our assertion about [y]. Our assertion about [z] is
similarly verified.
(ii), (iii) Apply Lemma 5.2. ✷
The next three lemmas follow routinely from Lemma 8.1.
Lemma 8.2 Pick ξ ∈ {x, y, z}. Then niξV has dimension d− i+1 for 0 ≤ i ≤ d. Moreover
nd+1ξ V = 0.
Lemma 8.3 Each of the sequences
{nd−ix V }
d
i=0, {n
d−i
y V }
d
i=0, {n
d−i
z V }
d
i=0 (10)
is a flag on V .
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Lemma 8.4 For each row in the table below, we give a decomposition of V along with the
induced flag on V .
decomp. of V induced flag on V
[x] {nd−iy V }
d
i=0
[x]inv {nd−iz V }
d
i=0
[y] {nd−iz V }
d
i=0
[y]inv {nd−ix V }
d
i=0
[z] {nd−ix V }
d
i=0
[z]inv {nd−iy V }
d
i=0
Lemma 8.5 The three flags (10) are mutually opposite.
Proof: This follows from Lemma 8.4 and the comments about opposite flags from above
Lemma 8.1. ✷
Lemma 8.6 For each row of the table below, we give a decomposition of V along with its
ith component for 0 ≤ i ≤ d.
decomp. of V ith component
[x] nd−iy V ∩ n
i
zV
[x]inv niyV ∩ n
d−i
z V
[y] nd−iz V ∩ n
i
xV
[y]inv nizV ∩ n
d−i
x V
[z] nd−ix V ∩ n
i
yV
[z]inv nixV ∩ n
d−i
y V
Proof: Use Lemma 8.1. ✷
Lemma 8.7 Pick ξ ∈ {x, y, z}. Then for 0 ≤ i ≤ d + 1 the subspace niξV is the kernel of
nd−i+1ξ on V .
Proof: Use Theorem 7.3 and Lemma 8.1. ✷
Lemma 8.8 Pick ξ ∈ {x, y, z}. Then for 0 ≤ i ≤ d + 1, niξV is the unique (d − i + 1)-
dimensional subspace of V that is invariant under those elements among x, y, z other than
ξ.
Proof: By Lemma 5.2, we may assume without loss that ξ = x. The subspace nixV has
dimension d − i + 1 by Lemma 8.2. The subspace nixV is invariant under y, z by Lemma
8.1(i). Let W denote a (d− i+1)-dimensional subspace of V that is invariant under y, z. We
show that W = nixV . First assume i = d+ 1. Then W = 0 = n
d+1
x V . Next assume i ≤ d, so
that W 6= 0. Let {Vj}
d
j=0 denote the decomposition [y] of V . Note that y is diagonalizable
13
on W , since y is diagonalizable on V and W is y-invariant. Therefore W is spanned by the
eigenspaces of y on W . Consequently W =
∑
j∈S Vj where S = {j|0 ≤ j ≤ d, Vj ⊆ W}.
The subspace W is invariant under nx, since nx is a scalar multiple of 1 − yz. Recall from
Theorem 7.3 that nxVj = Vj+1 for 0 ≤ j ≤ d−1. By these comments j ∈ S implies j+1 ∈ S
for 0 ≤ j ≤ d− 1. The set S is nonempty since W 6= 0. Therefore there exists an integer t
(0 ≤ t ≤ d) such that S = {t, t + 1, . . . , d}. In other words W =
∑d
j=t Vj . Considering the
dimension t = i. Now using Lemma 8.1(i) we find nixV =
∑d
j=i Vj =W . ✷
Lemma 8.9 Pick ξ ∈ {x, y, z}. Then for 0 ≤ i ≤ d + 1 the following are orthogonal
complements with respect to the bilinear form ( , ):
niξV, n
d−i+1
ξ V
∗.
Proof: Combine Lemma 7.2 and Lemma 8.1. ✷
9 Twelve bases for V and V ∗
We continue to work with the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. In this section,
for V and V ∗ we define twelve bases, denoted
[x]row, [x]col, [x]
inv
row, [x]
inv
col , (11)
[y]row, [y]col, [y]
inv
row, [y]
inv
col , (12)
[z]row, [z]col, [z]
inv
row, [z]
inv
col . (13)
We will describe how these bases are related to each other and the decompositions (8), (9).
Before we define (11)–(13) we have some comments. By Lemma 8.2, for ξ ∈ {x, y, z} the
vector spaces ndξV and n
d
ξV
∗ have dimension one. In the next four lemmas we clarify the
meaning of these spaces.
Lemma 9.1 The following (i)–(iii) hold:
(i) ndxV is the eigenspace for y (resp. z) on V with eigenvalue q
−d (resp. qd).
(ii) ndyV is the eigenspace for z (resp. x) on V with eigenvalue q
−d (resp. qd).
(iii) ndzV is the eigenspace for x (resp. y) on V with eigenvalue q
−d (resp. qd).
Proof: In Lemma 8.1 set i = d and use Definition 7.1. ✷
Lemma 9.2 The following (i)–(iii) hold:
(i) ndxV
∗ is the eigenspace for y (resp. z) on V ∗ with eigenvalue qd (resp. q−d).
(ii) ndyV
∗ is the eigenspace for z (resp. x) on V ∗ with eigenvalue qd (resp. q−d).
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(iii) ndzV
∗ is the eigenspace for x (resp. y) on V ∗ with eigenvalue qd (resp. q−d).
Proof: In Lemma 9.1 replace V by V ∗ and q by q−1. ✷
Lemma 9.3 The following hold for ξ ∈ {x, y, z}:
(i) ndξV is the unique common eigenspace on V for the two elements among x, y, z other
than ξ.
(ii) ndξV
∗ is the unique common eigenspace on V ∗ for the two elements among x, y, z other
than ξ.
Proof: (i) By Lemma 8.8 and since each of x, y, z is multiplicity-free on V .
(ii) Similar to the proof of (i). ✷
Lemma 9.4 The following hold for ξ ∈ {x, y, z}:
(i) ndξV is the kernel of nξ on V .
(ii) ndξV
∗ is the kernel of nξ on V
∗.
Proof: To obtain part (i) set i = d in Lemma 8.7. Part (ii) is similarly obtained. ✷
Definition 9.5 Pick ξ ∈ {x, y, z}. A basis {vi}
d
i=0 for V is said to be [ξ]row whenever:
(i) For 0 ≤ i ≤ d the vector vi is contained in component i of the decomposition [ξ];
(ii)
∑d
i=0 vi ∈ n
d
ξV .
A [ξ]row basis for V
∗ is similarly defined, with V replaced by V ∗ in (ii) above. By a [ξ]invrow
basis we mean the inversion of a [ξ]row basis.
Consider the bases for V and V ∗ from Definition 9.5. Shortly we will discuss the existence
and uniqueness of these bases.
Lemma 9.6 Consider the decomposition [y] of V . For 0 ≤ i ≤ d let vi denote a vector in
the ith component. Then the following (i)–(v) are equivalent:
(i)
∑d
i=0 vi ∈ n
d
yV ;
(ii) (z − q2i−d)vi = (q
−d − q2i+2−d)vi+1 for 0 ≤ i ≤ d− 1;
(iii) nxvi = q
−i[i+ 1]vi+1 for 0 ≤ i ≤ d− 1;
(iv) (x− q2i−d)vi = (q
d − q2i−2−d)vi−1 for 1 ≤ i ≤ d;
(v) nzvi = −q
d−i[d− i+ 1]vi−1 for 1 ≤ i ≤ d.
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Now assume that (i)–(v) hold. Then {vi}
d
i=0 are all zero or all nonzero.
Proof: By construction yvi = q
d−2ivi for 0 ≤ i ≤ d. Also xv0 = q
−dv0 by Lemma 9.1(iii) and
zvd = q
dvd by Lemma 9.1(i). Abbreviate η =
∑d
i=0 vi.
(i)⇔ (ii) By Lemma 9.1(ii), η ∈ ndyV if and only if zη = q
−dη. Using zvd = q
dvd we obtain
(z − q−d)η =
∑d−1
i=0 wi, where
wi = (z − q
2i−d)vi + (q
2i+2−d − q−d)vi+1 (0 ≤ i ≤ d− 1).
By Theorem 7.4, for 0 ≤ i ≤ d−1 the vector wi is contained in component i+1 of [y]. Thus
(z − q−d)η = 0 if and only if wi = 0 for 0 ≤ i ≤ d− 1. The result follows.
(ii)⇔ (iii) Using the equation on the right in (2),
(z − q2i−d)vi = −(q − q
−1)q2i−d+1nxvi (0 ≤ i ≤ d− 1).
The result follows.
(i)⇔ (iv) By Lemma 9.1(ii), η ∈ ndyV if and only if xη = q
dη. Using xv0 = q
−dv0 we obtain
(x− qd)η =
∑d
i=1 ui where
ui = (x− q
2i−d)vi + (q
2i−2−d − qd)vi−1 (1 ≤ i ≤ d).
By Theorem 7.4, for 1 ≤ i ≤ d the vector ui is contained in component i − 1 of [y]. Thus
(x− qd)η = 0 if and only if ui = 0 for 1 ≤ i ≤ d. The result follows.
(iv)⇔ (v) Using the equation on the left in (2),
(x− q2i−d)vi = −(q − q
−1)q2i−d−1nzvi (1 ≤ i ≤ d).
The result follows.
Now assume that (i)–(v) hold. By condition (iii), vi = 0 implies vi+1 = 0 for 0 ≤ i ≤ d− 1.
By condition (v), vi = 0 implies vi−1 = 0 for 1 ≤ i ≤ d. Therefore {vi}
d
i=0 are all zero or all
nonzero. ✷
Lemma 9.7 Let {vi}
d
i=0 denote vectors in V , not all zero. Then the following are equivalent:
(i) {vi}
d
i=0 is a [y]row basis for V ;
(ii) yv0 = q
dv0 and (z − q
2i−d)vi = (q
−d − q2i+2−d)vi+1 for 0 ≤ i ≤ d− 1;
(iii) yv0 = q
dv0 and nxvi = q
−i[i+ 1]vi+1 for 0 ≤ i ≤ d− 1;
(iv) yvd = q
−dvd and (x− q
2i−d)vi = (q
d − q2i−2−d)vi−1 for 1 ≤ i ≤ d;
(v) yvd = q
−dvd and nzvi = −q
d−i[d− i+ 1]vi−1 for 1 ≤ i ≤ d.
Now assume that (i)–(v) hold. Then
zvd = q
dvd, nxvd = 0, xv0 = q
−dv0, nzv0 = 0. (14)
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Proof: Each condition (i)–(v) implies that that for 0 ≤ i ≤ d the vector vi is contained in
component i of [y]. Now these conditions are equivalent in view of Lemma 9.6. Next assume
that (i)–(v) hold. Then the equations (14) hold by Lemma 9.1 and Lemma 9.4. ✷
Lemma 9.8 Pick ξ ∈ {x, y, z}. There exists a [ξ]row basis for V and V
∗.
Proof: Without loss we may assume that the underlying vector space is V . First suppose
that ξ = y. Let v0 denote a nonzero vector in component 0 of the decomposition [y] of V .
Thus yv0 = q
dv0. For 0 ≤ i ≤ d − 1 define vi+1 to satisfy Lemma 9.7(iii). By construction
the sequence {vi}
d
i=0 satisfies Lemma 9.7(iii). By that lemma {vi}
d
i=0 is a [y]row basis for V .
We have proven the result for ξ = y. To get the result for the remaining values of ξ use
Lemma 5.2. ✷
In Definition 9.5 we defined some bases for V and V ∗. These bases are not unique; we will
discuss this issue in Lemma 9.12.
Lemma 9.9 Pick ξ ∈ {x, y, z}. Then for V and V ∗, the decomposition [ξ] is induced by
each [ξ]row basis. Moreover the decomposition [ξ]
inv is induced by each [ξ]invrow basis.
Proof: The first assertion follows from Definition 9.5(i). The second assertion follows by the
meaning of inversion. ✷
Let {ui}
d
i=0 denote a basis for V and let {vi}
d
i=0 denote a basis for V
∗. These bases are said
to be dual whenever (ui, vj) = δij for 0 ≤ i, j ≤ d. Each basis for V (resp. V
∗) is dual to a
unique basis for V ∗ (resp. V ).
Definition 9.10 Pick ξ ∈ {x, y, z}. A basis for V (resp. V ∗) is called [ξ]col whenever it is
dual to a [ξ]invrow basis for V
∗ (resp. V ). By a [ξ]invcol basis we mean the inversion of a [ξ]col
basis.
Lemma 9.11 Pick ξ ∈ {x, y, z}. Then for V and V ∗, the decomposition [ξ] is induced by
each [ξ]col basis. Moreover the decomposition [ξ]
inv is induced by each [ξ]invcol basis.
Proof: Use Lemma 7.2, Lemma 9.9, and Definition 9.10. ✷
In Definition 9.5 and Definition 9.10 we defined the bases (11)–(13) for V and V ∗. We now
discuss the uniqueness of these bases. For notational convenience we will focus on the [y]row
basis for V ; similar results apply to the remaining bases.
Lemma 9.12 Let {vi}
d
i=0 denote a [y]row basis for V . Let {v
′
i}
d
i=0 denote any vectors in V .
Then the following are equivalent:
(i) the sequence {v′i}
d
i=0 is a [y]row basis for V ;
(ii) there exists 0 6= α ∈ F such that v′i = αvi for 0 ≤ i ≤ d.
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Proof: Use Lemma 9.7. ✷
Lemma 9.13 Pick ξ ∈ {x, y, z}. For the table below, in each row we display a basis for V
and its dual basis for V ∗.
basis for V dual basis for V ∗
[ξ]row [ξ]
inv
col
[ξ]col [ξ]
inv
row
[ξ]invrow [ξ]col
[ξ]invcol [ξ]row
Proof: By Definition 9.10 and the meaning of inversion. ✷
10 The matrices representing x, y, z with respect to the
twelve bases
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗. In this section we find the matrices that represent x, y, z with
respect to these bases.
We will use the following notation. Let Matd+1(F) denote the F-algebra consisting of the
d + 1 by d + 1 matrices that have all entries in F. We index the rows and columns by
0, 1, . . . , d. Let {vi}
d
i=0 denote a basis for V . For A ∈ End(V ) and B ∈ Matd+1(F), we say
that B represents A with respect to {vi}
d
i=0 whenever Avj =
∑d
i=0Bijvi for 0 ≤ j ≤ d.
We have a comment. Let {ui}
d
i=0 denote a basis for V and let {vi}
d
i=0 denote the basis for
V ∗ that is dual to {ui}
d
i=0. Pick A ∈ End(V ) and let B denote the matrix in Matd+1(F) that
represents A with respect to {ui}
d
i=0. Then the transpose B
t represents the adjoint Aadj with
respect to {vi}
d
i=0.
Lemma 10.1 Let {ui}
d
i=0 denote a basis for V and let {vi}
d
i=0 denote the basis for V
∗ that
is dual to {ui}
d
i=0. Pick ζ ∈ Uq(sl2) and let B denote the matrix in Matd+1(F) that represents
ζ with respect to {ui}
d
i=0. Then B
t represents ζ† with respect to {vi}
d
i=0.
Proof: By Proposition 6.3 and the comment above this lemma. ✷
We now define some matrices in Matd+1(F).
Definition 10.2 Let Kq denote the diagonal matrix in Matd+1(F) with (i, i)-entry q
d−2i for
0 ≤ i ≤ d.
Example 10.3 For d = 3,
Kq = diag(q
3, q, q−1, q−3).
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Definition 10.4 We define a matrix Z ∈ Matd+1(F) as follows. For 0 ≤ i, j ≤ d the
(i, j)-entry is δi+j,d. Note that Z
2 = I.
Example 10.5 For d = 3,
Z =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .
Lemma 10.6 For B ∈ Matd+1(F) and 0 ≤ i, j ≤ d the following coincide:
(i) the (i, j)-entry of ZBZ;
(i) the (d− i, d− j)-entry of B.
Proof: Use matrix multiplication. ✷
Let B denote a matrix in Matd+1(F). Then B is called lower bidiagonal whenever both (i)
each nonzero entry is on the diagonal or the subdiagonal; (ii) each entry on the subdiagonal
is nonzero. The matrix B is called upper bidiagonal whenever Bt is lower bidiagonal.
Definition 10.7 Let Eq denote the upper bidiagonal matrix in Matd+1(F) with (i, i)-entry
q2i−d for 0 ≤ i ≤ d and (i− 1, i)-entry qd − q2i−2−d for 1 ≤ i ≤ d.
We will be discussing the following eight matrices:
Eq, Eq−1 , E
t
q, E
t
q−1 , (15)
ZEqZ, ZEq−1Z, ZE
t
qZ, ZE
t
q−1Z. (16)
Lemma 10.8 For the matrices (15), (16) we display the entries in the table below. Each
entry not shown is zero.
matrix (i, i− 1)-entry (i, i)-entry (i− 1, i)-entry
Eq 0 q
2i−d qd − q2i−2−d
Eq−1 0 q
d−2i q−d − qd−2i+2
Etq q
d − q2i−2−d q2i−d 0
Et
q−1
q−d − qd−2i+2 qd−2i 0
ZEqZ q
d − qd−2i qd−2i 0
ZEq−1Z q
−d − q2i−d q2i−d 0
ZEtqZ 0 q
d−2i qd − qd−2i
ZEt
q−1
Z 0 q2i−d q−d − q2i−d
Proof: Use Lemma 10.6. ✷
Let B denote a matrix in Matd+1(F). For α ∈ F, B is said to have constant row sum α
whenever α =
∑d
j=0Bij for 0 ≤ i ≤ d. The matrix B is said to have constant column sum α
wheneve Bt has constant row sum α.
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Lemma 10.9 Each of the matrices (15), (16) is described as follows: (i) it is upper or lower
bidiagonal; (ii) the diagonal part is Kq or K
−1
q ; (iii) it has constant row sum or constant
column sum. The details are given in the table below.
matrix upper/lower bidiag. diagonal part row/colum sum
Eq upper bidiag. K
−1
q const. row sum q
d
Eq−1 upper bidiag. Kq const. row sum q
−d
Etq lower bidiag. K
−1
q const. column sum q
d
Et
q−1
lower bidiag. Kq const. column sum q
−d
ZEqZ lower bidiag. Kq const. row sum q
d
ZEq−1Z lower bidiag. K
−1
q const. row sum q
−d
ZEtqZ upper bidiag. Kq const. column sum q
d
ZEt
q−1
Z upper bidiag. K−1q const. column sum q
−d
Example 10.10 For d = 3,
Eq =


q−3 q3 − q−3 0 0
0 q−1 q3 − q−1 0
0 0 q q3 − q
0 0 0 q3

 ,
Eq−1 =


q3 q−3 − q3 0 0
0 q q−3 − q 0
0 0 q−1 q−3 − q−1
0 0 0 q−3

 ,
Etq =


q−3 0 0 0
q3 − q−3 q−1 0 0
0 q3 − q−1 q 0
0 0 q3 − q q3

 ,
Etq−1 =


q3 0 0 0
q−3 − q3 q 0 0
0 q−3 − q q−1 0
0 0 q−3 − q−1 q−3

 ,
ZEqZ =


q3 0 0 0
q3 − q q 0 0
0 q3 − q−1 q−1 0
0 0 q3 − q−3 q−3

 ,
ZEq−1Z =


q−3 0 0 0
q−3 − q−1 q−1 0 0
0 q−3 − q q 0
0 0 q−3 − q3 q3

 ,
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ZEtqZ =


q3 q3 − q 0 0
0 q q3 − q−1 0
0 0 q−1 q3 − q−3
0 0 0 q−3

 ,
ZEtq−1Z =


q−3 q−3 − q−1 0 0
0 q−1 q−3 − q 0
0 0 q q−3 − q3
0 0 0 q3

 .
Note 10.11 Consider the set of eight matrices (15), (16). The set is closed under each of
the following maps:
(i) the transpose map;
(ii) replace q by q−1;
(iii) conjugation by Z.
Each of the maps (i)–(iii) has order 2, and these maps mutually commute. This gives an
action of the group Z2 × Z2 × Z2 on the set of eight matrices (15), (16). This action is
transitive.
Theorem 10.12 Consider the elements x, y, z of Uq(sl2). In the table below we display the
matrices that represent these elements with respect to the twelve bases for V from (11)–(13).
basis x y z
[x]row Kq ZEq−1Z Eq
[x]col Kq E
t
q ZE
t
q−1
Z
[x]invrow K
−1
q Eq−1 ZEqZ
[x]invcol K
−1
q ZE
t
qZ E
t
q−1
[y]row Eq Kq ZEq−1Z
[y]col ZE
t
q−1
Z Kq E
t
q
[y]invrow ZEqZ K
−1
q Eq−1
[y]invcol E
t
q−1
K−1q ZE
t
qZ
[z]row ZEq−1Z Eq Kq
[z]col E
t
q ZE
t
q−1Z Kq
[z]invrow Eq−1 ZEqZ K
−1
q
[z]invcol ZE
t
qZ E
t
q−1
K−1q
Proof: We first verify the data for the middle third of the table. Using Lemma 9.7 and the
construction, we get the matrices that represent x, y, z with respect to a [y]row basis for V .
For these matrices conjugate by Z to get the matrices that represent x, y, z with respect to
a [y]invrow basis for V . For these matrices replace q by q
−1 to get the matrices that represent
x, y, z with respect to a [y]invrow basis for V
∗. For these matrices take the transpose and invoke
Lemma 10.1 to get the matrices that represent x, y, z with respect to a [y]col basis for V . For
these matrices conjugate by Z to get the matrices that represent x, y, z with respect to a
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[y]invcol basis for V . We have now verified the data for the middle third of the table. To verify
the rest of the table use Lemma 5.2. ✷
Theorem 10.13 Consider the elements x, y, z of Uq−1(sl2). In the table below we display
the matrices that represent these elements with respect to the twelve bases for V ∗ from (11)–
(13).
basis x y z
[x]row K
−1
q ZEqZ Eq−1
[x]col K
−1
q E
t
q−1
ZEtqZ
[x]invrow Kq Eq ZEq−1Z
[x]invcol Kq ZE
t
q−1
Z Etq
[y]row Eq−1 K
−1
q ZEqZ
[y]col ZE
t
qZ K
−1
q E
t
q−1
[y]invrow ZEq−1Z Kq Eq
[y]invcol E
t
q Kq ZE
t
q−1
Z
[z]row ZEqZ Eq−1 K
−1
q
[z]col E
t
q−1
ZEtqZ K
−1
q
[z]invrow Eq ZEq−1Z Kq
[z]invcol ZE
t
q−1
Z Etq Kq
Proof: In the table of Theorem 10.12 replace q by q−1. ✷
11 The matrices representing nx, ny, nz with respect to
the twelve bases
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗. In the previous section we found the matrices that represent
x, y, z with respect to these bases. In the present section we find the matrices that represent
nx, ny, nz with respect to these bases.
Definition 11.1 Let Nq denote the matrix in Matd+1(F) with (i, i − 1)-entry q
1−i[i] for
1 ≤ i ≤ d, and all other entries 0.
Recall the matrix Z from Definition 10.4. We will be discussing the following eight matrices:
Nq, Nq−1 , N
t
q , N
t
q−1, (17)
ZNqZ, ZNq−1Z, ZN
t
qZ, ZN
t
q−1Z. (18)
Lemma 11.2 For the matrices (17), (18) we display the entries in the table below. Each
entry not shown is zero.
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matrix (i, i− 1)-entry (i− 1, i)-entry
Nq q
1−i[i] 0
Nq−1 q
i−1[i] 0
N tq 0 q
1−i[i]
N t
q−1
0 qi−1[i]
ZNqZ 0 q
i−d[d− i+ 1]
ZNq−1Z 0 q
d−i[d− i+ 1]
ZN tqZ q
i−d[d− i+ 1] 0
ZN tq−1Z q
d−i[d− i+ 1] 0
Proof: Use Lemma 10.6. ✷
Example 11.3 For d = 3,
Nq =


0 0 0 0
[1] 0 0 0
0 q−1[2] 0 0
0 0 q−2[3] 0

 , Nq−1 =


0 0 0 0
[1] 0 0 0
0 q[2] 0 0
0 0 q2[3] 0

 ,
N tq =


0 [1] 0 0
0 0 q−1[2] 0
0 0 0 q−2[3]
0 0 0 0

 , N tq−1 =


0 [1] 0 0
0 0 q[2] 0
0 0 0 q2[3]
0 0 0 0

 ,
ZNqZ =


0 q−2[3] 0 0
0 0 q−1[2] 0
0 0 0 [1]
0 0 0 0

 , ZNq−1Z =


0 q2[3] 0 0
0 0 q[2] 0
0 0 0 [1]
0 0 0 0

 ,
ZN tqZ =


0 0 0 0
q−2[3] 0 0 0
0 q−1[2] 0 0
0 0 [1] 0

 , ZN tq−1Z =


0 0 0 0
q2[3] 0 0 0
0 q[2] 0 0
0 0 [1] 0

 .
Note 11.4 Consider the set of eight matrices (17), (18). This set is closed under each of
the three maps from Note 10.11. This gives an action of the group Z2 × Z2 × Z2 on the set
of eight matrices (17), (18). This action is transitive.
Definition 11.5 Let Tq denote the tridiagonal matrix in Matd+1(F) with the following en-
tries. For 1 ≤ i ≤ d the (i, i−1)-entry is q3i−2d−1[i] and the (i−1, i)-entry is −q3i−d−2[d−i+1].
For 0 ≤ i ≤ d the (i, i)-entry is
q2i−d[i][d − i+ 1](q − q−1)− q2i−d+1[2i− d].
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Note 11.6 We have ZTqZ = −Tq−1 . This is routinely checked using Lemma 10.6.
Theorem 11.7 Consider the elements nx, ny, nz of Uq(sl2). In the table below we display
the matrices that represent these elements with respect to the twelve bases for V from (11)–
(13).
basis nx ny nz
[x]row Tq −ZNq−1Z Nq
[x]col T
t
q N
t
q −ZN
t
q−1
Z
[x]invrow −Tq−1 −Nq−1 ZNqZ
[x]invcol −T
t
q−1
ZN tqZ −N
t
q−1
[y]row Nq Tq −ZNq−1Z
[y]col −ZN
t
q−1
Z T tq N
t
q
[y]invrow ZNqZ −Tq−1 −Nq−1
[y]invcol −N
t
q−1
−T t
q−1
ZN tqZ
[z]row −ZNq−1Z Nq Tq
[z]col N
t
q −ZN
t
q−1
Z T tq
[z]invrow −Nq−1 ZNqZ −Tq−1
[z]invcol ZN
t
qZ −N
t
q−1
−T t
q−1
Proof: We first verify the data for the middle third of the table. Consider the matrices
that represent nx, ny, nz with respect to a [y]row basis for V . For nx, nz these matrices are
obtained using Lemma 9.7 and the construction. Concerning ny, recall from Definition 3.2
that ny = q
−1(1− xz)(q − q−1)−1. By Theorem 10.12 the matrix Eq (resp. ZEq−1Z) repre-
sents x (resp. z) with respect to a [y]row basis for V . One verifies using Definition 11.5 that
Tq = q
−1(1 − EqZEq−1Z)(q − q
−1)−1. By these comments the matrix Tq represents ny with
respect to a [y]row basis for V . We have obtained the matrices that represent nx, ny, nz with
respect to a [y]row basis for V . For these matrices conjugate by Z and use Note 11.6 to get
the matrices that represent nx, ny, nz with respect to a [y]
inv
row basis for V . For these matrices
replace q by q−1 to get the matrices that represent nx, ny, nz with respect to a [y]
inv
row basis
for V ∗. For these matrices take −1 times the transpose and invoke Lemmas 4.4, 10.1 to get
the matrices that represent nx, ny, nz with respect to a [y]col basis for V . For these matrices
conjugate by Z and use Note 11.6 to get the matrices that represent nx, ny, nz with respect
to a [y]invcol basis for V . We have now verified the data for the middle third of the table. To
verify the rest of the table use Lemma 5.2. ✷
Theorem 11.8 Consider the elements nx, ny, nz of Uq−1(sl2). In the table below we display
the matrices that represent these elements with respect to the twelve bases for V ∗ from (11)–
(13).
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basis nx ny nz
[x]row Tq−1 −ZNqZ Nq−1
[x]col T
t
q−1 N
t
q−1 −ZN
t
qZ
[x]invrow −Tq −Nq ZNq−1Z
[x]invcol −T
t
q ZN
t
q−1
Z −N tq
[y]row Nq−1 Tq−1 −ZNqZ
[y]col −ZN
t
qZ T
t
q−1 N
t
q−1
[y]invrow ZNq−1Z −Tq −Nq
[y]invcol −N
t
q −T
t
q ZN
t
q−1
Z
[z]row −ZNqZ Nq−1 Tq−1
[z]col N
t
q−1 −ZN
t
qZ T
t
q−1
[z]invrow −Nq ZNq−1Z −Tq
[z]invcol ZN
t
q−1
Z −N tq −T
t
q
Proof: In the table of Theorem 11.7 replace q by q−1. ✷
12 Comments on the bilinear form
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗. In Section 15 we will compute the transition matrices between
certain pairs of bases among these twelve. Before we get to this, it is convenient to establish
a few facts about the bilinear form ( , ) from Definition 6.1.
We recall some notation. For integers n ≥ i ≥ 0 define[
n
i
]
=
[n]!
[i]![n− i]!
.
Lemma 12.1 Pick ξ ∈ {x, y, z}. Let {ui}
d
i=0 denote a [ξ]row basis for V and let {vi}
d
i=0
denote a [ξ]row basis for V
∗. Then
(ur, vs) = δr+s,d(−1)
rqr(d−1)
[
d
r
]
(u0, vd) (19)
for 0 ≤ r, s ≤ d.
Proof: By Lemma 5.2, without loss we may assume ξ = y. If r + s 6= d then (ur, vs) = 0 by
Lemma 7.2. By Proposition 6.4 we have
(nzui, vd−i+1) = −(ui, nzvd−i+1) (20)
for 1 ≤ i ≤ d. The action of nz on {ui}
d
i=0 is given in Theorem 11.7, and the action of nz on
{vi}
d
i=0 is given in Theorem 11.8. Evaluating (20) using this data we find
qd−i[d− i+ 1](ui−1, vd−i+1) = −q
1−i[i](ui, vd−i) (1 ≤ i ≤ d).
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Solving this recursion we find
(ur, vd−r) = (−1)
rqr(d−1)
[
d
r
]
(u0, vd) (0 ≤ r ≤ d).
The result follows. ✷
Corollary 12.2 With reference to Lemma 12.1,
(ud, v0) = (−1)
dqd(d−1)(u0, vd). (21)
Proof: In (19) set r = d and s = 0. ✷
13 A normalization for the twelve bases
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗. In Section 15 we will compute the transition matrices between
certain pairs of bases among these twelve. In order to do this efficiently we first normalize
our bases.
Definition 13.1 For ξ ∈ {x, y, z} let ηξ (resp. η
∗
ξ ) denote a nonzero vector in n
d
ξV (resp.
ndξV
∗).
Lemma 13.2 The following (i), (ii) hold.
(i) For distinct u, v ∈ {x, y, z} we have (ηu, η
∗
v) 6= 0.
(ii) Assume d ≥ 1. Then for u ∈ {x, y, z} we have (ηu, η
∗
u) = 0.
Proof: (i) The vector ηu is a basis for n
d
uV . By Lemma 8.9 the orthogonal complement of
nduV is nuV
∗. By Lemma 8.1 and Definition 13.1 η∗v 6∈ nuV
∗. Therefore (ηu, η
∗
v) 6= 0.
(ii) We mentioned above that the orthogonal complement of nduV is nuV
∗. We assume d ≥ 1
so nuV
∗ contains nduV
∗. Therefore nduV and n
d
uV
∗ are orthogonal so (ηu, η
∗
u) = 0. ✷
Lemma 13.3 Pick ξ ∈ {x, y, z}. There exists a unique basis {vi}
d
i=0 for V such that:
(i) for 0 ≤ i ≤ d the vector vi is contained in component i of the decomposition [ξ];
(ii) ηξ =
∑d
i=0 vi.
Proof: Concerning existence, let {ui}
d
i=0 denote a [ξ]row basis for V . Then
∑d
i=0 ui is con-
tained in ndξV and is therefore a scalar multiple of ηξ. Call this scalar κ and observe that
κ 6= 0. Define vi = ui/κ for 0 ≤ i ≤ d. Then {vi}
d
i=0 is the desired basis. We have shown
that the desired basis exists. The uniqueness assertion is readily verified. ✷
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Definition 13.4 Pick ξ ∈ {x, y, z}. Let [ξ]row denote the basis for V that satisfies conditions
(i), (ii) of Lemma 13.3. The basis [ξ]row for V
∗ similarly defined, with ηξ replaced by η
∗
ξ in
Lemma 13.3(ii). The inversion of [ξ]row is denoted [ξ]
inv
row.
Lemma 13.5 In the table below we give three bases for V . For each basis we describe the
components 0 and d.
basis for V component 0 component d
[x]row ηy
(ηx,η∗z )
(ηy ,η∗z )
ηz
(ηx,η∗y)
(ηz ,η∗y)
[y]row ηz
(ηy ,η∗x)
(ηz ,η∗x)
ηx
(ηy ,η∗z )
(ηx,η∗z )
[z]row ηx
(ηz ,η∗y)
(ηx,η∗y)
ηy
(ηz ,η∗x)
(ηy ,η∗x)
Proof: Denote the basis [x]row by {vi}
d
i=0. Recall from Lemma 13.3(i) that for 0 ≤ i ≤ d the
vector vi is contained in component i of the decomposition [x]. Component 0 of [x] (resp.
component d of [x]) is equal to ndyV (resp. n
d
zV ) and is therefore spanned by ηy (resp. ηz).
Consequently there exist α, β ∈ F such that v0 = αηy and vd = βηz. By Lemma 13.3(ii)
ηx =
∑d
i=0 vi. Using Lemma 8.1 and Lemma 8.9 we find (vi, η
∗
z) = 0 for 1 ≤ i ≤ d. Therefore
(ηx, η
∗
z) =
d∑
i=0
(vi, η
∗
z) = (v0, η
∗
z) = α(ηy, η
∗
z)
so α = (ηx, η
∗
z)/(ηy, η
∗
z). Using Lemma 8.1 and Lemma 8.9 we find (vi, η
∗
y) = 0 for 0 ≤ i ≤
d− 1. Therefore
(ηx, η
∗
y) =
d∑
i=0
(vi, η
∗
y) = (vd, η
∗
y) = β(ηz, η
∗
y)
so β = (ηx, η
∗
y)/(ηz, η
∗
y). We have verified our assertions for the basis [x]row. To verify our
remaining assertions use Lemma 5.2. ✷
Lemma 13.6 In the table below we give three bases for V ∗. For each basis we describe the
components 0 and d.
basis for V ∗ component 0 component d
[x]row η
∗
y
(ηz ,η∗x)
(ηz ,η∗y)
η∗z
(ηy ,η∗x)
(ηy ,η∗z )
[y]row η
∗
z
(ηx,η∗y)
(ηx,η∗z )
η∗x
(ηz ,η∗y)
(ηz ,η∗x)
[z]row η
∗
x
(ηy ,η∗z )
(ηy ,η∗x)
η∗y
(ηx,η∗z )
(ηx,η∗y)
Proof: Similar to the proof of Lemma 13.5. ✷
Definition 13.7 For ξ ∈ {x, y, z} let [ξ]col denote the basis for V (resp. V
∗) that is dual to
the basis [ξ]invrow for V
∗ (resp. V ). The inversion of [ξ]col is denoted [ξ]
inv
col .
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Lemma 13.8 In the table below we give three bases for V . For each basis we describe the
components 0 and d.
basis for V component 0 component d
[x]col
ηy
(ηy ,η∗x)
ηz
(ηz ,η∗x)
[y]col
ηz
(ηz ,η∗y)
ηx
(ηx,η∗y)
[z]col
ηx
(ηx,η∗z )
ηy
(ηy ,η∗z )
Proof: For the vector space V consider the basis [x]col and the decomposition [x]. By Lemma
9.11, [x]col induces [x]. Component 0 (resp. component d) of [x] is equal to n
d
yV (resp. n
d
zV )
and is therefore spanned by ηy (resp. ηz). Therefore, component 0 (resp. component d) of
[x]col is a scalar multiple of ηy (resp. ηz). To find the scalars, use the fact that component
0 (resp. component d) of [x]col has inner product 1 with component d (resp. component 0)
of the basis [x]row for V
∗. These components of the basis [x]row for V
∗ are given in Lemma
13.6. By these comments we routinely verify our assertions for the basis [x]col. To verify our
remaining assertions use Lemma 5.2. ✷
Lemma 13.9 In the table below we give three bases for V ∗. For each basis we describe the
components 0 and d.
basis for V ∗ component 0 component d
[x]col
η∗y
(ηx,η∗y)
η∗z
(ηx,η∗z )
[y]col
η∗z
(ηy ,η∗z )
η∗x
(ηy ,η∗x)
[z]col
η∗x
(ηz ,η∗x)
η∗y
(ηz ,η∗y)
Proof: Similar to the proof of Lemma 13.8. ✷
Lemma 13.10 Pick ξ ∈ {x, y, z}. For the table below, in each row we display a basis for V
and a basis for V ∗. These bases are dual.
basis for V basis for V ∗
[ξ]row [ξ]
inv
col
[ξ]col [ξ]
inv
row
[ξ]invrow [ξ]col
[ξ]invcol [ξ]row
Proof: By Definition 13.7 and the meaning of inversion. ✷
We now consider how the scalars
(ηu, η
∗
v) u, v ∈ {x, y, z}, u 6= v
are related.
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Proposition 13.11 We have
(ηx, η
∗
y)(ηy, η
∗
z)(ηz, η
∗
x)
(ηx, η∗z)(ηy, η
∗
x)(ηz, η
∗
y)
= (−1)dqd(d−1).
Proof: Let {ui}
d
i=0 denote the basis [y]row for V and let {vi}
d
i=0 denote the basis [y]row for
V ∗. These bases satisfy (21). By Lemma 13.5,
u0 = ηz
(ηy, η
∗
x)
(ηz, η∗x)
, ud = ηx
(ηy, η
∗
z)
(ηx, η∗z)
. (22)
By Lemma 13.6,
v0 = η
∗
z
(ηx, η
∗
y)
(ηx, η∗z)
, vd = η
∗
x
(ηz, η
∗
y)
(ηz, η∗x)
. (23)
In the equation (21), eliminate u0, ud using (22) and eliminate v0, vd using (23). The result
follows after a routine simplification. ✷
Note 13.12 By Proposition 13.11 the scalars
(ηu, η
∗
v) u, v ∈ {x, y, z}, u 6= v
are determined by the sequence
(ηx, η
∗
y), (ηy, η
∗
z), (ηz, η
∗
x), (ηy, η
∗
x), (ηz, η
∗
y). (24)
The scalars (24) are “free” in the following sense. Given a sequence θ of five nonzero scalars
in F, there exist vectors ηx, ηy, ηz and η
∗
x, η
∗
y, η
∗
z as in Definition 13.1 such that the sequence
(24) is equal to θ.
14 The twelve normalized bases in closed form
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗, normalized as in Section 13. In this section we display these
normalized bases in closed form.
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Theorem 14.1 In the table below we list twelve bases for V . For each basis we display
component i for 0 ≤ i ≤ d. We give two versions.
basis component i (version 1) component i (version 2)
[x]row
q
(i2)
[i]!
(ηx,η∗z )
(ηy ,η∗z )
nizηy
(−1)d−iq
−(d−i2 )
[d−i]!
(ηx,η∗y)
(ηz ,η∗y)
nd−iy ηz
[x]col
(−1)i[d−i]!q
i(1−d)+(i2)
[d]!(ηy ,η∗x)
nizηy
[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηz ,η∗x)
nd−iy ηz
[x]invrow
(−1)iq
−(i2)
[i]!
(ηx,η∗y)
(ηz ,η∗y)
niyηz
q
(d−i2 )
[d−i]!
(ηx,η∗z )
(ηy ,η∗z )
nd−iz ηy
[x]invcol
[d−i]!q
i(d−1)−(i2)
[d]!(ηz ,η∗x)
niyηz
(−1)d−i[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηy ,η∗x)
nd−iz ηy
[y]row
q
(i2)
[i]!
(ηy ,η∗x)
(ηz ,η∗x)
nixηz
(−1)d−iq
−(d−i2 )
[d−i]!
(ηy ,η∗z )
(ηx,η∗z )
nd−iz ηx
[y]col
(−1)i[d−i]!q
i(1−d)+(i2)
[d]!(ηz ,η∗y)
nixηz
[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηx,η∗y)
nd−iz ηx
[y]invrow
(−1)iq
−(i2)
[i]!
(ηy ,η∗z )
(ηx,η∗z )
nizηx
q
(d−i2 )
[d−i]!
(ηy ,η∗x)
(ηz ,η∗x)
nd−ix ηz
[y]invcol
[d−i]!q
i(d−1)−(i2)
[d]!(ηx,η∗y)
nizηx
(−1)d−i[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηz ,η∗y)
nd−ix ηz
[z]row
q
(i2)
[i]!
(ηz ,η∗y)
(ηx,η∗y)
niyηx
(−1)d−iq
−(d−i2 )
[d−i]!
(ηz ,η∗x)
(ηy ,η∗x)
nd−ix ηy
[z]col
(−1)i[d−i]!q
i(1−d)+(i2)
[d]!(ηx,η∗z )
niyηx
[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηy ,η∗z )
nd−ix ηy
[z]invrow
(−1)iq
−(i2)
[i]!
(ηz ,η∗x)
(ηy ,η∗x)
nixηy
q
(d−i2 )
[d−i]!
(ηz ,η∗y)
(ηx,η∗y)
nd−iy ηx
[z]invcol
[d−i]!q
i(d−1)−(i2)
[d]!(ηy ,η∗z )
nixηy
(−1)d−i[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηx,η∗z )
nd−iy ηx
Proof: We first verify the data for the middle third of the table. Consider the basis [y]row
for V . Denote this basis by {vi}
d
i=0. The actions of nx and nz on {vi}
d
i=0 are given in
Lemma 9.7(iii),(v). The information shows that vi = q
i−1[i]−1nxvi−1 for 1 ≤ i ≤ d, and
vi = −q
i−d+1[d− i]−1nzvi+1 for 0 ≤ i ≤ d− 1. Therefore both
vi =
q(
i
2)
[i]!
nixv0, vi = (−1)
d−i q
−(d−i2 )
[d− i]!
nd−iz vd (25)
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for 0 ≤ i ≤ d. By Lemma 13.5,
v0 =
(ηy, η
∗
x)
(ηz, η∗x)
ηz, vd =
(ηy, η
∗
z)
(ηx, η∗z)
ηx. (26)
In line (25), eliminate v0 and vd using (26) to obtain the two descriptions for vi given in the
table.
Next consider the basis [y]col for V . Denote this basis by {vi}
d
i=0. By Theorem 11.7 the
matrix −ZN t
q−1
Z (resp. N tq) represents nx (resp. nz) with respect to {vi}
d
i=0. The entries of
ZN tq−1Z and N
t
q are given in Lemma 11.2. By these comments nxvi−1 = −q
d−i[d−i+1]vi and
nzvi = q
1−i[i]vi−1 for 1 ≤ i ≤ d. Consequently vi = −q
i−d[d − i + 1]−1nxvi−1 for 1 ≤ i ≤ d,
and vi = q
i[i+ 1]−1nzvi+1 for 0 ≤ i ≤ d− 1. Therefore both
vi =
(−1)i[d− i]!qi(1−d)+(
i
2)
[d]!
nixv0, vi =
[i]!q(d−i)(d−1)−(
d−i
2 )
[d]!
nd−iz vd (27)
for 0 ≤ i ≤ d. By Lemma 13.8,
v0 =
ηz
(ηz, η∗y)
, vd =
ηx
(ηx, η∗y)
. (28)
In line (27), eliminate v0 and vd using (28) to obtain the two descriptions for vi given in the
table.
Next consider the basis [y]invrow for V . For this basis component i is equal to component d− i
of the basis [y]row for V .
Next consider the basis [y]invcol for V . For this basis component i is equal to component d− i
of the basis [y]col for V .
We have now verified the data for the middle third of the table. To verify the rest of the
table use Lemma 5.2. ✷
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Theorem 14.2 In the table below we list twelve bases for V ∗. For each basis we display
component i for 0 ≤ i ≤ d. We give two versions.
basis component i (version 1) component i (version 2)
[x]row
q
−(i2)
[i]!
(ηz ,η∗x)
(ηz ,η∗y)
nizη
∗
y
(−1)d−iq(
d−i
2 )
[d−i]!
(ηy ,η∗x)
(ηy ,η∗z )
nd−iy η
∗
z
[x]col
(−1)i[d−i]!q
i(d−1)−(i2)
[d]!(ηx,η∗y)
nizη
∗
y
[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηx,η∗z )
nd−iy η
∗
z
[x]invrow
(−1)iq(
i
2)
[i]!
(ηy ,η∗x)
(ηy ,η∗z )
niyη
∗
z
q
−(d−i2 )
[d−i]!
(ηz ,η∗x)
(ηz ,η∗y)
nd−iz η
∗
y
[x]invcol
[d−i]!q
i(1−d)+(i2)
[d]!(ηx,η∗z )
niyη
∗
z
(−1)d−i[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηx,η∗y)
nd−iz η
∗
y
[y]row
q
−(i2)
[i]!
(ηx,η∗y)
(ηx,η∗z )
nixη
∗
z
(−1)d−iq(
d−i
2 )
[d−i]!
(ηz ,η∗y)
(ηz ,η∗x)
nd−iz η
∗
x
[y]col
(−1)i[d−i]!q
i(d−1)−(i2)
[d]!(ηy ,η∗z )
nixη
∗
z
[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηy ,η∗x)
nd−iz η
∗
x
[y]invrow
(−1)iq(
i
2)
[i]!
(ηz ,η∗y)
(ηz ,η∗x)
nizη
∗
x
q
−(d−i2 )
[d−i]!
(ηx,η∗y)
(ηx,η∗z )
nd−ix η
∗
z
[y]invcol
[d−i]!q
i(1−d)+(i2)
[d]!(ηy ,η∗x)
nizη
∗
x
(−1)d−i[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηy ,η∗z )
nd−ix η
∗
z
[z]row
q
−(i2)
[i]!
(ηy ,η∗z )
(ηy ,η∗x)
niyη
∗
x
(−1)d−iq(
d−i
2 )
[d−i]!
(ηx,η∗z )
(ηx,η∗y)
nd−ix η
∗
y
[z]col
(−1)i[d−i]!q
i(d−1)−(i2)
[d]!(ηz ,η∗x)
niyη
∗
x
[i]!q
(d−i)(1−d)+(d−i2 )
[d]!(ηz ,η∗y)
nd−ix η
∗
y
[z]invrow
(−1)iq(
i
2)
[i]!
(ηx,η∗z )
(ηx,η∗y)
nixη
∗
y
q
−(d−i2 )
[d−i]!
(ηy ,η∗z )
(ηy ,η∗x)
nd−iy η
∗
x
[z]invcol
[d−i]!q
i(1−d)+(i2)
[d]!(ηz ,η∗y)
nixη
∗
y
(−1)d−i[i]!q
(d−i)(d−1)−(d−i2 )
[d]!(ηz ,η∗x)
nd−iy η
∗
x
Proof: In Theorem 14.1 replace q by q−1. Also replace ηξ by η
∗
ξ for ξ ∈ {x, y, z}, and replace
(ηu, η
∗
v) by (ηv, η
∗
u) for distinct u, v ∈ {x, y, z}. ✷
We finish this section with some comments.
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Corollary 14.3 The following hold:
ndxηy = [d]
!q−(
d
2) (ηy, η
∗
z)
(ηx, η∗z)
ηx, n
d
zηy = (−1)
d[d]!q(
d
2) (ηy, η
∗
x)
(ηz, η∗x)
ηz,
ndyηz = [d]
!q−(
d
2)
(ηz, η
∗
x)
(ηy, η∗x)
ηy, n
d
xηz = (−1)
d[d]!q(
d
2)
(ηz, η
∗
y)
(ηx, η∗y)
ηx,
ndzηx = [d]
!q−(
d
2)
(ηx, η
∗
y)
(ηz, η∗y)
ηz, n
d
yηx = (−1)
d[d]!q(
d
2)
(ηx, η
∗
z)
(ηy, η∗z)
ηy.
Proof: In the table of Theorem 14.1, set i = 0 and compare the two versions using Proposi-
tion 13.11. ✷
Corollary 14.4 The following hold:
ndxη
∗
y = [d]
!q(
d
2)
(ηz, η
∗
y)
(ηz, η∗x)
η∗x, n
d
zη
∗
y = (−1)
d[d]!q−(
d
2)
(ηx, η
∗
y)
(ηx, η∗z)
η∗z ,
ndyη
∗
z = [d]
!q(
d
2)
(ηx, η
∗
z)
(ηx, η∗y)
η∗y , n
d
xη
∗
z = (−1)
d[d]!q−(
d
2)
(ηy, η
∗
z)
(ηy, η∗x)
η∗x,
ndzη
∗
x = [d]
!q(
d
2) (ηy, η
∗
x)
(ηy, η∗z)
η∗z , n
d
yη
∗
x = (−1)
d[d]!q−(
d
2) (ηz, η
∗
x)
(ηz, η∗y)
η∗y .
Proof: Similar to the proof of Corollary 14.3. ✷
15 Transition matrices between the twelve normalized
bases
We continue to discuss the Uq(sl2)-module V and the Uq−1(sl2)-module V
∗. Recall the twelve
bases (11)–(13) for V and V ∗, normalized as in Section 13. In this section we will compute
the transition matrices between certain pairs of bases among these twelve. First we discuss
a few terms. In this discussion we focus on V ; similar comments apply to V ∗.
Suppose we are given two bases for V , denoted {ui}
d
i=0 and {vi}
d
i=0. By the transition matrix
from {ui}
d
i=0 to {vi}
d
i=0 we mean the matrix S ∈ Matd+1(F) such that vj =
∑d
i=0 Sijui for
0 ≤ j ≤ d. Let S denote the transition matrix from {ui}
d
i=0 to {vi}
d
i=0. Then S
−1 exists and
equals the transition matrix from {vi}
d
i=0 to {ui}
d
i=0.
Let {wi}
d
i=0 denote a basis for V and let T denote the transition matrix from {vi}
d
i=0 to
{wi}
d
i=0. Then ST is the transition matrix from {ui}
d
i=0 to {wi}
d
i=0.
Let A ∈ End(V ) and let B denote the matrix in Matd+1(F) that represents A with respect
to {ui}
d
i=0. Then the matrix S
−1BS represents A with respect to {vi}
d
i=0.
Let {ui}
d
i=0 and {vi}
d
i=0 denote bases for V . Let {u
∗
i }
d
i=0 (resp. {v
∗
i }
d
i=0) denote the basis for
V ∗ that is dual to {ui}
d
i=0 (resp. {vi}
d
i=0) with respect to ( , ). Let S denote the transition
matrix from {ui}
d
i=0 to {vi}
d
i=0. Then S
t is the transition matrix from {v∗i }
d
i=0 to {u
∗
i }
d
i=0.
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Recall the matrix Z from Definition 10.4. Let {vi}
d
i=0 denote a basis for V and consider the
inverted basis {vd−i}
d
i=0. Then Z is the transition matrix from {vi}
d
i=0 to {vd−i}
d
i=0.
Lemma 15.1 Consider the twelve bases (11)–(13) for V and V ∗. For each basis, the tran-
sition matrix to its inversion is equal to Z. In other words, each of the following transition
matrices is equal to Z:
[x]row → [x]
inv
row, [x]col → [x]
inv
col , [x]
inv
row → [x]row, [x]
inv
col → [x]col,
[y]row → [y]
inv
row, [y]col → [y]
inv
col , [y]
inv
row → [y]row, [y]
inv
col → [y]col,
[z]row → [z]
inv
row, [z]col → [z]
inv
col , [z]
inv
row → [z]row, [z]
inv
col → [z]col.
Next we display some diagonal transition matrices.
Theorem 15.2 In the table below we display some transition matrices between bases for V .
Each transition matrix is diagonal. For 0 ≤ i ≤ d the (i, i)-entry is given.
transition matrix (i, i)-entry for 0 ≤ i ≤ d
[x]row → [x]col (−1)
iqi(1−d)
[
d
i
]−1
(ηy ,η∗z )
(ηy ,η∗x)(ηx,η
∗
z )
[x]col → [x]row (−1)
iqi(d−1)
[
d
i
]
(ηy ,η∗x)(ηx ,η
∗
z )
(ηy ,η∗z )
[x]invrow → [x]
inv
col (−1)
d−iq(d−i)(1−d)
[
d
i
]−1
(ηy ,η∗z )
(ηy ,η∗x)(ηx,η
∗
z )
[x]invcol → [x]
inv
row (−1)
d−iq(d−i)(d−1)
[
d
i
]
(ηy ,η∗x)(ηx,η
∗
z )
(ηy ,η∗z )
[y]row → [y]col (−1)
iqi(1−d)
[
d
i
]−1
(ηz ,η∗x)
(ηz ,η∗y)(ηy ,η
∗
x)
[y]col → [y]row (−1)
iqi(d−1)
[
d
i
]
(ηz ,η∗y)(ηy ,η
∗
x)
(ηz ,η∗x)
[y]invrow → [y]
inv
col (−1)
d−iq(d−i)(1−d)
[
d
i
]−1
(ηz ,η∗x)
(ηz ,η∗y)(ηy ,η
∗
x)
[y]invcol → [y]
inv
row (−1)
d−iq(d−i)(d−1)
[
d
i
]
(ηz ,η∗y)(ηy ,η
∗
x)
(ηz ,η∗x)
[z]row → [z]col (−1)
iqi(1−d)
[
d
i
]−1
(ηx,η∗y)
(ηx,η∗z )(ηz ,η
∗
y)
[z]col → [z]row (−1)
iqi(d−1)
[
d
i
]
(ηx,η∗z )(ηz ,η
∗
y)
(ηx,η∗y)
[z]invrow → [z]
inv
col (−1)
d−iq(d−i)(1−d)
[
d
i
]−1
(ηx,η∗y)
(ηx,η∗z )(ηz ,η
∗
y)
[z]invcol → [z]
inv
row (−1)
d−iq(d−i)(d−1)
[
d
i
]
(ηx,η∗z )(ηz ,η
∗
y)
(ηx,η∗y)
Proof: We first verify the data for the middle third of the table. Let {ui}
d
i=0 (resp. {vi}
d
i=0)
denote the basis [y]row (resp. [y]col) for V . By Theorem 14.1,
ui =
q(
i
2)
[i]!
(ηy, η
∗
x)
(ηz, η∗x)
nixηz, vi =
(−1)i[d− i]!qi(1−d)+(
i
2)
[d]!(ηz, η∗y)
nixηz.
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Comparing these we find
vi = ui(−1)
iqi(1−d)
[
d
i
]−1
(ηz, η
∗
x)
(ηz, η∗y)(ηy, η
∗
x)
.
Therefore the transition matrix [y]row → [y]col is as claimed. For this matrix take the inverse
to get the transition matrix [y]col → [y]row. To get the transition matrix [y]
inv
row → [y]
inv
col ,
conjugate the transition matrix [y]row → [y]col by the matrix Z from Definition 10.4. To get
the transition matrix [y]invcol → [y]
inv
row, take the inverse of the transition matrix [y]
inv
row → [y]
inv
col .
We have verified the data for the middle third of the table. To verify the rest of the table
use Lemma 5.2. ✷
Theorem 15.3 In the table below we display some transition matrices between bases for V ∗.
Each transition matrix is diagonal. For 0 ≤ i ≤ d the (i, i)-entry is given.
transition matrix (i, i)-entry for 0 ≤ i ≤ d
[x]row → [x]col (−1)
iqi(d−1)
[
d
i
]−1
(ηz ,η∗y)
(ηz ,η∗x)(ηx,η
∗
y)
[x]col → [x]row (−1)
iqi(1−d)
[
d
i
]
(ηz ,η∗x)(ηx,η
∗
y)
(ηz ,η∗y)
[x]invrow → [x]
inv
col (−1)
d−iq(d−i)(d−1)
[
d
i
]−1
(ηz ,η∗y)
(ηz ,η∗x)(ηx ,η
∗
y)
[x]invcol → [x]
inv
row (−1)
d−iq(d−i)(1−d)
[
d
i
]
(ηz ,η∗x)(ηx,η
∗
y)
(ηz ,η∗y)
[y]row → [y]col (−1)
iqi(d−1)
[
d
i
]−1
(ηx,η∗z )
(ηx,η∗y)(ηy ,η
∗
z )
[y]col → [y]row (−1)
iqi(1−d)
[
d
i
]
(ηx,η∗y)(ηy ,η
∗
z )
(ηx,η∗z )
[y]invrow → [y]
inv
col (−1)
d−iq(d−i)(d−1)
[
d
i
]−1
(ηx,η∗z )
(ηx,η∗y)(ηy ,η
∗
z )
[y]invcol → [y]
inv
row (−1)
d−iq(d−i)(1−d)
[
d
i
]
(ηx,η∗y)(ηy ,η
∗
z )
(ηx,η∗z )
[z]row → [z]col (−1)
iqi(d−1)
[
d
i
]−1
(ηy ,η∗x)
(ηy ,η∗z )(ηz ,η
∗
x)
[z]col → [z]row (−1)
iqi(1−d)
[
d
i
]
(ηy ,η∗z )(ηz ,η
∗
x)
(ηy ,η∗x)
[z]invrow → [z]
inv
col (−1)
d−iq(d−i)(d−1)
[
d
i
]−1
(ηy ,η∗x)
(ηy ,η∗z )(ηz ,η
∗
x)
[z]invcol → [z]
inv
row (−1)
d−iq(d−i)(1−d)
[
d
i
]
(ηy ,η∗z )(ηz ,η
∗
x)
(ηy ,η∗x)
Proof: In Theorem 15.2 replace q by q−1, and also replace (ηu, η
∗
v) by (ηv, η
∗
u) for distinct
u, v ∈ {x, y, z}. ✷
Next we display some lower triangular transition matrices.
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Theorem 15.4 In the table below we display some transition matrices between bases for V .
Each transition matrix is lower triangular. For 0 ≤ j ≤ i ≤ d the (i, j)-entry is given.
transition matrix (i, j)-entry for 0 ≤ j ≤ i ≤ d
[x]row → [y]
inv
row (−1)
jqj(1−i)
[
i
j
]
(ηy ,η∗z )
(ηx,η∗z )
[x]col → [y]
inv
col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηz ,η∗x)
(ηz ,η∗y)
[x]invrow → [z]row (−1)
jqj(i−1)
[
i
j
]
(ηz ,η∗y)
(ηx,η∗y)
[x]invcol → [z]col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηy ,η∗x)
(ηy ,η∗z )
[y]row → [z]
inv
row (−1)
jqj(1−i)
[
i
j
]
(ηz ,η∗x)
(ηy ,η∗x)
[y]col → [z]
inv
col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηx,η∗y)
(ηx,η∗z )
[y]invrow → [x]row (−1)
jqj(i−1)
[
i
j
]
(ηx,η∗z )
(ηy ,η∗z )
[y]invcol → [x]col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηz ,η∗y)
(ηz ,η∗x)
[z]row → [x]
inv
row (−1)
jqj(1−i)
[
i
j
]
(ηx,η∗y)
(ηz ,η∗y)
[z]col → [x]
inv
col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηy ,η∗z )
(ηy ,η∗x)
[z]invrow → [y]row (−1)
jqj(i−1)
[
i
j
]
(ηy ,η∗x)
(ηz ,η∗x)
[z]invcol → [y]col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηx,η∗z )
(ηx,η∗y)
Proof: We first verify the data for the middle third of the table.
[y]row → [z]
inv
row. Let {ui}
d
i=0 denote the basis [y]row for V , and let {vi}
d
i=0 denote the basis
[z]invrow for V . By Theorem 14.1,
vj =
(−1)jq−(
j
2)
[j]!
(ηz, η
∗
x)
(ηy, η∗x)
njxηy (0 ≤ j ≤ d). (29)
In line (29) we evaluate the right-hand side. We have ηy =
∑d
i=0 ui by Definition 13.4. By
Lemma 9.7 nxui = q
−i[i+ 1]ui+1 for 0 ≤ i ≤ d− 1 and nxud = 0. Evaluating the right-hand
side of (29) using these comments, we find that the transition matrix [y]row → [z]
inv
row is as
claimed.
[y]col → [z]
inv
col . Compute the product of transition matrices
[y]col → [y]row → [z]
inv
row → [z]
inv
col .
In this product the first and last factors are from Theorem 15.2, and the middle factor is
from earlier in this proof.
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[y]invrow → [x]row. Let {ui}
d
i=0 denote the basis [y]
inv
row for V , and let {vi}
d
i=0 denote the basis
[x]row for V . By Theorem 14.1,
vj =
q(
j
2)
[j]!
(ηx, η
∗
z)
(ηy, η∗z)
njzηy (0 ≤ j ≤ d). (30)
In line (30) we evaluate the right-hand side. We have ηy =
∑d
i=0 ui by Definition 13.4. By
Lemma 9.7 nzui = −q
i[i+ 1]ui+1 for 0 ≤ i ≤ d− 1 and nzud = 0. Evaluating the right-hand
side of (30) using these comments, we find that the transition matrix [y]invrow → [x]row is as
claimed.
[y]invcol → [x]col. Compute the product of transition matrices
[y]invcol → [y]
inv
row → [x]row → [x]col.
In this product the first and third factors are from Theorem 15.2, and the middle factor is
from earlier in this proof.
We have now verified the data for the middle third of the table. To verify the rest of the
table use Lemma 5.2. ✷
Theorem 15.5 In the table below we display some transition matrices between bases for V ∗.
Each transition matrix is lower triangular. For 0 ≤ j ≤ i ≤ d the (i, j)-entry is given.
transition matrix (i, j)-entry for 0 ≤ j ≤ i ≤ d
[x]row → [y]
inv
row (−1)
jqj(i−1)
[
i
j
]
(ηz ,η∗y)
(ηz ,η∗x)
[x]col → [y]
inv
col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηx,η∗z )
(ηy ,η∗z )
[x]invrow → [z]row (−1)
jqj(1−i)
[
i
j
]
(ηy ,η∗z )
(ηy ,η∗x)
[x]invcol → [z]col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηx,η∗y)
(ηz ,η∗y)
[y]row → [z]
inv
row (−1)
jqj(i−1)
[
i
j
]
(ηx,η∗z )
(ηx,η∗y)
[y]col → [z]
inv
col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηy ,η∗x)
(ηz ,η∗x)
[y]invrow → [x]row (−1)
jqj(1−i)
[
i
j
]
(ηz ,η∗x)
(ηz ,η∗y)
[y]invcol → [x]col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηy ,η∗z )
(ηx,η∗z )
[z]row → [x]
inv
row (−1)
jqj(i−1)
[
i
j
]
(ηy ,η∗x)
(ηy ,η∗z )
[z]col → [x]
inv
col (−1)
d−iq(d−i)(d−j−1)
[
d− j
i− j
]
(ηz ,η∗y)
(ηx,η∗y)
[z]invrow → [y]row (−1)
jqj(1−i)
[
i
j
]
(ηx,η∗y)
(ηx,η∗z )
[z]invcol → [y]col (−1)
d−iq(i−d)(d−j−1)
[
d− j
i− j
]
(ηz ,η∗x)
(ηy ,η∗x)
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In Theorem 15.4 replace q by q−1, and also replace (ηu, η
∗
v) by (ηv, η
∗
u) for distinct u, v ∈
{x, y, z}. ✷
16 Rotators
In this section we discuss the mathematics involving the rotators from Definition 5.1.
Proposition 16.1 Given a rotator for V , the inverse of the adjoint is a rotator for V ∗.
Proof: Let R denote the rotator for V in question, and note that R satisfies (6). In these
equations apply the adjoint map to each side. The result shows that on V ∗,
(Radj)−1xRadj = y, (Radj)−1yRadj = z, (Radj)−1zRadj = x.
Let Ψ denote the inverse of Radj . In terms of Ψ the above equations become
ΨxΨ−1 = y, ΨyΨ−1 = z, ΨzΨ−1 = x.
Therefore Ψ is a rotator for V ∗. ✷
Definition 16.2 Define Pq ∈ Matd+1(F) to have the following (i, j)-entry for 0 ≤ i, j ≤ d.
For i+ j < d this entry is 0. For i+ j ≥ d this entry is
(−1)d−jq(d−j)(1−i)
[
i
d− j
]
.
Theorem 16.3 In the table below we display some transition matrices between bases for V .
transition transition matrix
[x]row → [y]row Pq
(ηy ,η∗z )
(ηx,η∗z )
[x]col → [y]col P
t
q
(ηz ,η∗x)
(ηz ,η∗y)
[x]invrow → [y]
inv
row ZPqZ
(ηy ,η∗z )
(ηx,η∗z )
[x]invcol → [y]
inv
col ZP
t
qZ
(ηz ,η∗x)
(ηz ,η∗y)
[y]row → [z]row Pq
(ηz ,η∗x)
(ηy ,η∗x)
[y]col → [z]col P
t
q
(ηx,η∗y)
(ηx,η∗z )
[y]invrow → [z]
inv
row ZPqZ
(ηz ,η∗x)
(ηy ,η∗x)
[y]invcol → [z]
inv
col ZP
t
qZ
(ηx,η∗y)
(ηx,η∗z )
[z]row → [x]row Pq
(ηx,η∗y)
(ηz ,η∗y)
[z]col → [x]col P
t
q
(ηy ,η∗z )
(ηy ,η∗x)
[z]invrow → [x]
inv
row ZPqZ
(ηx,η∗y)
(ηz ,η∗y)
[z]invcol → [x]
inv
col ZP
t
qZ
(ηy ,η∗z )
(ηy ,η∗x)
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Proof: We first verify the data for the middle third of the table.
[y]row → [z]row. Compute the product of transition matrices
[y]row → [z]
inv
row → [z]row.
In this product the first factor is from Theorem 15.4 and the second factor is Z.
[y]col → [z]col. Compute the product of transition matrices
[y]col → [z]
inv
col → [z]col.
In this product the first factor is from Theorem 15.4 and the second factor is Z.
[y]invrow → [z]
inv
row. Conjugate the transition matrix [y]row → [z]row by Z.
[y]invcol → [z]
inv
col . Conjugate the transition matrix [y]col → [z]col by Z.
We have now verified the data for the middle third of the table. To verify the rest of the
table use Lemma 5.2. ✷
Theorem 16.4 In the table below we display some transition matrices between bases for V ∗.
transition transition matrix
[x]row → [y]row Pq−1
(ηz ,η∗y)
(ηz ,η∗x)
[x]col → [y]col P
t
q−1
(ηx,η∗z )
(ηy ,η∗z )
[x]invrow → [y]
inv
row ZPq−1Z
(ηz ,η∗y)
(ηz ,η∗x)
[x]invcol → [y]
inv
col ZP
t
q−1
Z (ηx,η
∗
z )
(ηy ,η∗z )
[y]row → [z]row Pq−1
(ηx,η∗z )
(ηx,η∗y)
[y]col → [z]col P
t
q−1
(ηy ,η∗x)
(ηz ,η∗x)
[y]invrow → [z]
inv
row ZPq−1Z
(ηx,η∗z )
(ηx,η∗y)
[y]invcol → [z]
inv
col ZP
t
q−1
Z (ηy ,η
∗
x)
(ηz ,η∗x)
[z]row → [x]row Pq−1
(ηy ,η∗x)
(ηy ,η∗z )
[z]col → [x]col P
t
q−1
(ηz ,η∗y)
(ηx,η∗y)
[z]invrow → [x]
inv
row ZPq−1Z
(ηy ,η∗x)
(ηy ,η∗z )
[z]invcol → [x]
inv
col ZP
t
q−1
Z
(ηz ,η∗y)
(ηx,η∗y)
Proof: In Theorem 16.3, replace q by q−1 and also replace (ηu, η
∗
v) by (ηv, η
∗
u) for distinct
u, v ∈ {x, y, z}. ✷
Lemma 16.5 For the matrix Pq in Definition 16.2,
P 3q = (−1)
dq−d(d−1)I.
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Proof: Consider the bases [x]row, [y]row, [z]row for V . The identity matrix is equal to the
product of transition matrices
[x]row → [y]row → [z]row → [x]row.
In this product the three factors are given in Theorem 16.3. Simplify the product using
Proposition 13.11 to get the result. ✷
Lemma 16.6 We have P−1q = ZPq−1Z. For 0 ≤ i, j ≤ d the (i, j)-entry of P
−1
q is given as
follows. For i+ j > d this entry is 0. For i+ j ≤ d this entry is
(−1)jqj(d−i−1)
[
d− i
j
]
.
Proof: Using Definition 16.2 one checks that the entries of ZPq−1Z are as shown. It remains
to verify that P−1q = ZPq−1Z. To this end we consider the transition matrices between some
bases for V . Let T denote the transition matrix [z]row → [y]row. On one hand, T is the
inverse of the transition matrix [y]row → [z]row. The transition matrix for [y]row → [z]row
can be found in Theorem 16.3. On the other hand, T is the product of transition matrices
[z]row → [z]
inv
row → [y]row.
In this product the first factor is Z and the second factor is from Theorem 15.4. By these
comments one verifies that P−1q = ZPq−1Z after a brief computation. ✷
Theorem 16.7 There exists a rotator for V that is represented by Pq with respect to each
of the bases [x]row, [y]row, [z]row for V . Moreover, there exists a rotator for V
∗ that is
represented by Pq−1 with respect to each of the bases [x]row, [y]row, [z]row for V
∗.
Proof: We first verify our assertion about V . By Theorem 16.3, each of the transition
matrices
[x]row → [y]row, [y]row → [z]row, [z]row → [x]row
is contained in FPq. By Lemma 5.2 there exists a rotator for V . Denote this rotator by
R. For ξ ∈ {x, y, z} let Tξ denote the matrix that represents R with respect to the basis
[ξ]row. By our initial comment and since R is a rotator, there exists 0 6= αξ ∈ F such that
Tξ = αξPq. By our initial comment and linear algebra,
P−1q TxPq = Ty, P
−1
q TyPq = Tz, P
−1
q TzPq = Tx.
Therefore αx = αy = αz. Let α denote this common value and note that R/α is the desired
rotator for V . We have verified our assertion about V . The assertion about V ∗ is similarly
verified. ✷
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Definition 16.8 Let R denote the rotator for V or V ∗ referred to in Theorem 16.7.
Theorem 16.9 In the table below we display the matrices that represent R with respect to
the twelve bases for V from (11)–(13).
basis matrix rep. R
[ξ]row Pq
[ξ]col P
t
q
[ξ]invrow ZPqZ
[ξ]invcol ZP
t
qZ
In the above table ξ ∈ {x, y, z}.
Proof: By Theorem 16.7 the matrix Pq represents R with respect to [ξ]row. We now show that
P tq represents R with respect to [ξ]col. Let Dξ denote the transition matrix [ξ]row → [ξ]col.
By linear algebra the matrix D−1ξ PqDξ represents R with respect to [ξ]col. The entries of
Dξ are given in Theorem 15.2. By this data and Definition 16.2, D
−1
ξ PqDξ = P
t
q . Therefore
P tq represents R with respect to [ξ]col. We have verified the first two rows of the table. The
remaining rows are readily verified. ✷
Theorem 16.10 In the table below we display the matrices that represent R with respect to
the twelve bases for V ∗ from (11)–(13).
basis matrix rep. R
[ξ]row Pq−1
[ξ]col P
t
q−1
[ξ]invrow ZPq−1Z
[ξ]invcol ZP
t
q−1
Z
In the above table ξ ∈ {x, y, z}.
Proof: In Theorem 16.9 replace q by q−1 and invoke Theorem 16.7. ✷
Theorem 16.11 For the rotator R of V , the inverse of the adjoint is the rotator R for V ∗.
Proof: By Theorem 16.9 the matrix Pq represents R with respect to the basis [x]row for
V . By Lemma 13.10 the basis [x]invcol for V
∗ is dual to the basis [x]row for V . Therefore P
t
q
represents Radj with respect to the basis [x]invcol for V
∗. Therefore (P tq )
−1 represents (Radj)−1
with respect to the basis [x]invcol for V
∗. By Theorem 16.10 the matrix ZP t
q−1
Z represents
R with respect to the basis [x]invcol for V
∗. We have P−1q = ZPq−1Z by Lemma 16.6 so
(P tq )
−1 = ZP t
q−1
Z. The result follows. ✷
41
17 A characterization of y and ny
Recall the elements x, y, z and nx, ny, nz of Uq(sl2). In this section we characterize y and ny
using the Uq(sl2)-module V . Similar characterizations apply to x, z and nx, nz. We will be
using Definition 2.1.
Theorem 17.1 Given φ ∈ End(V ). Then φ ∈ Fny if and only if both
(i) φ is lowering for the decomposition [x] of V ;
(ii) φ is raising for the decomposition [z] of V .
Proof: First assume that φ ∈ Fny. Then φ satisfies the above conditions (i), (ii) by Theorem
7.3. Conversely, assume that φ satisfies (i), (ii). We show φ ∈ Fny. To avoid trivialities
assume φ 6= 0. Let {Vi}
d
i=0 denote the decomposition [x] of V . Let {vi}
d
i=0 denote the basis
[x]row for V . So Vi has basis vi for 0 ≤ i ≤ d. Recall that ηx =
∑d
i=0 vi is a basis for
component 0 of the decomposition [z] of V . By assumption φ is raising for [z]. We assume
φ 6= 0 so d ≥ 1. Moreover φηx is contained in component 1 of [z]. By Theorem 14.1, nyηx is
a basis for component 1 of [z]. Therefore there exists α ∈ F such that φηx = αnyηx. By this
and ηx =
∑d
i=0 vi,
0 =
d∑
i=0
(φ− αny)vi. (31)
Each of φ, ny is lowering for [x]. Therefore φ − αny is lowering for [x]. Therefore in (31)
the ith summand is zero for i = 0 and contained in Vi−1 for 1 ≤ i ≤ d. Now since the sum∑d
j=0 Vj is direct, in (31) the ith summand is zero for 0 ≤ i ≤ d. Thus φ− αny vanishes on
each vector in the basis {vi}
d
i=0 for V . Therefore φ = αny, so φ ∈ Fny as desired. The result
follows. ✷
Theorem 17.2 Given φ ∈ End(V ). Then φ ∈ Fy + F1 if and only if both
(i) φ is quasi-raising for the decomposition [x] of V ;
(ii) φ is quasi-lowering for the decomposition [z] of V .
Proof: First assume that φ ∈ Fy + F1. Then φ satisfies the above conditions (i), (ii) by
Theorem 7.4. Conversely, assume that φ satisfies (i), (ii). We show φ ∈ Fy + F1. To avoid
trivialities assume φ 6= 0. Let {Vi}
d
i=0 denote the decomposition [y] of V . We show that
φVi ⊆ Vi for 0 ≤ i ≤ d. Let i be given. By Lemma 8.6, Vi is equal to the intersection of
nd−iz V and n
i
xV . By Lemma 8.1(iii), n
d−i
z V is the sum of components d − i, d − i+ 1, . . . , d
for the decomposition [x] of V . By assumption φ is quasi-raising for [x]. Therefore nd−iz V
is φ-invariant. By Lemma 8.1(i), nixV is the sum of components 0, 1, . . . , d − i for the
decomposition [z] of V . By assumption φ is quasi-lowering for [z]. Therefore nixV is φ-
invariant. By these comments
φVi = φ(n
d−i
z V ∩ n
i
xV ) ⊆ φ(n
d−i
z V ) ∩ φ(n
i
xV ) ⊆ n
d−i
z V ∩ n
i
xV = Vi.
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We have shown that φVi ⊆ Vi for 0 ≤ i ≤ d. The {Vi}
d
i=0 are the eigenspaces for y on V ,
so φ commutes with y on V . By this and since y is multiplicity-free on V , we see that φ is
contained in the subalgebra of End(V ) generated by y. This subalgebra has basis {yi}di=0.
This subalgebra has another basis {yi}
d
i=0 where
yi = (y − q
−d)(y − q2−d) · · · (y − q2i−2−d) (0 ≤ i ≤ d).
By construction there exist scalars {αi}
d
i=0 in F such that φ =
∑d
i=0 αiyi on V . Recall φ 6= 0
so {αi}
d
i=0 are not all zero. Define s = max{i|0 ≤ i ≤ d, αi 6= 0}. We show s ≤ 1. To this
end we assume s ≥ 2 and get a contradiction. By construction
φ−
s−1∑
i=0
αiyi = αsys. (32)
Let {Ui}
d
i=0 denote the decomposition [x] of V . Referring to equation (32), we will apply
each side to U0. By assumption φ is quasi-raising for [x]. Therefore φU0 ⊆ U0 + U1. By
Theorem 7.4 yiU0 = Ui for 0 ≤ i ≤ d. Now for the equation (32), apply each side to U0
and consider the image. For the left-hand side the image is contained in
∑s−1
i=0 Ui. For the
right-hand side the image is Us. This is a contradiction, so s ≤ 1. Therefore φ ∈ Fy + F1,
as desired. ✷
18 A characterization of Uq(sl2)
In this section we give a characterization of Uq(sl2) in its equitable presentation. This
characterization extends some work of Darren Funk-Neubauer [5] concerning bidiagonal pairs
of linear transformations. In order to motivate our result, we consider some implications of
Theorem 7.4. Referring to the Uq(sl2)-module V from that theorem, let basis 1 (resp. basis
2) (resp. basis 3) denote a basis for V that induces the decomposition [x] (resp. [y]) (resp.
[z]) for V . On these bases x, y, z act as follows:
matrix rep. x matrix rep. y matrix rep. z
basis 1 diagonal lower bidiagonal upper bidiagonal
basis 2 upper bidiagonal diagonal lower bidiagonal
basis 3 lower bidiagonal upper bidiagonal diagonal
The above pattern appears not only for irreducible Uq(sl2)-modules. It also appears for
irreducible sl2-modules [2, Section 8], as we now explain.
Definition 18.1 [2, Line (2.2)] Assume that F has characteristic 0. For the Lie algebra sl2
over F, the equitable basis x, y, z satisfies
[x, y] = 2x+ 2y, [y, z] = 2y + 2z, [z, x] = 2z + 2x.
Referring to Definition 18.1, let W denote an irreducible sl2-module with dimension d + 1.
By [2, Section 8] each of x, y, z is multiplicity-free on W with eigenvalues {d − 2i}di=0. For
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u ∈ {x, y, z} define a decomposition [u] of W as follows. For 0 ≤ i ≤ d the ith component
of [u] is the eigenspace for u on W with eigenvalue 2i− d. Let basis 1 (resp. basis 2) (resp.
basis 3) denote a basis for W that induces the decomposition [x] (resp. [y]) (resp. [z]) for
W . On these bases the sl2 elements x, y, z act as in the above table [2, Section 8].
Definition 18.2 Let 0 6= b ∈ F. Let {αi}
d
i=0 denote a sequence of scalars taken from F.
This seqeunce is called b-recurrent whenever αi−1 6= αi for 1 ≤ i ≤ d and
αi − αi+1
αi−1 − αi
= b (1 ≤ i ≤ d− 1).
The following theorem extends a result of Funk-Neubauer [5, Theorem 5.11].
Theorem 18.3 Assume that the field F is algebraically closed with characteristic 0. Let V
denote a vector space over F with finite positive dimension. Suppose we are given X, Y, Z in
End(V ). Assume that there exist three bases for V on which X, Y, Z act as follows:
matrix rep. X matrix rep. Y matrix rep. Z
basis 1 diagonal lower bidiagonal upper bidiagonal
basis 2 upper bidiagonal diagonal lower bidiagonal
basis 3 lower bidiagonal upper bidiagonal diagonal
Then there exists 0 6= b ∈ F such that for each diagonal matrix in the above table the sequence
of diagonal entries (top left to bottom right) is b-recurrent. First assume b 6= 1 and pick q ∈ F
such that b = q−2. Then there exists an irreducible Uq(sl2)-module structure for V such that
on V ,
x ∈ FX + FI, y ∈ FY + FI, z ∈ FZ + FI. (33)
Next assume b = 1. Then there exists an irreducible sl2-module structure for V such that
(33) holds on V .
Proof: For notational convenience, assume that the dimension of V is d + 1. We now show
that X multiplicity-free. With respect to basis 1 the matrix representing X is diagonal.
Therefore X is diagonalizable on V . With respect to basis 2 the matrix representing X
is upper bidiagonal. Call this matrix X. Recall the definition of upper bidiagonal from
below Lemma 10.6. By this definition the matrices {Xi}
d
i=0 are linearly independent over F.
Therefore {X i}
d
i=0 are linearly independent over F. Consequently the minimal polynomial
of X has degree d+ 1, so X has d+ 1 eigenspaces. These eigenspaces must have dimension
1, so X is multiplicity-free. By a similar argument Y and Z are multiplicity-free. Now
by the table in the theorem statement, the maps X, Y, Z act on each other’s eigenspaces
in a bidiagonal fashion. Consequently any two of X, Y, Z form a bidiagonal pair in the
sense of Funk-Neubauer [5, Definition 2.2]. Let X (resp. Y) (resp. Z) denote the matrix
in Matd+1(F) that represents X with respect to basis 1 (resp. Y with respect to basis 2)
(resp. Z with respect to basis 3). Each of X ,Y ,Z is diagonal. By [5, Theorem 5.1] there
exists 0 6= b ∈ F such that each sequence of diagonal entries {Xii}
d
i=0, {Yii}
d
i=0, {Zii}
d
i=0 is
b-recurrent. First assume b 6= 1 and pick q ∈ F such that b = q−2. By the b-recurrence there
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exist a1, a2 ∈ F such that a2 6= 0 and Xii = a1 + a2q
d−2i for 0 ≤ i ≤ d. After replacing X
by (X − a1I)/a2 we obtain Xii = q
d−2i for 0 ≤ i ≤ d. Similarly adjusting Y, Z we obtain
Yii = q
d−2i and Zii = q
d−2i for 0 ≤ i ≤ d. Now each of X, Y, Z is multiplicity-free with
eigenvalues {qd−2i}di=0. These eigenvalues are nonzero so X, Y, Z are invertible. Moreover
by [5, Lemma 8.1],
qXY − q−1Y X
q − q−1
= I,
qY Z − q−1ZY
q − q−1
= I,
qZX − q−1XZ
q − q−1
= I.
By these comments V becomes a Uq(sl2)-module on which x, y, z act as X, Y, Z respectively.
One checks that this Uq(sl2)-module is irreducible. Next assume b = 1. By the 1-recurrence
there exist a1, a2 ∈ F such that a2 6= 0 and Xii = a1+a2(2i−d) for 0 ≤ i ≤ d. After replacing
X by (X− a1I)/a2 we obtain Xii = 2i− d for 0 ≤ i ≤ d. Similarly adjusting Y , Z we obtain
Yii = 2i − d and Zii = 2i − d for 0 ≤ i ≤ d. Now each of X, Y, Z is multiplicity-free with
eigenvalues {2i− d}di=0. By [5, Lemma 8.1],
XY − Y X = 2X + 2Y, Y Z − ZY = 2Y + 2Z, ZX −XZ = 2Z + 2X.
Consequently V becomes an sl2-module on which x, y, z act as X, Y, Z respectively. One
checks that this sl2-module is irreducible. The result follows. ✷
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