We consider the dynamics of two-player zero-sum games, with the goal of understanding when such dynamics lead to equilibrium behavior at a fast rate. In particular, we study the dynamic known as fictitious play (FP) in which each player simultaneously best-responds to the empirical distribution of the historical plays of their opponent. Nearly 70 years ago it was shown by Robinson [19] that FP does converge to the Nash Equilibrium, although the rate she proved was exponential in the total number of actions of the players. In 1959, Karlin [13] conjectured that FP converges at the more natural rate of O(1/ǫ 2 ). However, Daskalakis and Pan [9] disproved a version of this conjecture in 2014, showing that an exponentially-slow rate can occur, although their result relied on adversarial tie-breaking. In this paper, we show that Karlin's conjecture is indeed correct in two major instances if you appropriately handle ties. First, we show that if the game matrix is diagonal and ties are broken lexicographically, then FP converges at a O(1/ǫ 2 ) rate, and we also show a matching lower bound under this tie-breaking assumption. Our second result shows that FP converges at a rate of O(1/ǫ 2 ) when the players' decision sets are smooth, andÕ(1/ǫ) under an additional assumption. In this last case, we also show that a modification of FP, known as Optimistic FP, converges at a rate of O(1/ǫ).
Introduction
In a two-player zero-sum game, we are given a payoff matrix A, whose ij-th entry denotes how much the row player pays the column player when the row player plays action i and the column player plays action j. When each player selects their actions randomly, with the row player sampling i from some distribution x ∈ ∆ n and the column player sampling j from some distribution y ∈ ∆ m (where ∆ d is the (d − 1)-dimensional simplex in R d ), the expected gain to the column player (or equivalently, the expected loss to the row player) is exactly x ⊤ Ay. Following the work of von Neumann and Nash, we say that a pair of distributions x, y is in equilibrium if we have, for any row A i,: and any column A :,j , A i,: y ≥ x ⊤ Ay ≥ x ⊤ A :,j .
In what might be considered the fundamental theorem of game theory, von Neumann proved [23] that every zero-sum game admits an equilibrium pair; Nash later showed the same holds for non-zero-sum games [16] . Von Neumann's theorem is often stated in terms of the equivalence of a min-max versus a max-min: It is easy to check that the minimizer of the left hand side and the maximizer of the right exhibit the desired equilibrium pair.
Von Neumann's theorem did not immediately provide an algorithm for finding such an equilibrium, and the proof originally relied on a result from topology known as Brouwer's fixed point theorem. The proof of Nash's theorem also utilized Brouwer, and more recent work has shown that finding equlibria in non-zero-sum games is PPAD-hard [8] , essentially establishing that computing Nash equilibria is as hard as finding fixed points in general. But zero-sum games are surprisingly much easier: an equilibrium can be computed by finding the primal and dual solutions of a simple linear program.
In the present paper, we are interested in computing equilibria of zero-sum games, but through the use of game dynamics. We use the term dynamic to describe the long-term sequence of decisions made by the players as they strategically respond to the other player's decisions. In many cases, the dynamics that arise from simple decision-making heuristics ensure that the players' overall strategic choices will converge, in a certain sense, to the equilibrium of the game. For example, it is wellknown that no regret dynamics, where each player uses some regret minimizing algorithm, will give rises to an O(k −1/2 )-approximate equilibrium after k rounds of the game [11] .
We will focus primarily on the fictitious play (FP) dynamic, proposed by Brown [5, 6] , which is perhaps the simplest dynamic one might envision for repeated play in a game. In short, FP dynamic imagines that each player considers the empirical distribution of the actions of the other player and selects their action as the best response to this statistic. Mathematically speaking, we can define state variables x k , y k at each iteration k and update according to the rule (1) Despite its simplicity, there still remain unanswered questions regarding the FP dynamic. Julia Robinson [19] proved in the 1950s that the scaled state variables (x k ,ŷ k ) = ( 1 k x k , 1 k y k ) converge to within ǫ > 0 of the equilibrium pair (x * , y * ), but only after O(1/ǫ n+m−2 ) rounds of play. Robinson's result utilized a recursive argument that introduced a 1 ǫ factor for each available action of the players, and she did not address whether this was a tight rate. In what is often known as Karlin's Conjecture from 1959, Samuel Karlin [13] suggested that the true rate may be significantly faster, perhaps on the order of O 1 ǫ 2 . This remained an open question for decades, but was seemingly put to rest in 2014 by Daskalakis and Pan [9] who were able to produce an instance of a game and a FP dynamic for which the convergence rate was indeed exponential in the number of actions, matching the bound of Robinson. Their lower bound construction follows along the same lines as the upper bound of Robinson, recursively generating harder instances as more actions are given to the players.
The goal of our work is to show that Karlin's conjecture may have only been ostensibly resolved, and we argue that a slightly more precise version of the conjecture is likely to be true, namely that a particular form of the FP dynamic will admit rate of O 1 ǫ 2 . The imprecise aspect of Karlin's conjecture is that the arg min and arg max in (1) are not well-defined to the extent that many solutions can exist in the event of ties. Daskalakis and Pan distinguish between the model in which ties arising in (1) can be broken in an arbitrary (adversarial) fashion and the model in which ties are broken lexicographically; they acknowledge that their lower bound holds only in the former case. Their lower bound construction heavily exploits the ill-defined nature of (1), employing carefully-constructed tie-making and adversarial tie-breaking to obtain the exponential rate. We emphasize that the underlying question we want to address is "When do natural game dynamics lead to equilibria quickly?" yet the dynamic proposed by Daskalakis and Pan, while technically satisfying a definition of fictitious play, is by no means natural.
We address the issue of ties in two different ways. We first consider the convergence of a welldefined version FP with lexicographic tie-breaking, where the arg min and arg max functions break ties by selecting the winner with the smallest index. We show that this version of FP has a rate of O 1 ǫ 2 for a class of payoff matrices which includes the matrix used in the lower bound of Daskalakis and Pan. We further provide a lower bound of Ω 1 ǫ 2 for one such matrix in the class, yet we leave open the question of whether the O 1 ǫ 2 upper bound is true for any arbitrary payoff matrix. Second, as the issue of ties is in part due to the fact that the decision sets ∆ n and ∆ m are polytopes with flat boundaries, we consider a scenario where the decision sets are instead slightly round bodies. In this setting, we are able to establish that the convergence rate is guaranteed to be O 1 ǫ 2 , and in some cases isÕ 1 ǫ . We also show that a modification of FP known as Optimistic FP, converges at a rate of O 1 ǫ .
Related work
We now give a brief overview of prior work on fictitious play, game dynamics, and what results exists for convergence to equilibrium.
The original formulation of FP was by Brown [5, 6] , where he mentions both discrete and continuous time dynamics. Robinson [19] proved the slow convergence rate of O(k
for FP in discrete time, under arbitrary tie-breaking. Karlin [13] later conjectured that the convergence rate was O(k −   1 2 ). Danskin [7] simplified and extended Robinson's result to when the min and max have errors. Daskalakis and Pan [9] constructed a counter-example for Karlin's strong conjecture using carefully designed adversarial tie-breaking rules, showing that FP for a zero-sum game on the n × n identity matrix has a worst-case convergence rate of Ω(k
FP has also been studied for more general games. Miyasawa [14] showed convergence of FP for non-zero-sum 2 × 2 two-player games. Shapley [20] showed FP does not converge in a certain 3 × 3 non-zero-sum-game. Monderer and Sela [15] later constructed 2 × 2 non-zero-sum game for which FP does not converge. Brandt et al. [4] show that it will take exponentially long for the iterates of FP (as opposed to the scaled iterates) to reach an equilibrium for several classes of games.
Much work has also been done on continuous-time FP. Harris [10] proved that a continuous-time FP dynamic with t as the time parameter has a convergence rate of O(t −1 ) for any two-person zerosum game. Ostrovski and van Strien [17] studied the piecewise-linear Hamiltonian flows generated by fictitious play algorithms and the combinatorics of the trajectories for 3×3 games. Ostrovski and van Strien [18] studied the convergence and trajectories of FP in continuous time for 3 × 3 games. Swenson and Kar [21] showed exponential convergence rate for continuous-time FP for "regular" games.
Finally, the FP dynamic is closely related to dynamics where both players use no-regret algorithms to choose their actions, and a lot of work has been done trying to understand these dynamics as well. In particular, under the FP dynamic, both players update their actions using the FollowThe-Leader algorithm. Hofbauer and Sandholm [12] studied stochastic fictitious play and showed global convergence of an algorithm now known as Follow-The-Perturbed-Leader. Swenson et al. [22] studied robustness of fictitious play under perturbations. Bailey and Piliouras [3] showed that network Follow-The-Regularized-Leader (FTRL) is Hamiltonian flow. Bailey and Piliouras [2] showed
2 ) regret for fixed step-size FTRL with a quadratic regularizer for 2 × 2 zero-sum games. Finally, Bailey et al. [1] showed finite regret for alternating FTRL with a quadratic regularizer.
Preliminaries
We now provide some precise definitions for games, dynamics, and convergence. Along the way, we lay out our main results and describe them in the context of other work. The techniques are described in greater detail in Section 4 and beyond.
Notation We use [n] to denote the set {1, ..., n}. I n denotes the n × n identity matrix. We let e i denote the i th elementary basis vector. For a vector v, we let v(i) denote the i th entry of v. Let ∆ n = {x ∈ R n : x i ≥ 0, n i=1 x i = 1} be the (n − 1)-dimensional simplex. For a matrix A, let A min be the minimum diagonal entry of A and let A max be the maximum diagonal entry of A. TheÕ andΘ notation hides factors that are logarithmic in the number of iterations k.
Game theory and the duality gap
For the remainder of the paper, we assume we are working with square payoff matrices A ∈ R n×n , and the decision set for the row and column players are X ⊆ R n and Y ⊆ R n , respectively.
A minimax point is a point (x * , y * ) ∈ X × Y which satisfies:
By Von Neumann's minimax theorem, we know that a minimax point exists for any A, although it is not necessarily unique. When X = Y = ∆ n , as in the classical zero-sum game setting, we assume without loss of generality that if (x * , y * ) is a minimax point then both x * and y * have full support.
For any x, y ∈ R n we can define the duality gap ψ : R n × R n → R as
While ψ is defined on all of R n × R n , it holds that ψ(x, y) ≥ 0 for any (x, y) ∈ X × Y. Furthermore, we can characterize a minimax point as follows Claim 1. A pair (x, y) ∈ X × Y is a minimax point if and only if ψ(x, y) = 0.
In this sense, ψ(x, y) is a suitable measure of distance of some (x, y) ∈ X × Y to an equilibrium.
The Fictitious Play dynamic
The fictitious play (FP) dynamic involves a sequence of state variables x k , y k ∈ R n which evolve for a series of iterations (or rounds) k = 1, 2, . . .. The initial iterates x 0 and y 0 are classically initialized at 0, but we will also allow initializations in X × Y. We define the recursive update
Concretely, at each iteration k ≥ 1 each player plays the action that is the best response to the long-term distribution of their opponent's actions. It is convenient to consider the scaled history of each player's state, as this is appropriately normalized:
Note that we can evaluate ψ on either (x k ,ŷ k ) or (x k , y k ), and while it makes less sense to refer to it as the "duality gap" in the former case we will use the terminology in both cases. For the remainder of the paper, we will focus on evaluating the normalized duality gap ψ(x k ,ŷ k ) as k → ∞, and to determine at what rate ψ(x k ,ŷ k ) converges to 0. For convenience, our proofs will often do this by showing the equivalent claim that ψ(x k , y k ) = o(k).
Following the discussion of tie-breaking in the introduction, we need to address the case when the arg min or arg max in (4) is non-unique. Assumption 1. Ties in the arg min and arg max in the FP dynamic are broken according to lexicographic order. That is, the arg min and arg max in the FP dynamic are always unique.
Fictitious play as skew-gradient flow
We will now characterize the fictitious play dynamic as a discrete-time skew-gradient flow.
Recall the support function φ X : R n → R of a set X ⊆ R n is given by
We can express the duality gap in terms of the support functions of the decision sets X , Y:
Let Z = X × Y ⊆ R 2n , and let S ∈ R 2n×2n denote the skew-symmetric matrix
Then for z = (x, y), we can write the duality gap as the support function of the skewed input:
Recall the gradient of the support function is the following maximizer:
In general when φ X is not differentiable, the set of subgradients corresponds to the arg max above. We can write fictitious play as the ǫ = 1 case of
As ǫ → 0, the above converges to the continuous-time dynamiċ
Note the gradient of ψ(z) = φ Z (Sz) is ∇ψ(z) = S ⊤ ∇φ Z (Sz). If S is invertible, then we can write the above as a skew-gradient flow:Ż t = (S ⊤ ) −1 ∇ψ(Z t ), which preserves the duality gap since (S ⊤ ) −1 is skew-symmetric. However, even when S is not invertible, the flow (8) always preserves the duality gap:
Therefore, for the scaled historyẐ t = Zt t , the duality gap decreases at an O(t −1 ) rate:
In the above, the first equality is because support function is homogeneous. In discrete time, the forward method for discretizing the dynamic (8) is
which is (6) for z k = (x k , y k ). Since ψ is a convex function, the forward method increases ψ. Indeed, by Jensen's inequality and since S is skew-symmetric,
This is similar to [3] when the regularizer is the indicator function of the domain.
Main Results
In light of the preliminary material above, we can now give a birds-eye view of the work in this paper. The formal results will be laid out in full detail in the following sections.
Fast convergence for diagonal matrices
Our first core result is to show that Karlin's conjecture is indeed true for the class of diagonal matrices, as long as the natural Assumption 1 holds true. This class is an important special case, as it includes the identity matrix used by the lower bound of Daskalakis and Pan [9] . This shows that the slow-converging construction is obliterated by Assumption 1.
Theorem (informal). Let A ∈ R n×n be a diagonal matrix with a strictly positive 1 diagonal. Then the FP dynamic (5), under Assumption 1, guarantees ψ(
Our result greatly expands the class of games for which the FP dynamic has been shown to converge quickly to equilibrium. Previously, the FP dynamic was only known to achieve a O(k −1/2 ) convergence rate for 2 × 2 matrices. Also of note is that our convergence rate is independent of the dimension n. The main proof of Theorem 7 is in Section 5, with minor proofs being deferred to Section 6. Our proof of this result relies on three main properties. We first note that in the diagonal case under Assumption 1, the dynamic alternates between two distinct phases, which we call sync and split phases. We use the term sync-split pair to denote a pair of consecutive phases consisting of a sync phase followed by a split phase. Second, we show that the duality gap can only increase by a constant amount over the course of each sync-split pair. Finally, we define a potential function that allows us to show that the duration of each sync-split pair is proportional to the duality gap at the start of the sync-split pair.
From these properties, we can derive the rate. To get some intuition, we can consider the case when round 1 is the first round of a sync-split pair and the duality gap always increases by a constant c during each sync-split pair. That is, the duality gap at the start of the τ th sync-split pair is (τ − 1)c. Then by the end of the t th sync-split pair, the total duality gap will be tc. Meanwhile, it will take t j=1 (j − 1)c = Θ(t 2 c) rounds to complete these t sync-split pairs. So we can see that the duality gap grows as the square root of the number of rounds.
We also prove the following lower bound:
Theorem (informal). Let A be the n × n identity matrix. Then the FP dynamic (5), under Assumption 1, satisfies ψ(
While analogous lower bounds existed for the 2 × 2 case, to our knowledge, no lower bound has been proven for the FP dynamic under Assumption 1 for settings in more than two dimensions. This lower bound shows that the dependence on k in Theorem 7 is tight. The dependence on n is likely suboptimal, and we leave improving that dependence to future work. We prove Theorem 8 in Section 5.3. The proof is structured similarly to the proof of the upper bound, as the characterization of the FP dynamic in that proof is actually quite tight.
Faster convergence in the smooth case
Our second set of results focuses on the generalization of the FP dynamic that we introduced in Section 2.3. We observed that the FP dynamic can be viewed through the lens of a skew-gradient flow, where the pair of
, where φ Z is the support function on Z = X × Y and S is an appropriately chosen skew-symmetric matrix. This perspective is helpful as it allows us to reason about the convergence of the dynamic through properties of φ Z . What we show in Section 4 is that when φ Z is smooth, the FP dynamic is well-behaved and easy to control. Of course, this does not apply to the case when Z = ∆ n × ∆ n , which is the standard FP setting, since the sharp edges of the probability simplex lead to non-smoothness of the support function. But if we consider a "slightly rounder" body Z-a relaxed version of ∆ n × ∆ n , for example-then we can obtain convergence rates in line with Karlin's conjecture.
Theorem (informal). Let Z be such that φ Z is twice differentiable everywhere but at the origin. Consider the dynamic on z k = (x k , y k ) described above. Then
We also show that our bound in the 0 ∈ (SZ) • case is tight when φ is orthogonally strongly convex. We note that requiring φ Z to be a smooth function is another way to avoid the tie-breaking issue. A tie in the arg min or arg max occurs when φ Z is non-differentiable and hence the subgradient set is non-unique.
We also show similar convergence rates for an optimistic version of FP, defined as z k+1 = z k + ∇φ(Sz k+ 1 2 ), where z k+
Theorem (informal). Let Z be such that φ Z is twice differentiable everywhere but at the origin, and assume 0 / ∈ SZ. Consider the optimistic FP dynamic on
Analysis of fictitious play in the smooth case
In this section, we outline our results for fictitious play over smooth constraint sets. Let Z be a nonempty, compact, convex set in R m . We consider the optimization problem:
where S = −S ⊤ ∈ R m×m is a skew-symmetric matrix and φ : R n → R is the support function of Z. Analogous to von Neumann's minimax theorem, the minimum value is always 0; note that this holds even without any smoothness assumption on φ.
Theorem 2. Suppose Z ⊂ R m is nonempty, compact, and convex. Suppose
Note that φ(0) = 0, and φ is positively homogeneous: φ(tθ) = tφ(θ) for all t ≥ 0, θ ∈ R m . So at θ = 0 the function φ has a cone structure and it is not differentiable. But away from 0, φ can be differentiable. In this section we make the following assumption.
The positive homogeneity of φ implies the gradient is scale-invariant: ∇φ(tθ) = ∇φ(θ), and the Hessian is inversely proportional to the input:
We note this smoothness assumption does not hold for the original fictitious play algorithm (in which Z = ∆ n × ∆ n ). However, in general we can arbitrarily approximate any convex set with a smooth set (i.e., one with a smooth support function). Here we show in the smooth case, the behavior of fictitious play is different from the behavior on the simplex.
We study the forward method (fictitious play), which starts from an arbitrary z 1 ∈ Z and for k ≥ 1 maintains
Note that z k ∈ kZ. We define the scaled historyẑ k = z k k ∈ Z. As noted in Section 2.3, the forward method in fact increases the support function; indeed, since φ is convex, by Jensen's inequality
We will bound how much φ(Sz k ) grows along the forward method. We present the analysis in two cases: In Section 4.1 we consider 0 / ∈ SZ (as in the original fictitious play) and show φ(Sz k ) = O(log k). In Section 4.2 we consider 0 ∈ SZ and show φ(Sz k ) = O( √ k); furthermore, we show a matching lower bound under a notion of orthogonal strong convexity. In Section 4.3 we propose an optimistic variant of the forward method and show φ(Sz k ) = O(1) in the first case.
Case 1: 0 / ∈ SZ
Suppose 0 / ∈ SZ (so the minimum is achieved on a ray). Assume φ is twice-differentiable. Let
Note along the forward method we have z k ∈ kZ, so z k = Θ(k). This implies that the support function only increases by O(1/k) in each step of the forward method. Lemma 1. Assume 0 / ∈ SZ and Assumption 2. For each k ≥ 1, the forward method satisfies:
By iterating, we have the following bound on the support function along the forward method.
Theorem 3. Assume 0 / ∈ SZ and Assumption 2. For each k ≥ 2, the forward method satisfies:
Furthermore, recall along the forward method the support function increases:
Note that this is different from the Ω(k −   1 2 ) behavior for the original fictitious play on the simplex.
Case 2: 0 ∈ (SZ)
• Suppose 0 ∈ (SZ) • , which means 0 ∈ SZ and 0 / ∈ ∂(SZ) = S∂Z (so the minimizer is z * = 0). We have φ(θ) > 0 for all θ ∈ R n \ {0}. Assume φ is twice-differentiable. Let
Note that for all θ ∈ R n we have
In this case we can show the forward method increases the support function by an amount inversely proportional to its current value.
Lemma 2. Assume 0 ∈ (SZ) • and Assumption 2. For each k ≥ 1, the forward method satisfies:
By iterating, we get the following bound on the support function along the forward method. 
where
Under orthogonal strong convexity, we can show this rate is tight.
Lower bound under orthogonal strong convexity
Since a support function φ is positively homogeneous (φ(tθ) = tφ(θ)), the Hessian is singular along its input: ∇ 2 φ(θ)θ = 0. But orthogonal to the input, φ can have some curvature. Definition 1. We say φ is α-orthogonally strongly convex if φ is twice-differentiable and α-strongly convex along directions orthogonal to the input:
In this section we make the following assumption.
Assumption 3. The support function φ is α-orthogonally strongly convex for some α > 0.
Under orthogonal strong convexity, we can prove a matching lower bound. Let
Lemma 3. Assume 0 ∈ (SZ) • and Assumption 3. For each k ≥ 1, the forward method satisfies:
By iterating, we have the following lower bound.
Theorem 5. Assume 0 ∈ (SZ) • and Assumption 3. For each k ≥ 1, the forward method satisfies:
k . An example where φ is orthogonally strongly convex is when Z is an ellipsoid (or any ℓ p -ball, p > 1). In this case we indeed get a Θ(k
The forward method becomes
Faster convergence in via optimism
We study the following optimistic forward method: 2
) where z k+
In this section we assume φ is twice-differentiable (Assumption 2). We also assume 0 / ∈ SZ (which is the case in the original fictitious play). We recall the definitions of d, D, L from (11).
Lemma 4. Assume 0 / ∈ SZ and Assumption 2. For k ≥ 1, the optimistic forward method satisfies:
, we can write the above as
is a Lyapunov function, which means it decreases along the optimistic forward method. This implies the following bound. In particular, as k → ∞, we see the support function is finite.
Theorem 6. Assume 0 / ∈ SZ and Assumption 2. For k ≥ 1, the optimistic forward method satisfies:
Fast Convergence of Fictitious Play for Diagonal Payoff Matrices
In this section, we deal with the case when X = Y = ∆ n . We define some new notation that will aid in this analysis. Let p k (i) = e ⊤ i Ay k and q k (j) = x ⊤ k Ae j , so the fictitious play dynamic can be written as:
k . Now we define the gap vectors and total gap vector : Definition 2. The gap vectors for a given round k are vectors u k ∈ R n and v k ∈ R n such that
Definition 3. The total gap vector for a given round k is a vector
We see that the i th entry of u and v tracks how far the i th action is from being the optimal action for the x and y players respectively. Note that at least one entry of u k and one entry of v k is 0, corresponding to the best action for the x and y players respectively. Moreover, u and v are always nonnegative, which implies that w is always nonnegative. It will be useful to define the following states of the dynamic:
Definition 4 (Sync and split rounds). Suppose in some round k, the row and column players both play action i. Then round k is called a sync round, and in particular it is a sync(i, i) round. We will also say that round k's type is "sync(i, i)". Suppose in some round k ′ , the row player plays action j and the column player plays action i such that i = j. Then round k ′ is called a split round, and in particular it is a split(j, i) round. We will also say that round k's type is "split(j, i)". So a round's type will either be "sync(i, i)" for some i ∈ [n] or "split(j, i)" for some i, j ∈ [n].
Definition 5. Let a phase denote a maximal consecutive block of rounds of a particular type. In particular, suppose:
1. rounds k to k + s are all of some type, call it type α; Definition 6. Suppose rounds k to k + k ′ − 1 form a sync(i, i) phase and rounds k + k ′ to k + s − 1 form a complete split(j, i) phase Then we call rounds k to k +s−1 a sync-split pair and in particular a sync-split(i → j) pair.
if
If we look at the trajectory of the FP dynamic, namely (x k , y k ) for k ∈ {0, 1, 2, ...}, we will encounter a countable number of sync and split phases. Suppose that the sync phases start in rounds {s 1 , s 2 , ...} where s t 1 < s t 2 for t 1 < t 2 . Then we say the τ th sync phase of the trajectory is the sync phase starting in round s τ . We will use the indices i, j, ℓ to denote generic actions in {1, ..., n} unless otherwise specified. We will generally use k to specify a generic round of the FP dynamic where k ≥ 1.
In the rest of this section, we will assume that Assumption 1 holds, which motivates the following definition:
Definition 7. Let the tiebreak order of the fictitious play dynamic be a pair of permutations (σ x , σ y ) ∈ S n × S n such that when breaking ties between a set of indices I, the x player chooses the index r x = arg min ℓ∈I σ x (ℓ) and the y player chooses the index r y = arg min ℓ∈I σ y (ℓ).
In the rest of this section, we will also assume that A is a diagonal matrix with positive diagonal, so we omit this from the lemma statements for notational clarity. Note that if all diagonal entries of A are negative, we can simply reverse the roles of x and y and play on the matrix −A. Moreover, if A has positive and non-positive diagonal entries, then the Nash Equilibria will not have full support because any equilibrium strategy for the x player will not use the rows with positive diagonal entries and any equilibrium strategy for the y player will not use the columns with non-positive diagonal entries.
Important properties of the FP dynamic
In this section, we characterize some key properties of the FP dynamic. We start by showing that the dynamic alternates between sync and split phases:
Lemma 5. Suppose round k is a sync(i, i) phase. Then this phase will end in some round
Lemma 7. Suppose rounds k to k + s are split(j, i) rounds for s ≥ 0 and round k + s + 1 is a sync(j, j) round. Let ǫ = A jj − v k+s−1 (j). Then,
Using Lemmas 6 and 7, we can prove the following lemma, which shows that over the course of a sync-split phase, w changes in a very precise way. At the start of the sync-split pair, w has n − 1 non-zero values. At the end of the sync-split pair, each of these values has increased by an amount proportional to the increase in the duality gap, and the value in the j th coordinate has moved to the i th coordinate.
Amax for ℓ ∈ {i, j} and w k+s−1 (j) = w k−1 (i) = 0 and
Amax . From Lemma 8, we can inductively prove the following corollary, which describes how w evolves over the course of a series of consecutive sync-split pairs. Corollary 1. Let t ≥ 0. Suppose we play t + 1 consecutive sync-split pairs starting in rounds s 1 , ..., s t+1 respectively, and let round s t+1 be a sync(i t+1 , i t+1 ) round. Let
Finally, the following lemma shows that the length of a sync-split pair is lower bounded by an entry of w.
Lemma 9. Suppose rounds k to
k + s − 1 form a sync-split(i → j) pair. Then s ≥ A min w k−1 (j) Amax .
Proof of main theorem
Using the results in the previous section, we can prove our main lemma:
Lemma 10. Let A be an n × n diagonal matrix with positive diagonal, and let Assumption 1 hold. Suppose we initialize the fictitious play dynamic at some (x 0 , y 0 ) ∈ R ≥0 × R ≥0 such that round 1 is a sync round. Then for any k ≥ 1 such that round k + 1 is the first round of a sync phase, we have
Proof of Lemma 10. Let δ = ψ(x k , y k ) − ψ(x 0 , y 0 ). Let the sync phase starting in round k + 1 be the (t + 1) th sync phase of the FP trajectory. Note that t ≥ 1 because the first sync phase starts in round 1. Let the τ th sync phase be a sync(i τ , i τ ) phase, and let s τ be the round in which the τ th sync phase starts. By assumption, the dynamic starts in a sync phase and round k + 1 is the first round of a new sync phase, so t sync-split pairs will have completed by the end of round k. Then we have:
where the inequality comes from Lemma 9. Note that round s j is a sync(i j , i j ) round and i j = i j+1 by Lemma 5. Let
Amax . Then we have: 
But for k ≥ 1, the first term in the max will dominate, so we have proved that ψ(
Using Lemma 10, it is straightforward to show our main theorem: Theorem 7. Let A be an n × n diagonal matrix with positive diagonal, and let Assumption 1 hold. Suppose we initialize the fictitious play dynamic at some (x 0 , y 0 ) ∈ R ≥0 × R ≥0 . Then for any k ≥ 9A max , we have ψ(
Proof. For j ≥ 1, let s j be the round in which the j th sync phase of the FP trajectory starts. First note that if k < s 2 − 1, then the dynamic will have completed at most two split phases and one sync phase, so by Lemmas 6 and 7, the duality gap will be at most 3A max . Now consider the case when k ≥ s 2 − 1. Let t be such that s t − 1 ≤ k < s t+1 − 1. Then we can use Lemma 10 with the FP dynamic initialized at (x s 1 −1 , y s 1 −1 ) to get ψ(x st−1 , y st−1 )−ψ(
There will be at most one split phase before round s 1 − 1 and at most one sync phase and one split phase and one sync phase in rounds s t to k. Thus, by Lemmas 6 and 7, the duality gap can increase by at most 3A max over the course of those rounds. Then we have:
Note that this is obviously bigger than the upper bound on the duality gap in the k < s 2 − 1 case. We get the final bound by noting that the √ k term dominates for k ≥ 9A max .
Proof of lower bound
In this section, we prove our lower bound. We start with the following lemmas which show that the duality gap increases by either ǫ ∈ {0, 1} in the last round of a sync or split phase. Moreover, the value of ǫ depends on the tiebreak order.
Lemma 12. Let Assumption 1 hold and let (σ x , σ y ) be the tiebreak order for the FP dynamic. Let A = I n . Let round k be a sync(i, i) round, and let round k + 1 be a split(j, i) round. Let
Lemma 13. Let Assumption 1 hold and let (σ x , σ y ) be the tiebreak order for the FP dynamic. Let A = I n . Let round k be a split(j, i) round, and let round k + 1 be a split(j, j) round. Let ǫ = ψ(x k , y k ) − ψ(x k−1 , y k−1 ). Then if σ y (i) < σ y (j), we have ǫ = 0, while if σ y (i) > σ y (j), we have ǫ = 1.
Next we prove the following lemma, which shows that the duality gap will only increase under the settings in Lemmas 12 and 13 and that the duality gap is non-decreasing. Lemma 14. Let Assumption 1 hold and let A = I n . Then ψ(x k , y k ) is integral for all k ≥ 0, and only increases in the settings described by Lemmas 12 and 13. In particular, if ψ(
the duality gap is non-decreasing).
We can also write the following lemma and corollary, analogous to Lemma 8 and Corollary 2.
Lemma 15. Let Assumption 1 hold and let A = I n . Suppose rounds k to k + s − 1 form a syncsplit(i → j) pair. Let ǫ = ψ(x k+s , y k+s ) − ψ(x k−1 , y k−1 ). Then w k+s−1 (ℓ) ≤ w k−1 (ℓ) + 2ǫ for all ℓ ∈ [n].
Corollary 2. Let Assumption 1 hold and let A = I n . Let t ≥ 0. Let the first t + 1 sync phases of the FP trajectory start in rounds s 1 , ..., s t+1 respectively. Let
Finally, we prove the following lemma, which can be proved similarly to Lemma 9.
Lemma 16. Let Assumption 1 hold and let A = I n . Suppose round k is the first round of a sync-split(i → j) pair and round k + s − 1 is the last round of the sync-split pair. Then s ≤ 4ψ(x k−1 , y k−1 ) + 3.
This allows us to prove our main lemma, which gives an upper bound on the number of rounds before the duality gap increases.
Lemma 17. Let Assumption 1 hold and let A = I n . Let k ≥ 0 and let δ = ψ(x k , y k ). Then ψ(x k+τ , y k+τ ) ≥ δ + 1 for τ ≥ (4δ + 3)(n + 1).
Proof. Let (σ x , σ y ) be the tiebreak order for the FP dynamic. We will upper bound the number of rounds before the duality gap increases. Let round k + s be the earliest round in which the duality gap is larger than δ. By Lemma 14, ψ(x k+s , x k+s ) = δ + 1. Rounds k to k + s − 1 will consist of an alternating sequence of sync and split phases by Lemma 5. Let t ≥ 0 be the number of sync phases we start in between rounds k and k + s − 1 inclusive and let the τ th such sync phase be a sync(i τ , i τ ) phase. Since the duality gap is always non-decreasing by Lemma 14, it cannot increase during rounds k to k + s − 1. Then by Lemma 12, we must have σ x (i 1 ) < σ x (i 2 ) < ... < σ x (i t ). Thus, t ≤ n. Since sync and split phases alternate by Lemma 5, we can have at most n + 1 split phases during rounds k to k + s − 1. Each split phase will be part of a sync-split pair starting in some round τ such that ψ(x τ −1 , y τ −1 ) ≤ δ, and these sync-split pairs also include all sync phases that start during rounds k to k + s − 1. Then by Lemma 16, each sync-split pair will take at most 4δ + 3 rounds. Thus, we have that when the duality gap is δ, it will increase to δ + 1 in at most (4δ + 3)(n + 1) rounds, i.e. s ≤ (4δ + 3)(n + 1). As mentioned earlier, the duality gap is non-decreasing by Lemma 14, which gives the result.
Using Lemma 17, we can prove our main theorem.
Theorem 8. Let Assumption 1 hold. Then the fictitious play dynamic on the n × n identity matrix initialized at x 0 = y 0 = 0 satisfies ψ(
Proof of Theorem 8. For any nonnegative integer δ, let r δ be the earliest round τ in which ψ(x τ , y τ ) = δ (by Lemma 17, all r δ are finite and well-defined). Let
Then by Lemma 17, B k must satisfy the following:
If k ≥ 60(n + 1), we must have
6 Proofs for Section 5
Proof of Lemma 5
Lemma 18. Suppose Assumption 1 holds. Suppose we are in a sync(i, i) phase in round k. Then this sync phase will end after some finite number of rounds s and in round k + s + 1, we enter a split(j, i) phase for some j ∈ [n].
Proof. Since round k is a sync(i, i) round, we must have p k−1 (i) = p * k−1 and q k−1 (i) = q * k−1 . During the sync(i, i) phase, the row player only plays action i, so q(i) increases while the other entries of q stay the same. This means the column player will never switch actions in the round after a sync(i, i) round because q(i) remains the maximum entry of q and is unique by Assumption 1. On the other hand, p(i) increases in each round of a sync phase because A ii > 0, while the other entries of p stay the same. Since the entries of p are finite, the row player will eventually switch in some round k + s + 1, and in that round the column player will not switch, so we enter a split phase.
Lemma 19. Suppose Assumption 1 holds. Suppose we are in a split(j, i) phase in round k. Then this split phase will end after some finite number of rounds s and in round k + s + 1, we enter a sync(j, j) phase.
Proof. Since round k is a split(j, i) round, we must have p k−1 (j) = p * k−1 and q k−1 (i) = q * k−1 . During this phase, the column player only plays action i, so p(i) increases while the other entries of p stay the same. This means that the row player will never switch actions in the round after a split(j, i) round because p(j) remains the minimum entry of p and is unique by Assumption 1. On the other hand, q(j) increases in each round of the split phase because A jj > 0, while all other entries of q remain the same. Since the entries of q are finite, the column player will eventually switch to action j, and in that round the row player will not switch, so we enter a sync phase.
Proof of Lemma 5. The first two claims follow by Lemma 18 and Lemma 19. Since the dynamic will begin in a sync or split phase by definition, the dynamic must alternate between sync and split phases. Since each sync and split phase is finite, we will go through an unbounded number of sync and split phases. Moreover, we can see that the next sync phase after a sync(i, i) phase will be a sync(j, j) phase for j = i, proving the last claim.
Proof of Lemma 6
Proof of Lemma 6. Since the column player just plays i during the sync phase, the maximum entry of q is q(i) for rounds [k − 1, k + s]. Moreover, since the row player just plays action i, q(i) is the only entry of q that changes, and q(i) increases by A ii in each round. Thus,
Since the row player just plays action i, p(i) is the minimum entry of p for rounds [k−1, k+s−1]. Since the column player just plays action i, p(i) increases by A ii in each round, and p(i) is the only entry of p that changes. However, in round k + s, the minimum entry of p k+s must be p k+s (j). So
where the last equality follows because ǫ = A ii −u k+s−1 (j).
Thus,
Putting together the above, we have:
Proof of Lemma 7
Proof of Lemma 7. Since the row player only plays action j, we have
Since the column player only plays action i in these rounds, p(i) is the only entry of p that increases in each round, and it increases by A ii in each round. Thus, all entries of u are non-decreasing in rounds [k − 1, k + s], which in turn means p * k+s = p k−1 (j). Thus,
In rounds k to k + s, the row player only plays action j, q(j) is the only entry of q that changes in these rounds, and it increases by A jj in each round. Since the column player plays action i in these rounds, the maximum entry of q τ is q
In round k + s, the maximum entry of q becomes q(j). So
where we used ǫ = A jj − v k+s−1 (j). Since q k+s−1 (j) ≤ q k+s−1 (i) ≤ q k+s (j) = q k+s−1 (i) + A jj , we know A jj ≥ v k+s−1 (j), so ǫ ∈ [0, A jj ]. Thus, we have:
Putting the above together, we see that w k+s (ℓ) = w k−1 (ℓ) + A −1 ℓℓ ǫ for ℓ ∈ {i, j}. Moreover, we see that w k+s (j) = 0. Also,
where the last equality follows because u k−1 (j) = 0. Finally, note that ψ(x k+s , y k+s ) = q * k+s −p
Proof of Lemma 9
Proof of Lemma 9. Let round k + k ′ be the first round of the split phase in the sync-split pair. We know that in round k+k ′ , the row player plays action j, so u k+k ′ −1 (j) = 0. Meanwhile, in each round of the sync phase, both players play action i, which causes p(i) and q(i) to increase by A ii . Therefore,
In each round of the split phase, the row player plays action j, which causes q(j) to increase by A jj in each round, so for τ
Proof of Lemma 8
To prove Lemma 8, we will need the following useful lemma. We will use this lemma in our lower bound proof as well.
Lemma 20. Suppose rounds k to k + s − 1 form a sync-split(i → j) pair and let round k + k ′ be the last round of the sync phase for this sync-split pair. Let
. Then we have:
Proof of Lemma 20. This follows from the characterizations in Lemmas 6 and 7. Since the last round of the sync phase is round k + k ′ , Lemma 6 gives:
Next, by Lemma 7, we see that
Combining (15) and (17) immediately gives the first claim of the lemma. Next, observe that
Likewise w k+s−1 (j) = u k+s−1 (j) + v k+s−1 (j) = 0 since round k + s is a sync(j, j) round. This gives the second claim of the lemma. Finally, we have
Proof of Lemma 8. This follows immediately from Lemma 20 by noting that ǫ = ǫ 1 + ǫ 2 .
Proof of Corollary 1
Proof of Corollary 1. For t = 0, this is trivially true because entries of w are always non-negative. Now assume the statement is true for t ≤ τ − 1 and suppose we play τ + 1 consecutive sync-split pairs starting in rounds s 1 , ..., s τ +1 . Without loss of generality, let the τ th sync-split pair be a sync-split(i → j) pair. By the inductive hypothesis, w sτ −1 (ℓ) ≥ τ −1 j=1 ǫ j Amax for ℓ = i. Then by Lemma 8:
Amax . Thus, all non-zero entries of w s τ +1 −1 are at least τ j=1 ǫ j Amax .
Proof of Lemma 11
Proof of Lemma 11. To prove Lemma 11, we will use Lemma 21 with α = A max , β = δ, and c j = (t − j + 1) for all j ∈ [t]. We plug in the resulting h * and note that it is non-negative and its last ⌊δ/A max ⌋ entries are A max , which gives:
where we used δ/A max ≥ 2 for the last inequality. In other words, h * has ⌈β/α⌉ non-zeros and entries as follows:
1. The last ⌊β/α⌋ entries of h * are α. Namely, h * j = α for j ∈ {t−⌊β/α⌋ +1, t−⌊β/α⌋ +2, ..., t}.
Proof of Lemma 21. Since g is linear and H is a bounded, non-empty (t − 1)-dimensional polytope, any solution h ∈ arg min h∈H g(h) must be tight for at least t−1 constraints. That is, t−1 coordinates of h must be either 0 or α. Due to the sum constraint, it is clear that ⌊β/α⌋ entries of h must be α and t − ⌊β/α⌋ − 1 entries must be 0. Moreover, the remaining entry of h must have value β − α · ⌊β/α⌋. In other words, the solution must be a vector h such that h j = h * σ(j) for some permutation σ. Then it suffices to show that only permutations that sort h * in non-decreasing order minimize f (σ) = t j=1 h * σ(j) c j . Note that c j is sorted in decreasing order. Consider some permutationσ that doesn't sort h * in non-decreasing order. Then for some i < j, we have h * σ(i) > h * σ(j) . Consider a permutation σ ′ such that σ ′ (ℓ) =σ(ℓ) for ℓ / ∈ {i, j} and σ ′ (i) =σ(j) and σ ′ (j) =σ(i). Then
We have shown thatσ cannot be the minimizer of f , so the minimizer must sort h in non-decreasing order, as is the case for the identity permutation of h * .
Proof of Lemma 12
Proof of Lemma 12. Since all A ii = 1, all entries of p must be integral. Note that
is the maximum entry of q for rounds k − 1 and k, we have q * k = q * k−1 + 1. If σ x (j) < σ x (i), then we must have p k−1 (i) < p k−1 (j) otherwise the x player would have played j due to the tiebreak order. This implies
Proof of Lemma 13
Proof of Lemma 13. Since all A ii = 1, all entries of q must be integral. Note that q * k−1 = q k−1 (i) and q * k = q k (j). Since round k is a split(j, i) round, q k (j) = q k−1 (j) + 1. Moreover, since p(j) is the maximum entry of p for rounds k − 1 and k, we have p * k = p * k−1 . If σ y (j) < σ y (i), then we must have q k−1 (i) > q k−1 (j) otherwise the y player would have played j due to the tiebreak order. This implies q k (i) = q k (j), which means q
Proof of Lemma 14
We first need to prove the following lemma:
Lemma 22. Suppose rounds k and k + 1 are both sync(i, i) rounds or both split(j, i) rounds. Then
Proof. If rounds k and k + 1 are both of the same type, then p * k−1 = p * k and q * k−1 = q * k because both players play the same action in rounds k and k + 1. Then we have ψ(
Proof of Lemma 14. The first claim follows because ψ(x k , y k ) = q * k − p * k and p and q are integral for A = I n . For any given pair of rounds, Lemma 5 implies that either the rounds are of the same type or we encounter the settings of Lemmas 12 and 13. If the rounds are the same type, then by Lemma 22, the duality gap is unchanged. Thus, in all cases the duality gap can never increase and it only increases in the settings described by Lemmas 12 and 13.
Proof of Lemma 8
Proof of Lemma 8. This is immediate from Lemma 20 once we set ǫ = ǫ 1 + ǫ 2 .
Proof of Corollary 2
Proof of Corollary 2. Note that each sync phase will be followed by a split phase, so by Lemma 5, rounds s j to s j+1 − 1 form a sync-split pair. Then we have for all ℓ ∈ [n]:
where the inequality follows from Lemma 15.
Proof of Lemma 16
We first need the following lemma, which is analogous to Lemma 9.
Lemma 23. Let Assumption 1 hold and let A be a diagonal matrix with positive diagonal. Suppose
Proof. Let round k + k ′ be the first round of the split phase in the sync-split pair. We know that in round k + k ′ , the row player plays action j, so u k+k ′ −1 (j) = 0. Meanwhile, in each round of the sync phase, both players play action i, which causes p(i) and q(i) to increase by A ii . Therefore, for
In each round of the split phase, the row player plays action j, which causes q(j) to increase by 1 in each round, so for
So overall we have:
Proof of Lemma 16. By Lemma 23, a sync-split(i → j) pair will last for at most 2w k−1 (j) + 3 rounds. By Corollary 2, w k−1 (j) ≤ 2ψ(x k−1 , y k−1 ), which gives the result.
7 Proofs for Section 4
Proof of Theorem 2
Proof of Theorem 2. For all z ∈ Z, we have φ(Sz) = max w∈Z w ⊤ Az ≥ z ⊤ Az = 0. Therefore, min z∈Z φ(Sz) ≥ 0. We will show there exists z * ∈ Z such that φ(Sz * ) = 0. Define the set-valued map T : Z → 2 Z by
Note that T (z) is a nonempty, closed, and convex set for each z ∈ Z. We will show T is a closed map. Then since Z is compact and convex, by Kakutani's fixed point theorem, there exists a fixed point z * ∈ Z of T , so z * ∈ T (z * ) = ∂φ(Sz * ) = arg maxz ∈Zz ⊤ Sz * . Therefore, z * satisfies φ(Sz * ) = (z * ) ⊤ Sz * = 0, as desired.
We now show T is a closed map, that is, if z n ∈ Z and w n ∈ T (z n ) such that lim n→∞ z n = z and lim n→∞ w n = w, then w ∈ T (z). Note that w n ∈ T (z n ) = ∂φ(Sz n ) = arg maxz ∈Zz ⊤ Sz n means φ(Sz n ) = w ⊤ n Sz n . Since φ is a continuous function, and w n → w, z n → z, we have φ(Sz) = lim n→∞ φ(Sz n ) = lim n→∞ w ⊤ n Sz n = w ⊤ Sz. Therefore, w ∈ arg maxz ∈Zz ⊤ Sz = ∂φ(Sz) = T (z), as desired.
Proof of Lemma 1
Proof of Lemma 1. Let v k = z k+1 − z k = ∇φ(Sz k ). By Taylor's formula, we can write
Then from (18) we have φ(
2kd , as desired.
Proof of Theorem 3
Theorem of Lemma 3. From Lemma 1, we have
(1 + log(k − 1)) .
Auxiliary results for 0 ∈ (SZ)
• We will use the following auxiliary result.
Furthermore, since S ⊤ = −S,
Then by Lemma 27,
as desired.
Proof of Lemma 2
Proof of Lemma 2.
Then by Jensen's inequality and Lemma 25,
Therefore,
where L ′ := LR 4 S 2 /m.
Proof of Theorem 4
Proof of Theorem 4. By Lemma 2,
where the last inequality holds since φ(Sz k ) ≥ φ(Sz 1 ). Therefore,
Auxiliary results for strong convexity
Lemma 26. Suppose φ is α-orthogonally strongly convex. For all θ, v ∈ R n \ {0},
where ∠(θ, v) is the angle between θ and v (from the origin).
Proof. Letθ = θ/ θ andv = v/ v . Note that by the homogeneity property of φ,
Let c ≡ cos ∠(θ, v) =θ ⊤v . Let v ⊥ =v − (θ ⊤v )θ =v − cθ denote the component ofv orthogonal tô θ, and note that v ⊥ 2 = 1 − c 2 = sin 2 ∠(θ, v). Then since ∇ 2 φ(θ)θ = 0 and using the definition of α-orthogonal strong convexity, we havê
Lemma 27. Let u, v, w ∈ R n \ {0} with cos ∠(u, v) = 0 and | cos ∠(v, w)| ≥ c ≥ 0. Then
Proof. Without loss of generality assume u = v = w = 1. We choose a coordinate system such that u = (1, 0, . . . , 0), v = (0, 1, 0, . . . , 0), and w = (x, y, z) for some x, y ∈ R, z ∈ R n−2 , with x 2 + y 2 + z 2 = w 2 = 1. Then cos ∠(u, v) = u ⊤ v = 0 and cos ∠(v, w) = v ⊤ w = y, so we assume |y| ≥ c ≥ 0. c(v, w) = v ⊤ w = y and c(u, w) = u ⊤ w = x. Furthermore, cos ∠(u, w) = u ⊤ w = x, and sin 2 ∠(u, w) = 1 − x 2 = y 2 + z 2 ≥ y 2 ≥ c 2 as desired.
Lemma 28. Let θ, v ∈ R n \ {0}, let r = v / θ , and c = cos ∠(θ, v). Then for all 0 ≤ t ≤ 1, c(θ + tv, v) = c + tr √ 1 + 2ctr + t 2 r 2 .
Proof. Let c = c(θ, v) and r = v / θ . For 0 ≤ t ≤ 1, let θ t = θ + tv, so θ t 2 = θ 2 (1 + 2ctr + t 2 r 2 ).
Then c(θ t , v) = θ ⊤ t v θ t v = θ ⊤ v + t v 2 θ v √ 1 + 2ctr + t 2 r 2 = c + tr √ 1 + 2ctr + t 2 r 2 .
Proof of Lemma 3
Proof of Lemma 3. Let v k = Sz k+1 − Sz k = ∇φ(Sz k ) ∈ Z, so Sv k ≥ R 0 . Let c ≡ cos(Sz k , Sv k ), so |c| ≤ 1 − 
Let c t = cos(Sz k,t , Sv k ), so by Lemma 28,
Let Sz k,t = Sz k,t / Sz k,t and Sv k = Sv k / Sv k . Then by Lemma 26,
(1 − t) α(1 − c 2 t ) √ 1 + 2ctr + t 2 r 2 dt We consider two cases:
• Suppose r ≤ 1. Then since 1 + 2ctr + t 2 r 2 ≤ 1 + 2 + 1 = 4, .
• Suppose r > 1. Then for 0 ≤ t ≤ Therefore, in this case
.
In both cases above we have φ(Sz k+1 ) ≥ φ(Sz k ) + C φ(Sz k ) with C = αm 3 R 0 16R 2 min { θ 1 , R 0 }, as desired.
Proof of Theorem 5
Proof of Theorem 5. By Lemma 3,
Proof of Lemma 4
Proof of Lemma 4. Since φ is convex, by Jensen's inequality, ) − ∇φ(Sz k ) .
Again by Taylor's formula, we can write ∇φ(Sz k+ = z k + t∇φ(Sz k ). Note that z k,t ∈ (k + t)Z, so Sz k,t ≥ d(k + t) ≥ dk, which implies ∇ 2 φ(Sz k,t ) L dk I, and thus ∇φ(Sz k+
Plugging this to (23) and back to (22) , we conclude φ(Sz k+1 ) ≤ φ(Sz k ) +
, as desired.
Proof of Theorem 6
Theorem of Lemma 6. By Lemma 4 and writing
