Limit theorems for non-additive probabilities or non-linear expectations are challenging issues which have raised progressive interest recently. The purpose of this paper is to study the strong law of large numbers and the law of the iterated logarithm for a sequence of random variables in a sub-linear expectation space under a concept of extended independence which is much weaker and easier to verify than the independence proposed by Peng (2008b).
stochastic calculus, cf. Denis and Martini (2006) , Gilboa (1987) , Marinacci (1999) , Peng (1999 Peng ( , 2006 Peng ( , 2008a etc. This paper considers the general sub-linear expectations and related non-additive probabilities generated by them. Under the frameworks of the non-additive probability or non-linear expectation, the traditionary way for defining the independence is carried out through the non-additive probability by imitating the classical independence relative to the probability. Under such frameworks, it is hard to study the limit theorems unless some additional conditions (for example, the complete monotonicity of the non-additive probability) are assumed such that the non-additive probability is somehow close to the additive one (c.f. Maccheroni and Marinacci (2015) , Terán (2014) ). To the best of my knowledge, Peng (2008b) is the first one to give a reasonable definition of the independence through the non-linear expectation. Let {X n ; n ≥ 1} be a sequence of random variables in a sub-linear expectation space (Ω, H, E). Peng's independence is that E [ψ(X 1 , · · · , X n , X n+1 )] = E E ψ(x 1 , · · · , x n , X n+1 ) x1=X1,··· ,xn=Xn , (1.1) for all n ≥ 2 and any ψ ∈ C l,Lip (R n+1 ), where C l,Lip (R n+1 ) is the space of local Lipschitz functions in R n+1 . Under Peng's framework, many limit theorems have been being progressively established very recently, including the central limit theorem and weak law of large numbers (cf. Peng (2008b Peng ( , 2010 ), the law of the iterated algorithm (cf. Chen and Hu (2014) , Zhang (2015a) ), the small derivation and Chung's law of the iterated logarithm (c.f. Zhang (2015b)), the moment inequalities for the maximum partial sums (cf., Zhang (2016) ). Zhang (2016) gives the sufficient and necessary condition of the Kolomogov strong law of large numbers. For a sequence of independent and identically distributed random variables {X n ; n ≥ 1}, it is showed that the sufficient and necessary moment condition for the strong law of large numbers to hold is that the Choquet integral of |X 1 | is finite: 2) where V is the upper capacity generated by the sub-linear expectation E.
Recall that two random variables X and Y are independent relative to a probability
P if and only if for any Borel functions f and g, E P [f (X)g(Y )] = E P [f (X)]E P [g(Y )]
whenever the expectations considered are finite. Another possible way to define the independence of {X n ; n ≥ 1} is that E [ψ 1 (X 1 , . . . , X k )ψ 2 (X k+1 , . . . , X n )] = E [ψ 1 (X 1 , . . . , X k )] E [ψ 2 (X k+1 , . . . , X n )] (1.3)
for all n > k ≥ 1 and any ψ 1 ∈ C l,Lip (R k ) and ψ 2 ∈ C l,Lip (R n−k ) such that the sub-linear expectations considered are finite. If the independence is defined in this way, the functions ψ 1 and ψ 2 need to be limited in the class of non-negative functions,
for otherwise we will conclude that E[·] = − E[−·] and so E will reduce to the linear expectation. It can showed that (1.1) implies (1.3). A more weaker independence is defined as the extended independence in the sense that
This independence is much weaker than that of Peng and easier to verify. For the classical linear expectation, the above definitions of independence are equivalent. For the non-linear expectation, they are quite different. For example, Peng's independence has direction, i.e., that Y is independent to X does not imply that X is independent to Y . But the independence as in (1.4) has no direction. One of the purposes of this paper is to show that, under this extended independence, the sufficient and necessary moment condition for the Kolomogov strong law of large numbers to hold is also that the Choquet integral of |X 1 | is finite. The proof of the sufficiency part is somewhat similar to that of Zhang (2016) after establishing good estimation of the tail capacity of partial sums of random variables. Because we have not "the divergence part" of the Borel-Cantelli Lemma and no information about the independence under the conjugate expectation E or the conjugate capacity V, where
proving the necessary part is a challenging work.
By replacing the function space C l,lip (R) with the family of all Borel measurable functions, Chen, Wu and Li (2013) considered random variables which are independent in sense of (1.4) under a upper expectation E[·] being defined by
where P is a family of probability measures defined on a measurable space (Ω, F ). The strong law of large numbers was proved under finite (1 + α)-th moments (α > 0) which is much stringer than (1.2) when the random variables are identically distributed. Note that, if {X n ; n ≥ 1} are independent relative to each P ∈ P, then we will have
But in general, the equality will not hold. So the random variables may not be independent under E. A simple example is that
for which sup
It is of important interest to study the limit theorems for random variables satisfying the property (1.5).
The property (1.5) is very close to that of negatively dependent random variables.
The concept of negative dependence relative to the classical probability has been extensively investigated since it appeared in Lehmann (1966) . Various generalization of the concept of negative dependence and related limit theorems have been studied in the extended negatively dependent random variables, besides the type of the law of large numbers, very little is known about other kinds of fine limit theorems such as the central limit theorem and the law of the iterated logarithm. In this paper, we will introduce a concept of extended negative dependence under the sub-linear expectation which is weaker than the extended independence as defined in (1.4) and is an extension of the extended negative dependence relative to the classical probability. The strong law of large numbers will also be established for extended negatively dependent random variables. The result of Chen, Chen and Ng (2010) is extended and improved.
To establish the strong law of large numbers, some key inequalities for the tails of the capacities of the sums of extended negatively dependent random variables in the general sub-linear expectation spaces are obtained, including the moment inequalities and the Kolmogorov type exponential inequalities. These inequalities also improve those established by Chen, Chen and Ng (2010) for extended negatively dependent random variables relative to a classical probability, as well as those for independent random variables in a sub-linear expectation space. They may be useful tools for studying other limit theorems. We also establish the law of the iterated logarithm by applying the exponential inequalities. And as a corollary, the law of the iterated logarithm for extended negatively dependent random variables on a probability space is obtained. In the next section, we give some notations under the sub-linear expectations.
In Section 3, we will establish the exponential inequalities. The law of large numbers is given in Section 4. In the last section we consider the law of the iterated logarithm.
Basic Settings
We use the framework and notations of Peng (2008b) . Let (Ω, F ) be a given measurable space and let H be a linear space of real functions defined on (Ω, F ) such that if X 1 , . . . , X n ∈ H then ϕ(X 1 , . . . , X n ) ∈ H for each ϕ ∈ C l,Lip (R n ), where C l,Lip (R n ) denotes the linear space of (local Lipschitz) functions ϕ satisfying
H is considered as a space of "random variables". In this case we denote X ∈ H . We also denote C b,Lip (R n ) to be the bounded Lipschitz functions ψ(x) satisfying
for some C > 0, depending on ϕ.
Definition 2.1. A sub-linear expectation E on H is a function E : H → R satisfying the following properties: for all X, Y ∈ H , we have
is not of the form
is called a sub-linear expectation space. Give a sub-linear expectation E, let us denote the conjugate expectation Eof E by
From the definition, it is easily shown that
and E[X] are both finite.
Next, we consider the capacities corresponding to the sub-linear expectations. Let
It is called to be sub-additive if V (A B) ≤ V (A) + V (B) for all A, B ∈ G with A B ∈ G.
In the sub-linear space (Ω, H , E), we denote a pair (V, V) of capacities by
where A c is the complement set of A. Then
It is obvious that V is sub-additive. But V and E are not. However, we have
Also, we define the Choquet integrals/expecations (C V , C V ) by
with V being replaced by V and V respectively. It is obvious that
Also, it can be verified that, if
Lemma 3.9 of Zhang (2016)).
The concept of independence and identical distribution is introduced by Peng (2006 Peng ( ,2008b .
They are called identically distributed, denoted by
whenever the sub-expectations are finite. A sequence {X n ; n ≥ 1} of random variables is said to be identically distributed if
(ii) (Independence) In a sub-linear expectation space (Ω,
(iii) (Independent random variables) A sequence of random variables {X n ; n ≥ 1} is said to be independent, if X i+1 is independent to (X 1 , . . . , X i ) for each i ≥ 1.
Definition 2.3. (Extended Independence)
A sequence of random variables {X n ; n ≥ 1} is said to be extended independent, if
3)
It can be showed that the independence implies the extended independence. It shall be noted that the extended independence of {X n ; n ≥ 1} under E does not imply the extended independence under E. The independence in sense of (2.3) was proposed in
Chen, Wu and Li (2013). But their function space of ψ i s is assumed to be the family of all non-negative Borel functions. Here we use the function space the same as Peng's.
The function space can also be limited to C b,Lip (R).
Recall that a sequence of random variables {Y n ; n ≥ 1} on a probability space
(Ω, F , P) are called to be lower extended negatively dependent (LEND) if there is some dominating constant K ≥ 1 such that, for all x i , i = 1, 2, . . ., 4) and they are called upper extended negatively dependent (UEND) if for all (resp. all non-increasing), then (Ω, H , E), random variables {X n ; n ≥ 1} are called to be upper (resp. lower) extended negatively dependent if there is some dominating constant K ≥ 1 such that
whenever the non-negative functions g i ∈ C b,Lip (R), i = 1, 2, . . ., are all non-decreasing (resp. all non-increasing). They are called extended negatively dependent if they both upper extended negatively dependent and lower extended negatively dependent.
It is obvious that, if {X n ; n ≥ 1} is a sequence of extended independent random variables and f 1 (x), f 2 (x), . . . ∈ C l,Lip (R), then {f n (X n ); n ≥ 1} is also a sequence of extended independent random variables, and they are extended negatively dependent with K = 1; if {X n ; n ≥ 1} is a sequence of upper extended negatively dependent random variables and f 1 (x), f 2 (x), . . . ∈ C l,Lip (R) are all non-decreasing (resp. all non-increasing) functions, then {f n (X n ); n ≥ 1} is also a sequence of upper (resp. lower) extended negatively dependent random variables.
Example 2.1. Let (Ω, F ) be a measurable space, P be a family of probability measures on it and {X n ; n ≥ 1} be a sequence of random variables. Define a upper
Then E is a sub-linear expectation. If {X n ; n ≥ 1} are extended negatively dependent in the sense of (2.5) and (2.4) relative to each P ∈ P with the same dominating constant K, then they are extended negatively dependent under E.
We will establish the exponential inequalities, the law of large numbers and the law of the iterated logarithm for this kind of extended independent random variables.
Exponential inequalities
In this section, we are going to establish some key inequalities for the sums of extended negatively dependent random variables, including moment inequalities and the exponential inequalities. These inequalities improve Lemmas 2.5 and 2.6 of Chen, Chen and Ng (2010). Let {X 1 , . . . , X n } be a sequence of random variables in (Ω, H , E). Set
Theorem 3.1. Let {X 1 , . . . , X n } be a sequence of upper extended negatively dependent
(c) We have for x > 0, r > 0 and p ≥ 2,
In particular,
Note that ϕ(x) =: e t(x∧y) is a bounded non-decreasing function and belongs to C b,Lip (R) since 0 ≤ ϕ ′ (x) ≤ te ty if t > 0. It follows that for any t > 0,
be the definition of the upper extended negative dependence. The remainder of the proof is the similar to that of Zhang (2015a) . For the completeness of this paper, we also present it here.
Note
We have
Applying the elementary inequality
Next we show (b). If xy ≤ δB n , then
If xy ≥ δB n , then
It follows that
by (3.6). Let
and choose
, y = ρδx.
Then by (3.7),
It is obvious that
On the other hand,
where the second inequality is due to the upper extended negative dependence. Assume
where the last inequality is due to the fact that (log 1/t) 2p ≤ C p /t (0 < t < 1). It follows that
If β(x) ≥ 1, then the above inequality is obvious. Now letting z = (1 + 2δ)x and
Finally, we consider (c). Putting y = x/r in (3.6), we obtain (3.3). Note that
Then putting r = p > p/2, multiplying both sides of (3.3) by px p−1 and integrating on the positive half-line, we conclude (3.4).
The law of Large numbers
For a sequence {X n ; n ≥ 1} of random variables in the sub-linear expectation space
(Ω, H , E), we denote S n = n k=1 X k , S 0 = 0. We first consider the weak law of large numbers. 
. . are identically distributed and extended independent with
and
We conjuncture that for any point
Proof. Define
, and X j , j = 1, 2, . . . are extended negatively dependent (resp. extended independent) identically distributed random variables. It is easily seen that
c → +∞, and
So, it is sufficient to consider {X n ; n ≥ 1} and then without loss of generality we can assume that X n is bounded by a constant c > 0. By (3.5), 5) and similarly,
Now, suppose that X 1 , X 2 , . . . , are extended independent. By noting (4.1), for (4.2) and (4.3) it is sufficient to show that
It is easily seen that (4.6) is equivalent to
However, we have no inequality to estimate the lower capacity V(·) such that (4.7) can be verified. We shall now introduce a more technique method to show (4.6).
For any 0 < δ < ǫ and t > 0, we have
It follows that
By (4.5), the second term will goes to zero as n → ∞. By the extended independence and the fact that e x ≥ 1 + x,
Letting δ → 0 and then t → ∞ yields (4.6). The proof is completed.
Before we give the strong laws of large numbers, we need some more notations about the sub-linear expectations and capacities. (1) Countable sub-additivity:
It is called to be continuous if it satisfies (2) Continuity from below:
It is obvious that a continuous sub-additive capacity V (resp. a sub-linear expectation E) is countably sub-additive. The "the convergence part" of the Borel-Cantelli Lemma is still true for a countably sub-additive capacity.
Lemma 4.1. (Borel-Cantelli's Lemma) Let {A n , n ≥ 1} be a sequence of events in F .
Suppose that V is a countably sub-additive capacity. If
If V is a continuous capacity and {A {X n ∈ B n ; n ≥ 1} are independent relative to V even when (2.3) is assumed to hold for all non-negative Borel functions ψ i s. So, in general, we have not "the divergence part" of the Borel-Cantelli Lemma.
Since V may be not countably sub-additive in general, we define an outer capacity
Then it can be shown that V * (A) is a countably sub-additive capacity with V * (A) ≤ V(A) and the following properties:
(c*) V * is the largest countably sub-additive capacity satisfying the property that
The following are our main results on the Kolmogorov type strong laws of large numbers.
Theorem 4.2. Let {X n ; n ≥ 1} be a sequence identically distributed random variables in (Ω, H , E).
. ., are upper extended negatively dependent, then
If X 1 , X 2 , . . ., are extended negatively dependent, then
(b) Suppose that V is countably sub-additive. Then V * = V and so (a) remains true when V * is replaced by V.
(c) Suppose that V is continuous. If X 1 , X 2 , . . ., are extended independent, and
The following corollary shows that the limit of S n /n is a set.
Corollary 4.1. Let {X n ; n ≥ 1} be a sequence of extended independent and identically distributed random variables with
Moreover, if there is a sequence {n k } with n k → ∞ and n k−1 /n k → 0 such that S n k−1 and S n k − S n k−1 are extended independent, then
where C({x n }) denotes the cluster set of a sequence of {x n } in R.
(4.9) tells us that the limit points of conclusions are true if we assume that {X n ; n ≥ 1} are extended negatively dependent under E (i.e., in the Definition 2.4 E is replaced by E).
Theorem 4.3. Let {X n ; n ≥ 1} be a sequence of identically distributed random variables in (Ω, H , E) which are extended negatively dependent under E. If V is continuous,
When the sub-linear expectation E reduces to the linear expectation E, Theorem
(b) and Theorem 4.3 improve the result of Chen, Chen and Ng (2010).
Corollary 4.2. Let {X n ; n ≥ 1} be a sequence of identically distributed random variables on a probability space (Ω, F , P) which are extended negatively dependent in the sense of (2.4) and (2.5) .
According to Corollary 4.2, the probability P S n /n → µ is either 0 or 1.
For proving the theorems, we need the following lemma which can be found in Zhang (2016).
Lemma 4.2. Suppose that X ∈ H and C V (|X|) < ∞.
Proof of Theorems 4.2. We first prove (b). (a) follows from (b) because V * = V when V is countably sub-additive.
It is sufficient to show (4.8) under the assumption that {X n ; n ≥ 1} are upper extended negatively dependent. Without loss of generality, we assume E[X 1 ] = 0. Define f c (x) and f (x) be defined as in (4.4) and
and are all non-decreasing functions. And so, {X j ; j ≥ 1}, {f + j (X j ); j ≥ 1} and {( f j (X j )) + ; j ≥ 1} are all sequences of upper extended negatively dependent random variables. Let θ > 1,
For (I) k , applying (3.5) yields
By the Borel-Cantelli lemma and the countable sub-additivity of V * , it follows that
Similarly,
At last, we consider (III) k . By the Borel-Cantelli Lemma, we will have
Let g ǫ be a non-decreasing function satisfying that its derivatives of each order are
Hence by (2.1), 
Finally, if {X n ; n ≥ 1} are lower extended negatively dependent, then {−X n ; n ≥ 1} are upper extended negatively dependent. So
The proof of (4.9) is now completed. Now, we consider (c), the inverse part of the strong law of large numbers. Because we have not "the divergence part" of the Borel-Cantelli Lemma and no information about the independence under the conjugate expectation E or the conjugate capacity V, the proof becomes complex and needs a new approach. Suppose that X 1 , X 2 , . . . are extended independent and identically distributed with C V (X + 1 ) = ∞. Then, by (2.1),
Let
Mj , η n = n j=1 ξ j and a n = n j=1 E[ξ j ]. Then a n → ∞ and {ξ j ; j ≥ 1} are extended independent. For any 0 < δ < ǫ < 1 and t > 0, we have I η n − a n a n ≥ −ǫ ≥ e −tδ exp t η n − a n a n − e −tǫ I η n − a n a n ≤ δ ≥e −tδ exp t η n − a n a n − e −tǫ − e −tδ−t exp t η n a n I η n − a n a n > δ .
So
V η n − a n a n ≥ −ǫ ≥e −tδ E exp t η n − a n a n − e −tǫ − e −tδ−t E exp t η n a n g 1/2 η n − a n δa n .
By the extended independence and the fact that e x ≥ 1 + x, we have
On the other hand, by noting e x ≤ 1 + |x|e |x| , 1 + x ≤ e x and 0 ≤ ξ j ≤ 1,
Also, by (2.1),
It follows that
E exp t η n a n g 1/2 η n − a n a n ≤ E exp 2t η n a n · E g 1/2 η n − a n δa n 2 1/2
by Hölder's inequality and noting I{x ≥ 1} ≤ g 1/2 (x) ≤ I{x ≥ 1/2}. We conclude that lim inf n→∞ V η n − a n a n ≥ −ǫ ≥ e −tδ 1 − e −tǫ . Letting δ → 0 and then t → ∞ yields
Now, choose ǫ = 1/2. By the continuity of V,
which contradicts with (4.10). So,
Proof of Corollary 4.1. By (4.2) and the continuity of V, For (4.12), by noting the facts that n k → ∞, n k−1 /n k → 0 such that S n k−1 and
by (4.1)-(4.3). Hence, by Theorem 4.2 (b) and the continuity of V we have
By the continuity of V again,
which, together with Theorem 4.2 (b) implies (4.12).
Finally, note
It can be verified that (4.12) implies (4.13).
For proving Theorem 4.3, we need the estimates of V (S n ≥ x). 
(b) For any p ≥ 2, there exists a constant C p ≥ 1 such that for all x > 0 and 0 ≤ δ ≤ 1,
Y k be as in the proof of Theorem 3.1. Then
The remainder proof is similar as that of Theorem 3.1.
The proof of Theorem 4.3.
Mj , η n = n j=1 ξ j and a n = 
That is (4.17) . By the same argument as in proof of Theorem 4.2, (4.17) will imply a contradiction to (4.10). So,
The law of the iterated logarithm
In this section, we let {X n ; n ≥ 1} be a sequence of identically distributed random
, a n = √ 2n log log n, where log x = ln(x∨e). The following is the law of the iterated logarithm for extended negatively dependent random variables.
When the sub-linear expectation E reduces to the linear expectation, we obtain the law of the iterated logarithm for extended negatively dependent random variables on a probability space (Ω, F , P).
Corollary 5.1. Suppose that X 1 , X 2 , . . . are extended negatively dependent and identically distributed random variables on a probability space (Ω, F , P) with E[|X 1 | 2+γ < ∞ for some γ > 0 and σ 2 = V ar(X 1 ). Then
To prove the law of the iterated logarithm, besides the exponential inequality we need a moment inequality on the maximum partial sums. 
The proof is completed.
Now we prove the law of the iterated logarithm.
Proof of Theorem 5.1. It is sufficient to show that (5.1) under the assumption that 
i β(1+γ) = O(n 1−β(1+γ) ) = o(a n ).
By the countable sub-additivity of V * , (5.1) will follow if we have shown that
Now, for given ǫ such that 0 < ǫ < 1/2, let n k = [e . Then n k+1 /n k → 1 and
For the second term, by applying Lemma 5.1 we have
C V (X Finally, we consider the term I k . Let y = 2b n k and x = (1 + ǫ) 2 a n k . Then |Y i − E[Y i ]| ≤ y and xy = o(n k ). By (3.1), we have
