available data with assumptions that yield point identification, and reported point estimates of parameters. Yet there is enormous scope for fruitful inference using weaker and more credible assumptions that partially identify parameters. Until recently, study of partial identification was rare and fragmented. However, a coherent body of research took shape in the 1990s and has grown rapidly. This research has yielded new approaches to inference with missing outcome data, analysis of treatment response, and other important problems of empirical research.
Suppose that one wants to use sample data to draw conclusions about a population of interest. Econometricians have long found it useful to separately study identification problems and problems of statistical inference. Studies of identification characterize the conclusions that could be drawn if one were able to observe an unlimited number of realizations of the sampling process. Studies of statistical inference characterize the generally weaker conclusions that can be drawn given a sample of positive but finite size. Koopmans (1949, p. 132) put it this way in the article that introduced the term 'identification':
In our discussion we have used the phrase 'a parameter that can be determined from a sufficient number of observations.' We shall now define this concept more sharply, and give it the name identifiability of a parameter. Instead of reasoning, as before, from 'a sufficiently large number of observations' we shall base our discussion on a hypothetical knowledge of the probability distribution of the observations, as defined more fully below. It is clear that exact knowledge of this probability distribution cannot be derived from any finite number of observations. Such knowledge is the limit approachable but not attainable by extended observation. By hypothesizing nevertheless the full availability of such knowledge, we obtain a clear separation between problems of statistical inference arising from the variability of finite samples, and problems of identification in which we explore the limits to which inference even from an infinite number of observations is suspect.
For most of the 20th century, econometricians commonly thought of identification as a binary event -a parameter is either identified or it is not. Empirical researchers applying econometric methods combined available data with assumptions that yield point identification and they reported point estimates of parameters. Many economists recognized with discomfort that point identification often requires strong assumptions that are difficult to motivate. However, they saw no other way to perform inference.
Yet there is enormous scope for fruitful inference using weaker and more credible assumptions that partially identify population parameters. A parameter is partially identified if the sampling process and maintained assumptions reveal that the parameter lies in a set, its 'identification region', that is smaller than the logical range of the parameter but larger than a single point. Estimates of partially identified parameters generically are set-valued; a natural estimate of an identification region is its sample analog.
Until recently, study of partial identification was rare and fragmented. Frisch (1934) and Reiersol (1941) developed sharp bounds on the slope parameter of a linear regression with errors-in-variables, with refinement by Klepper and Leamer (1984) and others. Duncan and Davis (1953) used a numerical example to show that the ecological inference problem of political science is a matter of partial identification. Cochran, Mosteller and Tukey (1954) suggested conservative analysis of surveys with missing data due to non-response by sample members, although Cochran (1977) subsequently downplayed the idea. Peterson (1976) initiated study of partial identification of the competing risks model of survival analysis.
For whatever reason, these scattered contributions remained at the fringes of econometric consciousness and did not spawn systematic study of partial identification.
However, a coherent body of research took shape in the 1990s and has grown rapidly. The new literature on partial identification emerged out of concern with traditional approaches to inference with missing outcome data. Empirical researchers have commonly assumed that missingness is random, in the sense that the observability of an outcome is statistically independent of its value. Yet this and other point-identifying assumptions have regularly been criticized as implausible. So it was natural to ask what random sampling with partial observability of outcomes reveals about outcome distributions if nothing is known about the missingness process or if assumptions weak enough to be widely credible are imposed.
This question was posed and partially answered in Manski (1989) , with subsequent development in Manski (1994; 2003, chs .1 and 2), Scharfstein, Manski and Anthony (2004) , Blundell et al. (2004) and Stoye (2005) .
Study of inference with missing outcome data led naturally to consideration of conditional prediction and analysis of treatment response. A common objective of empirical research is to predict an outcome conditional on given covariates, using data from a random sample of the population. Often, sample realizations of outcomes and/or covariates are missing. Horowitz and Manski (1998; and Zaffalon (2002) study nonparametric prediction when nothing is known about the missingness process; Horowitz et al. (2003) and Horowitz and Manski (2005) consider the computationally challenging problem of parametric prediction. Missing data on outcomes and covariates is the extreme case of interval measurement of these variables. Manski and Tamer (2002) study conditional prediction with interval data on outcomes or covariates, while Haile and Tamer (2003) analyse an interesting problem of interval data that arises in econometric analysis of auctions.
Analysis of treatment response must contend with the fundamental problem that counterfactual outcomes are not observable; hence, findings on partial identification with missing outcome data are directly applicable. Yet analysis of treatment response poses much more than a generic missing-data problem. One reason is that observations of realized outcomes, when combined with suitable assumptions, can provide information about counterfactual ones. Another is that practical problems of treatment choice as well as other concerns motivate research on treatment response and thereby determine what population parameters are of interest. For these reasons, it has been productive to study partial identification of treatment response as a subject in its own right. This stream of research was initiated independently in Robins (1989) and Manski (1990) . Subsequent contributions include Manski (1995; 1997a; 1997b) , Balke and Pearl (1997) , Heckman, Smith and Clements (1997) , Hotz, Mullin and Sanders (1997) , Manski and Nagin (1998) , Manski and Pepper (2000) , Molinari (2002) , and Pepper (2003) . The normative problem of treatment choice when treatment response is partially identified is studied in Manski (2000; 2005a; 2005b; 2005c) and Brock (2005) .
Another broad subject of study has been inference on the components of finite probability mixtures. The mathematical problem of decomposition of mixtures arises in many substantively distinct settings, including contaminated sampling, ecological inference, and conditional prediction with missing or misclassified covariate data.
Findings on partial identification of mixtures have application to all of these subjects and more. Research on this subject includes Horowitz and Manski (1995) , Bollinger (1996) , Cross and Manski (2002) , Dominitz and Sherman (2004) , Kreider and Pepper (2004) , and Molinari (2004) .
There has been other research as well. In discrete response analysis, responsebased sampling poses a 'reverse regression' problem in which one seeks to learn the distribution of outcomes given covariates but the sampling process reveals the distribution of covariates given outcomes. This problem has been studied in Manski (1995, ch. 4; 2001; 2003, ch. 6 ) and King and Zeng (2002) . In econometric analysis of multi-player games, a long-standing problem has been to infer behaviour from outcome data when the game being studied may have multiple equilibria. Ciliberto and Tamer (2004) address this problem.
Whatever the specific subject under study, a common theme runs through the new literature on partial identification. One first asks what the sampling process alone reveals about the population of interest and then studies the identifying power of assumptions that aim to be credible in practice. This conservative approach to inference makes clear the conclusions one can draw in empirical research without imposing untenable assumptions.
It establishes a domain of consensus among researchers who may hold disparate beliefs about what assumptions are appropriate. It also makes plain the limitations of the available data. When credible identification regions turn out to be large, researchers should face up to the fact that the available data do not support inferences as tight as they might like to achieve.
The remainder of this article uses the problem of inference with missing outcome data and the analysis of treatment response to develop the common theme of recent research on partial identification and to give illustrative findings. Readers who aim to learn more may want to begin with two monographs that provide self-contained expositions with different audiences in mind. Manski (1995) presents basic ideas in a way intended to be broadly accessible to students and researchers in the social sciences. Manski (2003) develops the subject in a rigorous manner meant to provide the foundation for further study by econometricians.
Readers who prefer to learn about econometric methods through the study of empirical applications will find diverse case studies using observational data to analyse treatment response. Manski et al. (1992) investigate the effect of family structure on children's outcomes, and Hotz, Mullin and Sanders (1997) analyse the effect of teenage childbearing. Manski and Nagin (1998) study the effects of judicial sentencing on criminal recidivism. Pepper (2000) examines the intergenerational effects of welfare receipt. Manski and Pepper (2000) and Ginther (2002) analyse the returns to schooling.
There have also been empirical studies of problems of partial identification that arise in analysis of randomized experiments. Horowitz and Manski (2000) study a medical clinical trial with missing data on outcomes and covariates. Pepper (2003) asks what welfare-to-work experiments reveal about the operation of welfare policy when case workers have discretion in treatment assignment. Scharfstein, Manski and Anthony (2004) analyse an educational experiment with randomized assignment to treatment but nonrandom attrition of subjects.
[A] Inference with missing outcome data
To formalize the missing data problem, let each member j of a population J have an outcome y, in a space Y. The population is a probability space and y: J→Y is a random variable with distribution P(y). Let a sampling process draw persons at random from J.
However, not all realizations of y are observable. Let the realization of a binary random variable z indicate observability; y is observable if z = 1 and not observable if z = 0.
By the Law of Total Probability
The sampling process reveals P(y|z = 1) and P(z), but is uninformative regarding P(y|z = 0). Hence, the sampling process partially identifies P(y). In particular, it reveals that P(y)
lies in the identification region
where is the space of all probability distributions on Y.
Y

Γ
The size of the identification region H[P(y)] grows with P(z = 0), which measures the prevalence of missing data. The region is a proper subset of Y Γ whenever the probability of missing data is less than 1, and it is a singleton when there are no missing data. Thus, P(y) is partially identified when 0 < P(z = 0) < 1 and is point-identified when
[B] Means of bounded functions of y A common objective of empirical research is to infer parameters of a probability distribution. The identification region for a parameter of P(y) follows immediately from
map probability distributions on Y into a parameter space T and consider inference on the parameter τ[P(y)]. The identification region consists of all possible values of the parameter. Thus,
Result (3) 
H{E[g(y)
]} is a proper subset of [g 0 , g 1 ] whenever P(z = 0) is less than one. The width of the region is (g 1 − g 0 )P(z = 0). Thus, the severity of the identification problem varies directly with the prevalence of missing data.
Result (5) When y is real-valued, result (6) immediately yields the identification region for the distribution function of y. Given any r ∈ R, it follows from (6) that
The feasible distribution functions are all increasing functions F(⋅) such that
To go further still, result (7) may be used to obtain sharp bounds on quantiles of y, by inverting the bounds on the distribution function. Manski (1994) and Manski (2003, ch. 1) give alternative derivations of the results for quantiles.
[
B]Distributional assumptions
Distributional assumptions may enable one to shrink identification regions obtained using the empirical evidence alone. One type of assumption asserts that the distribution P(y|z = 0) of missing outcomes lies in some set 0 .
Assumptions of this type are not refutable; after all, the empirical evidence reveals nothing about A leading example is the assumption that data are missing at random.
Formally, this is the assumption that [
B]Statistical inference
The fundamental problem posed by missing data is identification, so it has been convenient in the above discussion to suppose that one knows the distributions that are asymptotically revealed by the sampling process, namely, ( | 1) = P y z and P(z). An empirical researcher observing a sample of finite size N must contend with issues of statistical inference as well as identification. I shall not dwell on these here, but merely point out that the empirical distributions ( | 1) N P y z = and P N (z) almost surely converge to and P(z) respectively. Hence, a consistent estimate of the identification region
Moreover, a natural estimate of the identification region for a parameter τ is
Sample analogs may also be used in the presence of distributional assumptions.
Confidence intervals (CIs) may be constructed to measure the sampling variation in estimates of identification regions. Considering cases in which the identification region is an interval on the real line, Horowitz and Manski (2000) propose CIs that asymptotically cover the entire region with fixed probability. Chernozhukov, Hong and Tamer (2004) develop methods for construction of such CIs when the identification region is a general finite-dimensional set. Imbens and Manski (2004) develop a conceptually different confidence interval; rather than cover the entire identification region with fixed probability, their interval asymptotically covers the true value of the parameter with this probability.
[ The selection problem has the same structure as the missing-outcomes problem discussed above. To see this, write
P y t P y t z t P z t P y t z t P z t P y z t P z t P y t z t P z t
The first equality is the Law of Total Probability. The second holds because y(t) is the outcome experienced by persons who receive treatment t. The sampling process reveals P(y | z = t), P(z = t), and P(z ≠ t), but it is uninformative about P[y(t) | z ≠ t]. Hence, the identification region for P[y(t)] if we use the empirical evidence alone is
This identification region has the same form as the region (2) for inference on outcomes with missing data, with P(z ≠ t) being the probability of missing data. Hence, all of the analysis of missing outcomes discussed above applies here as well.
B] Distributional assumptions
A familiar 'solution' to the selection problem is to assume that the status quo treatment rule makes realized treatments statistically independent of response functions; that is, (13) is credible when the status quo treatment rule calls for random assignment of treatments and all persons comply with their assignments. Indeed, the fact that (13) holds is the reason why randomized experiments are held in high esteem.
However, the credibility of the assumption in settings without random assignment or full compliance almost invariably is a matter of controversy. This motivates interest in other assumptions that may be better motivated in practice.
There has been much study of assumptions that use an 'instrumental variable'; that is, an observable covariate whose value varies across the study population. Suppose that outcomes are real-valued. Manski (1990) 
poses the mean-independence assumption E[y(t)]
If outcomes are bounded with values normalized to lie in the unit interval, the A different idea, developed in Manski (1995, ch. 6; 1997a) is to place assumptions on the shape of the response functions y(⋅). One may sometimes believe that treatment response is monotone, in the sense that outcomes increase with the intensity of the treatment. When the set T of treatments is ordered in terms of degree of intensity, the assumption of 'monotone treatment response' asserts that, for all persons j and all treatment pairs (s, t), t ≥ s ⇒ y j (t) ≥ y j (s 
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A narrower interval results if treatment response is assumed to be concave as well as monotone.
Shape restrictions on the response function and assumptions using instrumental variables illustrate the vast middle ground between inference from the empirical evidence alone and analysis predicated on assumptions that are strong enough to achieve point identification. As the study of partial identification continues to broaden and deepen, empirical researchers will be able to choose from a growing menu of inferential options.
One should, however, not expect one uniformly best option to emerge. The appeal of any approach to inference necessarily depends on the objectives of the research, the available data, and the assumptions that are credible to maintain.
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