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Riesz transforms associated with higher-order
Schro¨dinger type operators
Qingquan Deng, Yong Ding, Xiaohua Yao
Abstract
In this paper, let L = L0+V be a Schro¨dinger type operator where L0 is higher order elliptic
operator with complex coefficients in divergence form and V is signed measurable function,
under the strongly subcritical assumption on V , the authors study the Lq boundedness of Riesz
transforms ∇mL−1/2 for q ≤ 2 and obtain a sharp result. Furthermore, the authors impose extra
regularity assumptions on V to obtain the Lq boundedness of Riesz transforms ∇mL−1/2 for
q > 2. As an application, the main results can be applied to the operator L = (−∆)m−γ|x|−2m
for suitable γ.
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1
1 Introduction
Let m ≥ 2, N ≥ 1 and L0 be the following homogeneous elliptic operator of order 2m in
divergence form
L0f =
∑
|α|=|β|=m
∂α(aα,β∂
βf)(1.1)
which is interpreted via the following sesquilinear form
Q0(f, g) :=
∑
|α|=|β|=m
∫
RN
aα,β(x)∂
βf(x)∂αg(x)dx, f, g ∈Wm,2(RN ),(1.2)
where Wm,2(RN ) is the Sobolev spaces and for all α, β ∈ NN with |α| = |β| = m, aα,β ∈
L∞(RN ,C) satisfying aα,β = aβ,α and the strong G˚arding inequality
Λ‖∇mf‖2L2 ≥
∑
|α|=|β|=m
∫
RN
aα,β(x)∂
βf(x)∂αf(x)dx ≥ ρ‖∇mf‖2L2 ,(1.3)
for some Λ > ρ > 0 independent of f ∈ Wm,2(RN ). Assume that V ∈ L1loc(RN ) satisfies the
strongly subcritical condition, that is,∫
RN
V−|f |2dx ≤ µ
(
Q0(f, f) +
∫
RN
V+|f |2dx
)
,(1.4)
for some µ ∈ [0, 1) and all f ∈Wm,2(RN ) with ∫
RN
V+|f |2dx <∞, where V±(x) := max{0,±V (x)}
denote the positive and negative parts of V , respectively. It follows from the KLMN theorem
(e.g. see Kato [36, p.338]) that L is well-defined as a nonnegative self-adjoint operator associated
to the sesquilinear form
Q(f, g) := Q0(f, g) +
∫
RN
V+fgdx−
∫
RN
V−fgdx(1.5)
on the domain
D(Q) =
{
f ∈Wm,2(RN );
∫
RN
V+|f |2dx <∞
}
.
For the sake of simplicity, we denote Am(ρ,Λ, µ) by the form sum L = L0 + V associated to
Q defined as above and Am =
⋃
ρ,Λ,µ Am(ρ,Λ, µ) where µ ∈ [0, 1) is understood the smallest
constant such that (1.4) holds.
The famous Kato square root conjecture for second and higher elliptic operators L with
complex coefficients in divergence form has been proved by Auscher et al. (see [8] [9]), since
then the Lq theory for square root which consist in comparing L1/2f and ∇mf (m = 1, 2, . . . ,)
in Lp norms have been extensively studied (see [3] [4] [34] and so on). There are two faces here,
the Lq boundedness of Riesz transform, that is an inequality ‖∇mf‖Lq ≤ C‖L1/2f‖Lq , and its
reverse ‖L1/2f‖Lq ≤ C‖∇mf‖Lq .
This paper is devoted to the study of Lq boundedness of the Riesz transform associated to
higher order Schro¨dinger type operators L = L0 + V ∈ Am where L0 is a homogeneous elliptic
operator of order 2m in divergence form. In fact, the Riesz transform associated to L ∈ Am with
2
V = 0 has been profoundly studied. Specifically, it follows from the classic Caldero´n-Zygmund
theory that the Riesz transform ∇mL−1/20 (m ≥ 1) is bounded on Lq(RN ) for all 1 < q < ∞
if L0 is a homogeneous elliptic operator of order 2m with smooth coefficients, in particular,
L0 = (−∆)m. When L0 is defined by (1.1) with rough coefficients, by using the off-diagonal
estimate of e−tL0 and generalized Caldero´n-Zygmund theory, the Riesz transform ∇mL−1/20 is
bounded on Lq for all q ∈ (( 2NN+2m − ε) ∨ 1, 2 + ε′) if N 6= 1 and q ∈ (1,∞) if N = 1 where
a ∨ b = max{a, b} and ε, ε′ are positive numbers depending on L0 (see e.g. [4] [15]).
When V 6= 0, the study of Riesz transform ∇mL−1/2 would be more complicated and may
depends both L0 and V . Nevertheless, for the classic Schro¨dinger operators L = −∆+ V , there
exist many interesting results on their associated Riesz transforms, which are essentially related
to the properties of e−tL. If V > 0, based on the positivity and the Gaussian estimate of the
kernel of e−tL, the Riesz transform ∇L−1/2 has been extensively studied under some further
assumptions on V (see [5] [28] [44] [48] [49] [54] [55] [57]). If V is a signed potential satisfying
strongly subcritical condition, notice that the kernel of e−tL may no longer positive and the
Gaussian estimate may fails (see [40]), Assaad [1] and Assaad and Ouhabaz [2] applied the Lp
theory and the off-diagonal estimates of e−tL to study the Lq boundedness of ∇L−1/2. However,
for the higher order Schro¨dinger type operators L = L0+V , we are aware that it is quite different
from classic Schro¨dinger operators, even if L0 = P (D) is a homogeneous elliptic operator of order
2m (m ≥ 2) with real constant coefficients and V ≥ 0. For instance, the e−tP (D)(t 6= 0) is not
preserving-positivity operator and also not a contractive one on Lp(RN ) (p 6= 2) (see e.g. Langer
and Mazya [38]), which makes rather difficult to use famous Trotter formula of semigroup and
connection to probability. Moreover, these differences may also suggest that the study of Riesz
transform ∇mL−1/2 would be harder than ∇(−∆+ V )−1/2.
Let L = L0+V ∈ Am be the non-negative self-adjoint operator associated to the sesquilinear
form Q in (1.5), it is easy to see e−tL is well-defined on L2(RN ) and
∇mL−1/2f = cm
∫ ∞
0
√
t∇me−tLf dt
t
,(1.6)
which connect the Riesz transform ∇mL−1/2 with semigroup e−tL, hence the analysis of semi-
group e−tL plays an important role in the study of Riesz transform. In fact, as we mentioned
before, the properties of semigroup e−tL such as the positivity, Gaussian estimates and off-
diagonal estimates are all involved. Here for L ∈ Am, it is well known that the kernel of e−tL is
not likely to be positive and to have the Gaussian upper bound for N > 2m. Fortunately, we
can obtain the off-diagonal estimates and Lp theory for e−tL by observing a invariant property
of Am(ρ,Λ, µ) (see Section 2 below), which combined the generalized Caldero´n-Zygmund theory
to show the Lq boundedness of ∇mL−1/2. We need to emphasize that the methods and results
in studying the Lq boundedness of ∇mL−1/2 has twofold for q ≤ 2 and q > 2, respectively,
our paper hence will organized accordingly. First of all, for q ≤ 2, the results are addressed as
follows:
Theorem 1.1. Assume that m ≥ 2, µ ∈ [0, 1) and L = L0 + V ∈ Am where L0 is a
homogeneous elliptic operator of order 2m in divergence form.
(i) The Riesz transform ∇mL−1/2 is bounded on Lq(RN ) for all q ∈ ( 2NN+2m ∨ 1, 2].
(ii) The Riesz transform ∇mL−1/2 is of weak type ( 2NN+2m ∨ 1, 2NN+2m ∨ 1) when N 6= 2m.
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Remark 1.1. (i) When N ≤ 2m, it is easy to see that the lower bound of the interval (1, 2]
in Theorem 1.1 is optimal. However, it is still unknown to us if the upper bound 2 is sharp in the
following sense: for given q > 2, there exist L ∈ Am such that the Riesz transforms ∇mL−1/2 is
not bounded on Lq(RN ).
(ii) When N > 2m ≥ 4, the interval ( 2NN+2m , 2] in Theorem 1.1 exists uniformly in L ∈ Am.
Moreover, we will prove that ( 2NN+2m , 2] is sharp in the following sense: for given q <
2N
N+2m or
q > 2, there exist L ∈ Am such that the Riesz transforms ∇mL−1/2 is not bounded on Lq(RN ),
see Theorems 3.1 below.
The Lq boundedness of ∇mL−1/2 for q > 2 is subtle and dramatically different. We notice
that if N > 2m, the interval ( 2NN+2m , 2] is optimal with respect to the class Am in Theorem
1.1. On the other hand, even for classic Schro¨dinger operator L = −∆+ V with V ≥ 0, Shen’s
counterexample in [48] showed that extra regularity conditions on V are necessary if one wants
to the Lq boundedness of ∇L−1/2 for q > 2. In fact, one can see [5] and [48] for V belonging
to reverse Ho¨lder class, [55] for V satisfying Fefferman condition and [1] for signed subcritical
potential V belonging to Kato class.
It is well known that the weak space L
N
2
,∞ plays an important role in many studies of classic
Schro¨dinger operators with critical potentials (see [13, 32]), where Lr,∞ (1 ≤ r <∞) denote the
weak Lr(Rn) spaces, i.e.,
Lr,∞ =
{
f : ‖f‖Lr,∞ = sup
γ>0
γ|{x ∈ RN ; |f(x)| > γ} 1r | <∞}.
A typical potential is the inverse square potential V (x) = −c|x|−2 ∈ Ln2 ,∞, which is widely
studied in modern mathematical physics and quantum mechanics (see for example [16, 45, 46,
47, 56] and references therein). In remaining part of this paper, we are mainly devoted to
the Lq boundedness of the Riesz transform ∇mL−1/2 for q > 2 with potential V belonging to
L
N
2m
,∞(RN ).
Theorem 1.2. Let m ≥ 2, Λ > ρ > 0, µ ∈ (0, 1) and N > 2m. Assume that L =
L0 + V ∈ Am(ρ,Λ, µ) where L0 is a homogeneous elliptic operator of order 2m in divergence
form and V ∈ L N2m ,∞(RN ). Then the Riesz transform ∇mL−1/2 is bounded on Lq(RN ) for
q ∈ ( (2+ε)N(1+ε)N+(2+ε)m , 2 + ε) where ε is a positive constant.
Remark 1.2. (i) When N > 2m, V ∈ L N2m ,∞(RN ) and L0 is defined by (1.1). By a suitable
choice of ‖V ‖
L
N
2m,∞
, we have that L = L0 + V ∈ Am(ρ,Λ, µ) for some Λ > ρ > 0 and µ ∈ [0, 1)
automatically (see (ii) of Remark 4.2).
(ii) Let N > 2m ≥ 4 and L = (−∆)m − γ|x|−2m. It follows from Davies and Hinz [23] that
‖|x|−mf‖2L2 ≤ κ(m,N)‖∇mf‖2L2 .(1.7)
Thus if 0 < γ < ρκ(m,N) , we have that L ∈ Am(ρ,Λ, µ) with 0 < µ <
γκ(m,N)
ρ and ∇mL−1/2 is
bounded on Lq(RN ) for all q ∈ ( (2+ε)N(1+ε)N+(2+ε)m , 2+ ε) where Λ, ρ are constants appeared in (1.3)
with L0 = (−∆)m.
Notice that by Theorem 1.2, we only obtain the constant ε above is small and cannot be
expressed explicitly for L = L0 + V ∈ Am(ρ,Λ, µ) and V ∈ L N2m ,∞(RN ), it is also of great
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interests to know how far we could push the upper bound. On the other hand, inspired by [25]
which deals with the classic Schro¨dinger operator, it is possible to obtain the Lq boundedness of
∇mL−1/2 for q lying in a larger and explicit interval if potential V has extra regularity conditions.
Therefore, we introduce such conditions for higher order Schro¨dinger operators. Precisely, we
assume there exist a constant q0 > 2 such that
(A1) : ‖∇mL−1/20 ‖Lq0−Lq0 <∞,
and
(A2) : ‖V f‖Lq0 ≤ a‖L0f‖Lq0 + b‖f‖Lq0 , f ∈ Dq0(L0)
with some constant a, b > 0, where L0 is defined by (1.1) and Dq0(L0) is the domain of L0 on
Lq0 . Then we present our result as follows.
Theorem 1.3. Let N > 2m and L = L0 + V ∈ Am where L0 is a homogeneous elliptic
operator of order 2m in divergence form. Assume (A1) and (A2) hold for some 2 < q0 <
N
m .
Then there exist a constant δq0 > 0 depending on q0 such that when
‖V ‖
L
N
2m,∞
≤ δq0 ,(1.8)
the Riesz transform ∇mL−1/2 is bounded on Lq(RN ) for all Nq′0
N+mq′0
< q < q0.
Remark 1.3. We give several remarks about the conditions (A1) and (A2).
(i) The condition (A1) implies that ∇mL−1/20 is bounded on Lq(RN ) for all Nq
′
0
N+mq′0
< q < q0.
When N > 2m and 2 < q0 <
2N
N−2m , the condition (A2) is equivalent to∥∥∥V (I + L0)−1∥∥∥
Lq0−Lq0
<∞.
(ii) When L0 = P (D), the homogeneous elliptic operator of order 2m with constant real
coefficients, the condition (A1) holds for all 2 < q0 <∞ and the condition (A2) is equivalent to∥∥∥V (I+ L 1ℓ0 )−ℓ∥∥∥
Lq0−Lq0
<∞,
for all ℓ ∈ N and 2 < q0 <∞. Moreover, if N > 4m and V ∈ L N2m ,∞(RN ), by weak type Ho¨lder
inequality and the Sobolev embedding theorem, we have that
‖V f‖Lq0 ≤ C‖V ‖
L
N
2m,∞
‖(−∆)mf‖Lq0 ≤ C‖V ‖
L
N
2m,∞
‖L0f‖Lq0 , 1 < q0 < N
2m
,
which means that the condition (A2) holds for 2 < q0 <
N
2m .
The paper is organized as follows: In Section 2, we develop the off-diagonal estimates for
families of operators related to the heat semigroup e−tL. Section 3 is devoted to the study of
Lq boundedness of Riesz transform for q ≤ 2. In Section 4, we impose further regularities on
potential V to investigate the Lq boundedness of Riesz transform for q > 2. Finally, we apply
our main results to some important Schro¨dinger operators.
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2 Off-diagonal estimates
In this section, let L ∈ Am (m ≥ 2) be the nonnegative self-adjoint operator associated to the
closed form Q defined by (1.5). It is well-known that L with domain D(L) generates an analytic
semigroup e−tL on L2(RN ). Thus, the following families of operators
{e−tL}t>0, {tLe−tL}t>0 and {
√
t∇me−tL}t>0
are well-defined and uniformly bounded on L2(RN ). We will focus on the off-diagonal estimates
for those families of operators, which have abundant applications to the study of Lp-extension
of semigroup e−tL, Lp-spectra theory of L, the Hardy spaces and Riesz transform associated to
L and other related problems.
In subsection 2.1, we mainly establish the L2 off-diagonal estimates for family of operators
{e−tL}t>0. If V = 0, it is well known that e−tL0 satisfies the L2 off-diagonal estimates (see e.g.
[4] [15] [21] [24]). When V 6= 0, by applying Davies’ perturbation method in [21], it is found
that the off-diagonal estimates for e−tL contain a blow up term ect (c > 0). Fortunately, we
observe that for each fixed m ≥ 2, Λ > ρ > 0 and µ ∈ [0, 1), the space Am(ρ,Λ, µ) is invariance
by dilations, which could help us to get rid of the blow up term ect. Consequently, the L2
off-diagonal estimates for {tLe−tL}t>0 and {
√
t∇me−tL}t>0 will also be obtained.
In subsection 2.2, we will study the Lp−L2 and L2−Lp off-diagonal estimates of {e−tL}t>0 for
appropriate p, which can be concluded by using the analyticity of e−tL and the same perturbation
arguments as in subsection 2.1.
2.1 The L2 off-diagonal estimates for families of operators
We begin with the following definition of Lp-Lq off-diagonal estimates for a general family of
operators.
Definition 2.1. (Lp-Lq off-diagonal estimates for a family of operators) Let {St}t>0 be
a family of uniformly bounded operators on L2(RN ). We say that {St}t>0 satisfy the Lp-Lq
off-diagonal estimates for some p, q ∈ [1,∞) with p ≤ q if there exist constants C, c > 0 such
that for all closed sets E,F ⊂ RN , t > 0 and f ∈ L2(RN )∩Lp(RN ) supported in F , the following
estimate holds:
‖Stf‖Lq(E) ≤ Ct
N
2m
( 1
q
− 1
p
)
e
−c
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖Lp(F ),(2.1)
where and in the sequel, d(E,F ) denotes the semi-distance induced on sets by the Euclidean
distance. In particular, if (2.1) holds for p = q, then we say {St}t>0 satisfy the Lp off-diagonal
estimates.
To study the L2 off-diagonal estimates of the families of operators related to semigroup
e−tL, we first introduce the function space Em(RN ) which consist of all bounded real-valued C∞
functions φ on RN satisfying ‖Dαφ‖L∞ ≤ 1 for all α ∈ NN such that 1 ≤ |α| ≤ m. It is easy to
see that for λ ∈ R and φ ∈ Em(RN ), the multiplication operators defined by e±λφ are bounded
and invertible on both L2(RN ) and Wm,2(RN ). For λ ∈ R and φ ∈ Em(RN ), consider the twist
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form
Qλφ(f, g) := Q(e−λφf, eλφg)
with domain D(Qλφ) = D(Q). Denote Lλφ by
Lλφf := e
λφLe−λφf,(2.2)
where f ∈ D(Lλφ) = {f ∈ L2(RN ); e−λφf ∈ D(L)}. Then it follows that Spec(Lλφ) = Spec(L)
and e−tLλφf = eλφe−tLe−λφf for f ∈ L2(RN ). Moreover, we have that D(Hλφ) ⊂ D(Q) and
Qλφ(f, f) = 〈Lλφf, f〉, f ∈ D(Hλφ).(2.3)
Lemma 2.1. Let λ ∈ R, φ ∈ Em(RN ), L ∈ Am(ρ,Λ, µ) and Lλφ be the operator defined in
(2.2). Then there exist constants C, c > 0 independent of specific L, λ and φ such that
‖e−tLλφf‖L2(RN ) + ‖tLλφe−tLλφf‖L2(RN ) ≤ Cec(1+λ
2m)t‖f‖L2(RN ), t > 0.(2.4)
Proof. The proof follows from similar procedures as the ones used in the proof of Lemmas 6 and
7 in Davies [21], we omit the details here.
Remark 2.1. For fixed Λ > ρ > 0 and µ ∈ [0, 1), by the proof of Lemma 2.1, we know
that the constant c, C > 0 in (2.4) are independent of L ∈ Am(ρ,Λ, µ), λ ∈ R and φ ∈ Em(RN ),
which will play a crucial role in the further study.
In order to deal with the off-diagonal estimates, we need to following auxiliary functions
d˜(E,F ) := sup
φ∈Em(RN )
[
inf{φ(x)− φ(y); x ∈ E, y ∈ F}
]
and A(φ) := inf{φ(x); x ∈ E} − sup{φ(y); y ∈ F}, where E, F are any two subsets of RN . It
was shown in Davies [21] that
d(E,F ) ∼ d˜(E,F ) ∼ sup{A(φ); φ ∈ Em},(2.5)
where E,F are disjoint compact convex subsets of RN , d(E,F ) = {d(x, y); x ∈ E, y ∈ F} is
the deduced by the Euclidean distance and “A ∼ B” means that there exists some absolute
constant c only depending upon dimension N such that c−1A ≤ B ≤ cA. In fact, it is easy to
show that (2.5) still holds for compact subsets of RN .
Now we show the L2 off-diagonal estimates for the families of operators {e−tL}t>0 and
{tLe−tL}t>0 as follows:
Theorem 2.1. Let L = L0+ V ∈ Am where L0 is a homogeneous elliptic operator of order
2m in divergence form. Then there exist constants A, a > 0 such that for arbitrary closed sets
E,F ⊂ RN , t > 0 and f ∈ L2(RN ) with suppf ⊂ F we have
‖e−tLf‖L2(E) + ‖tLe−tLf‖L2(E) ≤ Ae−a
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ).(2.6)
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Proof. We only need to prove that
‖tLe−tLf‖L2(E) ≤ Ae−a
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ),
since the proof for {e−tL}t>0 shares exactly the same procedure. Notice that for L ∈ Am, there
exist 0 < ρ < Λ < ∞ and µ ∈ [0, 1) such that L ∈ Am(ρ,Λ, µ). First, we show that there exist
positive constants C, a, c > 0 independent of L ∈ Am(ρ,Λ, µ) such that
‖tLe−tLf‖L2(E) ≤ Cecte−a
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ),(2.7)
for arbitrary compact set E,F ⊂ RN and f ∈ L2(RN ) with suppf ⊂ F . The most important
fact is that (2.7) holds uniformly for any L ∈ Am(ρ,Λ, µ).
Denote PE and PE the projections on L
2(RN ) obtained by the characteristic function of the
compact subset E and F , respectively. Then we have
‖PEtLe−tLPF ‖L2(RN )−L2(RN ) ≤ e−λA(φ)‖eλφtLe−tLe−λφ‖L2(RN )−L2(RN )
= e−λA(φ)‖tLλφe−tLλφ‖L2(RN )−L2(RN ),
where A(φ) = inf{φ(x); x ∈ E} − sup{φ(y); y ∈ F}. Thus by using Lemma 2.1 and (2.5) there
exists constants C, c, c′ > 0 independent of L ∈ Am(ρ,Λ, µ), λ ∈ R and φ ∈ Em(RN ) such that
‖PE(tH)ke−tHPF ‖L2(RN )−L2(RN ) ≤ Ce−c
′λd(E,F )+c(1+λ2m)t.
Thus (2.7) follows by choosing λ =
( c′d(E,F )
2ct
)1/(2m−1)
and a =
(
c′
2c1/2m
)2m/(2m−1)
in above
inequality.
Now, we intend to get rid of the term ect in the (2.7) for any t > 1. Let Uδf = δ
N
2 f(δx)
(δ > 0) and Q be the associated form of L ∈ Am(ρ,Λ, µ) with domain D(Q), we define
Qδ(f, f) := δ−2mQ(Uδf,Uδf)
with domain D(Qδ) = {f ∈Wm,2(RN ) : Uδf ∈ D(Q)}. Then
Qδ(f, f) =
∑
|α|=|β|=m
∫
RN
aα,β(δ
−1x)∂βf(x)∂αg(x)dx+ δ−2m
∫
RN
V (δ−1x)f2(x)dx
:=Qδ0(f, f) + 〈Vδf, f〉,
where Vδ = δ
−2mV (δ−1·). Moreover,
Qδ0(f, f) =
∑
|α|=|β|=m
∫
RN
aα,β(δ
−1x)∂βf(x)∂αf(x)dx ≥ ρ‖∇mf‖2L2(RN ),
and ∫
RN
Vδ,−(x)f2(x)dx≤ µ
(
Qδ0(f, f) +
∫
RN
Vδ,+(δ
−1x)f2(x)dx
)
,
where Vδ,± be the positive and negative parts of Vδ respectively. Therefore, we have that
Lδ = δ
−2mU−1δ LUδ, δ > 0,(2.8)
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with domain D(Hδ) = {f ∈ L2(RN ) : Uf ∈ D(H)} is the nonnegative self-adjoint operator
associated with Qδ and belongs to Am(ρ,Λ, µ).
On the other hand, notice that Lemma 2.1 holds uniformly for L ∈ Am(ρ,Λ, µ), which means
that (2.7) also holds for Lδ. Therefore, for all 0 < δ ≤ 1, arbitrary compact sets E,F ⊂ RN and
f ∈ L2(RN ) with suppf ⊂ F , it follows from (2.7) that
‖tLe−tLf‖L2(E)= ‖Uδ(tδ2mLδ)kU−1δ e−tδ
2mUδLδU−1δ f‖L2(E)
= ‖(tδ2mHδ)ke−tδ2mHδU−1δ f‖L2(δE)
≤Cectδ2me−a
(
d(δE,δF )
δt1/2m
)2m/(2m−1)
‖f‖L2(F )
where δE := {δx; x ∈ E} for any set E ⊂ RN and the constants C, a, c are independent
of δ due to the fact that the estimate (2.7) holds uniformly in Lδ ∈ Am(ρ,Λ, µ). Note that
d(δE, δF ) = δd(E,F ), then by choosing δ = t−1/2m (t > 1) we obtain
‖tLe−tLf‖L2(E)≤Cectδ
2m
e
−a
(
δd(E,F )
δt1/2m
)2m/(2m−1)
‖f‖L2(F )
≤Ae−a
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ).(2.9)
Finally, observe that for arbitrary closed set E,F ⊂ RN , since E = ∪∞ℓ=1Eℓ and F = ∪∞ℓ=1Eℓ
where both {Eℓ}∞ℓ=1 and {Fℓ}∞ℓ=1 are increasing monotone sets sequences. Then by a limitation
procedure, it is easy to see that (2.9) holds for arbitrary closed set. Thus we finish the proof of
Theorem 2.1.
Now we turn to study the L2 off-diagonal estimates of {√t∇me−tL}t>0.
Theorem 2.2. Let L = L0+ V ∈ Am where L0 is a homogeneous elliptic operator of order
2m in divergence form. Then there exist constants B, b > 0 such that for arbitrary closed set
E,F ⊂ RN , t > 0 and f ∈ L2(RN ) with suppf ⊂ F ,
‖
√
t∇me−tLf‖L2(E) ≤ Be−b
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ).
Proof. By the proof of Theorem 2.1, we only need to show that there exist constants C, c > 0
independent of the potential L ∈ Am(ρ,Λ, µ), λ ∈ R and φ ∈ Em(RN ) such that
‖eλφ
√
t∇me−tLe−λφf‖L2(RN ) ≤ Cec(1+λ
2m)t‖f‖L2(RN )(2.10)
for all t > 0.
Once (2.10) holds, for arbitrary compact set E,F ⊂ RN and f ∈ L2(RN ) with suppf ⊂ F ,
the same procedure as in the proof of Theorem 2.1 can lead to
‖
√
t∇me−tHf‖L2(E) ≤ Cecte−b
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ),(2.11)
where the constants C, c, b > 0 are independent of the L ∈ Am(ρ,Λ, µ).
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To remove the term ect for t > 1. Similarly to the proof of Theorem 2.1, let Lδ be the
operators defined by (2.8), it is easy to see that (2.11) uniformly holds for Lδ (δ > 0). Therefore,
‖
√
t∇me−tLf‖L2(E)= ‖
√
t∇me−tδ2mUδLδU−1δ f‖L2(E)
= ‖Uδ
√
(δ2mt)∇me−tδ2mLδU−1δ f‖L2(E)
≤Cectδ2me−b
(
d(δE,δF )
δt1/2m
)2m/(2m−1)
‖f‖L2(F ).
Then by taking δ = t−1/2m, we can obtain that
‖
√
t∇me−tLf‖L2(E)≤Cectδ
2m
e
−b
(
δd(E,F )
δt1/2m
)2m/(2m−1)
‖f‖L2(F )
≤Be−b
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ).
It remains to prove (2.10). In fact, (2.10) can be easily obtained by using the same procedure
as in the proof of [15, Proposition 3.1]. Hence, we finish the proof.
2.2 The Lp − Lq off-diagonal estimates for families of operators
This subsection is devoted to establishing Lp-L2 (L2-Lp) off-diagonal estimates for the following
families of operators
{e−tL}t>0, {tLe−tL}t>0 and {
√
t∇metL}t>0,
which is the bridge between Lp − Lq estimates and uniformly boundedness. We first introduce
the Lp-Lq estimates for a general family operators.
Definition 2.2. (Lp-Lq estimates for a family of operators) Let {St}t>0 be a family of
uniformly bounded operators on L2(RN ). We say that {St}t>0 satisfy the Lp-Lq estimates for
some p, q ∈ [1,∞) with p ≤ q if
‖Stf‖Lq(RN ) ≤ Ct
N
2m
( 1
q
− 1
p
)‖f‖Lp(RN ),
where C > 0, independent of t and f ∈ L2(RN )∩Lp(RN ). If {St}t>0 satisfy an Lp-Lp estimates,
then {St}t>0 are bounded on Lp(RN ) uniformly in t. In this case, we say St is bounded on
Lp(RN ).
Let us first state a useful result whose proof is easy and skipped here, one can see Hoffman
and Martell [35] for a similar proof for special indexes.
Lemma 2.2. If {Tt}t>0 satisfy Lp-Lq estimates (resp. off-diagonal estimates) and {St}t>0
satisfy Lq-Lr estimates (resp. off-diagonal estimates), then {StTt}t>0 satisfy Lp-Lr estimates
(resp. off-diagonal estimates).
We also need another basic lemma related to the Sobolev embedding theorem. Let Im,N to
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denote the following interval:
(2.12) Im,N =


[2, 2NN−2m ], N > 2m;
[2,∞), N = 2m;
[2,∞], N < 2m.
Denote I ′m,N = {p ∈ [1, 2] : 1p + 1p′ = 1, p′ ∈ Im,N}.
Lemma 2.3. Let f ∈ Wm,2(RN ), p ∈ Im,N and θ = N2m (1 − 2p) ∈ [0, 1]. Then f ∈ Lp(RN )
and there exists a constant Cm,N > 0 such that the following inequality holds:
‖f‖Lp(RN ) ≤ Cm,N‖(−∆)m/2f‖θL2(RN )‖f‖1−θL2(RN )
The following proposition deals with the relations between Lp bounded, Lp − L2 estimates
and Lp − L2 off-diagonal estimates for families of operators related to semigroup e−tL, which is
also useful in some other applications. Here and in the following, for any 1 ≤ p < Nm , denote by
p∗ = NpN−mp the Sobolev exponent of p.
Proposition 2.1. Let p ∈ [1, 2) and L = L0 + V ∈ Am where L0 is a homogeneous elliptic
operator of order 2m in divergence form. Denote {Tt}t>0 by the following families of operators
{e−tL}t>0, {tLe−tL}t>0 and {
√
t∇metL}t>0.
Then
(i) If Tt is bounded on L
p(RN ), then it satisfies the Lp-L2 estimates.
(ii) If Tt satisfies the L
p-L2 estimates, then for all p < q < 2 it satisfies the Lq-L2 off-
diagonal estimates.
(iii) If Tt satisfies the L
p-L2 off-diagonal estimates, then it is bounded on Lp(RN ).
Proof. Notice that the proofs for conclusions (ii) and (iii) are essentially similar to the ones in
[1] and [24]. We hence only give the proof of (i).
We first prove that (i) is true for {√t∇me−tL}t>0. Notice that
√
t∇me−tL is bounded on
L2(RN ) (see Theorem 2.2) and
√
t∇me−tL =
√
2
√
t
2
∇me− t2Le− t2L,
thus it suffices to prove that e−tL satisfies the Lp-L2 estimates.
If N ≤ 2m, it follows from Lemma 2.3 that for all r ∈ [2,∞) and f ∈ L2(RN ) ∩ Lr(RN ),
‖e−tLf‖Lr(RN ) ≤ ‖∇me−tLf‖θL2(RN )‖e−tLf‖1−θL2(RN ) ≤ Ct−
N
2m
(1/2−1/r)‖f‖L2(RN ),
11
where θ = N2m (1 − 2r ). Thus, by a standard duality argument, we have that e−tL satisfies the
Lp − L2 estimate for all p ∈ (1, 2].
If N > 2m, it follows that p < 2 < Nm . Then by Lemma 2.3 and duality, we obtain that
e−tL satisfies the Lp − L2 estimate for all p ∈ [ 2NN+2m , 2]. Hence it suffices to consider the case
p < 2NN+2m . To do this, notice that
√
t∇me−tL is bounded on Lr(RN ) for all r ∈ [p, 2], then it
follows from the Sobolev embedding theorem that
‖e−tLf‖Lr∗(RN ) ≤ Ct−
1
2 ‖f‖Lr(RN ), r ∈ [p, 2].(2.13)
Let r0 = p and rj = r
∗
j−1 =
Nr0
N−mjr0 for j ∈ N with j < Nr0m , we have
‖e−j0tLf‖Lrj (RN )≤‖e−tL‖Lrj−1−Lrj · · · ‖e−tL‖Lr0−Lr1‖f‖Lr0
≤Ct− j2 ‖f‖Lr0 (RN ).(2.14)
We choose j0 ≥ 1 such that 2NN+2m < rj0 < 2, then it follows from (2.14) that e−tL satisfies the
Lp−Lrj0 estimates, which combined the fact that e−tL satisfies the Lrj0 −L2 estimate can finish
the proof.
It remains to show that (i) holds for {e−tL}t>0 and {tLe−tL}t>0. In fact, the same argument
as in the proof of [24, Theorem 3.1] can be applied to show that (i) holds for {e−tL}t>0. Moreover,
by the identity tLe−tL = 2 t2Le
− t
2
Le−
t
2
L and the fact that tLe−tL is bounded on L2(RN ), (i) is
also true for {tLe−tL}t>0. Hence we finish the whole proof.
Theorem 2.3. Let L = L0+ V ∈ Am where L0 is a homogeneous elliptic operator of order
2m in divergence form. Then for any p ∈ Im,N (resp. p ∈ I ′m,N), the following statements hold:
(i) {e−tL}t>0 and {tLe−tL}t>0 satisfy the L2-Lp (resp. Lp-L2) estimates.
(ii) {e−tL}t>0 and {tLe−tL}t>0 satisfy L2-Lp (resp. Lp-L2) off-diagonal estimates.
(iii) {e−tL}t>0 and {tLe−tL}t>0 are bounded on Lp(RN ).
Proof. Notice that (iii) can be easily obtained by Proposition 2.1 and a duality argument if (ii)
holds. On the other hand, since {tLe−tL}t>0 is bounded on L2(RN ) and satisfies L2 off-diagonal
estimates, then by the identity tLe−tH = 2(e−tL/2)( t2Le
−tL/2), Lemma 2.2 and duality, we only
need to prove that the conclusions (i) and (ii) are true for {e−tL}t>0 and p ∈ Im,N .
We begin with the proof of (ii). For L ∈ Am, there exist constants 0 < ρ < Λ < ∞
and µ ∈ [0, 1) such that L ∈ Am(ρ,Λ, µ). Let λ ∈ R, φ ∈ Em(RN ) and Lλφ be the perturbed
operator defined in (2.2). Write gt := e
−tLλφg for each g ∈ L2(RN ), it follows that gt ∈ D(Hλφ) ⊂
Wm,2(RN ). Then by Lemma 2.3 we have that
‖gt‖Lp(RN )≤Cm,N‖(−∆)m/2gt‖θL2(RN )‖gt‖1−θL2(RN )(2.15)
where p ∈ Im,N and θ = N2m (1 − 2p) ∈ [0, 1]. Notice that for all f ∈ D(Q) ⊂ Wm,2(RN ), it is
easy to show that
|ℜQλφ(f, f)−Q(f, f)| ≤ |Qλφ(f, f)−Q(f, f)|
≤ εQ0(f, f) + bε(1 + λ2m)‖f‖2L2(RN )
≤ ε
1− µQ(f, f) + bε(1 + λ
2m)‖f‖2L2(RN ),
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which combined Lemma 2.1 imply that
‖(−∆)m/2gt‖L2(RN ) ≤ C
(Q(ft, ft))1/2 ≤C ′{ℜQλφ(gt, gt) + (1 + λ2m)〈gt, gt〉}1/2
≤C ′{|〈Lλφgt, gt〉|+ (1 + λ2m)〈gt, gt〉}1/2
≤C ′′{t−1 + (1 + λ2m)}1/2ec(1+λ2m)t‖g‖L2(RN )
≤Dt−1/2e(c+1)(1+λ2m)t‖g‖L2(RN ),(2.16)
where the constants C,C ′, C ′′,D, c are all independent of the choices of L ∈ Am(ρ,Λ, µ), λ ∈ R
and φ ∈ Em(RN ). Therefore it follows from (2.15) and (2.16) that
‖e−tLλφg‖Lp(RN ) ≤Bt−
N
2m
( 1
2
− 1
p
)eb(1+λ
2m)t‖g‖L2(RN ).(2.17)
By (2.17) and the similar procedure as in the proof of Theorem 2.1, there exist constants
ω, c, C > 0 independent of L ∈ Am(ρ,Λ, µ) such that
‖e−tLf‖Lp(E) ≤ Ct−
N
2m
( 1
2
− 1
p
)
eωte
−c
(
d(E,F )
t1/2m
)2m/(2m−1)
‖f‖L2(F ),(2.18)
for arbitrary disjoint compact set E,F ⊂ RN , t > 0 and f ∈ L2(RN ) with suppf ⊂ F . Finally,
we can again use the the same scaling method as in the proof of Theorem 2.1 to get rid of the
term eωt in the (2.18) for any p ∈ Im,N . Thus we finish the proof of (ii).
Now we turn to prove (i). In fact, we can obtain (i) by using the same procedure as above.
Hence we finish the whole proof.
Theorem 2.4. Let L = L0+ V ∈ Am where L0 is a homogeneous elliptic operator of order
2m in divergence form defined by (1.1). Then we have
(i) {√t∇me−tL}t>0 satisfy the Lp − L2 estimates for all p ∈ I ′m,N .
(ii) {√t∇me−tL}t>0 satisfy Lp − L2 off-diagonal estimates for all p ∈ I ′m,N .
(iii) {√t∇me−tL}t>0 is bounded on Lp(RN ) for all p ∈ I ′m,N .
Proof. As done in the proof of Theorem 2.3, we just prove the case N > 2m for simplicity.
Notice that √
t∇me−tL =
√
2(
√
t/2∇me−tL/2)(e−tL/2),
then it follows from Proposition 2.1 and a duality process that all conclusions hold. Hence the
whole proof of theorem could be finished.
3 The Riesz transform for q ≤ 2
Let L = L0 + V ∈ Am where L0 is a homogeneous elliptic operator of order 2m in divergence
form defined by (1.1). Notice that by (1.4), we have
(3.1) ‖∇mf‖L2(RN ) ≤ C‖(−∆)m/2f‖L2(RN ) ≤ C ′‖L1/2f‖L2(RN ),
which gives that ker(L1/2) = {0} and Ran(L1/2) = L2(RN ). Hence ∇mL−1/2 can extend to a
bounded operator on L2(RN ). However, it is not obvious if ∇mL−1/2 defined by (1.6) is bounded
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on Lq for q 6= 2. In this section, we will apply the off-diagonal estimates to investigate the Lq
boundedness of ∇mL−1/2 for q < 2.
Let us recall two important lemmas which treat the boundedness of general Caldero´n-
Zygmund type operators on Lq. For a ball B ⊂ RN and λ > 0, we denote by λB the ball
with same center and radius λ times that of B. We set
S1(B) = 4B, Sj(B) = 2
j+1B \ 2jB for j ≥ 2.
Denote by M the Hardy-littlewood maximal operator
M(f)(x) = sup
x∈B
1
|B|
∫
B
|f(y)|dy
where B ranges over all open balls (or cubes) containing x.
Lemma 3.1. Let p0 ∈ [1, 2). Suppose that T is a sublinear operator of strong type (2, 2)
and {Ar}r>0 is a family of linear operators acting on L2(RN ). If for j ≥ 2
( 1
|2j+1B|
∫
Sj(B)
|T (I −Ar(B))f(x)|2dx
) 1
2 ≤ g(j)
( 1
|B|
∫
B
|f(x)|p0dx
) 1
p0 ,(3.2)
and for j ≥ 1
( 1
|2j+1B|
∫
Sj(B)
|Ar(B)f(x)|2dx
) 1
2 ≤ g(j)
( 1
|B|
∫
B
|f(x)|p0dx
) 1
p0 ,(3.3)
for all ball B with r(B) the radius of B and all f supported in B. If
∑
j g(j)2
jN < ∞, then T
is of weak type (p0, p0), with the bound depending only on the strong type (2, 2) bound of T, p0
and the sum
∑
j g(j)2
jN . Hence, by interpolation T also is bounded on Lp(RN ) for p0 < p < 2.
Lemma 3.2. Let p0 ∈ [2,∞). Suppose that T is a sublinear operator acting on L2(Rn) and
{Ar}r>0 is a family of linear operators acting on L2(Rn). Also assume that
( 1
|B|
∫
B
|T (I −Ar(B))f(x)|2dx
) 1
2 ≤ C(M(|f |2)) 12 (y)(3.4)
and ( 1
|B|
∫
B
|TAr(B)f(x)|p0dx
) 1
p0 ≤ C(M(|Tf |2)) 12 (y)(3.5)
for all f ∈ L2, all ball B and all y ∈ B where r(B) is the radius of B. If 2 < p < p0 and Tf ∈ Lp
as f ∈ Lp, then T is strong type (p, p). That is, for all f ∈ L2(Rn) ∩ Lp(Rn),
‖Tf‖Lp(Rn) ≤ c‖f‖Lp(Rn),
where c depends only on n, p, and p0 and C.
Lemmas 3.1 and 3.2 are essentially due to [14, Theorem 1.1, p. 920] and [7, Theorem 2.1,
p. 923], respectively. See [4] for the proofs and nice comments on them.
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3.1 The Lq boundedness of ∇mL−1/2 for q ≤ 2
We consider the Lq boundedness of ∇mL−1/2 for q < 2 in this subsection. First of all, let us
prove the following proposition which connects the Riesz transform ∇mL−1/2 and e−tL.
Proposition 3.1. Let L = L0 + V ∈ Am where L0 is a homogeneous elliptic operator of
order 2m in divergence form defined by (1.1). Then the following statements hold.
(i) If e−tL satisfies Lp−L2 off-diagonal estimates for some p ∈ [1, 2], then the Riesz transform
∇mL−1/2 is of weak type (p, p) and bounded on Lq for all q ∈ (p, 2].
(ii) If ∇mL−1/2 is bounded on Lp for some p ∈ (1, 2), then e−tL satisfies Lp-L2 estimates.
Proof. We prove (i) first. Notice that ∇mL−1/2 is bounded on L2(RN ), then by Lemma 3.1, it
suffices to verify that (3.2) and (3.3) hold for T = ∇mL−1/2 and p0 = p. To this end, let B be
a ball and r = r(B) its radius. Choose Ar = I− (I− e−r2mL)M for M ∈ N and M > N4m .
We first verify (3.3). Let f be supported in B. Notice that Ar =
∑M
ℓ=1CM,ℓe
−ℓr2mL and
e−tL satisfies the Lp-L2 off-diagonal estimates, then for any j ≥ 1, we obtain that
( 1
|2j+1B|
∫
Sj(B)
|Arf(x)|2dx
) 1
2 ≤
M∑
ℓ=1
CM,ℓ
( 1
|2j+1B|
∫
Sj(B)
|e−ℓr2mLf(x)|2dx
) 1
2
≤
M∑
ℓ=1
CM,ℓ2
− jN
2 |B|− 12 ‖e−ℓr2mLf‖L2(Sj(B))
≤CM2−
jN
2 |B|− 12 r−N( 1p− 12 )e−c
(
d(B,Sj(B))
2m
r2m
) 1
2m−1
‖f‖Lp(B)
≤ g1(j)
( 1
|B|
∫
B
|f(x)|pdx
) 1
p
,
where g1(j) = CM2
− jN
2 e−cM2
2jm
2m−1
as j ≥ 2 and g1(1) = CM2−N2 . Thus for j ≥ 1,
( 1
|2j+1B|
∫
Sj(B)
|Ar(B)f(x)|2dx
) 1
2 ≤ g1(j)
( 1
|B|
∫
B
|f(x)|pdx
) 1
p
(3.6)
holds with
∑∞
j=1 g1(j)2
jN <∞.
It remains to establish (3.2). Notice that by the same procedure as in the proof of Auscher
[4, Lemma 4.4],
‖∇mL−1/2(I − e−r2mL)Mf‖L2(Sj(B)) ≤ Cr(
N
2
−N
p
)
2−2mMj‖f‖Lp(B)(3.7)
holds for given p ∈ [1, 2] as in assumptions. Thus, for j ≥ 2 we get that
( 1
|2j+1B|
∫
Sj(B)
|∇mL−1/2(I −Ar(B))f(x)|2dx
) 1
2
≤C2− jN2 |B|− 12‖∇mL−1/2(I− e−r2mL)Mf‖L2(Sj(B))
≤C2− jN2 |B|− 12 r−N( 1p− 12 )2−2mMj‖f‖Lp(B)
≤ g2(j)
( 1
|B|
∫
B
|f(x)|pdx
) 1
p
,
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where g2(j) = C2
−j(N
2
+2mM). Then
∑∞
j=2 g2(j)2
jN < ∞ when M ∈ N and M > N4m , which
means that (3.2) holds for T = ∇mL−1/2 and p0 = p. We hence finish the proof of (i).
We now turn to prove the statement (ii). Let L ∈ Am, it follows from Theorem 2.3 and a
duality argument that e−tL satisfies Lp−L2 estimates for all p ∈ I ′m,N (see (2.12) its definition).
Thus, it suffices to prove (ii) for p < 2NN+2m when N > 2m.
Notice that ∇mL−1/2 is bounded on Lr(RN ) for all r ∈ [p, 2], then it follows from the
Sobolev embedding theorem that
L−1/2 : Lr(RN )→ Lr∗(RN ), r ∈ [p, 2].
Now let r0 = p and rj = r
∗
j−1 =
Nr0
N−mjr0 for j ∈ N with j < Nr0m , it is easy to see that
L−j/2 : Lp(RN )→ Lrj (RN ).(3.8)
By choosing j0 ≥ 1 such that 2NN+2m < rj0 < 2, it follows from (3.8) that L−j0/2 satisfies Lp−Lrj0
estimate. Write
e−tL = (e−
t
2
LLj0/2)e−
t
2
LL−j0/2,
we have
‖e− t2LL−j0/2‖Lp−L2 ≤ ‖e−
t
2
L‖Lrj0−L2‖L−j0/2‖Lp−Lrj0 ≤ Ct−
N
2m
(1/rj0−1/2).
On the other hand, by the bounded holomorphic calculus of L on L2(RN ), e−
t
2
LLj0/2 is L2−L2
bounded by Ct−j0/2. Therefore
‖e−tL‖Lp−L2 ≤‖e−
t
2
LLj0/2‖L2−L2‖e−
t
2
LL−j0/2‖Lp−L2 ≤ Ct−
N
2m
(1/p−1/2).
We finish the proof.
For L ∈ Am, by using Proposition 3.1 and the off-diagonal estimates for e−tL, we now show
the Lq boundedness of ∇mL−1/2 for q ≤ 2.
The proof of Theorem 1.1: Let L be defined as in Theorem 1.1. Then it follows from
Theorem 2.3 that e−tL satisfies Lq − L2 off-diagonal estimates for all q ∈ I ′m,N . Thus, we can
finish the proof of Theorem 1.1 by using (i) of Proposition 3.1.
3.2 Sharpness of Theorem 1.1
In this subsection, we will discuss the sharpness of the interval ( 2NN+2m ∨ 1, 2] in Theorem 1.1. It
has been pointed out in Remark 1.1 that when N ≤ 2m, the lower bound of (1, 2] in Theorem
1.1 is optimal with respect to Am and the sharpness of the upper bound of (1, 2] is still unknown
to us. However, for N > 2m, we have the following sharpness result.
Theorem 3.1. Let m ≥ 2 and N > 2m. The interval ( 2NN+2m , 2] in Theorem 1.1 is sharp
in the following sense: for given q < 2NN+2m or q > 2, there exists an operator L ∈ Am such that
∇mL−1/2 is not bounded on Lq(RN ).
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Before proving Theorem 3.1, we first see the following lemma which essentially belongs to
Davies [22].
Lemma 3.3. Let m ≥ 2 and N > 2m. For given q < 2NN+2m or q > 2NN−2m , there exist a self-
adjoint elliptic operator L0 of order 2m in divergence form with bounded coefficients satisfying
(1.3) such that e−tL0 cannot be extended from L2(RN )∩Lq(RN ) to a uniformly bounded operator
on Lq(RN ) for any t > 0.
Proof. In fact, let L0 be the operator A defined in Davies [22, Theorem 5], it follows that L0
is an uniformly non-negative self-adjoint uniformly operator of order 2m with coefficients aα,β.
Moreover, aα,β are bounded smooth functions of x on R
N\{0} and aα,β(sx) = aα,β(x) for all
s > 0 and x ∈ RN . Then by Davies [22, Theorem 10], we have that for all p∈[ 2NN+2m , 2NN−2m ], the
e−tL0 cannot be extended from L2(RN ) ∩ Lq(RN ) to a uniformly bounded operator on Lq(RN )
for any t > 0.
The Proof of Theorem 3.1: We first prove that the lower bound 2NN+2m is sharp. Actually,
by using (ii) of Proposition 3.1 and Proposition 2.1, we only need to prove that for N > 2m
and given q < 2NN+2m , there exists an operator L ∈ Am such that the semigroup e−tL cannot
be extended from L2(RN ) ∩ Lq(RN ) to an uniformly bounded operator on Lq(RN ). In fact, let
L = L0+V where L0 be the operator defined in Lemma 3.3 and V = 0. It follows from Lemma
3.3 that for all q < 2NN+2m , the e
−tL cannot be extended from L2(RN ) ∩ Lq(RN ) to a uniformly
bounded operator on Lq(RN ) for any t > 0. Hence, we finishes the proof for q < 2NN+2m .
Now we turn to prove that the upper bound 2 is sharp. The proof would involve some
results of next section. Without loss of generality, we assume that 2 < q < Nm in the whole
proof. Choosing a fixed 2NN−2m < p <
Nq
N−qm , it follows from Lemma 3.3 that there exists an
operator L ∈ Am such that e−tL cannot be extended from L2(RN ) ∩ Lp(RN ) to a uniformly
bounded operator on Lp(RN ), hence the Riesz transform ∇mL−1/2 is not bounded on Lq(RN ).
Otherwise, it follows from (i) of Proposition 4.2 and Proposition 4.1 that
√
t∇me−tL is uniformly
bounded on Lr for all 2 < r < q. Then by Lemma 4.1, we can obtain that e−tL is uniformly
bounded on Lr for all 2 ≤ r < NqN−qm , which makes contradiction since e−tL is not uniformly
bounded on Lp(RN ) for given 2NN−2m < p <
Nq
N−qm . Hence, we finish the proof.
4 The Riesz transform for q > 2
Let L = L0 + V ∈ Am where L0 is a homogeneous elliptic operator of order 2m in divergence
form defined by (1.1), the Lq boundedness of ∇mL−1/2 for q > 2 will be investigate in this
section.
We begin with the Lp-regularity of
√
t∇me−tL for p > 2, which will help us build a bridge be-
tween the boundedness of ∇mL−1/2 on Lq for q > 2 and the off-diagonal estimates of √t∇me−tL,
see subsection 4.1 below. On the other hand, notice that extra conditions on L ∈ Am are neces-
sary due to Shen’s counterexample in [48] and the sharpness result Theorem 3.1, thus two types
of conditions on both L0 and V will be introduced and discussed in subsections 4.2 and 4.3,
respectively.
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4.1 The Lp-regularity of
√
t∇me−tL for p > 2
We recall in Proposition 3.1 that the Lq (q < 2) boundedness of Riesz transform ∇mL−1/2 is
essentially equivalent to the Lp−L2 estimates (off-diagonal estimates) of e−tL. In this subsection,
we will establish the equivalence between the Lp (p > 2) properties of
√
t∇me−tL and the Lq
boundedness of ∇mL−1/2 for q > 2. To this end, we first consider the family of operators
{∇me−tL}t>0 on Lp(RN ) for p > 2.
Lemma 4.1. Let N > 2m ≥ 4 and L = L0 + V ∈ Am where L0 is a homogeneous
elliptic operator of order 2m in divergence form defined by (1.1). Assume that {√t∇me−tL}t>0
is uniformly bounded operators on Lq(RN ) for some 2 ≤ q < Nm , then the operators {e−tL}t>0 is
bounded on Lp(RN ) for all 2 ≤ p < q∗ = NqN−mq .
Proof. It follows from Theorem 2.3 that e−tL satisfies L2 − Lq for all q ∈ [2, 2NN−2m ] if N > 2m.
Thus by Proposition 2.1 and duality, we only need to prove this lemma for 2NN−2m < q <
N
m .
For fixed q ∈ [2, Nm ), interpolating by Riesz-Thorin theorem the Lq and L2 boundedness of√
t∇e−tL, we have that √t∇e−tL is bounded on Lr for all 2 ≤ r ≤ q. Then it follows from the
Sobolev embedding theorem that
‖e−tL‖Lr−Lr∗ ≤ Ct−
1
2 , r ∈ [2, q].(4.1)
Notice that there exists constants j0 ∈ N and 2 ≤ r0 < 2NN−2m such that q∗ = Nr0N−mj0r0 < ∞
and e−tL satisfies L2-Lr0 estimates (see Theorem 2.3), then let rj = (rj−1)∗ (j = 1, 2, . . . , j0), it
follows from (4.1) that
‖e−(j0+1)tL‖L2−Lq∗ ≤ ‖e−tL‖L2−Lr0‖e−tL‖Lr0−Lr1 · · · ‖e−tL‖Lrj0−1−Lrj0 ≤ Ct−
N
2m
( 1
2
− 1
q∗
),
which combined Proposition 2.1 and duality can finish the proof.
The following lemma studies the relations between Lp bounded, L2 − Lp estimates and
L2 − Lp off-diagonal estimates for operator √t∇me−tL with p > 2.
Proposition 4.1. Let p ∈ (2,∞], N > 2m and L = L0+V ∈ Am where L0 is a homogeneous
elliptic operator of order 2m in divergence form defined by (1.1). Then the following statements
hold.
(i) If {√t∇me−tL}t>0 is bounded on Lp(RN ), then it satisfies the L2 − Lp estimates.
(ii) If {√t∇me−tL}t>0 satisfies the L2−Lp estimates, then it satisfies the L2−Lq off-diagonal
estimates for 2 < q < p.
(iii) If {√t∇me−tL}t>0 satisfies the L2 − Lp off-diagonal estimates, then it is bounded on
Lp(RN ).
Proof. We prove (i) first. When N > 2m, by the identity
√
t∇me−tL = √2
√
t
2∇me−
t
2
Le−
t
2
L,
the fact that
√
t∇me−tL is bounded on Lp(RN ) and Theorem 2.3, it suffices to prove that e−tL
satisfies L2 − Lp estimates for p > 2NN−2m . We will prove it by splitting p into two parts.
Assume that 2NN−2m < p < ∞, then there exists a constant 2 < q < Nm such that q <
p < q∗ = NqN−mq . On the other hand, since 2 < q < p, it follows that
√
t∇me−tL is bounded
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on Lq(RN ). Thus, by the proof of Lemma 4.1, we can obtain that e−tL satisfies the L2 − Lq∗
estimates, which implies the result as desired.
Assume that p = ∞, we have to prove that e−tL satisfies the L2 − L∞ estimates. Notice
that
√
t∇me−tL is bounded on Lq(RN ) for all 2 ≤ q ≤ ∞, then by choosing Nm < q < Nm−1 and
the Sobolev embedding theorem, we have Wm,q(RN ) →֒ C0,γ(RN ) with γ = m− Nq . Hence, for
t > 0 and x, y ∈ RN
|e−tLf(x)− e−tLf(y)| ≤ C‖∇me−tL‖Lq(RN )|x− y|γ ≤ Ct−
1
2
− N
2m
( 1
2
− 1
q
)‖f‖L2(RN )|x− y|γ .
where we use the fact that
√
t∇me−tL satisfies L2 − Lq estimates for all Nm < q < Nm−1 as we
just proved it. Now fix x ∈ RN , let B be the ball with center x and radius r = t 12m , we average
the square of the above inequality to get
|e−tLf(x)| ≤ C|B|− 12 ‖e−tLf‖L2(B) + Crγt−
1
2
− N
2m
( 1
2
− 1
q
)‖f‖L2(RN ) ≤ Ct−
N
4m ‖f‖L2(RN ),
which implies that e−tL is bounded from L2 to L∞. Therefore, we finish the proof of (i).
Since we have proved
√
t∇me−tL (t > 0) satisfies L2 off-diagonal estimate. Thus the state-
ment (ii) follows easily by interpolation.
The statement (iii) can be obtained by applying [4, Lemma 3.3] to T = e−tH
∗
(∇m)∗ and
the duality argument.
Now we turn to show the main result of this subsection which connects ∇mL− 12 with√
t∇me−tL on Lq for q > 2.
Proposition 4.2. Let L = L0 + V ∈ Am where L0 is a homogeneous elliptic operator of
order 2m in divergence form defined by (1.1). Then:
(i) If ∇mL− 12 is bounded on Lp for 2 < p < ∞, then {√t∇me−tL}t>0 satisfies L2 − Lq
off-diagonal estimates for all 2 < q < p.
(ii) If N > 2m and {√t∇me−tL}t>0 satisfies L2−Lp off-diagonal estimates for 2 < p <∞,
then ∇mL− 12 is bounded on Lq with 2 < q < p.
Proof. We first prove (i). By assumptions, it is easy to see that ∇mL− 12 is bounded on Lr for
2 ≤ r ≤ p, which combined the Sobolev embedding theorem imply that
‖L− 12 f‖Lr∗ ≤ C‖∇mL−
1
2 f‖Lr ≤ C‖f‖Lr , 2 ≤ r ≤ p, r < N
m
, r∗ =
Nr
N − rm.(4.2)
We choose constants j0 ∈ N and 2 ≤ r0 ≤ 2NN−2m such that p = Nr0N−mj0r0 <∞ and let rj = (rj−1)∗
for j = 1, 2, · · · , j0. It follows from (4.2) that
L−j0/2 : Lr0(RN )→ Lrj0 (RN ).(4.3)
Now write
e−tLf = L−j0/2e−
t
2
L(Lj0/2e−
t
2
L)f.(4.4)
Notice that Lj0/2e−
t
2
L is bounded on L2 with bound Ct−j0/2 and e−
t
2
L satisfies the L2-Lr0
estimates (see Theorem 2.3), then it follows from (4.3) and (4.4) that e−tL satisfies L2 − Lp
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estimates. Thus, we have
‖∇me−tL‖L2−Lp = ‖∇mL−
1
2 e−
t
2
L(L
1
2 e−
t
2
L)‖L2−Lp
≤‖∇mL− 12 ‖Lp−Lp‖e−
t
2
L‖L2−Lp‖L
1
2 e−
t
2
L‖L2−L2 ≤ Ct−1/2,
which combined Proposition 4.1 finish the proof.
Let us turn to the proof of (ii). For given 2 < p <∞ and every 2 < q < p, it suffice to apply
Lemma 3.2 to the operator T = ∇mL− 12 with q0, where 2 < q < q0 < p. For every ball open B
with radius r = r(B) and Ar = I− (I− e−r2mL)M where M ∈ N would be chosen later, we will
finish the proof of (ii) in the following two steps.
Step 1. We show that for f ∈ Lq0(RN ) ∩ L2(RN )
‖∇mL− 12 (I− e−r2mL)Mf‖L2(B) ≤ C|B|1/2
∑
j≥1
g(j)
( 1
|2j+1B|
∫
2j+1B
|f |2dx
) 1
2
,(4.5)
with g(j) = 2j(
N
2
−2mM). Let Sj(B) (j ≥ 1) be defined as in Section 3. Then by Minkowski
inequality we have
‖∇mL− 12 (I − e−r2mL)Mf‖L2(B) ≤
∑
j≥1
‖∇mL− 12 (I− e−r2mL)M (χSj(B)f)‖L2(B).
For j = 1, by the L2 boundedness of ∇mL− 12 and e−tL, we have
‖∇mL− 12 (I− e−r2mL)M (χS1(B)f)‖L2(B) ≤ C‖f‖L2(B) ≤ C|4B|1/2
( 1
|4B|
∫
4B
|f |2dx
) 1
2
.
When j ≥ 2, it follows from the same idea as in the proof of (3.7) that
‖∇mL− 12 (I− e−r2mL)M (χSj(B)f)‖L2(B) ≤ C2−2mMj‖f‖L2(Sj(B)),
which implies (4.5) immediately. By choosing M > N4m in (4.5), we can establish (3.4).
Step 2. We show that (3.5) holds. In fact, Notice that Ar =
∑M
ℓ=1CM,ℓe
−ℓr2mL, we first
prove that
( 1
|B|
∫
B
∣∣∣∇me−ℓr2mLf(x)∣∣∣q0dx) 1q0 ≤ C∑
j≥1
g(j)
( 1
|2j+1B|
∫
2j+1B
|∇mf(x)|2dx
) 1
2
,(4.6)
for all ℓ = 1, . . . ,M with
∑
j≥1 g(j) < ∞. Let Sj(B) (j ≥ 1) be defined as above. For j = 1,
by the assumption and Proposition 4.1, we have
√
t∇me−tL also satisfies the L2−Lq0 estimate.
Thus ( 1
|B|
∫
B
∣∣∣∇me−ℓr2mL(χS1(B)f)(x)∣∣∣q0dx) 1q0 ≤ C|B|− 1q0 rm+N( 1q0− 12 )‖f‖L2(4B).
When j ≥ 2, it follows from the L2 − Lp off-diagonal estimate for √t∇me−tL that
( 1
|B|
∫
B
∣∣∣∇me−ℓr2mL(χSj(B)f)(x)∣∣∣q0dx) 1q0 ≤C|B|− 1q0 rm+N( 1q0− 12 )e−2 2mj2m−1 ‖f‖L2(Sj(B)).
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On the other hand, for every j ≥ 1, by Rellich inequality (see [23, Corollary. 14]), we have
for N > 2m (∫
Sj(B)
|f(x)|2dx
) 1
2 ≤ (2jr)m
( 1
(2jr)2m
∫
Sj(B)
|f(x)|2dx
) 1
2
≤C(2jr)m
( ∫
RN
|χ2Sj(B)f(x)|2
|x|2m dx
) 1
2
≤C(2jr)m‖∇mf‖L2(Sj(B)).
Thus we have( 1
|B|
∫
B
∣∣∣∇me−ℓr2mLf ∣∣∣q0dx) 1q0 ≤C∑
j≥1
2−2mMj+mj+
N
2
j
( 1
|2j+1B|
∫
2j+1B
|∇mf(x)|2dx
) 1
2
which means (4.6) by choosing large enough M. Now applied to f = L−1/2g gives us (3.5).
Therefore, we finish the proof.
Remark 4.1. If V = 0, the restriction N > 2m in (ii) of Proposition 4.2 can be removed due
to the conversation property e−tL01 = 1 (see [4]). In our paper, we adapt a different approach
which require N > 2m since e−tL1 = 1 may no longer hold if V 6= 0.
4.2 The potential class L
N
2m
,∞(RN)
In this subsection, we focus on the Riesz transform associated to L ∈ Am(ρ,Λ, µ) with extra
assumption that V ∈ L N2m ,∞(RN ) on Lq for q > 2. By Proposition 4.2, we will mainly consider
the L2 − Lp off-diagonal estimates for √t∇me−tL.
First of all, we introduce two important constants. Denote sm,p (1 ≤ p < Nm ) the constant
such that ‖f‖Lp∗ ≤ sm,p‖∇mf‖Lp . Recall the weak type Ho¨lder inequality (see [1, Lemma 4.1]),
let hp,q,r be the constant such that
‖fg‖Lp ≤ hp,q,r‖f‖Lrw‖g‖Lq ,(4.7)
where f ∈ Lrw(RN ), g ∈ Lq(RN ) and 1p = 1q + 1r for all p, q, r ∈ (1,∞).
Remark 4.2. Let N > 2m and V ∈ L N2m ,∞(RN ), by the weak Ho¨lder inequality (4.7) we
have ∫
RN
V−(x)|f(x)|2dx≤‖V
1
2− f‖L2‖V
1
2− f‖L2 ≤ h2‖V
1
2− ‖2
L
N
m
w
‖f‖2
L
2N
N−2m
≤ h2s2m,2‖|V |
1
2‖2
L
N
m
w
‖∇mf‖2L2
≤ h2s2m,2‖V ‖L N2m,∞ρ
−1
(
Q0(f, f) +
∫
RN
V+(x)|f(x)|2dx
)
(4.8)
where ρ is defined in (1.3) and h = h2, 2N
N−2m
,N
m
in (4.7). Thus if Q0 satisfies (1.2)-(1.3) and
V ∈ L N2m ,∞(RN ) with
‖V ‖
L
N
2m,∞
< Θ := ρ(hsm,2)
−2,(4.9)
then by (4.8), L = L0 + V ∈ Am(ρ,Λ, µ) automatically where µ ≤ Θ−1‖V ‖
L
N
2m,∞
and L0 is the
operator associated to Q0.
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Lemma 4.2. Let N > 2m and L = L0 + V ∈ Am(ρ,Λ, µ) where L0 is a homogeneous
elliptic operator of order 2m in divergence form defined by (1.1) and V ∈ L N2m ,∞(RN ). Then
there exist a constant r0 ∈ [1, 2), such that the operator L + I is bounded and invertible from
Wm,p(RN ) to W−m,p(RN ) with p satisfying |1/2 − 1/p| < |1/2 − 1/r0|.
Proof. Let f ∈ Wm,p(RN ) and g ∈ Wm,p′(RN ) with 1/p + 1/p′ = 1, by the weak Ho¨lder
inequality (4.7) and Sobolev embedding theorem, we have∫
RN
V (x)f(x)g(x)dx≤ h‖V ‖
L
N
2m,∞
‖fg‖LN/N−2m
≤ h‖V ‖
L
N
2m,∞
‖f‖LNp/N−2m‖g‖LNp′/N−2m
≤ hsm,psm,p′‖V ‖
L
N
2m,∞
‖f‖Wm,p‖g‖Wm,p′ ,(4.10)
where h = h1, N
N−2m
, N
2m
in (4.7). Thus, since aα,β ∈ L∞(RN ,C), we can obtain
|〈(L+ I)f, g〉|
≤
∫
RN
( ∑
|α|=|β|=m
∣∣aαβ(x)∂αf(x)∂βg(x)∣∣+ ∣∣V (x)f(x)g(x)∣∣+ ∣∣f(x)g(x)∣∣
)
dx
≤C‖f‖Wm,p‖g‖Wm,p′ ,(4.11)
which means that L+ I is bounded from Wm,p(RN ) to W−m,p(RN ) for all 1 < p <∞. On the
other hand, it follows from the same argument as in the proof of [10, Proposition 2] that L+ I is
invertible from Wm,2(RN ) to W−m,2(RN ). Thus, applying a result of Sneiberg [51] (see also [10,
Lemma 23]), there exists an r0 ∈ [1, 2), such that the operator L+ I is bounded and invertible
from Wm,p(RN ) to W−m,p(RN ) with p satisfying |1/2 − 1/p| < |1/2− 1/r0|.
Remark 4.3. We need to emphasize that the constant r0 may depend on ρ, Λ, µ, ‖V ‖
L
N
2m,∞
and the Sobolev constants, which will plays an important role in the study of this subsection.
Lemma 4.3. Let N > 2m and L = L0 + V ∈ Am(ρ,Λ, µ) where L0 is a homogeneous
elliptic operator of order 2m in divergence form defined by (1.1) and V ∈ L N2m ,∞. Assume that
r0 is defined as in Lemma 4.2. Then for all p ∈ ( Nr0N+mr0 , 2], e−tL satisfies the Lp−L2 estimates.
Proof. Assume first t = 1, it follows from the same method as in the proof of [24, Corollary 3.1]
that ‖e−L‖Lp−L2 ≤ C where p ∈ ( Nr0N+mr0 , 2].
Now let Lδ = δ
−2mU−1δ LUδ be defined by (2.8), it follows that Lδ ∈ Am(ρ,Λ, µ) for the
same constants ρ,Λ, µ as L. Moreover, for all δ > 0 and Vδ defined as in (2.8), we have that
the inequality (4.10) and (4.11) also for Vδ and Lδ respectively with the same bounds. Thus Lδ
and L are the same type which means that ‖e−Lδ‖Lp−L2 ≤ C where p ∈ ( Nr0N+mr0 , 2] and C > 0
doesnot depend on δ. Then by a scaling argument as in the proof of [24, Corollary 3.1] or [4,
Corollary 4.5], we can finish the proof.
Theorem 4.1. Let N > 2m and L = L0 + V ∈ Am(ρ,Λ, µ) where L0 is a homogeneous
elliptic operator of order 2m in divergence form defined by (1.1) and V ∈ L N2m ,∞(RN ). There
exist ε > 0 such that for all p ∈ (2, 2 + ε), √t∇me−tL satisfies the L2 − Lp estimates.
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Proof. Let r0 be defined as in Lemma 4.2 and p > 2 such that |1/2 − 1/p| < |1/2 − 1/r0|. It is
easy to see that 2 < p < r′0. Now let ε = r
′
0 − 2, we will prove that {
√
t∇me−tL}t>0 satisfy the
L2 − Lp estimate for all p ∈ (2, 2 + ε). To this end, write
∇me−Lf = ∇m(L+ I)k(L+ I)−ke−Lf,
where k will be chosen later. By applying the same procedure as in the proof of [24, Corollary
3.1], we can determine a k such that (L + I)−k maps L2(RN ) into Wm,p(RN ), then by the
analyticity of the semigroup e−tL, we have that ‖∇me−L‖L2−Lp ≤ C for all p ∈ (2, 2+ ε). Thus,
by using scaling as above, we can obtain that
√
t∇me−tL satisfies the L2 − Lp estimates for all
p ∈ (2, 2 + ε).
The proof of Theorem 1.2: Let L be defined as in Theorem 1.2, it follows from Theorem
4.1 and Proposition 4.1 that
√
t∇me−tL satisfies the L2 − Lp off-diagonal estimates for all p ∈
(2, 2+ ε). Thus by using (ii) of Proposition 4.2, we have that ∇mL−1/2 is bounded on Lq for all
q ∈ (2, 2 + ε).
On the other hand, by Theorem 4.1, Proposition 4.1, lemma 4.1 and duality, we have that
e−tL is bounded on Lp for all p ∈ ( (2+ε)N(1+ε)N+(2+ε)m ,
(2+ε)N
N−(2+ε)m ). Then it follows from Proposition
2.1 and (i) of Proposition 3.1 that ∇mL−1/2 is bounded on Lq for all q ∈ ( (2+ε)N(1+ε)N+(2+ε)m , 2).
Hence we finish the proof.
4.3 Small potentials
In Theorem 1.2, we extend the upper bound 2 to 2+ε by assuming that L = L0+V ∈ Am(ρ,Λ, µ)
and V ∈ L N2m ,∞(RN ), where ε > 0 is small and may depends on ρ, Λ, µ and ‖V ‖
L
N
2m,∞
. In this
subsection, by imposing extra conditions, we will obtain a larger interval for the boundedness
of Riesz transform. First of all, let us see the following theorem dealing with {√t∇me−tL}t>0
on Lp for some p > 2.
Theorem 4.2. Let N > 2m and L = L0 + V ∈ Am where L0 is a homogeneous elliptic
operator of order 2m in divergence form defined by (1.1). Assume that (A1) and (A2) hold for
some 2 < q0 <
N
m . Then there exist small constant δq0 > 0 depending on q0 such that when
‖V ‖
L
N
2m,∞
≤ δq0 ,(4.12)
√
t∇me−tL is bounded on Lq0(RN ).
Before proving Theorem 4.2, we consider functional calculus for L0 defined by (1.1). It
is easy to see that the self-adjoint operator L0 is densely defined with dense range. Thus it
follows from McIntosh and Yagi [42] that L0 has a bounded H
∞(Soν) functional calculus for all
0 < ν < π on L2(RN ). Moreover, we have the following result.
Proposition 4.3. Assume that L0 is a homogeneous elliptic operator of order 2m in diver-
gence form defined by (1.1) and satisfies (A1) for some q0 > 2. Then L0 has a bounded H
∞(Soν)
functional calculus on Lp(RN ) for all ν > 0 and p ∈ ( Nq′0N+mq′0 ,
Nq0
N−mq0 ) if q0 <
N
m and p ∈ (1,∞)
if q0 ≥ Nm .
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Proof. By hypothesises and (i) of Proposition 4.2 (with V = 0), it is easy to see that
√
t∇me−tL0
satisfies L2−Lq0 estimates, which combined Proposition 4.1, Lemma 4.1 and the Sobolev embed-
ding theorem imply that that e−tL0 satisfies the L2−Lp off-diagonal estimates for p ∈ (2, Nq0N−mq0 )
if q0 <
N
m and p ∈ (2,∞) if q0 ≥ Nm . The Lp − L2 off-diagonal estimates for e−tL0 with cor-
responding p can be obtained by duality. Then we can finish the proof by using Blunck and
Kunstmann [14, Theorem 1.2].
The proof of Theorem 4.2: Let us first show that the operators (I + tL0)
−1/2|V |1/2,
(t−1+L0)−1/2|V |1/2 and |V |1/2(t−1+L0)−1/2 are bounded on Lq0 . To this end, notice that (A1)
holds for 2 < q0 <
N
m , then for all t > 0, let Ft(z) = (
tz
1+tz )
1/2 with ℜz ≥ 0 and ν = π2 , by
Proposition 4.3, we have that Ft ∈ H∞(Σν) and
‖L1/20 (t−1 + L0)−1/2‖Lq′0−Lq′0 ≤ cq′0 ,(4.13)
where 1q0 +
1
q′0
= 1. Moreover, it follows from (i) of Remark 1.3 that ∇mL−1/20 is bounded on
Lq
′
0 . Thus by (4.13) and the weak type Ho¨lder inequality (4.7), we have that∥∥∥|V |1/2(I + tL0)−1/2∥∥∥
Lq
′
0−Lq′0
≤
∥∥∥|V |1/2L−1/20 ∥∥∥
Lq
′
0−Lq′0
∥∥∥L1/20 (I+ tL0)−1/2∥∥∥
Lq
′
0−Lq′0
≤ cq′0t
− 1
2
∥∥∥|V |1/2L−1/20 ∥∥∥
Lq
′
0−Lq′0
≤ cq′0hq′0t
− 1
2
∥∥∥|V |1/2∥∥∥
L
N
m,∞
∥∥∥L−1/20 ∥∥∥
Lq
′
0−L(q′0)∗
≤ cq′0hq′0sm,q′0δ
1
2
q0t
− 1
2
∥∥∥∇mL−1/20 ∥∥∥
Lq
′
0−Lq′0
≤ Cq′0δ
1
2
q0t
− 1
2 ,(4.14)
where zq′0 := ‖∇mL
− 1
2
0 ‖Lq′0−Lq′0 , hq′0 = hq′0, Nq
′
0
N−mq′0
,N
m
and Cq′0 = cq′0hq′0sm,q′0zq′0 . The same proce-
dure as above can be to apply to obtain∥∥∥|V |1/2(t−1 + L0)−1/2∥∥∥
Lq
′
0−Lq′0
≤ t 12
∥∥∥|V |1/2L−1/20 ∥∥∥
Lq
′
0−Lq′0
∥∥∥L1/20 (I+ tL0)−1/2∥∥∥
Lq
′
0−Lq′0
≤ Cq′0δ
1
2
q0 .
Then by duality, we have∥∥∥(I+ tL0)−1/2|V |1/2∥∥∥
Lq0−Lq0
=
∥∥∥|V |1/2(I + tL0)−1/2∥∥∥
Lq
′
0−Lq′0
≤ Cq′0δ
1
2
q0t
− 1
2 ,(4.15)
and ∥∥∥(t−1 + L0)−1/2|V |1/2∥∥∥
Lq0−Lq0
=
∥∥∥|V |1/2(t−1 + L0)−1/2∥∥∥
Lq
′
0−Lq′0
≤ Cq′0δ
1
2
q0 .(4.16)
Similarly to (4.14), ∥∥∥|V |1/2(t−1 + L0)−1/2∥∥∥
Lq0−Lq0
≤ Cq0δ
1
2
q0 ,(4.17)
where zq0 := ‖∇mL−1/20 ‖Lq0−Lq0 , hp = hq0, Nq0N−mq0 ,Nm
and Cq0 = cq0hq0sm,q0zq0 .
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We denote A = I − V (t−1 + L0)−1, it is easy to see that the operator A is well defined on
Lq0 by condition (A2). Let
In = (I+ tL0)
−1/2(V (t−1 + L0)−1)n,
and Jn = InA. Notice that for each n, we write
In = (I+ tL0)
−1/2
(
V (t−1 + L0)−1
)
· · ·
(
V (t−1 + L0)−1
)
= (I+ tL0)
−1/2|V |1/2signV |V |1/2(t−1 + L0)−1/2(
(t−1 + L0)−1/2|V |1/2signV |V |1/2(t−1 + L0)−1/2
)
· · ·(
(t−1 + L0)−1/2|V |1/2signV |V |1/2(t−1 + L0)−1/2
)
(t−1 + L0)−1/2.
Thus we have for n ≥ 1,
‖In‖Lq0−Lq0 ≤
∥∥∥(I+ tL0)−1/2|V |1/2∥∥∥
Lq0−Lq0
∥∥∥|V |1/2(t−1 + L0)−1/2∥∥∥n
Lq0−Lq0∥∥∥(t−1 + L0)−1/2|V |1/2∥∥∥n−1
Lq0−Lq0
∥∥∥(t−1 + L0)−1/2∥∥∥
Lq0−Lq0
(4.18)
Similarly to (4.13),
‖(t−1 + L0)−1/2‖Lq0−Lq0 ≤ cq0t
1
2 .(4.19)
Then it follows from (4.15)-(4.19) that
‖In‖Lp−Lp ≤ cp(CpCp′δp)n,(4.20)
which means that
∑ℓ
n=0 In converges to an operator T on L
q0 if we choose δq0 < (Cq0Cq′0)
−1.
That is, T =
∑∞
n=0 In in the sense of L
q0 . Thus
∥∥∥TAf − ℓ∑
n=0
Jnf
∥∥∥
Lq0
=
∥∥∥(T − ℓ∑
n=0
In)Af
∥∥∥
Lq0
≤
∥∥∥T − ℓ∑
n=0
In
∥∥∥
Lq0−Lq0
‖Af‖Lq0 .
hold for all f ∈ Lq0 , which implies that TAf = limℓ→∞
∑ℓ
n=0 Jnf . Now we claim that
ℓ∑
n=0
(Jnf)→ (I+ tL0)−1/2f, ℓ→∞(4.21)
in the sense of Lq0 . Once the claim (4.21) holds, we can write
∇m(I+ tL)−1=∇m(I+ tL0 + tV )−1
=∇m(I+ tL0)−1(I − V (t−1 + L0)−1)−1
=∇m(I+ tL0)−1/2(I+ tL0)−1/2(I− V (t−1 + L0)−1)−1
=∇(I+ tL0)−1/2
∞∑
n=0
In.(4.22)
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It follows from (4.13) and the condition (A1) that for all q ∈ (1,∞)∥∥∥∇m(I + tL0)−1/2∥∥∥
Lq0−Lq0
≤
∥∥∥∇mL−1/20 ∥∥∥
Lq0q−Lq0
∥∥∥L1/20 (I+ tL0)−1/2∥∥∥
Lq0−Lq0
≤ cq0zq0t−
1
2(4.23)
Therefore, by (4.22), (4.23) and choosing δq0 < (Cq0Cq′0)
−1 in (4.20), we have
‖∇m(I+ tL)−1‖Lq0−Lq0 ≤ Ct−
1
2 .(4.24)
If q0 ≤ 2NN−2m , it follows from (4.24) and the fact that (tL)ke−tL (k ∈ N0) is bounded on Lq0
that
‖∇me−tL‖Lq0−Lq0 ≤ ‖∇m(I+ tL)−1‖Lq0−Lq0‖(I + tL)e−tL‖Lq0−Lq0 ≤ Ct−
1
2 .
However, when 2NN−2m < p, we need more sophisticated discussion. First of all, it follows from
the fact that ∇mL− 12 is bounded on L2 and the functional calculi of L on L2 that
‖∇m(I+ tL)−1‖L2−L2 ≤ ‖∇mL−
1
2 ‖L2−L2‖L
1
2 (I + tL)−1‖L2−L2 ≤ Ct−
1
2 .(4.25)
By interpolating (4.24) with (4.25), we obtain for all 2 ≤ r ≤ q0
‖∇m(I + tL)−1‖Lr−Lr ≤ Ct−
1
2 .(4.26)
Notice that e−tL and tLe−tL are bounded on Lr for all 2 ≤ r ≤ 2NN−2m (see Propositions 2.1, 2.3
and Remark 4.2), then for all 2 ≤ r < 2NN−2m < q0, we have
‖∇me−tL‖Lr−Lr ≤ ‖∇m(I+ tL)−1‖Lr−Lr‖(I + tL)e−tL‖Lr−Lr ≤ Ct−
1
2 ,(4.27)
which combined Lemma 4.1 that e−tL is bounded on Lr for all 2 ≤ r < ( 2NN−2m )∗ where r∗ =
Nr
N−mr for all 1 < r <
N
m . Moreover, by Proposition 2.1 and the identity tLe
−tL = 2e−
t
2
L t
2Le
− t
2
L,
we have that tLe−tL is bounded on Lr for all 2 ≤ r < ( 2NN−2m )∗. Therefore, for all 2 ≤ r <
( 2NN−2m )
∗ (we assume that ( 2NN−2m )
∗ < q0, otherwise the proof would be finished), it follows from
(4.27) that
‖∇me−tL‖Lr−Lr ≤ ‖∇m(I+ tL)−1‖Lr−Lr‖(I + tL)e−tL‖Lr−Lr ≤ Ct−
1
2 .
Now let r0 ∈ (2, 2NN−2m ) be chosen later and rj = r∗j−1 =
nrj−1
n−rj−1 , we can find suitable r0 ∈
(2, 2NN−2m) and a integer j0 such that q0 = rj0 <
N
m . Then by the same procedure as above, we
have that e−tL and tLe−tL are bounded on Lr for all 2 ≤ r < q∗0, which combined (4.26) implies
that
√
t∇me−tL is bounded on Lq0 .
It remains to prove (4.21). For every f ∈ Lq0 ,
∥∥∥ ℓ∑
n=0
Jnf − (I + tL0)−1/2f
∥∥∥
Lq0
=
∥∥∥Iℓ+1f∥∥∥
Lq0
≤
∥∥∥(I + tL0)−1/2|V |1/2∥∥∥
Lq0−Lq0
∥∥∥|V |1/2(t−1 + L0)−1/2∥∥∥ℓ+1
Lq0−Lq0∥∥∥(t−1 + L0)−1/2|V |1/2∥∥∥ℓ
Lq0−Lq0
∥∥∥(t−1 + L0)−1/2f∥∥∥
Lq0
≤C(Cq0Cq′0δq0)ℓ+1‖f‖Lq0 ,
which implies (4.21) by choosing δq0 < (Cq0Cq′0)
−1. Hence we finish the proof.
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Remark 4.4. It follows from the proof above that the constant δq0 can be expressed ex-
plicitly by δq0 < (Cq′0Cq0)
−1 where
Cq′0 = cq′0hq′0,
Nq′0
N−q′
0
,N
sq′0αq′0 and Cq0 = cq0hq0, Nq0N−q0 ,N
sq0αq0 .
Moreover, Cp (p ∈ (q′0, q0)) can be obtained by interpolating all the constants in Cp′0 and Cp0 .
Now we turn to prove Theorem 1.3. Let L = L0 + V ∈ Am with extra conditions (A1)
and (A2), if we further assume that the L
N
2m
,∞ norm of V is small, then the boundedness of
∇mL−1/2 on Lq for some q > 2 can be obtained.
The proof of Theorem 1.3: Assume that the condition (A1) and (A2) are satisfied for
q0 ∈ (2, Nm ), it follows from Theorem 4.2, Lemma 4.1 and duality that e−tL is bounded on Lp
for all p ∈ ((q∗0)′, q∗0) where q∗0 = Nq0N−mq0 and 1/(q∗0)′ + 1/q∗0 = 1. Then by Propositions 2.1 and
3.1, we have that ∇mL− 12 is bounded on Lq(RN ) for all q ∈ ((q∗0)′, 2].
On the other hand, we proved in Theorem 4.2 that
√
t∇me−tL is bounded on Lq0 . Then it
follows from Proposition 4.1 and (ii) of Proposition 4.2 that ∇mL− 12 is bounded on Lq for all
q ∈ [2, q0). Hence we finish the proof.
5 Applications
In this section, we mainly concern the Riesz transform associated to operators which belong to a
special subclass of Am. Let P (D) be a homogeneous elliptic operator of order 2m with constant
real coefficients, in particular, P (D) = (−∆)m. Denote by where
Bm =
⋃
ρ,Λ,µ
{L = L0 + V ∈ Am(ρ,Λ, µ); L0 = P (D)} :=
⋃
ρ,Λ,µ
Bm(ρ,Λ, µ).
By applying Theorems 1.1, 1.2 and 1.3, we have the following results.
Theorem 5.1. Let m ≥ 2, then the following results hold.
(i) Assume that L ∈ Bm, then ∇mL−1/2 is bounded on Lq(RN ) for all q ∈ ( 2NN+2m ∨ 1, 2].
(ii) Assume that L ∈ Bm(ρ,Λ, µ) and V ∈ L N2m ,∞, then ∇mL−1/2 is bounded on Lq(RN )
for q ∈ ( (2+ε)N(1+ε)N+(2+ε)m , 2 + ε) where ε is a positive constant.
(iii) Let N > 2m and L = P (D) + V . Assume that (A2) holds for some q0 ∈ (2, Nm ). Then
there exist a constant δq0 > 0 depending on q0 such that when
‖V ‖
L
N
2m,∞
≤ δq0 ,(5.1)
∇mL−1/2 is bounded on Lq(RN ) for all Nq′0N+mq′0 < q < q0.
Proof. Since the conclusions (i) and (ii) can be obtained directly by using Theorems 1.1 and 1.2
respectively, we only need to prove (iii). In fact, by Remark 4.2, it is easy to see that L ∈ Bm
if one choose δq0 appropriately in (5.1). On the other hand, it follows from Remark 1.3 that
if L0 = P (D), the condition (A1) holds for all q0 ∈ (2,∞). Then we can finish the proof by
applying Theorem 1.3.
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Remark 5.1. (i) In statement (iii) of Theorem 5.1, if N > 4m, L0 = P (D) and V ∈ L N2m ,∞,
the condition (A2) holds for all q0 ∈ (2, N2m ) automatically (see (ii) of Remark 1.3).
(ii) If m = 1, N ≥ 3 and L ∈ B1(ρ,Λ, µ). By using the positivity and contractivity of
e−t(P (D)+V+), Assaad [1] proved that ∇L−1/2 is bounded on Lq for all ( 2N
N+2+(N−2)√1−µ , 2] and
the lower bound is sharp. However, when N > 2m ≥ 4, it is still unknown to us if the interval
in (i) of Theorem 5.1 is sharp (with respect to Bm(ρ,Λ, µ) or Bm).
At last, we treat the higher order Schro¨dinger operators L = (−∆)m − γ|x|−2m. Let ρ be
the constant such that (1.3) holds with L0 = (−∆)m and κ(m,N) is defined by (1.7).
Corollary 5.1. Let m ≥ 2 and L = (−∆)m − γ|x|−2m, the following statements hold.
(i) Let N > 2m and γ < ρκ(m,N) . Then the Riesz transform ∇mL−1/2 is bounded on Lq(RN )
for q ∈ ( (2+ε)N(1+ε)N+(2+ε)m , 2 + ε) where ε is a positive constant.
(ii) Let N > 4m. Then there exist a constant δ > 0 such that when γ < δ, the Riesz
transform ∇mL−1/2 is bounded on Lq(RN ) for all NN−m < q < N2m .
Proof. The conclusion (i) is actually proved in (ii) of Remark 1.2, we only need to prove (ii). To
this end, notice that by Davies and Hinz [23, Corollary 14], there exist a constant K(m,N, p)
such that for all 1 < p < N2m
‖f(x)|x|−2m‖Lp ≤ K(m,N, p)‖(−∆)mf‖Lp ,(5.2)
which means that the condition (A2) holds for all 2 < q0 <
N
2m when N > 4m. Thus by (iii) of
Theorem 5.1, there exist a small constant δq0 such that when
‖V ‖
L
N
2m,∞
= γ‖|x|−2m‖
L
N
2m,∞
< δq0 ,
i.e. γ < δq0 := δq0‖|x|−2m‖−1
L
N
2m,∞
, the Riesz transform ∇mL−1/2 is bounded on Lq(RN ) for all
q ∈ ( Nq′0
N+mpq′0
, q0).
It remains to show that δq0 is uniformly bounded for all q0 ∈ (2, N2m). In fact, it follows from
Remark 4.2 and the proof of Theorem 4.2 that δq0 < min{Θ, (Cq0Cq′0)−1} where Θ is defined as
(4.9),
Cq′0 = cq′0hq′0,
Nq′0
N−q′
0
,N
sq′0αq′0 and Cq0 = cq0hq0, Nq0N−q0 ,N
sq0αq0 .
On the other hand, it is easy to see that C2 and C N
2m
is finite. Then by Remark 4.4, we have
that δq0 is uniformly bounded for all 2 < p0 <
N
2m , which finishes the proof.
Remark 5.2. (i) Whenm = 1, recently Hassel and Lin [33] have obtained the sharp interval
for the boundedness of ∇L−1/2 on Lq based on a different method. Moreover, Killip et al. [37]
studied the generalized Riesz transform and obtained∥∥(−∆)s/2∥∥
Lq
≤ C∥∥Ls/2f∥∥
Lq
for some q by using the heat kernel estimates and Littlewood-Paley argument. However, our
corollary can clearly deal with higher order case.
(ii) When m = 2, that is, L = ∆2 − γ|x|−4, Gregorio [31] obtained the Lq bounededness of
∆L−1/2 for q ≤ 2.
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