Abstract-Segmenting and tracking of objects in video is of great importance for video-based encoding, surveillance, and retrieval. However, the inherent difficulty of object segmentation and tracking is to distinguish changes in the displacement of objects from disturbing effects such as noise and illumination changes.
I. INTRODUCTION
T HE segmentation and tracking of real-world threedimensional (3-D) objects in video sequences is of great importance for video encoding, surveillance, and retrieval, and significant progress has been made [1] , [2] , [5] , [6] , [12] , [16] , [21] , [23] . The inherent difficulty of video-based object tracking is that as a rigid object moves in a 3-D scene, then its shape becomes a perspective projection on the image frames. In general, to achieve robust object tracking, geometric models are used for this shape transformation. In the simplest case, the shape of the object undergoes a translational transformation from one frame to another in which a simple cross-correlation technique will suffice. The translational model can be extended to include rotation, scaling, and shearing, up to affine transformation [3] . When sufficient feature points (i.e., edges and corners) are available, objects can be tracked reliably in this manner. However, for nonrigid objects, such as humans, object motion is more complex than affine transformations. Therefore, Kalman filtering has been proposed for tracking of nonrigid objects. The performance of Kalman-based tracking systems is severely hampered in the presence of false observations. To reduce the effect of noisy data, the search area could be restricted [6] similar to active contours [10] , [11] , [13] . Active contours use edge detection to compute internal/external energies. Assuming that the object displacement between frames is small, object tracking by deformable models achieves high tracking performance. Therefore, in this paper, we focus on deformable models for object tracking. However, in all of the above object-tracking approaches it is difficult to distinguish changes in the displacement of the objects which are due to real object movement from disturbing displacement effects such as noisy data and illumination changes. As a consequence, the tracking process can be distracted from the target object [23] decreasing the accuracy of the tracking process.
In this paper, we aim at formulating color-based deformable models to segment and track objects in video robust against noisy data and varying illumination. To achieve this, computational methods are presented to measure color constant gradients. Further, a model is proposed for the estimation of sensor noise through these color constant gradients. As a result, the associated uncertainty is known for each color constant gradient value. The associated uncertainty is subsequently used to weight the color constant gradient during the deformation process. As a result, noisy and unstable gradient information will contribute less to the deformation process than reliable gradient information yielding robust object segmentation and tracking.
The paper is organized as follows. In Section II, definitions are given on deformable contours. In Section III, computational methods are presented to integrate color and noise robustness into these deformable contours. Finally, experiments are conducted in Section IV.
II. DEFINITIONS
Deformable models are used in the process of object segmentation and tracking by providing high-level information in the form of continuity constraints and low-level information in terms of minimum energy constraints related to image characteristics [4] , [10] , [15] , [22] , for example. In general, deformable models use low-level image characteristics based on intensity gradient information. However, intensity gradients are sensitive to illumination conditions. Therefore, our attention is focused on the use of color information. Sapiro introduces the concept of color snakes [18] , [19] using snakes (via level sets) with gradients computed from multivalued images. However, profound illumination effects may still introduce accidental edges such as shadow and shading edges. Also, severe changes in spectral composition of the illumination may introduce artifacts. Therefore, we aim at computing color constant gradients in a principled way to steer the deformable model to converge to object contours instead of boundaries produced by illumination changes. Further, the aim is to obtain robustness against noisy 1051-8215/04$20.00 © 2004 IEEE data. To this end, the associated uncertainty is computed for the color constant gradients and integrated in the deformation scheme.
To be precise, consider a deformable contour [10] (1) moving through the spatial domain of an image to minimize a cost functional associated with the curve. In fact, is a weighted sum of internal and external energies (2) where and are appropriate weights.
To obtain smooth and physically feasible deformations, the internal cost is defined by an elasticity constraint as follows: (3) where and denote the first and second derivatives of the curve with respect to measuring, respectively, the elasticity of the curve.
The external cost is derived from the image to enable the curve to attract to salient image features (i.e., edges and corners). In most deformable contours, the intensity gradient is used, giving the following external term: (4) where the gradient image is usually based on Gaussian derivatives. However, as stated above, intensity-based gradient images are dependent on the illumination conditions. Consequently, intensity gradients do not necessarily correspond to object boundaries.
Let the color gradient be denoted by , then the color-based external cost term is as follows: (5) Our aim is to measure color gradient discounting illumination and which is robust against noisy data.
III. COLOR-BASED DEFORMABLE MODELS
First, in Section III-A, computational methods are presented to measure color constant gradients. Then, in Section III-B, a model is proposed for the estimation of the uncertainty of these color constant gradients. The obtained uncertainty is used as a weighting term in the deformation process.
A. Illumination Invariant Derivatives
Consider the reflection model with narrow-band filters [17] ( 6) where is the geometric function dependent on the surface orientation and illumination direction at position . Further, is the illumination and is the surface albedo at wavelength . Various illumination-independent color ratios have been proposed [8] , [14] . These color ratios are derived from neighboring points. A drawback, however, is that these color ratios might be negatively affected by the geometry and pose of the object.
Therefore, we focus on the following color ratio [9] : (7) expressing the color ratio between two neighboring image locations, for giving the measured sensor pulse response at different wavelengths, where and denote the image locations of the two neighboring pixels.
For a standard RGB color camera, we have
The color ratio is independent of the illumination, a change in viewpoint, and object geometry as shown by substituting (6) in (7):
For the ease of exposition, we concentrate on based on the RG-color bands in the following discussion. Without loss of generality, all results derived for will also hold for and . Taking the natural logarithm of both sides of (8) results for in (12) Hence, the color ratios can be seen as differences at two neighboring locations and in the image domain of the logarithm of (13) By taking these differences between neighboring pixels, the derivative is obtained of the logarithm of image which is independent of the illumination color, and also a change in viewpoint, the object geometry, and illumination intensity. We have taken the gradient magnitude by applying Canny's edge detector (derivative of the Gaussian) on image with nonmaximum suppression in a standard way to obtain gradient magnitudes at local edge maxima denoted by . The results obtained so far for hold also for and , yielding (leaving out the spatial coordinates for illustration simplicity) (14) For pixels on a uniformly colored region (i.e., with fixed surface albedo), in theory, all three components will be zero whereas at least one of the three components will be nonzero for pixels on locations where two regions of distinct surface albedo meet.
B. Noise Robustness of Illumination Invariant Derivatives
The above-defined color ratios become unstable when intensity is low. In fact, these color ratios are undefined at the black point and they become very unstable near this singularity, where a small perturbation in the values (e.g., due to noise) will cause a large jump in the transformed values. For example, consider neighboring pixels having the values (i.e., low intensity) and another neighboring pixel combination having (i.e., high intensity) on the range . Then these pixels have the same color ratios, for example is equal to . However, if we consider a minimal value change in RGB due to noise, e.g., (instead of ), then this value change will cause a large jump in the corresponding color ratios which is different from . As a consequence, false color constant gradients derived from the color ratios are introduced due to sensor noise. We aim at providing a framework to determine the uncertainty for the color constant gradients which is subsequently used as a weighting term in the deformation process as follows.
Additive Gaussian noise is widely used to model thermal noise and is the limiting behavior of photon counting noise and film grain noise. Therefore, in this paper, we assume that sensor noise is normally distributed.
Then, for an indirect measurement, the true value of a measurand is related to its arguments, denoted by , as follows: (15) Assume that the estimate of the measurand can be obtained by substitution of for . Then, when are measured with corresponding standard deviations , we obtain [20] (16) Then, if the uncertainties in are independent, random, and relatively small, the predicted uncertainty in is given by the so-called square-root sum method [20] (17)
Although (17) is deduced for random errors, it is used as a universal formula for various kinds of errors.
Focusing on the first derivative, the substitution of (12) in (17) gives the uncertainty for the illumination invariant coordinates as shown in (18) at the bottom of the page. Assuming normally distributed random quantities, the standard way to calculate the standard deviations , and is to compute the mean and variance estimates derived from a homogeneously colored surface patches in an image under controlled imaging conditions.
From the analytical study of (18) , it can be derived that color ratio becomes unstable around the black point . Further, to propagate the uncertainties from these color components through the Gaussian gradient modulus, the uncertainty in the gradient modulus is determined by convolving the confidence map with the Gaussian coefficients. This results from the uncertainty in sums and differences as follows [20] . If several quantities (19) are measured with uncertainties (20) to compute (21) then the uncertainty in the computed value of is the sum (22) As a consequence, we obtain (23) where is the dimensionality of the color space and is the notation for particular color channels. In this way, the effect of measurement uncertainty due to noise is propagated through the color constant ratio gradient.
For a Gaussian distribution 99% of the values fall within a margin. If a gradient modulus is detected which exceeds , we assume that there is a 1% chance that this gradient modulus corresponds to no color transition if otherwise.
deriving a local threshold value (leaving out the spatial coordinates).
C. Color Invariance
Color ratio gradient requires narrow-band filters to achieve full color constancy. However, general-purpose color CCD cameras do not contain narrow-band filters. To this end, spectral sharpening could be applied [7] to achieve this to a large (18) extent. However, an alternative way is to assume that the illumination has a smooth or equally distributed spectral power over the wavelengths (e.g., white light). We propose to parameterize the color invariant model by polar coordinates derived from given by [9] (25) (26) which are insensitive to surface orientation, illumination direction, and illumination intensity [9] .
Substitution of (25)- (26) in (17) gives the uncertainty for the coordinates
where , and denote the sensor noise variance, and and represent the uncertainty (standard deviation) in the normalized red and green color components, respectively. From the analytical study of (27) and (28), it can be derived that normalized color becomes unstable around the black point . As is computed from the same position they do not contain any local (spatial) information. Therefore, the gradients are computed in the domain by applying the Canny's edge detector. To propagate the uncertainties from the color components through the Gaussian gradient modulus, the method proposed in Section III-B is used. Then, the uncertainty in the gradient modulus is determined using (23) focus on the segmentation of colored objects. In Section IV-B, experiments on object tracking in video are considered.
A. Object Segmentation
In this section, the deformable model for object segmentation is experimentally verified with respect to varying imaging conditions and noise. The objects considered during the experiments were recorded in 3 RGB color with the aid of the SONY XC-003P CCD color camera (three chips) and the Matrox Magic Color frame grabber. The digitization was done in 8 bits per color. Two light sources of average daylight color were used to illuminate the objects in the scene. The size of the images are 128 128. The software has been implemented in C under UNIX operating system running on a SPARC-station (300 MHz). In the experiments, the same weights of (2) have been used for the shape and image feature constraints. Further, the partial derivatives are computed through Gaussian smoothed derivatives with which is arrived at through experimentation. It has proved to be effective on our test images. Fig. 1(a) shows the image of a matte cube against a homogeneous background. The initial contour is shown as specified by the user (the white contour) on input. The image is clearly contaminated by illumination effects and noise. Note that the cube is painted homogeneously. As one can see, the segmentation results based on and are negatively affected by shadows and shading. In fact, for these gradient fields it is not clear to which boundaries the deformable contour should be pulled. As a consequence, the final contour is biased and poorly defined. In contrast, the final contours obtained by the deformable method based on gradient information is nicely pulled toward the true boundary and, hence, correspond properly to the material transition. Note that in Fig. 1(d) the initial contour has been missed partially. This an inherent problem of snakes in general where there is always a tradeoff between shape (elasticity) and image feature constraints.
So far, the quality of segmentation results for the various color models is judged qualitatively by visual inspection. First, the ground truth has been obtained by a human operator by carefully selecting the outline of the objects (see Fig. 2 ).
To evaluate and compare the quality of object segmentation results more objectively, the mean error distance between the segmentation results and the ground truth is taken. To be precise, let be the image raster and a binary image containing the true contour defined by . Further, let be a binary image, called the segmented image, containing the segmentation result . Let denote the shortest distance from pixel to , then the mean error distance is given by (31)
The mean error distance between the segmentation results and the ground truth yields a total average error of 14.4 pixels for , 10.4 pixels for , and 2.5 pixels for yielding promising results for ; see Table I . The time to compute the segmentation result was on average 49 seconds on a Ultra 10 Sparc station.
In Fig. 3 , an image is shown containing two plastic donuts on top of each other. Again the images are affected by shadows, shading, and inter-reflections. The segmentation results based on intensity and color RGB gradient are poorly defined due to the disturbing influences of the imaging conditions (mostly due to the shadows around the objects). The final contours obtained by the deformable method based on the gradient information are again nicely pulled toward the true edge. The mean error between the segmentation results of Fig. 3 and the ground truth yielded a total average error of 12.1 pixels for , 9.3 pixels for , and 2.4 pixels for ; see Table I . The time to compute the segmentation result was on average 52 seconds on a Ultra 10 Sparc station.
B. Object Tracking
In this section, the tracking system is experimentally verified on a standard video; see Fig. 4 . Note that, in this section, it is assumed that the object displacement between frames is small. Further, object occlusion is not tolerated. The initial location of the object contour in the first frame (in which the object appears) has been interactively selected by a human operator. In Figs. 4 and 5, six frames are shown of a person in front of a textured background playing ping-pong. The size of the image is 260 135. The frames are clearly contaminated by shadows, shading, and inter-reflections. Note again that each individual object part (i.e., T-shirt, short, wall, and table) is painted homogeneously with a distinct color. Further, the wall contains texture. The results of the tracking system are shown in Fig. 4 tracking the T-shirt, and in Fig. 5 , tracking the body of a person. The tracking system is based on . As one can see, all objects are well tracked ignoring radiometrical effects. From the observed results, the tracking technique successfully segment, and tracks the objects. 
V. CONCLUSION
We have formulated a color-based deformable model. Computational methods have been presented to measure color constant gradients. Further, a model has been given to estimate the amount of sensor noise through these color constant gradients. The obtained uncertainty is subsequently used as a weighting term in the deformation process.
From the theoretical and experimental results, we conclude that the proposed tracking system successfully finds material contours discounting illumination. Furthermore, the method is robust against noisy, but homogeneous, regions.
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