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Abstract
Dynamic Nuclear Polarisation (DNP) was suggested for the first time by Albert
Overhauser in early 1950s. In DNP experiments the polarisation from electrons
can be transferred to nuclei by irradiation of the electron resonance line. There
are several possible mechanisms for polarisation transfer that involve DNP in
solid state depending on the width of the electron line δωS in respect to the
nuclear Larmor frequency ωI .
In this thesis, the efficiency of TEMPO radical (2,2,6,6 tetramethilpiperi-
dine, 1 oxyl) for DNP is demonstrated in combination with nuclear polari-
sation transfer techniques for dissolution experiments. New cryo-probes were
developed for DNP and cross polarisation (CP) for operation temperatures as
low as 1.5 K. Two of them were designed for dissolution experiments. Some
published sequences of nuclear polarisation transfer were tested at low tem-
peratures and compared. Novel sequences were implemented for efficient CP
in organic samples doped with TEMPO to allow for a consecutive dissolution
experiment. The combination of DNP with new CP sequences at low temper-
atures, achieved at least twice the 13C polarisation obtained with DNP and
in a substantially shorter time (between 5 to 10 minutes) in samples doped
with TEMPO. The polarisation levels obtained in samples of [13C-1] labelled
Na acetate in a few minutes was comparable to the polarisation obtained with
trityl radicals in a few hours.
In addition, another strategy was investigated by using brute force polar-
isation as a mechanism for achieving large levels of nuclear spin order. The
problem presented by this method is the long relaxation time required to ob-
i
tain the thermal equilibrium polarisation.
By doping with lanthanides samples of [13C-1] labelled Na acetate in 1:1
glycerol-water, it was possible to obtain thermal equilibrium for a 13C spin
system in less than one hour.
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Scope of this thesis
This thesis has been divided into 7 chapters. In this thesis I intend to de-
scribe the process that leads to an improved DNP experiment for dissolution
experiments. I also describe some findings in the application of brute force
polarisation for dissolution experiments.
In the Introduction chapter some concepts about nuclear relaxation in solid
state NMR and DNP are explained very briefly. Although not strictly correct
at low spin temperatures, the theoretical explanation of these concepts are
based on the explanation by D. Wolf, A. Abragam and M. Goldman. Some
very brief remarks about the available hardware are added at the end of this
chapter. The second chapter describes the hardware used for all DNP, CP and
dissolution experiments, since the NMR probes had to be home-made. In the
first section of this chapter some principles of hardware in NMR are explained.
In the second section different probes are described and compared. The third
chapter explores the possibility of using brute force polarisation with samples
doped with lanthanide ions as a way to achieve large nuclear polarisations
at low temperature (1.5 K) for dissolution experiments, instead of DNP. The
fourth chapter shows some DNP experiments carried out at low temperature,
for samples doped with trityl and samples doped with TEMPO, mainly for
13C and 1H polarisation enhancement. In the fifth chapter several techniques
of nuclear polarisation transfer are used at temperatures close to 1.5 K. Two
main type of techniques have been implemented. The first type corresponds
to Iˆz −→ Sˆx−y standard CP and Non-Zeeman CP sequences. The second
type corresponds to Iˆz −→ Sˆz sequences, like the published COMPOZER-
xiv
CP or the home-made DOIN-CP, the improved DOIN-CP or the variation of
the COMPOZER-CP. In the chapter for dissolution it is demonstrated with
experiments that the brute force polarisation can be used for dissolution ex-
periments. Data for the application of DOIN-CP with DNP for dissolution
experiments is presented and discussed here. In the last chapter an overall
conclusion is presented.
xv
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Chapter 1
Introduction
In this chapter a general overview of nuclear magnetic resonance, nuclear re-
laxation and dynamic nuclear polarisation is presented. The phenomenological
Bloch equations are first introduced, followed by the description of the main
interactions between nuclei. The inclusion of the spin temperature theory
permits the different terms in the Hamiltonian to be considered as separate
thermal reservoirs or baths, in the high temperature approximation. Different
concepts regarding relaxation in electrons and nuclei at low temperature (1.5
K) are explained before introducing dynamic nuclear polarisation. In this sec-
tion two polarisation transfer mechanisms are mainly treated: the solid effect
and thermal mixing. Each of these fields is very extensive and references are
included for further information. Finally some general aspects of the instru-
ments and the experimental are discussed.
1.1 The nuclear spin, the Bloch equations and
signal processing
1.1.1 The nuclear spin
Spin angular momentum is an intrinsic property of elementary particles. The
nuclear spin Iˆ in a nucleus results from the contribution of the nucleons spin
1
angular momentum. The spin Iˆ is associated with a nuclear magnetic moment
µˆ:
µˆ = γ~Iˆ (1.1)
where ~ is the Planck’s constant divided by 2π and γ is the gyromagnetic
ratio associated with the particular nuclear spin. In the presence of an external
magnetic field ~B0 = B0~z the magnetic moment precesses around an axis called
the polarisation axis at the Larmor frequency [21]:
ω0 = γB0 (1.2)
with units of rad/s. If the magnetic moment is aligned parallel with the
magnetic field the spin presents the state of minimum energy whereas if an-
tiparallel the state would be of maximum energy. In a sample with a large
number of spin 1
2
nuclei (of the order of the Avogadro´s number) in an exter-
nal magnetic field ~B, the polarisation axis for a single spin 1
2
nucleus does not
correspond to the external magnetic field axis, but to a partial random orien-
tation with respect to it. It is partial because low energy orientations are more
likely than those with high energy [21]. Magnetic fluctuations close to nuclei
lead to an anisotropic distribution of nuclear spins aligned with the magnetic
field called thermal equilibrium. This thermal equilibrium means that there is
a net magnetisation aligned with ~B0, that builds up exponentially with a time
constant T1 (known as the longitudinal relaxation time) as soon as an external
magnetic field is applied to a demagnetised sample [14], [21]. This relaxation
time may vary between milliseconds and days depending on the sample and
sample environment ( ~B0 strength and temperature)[21].
It is possible to tilt the magnetisation by applying a radiofrequency pulse
with a precise strength, phase and duration at the Larmor frequency. The
magnetisation left in this state is called transversal magnetisation. It is better
seen in a frame rotating with the same nuclear Larmor frequency. For example,
if this longitudinal magnetisation is rotated 90o about an axis ~y perpendicular
2
to the magnetic field the transversal magnetisation is initially left, in this
rotating frame, pointing along the ~x axis as shown in figure 1.1.
The transversal magnetisation precesses around ~B0 and starts decaying
since the precessing spins progressively loose coherence due to spin-spin inter-
actions or other fluctuations. The decay is typically exponential with a time
constant T2 or T
∗
2 if ~B and radiofrequency inhomogeneities or other imper-
fections are taken into account. Phenomenologically this experiment can be
described with the Bloch equations [21]:
d ~M
dt
= ~M × ~B − Mx −M
eq
x
T ∗2
~i− My −M
eq
y
T ∗2
~j − Mz −M
eq
z
T1
~k (1.3)
with a solution of
Mx(t) = [Mx(0)cos(ω0t) +My(0)sin(ω0t)]e
−t
T∗2 (1.4)
My(t) = [−Mx(0)sin(ω0t) +My(0)cos(ω0t)]e
−t
T∗2 (1.5)
Mz(t) = M
eq
z + [Mz(0)−M eqz ]e
−t
T1 (1.6)
Figure 1.1: View of the tilted magnetisation in the laboratory frame and the
rotating frame. In the laboratory frame the magnetisation describes a spiral
with a period correponding to the Larmor frequency. In the rotating frame,
under RF irradiation at resonance the magnetisation precesses in the X-Z plane
from ~Z to ~X.
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By Lenz-Faraday law a bulk magnetisation oscillating with frequency ω0
inside a coil will induce a voltage s that will decay with T ∗2 as shown in equation
1.7. This signal is called free induction decay (FID) [21].
s = ae
(iΩ− 1
T2∗
)t
(1.7)
where Ω = ω0 − ω and |a| is the maximum voltage.
The signal interpretation: NMR spectrum
The NMR signal is amplified by a factor determined by the gain and recorded
by digitisation with a reference signal at the carrier frequency close if not equal
to the Larmor frequency. The digitisation frequency must be at least twice of
the registered signal (Nyquist criterion) otherwise aliasing would be present
[30].
Fourier transform
Once the FID is obtained a Fourier transformation is made for spectral anal-
ysis. The mathematical expression for the Fourier transform S(ω) of a time
dependent function s(t) is [21]:
S(ω) =
∫ ∞
0
s(t)e−iωtdt (1.8)
Applying a Fourier transform to an FID passes it from the time domain to
the spectrum in the frequency domain.
Zero filling, filter application and averaging were some of the techniques
used to improve the spectrum.
Zero filling
Points suppression was needed in the data analysis of FIDs with initial ring-
down or with excessive gain at the beginning of the decay. In this case the
first data points were suppressed, and the rest of the FID was moved onto
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Figure 1.2: A solid state 13C FID is shown in figure 1.2(a) along with a decay-
ing exponential curve corresponding to a 4 kHz filter. The convolution of both
curves yields the filtered FID in figure 1.2(b). Figure 1.2(c) shows the Fourier
transform of the filtered FID.
these points. The remaining empty elements of the data vector were filled
with zeros.
Filtering
Filtering was achieved by convolving the FID with an exponential decay enve-
lope so the final noisy points in the tail of the FID were less important than
the first ones which form the FID (figure 1.2). The price paid is a broader
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spectrum, which, in the solid state, with such a large dipolar broadening, is
not so significant provided the filter is not larger than this dipolar broadening
[30].
Averaging
When signal-to-noise ratio (SNR) was a problem, it was necessary to take sev-
eral acquisitions (n FIDs) and to average them since SNR increases with
√
n.
For maximum sensitivity a full saturation pulse could be used (for instance, a
90o pulse). If the T1 was very long and depending on the number of required
averages this process could take several hours or more, and then the stability
of the equipment during this time was a factor to be taken into account in the
experiment.
1.2 The spin Hamiltonian
For a more detailed description of relaxation processes it is necessary to explain
the interactions between spins quantum-mechanically. A spin Iˆ in a magnetic
field presents 2Iˆ + 1 eigenstates which are associated with different positions
with respect to the magnetic field. For a spin of Iˆ = 1
2
the possible states
are |+〉 (parallel), |−〉 (antiparallel) or a linear combination of the two states
(|ψ〉 = a |+〉 + b |−〉) [1], [2], [21]. This is the case for protons and 13C. The
evolution of the system follows the time dependent Schro¨dinger equation [21]:
d
dt
|ψT (t) >= −iHˆT |ψT (t) > (1.9)
where HˆT is a hermitian operator associated to the total energy of the
system (referred to as the Hamiltonian) and |ψT (t) > is the time dependent
wave function of the system. In NMR it is possible to limit the description of
the wave functions to spin operators (spin Hamiltonian hypothesis)[21].
d
dt
|ψspin(t) >≈ −iHˆspin|ψspin(t) > (1.10)
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where now |ψspin(t) > refers to the state of the nuclear spins and Hˆspin
involves only spin terms.
Spin angular momentum operators
The spin angular momentum operator Iˆ presents three components Iˆx, Iˆy
and Iˆz so Iˆ
2 = Iˆ2x + Iˆ
2
y + Iˆ
2
z and Iˆ
2|I,m >= ~2I(I + 1)|I,m >, the latter
describing the eigenfunctions of Iˆ2. The three components fulfill the following
relationships:
[Iˆi, Iˆj] = i~Iˆk (1.11)
where (i,j,k) is any of these combinations: (x,y,z), (y,z,x) or (z,x,y). For
the z angular momentum component Iˆz|I,m >= m|I,m >, where m can take
a value -I, -I+1, ...,I-1, I.
The operators Iˆx and Iˆy may be combined to yield two other operators Iˆ+
and Iˆ−:
Iˆ+ = Iˆx + iIˆy (1.12)
Iˆ− = Iˆx − iIˆy (1.13)
For an isolated nuclear spin Iˆ = 1
2
the values of m are either +1
2
or −1
2
.
The operators Iˆ+ and Iˆ− produce a change in m in the spin eigenvector as
shown in equations :
Iˆ+|1
2
,−1
2
>=
1
2
~|1
2
,+
1
2
> (1.14)
Iˆ−|1
2
,+
1
2
>= −1
2
~|1
2
,−1
2
> (1.15)
which translates into a change of orientation of the spin with respect to the
magnetic field.
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1.2.1 Spin interactions and Hamiltonians
Several interactions must be considered to study solid state NMR. Usually, the
Hamiltonian for a single spin species isolated from the lattice under radiofre-
quency irradiation in a solid can be expressed as:
Hˆ = Hˆz + HˆRF (t) + HˆD + HˆC + HˆQ + HˆJ (1.16)
where Hˆz is the Zeeman Hamiltonian, HˆRF (t) corresponds to the radiofre-
quency field, HˆD is the dipolar Hamiltonian, HˆC is the chemical shift, HˆQ is
the quadrupolar Hamiltonian and HˆJ is the J coupling Hamiltonian.
The Zeeman interaction
The Zeeman interaction is expressed as ω0IˆZ for spins
1
2
where ω0 is the Larmor
frequency for the respective nuclei. It presents a large interaction in electrons
(660 times the Zeeman interaction for protons) and far weaker interactions for
nuclei with low gyromagnetic ratios like 13C or 15N. In a sample in a 3.35 T
magnet, the Larmor frequency is 142.6 MHz for proton spins, 35.88MHz for
13C spins, 14.45 MHz for 15N and 94.0 GHz for electrons.
The chemical shift
This interaction is mainly intramolecular and it is due to the electron cloud
that surrounds the nucleus. Nuclei experience a different magnetic field δ ~B
depending on the position in the molecule [21]. The chemical shift is tensorial
and under the so called the secular approximation it may be considered scalar
(one single component), being Hˆc = δγω0Iˆ. The strength of the chemical shift
interaction for protons in glycerol at 3.35 T is usually less than 1 kHz.
J-coupling and quadrupolar coupling
The J-coupling is as an interaction mediated by an electron between two nu-
clear spins. It is also a tensorial interaction and it can be considered isotropic
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in some liquids where the components of the tensor are averaged out. The
expression in this last case is Hˆ = 2πJIˆzSˆz. Its magnitude does not depend
on the magnetic field and is typically a few Hz for 1H-1H coupling, and a few
100 Hz for a 13C-1H. The quadrupolar interaction appears for nuclei with spin
> 1/2 and the interaction may range from a few kHz to a few MHz or more
[21].
The dipolar coupling
Dipolar interactions occur when a small magnetic field produced by one spin
interacts with another spin. The interaction between two spins i and j sepa-
rated by a distance ~r = r~ur can be expressed by equation 1.17 [21]:
HˆDI,S = bI,S(~I ~S − 3(~I~ur)(~S~ur)) (1.17)
where bI,S =
µ0
4π
γIγS~
r3IS
[21]. In table 1.1 some calculated values are given
for the dipolar strengths between various species of interest, for a range of
concentrations.
Molar Dist.(nm) e-e(MHz) e-1H(MHz) e-13C(kHz) 1H −1 H(kHz)
110.0 0.247 3466.6 5.25 1313 7.96
7.6 0.602 239.52 0.36 90.7 0.55
6.8 0.624 215.77 0.33 81.7 0.49
2 0.940 63.03 0.096 23.9 0.14
1 1.184 31.51 0.048 11.94 0.072
0.095 2.59 3.00 0.0045 1.13 0.00687
0.024 4.10 0.76 0.00114 0.286 0.00174
0.015 4.80 0.47 0.000716 0.179 0.0011
Table 1.1: Dipolar interactions in frequency units for different spins in different
concentrations (first column). The average distance (Dist.) is supposed for
homogeneous distribution of spins of the same species. The dipolar strength
corresponds to the distances shown in the second column. In this thesis, typical
concentration of 95 mM were used in TEMPO radicals, 24 mM in lanthanides,
15 mM in trityl radical, 2 and 1 M in [13C-1] Na acetate, 110 M with 1H
spins, and approximately 6.8 M and 7.6 M for glycerol in the mixtures of 1:1
glycerol-water.
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Equation 1.17 may be expanded in terms following the Van-Vleck alphabet
[14]:
HˆDI,S = Aˆ+ Bˆ + Cˆ + Dˆ + Eˆ + Fˆ (1.18)
where
Aˆ =IˆzSˆz(1− 3cos2θ) (1.19)
Bˆ =− 1
4
(1− 3cos2θ)(Iˆ+Sˆ− + Iˆ−Sˆ+) (1.20)
Cˆ =− 3
2
sinθcosθe−iφ(IˆzSˆ+ + Iˆ+Sˆz) (1.21)
Dˆ =Cˆ+ = −3
2
sinθcosθeiφ(IˆzSˆ+ + Iˆ+Sˆz) (1.22)
Eˆ =− 3
4
sin2θe−2iφ(Iˆ+Sˆ+) (1.23)
Fˆ =− 3
4
sin2θe2iφ(Iˆ−Sˆ−) (1.24)
From these terms, Aˆ and Bˆ are secular (i.e. they commute with the Zeeman
Hamiltonian) for the case of two like spins whereas for two unlike spins only
Aˆ is secular. Secular interactions broaden the nuclear resonance line. Non
secular interactions affect the Zeeman eigenstates slightly in high fields. This
change in the energy levels may be treated with perturbation theory in high
fields [14]. The term Bˆ contribute to energy conserving flip-flops and Eˆ and
Fˆ are responsible for those interactions where two spins change orientation
simultaneously.
As deduced from the previous expressions, the dipolar interaction is tenso-
rial. It depends on the cube of the distance between spins and on the orienta-
tion of the internuclear axis with respect to the magnetic field as it is shown
in figure 1.3.
The irradiation terms and the rotating frame
Under a non negligible radiofrequency magnetic field applied at the frequency
of reference ω, the term to be added in the Hamiltonian involves a spin com-
ponent perpendicular to the ~z component multiplied with a time dependent
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Figure 1.3: Graphical dipolar interaction between two spins I and S spaced by
~r under a magnetic field ~B aligned with the ~Z direction and with spherical
angular coordinates θ and φ.
harmonic function: HˆRF = −12B1(cos(ωt + ϕ)Iˆx + sin(ωt + ϕ)Iˆy), where ϕ is
the offset [21]. When this term is present the spin system may be expressed in
the rotating frame by applying a transformation which averages out the non
secular terms and therefore simplifies the Hamiltonian expression. This trans-
formation removes the time dependence of the Hamiltonian in the laboratory
frame. The transformation of Hˆ = ω0Iˆz + Aˆ+ Bˆ + Cˆ + Dˆ + Eˆ + Fˆ + HˆRF to
the rotating frame is (after neglecting the non-secular terms) [14], [21]:
Hˆrot =Uˆ
+HˆUˆ − ωIˆz (1.25)
=(ω0 − ω)Iˆz + Aˆ+ Bˆ + ωnut(Iˆx + Iˆy); (1.26)
where Uˆ = e−iω0Iˆzt and the terms in IˆZ is the effective Zeeman term.
The part of the Hamiltonian that remains after this transformation is the
part that commutes with Iˆz. In equation 1.26, the closer the irradiation fre-
quency approaches the resonance condition, the smaller the effective Zeeman
term becomes. At some point (ω ≃ ω0) the dipolar terms would be comparable
to the Zeeman term in the rotating frame. This is illustrated in figure 1.4.
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Figure 1.4: When a radiofrequency magnetic field is applied the bulk magneti-
sation follows the effective magnetic field which is smaller the closer it is to
the resonance frequency. When this effective magnetic field is small enough it
is comparable to the NMR linewidth or in other words, with the dipole-dipole
interaction strength.
The dipolar strength is the main cause of line broadening. In the rotating
frame the effective field may be comparable to this broadening.
1.2.2 The density matrix
Instead of a single spin usually there is a large number of spins in a sample.
The number is comparable to Avogadro’s number which is of the order of
1023. The state of a system of N spins may be expressed by the eigenvector:
|ψ >= ∑r=Nr=1 cr|r > where cr =< r|ψ >, with a normalisation condition of∑
r |cr|2 = 1.
According with the central limit theorem the average state may be known
with a degree of accuracy [21]. The spin density matrix ρˆ is defined as:
ρˆ = |ψ >< ψ| =
∑N
i=1 |ψ >< ψ|
N
(1.27)
In the Boltzmann distribution, for a number of particles under a Hamiltonian
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Hˆ at a temperature T, the density matrix may be expressed as:
ρˆ =
e
− ~Hˆ
kBT
Tr(e
− ~Hˆ
kBT )
(1.28)
where kB is the Boltzmann constant. In the matrix representation the diagonal
terms yield the populations and the off-diagonal terms represent the coherences
or partially aligned spins with a direction perpendicular to the magnetic field
[21]. The net longitudinal polarisation for spin I = 1
2
may be considered as
the difference between lower energy population and the higher energy popu-
lation. In this case of I = 1
2
and for low temperatures, the polarisation is
P = tanh( ~ω
2kBT
) [3], [14], [21]. The expectation value for an operator Aˆ can be
calculated with the density matrix as shown in equation 1.29:
< Aˆ >= Tr{ρˆAˆ} =
N∑
r,s=1
< r|Aˆ|s >< s|Aˆ|r > (1.29)
Density matrix evolution
The calculation of the density matrix at any time allows the determination of
any observable operator, and therefore its calculation is implicit in the expla-
nation of nuclear relaxation.
The evolution of this operator under the action of a Hamiltonian is given
by the solution of the Liouville-von Neumann equation, in equation 1.30:
dρˆ(t)
dt
= −i[Hˆ(t), ρˆ(t)] (1.30)
With the initial condition of known ρˆ(t0), a solution for the previous equa-
tion is given by equation 1.31 with the aid of a unitary operator Uˆ called a
propagator:
ρˆ(t) = Uˆ(t, t0)ρˆ(t0)Uˆ(t, t0)
+ (1.31)
For this to happen, the required propagator must satisfy equation 1.32:
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dUˆ(t, t0)
dt
= −iHˆ(t)Uˆ(t, t0) (1.32)
If the Hamiltonian is time-independent, the propagator expression may be
easily deduced:
Uˆ(t, t0) = e
−iHˆ(t−t0) (1.33)
whereas if the Hamiltonian is time dependent, the propagator may be expressed
in terms of the Dyson operator Tˆ [18], [26]:
Uˆ(t, t0) = Tˆ e
−i
∫ t
t0
Hˆdt
(1.34)
However an analytical expression for this propagator is difficult to find.
The Average Hamiltonian Theory [18] may offer acceptable solutions for the
cases where the Hamiltonian is periodic and the observations are stroboscopic
and synchronised with the Hamiltonian period. In this case the propagator
may be expressed with the Magnus expansion in equation 1.35 [26]:
Uˆ(t, t0) = e
−i(H¯(1)+H¯(2)+H¯(3)+...)t (1.35)
With the Baker-Campbell-Hausdorff expression [26], H¯(1) and H¯(2) may be
calculated as:
H¯(1) =
1
t
∫ t
t0
Hˆdt (1.36)
H¯(2) =
−i
2 ∗ t
∫ t
t0
dt′
∫ t
t0
[Hˆ(t′), Hˆ(t′)]dt (1.37)
The accuracy of this expansion depends on the convergency of the Hamil-
tonian norm with the time and on how many terms are chosen [12], [26].
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Hard and soft pulses.
In solid state NMR hard pulses are used when it is not required to excite a
selected spectral band. They can be made very short (a few microseconds, if
not less) provided enough power can be delivered to the coil without problems.
A short hard pulse affects a large bandwidth. The full width at half maximum
is
1.21
T
[8],where T is the irradiation time. Adiabatic inversion pulses belong
to a particular family of adiabatic pulses. They differ from hard pulses in that
the amplitude and reference frequency are modulated during the excitation
[8]. In adiabatic inversion pulses the magnetisation rotates along the effective
field axis from +~Z to −~Z. The adiabatic inversion pulse WURST (wideband,
uniform rate and smooth truncation) designed by Kupce et al [19] has been
used to invert up to 80 kHz wide proton magnetisation at 1.5 K and 3.35 T
in this project with a typical length of 1 ms and a maximum amplitude of 20
kHz.
An advantage of adiabatic pulses is the small amount of power required for
experimental implementation. With a remotely tuned probe, less than 80 W
was necessary for proton magnetisation inversion over a bandwidth of 80 kHz
while more than 350 W were required with a hard pulse inverting the same
bandwidth.
1.3 The electron spin
The electron paramagnetic resonance (EPR) spectrum is usually very complex,
being composed of many lines that may be divided into subgroups of resonance
lines corresponding to interactions with nuclei [2]. In cases where there is g-
anisotropy the orientation of the spin with respect to the field will alter the
resonance lines. The ground state of a paramagnetic centre may be considered
as a group of electronic levels separated by a few wave numbers. A valid
representation of the paramagnetic centre is obtained with the effective spin
S, so the total number of levels are 2S + 1. For a free atom the electronic
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magnetic dipole moment can be expressed as ~µ = −gJβ ~J [2], [27] and with
a Hamiltonian Hˆ = −~µ ~B = gJβ( ~B~S), where S is the effective spin of the
electron, gJ is the Lande factor and β is the Bohr magneton. Specially in the
case of electrons the Zeeman interaction depends on the angle that the main
magnetic field makes with certain axes defined by the local symmetry of the
magnetic surroundings. To take into account this anisotropy, the expression
for the Hamiltonian can be written as [2]:
Hˆ = β( ~B~~g~S) (1.38)
where ~~g is a tensor. The relaxation times T1 and T2 are much shorter than
those for nuclei [3].
1.4 Introduction to longitudinal relaxation
A phenomenological description by Bloch was introduced in section 1.1.1,
where the bulk magnetisation relaxes in the transverse plane with a spin-
spin relaxation time T2 and back to thermal equilibrium in the longitudinal
direction with a spin-lattice relaxation time T1. Microscopically it is neces-
sary to account for any fluctuation in the surroundings that will alter the
state of the spin [14], [35]. These fluctuations may be represented classically
with a sum of spin operators Vˆµ multiplied by a function of time fµ(t) so
fµ(t)f
∗
ν (t) = δµνfµ(t)f
∗
µ(t) = δµνGµ(|t− t′|), where Gµ(t) = Gµ(0)e−|t|/τcµ is
the autocorrelation function and in many experimental situations can be rep-
resented as an exponential that decays with the so called correlation time τcµ
corresponding to the fluctuation Vˆµfµ(t) [14].
By applying a strong magnetic field ~B0 = B~z to a demagnetised sample
of like spins, an energy exchange between the whole of spin system and the
lattice may be detected by measuring the evolution of the bulk magnetisation
Mˆ(t) towards its equilibrium value Mˆeq. The spin system may be considered
as a thermal bath with a characteristic temperature T = T (t) given by the
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Curie Law [35]:
~M(t) =
CB0
T (t)
~z (1.39)
Where C is a constant and C
T (t)
defines the magnetic susceptibility of the
sample. The time dependence of the spin temperature T (t) comes from the
Van-Vleck assumption that extends the spin temperature to non-equilibrium
state magnetisations [35]. In thermal equilibrium and at temperatures close
to 1.5 K it is possible to expand the density matrix to first order so ρˆ ≃
A(1− Hˆ
kBT
). This temperature is in principle the lattice temperature, but as
it is associated to the spin order, it will represent the spin temperature. By
reducing A = 1, and defining the inverse spin temperature by β =
1
kBT
, the
expression left is ρˆ = 1−βHˆ, where β turns out to be proportional to the spin
polarisation. With this definition it is possible to describe relaxation times
and lattice parameters. It also applies to the case when the Hamiltonian is
given in the rotating frame (spin temperature in the rotating frame).
1.4.1 Relaxation for a nuclear spin species in the labo-
ratory frame
In the case of a single spin species in the absence of an RF magnetic field
and quadrupolar interactions in a rigid lattice (RL), the Hamiltonian Hˆ can
be expressed as a Zeeman term with commuting and non commuting dipolar
terms [14], [35]:
Hˆ = HˆZ + Hˆ
RL
D = HˆZ + Hˆ
′RL
D + Hˆ
′′RL
D (1.40)
The relaxation to thermal equilibrium with the lattice is mediated through
the dipolar terms. These dipolar terms may be separated in the rigid lattice
(RL) in secular (Hˆ
′RL
D ) and non secular (Hˆ
′′RL
D ). The Hamiltonian correspond-
ing to the (dipolar) interaction that relax the spin system can be expressed
as fluctuations of the dipolar Hamiltonian in time regarding a Hamiltonian in
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the rigid lattice HˆSL [14], [35]:
HˆSL ≡ HˆD(t)− HˆRLD (1.41)
where HˆRLD is the dipolar term for the rigid lattice. These fluctuations are
described with correlation functions. A correct treatment for the relaxation
explanation must start from a complete Liouville von Neumann expression or
master equation:
dρˆ
dt
= −i[Hˆ0, ρˆ]−
∑
Gµ(0)
∫ ∞
0
[Vˆµ, [Vˆµ(t), (ρˆ− ρˆL)]]e−
t
τcµ dt (1.42)
where Vˆµ(t) = e
−iHˆZtVˆµe
+iHˆZt and ρˆL = 1− βLHˆ0, where βL is the inverse
spin temperature of the lattice. In high field HˆD = Hˆ
′
D + Hˆ
′′
D. The density
matrix ρˆ may be separated in two matrices corresponding to diagonal terms
(ρˆ1) and off diagonal term (ρˆ2): ρˆ = ρˆ1 + ρˆ2 and ρˆ1 = 1 − αHˆZ − βHˆ ′D. For
high fields ρˆ2 << ρˆ1, which reflects that α and β (inverse spin temperatures
of Zeeman and secular dipolar baths respectively) evolve independently with
HˆZ and Hˆ
′
D constants of motion, [14], [33]. Multiplying 1.42 by Hˆ
′
D and HˆZ
and taking the traces, it is possible to obtain the equations for the evolution
of the average value of each of the two operators in 1.43 and 1.44 respectively:
d < Hˆ ′D >
dt
= Tr(−i[Hˆ ′D, Hˆ0]ρˆ2)−
1
TD
(< Hˆ ′D > − < Hˆ ′D >L) (1.43)
d < HˆZ >
dt
= Tr(−i[HˆZ , Hˆ0]ρˆ2)− 1
T1Z
(< HˆZ > − < HˆZ >L) (1.44)
where T1Z and TD are functions of the inverse of the terms in the integral
and commutators [14]. In high fields the mixing between the Zeeman and
dipolar baths can be neglected and the final equations for the spin lattice
relaxation for both Zeeman and dipolar baths (with inverse spin temperatures
α and β respectively) are:
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dβ
dt
= − 1
TD
(β − βL) (1.45)
dα
dt
= − 1
T1Z
(α− βL) (1.46)
Figure 1.5: Interactions between Zeeman and dipolar reservoirs. Since HˆD does
not commute with Hˆ ′′D, any change in this dipolar reservoir will be communi-
cated to the Zeeman reservoir and vice versa. Communication between secular
dipolar reservoir and Zeeman reservoir takes place through thermal mixing in
low fields(dashed line). In high fields the thermal mixing is not important and
Zeeman and secular dipolar reservoirs acquire different spin temperatures, al-
though the secular reservoir is responsible for keeping a homogeneous inverse
temperature in the Zeeman bath with energy conserving flip-flops (spectral dif-
fusion).
Although much slower with respect to the spin lattice interaction, it is
possible to develop a mathematical expression for the heat exchange between
α and β reservoirs at high field and in the laboratory frame. Starting from an
expression for the Hamiltonian as Hˆlab = HˆZ + Hˆ
′
D + Hˆ
′′
D the operator Uˆ is
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defined as Uˆ = 1 − iRˆ so it can act on any operator Qˆ as UˆQˆUˆ+ = Qˆ∗ and
HˆZ + Hˆ
′′
D = UˆHˆZUˆ
+ = Hˆ∗Z = HˆZ − i[Rˆ, HˆZ ], where [14] Rˆ is:
Rˆ =
i(Dˆ − Cˆ)
ω0
+
i(Fˆ − Eˆ)
2ω0
(1.47)
so Hˆ ′D = Hˆ
′∗
D + i[Rˆ, Hˆ
′∗
D ] and the Hamiltonian for the system is Hˆlab =
Hˆ0 + i[Rˆ, Hˆ
′∗
D ], Hˆ0 = Hˆ
∗
Z + Hˆ
′
D
∗. The density matrix can be expressed as
ρˆ = 1 − αHˆ∗Z − βHˆ ′D∗ + ρˆ2. The perturbation becomes Vˆ = i[Rˆ, Hˆ ′∗D ]. From
these expressions, it can be shown that the evolution equations for α and β
are given by a similar derivation as the Provotorov equations, developed later.
dβ
dt
= W
∆2
D2
(α− β) (1.48)
dα
dt
= −W (α− β) (1.49)
Where in this case W = 1
Tr(Iˆ2
Z
)
∫ ∞
0
Tr([Iˆ∗Z , Vˆ ][V˜ (t), Iˆ
∗
Z ])dt being Iˆ
∗
Zω0 = Hˆ
∗
Z
and V˜ (t) = eiHˆ0tVˆ e−iHˆ0t, which would correspond to the HˆRL(t). The dipolar
interactions may be considered as a thermal bath, but since fluctuations in
the non-commuting terms affect immediately the Zeeman term, they can be
regarded as a thermal bath which is in close thermal contact with the Zeeman
bath [14], [35]. On the other hand, the commuting dipolar term is not directly
in contact with this Zeeman bath, but through the non-commuting dipolar
bath, it causes thermal mixing in this case of identical spins. For unlike spins
this is called cross relaxation τM .
If the characteristic time for the Zeeman bath to achieve equilibrium with
the lattice is much shorter than the time required to achieve equilibrium
with the dipolar secular bath, then both baths evolve independently and may
achieve different spin temperatures [35]. These processes are illustrated in
figure 1.5.
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1.4.2 Electron longitudinal relaxation
The gyromagnetic ratio of the electron spin is 660 times greater than the 1H
spin. Electron paramagnetic resonance linewidths in solid state are typically
from a few MHz broad to close to a GHz or more [2]. Along with the much
smaller rest mass in comparison with nuclei (1800 times smaller, [21]), the
electron can communicate the vibrational modes within the lattice (or phonon
bath in the lattice) to the nuclear spins [3]. The three main longitudinal
relaxation mechanisms are the direct process, the Raman process and the
Orbach process [27]. The direct process involves a spin that flips from up
to down with the accompanying emission or creation of a phonon of the same
energy. This happens because of the vibrations that alter the distances and/or
electric fields between electric dipoles. In the Raman process the phonon
created has a higher energy and is scattered inelastically. Typically, at low
temperatures (1.5 K or less) the direct process dominates over the Raman
process [5].
Sometimes the splittings due to electric fields are smaller than the energy
presented by some phonons. Then it is possible for an electron in the upper
Zeeman level of the ground state to get to an excited state by the absorption of
a phonon and return to a lower Zeeman level in the ground state in a process
that is known as Orbach process [27].
The electron resonance linewidth may be broadened by hyperfine electron-
electron interactions and g-factor anisotropy. When the line is not homoge-
neous, continuous wave irradiation produces a non uniform excitation (hole
burning) [11], and it is incorrect to define a single spin temperature. The line
should then be considered as being composed of many spin packets in commu-
nication with each other through cross relaxation [10]. When cross relaxation
is much faster than the contact with the lattice, the electron line may then be
considered homogeneous. This may be observed with large electron irradiation
in high fields [10].
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1.4.3 Relaxation in the rotating frame for a single spin
species: the Provotorov equations
In the particular case of a system of like spins in high magnetic field and
isolated from the lattice, there are distinct spin temperatures for the Zeeman
and the secular dipolar bath. It is possible to consider the Zeeman and secular
dipolar baths also in the rotating frame [14], [35].
For a small RF magnetic field applied to the spin system, it can be demon-
strated that there is thermal mixing between the Zeeman and dipolar reservoirs
[14], [35]. The mathematical description is included in this thesis for complete-
ness sake. Readers are referred to Goldman et al for a wider explanation [14].
In the case of a single spin species, in the rotating frame (with ∆ = ω0 − ω)
the Hamiltonian can be expressed as Hˆ = ∆IˆZ + Hˆ
′
D +ω1Iˆx, which in analogy
with the expression for Hˆ0 it can be expressed as Hˆ0 = ∆IˆZ + ω1Iˆx, which
is composed by two quasi-constants of motion and a perturbation component
coming from an RF field ω1 that mixes both of them. For the case of large RF
irradiation (with similar magnitude to the local field) an equilibrium is reached
in a time comparable to T2. On the other hand, if the RF field is weak, then
the system does not evolve significantly in a time T2 [14]. In the rotating
frame the expression for the density matrix in this second case is expressed as
ρˆ = 1−α∆IˆZ − βHˆ ′D, where α and β are the inverse spin temperatures of the
Zeeman and dipolar terms. To find the evolution of this density matrix, it is
necessary to solve the Liouville von Neumann equation in a reference frame
rotating around Hˆ0 and considering the RF term as a perturbation. The Li-
ouville equation is given without including the lattice, which may be added at
the end. The former expression of the density matrix is transformed to a frame
rotating with the operator Uˆ2 = e
iHˆ0t, so any operator Qˆ would be represented
as Q˜ = Uˆ2QˆUˆ
+
2 with this transformation.
dρ˜
dt
= −iω1
[
I˜x, ρ˜
]
(1.50)
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By integration of this expression between 0 and a time t, the equation 1.50
becomes:
ρ˜(t)− ρˆ(0) = −iω1
∫ t
0
[I˜x(t
′), ρ˜(t′)]dt′ (1.51)
The density matrix is separated into two matrices, diagonal and off diagonal
ρˆ(0) = ρˆ(0)1 + ρˆ(0)2 in a similar fashion as is done with the density matrix
for the equations of relaxation in the laboratory frame. The density matrix is
then expanded to second order in the following equation:
ρ˜(t)− ρˆ(0) =− iω1
∫ t
0
[I˜x(t
′), ρˆ1(0)]dt
′ − ω21
∫ t
0
dt′
∫ t′
0
[I˜x(t
′), [I˜x(t
′′), ρˆ1(0)]]dt
′′−
− iω1
∫ t
0
[I˜x(t
′), ρˆ2(0)]dt
′ − ω21
∫ t
0
dt′
∫ t′
0
[I˜x(t
′), [I˜x(t
′′), ρˆ2(0)]]dt
′′
(1.52)
The last two terms in equation 1.52 are neglected (see below). The first two
terms are multiplied by an operator Qˆ that commutes with Hˆ0 and ρˆ1(0). It is
worthwhile to note that [Qˆ, I˜x(t)] = Uˆ2[Qˆ, Iˆx(t)]Uˆ
+
2 and that Tr([I˜x(t
′), ρˆ1(0)]Qˆ) =
Tr(I˜x(t
′)[ρˆ1(0), Qˆ]) = 0. A substitution τ = t
′ − t′′ applied before taking the
traces results in:
Tr[Qˆ, ρ˜(t)− ρˆ(0)]1 = −ω21
∫ t
0
(t− τ)Tr[Qˆ, I˜x(τ)][Iˆx, ρˆ1(0)]dτ (1.53)
It is possible to use Tr([Iˆx, ρˆ1(0)][Qˆ, ρ˜(τ)]) = Tr(Iˆx[ρˆ1(0), [Qˆ, ρ˜(τ)]]). Due
to the fact that [ρˆ1(0), Qˆ] = 0 ⇒ [ρˆ1(0), [Qˆ, I˜x(τ)]] = [Qˆ, [ρˆ1(0), I˜(τ)]] so the
equation 1.53 can be expressed as:
Tr[Qˆ, ρ˜(t)− ρˆ(0)]1 = −ω21
∫ t
0
(t− τ)Tr[Qˆ, Iˆx][I˜x(τ), ρˆ1(0)]dτ (1.54)
The previous integral goes to zero in a short time (≈ T2) [14]. Since the
evolution of the system is very slow, it is possible to choose t >> τ , so τ ≤ T2.
In this way, it is reasonable to approximate
∫ t
0
Tr(...)dτ ∼= t ∫ ∞0 Tr(...)dτ . The
approximation that ρˆ2(0) << ρˆ1(0) allows the contribution of the ρˆ2(0) terms
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to be neglected. The final equation is:
dTr(Qˆρ˜)
dt
= −ω21
∫ ∞
0
Tr([Qˆ, Iˆx][I˜x(τ), ρˆ1(0)])dτ (1.55)
By making Qˆ = Iˆz, and considering the expression of the density matrix
at the beginning the equation 1.55 is:
Tr(Iˆ2Z)
dα
dt
= −ω21(α− β)
∫ ∞
0
Tr([Iˆz, Iˆx][I˜x(τ), Iˆz(0)])dτ−
−ω21
β
∆
∫ ∞
0
Tr([Iˆz, Iˆx][I˜x(τ), Hˆ0])dτ (1.56)
The last integral is equal to zero. The first integral can be evaluated from
[I˜x(τ), Hˆ0] = i
dI˜(τ)
dτ
. By integrating between t and ∞: Tr(i[IˆZ , Iˆx]I˜x(∞)) −
Tr(i[IˆZ , Iˆx]Iˆx). The term in infinity would go to zero since it becomes the free
decay signal after a long time t >> T2 [14]. The second term as well goes to
zero.
To evaluate the first term in the equation 1.56 a new expansion is needed in
I˜x = Iˆx(τ)cos(∆τ) − Iˆy(τ)sin(∆τ), with Iˆx(τ) = e+iHˆ′Dτ Iˆxe−iHˆ′Dτ and Iˆy(τ) =
e+iHˆ
′
Dτ Iˆye
−iHˆ′Dτ .
It is necessary to note that
Tr(Iˆy Iˆx(τ)) = 0; (1.57)
Since Tr(IˆxIˆx(τ))cos(∆τ)dτ is an even function, it is possible to express the
previous equation 1.56 as:
1
πTr(Iˆ2x)
∫ ∞
0
Tr(IˆxIˆx(τ))cos(∆τ)dτ =
1
2πTr(Iˆ2x)
∫ ∞
0
Tr(IˆxIˆx(τ))e
i∆τdτ = g(∆)
(1.58)
In this case g(∆) corresponds to the absorption signal at low radio fre-
quency field [14]. It is normalised so
∫∞
−∞
g(∆)d∆ = 1. The final result of this
mathematical development is:
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dα
dt
= −πω21g(∆)(α− β) (1.59)
To find the expression for β it is necessary to realise that Tr(Hˆ0(ρ˜(t) −
ρˆ(0))) ∼= 0. Then:
d(Hˆ0ρ˜)
dt
= −∆2dα
dt
−D2dβ
dt
∼= 0 (1.60)
so
dβ
dt
=
−∆2
D2
dα
dt
(1.61)
Then it is possible to arrive to the Provotorov equations 1.59 and 1.61 that
reflect an evolution of the system that depends on the difference between the
inverse spin temperature of Zeeman and dipolar baths in the rotating frame,
and under a small RF magnetic field.
dβ
dt
= W
∆2
D2
(α− β) (1.62)
dα
dt
= −W (α− β) (1.63)
where W (∆) = πω21g(∆), ∆ = ω0−ω, and D = γH ′L, the frequency for the
local field. The inverse spin temperatures vary exponentially towards thermal
equilibrium. The main assumption in this part of the Provotorov theory was
to consider a spin temperature for the dipolar bath in the rotating frame. By
applying a small RF field to a system in equilibrium, it is possible to cool
the dipolar reservoir by pumping heat to the Zeeman reservoir in the rotating
frame.
1.4.4 Cross relaxation in the laboratory frame
If a system formed by two spin species I and S is isolated from the lattice, the
spin relaxation depends only on dipolar interactions, and the case becomes
more complicated than for a simple spin species. The Hamiltonian Hˆ for this
new system is (neglecting quadrupolar interactions) [35]:
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Hˆ = HˆZI + HˆZS + Hˆ
RL
DIS + Hˆ
RL
DII + Hˆ
RL
DSS (1.64)
where the terms in Z denote Zeeman, D dipolar and RL rigid lattice. The
terms in DIS correspond to the dipolar interaction between spins I and S (both
I and S are nuclear spins), and DII and DSS terms correspond to homonuclear
dipolar interactions for spins I and S respectively. In a semiclassical view, the
spin lattice dipolar fluctuations can be considered as [35]:
Hˆ ≡ HˆDII(t)− HˆRLDII + HˆDIS(t)− HˆRLDIS + HˆDSS(t)− HˆRLDSS (1.65)
The interactions between the different thermal reservoirs are depicted in
figure 1.6 for two spin species in low fields. Following the previous notation the
secular dipolar Hamiltonian is noted with Hˆ ′D and the non secular with Hˆ
′′
D.
The fluctuations are described with the corresponding correlation functions.
Again HˆZI is in strong thermal contact with Hˆ
′′
DII , and HˆZS with Hˆ
′′
DSS, but in
this situation there is thermal contact between both Zeeman reservoirs through
the heteronuclear non secular dipolar reservoir. All of these dipolar baths are
in thermal contact with the lattice [14], [35]. Three thermal mixing rates
compete now with a cross relaxation time, corresponding to the three secular
dipolar reservoirs being mixed with the non secular reservoirs and a process of
cross relaxation between the Zeeman reservoir through the non secular dipolar
reservoir [35]. If the magnetic field increases, the thermal mixing mechanisms
become less and less efficient, as in the case of a single spin species until the
point where the Zeeman baths are isolated from their respective secular dipole
reservoirs. Then the secular dipolar terms for the corresponding reservoirs
become constants of motion along with the Zeeman terms.
The cross relaxation process becomes more efficient when there is more
probability of energy conserving processes, like zero quantum (ZQ) transitions
in the case of two very similar Larmor frequencies (ωI = ωS), or two flips
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Figure 1.6: Interactions between a Zeeman and dipolar reservoirs for two spin
species. Like for the single spin species, HˆZI is in close thermal contact with
Hˆ ′′DII , and HˆZS with Hˆ
′′
DSS. In this case there are three secular dipolar reser-
voirs Hˆ ′DII , Hˆ
′
DIS and Hˆ
′
DSS with three characteristic times TI , TS and TIS.
Another non secular dipolar reservoir Hˆ ′′DIS is considered, responsible for mu-
tual flip-flops and cross relaxation with a characteristic time TCR, after Wolf,
et al [35].
and one flop, in the case of ωI = 2ωS [14], [35]. In this case of only two spin
species with similar Larmor frequencies these ZQ transitions do not conserve
the Zeeman energy of the system. The difference in energy to enable such
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transition must be supplied by dipolar baths, which may lead to different spin
temperatures. For the case of two spin species with the same gyromagnetic
ratio, a Hamiltonian could be written as:
Hˆlab = ωI IˆZ + ωSSˆZ + HˆD (1.66)
In a first approximation only the dipolar term Bˆ is considered relevant
in the non secular dipolar baths in this treatment of cross relaxation. The
Hamiltonian becomes then:
Hˆlab = ωI IˆZ + ωSSˆZ + Hˆ
′
D + Bˆ (1.67)
where Bˆ is the corresponding part of the flip-flops in formula 1.18. Two
constants of motion (Pˆ and Qˆ) are now introduced in the Hamiltonian in
equation 1.67 with Pˆ = IˆZ + SˆZ . Following [14] Qˆ is defined as an orthogonal
operator Qˆ = Hˆlab − Pˆ T r(HˆlabPˆ )Tr(Pˆ 2) , with Tr(Pˆ Qˆ) = 0. In this way:
Qˆ = ωI IˆZ + ωSSˆZ − (IˆZ + SˆZ)ωITr(Iˆ
2
Z) + ωSTr(Sˆ
2
Z)
Tr(Iˆ2Z) + Tr(Sˆ
2
Z)
+ Hˆ ′D + Bˆ (1.68)
Qˆ = (CS∆IˆZ − CI∆SˆZ) + Hˆ ′D + Bˆ (1.69)
with ∆ = ωI − ωS. CI and CS are the heat capacities according to Goldman
[14]. With the definitions of Tr(Iˆ2Z) + Tr(Sˆ
2
Z) = N (N is the total number
of spins), Tr(Iˆ2Z) = CIN and Tr(Sˆ
2
Z) = (1 − CI)N = CS , the resultant
Hamiltonian is
Hˆlab = (CIωI + CSωS)Pˆ + Qˆ (1.70)
There is no thermal contact between the operators Pˆ and Qˆ and in this
way the cross relaxation depends only on the evolution of Qˆ. In high field,
∆2Tr((CS IˆZ − CI SˆZ)2) >> Tr(Bˆ2).
The density matrix can be decomposed in two different ways, by considering
the constants of motion (CS IˆZ −CI SˆZ), Hˆ ′D and Pˆ , or IˆZ , SˆZ and Hˆ ′D. In the
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first case the density matrix is
ρˆ = 1− α∆(CS IˆZ − CI SˆZ)− βHˆ ′D − δ(CIωI + CSωS)Pˆ + ρˆ2 (1.71)
and in the second case:
ρˆ = 1− αIωI IˆZ − αSωSSˆZ − βHˆ ′D + ρˆ2 (1.72)
Relating equations 1.72 and 1.71:
αIωI = δ(CIωI + CSωS) + α∆CS (1.73)
αSωS = δ(CIωI + CSωS)− α∆CI (1.74)
By derivation of the former expressions and using 1.62 and 1.63, it is possible
to obtain the following equations corresponding to the cross relaxation between
two spin species through a dipolar reservoir:
dαI
dt
= −CS
ωI
W (αIωI − αSωS −∆β) (1.75)
dαS
dt
= −CI
ωS
W (αIωI − αSωS −∆β) (1.76)
dβ
dt
= − ∆
D′2
W (αIωI − αSωS −∆β) (1.77)
where is in this case W = 1
CICSN
∫ ∞
0
Tr(Bˆ(eiHˆ
′
DIStBˆe−iHˆ
′
DISt))cos∆tdt [14].
1.4.5 Relaxation by paramagnetic impurities
Dipolar interactions between unpaired electrons and nuclei in a solid sample
becomes the main source of nuclear relaxation at low temperatures (1.5 K) [3],
[9], [14]. Nuclear relaxation is produced by random fluctuations of the local
field caused by the electrons and experienced by the surrounding nuclei. For
low concentrations the correlation time of these fluctuations can be considered
to be T1e [3], [5].
A particular case to be mentioned is the situation when the electron band-
width is narrow in comparison with the nuclear Larmor frequency. The electron-
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nuclear spin system would lead to a system of four energy levels, as shown in
figure 1.7. Because of the strong mixing between Zeeman and non secular
dipolar terms SzI+ and SzI− there is a mixture of eigenstates on each of the
a, b, c and d states as shown in figure 1.7. Electron-nuclear spin flip-flop and
flip-flip transitions are then slightly allowed.
Relaxation in high field happens then in a two spin energy conserving
process. Because of interactions with the phonon modes of the lattice and
interaction with other spins an electron spin flips and a nuclear spin becomes
aligned with the magnetic field. The electron spin flips back to the orientation
parallel with the magnetic field before it interacts again with another nucleus
since the T1e is much faster than the nuclear T1. The rate of change of po-
larisation of both electron and nuclear spins could be expressed in differential
equations obtained by detailed balance [3], [6]. For larger concentrations of
paramagnetic impurities the dipolar interactions between electron themselves
become more important and the correlation time of the electron-nuclear inter-
actions may be considered to be T2e, [3], [5]. Once the electron relaxes the
surrounding nuclei, the spin order is carried further away from the paramag-
netic centre with energy conserving dipolar interactions between nuclei (spin
diffusion) [29].
If the electron linewidth is greater than the nuclear Larmor frequency a
process involving three (two electron and one nuclear) spins or more takes
place [3]. In this case different energy transitions may lead to relaxation. A
thermal model may be used to describe this process in high field for homo-
geneous EPR lines [3], [13], [15]. The electron secular dipole-dipole reservoir
establishes contact with the nuclear spin Zeeman bath. They both relax with
a characteristic TI,SS to a common spin temperature [3]. The heat capacity
of the nuclear Zeeman bath is far greater than the electron secular dipole one
because of the relatively large number of nuclei with respect to the number of
nuclei of unpaired electrons, and because the electron dipolar bath refers to
the short range interactions [3], [6].
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Figure 1.7: Energy levels of an electron-nuclear pair |S, I〉 coupled with dipolar
interactions. The terms p and q are derived from first order perturbation theory
applied to a two spin system for non secular dipolar terms, being p>>q.
The spin diffusion barrier
Those nuclear spins which are too close to the electron spin (closer than the
so called spin diffusion barrier b) experience a large magnetic gradient that
shifts their nuclear Larmor frequency so they do not contribute to the ob-
served nuclear magnetisation, although they may contribute to the relaxation
process [14], [29]. These nuclei that do not contribute to the nuclear resonance
line have been considered in a separate Zeeman reservoir, which in some ap-
proximation may be in close thermal contact with the electron dipole-dipole
interactions[16]. The spin diffusion barrier has been defined as the distance
from the electron where the dipolar interaction between electron and nuclei
becomes the same magnitude as the nuclear linewidth. Taking into account
the non linear behavior of this gradient, the expression to evaluate it is [5]:
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∆ωI =
µ0
4π
γIγS~
1
b3
(
1− 1
(1 + a
b
)3
)
(1.78)
where a is the average distance between the same species of nuclei. The
value for b may be calculated by a numerical method. For the case of fast
spin diffusion between carbon spins and also strong thermal contact between
the electron dipolar bath and the nuclear Zeeman reservoir, the expression for
nuclear longitudinal relaxation in a solid doped with paramagnetic impurities
is given by 1.79 [5]:
1
T1I
= (
µ0
4π
)2
8π
5
S(S + 1)
3
NSγ
2
Iγ
2
S~
2
b3
T2e
1 + (ωIT2e)2
(1− P 20 ) (1.79)
where NS is the concentration of paramagnetic impurities.
1.4.6 Dynamic Nuclear Polarisation at low temperatures
In Dynamic Nuclear Polarisation (DNP) of samples doped with free radicals
the higher population levels in unpaired electrons are used to hyperpolarise
surrounding nuclei. It was demonstrated in section 1.4.3 with the Provotorov
equations that a Zeeman bath and a dipolar bath of the same spin species enter
into thermal contact with off resonance irradiation. It was shown also that in
a sample doped with paramagnetic centres the nuclei were in contact with
the electron secular dipolar bath. By off resonance irradiation on the electron
resonance line it is possible to cool the electron secular dipolar bath, and with
it, the nuclear Zeeman baths in a DNP process. If this line is homogeneous,
then the magnetisation is saturated by the irradiation and the electron dipolar
interactions may be considered as a thermal bath. If this line is inhomogeneous,
then only some part of the line is saturated so the irradiation burns a hole in
the line and the polarisation transfer to nuclei depends on the line gradient
seen in that hole. In this (latest) case the electron resonance line must be
treated like a large group of electron packets in communication with each other
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through cross relaxation, each one of them forming a single electron Zeeman
bath [10]. If cross relaxation is faster than spin lattice relaxation, it is possible
to consider again a homogeneous line. The process is made more effective at
low temperatures (1.5 K) where the electron Boltzmann population reaches
more that 90% [3]. Depending on the electron resonance linewidth several
polarisation transfer pathways may take place. If the electron linewidth is
smaller than the nuclear Larmor frequency then the main DNP mechanism is
called the solid effect. If not, then thermal mixing or the cross effect may gain
importance over the solid effect [3], [13], [14].
The solid effect
For this project the electron irradiation took place in a non resonant cavity
with a maximum power of 200 mW which translated into a low irradiation
field B1e condition [5].
Two main approaches have been used to explain the solid effect. Due to
non secular dipolar interactions the eigenstates for an electron coupled with a
nucleus with spin 1
2
(the case that will be treated from now onwards) are mixed,
therefore zero quantum transitions (ZQ or flip-flops) (|ωS| − |ωI |) and double
quantum transitions (DQ or flip-flips) (|ωS|− |ωI |) transitions become allowed
(S denotes electron spin and I, nuclear spin) [3], [34]. Under off resonance
irradiation on the electrons their transitions are excited, at an appropriate
frequency. The main consideration in the solid effect is that due to such a
narrow electron resonance bandwidth the DQ transitions are not excited at
the same time that ZQ are [3], [14], [34]. For the explanation of this effect it
is possible to consider relaxation rate equations for differences in populations
in the energy levels, including the transition probabilities for these flip-flops
[3], but a thermodynamical description is also possible. This thermodynam-
ical description depends on the interaction between electrons in the electron
resonance line.
Following the thermodynamical description by Goldman [14] in the case of
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a homogeneous electron resonance line in high field, which is the typical case
in the solid effect, the main target is to transform a Hamiltonian that involves
one nuclear spin and one electron spin coupled with dipolar interactions HˆD,
under RF irradiation at the frequency ω:
Hˆ0 = ωI IˆZ + ωSSˆZ + HˆD − 2B1(γI Iˆx + γSSˆx)cos(ωt) (1.80)
into a Hamiltonian in the rotating frame of the type:
Hˆ = ωI IˆZ + ∆SˆZ + Hˆ
′
D + Vˆ (1.81)
where now ∆ = ωS − ω ∼ ωI , Vˆ involves a non secular dipolar term which
is time independent and corresponds either to flip-flops or flip-flips, and Hˆ ′D
refers to the heteronuclear secular dipolar term of the dipolar coupling. Since
ωI is close to ∆ and there is a coupling term Vˆ , a cross relaxation between IˆZ
and SˆZ takes place.
Formally, expression 1.81 corresponds to the case of cross relaxation in the
laboratory frame for two spin species with close Larmor frequencies in analogy
with equation 1.67. It is necessary to obtain a flip-flop term for the perturba-
tion Vˆ . This may be accomplished with some mathematical transformations.
A unitary operator defined as Uˆ1 = 1 − iRˆ, with Rˆ as a small hermitian
operator, is used to transform the previous Hamiltonian. In this way:
−i[Rˆ, (ωI IˆZ + ωSSˆZ)] = Hˆ ′′D (1.82)
so Hˆ ′∗D = Uˆ1Hˆ
′
DUˆ
+
1 and Hˆ0 = ωI Iˆ
∗
Z +ωSSˆ
∗
Z +Hˆ
′∗
D−2B1(γI Iˆx +γSSˆx)cos(ωt).
It is more convenient to use another representation with a canonical transfor-
mation Hˆ = Uˆ+1 Hˆ0Uˆ1 so:
Hˆ0 = ωI IˆZ + ωSSˆZ + Hˆ
′
D−2B1(γI Iˆx + γSSˆx)cos(ωt)−
− 2B1i[Rˆ, (γI Iˆx + γSSˆx)]cos(ωt) (1.83)
Those terms which allow for transitions close to either ωS or ωI are dis-
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regarded (the fourth one). Then, the operator Rˆ is developed in terms of
non secular dipolar Hamiltonian, leaving only those in Iˆ+SˆZ , IˆZSˆ+, Iˆ−SˆZ and
IˆZSˆ− (which comes from the restriction of the narrow electron resonance line).
Further algebra and simplification (γS >> γI) [14] leads to the perturbation
term:
Vˆ ≃ −1
2
B1γS
B0γI
∑
i,j
(Ci,j Iˆ
i
+S
j
− + C
∗
i,j Iˆ
i
−S
j
+) (1.84)
in the case of irradiation inducing ZQ transitions or
Vˆ ′ ≃ −1
2
B1γS
B0γI
∑
i,j
(Ci,j Iˆ
i
+S
j
+ + C
∗
i,j Iˆ
i
−S
j
−) (1.85)
in the case of DQ transitions. With a transformation to the rotating frame
by the unitary operator Uˆr = e
i(ωSˆZt) the final Hamiltonian is Hˆ = ωI IˆZ +
∆SˆZ + Hˆ
′
D + Vˆ with ∆ = ωs − ω. In this way, the nuclear Larmor frequency
is close to ∆ and cross relaxation happens between IˆZ and SˆZ .
The density matrix associated with the resulting Hamiltonian in the quasi-
equilibrium form can be decomposed in diagonal terms and non diagonal terms
and expressed using inverse spin temperatures in the high temperature limit
as [14]:
ρˆ = 1− αIωI IˆZ − αS∆SˆZ − βHˆ ′D + ρˆnonsecular (1.86)
using the modified Provotorov equations for cross relaxation 1.75, 1.76 and
1.77, the differential equations 1.87, 1.88 and 1.89 are obtained. These latter
equations would relate the inverse Zeeman temperatures αI , αS for the Zeeman
nuclear and electron baths respectively and β for the electron dipolar bath [14].
The last terms in 1.87, 1.88 and 1.89 are added afterwards and they include
the contribution of spin lattice relaxation.
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dαI
dt
=
−CS
ωI
W±(αIωI ± αS∆− βΓ)− 1
TI
(αI − βL) (1.87)
dαS
dt
=
−CI
∆
W±(αIωI ± αS∆− βΓ)− 1
TS
(αS − αL) (1.88)
dβ
dt
=
Γ
D2
W±(αIωI ± αS∆− βΓ)− 1
TD
(β − βL) (1.89)
In these equations Γ = ωI−∆ = ωI−ωS +ω, CI = NINI+NS , CS =
NS
NI+NS
(NI
and NS are the number of spins I and S), D
2 =
Tr(Hˆ′
D
)
NINS(Tr(Iˆ2)+Tr(Sˆ2))
is the local
frequency and the probabilityW± can be approximated as a Gaussian lineshape
(the index + in W+ denotes the ZQ and -, DQ transitions). The relaxation
times for nuclear Zeeman, electron Zeeman and the dipole thermal bath are
TI , TS and TD respectively. The pattern of enhancement obtained depending
on irradiation frequency can be obtained by equalising to zero the expressions
1.87, 1.88 and 1.89 (in the quasi-equilibrium state); and representing then in
figure 1.8.
The mixing between the electron dipolar reservoir and the nuclear Zee-
man reservoir lead to a positive or negative enhancement depending on the
electron irradiation frequency. In figure 1.8 a simulation shows the enhance-
ment obtained from a sample of protons doped with a 18.5 MHz linewidth
paramagnetic centre in a field of 3.35 T.
Thermal mixing
When the electron resonance linewidth is broader than the nuclear Larmor
frequency other polarisation transfer mechanisms take place, such as Thermal
Mixing (TM) or the Cross Effect (CE), when the energy required for a flip-flop
between two electron spins is equal to the energy required to flip a nuclear
spin with the magnetic field [10]. Two cases can be considered. If the line is
homogeneous then it is possible to assume a spin temperature for the electronic
secular dipolar reservoir in the laboratory frame and high field [3]. When
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Figure 1.8: Solid state enhancement versus EPR irradiation simulation for
a system of proton spins doped with 0.015 mM pf paramagnetic centres that
exhibit a electron resonance Gaussian shaped with a linewidth of 18.5 MHz in
a magnetic field of 3.35 T (the frequency D was set to this value also). CI and
CS were set to 1 and 0.002 respectively. The relaxation times TI , TS and TD
were set to 3720, 1 and 0.01 s respectively. Both peaks are antisymmetric and
placed at a frequency of ωe ± ωI , so the distance between them is 2× ωI .
applying a RF field a single spin temperature of this dipolar reservoir in the
rotating frame may be assumed, which would create thermal contact between
the electronic Zeeman and the dipolar baths, cooling the latter one. In the
other case where the line is non homogeneous due to g-anisotropy and hyperfine
interactions, and cross relaxation between electron spin packets is faster than
spin lattice, the cross effect (CE) plays an important role [13]. In any case
TM and CE rely on a three spin process when two spins flip so the energy gap
corresponds to the Larmor frequency of a nuclear spin that flips with them.
In the particular case of a broad electron line with fast spectral diffusion the
process for DNP becomes more complex since several interactions must be
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taken into account: TM, SE, relaxation due to non secular terms in the HˆIS
dipolar reservoir with probability U and the evolution to a common value of
the inverse spin temperatures αS and β. The differential equations presented
by Goldman [14] are:
dαI
dt
=− [CS(W+ +W−) + U + 1
TI
]αI + CS
∆
ωI
(W+ −W−)(αS − β)+
+ [CS(W+ +W−) + U ]β +
1
TI
βL (1.90)
dαS
dt
= −W0(αS − β)− 1
TS
(αS − βLωS
∆
) (1.91)
dβ
dt
= W0
∆2
CID2
(αS − β)− 1
TD
(β − βL) (1.92)
where in this case the probability distribution for W+ or W− are bell shaped
curves and far smaller than W0 that corresponds to allowed transitions. The
last term added at the end of each equation refers to the spin lattice of the
respective thermal reservoir. By equalising the previous equations 1.90, 1.91
and 1.92 to zero and solving for the nuclear inverse spin temperature the ex-
pression for polarisation in equilibrium is obtained. The characteristic pattern
is anti-symmetric, with two peaks at a difference of frequencies equivalent to
the electron resonance line bandwidth.
The interaction between two electron spins and a nuclear spin so that |ω1S−
ω2S| = ωI is made possible by tethering two free radicals together so the
average distance between both free electrons produces an electron g-anisotropy
interaction of the order of the nuclear frequency [31].
By setting the derivatives in equations of the unresolved solid effect from
the model by Goldman to zero and solving for the three inverse spin tempera-
tures the DNP enhancement spectrum can be obtained. An example is given
in figure 1.9. In this spin temperature model the linear approximation for the
density matrix must be valid, so for very low temperatures (of the order of
millikelvins) it only gives a qualitative description.
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Figure 1.9: DNP enhancement spectrum for thermal mixing in a sample doped
with paramagnetic centres. CS and CI were 0.015 and 1 respectively. The
relaxation times TI , TS and TD were set to 10000, 1 and 0.1 respectively.
The probabilities W and U had a maximum value of 0.002 and 0.01 s−1. W
had a Gaussian lineshape with 30 MHz linewidth (D was also set to 30 MHz).
The NMR frequency corresponded to the Larmor frequency of 13C in a 3.35 T
magnet.
Dynamic Cooling
Dynamic cooling has been presented as a form of DNP where the interactions
between electrons must be taken into account for a correct description of the
DNP process. The electron dipolar-dipolar reservoir cools the nuclear Zeeman
bath whilst being cooled itself by the electron Zeeman reservoir [6]. The math-
ematical expressions to include this concept need the inclusion of a differential
equation for the variation of inverse spin temperature for the electron dipolar
reservoir.
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1.5 Description of Hardware: polariser, 9.4 T
magnet and the new dual centre magnet
The main target of hyperpolarisation techniques in this project was the dis-
solution experiment. In this experiment it was demonstrated that little spin
order was lost when the sample was dissolved and passed to another magnet
in a time that is short in comparison with the T1 of the spin species at a higher
temperature [4].
A brief description of the magnets used in this project is provided to illus-
trate the experiments: a standard Bruker 9.4 T, used with a high resolution
double resonance probe for a 5 mm glass sample tube was used for making
NMR measurements, and the home built stand-alone polariser employed a 3.35
T magnet supplied by Oxford Instruments (OI, Abingdon) [4] (figure 1.10,2).
The polariser has a cylindrical cavity at the end of the variable temperature
insert (VTI). This VTI is inserted into the polariser. The central hole has
a 15 mm diameter making it possible to load the sample into the microwave
cavity (figure 1.10,3) using a PTFE tube. A sample in a sample cup is placed
at the bottom of the PTFE tube, which is kept at the centre of the cavity,
where the lowest temperatures of 1.5 K can be achieved (figure 1.10, 3)(figure
1.11). A waveguide into the polariser parallel to the VTI guides the microwave
irradiation to the sample.
The dissolution experiment was performed with a dissolution device. It was
comprised of a pressure cooker for boiling the solvent and PTFE capillaries
contained in a stainless steel tube. These two tubes were used to guide the
solvent from the pressure cooker to the sample cup in the polariser. The
dissolved sample passed within one of the tubes to a 5 mm tube inside the
9.4 T magnet using helium gas for pneumatic shuttling. Any solid state NMR
probe built during this project was designed to fit into the VTI inner space.
Changes to the dissolution device along with the description of two probes for
DNP, cross polarisation (CP) and dissolution experiments will be described in
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Figure 1.10: A Bruker 9.4 T magnet (1) with an Oxford Instruments stand
alone polariser (2). In solid state experiments the sample was kept at temper-
atures close to 1.5 K (3). In dissolution experiments the sample was dissolved
and passed to the high resolution probe (4) in the 9.4 T Bruker magnet with
PTFE tubes (5).
following chapters.
The dissolution process and transfer between polariser and high field mag-
net took several seconds. Therefore a new system was designed, combining
a 3.35 T polariser and a high resolution 9.4 T magnet in a dual centre mag-
net, as shown in figure 1.12. In this case the sample was polarised in the top
magnet at 3.35 T. The cryostat took several hours to cool down to 1.4 K.
The sample was fitted at the end of the irradiation cavity which in this case
was attached to a corrugated waveguide of 2 meters long. A 7 mm diameter
NMR saddle coil was attached to the irradiation cavity. This saddle coil was
made double resonant for 1H and 13C. The 2 mm diameter semirigid cables
used were placed in parallel to the waveguide. For the dissolution process,
the waveguide descended automatically until it made contact with a specially
designed dissolution dock. The dissolved sample was injected into the 5 mm
NMR sample tube, in an overall time of less than 0.8 s.
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Figure 1.11: Closer view of the stand alone polariser. A scheme on the right
illustrates that the waveguide is parallel to the VTI. It leads the irradiation
from the microwave source (Elva source, Saint Petersburg, Russia) to the mi-
crowave cavity, where the minimum temperatures are reached. The bottom of
the variable transfer insert (VTI) reaches temperatures as low as 1.5 K and
the top is at room temperature. A picture on the left shows a 3-D scheme of
the SAP.
1.6 Other techniques of DNP and applications
Hyperpolarisation techniques have been used for elementary particle scattering
[6]. Studies of biological metabolic compounds in the solid state have been
presented by a group at MIT [7], [24]. By dissolving a sample doped with free
radicals after DNP at low temperatures and passing it to a higher magnetic
field enhancement over 10000 times in SNR has been obtained [4]. This makes
possible in liquid state the study of very low concentration molecules with low
gyromagnetic ratios like 13C and 15N. Also, it enables studies of metabolism
in vivo by injecting a hyperpolarised sample into animal and humans [32] and
13C imaging [20].
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Figure 1.12: In the new device the 3.35 T magnet (1) is above the 9.4 T (2)
magnet. A 2 m long corrugated waveguide (3) leads the irradiation to the
sample at 1.5 K (4). A solid state NMR probe was fixed in parallel to the
waveguide. The coil surrounded the sample holder. At the moment of disso-
lution the waveguide dropped a few centimeters until it reached the dissolution
dock. The dissolved sample then descends by gravity to less than a second into
the high resolution probe (5).
Another DNP mechanism is the Overhauser effect (OE), which can be used
to transfer electron magnetisation to nuclei at room temperature. A technique
that uses the OE is field cycled proton electron double resonance imaging (FC-
PEDRI) for imaging and also for spectroscopy purposes, in vivo and in vitro.
In this technique the magnetic field is cycled so the main magnetic field is
lowered for electron resonance DNP irradiation (at frequencies as low as 120
MHz) and set to 59 [22] or 450 mT [23] for proton signal acquisition. This
is a powerful technique for free radical imaging in samples and small animals,
although the gain in SNR is far less than the one obtained with dissolution
experiments after DNP on samples at low temperature. With a maximum
absolute enhancement of 660 for OE, it is possible to average and increase
the SNR. One disadvantage of DNP is the level of radiofrequency irradiation,
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which is necessary for polarisation and heats the sample. With this technique
it is possible to measure parameters such as pH or drug delivery in animals
[23], [28].
Other techniques have been used to hyperpolarise nuclei apart from Dy-
namic Nuclear Polarisation. Optical pumping uses laser light as a way to excite
nuclear transitions [25]. After hydrogenation with parahydrogen it is possible
to transfer the spin order to nearby 13C nuclei with some field manipulations.
In this way it is possible to achieve hyperpolarised samples to be used for in
vitro or in vivo imaging [17].
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Chapter 2
Hardware
This chapter provides a summary of the hardware components that have been
designed, built and used to carry out nuclear magnetic resonance (NMR), dy-
namic nuclear polarisation (DNP) and Cross Polarisation (CP) experiments in
solid state at a temperature of 1.5 K and a field strength of 3.35 T. The chap-
ter is divided in two main sections. The first section deals with the analogue
electronic parts and concepts used to build the probes. In the second section
several probes are described. All of them were built on the bench and tested at
3.35 T and 1.5 K unless indicated. The purpose of this section is to summarise
the performance of the radiofrequency (RF) probes used in this project.
2.1 RF circuit components
2.1.1 Biot and Savart Law
A moving electric charge produces a magnetic field according to formula 2.1
[20]:
d ~B =
µ0
4π
Id~l × ~r
r2
(2.1)
where the electric charge is Id~l and the magnetic permeability of free space
µ0 = 4π10
−7 Hm−1. The magnetic field decreases with the square of the
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distance and is perpendicular to the current element d~l. It is measured in
Tesla in the International System (SI). In magnetic resonance the spins are
excited by an RF magnetic field perpendicular to the main magnetic field.
2.1.2 Magnetic flux and Lenz-Faraday law
The magnetic flux Φm refers to the RF magnetic field per area unit [20]:
Φm = ~B ~A = BAcos(Θ) (2.2)
where ~B is the magnetic field and ~A is the area. The magnetic flux is measured
in Webers (Wb) in SI units. According to the law of Lenz-Faraday a change
of magnetic flux Φm inside a wire loop (in a receiver coil, for instance) will
produce a voltage ξ at the two terminals of this loop: ξ = − d
dt
Φm. Following
the principle of reciprocity a good transmitter coil acts also as a good receiver
[11], [20].
2.1.3 Inductor
The inductance L in a circuit relates the current I in this circuit with the
magnetic flux Φm, according to formula 2.3:
Φm = LI (2.3)
The inductance depends on the geometry of the circuit. The inductance is
measured in Henries (H) in SI units. It is usually difficult to obtain an analyt-
ical expression for the inductance [20], but for simple cases it is possible. For
a solenoid with a pitch that equals the diameter of the wire the inductance L
is: L =
Φm
I
= µ0n
2Al, where n is the number of turns per unit length and Al
is the volume (with A the cross section and l the length) [20]. For complicated
shapes like shimming coils it is more practical to run numerical simulations
instead of finding analytical formulae, although the most direct method is to
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measure it experimentally.
The inductance of a conductor depends also on the proximity of other
conductors. If two circuits are too close, the current of the first circuit I1 will
change the magnetic flux in the second Φ2 [20]:
Φ2 = L2I2 +M12I1
where M12 is the mutual inductance and L2 and I2 are the inductance and
current in the second circuit respectively.
The skin effect
The skin effect predicts that a radiofrequency current uses only that part of
the section of the conductor which is closer to the surface. The skin depth is
defined as a characteristic depth from the conductor surface where the current
drops to 1
e
of its surface value [20]. A mathematical expression for the skin
depth λSdepth is:
λSdepth =
√
2ρ
ωµ
An approach to increase the Q factor of a coil is reducing the width of the
conductor so the full cross section is being used by the electric current [8].
However, in this project the coils were used at low temperatures at which the
skin depth is very small (micrometres or smaller), so this type of method was
impractical. The main method to obtain a high Q factor for the coil was by
increasing the number of turns and by lowering the temperature. In this work
only normal copper wire and silver plated copper wire were used to build the
coils. At room temperature for copper (electrical resistivity of 1.75•10−8 Ω/m)
and 0.1 MHz, the skin depth amounts to 0.2 mm. At lower temperatures and
higher frequencies the resistivity may decrease by a few orders of magnitude.
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Resistance and impedance presented by an inductor
An inductor made of wire of diameter d and resistivity ρ at a frequency ω has
a resistance per length R according to the following formula [20]:
R =
1
πd
√
ωρµ
2
where µ is the magnetic permeability of the wire. The resistivity ρ depends on
the temperature. The impedance Z of an inductor at the frequency ω is [20]:
Z = R + iωL (2.4)
and it is measured in ohms (Ω) in SI units (i=
√−1). For example, the mea-
sured value for a saddle coil inductor with 8 mm length and 4.5 mm inner
diameter (ID), made of 0.4 mm diameter silver plated wire, was 1.3 + 45.4i Ω
with an inductance of 50.1 nH for 142.6 MHz and 0.30+10i Ω with an induc-
tance of 45 nH for 36 MHz. The inductor may be represented by a parasitic
model shown in figure 2.1:
Figure 2.1: A series RLC circuit. The capacitance CM is in parallel with the
inductor L and a resistance R. When the reactance is zero, the circuit is said
to be resonating. It corresponds also to the parasitic model of a real inductor.
The capacitance CM corresponds to the stray capacitance presented by the same
inductor. In resonant conditions the inductor is said to be self-resonant.
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An inductor becomes self-resonant when the imaginary part of the complex
impedance in the circuit vanishes. This happens at a certain frequency. In
most cases in solid state NMR the working frequency must be lower than this
self-resonant frequency [17].
The Q factor
The Q factor of the coil can be defined as Q =
ωL
R
. It yields information of the
performance and losses in a coil. A high Q factor implies low losses, whereas
a low Q factor implies a large resistance.
2.1.4 RF coil geometry
There are several kinds of inductors, but in the present study mainly the
solenoid coil and the saddle coil were considered. Some attempts with the
Helmholtz coil yielded, if not important results in this thesis, at least some
alternatives.
The solenoid
The B1 field generated by the solenoid coil (figure 2.2, left) was estimated in
changing axially by less than 10% in the middle third of the volume enclosed
[9]. The radial homogeneity can be improved by leaving a small space between
two wire loops (for example, a pitch of the diameter of the wire). Using flat
ribbon further improves the radial homogeneity. An optimised NMR solenoid
design was presented by Privalov et al [15] that increased the number of turns
at the extremes of the solenoid. In DNP experiments it was necessary to allow
microwaves coming from a waveguide to reach the sample, so the spacing
between the turns had to be equal to the wavelength (at a magnetic field of
3.35 T it becomes λ ∼ 3 mm). In this work normal and flattened wire spaced
by the same distance as the wire section diameter or maximum diameter was
used.
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Figure 2.2: A solenoid coil (left), a saddle coil (middle) and a Helmholtz coil
(right). The three of them yield a homogeneous magnetic field in the center
with a direction represented by an arrow.
The saddle coil
A saddle coil (figure 2.2, middle) can be considered as two square loops crushed
against a cylindrical former in such a way that the currents in the loops flow
in the same direction. Therefore, the magnetic field is transverse to the axial
axis of the metallic structure. The coil allowed radiation through the wings
and access to the sample region from above and below. The saddle coil was
chosen for these reasons for DNP and dissolution experiments.
There are several kind of saddle coils [11], [18]. The optimal design predicts
best B1 homogeneity in the center when the four parallel wires that make up
the structure are spaced 60-120-60-120 degrees, and the length of the coil is
twice the internal diameter [11]. Other models of saddle coils have more turns
per wing or a different set of angles for the parallel wires [18]. Another version
designed by [12] demonstrated a higher Q factor by using thin copper foil
instead of wires. In this work normal copper wire of 0.150 mm, 0.300 mm
and silver plated copper wire of 0.600 mm were used as a good compromise of
stability and flexibility in bending the wires.
The Helmholtz coil
The Helmholtz coil has two wings separated by a gap with the width equal
to the radius [20]. The magnetic field is aligned with the axial axis (figure
2.2, right). For DNP it was an alternative since it allowed irradiation of mi-
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crowaves through this space where the sample was allocated. However, for the
dimensions of the sample and wire used for the wings, some part of the sample
was shielded from the microwaves with just two or three turns per wing in the
coil. The Helmholtz coil was only used in quadrature with a solenoid in a test
double resonance probe.
2.1.5 The filling factor
For the RF coils it was crucial to increase the magnetic flux in the sample, in
particular in pulsed solid state where large B1 fields are required. To obtain
strong B1 fields, a strategy was to reduce the size of the coil itself. Another
strategy for a given sample volume was to reduce the volume of the inductor
surrounding the sample. The filling factor relates the magnetic field in the
sample with the magnetic field within the coil. The signal-to-noise ratio (SNR)
is directly proportional to the filling factor. The filling factor η [8] can be
calculated using formula 2.5:
η =
∫
Sample
B21dV∫
Coil−volume
B21dV
(2.5)
Rigid wire was used whenever it was possible. Otherwise a coil former was
needed. The coil former then had to be as thin as possible to minimise the
distance between sample and coil. In this work thin wire (of either 0.150 or
0.300 mm) was bent on coil formers of several probes. Macor and PTFE were
the best choices as proton free materials. A typical distance between 0.25 mm
and 0.5 mm was left between coil and sample cup with an appropriate coil
former.
2.1.6 Capacitors
A capacitor stores energy as electric charge [20]. A typical example consists of
two parallel conductors separated by a dielectric. If between both conductors
a voltage V is applied, a charge QC is stored. The capacity relates QC and
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V : C =
QC
V
and it is measured in Farads in SI units. C =
ǫ0A
s
with ǫ0 the
dielectric constant, s the distance between the conductors and A the plate area.
A capacitor can be modelled as a capacitance with a resistance in series [22].
Since it is composed of two conductors a parasitic inductance is present, which
becomes more relevant at higher frequencies. A more complete model may be
represented in figure 2.3. There are several criteria that determine the choice
Figure 2.3: The metallic plates of a chip capacitor present an inductance in
series with the capacitance itself.
of a capacitor for solid state NMR experiments. An obvious one is whether it
is magnetic or not. The chosen dielectric plays a role since it is necessary to
have a high breakdown voltage. But probably more important is the thickness
of the dielectric in the capacitor, or in other words, the conductors of both
sides of the capacitor should be as far away as possible from each other. It
is also important that the intrinsic resistance of the capacitor is low. This
resistance is described by the coefficient called tangent of losses (tanδ). The Q
factor of a capacitor is Q = 1
tanδ
. Some typical dielectric values are presented
in table 2.1:
In this project non-magnetic ceramic american technical ceramics (ATC)
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Dielectric tan δ dielectric constant
PTFE 0.0002 2.0-2.2
Kel-F 0.001 2.5
PEK 0.003 3.4
Epoxy 0.03 3.6
SrTiO3 0.002 330
BaTiO3 0.03 1200
NPO 0.002 30
ATC100 0.00007 15
Kapton 0.0015 3.1
Sapphire 0.0002 9.9
Table 2.1: Tangent of losses and dielectric constant for several capacitors [6].
chip capacitors showed acceptable performance under liquid Helium condi-
tions. However, since they were not specified for temperatures of 1.5 K, it was
expected that the capacitor would break at some point.
A possibility is the use of non-magnetic trimmer capacitors for cryogenic
environments. They are offered by several companies. At the time of writing
Voltronics offers a wide range of non magnetic trimmer capacitors suitable
for cryogenic environments. The dielectric material includes PTFE, glass and
sapphire. To obtain the right tuning range it was necessary at some point to
connect a trimmer capacitor with a chip capacitor in parallel in liquid helium.
The capacitor shaft was rotated remotely with a rod.
The importance of the thickness of the dielectric can be appreciated in
table 2.2 with some typical values.
Thickness in mm V for ǫ < 30 (V) V for ǫ < 10(V)
0.1 500 1000
0.5 1200 2200
3.0 3000 5400
Table 2.2: Typical values for breakdown voltages in capacitors.
For more details it may be useful to see [6] and [22].
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Figure 2.4: An inductor L in parallel with a capacitor CT for tuning. It is
matched with another capacitor CM
2.1.7 Resonant circuits
Two main kinds of resonant circuits were used for this thesis. The series reso-
nant coil corresponds to figure 2.1. The series capacitor removes the reactance
in the circuit, leaving usually a small resistance. This circuit has been used
for remote tuning. The second type of resonant circuit has the capacitance CT
parallel to the RF coil.
The signal voltage is increased by the Q factor of the coil and the noise
voltage would also be increased by the same factor [4]. To tune and match
the tuning capacitor resonates the coil impedance, increasing the real and
imaginary impedance (figure 2.5). The remaining reactance is removed with
the matching capacitor in series CM in figure 2.4. The real part of the final
impedance should match the preamplifier output impedance. The advantage
of having a resonant circuit of this kind lies in the increased B1 field which is
necessary for pulsed experiments in solid state NMR. To obtain high B1 fields
it is necessary to use high Q components to maximise the power that arrives
and dissipates in the coil.
Better performance can be generated with balanced matching schemes (one
matching capacitor at each side of the tuning capacitor instead of a single one
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Figure 2.5: Resistance and reactance of a capacitor of 488 pF that resonates
a parallel inductor of 40 nF with a resistance of 0.1 Ω at 36 MHz. With the
right tuning the impedance would be equal to 50 Ω some positive reactance. A
matching capacitor would remove this reactance.
as in figure 2.4), but in this project it was not considered necessary.
2.1.8 Ring-down times and resistors
A large Q factor in a resonant circuit may not be desirable since the presence
of transient effects or ring-down may hide the free induction decay (FID) or
part of it [10]. One option to decrease the necessary deadtime to avoid these
transient effects is to place a resistor in series with the coil. A resistor would
partially match the characteristic impedance of the transmission line, but then
most of the power would be dissipated in the resistor and not on the NMR coil.
A resistor decreases the overall Q factor of the circuit where it is present. A
lower Q factor also makes the circuit more tolerant against impedance changes
due to lowering temperature. For a resistor close to the sample coil it is
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necessarily required to be non-magnetic. In this work 1 Ω thin film resistors
from Farnell were used with some probes in liquid helium environments.
2.1.9 The transmission line theory
A transmission line is a system of two parallel conductors (in the ~z direc-
tion) that transport electromagnetic energy. In a transmission line the mode
of transmission of energy is the transverse electromagnetic mode (TEM) that
is characterised by having only transverse (perpendicular to the transmission
line) magnetic and electric field (Ez = Bz = 0) [16].
The circuital model
A transmission line may be considered as a quadrupole in the circuital model
with an inductor L, resistances RS and RC and a capacitor C according to
figure 2.6. The equations that govern this quadrupole (figure 2.6) are obtained
by applying the Kirchoff laws to this circuit for instantaneous currents and
voltages per unit length:
∂V
∂z
= −(R + iωL)I
∂I
∂z
= −(G+ iωC)V
These differential equations have solutions of the type:
V (z) = V +0 e
−γz + V −0 e
+γz (2.6)
I(z) = [I+0 e
−γz + I−0 e
+γz] (2.7)
where γ is in this case the propagation constant and is given by:
γ = α + iβ =
√
(R + iωL)(G+ iωC) (2.8)
and the characteristic impedance Z0 is given by:
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Figure 2.6: Characteristic model of a finite transmission line described by
lumped elements. The transmission line can be represented by an inductor
L in series with a resistance RS per unit length and a capacitor C with another
resistance RC in parallel per unit length.
Z0 =
√
R + iωL
G+ iωC
(2.9)
The solution for these equations consists of a wave that travels in both di-
rections. In the high frequency regime, the conditions R << Lω and G << Cω
are fulfilled. When these two conditions are fulfilled, in a line with losses, the
propagation constant γ may be expressed as
γ ≃ iω
√
LC +
1
2
(R
√
L
C
+G
√
L
C
) = (α + iβ) (2.10)
where α and β are given in m−1. In the limit of low losses (α ≃ 0) the
characteristic impedance of the transmission line is:
Z0 =
√
L
C
(2.11)
The expression for L and C in a transmission line may be obtained exper-
imentally by measuring the capacitance per unit length and the characteristic
impedance of the line. The analytical expressions of L and C depend on the
61
0 100 200 300 400 500 6005
10
15
20
25
30
Transmission line characteristic impedance (ohms)
A
tte
nu
at
ui
on
 in
 d
B/
km
Figure 2.7: Dependence of the attenuation in a coaxial cable with the charac-
teristic impedance.
geometry of the line and on the material it is made of. For a coaxial cable of
inner and outer diameter a and b respectively, the expression of the capacitance
and inductance per length unit [20] are:
C =
2πεrε0
ln
b
a
(2.12)
L =
µ0
2π
ln(
b
a
) (2.13)
where εr is the relative dielectric constant of the medium. Most of the cables
have a characteristic impedance of 50 Ω or 75 Ω. In a home-made transmission
line it is possible to choose the dimensions of the inner and outer conductors
at will to adapt the probe to the circumstances. The α attenuation constant
changes with the characteristic impedance of the cable as shown in figure 2.7.
In this figure it is shown that large losses come with very low or very high
Z0, which is for the cases where the inner and outer conductors have almost
the same diameter, or when the inner diameter tends to zero, respectively. For
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most of the practical cases, where Z0 was greater than 15 Ω, the losses were
too little to be considered of importance in this case, since the length of the
cable was at most 2 or 3 metres. For the cables used in probes for the stand
alone polariser, this length was even shorter (not more than 1.2 metres).
The losses in a cable that finishes in a load equal to the characteristic
impedance represent less than 0.5 dB in most of the cases. These losses are in-
deed important, but insignificant in comparison with the losses due to reflected
power at a mismatched load, which at some points may be as large as 20 dB
or even more. This figure provides valuable information about constraints on
designing cables for a probe with limited space.
Finite transmission lines
From equations 2.6 and 2.7 it is possible to find the expression of the impedance
presented by a finite transmission line at one side when there is a load impedance
at the other side. For reference purposes, if the impedance which is at one ex-
treme corresponds to the characteristic impedance of the transmission line, the
impedance at the other side remains the same. If not, then the impedance seen
at the load will be transformed along the transmission line. The expression
of V (z) is divided by I(z) (from equations 2.6 and 2.7). Inserting z = l and
z´ = (l − z) it is possible to join both equations to substitute the voltages of
forwarding and reflecting wave as the voltage and current at the beginning
of the transmission line (with a load at the end ZL). With some algebraic
simplification the final equation for the impedance Z(z′) is:
Z(z′) = Z0ZL + Z0tanh(γz′)
Z0 + ZLtanh(γz′) (2.14)
The impedance at the beginning of the transmission line has a periodic
behavior with the length of the cable and the frequency. This behaviour could
be exploited to achieve a single resonance probe with large tuning range, by
adjusting the dimensions and materials of the transmission line [13]. Now some
cases of interest are analysed:
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Case of low losses (α = 0) For low loss transmission lines with an impedance
ZL at one extreme and length l, the impedance at the output is given by an
approximation of equation 2.14:
Z(βl) = Z0
ZL + iZ0tg(βl)
Z0 + iZLtg(βl)
(2.15)
Open circuit When the load is close to infinite the transformation at the
other side becomes Z =iXi. This reactance may be positive or negative and
having any value from −∞ to +∞ depending on the cable length and on
frequency. A frequently used example is a piece of transmission line with a
length of less than λ
4
, which behaves as a capacitor.
Short circuit For a short circuit presented at the load point the transformed
impedance is also reactive and it becomes Z = −iXi. As an example in the
case of λ, β << 1 then the transmission line output behaves as an inductor.
λ
4
transmission lines In a transmission line where the electrical length
l = λ
2n+ 1
4
(n = 0,1,2...) then the impedance becomes
Z =
Z20
ZL
λ
2
transmission lines In a transmission line where the electrical length
l =
nλ
2
with (n = 0,1,2,...) the final impedance is the same as the load
impedance:
Z = ZL
The reflection coefficient It is defined as [14]:
ρ =
| ZL − Z0 |
| ZL + Z0 |
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It is used to measure how much power arrives at the load. It ranges from
0 (no reflection) to 1 (pure reflected power) but not in a linear scale. For
example a reflection coefficient of 0.8 may still yield substantial power to the
load [14].
Standing Wave Ratio In a transmission line which does not finish in the
characteristic impedance there will be a reflected wave that will be superposed
with the incoming wave. The resultant is a standing wave. The Standing Wave
Ratio (SWR) is defined in the formula for lossless transmission lines as:
SWR =
1 + |ρ|
1− |ρ|
It is possible to relate the reflection coefficient to the SWR:
|ρ| = SWR− 1
SWR + 1
2.1.10 Transferred power
Two main points for power reflection become important in a transmission line
of length LTL connected to a voltage source Vg at one side and to a mismatched
impedance Zload at the other side. The problem is represented in figure 2.8.
In figure 2.8 the scheme of a probe loaded with an input impedance Zload
presents two main points (a and b) where reflection may take place: at the
entrance of the probe and at the load itself. For this scheme the power delivered
to Zi is:
Pi =
|Vg|2
2
Ri
((Rg +Ri)2 + (Xg +Xi)2)
(2.16)
If the impedance Zload corresponds to the characteristic impedance of the
line Z0 or R0 (Zload = Z0 = R0) equation 2.16 becomes:
Pi = |Vg| R0
(Rg +R0)
(2.17)
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Figure 2.8: Scheme of a transmission line loaded with an impedance Zload in
b which is transformed along the length l of the transmission line to a new
impedance Zi in a point a where it can be tuned and matched to the impedance
Zg of the source Vg or preamplifier. In the case in which the impedance Zload
is the same as the characteristic impedance of the transmission line R0 there
will not be any reflection at b. If this impedance corresponds to the impedance
of the generator there is not reflection at a either and there is no need to use
a tuning and matching network at a.
It is clear that in the case in which the impedances presented by the preampli-
fier and generator are the same, only half of the power arrives to the load in the
probe. A common situation ocurring in remote tuning is when the impedance
at the output of the transmission line is tuned and matched to the source
impedance Zi = Zg, but Zload is not matched to the characteristic impedance
of the transmission line, which will lead to power losses because of standing
waves in the line and, if the power is high enough, it may even damage the
source or preamplifier.
The condition of maximum power delivered to the load is obtained by
differentiation of the expression for the power and equallising to zero.
∂Pi
∂Rii
= 0−−− > Ri = Rg
∂Pi
∂Xii
= 0−−− > Xi = −Xg (2.18)
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We obtain that the condition of maximum is loading the transmission line
with the complex conjugate of the impedance of the power source Zi = Z
∗.
2.1.11 The B1 field
To obtain the highest RF magnetic field B1 in the sample coil the efficiency of
the probe must be optimised. On the other hand the probes designed in this
project were the result of compromise decisions taken and optimisation which
yielded these results. For example, in the NMR coil, it has been shown by
Hoult and Richards et al [11] that the solenoid yields stronger B1 (from two to
three times shorter pulses) in the centre of the coil than the saddle shaped coil
having the same radius. It was seen that the B1 presented a linear dependence
with the SNR that scales with ω
7
4 . In this project the solenoid was used for
NMR and diagnostic purposes since NMR parameters were optimised with
this geometry. Saddle coils were used for DNP purposes since they allowed
irradiation through the wings and sample access from top and bottom.
For mismatched probes it was important to improve the efficiency of the
probe at delivering power to the bottom end of the transmission line. A general
expression for this efficiency η has been shown by Kodibagkar et al [14] for a
probe with a transmission line of length L and attenuation coefficient α:
η =
e2αL(1− ρ2)
e4αL − ρ2 (2.19)
This shows how much power arrives to the load at the end of the line. If
the reflection coefficient ρ approaches 0, the power is entirely passed to the
circuit. Then the efficiency at the coil becomes the most important. Stringer
et al [19] provided a relationship between efficiency in a circuit and the B1:
η =
πξfB21VC
µ0QSP
(2.20)
where VC is the volume of the coil, P is the incident power, QS is the Q factor
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of the coil, f is the frequency in Hz and ξ is:
ξ =
1
2µ0
∫
all space
dV ~B ~B
B2maxVC
which has given a value typically close to 1 [19].
Experimentally B1 was measured in two different ways. In hyperpolari-
sation experiments the nuclear magnetisation becomes so large that a small
flip angle yields enough SNR. If the build-up time or relaxation time (depend-
ing on whether there is microwave irradiation or not) is long enough (of the
order of 15 minutes or more), then a pulse train of the same flip angle θ re-
peated n times in just a few seconds would leave a magnetisation magnitude
M in Mcosn(θ) smaller. By adequate fitting to this function it would yield
enough precision in measuring the value of this tilting angle and, therefore,
the 90o pulse and B1. Another experimental method relies on waiting until
the magnetisation reaches thermal equilibrium and then applying a pulse. By
increasing the pulse length a sinusoidal plot is obtained versus pulse length
time. The first minimum after the first maximum is assigned the value of
180o. In case the T1 is very long, there is no need to reach thermal equilibrium
provided enough time (and always the same time) is left between saturation
and signal acquisition for sufficient SNR.
2.1.12 The Smith chart
The Smith chart is a graphical tool that helps in the calculations of the trans-
mission lines. It represents the impedances normalised to an impedance that
usually is 50 Ω:
zL =
Re(ZL)
Z0
+ i
Im(ZL)
Z0
In this plot the values for the resistance or real part of the impedance are
represented by the circles, the right point corresponding to infinity and the left
point to zero, while the reactance or imaginary part of the impedance is rep-
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Figure 2.9: Smith chart [21].
resented by the arcs. In this way, changes in reactance only would correspond
to a movement following one of these circles, while changes in resistance only
would correspond to a movement following one of these arcs. Application of
equation 2.14 is equivalent to saying that the representation of the impedance
seen at the output of a mismatched low loss transmission line would pass by
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the same point in the Smith Chart every λ
2
for a given wavelength.
The reflection coefficient corresponds to the distance from the centre of the
chart (point of 50 Ω + 0i in a standard 50 Ω Smith chart) to the impedance
point and the phase angle indicates the electrical distance to the closest voltage
node. In case of having a pure reactance the impedance point would be placed
at the outside of the chart: for an inductor it would be placed in the superior
half of the chart, while for a capacitor it would be in the inferior half.
In case of having a
λ
2
low loss transmission line, the impedance at one side
of the transmission line would be the same as at the other side, having the same
representation in the Smith chart. In case of having a
λ
4
low loss transmission
line, the representation of the output impedance in the Smith chart would be
the symmetric point of the representation of the input impedance regarding
the centre of the chart. These transformations are illustrated in figure 2.10 for
an input impedance of a shortcircuit.
2.2 Radiofrequency probes
2.2.1 Remote and local tuning
In a tough environment of liquid helium for RF circuitry it was difficult (but
not impossible) to set a trimmer capacitor and to rotate its shaft to tune
a circuit. At the design stage two choices could be made. In a remotely
tuned probe design there is a transmission line between the sample coil and
the tuning and matching network. In a locally tuned probe the tuning and
matching circuit is placed immediately after the sample coil. In this second case
the maximum power transfer is achieved, and the main mechanism of losses
depends on how low the Q factor of the circuit is and then on resistances of
cables and soldering points (less than 1 dB in general for cable and soldering
losses). In remote tuning designs the main problem to be considered is the
reflection at the junction with the coil which, depending on the cases, may
yield 10, 20, ...50 dB losses or more. Since impedances are transformed by low
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Figure 2.10: Smith chart. Points of short circuit and open circuit are marked
with 0 and ∞ respectively. The circumference in the right hemisphere that
reaches the centre of the chart (point of 50 Ω + 0j) corresponds to the
impedances with resistance of 50 Ω. The green arrow marks the transformation
for a λ
2
and the yellow marks the transformation of a λ
4
for a termination of
a short circuit (both arrows start from the same impedance point that corre-
sponds with 0 + 0j or short circuit).
losses transmission lines in mismatched cables according to 2.15, and the ratio
between the imaginary part and the real part of the impedance Z
Im(Z)
Re(Z)
is
not preserved, a Q factor measured at the output of the line does not yield
any useful information [17].
2.2.2 Single resonance radiofrequency probes
Remote tuning involves a reflection at the coil, producing in some cases a large
standing wave. It has been demonstrated that the largest diameter for the cable
presented the minimum losses [13], [17]. In this project there was a maximum
allowed space (15 mm) for this diameter, so some compromises were taken. The
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selection of the sample coil was also a compromise in the sense that the small
resistance offered by the wire of the coil matched the natural resistance of the
transmission line. More turns of the wire would offer more resistance, but also
it would shield the sample from irradiation coming from an external waveguide
for dynamic nuclear polarisation experiments. Once the coil was chosen, it was
matched with a series capacitor removing the imaginary part of the impedance
(or most of it). The transmission line would transform the impedance to
somewhere in the top part in the Smith chart (physically outside the magnet)
where it was possible to tune and match it with a tuning and matching box.
The main advantages of this design were the apparent simplicity and robustness
and that the trimmer capacitors were placed at room temperature and pressure
(they could even be magnetic). The main disadvantage was the lower efficiency
since much of the power was reflected at the end of the transmission line.
The transmission line impedance transformation according to equation 2.15
exhibits a periodic behavior with length and frequency so a single parallel ca-
pacitor may resonate several at very distant frequencies. In the example of
figure 2.11 a comparison is shown of two graphs: one of them corresponds to
the experimental representation of voltage attenuation in a transmission line
finished in a series resonant circuit NMR coil-capacitor. It was connected to
two trimmer capacitors in parallel-series arrangement and these to the network
analyser. The other graph corresponds to the negative value of the simulated
real impedance − | Zreal(βl) | (equation 2.15) for the same circuit characteris-
tics, with two tuning peaks that would correspond to the experimental points
of maximum power transference. In this figure these two peaks are close to 40
MHz and 150 MHz which may tune to 13C or 1H frequencies at 3.35 T (35.88
MHz and 142.6 MHz respectively).
Single frequency remotely tuned and locally tuned probes
Some single resonance probes were designed with remote and local tuning
yielding different performances. The results for single resonance remote and
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Figure 2.11: Experimental values (stars) of voltage attenuation in dB for a
circuit of type shown in figure 2.12. A comparative plot of the simulation
(continuous line) of impedance − | Z(βl) | in a.u. is shown with experimental
data. The series fixed value capacitor for partial match CS was 67 pF. The
value for the sample coil (a saddle coil of silver plated copper of 0.6 mm diam-
eter) was 70 nH. The cable was made of stainless steel 6 mm OD for the outer
conductor and beryllium copper 1 mm OD for the inner conductor, 1 m long.
At the other side two trimmer capacitors were placed in parallel series (in this
plot parallel, 25 pF and series 15 pF).
local tuning are shown for three different frequencies.
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1H probe
A remotely tuned probe for 1H spins was implemented with a coil of 8 turns of
enameled copper of 0.300 mm diameter around a 5.5 mm diameter cylindrical
coil former of macor (1.5 mm pitch or space between turns), leaving an internal
diameter of 4 mm. It was partially matched with a capacitance of 6.9 pF
(ceramic capacitors of 4.7 + 2.2 pF in parallel) in series with the NMR coil.
The transmission line was formed by two stainless steel tubes of 12 mm OD and
6 mm ID concentrically separated by PTFE spacers leaving a characteristic
impedance of 41.5 Ω. At the top a bush clamped a hermetic SMA connector,
where a tuning and matching box was connected. For a 90o flip angle pulse of
5 µs 15 W was required.
13C probe
A remotely tuned probe for 13C was implemented with enamelled copper of 0.5
mm diameter in a 16-turn solenoid. It was held by a polyethylene coil former of
5 mm OD leaving a space for a sample cup of 4 mm. The wire enamel stopped
the turns from touching themselves. It was attached to a 1.04 m long cable of
2.2 mm stainless steel outer conductor and 0.6 mm steel inner conductor with
PTFE as a dielectric. The sample coil was matched with a series capacitor.
The impedance at the other side allowed a transformation to 50 Ω with two
trimmer capacitors in parallel-series arrangement. For a 90o flip angle pulse
of 16 µs 15 W was required. Two drawings of this probe are shown in figure
2.12.
15N probe
For frequencies as low as 15 MHz (which was the case for the 15N probe,
remote tuning showed to be very inefficient (90o of more than 500 µs). A
single frequency locally tuned probe for 15N was implemented by attaching a
circuit in clad board in parallel-series with a coil of 4 turns of 0.300 mm thick
enamelled copper wire on a frame of polyethylene, leaving an inner diameter of
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Figure 2.12: Single resonance, remote tuned cryo-probe for 13C. The coil in-
ductance L is partially matched with the capacitor in series CS. A 2.2 mm
outer diameter of steel and 0.5 mm inner diameter of the same material was
used as transmission line. Along a transmission line length a = 1.04 m the
impedance was transformed by the transmission line until the point of contact
(2) with the tuning and matching trimmer capacitors in parallel-series arrange-
ment. The top figure shows a diagram and the bottom figure shows a 3D picture
of the probe.
4 mm. The transmission line used was 2.2 mm (outer diameter, OD) stainless
steel, 0.6 mm (ID) stainless steel and 0.92 m long. The dielectric of this
cable was PTFE. The circuit was implemented with non magnetic Ferroperm
and ATC ceramic capacitors of fixed value. They were set in parallel series
arrangement until the condition of resonance was obtained on the bench at
room temperature. A thin film resistor of 1 Ω was in series with the sample
coil. The Q factor presented by the circuit was 5 and the 90o pulse was 8
µs for 300 W. In this probe there was a compromise between efficiency and
ring-down times, since in this case the ring-down was close to 7 µs with the
resistor and 80 µs if the circuit was implemented without it.
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2.2.3 Double resonance RF probes
There are several strategies to solve the problem of double resonance NMR
at liquid helium temperatures. From these only a few are described if not
referenced, and fewer were implemented and tested at 1.5 K and 3.35 T. Some
of these models of double resonance probes take advantage of the properties of
the transmission lines [1], [2], [5]. From all the models the McKay probe was
chosen as an elegant design of remotely tuned double resonance probe.
The McKay probe
The McKay probe design [1] is based on the properties of a lossless transmission
line terminated by a mismatched load. This mismatched load is a coil with a
capacitor in series that partially matches the lower frequency.
This elegant design presented two major advantages. It was relatively
easy to build and the impedances could be tuned and matched remotely with
non magnetic trimmer capacitors outside the magnet at room temperature.
The fact that the cable in remote tuning belonged to the resonant structure
translated in a source of losses. This problem has been tackled with large cable
diameters (two to five cm in outer diameter) in the literature [13], [17]. For
the present project a McKay probe was designed and built according to the
space requirements for diagnostic purposes.
According to equation 2.14 the impedance at the bottom of the probe for
the proton frequency (corresponding to a saddle coil, figures 2.14 and 2.13, 1)
was transformed along the structure of the line passing through one or several
points of minimum impedance where the branch for 13C was connected (fig-
ures 2.14 and 2.13, 2). The impedance transformation depended on electrical
length and on frequency. Selecting the maximum frequency to be used (usu-
ally protons) another cable could be plugged to one of these points without
interfering significantly with the first frequency. Both channels continued from
this common point through their respective cables until the impedance became
tunable and matchable with two trimmer capacitors in parallel-series on each
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Figure 2.13: Illustration of a McKay double resonance probe adapted for a
stand alone polariser. In the scheme (top figure) the distance a1 represents 1
m and the distance a2 represented 15 cm. The input impedances for
1H and 13C
at 1 were transformed until 3 and 4 respectively, and then tuned and matched
with two trimmer capacitors. The branch for 13C was connected at the point 2
of minimum impedance for 1H.
channel.
The resulting proton channel impedance was basically the same as for the
coil input (figures 2.13 and 2.14, 3) since the cable length was λ
2
. The proton
impedance output was tuned (figure 2.14, 2) and matched (figure 2.14, 4)
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Figure 2.14: Tuning and matching of the proton channel in a Mckay probe.
The yellow arrow transforms the saddle coil impedance for protons to a point
of minimum impedance, labelled 2. For this frequency this point corresponded
with 0 in the Smith chart. The physically same point 2 is represented in the
13C Smith chart plot on the right. Both of the two impedances corresponding
to both frequencies were tuned and matched, as shown by the brown and red
arrows respectively.
with two trimmer capacitors in parallel-series arrangement. The 13C channel
was implemented in a similar way. Figure 2.13 illustrates the example of the
McKay probe built in this project.
The probe was built from a home-made transmission line with a 6 mm
steel tube (outer conductor) and a 1 mm BeCu wire (inner conductor). The
conductors were separated by PTFE spacers. The resulting cable presented
an impedance of 100 Ω. In the cold environment a saddle coil was connected
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in series with a capacitor. The saddle coil was made using 0.6 mm silver
plated wire allowing a 4 mm diameter sample. The capacitor reduced the
reactive impedance of the lower frequency (35.88 MHz) and placed the point of
minimum interaction outside the magnet, where the 13C branch was connected.
The tops were sealed with brass bushes and nuts that clamped a hermetic SMA
connector for each channel. The two outputs were connected to a tuning and
matching box for each frequency. The 13C channel could be also tuned and
matched to 23Na since the tuning range also contained this frequency (37.73
MHz). Because of the presence of large standing waves, with this probe it was
not possible to apply long pulses for the low frequency channel, which made it
suitable to be used as a diagnostic probe. The length of the 90o of this probe
was 65 µs for 13C and 10 µs for 1H at 15 W for both channels. Since the
13C branch was connected to the point of minimal impedance for protons, the
proton channel presented an attenuation of about 30 dB from the 13C channel,
but the latter was isolated by only about 12 dB from the former, so the proton
channel had to be tuned before the 13C one.
Doty design probe
A simplified version of this design used lumped elements to tune and match
locally the sample coil for two frequencies, as shown in figure 2.15, A [3], [7]. A
resistor was used in series with the blocking inductor to reduce the ring-down
time in the low frequency channel. Two double resonance probes were built
following a modification of this design, by using remote tuning on protons
instead of local tuning. The circuits in liquid helium are shown in figures 2.15,
B and C (with a resistor in series with the blocking inductor). By using remote
tuning the circuit was simplified in liquid helium and less space was required.
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Figure 2.15: Double resonance circuits for liquid helium environments based on
a simplified circuit by Doty [7]. The circuit A by Cho et al [3] uses a resistor in
series with the blocking inductor to decrease the ring-down time. The circuits
B and C use remote tuning for the 1H channel with a typical length of the cable
of around 1 m. To save a trimmer in liquid helium, the match for 13C channel
was well approximated with a fixed capacitor. In circuit C a resistor is included
to decrease the ring-down time of the 13C channel.
Description of a double resonance cryo-probe with a solenoid as sam-
ple coil
The double resonance probe itself consisted of two home-made coaxial rigid
cables terminated in a circuit with a single sample coil for both resonant fre-
quencies. Two tubes of non magnetic steel (6.5 mm external diameter with a
wall thickness of 0.5 mm) 87 cm and 110 cm long were used for 13C and 1H re-
spectively. For the 13C cable an inner conductor of beryllium copper was used
(0.6 mm BeCu wire) that was coated by PTFE (3 mm overall diameter). For
the proton cable it was just a bare rod of non magnetic steel (3 mm external
diameter). Inner and outer conductors in each cable were separated by PTFE
spacers. The termination of the 1H cable at room temperature was vacuum
sealed by an SMA hermetic connector (Farnell), clamped with a home-made
nut and thread to the cable. For the 13C channel the connector was a hermetic
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Figure 2.16: Illustration of a cryo-probe suitable for cryogenic environments at
1.5 K. A solenoid was used as a sample coil (1). The circuit (2) used in this
probe corresponded with figure 2.15, B and it was covered with PTFE tape in
the probe. Two cables were used for the proton (3) and 13C (4) channels. A
non metallic rod (5) was used to tune the trimmer capacitor. A piece of brass
(6) with a brass nut and an O ring attached the probe to the SAP and kept the
system vacuum tight.
BNC (Farnell), with the same scheme of nut and thread. The characteristic
impedance measured was 45 Ω for the steel-steel cable, and 90 Ω for the 13C
channel. The length for the 1H channel cable was 1.10 m to make it possible
to tune and match it to 50 Ω outside the stand alone polariser (SAP) at room
temperature. Both cables were soldered to a piece of brass that clamped on
the thread at the entry of the variable transfer insert (VTI) with a brass nut,
providing a vacuum seal between the exterior and the interior of the SAP.
The sample coil was a 1 cm long solenoid made of copper wire (0.300 mm)
of 8 turns. For improved homogeneity of the coil, before it was inserted in
the circuit, the wire was flattened to 0.150 mm for the plane side. The coil
was mounted on a frame of macor and covered afterwards with glass fibre to
fix the wire to the coil frame. The inner diameter for this solenoid frame was
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4.1 mm, so a sample glass tube of 4.0 mm (Wilmad glassware) could be used
as a sample cup. The impedance that this solenoid sample coil presented was
0.880 + 36.9i Ω for 35.88 MHz and 11.3 + 167i Ω for 142.71 MHz at room
temperature. The blocking inductor was also a solenoid made of copper, 1
mm diameter thickness, 2 mm inner diameter. The impedance of this solenoid
at room temperature was 0.110 + 9.8i Ω for 35.88 MHz and 1.64 + 39.6i Ω
for 142.71 MHz. The tuning capacitor for 13C was a 47 pF, non magnetic
microchip capacitor (American Technical Ceramics, ATC) in parallel with a
cryogenic trimmer capacitor of 38 pF range (Voltronics, NMTP38GEK) which
was tuned from outside with a tuning rod. The matching capacitor was a
fixed selected capacitor of 4.2 pF (two non magnetic microchip capacitors of
2.1 pF of Ferroperm in parallel). The 13C channel was locally tuned and par-
tially matched when the temperature became as low as 2 K. At this point,
and provided that the capacitors were immersed in liquid helium, any tuning
change was not significant. The local matching for the 13C channel was se-
lected beforehand, so when the temperature was 2 K, the impedance at the
other side of the cable (room temperature) was 50 ± (5 + 5i) Ω. The partial
matching capacitor for the 1H served as a partial blocking capacitor for the
lower frequency. It was a 47 pF non-magnetic microchip capacitor from ATC.
The sample circuit was separated from the sample coil through a round piece
of copper clad with copper only in one side. This side of copper had been
divided in two to connect both legs of the sample coil and to isolate the sam-
ple coil from the blocking inductor. The sample coil was orientated 45o with
the horizontal plane and aligned with the incoming microwaves to improve the
irradiation of the sample. The impedance of the 1H channel in the bottom
of the probe was transformed at room temperature into inductive impedance
so it could be tuned and matched to the impedance of the preamplifier with
standard non magnetic capacitors in parallel-series arrangement. The Q factor
measured for the loaded probe was 40 for 1H and 119 for 13C at 1.5 K.
The performance of the probe was 5 µs for the 13C channel with 8 W and
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4.0 µs for the 1H channel for a full power of 350 W. Pulses as long as 1.6
ms were applied for cross polarisation experiments with the proton channel at
full power without experiencing arcing. For lower powers (300 W for the 1H
channel), longer pulses of 2 or 3 ms were used. For the power level used the
channels did not present any arcing problem. With the filters placed before
the preamplifier the probe presented a protection of no less than -75 dB cross
talk attenuation.
For comparison purposes, the proton channel was disconnected and the
blocking inductor removed, leaving a parallel-series locally tuned circuit with
the same coil that presented a 4.4 µs long 90o pulse at 8 W. Using equation
2.19 the overall efficiency would drop to 45% of this comparison value just
because of the leakage and would increase the 90o pulse length from 4.4 to 6.5
µs.
Probe with saddle and two cables
With some changes in the former probe model, it was possible to build a test
probe for the dual centre magnet. The major limitation for this case was the
narrow space allowed for the cables (2.2 mm). A further complication was the
necessary length (2 m) of these cables. They had to be parallel to the 2 m long
corrugated waveguide and be moved about 30 cm down with it for dissolution
experiments.
The test probe for the stand alone polariser had shorter cables (figure 2.17).
For the proton channel a US-85-B-SS semi-rigid coax cable of 87 cm was used.
The outer conductor of this cable is 2.2 mm of stainless steel and the inner
conductor 0.5 mm of BeCu, with PTFE as dielectric. For the 13C channel the
cable had the same characteristic as the first one, but with an inner conductor
of steel instead of BeCu. This test probe was built following the circuit in
figure 2.15, C. The sample coil had a saddle configuration supported by a
macor coil former. The coil was 4 mm diameter with two turns per wing with
150 µm diameter enamelled copper wire. The coil former left an inner space of
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Figure 2.17: Illustration of a cryo-probe suitable for cryogenic environments
at 1.5 K. A saddle coil was used as a sample coil in this case (1). The circuit
(2) used in this probe corresponded with figure 2.15, C and it also was covered
with PTFE tape in the probe. Like in the previous model two cables were used
for the proton (3) and 13C (4) channels. A non-metallic rod (5) was used to
tune the trimmer capacitor. A piece of brass (6) with a brass nut and an O
ring attached the probe to the SAP and kept the system vacuum tight.
1.5 mm diameter inside for a cylindrical probe in a capillary. The capacitors
were from ATC apart from the non magnetic Voltronics trimmer capacitor
used for the 13C frequency tuning, which was achieved using a non-metallic
tuning rod. The resistor in series with the blocking inductor was a 1 Ω thin
film resistor. The performance of this probe was 6 µs for 13C at 86 W and 9
µs for 1H at 300 W for 90o pulses. The ring down times were 7 µs and less
than 5 µs for 13C and 1H respectively. The total isolation for both channels,
with filters included, were 93 dB on each channel.
A similar circuit was used in the dual centre magnet using a 10 mm long
saddle shaped coil of 7 mm inner diameter, made of two turns per wing with a
300 µm enamelled copper wire, and a trap of three loops with the same wire.
The 90o pulse duration was 14 µs at 300 W for 1H and 6.5 µs at the same
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power for 13C.
Probe for dissolution
This probe offered a solution to the problem of linking both cross polarisa-
tion and dissolution. For doing so, the sample had to be accessible to the
microwaves for DNP and also to a dissolution dock from above. A saddle coil
was therefore preferred as a sample coil.
The probe was partially based on a McKay design: the 1H impedance at
the sample coil was transformed by a coaxial cable to a point of 0 Ω outside the
magnet where the 13C channel was connected. The cable for the 1H channel was
further extended to a new impedance point where it was tuned and matched
to 50 Ω with two parallel-series trimmer capacitors.
The main body of the probe was composed of two non magnetic steel
tubes concentrically arranged to serve as a coaxial cable. It fixed the sample
in position and acted as a lead for the dissolution dock to the sample. The
outer tube (figure 2.18, 1) had a steel 12.7 mm outer diameter, 0.25 mm wall
thickness and 83 cm length. The inner tube was 87 cm long to allow some
length above and below the outer tube. It had 8 mm OD and 0.2 mm wall
thickness. Both tubes were separated by spacers of PTFE, yielding all together
a coaxial cable with characteristic impedance of 25 Ω. The top of this coaxial
cable formed a vacuum seal between the outer and the inner tubes. It was
made of a plumber plastic adaptor (figure 2.18, 2) that compressed an O-ring
between two metallic washers, each one soldered to the end of each tube. A
vacuum seal for the inner tube was made using a rubber septum (figure 2.18,
3). For dissolution, this rubber septum was removed and the dissolution dock
inserted in the inner tube until it reached the sample. Close to the warm end
(4.5 cm away) of the main body a 8.5 cm long branch was soldered (figure
2.18, 4). This branch finished in a brass bush with a thread. A hermetic SMA
bulkhead connector was attached to this end with a nut made of brass. This
bulkhead was connected to the inner conductor.
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Figure 2.18: Cryogenic probe for diagnostic, cross polarisation and sample
dissolution. The main body of the probe was a 12.7 mm thick cable (1) with
a stainless steel tube as inner conductor that allowed access to the sample coil
(5) with a dissolution dock from (3). This entrance was vacuum sealed with a
rubber septum. The probe was attached and vacuum sealed with the SAP with
a nut (9). Both tubes (inner and outer conductors of the main body cable) were
vacuum sealed together with a clamp (2). The probe presented a circuit (11)
at liquid helium temperatures that tuned and matched the lower frequency. An
extension cable (6) was plugged to the RF output (4) which led to a BNC T
connector. A 1H filter (7) and a further extension cable that led to a tuning
and matching box for 1H (8) were connected to this T BNC connentor.
The cold end of this homemade coaxial cable was terminated in a machined
PTFE part that served as a coil former, and a circuit and sample cup holder.
The PTFE part (figure 2.18, 5) was partially inserted in the space between
the tubes. It was attached to the home-made coaxial cable with a steel rein-
forcement (which was finished in a ring that clamped in a step of the PTFE
part). The PTFE part had a tapered hole into which the inner stainless tube
was inserted. The tapered hole allowed direct access to the sample cup.
The sample coil (LSAMPLE in figure 2.19) was a saddle coil with 2 turns
per wing, vertically arranged in the coil former to provide physical access
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Figure 2.19: Scheme of the probe for diagnostic, cross polarisation and dissolu-
tion experiments. It presents a sample coil which is locally tuned and matched
to 50 Ω to 13C and remotely tuned and matched to the proton frequency. A 1H
filter is connected in T before the 13C output.
to the sample cup from above, as shown in figure 2.19. A 0.150 mm thick
enamelled copper wire was used. The saddle coil was 11 mm long with an
internal diameter of 5.5 mm.
The circuit was basically a parallel series resonant circuit for 13C with a
1H trap in series with the 13C parallel capacitor, as shown in figure 2.19. The
tuning capacitance CT was 2.2 pF Ferroperm, in parallel with 22 + 33 pF
microchip Murata capacitors and the matching capacitance CM was 37 pF,
made by a combination of Murata and Ferroperm capacitors). Two 1 Ω thick
film resistors (Farnell), R1 and R2, were inserted in the circuit to decrease the
13C channel ring-down time to 12 µs for 13C and less than 5.0 µs for 1H and
to make it more tolerant to impedance changes with temperature.
The trap was a three loop coil of 4 mm diameter covered with copper foil,
which was resonated with a capacitance in parallel of 35.7 pF, made using
ceramic chip capacitors of 2.7 pF. In series with the trap coil there was a 1 Ω
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Figure 2.20: Filters. On the left a design based on three traps for proton
frequency is shown. On the right there is a high pass filter design for 13C.
resistor R1.
In this way the 13C channel was tuned and matched at low temperature.
The 1H channel was remotely tuned. The output of the probe was connected
to a cable of 31λ
144
(figure 2.18, 6) to get 0 Ω for the 1H frequency, and λ
12
to
tune and match it to 50 Ω with two parallel-series trimmer capacitors in a
box (figure 2.18, 8). The 13C channel was connected to the point of minimum
interaction for 1H. To avoid 1H current leakage to the 13C channel, a 1H filter
was inserted at this point (figure 2.18, 7). A 13C filter was inserted just before
the 1H preamplifier. The length of the 90o pulse of the probe was measured to
be 13 µs for 13C at 18 W and 11.5 µs for 1H at 135 W.
The total frequency attenuation for cross talk protection just before the
preamplifiers was no less than 70 dB for both channels.
Filters
In this project only two simple designs were implemented on copper circuit
board to isolate 1H and 13C frequencies. The filter designs for protons and 13C
frequencies are shown in figure 2.20.
The performance of the proton filter was 62.5 dB attenuation for 1H and
0.2 dB for 13C. The coils were made of 3 turns of 1.76 mm diameter copper and
high power capacitors selected to get resonance on each trap, with a typical
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value of 14.7 pF. The diameter of each turn was 10 mm. The 13C filter offered
43 dB attenuation for 13C frequency and 0.5 dB for 1H. The coils were 3 turns
with 11 mm diameter solenoids, 1.75 mm diameter wire and the capacitance
was 14.7 pF with 10 pF and 4.7 pF high power chip capacitors.
2.2.4 Discussion
Depending on their design the different probes had different performances.
Some significant parameters are shown in tables 2.3 and 2.4.
Probes and ω 13C 1H 15N
Sample coil type Solenoid Solenoid Solenoid
No of turns 16 8 4
Remote/local Remote Remote Local
Coil internal diameter (ID) (mm) 4.5 5.5 4.5
Cable Outer diameter (OD) (mm) 2.2 12.7 2.2
Z0 (Ω) 50 41.5 50
90o pulse (µs) 16 5 8
Power (W) 15 15 300
Table 2.3: Several parameters in single resonant cryo-probes.
In these tables it is shown that the best performance for 13C was obtained
with the double resonance probe using a solenoid. The inclusion of resistors in
this design translated into longer pulses in the test probe for the dual centre
magnet and in the probe for dissolution experiments. The shorter pulse for 1H
was obtained with the single resonance probe for proton frequency. A worse
performance was obtained with a shorter line diameter in the Mckay probe,
but in this probe a saddle coil was used, which reduced the B1 field [11] in
comparison with the solenoid. Comparing the solenoid single resonance probe
with the double resonance probe for dissolution experiments it was found that
a much higher power was necessary to obtain a pulse twice as long as with the
single resonance probe for 1H.
The inclusion of a trap with resistors translated into high power losses
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Probes and ω 13C-M 1H-M 13C-D 1H-D 13C-S 1H-S
Coil type saddle saddle Solenoid Solenoid saddle saddle
No turns 1 1 8 8 2 2
Remote/Local R R L R L R
Coil ID 4 4 4.5 4.5 4.0 4.0
Cable OD 6.5 6.5 6.5 6.5 2.2 2.2
Z0 (Ω) 100 100 90 45 50 50
90o pulse (µs) 65 10 6.5 4 6.0 9
Power (W) 15 15 8 350 86 300
Table 2.4: Several parameters in double resonant cryo-probes for liquid helium
temperatures. The frequencies corresponding to 13C and 1H were 35.88 MHz
and 142.6 MHz respectively. The McKay probe is denoted by M, the simplified
Doty design by D and the test probe by S. Coil inner diameters (ID) and cable
outer diameters (OD) were measured in mm. The characteristic impedance of
the used transmission line was denoted by Z0 in the table.
which, on the other hand, allowed to tune and match a circuit in liquid he-
lium temperatures without the need of a trimmer capacitor at liquid helium
temperatures. The small size of the circuit left enough space to access to the
sample with a dissolution dock. Using the resistors the dissolution probe with
a saddle coil showed equivalent B1 strength compared with the single reso-
nance probe for 13C with a solenoid, which was used mainly for solid state
NMR experiments. The test double resonance probe showed a pulse of 6 µs
at 86 W, which did not differ too much from 13 µs at 18 W, since the length
of the pulse doubles when the power is reduced by a factor of 4. At the time
of writing, and for these low field and operation temperatures, only the probe
for DNP by Cho et al [3] was found comparable in performance to the dou-
ble resonance probes built and used for cross polarisation experiments in this
project.
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Probes and ω 13C-CPD 1H-DPC
Coil type saddle saddle
Solenoid Solenoid saddle
saddle saddle saddle
No turns 2 2
Remote/Local L R
Coil ID 5.0 5.0
Cable OD 12.7 12.7
Z0 (Ω) 25 25
90o pulse (µs) 13 11.5
Power (W) 18 135
Table 2.5: Several parameters in a double resonant cryo-probe for liquid he-
lium temperatures. The frequencies corresponding to 13C and 1H were 35.88
MHz and 142.6 MHz respectively. The probe is denoted with CPD (Cross
Polarisation and Dissolution). Coil inner diameter (ID) and cable outer diam-
eter (OD) were measured in mm. The characteristic impedance of the used
transmission line was denoted by Z0 in the table.
2.3 Conclusions
Several NMR cryo-probes were built for solid state NMR and DNP experi-
ments. The single resonant cryo-probes were used for diagnostic purposes in
DNP. The double resonant probes were built for DNP experiments and CP ex-
periments. A double resonant probe made simultaneous measurements of 13C
and 1H in NMR and DNP experiments possible which reduced the experimen-
tal time. As shown by the length of the 90o pulse of these probes, these designs
were not optimal, but they provided an idea of the effect of several parameters:
a compromise was found for probes which could be used for DNP, NMR, CP
and dissolution experiments. In these probes remote and local tuning were
used as a compromise between strong B1 fields and available space. The use
of resistors made it possible to tune and match without trimmer capacitors
at liquid helium temperatures at the expense of larger losses, an acceptable
compromise for this project.
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Chapter 3
Relaxation and Brute Force
Polarisation
Hyperpolarisation of the nuclear spin system leads to low spin temperature
of the nuclear Zeeman reservoirs. The low spin temperature may be obtained
by establishing thermal contact between the nuclear Zeeman reservoir and an-
other, much colder, thermal reservoir. The most direct way to achieve this
target is by lowering the lattice temperature (or sample temperature) of the
spin system to levels where, in thermal equilibrium the nuclear Zeeman Boltz-
mann population is high enough. The main problem with this approach is
the time necessary to achieve such a Boltzmann equilibrium since the longi-
tudinal relaxation time becomes exceedingly long at very low temperatures.
The experiments described in this chapter aim to achieve a solution to this
problem for future dissolution experiments using 13C labelled compounds af-
ter they have been highly polarised with this technique. Improved thermal
contact between 13C spin (Zeeman and dipolar) thermal reservoirs and the
lattice (through the phonon reservoir) is obtained by doping the sample with
paramagnetic impurities. Their presence in the sample will determine the main
mechanism of relaxation. Several lanthanides have been tested at a tempera-
ture close to 1.5 K, in order to measure the changes in relaxation of nuclear
spin species (especially 13C) due to these paramagnetic agents. The sample
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chosen for these experiments was 13C labelled acetate (2 M approximately in
all the experiments) in a glassy matrix of 1:1 glycerol-water.
3.1 Polarisation and sample temperature
At low temperature (close to 1.5 K) in a solid state sample the nuclear spins
are fixed in position with respect to the paramagnetic impurities. The 1H and
the 13C spin systems relax to thermal equilibrium.
3.1.1 The Brillouin Function
Following a microscopic model for paramagnetism in a canonical system, the
unpaired electronic spins which form the electron polarisation in a sample align
with the magnetic field ~B0, but in a proportion given by the Brillouin function
given in 3.1:
BJ =
1
J
[(J + 1)coth(
γB0
kBT
(J +
1
2
))− coth( γB0
2kBT
)] (3.1)
where J is the angular momentum, γ is the gyromagnetic ratio, kB is the Boltz-
mann constant and T is the temperature. For J = 1
2
the Brillouin function
can be simplified to:
B 1
2
= tanh(
γB0
2kBT
) (3.2)
Plotting the polarisation for a magnetic field of 3.35 T reveals that the
electron polarisation is almost the maximum value at temperatures close to
1.5 K while it requires very low temperatures in the order of a few millikelvin
to achieve the same polarisation for 1H or 13C.
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Figure 3.1: Polarisation versus temperature (Courtesy of Walter
Ko¨ckenberger). The Brillouim function is represented in the interval
from 0.01 K to 1000 K in logarithmic scale.
3.2 Glasses and crystals. Selection of glass-
former
A glass-former is needed when samples are frozen, in order to prevent the
presence of ice that may alter relative distances between atoms within the
target molecule. Mechanical stress is caused by the 9% increase in specific
volume when water passes to hexagonal ice. As commonly known ice melts at
273 K at room pressure. The crystallisation temperature is, for water, much
lower (close to 230 K) [7].
In a glass, in contrast to a crystal, the constitutent molecules do not have
periodic order with respect to the positions of the atoms. Some common cry-
oprotectants used for low temperatures (1.5 K) are glycerol, ethanol, butanol
and DMSO [7]. In this project, a glass-former of 1:1 glycerol-water assured
uniformity within the mixture and prevented the presence of crystaline ice. A
disadvantage of this glass-forming mixture was the reduced solubility of polar
chemical compounds in comparison to pure water or ethanol.
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3.3 Experimental measurements
To measure the magnetisation evolution to thermal equilibrium of either 13C
or 1H two main methods were used in the solid state, either by saturation
recovery or by small flip angle excitation. The McKay probe (described in a
previous chapter) was used for most of these relaxation time measurements,
due to the small Q factor that it presented at the coil which yielded a short
ring-down time (about 3 µs after the console dead-time). For the measurements
an aliquot of 50 µl (microlitres) was loaded into a 4 mm glass tube (Wilmad)
that fitted into the probe coil.
3.3.1 Saturation recovery
Saturation recovery (SR) was used for relatively short nuclear T1 relaxation
times (in comparison with the equipment temperature stability timescale,
which showed a possible change of ± 0.01 K after 48 hours). The error recorded
in each of the measurements within less than 10 hours was ± 0.005 K in this
chapter. The magnetisation evolution was recorded by saturating the mag-
netisation and by measuring it with a strong pulse after a delay time that was
incremented for each point until thermal equilibrium was achieved. The data
points were fitted to a single exponential using Matlab programs (based on the
fminsearch routine).
3.3.2 Small flip angles
In cases when the nuclear magnetisation evolved with a very long time constant
(with a T1 of several hours) the best strategy was to put as much sample as
possible in the probe sample coil (to optimise signal-to-noise) and to use a
train of small flip angles with a large gain. For a flip angle of 4o an error less
than 3% has been estimated [6].
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Correction to small flip angle in the single exponential approxima-
tion
Experiments with some lack in sensitivity required a larger flip angle in the
measurement (10o to 15o). It was possible to correct for larger pulses in the
case of single exponential fitting. Every time a data point was collected the
signal was decreased by a quantity determined by the cosine of the flip an-
gle. This was equivalent to displacing the evolution of the magnetisation back
in time. The data were fitted to a single exponential curve as a first ap-
proximation. It was possible to simulate the effect of periodical polarisation
measurements on an exponential curve. By comparing the plots of the data
with a simulated curve that took into account these corrections it was possi-
ble to obtain the value of the magnetisation in the approximation of a single
exponential longitudinal relaxation time. By increasing the value of the flip
angle the magnetisation arrived at a plateau more rapidly. The fitting was ob-
tained with a Matlab program (fminsearch routine based) and the exponential
corrections were done with Excel.
3.3.3 Nuclear relaxation in absence of paramagnetic im-
purities in a glassy matrix at low temperature
In the absence of paramagnetic impurities other mechanisms of relaxation that
are not so efficient at 1.5 K become important in the relaxation process. Quan-
tum tunelling in methyl groups have been demonstrated an important source
of relaxation at low temperatures [8]. The presence of a quadrupolar mo-
ment and therefore the electric field gradients along with dipolar interactions
between nuclear spins dominate the relaxation mechanism. Quadrupolar mo-
ments are more effective in a disordered glass than in a crystal [10]. Relaxation
by quadrupolar interactions will compete with nuclear dipolar interactions de-
pending on their relative strengths. As a reference an overall estimation of the
relaxation by these factors was obtained by measuring the 13C T1 of a sample
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free of paramagnetic centres.
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Figure 3.2: 13C relaxation to thermal equilibrium in a sample of 2M labelled
13C Na acetate in 1:1 glycerol-water at 1.67 K. Only the first part of the curve
was measured to obtain an order of magnitude for purpose of comparison.
As figure 3.2 shows, for a sample of 2 M [13C-1] labelled Na acetate at 1.67
K, the 13C T1 relaxation time exceeded 10 hours.
3.4 Lanthanides as paramagnetic impurities
Lanthanides chelated with DTPA are good relaxing and contrast agents in
magnetic resonance imaging (MRI) [5]. The selected lanthanides for tests at 1.5
K were cerium (Ce3+), dysprosium (Dy3+), holmium (Ho3+), europium (Eu3+),
praseodymium (Pd3+) and samarium (Sm3+), all of them chelated with DTPA.
Diethylene triamine pentaacetic acid (DTPA) has been used extensively in
MRI as a chelating agent, especially as Gd3+-DTPA [5].
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Lanthanides with Kramers degeneracy in this study were Ce3+ (S=1
2
, L=3
and J=5
2
), Sm3+ (S=5
2
, L=5 and J=5
2
), and Dy3+ (S=2, L=6 and J=15
2
).
They belong to this category since their outer shell contains an odd number of
electrons. The quantum number J corresponds to the ground state. The non
Kramers ions used in this project were Pr3+ (S=1
2
, L=3 and J=5
2
), Eu3+ (S=3,
L=3 and J=0) and Ho3+ (S=2, L=6 and J=8) [1]. Samples doped with of Ho3+
compounds at low temperature have presented a broad line of several GHz [4].
For Dy3+ it is possible to assign an overall spin of 1
2
[9]. Direct processes are
the main cause of electron relaxation at these temperatures, although it has
been shown that Orbach relaxation contributes at temperatures of 2 K for
samples with Dy3+ [3].
Dy3+ Ho3+ Ce3+ Eu3+ Sm3+ Pr3+
Lanthanides(mM) − > 25.3 24.0 25.0 34.0 21.0 25.0
Temperature (K) 1.67 1.66 1.67 1.55 1.57 1.68
T1 (min) 17 ±5 8 ±1 85 ±4 > 450 > 600 > 425
13C concentration (M) − > 2.0 1.9 2.0 1.9 1.8 2.0
Table 3.1: 13C relaxation times for samples of approximately 2 M [13C-1] Na
acetate in 1:1 glycerol-water. The lanthanides were chelated to DTPA. The
glassy matrix was 1:1 water-glycerol.
Table 3.1 shows the T1 relaxation times for
13C spins in samples of [13C-1]
labelled Na acetate doped with paramagnetic chelates at low temperatures in
a glassy matrix. The measuring temperature was the lowest available tem-
perature in the stand alone polariser (SAP) in continuous helium flow mode.
This measurements pointed to Ho3+-DTPA and Dy3+-DTPA as the most ef-
fective relaxing agents that could mediate rapid relaxation towards thermal
equilibrium by the brute force polarisation strategy.
3.4.1 Dysprosium (Dy3+-DTPA) as relaxation agent
Further measurements using Dy3+-DTPA provided more information about
the nuclear relaxation dependence on lanthanide ion concentration and tem-
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perature:
Temp.(K)
Dy3+ con. 12.5 mM 17.8 mM 25.3 mM 34.2 mM
13C con.(M)− > 2.0 1.9 2.0 1.5
1.30 — 55±6 28±4 —
1.40 — — — 19 ±4
T1 (min) 1.60 60 ±6 — — —
1.62 — 30 ±5 17±5 14 ±3
1.64 55 ±3 — — —
1.68 42 ±5 — — —
Table 3.2: 13C T1 relaxation times (in minutes) for samples of approximately
2 M 13C labelled Na acetate in 1:1 glycerol-water doped with Dy3+-DTPA at
different concentrations (con.). The table shows the T1 increases as the lattice
temperature decreases.
The T1 values increased with decreasing temperature and Dy
3+ concentra-
tion. The relaxation time almost doubled between 1.62 K and 1.30 K, within
the margin of error. Proton spin T1 relaxation times were measured on two of
the samples for reference purposes.
Temp. (K) Dy3+ (12.5 mM) Dy3+ (17.8 mM)
13C concent.(M) − > 2.0 1.9
1.30 — 54 ±3
T1 in s 1.52 — —
1.53 64 ±3 —
1.62 55 ±3 33 ±2
Table 3.3: 1H T1 relaxation times (in seconds) for samples of approximately
2 M 13C labelled Na acetate in 1:1 glycerol-water doped with Dy3+-DTPA at
different concentrations (concent.). The table shows that the T1 (in seconds)
increases as the lattice temperature decreases.
The longitudinal relaxation times for these samples were more than one
order of magnitude shorter than for 13C spins. This can be explained by
fast spin diffusion and high gyromagnetic factor. At 1.30 K, the polarisation
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achieved for 13C was 0.095 % and for proton spins it was 0.26 % once in thermal
equilibrium.
A diffusion barrier estimation could be obtained from the 13C spectrum
linewidth of the previous samples. In the limit of fast spectral spin diffu-
sion between nuclei, and good thermal contact between electron dipolar and
Zeeman nuclear baths, the 13C T1 relaxation time becomes a function of the
inverse of the number of paramagnetic centres [1], [2], as shown in table 3.2.
Experimentally the solubility of Dy3+-DTPA did not represent a problem in
1:1 glycerol-water, but the electron nuclear dipolar interactions became a prob-
lem at certain concentrations of the lanthanide, since the linewidth was too
large, or in other words, the nuclear FID decayed too quickly to be measured
and distinguished from the short ring-down.
Dy3+ (mM) ∆ωI(kHz) b(nm) Expected T1 Measured T1
12.5 13 2.8 60.0 60 ±6
17.4 17 2.61 34.9 30 ±5
25.3 22 2.43 19.4 17 ±5
34.4 30 2.22 11.0 14 ±3
Table 3.4: Data for samples of [13C-1] labelled Na acetate with Dy3+-DTPA.
The relaxation time for 12.5 mM Dy3+-DTPA was taken as a reference, since
the electron T2 was necessary for the calculations. The diffusion barrier (b)
and the T1 relaxation times values were obtained with equation 1.78 in chapter
1.
Within experimental error the nuclear T1 was shown to be a function of
the inverse of the concentration of lanthanide ions.
3.4.2 Holmium (Ho3+-DTPA) as a relaxation agent
T1 relaxation times (table 3.5) were measured in three samples containing
different concentrations of Ho3+-DTPA, with a concentration close to 2 M of
13C labelled acetate in a solvent of 1:1 glycerol-water. The data in table 3.1
showed that Ho3+-DTPA could act as an excellent relaxation agent at low
temperatures. With 24 mM Ho3+ thermal equilibrium was reached for the 13C
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polarisation in less than 40 minutes at 1.66 K. Further data for the nuclear
longitudinal relaxation times for proton spins are summarised in table 3.6.
Ho3+ ( 24.0 mM) Ho3+ (8.6 mM) Ho3+ (3.8 mM)
13C concent. − > 1.9 M 1.7 M 2.0 M
Temp. (K)
1.34 — — 120 ±8
1.45 — — 92 ±4
1.66 8 ±1 — —
1.67 — 28 ±3 —
2.00 5.0 ±0.6 — —
4.25 0.14 ±0.09 — 1.0 ±0.1
Table 3.5: 13C T1 relaxation times (in minutes) for samples of approximately
2 M [13C-1] labelled Na acetate in 1:1 glycerol-water doped with Ho3+-DTPA
at different concentrations (concent.). As the table shows, the nuclear T1
increased as the lattice temperature decreased.
For the 8.6 mM concentration of Ho3+-DTPA at 1.67 K a shorter T1 (almost
half) was achieved than that obtained for Dy3+-DTPA at 12.5 mM and 1.68
K.
Ho3+ ( 24.0 mM) Ho3+ (8.6 mM) Ho3+ (3.8 mM)
13C concent. − > 1.9 M 1.7 M 2.0 M
Temp.(K)
1.34 — — 150 ±15
1.66 16.0 ±0.2 — —
1.67 — 38 ±1 —
4.25 0.5 ±0.2 1.5 ±0.2 2.8 ±0.15
Table 3.6: 1H relaxation times (in seconds) for samples of approximately 2 M
[13C-1] labelled Na acetate in 1:1 glycerol-water doped with Ho3+-DTPA at
different concentrations (concent.).
The T1 relaxation time constant for
1H spins was less than one order of
magnitude shorter than for 13C spins, as with Dy3+. Previous studies reported
a large electron bandwidth for Ho3+ at low temperature [4].
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3.4.3 Lyophilised samples of 13C labelled Na acetate
with Ho3+-DTPA
An alternative approach to samples in a glassy state was considered in this
project using lyophilisation of the [13C-1] acetate with Ho3+-DTPA samples.
Since the solvent is removed at room temperature, the lanthanide ions are in
closer contact with the targeted 13C nuclei. The initial concentrations prior to
lyophilisation were 20 mM, 6 mM and 2 mM Ho3+-DTPA. In this case there
were no (or very few) solvent proton spins to mediate between the Ho3+ and
the 13C nuclei. 13C T1 relaxation times were measured and summarised in
table 3.7.
Temperature (K) Ho ( 20.0 mM) Ho (6 mM) Ho (2 mM)
1.60 — 80 ±7 —
1.62 13 ±1 — —
1.67 — — 67 ±2
4.25 — — 33 ±5
Table 3.7: 13C T1 relaxation times measurements (in minutes) for samples of
lyophilised [13C-1] Na acetate doped with Ho3+-DTPA in different concentra-
tions.
Table 3.7 shows that the T1 values for the powder samples were longer than
for 24 mM Ho3+ in a water-glycerol glass. A crude estimation of the diffusion
barrier gives values between 1 and 4 nm.
3.5 Conclusions
The presence of certain paramagnetic lanthanide ions produced a substantial
decrease in the nuclear longitudinal relaxation time of the nuclear 13C spins
in samples of acetate in a glassy matrix of glycerol-water at low temperatures
(1.5 K). Of the lanthanides tested, the most effective for this purpose were
Ho3+ and then Dy3+ resulting in 13C T1 values of 8 and 17 minutes respec-
tively at concentrations of ≈ 20 mM in comparison to the more than 10 hours
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without lanthanide doping. Some further measurements on proton spins re-
vealed that they relaxed faster than 13C spins at temperatures close to 1.5 K.
The relaxation time was one to two order of magnitude shorter in 1H spins
than in 13C spins when paramagnetic centres were added. The temperature
and the concentration of Ho3+-DTPA or Dy3+-DTPA determined the nuclear
relaxation time. At higher temperatures (4.2 K) the relaxation times for the
two spin species became closer. This points to electron relaxation mechanisms
other than the direct process (Orbach or Raman electron relaxation) [3].
T1 measurements were also performed with powder samples obtained after
lyophilising [13C-1] labelled Na acetate with Ho3+-DTPA in aquous solution.
In this kind of sample the lanthanide was in closer contact with the 13C spin.
This strategy makes it possible to accommodate a larger amount of sample in
a given volume. The relaxation generated by Ho3+-DTPA was broadly similar
to that with the glassy samples. These results point to the possibility of using
brute force polarisation as a technique to generate highly polarised 13C systems
for dissolution experiments.
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Chapter 4
Dynamic Nuclear Polarisation
(DNP)
Dynamic Nuclear Polarisation was introduced in chapter 1 as a strategy to
enhance the nuclear population differences in comparison to thermal levels. In
this chapter, results of experiments using DNP at low temperatures (1.5 K) and
a magnetic field of 3.35 T in a stand alone polariser (SAP) are summarised.
Two different free radicals (TEMPO or 2,2,6,6 tetramethylpiperidine 1 oxyl
and Ox63 [3]) (figure 4.1) were used to enhance the nuclear polarisation, either
for 1H or for 13C spins. Theoretical explanations of several mechanisms in DNP
were presented in chapter 1. In this chapter two models proposed by Goldman
[8] are applied in the validity limit of high spin temperature.
4.1 Experimental
The McKay probe (chapter 2, section 2.2.3) was used in all the experiments
for 1H and 13C spin data acquisition, unless otherwise specified. The samples
were stored in a 4 mm diameter sample tube (Wilmad LabGlass, UK). This
tube fitted in the 4 mm inner diameter saddle coil of the McKay probe. It
was kept in position with a former made of macor that surrounded the saddle
coil. This former allowed irradiation through two windows. The 15N data
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Figure 4.1: Ox63 trityl (left) [11] and TEMPO (right) free radical structures.
were obtained with a specially designed probe. The flip angle used for data
acquisition in build-up and T1 relaxation time measurements was less than 3
o
for 1H detection which provided sufficient sensitivity (SNR > 2). It was also
less than 3o in all the experiments involving 13C and 15N detection. For flip
angles of less than 4o an error of less than 3% was estimated [5]. The data
were fitted with a Matlab program based on the routine fminsearch.
Glycerol as a glassformer [6] and water in 1:1 proportion was used in the
experiments because of the suitability of this combination for biomedical ap-
plications [13]. Dimethyl sulfoxide (DMSO) also acts as a good cryoprotectant
[6]. Acetate or urea are involved cell metabolism, and the study of these
molecules in solid state DNP NMR is relevant for future in vivo applications
[13].
The power levels were kept to the maximum which translated into 200 mW
output from the Elva source, although the sample did not experience the same
power deposition in different probes due to differences in shielding. Because of
different irradiation conditions, different enhancement factors were obtained
with different probes.
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4.2 DNP using Ox63 Trityl at 3.35 T and low
temperatures (1.5 K)
Trityl radicals for DNP at low temperature have proved to be very effective
for low gyromagnetic ratio nuclear spins [2], [3] in a frozen glassy matrix.
They enclose the free radical in the middle of the molecule of the triphenyl
methyl type [3]. The unpaired electron presents a narrow resonance line with
a typical linewidth between 15 and 60 MHz. This line can be approximated
by a Gaussian lineshape [8], or a mixture of Gaussian and Lorentzian (Voight)
lineshapes [3].
The trityl radical has a narrower lineshape than the 1H spin Larmor fre-
quency (142.6 MHz at 3.35 T). Therefore, for trityl the solid effect becomes
the main mechanism of DNP for 1H spins. A combination of the solid effect
and thermal mixing was expected for lower gyromagnetic ratio nuclei like 13C
or 15N [8]. Figure 4.2 shows the line of Ox63 trityl in a sample of 1M [1-13C]-
formate and 15 mM trityl in 1:1 glycerol-water (courtesy of Josef Granwehr):
Figure 4.2: Ox63 trityl free radical lineshape obtained with LOngitudinally DE-
tected Spin Resonance (LODESR) in a sample of 1M 13C-formate 15 mM trityl
in 1:1 glycerol-water (courtesy of Josef Granwehr).
4.2.1 The solid effect
The solid effect (SE) is the main polarisation transfer mechanism in cases where
the electron resonance linewidth δωe is much narrower than the nuclear Larmor
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frequency ωn. The
1H spins in a sample of 7 M 15N labelled urea doped with
15 mM Ox63 trityl in 1:1 glycerol-water showed a maximum enhancement of
8 (figure 4.3) over thermal equilibrium. The linewidth of the proton spectrum
was typically in the range of 80 ±20 kHz in a fully protonated sample. The
DNP enhancement spectrum (figure 4.3) was obtained by saturating the 1H
nuclei first followed by irradiating the sample with microwaves at a frequency
close to the electron resonance Larmor frequency (which in this case was ap-
proximately 93.975 GHz) for typically 4 minutes. After this time an excitation
pi
2
pulse was applied to detect how much nuclear magnetisation was generated
during the DNP period. The experiment was repeated covering a frequency
range around the electron Larmor frequency (93.79 to 94.25 GHz for enhance-
ment of protons, typically). For a microwave frequency of ω = |ωe| − |ωI | zero
quantum transitions were excited without inducing double quantum transitions
as explained in chapter 1. On the other hand, double quantum transitions were
excited by irradiating at a microwave frequency ω = |ωe| + |ωI |. In addition,
secondary peaks from another pathway, possibly via the 15N spin system, could
be seen close to the centre of the electron resonance frequency [4]. The build-
up and nuclear relaxation times were 41 and 62 minutes respectively at the
enhancement frequency of 93.83 GHz. To probe the validity of the SE model
outlined in chapter 1 the differential equations (chapter 1, 1.87, 1.88, 1.89) had
to be solved for the steady state. For the solution, some approximations were
made. The lattice inverse spin temperature βL and also the terms which were
proportional to CSW
2
+ were neglected from the equations, since they were very
small (smaller than 1 % compared to the other terms). The solution for the
nuclear inverse spin temperature αI was:
αI∓ = ±βLωS
ωI
CSTIW∓
1 +W∓(CSTI + CITS +
Γ2
D2
TD)
(4.1)
where W∓ represents the transition probability, CS and CI were defined
as CI =
NI
NI+NS
and CS =
NS
NI+NS
, αL = βL
ωS
∆
, βL is the lattice inverse spin
temperature, TI and TS are the spin lattice relaxation times for nuclei and
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electrons, D is the local field frequency, TD is the spin lattice relaxation time
of the dipolar bath and Γ = ωI −∆ = ωI −ωS +ω with ω being the irradiation
frequency [8].
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Figure 4.3: Illustration of the solid effect in a sample of 15 mM Ox63 trityl
with 7 M 15N labelled urea in 1:1 glycerol-water at 1.59 K and 3.35T. The solid
effect model was fitted to the data points. The red line represents the simulation
using the equations of the well resolved solid effect model by Goldman.
In the model there were some parameters that had to be estimated since no
precise electron resonance data for this sample were available. The transition
probability was taken as a Gaussian with a linewidth of 38 MHz and normalised
height to a factor of 1.52·10−2 (i.e. the value of the maximum of the transition
probability) obtained by fitting equation 4.1 to the data.
The parameters CI and CS were set to 1.0 and 2x10
−4 respectively (the
concentration of paramagnetic centres was 15 mM and for 1H was taken to
be 110 M as a good estimation). The spin lattice electron and dipolar relax-
ation times TS and TD were both set to 1 s. The model was robust enough to
cope with variations of these values in a range from 10 ms to 10 s resulting
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in variations of enhancement of less than 5%. The relaxation time for TS was
previously reported to be approximately 1 s [3] with an error less than 50%,
in a sample of trityl and pyruvic acid in similar conditions. The local field D
was taken as the linewidth of the Gaussian. This model showed a larger de-
pendence on CS, the maximum enhancement changing with the inverse of CS,
and on the transition probability linewidth. A polarisation of 1 ± 0.5% was
achieved experimentally, which is within the limit of validity of the approxi-
mation of high temperature. The agreement between theory and experimental
data points was reasonable at the two frequencies ωe ± ωn. The DNP curve
showed two antisymmetric peaks separated by twice the nuclear Larmor fre-
quency. The low enhancement obtained pointed to a good thermal contact
with the lattice in this kind of sample, and made trityl radicals unsuitable
for 1H polarisation enhancement at low temperatures. The linewidth of the
anti-symmetric enhanced peaks was 45 ± 10 MHz.
4.2.2 Thermal mixing
Trityl radicals have been used to obtain large polarisations (40% or more, [2])
in low gyromagnetic ratio nuclear spins at 3.35 T and temperatures close to
1.2 K [2]. In cases where the electron linewidth is comparable to the nuclear
Larmor frequency, a combination of SE and thermal mixing (as the transitions
which were responsible for it then became allowed) is responsible for the DNP
process [8]. This was the case in samples where the trityl electron resonance
linewidth was around 30 MHz and the 13C and 15N nuclear Larmor frequencies
were 35.88 MHz and 14.5 MHz respectively. The DNP enhancement curve
showed a characteristic antisymmetric lineshape. The steady state solutions
for Goldman’s model of the unresolved solid effect were obtained by setting
the differential equations 1.90, 1.91 and 1.92 in chapter 1 equal to zero for
the three inverse spin temperatures αI , αS and β corresponding to the nuclear
bath and the electron Zeeman and dipolar baths. The solutions [8] are shown
in equations 4.2, 4.3 and 4.4:
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αI =
βL + CS(
∆
ωI
)(W+ −W−)TI(αS − β) + (CS(W+ +W−) + U)TIβ
1 + TI(CS(W+ +W−) + U)
(4.2)
αS = βL
ωS
∆
1 +W0TD
∆2
CID2
1 +W0(TS + TD(
∆2
CID2
))
(4.3)
β = βL
ωS
∆
W0TD
∆2
CID2
1 +W0(TS + TD(
∆2
CID2
))
(4.4)
where it should be noted that U is the transition probability for thermal
mixing with the electron dipolar thermal bath.
Thermal mixing in a sample of [13C-1] Na acetate and trityl in 1:1
glycerol-water
The 13C DNP enhancement curve for a sample of 1.54 M [13C-1] Na acetate
doped with 13.5 mM Ox63 trityl in 1:1 glycerol-water is shown in figure 4.4.
For the fitting a Gaussian was used for the transition probability (W+, W−
and W0) with a width of 38 MHz. The Gaussian lineshapes were normalised
to 1 and multiplied by a factor of 6.5x10−3. The simulation reproduced the
antisymmetric shape of the curve. The separation between the two extrema
was 71 MHz, which corresponds to twice the 13C Zeeman frequency. A T1
of 270 minutes was measured and the build-up time was 141 minutes for 13C
spins when an irradiation frequency of maximum nuclear enhancement (close
to 93.95 GHz) was used (figure 4.4). The TS was set to 1 s [3]. The TD was
set to 1 s although this model exhibited a large tolerance of this parameter
between 1 ms and 10 s. The values for CI and CS were taken as 1 and 0.0135
respectively. The probability U was taken as 2.0 ·10−3 s−1 for a maximum
value of W+ of 6.5 ·10−3 s−1. There was a strong dependence of the maximum
enhancement on the probabilities W+, W−, W0 and U. The model, with this set
of input parameters, predicted an antisymmetrical curve with two peaks (one
maximum and one minimum) that fitted the data. The maximum polarisation
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Figure 4.4: 13C DNP enhancement curve for a sample of 1.54 M [13C − 1] Na
acetate with 13.5 mM trityl in 1:1 glycerol-water at 1.67 K.
achieved experimentally was at this temperature and corresponded to this
enhancement of 9.0 ± 3.0 %.
Thermal mixing in a sample of 15N urea and trityl
The peak to peak separation in a DNP enhancement spectrum for 15N in a
sample of 1.78 M 15N urea in DMSO was 32 MHz (figure 4.6).
The values of TD and TS were taken as 1 s for figure 4.7 [3]. Again they
could range from 1 ms to 10 s without altering the DNP enhancement spec-
trum significantly (less than 5% variation in the enhancement). The transition
probabilities W+, W−, W0 were also taken as Gaussian lineshapes, multiplied
by a factor (5.0·10−3) that incorporated the contribution from the irradiation
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Figure 4.5: Build-up and T1 for a sample of 1.54 M [
13C-1] acetate with 13.5
mM trityl in 1:1 glycerol at 1.67 K with a DNP irradiation frequency of 93.95
GHz. After more than 200 minutes of build-up the irradiation was stopped to
measure the spin lattice relaxation time T1.
magnetic field. The linewidth of this transition probability was set to 12 MHz.
The transition probabiliy U was set to a constant value of 2.8·10−3. The val-
ues for CI and CS were 1 and 7.3·10−3. Changing the value for the transition
probabilities the fitted curve could be scaled up or down, which introduced a
degree of freedom. The build-up time recorded using 93.95 GHz as microwave
irradiation frequency was 49 minutes and the T1 was 171 minutes at 1.48 K
(figure 4.6). The obtained enhancement of 78 yielded a polarisation of 5.6±
1.0 % of the 15N spin system.
The distance between the peaks (32 MHz) pointed to a smaller transition
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Figure 4.6: 15N DNP enhancement spectrum in a sample of 1.78 M 15N labelled
urea doped with 13 mM Ox63 trityl in DMSO. The inverted pattern shows the
different sign in the gyromagnetic ratio (negative in 15N and positive in 13C
and proton spins).
probability which at the same time led to a narrower electron resonance line in
DMSO. In a sample of 7 M 15N labelled urea in 1:1 glycerol-water this distance
peak to peak was around 50 MHz.
DNP data for several compounds doped with the trityl radical are shown
in tables 4.1 and 4.2. To obtain the largest enhancements the irradiation
frequency for maximum enhancement was selected. The nuclear polarisation
was then measured with small flip angles.
Large enhancements were obtained for 15N and 13C spins. The enhance-
ments obtained for 13C were lower than stated in the literature (typically 200
or 300 over thermal equilibrium) [2]. Either 1:1 glycerol-water or DMSO based
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Figure 4.7: Build-up and T1 for a sample of 1.78 M
15 N urea with 13 mM
trityl DMSO at 1.48 K with a DNP irradiation frequency of 93.95 GHz. After
95 minutes of build-up the irradiation was stopped to measure the spin lattice
relaxation time T1.
glasses showed enhancements close to two orders of magnitude. A typical time
of one to several hours was needed to achieve the measured enhancement (Ta-
ble 4.1).
In the model of Goldman for the unresolved solid effect the thermal mixing
included an interaction between the dipolar reservoir and the 13C thermal bath.
It was possible to illustrate the absence of thermal contact between the proton
and the 13C thermal baths in the laboratory frame. To prove the absence of
this thermal contact the 13C build-up was recorded starting from saturation
of both 1H and 13C spins. In one set of experiments the 1H were periodically
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Sample Trityl conc. τDNP T1 Temp (K)
1H in 7 M 15N urea 15 mM 41±2 62± 2 1.59
in 1:1 glycerol-water
1H in 1.9 M 13 Na formate 18 mM 81± 3 177± 4 1.54
in 1:1 glycerol-water
13C in 1.9 M 13 Na formate 18 mM 80± 3 198± 4 1.54
in 1:1 glycerol-water
13C in 1 M 13 Na Acetate 18 mM 62± 3 160± 5 1.58
in 1:1 glycerol-water
13C in 1.54 M 13 Na Acetate 13.5 mM 141± 4 270± 8 1.67
in 1:1 glycerol-water
15N in 7 M 15N urea 15 mM 35± 1 108± 4 1.59
in 1:1 glycerol-water
15N in 1.78 M 15N urea 13 mM 49± 2 171± 4 1.48
in DMSO
Table 4.1: Polarisation build-up times τ and T1 relaxation times in minutes
in samples doped with trityl with several concentrations (trityl conc.) in 1:1
glycerol-water.
saturated (a 90o pulse of 10 µs was applied every 333 ms). Hence, the 13C
polarisation build-up was measured either in the presence or in the absence of
proton polarisation. Since the T2 of proton spins was typically less than 20
µs, it was assumed that the proton magnetisation was completely saturated
during the experiment with saturating pulses. The experimental results are
shown in figure 4.8.
The two curves show an identical time course from which it is possible to
conclude that cross relaxation between proton and 13C spins is not a relevant
mechanism. However, some thermal mixing was observed in figure 4.3.
4.3 Thermal mixing with TEMPO
Samples doped with TEMPO free radical have presented electron linewidths of
about 600 MHz, far more than the proton Larmor frequency at 3.35 T (142.6
MHz). The principal values of the g-tensor are (2.0094, 2.0065, 2.0017) [12].
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Sample ǫ
1H in 7 M 15N urea 8 ± 4
in 1:1 glycerol-water
1H in 1.9 M 13 Na formate 5 ± 2
in 1:1 glycerol-water
13C in 1.9 M 13 Na formate 100 ± 50
in 1:1 glycerol-water
13C in 1 M 13 Na Acetate 80 ± 20
in 1:1 glycerol-water
13C in 1.54 M 13 Na Acetate 150 ± 50
in 1:1 glycerol-water
15N in 7 M 15N urea 110± 25
in 1:1 glycerol-water
15N in 1.78 M 15N urea 80 ± 20
in DMSO
Table 4.2: Enhancements in samples doped with trityl with several concentra-
tions (continuation of table 4.1) in 1:1 glycerol-water.
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Figure 4.8: 13C build-up curves in a sample of [1-13C] Na acetate 1.54 M with
13.5 mM trityl in 1:1 glycerol-water at 1.67 K and with 93.95 GHz irradiation
frequency. Diamonds show the 13C build-up data with periodic 90o pulses on
the 1H channel every 333 ms (the proton magnetisation was saturated during
all this build-up curve). The star data shows the same experiment but without
proton saturation. Only the first part of the curve was recorded to obtain an
order of magnitude for comparison reasons.
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In contrast to trityl, TEMPO is inexpensive and easy to obtain commercially
(Sigma Aldrich, UK). In this kind of sample the enhancement versus EPR
irradiation frequency showed a pronounced tolerance (about 100 MHz in the
DNP enhancement spectrum) in the irradiation frequency for the maximum
enhancement. A typical lineshape of TEMPO was measured by Josef Granwehr
using LODESR (figure 4.9).
Figure 4.9: TEMPO electron lineshape obtained in a sample of 20 mM TEMPO
at 1.5 K (courtesy of Josef Granwehr).
A DNP enhancement spectrum of a sample with 60 mM TEMPO in 1:1
glycerol-water is shown in figure 4.10.
From this spectrum the microwave irradiation frequency for maximum en-
hancement was chosen to be 93.95 GHz. Build-up and T1 times and DNP
enhancements ǫ were measured for different concentrations of TEMPO using
the same solvent (1:1 glycerol-water) and are summarised in table 4.3.
TEMPO Concentration 100 mM 60 mM 20 mM 10 mM
τDNP (s) 60 ±10 120 ± 20 120 ±20 1380 ±60
T1 (min) 13±1 21±1 37±2 50±2
Enhancement ε 30 ± 10 21 ±5 19 ±5 5 ±1.0
Polarisation % 7.2 ± 2 4.5 ± 1.1 4.1 ±1.1 1.1±0.3
Table 4.3: Proton spin build-up τ , relaxation T1 times, enhancements and
polarisation data for samples of TEMPO in 1:1 glycerol-water measured at
1.53 K.
122
93.9 94 94.1 94.2 94.3 94.4
−20
−15
−10
−5
0
5
10
15
20
25
Irradiation frequency (GHz)
1 H
 p
ol
ar
isa
tio
n 
en
ha
nc
em
en
t
o
v
er
 th
er
m
al
 e
qu
ili
br
iu
m
 a
t i
nf
in
ite
 ti
m
e
Figure 4.10: Proton spin DNP enhancement spectrum for a sample of 60 mM
TEMPO in 1:1 glycerol-water at 1.53 K (no simulation is included in this
figure). The difference between frequencies for maximum and minimum was
150 MHz approximately.
Experimentally it was difficult to disolve TEMPO in 1:1 glycerol-water with
a concentration of 100 mM. The sample temperature was therefore increased
to 30o C . The sample was shaken periodically until homogeneity of colour was
achieved. Table 4.3 shows that the shortest build-up time corresponded to the
sample with highest concentration (100 mM). This sample had also the highest
enhancement ǫ. From the data it was concluded that the [13C-1] Na acetate
in 1:1 glycerol-water needed to be dissolved with the highest concentration of
TEMPO to achieve the shortest build-up time and highest enhancement.
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4.3.1 Samples with TEMPO and [13C-1] Na acetate
The interaction between different Zeeman reservoirs was studied using a sample
containing a concentration close to 1 M [13C-1] Na acetate, 100 mM TEMPO
in 1:1 glycerol-water. Atsarkin et al [4] defined the heat capacities as:
cI =
d
dαI
< HˆI >=
~
2nII(I + 1)ω
2
I
3kB
(4.5)
c˜S =
d
dβ
< H˜S >=
~
2nSI(S + 1)∆
2
pI
2
3kB
(4.6)
where nI and nS are in this case the density of I and S spins. I and S
are the spin number of each spin species and kB is the Boltzmann constant.
The electron heat capacity in the rotating frame c˜S depends on the irradiation
frequency ∆p = ±ωI .
This concept of heat capacity involves the Larmor frequency and the num-
ber of spins, or in other words, the strength of the dipolar interaction for this
type of spin. HˆI corresponds to the Hamiltonian of the proton spins in the
laboratory frame and H˜S is the Hamiltonian for the electron dipolar reservoir
in the rotating frame. In the description of DNP using the spin temperature
model, the nuclear spins are assumed to form several thermal baths which may
be in thermal contact. One thermal bath with a larger heat capacity in good
thermal contact with the other reservoirs may dominate the evolution towards
the final nuclear spin temperature. The good thermal contact between 1H and
13C nuclear Zeeman reservoirs and the electron dipolar reservoir can be demon-
strated by the DNP enhancement spectra of 1H and 13C polarisations (figure
4.11). The 100 mM TEMPO concentration results in an average distance of 6
nm between two electrons. The strong hyperfine field of the electrons leads to
the strong magnetic field gradients in the sample which could lead to thermal
mixing between 13C and 1H spins.
The irradiation spectrum for both 13C and proton spins for a sample of 1.58
M [13C-1] labelled acetate doped with 84.4 mM TEMPO in 1:1 glycerol-water
is given in figure 4.11.
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Figure 4.11: DNP enhancement spectra of a sample of 84.4 mM TEMPO with
1.58 M [13C-1] labelled acetate in 1:1 glycerol-water. The maximum enhance-
ment for both types of spins was 38 over the Boltzmann population at 1.77
K.
The DNP enhancement spectra of both 1H and 13C polarisations have the
same characteristic shape and distance between maximum and minimum at the
same microwave frequencies. This is due to a large electron resonance band-
width [10] and the strong g-anisotropy and hyperfine interactions. Thermal
mixing is the main mechanism of polarisation enhancement [7], [9], [12].
By decreasing the heat contact between the lattice and the 1H Zeeman
reservoir it is possible to obtain larger enhancements. This could be done by
using deuterated water and glycerol instead of fully protonated water and glyc-
erol [1], [12]. For the measurement of polarisation enhancement a microwave
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frequency of 93.95 GHz was selected. Two solvents were used: 1:1 glycerol-
water and the same proportion with fully deuterated glycerol and D2O. With
sample deuteration or with a solute increase a smaller heat capacity for the
proton spin reservoir could be achieved. For the 1H polarisation the build-
up time could be fitted well by a single exponential, but the 13C polarisation
time constant showed multiexponential behaviour when both the 1H and the
13C spin systems were polarised both from the state of saturation. The 13C
build-up and relaxation times were fitted to a single exponential for reference
purposes.
Temperature (K) 1.71 1.57 1.77 1.72
TEMPO (mM) 91 96 84.4 93
13C Na acetate (M) 1.54 2.3 1.58 0.236
Matrix deuteration (%) 100 100 0 0
τH (min) 1.5 ± 0.2 2.3 ± 0.2 6.3± 0.3 4.6± 0.3
τ13C (min) 15± 3 15± 3 19± 3 18± 3
T1H (min) 15± 1 22± 1 18± 1 13± 1
T13C (min) 50± 4 63± 5 32± 4 45± 4
Enhancement (1H) 100± 20 60± 30 38± 10 20± 4
Enhancement (13C) 100± 20 60± 10 38± 6 20 ± 5
Used Probe McKay DD solenoid McKay
Table 4.4: 1H and 13C polarisation build-up times τ , relaxation T1 times, en-
hancements ǫ for samples of TEMPO in 1:1 glycerol-water. The probes used
for these experiments are: McKay, double resonance probe with a solenoid as
sample coil (solenoid) and the double resonance probe used in diagnostic and
dissolution (DD). It was assumed that the proton and the 13C spin tempera-
tures achieved the same value at equilibrium.
Table 4.4 summarises how much polarisation enhancement could be ex-
pected for different sample compositions. In fully protonated samples the
thermal contact between Zeeman reservoirs and the lattice was higher and a
lower polarisation enhancement was obtained. Longer polarisation build-up
and relaxation times were measured at lower temperatures. The irradiation
conditions were also important, since they changed significantly from one probe
to another. The enhancements obtained with the McKay probe and the double
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resonance probe with a solenoid as sample coil were very similar, but higher
than those usually obtained with the dissolution probe. Maximal microwave
irradiation power was used in these experiments, and [12] better enhancements
for deuterated glycerol-D2O were obtained, with two to three times more po-
larisation enhancement compared to the fully protonated samples. Within the
margin of error it was concluded that both Zeeman reservoirs acquired the
same inverse temperature.
To obtain a high 1H polarisation in a short time the best strategy was to
substitute protons by deuterium in the sample and to increase the TEMPO
concentration. With the first procedure the number of proton spins in the
sample was reduced and therefore the thermal contact with the lattice was
decreased, and a higher enhancement was obtained. With the second one the
1H polarisation build-up was made shorter.
4.3.2 Thermal mixing via the electron dipolar reservoir.
In samples doped with TEMPO it is possible to study the interactions between
nuclear thermal reservoirs of different spin species. An example of the time
course for the polarisation build-up for 1H, 13C and 23Na spins in a sample
of 0.236 M [13C-1] Na acetate and 87 mM TEMPO in 1:1 glycerol-water is
shown in figure 4.12. In this example the build-up times for 1H, 13C and
23Na polarisations were 4.6 ± 0.3, 18± 3 and 13± 1 minutes respectively and
the T1 values were 13 ± 1, 45 ± 3, and 24 ± 1 minutes respectively. The
enhancements were 20 for 1H, 13C and 23Na within the limit of error. The
similar DNP enhancements at 1.72 K suggests that the different spin species
reach the same spin temperature within the margin of error. Different build-
up times and T1 values could be explained by different heat capacities of
the reservoirs and thermal contacts, which depend on the dipolar interactions
between nuclei and the free radical.
The results in figure 4.12 therefore provided evidence of thermal mixing
between three Zeeman reservoirs. Further experimental evidence of thermal
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Figure 4.12: Example of thermal mixing in a sample of TEMPO 87 mM with
[13C-1] labelled acetate 0.236 M in 1:1 glycerol-water at 1.72 K.
mixing was provided by the experiment shown in figure 4.13. In this exper-
iment the polarisation of the same sample as used for the experiment shown
in figure 4.12 was probed while it increased from initially zero after saturation
to the maximum value. From a certain point in time the 1H magnetisation
was saturated with 90o pulses every 333 ms while the 13C magnetisation was
being acquired with small flip angle pulses. The rate of the evolution of the
13C polarisation towards the new quasiequilibrium state close to saturation
was 6.4 minutes.
Provided there was good thermal contact between the electron dipolar
reservoir and the proton Zeeman reservoir, the 13C magnetisation evolved to
the new spin temperature of the electron dipolar thermal reservoir. The much
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Figure 4.13: Example of thermal mixing in a sample of 87 mM TEMPO with
[13C-1] labelled Na acetate 0.236 M in 1:1 glycerol-water at 1.72 K. The 1H
magnetisation was saturated by applying pi
2
pulses starting at t=12 min. Some
nuclear spin polarisation transfer when the proton polarisation is saturated was
observed.
larger heat capacity of the proton Zeeman bath was responsible for this since
c1H
c13C
=
n1Hω
2
1H
n13Cω
2
13C
≃ 6000, with c13C and c1H the heat capacities for the 13C the
1H Zeeman reservoirs.
The experiment shown in figure 4.8, in which the build-up of 13C polar-
isation was observed in a sample containing trityl while saturating the 1H
polarisation was repeated with TEMPO as radical.
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Figure 4.14: Example of thermal mixing in a sample of 87 mM TEMPO with
0.236 M [13C-1] Na acetate in 1:1 glycerol-water at 1.72 K. The DNP irradi-
ation was left to 93.95 GHz all the experiment.
The results are shown in figure 4.14. The difference is striking. In the
case where both 1H and 13C polarisations were left to evolve freely under DNP
irradiation, the two build-ups were similar as shown in figure 4.12. When the
1H polarisation was saturated periodically (a 10 µs 90 degree pulse applied
every 333 ms, the T2 for
1H magnetisation was less than 30 microseconds)
the 1H NMR signal was in the noise baseline and the 13C polarisation did
not increase noticeably. This experiment could be considered as a way of
pumping heat from the proton Zeeman reservoir to the 13C Zeeman reservoir
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via the electron dipolar bath, which is in contact with the electron Zeeman
reservoir in the rotating frame. Taking into account the interactions with the
electron dipolar reservoir which was affected by the nuclear Zeeman baths, it
is possible to describe the system. The thermal mixing mechanism in this case
was dynamic cooling [4].
4.4 Discussion and conclusions
Depending on the nuclear spin species and on the free radical used, the Solid
Effect (SE) or Thermal Mixing TM could take place as the main DNP mech-
anism (or a mixture of them). It was demonstrated that for an electron res-
onance line with a linewidth narrower than the 1H Larmor frequency (142.6
MHz)[3], [10] the main DNP pathway was the SE in a sample of 7 M 15N urea
doped with 15 mM Ox63 trityl in 1:1 glycerol-water. The small enhancement
of the 1H polarisation was attributed to a relatively short proton spin lattice
relaxation time T1 (or in other words, an excess of leakage).
The peak to peak distance in the 1H DNP enhancement spectrum was pre-
dicted to be twice the 1H Larmor frequency ωn, resulting in an anti-symmetric
lineshape of the enhancement curve, with a linewidth of 45 ± 10 MHz for the
enhanced peaks.
The peak to peak distance in the DNP enhancement spectrum for the 15N
polarisation was measured in 32 MHz in the sample with DMSO (which in
this case correlated with twice the 15N Larmor frequency(≈ 30 MHz)). In
the case for 7 M 15N urea the distance peak to peak in the DNP enhancement
spectrum was about 50 MHz, which correlated with the linewidth of the proton
DNP enhancement spectrum for the same sample (7 M 15N labelled urea in
1:1 glycerol-water). This suggested that the electron resonance linewidth was
shorter in the case of DMSO.
The SE model could be well fitted to the data of the sample of 7 M
15N labelled urea in 1:1 glycerol-water. The enhancement and temperature
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were close to the limit of validity of the spin temperature approximation
(tanh(0.5)=0.46∼0.5). For qualitative purposes this effect was discussed since
the poor enhancement obtained made it possible to use the spin temperature
approximation. Trityl does not provide a high enhancement of the 1H polar-
isation. Higher polarisation enhancements were obtained in 15N spins in 15N
labelled urea samples and in 13C spins in samples of 13C labelled formate and
[13C-1] acetate. In this case Goldman’s model of the unresolved solid effect [8]
was used to describe the DNP mechanism in qualitative terms. The simula-
tion was able to reproduce the DNP enhancement over thermal equilibrium,
the antisymmetric behaviour of the enhancement curve and the distance be-
tween the two peaks showing maximal enhancement. In the case of [13C-1]
labelled acetate the distance between these peaks was around 70 MHz (which
corresponded to twice the 13C Larmor frequency) and the electron linewidth
measured with LODESR was around 30 MHz [10], which suggested a combi-
nation of solid effect and thermal mixing. The enhancements obtained with
trityl radicals were, in general terms high, but lower than in the literature [2],
[3]. This could be due to differences in microwave irradiation, since in this
project the sample was shielded by the radiofrequency coil that acted partially
as a microwave shield.
Despite the agreement with the data, it should be noted that this model
derived by Goldman is based on the Provotorov equations which are not nec-
essarily valid at low temperatures for polarisation enhancements of typically 2
orders of magnitude. On the other hand there were too many free parameters
to be fitted, which were known only in order of magnitude. In any case, at
least qualitatively, it was demonstrated how the unresolved solid effect model
by Goldman could describe the DNP mechanism in these spin systems.
For the case of TEMPO doped samples only a few results were shown to il-
lustrate the main DNP mechanism. The DNP enhancement spectra for 1H and
13C spins presented a similar shape. This provided evidence that thermal mix-
ing was the dominant mechanism. This is a consequence of a large linewidth
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of the electron resonance line due to g-anisotropy and hyperfine interaction.
Within the margin of error it was shown that the nuclear Zeeman reservoirs
reached the same spin temperature. The different nuclear Zeeman reservoirs
had different build-up and T1 times possibly due to different heat capacities,
since for the concentrations of free radical used it was supposed that the role of
spin diffusion was not as important as the direct contact (there was only 2-6 1H
nuclei on average between two free radicals for an approximate concentration
of 110 M and 0.1 M for 1H and free radicals, respectively). A demonstration of
thermal mixing was shown in figure 4.13 where the evolution of Zeeman mag-
netisations reflected the behaviour of the two thermal baths in contact. The
saturation of the 1H polarisation heated up the electron dipolar bath which
in turn heated up the 13C Zeeman reservoir. The possibility of reaching the
electron dipolar reservoir through the proton Zeeman bath strongly suggested
dynamic cooling as the main DNP mechanism. It was possible to obtain high
and rapid enhancements of nuclear magnetisation by using a deuterated glassy
matrix and adding large amount of free radicals. By increasing the TEMPO
concentration the time required to obtain maximal enhancements was in gen-
eral shorter with TEMPO than with trityl radicals.
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Chapter 5
Nuclear polarisation transfer
Polarisation transfer sequences may be used in solid state NMR to transfer spin
order from the 1H to the 13C thermal reservoirs. Provided DNP is used, the
efficiency of the process may be increased either in the final 13C magnetisation
or in the time required to achieve it [9]. The aim of this chapter is to illustrate
how some sequences for polarisation transfer perform at temperatures around
1.5 K and how some of these can be used for dissolution experiments.
5.1 Cross Polarisation theory
Cross Polarisation (CP) is an NMR technique used to transfer polarisation
between two spin species [4]. The case applied in this thesis is the polarisation
transfer between 1H and 13C spins which could lead to an enhancement up to
γ1H
γ13C
of the 13C polarisation. The basics of the experiment are briefly detailed
below.
CP in a static solid sample
The spin systems studied were kept at temperatures around 1.5 K in static
conditions. In a typical CP experiment between protons and 13C the 1H spins
are polarised, either by waiting until Boltzmann equilibrium is reached or to a
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Figure 5.1: Cross polarisation sequence. For repeatability of the experiment
the proton magnetisation is first saturated, and a selected time left for the
proton magnetisation to build up, via either DNP or just spin lattice relaxation.
Before the CP sequence is applied, the 13C magnetisation is saturated with a
train of pulses prior to the 1H pi
2
pulse leaving a known initial state for both
magnetisations.
much higher polarisation using DNP. The 1H magnetisation is rotated by 90o,
and spin locked during a contact time τ along with the 13C spins, or, in other
words, irradiated with a 90o pulse shifted in phase from the previous pulse.
For an effective polarisation transfer, both spin systems must be irradiated
with the same effective field strength fulfilling the Hartman-Hahn condition
[4]. The basic sequence is illustrated in figure 5.1.
For a system comprising one proton spin I and one carbon spin S in the
laboratory frame, the Hamiltonian of the two spins coupled by dipolar inter-
actions under two respective RF B1 magnetic fields [5]:
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Hˆ =− ~γIB0Iˆz − ~γSB0Sˆz
− 2~γIB1I Iˆycos(ωIt)− 2~γSB1SSˆycos(ωSt)
+
~
2µ0γIγS
4πr3
(1− 3cos2ϑ)IˆzSˆz (5.1)
where B1I and B1S represent the strengths of the RF magnetic fields and
ωI and ωS represent the carrier frequencies. The dipolar term in equation 5.1
is the truncated secular part since this is the unique term that is not averaged
out. Following figure 5.1, the proton and 13C magnetisations are tilted and
spin-locked. The transformations for the Hamiltonian and the density matrix
are [5]:
HˆTR = Tˆ RˆHˆRˆ
−1Tˆ−1 + i[Tˆ˙ˆR][Tˆ Rˆ]−1 + i
˙ˆ
T Tˆ−1
ρˆTR = Tˆ RˆρˆRˆ
−1Tˆ−1 (5.2)
where
Rˆ = e−(iωI Iˆzt+iωS Sˆzt)
Tˆ = ei(ΦI Iˆy+ΦS Sˆy) (5.3)
and
ΦI = arctan(
ω1,I
ω0I − ωI ) ΦS = arctan(
ω1,S
ω0S − ωS ) (5.4)
In equation 5.4, ω0I − ωI and ω0S − ωS define how far off resonance the
carrier frequency of protons (ω0I) and
13C (ω0S) are, respectively. Neglecting
non-secular terms and naming d =
µ0γIγS~
8π2r3
(1 − 3 cos2(ϑ)) the Hamiltonian
becomes is:
HˆTR = −~ωeI Iˆz − ~ωeSSˆz + hdcos(ΦI) cos(ΦS)IˆzSˆz+
+
hd
4
sin(ΦI) sin(ΦS)(Iˆ
+Sˆ− + Iˆ−Sˆ+) (5.5)
Once the Hamiltonian is in the tilted rotating frame it can be expressed
within the zero- and the double-quantum Liouville subspace. In this manner,
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it is possible to diagonalise the resulting Hamiltonian by tilting it by an angle:
ϕ = arctan(
dπsin(ΦI)sin(ΦS)
ωeff,I − ωeff,S ) (5.6)
where ωeff,I =
√
ω21,I + ∆ω
2
I and ωeff,S =
√
ω21,S + ∆ω
2
S. The Hartmann-Hahn
condition is fulfilled when ωeff,I = ωeff,S. With such a diagonal Hamiltonian
it is possible to solve the Liouville von Neumann equation to find the time
evolution of the density matrix. The density matrix is tilted and transformed
to the double rotating frame with the previous transformation in equation 5.2.
Using the Hamiltonian in equation 5.5 the density operator is propagated. The
density matrix must be back transformed before calculating the magnetisation
at the end of the sequence [5], [11].
The magnetisation
The density matrix is used in the calculation of observables such as the 13C
magnetisation. If the resonance condition is fulfilled, the expressions for the
transverse magnetisations are sinusoidal functions that reflect the oscillating
behaviour of the magnetisation between the two spins I and S.
Coherence and incoherence: spin temperature in the doubly rotating
frame
In a system where a 13C atom is surrounded by many hydrogen atoms, the
polarisation transfer process is not coherent. In theoretical approaches the
dipolar interaction between proton spins must be taken into account. A system
composed of many Zeeman packets has been suggested [10]. The system can
also be considered with a spin temperature model for two different spins in
the doubly rotating frame. The spin temperature concept can be obtained in
analogy with the spin temperature in the laboratory frame. The density matrix
is considered with the linear approximation. The temperature that divides the
Hamiltonian used for this density matrix becomes the spin temperature in the
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rotating frame. This model considers two Zeeman reservoirs HˆI and HˆS with
dipolar reservoirs HˆII , HˆIS, HˆSS [4]. They all have different heat capacities
and are in contact with each other with different contact rates. The condition
for maximum thermal contact with the secular HˆIS thermal reservoir would
be the Hartmann-Hahn condition in which the energy levels for the protons
and the 13C nuclei are equated.
5.2 Experimental: spectral bandwidth and B1
requirements
To achieve a full 90o rotation on the proton magnetisation at the beginning
of the CP sequence, the excitation bandwidth must be larger than the dipolar
bandwidth present in the spectrum. If power delivery to the coil is limited,
then only a part of the spectrum will be effectively excited, with a concomitant
reduction of the efficiency in the polarisation transfer process. There are sev-
eral causes of line broadening in the 1H spectra. The main one is proton dipolar
broadening. This contribution becomes apparent when the proton spectrum
bandwidths from a fully protonated solvent and a fully deuterated solvent are
compared. Another dipolar broadening source is due to the presence of para-
magnetic impurities. The shimming of the system also needs to be taken into
account since a polariser is not designed as rigourously as a spectrometer and
the B0 inhomogeneities can be around 100 ppm within the sample space. This
would amount to less than 1 kHz approximately in the sample. A typical
proton line in solid state NMR of a sample of 1:1 water-glycerol presents a
bandwidth of about 90 kHz. A typical linewidth of 13C in a sample of 13C
labelled Na acetate in 1:1 water-glycerol is 8 kHz.
In order to achieve sufficiently large B1 field in
1H experiments, problems
with power limitation at the sample coil may result as a consequence of the
required bandwidth.
Excitation of the full proton resonance line would require a radiofrequency
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pulse with a duration of 2.77 µs. However, in the experimental set-up such
short pulses could not be achieved with the power available. A further limi-
tation was also set by the presence of arcing during high power pulses with a
duration on the order of milliseconds.
An effective way to considerably diminish this linewidth is by dissolving the
sample in a deuterated solvent, instead of a fully protonated sample (typically
in a sample of 100 mM TEMPO with 2 M [13C-1] Na acetate in 1:1 deuterated
glycerol-D2O the linewidth is close to 20 kHz), as shown in figures 5.2 and 5.3.
Figure 5.2: Two solid state NMR spectra for a sample of 93 mM TEMPO
with 2.4 M [13C-1] Na acetate in 1:1 glycerol-water. The figure on the left
corresponds to 1H (90 kHz bandwidth) and that on the right is for 13C (9 kHz
bandwidth), both at a temperature of 1.66 K.
This may reduce the 1H bandwidth to about 20 kHz, which makes the
necessary B1 field less power demanding for CP experiments.
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Figure 5.3: Two spectra in solid state NMR for a sample of TEMPO 91 mM
with 1.54 M [13C-1] Na acetate in 1:1 deuterated glycerol-D2O. The figure on
the left corresponds to 1H (16 kHz bandwidth) and that on the right is for 13C
(7 kHz bandwidth)both at a temperature of 1.71 K
5.3 Cross Polarisation and Dynamic Nuclear
Polarisation
In this work DNP has been applied to samples doped with TEMPO to enhance
the 1H magnetisation before a CP sequence transferred the polarisation to the
13C nuclei [9]. The samples were irradiated at the frequency of maximum
polarisation enhancement which was 93.95 GHz, using a 200 mW microwave
source.
They were prepared with concentrations of TEMPO free radical close to 100
mM , in order to obtain the shortest enhancement time possible.
Typical build-up times for 1H in these conditions and for this kind of ma-
trix at 1.5 K range from 2 to 10 minutes, whereas for 13C they range from 15
to 60 minutes (chapter 4, tables 4.3 and 4.4).
Pulse sequences for calibration experiments
To optimise the CP sequence, the Hartmann-Hahn (H-H) condition was es-
tablished first by setting the 1H B1 field to 40 kHz and varying the
13C B1
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strength with a contact time of a 500 µs. An example in figure 5.4 shows that
this condition presents a relatively wide tolerance at 1.5 K. Once the 13C B1
frequency was selected for the H-H condition, the contact time was optimised
by changing its duration in small steps. Figure 5.5 shows dependence of the
CP build-up on the contact time.
Figure 5.4: The polarisation transfer dependence on the 13C B1 field strength
shows the Hartmann-Hahn condition in a sample of 86 mM TEMPO with 2M
[13C-1] Na acetate in 1:1 glycerol-water after 90 s of DNP irradiation. The 1H
B1 field was set to 40 kHz, in a sample of 90 mM TEMPO with 2 M [
13C-1]
acetate in 1:1 glycerol-water at 1.57 K.
In figure 5.6, a comparison between different strategies to generate 13C po-
larisation in a sample with [13C-1] labelled Na acetate shows the effectiveness
of this method at temperatures of around 1.5 K for achieving a high polarisa-
tion of the 13C spin system. The efficacy of this process was measured to be at
least 39%. The magnetisation in the x− y plane could be increased to almost
twice the value that would be obtained by just applying DNP in a time of the
order of the 1H DNP build-up instead of the much longer 13C DNP build-up
[9].
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Figure 5.5: Contact time in a CP experiment. Evolution of the 13C magneti-
sation with the CP contact time in a sample of 1.58 M [13C-1] Na acetate with
84 mM TEMPO in 1:1 glycerol-water after 60 s of DNP irradiation. In this
case the B1 of both channels was set to 41 kHz.
5.4 Low power polarisation transfer sequences
using TEMPO and DNP
The presence of an electronic dipolar bath that communicates with the Zeeman
and dipolar thermal reservoirs may be used to cool the 13C Zeeman reservoir
with alternative sequences that do not require high power. A spin locked
sequence presented by Dementyev [2] uses the presence of the dipolar reservoir
to enhance the proton signal 50% above the already enhanced magnetisation
using the Strombotne-Hahn oscillations. This oscillating thermal mixing [12] is
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Figure 5.6: Comparison between the 13C polarisation reached after 90 s of DNP,
and applying CP afterwards. The Boltzmann population is also presented. The
sample was the same as in figure 5.5. The B1 fields were optimised to 50 kHz.
This was obtained using the double resonance probe with a solenoidal sample
coil.
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transferred to the 13C polarisation if another thermal contact pulse is applied.
Some of these sequences for non-Zeeman CP, presented by Yannoni and Vieth
et al [12], that store the magnetisation in a thermal dipolar reservoir were
tested in liquid helium environments.
5.4.1 Non-Zeeman Cross Polarisation (NZCP)
Some sequences for polarisation transfer other than CP, that do not require
the Hartmann-Hahn condition to be met, have been suggested [12]. In one of
the non-Zeeman CP sequences [12], a hard pulse is applied off-resonance on
the wing of the 1H spectrum. This pulse lasts for a few µs with B1 strength
comparable to the spectral linewidth. Immediately after this pulse another
hard pulse is applied on the 13C channel. This second pulse is chosen to be a
few milliseconds with much lower power, as shown in figure 5.7. This sequence
demonstrates that irradiation on the wing of the proton spectrum mixes Zee-
man order with dipolar order. The polarisation is transferred to 13C with a
long low power pulse on this latest channel. Changing the duration of the pulse
on the proton channel reflects the oscillatory behaviour of the transferred po-
larisation. The oscillation frequency shown in the 13C polarisation decreases
on reduction of the 1H B1 field, which reflects the dependence of this mixing
on the Rabi frequency. This sequence showed wide tolerance to variations of
the 13C pulse length (less than 10% variation achieved in 13C magnetisation
on changing the 13C contact pulse by more than 5 ms) and B1 (less than 20%
change in achieved 13C magnetisation over a range of ±7 kHz).
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Figure 5.7: First NZCP sequence presented by Yannoni and Vieth et al [12].
The magnetisation is saturated before thermal mixing in the rotating frame
takes place. As with the CP sequence, the proton magnetisation is built up.
The tilt angle on the proton channel establishes contact between the Zeeman
and dipolar thermal reservoirs. The 1H B1 nutation frequency is reflected on
the 13C transferred magnetisation.
Figure 5.8: 13C results from the first NZCP sequence presented by Yannoni and
Vieth et al [12]. The sample chosen was 86 mM TEMPO with 2 M [13C-1]
Na acetate in 1:1 glycerol-water. The B1 field in this case was 20 kHz for
13C
and the pulse length was 9 ms. B1 for
1H was approximately 55 and 40 kHz in
figures (a) and (b) respectively, at 1.62 K.
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Figure 5.9: Second sequence for non-Zeeman polarisation transfer presented by
Yannoni and Vieth et al [12]. In this case, the proton polarisation is tilted 90o
and spin-locked. During this time, the proton spin Zeeman reservoir cools the
dipolar reservoir. The 13C Zeeman reservoir is then cooled by the latter, with
a long, low power pulse.
5.4.2 Non-Zeeman Cross Polarisation with spin locking
on proton spins
This sequence (shown in figure 5.9), published by Yannoni and Vieth et al
[12], uses spin locking to establish thermal contact between the 1H Zeeman
and the dipolar thermal baths instead of a single pulse. Afterwards, the 13C
is cooled by a long, low power pulse. In this sequence the pulses were applied
on-resonance.
This technique required a strong pi
2
pulse and then a spin lock of low power
to achieve thermal mixing between the dipolar reservoir and the proton Zeeman
reservoir in the single rotating frame. The B1 strength for the
13C channel
during the mixing pulse was also low (of the order of 10 kHz). As shown in
figure 5.10, this sequence showed tolerance in the selection of the B1 fields and
on the duration of the 13C pulse.
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Figure 5.10: Spin-locked NZCP result of varying the 2 ms 1H B1 field for a
selected 13C pulse of 9 ms at 19 kHz for the same sample as in figure 5.8.
Comparison between sequences
These three techniques tested at temperatures close to 1.5 K, have achieved
successful polarisation transfer. Of these techniques, the CP and NZCP with
spin lock were the most efficient (CP being no less than 39% efficient). In
figure 5.4.2 the results of these two are compared with the DNP 13C spectrum
obtained after 90 s of DNP irradiation in a sample of TEMPO and [13C-1]
Na acetate in 1:1 glycerol-water. It is shown that using NZCP with spin lock
on the proton channel yields only 60% that which can be achieved with CP,
which translated to a minimum efficiency of 23%. However, with NZCP the
matching conditions are not as strict as with CP, and the power restrictions
are less severe. This translates to a lower probability of arcing and corona
discharge problems when working at very low temperature.
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Figure 5.11: Spectra of 13C obtained after 90 s of irradiation and applying a
90o pulse, a CP sequence and a spin-locked NZCP. The sample was the same
as used for figure 5.8. Both CP and NZCP were optimised before the spectra
shown in this figure were taken. For NZCP the 1H pulse was 2 ms (14 kHz)
and the 13C was 9 ms (19 kHz).
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5.5 Pulse sequences Iˆz =⇒ Sˆz
For dissolution experiments the final 13C magnetisation must remain aligned
with the magnetic field for a sufficient time during dissolution of the sample
(about 2 minutes). With the previous CP techniques the final 13C magneti-
sation was obtained in the x − y plane. When the 13C magnetisation was
rotated using a pi
2
pulse only part of it achieved this final state because of radio
frequency inhomogeneities, and then diminished quickly in a similar manner
to the thermal mixing experiment in figure 4.12 (chapter 4). The target of a
dissolution experiment after a nuclear-nuclear polarisation transfer pointed to
a sequence of Iˆz =⇒ Sˆz as the best choice instead of Iˆz =⇒ Sˆxy =⇒ Sˆz.
Adiabatic pulse sequences offer another alternative to hard pulse CP se-
quences, since they require less power to achieve polarisation transfer [8].
Hard pulse Iˆz =⇒ Sˆz CP sequences
A 0o pulse sequence named composite zero cross polarisation (COMPOZER-
CP) that achieves Iˆz ⇒ Sˆz polarisation transfer has been proposed by Fukuchi
et al. [3]. It is based on changes in phase every time a 360o is applied to both
channels simultaneously.
A Hamiltonian involving two Zeeman spin terms (HˆI + HˆS), two radiofre-
quency terms (HˆRFI + HˆRFS) and the only heteronuclear dipolar term that re-
mains in the rotating frame (dIˆZSˆZ) is Hˆ = HˆI +HˆS +HˆRFI +HˆRFS +HˆDIS (I
denotes 1H spin and S, 13C). This Hamiltonian is propagated with an operator
Uˆ defined with the aid of the Dyson time ordering operator Tˆ (Uˆ = Tˆ e−i
∫ t
0 dt
′Hˆ).
The evolution of the spin system can be separated according to the RF and the
dipolar interactions [3]. After selecting the zeroth order average Hamiltonian,
Hˆ0d , using the Magnus expansion the heteronuclear dipolar Hamiltonian term
is Hˆ0d =
d
2
(IˆZSˆZ + IˆY SˆY ) for a time τ , where τ satisfies (ωI + ωS)τ = 2nπ
(n=0,1,2,...). If instead of a single 360o angle, two pulses are chosen with dif-
ferent phase, x and y, the dipolar term obtained presents the form of a dipolar
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flip-flop expression 2IˆzSˆz + IˆxSˆx + IˆySˆy which commutes with Iˆz + Sˆz but not
with Iˆz − Sˆz. In this way the polarisation transfer Iˆz ⇒ Sˆz is demonstrated
quantum-mechanically.
Figure 5.12: Tested sequence based on the COMPOZER-CP from Fukuchi. The
proton polarisation is first built up as in the other sequences, and then a train
of 180o pulses is applied. Each pulse alternates the frequency phase x-y-x-y.
The COMPOZER-CP sequence was tested in our system at 1.5 K. Although
it worked, the achieved efficiency was hampered by hardware limitations, since
it required a number of 2π pulses using high power to achieve the polarisation
transfer. The probe used showed a limitation in the B1 field, with a maximum
close to 60 kHz on the 1H channel. To achieve the COMPOZER-CP, a B1 field
of at least 80 kHz was necessary in order to excite the whole 1H spectrum.
Another sequence based on the COMPOZER-CP but using only 180o with
alternating 90o phase shifts was implemented and tested with better results.
In this case, the effect could be described with large thermal mixing in the
doubly rotating frame, which was characteristic for samples doped with a high
concentration of TEMPO radical. The B1 field was 37 kHz on both channels.
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Figure 5.13: Adapted COMPOZER-CP with π pulses. Optimisation was per-
formed by increasing the number of π pulses. The sample used was 90 mM
TEMPO with 1.54 M [13C-1] Na acetate in 1:1 deuterated glycerol-D2O.
Adiabatic Iˆz =⇒ Sˆz CP sequence: DOIN-CP
Cross Polarisation has been achieved with adiabatic demagnetisation and re-
magnetisation in the rotating frame [4] and described thermodynamically with
a model where thermal reservoirs communicate in the rotating frame [4], [8].
The use of adiabatic pulses well known in polarisation transfer [1] and the use
of adiabatic inversion pulses for polarisation transfer has been suggested in a
number of publications [1], [7], [13]. In this section an enhanced performance
of adiabatic inversion pulses for polarisation transfer is presented.
WURST inversion pulses
This adiabatic inversion pulse was suggested by Kupce et al [6]. Fast adia-
batic passage was posited as an excellent way to invert the magnetisation. The
suggested pulse provides for inversion Wideband excitation, Uniform Rate and
Smooth Truncation (WURST). It achieves a large inversion bandwidth which
implies robustness against B0 inhomogeneities for a given peak power. The
WURST pulse involves a smooth increase and decrease in RF intensity ac-
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cording to ω1 = |ω1(max) ∗ (1 − sin(ζt))|, where −pi2 < ζt < pi2 . The phase is
selected as φ(t) = φ0 +
1
2
kt2 where k is a constant [6].
The sequence that achieves polarisation transfer is formed by two WURST
inversion pulses on each channel: two for 13C and two for protons as shown in
figure 5.14. Because it depends on two inversion pulses for each channel this
sequence is called DOuble INversion Cross Polarisation (DOIN-CP).
Figure 5.14: DOIN-CP sequence. The 13C signal is first saturated along with
the proton magnetisation. After a DNP build-up time, the DOIN-CP transfers
the 1H polarisation to the 13C nuclei. After the adiabatic polarisation transfer,
a further pulse is used to measure the amount of magnetisation transferred to
the 13C. The pulse was applied 0.1 s after the last adiabatic pulse. The final
13C magnetisation is aligned with the main magnetic field.
In this case the B1 fields were matched to 20 kHz for both channels with
an error of 2 kHz (figure 5.15). The pulse duration was optimised as shown
in figure 5.16. The basic WURST pulse was selected with a 40 kHz inversion
bandwidth and with a duration of 1 ms. The same basic WURST pulse was
used on both channels. These inversion pulses were applied to samples with
deuterated solvent so the bandwidth of the protons was narrower (≤ 20 kHz)
than the inversion bandwidth of the WURST pulse.
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Figure 5.15: Dependence of DOIN-CP efficacy on Hartmann-Hahn matching
condition after 10 s of DNP microwave irradiation. The 13C B1 field strength
was varied from 10 to 45 kHz. The sample used for this experiment was 90
mM TEMPO with [13C-1] labelled Na acetate in 1:1 deuterated glycerol-D2O.
In these experiment the B1 fields were matched to 20 kHz.
Figure 5.16: DOIN-CP contact time optimisation. For a maximum of polar-
isation transfer after 10 s of DNP microwave irradiation, the contact time is
close to 1 ms. The pulse was designed to be 1 ms with an inversion linewidth
of 40 kHz.
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Figure 5.17: Comparison between DOIN-CP, an adapted sequence from
COMPOZER-CP with 180o (hard pulse CP) and DNP curves for 13C. The
final magnetisation is aligned with the B0 magnetic field in each of the three
curves. The sample temperature was 1.74 K.
Discussion of Iˆz =⇒ Sˆz sequences
Two new techniques for polarisation transfer were tested at the lowest tem-
perature that the polariser allowed at that time (1.74 K): DOIN-CP, and a
hard inversion pulse CP. The COMPOZER-CP sequence was tested but with
inferior results, as a consequence of RF B1 limitations. The DOIN-CP and the
hard pulse CP sequence based on the COMPOZER-CP sequence of Fukuchi
are compared in figure 5.17, with the DNP enhancement presented by the
build-up curves. A tilt angle of 3± 1o was used to measure the 13C magnetisa-
tion. With lower power, the DOIN-CP yielded better transfer efficacy and thus
larger final polarisation than the hard pulse CP sequence. The COMPOZER-
CP sequence may provide superior performance if stronger B1 fields can be
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employed.
Thermal mixing in the doubly rotating frame.
Following the concept of spin temperature and the thermal contact between
two bodies, the colder the 13C Zeeman reservoir is before the contact with
the proton Zeeman reservoir via the dipolar reservoir, the closer it will be to
the maximum achievable polarisation. This may be obtained by repeating the
DOIN-CP sequence without saturating the magnetisation as shown in figure
5.18 in an improved DOIN-CP. An experiment was done with TEMPO with
[13C-1] Na acetate and several build-up curves were compared for 13C in figure
5.19. DNP build-up data for 1H and 13C were measured and yielded char-
acteristic build-up times of 2.8 and 15.0 minutes respectively. In comparison
the improved DOIN-CP build-up data was fitted to a monoexponential curve
with a time constant of 4 minutes. These results were taken with the double
resonance probe suitable for dissolution with a saddle coil as a sample coil, and
again showed how the final 13C polarisation could be enhanced in a shorter
time. The DOIN-CP build-up data could not be fitted properly with a mono-
exponential curve, but only to estimate the 13C build-up in this experiment.
The consequence of the dependence of DOIN-CP on polarisation levels of both
spin species was evidenced by applying the improved DOIN-CP sequence and
comparing the results with normal DOIN-CP and DNP in figure 5.19.
Once the final 13C magnetisation has been obtained it is necessary to maintain
the polarisation levels for sufficient time as to perform a dissolution experiment.
Two possible curves for the 13C polarisation levels following the final pulse
in the DOIN-CP sequence are shown in figure 5.20. If the sample is kept under
EPR irradiation then the curve will tend to the DNP equilibrium state, at a
rate very similar to the 1H build-up, although not necessarily the same. On
the other hand, if the microwaves are switched off, the 13C polarisation will
tend to the Boltzmann equilibrium at the T1 rate.
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Figure 5.18: Repeated DOIN-CP sequence. The polarisation transfer is more
effective when there is already a significant amount of 13C polarisation before
the thermal contact.
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Figure 5.19: 13C and 1H DNP and DOIN-CP build-up data. In this figure,
data are compared for: DNP build-up data, and DNP + DOIN-CP and an
improved version of the latter based on repetition of the DOIN-CP basic pulses
(presented in figure 5.18). The sample is 96 mM TEMPO with 1 M [13C-1]
Na acetate in 1:1 D2O-deuterated glycerol at 1.58 K. The base WURST pulse
was the same for 1H and 13C in both sequences. It was designed with 40 kHz
excitation bandwidth and 1500 µs duration, although in the optimisation it was
found that 1200 µs was superior. The B1 fields were matched to 20 kHz.
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Figure 5.20: Build-up curves. In this figure a DNP curve, a DNP+DOIN-CP
and an improved version of the latter are compared for a sample of 96 mM
TEMPO with 1 M [13C-1] Na acetate in 1:1 D2O-deuterated glycerol at 1.57
K. The discrepancies between the build-up data correspond to slight changes in
temperature during the experiment (<0.1 K).
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The final 13C polarisation after repeating the basic adiabatic pulses of
DOIN-CP was much greater than by applying only one single DOIN-CP pulse,
as shown in figure 5.19.
5.6 Conclusions
Several polarisation transfer sequences for CP experiments were tested and
evaluated at temperatures around 1.5 K. The traditional CP sequence shows
superior performance in comparison to NZCP sequences, although the latter
represent a more convenient option for situations in which the power that could
be tolerated by the probe was limited. Each sequence was used in combina-
tion with DNP to improve 13C SNR at temperatures of 1.5 K. Furthermore
the experimental time was reduced since build-up times for proton spins are
shorter than for 13C spins. For dissolution experiments where a large 13C po-
larisation was required before the sample was dissolved the sequences provided
no advantage over DNP alone, since a considerable percentage (typically 30 %
at least) of the 13C polarisation was lost when it was rotated onto the z-axis,
and much further until it was under that magnetisation obtained with just
DNP. The COMPOZER-CP [3] sequence offered, in our case, poor polarisa-
tion transfer efficiency due to its high power requirements. A modification of
the COMPOZER-CP sequence using 180o pulses instead of 360o pulses pro-
vided good results for obtaining Sˆz as the final state for
13C. Better results
were obtained with the DOuble INversion CP sequence with much less power
required. At the same time, it was shown that the efficiency of the DOIN-CP
improved in samples with a fast 1H build-up (of the order of 1 to 5 minutes)
by repeating the basic sequence but with an intermediate time to allow the 1H
polarisation to build up.
With these experiments it was shown that the efficiency of the CP process
improved the larger both magnetisations were before the contact.
As a final conclusion of this chapter, it was demonstrated experimentally
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that efficient cross polarisation sequences can be applied at temperatures as low
as 1.5 K. The new sequences applied (the modified COMPOZER-CP, DOIN-
CP and the improved DOIN-CP) proved to be effective at transfering Iˆz to Sˆz
magnetisation.
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Chapter 6
Dissolution experiments
6.1 Introduction to dissolution experiments
A large number of experiments has been undertaken since Anderkjaer Larsen
[2] demonstrated the Zeeman order is preserved in a dissolution experiment.
In this experiment the nuclear spins are hyperpolarised at low temperatures
with dynamic nuclear polarisation (DNP). After the dissolution, the sample
is moved from a Stand Alone Polariser (SAP) in a few seconds to another
magnet (9.4 T) gaining a signal to noise ratio enhancement greater than 10000
times the thermal equilibrium at room temperature. This technique has been
applied for 2-D spectroscopy [6], [7].
In the present chapter some practical details about this dissolution experi-
ment are presented and discussed. In the end of this chapter it is demonstrated
that it is possible to use nuclear polarisation transfer from proton to 13C spins
in solid state in order to improve the efficiency and experimental time in dis-
solution experiments.
6.2 Hyperpolarisation
In the previous chapters two main strategies to enhance the nuclear magneti-
sations were used at 1.5 K. With brute force polarisation the nuclear order
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was increased with a low temperature. With DNP it is possible to enhance
the nuclear polarisation by typically two orders of magnitude at temperatures
as low as 1.5 K by applying microwave irradiation to a sample doped with free
radicals. Each one of these strategies presents advantages and disadvantages.
DNP seems to be the fastest option for in vitro and in vivo applications at
the moment of writing. However, for in vivo experiments most of free radical
used for the DNP hyperpolarisation must be removed from the sample before
injecting it into the living organism because of the potential toxicity of the free
radical in large concentrations in the living organism [4] and [3]. A solution for
this issue is provided by passing the sample (once dissolved) through a filter
for free radicals, but the process adds some more complications to the already
complex dissolution experiment.
The other approach by brute force polarisation consists of lowering the
lattice temperature to millikelvin in a moderate or high magnetic field so the
nuclear polarisation once in thermal equilibrium becomes comparable to the
polarisation achieved with DNP before dissolution. This method does not
require toxic free radicals or any microwave irradiation. The problem with
this technique is two fold. On one side the T1 becomes so long that it appears
impractical unless another strategy is taken by doping the sample with non
toxic paramagnetic materials like some lanthanides as Dy3+ or Ho3+. The
technological problem of achieving a very low temperature is no longer a major
issue since the technology available offers a range of fridges capable of achieving
a few millikelvin above absolute zero [1]. The sample cooling down time can be
compensated by the use of many samples simultaneously. It is not necessary to
filter the lanthanide chelate since for reasonable concentrations it is not toxic
in analogy to the case of gadolinium Ga-DTPA.
166
6.3 The dissolution experiment
In the dissolution process, the sample was raised a few cm above the helium
bath from the bottom of the SAP, to prevent important pressure gradients
inside the polariser when the dissolution dock established contact with the
sample cup. The OI SAP magnetic field was 3.35 T. For each experiment, the
polariser was pressurised to room pressure (it took 8-30 s), which increased the
liquid helium temperature from 1.5 K to 4.2 K. According to the data available
from OI, at this height the magnetic field was still greater than 3 T. It had to
be in this position the required time to introduce the warm dissolution dock
straight to the sample (3-5 seconds). As shown in figure 6.1, the 1H and 13C
magnetisations relaxed to thermal equilibrium for the temperature of 4.2 K,
once the system was pressurised. However, this relaxation process was not
immediate, since it took some time for the sample to first reach this higher
temperature and second for the nuclear magnetisations to relax at 4.2 K (see
figure 6.1). For the dissolution, a typical amount of 3.5 ml of solvent was
overheated to 170o C (6 bar) in a pressure cooker at top of the dissolution
rod, in the same fashion as [2]. In all experiments D2O was used as a solvent.
Immediately after the dissolution the sample was passed to another magnet
through 4-5 m long PTFE tubes in a few seconds, although a settling time of
0.5 s had to be added to avoid the presence of bubbles. A typical time of 3 to 4 s
was used from the moment of dissolution until the start of signal acquisition in
the 9.4 T Brucker magnet. For DNP experiments, a typical spin temperature
θ was 20 mK so the expected enhancement was of the order of thousands
of times higher than the Boltzmann population at room temperature (roughly
3.35T
9.4T
300K
θ
), meanwhile for brute force polarisation it was only about 2 orders
of magnitude higher for this population, since the minimum spin temperature
corresponded to the lattice temperature, typically 1.5 K. During the time the
sample was being transferred, it was expected that the magnetisation decayed
with the T1 of the magnetic field where the sample was being exposed.
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Figure 6.1: 13C (left) and proton (right) magnetisation decay from the Boltz-
mann population at 1.51 K to the new population at 4.27 K for a sample of
8.6 mM Ho3+-DTPA with 1.7 [13C-1] labelled Na acetate in 1:1 glycerol-water.
The sample was pressurised between the second and third minute. The pres-
surisation took 15-20 s, with gas helium at room temperature. The dissolution
would take place several seconds at most afterwards, and in this graphs the
proton polarisation stayed steady for about two more minutes before it decayed.
The T1 of protons for this sample was 97 s and 1.2 s at 1.51 K and 4.2 K
respectively. The 13C polarisation relaxed slower since the T1 were longer.
Dissolution with the new dissolution dock
The homemade dissolution dock replaced the former one by OI but kept the
same pressure heater. It was designed to fit into the double resonance probe
suitable for dissolution experiments (chapter 2). The PTFE tubes used to
transport the solvent in and out of the SAP were smaller than for the OI
dissolution dock used in some of the experiments, which translated into a
longer dissolution time. For the OI dissolution dock, a minimum time of 3-
4 seconds was necessary to send the sample to the 9.4 T magnet. For the
homemade one the required time was 8 s.
The sample cup was made in PEEK (figure 6.2, 3). It was loaded from
underneath the probe before introducing it into the SAP, leaving the 15 µl
sample in the centre of the saddle coil. It presented a step at the bottom that
stopped the sample cup entering any further into the coil former. The sample
cup was clamped afterwards by a PTFE nut on the coil former (figure 6.2, 6).
The dissolution dock was basically a non magnetic steel tube of 6 mm OD
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Figure 6.2: Plot of the dissolution dock and the double resonance probe for dis-
solution experiments in parts. The dissolution dock (1) is formed by a stainless
steel tube with two PTFE tubes inside (2) and finished in a PEEK tip (3) that
enters into the sample cup (4). This sample cup is placed in position inside
the PTFE coil former (5) and clamped by a PTFE nut (6), so the sample is
in the centre of the saddle coil (7). The circuit for this coil is attached to this
PTFE former with PTFE tape in (8). The coil former enters into the home-
made cable (9) of the double resonance probe, which presents a tube as inner
conductor that leads the dissolution dock to the sample cup.
and 1 mm wall thickness that allowed two PTFE tubes of 1.6 mm OD and 1.0
mm ID, one to bring the solvent outside into the SAP, the other to send the
dissolved sample outside the SAP. One of the tubes led to the solvent heater
and the other to the 9.4 T magnet. The two tubes finished in a thread that
fixed in position both tubes inside a PEEK tip (figure 6.2, 3). The outer shape
of this tip coupled with the sample cup in the dissolution process.
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Figure 6.3: 13C measured magnetisation after exposure of the sample outside
the magnet. The sample was taken from the magnet and exposed to a lower
magnetic field (80 mT) for the time shown in the x-axis minus 10 s.
6.4 Estimation of 13C polarisation losses be-
tween the 3.35 T SAP and the 9.4 T Bruker
magnet
Typical relaxation times for 13C were measured in about a minute in samples of
13C acetate dissolved in D2O at 9.4 T at room temperature. A good estimation
of the 13C polarisation losses in the trip from the 3.35 T magnet and the
9.4 T magnet was obtained by leaving a sample with abundant 13C signal in
the Bruker magnet. After thermal equilibrium was obtained, the sample was
extracted from the magnet and exposed outside to a lower magnetic field (80
mT ± 20 mT) (1 m away from the Bruker magnet and between this and the
SAP) for some time before returning it back to the 9.4 T scanner. The SAP
was 2 meters away from the Bruker magnet. As shown in figure 6.3, the first
point corresponds to the 13C polarisation in equilibrium at 9.4 T. The second
point in the same graph corresponds to the polarisation once it has spent 1
s at the top of the magnet plus traveling time. The rest of the points are
measured after the sample has been exposed to 80 mT outside the magnet for
some seconds plus traveling time (10 s).
During the time the sample was outside the magnet, the 13C magnetisation
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relaxed at the much lower magnetic field. This experiment yielded valuable
information about the possible magnetisation losses in the dissolved sample in
the trip from the OI SAP to the 9.4 T Bruker magnet. The T1 of the sample
in low field played an important role since a very short relaxation time could
invalidate the whole experiment. This was not the case for when the sample
was dissolved in the SAP and transferred to the 9.4 T magnet.
However this was precisely the case for 13C acetate in powder. The T1 was
estimated to be 5 minutes at room temperature and at 9.4 T. However, for
a brief time of 1 s 20 cm away from the magnet centre (within the magnet),
most of the polarisation was lost. Large dipolar interactions were responsible
for this quick relaxation, which automatically invalidated the possibility of
hyperpolarising the powder sample at low temperature and transporting it to
another magnet without dissolving it first.
6.5 SNR after dissolving sample
Dissolution experiments [2] experiments aim to achieve a high SNR in liquid
state. It was calculated with the maximum value of the spectrum peak divided
by the standard deviation of baseline noise in a region of 200 Hz [2].
One strategy to improve in SNR is obtained by lowering the dilution factor
using a more concentrated sample in liquid helium. A rough estimation for a
typical sample of 7 µl 2 M acetate dissolved with 3.5 ml of D2O resulted in a
final concentration of 4 mM acetate.
Lyophilisation of the sample.
In this project [13C-1] Na acetate was used for dissolution experiments in a
prepared sample of 1:1 glycerol-water doped with paramagnetic material cen-
tres. In brute force polarisation the 13C polarisation relaxes towards thermal
equilibrium. Spin diffusion plays an important role in nuclear relaxation when
the paramagnetic centre is not close to the nucleus to be polarised. When
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Figure 6.4: Spectra for enhanced 13C in 1.8 M [13C-1] labelled Na acetate Ho3+
DTPA 24 mM after dissolution (left) and once in thermal equilibrium (right) at
room temperature and 9.4 T. A 2 Hz filter was used. The sample had achieved
90% of the equilibrium magnetisation at 1.55 K before dissolution with 3.5 ml
of D2O. For the Boltzmann population once at room temperature 30 averages
taken with the same flip angle corresponding to 90o. The gain used was 10240.
it is close enough to the unpaired electron, nuclear relaxation is achieved by
direct processes. With spin diffusion the polarisation is carried away from the
paramagnetic centre.
Then one strategy to increase the concentration of nuclear spins and to give
more importance to relaxation through direct processes is by lyophilisation of
the sample, which leaves the paramagnetic centre very close to the targeted
nuclear spin since there is no solvent left. In this chapter nuclear relaxation
with paramagnetic impurities for lyophilised samples proved effective.
The results of dissolution experiments for two kind of samples are com-
pared. One of them corresponded to a sample of close to 2 M [13C-1] labelled
Na acetate dissolved in 1:1 water-glycerol and doped with a few mM Ho3+-
DTPA, 7 µl volume. The other one to lyophilised 2M [13C-1] labelled Na
acetate with some concentration of mM Ho3+-DTPA prepared before lyophili-
sation. The amount of sample for the dissolution experiment was 20 mg weight.
Both samples were dissolved with D2O before being transferred to the 9.4 T
magnet.
172
Figure 6.5: Spectra for enhanced 13C in [13C-1] Na acetate in powder with
Ho3+-DTPA 6 mM after dissolution (left) and once in thermal equilibrium
(right). A 2 Hz filter was used. The sample reached over 90 % of thermal
equilibrium at 1.58 K before dissolution with 3.5 ml of D2O. In this case aver-
aging was not necessary since a single acquisition yielded enough signal.
Three dissolution experiments were performed with 3.5 ml of D2O on sam-
ples of the first kind that were kept at temperatures close to 1.5 K and with
13C polarisations in thermal equilibrium. The samples had a concentration of
approximately 2 M of 13C Na acetate and a concentration of 3.8, 8.6 and 24
mM of Ho3+-DTPA dissolved in 1:1 glycerol-water. The enhancement for the
three of them was inside the margin of 11 ± 4. An example of one of these
dissolutions is given in figure 6.4.
Other three dissolutions took place with the same conditions but with the
lyophilised samples of [13C-1] labelled Na acetate in powder. The concentra-
tions of Ho3+-DTPA were 2, 6 and 20 mM before lyophilisation. The enhance-
ment for the three of them was inside the margin of 13± 5, but the SNR was
significantly higher in this case (over 100 in the dissolution experiment), be-
cause of the larger amount of 13C in the dissolved sample, as shown in figure
6.5.
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6.6 Measurement of T1 at room temperature
For reference purposes, the T1 for three samples of dissolved [
13C-1] labelled
acetate after a dissolution experiment, once in thermal equilibrium at room
temperature were measured with saturation recovery experiments. The mea-
sured samples were those prepared from lyophilisation of 2 M [13C-1] with 2, 6
and 20 mM Ho3+-DTPA in 1:1 glycerol-water. After the dissolution with D2O
the final solution was 0.1 ± 0.2 M. With this concentration the SNR at 9.4 T
was sufficient to measure the T1 for
13C at room temperature without averag-
ing. These times were 67, 67 and 54 s for 2, 6 and 20 mM Ho3+ respectively,
far longer than the time spent in moving the sample between the magnets.
6.7 DNP and DOIN-CP for dissolution exper-
iments
An improvement in time efficiency and free radical cost may be obtained by
using DOIN-CP before a dissolution experiment. A suitable probe for DNP and
CP that allows dissolution, along with a new dissolution dock were described
previously.
The sample selected for this experiment was 2.3 M [13C-1] labelled Na
acetate with 96 mM TEMPO in 1:1 D2O-deuterated glycerol. The irradiation
frequency was 93.95 GHz. The data for DNP and DOuble INversion cross
polarisation(DOIN-CP) were obtained using the same flip angle (less than 3o).
The 13C T1 was measured in 68 minutes respectively. The
1H and 13C build-
up times τ were 5.5 minutes and 49 minutes respectively, and was considered
to reach the same spin temperature as the 13C [5]. The DOIN-CP build-up
time was measured in 10.6 minutes. The 13C polarisation decay from minute
175 to the DNP asymptotic value of the DNP plateau in figure 6.6 resulted
in a 7.1 minutes relaxation time, which gave a reasonable margin of time to
dissolve the sample. The measured enhancement over Boltzmann population
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Figure 6.6: DNP buid-up data for proton and 13C spins, along with the build-
up curve for DOIN-CP in this system in a sample of 2.3 M [13C-1] labelled Na
acetate with 96 mM TEMPO in 1:1 deuterated glycerol-D2O at 1.58 K.
for 13C was 65, which for an experimental temperature of 1.58 K amounted
to 5.1 % of total polarisation. Applying DOIN-CP an enhancement of 100
could be achieved which represented a percentage of 7.8 %. In this case the
improved sequence for DOIN-CP did not show much better results with respect
to the normal DOIN-CP. The DOIN-CP build-up data is included in figure 6.6.
The basic pulse used for DOIN-CP was a WURST inversion pulse of 40 kHz
excitation bandwidth and 1500 µs of duration, although in the optimisation
only 1200 µs were used.
The improved DOIN-CP sequence showed barely the same efficiency as
doing just DOIN-CP. The last sequence of improved DOIN-CP was applied
after 17.5 minutes, achieving an enhancement of 80 above thermal population
(6.2%) or 20 mK in spin temperature. After this last pulse, the cables for
the probes in solid state and liquid state for 13C had to be changed since
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Figure 6.7: Spectra for enhanced 13C in [13C-1] labelled Na acetate after disso-
lution (left) and once in thermal equilibrium (right) after 100 averages.
they shared the same preamplifier. The solvent (3.5 ml of D2O) in the boiler
reached 170o or a pressure of 6 bar, and the SAP was pressurised. The whole
process took 2 minutes and 10 seconds from the last DOIN-CP pulse to the
signal acquisition at 9.4 T. The time to pressurise the SAP and docking was
35 s approximately. Then, from this point until signal acquisition at room
temperature with the 9.4 T magnet was 8.5 seconds. In liquid state the sample
was collected in a 5 mm glass tube. The spectra were obtained using a 90o
pulse in a high resolution Bruker probe. The signal-to-noise (SNR) values
were measured dividing the maximum of the absolute value of the spectrum
by the standard deviation of the noise in a range of 200 Hz. A line broadening
of 2 Hz was applied to both spectra. The measured enhancement was 5000
attending to the real value of the spectrum, but for the absolute value it was
lower (3000). For the experimental temperature and the enhancement obtained
before dissolution a maximum enhancement of 5400 was expected.
6.8 Conclusions
Several dissolution experiments were undertaken with polarisation tempera-
tures as low as 1.5 K. At this temperature DNP methods rendered greater SNR
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for NMR experiments after a dissolution experiment on a polarised sample by
brute force polarisation, mainly due to limitations at minimum temperature
achievable in the SAP. It was possible to lyophilise the samples so the para-
magnetic dopant was closer to the 13C target and a larger concentration of
sample could be prepared for after dissolution, with an improvement in SNR.
This was tested with brute force polarisation.
DOIN-CP sequences demonstrated an important improvement in the amount
of polarisation in solid state and also in the time required to achieve it in the
previous and present chapters. The data shown in this chapter demonstrates
the efficiency of DOIN-CP with DNP for dissolution experiments.
6.9 Discussion
Especially good and also promising results were obtained by DOIN-CP based
sequences and dissolution afterwards on samples doped with TEMPO radicals.
This amount of polarisation has been improved by using a deuterated matrix
instead of a fully protonated one [5]. The advantage of using TEMPO is the
availability and price over trityl radicals, and on the relative quick build-up of
proton polarisation using TEMPO over the slow 13C polarisation using trityls.
Some improvements may be possible by lowering the temperature of the system
to 1.2 K or less in another system. Some improvements could be done on the
hardware, for instance the dissolution dock. Using thicker PTFE tubes in the
dissolution device the time required to transfer the sample to the 9.4 T magnet
could be made shorter. A good point to be analysed carefuly is the irradiation
conditions since they are responsible for reaching such a low enhancement
with the dissolution probe (about 60 over Boltzmann population) when for
the diagnostic probe with a solenoid as the sample coil this enhancement was
about 80 or 90.
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Chapter 7
Final discussion
Dynamic nuclear polarisation (DNP) has been used to enhance nuclear polari-
sations above thermal levels at temperatures as low as 1.5 K. The use of Ox63
trityl radical with DNP yielded enhancements of about 100 for 13C and 15N
in samples of [13C-1] labelled Na acetate and 15N urea. These enhancements
translated into polarisations of 9.0% for 13C and 5.6% for 15N, although in
the literature larger polarisations have been obtained in similar experiments
(around 40%).
DNP using samples doped with TEMPO in 1:1 glycerol-water solvents,
enhances the nuclear polarisation by a factor of around 30 over thermal equi-
librium for 1H and 13C. By decreasing the number of protons in the solvent
(i.e., by using D2O and deuterated glycerol instead of 1:1 glycerol-water) the
measured enhancement was higher (about 100). At temperatures around 1.5 K
the final spin temperature for 1H and 13C became the same within the margin
of error .
It has been demonstrated that cross polarisation techniques can be used to
transfer the polarisation from 1H to 13C spins. In this work, it was possible
to use published CP based sequences for polarisation transfer from 1H to 13C
spins. Additionally new sequences were implemented (modified COMPOZER-
CP, DOIN-CP and improved DOIN-CP). With these sequences, it was possible
to achieve efficiently DNP and CP for dissolution experiments with TEMPO
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doped samples.
The typical efficiency of the DOIN-CP was over 50% (in the limit where
proton spins and 13C spins achieve the same spin temperature at the DNP
plateau). This made it possible to achieve twice the 13C polarisation that
would be reached by using only DNP and in a much faster time (of the order
of the 1H DNP build-up time). Less than 10 minutes was sufficient to achieve
a 13C polarisation of more than 14% in a sample of [13C-1] acetate with 90
mM TEMPO in 1:1 glycerol-water at 1.74 K, using only DOIN-CP. Higher
enhancements could have been achieved at lower temperatures, close to 1 K
and using the improved DOIN-CP sequence.
To achieve the necessary probe performance, a large number of experiments
on the bench and in the polariser were undertaken with different models of
radiofrequency NMR probes. With space limitations, vacuum seal restrictions
and high power tolerance, the choice of NMR probe was crucial for a successful
CP experiments. The selected probe also affected the maximum polarisation
achieved with DNP. The sample surroundings were different for each probe,
and therefore, the irradiation conditions.
The experiment of dissolution after CP was challenging. In order to obtain
a large and stable 13C polarisation at low temperature after a high power pulse,
a dissolution dock had to reach the sample with a strong impact and form a
tight seal while the sample was being dissolved. The design of a sample cup
that received the dissolution dock was the result of a number of compromises
taken in this project, which translated in successful dissolution experiments.
Another alternative to obtain high polarisation levels without using DNP
has been studied in this project with brute force polarisation. The hardware
limitations restricted the operating temperature to not less than 1.3 K. At
these temperatures, a sample of [13C-1] labelled Na acetate in 1:1 glycerol-
water exhibited a T1 relaxation time of not less than 10 hours. By adding
some concentration (around 20 mM) of lanthanide ions (either Ho3+-DTPA
or Dy3+-DTPA, it was possible to reduce this relaxation time to less than 1
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hour for the same. The polarisation achieved by acquiring thermal equilibrium
could be used for dissolution experiments.
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