In various adaptive estimation applications, such as acoustic echo cancellation within teleconferencing systems, the input signal is a highly correlated speech. This, in general, leads to extremely slow convergence of the NLMS adaptive FIR estimator. As a result, for such applications, the affine projection algorithm (APA) or the low-complexity version, the fast affine projection (FAP) algorithm, is commonly employed instead of the NLMS algorithm. In such applications, the signal propagation channel may have a relatively low-dimensional impulse response structure, that is, the number m of active or significant taps within the (discrete-time modelled) channel impulse response is much less than the overall tap length n of the channel impulse response. For such cases, we investigate the inclusion of an active-parameter detection-guided concept within the fast affine projection FIR channel estimator. Simulation results indicate that the proposed detection-guided fast affine projection channel estimator has improved convergence speed and has lead to better steady-state performance than the standard fast affine projection channel estimator, especially in the important case of highly correlated speech input signals.
INTRODUCTION
For many adaptive estimation applications, such as acoustic echo cancellation within teleconferencing systems, the input signal is highly correlated speech. For such applications, the standard normalized least-mean square (NLMS) adaptive FIR estimator suffers from extremely slow convergence. The use of the affine projection algorithm (APA) [1] is considered as a modification to the standard NLMS estimators to greatly reduce this weakness. The built-in prewhitening properties of the APA greatly accelerate the convergence speed especially with highly correlated input signals. However, this comes with a significant increase in the computational cost. The lower complexity version of the APA, the fast affine projection (FAP) algorithm, which is functionally equivalent to APA, was introduced in [2] .
The fast affine projection algorithm (FAP) is now, perhaps, the most commonly implemented adaptive algorithm for high correlation input signal applications.
For the above-mentioned applications, the signal propagation channels being estimated may have a "low dimensional" parametric representation [3] [4] [5] . For example, the impulse responses of many acoustic echo paths and communication channels have a "small" number m of "active" (nonzero response) "taps" in comparison with the overall tap length n of the adaptive FIR estimator. Conventionally, estimation of such low-dimensional channels is conducted using a standard FIR filter with the normalized least-mean square (NLMS) adaptive algorithm (or the unnormalized LMS equivalent). In these approaches, each and every FIR filter tap is NLMS-adapted during each time interval, which leads to relatively slow convergence rates and/or relatively poor steady-state performance. An alternative approach proposed by Homer et al. [6] [7] [8] is to detect and NLMS adapt only the active or significant filter taps. The hypothesis is that this can lead to improved convergence rates and/or steadystate performance.
Motivated by this, we propose the incorporation of an activity detection technique within the fast affine projection FIR channel estimator. Simulation results of the newly proposed detection-guided fast affine projection channel 2 EURASIP Journal on Audio, Speech, and Music Processing estimator demonstrate faster convergence and better steadystate error performance over the standard FAP FIR channel estimator, especially in the important case of highly correlated input signals such as speech. These features make this newly proposed detection-guided FAP channel estimator a good candidate for adaptive channel estimation applications such as acoustic echo cancellation, where the input signal is highly correlated speech and the channel impulse response is often "long" but "low dimensional."
The remainder of the paper is set out as follows. In Section 2 we provide a description of the adaptive system we consider throughout the paper as well as the affine projection algorithm (APA) [1] and the fast affine projection algorithm (FAP) [2] . Section 3 begins with a brief overview of the previous proposed detection-guided NLMS FIR estimators of [6] [7] [8] . We then propose our detection-guided fast affine projection FIR channel estimator. Simulation conditions are presented in Section 4, followed by the simulation results in Section 5. The simulation results include a comparison of our newly proposed estimator with the standard NLMS channel estimator, the earlier proposed detection-guided NLMS channel estimator [8] , the standard APA channel estimator [1] as well as the standard FAP channel estimator [2] in 3 different input correlation level cases.
SYSTEM DESCRIPTION

Adaptive estimator
We consider the adaptive FIR channel estimation system of Figure 1 . The following assumptions are made:
(1) all the signals are sampled: at sample instant k, u(k)
is the signal input to the unknown channel and the channel estimator; additive noise v(k) occurs within the unknown channel; (2) the unknown channel is linear and is adequately modelled by a discrete-time FIR filter Θ = [θ 0 , θ 1 , . . . , θ n ] T with a maximum delay of n sample intervals; (3) the additive noise signal is zero mean and uncorrelated with the input signal; (4) the FIR-modeled unknown channel, Θ[z −1 ] is sparsely active:
where m n, and 0 ≤ t 1 < t 2 < · · · t m ≤ n.
At sample instant k, an active tap is defined as a tap corresponding to one of the m indices {t a } m a=1 of (1). Each of the remaining taps is defined as an inactive tap.
The observed output from the unknown channel is
where
e(k) Figure 1 : Adaptive channel estimator.
The standard adaptive NLMS estimator equation, as employed to provide an estimate θ of the unknown channel impulse response vector Θ, is as follows [9] :
where y(k) = θ T (k)U(k) and where δ is a small positive regularization constant. Note: the standard initial channel estimate θ(0) is the allzero vector.
For stable 1st-order mean behavior, the step size μ should satisfy 0 < μ ≤ 2. In practice, however, to attain higher-order stable behavior, the step size is chosen to satisfy 0 < μ 2. For the standard discrete NLMS adaptive FIR estimator, every coefficient θ i (k) [i = 0, 1, . . . , n] is adapted at each sample interval. However, this approach leads to slow convergence rates when the required FIR filter tap length n is "large" [6] . In [6] [7] [8] , it is shown that if only the active or significant channel taps are NLMS estimated then the convergence rate of the NLMS estimator may be greatly enhanced, particularly when m n.
Affine projection algorithm
The affine projection algorithm (APA) is considered as a generalisation of the normalized least-mean-square (NLMS) algorithm [2] . Alternatively, the APA can be viewed as an inbetween solution to the NLMS and RLS algorithms in terms of computational complexity and convergence rate [10] . The NLMS algorithm updates the estimator taps/weights on the basis of a single-input vector, which can be viewed as a onedimensional affine projection [11] . In APA, the projections are made in multiple dimensions. The convergence rate of the estimator's tap weight vector greatly increases with an increase in the projection dimension. This is due to the built-in decorrelation properties of the APA. To describe the affine projection algorithm (APA) [1] , the following notations are defined:
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the channel FIR tap weight vector, where
(f) θ(k): the adaptive estimator FIR tap weight vector at sample instant k where The affine projection algorithm can be described by the following equations (see Figure 1) .
The system output y(k) involves the channel impulse response to the excitation/input and the additive system noise v(k) and is given by (2) .
The channel estimation signal error vector e(k) is calculated as
The normalized residual channel estimation error vector ε(k), is calculated in the following way:
where I = N × N identity matrix. The APA channel estimation vector is updated in the following way:
A regularization term δ times the identity matrix is added to the covariance matrix within (5) to prevent the instability problem of creating a singular matrix inverse when [U(k) T U(k)] has eigenvalues close to zero. A well behaved inverse will be provided if δ is large enough.
From the above equations, it is obvious that the relations (4), (5), (6) reduce to the standard NLMS algorithm if N = 1. Hence, the affine projection algorithm (APA) is a generalization of the NLMS algorithm.
Fast affine projection algorithm
The complexity of the APA is about 2(n + 1) N + 7N 2 , which is generally much larger than the complexity of the NLMS algorithm, 2(n + 1). Motivated by this, a fast version of the APA was derived in [2] . Here, instead of calculating the error vector from the whole covariance matrix, the FAP only calculates the first element of the N-element error vector, where an approximation is made for the second to the last components of the error vector e(k) as (1 − μ) times the previously computed error [12, 13] :
where the N − 1 length e(k) consists of the N − 1 upper elements of the vector e(k). Note: (7) is an exact formula for the APA if and only if δ = 0.
The second complexity reduction is achieved by only adding a weighted version of the last column of U(k) to update the tap weight vector. Hence there are just (n + 1) multiplications as opposed to N × (n + 1) multiplications for the APA update of (6). Here, an alternate tap weight vector θ 1 (k) is introduced.
Note: the subscript 1 denotes the new calculation method. (8) where
is the (N − 1)th element in the vector
Alternatively, E(k + 1) can be written as
where E(k) is an N − 1 length vector consisting of the upper most N − 1 elements of E(k) and ε(k
Hence, it can be shown that the relationship between the new update method and the old update method of APA can be viewed as
where U(k) consists of the N − 1 leftmost columns of U(k).
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A new efficient method to calculate e(k) using θ 1 (k) rather than θ(k) is also derived:
(Further details can be found in [2] .)
The following is a summary of the FAP algorithm:
The above formulae are in general only approximately equivalent to the APA; they are exactly equal to the APA if the regularization δ is zero. Steps (2) and (7) of the FAP algorithm are each of complexity (n + 1) MPSI (multiplications per symbol interval).
Step (1) is of complexity 2N MPSI and steps (3), (4), (6) are each of complexity N MPSI.
Step (5) , when implemented in the Levinson-Dubin method, requires 7N 2 MPSI [2] . Thus, the complexity of FAP is roughly 2(n + 1) + 7N 2 + 5N. For many applications like echo cancellation, the filter length (n + 1) is always much larger than the required affine projection order N, which makes FAP's complexity comparable to that of NLMS. Furthermore, the FAP only requires slightly more memory than the NLMS.
DETECTION-GUIDED ESTIMATION
Least-squares activity detection criteria review
The original least-squares-based detection criterion for identifying active FIR channel taps for white input signal conditions [6] is as follows.
The tap index j is defined to be detected as a member of the active tap set
However, the original least-square-based detection criterion suffers from tap coupling problems when colored or correlated input signals are applied. In particular, the input correlation causes X j (k) to depend not only on θ j but also the neighboring taps.
The following three modifications to the above activity detection criterion were proposed in [7, 8] for providing enhanced performance for applications involving nonwhite input signals.
The additional term − y(i) + θ j (i)u(i − j) in the numerator of X j (k) is used to reduce the coupling between the neighboring taps [7, 8] .
This modification is based on the realization that for inactive taps, the numerator term of X j (k) is approximately
Combining this with the LS theory on which the original activity criterion (17) is based suggests the following modification [8] .
Modification 3. Apply an exponential forgetting operator
within the summation terms of the activity criterion [8] .
Modification 2 is theoretically correct only if Θ − θ(k) is not time varying. Clearly this is not the case. Modification 3 is included to reduce the effect of Θ− θ(k) being time varying. Importantly, the inclusion of Modification 3 also improves the applicability of the detection-guided estimator to timevarying systems. (Note that the result of Modification 3 is denoted with superscript W in the next section.)
Enhanced detection-guided NLMS FIR channel estimator
The enhanced time-varying detection-guided NLMS estimation proposed in [8] is as follows. For each tap index j and at each sample interval:
(1) label the tap index j to be a member of the active parameter set {t a } m a=1 at sample instant k if
and where W k (i) is the exponentially decay operator:
(2) update the NLMS weight for each detected active tap index t a :
where ta = summation over all detected active-parameter indices; (3) reset the NLMS weight to zero for each identified inactive tap index.
Note that (23)-(25) can be implemented in the following recursive form:
Note, as suggested in [8] , that a threshold scaling constant η may be introduced on the right-hand side of (24) or (29). If η > 1, the system may avoid the incorrect detection of "nonactive" taps. This, however, may come with an initial delay in detecting the smallest of the active taps, leading to an initial additional error increase. If η < 1, it may improve the detectibility of "weak" active taps. However, it has the risk of incorrectly including inactive taps within the active tap set, resulting in reduced convergence rates.
Proposed detection-guided FAP FIR channel estimator
The enhanced detection-guided FAP estimation is derived as follows.
The tap index j is detected as being a member of the ac-
and where W k (i) is the exponentially decay operator
and θ 1 j (i) is the jth element of θ 1 (i) as defined in (8), (11), and e 1 (i) is as defined in (15) . We propose to apply this active detection criterion to the fast affine projection algorithm. This involves creating an (n + 1) × (n + 1) diagonal activity matrix B(k), where the jth diagonal element B j (k) = 1 if the jth tap index is detected as being active at sample instant k, otherwise B j (k) = 0. This matrix is then applied within the FAP algorithm as follows.
Replace (5) with
Replace (11) with
Replace (8) with
and E d, j (k) is the jth element of ε d (k). As with the detection-guided NLMS algorithm, a threshold scaling constant η may be introduced on the right-hand side of (32) based on different conditions. The effectiveness of this scaling constant is considered in the simulations.
Computational complexity
The proposed system requires 4(n + 1) + 4 MPSI to perform the detection tasks required in the recursive equivalent of (30)-(33). By including the sparse diagonal matrix B(k) in (37), the system only needs to include m multiplications rather than (n + 1) multiplications for (15) and (8) . Thus, the proposed detection-guided FAP channel estimator requires 2m + 7N 2 + 5N + 4(n + 1) + 4 MPSI while the complexity of FAP is 2(n + 1) + 7N 2 + 5N MPSI. Hence, for sufficiently long, low-dimensional active channels n m ≥ 1, n N, the computational cost of the proposed detectionguided FAP channel estimator is essentially twice that of the FAP and of the standard NLMS estimators. 
SIMULATIONS
Simulations were carried out to investigate the performance of the following channel estimators when different input signals with different correlation levels are applied. In all four simulations, two detection-guided scaling constants were employed: η = 1 (i.e., no scaling) and η = 4.
RESULT AND ANALYSIS
Simulation 1 (lowly correlated input signal case). The results of the simulations for channel estimators (a) to (g) with μ = 0.005 are shown in Figure 3 . In addition, the detection-guided FAP estimators (e), (f) appear to provide better steady-state error performance.
(d) The detection-guided FAP channel estimator (e) without threshold scaling detects extra "nonactive" taps. In the simulation, it detects 32 active taps, which are 21 in excess of the true number. This leads to slower convergence rate. In comparison, the detection-guided FAP channel estimator (f) with threshold scaling η = 4, it shows the ability to detect the correct number of active taps, however, this comes with a relative initial error increase. (e) The detection-guided FAP channel estimator (e) with N = 10 provides noticeably better convergence rate performance than the standard FAP channel estimator (d) with N = 14 in terms of the convergence rate and the steady-state error.
Simulation 3 (highly correlated speech input signal case). The results of the simulations for channel estimators (a) to (g) with μ = 0.005 are shown in Figure 5 . The trends shown here are similar to those of Simulations 1 and 2, although here the convergence rate and steady-state benefits provided by detection guiding are further accentuated.
(a) When the speech input signal is applied, the active parameter detection-guided NLMS channel estimator (b) suffers from very slow convergence, similar to that of the standard NLMS channel estimator (a). This is due to the incorrect detection of many of the inactive taps. Simulation 4 (highly correlated speech input signal case with higher noise variance). The results of the simulations for channel estimators (a) to (g) with μ = 0.005 are shown in Figure 6 , which confirm the similar good performance of our newly proposed channel estimator under noisy conditions. The detection FAP estimator with threshold scaling constant η = 4 (f) performs noticeably better than the detection estimator FAP without threshold scaling (e) due to the ability to detect the correct number of active taps. 
CONCLUSION
For many adaptive estimation applications, such as acoustic echo cancellation within teleconferencing systems, the input signal is speech or highly correlated. In such applications, the standard NLMS channel estimator suffers from extremely slow convergence. To remove this weakness, the affine projection algorithm (APA) or the related computationally efficient fast affine projection (FAP) algorithm is commonly employed instead of the NLMS algorithm. Due to the signal propagation channels in such applications, sometimes having low dimensional or sparsely active impulse responses, we considered the incorporation of active-parameter detection with the FAP channel estimator. This newly proposed detection-guided FAP channel estimator is characterized with improved convergence speed and perhaps also better steady-state error performance as compared to the standard FAP estimator. The similar good performance is also achieved under noisy conditions. Additionally, simulations confirm these advantages of the proposed channel estimator under essentially the same computational cost. These features make this newly proposed channel estimator a good candidate for the adaptive estimation speech applications such as the acoustic echo cancellation problem.
APPENDICES
A. SPARSE CHANNEL IMPULSE RESPONSE ESTIMATION: REMOVING MEASUREMENT NOISE EFFECTS
In this appendix, a procedure for removing the measurements noise effect from the estimated time domain channel impulse response is presented. This procedure may be viewed as an offline scheme for active-tap detection of sparse channels and assumes that the true impulse response has a sufficiently large number of zero taps. Its applicability is restricted to channels which have a sparse structure. In general, the presence of measurement noise or disturbance causes the tap coefficient estimate of each of the zero taps of the sparse channel to be nonzero. If we assume the estimate was obtained with a white input, then the discussion of Section 3 (more details can be found in [15] ) suggests that asymptotically (at least for LS, LMS estimates) the zero-tap estimates have a zero mean i.i.d Gaussian distribution: Under the validity of (A.1), we use the following results from the work of Donoho cited in [15] , to develop a procedure for removing the effects of the noise, or, equivalently, for determining which taps are zero. A priori knowledge of the indices i of the zero taps is required in order to use the threshold σ 2 log M to determine which taps are zero. By applying the following iterative procedure, this requirement is avoided for sparse channels.
B. RESULT
Let
Algorithm 1.
(1) Initially, include the indices of all n tap estimates { θ i } in the set S of zero taps and set M = n.
(2) Determine rms value σ S of the estimates of the taps in Set S.
(3) Determine the indices i of those taps for which the estimates coefficients satisfy θ i ≤ σ S 2 log M.
(B.1) (4) Repeat steps (2) and (3) a given number of times or, alternatively, until the difference in σ S from one iteration to the next has decreased to a given value.
