An estimation problem of fundamental interest is that of phase (or angular) synchronization, in which the goal is to recover a collection of phases (or angles) using noisy measurements of relative phases (or angle offsets). It is known that in the Gaussian noise setting, the maximum likelihood estimator (MLE) has an expected squared ℓ2-estimation error that is on the same order as the Cramér-Rao lower bound. Moreover, even though the MLE is an optimal solution to a non-convex quadratic optimization problem, it can be found with high probability using semidefinite programming (SDP), provided that the noise power is not too large. In this paper, we study the estimation and convergence performance of a recentlyproposed low-complexity alternative to the SDP-based approach, namely, the generalized power method (GPM). Our contribution is twofold. First, we bound the rate at which the estimation error decreases in each iteration of the GPM and use this bound to show that all iterates-not just the MLE-achieve an estimation error that is on the same order as the Cramér-Rao bound. Our result holds under the least restrictive assumption on the noise power and gives the best provable bound on the estimation error known to date. It also implies that one can terminate the GPM at any iteration and still obtain an estimator that has a theoretical guarantee on its estimation error. Second, we show that under the same assumption on the noise power as that for the SDP-based method, the GPM will converge to the MLE at a linear rate with high probability. This answers a question raised in [3] and shows that the GPM is competitive in terms of both theoretical guarantees and numerical efficiency with the SDP-based method. At the heart of our convergence rate analysis is * Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin, N. T., Hong Kong. E-mail: hkliu@se.cuhk.edu.hk † Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin, N. T., Hong Kong. E-mail: mcyue@se.cuhk.edu.hk ‡ Department of Systems Engineering and Engineering Management, and, by courtesy, CUHK-BGI Innovation Institute of Trans-omics, The Chinese University of Hong Kong, Shatin, N. T., Hong Kong. E-mail: manchoso@se.cuhk.edu.hk 1 a new error bound for the non-convex quadratic optimization formulation of the phase synchronization problem, which could be of independent interest. As a by-product, we give an alternative proof of a result in [3] , which asserts that every second-order critical point of the aforementioned non-convex quadratic optimization formulation is globally optimal in a certain noise regime.
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deeper understanding of the GPM when it is applied to Problem (QP) under the same Gaussian noise model used in [2, 3] . The starting point of our investigation is the following curious facts: Using Proposition 1, which first appears in an earlier version of this paper, Boumal [3] showed that modulo constants, the expected squared ℓ 2 -estimation error of the initial iterate of the GPM, viz. the one produced by the eigenvector method in [13] , already matches the Cramér-Rao bound. Moreover, in the noise regime σ = O(n 1/6 ), we know by the results in [2, 3] that the same is true for the limit point of the sequence of iterates generated by the GPM, as it is a global maximizer of Problem (QP). In view of these facts, it is natural to ask whether the intermediate iterates generated by the GPM also achieve an estimation error that is on the same order as the Cramér-Rao bound, and if so, whether the GPM actually reduces the estimation error in each iteration. Our first contribution is to resolve both of these questions in the affirmative and to bound the rate at which the estimation error decreases in each iteration. Specifically, we show that even at the noise level σ = O(n 1/2 ), the expected squared ℓ 2 -estimation errors of the iterates do not exceed (c 1 + c 2 τ k )σ 2 , where c 1 , c 2 > 0, τ ∈ (0, 1) are some explicitly given constants and k is the iteration counter; see the discussion after Corollary 1. An interesting aspect of this result is that it holds regardless of whether the iterates converge or not (recall that the convergence result in [3] holds only for noise level up to O(n 1/6 )). Thus, from a statistical estimation viewpoint, one can terminate the GPM at any iteration and still obtain an estimator whose estimation error is on the same order as the Cramér-Rao bound. Moreover, the leading constant in the estimation error becomes smaller as one runs more iterations of the GPM. This explains in part the numerical observation in [3] that the GPM can often return a good estimate of z ⋆ even when the noise level is close to O(n 1/2 ). To the best of our knowledge, the bound we obtained on the ℓ 2 -estimation error of any accumulation point generated by the GPM holds under the least restrictive noise level requirement and is the best known to date in the Gaussian noise setting.
Next, we study the convergence behavior of the GPM when it is applied to Problem (QP). Our second contribution is to show that in the Gaussian noise setting, if σ = O(n 1/4 ) and the GPM is initialized by the eigenvector method, then with high probability the sequence of iterates generated by the GPM will converge linearly to a global maximizer of Problem (QP) (which is an MLE of z ⋆ ); see Corollary 2. The significance of this result is twofold. First, compared with the result in [3] , the noise level requirement for the convergence of the GPM is relaxed from O(n 1/6 ) to O(n 1/4 ), thus matching the noise level requirement for the tightness of the SDR-based method. Second, our result answers a question raised in [3] concerning the convergence rate of the GPM and contributes to the growing literature on the design and analysis of fast algorithms for structured non-convex optimization problems (see, e.g., [17] and the references therein for an overview). Key to our analysis is a new error bound for Problem (QP), which provides a computable estimate of the distance between any given point on T n and the set of second-order critical points (which includes the global maximizers) of Problem (QP); see Propositions 3 and 4. As a by-product, we show that every second-order critical point of Problem (QP) is still a global maximizer under a slightly less restrictive noise level requirement than [3] ; see the discussion after the proof of Proposition 4. We remark that error bounds have long played an important role in the convergence rate analysis of iterative methods; see, e.g., [7, 16, 24, 25, 9, 10, 23] for some recent developments. However, most of the error bounds in the cited works are for convex optimization problems. By contrast, our error bound is developed for the non-convex problem (QP), which could be of independent interest.
We end this section by introducing the notations needed. Let 1 denote the vector of all ones and H n denote the set of n × n Hermitian matrices. For a complex vector v ∈ C n , let Diag(v) denote the diagonal matrix whose diagonal elements are given by the entries of v, |v| denote the vector of entry-wise moduli of v, and v |v| denote the vector of entry-wise normalizations of v; i.e.,
For a complex matrix M ∈ C n×n , let diag(M ) denote the vector whose entries are the diagonal elements of M , M op denote its operator norm, and M F denote its Frobenius norm.
Since the measurements {C jℓ : 1 ≤ j < ℓ ≤ n} in (1) are invariant under multiplication of a common phase to the target phase vector z ⋆ , we can only identify z ⋆ up to a global phase. This motivates us to define the ℓ q -distance (where q ∈ [1, ∞]) between two phase vectors w, z ∈ T n by
w − e iθ z q .
Preliminaries
In this section, we review the GPM for solving Problem (QP) and collect some basic facts that will be used in our subsequent analysis. The GPM is an iterative method that was introduced in [8] for maximizing a convex function over a compact set. In each iteration of the GPM, an affine minorant of the objective function at the current iterate is maximized over the feasible set to obtain the next iterate. When specialized to Problem (QP), the maximization performed in each iteration admits a closed-form solution, and the GPM takes the following form: 
end if 9: end for Algorithm 1 can be viewed as a projected gradient method (see lines 6-7), though it is not necessarily a Riemannian gradient method on the manifold T n ; see [3, Remark 1] . Due to the non-convexity of Problem (QP), given an arbitrary initial point, Algorithm 1 may not converge to any useful point (if it converges at all). To tackle this issue, Boumal [3] proposed to use the eigenvector estimator v C ∈ T n (cf. [13] ) to initialize Algorithm 1. Specifically, let u ∈ C n be a leading eigenvector of C ∈ H n and a ∈ C n be any vector satisfying a H u = 0. Then, the vector v C is defined by
As shown in [3] , the advantage of initializing Algorithm 1 with z 0 = v C is twofold. First, the vector v C is close to the target phase vector z ⋆ in the following sense: Lemma 6] ) Let v C ∈ T n be given by (3) . Then, we have
Second, under some mild assumptions on the measurement noise ∆ and step size α, the iterates generated by Algorithm 1 will converge to a global maximizer of Problem (QP):
, and (iii) the initial point z 0 is given by z 0 = v C . Then, the iterates generated by Algorithm 1 will converge to a global maximizer of Problem (QP).
It should be noted that even allowing for the multiplication of a common phase, a global maximizerẑ of Problem (QP) may not equal to the target phase vector z ⋆ . Thus, an immediate question is whether global maximizers of Problem (QP) are close to z ⋆ . The following result shows that the answer is affirmative:
, ifẑ is a global maximizer of Problem (QP)). Then, we have
Lastly, let us record a useful property of Algorithm 1. Recall thatz ∈ T n is a second-order critical point of Problem (QP) if w H S(z)w ≥ 0 for all w ∈ TzT n , where
is the tangent space to T n at z ∈ T n ; see [2, 3] . By considering the secondorder necessary optimality conditions of Problem (QP), it can be shown that every global maximizer of Problem (QP) is a second-order critical point. The following result asserts that a second-order critical point of Problem (QP) is (i) a fixed point of Algorithm 1 and (ii) close to the target phase vector z ⋆ if the measurement noise ∆ is not too large. Lemmas 7, 14, 15, and 16] 
Fact 4. ([3,
) Letz ∈ T n be any second-order critical point of Problem (QP) andC = n α I + α n C = C + n α I. Then, for any α > 0, |(Cz) j | = (Cz) j (z j ) and |(Cz) j | = (Cz) j (z j ) for j = 1, . . . , n.
Consequently, we havez
H Cz = Cz 1 ,z HCz = Cz 1 , and
To distinguish the different points of interest on T n , we shall reserve the notations z ⋆ ,ẑ, andz to denote the target phase vector, a global maximizer of Problem (QP), and a second-order critical point of Problem (QP), respectively in the sequel.
Estimation Performance of the GPM
Facts 1 and 3 show that both the eigenvector estimator v C and global maximizers of Problem (QP) are close to the target phase vector z ⋆ . In this section, we show that the same is true for all intermediate iterates of Algorithm 1. In fact, we establish a stronger result: We show that the ℓ 2 -and ℓ ∞ -estimation errors of the iterates decrease in each iteration of Algorithm 1 and provide explicit bounds on the rates of decrease.
To begin, let us introduce our first result, which concerns the ℓ 2 -estimation errors of the iterates:
(ii) the step size α satisfies α ≥ 2, and (iii) the initial point z 0 is given by z 0 = v C . Then, the sequence of iterates {z k } k≥0 generated by Algorithm 1 satisfies
Theorem 1 has two noteworthy features. First, it does not assume that Algorithm 1 converges. Second, it provides a bound on the ℓ 2 -estimation error of each iterate generated by Algorithm 1. As such, one can terminate Algorithm 1 at any iteration and still has a guarantee on the quality of the estimator.
To further illustrate the usefulness of Theorem 1, recall from Facts 1 and 3 that the ℓ 2 -estimation errors of the initial point v C and the global maximizers of Problem (QP) are bounded above by . This implies that any accumulation point z ∞ generated by Algorithm 1 satisfies
which matches the bound on the ℓ 2 -estimation error of any global maximizer of Problem (QP). Furthermore, if we let α → ∞, which can be interpreted as using the update
for k = 0, 1, . . .. In this case, our bound is even better than that in Fact 3 when k is sufficiently large. Next, we present our result on the ℓ ∞ -estimation errors of the iterates:
Under the same assumptions as Theorem 1, the sequence of iterates {z k } k≥0 generated by Algorithm 1 satisfies
and µ, ν are given in (4) , so that γ/µ < 1.
To prove Theorems 1 and 2, we need the following technical results:
Proof. Without loss of generality, we may assume that z = 1. By definition of w |w| , it suffices to show that for j = 1, . . . , n,
The above inequality holds trivially if w j = 0. Hence, we may focus on the case where w j = 0. We claim that
To prove this, observe that |re iφ − 1| 2 = r 2 − 2r cos φ + 1. Thus, we have arg min
Now, for φ ∈ [ 
On the other hand, for φ ∈ [0,
, we use the half-angle formula and (5) to get
Combining the above two cases, the proof is completed.
Proposition 2. Let {z k } k≥0 be the sequence of iterates generated by Algorithm 1 with α > 0. For q ∈ [1, ∞] and k = 0, 1, . . ., define
Then, for any r ∈ C and k ∈ {0, 1, . . .}, we have
where
Proof. Consider a fixed k ∈ {0, 1, . . .}. By definition, we have
Since
, it follows from Proposition 1 that for any r ∈ C \ {0},
Since the above inequality holds for all r ∈ C \ {0}, by taking r → 0, we see that it holds for r = 0 as well.
We are now ready to prove Theorems 1 and 2.
Proof of Theorem 1. We prove by induction that for k = 0, 1, . . ., the following inequalities hold:
Indeed, by the definition of ǫ 0 , Fact 1, and the assumption that ∆ op ≤ n 16 , we have ǫ
2 . This implies that
where the last inequality follows from the fact that z (which is well-defined) and q = 2 in Proposition 2 and using (8), we have
Now, suppose that (6) and (7) hold for some k ≥ 0. By the inductive hypothesis and the assumption that ∆ op ≤ n 16 and α ≥ 2, we have
Using the same argument as the derivation of the inequality (8), we have
8 . Hence, following the same derivation as the inequality (9), we obtain
. This completes the inductive step.
To complete the proof of Theorem 1, it remains to unroll (7) and use Fact 1. and using Theorem 1, we compute
Since α ≥ 2, we have γ ∈ (0, 1) and
It follows from (10) that
This completes the proof.
By specializing the above results to the Gaussian noise setting, we obtain the following corollary: Corollary 1. Suppose that the measurement noise ∆ takes the form ∆ = σW , where σ 2 > 0 is the noise power satisfying σ ∈ 0, √ n 48 and W ∈ H n is a Wigner matrix. Suppose further that the step size α satisfies α ≥ 2 and the initial point z 0 is given by z 0 = v C . Then, with probability at least 1 − 2n −5/4 − 2e −n/2 , the sequence of iterates {z k } k≥0 generated by Algorithm 1 satisfies
Proof. By [2, Proposition 3.3], we have W op ≤ 3 √ n and W z ⋆ ∞ ≤ 3 √ n log n with probability at least 1 − 2n −5/4 − 2e −n/2 . The result then follows by combining these estimates with the bounds in Theorems 1 and 2.
Note that by Fact 1 and [2, Proposition 3.3], we have d 2 (z 0 , z ⋆ ) ≤ 24σ with high probability. Hence, for α > 4 and k sufficiently large, the bound on the ℓ 2 -estimation error will be strictly less than 12σ, which is better than that obtained from Fact 3 for any maximum likelihood estimator (which is a global maximizer of Problem (QP)) of the target phase vector z ⋆ . Furthermore, for k = 0, 1, . . .,
for some constants c 1 , c 2 > 0 and τ ∈ (0, 1). This shows that the expected squared ℓ 2 -estimation errors of the iterates generated by Algorithm 1 are all on the order of σ, which matches the Cramér-Rao bound developed in [4] . It is worth noting that the above conclusions hold even when the noise level is σ = O(n 1/2 ), which is the least restrictive among similar results in the literature; cf. [2, 3] . Our result explains in part the excellent numerical estimation performance of the GPM observed in [3] even when the noise level is close to O(n 1/2 ).
Convergence Rate of the GPM
Although the results in the previous section show that Algorithm 1 generates increasingly accurate (in the ℓ 2 and ℓ ∞ sense) estimators of the target phase vector z ⋆ , they do not shed any light on its convergence behavior. On the other hand, recall from Fact 2 that the sequence of iterates generated by Algorithm 1 will converge to a global maximizer of Problem (QP) under suitable assumptions on the measurement noise ∆ and step size α. However, it does not give the rate of convergence. In this section, we prove that under weaker assumptions than those of Fact 2, both the sequence of iterates and the associated sequence of objective values generated by Algorithm 1 will converge linearly to a global maximizer and the optimal value of Problem (QP), respectively. Specifically, we have the following result: 
for k = 0, 1, . . ., where a > 0, λ ∈ (0, 1) are quantities that depend only on n and α, andẑ is any global maximizer of Problem (QP). √ log n). Second, Theorem 3 is more quantitative than Fact 2 in the sense that it also gives the rate at which Algorithm 1 converges. Consequently, we resolve an open question raised in [3] .
The proof of Theorem 3 consists of two main parts. The first, which is the more challenging part, is to establish the following error bound for Problem (QP). Such a bound provides a computable estimate of the distance between any point in a neighborhood of z ⋆ and the set of global maximizers of Problem (QP), which could be of independent interest. Proposition 3. Let Σ : T n → H n and ρ : T n → R + be defined as
Before we prove Proposition 3, several remarks are in order. First, recall from Fact 3 that every global maximizerẑ of Problem (QP) satisfies
. Together with Proposition 3, this shows that up to a global phase, Problem (QP) has a unique global maximizer. Second, the proof of Theorem 1 reveals that the sequence of iterates {z k } k≥0 generated by
. Thus, the error bound in Proposition 3 applies to the entire sequence {z k } k≥0 . Third, since every global maximizerẑ of Problem (QP) is a second-order critical point, we have ρ(ẑ) = 0 by Fact 4. Proposition 3 shows that the converse is also true. Hence, we can view ρ as a surrogate measure of optimality and use it to keep track of Algorithm 1's progress.
Proof of Proposition 3. Since
it suffices to establish an upper bound on (Σ(z) − Σ(ẑ))z 2 and a lower bound on Σ(ẑ)z 2 . Towards that end, recall that
and letθ = arg min
First, we bound
where the last equality follows from (13) . Moreover, by definition ofθ
H (e −iθ z −z) be the projection of e −iθ z −z onto the orthogonal complement of span(z). Then, similar to the derivation of (21), we have
Moreover, following the derivations of (22) and (23), we have
Upon putting together (24)- (28), we obtain
, and α ≥ 4. This completes the proof.
Recall that a global maximizer of Problem (QP) is a second-order critical point. Now, under the assumptions of Proposition 4, we know that every secondorder critical pointz of Problem (QP) satisfies
2 ; see Fact 4. Thus, Proposition 4 shows that every second-order critical point of Problem (QP) is also a global maximizer, which is unique up to a global phase. This gives an alternative proof of [3, Theorem 4] with a less restrictive requirement on ∆z
It remains an open question to determine whether the conclusion of Proposition 4 still holds under the same noise requirement as Proposition 3. Now, let us proceed to the second part of the proof of Theorem 3. Our goal is to prove the following proposition, which elucidates the key properties of Algorithm 1:
Under the assumptions of Theorem 3, the sequence of iterates {z k } k≥0 generated by Algorithm 1 satisfies the following for k = 0, 1, . . ., where a 0 , a 1 , a 2 > 0 are quantities that depend only on n and α, andẑ is any global maximizer of Problem (QP):
Proof. We begin by proving (a). Recalling thatC = C + n α I, we have
This follows from the fact that
is a real number and z k+1 ∈ arg max
Hence, by the assumption on α, we have
where both (29) and (30) follow from Fact 4. Now, observe that
where (31) follows from (23) and the fact that (z ⋆ )(z ⋆ ) H op = n, (32) follows from (17) and Fact 3, and (33) is due to the assumptions on α, ∆ op , and ∆z ⋆ ∞ . Hence, we conclude that
for some a 1 ∈ (0, 3n). Lastly, we prove (c). By definition of z k+1 , we have
It follows that
Now, recall from the proof of Theorem 1 that
where the last inequality is due to the assumptions on α, ∆ op , and ∆z
for some a 2 ∈ 0,
Armed with Propositions 3 and 5, we are now ready to prove Theorem 3.
Proof of Theorem 3. By Propositions 3 and 5, we have 
with a = and the initial point z 0 is given by z 0 = v C . Then, with probability at least 1 − 2n −5/4 − 2e −n/2 , the sequence of iterates {z k } k≥0 generated by Algorithm 1 satisfies
for k = 0, 1, . . ., where a > 0, λ ∈ (0, 1) are quantities that depend only on n and α, andẑ is any global maximizer of Problem (QP).
Corollary 2 shows that in the Gaussian noise setting, Algorithm 1 will converge to a global maximizer of Problem (QP) at a linear rate with high probability for noise level up to σ = O(n 1/4 ). This matches the noise level requirement for the tightness of the SDR-based method established in [2, Theorem 2.1]. As the GPM typically has lower complexity than the SDR-based method in tackling Problem (QP), we see that the former is competitive with the latter in terms of both theoretical guarantees and numerical efficiency.
Conclusion
In this paper, we conducted a comprehensive analysis of the estimation and convergence performance of the GPM for tackling the phase synchronization problem. First, under the assumption that the measurement noise ∆ satisfies ∆ op = O(n), we established bounds on the rates of decrease in the ℓ 2 -and ℓ ∞ -estimation errors of the iterates generated by the GPM. As a corollary, we showed that in the Gaussian noise setting (i.e., ∆ = σW , where σ > 0 is the noise level and W is a Wigner matrix), the expected squared ℓ 2 -estimation errors of the iterates are decreasing and all are on the same order as that of the MLE even when the noise level is σ = O(n 1/2 ). The above result holds regardless of whether the iterates converge or not and yields the best provable bound on the estimation error of any accumulation point generated by the GPM under the least restrictive noise requirement currently known. Second, we showed that when the measurement noise ∆ and target phase vector z ⋆ satisfy ∆ op = O(n 3/4 ) and ∆z ⋆ ∞ = O(n), the GPM will converge linearly to a global maximizer of Problem (QP). This not only resolves an open question in [3] concerning the convergence rate of the GPM but also improves upon the noise requirement ∆ op = O(n 2/3 ) and ∆z * ∞ = O(n 2/3 √ log n) that is imposed in [3] to establish just the convergence of the GPM. Our result implies that in the Gaussian noise setting, the GPM will converge linearly to a global maximizer of Problem (QP) in the noise regime σ = O(n 1/4 ). This is the same regime for which the computationally heavier SDR-based method in [2] is provably tight. To establish our convergence rate result, we developed a new error bound for the non-convex problem (QP). As a by-product, we showed that every second-order critical point of Problem (QP) is globally optimal if ∆ op = O(n 2/3 ) and ∆z * ∞ = O(n). This slightly improves upon the corresponding result in [3] . An interesting future direction would be to extend the GPM and the machinery developed in this paper to design and analyze first-order methods for other (non-convex) quadratic optimization problems.
