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Previous methods for the evaluation of the exfoliation of two-dimensional (2D) layered materials
have drawbacks in computational efficiency and are unable to describe cases with semi-infinite
substrates. Based on a Green’s function surface (GFS) model, here we develop an approach
to efficiently determine the tendency of exfoliation of 2D materials from their bulk crystals or
semi-infinite substrates. By constructing appropriate surface configurations, we may calculate
the exfoliation energy more precisely and quickly than the traditional way with the slab model.
Furthermore, the GFS approach can provide angle-resolved photoemission spectroscopy (ARPES)
of surface systems for direct comparison with experimental data. Our findings indicate that the
GFS approach is powerful for studies of 2D materials and various surface problems.
I. INTRODUCTION
Since the successful preparation of graphene [1], lots
of 2D monolayers (MLs) have been predicted, and many
of them have been synthesized. Typical 2D MLs such as
h-BN [2], silicene [3, 4], phosphorene [5–8], borophene
[9–12], transition metal sulfides [13–16], MXene [17,
18], stanine [19], antimonene [20], g-C3N4[21, 22], and
ferromagnets (e.g., CrX3, Fe3GeTe2, and GdAg2) [23–
28], have been extensively explored. The versatile
properties of these 2D materials are promising for
diverse applications such as superconductors, spintronic
or topotronic films, and electrodes in lithium-sulfur
batteries. At the present stage, the ways to prepare 2D
materials can be generally classified into two categories:
top-down approaches and bottom-up approaches. The
first way is to cleave sheets of layered materials, using
various exfoliation techniques [1, 29–31]. The other
way is to grow them on appropriate substrates through
chemical reactions with specific precursors, including the
chemical vapor deposition (CVD) [32] and wet-chemical
syntheses [33].
The most critical step to get high quality free-standing
2D materials is to exfoliate them from their van der
Waals(vdW) layered crystals or from substrates. A
crucial criterion for the feasibility of exfoliating 2D
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FIG. 1. (a) Schematic of the Green’s function surface model
for calculating the exfoliation energies. I (III) is the original
(remaining) structure, and II is the exfoliated layer. N b and
N S refer to the numbers of atomic layers in the bulk and
surface regions, respectively. (b) Boundary conditions of the
Green’s function surface model.
materials is the exfoliation energy (EE), which is the
key to determine if the material can be separated easily
in experiments. EEs are typically calculated through
density functional theory (DFT) approaches, mostly
using the slab model with a finite number of atomic
layers (see Supplemental Material [34]). Approximations
such as neglecting possible lattice relaxation of exfoliated
layers and the remaining interaction through thin slabs,
make results less reliable. Expansion of slab thickness or
2supercell size makes calculations expensive. Recently, it
was shown that the EE of a given material is equal to
the energy difference between a single isolated layer and
its bulk (per layer) [35], which can somewhat reduce the
computational cost. It is desired to find a general and
efficient approach to more reliably determine EEs of 2D
materials, especially from semi-infinite substrates.
In this paper, we propose that the exfoliation energies
of 2D monolayers or few-layers, either from their bulk
crystals or from semi-infinite substrates, can be evaluated
by a Green’s function approach [36, 37]. As exfoliating
a certain 2D material from its bulk or a thick sample,
one may mimic the process using a periodic unit-cell (see
Fig. 1(a)). Compared to the slab method, this greatly
reduces the number of atoms in DFT calculations and can
be employed to evaluate the exfoliation of more complex
cases and thick substrates.
II. METHOD
All calculations of this work are performed by using
the density functional theory and the Green’s function
methods, as implemented in the Atomistix Toolkit
code [38–41]. The exchange and correlation effects of
electrons are described with the spin-polarized GGA-
PBE functional [42, 43]. The core electrons of all atoms
are represented by the optimized Norm-Conserving
Vanderbilt pseudo-potentials [44]. Linear combinations
of atomic orbitals (LCAO) basis sets are employed to
expand the wave-functions of valence electrons. A real-
space grid density that is equivalent to a plane-wave
kinetic energy cutoff of 100 Ha is adopted. The 21×21×1
Monkhorst-Pack k -point grids are used for the Brillouin
zone sampling for the slab structures and the Green’s
function surfaces (GFSs). For the bulk region of the
GFS structures, the k -point grids are 21×21×100, to
make sure that electronic structures of the bulk and
surface regions match well. The total energy tolerance
and residual force on each atom are less than 10−6 eV
and 0.01 eV/A˚ in the geometry relaxation, respectively.
A vdW correction (DFT-D2) is also employed in the
calculations [45].
III. RESULTS AND DISCUSSION
For the traditional slab model, the EE is defined as the
difference between the ground-state energy of a N -layer
thick slab, the exfoliated layer and the remaining (N-
1)-layer slab [46–48]. The central bulk region should be
thick enough to obtain a convergent result. For the GFS
model (see Fig. 1(a)), the surface region contains a few
layers of a 2D material (or plus several substrate layers),
and the bulk region described by a periodic unit-cell is
semi-infinite along the negative c axis. The electronic
structures across the bulk-surface boundary are matched
using the Green’s functions. The Hamiltonian matrix of
this semi-infinite system can be described as
HKS =


. . .
...
...
...
...
... V†BB HB VBB 0
... 0 V†BB HB VBS
... 0 0 V†BS HS

 , (1)
where HS and HB denote the Hamiltonians of the
surface and semi-infinite bulk regions, respectively. VBB
and VBS are the coupling matrices which describe
the interaction between the principal layers of the
semi-infinite bulk part and between the bulk-surface
interface, respectively. The electronic structures of these
surface systems can be determined by solving the Kohn-
Sham and Poisson equations within the three different
boundary conditions (BCs) along the c axis (see Fig.
1(b)) [37, 49]. The bulk region is periodic towards the
negative c axis, and the bulk-surface interface adopts
a Dirichlet BC. The Neumann BC is used at the top
vacuum boundary, but we found that the Dirichlet
BC gives almost the same results. These boundary
conditions are often employed in studies of semi-infinite
surface configurations or two-probe systems [37, 49].
As shown in Fig. 1(a), the EE is described as the
energy difference between the original structure (I), the
exfoliated layer (II), and the remaining structure (III).
Namely, the exfoliation energy (per unit area) E exf is
defined as
Eexf = (EII + EIII −EI)/A, (2)
where A refers to the in-plane area of the surface unit-
cell. More details are given in the Supplemental Material
[34].
To examine the reliability of this GFS model for
evaluating the exfoliation energies, we first apply it
to some well-known 2D materials: graphene, h-BN,
transition metal sulfides, and chromium trihalides. We
systematically study two cases of exfoliations from their
bulk crystals and from a substrate. For the first case,
we calculate the EEs of monolayer (E exf (1)) and few-
layer (E exf (n)), respectively. For the second case, we take
the exfoliation of graphene from a Ni(111) surface as an
example, which is often adopted to prepare graphene.
Fig. 2(a) shows the monolayer EEs of graphene, h-
BN, and MoS2, calculated by the slab and GFS methods.
To overcome the size effect, we examine the EEs with a
N S from 5 to 9 layers. These two methods give almost
the same results, indicating the reliability of the GFS
model. For instance, the calculated EE of graphene is 35
meV/A˚2, which is close to the experiment-based value
29 meV/A˚2 [50] and better than the plane-wave result
(21 meV/A˚2) [35]. The required computation time for
the exfoliation energy of the GFS method is a few times
shorter than that of the slab method (see Fig. 2(a)).
3FIG. 2. (a) The monolayer exfoliation energies (per area)
versus N S of graphene, h-BN, and MoS2 obtained by the
traditional slab and Green’s function surface methods, and
the ratio of the required time for computing the monolayer
exfoliation energy by the slab method to that by the GFS
method. (b) The EEs of MX2. (c) n-layer EEs of various 2D
materials obtained by the GFS model.
The speed-up is more significant as the N S increases.
It is even as high as ten times for the MoS2. Our
calculated EEs of graphene, h-BN, and MoS2 have the
same trend to the plane-wave results [35], i.e., EE(h-
BN) > EE(graphene) > EE(MoS2). Moreover, it is found
that the EEs of transition metal dichalcogenides MX2 (M
= Mo and W, X = S, Se, and Te) show the rules that
EE(MoX2) > EE(WX2) and EE(MS2) < EE(MSe2) <
EE(MTe2), as shown in the Fig. 2(b).
We further evaluate the (n > 1) EEs of n-layer 2D
materials by the GFS model. Taking graphene, h-BN,
and MoS2 as the samples, their n-layer EEs E exf(n) can
also be calculated by Eq. (2), while now E II refers to
the energy of exfoliated n-layer film. The E exf (n)(see
Fig. 2(c)) are larger than their ML EEs E exf (1) due
to the stronger interaction with the bulk underneath,
consistent with the recent report [35]. This indicates that
it is easiest to exfoliate a ML from the bulk according to
the exfoliation energy.
FIG. 3. (a) Side and (b) top views of graphene deposited on
Ni(111) surface. Hartree difference potential obtained by (c)
the slab and (d) Green’s function surface methods. The red
atoms of surface structures in (c) and (d) refer to the ghost
atoms. (e) WFs versus the number of metal layers calculated
with the slab and GFS methods.
Recently, the chromium trihalides CrX3 (X = Cl, Br,
and I) have become a hotspot due to their intrinsic
magnetic semiconductor features [23–25], all of which
exhibit a strong intralayer ferromagnetic coupling. While
the interlayer coupling shows ferromagnetic for CrBr3
and CrI3, it is anti-ferromagnetic for CrCl3[51]. Their
MLs and few-layers can be prepared by means of
mechanical exfoliation [23, 25]. In this work, we perform
the spin-polarized calculations and obtain EEs of the
interlayer ferromagnetic CrBr3 and CrI3 by the GFS
model (see Fig. 2(c)).The EEs of CrI3 are close to that of
MoS2, and twice as large as that of CrBr3. This suggests
that the CrBr3 is more easily exfoliated than CrI3 due to
its weaker interlayer interaction.
Another approach widely adopted to prepare 2D
materials is the CVD method. Taking graphene as
an example, it is often grown on a Ni(111) surface
because its lattice matches well with that of graphene
[52, 53]. The C atoms are favorably adsorbed on the
three-fold hollow sites of Ni(111) surface (see Figs. 3(a)
and 3(b))[54]. Our optimized lattice parameter a of
graphene-Ni(111) system is 2.48 A˚ with a height (h)
of 2.89 A˚. In the following, we further investigate the
exfoliation of monolayer and few-layer graphene from a
semi-infinite Ni(111) surface.
Before calculating the EEs of graphene-Ni systems, we
first demonstrate the effectiveness of the GFS approach
for the determination of work function (WF) of Ni surface
[55]. The WF is a fundamental feature of metal surfaces,
and is defined as the difference between the invariable
Hartree difference potential (∆V H) in the vacuum and
the chemical potential µ, i.e., WF = ∆V H − µ. A
4ghost atom technique is adopted (see Figs. 3(c) and
3(d)) here and additional LCAO basis sets are positioned
above the surface, to accurately describe the decay of
surface charge densities into vacuum. One ghost atom is
enough for the Ni (111) surface to obtain a convergent
WF according to our test results (see Supplemental
Material [34]). Note that the slab structure is a finite
system and has a finite number of electrons. The total
number of electrons change as transferring charge from
a molecule to the surface (or the other way around).
Hence, the chemical potential of the electrons in the
slab also changes. Significantly, the GFS approach can
completely alleviate this spurious effect through coupling
the surface to an infinite electron reservoir (bulk region)
at an invariable chemical potential.
Figures 3(c) and 3(d) show the basic difference between
the GFS and slab models for WF calculations, as
the GFS-calculated Ni(111) surface region is perfectly
matched to its bulk region. The WF calculations
are quite time-consuming for the slab model due to
slow convergence versus the thick atomic layers. The
Neumann and Dirichlet BCs are imposed on the left and
right sides of the slab in the calculations, respectively.
The ∆V H is zero in the vacuum on the right side of
the slab (see Fig. 3(c)), and the slab-calculated WF is
described as WFslab =− µslab. For the GFS model, we
adopt the Neumann and Dirichlet BCs in the vacuum and
bulk-surface interface, respectively. On this occasion, the
µ of the bulk region represents the entire surface system,
thus the GFS-calculated WF is obtained by WFGFS =
∆V H− µbulk.
Figure 3(e) shows how the Ni(111) WF obtained by
the slab (GFS) approach converges versus the atomic
monolayer numbers in the slab (surface region). It
demonstrates that rather thick slabs are required to
converge the WF, but the GFS-calculated WF hardly
depends on the thickness of surface region and converges
fast to 5.20 eV, closer to the experimental data 5.35 eV.
This is because the GFS-calculated surface states are well
coupled to the bulk region, suggesting the bulk states are
correctly taken into account in an accurate manner for
the surface region with any thickness.
After obtaining a good description of the WF of
Ni(111) surface using the GFS model, we next explore
the exfoliation of ML and few-layer (nL) graphene from
the same semi-infinite Ni substrate. These nL graphene
plus Ni substrate systems are labeled as nL-Ni, as shown
in Fig. 4. The results show a trend that the energy cost
gradually decreases as the n-layer graphene is completely
exfoliated from the same Ni substrate (see the green
dashed line A). This is because more interlayer coupling
of graphene weakens the graphene-Ni interface coupling,
which is stronger than the interlayer coupling of graphene
based on the higher 1L-Ni exfoliation energy. In addition,
it is found that it is easiest to exfoliate a graphene ML
(1L) as a tri-layer graphene (3L) is absorbed on the Ni
substrate (see the red dotted line B). More importantly,
we find a rule that it always has the lowest energy to
FIG. 4. The graphene-nL layer (from 1 to n) exfoliation
energies (per area) of nL-Ni structures (see the inset).
exfoliate (n-1)-layer graphene from a nL-Ni system (see
the blue circle). The main reason for this is that the
graphene-Ni has a stronger interface interaction than
that across graphene layers (see Fig. 2(a) and the 1L-Ni
of Fig. 4). These findings suggest that one can obtain the
free-standing graphene ML from Ni(111) surface through
a two-step exfoliation approach. Namely, the first step is
to exfoliate n-1 layers, and the second is to exfoliate the
remaining monolayer.
Additionally, within the framework of GFS model, the
angle-resolved photoemission spectroscopy can be well
produced through calculating the spectral function of
surface systems (see Supplemental Material [34]), which
is one of the most important and direct methods of
getting insights into the surface electronic structures
of solids [56]. Some attempts have been made to
simulate the ARPES, such as a one-step model based
on the coherent potential approximation alloy theory
[57, 58], and direct calculations from the energy-
momentum dispersion and site-projected character [59].
Significantly, the DFT-based GFS approach can produce
more reliable and clearer ARPES. In addition, the
GFS model can deal with homogeneous crystals as well
as complicated inhomogeneous structures, whereas the
latter is difficult to obtain through the Wannier function
approach [60–62].
The GFS-calculated ARPES of graphene-Ni systems
are shown in Fig. 5. Our results of ARPES of the
1L-Ni (see Fig. 5(a)) show a good agreement with the
experimental data [63]. Figures 5(b) and 5(c) show the
ARPES of pristine Ni(111) and projected 1L-Ni in the
graphene, respectively. The valence states of graphene
are mostly submerged into the Ni substrate due to its
stronger metallic nature. In addition, it is found that
the conductive band moves towards the Fermi level(EF)
in the path of Γ-M(CΓM) and has a pronounced bending
along the M-K(CMK) route which causes a bandgap
to appear for the graphene, according to its projected
5FIG. 5. ARPES of nL-Ni systems obtained by the Green’s function surface approach. (a) 1L-Ni. (b) Pristine Ni(111) surface.
(c) Projected ARPES of 1L-Ni in the graphene. (d) Pristine graphene band. (e)-(h) 2L-Ni to 5L-Ni. The EF is moved to zero.
ARPES (see Fig. 5(c)) and band structures (see Fig.
5(d)). This is because that the strong arched conduction
states of Ni(111) surface (along M-K) cause the band
bending of graphene. It demonstrates that the graphene
and Ni(111) have a strong coupling, causing higher EE
with respect to that from the graphene bulk. For the
case of nL-Ni systems (see Figs. 5(e) to 5(h)), more
conduction states of graphene can be observed, all of
which move towards the EF in the path of Γ-M and
bend along the M-K route due to the coupling with
Ni substrate. These are consistent with their real-space
local density of states projected on each surface structure
(see Supplemental Material [34]), i.e., a large energy gap
appears above the EF for the projection of graphene due
to the graphene-Ni interface coupling. Therefore, the
GFS approach is one effective solution to produce the
ARPES that can be compared directly to experimental
data and unveil some important geometric and electronic
structure features of certain 2D materials.
IV. CONCLUSION
In summary, we propose a Green’s function surface
approach for studies of the exfoliation of ultrathin
2D layered materials either from their bulk crystals
or from semi-infinite substrates. This approach has
many significant advantages over previous methods. It
includes, but is not limited to, the following aspects: 1)
One can construct more realistic surface structures of
exfoliating certain 2D material based on the GFS model,
such as using a periodic unit-cell to describe its bulk
crystal or thick sample. 2) It converges very fast with the
number of atoms in model reduces computational cost.
3) More accurate work function of metal surface can be
obtained by the GFS approach, and the exfoliation of
2D materials from semi-infinite substrates can be well
described in a more realistic environment. Moreover,
the GFS approach can be employed to produce the
ARPES of surface systems, and is useful to examine
the geometric and electronic structure features of 2D
materials through comparison with experimental data.
Our results demonstrate that the GFS model is powerful
for studies of exfoliation issues and surface problems.
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