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The primary objective of this research is to develop techniques to characterize 
hydraulic fractures and fracturing processes using acoustic emission monitoring based on 
laboratory scale hydraulic fracturing experiments. Individual microcrack AE source 
characterization is performed to understand the failure mechanisms associated with small 
failures along pre-existing discontinuities and grain boundaries. Individual microcrack 
analysis methods include moment tensor inversion techniques to elucidate the mode of 
failure, crack slip and crack normal direction vectors, and relative volumetric 
deformation of an individual microcrack. Differentiation between individual microcrack 
analysis and AE cloud based techniques is studied in efforts to refine discrete fracture 
network (DFN) creation and regional damage quantification of densely fractured media. 
Regional damage estimations from combinations of individual microcrack analyses and 
AE cloud density plotting are used to investigate the usefulness of weighting cloud based 
AE analysis techniques with microcrack source data. Two granite types were used in 
several sample configurations including multi-block systems. Laboratory hydraulic 
fracturing was performed with sample sizes ranging from 15 × 15 × 25 cm
3
 to 30 × 30 × 
25 cm
3
 in both unconfined and true-triaxially confined stress states using different types 
of materials. Hydraulic fracture testing in rock block systems containing a large natural 
fracture was investigated in terms of AE response throughout fracture interactions. 
Investigations of differing scale analyses showed the usefulness of individual microcrack 
characterization as well as DFN and cloud based techniques. Individual microcrack 
characterization weighting cloud based techniques correlated well with post-test damage 
evaluations.   
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CHAPTER 1  
INTRODUCTION 
The development of microcrack and fracture coalescence acoustic emission 
techniques requires an introduction into the main concepts of hydraulic fracturing, current 
state of fracture characterization, and an in depth understanding of acoustic emission 
analyses. The following sections will provide this background for the development of the 
acoustic emission methodologies.  
1.1 Background 
Hydraulic fracturing in low permeability rock is common in many hydrocarbon 
and enhanced geothermal systems reservoirs. Fracture complexity and/or fracture 
network generation is desired to create a dense hydraulically conductive pathway 
reaching as many isolated hydrocarbon-rich pores as possible. Introducing hydraulic 
fractures in oftentimes complex environments of stress and rock structure makes 
predictions of hydraulically connected and accessed fractures difficult. Although 
economic amounts of hydrocarbons can be reached, much of the rock very near the 
fractures, and sometimes within the network, is not accessed because of the very low 
permeability of the source rock. Predictions of induced and activated natural fracture 
geometries are important for determining stimulation effectiveness, geometry of the 
connected reservoir structure, drainage predictions, and provide a useful metric for 
stimulation procedure alteration for future treatments in similar formations or fields. 
Throughout the hydraulic fracturing process, stress concentrations are induced in the rock 
structure, which can cause micro failures within the bulk material and along pre-existing 
discontinuities, grain boundaries, and bedding planes in oftentimes larger regions of rock 
than the eventual hydraulic fracture. The geometry and rate of microcracking occurring 
during the formation of the coalesced hydraulic fracture depends greatly on the 
mechanical properties of the source material, the presence of discontinuities, in-situ stress, 
loading rate, and frequency of loading (Tutuncu, et al., 1998a; Tutuncu et al., 1998b). 
Regardless of whether or not discontinuous features exist near hydraulic fractures, 
microcracking in the region adjacent to the fracture face can alter the mechanical 
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response of the material in that region. For instance, if observed microcracks are 
volumetric-reduction type events (i.e., pore collapse or natural fracture closure), the 
permeability in that region will be reduced because of the reduction in pore size, quantity, 
and connectivity. Thus, characterizing the microcracking surrounding the coalesced 
fracture face is just as important as locating and understanding the coalesced fracture 
network attributes, especially in terms of understanding the state of the damaged zone of 
the material prior to any production operations. This information provides a starting point 
for mechanical and petrophysical property change estimation resulting from pore pressure 
depletion operations, rather than using original virgin material properties as the starting 
point for production analysis of reservoir materials.  
Hydraulic fracturing in the field can be monitored and valuable information 
gained regarding the fracturing process and network attributes using several methods 
including fluid pressure and flow monitoring, microseismic sensing, tilt-meter mapping, 
fiber optic distributed temperature sensing (DTS), fiber optic distributed strain sensing 
(DSS), fiber optic distributed acoustic sensing (DAS), radioactive tracer monitoring, and 
others. At the field scale, each monitoring method provides small pieces of the hydraulic 
fracture network but cannot describe the full fracture network at many hundreds or 
thousands of meters beneath the ground surface. Field monitoring also only provides 
insight into the macro-scale fracture geometries and network, and does not provide 
information regarding microcracking surrounding the coalesced fracture networks. 
Integration of these field data sets is regularly performed to constrain the uncertainty 
associated with the induced fracture network. For instance, microseismic monitoring can 
be combined with DTS to provide an image of wellbore connectivity to the observed 
microseismic events away from the wellbore. This data integration is performed by 
observing the sharp temperature declines along the wellbore from DTS to determine 
which perforation clusters are accepting fluid. Then, connections can be assumed 
between the perforations accepting fluid and the microseismic activity away from the 
wellbore for a refined map of connected fractures. Such data integration is of high 
importance when uncertainty due to observation distance is great.  
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Microseismic observations provide source locations of individual fractures 
occurring within an observable frequency bandwidth, on the scale of approximately 1 
meter or larger (Eisner et al., 2013; Warpinski, 2009). Although these observations can 
sometimes provide a substantial amount of fracture data, they are limited in observation 
to energy released in a specified wave frequency. It is estimated that much of the fracture 
deformation and energy release throughout a hydraulic fracturing treatment is aseismic 
(Maxwell et al., 2009; Maxwell and Rutledge, 2013). Though microseismic observations 
do not provide the entire story behind a hydraulic fracturing treatment, they often do 
provide significant numbers of located fracture events in which further analysis can be 
performed. 
It has become desirable to understand the hydraulic fracturing process in terms of 
characterizing microcrack sources, determining coalesced fracture networks, and 
determining rock property changes due to microcracking not associated with the 
connected and coalesced fracture network. All three types of characterizations are 
important when analyzing production curves, where connected hydraulic fractures and 
the volume of rock containing them directly corresponds to the first peak production and 
the induced microcracks surrounding the coalesced hydraulic fractures and subsequent 
mechanical and petrophysical property change can be associated with the slower long-
term decline of production. 
Fracture observations at the laboratory scale can provide valuable input into the 
field scale hydraulic fracturing investigations. Laboratory scale rock fracture testing not 
only provides critical strength and behavior criteria for hydraulic fracture design, but also 
can illuminate the fracture evolution processes that exist throughout the entire hydraulic 
fracture network that cannot otherwise be monitored at the field scale. For instance, 
microcracking surrounding major hydraulic fractures cannot be observed at field scale, 
but can be replicated in the laboratory and can provide valuable information on the 
alterations to the rock structure, strength and behavior.  
Brittle rock fracture has been extensively studied at the laboratory scale using 
destructive and non-destructive evaluation techniques (Hoek, 1968; Mogi, 1972; Mogi, 
2007; Einstein & Dershowitz, 1990). One of the most well known non-destructive 
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techniques used for monitoring and analyzing fractures is acoustic emission. Acoustic 
emission is synonymous with microseismic monitoring. 
1.2 Literature Review 
Rocky materials contain many randomly oriented zones of potential failure in the 
form of grain boundaries and natural mineral cleavage pathways (Hoek, 1968). From 
Hoek (1968), and Griffith (1921, 1924), the randomly oriented flaws are approximately 
elliptical in shape, as seen in Figure 1.1. Tensile fractures can initiate from the boundaries 
of these elliptical flaws under compressive stress conditions.  
 
Figure 1.1 Stress acting on elliptical flaws in rock (Hoek, 1968). 
Large numbers of these randomly oriented elliptical flaws can be progressively 
failed in tension or shear under increasing stress conditions. As stress continuously 
increases, the failure of many of the randomly oriented elliptical flaws will eventually 
coalesce into a macro scale zone of damage and progress further into large fractures. The 
process from randomly oriented failures coalescing into larger fractures has been 
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extensively studied at the laboratory scale, especially with non-destructive techniques 
including acoustic emission (Shah & Labuz, 1995; Shiotani et al., 2014; Shigeishi, 2001; 
Mogi, 2007).  
Acoustic Emission 
Acoustic emission (AE) refers to the generation of transient elastic waves in a 
material caused by the sudden occurrence of fractures or frictional sliding along 
discontinuous surfaces (Collaboration for NDT Education, 2011; Mogi, 2007). Typically, 
the release of stress in the form of an elastic wave is a result of permanent damage caused 
within the source material, such as crack initiation. Although the emission of elastic 
waves typically refers to a system with permanent damage, AE monitoring is considered 
a non-destructive technique because it passively monitors the processes. AE is often used 
to detect a failure or fracture at an early stage of damage, long before a structure or 
material completely fails (Grosse & Ohtsu, 2010). AE sources can have a wide variety of 
characteristics and can typically be divided into continuous and burst type signals. 
Friction in rotating bearings, cutting, and welding provide sources that are considered 
continuous. Source location of continuous AE is generally more difficult than burst type. 
Most AE analysis techniques are best suited for burst type signals (Grosse & Ohtsu, 
2010). Figure 1.2 shows the difference between continuous and burst AE.  
 
Figure 1.2 Example of burst type (left) and continuous type (right) AE. 
AE testing illuminates microcracking and relatively small failures in a material 
under loading in real-time. This differs from traditional non-destructive testing in that AE 
can observe the flaw generation and evolution process as they occur, rather than mapping 
them post-test or post-loading, as in traditional computed tomography or ultrasonic 
mapping. Although the AE method for determining the initiation and/or propagation of 
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flaws or friction processes is telling, a disadvantage of the AE method is that a particular 
test or microcrack is not perfectly reproducible due to the nature of the signal source, e.g. 
the sudden and sometimes random formation of a crack (Grosse & Ohtsu, 2010). This is 
especially true in AE observations of geologic materials. 
AE and microseismicity are two terms for the same phenomena where localized 
strain energy is spontaneously released from a stressed medium. This phenomena occurs 
throughout several fields and therefore has been studied independently resulting in a 
variety of names including microseismicity, acoustic emission, and elastic shock (Mogi, 
2007). Although AE and microseismicity describe the same phenomenon, they are at 
differing scales, where earthquake ground motion recordings can have waveforms that 
last multiple seconds while AE is generally at a much higher frequency and waveforms 
are typically in the microsecond to millisecond range. Figure 1.3 shows an example of 
two sets of waveforms, one coming from earthquake seismograms, while the other 
coming from acoustic emission response of a pencil lead break test.  
 
Figure 1.3 Example of earthquake waveforms (left) and acoustic emission waveforms 
(right). 
Traditionally, extracting information regarding the AE source has been performed 
with a parameter analysis. To extract parameters from an AE signal, the wave must first 
be defined and measurable; meaning a threshold level of signal noise is set to 
discriminate between an AE signal and a running wave. Wave recordings are terminated 
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by a set time after the threshold crossing occurs. The wave recordings are generated by 
physical phenomena including fracture initiation, propagation or slip/friction on a pre-
existing flaw. AE characteristics, in particular parameter characteristics, have been 
studied to deduce the physical phenomena of their origin. The most common parameters 
obtained from an AE wave recording are hit, count, amplitude, duration, risetime and 
energy. Figure 1.4 shows the signal features. A hit is defined as a signal that exceeds the 
set threshold of the system. This is a single AE wave recorded at a single observation 
point. Multiple hits can be recorded for a single AE source event using several 
observation locations. The count refers to the number of threshold crossings during a 
single AE wave recording, or hit. This parameter greatly depends on the threshold limits. 
Amplitude is the peak signal of the observed AE waveform. This parameter is closely 
related to the magnitude of the AE source. Although the amplitude can be related to the 
magnitude of the AE source event, the amplitude recordings are a convolution of the 
original source-time function, source event signal decaying over distance, sensor 
coupling to the source material, and sensor response. Duration of an AE hit is defined as 
the time between threshold triggering and eventual signal decay below the threshold. 
Risetime is the time between threshold crossing trigger and the maximum amplitude 
recording. The rise time is closely related to the source-time function and has, in the 
literature, been used to discriminate between types of fracture events and reduce low 
signal-to-noise waveforms (Grosse & Ohtsu, 2010). The energy of an event is typically 
measured as the area under the AE signal. This parameter is used to interpret the 
magnitude of the AE event because it is sensitive to both the amplitude and the duration 
of the signal recording (Grosse & Ohtsu, 2010). Additional AE signal parameters are 
shown in Table 1.1. Correlating the parameters discussed in time or by other external 
parameters provides useful insight into the fracture and source behavior, including the 
degree of damage within a material.  
Parameter based AE techniques differ from signal based AE in that parameter 
based AE only select specific parameters from the observed waveform for recording, 
while in signal based AE the entire waveform is recorded and stored. Typically the 
usefulness of the parameter based AE techniques has surpassed the signal based 
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techniques until computer technology advanced enough for fast recording and processing 
of large amounts of data (Grosse & Ohtsu, 2010). 
 
Figure 1.4 AE waveform attributes (Collaboration for NDT Education, 2011). 
Table 1.1 AE parameters 
Additional AE Parameters Definition 
Average frequency Calculated feature. AE count divided by duration, providing 
the average frequency over the entire AE hit.  
Initial frequency Calculated feature. AE count to peak divided by the 
risetime.  
Reverberation frequency Calculated feature. Count minus count to peak divided by 
signal duration minus the risetime. This feature shows the 
frequency of the AE signal post-peak. 
RA value Calculated feature. Derived from the risetime divided by the 
amplitude. This reciprocal of gradient in AE signal waves 
has been used to classify types of cracks 
Frequency centroid Calculated feature. Sum of magnitude times frequency 
divided by a sum of magnitude. This is reported in kilohertz.  
Peak frequency The point in the power spectrum at which the peak 
magnitude is observed, reported in kilohertz.  
 
 9 
Parameter based AE techniques and analyses are typically performed in real-time 
for outputs such as one-, two- or three-dimensional source location, statistical parametric 
analysis and amplitude analysis. Signal based AE techniques are performed post-test and 
can elucidate fracture behavior through fault plane orientation, size, energy, and fracture 
mode classifications through a moment tensor inversion. To perform signal based AE 
techniques, precise AE source localization is necessary. The simplest forms of source 
localization are zonal, one-dimensional (1D) and planar location methods. Zonal location 
is frequently used to monitor and determine where cracking is occurring in large 
structures, where precise localization is not possible or necessary. Once a region has been 
determined to contain the observed microcracking, further in depth monitoring and 
analysis can be performed in the region of interest. Planar localization is applied to two-
dimensional (2D) structures, where the thickness of the structure is very small compared 
to the length and width dimensions. Recordings at only three locations provide sufficient 
information to determine the three unknowns in planar location, two source coordinates 
and the origination time. Typically, only primary compression waves, or p-waves, are 
used for AE source locations in planar or three-dimensional (3D) analyses due to the 
difficulty in determining the p-wave and shear wave (s-wave) separation times over short 
distances in relatively fast materials, which results in the s-wave arrival being hidden in 
the coda of the p-wave (Grosse & Ohtsu, 2010). This differs from traditional 
microseismic source location analysis in that the separation times between p- and s-waves 
are used and fit to a wave velocity model in which the waves travel through. P-wave 
arrival times from four observation points provide enough information to determine the 
3D location of an AE source.  
AE source location studies have shown the staged formation of damage within a 
rocky material until final rupture occurs (Mogi, 2007). Specifically, AE activity can be 
broken into at least three stages throughout a rock fracture test: (A) initial stage in which 
no appreciable AE events occur; (B) AE events begin to occur and their sources are 
distributed randomly throughout the specimen; and (C) sources of the AE events begin to 
concentrate in limited regions where rupture is occurring (Mogi, 2007). Although in stage 
C the AE activity typically narrows to a relatively small region of microcracking, the 
actual rupture takes place through this region, and the individual microcrack events may 
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or may not be directly connected to the rupture face. Figure 1.5 illustrates this concept of 
fracture stage progression. As seen in this figure, small microcracks occurring throughout 
the loading and failure stages of a material may not be directly connected to the coalesced 
fracture, but rather, occupy a damaged zone near the final fracture face. The mechanical 
and petrophysical response of the material in localized regions will differ depending on 
the original properties of the rock, the induced discontinuities, and local state of stress.  
 
Figure 1.5 Progression of microcrack sources throughout a rock fracture test and eventual 
fracture face shown in red. 
To study these individual microfailures and the possible effects they have on the 
rock structure, the source mechanism of the AE microcrack must be characterized. 
Several source characterization methods exist in the literature including polarity 
distribution of first arrival signals, frequency analysis, b-value analysis, moment tensor 
inversion, and many others (Grosse and Ohtsu, 2010; Ohtsu, 1989).  
Individual Microcrack Characterization 
AE source characterization can be performed to determine the fracture behavior 
and attributes. Similarly to 3D source location analysis, p-wave first arrivals can be used 
to determine crack type classifications, crack slip and face orientations, relative 
volumetric deformations, slip lengths and damage quantifications. Individual microcrack 
characterization can elucidate the state of damage within a material or structure by 
determining the type and characteristics of a single event in relation to the applied 
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loading, geometry and surrounding failures. First arrival p-waves can be used for the 
deconvolution of tensile, shear and mixed mode events through the use of moment tensor 
inversion techniques. In seismology, moment tensor inversions are typically performed 
using a full waveform analysis, but in laboratory rock fracture tests this is slightly 
impractical because of the ability to observe many thousands of events in a relatively 
short period of time (Ohtsu, 1995). Ohtsu (1991) developed a moment tensor inversion 
method, known as Simplified Green’s Functions for Moment Tensor Analysis (SiGMA) 
that simplifies the full-space Green’s functions of a homogeneous and isotropic material 
by only selecting first arrival, p-wave characteristics, such as first arrival amplitude, first 
arrival time, and polarity. The amplitude represents the peak of the first arrival, rather 
than the highest peak of the p-wave signal. By only selecting p-wave first motions for 
analysis, this procedure is capable of processing numerous events in a relatively short 
period of time without the need for in depth full waveform analysis.  
The nucleation of a fracture surface F at point y is illustrated in Figure 1.6a. The 
normal vector of the internal fracturing plane is represented by n, while b represents the 
displacement discontinuity vector or crack motion vector. Further interpretation of the 
crack vector information shows that displacement discontinuity vector parallel to the 
normal vector represents tensile opening. Conversely, the displacement discontinuity 
vector and the normal vector separated by 90° represents pure shear. This simplifies the 
crack kinematics into two direction vectors representing the crack displacement vector 
and the crack face normal vector. The physical quantity of the two orientations of a crack 
is represented by a tensor. Figure 1.6b illustrates the equivalent tensor can be broken 
down into nine force couples. Equation (1.1) represents these nine force couples as the 



















M pq  (1.1) 
To classify crack types from the seismic moment tensor, a unified decomposition 
of eigenvalues is necessary. The decomposition is based on proportions of a double-
couple (DC) part, a compensated linear vector dipole (CLVD) part, and the isotropic part. 
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From this, AE sources can be classified into a shear crack, tensile crack, or mixed mode 
crack. Eigenvector information can also be obtained from the moment tensor representing 
the crack opening and crack slip directions.  
 
Figure 1.6a Acoustic wave generated from crack nucleation (Ohtsu, 1995) and (b) nine 
force couples of a moment tensor solution (USGS, 2011). 
Aki and Richards (1980) summarized a generalized relationship between seismic 
sources and elastic waves. The generalized relationship stems from Equation (1.2) and is 
represented in Equation (1.3). 
 )(),,(),( , tSmtyxGtxu pqqipi ∗=  (1.2) 
 
 M pq =CpqklbknlΔV  (1.3) 
Where, Cpqkl are elastic constants, b is the crack motion vector, otherwise known as the 
Burgers vector, and n is the outward normal vector to the crack surface. SiGMA 
determines six independent moment tensor components from solving a set of linear 
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Where, A(x) is the first arrival p-wave amplitude at each of the sensor locations, x. R is 
the distance from AE source y to sensors x, and rp and rq are the direction cosine and 
transpose of the direction cosine, respectively. Cs is the calibration coefficient of the 
sensor sensitivity. Re(t,r) is the reflection coefficient at the observation point (Ohtsu, 
1995). 
Solutions developed from the SiGMA inversion are inherently stable because of 
the non-dependence on time (Ohtsu, 1989). Amplitude recordings at six observation 
points result in a linear algebraic system of equations with unknown Mpq. Absolute 
amplitudes of AE recordings are not necessary for this procedure because relative ratios 
of moment tensor components are all that is necessary for crack type classification. 
Although relative amplitudes can be used to determine source mechanisms, original 
amplitude of the moment tensor must be recovered to calculate microcrack volume 
(Shigeishi & Ohtsu, 2001; Hampton et al., 2014). If these values are not recovered, 
relative volumes and displacements are all that can be obtained. True displacement 
transducers are necessary to determine the actual microcrack volume change or 
displacement. Relative values can provide a substantial amount of information regarding 
the fracturing process and damage within a material.  
In an isotropic material, the moment tensor can be represented in Equation (1.5). 
 M pq = bµ[
2ν
(1− 2ν )lknk
+ lpnq + lqnp ]  (1.5) 
Where, µ is Lame’s second parameter, and ν is Poisson’s ratio. Solving the characteristic 































blueMinEigenva  (1.8) 
From Equations (1.6)-(1.8), the eigenvalue decomposition can be applied to the 
classification of an AE source mechanism into a tensile crack, shear crack, and mixed 
mode crack. Pure shear corresponds to the case where displacement discontinuity vector l 
is perpendicular to normal vector n; meaning ln = 0. A pure tensile crack corresponds to 
the case where displacement discontinuity vector l is parallel to crack normal vector; 
meaning ln = 1. Because of the observed AE signals being inherently mixed mode in 
nature, pure shear or tensile events are rarely recorded. AE signal observations are 
inherently mixed mode in nature for two reasons, (1) the likelihood of creating a pure 
tensile or shear microcrack within a granular structure is highly unlikely, and (2) 
observations from discrete locations surrounding the source provide most of the picture 
of the deformation field and thusly only provide best guess estimations of the mode of 
failure due to the observational bias. To classify crack type based on AE signals, it is 
assumed that the DC model principal axis is parallel to that of the CLVD model 
(Shigeishi & Ohtsu, 2001). Figure 1.7 shows the decomposition of the moment tensor 
into the DC part, CLVD part, and the isotropic part.  
 
Figure 1.7 Decomposition of eigenvalues of a moment tensor (Ohtsu, 1995). 
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Setting the maximum eigenvalue as X, the moment tensor components of the pure 
shear crack become X, 0, and –X. Pure tensile failure moment tensor components can be 
decomposed into CLVD and isotropic components. Pure shear crack corresponds to the 
case where X = 1, thus showing that X is the ratio of shear contribution, or shear ratio. 
Pure tension is represented by X = 0. Due to the relatively low probability that a pure 
shear or pure tensile failure mechanism can be observed, tensile and shear bounds of the 
shear ratio are used to confine the results. Shear ratios between 0.6 and 1.0 are used to 
signify shear failure, while ratios between 0.0-0.4 and 0.4-0.6 represent tensile sources 
and mixed mode sources, respectively (Ohtsu, 1991). 
Source mechanism characterization can be performed multiple ways; including 
crack slip and crack normal vector analysis, as well as R ratio analysis (Manthei, 2004; 
Hampton et al., 2014). Crack slip and crack normal vector analysis consists of a unified 
decomposition of eigenvectors of the moment tensor. Crack displacement and crack face 
normal directions can be determined from Equations (1.9)-(1.11). 
 nlMaximum +:  (1.9) 
 
 nlteIntermedia ×:  (1.10) 
 
 nlMinimum −:  (1.11) 
Ohtsu (1991) showed that angles between crack slip direction and crack normal 
near 60° could still be classified as a tensile failure event. Shown in Figure 1.8 is the 
shear ratio versus the angle between the displacement vector and crack normal vector. 
Figure 1.8 also shows data obtained in this study throughout a hydraulic fracture test. 
This figure contains more than five thousand individual source mechanism event data; the 
zoomed portion of the image shows that this graph is a scatter plot and not a best fit 
function or trendline.  
Although this method is somewhat indicative of the source mechanisms of an AE 
event, reliable crack type classifications are difficult to make without the addition of 
moment tensor inversion and a decomposition of the eigenvalues. For example, in Figure 
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1.8, an AE event with an angle between l and n of 65° still shows a shear ratio in the 
mixed mode region.  
 
Figure 1.8 Experimental data showing angle between crack displacement vector and 
crack normal vector versus shear ratio, X. This figure is a scatter plot of thousands of AE 
event data and shows a high level of consistency (as seen in the expanded view). 
Another method for source characterization is R ratio analysis (Manthei, 2004). 
Using the moment tensor, ratios of volumetric versus non-volumetric components were 
proposed (Feignier & Young 1992). As illustrated in Figure 1.6, intuitively, the diagonal 
of the moment tensor represents the volumetric components of the AE source. 
Understanding that pure shear contains zero volumetric deformation, a scale of ratios was 

















Where, mi is defined as the deviatoric components of the moment tesnor and tr(M) is the 
trace of the moment tensor. The ratio varies from -100 to 100% for pure implosion and 
pure explosion sources, respectively. Pure shear mechanism is known to be 0% and pure 
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tensile R value can be calculated from the elastic properties of the rock specimen in 
question.  
Determining actual or relative volumetric deformation of individual AE events 
provides additional insight into the fracture process and can be performed using the 
observed moment tensor solutions. The trace components of the moment tensor, shown in 
Figure 1.6, represent the volumetric deformation. The trace component can be 
represented as equation (1.13). 
 VnlM kkkk Δ+= )23( µλ  (1.13) 
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Coalesced Fracture Network Predictions 
Several methodologies exist for extracting fracture network information from a 
cloud of microseismic events, including stimulated reservoir volume (SRV) estimation, 
clustering geometries, discrete fracture network (DFN) estimation, collapsing, and others 
(Zimmer, 2011; Maxwell, 2011; Jones and Stewart, 1997; Microseismic Inc., 2011).  
The use of AE event source locations to determine DFNs has also been a 
relatively active area of research in the oil and gas industry as well as academia. One of 
the main drivers for determining discrete fracture networks with observed microseismic 
or AE data is to confine and validate hydraulic fracturing simulators and reservoir models 
that predict flow and production. In these types of analyses, clouds of AE data are 
averaged and reduced to best-fit fracture planes. When enough data is available, these 
methods can be very useful for fracture attribute predictions, but inconsistencies arise 
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often because of the inherent difficulty of obtaining fracture dimensions of one scale 
using observed fracture data from a much smaller scale. Although these methods are used 
regularly for field development of oil and gas reservoirs, the applicability and the results 
are far from accurate and have not been validated because of the inability to have direct 
measurements of fracture dimensions many thousands of meters beneath the ground 
surface.  
In literature (Microseismic Inc, 2011), DFN predictions have been made from 
individual microseismic event moment tensor solutions and determined fault plane 
predictions. The fault planes for individual events are plotted as their own discrete 
fracture planes and the cloud of microseismic events becomes a cloud of individual fault 
plane solutions. These fault planes are then often assumed to be a complex group of 
separate, but interacting, fractures. The assumptions of a single event fault plane solution 
showing a macro-scale fracture seem unlikely, as well as dense parallel hydraulically 
driven fractures existing at such close proximity, especially in even moderately 
anisotropic stress environments. Individual microseismic event observations can be 
attributed to the main hydraulic fracture growth, but also can be stress or leakoff induced 
natural fracture activation, or secondary fracturing occurring non-planar to the main 
hydraulic fracture, among others. The inability to distinguish which type of fracture is 
observed from microseismic observations makes macro-scale DFN estimation from 
single fault plane solutions difficult. It is often assumed that the microseismic events also 
stem not from the main hydraulic fracture growth, which in many cases is a slow 
aseismic tensile opening, but rather the induced fractures surrounding the tip of the 
progressing fracture in the shear stress dominated zone and in stress concentrated regions 
localized on or near discontinuous features. This would mean that fracture plane 
predictions from individual microseismic event fault plane solutions would be oriented at 
any combination of angles from the coalesced hydraulic fracture opening, depending on 
discontinuity orientation and local stress state. Though DFNs created from single events 
can be difficult to interpret, macro-scale fracture estimation from groupings of individual 
microseismic events can provide reasonable estimations of actual fracture geometries, 
especially in terms of having possible identifications of the slow tensile opening main 
fractures that oftentimes reside within a large cloud of located events.  
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AE Cloud Characterization 
Just as in microseismic monitoring, AE recordings of rock fracture tests in the 
laboratory can oftentimes be difficult to interpret because AE only provides part of the 
story of rock response to loading. For instance, in rocky materials it is difficult to 
determine the fracture surface from individual AE events because throughout the loading 
and failure process, a damage zone is created where many AEs are generally observed 
and the scatter of locations can be moderate to quite large depending on heterogeneities 
and boundary conditions. This microcrack damage zone eventually coalesces into a 
macro-scale fracture, but the observations throughout the test are often of the individual 
microcracks that could or could not be directly connected to the main coalesced fracture. 
This observation is the basis for proposed cloud-based imaging techniques to determine 
overall coalesced fracture location, orientation and roughness.  
Typically, microseismic monitoring and analysis is confined to clustering 
relationships of cloud data, where overall dominant fracture lengths, heights, and fracture 
network widths are correlated based on cloud dimensions. Much of the post-fracture 
modeling and simulation is based on the assumptions made regarding the hydraulic 
fracture network and microseismic event cloud dimensions. Using the microseismic 
cloud, volumes of rock that have been stimulated by the hydraulic fracture treatment are 
calculated based on event locations, and, in some cases, efforts to determine fracture 
network spacing, family orientation and direction, and intersections are made. Although 
these methods for determining an SRV and fracture network spacing and orientation are 
widely used in the oil and gas industry, it must be understood that these methods are 
loosely validated based on pressure, volume pumped, and production history matching; 
because of this validation method, deconvolution of the actual fracture network attributes 
is extremely difficult.  
SRV estimates have been calculated in numerous ways and, in turn, have 
numerous definitions, depending on the goal of the analysis. For instance, a total volume 
of rock fractured is calculated differently than the total volume of rock capable of 
producing fluids, which takes into account drainage area estimates and the permeability 
of the formation as well as the source rock potential. Typically, the stimulated volume in 
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tight reservoirs is estimated from the volume of the observed microseismic cloud, which 
could be the volume of rock stimulated, volume of rock capable of producing, both, or 
neither. This cloud volume is used in conjunction with fracture spacing and fracture 
conductivity estimates to determine well performance (Mayerhofer et al., 2010). There 
are two main methods for using microseismic event locations to determine SRV–binning 
and shrink-wrapping (Zimmer, 2011). Binning is the method in which a hydraulic 
connection is assumed between the microseismic event and the wellbore if a certain 
number of events are observed to intersect this path. Shrink-wrapping is exactly how it 
sounds; the event cloud is wrapped with a digital mesh to include all or most events in the 
volume and reduce the volume calculated from low noise regions. Figure 1.9 shows 
visual representation of the binning and shrink-wrapping methods.  
 
Figure 1.9 Common SRV estimation methods; binning (left) and shrink wrapping (right) 
(Zimmer, 2011). 
Although SRV estimates from observed microseismic event locations are readily 
obtained and used to characterize hydraulic fracture networks, a clearer understanding of 
the producing fracture network and the actual volume of rock that is fractured is still 
sought. Applications of additional weighting parameters to the SRV calculations could 
refine results, but the complexity of the hydraulic fracturing process and the difficulty to 
obtain direct measurements make validation cumbersome, if not impossible at the field 
scale. For example, many of the microseismic events observed in the field could be non-
hydraulically connected to the wellbore, and many fractures that are connected to the 
wellbore aseismically deform (Maxwell, 2011). Although an actual fracture volume or 
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SRV is unlikely to be determined with current methods, efforts to confine the results are 
underway in industry as well as academia. Using weighting parameters from AE source 
characterization, such as moment tensor analysis and additional monitoring, such as DTS, 
DAS, DSS, and tilt-meter mapping, will help provide a means for actionable stimulation 
volume estimates where production predictions can be made. Although more refined 
estimations of the SRV from the microseismic cloud are underway, efforts to further 
understand the rock drainage very near the fracture from the microseismic events are 
sparse.  
AE tomography methods have also been extensively studied (Shiotani et al., 
2014), where 3D damage regions can be identified from the characteristics of wave travel 
for multiple AE events. AE tomography consists of AE monitoring and elastic wave 
tomography. In traditional AE monitoring of a fracture evolution process, the wave 
velocity distribution of the material evolves, which provides non-unique source locations 
if not enough transducers are observing the source event with direct and unchanged 
sample material between them. Elastic wave tomography can be used in situations where 
source locations are difficult to determine with standard AE monitoring. Elastic wave 
tomography is a method that determines the elastic wave velocity structure of a material. 
Although elastic wave tomography is very precise when using several excitation and 
receiving locations, it was desired to determine the velocity structure of the material by 
using only the randomized AE events, rather than artificial excitations. This method is 
referred to as AE tomography, where an individual AE event is monitored and the arrival 
times from this event are used as input into an AE tomography algorithm (Shiotani et al., 
2014). These methods have been used in cement and rocky specimens for practical 
purposes of imaging the fractured region and determining the extent of damage within a 
source material. Figure 1.10 shows an excerpt from Shiotani et al. (2014), where 3D AE 
tomography was employed on an unconfined compressive strength test. Ten events were 
chosen at a random time throughout the crush testing for the 3D AE tomography study 
and produced the heat map images showing velocity structure changes and associated 
damage within the cylinder. The usefulness of this procedure is apparent when trying to 
determine the damage within a source material, which is currently occurring and 
simultaneously obtaining a quantitative measure of the existing damage, in terms of wave 
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velocity alterations within the structure. These methods can be best used when the 
velocity structure of the material is first known. 
 
Figure 1.10 Shiotani’s results from 3D AE tomography studies throughout a uniaxial 
compression test (Shiotani et al., 2014). 
1.3 Motivation 
The current state of the art for fracture characterization with AE has significant 
potential for advancement, especially in regards to oil and gas industry applications. 
Significant areas of interest include better understanding of the microcracking process 
surrounding a hydraulic fracture as it propagates, development of analysis techniques that 
use individual microcrack characterization and overall AE cloud characterization 
simultaneously, and quantification of damage near macro scale fractures.  
Current applications of AE techniques for hydraulic fracture characterization are 
limited in nature and loosely validated based only on reservoir flow modeling, injection 
pressure history matching and well production observations. Field AE data is merely used 
as a model tweaking parameter for reservoir flow and production potential with little 
insight obtained from the fracture data. Current field techniques employed on a daily 
basis rarely use source mechanism information, let alone any type of in depth source 
characteristic analysis or combination of cloud characterization and individual event 
characterization. Oftentimes this is due to the lack of data observed compared to 
laboratory fracture tests where receivers are significantly closer to the source of the 
signals. 
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Although the field AE analysis techniques used are limited, the usefulness of 
quantifying the microcrack evolution process within a source material under stress can 
shed light on fracture behavior and damage in cement or rocky materials. Quantification 
of the damage in rock from AE observations of microcracking in terms of 
geomechanically useful parameters will provide new inputs for geomechanical 
simulations of fracture behavior and resulting structural integrity.  
1.4 Research Objectives 
The main objective of this research is to develop techniques to characterize 
hydraulic fractures and fracturing processes using acoustic emission monitoring based on 
laboratory scale hydraulic fracturing experiments . Data collected from these experiments 
included AE, injection fluid pressure and flow, stresses, strains, and fracture geometries 
with direct observation and computed tomographic (CT) imaging. The specific objectives 
of the study are: 
• Perform laboratory scale hydraulic fracturing tests, and observe and analyze AE 
data from to determine individual microcrack characteristics and evolution using 
parametric analysis and moment tensor inversion techniques. 
• Develop an AE based DFN determination methodology that is applicable at the 
laboratory scale for model validation and investigate the applicability to field 
scale microseismic DFN development.  
• Develop a cloud based AE analysis technique, which uses input data from the 
individual microcrack source characteristics, such as source location, amplitude, 
mode of failure and others.  
1.5 Thesis Organization 
The thesis will be organized in six chapters and is a modified journal article based 
format. Core chapters are modified directly from submitted journal articles while 
introductions and conclusions are written to incorporate all information into one cohesive 
document. Introduction of the non-destructive evaluation of microcracking and damage 
evolution process will be presented in the first chapter, along with the research objectives. 
The second chapter will discuss the research and testing methodology. The third chapter 
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will present a single hydraulic fracturing test and the full suite of individual acoustic 
emission microcrack analysis methods, specifically dealing with AE event source 
characterization. The fourth and fifth chapters will extend from individual AE event 
source characterization into DFN generation from AE and cloud based damage 
quantification. This section will use information gained from individual microcrack 
source characteristics to enhance current understanding of cloud based and DFN 
techniques. The final chapter will discuss the conclusions drawn from this research and 
highlight steps forward for future research and implications of these ideas into field scale 
application.  
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CHAPTER 2  
METHODOLOGY 
To study AE microcrack, coalesced fracture, and AE cloud based characterization 
techniques, laboratory hydraulic fracturing tests were conducted using a variety of 
materials, equipment, and sample structures, while monitoring multiple types of data in 
efforts to elucidate the complexity of the fracture network generation. Boundary 
conditions ranged from unconfined to true-triaxially confined. Sample sizes and structure, 
wellbore orientation, and monitoring equipment varied with the testing equipment used.  
2.1 Test Materials 
Several specimen materials were used throughout hydraulic fracturing studies 
with emphasis in this document given to two types of granite. Granite was quarried and 
obtained from the Grant County region of South Dakota (Dakota granite) and the 
Liesveld Quarry in Lyons, Colorado (Colorado Red granite). Both granite types were 
extracted using water jet cutting techniques and were trimmed to size using a diamond 
wire saw. Granite was chosen because of its high strength, relative homogeneity, low 
permeability, and high acoustic response when subjected to loading conditions (i.e. brittle 
enough to exhibit microcracking prior to and throughout fracture testing). The 
homogeneity of the granite with respect to acoustic velocities was optimal for single 
wave speed inputs for source location and crack source characterization. Figure 2.1 
shows the surface of both Dakota granite and Colorado Red granite. Sample sizes ranged 
from 15 × 15 × 25 cm
3
 to 30 × 30 × 25 cm
3
. Large natural faults were also simulated by a 
smooth sawn surface in some tests.  
Table 2.1 and Table 2.2 show the measured rock mechanical properties for 
Dakota granite and Colorado Red granite, respectively. The elastic properties are reported 
from the average of several unconfined compressive strength tests. The most linear 
regions of the stress-strain curves were used to determine the elastic constants. The 
elastic constants are dependent on stress and time and will be altered throughout the 
experimentation based on the local state of stress. A linear elastic method was used for 
the elastic constants. The cohesion and friction angles of Dakota granite were measured 
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using uniaxial and triaxial tests with differing minimum principal stress conditions of 0, 
3.45, 6.89, and 13.89 MPa. The compressive strength versus confining stress is shown in 
Figure 2.2. Tensile strength was measured using the Brazilian tensile test. Fracture 
toughness was measured using a notched beam fracture toughness method (Frash, 2012; 
Hampton, 2012). 
 
Figure 2.1 Dakota granite (left) and Colorado Red granite (right).  
Table 2.1 Dakota granite mechanical properties. 
Property Value (Units) 
Young’s Modulus (E) 67.91 (GPa) 
Poisson’s Ratio (ν) 0.31 
Cohesive Strength (c) 27.69 (MPa) 
Friction Angle (φ) 55˚ 
Tensile Strength (σΤ) 13.63 (MPa) 
 
Table 2.2 Colorado Red granite material properties (Frash, 2012; EMI, 2010; Morrell, 
2012). 
Property Value 
Young’s modulus 56.9 (GPa) 
Poisson’s ratio 0.32 




Permeability  1.16 (µD) 
Porosity 0.0077 
Tensile strength 7.5 (MPa) 






Figure 2.2 Compressive strength versus confining pressure for the UCS and triaxial tests 
performed on Dakota granite. 
2.2 Test Equipment 
Two separate true-triaxial systems were used to simulate downhole stress ratio 
conditions in the laboratory. The first apparatus, developed at Colorado School of Mines 
(Frash & Gutierrez, 2012; Frash, 2012), was capable of simulating downhole stress 
conditions on a 30 × 30 × 30 cm
3
 prismatic rock block with independently controlled 
principal stresses up to 13 MPa using flat jacks. Three sides of the cubical sample were 
active loading faces while the other sides were passive so as to include acoustic emission 
sensors inside of the loading plates. The system was also temperature controlled with 
silicon rubber heaters for the purpose of enhanced geothermal systems reservoir 
simulation. Figure 2.3 and Figure 2.4 show images of the inner workings of the load cell 
and the assembled system, respectively.  
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Figure 2.3 True-triaxial loading apparatus developed in the Colorado School of Mines 
Civil Engineering laboratory (Frash & Gutierrez, 2012; Frash, 2012). Flat jacks and 
spacers can clearly be seen. 
 
Figure 2.4 True-triaxial apparatus during an enhanced geothermal systems reservoir 
simulation. Bricks surrounding load cell provided insulation for the surface applied 
silicon rubber heaters. Wellhead tree, acoustic emission pre-amplifiers and strain and 
temperature wiring can clearly be seen.  
The second apparatus used is capable of loading a 15 × 15 × 25 cm
3
 prismatic 
rock sample with independently controlled principal stresses up to 13.8 MPa in two 
directions and up to 500 kN loading the third direction. Stresses applied in the long 
sample dimensions, 15 × 25 cm
2
, were applied using the biaxial load cell apparatus 
shown in Figure 2.5. To apply the third principal stress, the entire load cell was 
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positioned inside of a MTS Direct Shear load frame with the shear box and arm removed, 
as seen in Figure 2.6.  
 
Figure 2.5 Dakota granite specimen (left) and specimen inside of biaxial loading 
apparatus (right). 
 
Figure 2.6 Biaxial loading apparatus positioned inside of Direct Shear load frame 
providing third principal stress. 
Hydraulic injection was performed through a steel casing to a target openhole 
interval using a dual Teledyne ISCO 100DX syringe pump system. Injection well 
diameter and openhole fracturing interval diameter varied throughout testing. The 
injection fluid was 80-weight gear oil with an approximate viscosity of 120 cP. A typical 
geometry of the cased and openhole wellbore dimensions is shown in Figure 2.7. A 
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custom pump operation and control system and extensive data monitoring system was 
used. Instrumentation monitoring capabilities varied between tests but typically included 
up to 8 pressure transducers, 32 strain gauges, 32 thermocouples, pump pressure, volume 
and flow rate. Pump operation and control was performed using manual or algorithmic 
programming in LABVIEW®. The pump control system was capable of using monitored 
data input and parametric attribute tracking and trending for recipe control using a 
sophisticated system of alarms and functions. For instance, if a specific monitored 
parameter began changing slope, this observation could then be used to immediately 
change valve and pumping configurations.  
 
Figure 2.7 Diagram of typical casing and openhole interval dimensions. 
MISTRAS Group, Inc. AE data collection hardware and software were used 
throughout all acoustic material characterization and laboratory hydraulic fracture testing. 
Two MISTRAS PCI-2 systems were used, one of which contained 17 PCI-2 boards for a 
total of 34 possible signal inputs, while the other system contained 3 PCI-2 boards for a 
maximum of six signal inputs. Several AE transducer types were used throughout testing, 
including PICO and WSα. High sensitivity and extremely small PICO piezoelectric 
transducers were used to reduce the AE sensor footprint on relatively small sample sizes. 
This served to increase the number of sensors used throughout testing to refine all 
location and source characterization efforts. PICO sensors were used throughout all 
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testing performed at true-triaxial stress, while WSα sensors were used on unconfined 
sample tests. PICO sensors had an operating frequency range of 200 to 750 kHz and a 
resonance of 250 kHz. WSa sensors had an operating frequency range of 100-1000 kHz 
and a resonance of 125 kHz. 
Custom AE data analysis software was built in MATLAB to process the large 
number of AE signals in a relatively short period of time. Analysis included source 
location, parametric histogram plotting, mode of failure determination, orientation and 
direction of crack displacement and crack face normal vectors, relative volumetric 
deformation of individual microcrack events, parametric density imaging of the AE cloud 
data, and cloud based DFN prediction.  
2.3 Test Procedures 
Prior to hydraulic fracture testing, sample characterization was performed using 
the AE system to understand the material wave velocity and attenuation. Active and 
passive AE testing was performed using Auto-Sensor Tests (ASTs) and pencil lead break 
tests, respectively. ASTs sequentially create pulses emanating from each sensor on the 
sample. The pulsing sensor and remaining sensors all act as receivers and, with a 
computer-controlled and initiated event reference time, t0 for each signal, highly accurate 
directional wave velocities can be determined. Sample characterization was performed 
before and after drilling and casing the wellbore.  
Once all pre-test sample characterization was performed and the wellbore was 
drilled and cased, the sample could be loaded into the biaxial load cell and pressurized to 
a small confinement to hold sample and sensors in place while the cell was transferred 
into the load frame. Wellhead pressure was monitored using a T-junction and pressure 
transducer. Once the air was bled from the hydraulic system, a constant pressure injection 
interval was performed to check casing seal and make preliminary borehole permeability 
measurements. Upon completion of the constant pressure injection, the fracturing process 
could be initiated using a constant flow rate injection.  
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CHAPTER 3  
AE CHARACTERIZATION OF MICROCRACKING 















Understanding microcracking near coalesced fracture generation is important for 
hydrocarbon and geothermal reservoir characterization as well as damage evaluation in 
civil engineering structures. Dense and sometimes random microcracking near coalesced 
fracture formation alters the behavior and mechanical properties of the nearby virgin 
material. Individual microcrack characterization is important in quantifying the material 
changes near fracture faces. Acoustic emission (AE) monitoring and analysis provide 
unique information regarding the microcracking process temporally, and information 
regarding the source characterization of individual microcracks can be extracted. 
Laboratory hydraulic fracture tests were carried out while monitoring acoustic emissions 
from eleven piezoelectric transducers. In depth post-processing of the AE event data was 
performed for the purpose of understanding the individual source mechanisms. Several 
source characterization techniques including moment tensor inversion, event parametric 
analysis, and volumetric deformation analysis were performed. Post-test fracture 
characterization through coring, slicing, and micro-computed tomographic imaging was 
performed to determine coalesced fracture location and structure. Distinct differences in 
fracture characteristics were found spatially in relation to the openhole injection interval. 
Individual microcrack AE analysis showed substantial energy reduction emanating 
spatially from the injection interval. 
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3.2 Results and Observations 
Dakota granite sample G00-02 had dimensions of 15 × 15 × 25 cm
3
. Hydraulic 
stimulation was performed using gear oil. Upon completion of the constant pressure 
injection interval, a constant flow rate injection was initiated at a flow rate of 0.1 mL/min. 
Throughout the constant flow injection, AE activity was limited until injection pressure 
reached approximately 80% of maximum breakdown pressure. Figure 3.1 shows the 
pressure data and the approximate peak pressure of 35 MPa. The maximum, intermediate, 
and minimum principal stresses were 13.79, 6.89, and 3.45 MPa, respectively.  
Figure 3.1 also illustrates a histogram of the AE events recorded throughout the 
hydraulic fracturing test. Low noise can be seen throughout pressure buildup until a large 
spike in AE activity aligned with pressure breakdown.  
 
Figure 3.1 Observed AE histogram, pump pressure, and wellhead pressure. 
AE event source location 
Throughout the G00-02 hydraulic fracturing test, more than 5,400 3D AE events 
were recorded on a minimum of six sensors. The large cloud of AE activity can be 
observed in Figure 3.2, which shows the 2D orthographic projections of the 3D AE 
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events. The orientation of the induced hydraulic fracture can be seen propagating in the 
xz plane and perpendicular to the minimum horizontal stress (y-direction). The amplitude 
of each event is represented proportionally to the sizes of the circles. The colors of each 
event represent the correlation coefficient from the multiple regression analysis used in 
3D source location. Red is the highest correlation coefficient, meaning best location 
(1.0/1.0), and blue is the lowest (0/1.0), with a color gradient between.  
 
Figure 3.2 AE event source locations. 
AE event source mechanisms 
Of the 5,468 locatable six-sensor or greater AE events, 4,524 passed a filtering 
algorithm, which only selects those with distinguishable and high signal-to-noise ratio 
first arrival characteristics. Table 3.1 displays the results of the source characterization 
using the SiGMA procedure. A total of 70% of the observed AE events were 
characterized as tensile opening, while only 20 and 10% were determined to be shear and 
mixed mode, respectively. This is consistent with the literature where hydraulic 
fracturing was performed in a relatively homogeneous and non-naturally fractured 
crystalline block specimen (Hampton et al. 2013, 2014).  
Figure 3.3(a) displays the AE events spatially and by source mechanisms. A 
gradient of color between red and blue represents shear and tensile events, respectively. 
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Figure 3.3(b) shows a voxelized version of the displacement discontinuity vectors and 
crack face normal vectors. The data were reduced by averaging location, orientation, and 
direction of all microcrack vector information in a 3.5×3.5×3.5 cm
3
 volume. The 
averages are plotted in this figure and represent a condensed version of the vector data. 
This method was performed for plotting because of the large amount of AE events 
passing the filtering algorithm; plotting each of the vectors for every event would have 
been meaningless because the resulting image would be indiscernible. Although 
performing an in depth microcrack characterization with such a large amount of data 
made visualization and interpretation cumbersome, microcrack vector data can be 
visualized in a histogram plotting technique for further analysis. From the two images in 
Figure 3.3a and (b), only broad assumptions can be made without further data reduction 
and/or analysis.  
Table 3.1 AE event source mechanisms. 
Property Value 
No. of total events 4,524 
No. of tensile events 3,188 (70.5%) 
No. of shear events 898 (19.8%) 




Although the vector information throughout the fractured sample was reduced and 
averaged, no discernable trends arose from 3D plotting. Histogram analysis was then 
performed to determine if relationships existed between the microcrack displacement and 
normal vector information compared to one another and the principal stress directions.  
For each individual event, the angles between crack displacement vectors and the 
principal stress directions were calculated and plotted. Figure 3.4 shows the angle 
between displacement vectors and the z-axis. Multiple large spikes in the number of 
events were observed at approximately -45 and 45°. The events were then separated by 
failure mode and the angle between their displacement direction and the z-axis was 
plotted again in Figure 3.5(a) and (b). Figure 3.5(b) showed that the tensile events almost 
solely contained crack displacement direction vectors with an angle of 45° from the z-
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axis. Figure 3.5(a) shows the shear events contained displacement vectors primarily with 
an angle of -45° from the z-axis. 
 
Figure 3.3a Tensile (blue), shear (red), and mixed mode (4 through 6) source mechanisms 
and (b) voxelized AE source mechanisms. 
 
Figure 3.4 Histogram of angle between the microcrack displacement vectors in the xz-
plane and the z-axis. 
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Using an alternative method for determining source mechanism, an R-ratio 
analysis was performed. Figure 3.6 shows a histogram of R-ratios. Large spikes are 
shown at 0, 1, and approximately 0.5, representing pure shear, explosion, and tension, 
respectively. The number of events for shear, tensile, and mixed mode correlates very 
well with moment tensor analysis solutions in Table 3.1. A number of explosive sources 
as well as implosive sources were observed during this analysis, which contributed to the 
total volume of AE events.  
 
Figure 3.5 Deconvolution of shear (a) and tensile (b) event histograms showing 
orientation of the displacement vectors into the xz-plane and the z-axis. 
 
Figure 3.6 Histogram of R-ratios spanning between -1 and 1 for pure implosion and 
explosion respectively. Zero represents pure shear, and the large spike at approximately 
0.5 represents tensile opening. 
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The angle between displacement discontinuity vector and crack-face normal 
vector was also calculated. Figure 3.7a illustrates a histogram of the results. One very 
large spike in the number of events was observed at approximately 38°. From Figure 3.7b, 
this corresponds to a shear ratio of approximately 0.2 and resides within the range of 
tensile events. This corresponds to a crack opening angle of 52°, which is just slightly 
lower than the 55° observed friction angle of the material. It was hypothesized that the 
angle represented an internal structure of the material, and material imaging was 
performed with a focused ion beam scanning electron microscope. Figure 3.8 shows one 
of the many images used of the rough granite face. Internal cleavage angles were 
identified by the orientation of the two main cleavage families. Figure 3.9 shows a 
histogram of 140 of these calculated angles. It remains uncertain why so many AE events 
contained failure mechanisms in this range of angles between vectors l and n.  
 
Figure 3.7a Histogram of angle between displacement discontinuity vector and crack face 
normal vector showing odd behavior at approximately 38° and (b) histogram of shear 
ratios observed from moment tensor solutions.  
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Figure 3.8 Single FibSEM image of a granite cleavage structure showing preferential 
fracture directions.  
 
Figure 3.9 Image analysis of angles between cleavage families taken from several granite 
image sampling locations.  
Comparisons were made between the shear ratio and the R-ratio to investigate the 
unusual behavior at 0.2 shear ratio. Figure 3.10a shows a scatter plot of R-ratio versus 
shear ratio. The red circles highlight high-density regions and the corresponding spikes in 
Figure 3.10b are shown. The large amount of data at 0.2 shear ratio shows almost a zero 
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R-ratio indicating very little to no volumetric deformation comparatively to the rest of the 
events with similar shear ratios.  
 
Figure 3.10a R-ratio versus shear ratio scatter plot showing anomalous behavior and (b) 
histogram of shear ratios with red arrows corresponding with high-density data regions in 
(a). 
To understand the sensitivity of the failure mode analysis on this anomalous 
behavior, these events were removed as shown in Figure 3.11a and (b). The overall 
failure analysis results are compared in Table 3.2. It is shown that these events make up a 
significant amount of data and the tensile, shear, and mixed mode distributions change 
dramatically.  
 
Figure 3.11a Removal of the anomalous data and (b) subsequently produced shear ratio. 
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Table 3.2 Moment tensor solution data with and without the anomalous data. 
Property All Data 
After Anomalous 
Data Removal 
No. of total events 4,524 2,859 
No. of tensile events 3,188 (70.5%) 1,757 (61.5%) 
No. of shear events 898 (19.8%) 686 (24.0%) 
No. of mixed mode 
events 
438 (9.7%) 416 (14.5%) 
 
Acoustic emission event relative volume calculations were performed in order to 
understand the volume change with source mechanism and time. Relative volumes were 
calculated as indicated from Equation 15. Figure 3.12 illustrates the calculated relative 
volume for each AE event throughout time. The majority of events are positive, with few 
corresponding to the negative R-ratio values displayed in Figure 3.12. There were two 
main spikes of AE activity shown here that correspond to the pressure breakdown event. 
These two spikes were observed in the AE event count throughout time.  
 
Figure 3.12 AE event relative volume versus time. 
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Relative volumes were separated by a fracturing mechanism calculated using 
moment tensor analysis into tensile, shear, and mixed mode volume contributions. Figure 
3.13 shows the event volume histogram. Table 3.3 shows the average relative volume for 
each failure mechanism. Average tensile volume is slightly higher than the average 
contribution from shear and mixed mode. Absolute values of each relative volume were 
determined to observe the total relative volume change irrespective of implosive or 
explosive type events, within the material associated with observed AE. Larger shear 
average relative volume in absolute value calculations shows that many shear failure type 
events exhibited a negative volume change compared to that of tensile and mixed mode, 
which corresponds to implosive source contributions.  
 
Figure 3.13 Histogram of relative volume observed for all AE events. 
Table 3.3 Relative volume, number of AE events, and average relative volume per event. 
All Events Rel. V No. of Events Avg. Rel. V 
Volume 24.2442 4524 0.0054 
V tensile 17.5629 3188 0.0055 
V shear 4.4769 898 0.0050 
V mixed mode 2.2045 438 0.0050 
V (abs) 43.4742 4524 0.0096 
V tensile (abs) 22.8846 3188 0.0072 
V shear (abs) 16.1495 898 0.0180 
V mixed mode (abs) 4.4401 438 0.0101 
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A cumulative volume relationship was also investigated in Figure 3.14. The two 
spikes in AE activity referenced in Figure 3.12 can be observed by two large increases in 
cumulative volume with a small interval of time in between; the small interval is located 
at the cumulative volume and pressure curve intersection. It is possible these two spikes 
are associated with uncontrolled fracture extension to the edge of the sample, followed by 
a continuation of fracture extension to sample corners. It was observed post-test that the 
hydraulic fracture was able to reach three of the four corners of the sample, which are 
much farther than the sample edge near the openhole wellbore. Viewing the AE behavior 
in time, a penny shape fracture appeared to develop and extend, even after AE was 
recorded at the nearest sample edges; meaning that hydraulic fracture propagation 
continued to occur even after reaching the sample edges in some locations.  
 
Figure 3.14 Cumulative volume of all AE activity, wellhead pressure, pump pressure, and 
flow rate throughout time. 
Upon removing the sample from the confinement cell, a 50-mm core was taken, 
which contained the wellbore region for the purpose of CT imaging and narrowing the 
field of study. As illustrated in Figure 3.15, a small section approximately 50 mm in 
length and 50 mm in diameter was further investigated.  
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Figure 3.15 AE event source locations inside cylinder of interest used for CT imaging. 
Table 3.4 shows the relative volumetric calculations made for this cylinder of 
interest. It can be observed from this table that the average relative volume of tensile 
events in this region of interest is significantly higher than those of shear or mixed mode 
events. It can be speculated that the average volume of tensile opening events in this 
region are larger than those farther away from the wellbore because of the narrowing 
fracture and reduced stress concentrations as distance increases from the initiation 
location (i.e. energy input into the material from hydraulic fracturing dissipated as a 
function of distance away from initiation location).  
Table 3.4 Relative volume, number of AE events, and average relative volume per event 
for AE events located inside cylinder of interest. 
Inside Cylinder Rel. V # Events Avg. Rel. V 
Volume 4.6579 401 0.0116 
V tensile 5.0888 277 0.0184 
V shear -0.6379 90 -0.0071 
V mixed mode 0.2070 34 0.0061 
V (abs) 7.1346 401 0.0178 
V tensile (abs) 5.3624 277 0.0194 
V shear (abs) 1.4691 90 0.0163 
V mixed mode (abs) 0.3031 34 0.0089 
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The ratios of tensile, shear, and mixed mode events for this reduced region is 
approximately equivalent to the total ratios of the entire sample. Tensile events for the 
cylinder of interest were approximately 70% of the total event number. Shear and mixed 
mode events made up approximately 22% and 8%, respectively.  
CT imaging and segmentation 
The wellbore and the hydraulic fractures within the granite specimen were imaged 
using a micro-CT scanner. CT scanning uses X-rays to create cross-sections of a 3D 
object that later can be used to reconstruct a virtual model without destroying the original 
material. The X-ray source and detector are stationary during the scan, while the sample 
rotates within the micro-CT scanner. The X-ray source at a certain voltage has a limited 
penetration depth. The thicker the sample, the more the X-ray signals will be dampened. 
It is necessary to compromise between the field of view and the resolution. In the current 
study, focus was given to the small hydraulic fractures induced close to the wellbore 
(coalesced fractures, not individual microcracks). To achieve the highest resolution 
without losing the overall fracture patterns, the granite sample was cored to a 50-mm 
cylinder with the wellbore passing through the center. By imaging the fracture patterns in 
micro-CT at a resolution of approximately 40 µm, clear observations were made 
regarding the coalesced fractures providing the ability to calculate the fracture volume 
using image segmentation processing.  
The grayscale images in Figure 3.16 show the CT image slices. The lower the 
density of the material, the darker the color shown in the CT images. The fractures and 
the wellbore are composed of empty space, which has density close to zero, so the 
intensity is the lowest in the open fractures and wellbore. Mainly three distinguishable 
materials were observed using this resolution of scan compose the granite sample. The 
white dots have the highest density; the light gray has the medium density, while the dark 
gray has the lowest density. The fracture in each plane is not a straight line, but is 
irregularly curved. The curvature of each fracture appears to follow the lower density 
materials and the interfaces between differing grains. The average width of the coalesced 
hydraulic fractures is approximately 150 µm. Many of the fractures are not continuous as 
observed by the locations at the arrow tips, where the fractures appear to disappear. This 
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is either a result of real discontinuities in the hydraulic fractures or a result of the very 
thin fractures, which cannot be seen because of the insufficient resolution. The locations 
of the discontinuities small enough to not be observed by this resolution are assumed to 
be throughout the entire process zone, which typically spans into the surrounding 
material from the fracture face.  
In most cases, harder material corresponds to higher density. In each slice shown 
in Figure 3.16, the discontinuity occurs at the locations with lots of white dots (highest 
density material inside the granite sample). This is a good match with the predictions 
regarding material interactions with hydraulic fractures.  
 
Figure 3.16 CT image results (grayscale images) and results of image segmentation of the 
fractures (blue). 
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As depicted in Figure 3.16, the fracture patterns can be extracted through the 
image segmentation analysis (Hu et al., 2012). The blue plane denotes the fractures and 
wellbore. There are many open spaces on this plane, which indicate discontinuities on the 
fracture curves. The yellow arrow lines show the correspondence between the open holes 
within the fracture plane and the discontinuities in the fracture curves in each slice. The 
image segmentation is performed by the multi-thresholding treatment. Some fractures are 
well blended with their background, which has similar gray intensities, and manual 
operations were used to remove the over-selected areas for fractures. The number of 
voxels within the fracture area is measured, and the actual volume of this area is 
calculated by multiplying the actual volume per pixel, which is 403 µm
3
. The calculated 
fracture volume in this area is approximately 250 mm
3
 in terms of the whole field of view 
of 5.03×104 mm
3
. The percentage of the fracture to the field of view is approximately 
0.497%.  
As Figure 3.16 illustrates, the fracture pattern within the granite sample is very 
complicated. There are many open spaces on the fracture plane, which are either 
attributed to the discontinuities of the fractures or to the low-resolution of imaging.  
3.3 Discussion 
Hydraulic fractures were induced in a true-triaxially confined granite block 
through an openhole injection interval and monitored using acoustic emission transducers. 
Several methods of AE event source mechanism determination were initiated. Shear ratio 
produced from moment tensor analysis was compared to crack-slip and crack-face 
normal direction vector analysis, as well as the R-ratio determination. All three methods 
showed consistent results, producing numerous tensile failure dominated events 
compared to shear and mixed mode microcracking.  
Large spikes in the number of events were observed near a shear ratio of 0.2, 
which is classified as tensile. Comparisons were made between one of the volumetric 
analysis methods, R-ratio analysis, and the shear ratio determination to understand the 
anomalous behavior. It was shown that the spike observed at shear ratio of 0.2 
corresponds to nearly zero volume change events suggesting a substantial amount of very 
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low volume change tensile events. Hypotheses for this observed behavior range from 
internal cleavage family orientations to errors in the moment tensor solutions.  
Volumetric calculations from the seismic moment tensor were determined and 
classified into tensile, shear, and mixed mode volumetric contributions. AE source 
mechanism and average relative volume calculation of tensile events between full sample 
hydraulic fracture and narrowed cylinder of interest were compared. It was observed that 
AE source mechanism distribution was similar, showing that 70% of events in the entire 
sample, as well as the cylinder of interest, exhibited tensile failure. Average relative 
volume calculations were performed and showed that tensile opening events in the 
cylinder of interest were approximately three times greater than the total sample average 
of tensile events.  
CT imaging and segmentation were performed to obtain an actual fracture 
opening volume and geometry. Although the sample was depressurized inside of the load 
cell, cored, and removed for CT imaging, the resultant CT images and volumetric fracture 
calculations from the images is assumed to have changed an unknown amount between 
fracture initiation, closure, sample removal, coring, and preparation. The fracture images 
are meant to show the possible outcomes of the fracture widths as well as the fracture 
face roughness, which would not change significantly inside of the sample during post-
test procedures. 
CT imaging showed that, even in relatively high stress contrast boundary 
conditions, hydraulic fractures tended to propagate throughout weaker or less dense 
materials and the interfaces between material types rather than making a linear trend. 
Although observing the sample from multiple scales shows that the fracture is 
approximately planar, the micro behavior is shown to be far from planar with a high level 
of curvature complexity and roughness.  
Crack displacement and crack-face normal vectors were determined from the AE 
analysis. Trends were observed in the microcrack displacement vectors with respect to 
the principal stress directions. Statistically significant numbers of events were shown to 
have displacement vector relationships in the z-axis direction. The majority of tensile 
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events contained an angle of approximately 45º between the microcrack displacement 
vector projection and the z-axis, in the xz-plane; conversely, shear events primarily 
contained an angle of -45º between the displacement vector projection in the xz-plane and 
the z-axis. Plotting the orthographic projections of the displacement vectors served to 
identify possible trends in the displacement information for the dense microcracking 
around and very near a hydraulic fracture. This type of information is hypothesized to be 
useful for plotting the flow characteristics in the bulk media surrounding the hydraulic 
fracture. For instance, if all tensile and/or shear events are oriented in a few primary 
directions, then the semi-elliptical resultant flaws will contribute to a greater flow 
capacity in those directions, if these flaws were to remain open after the microcracking 
process. Further study is necessary to model the reservoir flow alterations associated with 
inducing a large number of semi-elliptical microcracks in multiple orientations.  
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CHAPTER 4  
FRACTURE GEOMETRY FROM AE OBSERVATIONS 











Observations of fracture testing by means of acoustic emission (AE) can provide a 
wealth of information regarding the fracturing process and the subsequent damage of the 
material or structure under load. A method for determining the structure of macro-scale 
fractures in a point cloud of AE events was developed and tested at the laboratory scale. 
An unconfined hydraulic fracturing experiment was performed on brittle granite while 
monitoring acoustic emissions from six piezoelectric transducers. The granite sample 
dimensions were 30 x 30 x 25 cm
3
. Information gained from the 3D event source 
locations was used to help locate the primary fracture and optimize location and 
orientation of a secondary production well to ensure that the well intersects the fracture. 
A new method was developed to determine macro-scale fracture structure within a dense 
cloud of AE events. Planar fractures were assumed within the large cloud of AE events. 
The assumed fracture plane could then be rotated in both the pitch and roll directions, and 
stepped through the sample in multiple origination locations, to calculate an averaged 
error of AE event distance between the assumed plane and the event locations. Post-test 
fracture observations were made and digitized in 3D space from coring and slabbing the 
granite block. The actual fracture observations were compared with the predicted fracture 
structure from AE and the comparison showed marked correlation between predicted and 
actual fracture surfaces. The simple method of determining macro-scale fracture location, 
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orientation, and extents provides a useful tool for brittle rocky materials that exhibit 
substantial AE activity when subjected to loading. 
4.2 Methods 
The y-direction of the Colorado Red granite sample was slightly shorter than the 
others because the sample contained one unfinished and rough side, which made the 
sample a good candidate for unconfined testing because of the inability to put an 
irregularly shaped block into a loading apparatus. The granite material properties are 
found in Table 2.2. An unconfined laboratory hydraulic fracture experiment was carried 
out while monitoring AE in hopes of quantifying overall fracture structure from the 
discrete AEs observed relating to microcracking.  
Acoustic emission analysis 
Point source locations gained from AE testing were used to develop a new 
method for macro-scale fracture identification. The AE fracture identification process can 
then be compared to an actual fracture surface from measurements taken after material 
testing using direct observations of the fracture locations. AE fracture identification is 
performed post-test and uses 3D AE event source location data to generate either a 
fracture plane or a rough fracture surface. Initial fracture surfaces were generated on 
beam testing data and then applied to more complex cloud structures associated with 
hydraulic fracturing at the laboratory scale (Hampton et al., 2012).  
A method for identifying low-biased fracture surfaces based on unfiltered AE data 
was created. This method does not require previous knowledge of the fracturing 
directions or extents. The requirements for the new method are at a bare minimum only 
3D AE event source location results. Additional data, such as AE event amplitudes, 
correlation coefficients, event time, and source mechanism solutions can be used for data 
filtering to further enhance results by providing weighting factors if an event attribute is 
found to be more indicative of being associated with a macro-scale fracture plane than 
other parameters. The method for creating the fracture plane from a cloud of data is an 
error reduction discretization process in which a bi-wing or radial planar fracture is 
assumed and rotated in both the pitch and roll directions about a user specified origin and 
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compared with AE event source location data. The comparison takes place by calculating 
an error term from the perpendicular distances of each AE event source location found 
inside a set of bounds parallel to the rotated fracture plane. The bounds are calculated 
from a ratio of the fracture process zone to the total fracture length based on material 
characterization prior to hydraulic fracture testing. Figure 4.1 and Figure 4.2 show 
conceptual sketches of this rotated fracture plane and error estimation.  
 
Figure 4.1 Conceptual sketch of AE events (red dots) and their proximity to a rotated 
fracture plane. 
 
Figure 4.2 Error estimation from the perpendicular distance of each individual AE event 
to the fracture plane within a set of bounds. 
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To perform the AE fracture surface identification process, a range of values is 
selected for the origin of the coordinate system. Typical origin locations were selected 
around the perimeter of the openhole fracturing interval as seen in the conceptual sketch 
in Figure 4.3. The purpose of selecting multiple origin locations is to reduce the fracture 
surface error by alternating where the fracture can be initiated. For instance, it is possible 
for fractures to initiate perpendicular or tangentially from the borehole wall because of 
near wellbore complexity and damage. The functionality of selecting multiple origins can 
also be extended to gridding the entire structure with origin locations. This would be 
useful in a very complex rock sample with many pre-existing natural fractures that could 
be stimulated. Once a range of values has been selected for origin locations, pitch and roll 
axes are chosen. The assumed fracture plane is aligned in an arbitrary orientation in the 
pitch and roll axis directions. An iteration frequency must be specified to determine how 
coarse the fracture surface search will be in both the pitch and roll directions. For this 
work, iteration angles were spaced by no more than 2.5°.  
 
Figure 4.3 Conceptual sketch of picking multiple origin locations around an openhole 
wellbore. 
An error term is calculated for each iteration and can be represented in several 





















Where, εi is the perpendicular distance from individual AE events to the assumed fracture 
plane within the chosen bounds, bD is the total bounding distance assumed for the data, 
and n is the total number of AE events. The numerator is the average perpendicular 
distance of all AE event source locations to the rotated fracture plane. The denominator is 
the total bounded distance between positive and negative bounds on either side of the 
rotated fracture plane. This term greatly simplifies the overall error associated with the 
perpendicular distances from AE events to the assumed fracture plane in each iteration, 
but should show a relatively high accuracy if the assumption of a planar fracture is valid. 
A conceptual sketch of an error versus iteration angle plot is shown in Figure 4.4 for 
three separate origin locations. This plot shows the possibility of differing origin 
locations having altered reductions in error. The main drop in error is evident in all three 
origin locations at nearly the same iteration angle and would suggest that if these origin 
locations are relatively close together, a macro-scale fracture exists in this location and 
orientation.  
 
Figure 4.4 Conceptual sketch of an error versus iteration angle plot. The colors of the 
lines each represent a different origin location. The reductions in error can possibly 
signify the existence of a fracture plane with that iteration angle from the assumed 
origination orientation.  
4.3 Results and Observations 
A Colorado Red granite sample was hydraulically fractured under unconfined 
conditions through a steel wellbore casing through an openhole target interval. The steel 
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casing depth was approximately 100 mm, while the openhole interval length extended an 
additional 50 mm. The openhole interval was originally intended to have a length of 100 
mm starting from the cased depth to an overall bottomhole depth of 200 mm, but a tough 
inclusion or layer existed within the granite sample, which prevented drilling further.  
Hydraulic fracture location and orientation predictions could not be made prior to 
stimulation because the sample was unstressed. The only factors that could influence 
fracture location and orientation are the wellbore location and trajectory, which are at the 
sample center and vertical, respectively, and the heterogeneities in the sample. Although 
the overall fracturing direction was not estimated prior to testing, it was predicted that the 
hydraulic fracture would produce a larger and more extensive network in the upper half 
of the sample because of the possible hard inclusion or layer encountered during the 
openhole interval drilling procedure.  
AE source locations 
Nearly 4,300 AE events were recorded throughout the hydraulic fracturing 
experiment. Figure 4.5 shows the large cloud of observed AE events throughout the 
experiment. The sizes of the circles are directly proportional to the amplitude of the event 
and the colors represent correlation coefficient as found by the over-determined system of 
equations relating to source location with more than four sensors. Red is highest 
correlation, or best location, and blue is lowest correlation, or worst location, with a 
gradient between. The majority of the events contained very high location accuracy and 
amplitude according to the MISTRAS software. From Figure 4.5, the apparent total depth 
of the majority of the fracture network generation appeared to stay above the bottomhole 
of the well as predicted from encountering the stiff inclusion or layer during drilling.  
A secondary wellbore was required to be placed in the sample to test the ability to 
create a simulated injector-producer well scheme commonly found in geothermal 
reservoir exploitation. The objective is for the producer well to intersect the hydraulic 
fracture, which requires predicting the location and orientation of the induced fractures. 
Secondary wellbore location optimization was difficult in such a large cloud of high 
amplitude and correlation coefficient AE events. It was desired that the second wellbore 
be located in a region of dense fracturing to provide a hydraulic connection between the 
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original injection well and the production well through the fracture network; meaning a 
macro-scale hydraulic fracture location and orientation was required. 
 
Figure 4.5 Raw AE event source locations showing very dense microcracking in the top 
half of the sample. 
The AE events were filtered to only contain higher correlation coefficient and 
amplitude data in efforts to pinpoint a main fracturing plane and/or a dense region of 
fractures believed to be hydraulically connected to the injection well. Figure 4.6 to Figure 
4.8 show these reductions and one main hydraulic fracture appeared to propagate in 
nearly the same orientation as the yz-plane. A very dense pocket of AE events existed 
approximately 40 mm away from the injection well at a depth of 100 mm. This pocket of 
events coupled with the apparent direction of main fracture was used as input in the 
secondary well trajectory plan. The second wellbore was placed at an angle of 25° from 
the vertical in the positive x and z direction. This path was chosen to ensure if a hydraulic 
fracture existed in the yz-plane, the wellbore should pass through the fracture at some 
point as it traverses to the other side of the sample. Figure 4.9 shows the injection well 
and the angled production well in the reduced cloud of AE events. It was uncertain as to 
whether this wellbore location would be sufficient for a binary injector-producer scheme 
until flow-through tests were performed. 





































Figure 4.6 AE event source locations filtered by only those events containing higher than 
a 0.995/1.0 correlation coefficient and 30 dB amplitude. 
 
Figure 4.7 AE event source locations filtered by only those events containing higher than 
a 0.995/1.0 correlation coefficient and 40 dB amplitude. 
 
Figure 4.8 AE event source locations filtered by only those events containing higher than 
a 0.995/1.0 correlation coefficient and 50 dB amplitude. 











































































































Figure 4.9 3D view of the filtered AE event source locations and injection (vertical) and 
production (angled) wellbores. 
AE fracture surface predictions 
A more advanced method of determining the location of fracture faces was 
desired for future tests because of the uncertainty associated with choosing a secondary 
wellbore location based only on amplitude and correlation coefficient filtered AE events. 
The new method needed to be robust enough to just use AE location data and provide 
reasonable fracture orientation, extent, and direction from very dense clouds of data. The 
method described above is a simple planar-based approach using distances from each AE 
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event source location to an assumed fracture plane to determine optimal orientation 
associated with the elongated microcrack damage region.  
The AE fracture surface detection process was applied to the data collected 
throughout the unconfined hydraulic fracturing test. One major hydraulic fracture was 
observed by the sharp reductions in error in Figure 4.10 indicating that a probable 
fracture plane existed at a small orientation offset from the yz-plane. Figure 4.11 and 
Figure 4.12 show that the predicted hydraulic fracture appear to intersect both the 
injection and production wells, which was later confirmed using fluid injection and 
recovery tests and post-test sample coring and slicing (Frash, 2012; Hampton, 2012).  
 
Figure 4.10 Fracture surface fit error versus iteration angle showing one main hydraulic 
fracture and other possible secondary fracture orientations.  































Figure 4.11 Predicted hydraulic fracture from AE data. AE source locations have been 
extensively filtered for viewing, but not for the fracture surface prediction procedure. 
 
Figure 4.12 Predicted hydraulic fracture from AE data. 
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The injection well was over-cored and removed to determine orientation of the 
actual fracture network. After over-coring, the granite block sample was sliced/slabbed at 
approximately one inch thick intervals to view the existing hydraulic fracture network 
within the sample. Figure 4.13 shows photos of the hydraulic fracture network stenciled 
for clearer view. The complex network within the block existed from several hydraulic 
fracture injection tests, some of the latter were not recorded with AE due to software 
buffering issues. The fracture data from the photographs were digitized and shown in 
Figure 4.14. This complex fracture network in an unconfined sample shows how induced 
local stress changes resulting from the hydraulic fracturing can alter re-fracture 
orientation and create quite a complex system of fractures.  
 
Figure 4.13 Slabbed sample photos showing complex network of hydraulic fractures 
stenciled for clearer view; depth increases from top left to bottom right.  
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Figure 4.14 All observed hydraulic fractures from slab photos. 
Figure 4.15 and Figure 4.16 show only the largest and most continuous hydraulic 
fracture existing within the network. This main hydraulic fracture extended all the way to 
the sample edges. It also contained slight curvature when approaching the extremities of 
the sample. The majority of the hydraulic fracture was contained within the top half of 
the sample above the bottomhole of the wellbore. It is assumed that only subsequent 
hydraulic injections produced fractures extending into the bottom of the sample past the 
hard inclusion layer seen in drilling. Fractures reaching the edges of the sample in many 
locations shows how fracture extension can continue to occur even after some fractures 
have met the sample edges and are open to atmospheric pressures.  
 63 
 
Figure 4.15 Main hydraulic fracture visible from the slabbed sample data. Darker blue 
circles represent the individual data points digitized from the slab images. Lighter blue 
surface is an interpolation between the slab data. 
 
Figure 4.16 Main hydraulic fracture visible from the slabbed sample data. 
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Comparisons made between the main hydraulic fracture predicted from the AE 
data and the largest fracture observed in the network from the slabbed sample can be seen 
in Figure 4.17 through Figure 4.19. Upon initial observations, the two fractures appeared 
to match in location, orientation and moderately in roughness trend. Although the 
predicted fracture has a much higher apparent roughness from the interpolation between 
AE locations than the actual fracture roughness; data interpolated between the one inch 
slabs shows a much smoother surface than truly exists. The actual fracture roughness 
resembles the roughness of the fracture trace data taken from the photographs rather than 
the interpolation between points in the AE predicted surface or the interpolation between 
layers in the fracture slab data. The predicted hydraulic fracture matched moderately well 
to the actual hydraulic fracture, especially when considering only AE event locations 
were taken into account in the analysis. The overall dimensions and slight orientation 
offset from the principal axes is clearly picked up in the routine. The highest level of 
consistency is seen in the interior of the sample. This is because as the actual hydraulic 
fracture extends away from the wellbore, it undergoes several slight adjustments in 
orientation that a planar-based fracture prediction method has difficulty with matching. 
Assuming smaller planes and stitching them together based on slight increases in 
observed fracture plane error would be beneficial to this routine. Although, 
improvements can be made, this new method works very well for predicting coalesced 
hydraulic fractures at the laboratory scale. Predictions of coalesced fracture orientation 
can be used for hydraulic fracture simulation validation from laboratory data as well as 
provide a valuable means for reservoir flow modeling. With inputs of fracture orientation, 
roughness, and estimations made of approximate width, reservoir flow modeling can be 
performed to determine the actual fracture network flow capacity with input reservoir 
properties. Identification of coalesced fractures can also help predict where immanent 
failure of concrete structures will take place and where remediation efforts and 
orientation of remediation is required, if the coalesced fracture is not yet visible at the 
surface of the materials. Results from this routine can be used in several industries with 
particular emphasis of utility on laboratory rock mechanics testing.  
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Figure 4.17 Zoomed comparison between the AE predicted hydraulic fracture (black) and 
the digitized fracture location from the slab photos (blue). 
Student Version of MATLAB
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Figure 4.18 Zoomed comparison between the AE predicted hydraulic fracture (black) and 
the digitized fracture location from the slab photos (blue).  
Student Version of MATLAB
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Figure 4.19 Zoomed comparison between the AE predicted hydraulic fracture (black) and 
the digitized fracture location from the slab photos (blue). Near the top of the sample the 
fit between the predicted and observed fractures decreases.  
Student Version of MATLAB
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4.4 Discussion 
Hydraulic fractures were induced in an unconfined granite block through an 
openhole interval. AE monitoring was required for determining fracture structure for 
secondary wellbore drilling location optimization. AE was successfully recorded on the 
first of a set of injection tests, which produced a large network of hydraulic fractures. A 
procedure for using AE source locations to identify possible macro-scale fractures 
existing within the block was developed. The method is a simple planar-based approach 
where error is calculated from the perpendicular distance of each AE event and an 
assumed fracture plane. The fracture plane is then rotated in both the pitch and roll 
directions to determine the lowest error orientation within the cloud of AE events. The 
method provided a very reliable estimation of a macro-scale hydraulic fracture as seen in 
the comparison images of the predicted fracture and the actual fracture, as measured from 
photographs taken from the slabbed block post-test.  
The AE predicted fracture was at an approximate 10° offset from the yz-plane. 
The complexity observed from the slabbed block photos show the hydraulic fracture 
network to be very intricate and contained not only planar fractures, but also substantial 
fracture curvature. The assumed planar fracture matched very well in most regions until 
the actual fracture showed non-planar behavior, as seen closely in Figure 4.18 and Figure 
4.19.  
The applicability of this method is reliant on the ability to observe relatively large 
quantities of AE events associated with a few macro-scale coalesced fractures. This 
assumes that the observed AE cloud resulted in a coalesced fracture, and not just a highly 
damaged and isolated grouping of microcracks. For instance, two identical experimental 
setups would produce very different fracture structure if testing a densely naturally 
fractured material and a homogeneous and isotropic material. The same AE fracture 
prediction method applied to both tests would likely give rise to differing predicted 
fracture error.  
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CHAPTER 5  
AE MICROCRACK DAMAGE CHARACTERIZATION 













Nanodarcy permeability is common in many oil- and gas-bearing formations 
requiring unconventional stimulation technologies, such as hydraulic fracturing, which 
can connect the isolated hydrocarbon-rich pores to a wellbore through induced fracture 
networks. Even though a dense induced fracture network is capable of accessing 
economic amounts of hydrocarbons, much of the rock between and very close to the 
fracture network is still un-accessed. Inducing fracture networks into rock can create 
large amounts of micro failures in surrounding regions that are not connected to the 
wellbore. Regions of rock containing microcracks near coalesced macro-scale fractures 
oftentimes behave differently than original matrix material due to the permanent 
structural change. These changes can manifest themselves in mechanical and 
petrophysical alterations from the original matrix conditions. Understanding that the 
coalesced fractures must drain the reservoir rock through these regions containing 
microcracks requires the characterization of damage within rock in terms of mechanical 
and petrophysical changes. In this study, a laboratory hydraulic fracture test was 
performed on a two-block system separated by a discontinuity as an analogue to a large 
natural fault. The induced hydraulic fracture was monitored with acoustic emissions (AE) 
throughout initiation, propagation, and interaction with the large fault. Individual AE 
event source characterization was performed to obtain mode of failure and relative 
volumetric deformation. Source characteristics were used in conjunction with cloud 
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based event density techniques to determine regions of differing damage within the cloud 
of microcracks. Quantitative three-dimensional event density imaging results were 
compared with permeability measurements on sub-cores taken from the sample post-test. 
Inverse relationship between AE event densities and permeability of sub-cores was 
observed, meaning that reductions in permeability were found nearest coalesced 
hydraulic fractures in the crystalline rock tested.  
5.2 Simulating a Natural Discontinuity 
Dakota granite was chosen because of its high strength, relative homogeneity, and 
low permeability. The homogeneity of the granite with respect to acoustic velocities was 
optimal for single wave speed inputs for source location and crack source 
characterization. Hydraulic fracture testing was performed at a true-triaxial stress state 
using the biaxial loading system integrated into a uniaxial load frame discussed 
previously, which is capable of stressing samples 15 × 15 × 25 cm
3
. Data monitored 
throughout this test included flow rate, pump pressure, wellhead pressure, confining 
stresses, and AEs. AE was monitored throughout hydraulic fracture initiation and 
propagation and interaction with the natural discontinuity. Table 2.1 shows the measured 
rock mechanical properties.  
Using the design aid of numerical simulation, a single large natural discontinuity 
was represented by a true-triaxially confined two-block system, as shown in Figure 5.1 
(Hampton et al., 2014). A single granite block was cut using a large rock saw at a 
specified angle with the short dimension of the sample. The angle was chosen based on 
numerical simulation experiments to induce near critical shear state along the natural 
fracture with a specified loading condition (Han et al., 2013; Hampton et al., 2014). The 
induced hydraulic fracture was intended to reach the natural discontinuity prior to 
reaching the sample edges in other locations. The AE recordings would then be a 
convolution of hydraulic fracture propagation damage and macro scale fracture 
interaction type events. To ensure the interface was in a near critical shear state from the 
induced loading, the mechanical properties of the interface were required. The cohesive 
and frictional strength of the smooth granite interface was measured using direct shear 
testing. The testing was performed with four different normal stress levels (1.72, 3.45, 
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6.89, and 10.34 MPa). By best fitting the laboratory data, the properties of the granite 
interface were determined and are shown in Table 5.1.  
 
Figure 5.1a Partial image of granite specimen showing crystalline structure. (b) Testing 
scheme employed showing a true-triaxially confined naturally fractured rock block being 
hydraulically fractured and corresponding AE. 
Table 5.1 Natural fracture mechanical properties. 
Property Value (units) 
Normal stiffness (kJ) 64.53 (GPa/m) 
Shear stiffness (kS) 12.07 (GPa/m) 
Cohesion (ci) 0.31 (MPa) 
Friction (φi) 27° 
 
5.3 Results and Observations 
A single granite two-block sample hydraulic fracturing treatment is discussed. 
Multiple AE analysis methods and results are discussed relating to discrete microcrack 
characterization as well as fracture network characterization as the hydraulic fracture 
initiates, propagates, and interacts with the natural discontinuity.  
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Hydraulic fracturing treatment 
Hydraulic stimulation was performed using a constant flow injection of 0.1 
mL/min. Figure 5.2 shows the wellhead pressure and pump pressure as well as the AE 
histogram associated with number of locatable microcrack events. It can be observed that 
throughout the beginning stages of the constant flow injection, nearly zero AE events 
were observed until the fluid pressure reached approximately 85% of peak breakdown 
pressure. Hydraulic breakdown occurred at approximately 30 MPa. The maximum (y-
axis), intermediate (z-axis), and minimum (x-axis) confining stresses were 13.79, 6.89, 
and 3.45 MPa, respectively. 
 
Figure 5.2 Pump pressure, wellhead pressure, and AE event histogram associated with 
the induced hydraulic fracture. 
















































AE event source location 
Throughout the entire hydraulic fracturing test, more than 12,000 locatable three-
dimensional (3D) AE events were recorded on a minimum of six and maximum of 13 
sensors. Figure 5.3 shows the large cloud of AE activity and the location of the simulated 
natural discontinuity. The amplitude of each event is represented proportionally to the 
sizes of the circles. The colors of each event represent the correlation coefficient from the 
multiple regression analysis used in 3D source location. Red represents the highest 
correlation coefficient, meaning best location (1.0/1.0), and blue for the lowest 
correlation (0/1.0), with a color gradient between. The hydraulic fracture appeared to 
propagate in the direction of the maximum principal stress and toward the existing 
discontinuity. Numerous AE events were located above and below the discontinuity. 
From this figure, it was assumed that the hydraulic fracture propagated through the 
natural fracture based on the amount of observed microcracking on both sides of the fault. 
The off-center wellbore is shown, which allowed ample distance between the openhole 
wellbore and the sample edges as well as the natural fracture. The openhole injection 
interval was a length of 25 mm. 
 
Figure 5.3 2D orthographic projections of the 3D AE event source locations in multiple 
views. The natural discontinuity orientation is clearly shown. The color of the events 
represent correlation coefficient with red being high correlation, or best location accuracy, 
blue being low correlation, with a gradient between. The various sizes of the circles are 
directly proportional to the amplitude of the AE events.  









































AE event source mechanisms 
Microcrack source mechanism analysis was performed using a moment tensor 
inversion to determine the individual mode of failure for each AE event. Table 5.2 shows 
the results from the source characterization using the SiGMA procedure. Approximately 
80% of the observed six-sensor AE events were analyzed for source mechanisms. A total 
of 79% of the analyzed AE events were characterized as tensile opening, while only 18 
and 3% were determined to be shear and mixed mode, respectively.  
Table 5.2 Moment tensor inversion results for mode of failure. 
Moment Tensor Analysis Value 
No. of total events 9,603 
No. of tensile events (%) 7,581 (78.9) 
No. of shear events (%) 1,755 (18.3) 
No. of mixed mode events (%) 267 (2.8) 
 
AE event relative volume calculations were performed to understand the volume 
change with source mechanism and time. Relative volumes were calculated as indicated 
from Equation (1.15) Relative volumes were separated by the fracturing mechanism 
calculated using moment tensor analysis into tensile, shear, and mixed mode events. 
Table 5.3 displays the deconvolution of event types and associated volumes. The average 
relative volume for the tensile events was approximately equal to the mixed mode events, 
which also contained nonzero diagonal components in the moment tensor solutions. 
Average volume of individual shear events was approximately two orders of magnitude 
smaller than that of tensile and mixed mode. This indicated that, even if the shear events 
contained the slightest opening mechanism, their dimensions were small enough to show 
little or no volumetric deformation comparatively to the other event types.  
Table 5.3 Average relative volumes for individual microcrack events.  
Average Volume Value 
All events 0.81 
Tensile events 1.0 
Shear events 0.0019 
Mixed mode events 0.97 
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When removing the two-block sample from the load cell, it was observed that 
only the upper block showed evidence of a hydraulic fracture reaching the sample edges. 
Because of the inconsistency between AE observations showing that dense microcracking 
reached the bottom block (Figure 5.3), microscopic inspection was performed at the 
sample surface. Figure 5.4 shows the surface of the interface (a) on the top block and (b) 
the surface of the interface on the bottom block. Top block fractures were clearly visible 
to the naked eye and under microscope while conversely, the bottom block hydraulic 
fractures were only visible under magnification. The fracture widths observed in the top 
block were approximately 0.15 mm, while the bottom block showed approximately an 
order of magnitude reduction in fracture width. The substantial reduction in fracture 
width observations at the interface surfaces warranted a closer look at the AE data 
collected throughout the fracturing test to determine if AE could help predict reductions 
in energy associated with microcracking between the two blocks containing hydraulic 
fractures. Figure 5.5 shows the AE event source locations filtered by only those events 
containing high amplitude and high correlation coefficients. The filtering served to 
reduce data in the viewable regions of interest to only those events, which contained best 
location accuracy and the strongest signals. There appeared to be a fairly dense region of 
microcracking beneath the interface, directly beneath where the microscopic surface 
fractures were observed in the bottom block. This observation indicated the possibility of 
event amplitude providing a reasonable metric to determine if microcrack cloud data 
could determine if a hydraulic fracture existed passing through interfaces, even after 
substantial energy reductions (as evidenced in fracture width observations).  
 
Figure 5.4 Surface images of the hydraulic fractures in both blocks; (a) shows the top 
block hydraulic fracture clearly with no magnification, while (b) shows a very faint 
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hydraulic fracture in the bottom block (red arrow), which was not visible without 
magnification.  
 
Figure 5.5 AE event source locations filtered by only those events containing 0.95/1.0 
correlation coefficient and 30 dB relative amplitude and higher. 
Using the analysis performed for each microcrack, AE density plots were created 
using multiple weighting attributes to condense the AE fracture cloud and determine the 
regions containing the highest amount of damage. Figure 5.6 displays a traditional 
density plot of raw AE event source locations. Comparisons made between this image 
and Figure 5.3 show certain regions that contained many more AE events than previously 
observed with standard plotting procedures. From this graphic, the value of density 
plotting is shown resulting from the hot zones, displaying areas with the possibility of 
higher damage and possibly substantial mechanical and/or petrophysical changes, such as 
permeability alteration of the surrounding matrix. Figure 5.7 shows density images using 
only events with the highest correlation coefficient and amplitude. This figure indicates a 
high-damage region next to the wellbore propagating toward the sample edge. Other 
weighting parameters were investigated in Hampton et al., 2015, including relative 
volumetric deformation of microcracks. Although applying weighting factors to two-
dimensional (2D) density imaging of the AE data could be used to elucidate differing 
regions of damage, the inherent flaw of a 2D image is that many of the AE events 









































contributing to a heat zone in the density image could be on opposite sides of the sample. 
To correct for this, density plotting should be used on slices of specific depth intervals, or 
a full-scale 3D density image would be required. Figure 5.8 shows the 3D density 
distribution of the hydraulic fracture.  
 
Figure 5.6 AE density plot showing zones of intense fracturing versus distributed 
microfractures. It is shown here that much of the highest density microcracking occurred 
in the upper block, while many of the events in the lower block were scattered.  
 
Figure 5.7 AE density plot using amplitude and correlation coefficient as weighting 
parameters, revealing a possibly high damage zone of interest between the injection and 
the closest sample edge. 






























































































Figure 5.8 3D AE density of all events associated with the hydraulic fracturing treatment. 
Dense regions are shown by hot colors, while blue regions signify lower density.  
To quantitatively investigate the differing regions of damage indicated by AE 3D 
density imaging, the upper block was cored in two locations. The length axes of the cores 
were perpendicular to the hydraulic fracture plane; meaning each core passed through un-
fractured rock on either side of a dense region of microcracking containing the 
macroscopic hydraulic fracture. Both cores were then sub-sampled into eight smaller 
cores for the purpose of permeability testing. Figure 5.9 shows the 3D density image and 
both core 1 (between injection interval and fault) and core 2 (between injection interval 
and sample edge). The sub-cores are shown in alternated black and red cylinders. Each 
sub-core was then cleaned with Toluene and oven dried to remove any remaining fracture 
fluid residue from the hydraulic fracturing test. Once the cores were cleaned of residual 
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fracturing fluid, permeability testing was performed on each sub-core as shown in Figure 
5.10. Permeability measurements were made in the length direction of the sub-cores. The 
error bars are one standard deviation away from the mean permeability. It is evident that 
the sub-cores near the sample edges contained higher permeability than those near the 
middle of the sample. Applying a quantitative version of a 3D density image, Figure 5.11 
and Figure 5.12 show the number of AE events located inside each cylinder normalized 
by the volume of the sub-core, plotted with the permeability for core 1 and core 2. The 
inverse relationship of AE density with permeability seemed counterintuitive because AE 
events signify microcrack generation, but permeability reductions in these regions were 
observed. Cumulative volumetric deformation of all the microcracks residing inside of 
each sub-core was calculated and normalized to the sub-core volume, as shown in Figure 
5.13 and Figure 5.14.  
 
Figure 5.9 3D AE density imaging and both core 1 (between injection interval and fault) 
and core 2 (between injection interval and sample edge). Red and black intervals of each 
core signify sub-cores taken for permeability testing.  
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Figure 5.10 Permeability of each sub-core from core 1 (blue) and core 2(red). Error bars 
show one standard deviation from the mean.  
 
Figure 5.11 Permeability (blue) of each sub-core from core 1 located between the 
injection interval and the fault and AE event density for each sub-core. Inverse 
relationship between permeability and AE event density is observed.  













































































Core 1 AE Event Density
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Figure 5.12 Permeability (blue) of each sub-core from core 2 located between the 
injection interval and the sample edge and AE event density for each sub-core. Inverse 
relationship between permeability and AE event density is observed.  
 
Figure 5.13 Permeability (blue) of each sub-core from core 1 located between the 
injection interval and the fault and cumulative AE event volumetric deformation of all the 













































Core 2 AE Event Density










































































Core 1 Volumetric Deformation
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AEs located within the sub-core normalized by the volume of each sub-core. Inverse 
relationship between permeability and volumetric deformation is observed.  
 
Figure 5.14 Permeability (blue) of each sub-core from core 2 located between the 
injection interval and the sample edge and cumulative AE event volumetric deformation 
of all AEs located within the sub-core normalized by the volume of each sub-core. 
Inverse relationship between permeability and volumetric deformation is observed.  
5.4 Discussion 
AE density imaging in 2D showed a strong energy reduction across the natural 
fault interface, while looking at AE events with the highest amplitude showed a 
consistent fracture pattern extending past the fault. Post-test microscope observations of 
the coalesced hydraulic fracture at both the top and bottom block surfaces showed the 
existence of the hydraulic fracture in the lower block but also showed a substantial 
fracture width reduction of approximately an order of magnitude. These results indicate 
the possibility of the density imaging method being a tool in which to understand the 
energy input into the rock structure, while amplitude correlations might be indicative of 
fracture coalescence.  





































































Core 2 Volumetric Deformation
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3D AE density imaging and parametric 3D density imaging provides an unbiased 
view of the damage network because of the inherent flaws of 2D heat maps looking 
through the rock structure. Although 2D heat maps can provide a quick reference for 
viewing dense regions of microcracking and damage, 3D imaging provided a much more 
reliable and representative image of the damage associated with inducing a hydraulic 
fracture.  
AE generated damage maps in three dimensions weighted by source mechanism 
data, such as cumulative relative volumetric deformation, showed a strong inverse 
correlation with permeability measured in the direction perpendicular to the coalesced 
fracture face. Originally, this result was counterintuitive because AE relative volumetric 
deformation would typically indicate an increase in pore structure and geometry leading 
to a subsequent increase in permeability. Although many AE events existed within the 
region near the coalesced fracture face, it is hypothesized that the damage contributing to 
the permeability reduction in the perpendicular to fracture direction is associated with 
compaction from the hydraulic fracture opening. There are numerous factors that can lead 
to a permeability change within the near fracture region including fluid invasion, 
wettability change, microcrack damage, orientation of microcrack damage, poro-elastic 
effects, etc. The inverse relationship of permeability with the observed AE density and 
volumetric deformation shows that petrophysical changes are occurring within the 
material due to the induced hydraulic fracture and related phenomena. Deconvolving 
such a complex permeability-microcrack relationship would require further analysis and 
modeling of the discussed phenomena.  
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CHAPTER 6  
DISCUSSION AND CONCLUSIONS 
Several laboratory hydraulic fracturing tests were performed for this study while 
monitoring AE for the purpose of investigating the differing methodologies of AE 
analysis and the interrelation thereof. Three main analysis methods were employed (1) 
individual microcrack source characterization, (2) discrete fracture network prediction 
from AE source locations, and (3) cloud based and weighted cloud based regional 
damage characterization surrounding a coalesced fracture network. Each of the three 
methods paints a completely different picture of the induced fracture networks from 
understanding the individual microfractures to predicting coalesced networks and 
understanding the altered material characteristics very near coalesced networks. All three 
analyses are interrelated but attempt to characterize differing scales of change occurring 
within rock using the same initial data. The following sections will describe each 
individual analysis methodology’s conclusions followed by how they are interrelated. 
The limitations of the methodologies and their combination are discussed along with 
recommendations for future research efforts. The three most significant contributions 
from this research, stemming from each of the three analysis methods undertaken include 
the following: 
• Microcrack source characterization with acoustic emission via moment tensor 
analysis can provide relative volumetric deformation of individual events. 
Relative volumetric deformation can be used to infer the energy introduced into 
the material in specific locations. For instance, average relative volumetric 
deformation nearest hydraulic fracture initiation location was approximately three 
times larger than average relative volumetric deformation throughout the entire 
field of fractured events. Using relative volumetric deformation as a metric for 
energy input, relative stimulation effectiveness can be estimated comparatively 
between regions within a fractured sample (i.e. higher aggregate and average 
energy release in a specific region comparatively to others would typically signify 
higher amounts of fracturing and damage within that region).  
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• Using acoustic emission event source locations, reasonable estimations of 
coalesced hydraulic fracture location, orientation, and extent can be made. 
Although the coalesced hydraulic fracture formation is at a much large scale than 
the direct observations of the individual microcracks, assumptions of large 
structures can be made from the clustering of the AE events. The methodology 
presented has been validated at the laboratory scale with post-test sample coring 
and slabbing.  
• Cloud based AE analysis methodologies showed regional damage characterization 
at a macro scale using individual AE data taken from a much smaller scale. 
Three-dimensional AE density imaging and parametric weighted density imaging 
showed regions within an AE cloud where higher amounts of damage was found, 
resulting in permanent mechanical and petrophyiscal property changes in those 
regions. Permeability changes perpendicular to the coalesced hydraulic fracturing 
direction showed strong inverse correlation with AE density and cumulative 
volumetric deformation of AE events in specified regions. Using density imaging, 
correlational relationships can be made between AE damage and rock property 
changes. The changes associated with permeability near a damage region are a 
function of many things including rock mechanical response, poro-elastic 
response, induced microcracks, fluid invasion, and many others. A discrete 
element modeling approach may be useful in determining the applicability of the 
AE method to determine rock property changes. 
6.1 Individual Microcrack Characterization 
Extensive AE analysis of a laboratory hydraulic fracturing experiment was 
presented. Source characterization analysis of AE events provided a large amount of data 
including mode of failure, orientation, and direction of crack-slip and crack-face normal 
vectors, and two methods of volumetric AE analysis. The conclusions of this work 
include the following: 
• AE source information for many hundreds and thousands of events can readily be 
obtained through moment tensor inversion methods, especially when performed 
by an automated process, as in this research.  
 86 
• AE data located near coalesced fracture faces provided valuable insight into the 
formation of microcracks and their characteristics, including volumetric 
deformation, mode of failure, and orientation and direction of microcrack and 
motion.  
• Relationships between microcrack displacement vector orientation and principal 
stress directions can be observed with AE source characterization. Displacement 
vector projections within the xz-plane had concentrated orientations at 45º and -
45º with respect to the z-axis. Further deconvolution showed that tensile event 
displacements tended to form angles of 45º with the z-axis, while shear dominated 
failures formed angles of -45º.  
• Relative volumetric deformation of AE events changed spatially throughout the 
sample giving a possible indication of a damage map of energy input from the 
fracturing processes. Microcrack events near the wellbore and inside the cylinder 
of interest contained much larger volumetric deformation per event on average 
than microcracks occurring farther away from the openhole interval. Tracking 
volumetric deformation away from the wellbore would allow for a microcrack 
damage indicator that is not specific to microcrack density.  
6.2 Coalesced Fracture Predictions from AE Locations 
The AE DFN prediction method presented was shown to able to determine 
coalesced fracture structure, orientation and location. Predictions of the coalesced 
fracture throughout laboratory hydraulic fracture testing in brittle granite showed marked 
correlation with the actual fracture structure observed from coring and slabbing the 
sample post-test. Additional conclusions of this work include the following: 
• A simple planar-based coalesced fracture structure prediction method was 
developed and validated against actual laboratory hydraulic fracture data and 
provided a reasonable correlation using only AE event source locations as input 
variables. 
• This method tends to break down when fracture structure alters from the assumed 
planar-based approach. Assuming non-planar fractures in regions of progressive 
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low error might help mitigate this issue and provide a complex, but low error 
solution. Alternatively, a faceted planar-based method would also serve to reduce 
error (i.e. assume much smaller planes and increase origination locations 
throughout the structure and allow for plane extremity stitching to occur).  
• The ability to step through multiple origin locations for the macro-scale fracture 
structure prediction reduces the error associated with forcing a planar fracture to 
contain any specific coordinates. This functionality also allows the prediction of 
multiple fracture sets in a sample with a single run.  
6.3 Damage Evaluation from AE 
AE data was recorded throughout laboratory hydraulic fracture testing of a multi-
block system simulating a naturally faulted environment and efforts were made to 
characterize the regional state of damage within the areas surrounding coalesced fracture 
networks. Several methods of source characterization were performed, including moment 
tensor analysis for source type and microcrack volumetric deformation. Source 
parameters and parametric AE event attributes were then used as weighting factors and 
guides for plotting the AE cloud densities in multiple regions. 3D AE density images 
were generated to avoid inherent flaws with 2D density imaging cloud AE data. Two 
cores were taken from the hydraulically fractured sample and sub-cored for permeability 
testing. Permeability results were compared with AE cumulative cloud attributes from 
sub-cored regions. The initial conclusions of this work include the following: 
• A hydraulic fracture passing through a large natural discontinuity resulted in a 
substantial reduction in fracture width. Implications of this can be observed when 
hydraulic fractures pass bedding planes and material interfaces, reducing the 
overall fracture length due to the substantial energy reduction.  
• Filtering AE events to only those with the best location accuracy and highest 
amplitude showed dense fracturing in the lower block and suggested that the 
hydraulic fracture passed through the interface, which was confirmed with a 
microscope post-test. 
• 2D AE density plotting proved to be a useful tool in determining high-damage 
zones in an otherwise indiscernible cloud of events, but contained inherent bias of 
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viewing through 3D space. 3D AE density plotting was generated and showed a 
much more refined cloud characterization than analyzing cloud structure in 2D. 
2D density imaging also provided a reasonable metric for energy reduction 
between the upper block and the lower block.  
• Individual microcrack AE source parameters also proved to refine overall fracture 
network density plots and elucidated regions of interest where the possibility of 
high matrix damage and permeability alteration could exist.  
• Permeability variations across the sample and hydraulic fracture were correlated 
inversely with both AE density and relative cumulative microcrack volumetric 
deformation within each sub-core. It is hypothesized that the reductions in 
permeability are due to compaction related damage (crushing of grains, closure of 
existing microcracks) in the direction perpendicular to the hydraulic fracture 
growth, hence the higher damage near the hydraulic fracture face would inhibit 
flow toward the fracture face. Implications of this realization show that indirect 
pathways of hydrocarbon production are not only likely, but also probable, when 
fractures are generated in a material susceptible to microcracking (i.e. a brittle, 
bedded, and heterogeneous material).  
6.4 Combinations of Microcrack Analysis Methodologies  
Each of the three individual microcrack AE analysis methods contributes insight 
into the fracturing processes and resulting rock structure. Rock subjected to loading 
conditions resulting in microcrack and/or coalesced fracture generation becomes an 
inherently different and oftentimes heterogeneous material, in terms of mechanical and 
petrophysical response, post-fracture. This has been shown in early AE literature where 
AE was recorded when taking samples to several stress levels. AE generated past certain 
loading conditions will produce higher AE generation at lower stress levels when the 
same sample is reloaded (Felicity effect (Mogi, 2007)). Materials undergoing 
microcracking behave differently than pre-load and pre-microfracture generation. 
Individual microcrack source characterization allows for microstructural understanding of 
the grain-scale changes occurring in a stressed medium. Mode of failure, orientation and 
direction of crack slip and crack face directions, relative volumetric deformation, and R-
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ratio determination can provide a quantitative means to describe the rock structure (i.e. 
for analytical or numerical simulation of rock under stress). Combining individual event 
source characterization with analysis methods of a differing scale can be cumbersome, 
but provides a means to reduce error associated with location only characterization 
methods (like SRV determination). For instance, implementing microcrack displacement 
vector information into DFN characterization can possibly provide a more refined 
coalesced fracture network. Using AE source characterization methods in conjunction 
with cloud-based AE location characterization provided a quantitative tool for 
understanding state of damage very near coalesced hydraulic fractures. Relative 
volumetric deformation of AE events residing within specific regions of sub-samples 
showed an inverse correlation with the permeability of the sub-samples in the direction 
perpendicular to the coalesced fracture. This type of analysis can be extended further to 
understand the drainage prediction from a source rock to an open and conductive 
hydraulic fracture. Using DFN predictions in conjunction with AE damage and 3D 
density imaging can also provide a much more refined means for secondary wellbore 
placement in binary well systems.  
6.5 Recommendations for Future Research 
This work is meant to provide a clear understanding of the differing types of AE 
microcrack characterization methods for hydraulic fracturing. Three different types of AE 
analyses showed value in terms of understanding rock structural changes from the micro-
scale to the coalesced fracture scale. Further work is necessary to investigate the 
relationship between the individual microcrack source information and relation to the 
coalesced fracture attributes, including dimensions, roughness, and orientations. The 
fracture roughness observed throughout all of the hydraulic fracture tests should be 
investigated for relationships with the orientations and directions of crack slip and crack 
normal vectors. 
A DFN prediction method was developed to generate maps of coalesced fracture 
networks from AE location data. Although the new method has been validated at the 
macro-scale with post-test sample coring and slabbing, further work is necessary to 
determine if this process can be modified to include AE parametric data and/or source 
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mechanism data as weighting factors for the refinement of a coalesced fracture prediction 
tool. Using AE event time would also serve to refine this method, as an iterative 
predictive tool that updates based on event time and location distribution. The 
applicability of this method to other materials, specifically brittle civil engineering 
materials like concrete, is evident from this study and would provide value in terms of 
predictions of fracture coalescence locations where mitigation activities can be 
implemented to arrest further growth. If AE observations are made within a concrete 
structure and post-observation measurement of the fractures is obstructed, this method 
could provide reasonable estimations of the extent and number of macro-scale fractures 
residing within the structure. Additional research is required to determine if this or a 
modified routine can more accurately define coalesced fractures occurring in lower 
brittleness materials or complex loading environments in which produce curved fractures. 
The data sets used in this research can be extended and analyzed further using a 
passive seismic approach where a constantly updated velocity model can aid in the source 
locations. The passive seismic approach would also benefit from using the many 
thousands of recorded waves that were located using the current methods; approximately 
one tenth of the acoustic waves recorded were able to be located in most testing. Using 
the un-located waves would help in painting a clearer picture of the microcrack 
development and coalescence. 
Although the current work has aided in the elucidation of the fracture network 
attributes and damage prediction based on 2 and 3D density imaging, further work is 
necessary to draw more complete conclusions based on permeability changes within 
source rock that is not hydraulically connected to the wellbore because of stress changes. 
Also, the implications of the alterations of microcrack structure after removing the 
sample from the loading apparatus and sub-coring cannot be ignored. Permeability 
changes associated with microcracking near coalesced fractures contribute to the 
effectiveness of the reservoir drainage. For instance, in this study the region surrounding 
the hydraulic fracture containing a reduction in permeability would inhibit the ability of 
the hydraulic fracture to drain the surrounding reservoir due to the coalesced fractures 
being surrounded by a shell of lower permeability material caused by the microcrack 
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damage. Future work to improve the understanding of microcrack damage relation to 
permeability, ultrasonic velocity, static and dynamic moduli should be performed using 
an advanced triaxial apparatus capable of making simultaneous AE, ultrasonic velocity, 
permeability, deformation and loading measurements. This will assuredly decrease the 
error associated with removing a damaged material from a loading apparatus, coring, and 
slabbing for post-test material characterization (i.e. microcrack behavior and flow 
response under stress will differ depending on loading condition). Further work also 
should incorporate investigations of the microcrack orientation and direction of slip and 
normal vectors in terms of fluid flow through the damaged material.   
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