Making use of an elementary fact on invariant subspace and determinant of a linear map and the method of algebraic identities, we obtain a factorization formula for a general characteristic 
Introduction
Divisor, equitable partition and digraph homomorphism are closely related concepts [3, 5] and the recognition of them indicates some structure of the digraphs involved and often helps to expose to us some secret of the digraph spectra. In this regard, let us quote a famous saying from [3, p. 116] : "It is shown in which way the divisor, on the one hand, is connected with structural, in particular (generalized) symmetry properties and, on the other hand, is connected with spectral properties of a graph. The divisor is utilized for factoring the characteristic polynomial..."
It is discovered by Haynsworth [7] , and independently by Petersdorf and Sachs [13] , that the characteristic polynomial of a graph has as a factor the characteristic polynomial of a divisor of it. Indeed, this result holds for the generalized characteristic polynomial of a graph, a multi-variables polynomial which generalizes the concept of characteristic polynomial; For details, see [3, Theorem 0.12, 4.7] . But can we say anything on the quotient of these two polynomials? Can we further factor it? This paper is some effort to answer these questions.
Determinant and invariant subspace
In this section, we review some basic linear algebra facts.
Throughout this note, we let F be a field and let V be a linear space over F. We use L(V ) to designate the set of linear transformations from V to itself. For any f ∈ L(V ) and any basis B = {e 1 , e 2 , . . . , e n } of V, there is a matrix A f,B ∈ F n×n such that
where
Assume that V is a direct sum of V 1 and
and called the projection along V 2 to V 1 , which satisfies p
• f | V 1 , which will be viewed as an element of L(V 1 ). 
. Similar convention will be used when we discuss determinants of matrices. 
where the lines are collected into four blocks which correspond to B 1 , B 2 , B 3 and B 4 in that order. Now, picking the basis B 1 of V 1 such that B 1 = B 1 B 3 and the basis B 2 of V 2 such that
In view of Eqs. (1) and (2), we find that
, as desired.
Remark 4 We mention that the condition in Lemma 3 that V 1 +W is invariant under f is actually equivalent to any of the following three statements: (
For any matrix A and any set R of row labels and any set C of column labels of A, we set A[R, C] to be the submatrix of A obtained by deleting all those rows whose labels are outside R and deleting all those columns whose labels are outside C. For simplicity, when both the row label set and the column label set of A have S as a subset, we use A[S] for the principal submatrix of A whose lines are indexed by S.
Proof.
Denote the column space of P by W . It follows from condition (1) that
Taken together, we derive from Lemma 3 and Remark 4 that
Note that f, f 
Equitable partition and characteristic polynomial
The use of equitable partition dates back to Sachs [14, 15] while the notation of equitable partition is proposed by Schwenk [17] .
The characteristic matrix P (π) of a partition π = (C 1 , . . . , C t ) of a set of n elements is the n × t matrix whose ith column consists of the characteristic vector of the ith cell of π, namely C i . Suppose [18] , we say that a partition π of [n] is row-equitable with respect to A ∈ F n×n if there is C ∈ F t×t such that
and say that π is column-equitable with respect to A ∈ F n×n if π is row-equitable with respect to A . If Eq. (5) holds, we write A/π + for C and call it the front divisor of A with respect to the row-equitable partition π. Similarly, we can define the rear divisor A/π − of a matrix A with respect to one of its column-equitable partition π [6] . If π is the trivial partition such that P (π) = I, then π is both row-equitable and column-equitable and
Observe that π is row-equitable with respect to A if and only if the column space of P (π) is invariant under the action of A. Moreover, if we assume that A = A f,B for a basis B of an ndimensional space V and an f ∈ L(V ) and let U be the space with a basis B 1 where B 1 = BP (π), we can see that U is invariant under f . As a matter of fact, Eq. (5) reveals that C = A f | U ,B 1 and thus det(f | U ) = det(C) = det(A/π + ). 
(b, a) = A(c, a).
Let
Proof. By putting additionally T 1 to be the set of cells of π 1 , T 2 to be the set of cells of π 2 , and P to be P (π), we can apply Corollary 5 and the definition of front divisors to arrive at the desired claim. 
Proof. Follows from Lemma 6 by induction on m.
Here comes our main result. any 1 ≤ i < j ≤ m, any a ∈ S i and any b, c from the same cell of π j , we have A(b, a) =  A(c, a) . 
Then, in the polynomial ring F[λ i,t ] we have
Proof. Since 
The truth of Eq. (6) as a relation over F now comes directly from Theorem 7, as wanted. [6, Question 3.6] , to ask how to get a multi-variables generalization of [6, Theorem 3.4] . Theorem 8 may be viewed as an answer to [6, Question 3.6 ].
Further comments
Theorem 8 should be helpful in factoring certain kind of generalized characteristic polynomials of some large matrix of high regularity. We mention that various digraph invariants are connected to generalized characteristic polynomials and thus it also helps to understand such invariants. In Eq.
(6), the polynomial
can be further factorized in the event that A
admits a group action such that the quotient matrix becomes A
. This is achieved by some simple application of group characters; see [3, Chap. 5] .
Our approach of establishing Theorem 8 consists of three main steps, first building connections between invariant subspace and determinant factorization, then establishing the relationship between matrix structure and invariant subspace, and finally making use of the principle of irrelevance of algebraic inequalities. We notice that several earlier results in the relevant directions can be treated and generalized under this framework as well. These include [3, Theorem 4.7] , [19, Lemma 1.1,Theorem 2.1,Proposition 3.1], just to name a few. We point out that the principle of irrelevance of algebraic inequalities is implicitly used by Kim and Lee [8] . Indeed, it is Lee who suggests to us that an answer to [6, Question 3.6] follows readily from [6, Theorem 3.4] and his comment initiates the work of this note.
Comparing with the earlier work in [4, 5, 6, 9] , the derivation of the stronger result here looks really trivial. But in those former work, the aim is to find a decomposition formula and only after rearranging the formula obtained then via a long sequence of technical steps we get the insight that equitable partition and invariant subspace are two key concepts in understanding those results. Similar facts on equitable partitions of complex matrix or real matrix are also used in [2, 19] . But the arguments there often make use of some special facts which is valid only over some special fields, e.g., two orthogonal nonzero vectors are linearly independent. In contrast, apart from Theorem 8, all results in this paper pose no restriction on the underlying field.
In the proof of Theorem 8, we rely on the method of algebraic identities. Recall that for the proof of its prototype, [6, Theorem 3.4] , no such principle is used and the whole proof there is some concrete combinatorial demonstration. It would be interesting to find a combinatorial proof of Theorem 8.
