Scheduling to Minimize Age of Synchronization in Wireless Broadcast
  Networks with Random Updates by Tang, Haoyue et al.
1Scheduling to Minimize Age of
Synchronization in Wireless Broadcast
Networks with Random Updates
Haoyue Tang, Student Member, IEEE, Jintao Wang, Senior
Member, IEEE, Zihan Tang, Jian Song, Fellow, IEEE
Abstract
In this work, a wireless broadcast network with a base station (BS) sending random time-sensitive
information updates to multiple users with interference constraints is considered. The Age of Synchro-
nization (AoS), namely the amount of time elapsed since the information stored at the network user
becomes desynchronized, is adopted to measure data freshness from the perspective of network users.
Compared with the more widely used metric—the Age of Information (AoI), AoS accounts for the
freshness of the randomly changing content. The AoS minimization scheduling problem is formulated
into a discrete time Markov decision process and the optimal solution is approximated through structural
finite state policy iteration. An index based heuristic scheduling policy based on restless multi-arm
bandit (RMAB) is provided to further reduce computational complexity. Simulation results show that
the proposed index policy can achieve compatible performance with the MDP and close to the AoS
lower bound. Moreover, theoretic analysis and simulations reveal the differences between AoS and AoI.
AoI minimization scheduling policy cannot guarantee a good AoS performance.
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2I. INTRODUCTION
The design of next generation mobile and wireless communication networks are driven partly
by the need of mission-critical services like real-time control and the Internet of Things (IoT).
Moreover, the proliferation of mobile devices have boosted the need to enhance the timeliness of
services like instant chatting, mobile ads, social updates notifications, etc. In all these scenarios,
new stringent requirements are imposed on the freshness of the received data.
To measure data freshness from the perspective of users, the metric Age of Information (AoI)
is proposed [2], which is defined as the time elapsed since the generation time-stamp of the
freshest information stored at the receiver. Another metric called Age of Synchronization (AoS)
is proposed [3] to measure the time difference between the current time and the time-stamp
that the freshest data at the receiver becomes desynchronized with the source. Compared with
the more widely used AoI metric, when updates appear randomly, the AoS metric accounts
for whether the process being tracked has actually changed. More specifically, AoS focuses
on comparing the content stored at the user with that of the source and measures the time of
the content desynchronization; while AoI measures a combination of the content update inter-
generation duration and content desynchronization. More detailed comparisons and analysis will
be given in Sec. II(B) and VI.
The problem of optimizing data freshness performance from the perspective of users has been
studied in nearly every aspect in the design of data transmission and communication networks.
The problem of minimizing AoI have been investigated in data compression and coding [4]–
[6], physical layer design [7], [8] and network optimization [9]–[17]. When the source keeps
changing all the time and the update packets carrying those updates can be generated at will,
centralized scheduling algorithm to optimize AoI performance in networks with interference
constraint is first studied in [9]. Theoretic lower bound for AoI performance is derived and
various scheduling policies are proposed and analyzed in [10]. When the generation of update
packets cannot be controlled at will and appear in a stochastic manner, theoretic performance and
scheduling algorithms have been studied in [14]–[18]. However, scheduling policies provided in
[14]–[17] are based on error free transmission, which is impossible for wireless communication
scenario. Moreover, those researches all focus on AoI, while AoS, which measures the content
desynchronization alone has not received much attention and is not well understood.
In this work, we aim at designing scheduling policies to minimize the expected AoS of an
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3unreliable wireless broadcast network with random information updates. Similar models with
error-free transmissions are considered in [14]–[16]. To the best of the authors’ knowledge,
this is the first time that AoS is considered as the performance measure of such model. Our
contributions are summarized as follows:
• We formulate the problem of minimizing AoS in a broadcast wireless network with un-
reliable communication links. The theoretic lower bound of average AoS over the entire
network is derived.
• The problem is reformulated into a Markov decision process (MDP). Based on the switching
structure that is exploited in the paper, we approximate the optimal solution to the MDP
by using structural finite state policy iteration.
• To overcome the computational load by the MDP solution, we propose an index based
heuristic algorithm based on restless multi-arm bandit (RMAB). We prove that the problem
is indexable and derive the closed form expression of the Whittle’s index. Simulation results
show that the Whittle’s index policy can achieve AoS performance close to the MDP solution
and the AoS lower bound.
The remainder of this paper is organized as follows. The network model and the two metrics,
AoI and AoS are introduced and compared in Sec. II. The AoS lower bound is derived in
Sec. III. In Sec. IV, we reformulate the problem into a Markov decision process and propose a
finite state structural policy iteration to approximate the MDP solution. In Sec. V, we propose an
index based algorithm based on restless multi-arm bandit. The scheduling strategies are evaluated
through simulations and analyzed in Sec. VI. Sec. VII draws the conclusion.
Notations: Vectors are written in boldface letters. The probability of event A given condition
B is denoted as Pr(A|B), the expectation with regard to random variable X is denoted as EX [·].
II. SYSTEM OVERVIEW
A. Network Model
We consider a wireless broadcast network with a base station (BS) holding update information
of N time sensitive sources and broadcasting them to N users. Each user is interested in the
information updates from the corresponding source, i.e., user n is only interested in updates from
source n, n ∈ {1, · · · , N}. Let the time be slotted and use t ∈ {1, · · · , T} to denote the index of
slots, the update of source n appears independently and identically with probability λn ∈ (0, 1]
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4in each time slot.1 Let the indicator function Λn(t) ∈ {0, 1} denote whether an update of source
n happens during slot t. If Λn(t) = 1, then an update occurs during slot t.
At the beginning of each time slot, the BS schedules to send information updates over error-
prone wireless links. Here we use the indicator function un(t) ∈ {0, 1} to denote scheduling
actions. If un(t) = 1, update from source n is scheduled to be transmitted and un(t) = 0 denotes
not scheduled. User n will successfully receive the packet by the end of slot t if the transmission
succeeds. Assume that the packet erasure is a memoryless Bernoulli process and user n has a
fixed channel characterized by the Bernoulli packet success probability pn. An acknowledgment
will be sent from user n upon receiving the update packet instantaneously and reach the BS
without error. Due to wireless interference constraint, the BS can only send one update to a
single user at each time slot, which imposes the following constraint on scheduling decisions:
N∑
n=1
un(t) ≤ 1. (1)
B. Age of Information and Age of Synchronization
To demonstrate the concept of AoI and AoS, let us consider a single source discrete time
scenario as an example. First we briefly review and compare the two freshness metrics AoI and
AoS. Then we introduce the dynamics of AoS. Suppose the ith packet received by the user is
generated during slot gi. If it is scheduled to be transmitted to the user at the beginning of slot
ri, then it will be received by the end of slot ri if the transmission succeeds.
The AoI measures the time elapsed since the generation time-stamp of the newest update
received by the user [2]. Let q(t) = maxi∈N+{i|ri < t} be the index of the latest update at the
beginning of slot t stored at the receiver, the AoI at the beginning of slot t is defined as follows:
h(t) = t− gq(t). (2)
The AoS describes how long the information at the receiver has become desynchronized
compared with the source [3]. Notice that q(t) + 1 is the index of the earliest update since the
generation of the receiver’s lastest refresh, then the AoS at the beginning of slot t is defined as:
s(t) = (t− gq(t)+1)+, (3)
1When λ = 1 new update packets are generated in every slot, AoS and AoI are the same. In following analysis, we will
compare our derivations about AoS with results from AoI.
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5where function (·)+ = max{0, ·}. According to the definition, if no new update arrives after
the generation time-stamp of the latest refresh of the user, i.e., gq(t)+1 ≥ t, then s(t) = 0. The
sample paths of AoI and AoS of a source are depicted in Fig. 1. From the figure, we can see
that AoS remains zero until a new fresh update arrives, i.e., the content stored at the receiver
becomes desynchronized with the source, while AoI keeps increasing as long as no update has
been received. The difference between AoI and AoS is the reference object. The AoS measures
data freshness compared to the content of the random update source and accounts for the whether
the process being tracked has actually changed, while AoI measures the time difference between
now and the generation time-stamp of receiver’s freshest information.
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Fig. 1. On the top, sample sequences representing time-stamps of update arrivals (upward magenta arrows), update
sending decisions (green circles) and update received time-stamps (downward brown arrows). On the bottom, sample
paths of AoI (blue) and AoS (red).
Now we return to the multiple-user scenario and introduce the dynamics of AoS considered
in this paper. First let us consider that the information at user n is synchronized with source n
at the beginning of slot t, i.e., sn(t) = 0, then sn(t + 1) depends on whether an update occurs
during slot t. If there is no update Λn(t) = 0, then sn(t+ 1) = 0, indicating that user n is still
synchronized with source n at the beginning of next time slot. Otherwise if Λn(t) = 1, then
information of user n will become desynchronized and sn(t+ 1) = 1.
If sn(t) 6= 0, then user n is desynchronized with source n at the beginning of slot t. If the
update information about source n is scheduled to be transmitted, un(t) = 1 and the transmission
succeeds, then the latest information of source n by the end of slot t− 1 will be received by the
end of slot t. If no update about source n is generated during slot t and Λn(t) = 0, we will have
sn(t+ 1) = 0; otherwise if Λn(t) = 1, the received information will be out-of-date immediately
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6at the beginning of next slot, then sn(t + 1) = 1. If the update information is not received by
user n, then AoS increases linearly and sn(t+ 1) = sn(t) + 1. Based on the above analysis, the
dynamics of AoS for user n is:
sn(t+ 1) =

0, sn(t) = 0,Λn(t) = 0;
1, sn(t) = 0,Λn(t) = 1;
0, Λn(t) = 0, un(t) = 1, succeeds;
1, Λn(t) = 1, un(t) = 1, succeeds;
sn(t) + 1, otherwise.
(4)
C. Problem Formulation
Let u(t) = [u1(t), u2(t), · · · , uN(t)] be a scheduling decision at each time slot generated by
policy pi. We measure the data freshness of policy pi over the entire network by the sum of time
average expected AoS of all users over a total of consecutive T slots,
J(pi) = lim
T→∞
E[JT (pi)] = lim
T→∞
1
NT
E
[
T∑
t=1
N∑
n=1
sn(t)|s(0)
]
,
where the vector s(t) = [s1(t), s2(t), · · · , sN(t)] ∈ NN denotes the AoS of all users at the
beginning of slot t. In this work, we assume that all the sources have been synchronized initially,
i.e., s(0) = 0 and hence omit s(0). Let ΠNA denote the class of non-anticipated policies, i.e.,
scheduling decisions are made based on past and current AoS of the network but no information
about the future. We aim at designing policy pi ∈ ΠNA such that the above time-average expected
AoS is minimized. The problem considered in this paper is organized as follows:
AoIopt = min
pi∈ΠNA
lim
T→∞
E[JT (pi)], where JT (pi) =
1
NT
[
T∑
t=1
N∑
n=1
sn(t)
]
, (5a)
s.t.
N∑
n=1
un(t) ≤ 1, t = 1, 2, · · · . (5b)
III. LOWER BOUND OF AOS
In this section, a lower bound to the solution of Eqn. (5a) is derived. Sample path argument
is used here to characterize the AoS evolution of each user. Then, we establish the expected
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7average AoS over the entire network when the time slots T →∞. By using Fatou’s lemma, the
lower bound is then established.
Theorem 1. For a given network setup, the average AoS over the entire network is lower bounded
by:
AoSLB =
1
N
N∑
n=1
γ∗n
[
1
2
(
1
γ∗n
− 1− λn
λn
)2
+
1
2
(
1
γ∗n
− 1− λn
λn
)]
, (6)
where γ∗n = max{1/
√(
1−λn
λn
)2
−
(
1−λn
λn
)
+ 2µ
∗N
pn
, λn}, and µ∗ is the coefficient that keeps∑N
n=1
γ∗n
pn
= 1.
Proof: Let pi ∈ ΠNA be a feasible scheduling policy satisfying the interference constraint
over T consecutive time slots. Suppose by taking policy pi during T time slots, a sample path
ω is obtained. A total number of Kn update packets have been received by user n, and the ith
update packet has been received by user n at the end of time slot tn,i. Denote τn,i to be the
inter-update interval of user n between the receiving time-stamps of the (i − 1)th and the ith
update, since all the sources are assumed to be synchronized initially, we assume tn,0 = 0 for
all n = 1, 2, · · · , N . The interval τn,i can be computed as follows:
τn,i =
tn,i − tn,i−1, i = 1, 2, · · · , Kn;T − tn,Kn , i = Kn + 1. (7)
Apparently, the sum of sequence {τn,i} equals to T :
Kn+1∑
i=1
τn,i = T. (8)
According to the AoS evolution, if no update packet arrives after the latest update packet
has been received, the AoS keeps zero. Denote vn,i to be the maximum number of consecutive
slots that the AoS of user n remains 0 after the ith update packet has been received by user n,
i.e., sn(tn,i + j) = 0,∀j ∈ [1, vn,i] and sn(tn,i + vn,i + 1) = 1. The AoS of user n will start
from 1 at the beginning of slot tn,i + 1 + vn,i and increase linearly with time until the next
update packet has been received by the end of slot tn,i+1. Hence, AoS of user n at the beginning
of tn,i+1 can be written as follows: sn(tn,i+1) = tn,i+1 − tn,i − vn,i. For simplicity, we denote
wn,i = sn(tn,i+1) afterwards. Since AoS increases linearly after tn,i−1 + vn,i, the total AoS of
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8user n at the beginning of each slot between [tn,i + 1, tn,i+1] can be computed as follows:
tn,i+1∑
j=tn,i+1
sn(j) =
sn(tn,i+1)(sn(tn,i+1) + 1)
2
=
w2n,i
2
+
wn,i
2
. (9)
By plugging Eqn. (9) into the objective function JT (pi) in Eqn. (5a), the average AoS over
the entire network of the sample path ω over T time slots by taking policy pi can be computed
as follows:
JT (pi) =
1
NT
N∑
n=1
Kn+1∑
i=1
 tn,i∑
j=tn,i−1+1
sn(j)
 = 1
N
N∑
n=1
Kn + 1
T
Kn+1∑
i=1
∑Kn+1
i=1
w2n,i
2
+
wn,i
2
Kn + 1
. (10)
We focus on designing strategies for infinite horizon with T →∞. Similar to the analysis in
[10], starving strategies that stop to transmit updates to any specific client n after slot T ′ can be
proved far from optimum in AoS performance and can be excluded henceforth. Let M[·] denote
the sample mean of a set of variables,
M[wn] =
1
Kn + 1
Kn+1∑
i=1
wn,i. (11)
M[w2n] =
1
Kn + 1
Kn+1∑
i=1
w2n,i. (12)
For non-starving strategy pi, the number of update packets that have been received by each
user Kn → ∞ when T → ∞. Denote γn = Kn+1T , by plugging Eqn. (11) and (12) into Eqn.
(10), the average AoS of sample path ω can be simplified as follows:
lim
T→∞
JT (pi) =
1
N
N∑
n=1
γn
(
1
2
M[w2n] +
1
2
M[wn]
)
. (13)
By the generalized mean inequality, we have M[w2n] ≥ M[wn]2. By plugging this inequality
into Eqn. (13), a lower bound of average AoS by following policy pi can be obtained:
J(pi) = lim
T→∞
JT (pi) ≥ 1
N
N∑
n=1
γn
(
1
2
M[wn]2 +
1
2
M[wn]
)
. (14)
Moreover, since τn,i+1 = wn,i+vn,i and the sum of inter update intervals is equal to T for each
user n, we have: T =
∑Kn+1
i=1 τn,i = (Kn + 1)
(∑Kn+1
i=1 wn,i
Kn+1
+
∑Kn+1
i=1 vn,i
Kn+1
)
= (Kn + 1)(M[wn] +
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9M[vn]). Then the sum of sample mean can be obtained:
M[wn] +M[vn] =
T
Kn + 1
=
1
γn
.
Since update packet arrives independently in each slot with probability λn, vn,i are i.i.d random
variables with geometric distribution of coefficient λn. By the law of large numbers, M[vn] =
E[vn,i] = 1−λnλn with probability 1. By plugging this relationship into Eqn. (11), we the mean
value of vn,i can be computed as follows:
M[wn] =
1
γn
−M[vn] = 1
γn
− 1− λn
λn
=
1
γn
− 1
λn
+ 1. (15)
Notice that there is no need to send updates to user n if the current AoS is zero, hence wn,i ≥ 1,
which leads to the inequality M[wn] ≥ 1. This finding imposes the following restriction on γn:
M[wn] =
1
γn
− 1
λn
+ 1 ≥ 1⇒ 1
γn
− 1
λn
≥ 0⇒ γn ≤ λn. (16)
Let Ln be the total number of transmission attempts for user n that happens during the T
slots, the sum of transmission attempts of all users must be smaller than T . Hence,
N∑
n=1
Ln ≤ T ⇒
N∑
n=1
Ln
T
≤ 1. (17)
Each transmission attempt to user n succeeds independently with probability pn. By law of
large numbers, limT→∞ KnLn = pn with probability one. Then γn = limT→∞
Kn
T
= pn limT→∞ LnT
and the relaxed constraint Eqn. (17) is equivalent to
∑N
n=1
γn
pn
≤ 1.
For simplicity, denote γ = [γ1, · · · , γN ]. By substituting Eqn. (15) into Eqn. (14) and consid-
ering the constraint Eqn. (16), the lower bound of AoS over the entire network can be obtained
by solving the following optimization problem:
AoSLB = min
γ≥0
1
N
N∑
n=1
γn
[
1
2
(
1
γn
− 1− λn
λn
)2
+
1
2
(
1
γn
− 1− λn
λn
)]
, (18a)
s.t,
N∑
n=1
γn
pn
≤ 1, (18b)
γn ≤ λn, for all n = 1, 2, · · · , N. (18c)
Notice that the objective function is convex with closed polygon constraint. Denote L(γ, µ,ν) =
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1
N
∑N
n=1 γn
(
1
2
(
1
γn
− 1−λn
λn
)2
+ 1
2
(
1
γn
− 1−λn
λn
))
+ µ
(∑N
n=1
γn
pn
− 1
)
+
∑N
n=1 νn(γn − λn) to
be the Lagrangre function, where µ and ν = [ν1, ..., νN ] ≥ 0 are the Lagrangre multipliers.
According to the KarushKuhnTucker (KKT) conditions, ∇γL(γ, µ,ν) = 0 for any n, i.e.,
1
2N
[(
1− λn
λn
)2
−
(
1− λn
λn
)]
− 1
2N
1
γ2n
+
µ
pn
+ νn = 0. (19)
Hence, the optimum γn can be expressed as a function of µ and νn:
γn = 1/
√(
1− λn
λn
)2
− 1− λn
λn
+N
(
2µ
pn
+ 2νn
)
. (20)
Considering the Complete Slackness (CS) conditions µ
(∑N
n=1
γn
pn
− 1
)
= 0, νn(γn−λn) = 0,
for all n = 1, 2, · · · , N as well as the primal constraint γn ≤ λn, we then have νn = 0, if γn <
λn. By plugging the value of νn into Eqn. (20), the optimum γ∗n can be computed as follows:
γ∗n = max{1/
√(
1− λn
λn
)2
−
(
1− λn
λn
)
+
2µ∗N
pn
, λn} (21)
where µ∗ is the Lagrangre multiplier that keeps
∑N
n=1
γ∗n
pn
= 1.
IV. MARKOV DECISION PROCESS
In this section, we design a scheduling strategy based on Markov decision process (MDP)
techniques. The optimization problem Eqn. (5) can be formulated into an MDP problem consists
of a quadruplet (S,A,Pr(·|·, ·), C(·, ·)), where each item is explained as follows:
• State space: The state space S at time slot t is defined to be the AoS of all the users over
the entire network s(t), which is countable but infinite because of possible transmission
failures.
• Action space: We define the action a(t) at time t to be the index of the selected user
corresponding to a scheduling decision u(t), where un(t) = 1(n=a(t)) and 1(·) is the indicator
function. Denote a(t) = 0 if the BS choose to be idle. The action space A = {0, 1, 2, · · · , N}
is hence countable and finite.
• Transition probability: Let Pr(s′|s, a) be the transition probability from state s(t) = s =
[s1, s2, · · · , sN ] to state s(t+1) = s′ = [s′1, s′2, · · · , s′N ] at the next slot by taking action a at
slot t. Since the probability of new update packet arrival and channel states are independent
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11
among the users, according to the AoS evolution dynamics (4), the transition probability
can be decomposed into:
Pr(s′|s, a) =
N∏
n=1
Pr(s′n|sn, a), (22)
where Pr(s′n|sn, a) denotes the one-step transition probability of user n given action a and
has the following expression according to (4):
Pr(s′n|sn, a) =

1, s′n = sn + 1, sn 6= 0, a 6=n;
1− pn, s′n = sn + 1, sn 6= 0, a=n;
λnpn, s
′
n = 1, sn 6= 0, a = n;
(1−λn)pn, s′n = 0, sn 6= 0, a = n;
λn, s
′
n = 1, sn = 0,∀a ∈ A;
1− λn, s′n = 0, sn = 0,∀a ∈ A;
0, otherwise.
• One-step cost: Let C(s(t), a(t)) be the one-step cost at state s(t) given action a(t),
representing the average AoS growth of the entire network at time t:
C(s(t), a(t)) =
1
N
N∑
n=1
sn(t).
The goal of the MDP is to design a non-anticipated policy pi : a(t) = pi(s(t)), such that the
average AoS V (pi) = limT→∞ 1T
∑T
t=1 C(s(t), pi(s(t))) can be minimized. Denote Jα(s, pi) =
limT→∞ Epi
[∑T
t=1 α
t−1C(s(t), a(t))
]
to be the α-discounted cost over infinite horizon starting
from state s(1) = s by employing policy pi and let Vα(s) = minpi Jα(s, pi) to be the minimum cost
of starting from state s. The optimal policy can be approximated by minimizing the α-discounted
cost over infinite horizon for α→ 1.
Lemma 1. The α-discounted value function satisfy the following Bellman equation:
Vα(s) = min
a∈A
{C(s, a) + α
∑
s′
Vα(s
′)Pr(s′|s, a)}. (23)
Proof: According to [19], we need to show there is a weight function w(s) : S → [1,∞)
such that the w-norm of the value function ‖Vα(s)‖ = sups∈S Vα(s)w(s) is bounded. Detailed proof
July 18, 2019 DRAFT
12
is provided in Appendix I.
Based on the Bellman equation, we can apply a value or policy iteration to obtain the value
function Vα(s). If the optimal policy has specific structure, i.e., switching structure, then the
computational complexity of policy iteration or value iteration can be reduced. In the next
section, we will first exploit the switching structure of the optimal policy here, and then propose
a structural finite state policy iteration to approximate the optimal policy.
A. Characterization of the Optimal Structure
First we will study the structure of the optimum policy pi such that average cost of MDP V (pi)
can be minimized. The analysis are based on the relationship of the discounted cost Vα(pi) and
the average cost V (pi), due to the similarities of the optimal structure of the two problems. We
first present two lemmas, the proofs of them are provided in appendices.
Lemma 2. For fixed α and any starting state s, the discounted value function Vα(s+ zen) is a
non-decreasing function of z, regardless of n.
Lemma 3. For any fixed α, the discounted value function possess a submodularity characteristic.
That is, for state s, we have that
Vα(s + ziei − zjej)− Vα(s− zjej) ≥ Vα(s + ziei)− Vα(s), i 6= j, zi ≥ 0, 0 ≤ zj ≤ sj.
Based on the two lemmas, we will obtain the following theorem:
Theorem 2. The optimum policy pi that minimizes the discounted cost Vα(pi) possesses a
switching structure. That is, if for state s the action satisfies pi(s) = n, then pi(s+ zen) = n for
all nonnegative integer z, where en is the unit vector with the nth component being 1 and others
being 0.
Proof: The proof is based on N = 2 for notation simplicity and can be generalized easily
to N > 2. Suppose it is optimal to schedule user 1 at state s = [s1, s2] with discount factor α,
then we have Es′1,s′2 [Vα([s
′
1, s2]
′)|[s1, s2], 1] ≤ Es′1,s′2 [Vα([s′1, s′2])|[s1, s2], 2]. Then let us compute
and compare the expected value function by taking action a = 1 and a = 2 at state [s1 + z, s2],
Es′1,s′2 [Vα([s
′
1, s
′
2])|[s1 + z, s2], 1]− Es′1,s′2 [Vα([s′1, s′2])|[s1 + z, s2], 2]
=p1((1− λ1)Vα([0, s2 + 1]) + λ1Vα([1, s2 + 1])) + (1− p1)Vα([s1 + z + 1, s2 + 1])
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− p2((1− λ2)Vα([s1 + z + 1, 0]) + λ2Vα([s1 + z + 1, 1]))− (1− p2)Vα([s1 + z + 1, s2 + 1])
=p1((1− λ1)Vα([0, s2 + 1]) + λ1Vα([1, s2 + 1])) + (1− p1)Vα([s1 + 1, s2 + 1])
− (1− p1)Vα([s1 + 1, s2 + 1]) + (1− p1)Vα([s1 + z + 1, s2 + 1])
− p2((1− λ2)Vα([s1 + z + 1, 0]) + λ2Vα([s1 + z + 1, 1]))− (1− p2)Vα([s1 + z + 1, s2 + 1])
(a)
≤p2((1− λ2)Vα([s1 + 1, 0]) + λ2Vα([s1 + 1, 1])) + (1− p2)Vα([s1 + 1, s2 + 1])
+ (1− p1)(Vα([s1 + z + 1, s2 + 1])− Vα([s1 + 1, s2 + 1]))
− p2((1− λ2)Vα([s1 + z + 1, 0]) + λ2Vα([s1 + z + 1, 1]))− (1− p2)Vα([s1 + z + 1, s2 + 1])
=p2(1− λ2)(Vα([s1 + 1, 0])− Vα([s1 + z + 1, 0])− Vα([s1 + 1, s2 + 1]) + Vα([s1 + z + 1, s2 + 1])
+ p2λ2(Vα([s1 + 1, 1])− Vα([s1 + z + 1, 1]− Vα([s1 + 1, s2 + 1]) + Vα([s1 + z + 1, s2 + 1]))
− p1(Vα([s1 + z + 1, s2 + 1])− Vα([s1 + 1, s2 + 1]))
(b)
≤ 0.
The inequality (a) is obtained due to Es′1,s′2 [Vα([s
′
1, s
′
2])|[s1, s2], 1] ≤ Es′1,s′2 [Vα([s′1, s′2])|[s1, s2], 2]
and (b) is obtained because of submodularity and monotonic. Hence, Es′1,s′2 [Vα([s
′
1, s
′
2])|[s1 +
z, s2], 1]−Es′1,s′2 [Vα([s′1, s′2])|[s1+z, s2], 2] ≤ 0. As a result, the optimum choice at state [s1+z, s2]
is selecting source 1, which is the optimum action at state [s1, s2]. The switching structure is
hence verified.
B. Relative Policy Iteration through Finite-state Approximation
MDP problems with countable finite states can be solved by policy iteration or value iteration.
To deal with the infinite state space in this case, we approximate the whole countable space,
i.e., AoS for each source by setting an upper bound of AoS Smaxn for each source. By letting
{Smaxn }Nn=1 goes to infinity, the optimal structure will converge to the original infinite problem.
Denote x(m)n (t) be the truncated AoS of source n when the upper bound is m, the relationship
with virtual AoS x(m)n (t) and the actual AoS sn(t) is hence x
(m)
n (t) = min{sn(t),m}. With such
approximation, by choosing different upper bound m, we can obtain a class of approximate
MDP problems, where each problem differs from the primal problems with:
• State space: We substitute the state s(t) = [s1(t), ..., sN(t)] by truncated AoS x(m)(t) =
[x
(m)
1 (t), x
(m)
2 (t), ..., x
(m)
N (t)].
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• Transition probabilities: The transition probability changes in accordance with the action
space, let Pr(x(m)′|x(m), a) be the transition probability from state x(t) = x(m) to x(t+1) =
x(m)
′ with the dynamic being
Pr(x(m)
′|x(m), a) =
N∏
n=1
Pr(x(m)n
′|x(m)n , a) (24)
It should be noted that Pr(x(m)n
′|x(m)n , a) is the same as Pr(s′n|sn, a) except:
Pr(x(m)n
′|x(m)n , a) =
1, x
(m)
n
′
=x
(m)
n =m, a 6=n;
1−pn, x(m)n
′
=x
(m)
n =m, a=n.
(25)
Then for a given upper bound m, we can obtain an optimal deterministic policy by relative
policy iteration. We choose the initial policy pi(0)(x) = argn xn, i.e., the greedy policy of
scheduling user with the largest AoS. Then given the policy pi(k)(x) and value function V (k)α (x),
policy pi(k+1)(x) and the value function V (k+1)α (x) in the (k + 1)th iteration can be obtained
through policy iteration. Considering the switching structure, once pi(k+1)(x) = a is obtained, it
can be concluded then for any z ≥ 0, pi(k+1)(x+zea) = a. The policy pi(k)(x) and value V (k)α (x)
will finally converge when k increases. Algorithm flowchart is provided below.
Algorithm 1 Relative policy iteration based on switching structure
1: initialization: for each state x, assign action pi(0)(x) = arg maxn xn, the initial value of
V
(0)
α (x) =
∑N
n=1 xn.
2: repeat
3: pi(k+1)(x)← 0.
4: for x ∈ state space X and pi(k)(x) = 0 do
5: Policy selection pi(k+1)(x)← a∗ = arg mina∈A{C(x, a) + αEs′ [V (k)α (s′)|s, a]}.
6: Policy evaluation V (k+1)α (x)← C(x, a∗) + αEs′ [V (k)α (x′)|x, a∗]
7: Assign pi(k+1)(x+zea)← a∗ and V tmpα (x + zea)← C(x, a∗)+αEs′ [V (k)α (x′)|x+zea, a∗]
8: end for
9: V
(k+1)
α (x)← V tmpα (x)− V tmpα (0), for all x ∈ S
10: until pi(k)(x) = pi(k−1)(x), for all x ∈ S.
The MDP scheduling policy is obtained as follows: at each slot with state s(t), compute the
corresponding virtual age x(m)(t) and choose the corresponding action a(t) = pi(x(m)(t)).
V. INDEX BASED HEURISTIC
MDP solution is computationally demanding for a large number of access users known as
the curse of dimension. To reduce computational complexity, we propose a simple index-based
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heuristic policy based on restless multi-arm bandit (RMAB) [20].
The N users can be viewed as arms, the state of user n at the beginning of slot t is the
corresponding AoS sn(t). In each slot, the BS activates one arm and sends update information,
while the remaining arms remain passive. The AoS for each user n depends only on its past AoS
sn(t−1) and the action un(t−1). The state sn(t) may keep changing if the arm remains passive.
Hence each user evolves as restless bandit. The goal of the RMAB is to find an activation strategy
pi such that the expected time averaged cost over infinite horizon is minimized. To solve this
problem, a low complexity index heuristic policy is proposed by Whittle [21] that can approach
asymptotic optimal performance compared with the MDP solution under certain scenarios. To
apply the Whittle’s index, the indexability of the problem must be proved first.
In this section, we first relax the interference constraint and obtain a decoupled RMAB
problem. Then we prove the indexability of the problem. Finally, Whittle’s index is obtained in
closed form and the scheduling policy is provided.
A. Decoupled sub-problem
To obtain the RMAB formulation, first we relax the transmission constraints in each time slot
into a time-average transmission constraint, 1
T
∑T
t=1
∑N
n=1 Epi[un(t)] ≤ 1. Then the the relaxed
optimization problem is organized as follows, W ≥ 0 is the Lagrangre multiplier:
minimize lim
T→∞
T∑
t=1
Epi
[
N∑
n=1
(
sn(t) +Wun(t)− W
N
)]
, (26a)
subject to W ≥ 0. (26b)
Then the relaxed problem can be decoupled into N subproblems and solved separately. We
omit the subscript n of each user henceforth. The multiplier W ≥ 0 is positive, thus it can be
seen that the bandit has an extra cost of being selected to send updates. Given W , the goal of
each decoupled optimization problem is to derive an optimum activation strategy of whether to
transmit update or not. The optimum strategy should achieve a balance between update cost and
the cost incurred by AoS, i.e., minimizing the function:
lim
T→∞
1
T
Eµ
[
T∑
t=1
s(t) +Wu(t)
]
. (27)
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Each of the N subproblems can be formulated into an MDP consists of a quadruplet (S,A,Pr(·|·, ·), C(·, ·)).
Each of the item is explained as follows:
• State space: The state at time t is the current AoS of the corresponding user s(t) ∈ N,
which is countable infinite because of possible transmission failures.
• Action space: There are two possible actions at each time slot, either choose the bandit to
send updates a(t) = 1 or remain idle a(t) = 0. It should be noted here that the action a(t)
here is different to the scheduling action u(t), which has strict interference constraint.
• Transition probability: The state evolves with the action following Eqn. (4), let Pr(s′|s, a)
be the transition probability from state s(t) = s to s(t+ 1) = s′ by taking action a(t) = a
at time t, then:
Pr(s′|s, a) =

λ, s′ = 1, s = 0, a = 0, 1;
1− λ, s′ = 0, s = 0, a = 0, 1;
pλ, s′ = 1, s 6= 0, a = 1;
p(1− λ), s′ = 0, s 6= 0, a = 1;
1− p, s′ = s+ 1, s 6= 0, a = 1;
1, s′ = s+ 1, s 6= 0, a = 0;
0, otherwise.
(28)
• One-step cost: According to the subproblem formation, for fixed W , the one step cost of
state s(t) with action a(t) is defined as total increment of the total cost at slot t, which
consists of the AoS in the current time slot plus the extra cost of being active:
C(s(t), a(t)) = s(t) +Wa(t). (29)
We would like to design a policy µ∗ : s(t) → a(t) such that the average cost over infinite
horizon can be minimized. The optimum policy is obtained by investigate the α-discounted cost
over infinite horizon. Denote Jα(s, µ) to be the α-discounted over infinite horizon starting from
initial state s(1) = s:
Jα(s, µ) = lim
T→∞
supEµ
[
T∑
t=1
αt−1C(s(t), pi(s(t)))
]
.
Next we will investigate the structure of the optimum stationary deterministic policy by examin-
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ing the value function Vα(s) = minµ Jα(s, µ) and derive the closed form expression of Whittle’s
index.
B. Proof of Indexability
Before applying the Whittle’s index policy, first we need to prove each sub problem is
indexable. By definition [20], a bandit is indexable if the passive set increases monotonically
with extra cost W . To prove this, we first prove the monotonic of the value function Vα(·) and
show that the optimum policy to minimize the α-discounted cost holds a threshold structure.
Based on the above elements, for fixed W , the optimum policy to minimize α-discounted cost
satisfies the following Bellman equation:
Vα(s) = min
a∈A
{C(s, a) + α
∑
s′
Vα(s
′)Pr(s′|s, a)}. (30)
Lemma 4. For W > 0, the value function Vα(·) increases monotonically for fixed W .
The proof for the monotonic characteristic is provided in the appendix. With this lemma we
can then obtain the following proposition:
Proposition 1. The optimal policy µ∗ to optimize the average cost over infinite horizon (27) has
a threshold structure. If at state s, it is optimal to keep the bandit idle, then for all s′ < s it is
optimal to keep the bandit idle, i.e., µ∗(s′) = 0,∀s′ < s; otherwise, if it is optimal to activate
the bandit at state s, then for states s + 1, s + 2, · · · , the optimal strategy µ∗ is to activate the
bandit, i.e., µ∗(s′) = 1,∀s′ > s.
Proof: We will prove by investigating the optimal policy µα that minimize the α-discounted
cost. The decision a(t) is chosen according to the Bellman equation (30), the condition for bandit
to be active is:
W + αp(λVα(1) + (1− λ)Vα(0)) ≤ αpVα(s+ 1). (31)
Suppose at state s, the above inequality is satisfied and the optimum strategy µ∗α to minimize
the α-discounted cost is to choose the bandit to be active a= 1. According to the monotonic
characteristic, for all states s′ satisfy s′ > s, W + αp(λVα(1) + (1 − λ)Vα(0)) ≤ αpVα(s) ≤
αpVα(s
′). Hence for state s′≥s, optimum policy µ∗α is to choose the bandit to be active, we have
µα(s
′) = 1,∀s′ > s. By taking the conversion of inequality, in the same way, we can obtain that
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the if the optimum policy µ∗α is to remain passive at state s, then for all states satisfy s
′ ≤ s,
the optimum policy to minimize α-discounted cost is to remain passive. The threshold policy
holds for all α ∈ (0, 1). By taking α → 1, this provides insight that the optimum policy has a
threshold structure.
According to the definition of indexability, next we will prove that the activation threshold is
a monotonic non-decreasing function of extra cost W .
Corollary 1. Denote F (τ,W ) to be the average cost for given W if threshold policy τ is
employed, i.e., the bandit will be active for state s≥τ and be passive for state s<τ . Then,
F (τ,W ) =
τ(τ − 1)
2
ξ
(τ)
1 +
ξ
(τ)
1
p
(
1
p
− 1) + ξ
(τ)
1
p
(τ +W ), (32)
where ξ(τ)s denotes the steady state distribution if bandit is in state s by applying threshold policy
τ and typically,
ξ
(τ)
1 = 1/
(
1− λ
λ
+ τ +
1
p
− 1
)
.
Proof: See appendix for further derivations.
Next, we derive the optimum threshold τopt(W ) for given W by examining the value of
F (τ,W ). The optimum value should satisfy F (τopt+1,W ) ≥ F (τopt,W ) and F (τopt−1,W ) ≥
F (τopt,W ). Similar to [10], the optimal threshold can be obtained as follows:
τopt = b
(
5
2
− 1
p
− 1
λ
)
+
√(
5
2
− 1
p
− 1
λ
)2
+ 2(
W
p
+
1− λ
λ
1− p
p
) + 2
1− p
p
c.2 (33)
Notice that τopt is an increasing function of W , suggesting that the passive set increases mono-
tonically with W . Especially when W = 0 the threshold equals 0, which suggests the passive
set is ∅. Hence the indexability of the bandit is proved.
C. Derivation of the Whittle’s Index
The Whittle’s index I(s) measures how rewarding it is if the bandit at state s is activated. By
definition, it is the extra cost that makes action a = 1 and a = 0 for states s equally desirable
[21]. Denote φ(τ) to be the probability of activation for the bandit if threshold policy τ is
2For the special case λ = 1, the optimum threshold then becomes τopt = b 32 − 1p +
√
( 3
2
− 1
p
)2 + 2W
p
+ 2 1−p
p
c = b 3
2
−
1
p
+
√
( 1
2
− 1
p
)2 + 2W
p
c. This special case is equivalent to the optimum threshold of AoI problem, [10, Eqn. (54)] with T = 1
and α = 1.
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applied. Then φ(τ) will be equal to the sum of probability that the bandit stays in states s > τ ,
which can be computed as follows:
φ(τ) =
∞∑
s=τ
ξ(τ)s =
∞∑
s=τ
ξ
(τ)
1 (1− p)s−τ =
ξ
(τ)
1
p
. (34)
According to [22, Eqn. 6.11], the Whittle’s index can be computed as follows:
I(s) =
F (s+ 1, 0)− F (s, 0)
φ(s)− φ(s+ 1) =
p(F (s+ 1, 0)− F (s, 0))
ξ
(s)
1 − ξ(s+1)1
.3 (35)
D. Index based Scheduling algorithm
We will provide a low-complexity scheduling algorithm in this part based on the derived
index. At the beginning of each time slot, the BS observes current AoS of each source sn(t) and
computes the Whittle’s index for each user In(t). Then, broadcast the corresponding message
of user n with the highest In(t), with ties broke arbitrarily.
VI. NUMERICAL SIMULATIONS
In this section, the performance of the proposed scheduling strategies are evaluated in terms
of the expected average AoS over the entire network. We compare four scheduling strategies, 1)
The greedy arrival aware policy that schedules to transmit undelivered packet to user with the
largest AoS. 2) AoI minimization policy proposed in [18]. 3) Dynamic program policy in Sec.
IV. 4) The Whittle’s index policy in Sev. V. Define the total packet arriving rate over the entire
network to be λtotal =
∑N
n=1 λn. The expected average AoS is computed by taking the average
AoS evolution over T time slots such that each user is selected for transmission larger than 104
times.
In Fig. 2, we consider a three user broadcast network with arriving rate λ = [0.3, 0.4, 0.3]λtotal
and success transmission probability p = [0.2, 0.55, 0.9]. The threshold m for computing the
truncated MDP solution is set to be m = 20. Fig. 3 study the AoS performance for larger
networks with λtotal = 2, the packet arrival probability for each user is λn = 2nN(N+1) and
pn =
n
N
. Due to the computational complexity caused by the curse of dimension, we display the
derived lower bound instead of the MDP policy. In Fig. 2, the proposed index based scheduling
3When λ = 1, we have ξ(s)1 =
1
s+ 1
p
−1 and F (s+1, 0)−F (s, 0) =
(
s(s−1)
2
+ 1
p2
− 1
p
+ s
p
)
(ξ
(s+1)
1 −ξ(s)1 )+(s+ 1p )ξ(s+1)1 .
The Whittle’s index according to our derivations is I(s) = −p
(
s(s−1)
2
+ 1
p2
− 1
p
+ s
p
)
+p(s+ 1
p
)(s+ 1
p
−1) = ps
2
(τ + 2−p
p
),
which is exactly equivalent to [10, Eqn. (56)] with T = 1 and α = 1.
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Fig. 2. Simulation results of expected AoS for a three user broadcasting network with λ = [0.3, 0.4, 0.3]λtotal and
p = [0.2, 0.55, 0.9]
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Fig. 3. Simulation results of expected AoS as the number of users, the total packet arrival rate over the entire
network λtotal = 2 and the packet arrival probability for each user is λn = 2nN(N+1)λtotal, pn = n/N .
algorithm achieves compatible performance with the MDP policy. In Fig. 3, the performance of
the proposed index policy is close to the theoretic lower bound. When the number of users N
increases, following arrival aware strategy is far from the proposed index policy.
When λn → 1 (e.g., when λtotal → 2.4 in Fig. 2), update packets will arrive in nearly every
time slot, then AoI and AoS will have the nearly the same value and probability evolution.
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In this case, AoI minimization policy and AoS minimization policies will lead to similar AoS
performances. However, when the update packet arrival rate λn is much less than 1, or the
number of users in networks increases, AoI minimization policy will lead to significantly higher
AoS performance compared with the proposed index policy and may even be worse than the
greedy arrival aware policy. This phenomenon suggests AoS and AoI are metrics with different
physical meanings, a good AoI performance cannot guarantee a good AoS performance.
VII. CONCLUSIONS
In this paper, we treated a broadcast network with a BS sending random updates to interested
users over unreliable wireless channels. We measure data freshness by using the recently proposed
metric Age of Synchronization and propose two scheduling algorithms based on MDP technique
as well as restless multi-arm bandit (RMAB) to minimize AoS. Simulation results show that
the proposed RMAB index based policy can achieve comparable performance with MDP and
approaches the theoretic lower bound. Moreover, our work verify that AoS and AoI are different
concepts, policy mismatch will lead to bad AoS performance.
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APPENDIX A
PROOF OF LEMMA I
Denote V (k)α (s) as the value function obtained after the kth iteration. The value function
obtained in the (k+1)th iteration is:
V (k+1)α (s) = min
a∈A
{C(s, a) + αEs′ [V (k)α (s′)|s, a]}.
With the iteration number k → ∞, the value function V (k)α (s) → Vα(s). Considering a naive
scheduling strategy by choosing p˜i(s) = 0 all the time, i.e., do not transmit any source update.
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In this case, the AoS of user i at time t will be upper bounded by si+ t. Then, the α-discounted
cost of policy p˜i over the entire network can be obtained:
Jα(s, p˜i) ≤
∞∑
t=1
αt−1
(
1
N
N∑
n=1
(sn + t− 1)
)
=
T∑
t=1
αt−1
(
1
N
N∑
n=1
sn
)
+
T∑
t=1
(t− 1)αt−1
=
1
1− α
1
N
N∑
n=1
sn +
α
(1− α)2 (36)
Since Vα(s) is obtained by taking the minimum of all possible action set, the total AoS obtained
by strategy p˜i will form an upper bound on Vα(s):
Vα(s)≤Jα(s, p˜i)≤ 1
N(1− α)
N∑
n=1
sn +
α
(1−α)2 (37)
Let w(s) =

∑N
n=1 sn, s 6= 0;
1, s = 0
, then the norm of function Vα(s) can be upper bounded:
‖Vα(s)‖ = sup
s∈S
Vα(s)
w(s)
≤ 1
N(1− α) +
α
(1− α)2 . (38)
APPENDIX B
PROOF OF LEMMA 2
We will prove that the value iteration preserves this characteristic by assuming V (k)α (s+ zen)
is a monotonically non-decreasing function of z > 0. According to the value iteration for solving
α-discounted problem (23), we will compute and prove the monotonic characteristic is preserved
for V (k+1)α (s + zen).
First, the one-step cost function C(s + zen) is an increasing function of z. Assume z1 < z2,
the one step cost C(s + z1en, a) =
∑N
n=1 sn + z1N<
∑N
n=1 sn + z2N = C(s + z2en, a).
Next, we analyze the expected value function in the next time slot Es′ [V (k)α (s′)|s + z1en, a]
and Es′ [V (k)α (s′)|s+ z2en, a]. We analyze case by case of action a, first assume that 0 ≤ z1 < z2
and sn + z1 6= 0,
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1) Suppose action a 6= n and update from source n is not selected to broadcast. Starting from
current state s+z1en and s+z2en, the AoS at next time slot of source n can only be sn+1+z1
and sn + 1 + z2, respectively, then Pr(sn + 1 + z1|sn + z1, a) = Pr(sn + 1 + z2|sn + z2, a) = 1.
For source i 6= n, the current AoS of source i is the same for the two states, and the transition
probability Pr(s′n|sn, a) for source i from the two states are the same. Then, denote s′−n =
[s′1, · · · , s′n−1, 0, s′n+1, · · · , s′N ], according to the probability transfer equation (22), we have
Pr(s′−n + (sn + z1 + 1)en|s + z1en, a)
=(
N∏
i=1,i 6=n
Pr(s′i|si, a))Pr(sn + z1 + 1|sn + z1, a)
=(
N∏
i=1,i 6=n
Pr(s′i|si, a))Pr(sn + z2 + 1|sn + z2, a)
=Pr(s′−n + (sn + z2 + 1)en|s + z2en, a). (39)
Notice that for any s′n 6= sn, we have Pr(s′n + z1 + 1|sn + z1, a) = 0 and then Pr(s′−n +
(s′n + z1 + 1)en|s + z1en, a) = 0. It is also the same for state s + z2en and for s′n 6= sn,
Pr(s′−n + (s
′
n + z2 + 1)en|s + z2en, a) = 0 then.
By summing up over s′−n, the expected value function in the next time slot by taking action
a has the following property:
Es′
[
V (k)α (s
′)|s + z1en, a
]
=
∑
s′−n
Pr(s′−n + (sn + z1 + 1)en|s + z1en, a)V (k)α (s′−n + (sn + z1 + 1)en)
≤
∑
s′−n
Pr(s′−n + (sn + z2 + 1)en|s + z2en, a)V (k)α (s′−n + (sn + z2 + 1)en)
=Es′
[
V (k)α (s
′)|s + z2en, a
]
,
where the inequality is obtained because of Eqn. (39) and the monotonic characteristic of V (k)α .
2) Suppose action a = n and consider the two states s+ z1en and s+ z2en. For source i 6= n,
their AoS start from si and evolve into the s′i with equal probability. Updates from source n is
selected to be broadcast, the current AoS for source n is sn + z1 and sn + z2, respectively. If
the transmission succeeds, it will evolve into state 0 with the same probability (1 − λn)pn or
into state 1 with probability λnpn, regardless of their current state. Hence, for z = 0, 1 we have
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Pr(s′−n + zen|s+ z1en, n) = Pr(s′−n + zen|s+ z2en, n). If the transmission fails with probability
1 − pn, AoS of source n will evolve into sn + 1 + z1 and sn + 1 + z2 respectively and hence
Pr(s′−n + (z1 + 1)en|s + z1en, n) = Pr(s′−n + (z2 + 1)en|s + s2en, n). Otherwise for z 6= 0, 1
and sn + z1 + 1, we have Pr(s−n + zen|s + z1en, n) = 0. Based on the above analysis and the
monotonicity of value function, we can compare the expected value function:
Es′
[
V (k)α (s
′)|s + z1en, a
]
=
∑
s′−n
Pr(s′−n + (z1 + 1)en|s + z1en, a)V (k)α (s′−n + (sn + z1 + 1)en)
+
∑
s′−n,z={0,1}
Pr(s′−n + zen|s + z1en, a)V (k)α (s′−n + zen)
≤
∑
s′−n
Pr(s′−n + (z2 + 1)en|s + z2en, a)V (k)α (s′−n + (sn + z2 + 1)en)
+
∑
s′−n,z={0,1}
Pr(s′−n + zen|s + z2en, a)V (k)α (s′−n + zen)
=Es′
[
V (k)α (s
′)|s + z2en, a
]
,
Consider the case that sn + z1 = 0, since sn and z1 are non-negative, it’s easy to conclude
that sn = z1 = 0. We need some modification in the above analysis to obtain the inequality. For
action a 6= n, the AoS of source n at the next time slot starting from state s+ z1en will evolve
into s′n = 0 with probability 1− λn and take s′n = 1 with probability λn; and if start from state
s + z2en, AoS of source n will evolve into state sn + z2 + 1 with probability 1. In this case,
Pr(s′−n|s + z1en, a) + Pr(s′−n + en|s + z1en, a)
=(
N∏
i=1,i 6=n
Pr(s′i|si, a))(Pr(0|sn + z1, a) + Pr(1|sn + z1, a))
=(
N∏
i=1,i 6=n
Pr(s′i|si, a))(1− λn + λn)
=(
N∏
i=1,i 6=n
Pr(s′i|si, a))Pr(sn + z2 + 1|sn + z2, a)
=Pr(s′−n + (z2 + 1)en|s + z2en, a). (40)
Moreover, we can get Pr(s′−n|s+ z1en, a) = λnPr(s′−n + (z2 + 1)en|s+ z2en, a) and Pr(s′−n +
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en|s + z1en, a) = (1− λn)Pr(s′−n + (z2 + 1)en|s + z2en, a).
With the above analysis, considering the monotonic characteristic of function V (k)α , we then
have:
Es′
[
V (k)α (s
′)|s + z1en, a
]
=
∑
s′−n
(
V (k)α (s
′
−n)Pr(s
′
−n|s + z1en, a) + V (k)α (s′−n + en)Pr(s′−n + en|s + z1en, a)
)
=
∑
s′−n
(
(1− λn)V (k)α (s′−n) + λnV (k)α (s′−n + en)
)
Pr(s′−n + (z2 + 1)en|s + z2en, a)
≤
∑
s′−n
V (k)α (s
′
−n + (z2 + 1)en)(Pr(s−n + (z2 + 1)en|s + z2en, a)
≤Es′
[
V (k)α (s
′)|s + z2en, a
]
.
For action a = n, notice that starting from state s+z1en, the AoS of source n will evolve into
state 0 with probability 1 − λn and state 1 with probability λn. Moreover, it can be proved
that Pr(s′−n|s + z1en, n) + Pr(s′−n + en|s + z1en, n) = Pr(s′−n + (z2 + 1)en|s + z2en, n) +
Pr(s′−n + en|s + z2en, n) + Pr(s′−n + (z2 + 1)en|s + z2en, n). Then, similarly, we can prove
Es′
[
V
(k)
α (s′)|s + z1en, n
]
≤ Es′
[
V
(k)
α (s′)|s + z2en, n
]
. Then, for sn + z1 = 0, the inequality
Es′
[
V
(k)
α (s′)|s + z1en, a
]
≤ Es′
[
V
(k)
α (s′)|s + z2en, a
]
holds for any action a.
Combining the monotonic characteristic of the cost function C(s+ z1en, a) ≤ C(s+ z2en, a),
we have C(s+ z1en, a) +αEs′
[
V
(k)
α (s′|s, a)
]
≤ C(s+ z2en) +αEs′
[
V
(k)
α s′|s, a
]
, for any action
a. Since V (k+1)α (s) is obtained by taking all possible action a, we will have V
(k+1)
α (s+ z1en) ≤
V
(k+1)
α (s + z2en), the monotonic characteristic is guaranteed.
APPENDIX C
PROOF OF LEMMA 3
To simplify the notations, we consider N = 2 and denote s = [s1, s2] in the following
discussion. The analysis can be generalized N > 2. Similarly, we prove the submodularity
investigating into the Bellman operator. Suppose V (k)α (·) has the submodularity characteristic, we
will then show that V (k+1)α (·) obtained after the (k+1)th iteration possess the same characteristic.
With no loss of generality, assume i = 1, j = 2. By the submodularity of V (k)α , we have
V (k)α ([s1 + z1, s2 − z2]) + V (k)α ([s1, s2]) ≥ V (k)α ([s1, s2 − z2]) + V (k)α ([s1 + z1, s2]).
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Notice that for any action a1, a2, a3, a4, we have C([s1 +z1, s2−z2], a1)−C([s1, s2−z2], a2) =
z1 = C([s1+z1, s2], a3)−C([s1, s2], a4). Then, it suffice to show ∆ = mina Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1+
z1, s2 − z2], a] + mina Es′1,s′2 [Vα([s′1, s′2])|[s1, s2], a] − mina Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1, s2 − z2], a] −
mina Es′1,s′2 [Vα([s
′
1, s
′
2])|[s1+z1, s2], a] ≥ 0. Let pi(k+1)(s) = arg mina Es′ [V (k)α (s′)|s, a]. For s1 6= 0
and s2 − z2 6= 0, the proof is divided into two cases:
1). If pi(k+1)([s1 + z1, s2 − z2]) = pi(k+1)([s1, s2]) = a˜. With no loss of generality, assume
a˜ = 1. Notice that a˜ may not be the optimum strategy for state [s1, s2 − z2] and [s1 +
z1, s2], hence mina Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1, s2 − z2], a] ≤ Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1, s2 − z2], a˜] and
mina Es′1,s′2 [Vα([s
′
1, s
′
2]|[s1 + z1, s2], a)] ≤ Es′1,s′2 [Vα([s′1, s′2]|[s1 + z1, s2], a˜)]. By plugging them
into the expression of ∆ we have:
∆ ≥Es′1,s′2 [V (k)α ([s′1, s′2])|[s1 + z1, s2 − z2], a˜] + Es′1,s′2 [V (k)α ([s′1, s′2])|[s1, s2], a˜]
− Es′1,s′2 [V (k)α ([s′1, s′2])|[s1, s2 − z2], a˜]− Es′1,s′2 [V (k)α ([s′1, s′2])|[s1 + z1, s2], a˜]
=(1− p1)(V (k)α ([s1 + z1 + 1, s2 − z2 + 1]) + V (k)α ([s1 + 1, s2 + 1])
− V (k)α ([s1 + 1, s2 − z2 + 1])− V (k)α ([s1 + z1 + 1, s2 + 1])) (41)
Then according to the submodularity characteristic, we have ∆ ≥ 0.
2). If pi(k+1)([s1 + z1, s2 − z2]) = a1, pi(k+1)([s1, s2]) = a2, a1 6= a2, with no loss of generality,
suppose a1 = 1 and a2 = 2.
If p1 ≤ p2, similar to the previous analysis, we have mina Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1, s2−z2], a] ≤
Es′1,s′2 [V
(k)
α ([s′1, s
′
2])|[s1, s2−z2], a1] and mina Es′1,s′2 [Vα([s′1, s′2]|[s1+z1, s2], a)] ≤ Es′1,s′2 [Vα([s′1, s′2]|[s1+
z1, s2], a2)]. Then, ∆ can be lower bounded by:
∆ ≥Es′1,s′2 [V (k)α ([s′1, s′2])|[s1 + z1, s2 − z2], a1] + Es′1,s′2 [V (k)α ([s′1, s′2])|[s1, s2], a2]
− Es′1,s′2 [V (k)α ([s′1, s′2])|[s1, s2 − z2], a1]− Es′1,s′2 [V (k)α ([s′1, s′2])|[s1 + z1, s2], a2]
=(1− p1)(V (k)α ([s1 + z1 + 1, s2 − z2 + 1])− V (k)α ([s1 + 1, s2 − z2 + 1]))
+ (1− p2)(V (k)α ([s1 + 1, s2 + 1])− V (k)α ([s1 + z1 + 1, s2 + 1]))
=(p2 − p1)(V (k)α ([s1 + z1 + 1, s2 − z2 + 1])− V (k)α ([s1 + 1, s2 − z2 + 1]))
+ (1− p2)(V (k)α ([s1 + z1 + 1, s2 − z2 + 1]) + V (k)α ([s1 + 1, s2 + 1])
− V (k)α ([s1 + 1, s2 − z2 + 1])− V (k)α ([s1 + z1 + 1, s2 + 1])) (42)
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By monotonic, We have V (k)α ([s1 + z1 + 1, s2 − z2 + 1])− V (k)α ([s1 + 1, s2 − z2 + 1]) ≥ 0. Then
combine the submodularity of V (k)α , ∆ ≥ 0 can be verified.
The case p1 ≥ p2 can be verified in the same way and is hence omitted.
And for the case that s1 = 0 or s2 − z2 = 0, the proof needs some rectification similar to the
proof in lemma 1, which is omitted here. Based on the above analysis, we have ∆ ≥ 0 and the
submodularity of V (k+1)α can be verified.
APPENDIX D
PROOF OF LEMMA 4
Notice that Vα(s) is obtained by taking the minimum of all possible action sequence, hence, by
choosing a(t) = 0 all the time, we will formulate an upper bound on the α-discounted problem.
In this case, starting from any state s, according to the probability transfer function, the state
of the decoupled bandit at time t will satisfy s(t) < s + t. We can obtain the upper bound of
Vα(s) by computing the total cost of applying this naive strategy:
Vα(s) ≤
∞∑
t=1
αt−1(s+ t− 1) = s
1− α +
1
(1− α)2 .
Hence for every state Vα(s) < ∞. Based on this characteristic, we can use a value iteration
to approach the α-discounted value function. Fixing Vα(0) = 0, the discounted value function
obtained in the (k + 1)th iteration can be obtained by:
V (k+1)α (s) = min
a∈{0,1}
{C(s, a) + αEs′ [V (k)α (s′)|s, a]},
where Es′ [V kα (s′)|s, a] =
∑
s′ V
(k)
α (s′)Pr(s′|s, a) denotes the expected α-discounted function in
the next time slot. We will then prove the monotonic characteristic of the value function by
induction, suppose V (k)α (s) is a monotonically function of s, assume that 1 ≤ s1 < s2, then if
a = 0, according to the cost function C(s, a) and the monotonic characteristic of V (k)α (s), we
will have the following inequality:
C(s1, 0) + αV
(k)
α (s1 + 1) ≤ C(s2, 0) + αV (k)α (s2 + 1).
When a = 1, starting from state s1 6= 0, the bandit will evolve into state 0, 1 and state s1 + 1
with probability (1−λ)p, λp and 1−p, respectively; starting from state s2, the bandit will evolve
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into state 0, 1 and state s2 + 1 with probability (1− λ)p, λp and 1− p. Then according to the
monotonic characteristic of V (k)α (s), we will have
C(s1, 1) + αEs′ [V (k)α (s′)|s1, 1] ≤ C(s2, 1) + αEs′ [V (k)α (s′)|s2, 1].
By taking the minimum over action set A, the value of V (k+1)α (s) can be obtained and the
following inequality holds:
V (k+1)α (s1) ≤ V (k+1)α (s2)
Notice that when k →∞, we will have V (k)α (s)→ Vα(s). Hence the monotonicity of the value
function is proved.
APPENDIX E
DERIVATIONS OF COROLLARY 1
According to the transition probability of restless bandit, the state transition graph by applying
threshold policy τ can be plotted as follows:
Fig. 4. Probability transfer graph for threshold policy τ , for states below τ , the bandit remain passive; for states
that are equal or larger than threshold τ , the bandit becomes active. The transmission probability are denoted below
the arrow.
Denote ξ(τ)s to be the steady state distribution that the bandit is in state s if a policy with
threshold τ is applied. Then according to the transition rule (28) and Fig. 5, the relationship
with the steady state distribution must satisfy:
1) For s < τ , the bandit remains passive, hence
ξ
(τ)
1 = ξ
(τ)
2 = ... = ξ
(τ)
τ . (43a)
2) For s ≥ τ , the bandit is chosen to be active. With probability 1− p the transmission fails
and AoS grows into s+ 1,
ξ
(τ)
s+1 = (1− p)ξ(τ)s ,∀s ≥ τ. (43b)
July 18, 2019 DRAFT
29
The transmission succeeds with probability p, if a new update is sent to the BS with probability
λ, then the bandit will go to states s = 1.
ξ
(τ)
1 =
∞∑
s=τ
λpξ(τ)s + λξ
(τ)
0 . (43c)
If no update arrives and the transmission succeeds, the AoS at the next slot will go down to
zero,
ξ
(τ)
0 =
∞∑
s=τ
(1− λ)pξ(τ)s + (1− λ)ξ(τ)0 . (43d)
All these state distributions sum up to 1, hence:
∞∑
s=0
ξ(τ)s = 1. (43e)
Based on the above relationship, the steady state distribution ξ(τ)s are provided as follow:
ξ(τ)s =

1−λ
λ
/
(
1−λ
λ
+ τ + 1
p
− 1
)
, s = 0;
1/
(
1−λ
λ
+ τ + 1
p
− 1
)
, 1 ≤ s ≤ τ ;
(1−p)s−τ
( 1−λλ +τ+
1
p
−1) , s > τ.
(44)
Therefore, the average total cost F (τ,W ) for given W if threshold policy τ is employed can be
computed:
F (τ,W ) =
τ−1∑
s=0
sξ(τ)s +
∞∑
s=τ
(s+W )ξ(τ)s
=
τ−1∑
s=1
sξ
(τ)
1 +
∞∑
s=τ
(s+W )ξ
(τ)
1 (1− p)s−τ
=
τ(τ − 1)
2
ξ
(τ)
1 +
ξ
(τ)
1
p
(
1
p
− 1) + ξ
(τ)
1
p
(τ +W ). (45)
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