Abstract
Introduction and Problem
We are interested in developing an unattended sensor system for monitoring high profile areas that cannot warrant human supervision. One of the attractive sensors, for the unattended system, is an uncooled infrared video imager. One possible application would monitor a choke point such as a roadway for vehicles. Here, we would like the system to detect only vehicles and ignore other possible detections from moving objects, such as animals. This is a challenging problem, since vehicles can take on many different appearances and sizes based on their function and the viewing conditions. We want to develop a model that captures the commonality between objects in the vehicle class, but can also accommodate the endless variability of the objects.
We would like our vehicle detector to improve its performance as it gets more looks at the moving object and to handle a certain percentage of looks that might be contaminated from background such as temporary occlusions from trees or bushes.
Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy's National Nuclear Security Administration under Contract DE-AC04-94AL85000.
We further desire a system that works over a large range of camera distances or object scales, and naturally occurring environmental conditions such as different types of background and ambient temperatures.
Overall Approach
For this paper, we assume we have a detector-tracker that provides a sequence of detected chips to the classifier. The detector models the background while slowly adapting to temperature changes and detects objects by looking for differences between the current frame and the background model [2] . The detector should account for swaying branches and grass, and allow for sensor noise and uncertainties at background edges. The detector produces an image chip or a small image containing the object. The tracker associates the chips to a track by using the predicted position and velocity [3] . A track thus represents a sequence of detected chips belonging to the same object. Figure 1 shows the overall block diagram of our vehicle classification approach. For each detected chip we extract a signature by dividing each chip into a set of regions and extracting a histogram of orientations from each region. By dividing the chip into the same number of regions and using a scale space approach for gradient estimation we can handle objects at different distances from the infrared video camera. Mikolajczyk et al. used a similar approach for detecting humans in single images [10] and was inspired by Lowe's local scale invariant features for object recognition [8] [9] . Schneiderman and Kanade also used a similar approach for vehicle and face detection in single images, but used features based on a wavelet transform [16] [17] .
After extracting a signature from a detected chip, we compare the signature to a database of learned signatures. The database contains the different modes of vehicle signatures. These modes could arise from vehicles at different aspects, for example a head-on view, or from very specialized vehicles such as a bus or a tank.
We use multinomial pattern matching (MPM) [18] to compare a signature to a template. The MPM algorithm was originally designed for synthetic aperture radar target recognition and quantizes the signature to produce a multinomial random variable. This rank quantization gives MPM very good generalization and rejection characteristics. The MPM test also has a known distribution given the target class, which is very important for our multilook fusion approach.
Our contribution puts the matching of signatures into a statistical framework and uses the sequential probability ratio test (SPRT) [19] to perform multilook temporal fusion of the detected chips in each track. By combining the decision from each detected chip we can, on average, increase our confidence about the vehicle/nonvehicle decision. The SPRT uses two thresholds to make a decision. These thresholds, and , are computed based on the desired false alarm and missed detection errors. If the accumulation of evidence from the detected chips goes above the upper threshold, then a vehicle decision is made. If the accumulation of evidence goes below the lower threshold, then a nonvehicle decision is made. If the current accumulation of evidence is between the two thresholds then there is not enough evidence to make a decision at the required error rates. We use the extensions described by Koch et al. [5] to handle the nonvehicle class, dependencies between looks, and contamination of looks.
Section 3 discusses the vehicle classifier for a single look, and Section 4 describes the SPRT framework for multilook fusion. Finally, Sections 5 and 6 discuss the experimental results, and conclusion and future work. Figure 2 shows a block diagram of our signature extraction approach for a detected chip from a single look. The first step applies scale space feature extraction and computes the gradient at many different scales. This allows us to handle vehicles at different distances from the camera and different sizes of vehicles. For each pixel in the chip, we select the best scale to represent the gradient. Thus, we have a chip that gives the gradient magnitude and another chip for the gradient orientation. We divide the resulting chips into equal sized rectangles and also quantize the orientations into M N K possible angles. The signature is then a histogram of orientations that represent the frequency of each of the K orientations in each of the M N regions.
Single Look Vehicle Classifier

Scale space feature extraction
A scale space representation gives a set of images at different resolution levels. We use Lindeberg's approach [7] for creating a scale space gradient map. Let the function represent the image 
where , 2 r . Lindeberg creates multiple scales by convolution with a Gaussian kernel with standard deviation
represents a scale space image at resolution k . The multiplicative factor takes us from one scale to the next:
Gaussian kernels are attractive for a number of theoretical and computational reasons. Theoretically, a Gaussian does not add any new details for increasing . Thus, as increases the information content of the image decreases (image becomes flatter), and local peaks or valleys do not, respectively, get higher or deeper. Also the convolution properties of a Gaussian allow us to easily compute the next resolution level from the previous level. Thus, we have:
Computationally, the 2D Gaussian is a separable function and we can implement a 2D Gaussian convolution by convolving a 1D Gaussian along the rows and then along the columns.
The following equation gives the gradient magnitude for the scale space image:
where
respect to x . The scale factor 2 1 k normalizes the scale space image for the gradient computation [7] . This allows us to compare gradients over multiple scales for each point and pick the maximum gradient for that point. The maximum gradient represents the characteristic scale for that point [7] . Thus, by selecting the maximum gradient at each point over the different scales, we can automatically select the appropriate scale and avoid having multiple images containing similar gradient structures. This reduces the multi-image representation to a single image.
Signature Extraction
We use histograms of orientations to represent the signature of a vehicle [10] [16] [17] . The orientation of the gradient is calculated as follows:
and we select the orientation with the scale that corresponds to the maximal gradient. We do not distinguish between negative and positive orientations, since a vehicle could potentially be hotter or colder than the background. We divide the edge chip into M N overlapping regions and quantize the orientations into K levels. A signature is represented by a histogram with bins and thus each bin b contains the probability of the orientation being present in the region.
Signature Matching
After extracting a signature consisting of a histogram of orientations , we want to compare Y to a learned template . A number of dissimilarity measures, from Minkowski-form distance to the Kullback-Leibler divergence [6] , have been suggested for comparing two probability distributions [14] . After implementing and comparing a number of dissimilarity measures, we prefer Simonson's multinomial pattern matching (MPM) test statistic [18] (unfortunately, the references on MPM are generally unavailable). It not only produces the best results, but we have found it to produce very good generalization and consistently produce a known probability distribution for target data. Knowing the distribution of the test given the target is very important for our multilook fusion approach.
The MPM test statistic uses a multinomial indexing transform that maps the amplitude of a signal into a discrete index representing group membership. In our problem the signal to map is the histogram signature . The mapping takes from bin b of and maps it to one of quantiles
. Here, the smallest of the first values maps to zero, the next smallest maps to one, and so on to the largest , which maps to . As an example, for
the bin probability would get mapped to a value of 0, 1 or 2. Thus, a high bin probability would get mapped to 2, a low would get mapped to 0, and a medium would get mapped to 1. The multinomial transform can be accomplished by rank ordering the and dividing the resulting ordered set into equal quantiles. This type of quantile mapping tends to give excellent within-class generalization and out-of-class rejection.
Using the training data of the target, we estimate a template of the quantile probabilities . Here, the matrix of quantile probabilities . Equation (6) gives the MPM test statistic for histogram signature
Here, the quantities and represent the estimated expected value and variance of the quadratic penalty , and C accounts for the correlations between histogram bins. Low scores are consistent with a good match to the target. Using the central limit theorem [12] , as the number of elements in a histogram signature increases, we can show that approximates a normal distribution with zero mean and unit variance ( ) given target data. 
where 1 0 represents a weight, represents the maximum likelihood estimation of the probability , and represents a-priori information about and satisfies the properties of a probability. The Bayes estimator prevents the case of estimating a zero probability for a specific bin b and quantile . For the multinomial distribution, the Dirichlet distribution is the conjugate prior [20] . 
and
Multilook Sequential Classifier
To perform multilook temporal fusion of the detected chips from each video frame we use the sequential probability ratio test (SPRT) [19] . Here we have a stream of observations ( test scores) resulting from the best match of the detected signatures from multiple image frames to a database of templates . From the previous section, given belongs to a target (vehicle class). Koch et al. [5] have used power analysis [11] and have shown that
is the worse case nontarget (nonvehicle class), since it requires the largest number of observations to make a decision. The parameter 0 represents the mean of this worse case nontarget distribution. Here, for a signature with 0 we accept that the target and signature are so close that the errors we make have no practical consequence and this preference increases with decreasing . For a signature with 0 we call this a nontarget and this preference increases with increasing . Thus, we have the two hypotheses:
The SPRT takes the observations and uses the loglikelihood ratio to accumulate evidence. Assuming independent observations, the following equation gives the SPRT accumulation of evidence and loglikelihood ratio for the hypothesis test:
Here, the functions T x f i | and T x f i | represent the probability density function (PDF) of an observation , given the target T and the nontarget i x T respectively. Thus for our problem we have and
. The SPRT uses two decision boundaries to make a decision:
These decision boundaries can be obtained using the desired false alarm rate, , and the missed detection rate, :
Since the test almost never ends exactly at the boundaries, the equations in (14) are an approximation. It has been shown that the SPRT, on average, uses the smallest number of observations to make a decision [19] .
To handle contaminated observations, we use a modified log-likelihood ratio [5] :
Here, 0 or 1 represent the fraction of observations from T or T that could be contaminated. As 0 / 1 increases from 0 to 0.5 the positive/negative weight of evidence becomes clipped, so that the evidence does not count as much, but still has some weight in the final outcome. Even if we don't expect any contamination, small values of 0 and 1 give us a classifier robust to unexpected observations or outliers.
To handle dependence between observations, we scale the cumulative log-likelihood ratio by ) (n Z [5] :
The quantity represents the ratio of the number of observations to the effective number of independent observations . It can be estimated using the autocovariance of (15) 
Here, represents the normalized autocovariance at lag . Note, when no correlation exists 1 , giving . In practice, give a 1 . For the estimate of 0 , a conservative approach is to make 0 [4] . It has been shown that using gives the same SPRT termination probabilities for both independent and dependent observations [5] .
The multilook fusion time complexity is linear in the number of frames containing the detected object. Thus for each frame i , we have an observation representing a test score. Each observation is converted to evidence (15) and then accumulated (16) . As evidence accumulates, the system compares the resulting sum to the and b thresholds (14) . The comparison gives a classification decision or a request for more image frames containing the detected object. A clever hardware implementation could use look-up tables to do the evidence conversion. 
Data and Results
Infrared Video Data
To test our algorithms, we use infrared video data collected over many different experiments and in realistic conditions. Figure 3 shows a collage of pseudo-colored chips from different target vehicles collected using Thermovision's A10 infrared camera with 160x120 resolution and 8 bit precision. Based on detected motion, we adjusted the images such that the vehicles are always pointing to the right. The data contain different types of civilian and military vehicles traveling at various speeds and at different distances (50 to 150 m) from the camera. We also reduced the image sizes by one half to simulate vehicles further from the camera. We processed approximately 21,000 frames of data to get 1,792 frames containing an entire vehicle. From these frames we selected 259 frames for training and used the remaining 1533 frames for test with another 1533 frames from the size reduction operation. The training frames were selected to cover a wide range of targets at different scales. Figure 4 shows a collage of nontarget imagery used to test the vehicle classifier algorithm. The data are acquired using the same camera and under similar conditions. Animal subjects were used as the primary confuser. The distances of the animals from the video camera were 35 to 50 m. We processed 5,100 frames of data with 1918 frames containing the entire animal. Table 1 shows the parameters used for the experiments. The parameters , , and C were learned from the vehicle training data. The SPRT error rates and were selected to give low numbers of missed detections and false alarms. Larger values would give decisions using less frames, but the possibility of more errors. The SPRT contamination parameters 0 and 1 were selected to give the SPRT some robustness to outliers, but are still relatively small, since the data doesn't contain much contamination. The gradient and signature extraction parameters were selected based on previous experience. Thus as 0 increases, the system will detect targets using less frames at the expense of potentially increased errors on nontargets. As 0 decreases, we risk operating the system at a suboptimal level and not having enough frames to classify a target. Figure 5 shows the probability density function (PDF) of the LOO scores using the training data. The PDF was estimated using Parzen density estimation [13] . The dotted curve shows the PDF of a standard N(0,1) density.
Algorithm Parameters
Results
Comparison of the two curves shows that the MPM scores are approximately normal with zero mean and unit standard deviation. Figure 6 shows the operating characteristic (OC) curve for making a decision using a single look based on . The OC curve plots the probability of false alarm (PFA) vs. the probability of detection (PD) for different decision thresholds on . The curve shows a 52% PD at zero PFA and 100% PD at 26% PFA.
To improve the performance of the system we can sequentially combine looks from each frame. When the trace or cumulative log-likelihood ratio goes above the a threshold a target decision is made, and when it falls below the b threshold a nontarget decision is made. Figure 7 shows the SPRT traces from the video of targets. The dotted lines represent the a and b thresholds. The figure shows that it takes at most 25 frames to correctly classify all of the test target sequences at the error rates specified by and . a b Figure 8 shows the SPRT traces from video of nontargets. One of the traces has a period of about a second where a dog at a large distance from the camera looks more like a vehicle than an animal. The dog is stationary during this time, but as it starts to move the system quickly recovers. The figure shows that all of the nontarget decisions are made within 10 frames. 
Conclusion and Future Work
We have developed and tested a vehicle classifier for infrared imagery. The classifier takes a sequence of detected chips from a detector-tracker and extracts a signature from each chip based on a histogram of gradient orientations selected from a set of regions that cover the detected object. The orientations are computed in a scalespace framework based on normalized gradients using a Gaussian kernel to move from one resolution to the next [7] . The scale-space framework allows us to deal with vehicles of different sizes and at various distances from the camera. We match signatures to learned templates using Simonson's multinomial pattern matching (MPM) algorithm [18] . The MPM approach quantizes the signature to produce a multinomial distribution. The quantization produces good generalization and rejection characteristics. The test statistic is designed to produce a standard normal distribution with zero mean and unit variance, and accounts for correlations between histogram bins.
While performance based on a single look MPM score is very good, we show how Wald's SPRT [19] can be used to fuse the MPM scores from multiple looks producing superior performance. The modified SPRT is designed to handle detections from an unknown class, contamination of observations, and dependence between observations [5] . The result is a system that correctly classifies moving objects at low error rates within 25 looks.
For future work we would like to investigate the performance of other scale space features such as ridges and blobs [7] . We would also like to use the SPRT to fuse not only multiple looks, but multiple dissimilarity metrics. In addition, we are interested in extending this work to human classification and eventually, to use as a front end to human activities recognition.
