Abstract. In this paper, we investigate the Cauchy problem for the Ostrovsky equation is the critical Sobolev index for the Ostrovsky equation. By using some modified Besov spaces, we prove that the Cauchy problem for the Ostrovsky equation with positive dispersion is locally well-posed in H −3/4 (R). The new ingredient that we introduce in this paper is Lemmas 2.1-2.2 which are used to overcome the difficulty caused by the singularity of the phase function at the zero point.
Introduction
In this paper, we consider the Cauchy problem for the Ostrovsky equation with positive dispersion ∂ x u t − β∂ where γ > 0, measures the effect of rotation and β = 0 reflects the type of dispersion of the media.
(1.1) was proposed by Ostrovsky in [35] as a model for weakly nonlinear long waves in a rotating liquid, by taking into account of the Coriolis force, to describe the propagation of surface waves in the ocean in a rotating frame of reference. When β < 0, (1.1) has negative dispersion and describes surface and internal waves in the ocean and surface waves in a shallow channel with an uneven bottom. When β > 0, (1.1) has positive dispersion and describes capillary waves on the surface of liquid or for oblique magnetoacoustic waves [2, 6, 7] . When γ = 0, (1.2) reduces to the Korteweg-de Vries equation which has been investigated by many authors, for instance, see [3] [4] [5] [15] [16] [17] [18] [19] [20] . Guo [9] and Kishimoto [28] proved that the Cauchy problem for the KdV equation is globally wellposed in H −3/4 (R) with the aid of the I-method and the modified Besov spaces.
Obviously, (1.1) can be written in the form
Some authors has investigated the stability of the solitary waves or soliton solutions [30, 31, 34, 38] . Many people have studied the Cauchy problem for (1.1), for instance, see [8, 10-13, 21-25, 29-31, 36-38] . Isaza and Mejía [21] showed that (1.1) is locally wellposed in H s (R) with s > − 3 4 and β < 0 and is locally well-posed in H s (R) with s > − 1 2 and β > 0 with the aid of the Fourier restriction norm method introduced in [3, 4] and established the ill-posedness in H s (R) for s < − 3 4 [23] . Recently, Tsugawa [34] which causes some difficulties. Thus, for λ ≥ 1, we consider cases
respectively. In [28] , the author Lemmas 3.2-3.3 which plays the crucial role in establishing the local well-posedness of the Cauchy problem for the KdV equation. For the Ostrovsky equation with positive dispersion in this paper, by a delicate analysis, we utilize
in this paper we establish Lemmas 2.1-2.2 which play a crucial role in establishing the local well-posedness of the Cauchy problem for the Ostrovsky equation with positive
is the solution to the following equation
Without loss of generality, throughout this paper, we can assume that β = 1, γ = 1 and
Motivated by [1, 9, [26] [27] [28] 33] , combining the structure of the Ostrovsky equation
with the positive dispersion with the appropriate Besov-type spaces, we establish the dyadic bilinear estimate and finally we prove that the Cauchy problem for (1.1) with β > 0, γ > 0 is locally well-posed in H −3/4 (R) with the aid of the fixed point theorem and dyadic bilinear estimate.
We introduce some notations before giving the main result. Throughout this paper,
we assume that C is a positive constant which may vary from line to line and 0 < ǫ < x . Let
where j, k are nonnegative integers.
We equip the Bourgain space
.
We equip the space
We equip
with the following norms
We equipX,X s, b, 1 ,X s, b with the following norms
respectively. The space X T denotes the restriction of X onto the finite time interval [−T, T ] and is equipped with the norm
Obviously, if u(x, t) is the solution to the Cauchy problem for (1.2), then v(x, t) = λ −2 u x λ , t λ 3 is the solution to the following problem
The main results of this paper are as follows. The rest of the paper is arranged as follows. In Section 2, we give some preliminaries.
In Section 3, we show a crucial dyadic bilinear estimate and then apply it to establish bilinear estimate. In Section 4, we prove the Theorem 1.1. In Section 5, we prove the Theorem 1.2.
Remark:The global well-posedness of the Cauchy problem for the Ostrovsky equation in H s (R) with s ≥ −3/4 has not been established up to now, we will be devoted to the problem later. In [14] , the authors established the local well-posedness of the Cauchy problem for the Ostrovsky equation with negative dispersion in H −3/4 (R).
Preliminaries
In this section, we make some preliminaries for the proof of Lemma 3.1.
3)
Proof. We firstly prove the following two inequalities
and
provided that (2.1) or (2.2) is true. With the aid of the Cauchy-Schwartz inequality and the Fubini theorem, we obtain that
where
and τ = τ 1 + τ 2 , ξ = ξ 1 + ξ 2 and (2.1) or (2.2) holds true. Thus, to obtain (2.5) and (2.6), it suffices to prove that
For fixed τ, ξ = 0, we assume that E 1 and E 2 are the projections of Λ 1 onto the ξ 1 -axis and τ 1 -axis respectively. To obtain (2.8), it suffices to prove that
by a direct computation, we have that
From (2.11), we have that 12) where
and C is some generic positive constant.
Case (2.1) holds: in this case, ξ 1 ξ 2 > 0 which yields that
We consider the cases
, we derive that the length of the interval that
From the first inequality of the above, we derive that the length of the interval of |2ξ 1 −ξ| is also bounded by
Combining (2.13) with (2.14), we derive that the measure of E 1 in this part is bounded by
, the length of the interval of |2ξ 1 − ξ| is bounded
similar to (2.13) and (2.14), the measure of E 1 in this part is bounded by (2.15).
Case (2.2) holds: in this case, ξ 1 ξ 2 ≤ 0 and 1 +
, by using a proof similar to the case ξ 1 ξ 2 > 0, we have that the measure of E 1 in this part is also bounded by (2.15). Since (ξ 1 , τ 1 ) ∈ B k 1 and (ξ 2 , τ 2 ) ∈ B k 2 , we have that
thus we derive (2.10). Consequently, we have (2.8).
With the aid of the Cauchy-Schwartz inequality and the triangle inequality, we have that
Combining (2.7), (2.8) with (2.17), we have that (2.3)-(2.4) are true.
We have completed the proof of Lemma 2.1.
and Ω ⊂ R 2 has positive measure. Let
Proof. We firstly establish the following two inequalities
for any h ∈ L 2 (R 2 ) with supp h ⊂ B k and
By taking advantage of the Cauchy-Schwartz inequality and the Fubini theorem, we obtain that
To derive (2.22) and (2.23), it suffices to prove that
For fixed τ, ξ = 0, (ξ, τ ) ∈ B k , we assume that F 1 and F 2 are the projections of Λ 3 onto the the ξ-axis and τ -axis respectively. To derive (2.25), it suffices to prove that
Since τ = τ 1 + τ 2 , ξ = ξ 1 + ξ 2 , we have that
(2.28) From (2.28), we derive that
When (2.18) holds: in this case ξξ 1 < 0, thus we have that
We consider cases
, from (2.29), we have that the length of the interval that |2ξ − ξ 1 | lies in is bounded by
Moreover, from the first inequality of the above, such length of the interval of |2ξ − ξ 1 | is also bounded by
, we have that the length of the interval of |2ξ−ξ 2 | is bounded by
Similar to the proof of (2.30) and (2.31), we have that the measure of , it can be proved similarly that the measure of F 1 in this part is also bounded by (2.32).
we get the estimate (2.27) for F 2 . Consequently, we have (2.25).
By using the Cauchy-Schwartz inequality and the triangle inequality, we have that We have completed the proof of Lemma 2.2.
is bounded uniformly in j and N.
Proof. The conclusion of Lemma 2.3 can be found in page 460 of [28] , for the proof, we refer the readers to Lemma 2.7 of [14] .
Lemma 2.4. The spaceX has the following properties. (i) For any b > 1/2, there exists
(ii) For 1 < p ≤ 2, there exists C > 0 such that
Proof. (i) can be proved similarly to (i) of [28] . (2.37) can be proved similarly to 1 < p ≤ 2 of (ii) in [28] . (2.38) can be proved similarly to [1] .
We have completed the proof of Lemma 2.4. Since the proof of Lemma is standard, we omit the process of proof.
Bilinear estimates
In this section, by using Lemmas 2.1-2.4, we give the proof of Lemma 3.1 and apply Lemma 3.1 to prove Lemma 3.2.
Lemma
for j ≥ 0 in the following cases.
(i) At least two of j, j 1 , j 2 are less than 30 and C(j, j 1 , j 2 ) ∼ 1.
(ii) j 1 , j 2 ≥ 30, |j 1 − j 2 | ≤ 10, 0 < j < j 1 − 9 and C(j, j 1 , j 2 ) ∼ 2
j .
(iii) j, j 1 ≥ 30, |j − j 1 | ≤ 10, 0 < j 2 < j − 10 and C(j, j 1 , j 2 ) ∼ 2
(iv) j, j 2 ≥ 30, |j − j 2 | ≤ 10, 0 < j 1 < j − 10 and C(j, j 1 , j 2 ) ∼ 2
(j−j 1 ) .
(v) j, j 1 , j 2 ≥ 30, |j − j 1 | ≤ 10, |j − j 2 | ≤ 10 and C(j, j 1 , j 2 ) ∼ 1.
(vi) j 1 , j 2 ≥ 30, j = 0 and C(j, j 1 , j 2 ) ∼ 1.
(vii) j, j 1 ≥ 30, j 2 = 0 and C(j, j 1 , j 2 ) ∼ 1.
(viii) j, j 2 ≥ 30, j 1 = 0, and C(j, j 1 , j 2 ) ∼ 1.
Proof. (i)
In this case we may assume that j, j 1 , j 2 are all less than 40. By using the Hölder inequality with respect to ξ and the Young inequality as well as (2.37), from Lemma 2.6, we have that
(ii) In this case, we claim that
otherwise,
is valid, we have that
from (3.7), since λ ≥ 1, we have that
from (3.8), we have that
which contradicts with |ξ| ≥ 1 and |ξ 2 | ≥ 100. Thus, (3.5) is true. From (3.5), we have that
We restrict f to B k 1 and g to B k 2 .
When 2 k ≥ C2 j+2j 1 which leads to that 2 j/4 2 −k/2 ≤ C2 −3j/4 2 −j 1 2 j/2 , by using (2.4), we have that (k 1 −k) ≥ C, by using (2.21), we have that 
(iii) In this case, by using a proof similar to (3.5), we have that 2
In this case, the left hand side of (3.1)-(3.2) can be bounded by
, with the aid of (2.4), (3.14) can be bounded by
, with the aid of (2.20) and the fact that 2
14) can be bounded by (3.14) can be bounded by
if k ≤ 10j, by using (2.21) and 2 j/4 ≥ j(j ≥ 20), we have that (3.17) can be bounded by
if k ≥ 10j, by using (2.21), we have that (3.17) can be bounded by
(iv) This case can be proved similarly to case (iii).
(v) In this case, by using a proof similar to (3.5), we have that 2
, by using (2.3), (3.20) can be bounded by
, by using (2.20) and the fact that 2
be bounded by
, this case can be proved similarly to case 2
(vi) In this case, we consider
(1) When 3ξξ
, in this subcase, we have that |ξ| ∼ λ −2 2 −j 1 . By using the Hölder inequality in ξ and the Young inequality and (2.38), since λ ≥ 1, we have that
, by using the Hölder inequality with respect to ξ and the Young inequality and (2.38), we have that ξ) is outside of D, by using the Hölder inequality with respect to ξ and the Young inequality and (2.38), we have that
When (2.2) is valid, cases 2 k 1 ∼ 2 kmax and 2 k 2 ∼ 2 kmax can be proved similarly to cases
, thus we have that
From (3.26) and (3.27), we have that |ξ| ∼ λ −2 |ξ 1 | −1 which yields that |ξ| ∼ λ
kmax can be proved similarly to case (1)
By using the Hölder inequality with respect to ξ and the Young inequality as well as (2.38), we have that
by using (2.4) of Lemma 2.1, we have that
if (2.2) is invalid, then (3.26) or (3.27) is valid which yields that |ξ| ∼ λ −2 2 −j 1 , in this
2 , by using the Hölder inequality with respect to ξ and the Young inequality, we have that
When (τ, ξ) is outside of D and |ξ| ≤ 1 8 , we have that
From (3.31), we have that
which yields that |ξ| ∼ 2 j ≤ C2 −j 1 /2 , thus in this case, by using (2.38), we have that
is outside of D and |ξ| ≥ 1 8 , this case can be proved similarly to (ii).
(vii) In this case, we consider
(
, in this subcase, we have that
When (τ 2 , ξ 2 ) ∈ D, we have that |τ 2 | ≥ |ξ 2 | −3 ≥ C2 3j 1 , which yields that 32) by using the Hölder inequality with respect to ξ and the Young inequality as well as (2.37), from (3.32), we have that
by using the Cauchy-Schwartz inequality with respect to τ , the Hölder inequality with respect to ξ and the Young inequality as well as (2.38), from (3.32), we have that
When (τ 2 , ξ 2 ) is outside of D, in this case (2.1) or (2.2) is valid, thus, by using (2.4), we have that
by using the Hölder inequality with respect to τ and (2.4), we have that
, in this subcase, we have 2
(a) Case |ξ 2 | ≤ 2 −2j . By using the Young inequality and the Hölder inequality as well as (2.38), we have that
, cases 2 k ∼ 2 kmax and 2 k 1 ∼ 2 kmax can be proved similarly to cases 2 k ∼ 2 kmax and 2 k 1 ∼ 2 kmax of (v) in [28] . Thus, we only consider the case
We only consider 2
which boils down to cases 2 k ∼ 2 kmax and 2
In this case, we claim that 3|ξξ 1 ξ 2 | ≥ 38) from (3.38), we have , for any γ ′ ≥ 0, by using the Young inequality and (2.38) as well as the Hölder inequality with respect to ξ 2 , we have that
, for any γ ≥ 0, by using the Young inequality and (2.21), we have that
Firstly, we apply (1) with γ = γ 0 and γ ′ = γ 1 , then apply (2) with γ = γ 1 , γ ′ = γ 2 . Repeating this procedure, at the end applying (1) with γ = γ N −1 and γ ′ = 0, combining (1) with (2), by using Lemma 2.3, we have that 
By using the Cauchy-Schwartz inequality in τ , we have that (3.2) can be bounded by . This case can be proved similarly to case (iii).
(viii) This case can be proved similarly to case (vii).
We have completed the proof of Lemma 3.1.
Proof. To prove (3.46), it suffices to prove that
We first prove (3.47). By using f 2X = j≥0 I A j f 2X , we have that we easily obtain (3.47). By using a proof similarly to (3.47), we easily obtain (3.48).
We have completed the proof of Lemma 3.2. 
when u 0 H −3/4 is sufficiently small, we have that Φ(u) is a contraction mapping on some closed ball in X 1 ∩ C 0 t ([−1, 1]; H −3/4 (R)). Thus Φ have a fixed point u, which is the local solution of (4.1) and thus (1.1)(1.2). The Lipschitz dependence of solutions on the data and the uniqueness of the solutions can be found in [28, 32] .
We have completed the proof of Theorem 1.1.
Proof of Theorem 1.2
For arbitrary large data u(x, 0) [28, 32] .
We have completed the proof of Theorem 1.2.
