We present results on decompositions of matrices with grades, i.e. matrices I with entries from a bounded ordered set L such as the real unit interval [0, 1]. We consider decompositions of an n × m matrix I into a circular and triangular product A * B of an n × k matrix A and a k × m matrix B with k as small as possible. This problem generalizes the decomposition problem of Boolean factor analysis in which a decomposition of a binary matrix is sought into two binary matrices and which is a particular case of our setting when L has just two elements, namely 0 and 1. In our previous work, we proved that formal concepts of concept lattices associated to I are optimal factors for such decompositions. In this paper, we investigate concept-forming operators and concept lattices associated to decompositions of matrices and implications of these results.
I. INTRODUCTION
Methods for decompositions of matrices are fundamental to several areas of information processing. They provide representations of an object-variable matrix by a product of two matrices, one representing a relationship between objects and new variables, or factors, and the other describing a relationship between the factors and the original variables. Novel types of decompositions have been recently proposed which are motivated by semantic considerations. An example is Boolean factor analysis in which a decomposition of a binary matrix is sought into two binary matrices, see e.g. [7] , [11] , [13] , [20] , [19] , [22] . In [7] , we provided a theoretical insight which leads to efficient algorithms for computing optimal decompositions of binary matrices. In [8] , [10] , we showed that the insight and methods applicable to binary matrices can be extended to matrices which contain grades such as numbers from the unit interval [0, 1]. In addition, we extended this insight to a different type of decomposition in [9] , namely, triangular decomposition. Fundamentally important for the optimal decompositions described in [7] , [8] , [10] , [9] are fixpoints of certain operators. The fixpoints are known in formal concept analysis as formal concepts. The aim of this paper is to present further results on the optimal decompositions of matrices with grades. Decompositions of binary matrices are left as a particular case.
II. OPTIMAL DECOMPOSITIONS OF MATRICES WITH

GRADES
This section provides preliminaries and an overview of results from [7] , [10] , [8] , [9] .
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A. Matrices for Decomposition
Our aim is to decompose an n×m matrix I into a product I = A * B of an n × k matrix A and a k × m matrix B with k as small as possible. The entries of matrices I, A, B, are elements of a complete residuated lattice (see below); for the composition operator * , we use three particular products (explained later in this section).
Recall that a complete residuated lattice [3] , [15] , [23] is a structure L = L, ∧, ∨, ⊗, →, 0, 1 such that (i) L, ∧, ∨, 0, 1 is a complete lattice, i.e. a partially ordered set in which arbitrary infima and suprema exist; (ii) L, ⊗, 1 is a commutative monoid, i.e. ⊗ is a binary operation which is commutative, associative, and a ⊗ 1 = a for each a ∈ L; (iii) ⊗ and → satisfy adjointness, i.e. a ⊗ b ≤ c iff a ≤ b → c. 0 and 1 denote the least and greatest elements of L. The partial order of L is denoted by ≤; infima and suprema in L by ∧ and ∨. Throughout the paper, L denotes an arbitrary complete residuated lattice. Common examples of complete residuated lattices include those defined on a unit interval, i.e. L = [0, 1], or on a finite chain in a unit interval, e.g. L = {0, 1 n , . . . , n−1 n , 1}. We assume that I ij , A il , B lj ∈ L. That is, all the matrix entries are elements of some complete residuated lattice L. Elements a ∈ L will be called grades (degrees). In particular I ij is interpreted as the degree to which object i has attribute j; A il as the degree to which factor l applies to object i; B lj as the degree to which attribute j is a manifestation (one of possibly several manifestations) of factor l.
Therefore, examples of matrices I which are subject to our decomposition are The second matrix demonstrates that binary matrices are a particular case of the matrices for L = {0, 1}.
Remark 1: Residuated lattices are extensively used in fuzzy logic [3] , [15] . Operations ⊗ (multiplication) and → (residuum) play the role of a (truth function of) conjunction and a (truth function of) implication, respectively. Examples of residuated lattices are well known. For instance, for L = [0, 1], we can use any left-continuous t-norm for ⊗, such as minimum, product, or Łukasewicz, and the corresponding residuum →.
B. Composition Operators
We will use three composition operators, •, , and , and consider the corresponding decompositions I = A • B, I = A B, and I = A B. The composition operators are defined by
where and denote infimum and supremum (note that on L = [0, 1], they coincide with minimum and maximum), and ⊗ and → denote multiplication and residuum of L. Note that these operators have been extensively studied by Bandler and Kohout, see e.g. [18] . They have natural verbal descriptions. For instance, (A • B) ij is the truth degree of "there is factor l such that l applies to object i and attribute j is a manifestation of l". Note also that in the binary case, i.e. L = {0, 1}, A • B coincides with the well-known Boolean product of matrices.
C. Factor Analysis Interpretation
Looking for decompositions I = A * B can be seen as looking for factors in graded data I. That is, decomposing I can be regarded as factor analysis in which the data as well as the operations used are different from the ordinary factor analysis [16] .
D. Optimal Decompositions
We now recall the main results regarding optimal decompositions. Recall that we are interested in a decomposition I = A * B of an n × m matrix I into an n × k matrix A and an k × m matrix B for the three types of decomposition, namely, for •, , and .
Let X = {1, 2, . . . , n} and Y = {1, 2, . . . , m}. Recall that L U denotes the set of all L-sets in U , i.e. all mappings from U to L. Consider the following pairs of operators induced by matrix I. First, a pair ↑ , ↓ of operators ↑ : L X → L Y and ↓ : L Y → L X is defined by
for j ∈ {1, . . . , m} and i ∈ {1, . . . , n}. Second, a pair ∩ , ∪ of operators ∩ :
for j ∈ {1, . . . , m} and i ∈ {1, . . . , n}. Third, a pair ∧ , ∨ of operators ∧ :
for j ∈ {1, . . . , m} and i ∈ {1, . . . , n}. ↑ , ↓ are called antitone Galois connections, ∩ , ∪ and ∧ , ∨ are called isotone Galois connections. To emphasize that the operators are induced by I, we also denote the operators by
Furthermore, denote the corresponding sets of fixpoints by
The sets of fixpoints are complete lattices, called concept lattices associated to I, and their elements are called formal concepts. Note that these operators and their sets of fixpoints have extensively been studied, see e.g. [1] , [2] , [4] , [14] , [21] . Now, given a set
. . , n} and {1, . . . , m}, respectively, define n × k and k × m matrices A F and B F by
This says: the l-th column of A F is the transpose of the vector corresponding to C l and the l-th row of B F is the vector corresponding to D l . The following two theorems show the role of the above operators and their fixpoints associated to I for the three types of decomposition.
Theorem 1 (universality, [8] , [9] ):
The next theorem says that taking fixed points as factors yields the least number k of factors (inner dimension) possible.
Theorem 2 (optimality, [8] , [9] ): (•) Let I = A • B for n × k and k × m matrices A and B. Then there exists F ⊆ B(X ↑ , Y ↓ , I) with |F| ≤ k such that for the n × |F| and |F| × m matrices A F and B F we have
III. OPERATORS AND CONCEPT LATTICES ASSOCIATED TO DECOMPOSITIONS
As we have seen in the previous section, the concept lattices associated to a matrix I play an important role for decompositions of I. In this section, we further develop our insight into the concept lattices associated with a given matrix. In particular, we consider decompositions I = A * B and the operators and concept lattices associated to I, A, and B. We start with an assertion which will be used later. Note that ↑ I , ∩ A•B , etc., denote the operator ↑ , ∩ , etc., associated
Throughout the rest of this paper, we denote:
Proof: (10)- (17) can be directly verified using properties of complete residuated lattices. Another way is to use the properties of compositions of matrices (fuzzy relations). Namely, one has (see e.g. [3] ):
We only will demonstrate how (12) can be proved using R (S • T ) = (R S) T . Consider a one-element universe U = {1} and fuzzy relations R between U and X, S between X and F , and T between F and Y , defined by
This proves E ∧
In a similar way: (13) and (10) 
Remark 2:
The foregoing theorem as well as the theorems we present below can be formulated in a more concise, but perhaps more tricky way. Namely, denote by , , ∇, A , ∇ A , B , ∇ B any of the following tuples:
Then, Theorem 3 can be stated as follows:
The following theorem describes basic relationships between the various concept lattices associated to decompositions I = A * B. Recall that the sets of extents and intents of B(X ↑ , Y ↓ , I) are defined by
and similarly for B(X ∩ , Y ∪ , I) and B(X ∧ , Y ∨ , I).
Theorem 4: Let A and B be m × k, and k × n matrices,
Proof: For (•1): Note first that C is an extent of (some formal concept from) B(X ∩ , Y ∪ , I) if and only if C = D ∪ for some D. Let thus C be an extent of
. In a similar way, one can prove the second part of (•1) and also (•2), ( ), and ( ). 
Then pre(E, G) forms an interval in L F ; E ∩ A is its least element and G ∪ B is its greatest element. (•2) For every formal concept of
forms an interval in L F ; G ∨ B is its least element and E ∧ A is its greatest element. ( ) For every formal concept of
Then pre(E, G) forms an interval in L F ; G ∨ B is its least element and E ↑ A is its greatest element.
Proof: We will prove only (•1), the other cases can be proved similarly.
Observe that E ∩ A ∈ pre(E, G). Indeed, we have [14] for properties of ∩ and ∪ ).
Theorem 5 is illustrated in Fig. 1 .
IV. IMPLICATIONS OF RESULTS FROM SECTION III A. Row and column spaces of Boolean matrices
In this section, we briefly comment on the notion of a row space and column space which are used in Boolean matrix theory [17] . We look at the results of [17] from the perspective of the operators and concept lattices associated to matrices and, in particular, from the point of view of the results from Section III. Our aim is to illustrate that the framework of concept lattices is a useful one for Boolean matrix theory and that it is worth pursuing further.
Recall from [17] that a subspace of the set of all ndimensional binary vectors, i.e. vectors with entries from {0, 1}, is any set V of n-dimensional binary vectors which contains the zero vector (a vector v for which v i = 0 for i = 1, . . . , n) and is closed under
Note that operation max is called addition in [17] . A span span(V ) of a set V of binary vectors is the intersection of all subspaces which contain V . It can be easily seen that span(V ) consists of all vectors which can be obtained by maxima of a finite number of vectors from V (by convention, the maximum of an empty set of vectors is the zero vector). Now, the row space of an n × m binary matrix A, denoted by R(A), is the span of the set of all rows of A, i.e. R(A) = span({A 1 , . . . , A n }).
Dually, the column space C(A) is the span of all columns of A. Our first observation says that the vectors of the row space are essentially just the intents of Int(X ∩ , Y ∪ , I). Fig. 1 . Illustration of Theorem 5.
Theorem 6: For a Boolean matrix A, the vectors from R(A) are just the characteristic vectors of intents from Int(X ∩ , Y ∪ , I), i.e. the fixed points of the interior operator ∪∩ .
Theorem 6 is a particular case of a more general one regarding graded matrices which we present in Section IV-B, so we skip the proof here.
To illustrate the role of Theorem 4, consider the following theorem which is known in Boolean matrix theory [17, Proposition 1. Using Theorem 4, the proof is immediate: By Theorem 6, R(A • B) ⊆ R(B) translates to Int(X ∩ , Y ∪ , A • B) ⊆ Int(X ∩ , Y ∪ , B) which true due to Theorem 4. In the next section we show that the same proof applies to a more general setting of matrices with grades.
Another theorem from Boolean matrix theory we present here with a short proof due to the connection to concept lattices is [17, Theorem 1.2.3]:
Theorem 8: For a Boolean matrix A, |R(A)| = |C(A)|.
Proof: R(A) = Int(X ∩ , Y ∪ , A) and C(A) = Int(Y ∩ , X ∪ , A T ). The assertion now follows from a wellknown fact that Int(X ∩ , Y ∪ , A) and Int(Y ∩ , X ∪ , A T ) are dually isomorphic and thus have the same number of elements.
B. Row spaces of matrices with grades
The notions of a row space and column space can directly be extended from the setting of Boolean matrices to our more general setting of matrices with grades from a complete residuated lattice L. We can proceed two ways.
Remark 4:
To facilitate our discussion, we will identify p-dimensional vectors with elements from L with L-sets in {1, 2, . . . , p}, i.e. with mappings of {1, 2, . . . , p} to L. That is, we identify a vector v with an L-set C : {1, 2, . . . , p} → L for which C(i) = v i .
First, taking into account Theorem 6 we could define a row space R(I) of a matrix I with grades as the set of all intents from Int(X ∩ , Y ∪ , I).
Second, we could generalize the definition of a row space which is used in case of Boolean matrices and say that a row space R(I) of I is the least set S of L-sets which contains all the rows of I (i.e., the L-sets corresponding to he characteristic vectors of the rows) and is closed under -⊗-multiplication, i.e. if C ∈ S and a ∈ L then a ⊗ C ∈ S (note that (a ⊗ C)(i) = a ⊗ C(i)), --union, i.e. if C j ∈ S, j ∈ J, then j∈J C j ∈ S (note that ( j∈J C j )(i) = j∈J C j (i)). Note that closedness under ⊗-multiplication is not present in the definition of a row space in the ordinary (binary) case but it is trivially satisfied. It is easy to see that R(I) is just the least L-interior system which contains all rows of I, i.e. the L-interior system generated by rows of I [5] . Now, the first and the second way are equivalent:
Theorem 9: For a matrix I with grades, the least set which contains all rows of I and is closed under ⊗-multiplication and -union is Int(X ∩ , Y ∪ , I).
Proof: First, Int(X ∩ , Y ∪ , I) is just the set of all fixpoints of an L-interior operator ∪∩ , i.e. an L-interior system. To see that this L-interior system is the least one which contains all rows of I, it is sufficient to observe that every intent D ∈ Int(X ∩ , Y ∪ , I) is a union of ⊗multiplications of rows of I. To observe this fact, consider the corresponding formal concept C, D ∈ B(X ∩ , Y ∪ , I). Then it follows from the description of suprema in B(X ∩ , Y ∪ , I) that
It is now sufficient to realize that { 1 /x} ∩ is just the x-th row of I.
Therefore, we can define:
Definition 1: The row space R(I) of a matrix I with grades is defined by
The following assertion is then a generalization of [ 
C. Conceptual scaling
In this section we consider so-called conceptual scaling [12] , [6] and its relationship to matrix composition.
First, let us recall basic concepts from [6] : A many-valued context (data table with general attributes) is a tuple D = X, Z, W, I where X is a non-empty finite set of objects, Z is a finite set of (many-valued) attributes, W is a set of values, and I is a ternary relation between X, Z, and W , i.e. I ⊆ X × Z × W , such that x, z, w ∈ I and x, z, v ∈ I imply w = v. We consider only complete data tables, i.e. for each Fig. 2 . Now, we can express the derived context (w.r.t. plain scaling) by means of matrix composition as J = D S.
Remark 7: Note that we could use a disjoint union instead of direct sum to construct the matrix and express the derived context as D • S. We used D S because this composition corresponds to operators ↑ and ↓ which are studied in [6] .
Lemma 11: For a collection S of (scale) matrices I z and their direct sum S (both as above), the concept lattice B(F ↑ , Y ↓ , S) is isomorphic to the Cartesian product of concept lattices B(X ↑ z , Y ↓ z , I z ): B(F ↑ , Z ↓ , S) ∼ = × z∈Z B(X ↑ z , Y ↓ z , I z ) An isomorphism g is given by: g( E, G ) = E ∩X z1 , G∩Y z1 , · · · , E ∩X z |Z| , G∩Y z |Z| Theorem 12: Every intent of the derived context X, Y, J is in the form of a disjoint union z∈Z G z where each G y is an intent of B(X z , Y z , I z ).
Proof: Because we can express the derived context as a composition of matrices D S we have Int(X ↑ , Y ↓ , D S) ⊆ Int(F ↑ , Y ↓ , S) by Theorem 4. The form of intents follows from Lemma 11.
V. CONCLUSIONS AND FURTHER ISSUES
We presented results on operators (antitone/isotone Galois connections) associated to matrices with grades and showed their relevance to the theory of matrices with grades which subsumes the theory of Boolean matrices as a special case. We also established connections between the framework of concept lattices and the framework developed earlier in the theory of Boolean matrices. Continuing our previous work, we demonstrated that matrices with grades from complete residuated lattices provide us with a much more general and yet mathematically feasible calculus for which the associated operators and concept lattices play an essential role. Future research issues include: spaces associated to matrices with grades and their role for the matrix calculus (this paper only includes first remarks on particular interior spaces), matrix decompositions, geometry of graded data, and various further topics which play an analogous role to the classical topics of the ordinary matrix calculus.
