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Abstract–This paper proposes a technique to obtain long
term estimates of the motion of a moving object in a struc-
tured environment. Objects moving in such environments
often participate in typical motion patterns which can be
observed consistently. Our technique learns those patterns
by observing the environment and clustering the observed
trajectories using any pairwise clustering algorithm. We
have implemented our technique using both simulated and
real data coming from a vision system. The results show
that the technique is general, produces long-term predic-
tions and is fast enough for its use in real time applications.
I. Introduction
The ability to navigate their environment is critical for
the survival of most animals and intelligent beings. One
of the activities involved on navigating in such an environ-
ment is to deal with the objects populating it. This is a
difficult challenge because many of those objects are mov-
ing. Interaction with those objects requires the ability to
predict their future motion (e.g. for predator evasion, prey
hunting, collision avoidance, etc.).
Motion prediction is a research area with applications in
many different fields, ranging from video surveillance [1] to
robot navigation [2]. Many research works on motion pre-
diction found in the literature are based upon an a priori
motion model (e.g. differential equations), that describes
how the state of a particular object (e.g. position and ve-
locity), changes over time when it is subject to a given
control (e.g. acceleration) (cf. [3]). In order to predict the
future motion of a particular object, its current state and
control are estimated first (using proprioceptive and ex-
teroceptive data, and estimation techniques such as the
Kalman filter [4]). Then, the estimated state and control
are fed into the object motion model in order to get future
state estimations.
Provided that the motion model used is faithful and that
the state and control estimations are accurate, such tech-
niques compute good motion predictions. Unfortunately,
these conditions are rarely met and this kind of techniques
is suited for short term motion prediction only.
To address this issue, a completely different approach has
emerged recently. It is based on the idea that, for a given
area, moving objects tend to follow typical motion patterns
that depend on the objects’ nature and the structure of the
environment. It operates in two stages:
1. Learning stage: observe the moving objects in the
This work has been partially supported by a Conacyt scolarship.
We also want to thank the support of the CNRS Robea ParkNav and
the Lafmi NavDyn Projects.
workspace in order to determine the typical motion pat-
terns.
2. Prediction stage: use the learned typical motion pat-
terns to predict the future motion of a given object.
Techniques following this approach can be classified in
two main families:
1. Grid-based techniques: derived from the occupancy grid
concept [5]. The environment is modeled as a grid and
the learning stage computes the transition probability for
a moving object from one grid cell to another [6], [7], [8].
The grid is used directly for motion predition.
2. Cluster-based techniques: sets of partially or wholly sim-
ilar observed trajectories are clustered together. A repre-
sentative trajectory for each cluster is computed [9], [10],
[11]. Such representative trajectories are used for motion
prediction.
Since they permit to take into account not only the cur-
rent state of the object but also its past states, cluster-
based techniques are by far the best ones when it comes
to long term motion prediction. Their only weakness lies
in their inability to predict atypical trajectories. Ref. [9]
group the parts of the observed trajectories for which
the moving objects collide with each other whereas [10]
and [11] use the popular Expectation-Maximization algo-
rithm [12] to group whole trajectories.
In this paper, we propose a novel cluster-based technique
that learns the typical motion patterns using pairwise clus-
tering. We introduce a dissimilarity metric to allow the use
of any clustering algorithm which can operate over a dis-
similarity matrix. As a result, we obtain a number of clus-
ters corresponding to the different motion patterns. Then,
we calculate the mean value for every cluster, which we
further use to predict motion for a partially observed tra-
jectory. We have applied our technique to simulated and
real data obtained through a vision system. We have imple-
mented the Expectation-Maximization approach proposed
in [10], which we consider to represent the state of the art
in Cluster-based techniques, in order to have a reference of
the performance of our approach. In our experiments the
proposed technique performed better than Expectation-
Maximization. Moreover, results show that our approach is
general, produces long-term predictions and is fast enough
for real time applications.
The paper is organized as follows. In the next section,
we present an outline of our approach and explain how its
two components work together. In section 3, we present the
learning algorithm, making emphasis in the construction of
the dissimilarity table and the calculation of the represen-
tative trajectory for each cluster. Section 4 explains how to
use the output of the learning algorithm to estimate motion
for a partially known trajectory. In section 5, we discuss
our implementation of the approach and describe the two
clustering algorithms that were used. Finally, in section
6, we discuss the results we obtained using simulated and
real data and compare them with the approach presented
in [10].
II. Proposed Approach
Our approach is a cluster-based technique and it consists
of two components: a learning algorithm and an estimation
algorithm.
The input of the learning algorithm consists of train-
ing data obtained in a given environment. Training data
D = {d1, ..., dN} is a collection ofN moving objects’ trajec-
tories, which are functions di(t) : [0, Ti] → C that returns
the configuration of a moving object at time t. Ti is the
duration of the object’s trajectory, C is the configuration
space of the moving object being considered. In this paper,
we will assume that configurations in training data consist
of 2 dimensional coordinates [x, y]. However, the method
is applicable to spaces of higher dimensions. Training data
is clustered and each resulting cluster is considered to rep-
resent a typical motion pattern. For each obtained cluster,
we calculate its representation, which consists of a trajec-
tory: the mean value of all the trajectories in the cluster,
and its standard deviation.
In the estimation stage, we model the likelihood that
a partially observed trajectory belongs to a given cluster
as Gaussian probability function. The parameters of that
function are the mean value and standard deviation that
we have found in the learning stage. We compute this like-
lihood for all the clusters. The estimated motion is given
by the mean value of the trajectory having a maximum of
likelihood. An alternative is to use all the motion patterns
having a likelihood greater than a given threshold.
III. Learning Algorithm
In order to discover the typical motion patterns, we an-
alyze training data. We expect that trajectories which are
very similar correspond to objects engaged on the same
motion pattern. Thus, we will try to find groups of simi-
lar trajectories. This leads quite naturally to the use of a
clustering algorithm.
A. Clustering Trajectories
The selection of a particular clustering technique is some-
what difficult because the best one to be used depends on
the particular problem considered [13]. Another problem in
selecting a particular clustering algorithm is that we have
to find a way to reformulate our problem in such a way that
the selected technique can be applied. We have chosen a
formulation which does not confines itself to the utilization
of a single algorithm, so that different clustering techniques
can be tested in order to find the one that produces the best
results.
Many clustering algorithms [13], [14] are able to work
using a dissimilarity matrix, which is an n×n matrix con-
taining all the pairwise dissimilarities1 between n objects.
Thus, finding a way to measure dissimilarities between tra-
jectories allows us to use any of those algorithms.
We define the dissimilarity, or distance between two tra-










Where Ti and Tj are the total motion duration of di and
dj respectively, and d(t) = d(T ) for t > T . This function
is the average Euclidean distance between two functions;
we have chosen the average because we want our measure
to be independent of the length of the trajectories being
compared. It is important to note that, as we are integrat-
ing over time, the velocities of the two trajectories being
compared affect the value of δ. Hence this measure takes
velocity profiles into account.
Using (1), we can construct a dissimilarity matrix and
use it as the input for a clustering algorithm to obtain a
clustering consisting on a set of clusters Ck represented as
lists of trajectories.
B. Calculating Cluster Mean-Value and Standard Devia-
tion
One drawback of pairwise clustering is that, as it oper-
ates directly over the dissimilarity table, it does not cal-
culate a representation of the cluster. So, if we want to
use the cluster’s representation as an estimate, we have to
calculate this representation.
We have chosen to represent each cluster using what we
call its mean-value. Let Ck be a cluster having Nk tra-
jectory functions di(t) | 1 ≤ i ≤ Nk, di(t) ∈ Ck then, we







Calculating the standard deviation for the cluster Ck us-












Once we have calculated both the mean value and stan-
dard deviation for each cluster, we can use those parame-
ters to estimate motion by applying a criterion of Maximum
Likelihood as explained in the next section.
1Dissimilarities result from comparing two objects: their value is
high if the compared objects are very different, and is zero if they are
identical. They are always nonnegative [14]
IV. Estimation Algorithm
The output of the learning algorithm consists of a list of
mean values and standard deviations corresponding to the
different typical detected behaviors.
In order to estimate trajectories, we calculate the likeli-
hood of the known (already observed) fragment of a trajec-
tory dp(t) under each one of the clusters. To do that, we
model classes as Gaussian sources with the mean value and
standard deviation that were calculated during learning.
A. Partial Distance
As we are dealing with partial trajectories, we need to
modify (1) to account for this. The modification consists









Where δp, dp and Tp are the partial distance, partially
observed trajectory, and duration of the partial trajectory,
respectively.
B. Calculating Likelihood
With the partial distance (4), we can directly estimate
the likelihood that dp belongs to a cluster Ck.








Once we have calculated the likelihood, we can choose,
for example, to estimate the trajectory using the mean
value of the cluster with maximal likelihood, or to present
the different possibilities having likelihood greater than a
given threshold.
V. Implementation
We have implemented and tested our technique using two
clustering algorithms: Agglomerative Complete-Link Hier-
archical Clustering (CL) [15] and Deterministic Annealing
Pairwise Clustering (DA) [16]. The former one has been
chosen because of its simplicity. Moreover, the shape of
the clusters it produces is quite regular, and the distance
between any two members of the same cluster is guaran-
teed not to exceed a given threshold. In spite of that, it has
a drawback: since it is based on the optimization of a lo-
cal, pairwise criterion, it may yield unnatural clusters. So,
we have also implemented DA, which is based on the opti-
mization of a global function, and is supposed to produce
superior results [16]. We will compare the results provided
by both techniques in section VI.
A. Complete-Link
The idea of hierarchical clustering is to produce a recur-
sive representation of the groups. The output is a den-
dogram which is a tree-like structure whose root node is
a single cluster grouping all the observations and whose
branches correspond to splittings of the parent clusters.
Leafs are N singletons corresponding to all the data items
in the training data set D.
An agglomerative algorithm starts, with N clusters, one
for each data item di Then, in the first step, it joins the
two closest clusters. As both clusters consist of only one
data item, this means that the algorithm joins the pair of
data items having smallest dissimilarity, leaving us with
N − 1 clusters. This process is repeated until we have only
one cluster. However, this calls for a definition of distance
between clusters having more than one item. In fact is the
definition of this intercluster distance what distinguishes
different clustering algorithms [14]. Three of the most
common measures, are nearest neighbor (Single-Link), far-
thest neighbor (Complete-Link) and average distance. It is
Complete-Link that guarantees that the distance between
any two members of the same cluster does not exceed a
given threshold.
We are interested in clustering down to a given dissimi-
larity threshold, which is chosen according to the environ-
ment and the kind of obstacle being studied. Thus, our
implementation of CL does not produce a dendogram but
a single clustering corresponding to that threshold.
B. Deterministic Annealing
The other algorithm used, Deterministic Annealing,
needs to know a priori the number k of clusters to be pro-
duced. This is not a trivial task [17], fortunately, we have
the value of k produced by the CL algorithm which can be
used as an approximation to the real value.
Deterministic annealing, as its stochastic counterpart
Simulated Annealing [18] and [19], is a search strategy
that uses a control value called temperature. The technique
tracks solutions from high to low temperatures, where grad-
ually more and more details of the original objective func-
tion appear. The complete algorithm is given in [16].
For each temperature value, the algorithm finds the clus-
tering that minimizes a global function. Then, temperature
is decreased and the process is started over using the clus-
tering found in the previous iteration as a starting point in
the search of the new clustering.
VI. Experimental Results
In order to validate our approach, we have used data
coming from two environments: a trajectory simulator
and a pedestrian tracking system placed in the Inria en-
try hall (fig. 1). As the tracking system is under installa-
tion, our results with real data are only preliminary. Our
main testbed is the simulated environment, which recreates
pedestrian motion in the Inria entry hall (fig. 1).
We have separated datasets from each environment into
two subsets: training data and test data. We have used
the training data to learn the motion patterns, and then,
we have used the test dataset to evaluate the obtained re-
sults. In addition, we have implemented the Expectation-
Maximization algorithm presented in [10] and used it as a
comparison basis.
Fig. 1. The Inria entry hall and the simulated environment.
A. Estimation-Maximization
We have chosen to implement the Expectation-
Maximization learning algorithm [10] because we consider
it as being the state of the art on cluster-based techniques.
It models each cluster θm as a set of probability distribu-
tions P (x | θtm) specifying the probability that the object
is located at location x at time t given that it is engaged
in this motion pattern. It iteratively refines these models,
each iteration consisting of two steps which are repeated
until the values converge.
1. Expectation. For every trajectory in the data set and
each cluster, calculate the expected likelihood that the
trajectory belongs to the cluster given the current cluster
model.
2. Maximization. Calculate new cluster models which
maximize the expected likelihood.
An interesting remark about this technique is that, even
if it starts with an estimated value of the number k of clus-
ters, it is able to modify it. In particular, it checks for two
situations: a) if two models seem to describe the same mo-
tion pattern, one of them is eliminated; b) if the likelihood
of a particular trajectory under the global clustering is too
low, a new cluster is created having a mean value equal to
that precise trajectory.
It is important to note that we have used this approach
only to perform the clustering. For estimation we have
proceeded as described in section IV.
B. The Simulator
For simulated data, we have chosen a number of control
points in the environment (some of them can be seen in
fig. 1) and then, we have defined 52 trajectory models,
each one consisting on a sequence of control points to be
traversed. Actual trajectories were generated in two steps:
first, for each control point we have drawn a real point from
a 2-dimensional Gaussian distribution. Then we have sim-
ulated motion by discrete, even-sized steps in a direction
drawn from a Gaussian distribution, having the direction
of the next control point as mean value. We consider that
we have reached a control point when we are closer to it
than a given threshold. The particular trajectory model to
use is chosen according to a uniform distribution.
Fig. 2. Raw trajectories and a cluster obtained using DA.
C. Learning Motion Patterns
We have generated training and test datasets of 500 and
100 trajectories, respectively. For the purpose of this ex-
periment, samples are assumed to occur at regular time
steps. In order to use (1) we have modeled trajectories as
piecewise defined functions consisting of straight segments
joining consecutive samples. An example of raw data and
a resulting cluster is shown in fig. 2.
We have processed the training dataset to learn patterns
using the two chosen clustering algorithms and applying
the parameters that can be seen in table I. The last row
in the table represents the parameters and the resulting
clusters for our implementation of the algorithm presented
in [10].
TABLE I
Clustering of Simulated Data
Algorithm Parameters K
CL threshold = 20 cm k = 205
DA k = 205 k = 138
EM σ = 10 cm k = 133
D. Estimating Trajectories and measuring the estimation
error
In order to test the performance of our approach we mea-
sure the difference between estimated and real trajectories
(fig. 3). For each of the trajectories in the test dataset we
take a fraction of its total length. Using this fraction, we
search for a match in the set of clusters obtained in the
learning stage. The selected cluster will be that having the
highest likelihood. We calculate the estimation error as
the distance between the mean value of the selected cluster
and the complete real trajectory. The error is measured for
trajectory lengths between 10% and 80% of the complete
trajectory. This procedure is repeated for each of the clus-
tering methods. The results we have obtained for CL, DA
and EM can be seen in fig. 4.
There are many interesting observations about the
graph. We can see that, if we know only 10% of the to-
tal trajectory, DA has a mean error of about 75% of the
other algorithms. However, this difference decreases when
we know more of the observed trajectory. For all the three
algorithms, we can see that, for estimates obtained using
40% of the total trajectory, the mean error is ≈30 cm which
can be considered quite accurate for the kind of motion be-
ing analyzed.
In figure 5 we can see a sequence of motion estimates
for a person (dark disk). The black line represents the
complete, real, trajectory while the others correspond to
motion hypothesis, darker ones being more probable than
lighter ones. We can see that, at the beginning (fig. 5.a)
many of the hypothesis describe motion going to the right
door. After a short motion (fig. 5.b), these estimates are






































CL 20 K=205 80.7 54.4 43.6 29.6 23.9 16.7 14.7 13.7
DA 205 K=138 58.3 45.5 39.7 28.6 25.5 19.1 15.9 15.4
EM 10 K=133 79.8 50.5 38.4 32 30.2 17.6 15.8 15.2
10% 20% 30% 40% 50% 60% 70% 80%
Fig. 4. Mean estimation error for different algorithms.
discarded. Even more hypothesis are discarded as motion
progresses in fig. 5.c and 5.d.
Our unoptimized implementation of the technique is able
to produce estimates with a frequency of 60-100Hz, which
we consider adequate for real-time systems involving vehi-
cles and pedestrians.
VII. Conclusions
In this paper, we have presented a technique which is
able to learn typical motion patterns of objects in a given
area. We have defined a dissimilarity measure which allows
the use of pairwise clustering algorithms in order to group
observed trajectories into patterns. Then, we show how to
calculate a representation of the obtained clusters and how
to use it in order to calculate the likelihood of a partially
known trajectory under a given motion pattern. Further-
more, we propose a way to use the calculated likelihood
and the clusters representation to estimate motion.
We have implemented our technique and tested it with
simulated data. We have also implemented another tech-
nique [10] in order to benchmark our approach. In our







Fig. 5. Motion hypothesis at different moments.
Fig. 6. Clusters obtained from real data obtained through a vision
system developed by PRIMA
the other approach. As a result of our experiments, we
have shown that our technique is able to learn motion pat-
terns from observations and to produce sound, long-term
motion estimates in real time.
VIII. Future Work
Future work includes further experimentation with the
real tracking system installed in the Inria entry hall (fig.6
).We will also apply our approach to a tracking system
currently being installed on the Inria parking lot. This
environment has the extra challenge of having heteroge-
neous moving objects (pedestrian and vehicles). We plan
to address this situation by identifying the different types
of objects and performing separate training processes for
each one of them.
An interesting theoretical direction we want to explore is
to extend our approach to model what we call semi-static
objects, which are objects whose motion can be character-
ized by a binary value, examples include: a door, which
can be either open or closed; a parking place which can be
available or occupied, etc.
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