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1. Introduction
Is the word onset special?
Spoken and visual word recognition differ crucially in that Information during
speech enters the sensory System sequentially (from early to late, or from left
to right), whereas graphic Information is made available in parallel.
It is by no means easy to see how the listener is able to recognize words in
the stream of sounds that enter his auditory System. We know that an accurate
and detailed Image of the actual speech sounds is available to the listener
only for some 100 ms. This Information decays rapidly from auditory memory,
and is generally lost within 250 ms after the original Stimulation. Given
that the majority of the words in languages such äs Dutch or English take up
more that 250 ms (roughly the duration of one syllable), the human word recogn-
ition system cannot afford delaying decisions until all the acoustic Informa-
tion pertaining to the word's identity has been heard, but must act on the
incoming Information äs long äs it is available, and recode this Information
into some higher-order Code that is more resistant to decay over time. There
are indeed strong indications that during normal, fluent word recognition in
connected speech (so called Όη-line' word recognition) not only monosyllabic
words, but also longer, polysyllabic words are recognized at roughly 200 ms
after the word onset (Marslen-Wilson, 1985).
Given that speech is primary and writing secondary, one would predict that
languages should have evolved such that the word onset carries more Information
äs to the word's identity than the later portions of the word. It is the
purpose of this paper to explore the question if indeed the distribution of
Information over the word forms in the (Dutch) lexicon is skewed and biassed
towards the beginning of words, from a statistical point of view. We are not
concerned here with the testing of a human word recognition model; we are
only interested in checking speciflc distributional properties of the lexicon,
which should logically follow from the combined effects of echoic memory
limitations and the sequential nature of spoken words.
Approach: examining segmental and prosodic Information
Words differ primarily in terms of their segmental structure: the specific
sequence of consonants and vowels. We shall try to answer the question raised
above by examining the distribution of phonemic contrasts over the word forms
in a large computer-accesslble Dutch lexicon, in several different ways,
which we shall not outline here, but which will be described in our analysis
and results section.
Moreover, the words in the Dutch lexicon do not merely contrast segmentally
but also prosodically, e.g., in terms of number of syllables and stress
Position. It is unclear at this moment to what extent prosodic character-
istics of words contribute to spoken word recognition in languages with lexical
stress, such äs Dutch and English. An extreme position is taken by Cutler
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(1987), who explicitly denies that Information on the stress pattern of a
word helps to narrow down the set of alternatives from which the word will
eventually be selected. In her view, stress Information comes available only
after the word has been accessed in the mental lexicon. An alternative view
would be that prosodic Information (especially stress position) may indeed
help to limit the search space in the mental lexicon äs the word develops in
time, thus speeding up the process of lexical acces. Since prosodic Information
such äs word length (i.e. number of syllables) and stress position may well
be important to word recognition, we decided to include these factors in our
statistics along with segmental Information.
2. The lexical database
In order to explore the distribution of segmental and prosodic Information over
the words in the language we need a computer-accessible Dutch lexicon with a
phonemic code specifying per word the identity of its phonemic Segments, äs
well äs the position of syllable boundaries and of at least the primary stress.
These criteria were met by (an early version of) the CELEX word-list (Kerkman,
1986), which comprised the Union of the Word List of the Dutch Language and
the B-list of the Uit den Boogaart (1975) Corpus, totalling just under 70,000
words. The Orthographie forms had been assigned a phonemic code by a Com-
puter algorithm (Kerkhoff, Wester & Boves, 1984), and corrected by band when
necessary. The phonemic code recognizes 20 vowel phonemes, and 20 consonants,
äs exemplified in table I.
Table I: Dutch phoneme inventory adopted in the lexical database.
EI
AU
UI
E:
0:
U:
i
I
y
u
e
E
&
reis
hqudt
muis
s^rre
z.one
freule
liep
pit
fuut
b.qek
lees
pet
deuk
U
o
0
a
A
A:
e
P
b
t
k
G
f
put
rood
rot
maat
mat
half-time
de.
.gas
bal
tak
k_as
£.oal
fok
v
s
z
Ξ
Z
X
g
m
N
1
r
W
j
h
veel
jäpk
zee
chocola
jaquet
lachen
liggen
maat
bang
lang
rijk
wang
Jan
hand
The great majority of the entries in this lexicon are morphologically complex,
comprising both derivations and compounds but no inflections. Unfortunately,
our version of the lexicon did not indicate morpheme boundaries. Since the
inventory of prefixes and Suffixes is rather small in Dutch, the high lexical
frequency of segment sequences coinciding with such affixes might be at
variance with the distribution of Segments in word stems. It is therefore
necessary to be able to isolate the monomorphemic entries in the lexicon, To
this end we submitted the entire lexicon to a morphological decomposition
routine (MORphological PArser, de Haan & Paerels, 1984) with a 12,000 item
morpheme lexicon. The procedure was adapted such that each input word was
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classified by a strictly binary decision äs either monomorphemic or complex.
Words that could not be parsed by the algorithm, were analysed by band.
3. Analyses and results
Distribution of syllable types in initial and final position
Since our echoic memory contains only 1/4 second of sound, or roughly one syll-
able (cf. introduction), it makes sense, äs a first approximation, to examine
the distribution of contrasts in word-initial syllables, and compare this with
word-final syllables. If it is true that the word onset is more lifcely to
contain information äs to the word's identity, we would expect that the number
of different syllables that can appear in word intial position, exceeds the
number of different word final syllables. Using the lexicon described above
äs our database, we generated a complete inventory of Dutch syllable types
broken down into four categories äs indicated in table Ha. Category (i)
contains syllable types that occur exclusively in word initial position,
category (ii) occurs exclusively in word final position, and category (iii)
only in word medial positions. Category (iv) contains those syllable types
whose occurrence is not restricted to a single word position.
Table Ha: Absolute and relative lexical frequencies of syllable types
in Dutch, broken down by four distributional categories (see text).
Prosodic differences between syllables have been ignored.
abs. rel. distribution
2032
1415
687
3207
(28?)
(192)
( 9Z)
(44?)
exclusively word initial
exclusively word final
exclusively word medial
no specific distribution
7341 (100Z) total
Crucially, when comparing the top two rows in this table, we observe that word-
initial syllable types clearly outnumber the word-final types.
So far, however, syllables have been considered different only if they differed
in one or more phonemesj differences between stressed and unstressed vowels
have been ignored. Let us therefore include stress information äs a contrastive
element differentiating among syllable types, äs has been done in table Hb.
Table Ilb: As table Ha, but stressed and unstressed Variante of vowels
are accepted äs contrastive elements.
abs. rel. distribution
2865
1715
757
5342
(271)
(1631)
( 72)
(50%)
exclusively word initial
exclusively word final
exclusively word medial
no specific distribution
10683 (1002) total
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Notice, first of all, that the absolute number of syllable types has increased
by about 502, indicating that roughly half of the syllable types listed in
table Ha occur twice in the Dutch lexicon: once stressed and once unstressed.
Stress therefore provides, at least potentially, a powerful cue to distinguish
between words in the lexicon.
Secondly, we observe once more that the inventory of different word-initial
syllables is richer than the word-final inventory. Most importantly, the
predominance of contrasts in initial syllables is more pronounced when stress
is added äs a distinguishing feature. The number of initial and final syllable
types in table Ila (2032 vs. 1415, respectively) is more evenly distributed
than in table Ilb (2865 vs. 1715), chi square = 16.6 (df = 2), p = 0.001.
The functional load of the stressed/unstressed contrast is higher in initial
syllables than in final syllables. Therefore the distribution of stress
Position in the lexicon seems to be organised so äs to help differentiate
between alternative recognition candidates at the earliest possible moment.
Distribution of stress patterns in Dutch word types
Comprehensive frequency data on stress pattern distribution have never been
published for Dutch. In this section we shall therefore examine the distribut-
ion of stress patterns in our Version of the CELEX word-list. By stress pattern
we shall mean the rhythmic shape of a word expressed in terms of its length
in number of syllables and the position of the (primary) stress within the
array. Table lila presents the distribution of stress patterns for monomorph-
emic words in the Dutch lexicon. Just over 12,000 entries in our 70,000 word
lexicon were listed äs monomorphemic.
Table lila: lexical frequency of stress patterns in Dutch monomorphemic
words. Gell percentages are relative to row totals.
vertically: word length in syllables
horizontally: stress position
1 2 3 4 5 6 7 8 total
1
2
3
4
5
6
>6
4284
1002
2703
622
408
182
56
62
7
32
-
-
1682
382
808
362
128
132
-
-
-
1032
462
474
492
43
242
-
-
314
322
76
432
6
302
-
52
292
9 5
452 252
2 - -
1002
4284
4385
2248
972
178
20
2
7458 2618 1549 396 63 5 12089
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It appears from these data that, in monomorphemic Dutch words, stress generally
falls within the final three syllables, with a modest preference for the penul-
timate position. This statistical distribution is quite adequately predicted
by the stress rules proposed by metrical phonologists (Don & Zonneveld, 1988,
and references given there; Langeweg, 1988). Though a few monosyllabic function
words are unstressable (not indicated in table lila) , they constitute less than
0.5% of the monosyllables, and hence are not reflected in the table.
Table Illb presents the data for the complete lexicon, collapsed over monomor-
phemic and complex words. Table Illb is not fully comparable with table lila.
In the CELEX-lexicon verbs are listed äs infinitives, i.e., äs stems followed
by an inflectional ending consisting of a single schwa. However, most stem-
final consonants will be resyllabified with the inflectional ending. In our
monomorphemic lexicon, verbs were listed äs stems only. For instance, in the
monomorphemic lexicon there is a verb breng /brEN/ that is absent in the
CELEX-list, where it occurs only in in vin-den /vln-d@/. As a result, there
are more monosyllables in table lila than in table Illb. After this caveat,
let us consider the figures.
Table Illb: As table lila, but data accumulated over the entire lexicon
vertically:
horizontally:
word length in syllables
stress position
total
1
2
3
4
5
6
7
8
9
>9
3373
100?
15758
85?
18020
67?
6436
45?
1532
32?
347
272
75
25?
13
19?
2
20?
-
2726
15?
6370
24?
3365
24?
1016
21?
288
23?
53
18?
9
13?
1
10?
-
2606
9?
3036
21?
928
19?
279
22?
64
22?
17
25?
1
10?
_
1278
10?
927
19?
112
9?
48
16?
12
18?
1
10?
_
361
8?
173
14?
21
7?
8
12?
4
40?
2
100?
77
6?
21 13
7? 5?
5 3
7? 5?
1
10?
-
3373
18484
26996
14115
4764
1276
295
67
10
2
45556 13828 6931 2378 569 99 18 69382
As may be observed in table Illb, the primary stress occurs in virtually any
position within the word when complex words are included in the lexicon. Since
stress is most likely to fall on the initial part of a Dutch compound word
(Langeweg, 1988), which is the most frequent type of complex word in our
lexicon, the clear preference for stress on an early syllable is predictable.
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This statistical distribution of stress positions over word length may assist
in efficient and successful word recognition in at least the following two
ways:
(i) When the target word is still being spoken, the stress Information may
guide the listener's decisions in eliminating unlikely recognition can-
didates and (de-)activating specific sublexicons. For both monomorphemic
and complex words, roughly two out of every three beg^n with a stressed
syllable. Therefore, especially hearing an unstressed word onset should
allow the listener to exclude a large portion of the mental lexicon from
the revelant search space.
(ii) When the entire rhythmic pattern is available to the listener, i.e. after
the spoken word has been completed, the lexical search space is severely
limited. If the listener has not yet recognized the word at this point,
for instance when the speech is acoustically impoverished, the largest
sublexicon that has to be searched comprises trisyllabic words with
initial stress. This sublexicon is lese than a quarter of the entire
lexicon. For all other rhythmic patterns the lexical search space is
even smaller.
Distribution of lexical recognition points
According to the so called cohort model of spoken word recognition, words will
be recognized at the earliest possible moment (Marslen-Wilson, 1985). When a
word is presented out of context, recognition will take place at the lexical
uniqueness point (UP), the place withln the word where it is first uniquely
distinguished from all other words in the lexicon. For instance, the UP for
the word elephant is reached at the fourth phoneme, [f ] , where it is first dis-
tinguished from e.g. element; there are no other words in English that begin
with the sound sequence [elaf...] than precisely elephant (and Its deriva-
tions).
If it is true that the Organisation of the lexicon is such that words are
distinguished more efficiently in their beginrjing sounds, one would predict
that the UP is reached sooner when going from left-to-right than from right-
to-left. Using the same example, the UP for elephant analysing the lexicon
from right-to-left (backwards) is reached at [...afant] where [3] distinguishes
it from e.g. infant; there is no English word other than elephant that ends
in [...ofont]. In this example the forwartl UP lies 4 phonemes from the word
onset, but the backward UP at 5 phonemes from the word ending. Table IV con-
tains the results for Dutch äs we computed them for our Version of the CELEX
word-list.
We conclude from this table that, on average, the UP is not reached sooner from
the left than from the right on a purely segmental basis. When stress Inform-
ation is allowed to contribute to the word's identity, we notice, first of all,
that the UP is reached about l phonemic segment earlier. Crucially, the
acceleration due to stress Information is larger when words are analysed
from left-to-right than vice versa. These effects are qualitatively the same
äs those reported for other Germanic languages, in particular for Swedish,
English, and German (Carlson et al., 1985).
Although this asymmetry Supports our position, the effect is disappointingly
small. Therefore we propose yet another, hopefully more revealing, analysis
of the distribution of contrasts in the lexicon.
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Table IV: Mean position of lexical Uniqueness Point measured from left-
to-right (from word onset) and from right-to-left (fromword ending) with
and without inclusion of stress äs a distinctive characteristic. The data
have been accumulated over the entire lexicon including monomorphemes
and complex words.
Without stress With stress
Information Information
Mean word length
in phonemes: 8,6 8,6
Mean Uniqueness Point
(from word onset) 6.9 5.7
Mean Uniqueness Point
(from word ending) 6.8 6.0
Reduction of cohort size
Going through the word forwards or backwards does not affect the average
Position of the lexical UP. For all this, we did observe that initial syllables
are more diversified than final syllables. Therefore it seems reasonable to
expect that the number of recognition candidates (the cohort size) shrinks
faster when going from left-to-right than vice versa, so that at any compar-
able position in the word, there are fewer possibilities for the listener to
choose from when going from left-to-right. As a general rule, word recognit-
ion will be easier äs there are fewer alternatives to choose from.
The relevant descriptive statistic is rather complicated. It should not be
difficult to appreciate that simple measures, such äs mean cohort size äs a
function of fragment length, are inadequate. For instance, on the basis of
an onset fragment of just 2 phonemes, äs many äs 484 different cohorts are
obtained, each contalning 143 words on average, but ranging in size between
l and 2144 words. We argue that the listener's uncertainty äs to the intended
word is most adequately expressed by a measure called Entropy (H) in Inform-
ation theory (cf. van Heuven, 1978 and references given there; Shannon, 1949),
defined äs:
H - - Σ pi 2log pi(
where i. is an index ranging over all the cohorts under consideration, e.g.,
484 in the above example, and where p^ is the Proportion of a cohort relative
to the entire lexicon. When the length of the word fragment is 0 (i.e., no
phoneme has been given yet), H - 2 log 69,382 = 16.08 bit. When the word
fragment approaches the length of the longest word in the lexicon, H will
rapidly decrease to 0. Roughly, entropy expresses the average number of binary
divisions of the search space (in bits) necessary to locate a single element.
Reduction of entropy by l bit reduces the number of alternatives to choose
from to 50 per cent. The results are äs in table V.
It is quite clear from the entropy data that the cohort size is reduced much
more efficiently going forward from the word onset than going backward from
the word ending. During the first 4 phonemes (i.e., roughly one syllable) the
listener's uncertainty äs to the word's identity is l bit less going forward
than going backward; or, stated differently, the number of alternatives to
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choose from when going from left-to-right is systematically smaller (by 502)
than when going from right-to-left. After 4 phonemes from the leading word
edge the listener has 23·52 = just over 11 words, on average, to choose from.
In combination with syntactic and semantic Information derived from the prece-
ding context, the word will practically always be available at this point.
Table V: Entropy (in bits) äs a function of sound position, from word
onset versus word ending.
Sound From From
position word onset word ending
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
16
11
8
5
3
2
1
0
0
0
0
0
0
0
0
.08
.68
.49
.69
.52
.03
.07
.56
.30
.15
.08
.04
.02
.01
.00
16.
12.
9.
6.
4.
2.
1.
0.
0.
0.
0.
0.
0.
0.
0.
08
56
53
77
48
64
43
74
38
18
08
04
02
01
00
Diff erence
0
1
1
0
0
0
0
0
0
0
0
0
0
0
--
.88
.04
.08
.96
.61
.36
.18
.08
.03
.00
.00
.00
.00
.00
4. Conclusions and discussion
Taking our cue from insights into the process of spoken word recognition, we
have examined aspects of the structure of the Dutch lexicon. If language is
optimally adapted to the perception of speech, rather than print, we expect
contrastive elements to cluster in the early parts of words. Secondly, it
was an open question to what extent prosodic Information, notably stress,
might assist in establishing word identity from shorter (initial and final)
word fragments. Finally, we asked whether the distribution of segmental and
prosodic contrasts would be different for morphologically simple versus complex
words.
Our results indicate (table II) that the Dutch lexicon indeed concentrates seg-
mental contrasts towards the word onset. The number of different syllables
that occur at the beginning words is clearly larger than at the end of words.
Moreover, the advantage of the onset syllable increases considerably if stress
is included äs a discriminating feature.
On average (Table IV), a word can be identified in our lexicon after that 802
of the phonemes have been used, counting from the leading word-edge, or 792
from the trailing edge. When stress Information is included, a forward search
is already successful after 662, on average, whereas a backward search is
successful after 702. Inclusion of stress therefore allows the Identific-
ation of words in the lexicon from shorter fragments. Curiously enough,
however, the position of the lexical uniqueness point is hardly affected by
the direction of the search.
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Cohort size shrinks faster during forward search than during backward search
(table V). During the first 4 phonemes the lexical search space is consistently
50% smaller during forward search than during backward search. The striking
advantage of the forward search disappears rapidly after the fourth segment,
and is practically 0 by the time the lexical uniqueness point has been reached.
Finally, there were no indications that the phonemic structure of morpho-
logically complex words differs from that monomorphematic words.
There is a lot of evidence in the literature to suggest that spofcen words are
recognized more effectively from onset fragments than from equally long final
portions (e.g., Nooteboom, 1981; Salasoo & Pisoni, 1985). This finding seemed
to be in line with the special Status accorded to the word onset in recognition
models described by Cole & Jakimik (1978, 1979) and Marslen-Wilson (1985).
The results of our survey of statistical properties of the Dutch lexicon,
and of related languages by Carlson et al. (1985), indicate that these experi-
mental data do not necessarily require the postulation of a processing mecha-
nism that directs special attention to the beginning of words. The superiority
of the word onset in recognition experiments can now be explained in an
alternative fashion: the superiority of the word onset is simply due to its
greater functional load. Crucially, in a series of experiments where the
lexical material was carefully selected so äs to control for the asymmetry
in lexical density between word beginning and ending, no traces of the word
onset superiority remained (van der Vlugt, 1987).
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