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Abstract
This paper contains a general characterization for the permutation polynomials of
the symmetric matrices over any field. Specific characterizations are for symmetric
matrices over algebraically closed fields, principal axis fields, and finite fields. In the
latter case enumeration formulas are established as well. More general results con-
cerning permutation polynomials on sets other than the symmetric matrices are some-
times stated. Ó 1999 Elsevier Science Inc. All rights reserved.
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1. Preliminaries
Every polynomial with coecients from a field F defines, via substitution, a
function from F into itself. If the action of a given function / : F ! F can be
described by substitution into a polynomial in F x , then / is called a poly-
nomial function on F . A polynomial that permutes F is called a permutation
polynomial on F . The set of permutation polynomials on a field is always
nonempty because every linear polynomial in F x  is a permutation polyno-
mial. Throughout this paper the abbreviation p.p. will be used for permutation
polynomial.
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The literature concerning p.p.’s on finite fields is extensive. Lidl and
Niederreiter [15] devote a whole chapter to the subject, which along with the
notes at the end of the chapter, provides a survey of the literature until
1983. More recently, Mullen [17] has surveyed the literature since 1983. Some
work has been done, though to a lesser extent, concerning the p.p.’s on
infinite fields. For example, Brawley and Schnibben [7] have characterized
p.p.’s for any algebraically closed field, Brawley and Gilmer [6] have
identified classes of fields that admit nonlinear p.p.’s, and Brawley and
Schnibben [8] have investigated the p.p.’s on infinite algebraic extensions of
finite fields.
Let F nn denote the set of n n matrices over field F , and let f x  2 F x 
be defined as f x   a0  a1x     amxm. Then for A 2 F nnq , we define
f A  by f A   a0In  a1A     amAm. Clearly f x  defines a function
from F nn into F nn, so the notions of polynomial functions and p.p.’s
easily extends to F nn. (In this context such a function is sometimes called
a scalar polynomial function to distinguish it from a polynomial with
matrix coeciants, but such a generality is not considered here.) There are
proper subsets of F nn that are also closed with respect to this substitution
and hence have polynomials acting as functions on them. Such sets will be
the focus of the present work, particularly the symmetric matrices. Brawley
[4] has recently surveyed the literature concerning polynomial functions on
sets of matrices over finite fields. Ashlock [1], by working in the more
general setting of an arbitrary algebra of finite dimension over a finite field,
has recently recovered results from some of the previous literature
(e.g., [10,5,3]). Some of his work is extended slightly in Section 4 of this
paper.
The main purpose of the present work is to find characterizations for the
p.p.’s of the symmetric matrices over various fields, though other, more gen-
eral, results will sometimes be stated. In Section 1, a general characterization
for p.p.’s on the quotient algebras of polynomial rings over arbitrary fields is
introduced first, followed by a general characterization for the p.p.’s on any set
of matrices that is closed with respect to polynomial substitution. In later
sections this general result is customized for the set of symmetric matrices over
certain classes of fields, including algebraically closed fields, principal axis
fields, and finite fields. In the latter case, enumeration formulas for the p.p.’s
are also derived.
Throughout this paper SnnF will denote the set of n n symmetric matrices
over F , MnnF will denote a set of matrices over F that is closed with respect to
polynomial substitution, P MnnF
ÿ 
will be the set of irreducible polynomials
into which the minimum polynomials of MnnF factor in F x , F A  will refer to
the algebra generated by substituting A into every f x  2 F x , g x h i will de-
note the ideal generated by g x , and the symbol pk x  will be used to signify
p x  k:
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2. Arbitrary fields
In this section we find a general characterization for p.p.’s on sets of matrices
that are closed with respect to polynomial substitution. This characterization is
consistent with those provided by Brawley et al. [5] and Brawley and Schnibben
[7]. Also, the first lemma is consistent with previous characterizations of Carlitz
and Hayes [10] and of Ashlock [1] for the p.p.’s on rings over finite fields. It is also
consistent with Theorem 3 in Brawley and Schnibben [7]; indeed it is very sim-
ilarly stated and its proof, an adaptation of the one given in [7], is omitted here.
Lemma 1. Let F be a field and let p x  2 F x  be an irreducible. Then
f x  2 F x  is a p.p. on F x = pk x h i if and only if it satisfies (1) f x  is a p.p. on
F x = p x h i, and (2) if k > 1 then F 0 x , the algebraic derivative of f x , does not
vanish on F x = p x h i.
Now let g x   pe11 x     pett x  be any polynomial where the pi x  are the
distinct irreducible factors of g x . It is well known that
F x = g x h i  F x = pe11 x h i      F x = pett x 

 
;
where the right-hand side refers to the direct product of rings. Knowing this
and referring to Lemma 1, we get the following lemma.
Lemma 2. Let F be any field. Suppose g x  2 F x  and pe11 x     pett x  is the
prime factorization of g x . Then f x  is a p.p. on F x = g x h i if and only if both
of the following conditions are true for every 16 i6 t: (1) f x  is a p.p. on
F x = pi x h i and (2) if ei > 1, f 0 x  is nonvanishing on F x = pi x h i.
We now turn our attention to sets of matrices that are closed with respect to
polynomial substitution. Specific classes of matrices to which this applies in-
clude the entire matrix ring, symmetric matrices, diagonal matrices, upper or
lower triangular matrices, and root matrices (which have all their eigenvalues
in the same field as their entries). All of these except the symmetric matrices are
dealt with in [5].
Lemma 3. Let F be any field and MnnF be a set of n n matrices closed with
respect to polynomial substitution. Then f x  2 F x  is a p.p. on MnnF if and only
if f x  is a p.p. on F A  for every A 2 MnnF .
Proof. Suppose f is a p.p. on MnnF : Clearly f is one-to-one on F A , and in the
case of finite F the proof is complete. So assume F is infinite and let B denote an
arbitrary matrix in F A . Because f is a p.p. on MnnF there exists C 2 MnnF such
that f C   H . We will show that C is in F A . To do this we use the fact [12,
T.C. Teitlo / Linear Algebra and its Applications 296 (1999) 233–243 235
Theorem 5–20] that F A  is equal to the centralizer of the centralizer of A; that is,
if C is a matrix that commutes with every matrix that commutes with A, then C
is a polynomial in A. With that in mind, suppose XA  AX for some X 2 MnnF .
Clearly BX  XB and hence f C X  Xf C : Since F is infinite, we may choose
a 2 F such that Y  aI  X is nonsingular. Then f C Y  Yf C  and
f C   Y ÿ1f C Y  f Y ÿ1CYÿ :
But f is one-to-one on MnnF , so Y
ÿ1CY  C; that is, YC  CY , which in turn
implies XC  CX .
For the converse, assume that f x  is a p.p. on F A  for each A 2 MnnF : It is
obvious that f x  is onto MnnF because
MnnF 
[
A2MnnF
F A :
To see that f x is one-to-one on MnnF , suppose f A   C  f B  for some
A;B;C 2 MnnF . It follows that C 2 F A  \ F B . Because f x  is onto F C ,
there exists D 2 F C   F A  \ F B  such that f D   C; and since f x  is one-
to-one on F A  and F B , f A   f D   f B  implies A  D  B. 
Corollary 4. Any p.p. f x  on a set of matrices MnnF that is closed with respect
to polynomial substitution is a p.p. on F.
Proof. Such a class of matrices includes the identity matrix; for the polynomial
g x   1 must map each A 2 MnnF to it. Hence f x  would be a p.p. on
F I   F . 
We now state a general characterization that is specialized in later sections
to describe the symmetric matrix p.p.’s over specific fields.
Theorem 5. Let F be any field, MnnF a set of matrices closed with respect to
polynomial substitution, mA x  the minimum polynomial of A, and P MnnF
ÿ 
the
set of irreducible factors of the minimum polynomials of MnnF . Then f x  is a p.p.
on MnnF if and only if it satisfies both of the following conditions:
1. f x  is a p.p. on F x = p x h i for all p x  2 P MnnF
ÿ 
.
2. If there exists k > 1 and p x  2 P MnnF
ÿ 
such that pk x  divides mA x  for
some A 2 MnnF , then f 0 x  does not vanish on F x = p x h i.
Proof. By Lemma 3, f x  is a p.p. on MnnF if and only if f x  is a p.p. on F A 
for each A 2 MnnF and hence on F x = mA x h i  F A . Both the necessity and
suciency of conditions (1) and (2) for f x  being a p.p. on MnnF then follow
from Lemma 2. 
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The following will be useful in later sections.
Corollary 6. If every matrix in F nn is similar to a symmetric matrix in SnnF ,
then the set of p.p.’s on SnnF is identical to the set of p.p.’s on F
nn.
Proof. Due to the assumed similarity property, the two sets of matrices have
identical sets of minimum polynomials; while according to Theorem 5, it is the
set of minimum polynomials that characterizes the p.p.’s. 
3. Fields containing all the roots of their symmetric matrices
The fields examined in this section have the property that they contain all
the eigenvalues of their symmetric matrices. We look at the specific cases of the
algebraically closed fields and the principal axis fields. This latter class derives
its name of the so-called Principal Axis Property, which states that every real
matrix is orthogonally diagonalizable.
Lemma 7. Every matrix over an algebraically closed field is similar to a sym-
metric matrix.
Proof. If the characteristic of F is not 2, a modification of the argument used in
[13, p. 209] suces. Otherwise, we appeal to Corollary 1.1 of [2]. 
Brawley and Schnibben proved in the corollary to Theorem 6 of [7] that for
n P 2 there are no nonlinear p.p.’s on F nn over any algebraically closed field F.
According to our Lemma 6, then, we have the following theorem.
Theorem 8. For n P 2 there are no nonlinear p.p.’s on the symmetric matrices
over any algebraically closed field.
We now turn to the principal axis fields, which have been characterized in
several works [19,11,16]. No field of characteristic p 6 0 is a principal axis field,
and a field F of characteristic 0 is a principal axis field if and only if it is the
intersection of real closed fields. (See e.g. [14] or [18] for a thorough discussion
of formally real and real closed fields.) Although such fields do contain all the
eigenvalues of their symmetric matrices, not every matrix is similar to a sym-
metric matrix, so they must be dealt with dierently than the algebraically
closed fields.
Theorem 9. Let F be a principal axis field and SnnF the n n symmetric matrices
over F. Then the following are equivalent:
1. f x  is a p.p. on F,
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2. f x  is a p.p. on SnnF for all n P 1,
3. f x  is a p.p. on SnnF for some n P 1.
Proof. Obviously (2) implies (3), and the fact that (3) implies (1) follows from
Corollary 4. To show (1) implies (2) consider A 2 SnnF with minimum poly-
nomial mA x . Since F is a principal axis field, mA x  splits into distinct linear
factors in F x . Consequently, P SnnF
ÿ 
consists only of linear factors and it
follows that F x = p x h i  F for all p x  2 P SnnF
ÿ 
, which shows that the first
condition in Theorem 5 is met. On the other hand, all factors are distinct so
there are no minimum polynomials mA x  such that pk x  divides mA x  for
k > 1. Hence the second condition of Theorem 5 is met by default. 
Thus we see that the p.p.’s of symmetric matrices over principal axis fields
are identical to those of the field. Brawley and Schnibben [7] proved there are
no nonlinear p.p.’s on the n n real matrices for any n, but since Brawley and
Gilmer [6] have proven the existence of nonlinear p.p.’s on real closed fields, we
get a dierent result for the symmetric matrices.
Corollary 10. For any real closed field R and for any n, there exists nonlinear
p.p.’s on the n n symmetric matrices over R.
4. Finite fields
Throughout this section Fq denotes the finite field of q elements. Our task
will be to find complete characterizations and enumeration formulas for the
p.p.’s of SnnFq for every possible q and n: This is made possible by the fact that
the minimum polynomials of symmetric matrices over Fq have been completely
characterized [9].
The p.p.’s of F nnq were originally characterized by Brawley et al. [5], and an
enumeration formula was later published by Brawley [3]. These results were
later generalized by Ashlock [1], whose work is used in attaining the main
results of this section. It should be noted, however, that we could use Theorem 5
and Corollary 6 in conjunction with [5,3] to derive at least some of our results
independently of [1], but we will take the more general approach.
Our results do not follow directly from those of Ashlock. He dealt with
p.p.’s on algebras over Fq, whereas we are dealing with the p.p.’s of a set that is
not an algebra. In order to make the necessary connections, we begin with a
definition, which we will generalize beyond the scope of immediate interest to
this paper.
Let M be a set of elements from a unitary algebra of finite dimension over
Fq, closed with respect to polynomial substitution. Hence M is a finite set for
which the notions of scalar polynomial function and p.p. can be defined. Being
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from a finite dimensional algebra, the existence of a unique monic polynomial
ma x  of least degree that is satisfied by a (i.e., the notion of minimum poly-
nomial) is also easily accepted. We use the symbol LM x  to denote the least
common multiple of the minimum polynomials of the elements in M; that is
LM x   lcm ma x  : a 2Mf g:
The Division Algorithm can be used to show that LM x  is the monic of least
degree satisfied by every a 2M; that is
LM a   0 for every a 2M: 1
From this it follows that every scalar polynomial function on M is represent-
able by a unique polynomial of degree less than the degree of LM x . Hence we
can count the number of scalar polynomial functions on our set M once we
have found LM x . For example, it was shown in [5] that
LF nnq x  
Yn
m1
xq
mÿ ÿ x; 2
which has degree qn1 ÿ q = qÿ 1 : Thus the number of scalar polynomial
functions on F nnq is q
qn1ÿ1 = qÿ1 :
Following the example of Ashlock [1], if D be an ideal from a ring of
polynomials R x  we say D is a compositional attractor if it has the ideal
property with respect to polynomial composition; that is, f g x   2 D for every
f x  2 D and g x  2 R x : Ashlock [1] derived characterization and enumera-
tion formulas for the p.p.’s on Fq x = c x h i in the case where c x  is a com-
positional attractor. His results can be used not only to recover both the
characterization in [5] and the enumeration formula in [3] but also to attain the
objectives of this section. First, however, we need the following theorem.
Theorem 11. Let M be a set of elements from a unitary algebra of finite di-
mension over Fq, closed with respect to polynomial substitution. Then LM x h i is a
compositional attractor.
Proof. Choose any f x  2 LM x h i and any g x  2 Fq x , and consider f g x  .
Since f x  2 LM x h i and Fq x  is a principal ideal domain, we know
f x   v x LM x  for some v x  2 Fq x . For any a 2M it follows that
f g a    v g a  LM g a  . Since g a  2M, it follows from (1) that
LM g a    0 and consequently that f g a    0 for all a 2M. By the division
algorithm there exists q x  and r x  such f g x    LM x q x   r x  where
deg r x  < deg LM x  or r x   0. If r x  6 0, then there would be a polynomial
of degree less than the degree of LM x  satisfying every a 2M, which contra-
dicts the statement made just before Eq. (1). Hence r x   0 and LM x  divides
f g x  ; that is, f g x   2 LM x h i. 
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Using LM x ; we can relate the p.p.’s of M with the p.p.’s of an algebra over
Fq of the type examined by Ashlock. This relationship is stated as follows.
Theorem 12. Let M be a set of elements from a unitary algebra of finite di-
mension over Fq, closed with respect to polynomial substitution. Then f x  2 Fq x 
is a p.p. on M if and only if f x  is a p.p. on Fq x = LM x h i.
Proof. Because everything under consideration is finite it is clear that f x  is a
p.p. on M if and only if f x  is a p.p. on Fq a  for every a 2M and hence on
every Fq x = ma x h i. Then we apply Lemma 2. 
We now get back to our original problem – characterizing and enumerating
the symmetric matrices over Fq. This is just a matter of identifying LSnnFq x . Our
strategy for finding it is to look first at the case where every matrix in F nnq is
similar to a matrix in SnnFq . Theorems 6 and 8 of [9] immediately yield the
following lemma.
Lemma 13. Every n n matrix over Fq is similar over Fq to a symmetric matrix
if and only if q 6 3 mod 4 or n 6 2 mod 4.
This leads directly to the following corollary.
Corollary 14. If q 6 3 mod 4 or n 6 2 mod 4, then
LSnnFq x  
Yn
m1
xq
mÿ ÿ x:
We now may characterize the p.p.’s of SnnFq ; where q and n satisfy Lemma 13.
This can be done any one of three ways: (i) Refer to Corollary 11 of [1], (ii)
apply Lemma 13 above and Theorem 8 of [5], or (iii) appeal to Corollary 6 and
Theorem 5 of this paper.
Theorem 15. Suppose q 6 3 mod 4 or n 6 2 mod 4. Then the polynomial
f x  2 Fq x  is a p.p. on SnnFq if and only if
1. f x  is a p.p. on Fq; Fq2 ; . . . ; Fqn , and
2. f 0 x  does not vanish on Fq; Fq2 ; . . . ; Fq n=2b c .
Fortunately, finding LSnnFq x  under the remaining conditions for q and n is
quick and easy thanks to Theorem 7 from [9], which we state as follows.
Lemma 16. Let f x  be a monic of degree n in Fq x . Then the companion matrix
of f x  is similar over Fq to a symmetric matrix over Fq if and only if
q 6 3 mod 4; n 6 2 mod 4, or f x  is not a square in Fq x .
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Now we can apply this lemma directly to our problem.
Theorem 17. If q  3 mod 4 and n  2 mod 4; then
LSnnFq x  
Y
deg pm6 n
p irreducible
phm;
where
hm 
n
m if m odd and mjn;
n
m
 
otherwise:
(
3
Proof. Suppose q  3 mod 4, n  2 mod 4; and p x  2 Fq x  is an irreducible of
degree m6 n. There are three cases to consider regarding the relationship be-
tween p x  and LSnnFq x .
Case 1: If mk < n; then pk x  is a factor of LSnnFq x . To see why this is so, let
q x  be an irreducible of degree nÿ mk. Being irreducibles, both p x  and q x 
are not squares in Fq x  and thus are minimum polynomials of symmetric ma-
trices of sizes m and nÿ mk respectively according to Lemma 16. Therefore the
direct sum of their companion matrices is similar to an n n symmetric matrix.
Case 2: If mk  n and m  2 mod 4, then pk x  is a factor of LSnnFq x . To
prove this one we observe that k is odd and thus pk x  is not a square. The
claim then follows from Lemma 16.
Case 3: If mk  n and m odd, then pk x  is not a factor of LSnnFq x . This time k
must be even, so pk x  is a square and cannot be the minimum polynomial of
an n n symmetric matrix, which is its only chance at being a factor of LSnnFq x 
according to Lemma 16.
With these observations the theorem is proven. 
Corollary 18. If n  2 mod 4 and q  3 mod 4; then
LSnnFq x  
Qn
i1 x
qi ÿ xÿ 
xqn=2 ÿ x :
Proof. It is general knowledge in the area of finite fields thatY
p irreducible
deg pdjl
p x   xql ÿ x:
Since we are dealing with the case where n  2 mod 4 and q  3 mod 4, those
irreducibles that have odd degree m dividing n (and hence n=2) will not be
factors of LSnnFq x ; that is, we must divide LF nnq x  as presented in (2) by
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Y
deg pmj n=2 
p x   xqn=2 ÿ x;
which proves the corollary. 
We can now finish characterizing the p.p.’s of symmetric matrices over a
finite field.
Theorem 19. Suppose q  mod 4 and n  2 mod 4. Then the polynomial
f x  2 Fq x  is a p.p. on SnnFq if and only if
1. f x  is a p.p. on Fq; Fq2 ; . . . ; Fqn ; and
2. f 0 x  does not vanish on Fq; Fq2 ; . . . ; Fqn=2ÿ1 .
We next turn our attention to enumeration of p.p.’s. Shortly after the
publication of [5], Brawley [3] published an enumeration formula for the p.p.’s
of F nnq : We can obtain the next theorem by either combining Lemma 13 of this
paper with Brawley’s formula in [3], or by combining Theorem 12 of this paper
with Ashlock’s Theorem 12 in [1].
Theorem 20. If q 6 3 mod 4 or n 6 2 mod 4, then the number of p.p.’s on SnnFq of
degree less than d  qn1 ÿ q = qÿ 1  is given by
r n  
Yn
m1
p m !mp m 
 ! Yn=2b c
m1
qm n=mb cÿ2  qm ÿ 1p m ;
where p m  denotes the number of irreducibles of degree m in Fq x .
Finally, we use Theorem 12 of this paper together with Theorem 12 of [1] to
get the following theorem.
Theorem 21. If q  3 mod 4 and n  2 mod 4, then the number of p.p.’s on SnnFq
of degree less than d  qn1 ÿ q = qÿ 1  ÿ qn=2 is given by
r n  
Yn
m1
p m !mp m 
 ! Yn=2b cÿ1
m1
qm hmÿ2  qm ÿ 1p m ;
where p m  denotes the number of irreducibles of degree m in Fq x  and hm is as
described in (3).
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