We consider a structured inverse eigenvalue problem in which the eigenvalues of a real symmetric matrix are speci ed and selected entries may be constrained to take speci c numerical values or to be nonzero. This includes the problem of specifying the graph of the matrix, which is determined by the locations of zero and nonzero entries. In this article, we develop a numerical method for constructing a solution to the structured inverse eigenvalue problem. The problem is recast as a constrained optimization problem over the orthogonal manifold, and a numerical optimization routine seeks its solution.
In the pattern, the 's indicate entries that must be zero; the * 's indicate entries that must be nonzero; and the diagonal entries are marked by ?'s to indicate that they are not constrained either way. If there is such a matrix, we wish to exhibit one. There is a substantial literature involving patterns like the one above, in which every o -diagonal entry is constrained to be zero or nonzero and every diagonal entry is left unconstrained. Such a pattern is identi ed with a graph on n vertices in which distinct vertices i and j are adjacent if and only if the (i, j)-entry of the pattern is a * . Pattern (1) in particular is identi ed with the following graph:
Using methods developed later in this article, we have found numerical evidence supporting the existence of such a matrix. Let a = .
, b = .
, and c = .
, and construct the matrix 
This matrix is symmetric; it has the correct zero-nonzero pattern; and its eigenvalues have been computed numerically to be the following:
Introduction
Note the presence of repeated eigenvalues in Example 1. A "generic" matrix has no repeated eigenvalues, and it is now well known that the graph of a matrix can severely restrict its eigenvalue multiplicities. It is impossible, for example, to construct a real symmetric matrix with pattern (1) and three eigenvalues of multiplicity , or with eigenvalues of multiplicity and , or with an eigenvalue of multiplicity . Classifying the eigenvalue multiplicities that are achievable with a given graph is a big problem that has received much attention and is now the subject of a book [7] . The problem considered in this article is the following: Given a pattern such as (1) and a list of real numbers λ , . . . , λn, does there exist a real symmetric matrix with the given pattern and eigenvalues? We call this problem "the IEP." It is an example of a structured inverse eigenvalue problem [5] . Our problem is motivated by the literature on graphs and eigenvalue multiplicities, but it di ers in three major ways: 1. The pattern may contain any numerical entries, not just zeros, indicating that the desired matrix must have the speci ed values in the speci ed locations; 2. Entries may be constrained or unconstrained regardless of whether they are on or o the main diagonal; and 3. Eigenvalues are given speci c numerical values rather than just multiplicities. (A multiple eigenvalue can be indicated by including a numerical value multiple times in the eigenvalue list.) We develop a numerical routine for constructing a matrix with a given pattern and given eigenvalues, when one exists. The routine is also helpful in determining when no such solution exists.
Our approach is to reformulate the inverse eigenvalue problem as an optimization problem. Below, the optimization problem is developed, an algorithm for its solution is described, and an additional example is investigated.
Optimization problem
Consider a symmetric pattern consisting of * 's, numerical values, and ?'s, e.g., Let λ , . . . , λn be real numbers, the desired eigenvalues with repetitions indicating multiplicities. Our problem is to nd a real symmetric matrix X = [x ij ] in which
and whose eigenvalues are λ , . . . , λn.
Often, if there is one such matrix, then there are in nitely many. (For example, in the heavily-studied case of a pattern whose graph is a tree, there are n − unknowns but just n eigenvalue constraints.) This provides some freedom in a numerical search, and we choose to seek a solution whose nonzero entries are far from zero in order to provide more convincing numerical evidence. Let f be a function that levies an in nite penalty at zero, e.g.,
We seek a solution X = [x ij ] to the IEP that further solves the following optimization problem:
There is a solution to the IEP if and only if there exists a matrix in the feasible region where the objective function is nite. Furthermore, as we argue below, the objective function is bounded below. Therefore, there is a solution to the IEP if and only if the objective function has a global minimum over the feasible region.
Our method for solving the optimization problem is developed in three parts: 1. To enforce the eigenvalue constraints, we represent X implicitly by its eigenvalue decomposition X = QΛQ T with Λ = diag(λ , . . . , λn) and search over Q in the special orthogonal group. 2. The constraints x ij = c ij are enforced by the augmented Lagrangian method, which is related to the classical method of Lagrange multipliers. 3. An o -the-shelf package for optimizing over manifolds, e.g., Manopt [4] , is used in solving the reformulated optimization problem.
Geometry of the orthogonal group
The simplest optimization algorithm is gradient descent. Imagine an ant sitting at a point in the search space. The ant computes the gradient of the objective function at its current location and then steps in the opposite direction.
Step after step, the objective function becomes smaller and smaller, until the ant reaches a local minimum. When the search space is a non-Euclidean manifold, the ant needs to know some geometry [1, 6] .
In the current setting, our manifold is the special orthogonal group SO(n), whose elements are n-by-n orthogonal matrices with determinant equal to . A point Q on the manifold is a potential eigenvector matrix, and the real symmetric matrix X is de ned implicitly as X = QΛQ T for a xed eigenvalue matrix Λ.
A geodesic path emanating from Q is a function Q(t) = e tA Q for some antisymmetric matrix A. Its derivative is
and at time t = , this takes the value Q ( ) = AQ( ) = AQ.
The possible velocities from the point Q are thus identi ed with the antisymmetric matrices A. The inner product on this tangent space is A, B = tr(A T B). To simplify terminology below, assume that A = A, A = . As Q travels along its geodesic, X travels along the path
and its velocity is
in which [A, B] denotes the commutator AB − BA and we've used the fact that
We can express the derivative of the (i, j)-entry x ij (t) of X(t) at time t = as
in which e j is the jth standard basis vector. The objective function in (3) is a sum of f (x ij ) = − log|x ij |. Later in this article, a more complicated objective function will appear, but it will still be constructed from functions acting on individual entries of X: i,j g ij (x ij ). Remember that X is de ned to be the product X = QΛQ T , and our search will be conducted over orthogonal matrices Q. We understand how g ij (x ij ) varies by taking a directional derivative. As above, let Q(t) = e tA Q be a geodesic and de ne X(t) = [x ij (t)] = Q(t)ΛQ(t) T . Then
Optimization algorithms rely heavily on gradients and Hessians. The gradient is an element of the tangent space whose dual computes directional derivatives.
Theorem 1. Let g ij be a function of a real variable and de ne X = [x ij ] = QΛQ T as above. Considering g ij (x ij ) as a function on the space of real orthogonal eigenvector matrices Q, its gradient is
in which E ij = ( / )(e i e T j + e j e T i ).
Proof. Let B be the right-hand side of (5) . B belongs to the tangent space because it is antisymmetric:
Let A be any antisymmetric matrix with unit norm. We have
we have e T j [A, X]e i = e T i [A, X]e j and therefore tr(B T A) = g (x ij )e T i [A, X]e j . According to (4) , this equals the directional derivative of g ij (x ij ) when Q moves in the direction A, just as required.
The Hessian is the symmetric operator that computes the directional derivative of the gradient. It is the key component in the second-order term of a Taylor series.
Theorem 2. De ne g ij and X as in the previous theorem. The Hessian of g ij (x ij ) acts as follows on an antisymmetric matrix A:
The proof is omitted.
Armed with values of the objective function and its gradient and Hessian at a point, a numerical solver can construct a second-order model of the objective function in a local neighborhood. This enables a search for a local minimum.
One more note about geometry: We promised to prove that the objective function is bounded below. This is about compactness. The entries of X = QΛQ T are continuous functions of Q, and the domain is the compact space SO(n). The possible entries of X thus form a compact space-most importantly a bounded subset of Euclidean space-and f (x) = − log|x| is bounded below when |x| is bounded.
Augmented Lagrangian method
Two basic ideas for enforcing constraints x ij = c ij , (i, j) ∈ Ic are the following:
1. An external penalty function such as (ρ/ )(x ij − c ij ) could be added to the objective function for each constraint:
As ρ → +∞, the penalty becomes more and more severe, eliminating candidate matrices that do not satisfy the constraints. 2. A Lagrange multiplier term y ij (x ij − c ij ) could be added to the objective function for each constraint:
At a stationary point, the partial derivative condition (∂/∂y ij )[y ij (x ij − c ij )] = forces x ij = c ij . Neither approach alone leads to a satisfactory numerical method. In the external penalty approach, the objective function becomes less and less smooth as ρ → ∞, causing problems for a numerical solver based on gradients and Hessians. In the Lagrange multiplier approach, the desired stationary point sits at a saddle point rather than a local minimum, and saddle points can be hard to nd.
The augmented Lagrangian method combines the two ideas, avoiding their pitfalls [2, 3, 9] . To apply this method, we form the augmented Lagrangian
As before, X = [x ij ] = QΛQ T . A very rough outline of the augmented Lagrangian method is the following: The process is designed for Q to converge to a local minimum of the original optimization problem (3) and for y to converge to the multipliers in the classical Lagrange multiplier method. At each step, a rule determines whether ρ is increased or left alone. Two nice things happen: First, under certain conditions, the process converges for bounded ρ. Second, because the Lagrange multipliers are estimated separately from Q, they are not part of the search process and do not introduce a saddle point.
The search for Q can be executed using a numerical solver for unconstrained problems. Such a solver typically requires an objective function and its gradient, and some solvers can be accelerated by providing the Hessian as well. In this context, the objective function is the augmented Lagrangian Lρ(Q, y) , which can also be expressed as follows:
otherwise.
Note that
and
Implementation
Finally, we tie it all together. We start with the optimization problem
subject to x ij = c ij for all (i, j) ∈ Ic , λ(X) = (λ , . . . , λn), in which the domain X consists of real symmetric matrices. We enforce the eigenvalue constraints by the change of variables X = QΛQ T :
in which x ij is de ned to be the (i, j)-entry of QΛQ T and the search domain is SO(n). We move the remaining constraints to the objective function, forming an augmented Lagrangian
and then abbreviate this as follows:
To aid in the minimization, we nd the gradient and Hessian of the objective function using linearity and (5)-(6) and (7)- (9) . Our computer implementation follows Algorithm 4.1 of [3] , adhering to Assumptions 5.2, 7.6, and 7.9. Most of the work is involved in successive searches for Q. These are conducted over SO(n) using the freely available Manopt package [4] .
Nonexistence and failure
What happens when the IEP has no solution? Before the method grinds to a halt, we commonly see the objective function increase, some * 'ed entries approach zero, and the Lagrange multipliers grow without bound. The growth of the Lagrange multipliers is the most striking phenomenon, and their behavior makes sense. Pinning the entries in place requires more and more force as the algorithm proceeds toward certain failure.
Conversely, how should the user interpret failure of the method? This question requires more research. This article was motivated by the desire to better understand the eigenvalue multiplicity lists permitted by a graph. When the numerical method fails to construct a matrix with a sequence of eigenvalues matching a desired multiplicity list, each of the following explanations is conceivable: (1) no matrix with the multiplicity list exists, (2) the numerical values for the eigenvalues are incompatible with the graph but the multiplicity list is possible with other numerical values, or (3) a matrix exists and the algorithm failed to nd it.
By the way, we have tried including the eigenvalues' numerical values in the search process so that only their multiplicities must be speci ed in the problem statement. However, we have not had much success with this approach. Additional constraints must accompany the new variables to keep the eigenvalues bounded and possibly separated and/or ordered. These additional constraints tend to add wrinkles to the objective function and discourage convergence.
Additional example
We close with a second example. Example 2. Does there exist a real symmetric matrix with eigenvalues of multiplicities , , , , , , and the following graph?
is symmetric and has the requested graph, and its eigenvalues have been computed to be
There are four clusters of eigenvalues: three eigenvalues near λ = , three eigenvalues near λ = , two eigenvalues near λ = , and two eigenvalues near λ = . All clusters are narrower than × − .
