Abstract. In view of the actual or future ground-based networks and space missions involving lidar instruments, we evaluated the comparability of extinction coefficient atmospheric profiles directly retrieved or estimated with different lidar techniques, i. e. Raman and elastic lidar, and different data processing/smoothing for a transported upper atmospheric dust 15 layer and for a cirrus cloud case through Fu-Liou-Gu radiative transfer model net forcing calculations, both at surface and at the top-of-the-atmosphere. The results put in evidence discrepancies up to 7% on net radiative forcing for the case of dust layer case and up to 35% for the cirrus cloud case. The main objective of this analysis is to quantitatively raise awareness on the inconsistences in calculating a significant climatological variable as the aerosol and cloud net radiative forcing due to the large diversification in lidar data measurements. 20
Introduction
According to the International Panel for Climate Change (IPCC, 2014) , the major sources of uncertainty relating to current climate studies include direct radiative forcing and indirect effects caused by both anthropogenic and natural aerosols.
Further, current estimates of net global aerosol radiative forcing remain subject to large relative uncertainties affecting even the actual sign (indicating either net cooling or heating of the earth-atmosphere system), which may alternate between 25 positive and negative diurnally. This is depending if the so-called albedo effect (or the capability of aerosols of reflecting the incoming solar light) is outweighing the greenhouse effect (or the capability of trapping/absorbing outgoing longwave radiation) 2 Clouds, especially thin cirrus clouds, represent another fundamental contributor to the earth radiative budget. Clouds are similarly subject to current uncertainty surrounding their net radiative contribution globally (e.g., Campbell et al., 2016 , Lolli et al., 2017 .
Cloud and aerosol optical properties have been studied for decades using passive ground-based measurements (i.e., Aerosol Robotic NETwork Network; AERONET Holben et al., 1998) or using satellite sensors (e.g., MODerate resolution Infrared 5
Spectroradiometer; MODIS, Remer et al., 2005 ; Multi-angle Imaging SpectroRadiometer; MISR, Diner et al., 1998) .
Nevertheless these measurements provide only an estimate of the columnar aerosol (or cloud) optical properties. On the contrary, the Cloud-Aerosol LIdar with Orthogonal Polarization (CALIOP; Winker et al., 2007) , on board of the CloudAerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite launched by NASA in 2006, is capable of estimating range-resolved aerosol and cloud physical properties. However, the sun-synchronous orbit limits spatial and 10 temporal coverages that make the datasets difficult to apply and interpret for specific forms of process study.
Based on the progress in optical technologies in the late 1990s and the beginning of 2000's, federated ground networks of lidars were established (NASA MPLNET, Campbell et al., 2002 , Welton et al., 2002 , Lolli et al., 2013 EARLINET, Pappalardo et al., 2014 , ADNET, Sugimoto et al., 2010 , LALINET, Antuña-Marrero et al., 2015 , the bulk of which are based on single or dual channel elastic and Raman lidar instruments. The Eulerian viewpoint of ground-based lidars is 15 further proving an important contextual measurement relative to satellite profiling, like from CALIOP (Winker et al., 2007) .
The emerging prominence of ground-based lidar, however, strengthens the necessity for further studies as claimed by several papers in literature for aerosol (Pappalardo et al., 2004 , Mona et al., 2006 , Wang et al., 2012 , Pani et al., 2016 and cloud (Lolli et al., 2013 , Campbell et al., 2016 , Lolli et al., 2017 optical and geometrical properties resolved from multi-spectral lidar techniques. Unlike elastic-scattering instruments, multi-spectral and Raman lidars can retrieve aerosol and cloud 20 properties with much better accuracy without strong assumptions, (e.g., Grund and Eloranta, 1991; Ansmann et al., 1992; Goldsmith et al. 1998 , Mona et al., 2012 , Pappalardo et al., 2014 , thought with greater operational expenses. Further, in contrast elastic-scattering lidar instruments require different assumptions and measurement strategies to constrain the lidar equation (Eq. 1), defined as:
where P r (r) is the received power at a range r, K is the so-called lidar constant (instrument dependent as function of detector quantum and optical efficiencies, telescope diameter, instrument overlap function, etc.), followed by the two unknowns variables, β(r) the total backscattering coefficient and α(r) the total extinction coefficient.
30
A classical method to solving Eq. (1) for single-channel elastic-backscatter lidars (Fernald, 1984) is based on the assumption of the columnar averaged value of the ratio between the two unknown coefficients, typically indicated by S and called "lidar 3 ratio". The method, due to the large variability of S (i.e., 20-150 sr; e.g., Ackermann, 1998 ) is prone to large uncertainties associated with the corresponding retrieval of α and β (Lolli et al., 2013) .
With greater spectral complexity comes more advanced means for measuring α and β with multi-spectra lidars. For instance, the combined detection of the elastic backscattered radiation and inelastic backscattering from the Raman roto-vibrational spectrum of nitrogen (or oxygen), using the Raman lidar technique, permits solving Eq. (1) by substitution of a through the 5 analytical solution of Eq. (2) as: (2) where is the elastic wavelength while is the wavelength of the Raman scattering. represents the particle (aerosols or clouds) extinction coefficient at elastic wavelength at range r while and are the molecular 10 extinction coefficients at wavelengths and respectively, is the detected range corrected Raman signal from range r , while represents the number density of range-resolved scatters. The wavelength dependence of the particle extinction coefficient is described by the Ǻngström coefficient, , defined from the relation:
Eq. (2) allows for independently retrieving -vertically-resolved optical coefficients with only very limited a-priori assumptions (the Ǻngström coefficient should be estimated or assumed, but this estimate or assumption, involving a ratio, typically weights only for less than 5 % on total error; Ansmann and Müller, 2005) The particle backscattering coefficient,
, can be derived directly from the ratio of the Raman signal at and the elastic signal at .
However, the Raman technique exhibits instabilities in retrieving the particle extinction coefficient (Ansmann et al., 20 1992 , Wandinger et al, 1995 , and in order to reduce the random error affecting the retrieval, a smoothing of the profile is required. In turn, smoothing decreases the effective vertical resolution (Pappalardo et al., 2004 , Iarlori et al., 2015 of the particle extinction coefficient profile. In summary, the use of different lidar techniques and processing algorithms lead to differences in the retrieval of vertically-resolved aerosol optical properties, affecting the apparent significance, position and the geometry of observed aerosol and cloud layers. 25 
4
The impact of these differences on various end-user applications has never been extensively quantified. Since lidarderived optical properties obtained from different instrument techniques are being more frequently used to assess the radiative effects of clouds and aerosols (e.g., Campbell et al., 2016 , Lolli et al., 2017 , corresponding uncertainties in determining net radiative forcing, which may help reconcile inconsistencies in studies carried out at the global scale based on different lidar techniques, are compulsory, especially now that several new space missions with lidar on board have been 5 launched (Cloud-Aerosol Transport System; CATS, McGill et al., 2015) or are scheduled very soon (ESA Earth Care; Illingworth et al., 2015) .
The objective of this paper is then to assess quantitatively how different lidar techniques and/or data processing influence the retrieval of the atmospheric profile of the optical and geometrical aerosol and cloud properties and subsequent radiative forcing calculations based on their inputs. To reach this goal, we use the Fu-Liou-Gu (FLG; Fu and Liou, 1992 , Fu 10 and Liou, 1993 , Gu et al., 2003 , Gu et al., 2011 radiative transfer model as proxy, calculating the difference in net effect for aerosols and clouds at TOA and the surface (SFC) for profiles derived from both elastic and combined Raman/elastic lidar techniques.
Method

Fu-Liou-Gu radiative Transfer Model 15
The one-dimensional FLG radiative transfer model, developed in the early 1990's, has recently been adapted to retrieve the cloud and aerosol radiative forcing using the aerosol and cloud vertical profile of lidar extinction as input (Heymsfield et al., 2014; Campbell et al., 2016 , Lolli et al., 2017 . FLG calculates the direct effect of aerosol/cloud forcing at each altitude level as a function of optical depth, single-scattering albedo, phase function and asymmetry factor of the layer, and for the column as the partial contribution to the total aerosol optical depth (AOD) for each aerosol species or more simply the total 20 cloud optical depth (COD).
FLG distinguishes eighteen different types of aerosols, with single scattering aerosol properties parameterized through the OPAC (Optical Properties of Aerosol and Clouds) database (d'Almeida et al., 1991; Tegen and Lacis, 1996; Hess et al., 1998 Heymsfield et al. (2014) where D e is retrieved through the atmospheric temperature (Campbell et al., 2016 , Lolli et al., 2017 .
Analysis on net radiation 5
For the analysis here, we consider lidar data collected with the Multi-wavelength System for Aerosols (MUSA) Lidar (Madonna et al., 2011) , deployed at Consiglio Nazionale delle Ricerche (CNR), Istituto di Metodologie per l'Analisi Ambientale (IMAA) Atmospheric Observatory (CIAO) in Potenza, Italy (40.60N, 15.72E, 760m a.s.l.). MUSA (Multiwavelength System for Aerosol) is a mobile multi-wavelength lidar system based on a Nd:YAG laser equipped with second and third harmonic generators and on a Cassegrain telescope with a primary mirror of 300mm diameter. The three 10 laser beams at 1064, 532 and 355nm are simultaneously and coaxially transmitted into the atmosphere in biaxial configuration. The receiving system has 3 channels for the detection of the radiation elastically backscattered from the atmosphere and 2 channels for the detection of the Raman radiation backscattered by the atmospheric N2 molecules at 607 and 387 nm. The elastic channel at 532 nm is split into parallel and perpendicular polarization components by means of a polarizer beamsplitter cube. The backscattered radiation at all the wavelengths is acquired both in analog and photon 15 counting mode. The calibration of depolarization channels is made automatically using the ±45° method (Freudenthaler et al., 2009) . The typical vertical resolution of the raw profiles is 3.75 m with a temporal resolution of 1 min.
The system is compact and transportable. It is operating since 2009 and it is one of the reference systems used in the frame of the EARLINET (Pappalardo et al., 2014; Wandinger et al., 2016 ) Quality Assurance program. The system has been involved in several intercomparison measurement campaigns. 20
In this paper, the data analysis has been carried out considering two main observation scenarios at night, as the Raman channel signal shows a much lower signal-to-noise ratio during daytime: 1) Dense Dust Aerosol Event. The aerosol extinction profile is retrieved using the UV (355nm) channel. The extinction profile is retrieved both with the Raman technique (Ansmann et al., 1990) and estimated using the elastic channel only applying an iterative algorithm (Di Girolamo et al., 1999) , with the S value assigned from the analysis 25 performing a binning on 16 range gates, resulting in a vertical resolution of 60m. For the Raman channel retrieval, the extinction profile has been calculated using the sliding linear fit technique, with a bin number resulting in an effective vertical resolution of 360m (Pappalardo et al., 2004) . For the elastic channel retrieval, the estimated extinction profile has been first calculated with the signal full vertical resolution of 60m and then smoothed on the 5 same effective vertical resolution of the Raman extinction profile (360m), using a 2 nd order Savitzky-Golay smoothing filter (W.H. Press et al., 1992; Iarlori et al., 2015) .
2) Cirrus Clouds. Like for the dust, also for cirrus clouds the extinction profile is retrieved using the UV (355nm) channel with the Raman technique and estimated with the elastic channel applying the same iterative algorithm followed for dust. The assumed value of lidar ratio is S=25sr inside the cloud and S=45 otherwise, the Raman 10 extinction profile has been calculated with an effective vertical resolution of 420m and the iterative extinction profile has been calculated at the signal vertical resolution of 60m and smoothed at a resolution of 420 m using the Savitzky-Golay filter.
3) The thermodynamic profile of the atmosphere, needed to calculate the net radiative forcing, is estimated using the standard thermodynamics profile (USS976) mid-latitude model. Emissivity and albedo values are taken from the 15 MODIS Bidirectional Reflectance Distribution Function (BRDF)/Albedo algorithm product (Strahler et al., 1999) , with a spatial resolution of 0.1 degrees averaged over 16 days temporal window (Campbell et al., 2016) . As each measured cloud and aerosol extinction profile comes with a relative uncertainty per range bin, the sensitivity of 
Dust Event
The analyzed dust event is retrieved from measurements taken on 3 July 2014 at CIAO. Figure 1 shows both the range corrected composite signal at 1064nm (Fig. 1a) and the lidar aerosol extinction profiles at 355nm (Fig. 1b) obtained using the Raman technique with an effective resolution of 360m and estimated using the elastic lidar technique at two different 5 resolutions (60m and 360m) using a fixed S value if 45±7sr, determined by climatological measurements. It can be immediately recognized that the Raman extinction profile is noisier with respect to those obtained with the iterative method. For the dust event, Figure 3 shows the difference between the estimation of the net forcing using the two considered lidar 15 techniques and data processing at TOA (upper panel) and SFC (lower panel): it appears that the most important contribution to this difference in FLG calculations for the aerosol is related to the adopted lidar technique (red arrows in Fig. 3 , upper and bottom panels) and not to the effective vertical resolution determined by the smoothing (blue arrows in Fig. 3, upper and bottom panels). This characteristic is invariant switching from TOA ( Fig. 3 upper panel) to SFC (Fig.3 lower panel) and it is mainly the result of the assumption of a fixed lidar ratio to estimate the aerosol extinction profile using the elastic technique. 20
In the considered Saharan dust case, the net long wave radiative forcing determined with the two different lidar techniques differs of about 5% (0.7 W/m 2 ) at SFC and 6% (1.0 W/m 2 ) at TOA: in absolute value, this quantity is much larger than the uncertainty on average estimated direct effect by IPCC (mean -0.5 W/m 2 , range -0.9 to -0.1). The contribution due to the smoothing is instead negligible. This show how the mixing of different lidar techniques in a specific study or in the routine operations of an aerosol network at regional or global scale must take into account of the uncertainties related to the 25 Atmos. Meas. Tech. Discuss., https://doi.org /10.5194/amt-2017-182 Manuscript under review for journal Atmos. Meas. Tech. Discussion started: 12 June 2017 c Author(s) 2017. CC BY 4.0 License. 8 assumptions which are behind the retrieval of the optical properties. This is important not only to provide a complete assessment of the total uncertainty budget for each lidar product but also to enable a physically consistent use of the lidar data in the estimation of the radiative forcing and, likely, for many other user-oriented applications based on lidar data. Figure 4 depicts the results performing the same analysis but for cirrus cloud measurements taken on 17 February 2014. Here 5 we have a completely different situation compared to aerosol: for clouds, the differences between Raman and elastic lidar techniques (red arrows in Fig. 4 , upper and bottom panels) are much smaller than the differences due to the effective vertical resolution of the aerosol extinction coefficient profile both at TOA and SFC (blue arrows in Fig. 4 , upper and bottom panels). This is related to the typical much stronger and faster sharp increase of the extinction for clouds than for aerosols. In the considered cirrus cloud case, the longwave net radiative forcing determined with the two different lidar techniques differs 10 of about 7% (0.5 W/m 2 ) at SFC and of 6% (2 W/m 2 ) at TOA, while the effect of smoothing on a window of 420 m provides and additional difference of 35% (2 W/m 2 ) at the SFC and of about 32% (11 W/m 2 ) at TOA. This implies the critical need to study cirrus clouds using high-resolution profiles of the optical properties to provide an accurate estimation of the cloud forcing.
Cirrus cloud
Conclusions and future perspectives 15
We used the adapted Fu-Liou-Gu (FLG) radiative transfer model as proxy to quantitatively evaluate how much the lidar technique and/or data processing influence the net radiative forcing exerted by an upper atmospheric aerosol layer (dust) and a cirrus clouds, both at top-of-the-atmosphere (TOA) and surface (SFC). The evaluation has been made entering the extinction atmospheric profiles as input into the FLG model measured using the Raman/elastic technique and estimated by lidar elastic measurements only. Because the Raman measurement retrieval is instable due to the derivative of the signal at 20 the numerator of Eq. 2, a smoothing on range corrected signal is necessary to reduce the associated random error. The same processing treatment has been applied also to the elastic measurement signals.
Atmos. Meas. Tech. Discuss., https://doi.org /10.5194/amt-2017-182 Manuscript under review for journal Atmos. Meas. Tech. Discussion started: 12 June 2017 c Author(s) 2017. CC BY 4.0 License.
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The results put in evidence that the difference in radiative forcing between the techniques and used data processing/smoothing is mostly unvaried at TOA and SFC. More in detail, for the aerosol layer case study, the data processing/smoothing does not play a major role, but instead the lidar measurement technique is more important. This can be explained by the large variability of the lidar ratio compared to the assumed value. The opposite is true for the cirrus cloud, where the applied data processing/smoothing play a fundamental role. This is due to the smoothing effect on the observed 5 sharp structures that strongly alters the vertical structure and the extinction of the cloud.
Summarizing, we found that in case of aerosol case study, both at TOA and SFC the main difference is driven by the technique and not the data processing with a difference on net radiative forcing of 5% (0.7 W/m 2 ) at SFC and 6% (1.0 W/m 2 ) at TOA respectively. On the contrary, for the cirrus cloud case study, the data smoothing is producing larger differences with respect to the lidar technique. At SFC, the iterative method is closer to the Raman retrieval (difference of 10 6% in net radiative forcing, or 0.5 W/m 2 ). At TOA we have a similar difference (7%, or 2 W/m 2 ). While using different data processing/smoothing implies a larger difference in net radiative forcing, both at SFC (35% or 2 W/m 2 ) and at TOA (32% or 11 W/m 2 ). As the FLG radiative transfer model calculations are strongly dependent on the optical depth of the examined atmospheric layer, at coarse resolution (cloud) the smoothing is producing changes in the extinction profile that translates into creation/suppression of ice crystals that have a strong influence on forcing, while at fine resolution, as in the case of 15 aerosol case study, the smoothing is just producing fluctuations that do not influence the total forcing. In this case, the lidar technique is picking up, as a wrong S value will amplify or suppress the aerosol peak that will translate into a higher/lower net radiative effect.
With this study, which it is not exhaustive as only two different lidar measurement techniques and only one type of data processing are taken into account, we want to draw attention in speculating how much aerosol and cloud radiative effect 20 behaviors are depending on measurement and retrieval techniques as well as on the data processing constraints/assumptions. respectively. As it is clearly visible, the larger discrepancy in forcing is related mostly to the lidar measurements technique (red arrows), not on the data processing constraints/assumptions (blue arrows). 
