Abstract. The space of smooth sections of an equivariant line bundle over the real projective space RP n forms a natural representation of the group GL(n + 1, R). We explicitly construct and classify all intertwining operators between such representations of GL(n+1, R) and its subgroup GL(n, R), intertwining for the subgroup. Intertwining operators of this form are called symmetry breaking operators, and they describe the occurrence of a representation of GL(n, R) inside the restriction of a representation of GL(n + 1, R). In this way, our results contribute to the study of branching problems for the real reductive pair (GL(n + 1, R), GL(n, R)). The analogous classification is carried out for intertwining operators between algebraic sections of line bundles, where the Lie group action of GL(n, R) is replaced by the action of its Lie algebra gl(n, R), and it turns out that all intertwining operators arise as restrictions of operators between smooth sections.
Introduction
The real projective space RP n is in a natural way a homogeneous spaces for the general linear group GL(n+1, R). This induces natural representations of GL(n+1, R) on functions, or more generally sections of equivariant vector bundles over RP n . The equivariant line bundles L over RP n are essentially parametrized by two complex numbers, and the corresponding linear actions of GL(n + 1, R) on smooth sections C ∞ (RP n , L) form a two-parameter family of generically irreducible smooth representations.
One natural question to ask in this context is how two such representations are related, or more precisely: for which equivariant line bundles L, L ′ over RP n does there exist a non-trivial (continuous) linear operator
which respects the action of GL(n + 1, R)? For n ≥ 2, it turns out that apart from the trivial case L ∼ = L ′ , this only occurs for L = Λ n (RP n ) the top form bundle and L ′ = RP n × C the trivial bundle, in which case the integration of differential forms produces a non-trivial linear map with one-dimensional image, the constant functions on RP n (see e.g. [5, 17] ). A much richer analysis arises if one allows line bundles over projective spaces of different dimensions. For this we consider the subgroup GL(n, R) of GL(n + 1, R) stabilizing the last standard basis vector. Given equivariant line bundles L over RP n and L ′ over RP n−1 one may ask for (continuous) linear operators
which respect the action of the smaller group GL(n, R). In this paper we classify all such operators and give explicit formulas for them in terms of their distribution kernels. We further study the corresponding algebraic question, replacing smooth sections by regular sections in the sense of algebraic geometry, and replacing the group action by the Lie algebra action of gl(n, R).
In the language of representation theory of real reductive groups, the action of GL(n + 1, R) on C ∞ (RP n , L) defines a generalized principal series representation, since it can be constructed as a representation induced from a (maximal) parabolic subgroup. Such families of representations play a major role in representation theory, and they are one of the main ingredients for the classification of irreducible smooth representations. Intertwining operators between principal series of a real reductive group G and a subgroup G ′ have only recently attracted more attention in the context of branching problems as advocated by Kobayashi [9] in his ABC-program. Our results can be viewed as a contribution to this program for the real reductive pair (GL(n + 1, R), GL(n, R)), similar to the recent contributions [10, 13, 14, 16] for the pair (G, G ′ ) = (O(n + 1, 1), O(n, 1)) and [11] for the pair (G, G ′ ) = (O(p + 1, q + 1), O(p, q + 1)).
Let us now describe our results in more detail.
Symmetry breaking operators.
Let n ≥ 2. The general linear group GL(n + 1, R) acts transitively on the real projective space RP n by g · [x] = [gx], where we write [x] = Rx ∈ RP n for the line through x ∈ R n+1 \ {0}. This action induces a family of representations π λ of GL(n + 1, R) on the space C ∞ (RP n ) of smooth functions on RP n , parametrized by λ = (λ 1 , λ 2 ) ∈ C 2 :
for ϕ ∈ C ∞ (RP n ), x ∈ R n+1 and g ∈ GL(n + 1, R). Here (ρ 1 , ρ 2 ) = (
2 ) is chosen such that π λ extends to an irreducible unitary representation on L 2 (RP n ) for λ ∈ (iR) 2 .
A more natural construction of the representations π λ is in terms of line bundles. There exists a family of equivariant line bundles L λ → RP n , and GL(n + 1, R) acts naturally on the space C ∞ (RP n , L λ ) of smooth sections. Trivializing the line bundle identifies C ∞ (RP n , L λ ) ∼ = C ∞ (RP n ), and under this identification the action π λ on C ∞ (RP n ) corresponds to the natural action of GL(n + 1, R) on C ∞ (RP n , L λ )
In the same way we define a family of representations τ ν of the group GL(n, R) on the space C ∞ (RP n−1 ), parametrized by ν = (ν 1 , ν 2 ) ∈ C 2 : τ ν (h)ψ([y]) := |h −1 y| |y|
for ψ ∈ C ∞ (RP n−1 ), y ∈ R n and h ∈ GL(n, R), where (ρ ′ 1 , ρ ′ 2 ) = (
2 ) ∈ C 2 . We view GL(n, R) as the subgroup of GL(n + 1, R) fixing the last standard basis vector e n+1 ∈ R n+1 .
Consider the space 
) continuous and linear :
A • π λ (g) = τ ν (g) • A ∀ g ∈ GL(n, R)} of operators respecting the actions π λ and τ ν . Such operators are also called symmetry breaking operators, a term coined by Kobayashi [9] , and they describe the occurrence of the representation τ ν inside the restriction of π λ to the subgroup GL(n, R) ⊆ GL(n + 1, R). It is therefore natural to ask the following questions:
Q1: For which parameters λ, ν ∈ C 2 is H ∞ (λ, ν) = {0}? Q2: If H ∞ (λ, ν) = {0}, what is its dimension? Q3: What are explicit bases of the non-trivial spaces? Our first main result gives a complete answer to the first two questions Q1 and Q2 (see Theorem 2.5 and Proposition 2.7):
Theorem A (Multiplicities). If dim H ∞ (λ, ν) = 0 then either
where L = {(−ρ 1 − 2i, −ρ ′ 1 − 2j) ∈ C 2 : i, j ∈ Z ≥0 , j ≤ i}, and for λ 2 − ρ 2 − ν 2 − ρ ′ 2 = ν 1 + ρ ′ 
2Γ(
where ϕ ∈ C ∞ (RP n ) and [y] ∈ RP n−1 . Note that B λ,ν ϕ is always a constant function. The normalizing gamma factors are chosen so that A λ,ν , B λ,ν and C λ,ν depend holomorphically on λ, ν ∈ C 2 . It turns out that B λ,ν , C λ,ν = 0 for all λ, ν ∈ C 2 , but A λ,ν = 0 if and only if (λ 1 , ν 1 ) ∈ L. Therefore, we define two additional families of operators. First, for ν 1 = −ρ ′ 1 − 2j, j ∈ Z ≥0 , we let 
([y : t]).
For instance, if λ 1 + ρ 1 − ν 1 − ρ ′ 1 = 0, the operator A (2) λ,ν is simply restricting a function on RP n to RP n−1 ⊆ RP n .
In Theorem 2.13 we give a complete answer to Q3:
Theorem B (Symmetry breaking operators). For λ 2 + ρ 2 = ν 2 + ρ ′ 2 we have
λ,ν ⊕ CA (2) λ,ν for (λ 1 , ν 1 ) ∈ L.
and for λ 2 − ρ 2 − ν 2 − ρ ′ 2 = ν 1 + ρ ′ 1 :
CC λ,ν for n = 2, CB λ,ν for n ≥ 3 and ν 1 = −ρ ′ 1 . Although A λ,ν = 0 for (λ 1 , ν 1 ) ∈ L, the families A (1) λ,ν and A (2) λ,ν can be obtained as residues of A λ,ν along certain one-dimensional affine complex subspaces through (λ 1 , ν 1 ) ∈ C 2 (see Corollary 2.6):
Theorem C (Residue Formulas). The following residue formulas hold:
A λ,ν = (−1) 
For n = 2 we further have the following relations:
Algebraic symmetry breaking operators. The problem of constructing and classifying symmetry breaking operators can also be studied in an algebraic framework. The representation π λ of GL(n + 1, R) induces by differentiation an action of the Lie algebra gl(n + 1, R) on the space of regular functions C[RP n ] on RP n which we also denote by π λ . Similarly τ ν induces an action of gl(n, R) on C[RP n−1 ] and we consider the space
to which we refer as algebraic symmetry breaking operators. Every symmetry breaking operator induces an algebraic symmetry breaking operator by restriction, and since
is injective. In particular we have the following basic inequality between multiplicities in the smooth and in the algebraic setting:
In Section 4 we study algebraic symmetry breaking operators in detail and show in particular that the multiplicities are actually equal, or in other words, algebraic symmetry breaking operators are automatically continuous (see Theorem 4.10):
Representation theoretic context. The representations π λ and τ ν belong to the so-called generalized principal series of the reductive Lie groups G = GL(n + 1, R) and G ′ = GL(n, R). Principal series representations are induced from a parabolic subgroup, which is in this case of π λ a maximal parabolic subgroup P ⊆ G such that G/P ∼ = RP n . In representation theoretic language, the space of symmetry breaking operators can be written as
the space of intertwining operators between the restriction π λ | G ′ of the representation π λ to the subgroup G ′ and the representation τ ν . Its dimension is called multiplicity of τ ν in π λ , and it describes how often τ ν occurs as a quotient of π λ | G ′ . In this way, the study of symmetry breaking operators can also be seen as a contribution to branching problems, i.e. the decomposition of restricted representations. In his ABC-program for branching problems, Kobayashi [9] initiated the systematic study of symmetry breaking operators, and our natural questions Q1, Q2 and Q3 can be viewed as a contribution to part B and C of his program. Also algebraic symmetry breaking operators have a representation theoretic interpretation. The orthogonal group K = O(n + 1) ⊆ G is a maximal compact subgroup of G and the restriction of π λ to K is the natural representation of O(n + 1) on C ∞ (RP n ). In particular, it is independent of λ and the regular functions on RP n are precisely those which generate a finite-dimensional representation of K. Therefore, C[RP n ] carries both an action of K and an action of the Lie algebra g = gl(n + 1, R) by differentiation, and these actions are compatible. This defines on C[RP n ] the structure of a (g, K)-module, also called the underlying HarishChandra module of π λ and denoted by (π λ ) HC .
In the same way, the representation
Denoting this Harish-Chandra module by (τ ν ) HC , the space of algebraic symmetry breaking operators can be written as
the space of intertwining operators for the actions of g ′ and K ′ . In this language, Theorem D confirms for our particular representations a conjecture by Kobayashi, which states that for arbitrary real reductive groups G and G ′ the restriction
is an isomorphism for all admissible smooth representations π of G and τ of G ′ if the homogeneous space (G × G ′ )/ diag(G ′ ) is real spherical (see [8, Remark 10.2 
(4)]).
Multiplicities and symmetry breaking operators between irreducible subquotients. Generically, the representations π λ and τ ν are irreducible, but for certain singular parameters λ, ν ∈ C 2 they have composition series of length 2 (see Lemma 4.3). The same questions Q1, Q2 and Q3 can be asked for the corresponding subrepresentations and quotients of π λ and τ ν at reducibility points. In Theorem 4.14 we determine multiplicities and explicit symmetry breaking operators between all subrepresentations and quotients, and show in particular that also in this case every algebraic symmetry breaking operator is automatically continuous.
Structure of this article. In Section 1 we introduce the necessary notation and briefly describe how the main results of this paper are proven. The construction and classification of symmetry breaking operators between the smooth representations π λ and τ ν is achieved in Section 2 where Theorems A, B and C are shown. Here we also obtain a description of all symmetry breaking operators in the non-compact picture (see Theorem 2.12) as well as explicit formulas for the action on each K-type (see Lemma 2.17) . Section 3 is concerned with a general combinatorial characterization of algebraic symmetry breaking operators, generalizing some of the results in [15] from semisimple groups to reductive groups, and also treating operators between subquotients of principal series representations. Finally, in Section 4 we apply this combinatorial characterization to the case (G, G ′ ) = (GL(n + 1, R), GL(n, R)) to prove Theorem D and compute the multiplicities between all possible subquotients of π λ and τ ν (see Theorem 4.14) . In the appendix we collect some elementary facts about homogeneous distributions on R n , Gegenbauer polynomials and spherical harmonics.
The results in Sections 3 and 4 were obtained in the second author's Master thesis [20] .
Symmetry breaking operators between generalized principal series
Let us explain a general setting to study symmetry breaking operators into which the real reductive pair (G, G ′ ) = (GL(n + 1, R), GL(n, R)) fits.
1.1. Generalized principal series representations. Let G be a real reductive Lie group and P ⊆ G a parabolic subgroup with Langlands decomposition P = M AN . We write g, m, a and n for the Lie algebras of G, M , A and N .
For any finite-dimensional representation (ξ, V ξ ) of M and any λ ∈ a * C , the tensor product ξ ⊗ e λ ⊗ 1 is a representation of P = M AN on V ξ and we form the induced representation (smooth normalized parabolic induction)
which is called a generalized principal series representation. It is given by the left-regular action on the space
where ρ = 1 2 tr ad| n ∈ a * . A more geometric realization of π ξ,λ is as sections of a certain vector bundle. For this let V ξ,λ denote the representation ξ ⊗ e λ+ρ ⊗ 1 on V ξ and form the equivariant vector bundle
1.1.1. The compact picture. We choose a Cartan involution θ that leaves M A invariant, then the fixed point group K = G θ of θ is a maximal compact subgroup of G and K ∩ P = K ∩ M is a maximal compact subgroup of M . On the Lie algebra level, the involution θ induces a the Cartan decomposition g = k ⊕ s with k the (+1)-eigenspace and s the (−1)-eigenspace of θ. The subspace k is precisely the Lie algebra of K.
By the Iwasawa decomposition we have G = KP , so that restricting to K defines an isomorphism from I ξ,λ (G) to
This space is independent of λ and by abuse of notation we also denote by π ξ,λ the representation of G on I ξ (K) which makes the restriction map 
associated to finite-dimensional representations (η, W η ) of M ′ and ν ∈ (a ′ ) * C , and realize them in three different ways, on J η,ν (G ′ ), J η (K ′ ) and J η,ν (N ′ ). For the latter two realizations we assume that
Consider the space
of continuous intertwining operators between the restricted representation π ξ,λ | G ′ and τ η,ν . Such operators are also called symmetry breaking operators by Kobayashi [9] , since they describe the occurrence of τ η,ν as a quotient of π ξ,λ | G ′ . One way to study symmetry breaking operators is in terms of their distribution kernels. For this it is most convenient to realize both representations as section of equivariant vector bundles.
By the Schwartz Kernel Theorem, every continuous linear operator between C ∞ (G/P, V ξ,λ ) and
is given by a distribution section of the vector bundle V ξ * ,−λ ⊗W η,ν over G/P × G ′ /P ′ , where ξ * denotes the representation contragredient to ξ. The G ′ -equivariance of the operator then translates to an invariance property for the distribution. Since G ′ acts transitively on G ′ /P ′ , the distribution section can be viewed as a section on G/P with certain invariance properties. The precise statement is:
There is a natural bijection
As in [13] we use generalized functions instead of distributions, so that
In Section 2 we classify all symmetry breaking operators for the pair (G, G ′ ) = (GL(n + 1, R), GL(n, R)) and certain generalized principal series in terms of their distribution kernels.
1.3. Algebraic symmetry breaking operators. The algebraic counterpart of the smooth representation π ξ,λ is its underlying (g, K)-module (π ξ,λ ) HC . This is a representation of the Lie algebra g of G and the maximal compact subgroup K such that both actions are compatible. The representation space of the underlying (g, K)-module is the subspace consisting of Kfinite vectors, i.e. vectors which generate a finite-dimensional representation of K.
The structure of the underlying Harish-Chandra module is most easily seen in the compact picture, and we let I := I ξ (K) K-finite be the subspace of K-finite vectors in I ξ (K). Abusing notation, we denote the g-action on I also by π ξ,λ . The restriction π ξ,λ | K is independent of λ, and the K-module I is completely reducible. It decomposes as
where I(α) is the α-isotypic component of I.
Similarly the underlying (
The algebraic version of the space of symmetry breaking operators is
the space of all linear maps I → J which intertwine the Lie algebra actions π ξ,λ | g ′ and τ η,ν of g ′ as well as the group actions
Let us assume the following three multiplicity-freeness properties:
for all α ∈K, α ′ ∈K ′ . Then all isotypic components I(α) and J (α ′ ) are either trivial or irreducible, and further every K-type I(α) decomposes under the action of K ′ into a multiplicity-free direct sum
where I(α, α ′ ) is the α ′ -isotypic component of I(α). Now let T : I → J be a symmetry breaking operator, then T is in particular K ′ -intertwining. By Schur's Lemma, each summand I(α, α ′ ) is mapped into J (α ′ ). Since J (α ′ ) is either trivial or irreducible, the restriction
must either be trivial or a K ′ -equivariant isomorphism, and in the latter case it is unique up to scalar multiples. For all pairs (α,
then every K ′ -equivariant linear map T : I → J is uniquely determined by a sequence of scalars (t α,α ) such that
In Section 3 we reformulate the additional property that T is intertwining for the Lie algebra representations π ξ,λ | g ′ and τ η,ν of g ′ in terms of a system of linear relations that the sequence (t α,α ′ ) has to satisfy. This was previously done in [15] for the case of semisimple groups, and we generalized these ideas to reductive groups. Further, we systematically extend this characterization to the case of symmetry breaking operators between submodules and quotients of principal series. These general techniques are applied in Section 4 to the pair of groups (G, G ′ ) = (GL(n + 1, R), GL(n, R)).
Smooth symmetry breaking for of the general linear group
In this section we classify all symmetry breaking operators between generalized principal series of G = GL(n + 1, R) and G ′ = GL(n, R) in terms of their distribution kernels. This proves Theorems A, B and C.
2.1. Generalized principal series representations. From now on let n ≥ 2. We fix the necessary notation for the groups we consider. Let G = GL(n + 1, R) be the group of invertible (n + 1) × (n + 1) matrices with real entries. The group G acts transitively on the real projective space RP and M isomorphic to {±1} × SL ± (n, R) realized in GL(n + 1, R) as matrices of the form
Let G ′ ⊆ G be the subgroup of matrices whose last row and column is the last standard basis vector e n+1 of R n+1 , then G ′ ∼ = GL(n, R). With this identification we consider from now on GL(n, R) as a subgroup of G.
Let K ⊆ G and K ′ ⊆ G denote the maximal compact subgroups O(n + 1) and O(n) belonging to the Cartan involution θ(X) = −X ⊤ on g. Then the (−1)-eigenspace s of θ in g is the space of symmetric matrices. Further, G = KP and G ′ = K ′ P ′ and therefore
For ρ ∈ a * and ρ ′ ∈ (a ′ ) * this means
. Let 1 be the trivial M resp. M ′ representation. We consider the representations
and use the notation I λ := I 1,λ reps J ν := J 1,ν for the three different pictures as described in Section 1.1.
The
and letn
Hence we have an embedding of R n into G/P :
In [13, Theorem 3.16] the study of P ′ -equivariant distributions on G/P was reduced to the open cellN b 0 under the condition that
This condition is not satisfied in the present situation as the following description of P ′ -orbits in G/P shows.
Corollary 2.1. The orbits of the left action of
The closure relations of the orbits are given in the following diagram, where 
Then the map
is a diffeomorphism which makes the following diagram commute:
Invariant distribution kernels on open cells.
The open subsets U 1 , U 2 ⊆ G/P are particularly suitable to study the P ′ -action on D ′ (G/P, V 1,−λ ) since they are invariant under the action of M ′ A ′ as the following lemma shows:
Further we have w 0 lw
For every open subset
Then (2.1) implies the statement.
for the subspaces of invariant distributions. The following result is a generalization of [13, Theorem 3.16 ] to the case where the open dense Bruhat cell
Theorem 2.5. The linear map
Proof. The maps (2.5) and (2.6) yield a map
By Lemma 2.2 this map is injective and by Lemma 2.4 the image is contained in D(λ, ν).
) which agree on the intersections since u 1 and u 2 are (n ′ , M ′ A ′ )-invariant. By Lemma 2.2 and the glueing property of the sheaf of distributions this gives rise to a unique continuation of u in D ′ (G/P, V 1,−λ ) ⊗ W 1,ν that is P ′ -invariant and is mapped to (u 1 , u 2 ) under (2.9).
Classification of invariant distribution kernels. We introduce the following families of distributions on
) , and for n = 2 and (λ 1 , ν 1 ) ∈ C 2 additionally:
. 
Additionally, for n = 2 the pair u C λ,ν never vanishes and
otherwise.
For n = 2 we have
Proposition 2.7 together with Theorem 2.5 and Theorem 1.1 implies Theorem A. We will prove Proposition 2.7 in two steps. First, we separately classify invariant distributions in
. Then we compare their pullbacks via φ resp. φ −1 . For the first step we need to study the actions σ i λ,ν (i = 1, 2) in detail. For j = 1, . . . , n let N j ∈ n be the matrices given by ( 
for fixed x ∈ R n and small y is given by
Putting y = te j with j ∈ {1, . . . , n − 1} and differentiating at t = 0 gives
To simplify notation we write
so that u has to be homogeneous of degree −µ 1 − µ 2 . Similarly the action of l for l = diag(1, a, . . . , a, 1) and l = diag(a, a
homogeneous of degree (n − 1)µ 2 and u n ∈ D ′ (R) homogeneous of degree −µ 1 − nµ 2 . Moreover u n has to be even and u ′ has to be invariant under left-regular action of matrices with determinant equal to ±1. Hence by Lemma A.2 we can assume
) .
Now Lemma 2.8(ii) implies that either
In the first case it follows that
As before we write µ 2 = ν 2 +ρ ′ 2 −λ 2 +ρ 2 . The proof works in the same way as the proof of Lemma 2.9: Acting with l = diag (1, a, . . . , a, 1), l = diag(a, 1, . . . , 1)  and diag(a, . . . , a, 1) for a ∈ R × implies by Lemma 2.
Since u n has to be even and u ′ rotationinvariant by Lemma A.2 we can assume
Then by Lemma 2.8(iv) u is n ′ -invariant in two cases. Either x i u ′ (x ′ ) vanishes for all i = 1, . . . , n − 1 which implies µ 2 = −1, so that u ′ is a multiple of δ(x ′ ). Hence in this case
The second case is u n is constant i.e. ν 1 + ρ ′ 1 + µ 2 = 0. For n > 2 the SL(n − 1, R)-invariance of u ′ implies also that u ′ has to be constant, i.e. µ 2 = 0 such that
.
Proof.
(ii) and (iii) follow immediately from the fact that the support of the distributions in question is disjoint from R n xn and (iv) and (v) are true by definition.
Ad (i): We prove this identity for Re λ 1 + ρ 1 > Re ν 1 + ρ ′ 1 > 0, then the general statement follows by analytic continuation. Abbreviate c = Γ(
where Dφ is a upper triangular matrix with x −1 n on the first (n − 1)-diagonal entries and −x −2 n on the last. Hence
We can pull back by the map R × → R × given by y → y −1 with Jacobian −y −2 and get c −1 
Proof of Proposition 2.7. We know that u

Theorem 2.12. The operators
(ii) For
Proof. Assume first that a pair of distributions u = (v, w) ∈ D(λ, ν) corresponds via Theorem 2.5 to a kernel on G/P which is either supported on a single P ′ -orbit contained in U 1 , or which is given by a sufficiently regular function times an equivariant measure on a single P ′ -orbit which intersects U 1 non-trivially. Then forn y ∈N ′ , y ∈ R n−1 and ϕ ∈ I λ (N ) the
in the distribution sense. This applies to the distributions u A λ,ν , u
2 )Γ(
The claimed formulas for A
λ,ν , B λ,ν and C λ,ν follow in the same way. To obtain the above expression for A (1) λ,ν we use the residue formula of Corollary 2.6. For
where we have used Lemma A.1 in the last step. Note that this limit exists for every ϕ ∈ I λ (N ). In fact, using the notation of the next section, for t = 0:
γ λ (ϕ)([t : ty : 1]), (2.11) so that the limit is given by
By the same argument the limits of derivatives exist.
2.6. Symmetry breaking operators in the compact picture. We now find expressions for all symmetry breaking operators in the compact picture. For this consider the equivariant isomorphism from the non-compact to the compact picture
where we identify I(K) with C ∞ (K/(K ∩ M )) = C ∞ (RP n ). By the Iwasawa decomposition G = KP we writen x = kp with k ∈ K and p ∈ P . Then
A function ϕ ∈ I λ (N ) can be extended to a smooth function ϕ on G which is right-equivariant under the action of P . As such it can be restricted to K ⊆ G which gives
This implies for all v 1 = 0
between the non-compact and the compact picture of τ ν by γ ′ ν .
Theorem 2.13. The operators
Then the corresponding operator A in the compact picture is given in the following way:
Hence for y = [y 1 : y ′ ] with y 1 = 0
For the first operator (2.12) is
(ii) follows from (2.11) and (2.12) and (iii) follows from (2.
12). (iv) and (v) follows from (2.12) by pulling back the integral with the map S
Theorem 2.13 concludes the proof of Theorem B and together with Corollary 2.6 it implies Theorem C. Remark 2.14. For z ∈ C, m ∈ Z ≥0 let (z) m denote the Pochhammer symbol given by
. By the product rule the operator A (2) λ,ν can be written as
where ∂ n denotes the normal vector field with respect to the submanifold RP n−1 ⊆ RP n and rest : C ∞ (RP n ) → C ∞ (RP n−1 ) the restriction map. This expression should be compared to Juhl's family of conformally covariant differential operators (see [7, Chapter 5] and also [13, 10.2.] ). In contrast to Juhl's operators, the family A
λ,ν does not involve derivatives tangential to the submanifold RP n−1 ⊆ RP n , but only normal derivatives.
Remark 2.15. The operator B λ,ν for λ 1 = ρ 1 − 2j − 1, j ∈ Z ≥0 defines the only family of regular symmetry breaking operators, in the sense that the support of its distribution kernel contains an open P ′ -orbit. All other symmetry breaking operators are singular. More precisely, the support of the distribution kernel K A ∈ (D ′ (G/P, V 1,λ )⊗W 1,ν ) P ′ of a symmetry breaking operator A is given by where I(α) ∼ = H 2α (R n+1 ), the space of harmonic, homogeneous polynomials on R n+1 of degree 2α. In particular, we have I = C[RP n ], the space of regular functions on the projective variety RP n in the sense of algebraic geometry. Similarly we decompose
Remark 2.16. Since homogenous functions on R n+1 are uniquely determined by their values on the unit sphere S n , the restriction from R n+1 to S n defines an isomorphism
The inverse is given by writing for φ ∈ H 2α (S n ):
Since O(n + 1) leaves |x| invariant, these are isomorphisms of O(n + 1)-representations.
Following (C.1) we have
(2.15)
is given in (C.3) and we put 
Lemma 2.17. Let ϕ ∈ I(α, α ′ ). Then
A λ,ν ϕ = (
and
For n = 2 we further have 
We calculate using the coordinates ( 
The first integral can again be evaluated with [4, 7 .319] and yields
The right K ′ -invariance of φ implies that the second integral is equal to φ(y)
which is by [4, 3.631 (8) ] equal to
Together with the residue formulas of Theorem C, the identity (2.17) also yields the explicit action of A (1) λ,ν and A (2) λ,ν on every K ′ -type I(α, α ′ ). In particular, the following formulas for the action on the spherical vector follow: Corollary 2.18. For the spherical vectors 1 λ ∈ I(K) and 1 ν ∈ J(K ′ ) we have
Symmetry breaking operators between Harish-Chandra modules
We return to the general setting as described in Section 1. In particular, we assume the multiplicity-freeness properties (1.2).
Denote the center of G by Z, then A = A ss A z with A ss = A ∩ exp([g, g]) and A z = A ∩ Z. We write z, a ss and a z for the Lie algebras of Z, A ss and A z . The analogous notation is used for G ′ which explains the use of Z ′ , A ′ ss , A ′ z , z ′ , a ′ ss and a ′ z . Write λ = λ ss + λ z ∈ a * C such that λ ss vanishes on a z and λ z vanishes on a ss . Similarly, we write ν = ν ss + ν z such that ν ss vanishes on a ′ z and ν z vanishes on a ′ ss . In the following we view λ z and ν z as linear forms on the whole Lie algebras g = z ⊕ g ss resp. g ′ = z ′ ⊕ g ′ ss vanishing on g ss and k resp. g ′ ss and k ′ , where
3.1. The spectrum generating operator. Assume that the parabolic subgroup P ⊆ G is maximal, then a ss is one-dimensional. Following [6, 9.4] we can choose a non-trivial element H ∈ a ss such that the positive (g, a)-roots form an unbroken string ε, 2ε, . . . , qε with q ∈ N and ε(H) = 1. We have
where g jε is the jε-eigenspace of ad(H). We can choose an invariant non-degenerate symmetric bilinear form B on g with B(H, H) = 1 and consider Casimir elements relative to B: Let {X i } be a basis of a reductive subalgebra h ⊆ g with the property |B(
is a central second order element of the universal enveloping algebra of h. In the same way we can consider Casimir elements corresponding to subspaces
which is a second order element of the universal enveloping algebra of k. Note that by [1, Remark 2.4] the elements Cas j can be written as rational linear combinations of Casimir elements of subalgebras of k, even though not all k j might be subalgebras. The spectrum generating operator P is
Cas j .
Since the right-regular action of P commutes with the left-regular action of K we have that R P is a linear transformation σ α on the isotypic component I(α). Since I(α) is irreducible, this transformation is scalar.
In the same way we can choose H ′ ∈ a ′ ss and ε ′ ∈ a ′ C such that the (g ′ , a ′ )-roots form an unbroken string and an invariant non-degenerate bilinear form B ′ on g ′ with ε ′ (H ′ ) = B ′ (H ′ , H ′ ) = 1. We denote by P ′ the spectrum generating operator for G ′ whose right action on the isotypic components J (α ′ ) is given by scalars σ ′ α ′ .
3.2.
Reduction to the cocycle. For λ ∈ a * C we write λ ss = λ(H) ∈ C, then λ = λ ss ε + λ z with λ z ∈ z * C . The analogous notation is used for ν = ν ss ε ′ + ν z ∈ a * C . We can extend B to a non-degenerate symmetric C-bilinear form on the complexification g C . We define for 
Following [1, Remark 2.8] it is evident that ω β α is non-trivial if and only if ω α β is non-trivial. Hence we write α ↔ β for K-types α, β with I(α), I(β) = 0 and ω β α = 0 i.e. everytime we can reach the K-type α by the multiplication with the cocycle restricted to I(β) and the other way around. Let U ⊆ I be a (g, K)-submodule of (π ξ,λ ) HC . We write U(α) for the α-isotypic component of U. That means U(α) = I(α) whenever U(α) = 0 and U(α) = {0} otherwise. Then
, for all X ∈ s C and whenever α and β are K-types of U. If α or β is not a K-type of U but a K-type of I we have proj U (β) •π ξ,λ (X)| U (α) = 0. Let I/U be the quotient of (π ξ,λ ) HC . We can identify
This identification is an isomorphism of (g, K)-modules if U ⊥ is endowed with the g-action given by proj
Since this formula is the same for submodules and quotients, we will treat submodules and quotients in a uniform way, identifying quotients with subspaces of I. This implies that we can use the cocycle reduction in a modified way when working with a submodule or quotient U:
Lemma 3.2. For a submodule or quotient U of (π ξ,λ ) HC we have for X ∈ s C and K-types α, β with U(α), U(β) = 0
Similarly we consider the cocycle ω ′ of G ′ and define
and write α ′ ↔ β ′ whenever ω ′β ′ α ′ is non-trivial. Theorem 3.1 yields the identity
Then Lemma 3.2 also applies to composition factors of τ η,ν .
Symmetry breaking operators for Harish-Chandra modules.
Let U be a submodule or a quotient of (π ξ,λ ) HC and U ′ be a submodule or a quotient of (τ η,ν ) HC . Then we have U ⊆ I and U ′ ⊆ J under the identification above. An intertwining operator for (π ξ,λ ) HC and (τ η,ν ) HC is a linear map T : U → U ′ that is intertwining both as g ′ and as K ′ -module:
The space of these operators is denoted by
Recall that both I(α, α ′ ) and J (α ′ ) are either trivial or irreducible, and we fixed a
Restricting the multiplication with the cocycle ω to I(α, α ′ ) and projecting to I(β, β ′ ) yields maps
We can use the cocycle reduction to prove the following theorem which is a generalization of [15, Theorem 3.4] . 
for all U(α, α ′ ) = 0 and U ′ (β ′ ) = 0. Since λ z acts by scalars it leaves K ′ -types invariant. Applying (3.2) to the right-hand side of (3.7) yields 1 2 (σ
where t α,α ′ = 0 if U(α) = 0. For the left-hand side we have by (3.2)
This theorem gives a description of intertwining operators between submodules and quotients of (π ξ,λ ) HC and (τ η,ν ) HC .
Scalar identities.
We denote the (−1)-eigenspace of θ on g ss resp. g ′ ss by s ss resp. s ′ ss such that s = a z ⊕ s ss resp. s ′ = a ′ z ⊕ s ′ ss . We introduce the notation
α,α ′ , = 0, they must be scalar multiples of each other. We define proportionality constants λ
we can fix 0 = Z ∈ a ′ z , then a ′ z = RZ and there is a unique character ν 1 z ∈ (a ′ C ) * with ν 1 z (Z) = 1 that vanishes on a ′ ss . Again by (3.8), the maps η β,z α,α ′ and ν 1 z ⊗ R α,α ′ are scalar multiples of each other, whenever they are non-zero. This defines proportionality constants λ
Since s ′ ss ⊆ s ss the restriction λ z | s ′ does in fact only depend on the restriction to a ′ z ⊆ s ′ . For simplicity, we write λ z resp. ν z for λ z (Z) resp. ν z (Z). Now Theorem 3.3 simplifies as follows: 
for all U(α, α ′ ) = 0 and U ′ (β ′ ) = 0 and
for all U(α, α ′ ) = 0 and U(α ′ ) = 0.
It is not necessary to compute all proportionality constants by explicit calculations with K ′ -finite vectors since they always fulfil the relations stated in the following lemma, which is a generalization of [15, Lemma 3.7] to the reductive case and to the case where H and H ′ do not coincide.
where we identify ρ and ρ ′ with the numbers ρ(H) and ρ ′ (H ′ ).
Proof. We have
be a minimal parabolic subalgebra. By the Iwasawa decomposition we have g = k ⊕ (a min ∩ m) ⊕ (n min ∩ m) ⊕ a ss ⊕ a z ⊕ n where a ss is B-orthogonal to all other summands. Hence for Y ∈ g, B(Y, H) is uniquely determined by the projection to a ss . By the same argument we have that for X ∈ g ′ , B ′ (X, H ′ ) is uniquely determined by the projection to a ′ ss . We have a ′ ss ⊆ (a min ∩ m) ⊕ a ss where B(·, H) vanishes on (a min ∩ m). Hence B(·, H) composed with the projection to a ss coincides on g ′ ss with B(·, H) composed with the projection to a ′ ss and therefore B(·, H)| g ′ ss is uniquely determined by the projection to a ′ ss . Hence for all X ∈ s ′ ss and k ∈ K ′ we have
For the second identity we look at the restriction operator rest : I → J i.e the operator with t α,α ′ = 1 for all (α, α ′ ). Let proj a be the orthogonal projection from g to a. The restriction operator is (π ξ,λ , τ η,ν )-intertwining if
which is the case if and only if λ z | a ′ z = ν z and
This together with (3.11) resp. (3.12) for U = I, U ′ = J and together with identities already proven implies the missing identities.
Remark 3.6. In the same way as for the restriction above, the knowledge of every additional intertwiner yields a new formula for the proportionality constants.
Algebraic symmetry breaking for the general linear group
We return to the setting of (G, G ′ ) = (GL(n + 1, R), GL(n, R)) with the notation as in Section 2.
4.1. The spectrum generating operator. We first determine the eigenvalues σ α and σ ′ α ′ of the spectrum generating operators P and P ′ of G and G ′ . Recall the positive (g, a)-root ε ∈ a * C with root space g ε = n and the positive ( 
In the notation of (2.1) we have
We extend B and B ′ C-bilinearly to the complexifications g C and g ′ C . The set
Hence the spectrum generating operator is defined as
Note that P is equal to the difference of the Casimir element for k and the Casimir element for k ∩ m. Therefore, the eigenvalues σ α of P, and similarly the eigenvalues σ ′ α ′ of the spectrum generating operator for g ′ , are given by a renormalization of the eigenvalues of the Laplacian on RP n resp. RP n−1 :
} is a basis of s ss . Let k ∈ K be an orthogonal matrix with first column (x 1 , . . . , x n+1 ) T ∈ S n . We can explicitly calculate ω( (i) For the K-types α, β ∈ Z >0 of G we have
(ii) For α = 0 we have ω 0 0 = 0 and 
and for n = 2
(v) We have (α, 0) ↔ (β, 0) for all n and all α, β.
Now that we know the eigenvalues of the spectrum generating operator and how the multiplication with the cocycle acts we can use (3.1) to decide for which λ ∈ a * C the (g, K)-module (π λ ) HC is irreducible. 
Lemma 4.3. (π λ ) HC is irreducible if and only if λ
For the quotient we have
The quotient is finite dimensional if and only if λ
. In this case the K-types of the unique submodule are given by
Proof. By (3.1) we have for X ∈ s C
where ω β α = 0 if and only if β ∈ {α ± 1, α} or if α = β = 0. Since ω vanishes on k C , by the action of g we can at most step from I(α) to I(α ± 1). For β = α + 1 we have that (σ β − σ α + 2λ ss ) = 0 ⇔ (n + 1 + 4α + 2λ 1 ) = 0 and for β = α − 1 we have that (σ β − σ α + 2λ ss ) = 0 ⇔ (n + 1 + 4α − 4 − 2λ 1 ) = 0. So we cannot step from I(α) to I(α + 1) if and only if 2λ 1 = −(n + 1) − 4α and we cannot step from I(α + 1) to I(α) if and only if 2λ 1 = n + 1 + 4α. In the first case we get a unique submodule of (π λ ) HC given by β≤α I(β).
In the second case we get a unique submodule β>α I(β). 
In particular quotients of the smooth representations can be realized in the compact picture on the orthogonal complements of the submodules in C ∞ (RP n ) with respect to the L 2 -inner product. 
, and for all n ≥ 2 
If we look at the identity (4.4) for an element X s i,j ,i, j = n + 1, i = j we get
for some constants Λ
α,α ′ . Note that following the proof of Lemma 3.5 we
In this setting the identity (4.5) is 
With this substitution (4.7) reads as
2) and the product rule immediately yields
and successively applying (B.5), (B.6), (B.3) and (B.5) tõ
Then (4.6) and (B.1) yield the proportionality constants. Now Lemma 3.5 and (4.2) yields all proportionality constanst λ
Lemma 4.7. Whenever they are defined, the proportionality constants for I and J are the following:
Corollary 4.8. The proportionality constants λ
with the scalars Λ β,β ′ α,α ′ as before. But since the first and the last summand of (4.11) vanish we have
which implies the corollary. Now Corollary 3.4 gives a full characterization of intertwining operators. 
where relation (R2) has to be satisfied only if n ≥ 3 and α ′ > 0.
As illustrated in Figure 4 .1 we can view the relations (R1),(R2),(R2) and (RZ) as relations between points in the K ′ -type picture which was described in Figure 2 .7. Our goal will be to define the scalars t α,α ′ inductively using these four relations. If λ 1 = −ρ 1 − 2i ∈ −ρ 1 − 2Z ≥0 we cannot define t i+1,α ′ in terms of t α,β ′ with α ≤ i. We can illustrate this fact by a line between the i-th and (i + 1)-th K-type column in our K ′ -type picture and in the pictures of our relations, indicating that we cannot step from left to right (see Figure 4. 2). Similarly we can draw a horizontal line between the j-th and j + 1-th rows if
(R2),(RZ) 
Hence the dimension of the space satisfying all relations (R1), (R2), (R3) and (RZ) can at most be one-dimensional. Case 1.2: For all (λ 1 , ν 1 ) / ∈ L we can expand a given diagonal sequence to the right using (R2) or (RZ). If λ 1 = −ρ 1 − 2i, i ∈ Z ≥0 the scalars t α,α ′ with α > i and α ′ ≤ i cannot be defined that way since (n + 1 + 4i + 2λ 1 ) vanishes. But we can define these scalars uniquely with (R3) in terms of already defined scalars. This yields multiplicity less than or equal to one for all (
For a diagonal sequence (t α,α ) α satisfying (R3) we have t α,α = 0 for j < α ≤ i. In the same way as in the second case we can define all t α,α ′ with α > j using (RZ) and (R3) and for α ≤ i and α ′ ≤ j we can define all t α,α ′ as in the first case using (R2) resp. (RZ), which gives the situation as in Figure 4 .3. The scalars t α,α ′ with α ≤ i and α ′ ≤ j are independent of those with α > i, α ′ > j. The two blocks do only depend on the diagonal sequence which is taken form a two-dimensional space as shown in Lemma 4.11. It remains to show that the undefined scalars t α,α ′ with α > i, α ′ ≤ j can be uniquely defined in terms of already defined scalars. Since (R2) resp. (RZ) for (α, α ′ ) = (i + 1, j) and (R1) for (α, α ′ ) = (i + 1, j + 1) are linearly independent we can uniquely define t i+1,j and t i+2,j using these two relation. Then moving to the right with (RZ) and down with (R3) implies that the multiplicity of sequences satisfying all four equations is at most two-dimensional. Under this assumption we can again handle the cases for n = 2 and n ≥ 3 simultaneously since the relations we will use in the following are all defined for n ≥ 2 and do not depend on t α,α ′ with α ′ > 0. Case 2.1: For λ 1 = −ρ 1 − 2i, i ∈ Z ≥0 the three relations (R1) for (α, α ′ ) = (1, 1) and (RZ) for (α, α ′ ) = (0, 0) and (α, α ′ ) = (1, 0) are a 3 × 3 system of linear equations in t 0,0 , t 1,0 and t 2,0 . It is easily checked that this system has rank two if and only if ±ν 1 = c ′ − c + n n+1 λ 1 which holds if and only if λ 2 + ρ 2 = ν 2 + ρ 2 or λ 2 − ρ 2 − ν 2 − ρ 2 = ν 1 + ρ ′ 1 , and rank three otherwise. The case λ 2 + ρ 2 = ν 2 + ρ 2 is already covered and if λ 2 − ρ 2 − ν 2 − ρ 2 = ν 1 + ρ ′ 1 we can define all t α,0 in terms of t 0,0 using (RZ) and get multiplicity less than or equal to one. Hence in this case we can define all t α,0 with α > i uniquely in terms of t i+1,0 using (RZ), which yields also multiplicity less than or equal to one in this case. Case 3: The remaining case is
. By the considerations of the case before we can assume n = 2. Case 3.1: Let (λ 1 , ν 1 ) / ∈ L and assume that t α,α = 0 for all α. Then expanding to the right with (RZ) and down with (R3) implies that the whole sequence (t α,α ′ ) α ′ ≤α vanishes. Hence we assume that there exists a K-type α such that t α,α = 0. Further since (λ 1 , ν 1 ) / ∈ L we have λ 1 / ∈ {−ρ 1 − 2α, −ρ 1 − 2(α + 1)}. Then the formulas (R3) for (α, α), (RZ) for (α, α), (RZ) for (α + 1, α) and (R1) for (α+1, α+1) yield a 4×4 system of linear equations in t α,α , t α+1,α+1 , t α+1,α , t α+2,α . It is easily checked that this system has rank three if and only if Hence for all cases λ 2 + ρ 2 = ν 2 + ρ ′ 2 and (λ 1 , ν 1 ) = (−ρ 1 − 2i, −ρ ′ 1 − 2j) ∈ L we have t α,α ′ = 0 for all α ≤ i. Now assume t α,α = 0 for all α. Then expanding to the right we get t α,α ′ = 0 for all α ≤ i and all α ′ > j. Then for a choice of t i+1,j we can expand to the right that vanishes on the complement of U. On the other hand if U ′ is a submodule of (τ ν ) HC , ι : U ′ ֒→ (τ ν ) HC the inclusion and T : (π λ ) HC → U ′ intertwining, then
is an intertwiner whose image is contained in U ′ . Recall that for n = 2 we have F ′ + (j, ν z ) ∼ = F ′ − (j, ν z ) and T ′ + (j, ν z ) ∼ = T ′ − (j, ν z ), and for n ≥ 3 we have F ′ − (0, ν z ) ∼ = F ′ + (0, ν z ). This implies that every algebraic symmetry breaking operator between composition factors is given by the restriction of a smooth symmetry breaking operator. Hence the considerations above and Lemma 4.12 reduces the classification of smooth symmetry breaking operators between composition factors to the analysis of zero-sets of the sequences t S α,α ′ (λ, ν), S = A, (A, 1), (A, 2) , B, C. Ad (x) and (xi): The relations (RZ) for (α, α ′ ) = (i+ 1, j + 1) and (R3) for (α, α ′ ) = i+ 1, j imply t i+1,j (λ, ν) = 0. Then (RZ) implies the statement.
Finally together with Remark 4.4 we get a classification of symmetry breaking operators between composition factors of π λ and τ ν : Theorem 4.14. Let U ∈ {F ± (i, λ z ) ∞ , T ± (i, λ z ) ∞ } and U ′ ∈ {F ′ ± (j, ν z ) ∞ , T ′ ± (j, ν z ) ∞ }. The spaces Hom G ′ (U | G ′ , U ′ ) are spanned by operators given in the following tables:
for j ≤ i and λ 2 + ρ 2 = ν 2 + ρ ′ 2 , The following identities of neighboring polynomials with respect to n and λ hold: 
