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Abstract
The work presented in the following has been carried on in the SMART Labo-
ratory of the Scuola Normale Superiore, and is focused on computational aspects
of rotational spectroscopy. This thesis has benefited from the invaluable support
and collaboration of many people. Among them it is fair to mention professors
Vincenzo Barone, Cristina Puzzarini, and Malgorzata Biczysko, researchers Julien
Bloino and Nicola Tasinato, post-docs Matteo Piccardo and Daniele Licari, and the
student Marco Mendolicchio.
A first part of the work concerns the semi-experimental (SE) approach for de-
riving accurate equilibrium structures of medium-sized to large molecular systems
of organic and biological interest. SE equilibrium structures are derived by a least-
squares fit of the structural parameters to the experimental ground-state rotational
constants of several isotopic species corrected by vibrational contributions computed
by quantum mechanical (QM) methods. The B2PLYP double hybrid functional,
coupled with the correlation-consistent triple-ζ cc-pVTZ (VTZ) basis set, has been
validated in the framework of the semi-experimental approach for deriving accurate
equilibrium structures of molecules containing up to 15 atoms. A systematic com-
parison between new B2PLYP/VTZ results and several equilibrium SE structures
previously determined at other levels, in particular B3LYP/SNSD and CCSD(T)
with various basis sets, has put in evidence the accuracy and the remarkable stability
of such model chemistry for both equilibrium structures and vibrational corrections.
New SE equilibrium structures for phenylacetylene, pyruvic acid, peroxyformic acid,
and phenyl radical are discussed and compared with literature data.
In addition, the semi-experimental and theoretical equilibrium geometries of 10
sulfur-containing organic molecules, as well as 4 oxygenated ones, have been deter-
mined aiming both to provide new accurate data on some rather important chemical
moieties, only marginally represented in the literature of the field, and to examine
the structural features of carbon-sulfur bonds in the light of the so-called linear
regression approach. The structural changes issuing from substitution of oxygen
by sulfur are discussed to get deeper insights on how modifications in electronic
structure and nuclear potential can affect equilibrium geometries. With respect
to the previous set of molecules, we perform non-linear constrained optimizations
of equilibrium SE structures with a new general and user-friendly software under
development in our group, updating the definitions of useful statistical indicators.
This thesis contains more than 60 anharmonic force fields calculations together with
a full benchmark of B2PLYP equilibrium as well as semi-experimental geometries,
and all the aforementioned results have further enhanced our online database of
accurate semi-experimental equilibrium molecular geometries, that nowadays con-
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sists of data for 68 molecules, to be used in parametrization and validation studies,
as well as input information in many kinds of analyses and computations. It is
worth noting that two different research groups started to use the above discussed
databases in order to benchmark the accuracy of well known, and even new, density
functionals.
Particular attention has been devoted to the discussion of systems for which lack
of sufficient experimental data prevents a complete SE determination. In order
to obtain an accurate equilibrium SE structure for these situations, the so-called
templating molecule approach is discussed and generalized with respect to a previous
work. Important applications are those involving biological interesting molecules,
such as pyruvic acid. In addition, for more general situations the linear regression
approach has been proposed and validated.
Moreover, in line with the philosophy inspiring the so-called virtual multifrequency
spectrometer (VMS), part of the work discussed in this thesis concerns contributions
in the realization of a user-friendly black box tool able to support researchers in the
prediction, visualization and interpretation of microwave experiments. In order to
do so, VMS developers have started to interface VMS with the widely used SPFIT
and SPCAT programs, and preliminary tests have been made to reach the aimed
flexibility, robustness and reliability. Concerning the latter feature, exploiting both
the new tools of VMS and the SE equilibrium structures databases, an evaluation
of DFT performances in the prediction of the major rotational observables has been
carried on taking oxirane as test-case.
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1 Introduction
Recalling Harold Kroto’s words [1], spectroscopy, interpreted as gaining information
through the interaction of light with matter, is arguably the most fundamental exper-
imental physical science. This claim seems immediately very convincing by thinking that
we obtain most of our empirical knowledge through our eyes and their capability of con-
verting light stimuli in pieces of information that are processable by our brain. From
the point of view of a chemist, spectroscopic techniques are invaluable “smart ruses” that
allow to obtain precious data regarding molecular systems, but here comes a thorny point:
however sophisticated, spectra do not provide direct access to molecular structure and dy-
namics, and we can infer information about molecules only on the basis of some models.
Moreover, spectroscopic properties typically depend on the subtle interplay of several dif-
ferent effects, whose specific roles are not easy to separate and evaluate. Hence, it is clear
the crucial role of theoretical and computational chemistry in modelling, interpreting,
complementing and driving many kinds of experiments in the field of spectroscopy.
The work presented in this thesis has been carried on in the SMART Laboratory of
the Scuola Normale Superiore, and is focused on computational aspects of rotational
spectroscopy. Microwave measurements can reveal many important molecular proprieties,
and in the last decades they turned out to be a powerful source of data in many areas of
modern chemistry. In the following the two main aspects of the thesis are contextualized
and introduced, so as to put their interplay in evidence.
1.1 Processing microwave data: computation for structural in-
formation
The determination of molecular structure is one of the principal aims in many areas of
chemistry. To give an example, in a recent perspective paper [2], George M. Whitesides,
one of the most cited chemists [3] of the last years, pointed out that one of the main
concerns that chemistry still has to solve is the so-called “rational drug design”. [4–6]
Among the various experimental and theoretical steps one should overcome to reach such
an ambitious target, those involving the prediction of the tertiary structure of a protein
or a drug from their chemical formulae are mandatory. Despite the large number of qual-
itative techniques developed nowadays, an accurate prediction of the three-dimensional
structure continues to be a difficult task, even for medium-sized molecules. In order to
overcome such limitations and go beyond our actual knowledge about the most peculiar
features determining molecules’ tertiary structures, a systematic and accurate study of a
large collection of molecules containing the relevant functional groups is a necessary step.
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For this and other reasons, the last decades have seen many efforts to determine accurate
molecular structures for systems of increasing size and complexity [7–19], and rotational
spectroscopy is the method of choice when aiming high accuracy [1, 20]. As a consequence,
a large number of experimental data is nowadays available thanks to the growing interest
in the field. However, the structural parameters derived from experiment are often depen-
dent on the chosen technique and affected by vibration and/or environmental conditions.
Therefore, as a consequence of the large dependence of the results on experimental condi-
tions, the comparison of the structures obtained with different experimental methods and
the use of these empirical geometries in the computations of molecular properties is not
straightforward at all. A way to avoid these problems is to resort to equilibrium structures
(re), which are defined as the geometries at the minimum of the Born-Oppenheimer (BO)
potential energy surface [9]. Although they are cumbersome to derive experimentally and
therefore easily accessible only for small molecules, this kind of structures are preferred as
they exclude vibrational effects in a rigorous manner and, within the BO approximation,
are independent of the considered isotopic species. Moreover, re structures, depending
solely on the electronic structure of the molecular system, are easily and directly com-
parable with the results from quantum-chemical calculations, and thus the availability of
reference equilibrium molecular structures provides useful data also for: (i) testing the
precision of various quantum-mechanical (QM) approaches; [8, 21–25] (ii) parametrizing
new density-functionals and force fields for bio-chemical applications; [26–35] (iii) develop-
ing and validating new computational protocols for supporting and driving experimental
observations [36, 37]. Detailed knowledge of the equilibrium structures of isolated molec-
ular systems, especially those of biological interest, is then a prerequisite for a deeper
understanding and a more accurate modelling of paramount aspects of current chemical
research. To give an example, a detailed knowledge of the conformational behaviour of
biomolecules is a mandatory prerequisite in the attempt to elucidate the role played by
intra- or inter-molecular interactions in determining the biological activity in terms of
structure-activity relationship.
A breakthrough in this field was represented by the introduction of the so-called semi-
experimental (SE) equilibrium geometry (rSEe ), which is obtained by a least-squares fit
(LSF) of vibrational ground state experimental rotational constants (Bβ0 ) of different
isotopologues corrected for the computed vibrational contributions (∆Bβvib). [7, 8, 38]
Introduced by Pulay and coworkers [38], this method is nowadays considered the best
approach to determine accurate equilibrium structures for isolated molecules. [39] Such
an interplay of theory and experiment paves the way toward the extension of accurate
structural studies to systems larger than those treatable by experimental and QM methods
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separately. [10, 39–42]
An important part of this thesis concerns the development of an affordable and robust
computational protocol to determine accurate semiexperimental equilibrium structures
and its applications to medium-sized molecules in order to build a database of reference
equilibrium geometries widely accessible from the SMART Laboratory’s website. [43]
The results collected in the present thesis about SE structures are both a continuation
and an improvement of those presented in a recent work. [44] It was showed how the
use of DFT methods, in particular the B3LYP functional in conjunction with a polar-
ized double-ζ basis set (namely SNSD), in the ∆Bβvib calculations strongly reduces the
computational cost required for the determination of the vibrational corrections, without
significantly affecting the accuracy of the resulting SE equilibrium geometries in com-
parison with those obtained with higher levels of theory. This allowed the derivation of
accurate SE equilibrium structures for 47 molecules containing up to 15 atoms, mostly in-
cluding molecular building blocks of chemical and biological interest. The B3LYP/SNSD
model was found to be a very good compromise between accuracy and computational
cost in the calculation of ∆Bβvib contributions, thus making feasible the accurate deter-
mination of molecular structures for medium to large systems. However, in a few cases
it yields quite large uncertainties on rSEe parameters and significant discrepancies with
respect to re values optimized using high level Hartree-Fock calculations. Starting from
this consideration, we decided to validate the use of the more accurate double hybrid
B2PLYP functional [45], coupled with a valence triple-ζ basis set (namely cc-pVTZ) [46,
47], for SE geometrical determinations and redetermine all the rSEe structures collected in
the B3se set. Comparison between the B3LYP and B2PLYP SE results allows us to study
the stability of the SE determinations when DFT ∆Bβvib corrections are used. It has been
found that B3LYP and B2PLYP rSEe geometries do not show significant differences for
most of the systems, thus further confirming the accuracy of the equilibrium geometries
determined in our previous work. [44] Therefore, B3LYP ∆Bβvib corrections represent the
best compromise between accuracy and computational cost.
Significant discrepancies on some geometrical parameters have been found only for few
systems. In those cases, B2PLYP SE equilibrium geometries are affected by lower uncer-
tainties and are in better agreement with high level post-Hartree-Fock re optimizations.
In the light of these results, the B2se set is proposed as the reference set for equilibrium
structures, as it represents a very accurate approach in the calculation of rSEe , without any
significant loss of accuracy with respect to higher level post-Hartree-Fock calculations. [48,
49] In addition, good performances of B2PLYP in predicting equilibrium structures has
been noted, and very recently Adamo and co-workers extended this consideration to a
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larger panel of double-hybrid functionals. [26]
In order to overcome some limitation in the fitting procedure, the subsequent step has
been the development of a general and user-friendly software able to perform non-linear
constrained optimizations of equilibrium SE structures with updated definition of useful
statistical indicators. This new tool has been extensively tested and applied to the deter-
mination of 10 new SE equilibrium structures of interest for modeling molecules containing
one sulfur atom, and hence of bio- and astro-chemical relevance. In addition, in the case
of 4 molecules, we have also studied the SE equilibrium structure of the oxygenated ana-
logues, in order to (i) investigate the structural effects of sulfur-oxygen substitution, thus
gaining some insight on how the changes in electronic structure and nuclear potential
could affect rSEe , and (ii) enlarge further our data set. The new structures add some
important moieties to our collection, in which sulfur-containing functional groups were
underrepresented until now, in spite of their important role in biological molecules [50,
51] as well as in prebiotic [52] and interstellar chemistry. [53, 54]
These SE equilibrium structures not only represent a high quality benchmark for struc-
tural and spectroscopic studies, but, as discussed further in the text, they can be seen
as a set of “structural synthons” to be used in the framework of the so-called templating
molecule [44, 49] and linear regression [48, 55] approaches (TMA and LRA, respectively)
to build reliable equilibrium structures of larger molecules, such as amino acids, polypep-
tides and nucleobases.
1.2 Ab-initio prediction of microwave spectra: computations
for supporting experiments
Rotational spectroscopy, besides being a technique widely used to infer information on
molecular structure and dynamics, has a very important role in the investigation of atmo-
spheric chemistry and astrochemistry, [56, 57] as demonstrated by the growing number
of projects and experiments aimed to detect rotational signatures of gas-phase species in
either terrestrial or extraterrestrial environments. [36, 58, 59]
Back to Whitesides’ considerations [2], among the most compelling challenges of modern
chemistry there are (i) the search for additional experimental evidences about the origin
of life and, as a strictly connected topic, extraterrestrial chemistry; [60, 61] and (ii) the
elucidation of mechanisms that rule Earth’s atmosphere and the influence of human ac-
tivity on them. [62] In the frame of these fields, computational microwave spectroscopy
plays a leading role in driving the interpretation of experimental data and in elucidating
the chemical composition of both planets’ atmospheres and interstellar medium. [56–58,
63]
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Being rotational spectroscopy a high-resolution technique, all parameters involved in de-
termining the spectral features (structures, force constants, dipole moments, electric field
gradients, spin coupling tensors, etc.) need to be known with great accuracy even only to
qualitatively reproduce experimental outcomes. That’s why, up to now, reliable ab-initio
predictions of rotational spectra have been a prerogative of high level post-Hartree-Fock
model chemistries, such as composite schemes based on Coupled Cluster theory; more-
over, appropriate models to consider the anharmonic effects of molecular vibrations, as
for example VPT2 treatment, are mandatory. [11, 37, 49]
In line with the philosophy inspiring the so-called virtual multifrequency spectrometer
(VMS) [64], part of the work discussed in this thesis concerns contributions in the realiza-
tion of a user-friendly black box tool able to support researchers in the prediction, visual-
ization and interpretation of microwave experiments. In order to do so, VMS developers
have started to interface VMS with the widely used SPFIT and SPCAT programs [65],
and preliminary tests have been made to reach the aimed flexibility, robustness and relia-
bility. Concerning the latter feature, as mentioned above, very expensive calculations are
usually needed in order to obtain the desired accuracy. However, with the parametrization
of double hybrid functionals (such as B2PLYP), DFT now offers very good equilibrium
geometry predictions. [26] These achievements, together with the good accuracy of DFT
schemes in the calculation of the already cited vibrational corrections [44, 48], allow for
a satisfactory determination of rotational constants and dipole moments. On this basis,
exploiting both the new features of VMS and the SE equilibrium structures of some test-
molecules, part of the work has been dedicated to the evaluation of DFT performances
in the prediction of the major rotational observables, with the final aim of developing a
feasible and cost-effective protocol for the ab-initio prediction of rotational spectra.
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2 Theoretical Background: a semirigid point of view
To reach the objectives outlined in the Introduction, and thus to proceed to the study of
isolated medium sized-molecules from the point of view of rotational spectroscopy, there
is the need of a sufficiently accurate molecular model to which both experimental results
and computations should refer.
At a very general level, a molecular system can be defined as an ensemble of interacting
particles, but depending on the characteristics of this interactions many kinds of different
“chemical objects” can arise. This thesis is focused on molecules in which atoms are
strongly bound to each other, without any large-amplitude motions; i.e., with interactions
strong enough to permit only small deviations of nuclei with respect to the relative stable
positions. Systems that fit the above features are well described by the so-called “semirigid
molecule model” adopted throughout the text, and derived on the basis of non-relativistic
quantum theory. [66, 67]
The aim of this section is to give an idea, without any claim of completeness, of the
theoretical approach usually adopted to treat rotational spectra, with particular emphasis
on the relation between spectroscopic observables and computable molecular quantities.
Before starting, a clarification is necessary: the following formulation refers to asymmetric-
top molecules, i.e., molecules that don’t have any symmetry axis of order three or higher
and represent the majority of the cases discussed in this work. On the one hand, dealing
with molecules of this kind is cumbersome because it is not possible to obtain close
analytical expressions for energy levels, but on the other hand, this choice allows us to
avoid the treatment of degeneracies when perturbation theory is applied, thus reducing the
number of cases to be taken into account in writing equations. For a complete treatment,
the interested readers are referred to the cited literature.
2.1 The Born-Oppenheimer picture
Having defined the model system to be treated, we can now set up its quantum mechanical
treatment taking as starting point the time independent Schro¨dinger equation,
Hˆmol|Ψ(q,Q)〉 = E|Ψ(q,Q)〉 (1)
where |Ψ(q,Q)〉 is an eigenstate of the system, which is for our purpose the ground state,
and depends on both the q and the Q coordinates (e.g. cartesian) of electrons and nuclei,
respectively, while Hˆmol is the electrostatic non-relativistic molecular Hamiltonian for
Nel electrons moving around Nnuc nuclei, with almost fixed relative positions in the case
of the semirigid molecule model:
11
Hˆmol = Tˆnuc + Tˆel + Vˆnuc,nuc + Vˆnuc,el + Vˆel,el
= Tˆnuc + Hˆel
(2)
In the above equations Tˆ symbols indicate kinetic energy operators, which contain second
derivatives with respect to electronic or nuclear coordinates, while Vˆ are multiplicative
operators representing the various contributions to the Coulomb potential energy. The
Born-Oppenheimer approximation consists in the assumption that the total molecular
wave function can be written as the product of an electronic and a nuclear part, so that
the motion of electrons responds adiabatically to that of nuclei: [68]
|Ψ(q,Q)〉 = |ψ(q;Q)χ(Q)〉 (3)
In the above equation the semicolon indicates the parametric dependence onQ coordinates
of the electronic wave function ψ(q;Q), while χ(Q) concerns only the state of the nuclei.
In order to satisfy the requirement in Eq. 3, we can select ψ as one of the eigenfunction
of the electronic Hamiltonian
Hˆel|ψn(q;Q)〉 = n(Q)|ψn(q;Q)〉 (4)
and χ as an eigenstate of the nuclear Hamiltonian corresponding to the chosen eigenstate
of Hˆel:
[Tˆnuc + n(Q)]χnk(Q) = Enkχnk(Q) (5)
in which the electronic energy n(Q) plays the role of an external potential energy surface
(PES) on which the nuclei move.
Under these conditions, that we are free to choose from the mathematical point of view,
Eq. 1 yields
Hˆmol|ψn(q;Q)χnk(Q)〉 = Enk|ψn(q;Q)χnk(Q)〉+ ΩNA (6)
where ΩNA collects all the so called non-adiabatic terms, that contain first or second
derivatives of ψn(q;Q) with respect to the nuclear coordinates arising from the application
of Tˆnuc to the Born-Oppenheimer product. Looking at Eq. 6 it is clear that, in order to
have Eq. 3 satisfied, we must neglect the usually very small ΩNA term, and this is exactly
what the Born-Oppenheimer approximation assumes. This is particularly well justified
for the purpose of this thesis, in which the focus is on properties of semirigid molecules
12
in their electronic and vibrational ground state at the equilibrium geometry. [68–71] The
latter is defined as the set of Qe coordinates in correspondence to the absolute minimum
of the PES.
As a consequence of the considerations above, we hereafter refer to a picture in which the
nuclei of the semirigid molecule move along an external potential V (Q) determined by
the instantaneous motion of the electron in their ground state. All the properties of such
a system can be derived from the following effective nuclear Hamiltonian
Hˆnuc = Tˆnuc + V (Q) (7)
on which attention will converge in the following sections.
2.2 The Eckart-Sayvetz conditions
The next step before solving Eq. 5 is the choice of an optimal set of Q nuclear coordi-
nates. The space-fixed cartesian coordinates system (in which the Rn vector indicates
the position of the nth nucleus) can be replaced by a molecule-fixed system suitable for
the description of the various kinds of molecular motion. This new cartesian axes system
moves and rotates with the molecule, and is related to the space-fixed system through the
equation:
Rn = Rcm + S
−1(θ, φ, χ)(den + dn) (8)
where Rcm points in the origin of the molecule-fixed system, that is located at the cen-
tre of mass of the nuclear equilibrium configuration described by the den set of vectors
(
∑
nmnd
e
n = 0). The 3× 3 matrix S applies an orthogonal transformation that gives the
reciprocal orientation between the two systems as a function of Euler’s angles, while the
vectors dn take into account displacements of the nuclei from their equilibrium configu-
ration. To have consistency between the number of degrees of freedom in both sides of
Eq. 8, we impose the so called Eckart-Sayvetz conditions [72, 73]:
∑
n
mndn = 0 (9)
∑
n
mnd
e
n × dn = 0 (10)
The first condition guarantees distortions not to alter the centre of mass position, and
so prevents displacements of nuclei from their equilibrium configuration to constitute a
translation. If Eq. 9 is met, the translational motion of the system can be totally decoupled
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from the rotational and vibrational ones, whose coupling is minimized thanks to Eq. 10,
that states that no distortions represented by dn may constitute a rotation.
2.3 Partition of the Nuclear Kinetic Energy: a classical break
The Eckart-Sayvetz conditions allow to obtain a convenient expression for the Tˆnuc op-
erator in Eq. 5, whose resolution provides us with eigenstates and energy levels of the
systems under study. Starting from the classical expression for the kinetic energy of a
molecule
Tnuc =
1
2
Nnuc∑
n
mnR˙n · R˙n (11)
and making use of Eq. 8, 9 and 10, we can write, after vector manipulation and discarding
all terms involving translation, the following expression
Tnuc =
1
2
ωTIω + ω ·
Nnuc∑
n
mn(dn × d˙n) + 1
2
Nnuc∑
n
mnd˙n · d˙n (12)
where we have introduced the total angular velocity vector of the molecule-fixed system,
ω = θ˙ + φ˙+ χ˙, and the instantaneous inertia tensor
I =
∑
n
mn(|Rn|21−Rn ·RTn ) (13)
In the right hand side of Eq. 12 it is easy to recognize a pure rotational term and a
pure vibrational one, while the scalar product in the middle accounts for vibro-rotational
coupling and is responsible for the non complete separation of rotations and vibrations in
a molecular system.
At this point, it is useful to introduce normal coordinates, for which the symbol Q is
adopted in the following:
dαn = (mn)
−1/2
3Nnuc−6∑
k=1
lαn,kQk (14)
where lαn,k indicate the normalized α-components, in the molecule-fixed reference frame,
of the vibrational displacement of the nth atom along the kth normal mode. As it is well
know, in the harmonic approximation this change of variables permits to diagonalize the
external potential V (Q) in Eq. 7, and leads to a better description of molecular vibrations.
By combining Eq. 14 and 12, the form of nuclear kinetic energy becomes
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Tnuc =
1
2
∑
α
∑
β
ωαIαβωβ +
∑
α
ωα
∑
k
∑
l
ζαklQkQ˙l +
1
2
∑
k
Q˙2k (15)
in which the so-called Coriolis interaction constants
ζαkl =
∑
n
(lβnkl
γ
nl − lγnklβnl) = −ζαlk (16)
account for the coupling between the kth and the lth normal modes as a consequence of a
rotation around the α-axis of the molecule-fixed system.
It is now convenient to introduce an effective inertia tensor with the following expression
I ′αβ = Iαβ −
∑
i,j,k=1
ζαikζ
β
jkQiQj (17)
that can be used, together with some manipulation, to work out the following formulation
of Tnuc
2Tnuc =
∑
α
∑
β
ωαI
′
αβωβ +
∑
k
(Q˙k +
∑
α
ωα
∑
l
ζαklQl)
2 (18)
Finally, by introducing the vibrational momenta
Pk =
∂Tnuc
∂Q˙k
= Q˙k +
∑
α
ωα
∑
l
ζαklQl (19)
and the total angular momenta
Jα =
∂Tnuc
∂ωα
=
1
2
∑
β
I ′αβωβ +
∑
k
Pk
∑
l
ζαklQl =
1
2
∑
β
I ′αβωβ + piα (20)
we can further rearrange Eq. 18 to obtain its most interesting formulation for the purposes
of this section:
2Tnuc =
∑
α
∑
β
µαβ(Jα − piα)(Jβ − piβ) +
∑
k
P 2k (21)
where we have introduced the inverse of the effective inertia tensor, µ = (I ′)−1
2.4 Quantum Mechanical Nuclear Hamiltonian and Perturba-
tion Theory
The classical expression for the kinetic energy derived in the previous section is particu-
larly useful to develop the quantum mechanical treatment of the nuclear problem. It can
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be shown that the correct quantum mechanical form of Eq. 21, once inserted into Eq. 7,
gives rise to the following expression for the nuclear Hamiltonian, often referred as the
Watson Hamiltonian: [66, 70, 74]
Hˆnuc =
~2
2
∑
α,β
µαβ(Jˆα − pˆiα)(Jˆβ − pˆiβ) + 1
2
∑
k
Pˆ 2k + V (Q)−
~2
8
∑
α
µαα (22)
A discussion about the introduction of the last term in the right hand side of the above
equation goes beyond the purpose of this section and can be found in Ref. [75] and [66].
Within the Born-Oppenheimer approximation, Eq. 22 gives the complete expression in
normal coordinates of the vibro-rotational Hamiltonian for non-linear semirigid molecules,
and can be used in the solution of Eq. 5 in order to find the correct rovibrational energy
levels and eigenstates of the system under study. The usual procedure applied to molecules
with a well-defined equilibrium geometry is to expand the elements of inverse inertia
effective tensor µ, as well as the potential energy V (Q), in a series of powers of the
normal coordinates about the equilibrium geometry:
V (Q) =
1
2
∑
k
λkQ
2
k +
1
6
∑
k,l,m
φklmQkQlQm +
1
24
∑
k,l,m,n
φklmnQkQlQmQn + . . . (23)
µαβ = (I
e
αα)
−1{Ieααδαβ −
∑
k
a
(k)
αβQk +
3
4
∑
k,l,γ
a(k)αγQk(I
e
γγ)
−1a(l)γβQl − . . .}(Ieββ)−1 (24)
where the symbols
λk =
∂2V
∂Q2k
, φklm =
∂3V
∂Qk∂Ql∂Qm
and φklmn =
∂4V
∂Qk∂Ql∂Qm∂Qn
(25)
have been used to indicate, respectively, harmonic, cubic and quartic force constants;
while the symbol
a
(k)
αβ =
∂Iαβ
∂Qk
(26)
is another type of vibro-rotational interaction constant that accounts for the modifications
of the inertia tensor as a consequence of molecular vibrations. For small vibrational
amplitudes, as in the case of semirigid molecules, the series above are expected to converge
rapidly.
Once equations 23 and 24 are inserted into Eq. 22, it is convenient to use the notation
Hmn for various terms arising from the expansion of the Hamiltonian:
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Hˆnuc =
∑
m,n
Hmn (27)
where the subscript m is the degree in the vibrational operators (coordinates Qk and
momenta Pk), while the subscript n is the degree in the components of the total angular
momentum operator J .
An advantage of this notation is that a simple physical meaning can be assigned to the
individual Hmn in Eq. 27. For example
H20 =
1
2
∑
k
(Pˆ 2k + λkQ
2
k) and H30 =
1
6
∑
k,l,m
φklmQkQlQm
are, respectively, the harmonic oscillator operator and the first term describing the an-
harmonicity of molecular vibrations.
Concerning molecular rotation, the term
H02 =
∑
α
BeαJˆ
2
α with B
e
α =
~
2Ieα
is used in the rigid rotor approximation, in which vibration are not considered; note
that, being the equilibrium inertia tensor diagonal in the molecule-fixed system, a single
subscript has been used in defining rotational constants, for which the convention Bea ≥
Beb ≥ Bec is adopted in the following.
Mixed terms, in which both m and n are non-null, are important for vibro-rotational
effects such as centrifugal distortion (e.g. H12 and H22) and Coriolis interaction (H21).
For the purpose of this thesis, the resolution can be continued through the application
of perturbation theory, considering H20 + H02 as the unperturbed Hamiltonian and
introducing the other terms as various orders of perturbation. [37] Without entering into
details, that would required a discussion about the use of contact transformations in
order to diagonalize effective Hamiltonians (see Appendix A1 for a brief introduction), we
report in the following the most important results concerning the work presented in the
next sections. It is worth noting that all the spectroscopic observables we are interested
in can be expressed in terms of the already introduced computable molecular-dependent
quantities, such as λk, φklm, ζ
α
kl, I
e
α, and a
(k)
αβ .
2.4.1 Vibrational dependence of the rotational constants and semi-experimental
approach
A first result of perturbation theory that is central in this work concerns the effect of
molecular vibration on rotational constants. To the second order of perturbation, the
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terms that multiply J2α can be collected in effective rotational constants of the form
Bνα = B
e
α −
∑
k
ααk (νk +
1
2
) (28)
whereBνα is the effective rotational constant observed when the molecule is in the ν(· · · νk · · · )
vibrational state.
As anticipated, a typical microwave experiment investigates molecules in their vibrational
ground state, and the corresponding rotational constants can be expressed as follows
B0α = B
e
α −
∑
k
1
2
ααk = B
e
α + ∆B
α
vib (29)
where the vibrational correction ∆Bαvib can in principle be experimentally derived, but, as
outlined in the Introduction, for medium-sized molecules the only feasible way to deter-
mine them is the calculation on the basis of vibrational-rotational interaction constants:
ααk=−
2(Bαe )
2
ωk
∑
γ
3(a
(k)
αγ )
2
4Iαe
+
∑
j(ζ
α
kj)
2
(ωk−ωj)2
ωk+ωj
+
(ωk+ωj)
2
ωk−ωj
+pi( ch)1/2∑j φkkj a(j)ααωk
ω
3/2
j
 (30)
where ωk =
√
λk are the harmonic angular frequencies. It is worth noting that, thanks
to the propriety in Eq. 16, all possible terms involving accidental resonances (ωi ≈ ωj)
in equation 30 cancel out once the summation in equation 29 is performed, so that the
∆Bαvib correction is devoid of possible divergences. [76]
In the view of the above considerations, an important aspect of the model of reference in
interpreting microwave experiments is well represented in Figure 1, where the effects of
anharmonicity, as well as the need for a quantification of ∆Bαvib if we aim to determine
equilibrium structures from experimental data, are pointed out.
Figure 1 suggests that the equilibrium rotational constant Beα (and consequentially the
equilibrium inertia moment Ieα) can be derived by correcting the ground state vibrational
constant Bβ0 for vibrational contribution:
Beα = B
0
α −∆Bαvib (31)
When a generic experimentally determined ground-state rotational constant B0α is cor-
rected using a computed vibrational correction, the result is the so-called semi-experimental
(SE) equilibrium rotational constant BSEα = ~/(2ISEα ), with ISEα only depending on the
molecular equilibrium geometry and nuclear masses (see Eq. 13). In principle, from the
ISEα one can extract structural information, and this is actually one of the main goals of
the present work.
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Figure 1: Effect of anharmonicity on microwave experiments.
For the sake of completeness, despite it is not a result of vibrational perturbation theory,
we mention that also the electrons contribute to the moments of inertia, and hence to the
rotational constants, so that the final definition of BSEα becomes:
BSEα = B
0
α −∆Bαvib −∆Bαel , ∆Bαel =
me
Mp
gααB
e
α (32)
where me and Mp are electron and proton masses, while gαα denotes the diagonal element
of the rotational g-factor along the α inertial axis. A very detailed description of this topic
can be found in Ref. [77], while more recent studies have shown that the effect of electronic
correction ∆Bαel on the derived SE equilibrium structures is generally negligible. [78–80]
2.4.2 Centrifugal distortion
Another effect beyond the rigid rotor approximation that has to be taken into account
in order to correctly interpret rotational spectra is the centrifugal distortion. From a
qualitative point of view, this can be seen as the consequence of the rotation itself on
energy levels, that causes indeed a distortion of the molecular structure proportional to
the rotational energy. To discuss this aspect, we can resort to a phenomenological Hamil-
tonian for a semirigid asymmetric-top rotor, in which centrifugal distortion is taken into
account trough the introduction of so-called quartic (ταβγδ) and sextic (ταβγδη) distortion
constants:
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Hˆrot =
1
2
∑
α,β
µeαβJˆαJˆβ +
1
4
∑
α,β,γ,δ
ταβγδJˆαJˆβJˆγJˆδ
∑
α,β,γ,δ,,η
ταβγδηJˆαJˆβJˆγJˆδJˆJˆη + · · · (33)
As in the case of vibrational contribution to the rotational constants, centrifugal distortion
effects can be conveniently treated by means of perturbation theory, but their definition
deserves few additional comments. With reference to the development of perturbative
equations summarized in Appendix A1, the centrifugal distortion constants, namely the
parameters multiplying terms of the fourth and sixth (or higher) degree in the angular mo-
mentum components, arise when contact transformation is applied to the Hamiltonian 27
in order to eliminate coupling terms such as H12 and rewrite it in a block-diagonal form.
As underlined in the Appendices, this operation presents a certain amount of arbitrari-
ness, that reflects on the non unique definition of centrifugal distortion constants. In
the following, we refer to the so-called Watson’s A reduced Hamiltonian, in which the S
matrix in the contact transformation (see Appendix A1) is chosen in a way that allows
to simplify Eq. 33 and obtain an expression of the kind:
H˜ = H02 + H˜04 + H˜06 + . . . (34)
where H˜04 depends on only 5 quartic centrifugal distortion constants (∆J ,∆JK ,∆K , δJ , δK),
while the number of sextic parameters in H˜06 is reduced to 7 (ΦJ ,ΦJK ,ΦKJ ,ΦK , φJ , φJK , φK).
All these new terms are combinations of ταβγδ and ταβγδη coefficients, but their reduced
number makes feasible their experimental determination trough a least square fit on tran-
sition frequencies and other direct observables.
As before, we avoid a detailed discussion of the perturbative treatment based on contact
transformation, that would be necessary for deriving all the expressions [66], and we limit
ourself to consider that the quartic centrifugal distortion constants can be easily estimated
at the harmonic approximation level:
ταβγδ = −1
2
∑
k
a
(k)
αβa
(k)
γδ
λkIeααI
e
ββI
e
γγI
e
δδ
(35)
while the sextic contributions have rather complex expressions and require the knowledge
of the cubic force field. [81]
As a result, considering molecules in their vibrational ground state, the resolution of the
vibro-rotational Schro¨dinger equation through the application of perturbation theory up
to the second order gives rise to the prediction of rotational energy levels whose separation
is influenced both by molecular vibration and rotation itself through centrifugal distor-
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tion. It is worth to stress that all the mentioned effects can be estimated from anharmonic
computations.
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3 Methodology and Computational Details
In this section the computational methods and strategies considered in the present thesis
are introduced and discussed. In both the SE structures derivation and rotational spectra
prediction the main point in the choice of a suitable computational approach is to find
a good compromise between accuracy and costs. In particular, as regards equilibrium
structures, we aim to an accuracy of 0.001 A˚ for bond lengths and 0.1 degrees for bond
angles, while in the case of microwave transitions an error smaller than the 0.1 % of the
experimental measurements can be considered satisfactory.
3.1 Ab-initio predictions of accurate molecular structures
The theoretical calculation of accurate molecular equilibrium structures is crucial for a
reliable prediction of rotational spectra, but it is also extremely useful as basis of compar-
ison when new semi-experimental equilibrium structures are derived for the first time, as
it is often the case in this work. Obviously, as far as quantum chemical calculations are
concerned, the accuracy that can be reached in geometry optimization strongly depends
on the chosen model chemistry and on the proper account of electron correlation and basis
set convergence. For small- to medium-sized molecules, in the absence of large multirefer-
ence character, it is nowadays well established that highly accurate structural parameters
can be obtained employing coupled cluster (CC) techniques. In particular, composite
schemes can be followed in order to address a proper extrapolation to the basis-set limit
and a correct treatment of electron correlation. In the last decades, the CC singles and
double with a perturbative treatment of triple excitations (CCSD(T)) [82] has been shown
to deserve the role of “gold standard” among various post Hartree-Fock models, being
able to provide quantitative prediction of molecular geometries directly comparable to
semi-experimental and (when available) experimental results.
In view of evaluating very accurate ab-initio equilibrium structures, composite approaches
are usually employed as they have been implemented for example in the quantum-chemical
CFOUR program package. [83] In the frame of the composite scheme frequently consid-
ered in this work, the contributions are evaluated separately at the highest possible level
and then, by resorting to the additivity approximation, combined in order to obtain
best theoretical estimates. [84] The approach considered is based on additivity of the
energy extended at the energy-gradient level [83, 85, 86], usually in conjunction with
the correlation-consistent polarized cc− p(C)V nZ basis sets. [46, 79, 87, 88] The contri-
butions taken into account are: the Hartree-Fock self-consistent-field (HF-SCF) energy
extrapolated to the basis-set limit, the valence correlation energy at the CCSD(T) level
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extrapolated to the basis-set limit as well, and the core-valence correlation correction.
The energy gradient used in the geometry optimization is therefore given by
dECBS+CV
dx
=
dE∞(HF− SCF)
dx
+
d∆E∞(CCSD(T))
dx
+
d∆E(CV)
dx
(36)
where dE∞(HF-SCF)/dx and d∆E∞(CCSD(T))/dx are the HF-SCF and CCSD(T) ex-
trapolated energy gradients, respectively. Core-correlation effects are included by adding
the corresponding correction, d∆E(CV)/dx, with the core-correlation energy correction,
∆E(CV), being obtained as the difference between all-electron and frozen-core CCSD(T)
energies using the same core-valence basis set. Within this scheme, the energy gradi-
ent to be minimized in the geometry optimization procedure can be be set up accord-
ing to specific needs, with the inclusion of additional terms beyond those considered in
Eq. 36. [84] Nevertheless, Fig. 2 emphasizes the extremely good results for the equilibrium
geometries obtained from the minimization of the energy gradient of eq. (36), denoted as
CCSD(T)/CBS+CV structures in the following, also with respect to more sophisticated
schemes.
Figure 2: Normal distribution of the errors for the calculated equilibrium rotational con-
stants in comparison with experimental equilibrium Be values; note that this is an indirect
way to compare equilibrium molecular structures too. “CCSD(T)/CBS+CV+fT+fQ”
stands for rotational constants corresponding to equilibrium structures at a level beyond
the scheme in Eq 36, while “CCSD(T)/TZ” means rotational constants corresponding to
CCSD(T)/cc-pVTZ optimized geometries. It is worth noting how CCSD(T)/CBS+CV
scheme provide almost the same accuracy of the highest level considered. Figure taken
from ref. [84].
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Thanks to their accuracy, CCSD(T)/CBS+CV structure can be taken as reference, or at
least be used in order to check the reliability of different approaches. Unfortunately, due
to their computational cost and time, the applicability of this level of theory is limited
and, as a consequence, other strategies have to be developed.
3.2 Anharmonic computations for vibrational corrections and
sextic centrifugal distorsion constants
Anharmonic force field calculations require the evaluation of the derivatives of the energy
with respect to the coordinate system chosen, for example along normal coordinates of the
molecule under study, in view of applying the equations of perturbation theory presented
in the previous section. These can be computed using either numerical or analytic tech-
niques, where the former approach clearly suffers from the problems of limited accuracy
and larger computational cost, but the latter is not yet available for correlated method
and DFT computations in the main quantum chemical packages. [37] As a consequence, in
both the semi-experimental approach and the rotational spectra prediction, an important
computational bottleneck is the calculation of the cubic force field, that, as previously
noted, is necessary for the evaluation of vibrational corrections (see Eq. 30) and sextic
centrifugal distortion constants. The cubic force constants are evaluated by means of
numerical differentiation [89–91]:
φijk =
φ+jk − φ−jk
2∆r
(37)
with φjk denoting the analytical quadratic force constants in normal-coordinate represen-
tation, φ+jk and φ
−
jk the corresponding force constants at the displaced geometries, and
∆r the displacement along the r -th normal coordinate. Since a number of computational
steps up to (3N − 6) × 2 is required, the larger the number of atoms in the molecule,
the more the procedure becomes time consuming. As concerns the accuracy, for most
of the applications in the field of rotational spectroscopy the CCSD(T) level of theory
and even the second-order Møller-Plesset perturbation theory (MP2) [92] in conjunction
with medium-sized basis sets (triple- or quadruple-zeta quality) are suitable. A good
compromise between time and accuracy is in general represented by DFT methods. In
the particular case of the calculation of vibrational corrections to rotational constants
appearing in Eq. 32, it has been shown that the use of DFT schemes does not affect sig-
nificantly the resulting SE equilibrium structure, as better discussed in the following. [44]
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In the present investigation, the quadratic and cubic force fields required for the computa-
tion of the ∆Bβvib term have been evaluated by two computational models rooted into the
density functional theory. The hybrid B3LYP functional [93–95] was used in conjunction
with the polarized double-ζ SNSD basis set [96–98], which is obtained from a standard
6-31G basis set and adding, with a subsequent optimization of orbital exponents, one con-
tracted and one diffuse s-type function on each atom, together with diffuse p and d -types
functions on second- and third-row atoms. [98] Several papers have shown that the SNSD
basis set represents an excellent compromise between accuracy and computational cost for
several spectroscopic properties, and in particular within the anharmonic computational
schemes widely adopted in our group [25, 96, 97, 99–102]. In addition, the remarkable
results obtained in the previous work [44] with molecules containing up to 15 atoms en-
courage us to believe that the B3LYP/SNSD computational model can pave the route to
the extension of the SE approach to the structural analysis of larger systems, provided its
limits are clearly defined. The double-hybrid B2PLYP functional [45, 103, 104] was used
in conjunction with the correlation-consistent polarized triple-ζ cc-pVTZ basis set [46,
87, 88, 105] (shortly denoted as VTZ), which has shown to provide very accurate har-
monic frequencies and anharmonic corrections [104, 106]. The harmonic parts have been
evaluated from analytical second derivatives, whereas the cubic force fields by numerical
differentiation in the normal-coordinate representation [89–91, 107–109]. Very-tight crite-
ria have been used for the SCF and geometry optimization convergence, together with an
ultra-fine grid for the numerical integration connected to the exchange-correlation func-
tional and its derivatives. All the calculations have been performed with the G09-D01
package, [110] with the default step of 0.01 A˚ for the numerical differentiations.
The ∆Bαel contributions have been evaluated by calculating the g
αα constants by the
B3LYP functional in conjunction with the aug-cc-pVTZ (hereafter AVTZ) basis set. [47,
105]
3.3 Least square fit and error analysis
Eq. (32) suggests how the SE equilibrium rotational constant BSEα , and consequentially
the SE equilibrium inertia moment ISEα , can be derived by correcting the ground state
vibrational constant B0α for theoretically determined vibrational and electronic contri-
butions. As already underlined, from these data one can in principle extract structural
information exploiting the dependence of ISEα from structural parameters and nuclear
masses (see Eq. 13), but since for a generical asymmetric top molecule only 3 rotational
constants (and consequently 3 moments of inertia) are available at most (corresponding
to the 3 inertial axes), complete structure determinations are limited to those molecules
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with 3 geometrical parameters or less. To overcome this problem, we can resort once
again to the BO approximation. In fact, within this approximation, all isotopic species
of a molecule (isotopologues) share the same potential energy surface and thus the same
equilibrium structure. On these grounds, in order to determine the complete SE equi-
librium structure of a molecule, one can proceed to the experimental determination of
as many B0α as possible (i.e., for the largest possible set of isotopologues) and to the
calculation of the corresponding vibrational and electronic corrections. The semi experi-
mental equilibrium structure rSEe is then obtained by a least-squares fit of the molecular
structural parameters to the ISEα . Therefore, the fit requires at least as many independent
rotational constants as there are structural degrees of freedom. Nevertheless, the use of
more constants is preferred.
An additional issue that should be stressed is the general need of having a well-conditioned
system of equations, which means that the set of rotational constants should be balanced,
i.e., if possible, it should contain information on isotopic substitution for each nucleus.
In the fitting procedure, the weighting scheme of semi-experimental data usually reflects
the accuracy of the experimental rotational constants.
The accuracy of the SE equilibrium structures has been investigated in detail in Ref. [39]
and the overall conclusion is that the accuracy is such that these equilibrium geometries
can be used as reference structures.
Concerning the fitting procedure, the SE equilibrium geometries presented in this work
have been obtained using both xrefit module of the CFOUR program package [83] and
a new software under development in our group, which allows one to perform non-linear
constrained optimizations. The latter has been introduced in order to overcome some
limitations and deal with particularly problematic systems presented in a next section,
that have required a higher degree of flexibility in the fitting procedure with respect to
the other cases. One of the main features of the new tool is the possibility of computing
the analytical Hessian matrix of the residual function (the squared norm of the residual
vector) at the optimized geometry, thus allowing to characterize the critical point reached
at the end of the minimization procedure. Regarding its robustness and the reliability
of the results, they have been confirmed by studying a representative set of different
molecular systems and comparing the outcomes with those of xrefit.
As it is well known, the aim of an optimization is the determination of the vector x*
minimizing the residual function Rf (x):
Rf (x) =
N∑
i=1
r2i (x) =
N∑
i=1
(
ySEi − yguessi (x)
)2
= R(x)TR(x) = ‖R(x)‖2 (38)
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where ySE and yguess are N -dimensional vectors containing the semi-experimental and
the guessed data, respectively, R represents the corresponding residual vector (with ele-
ments ri), while x = (x1, . . . , xM) is the set of variables characterizing the optimization
procedure.
Eq. 13 puts in evidence that the relation between inertia tensor and structural parameters
is not linear, because in general ∂I
SE
α
∂xi
= f(x), where x represents a complete set of
structural parameters that define molecular geometry. This difficulty can be overcome by
performing the optimization through an iterative procedure, where at each iteration k the
correction vector for the geometry can be found by solving a linear system of the type:
B(xk)∆xk = −g(xk)
xk+1 = xk + αk∆xk
(39)
where B(xk) is a general symmetric and positive definite matrix, ∆xk is the correction
vector, g(xk) is the gradient of the residual function, and αk is a scaling factor which
ensures that the value of the function decreases at each iteration [111]. The flowchart
in Fig. 3 sketches the organization and the main features of the new fitting program, for
which a detailed description of the implementation goes beyond the scope of this thesis.
Once the optimized set of structural parameters x* has been computed, useful error-
related quantities can be defined.
The choice adopted by xrefit is to use the following formulation of root-mean-square
(RMS) error as an indicator of fits’ quality
RMS =
‖R(x*)‖
N
(40)
while in the new software this has been replaced by the residual standard deviation s
defined by Demaison [112] as
s =
‖R(x*)‖√
N −M (41)
in order to take into account also the number of degrees of freedom in discussing the
optimization results.
Another difference between the two programs is the definition of the uncertainties on the
optimized variables, that in the xrefit code are given by means of the standard deviations:
s(xj) =
√
[C(x*)]jj (42)
where C(x*) is the variance-covariance matrix, defined on the basis of the Hessian matrix
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Figure 3: Pictorial representation showing the general organization of the fitting program.
of the residual function evaluated at the optimum geometry
C(x*) = s2H−1(x*) (43)
Differently, the uncertainties in the new code have been defined through the evaluation
of the confidence interval for each parameter xj:
xj − ts(xj) ≤ xj ≤ xj + ts(xj) (44)
where t is given by the Student’s distribution. Eq. 44 can be easily extended to any
function of the variables x through proper error propagation [112].
In solving equations 39, it may happen that some parameters turn out to be very sensitive
to small changes in the data and they suffer from large uncertainties so that they have
poor significance. This is often due to the correlation of parameters that leads to an
28
ill-conditioned optimization problem [112]. A reliable yardstick for assessing whether this
kind of problems are present is provided by the condition number (κ) [113]:
κ(J) =
√
λmax√
λmin
(45)
in which λmax and λmin are the largest and the smallest eigenvalue of the square matrix
J>J, J being the Jacobian matrix (Ji,j =
∂ri(x)
∂xj
|x=x*) whose columns have been normal-
ized. As a rule of thumb, a large condition number (≥ 103 in the present case) has to be
considered diagnostic for the presence of potentially harmful ill-conditioning. [112, 113]
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4 Semi-Experimental Structures: the B2PLYP route
In this section, the results concerning the use of B2PLYP/VTZ model chemistry in the
determination of SE equilibrium structure are discussed. In line with the computational
protocol presented in Ref. [44], fits have been performed using the xrefit module of the
CFOUR program package. [83]
Figure 4: Sketch of the molecules for which we have used in the Tables a specific atom
labelling. The four new molecules included in B3se and B2se sets are underlined.
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4.1 Validation and Performances of B2PLYP/VTZ Force Fields
The performance of the B2PLYP/VTZ force fields in the computation of the vibrational
contributions to ground-state rotational constants, used in the derivation of SE equilib-
rium geometries, has been systematically tested on the 21 molecules previously included
in the CCse set [44] (HCN, HNC, HCO+, HNCCN+, HCCH, HCCCCH, H2CCCH2, SH
+
3 ,
NH3, H2O, H2CO, CH2ClF, CH2CHF, cis-CHFCHCl, oxirane, dioxirane, cyclobutene,
trans-glyoxal, cis and trans-acrolein, pyridazine) and on phenyl radical, leading to a total
number of 22 molecules.
For the 21 molecules already discussed in our previous paper [44], the new B2PLYP/VTZ
SE equilibrium structures are explicitly reported in Table A2 in the Appendices, together
with the B2PLYP/VTZ re geometries. Regarding phenyl radical, the recent results in the
detection of its microwave spectra [114] and the determination of its cubic force field at
the CCSD(T)/ANO0 level [114] have allowed a CC SE determination, that is reported in
Table 1 together with DFT SE results, and will be discussed in detail in a next section.
In all cases the B3LYP/AVTZ electronic corrections have been also included.
In the Tables we report the root mean square (RMS) of the residuals or the residual stan-
dard deviation (s) in terms of differences between observed and fitted moments of inertia
as indicators of the quality of the fit and of the mutual coherence between experimental
and theoretical data. For planar molecules, the mean inertial defects ∆e = IC − IB − IA,
are always reported as indicators of the quality of the fits.
31
T
ab
le
1:
rS
E
e
an
d
r e
ge
om
et
ri
es
fo
r
p
h
en
y
l
ra
d
ic
al
.
S
ee
F
ig
u
re
4
fo
r
at
om
n
u
m
b
er
in
g.
rS
E
e
a
r e
B
3L
Y
P
/S
N
S
D
b
B
2P
L
Y
P
/V
T
Z
b
C
C
S
D
(T
)/
A
N
O
0
b
,c
C
C
S
D
(T
)/
A
N
O
0
c
,d
B
3
L
Y
P
/
S
N
S
D
B
2
P
L
Y
P
/
V
T
Z
C
C
S
D
(T
)/
C
V
Q
Z
e
C
C
/
C
B
S
+
C
V
+
a
u
g
f
r(
C
i-
C
o
)
1
.3
72
6(
7)
†
1.
37
28
(7
)†
1.
37
22
(3
)†
1.
3
7
3
1
(4
7
)†
1.
3
7
6
4
1
.3
7
1
6
1.
3
7
4
1
1.
3
6
9
3
r(
C
o
-C
m
)
1
.3
98
9(
3)
1
.3
99
0(
3)
1.
39
84
(1
)
1.
3
9
8
0
(1
7
)
1.
4
0
4
3
1
.3
9
9
4
1.
3
9
9
3
1.
3
9
4
7
r(
C
m
-C
p
)
1.
39
36
(2
)
1
.3
93
7(
2)
1.
39
31
(1
)
1.
3
9
2
7
(1
6
)
1.
3
9
6
8
1
.3
9
1
8
1.
3
9
2
6
1.
3
8
8
2
r(
C
o
-H
)
1
.0
79
9(
2)
1
.0
79
9(
2)
1.
08
08
(1
)
1.
0
8
0
5
(1
2
)
1.
0
8
6
4
1
.0
8
0
4
1.
0
8
0
6
1.
0
8
1
1
r(
C
m
-H
)
1
.0
81
1(
2)
1
.0
81
3(
2)
1.
08
19
(1
)
1.
0
8
1
4
(1
2
)
1.
0
8
7
2
1
.0
8
1
4
1.
0
8
1
7
1.
0
8
2
2
r(
C
p
-H
)
1.
08
02
(2
)
1
.0
80
4(
2)
1.
08
09
(1
)
1.
0
8
1
8
(1
4
)
1.
0
8
6
1
1
.0
8
0
4
1.
0
8
0
8
1.
0
8
1
2
a(
C
o
-C
i-
C
o
)
12
5.
87
(3
)
12
5
.8
2(
3)
12
5.
85
(1
)
1
2
5.
8
0
(2
0
)
1
2
5.
9
8
1
2
5
.9
3
1
2
5.
7
4
1
2
5.
7
8
a(
C
i-
C
o
-C
m
)
11
6.
59
(3
)
11
6
.6
2(
3)
11
6.
60
(1
)
1
1
6.
6
0
(2
3
)
1
1
6.
4
9
1
1
6
.5
3
1
1
6.
6
1
1
1
6.
5
6
a(
C
o
-C
m
-C
p
)
12
0
.1
7(
2)
12
0
.1
5(
2)
12
0.
16
(1
)
1
2
0.
1
8
(1
3
)
1
2
0.
1
9
1
2
0
.1
8
1
2
0.
1
7
1
2
0.
2
9
a(
C
m
-C
p
-C
m
)
12
0
.6
2(
2)
12
0
.6
3(
2)
12
0.
63
(1
)
1
2
0.
6
5
(1
2
)
1
2
0.
6
6
1
2
0
.6
6
1
2
0.
6
9
1
2
0.
5
2
a(
C
i-
C
o
-H
)
12
2
.9
7(
3)
12
2
.9
6(
3)
12
2.
90
(1
)
1
2
2.
3
5
(1
6
)
1
2
2.
4
7
1
2
2
.4
3
1
2
2.
3
5
1
2
2.
4
4
a(
C
o
-C
m
-H
)
12
0.
41
(3
)
12
0
.4
4(
3)
12
0.
39
(1
)
1
1
9.
8
3
(1
8
)
1
1
9.
6
3
1
1
9
.6
3
1
1
9.
6
6
1
1
9.
5
6
a(
C
m
-C
p
-H
)
11
9
.6
9(
1)
11
9
.6
8(
1)
11
9.
68
(1
)
1
1
9.
6
8
(8
)
1
1
9.
6
7
1
1
9
.6
7
1
1
9.
6
5
1
1
9.
7
4
R
m
s
re
si
d
.
[u
·a
2 0
]
0.
00
05
0.
00
05
0
.0
00
2
0.
0
0
3
5
-
-
-
-
M
ea
n
∆
e
[u
A˚
2
]
−0
.0
01
62
−0
.0
02
72
−0
.0
02
49
−0
.0
0
2
5
1
-
-
-
-
D
is
ta
n
ce
s
in
A˚
,
an
gl
es
in
d
eg
re
es
.
i,
o,
m
,
p
st
an
d
s
fo
r
ip
so
,
o
rt
o
,
m
et
a
a
n
d
pa
ra
,
re
sp
ec
ti
ve
ly
.
a)
T
h
e
d
ig
it
s
w
it
h
in
p
ar
en
th
es
es
ar
e
th
e
u
n
ce
rt
ai
n
ti
es
on
th
e
g
eo
m
et
ri
ca
l
p
a
ra
m
et
er
s.
†i
n
d
ic
a
te
s
th
e
in
cl
u
si
o
n
o
f
∆
B
β e
l
a
n
d
∆
e
=
I C
−
I B
−
I A
is
th
e
in
er
ti
a
l
d
ef
ec
t.
b
)
T
h
e
fi
ts
h
av
e
b
ee
n
p
er
fo
rm
ed
on
S
E
I
e C
m
om
en
ts
of
in
er
ti
a
o
f
a
ll
n
in
e
is
o
to
p
o
m
er
s
a
n
d
I
e A
m
o
m
en
ts
o
f
in
er
ti
a
o
f
C
6
D
5
,
C
6
H
5
,
o−
C
6
H
4
D
a
n
d
p
−C
6
H
4
D
is
ot
op
om
er
s
(s
ch
em
e
2)
.
c)
C
C
S
D
(T
)/
A
N
O
0
∆
B
β v
ib
fr
om
re
f.
[1
14
].
d
)
T
h
e
fi
ts
h
av
e
b
ee
n
p
er
fo
rm
ed
on
S
E
I
e C
m
om
en
ts
of
in
er
ti
a
o
f
a
ll
n
in
e
is
o
to
p
o
m
er
s
a
n
d
I
e A
m
o
m
en
ts
o
f
in
er
ti
a
o
f
C
6
D
5
,
C
6
H
5
,
o−
C
6
H
4
D
,
m
−C
6
H
4
D
a
n
d
p
−C
6
H
4
D
is
ot
op
om
er
s
(s
ch
em
e
1)
.
e)
C
C
S
D
(T
)/
C
V
Q
Z
r e
fr
om
re
f.
[1
14
].
f)
C
C
S
D
(T
)/
C
B
S
+
C
V
+
au
g
r e
fr
om
re
f.
[1
15
].
32
Figure 5: Statistical distributions of the B2PLYP/VTZ and B3LYP/SNSD deviations
from CCSD(T) SE equilibrium parameters for the molecules belonging to the CCse set.
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The differences in the geometrical parameters of the B2PLYP/VTZ and B3LYP/SNSD
SE equilibrium geometries with respect to the CCSD(T) SE equilibrium structures are
graphically reported in Figure 5. On inspection of the figure, it is apparent that B2PLYP
results show deviations strongly clustered around zero, which never exceeds 0.002 A˚.
From the statistical analysis reported in Table 2, the deviations for all B2PLYP/VTZ
bond lengths and valence angles show mean values of zero, very low standard deviations
(0.0005 A˚ and 0.05 degrees) and mean absolute errors (MAE) (0.0004 A˚ and 0.03 degrees).
A general improvement is observed with respect to the B3LYP/SNSD distributions, al-
though the differences are small. The R2 of the linear regressions obtained plotting the
CCSD(T) rSEe values as functions of the corresponding B3LYP and B2PLYP r
SE
e values
(see Figure 6 and Table 3) does not point out any significant deviation from linearity,
confirming that the use of both B2PLYP and B3LYP corrections in the SE approach
leads to results that reproduce very well the best SE equilibrium structures.
4.2 The B2se set
In the light of the excellent results obtained, B2PLYP/VTZ SE equilibrium structures
have been determined for all molecules belonging the B3se set [44] not yet taken into ac-
count in the previous section (CH2F2, CCl2F2, CH2Cl2, CHClF2, ethene, ethenol, propene,
butadiene, cyclopropane, aziridine, benzene, pyrrole, pyrazole, imidazole, furan, thio-
phene, maleic anhydride, pyridine, dimethyl ether, cis and trans-formic acid, cis-methyl
formate, glycolaldehyde, and propanal; see Table A2 in the Appendices section and Ta-
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Table 2: Mean, standard deviation, and mean absolute error (MAE) for the B2PLYP/VTZ
and B3LYP/SNSD deviations from CCSD(T) SE equilibrium parameters for the molecules
belonging to the CCse set. For the different types of bonds, only the sets having at least
7 items have been considered.
B2PLYP/VTZ B3LYP/SNSD
All bonds (74 items)
Mean +0.0000 −0.0001
St. Dev. 0.0005 0.0009
MAE 0.0004 0.0007
CH bonds (30 items)
Mean −0.0002 −0.0005
St. Dev. 0.0004 0.0005
MAE 0.0003 0.0006
CC bonds (21 items)
Mean +0.0002 +0.0005
St. Dev. 0.0005 0.0009
MAE 0.0004 0.0009
CO bonds (7 items)
Mean +0.0002 +0.0003
St. Dev. 0.0002 0.0004
MAE 0.0002 0.0005
All angles (46 items)
Mean +0.00 +0.00
St. Dev. 0.05 0.07
MAE 0.03 0.05
Table 3: Parameters for linear regressions of the CCSD(T) rSEe parameters versus the
B2PLYP/VTZ and B3LYP/SNSD rSEe ones for the molecules belonging to the CCse set.
B2PLYP/VTZ B3LYP/SNSD
All bonds
A 0.999068 0.998004
B 0.001152 0.002514
R2 0.999993 0.999978
All angles
A 1.000425 1.000032
B −0.050991 −0.005710
R2 0.999982 0.999957
rSEe (CCSD(T)) = A · rSEe (DFT) +B
bles 4 and 5 in the text), adopting the same set-ups used in B3LYP/SNSD fits, if not
explicitly indicated in the following, and collecting all the B2PLYP/VTZ SE equilibrium
geometries in the B2se set. The agreement between the parameters of the B3se and B2se
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Figure 6: CCSD(T) rSEe equilibrium parameters plotted versus the B2PLYP/VTZ and
B3LYP/SNSD rSEe values for the molecules belonging to the CCse set.
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sets is generally very satisfactory. The few problematic cases are collected in Table 4 and
discussed in the following.
A quite large discrepancy is found for the C3-C4 bond length of furan, where the B3LYP
rSEe value (1.4344 A˚) is larger than its B2PLYP counterpart (1.4317 A˚), which is, in turn,
in remarkable agreement with the MP2/VTZ result (1.432 A˚), taken from ref. [116].
Conversely, the B2PLYP rSEe parameters for thiophene show a very good agreement with
B3LYP ones, which present relevant differences with respect to those previously derived
from a combined use of electron diffraction (ED), microwave spectroscopy (MW) and
computed vibrational contributions at the B3LYP/6-311+G∗ level [117], as discussed in
ref. [44]. The largest discrepancies are found on S-C2 (1.704 A˚ and 1.7126 A˚ for literature
and present determination, respectively), C2-C3 (1.372 A˚ versus 1.3625 A˚), C2-H (1.085
A˚ versus 1.0772 A˚) and C3-H (1.088 A˚ versus 1.0792 A˚) bond lengths and C2-S-C5 (94.2
degrees versus 91.88 degrees).
Significant differences are found for the H-C=O bond angles of cis- and trans-formic acids.
The B3LYP value for the cis and trans rotamers are respectively 0.34 and 0.24 degrees
larger than the B2PLYP ones,(124.21 and 125.38 degrees), which are in better agreement
with the MP2/VTZ SE equilibrium values (123.26 and 125.04 degrees). [118] All other
parameters calculated by employing B2PLYP vibrational corrections are in satisfactory
agreement with their B3LYP counterparts.
Peroxyformic acid (see Figure 4) is the simplest organic peroxyacid exhibiting internal
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Table 4: B3LYP/SNSD and B2PLYP/VTZ rSEe and B2PLYP/VTZ re geometries of fu-
ran, thiophene, cis and trans-formic acid, peroxyformic acid, and cis-methyl formate.
Distances in A˚, angles in degrees. Atom numbering is the same of Ref. [44] and it is also
reported in Figure 4.
rSEe
a
re
B3LYP/SNSD B2PLYP/VTZ B2PLYP/VTZ
furan
r(C2-O) 1.3598(4)† 1.3598(1)† 1.3615
r(C2=C3) 1.3542(4) 1.3551(2) 1.3569
r(C3-C4) 1.4344(19) 1.4317(0) 1.4311
r(C2-H) 1.0739(3) 1.0731(2) 1.0734
r(C3-H) 1.0743(3) 1.0751(1) 1.0748
a(C2-O-C5) 106.50(3) 106.61(2) 106.69
a(O-C2-C3) 110.79(4) 110.66(2) 110.53
a(C2-C3-C4) 105.96(6) 106.04(3) 106.12
a(H-C2-O) 115.82(3) 115.88(1) 115.90
a(H-C3-C4) 127.61(3) 127.68(1) 127.51
Rms resid. [u · a20] 0.0010 0.0003 -
Mean ∆e [uA˚
2] 0.00116 −0.00097 -
thiophene
r(S-C2) 1.7127(5)† 1.7126(5)† 1.7215
r(C2=C3) 1.3625(9) 1.3622(8) 1.3671
r(C3-C4) 1.4233(21) 1.4233(21) 1.4210
r(C2-H) 1.0772(5) 1.0771(5) 1.0757
r(C3-H) 1.0792(3) 1.0794(3) 1.0786
a(C2-S-C5) 91.88(4) 91.88(4) 91.83
a(S-C2-C3) 111.66(3) 111.66(3) 111.45
a(C2=C3-C4) 112.40(7) 112.40(7) 112.63
a(H-C2-S) 120.06(10) 120.11(10) 120.19
a(H-C3-C4) 124.14(3) 124.14(2) 124.08
Rms resid. [u · a20] 0.0010 0.0009 -
Mean ∆e [uA˚
2] 0.00340 0.00147 -
cis-formic acid
r(C-H) 1.0985(3)† 1.0981(1)† 1.1001
r(C=O) 1.1910(3) 1.1911(1) 1.1933
r(C-O) 1.3485(3) 1.3482(1) 1.3515
r(O-H) 0.9619(2) 0.9612(1) 0.9636
a(H-C=O) 124.21(18) 123.87(3) 124.06
a(O-C=O) 122.30(1) 122.28(1) 122.60
a(C-O-H) 109.00(2) 109.18(1) 109.29
Rms resid. [u · a20] 0.0003 0.0001 -
Mean ∆e [uA˚
2] −0.00067 0.00008 -
trans-formic acid
r(C-H) 1.0918(3)† 1.0918(2)† 1.0934
r(C=O) 1.1973(5) 1.1976(3) 1.1999
r(C-O) 1.3417(5) 1.3411(3) 1.3451
r(O-H) 0.9656(4) 0.9660(2) 0.9691
a(H-C=O) 125.38(22) 125.14(15) 125.31
a(O-C=O) 124.78(1) 124.81(1) 125.14
a(C-O-H) 106.78(2) 106.81(2) 106.91
Rms resid. [u · a20] 0.0005 0.0004 -
Mean ∆e [uA˚
2] 0.00057 0.00005 -
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peroxyformic acid
r(C-H) 1.0901(1)† 1.0905(1)† 1.0919
r(C=O) 1.2018(1) 1.2015(1) 1.2042
r(C-O) 1.3374(1) 1.3368(1) 1.3406
r(O-O) 1.4389(1) 1.4390(1) 1.4414
r(O-H) 0.9762(3) 0.9720(3) 0.9808
a(H-C=O) 126.98(2) 126.96(1) 127.05
a(H-C-O) 108.73(1) 108.72(1) 108.43
a(O=C-O) 124.29(2) 124.32(2) 124.52
a(C-O-O) 110.29(1) 110.31(1) 110.70
a(O-O-H) 100.56(1) 100.78(1) 100.42
Rms resid. [u · a20] 0.0002 0.0002 -
Mean ∆e [uA˚
2] −0.01526 −0.00787 -
cis-methyl formate
r(Cm-O) 1.4358(16)
† 1.4347(13)† 1.4395
r(C-O) 1.3343(15) 1.3346(13) 1.3393
r(Cm-Hplane) 1.0845(30) 1.0848(25) 1.0833
r(Cm-Hout) 1.0875(8) 1.0870(7) 1.0865
r(C-H) 1.0925(18) 1.0923(15) 1.0941
r(C=O) 1.2001(17) 1.2003(14) 1.2022
a(Cm-O-C) 114.26(13) 114.30(11) 114.92
a(O-Cm-Hplane) 105.35(42) 105.40(35) 105.55
a(O-Cm-Hout) 110.07(5) 110.15(5) 110.32
a(O-C-H) 109.54(17) 109.58(14) 109.08
a(O-C=O) 125.50(16) 125.47(14) 125.82
d(Hout-C-O-C) −60.36(8) −60.37(7) −60.32
Rms resid. [u · a20] 0.0025 0.0021 -
a) All fits have been performed on moments of inertia. The uncertainties on the geometrical parameters
are reported within parentheses, rounded to 1 · 10−4 A˚ for lengths and 1 · 10−2 degrees for angles if
smaller than these values. ∆e = IC − IB − IA is the inertial defect. † denotes the inclusion of ∆Bβel.
B3LYP/SNSD rSEe taken from ref. [44] for all molecules, with the exception of peroxyformic acid, from
this work.
hydrogen bonding. It shows a planar structure completely characterized by 9 geometrical
parameters. The B2PLYP/VTZ and B3LYP/SNSD rSEe structures, obtained by fitting
the SE IeA and I
e
C moments of inertia, show a very good agreement for all parameters
except the OH bond length, for which the B3LYP value (0.9770 A˚) is larger than the
B2PLYP one (0.9720 A˚). To the best of our knowledge, the most accurate re geometry
presented in the literature, optimized at MP2/AVQZ level [119], is not accurate enough
to allow a reliable quantitative comparison.
For cis-methyl formate, in ref. [44] we noted discrepancies between the MP2/VTZ and
B3LYP/SNSD SE values for the parameters related to the Hplane atom. In particular,
r(Cm-Hplane) is 1.0845 A˚ and 1.0793 A˚ and a(O-Cm-Hplane) is 105.35 degrees and 106.05
degrees at the B3LYP and MP2 level, respectively. B2PLYP results are very close to
B3LYP ones, showing a Cm-Hplane bond length of 1.0848 A˚ and O-Cm-Hplane angles of
105.40 degrees.
The B2PLYP SE structure of propanal is close to the B3LYP one, with small differences
on C1-C2 (1.5022 A˚ versus 1.5037 A˚) and C1-H (1.1057 A˚ versus 1.1040 A˚) bond lengths,
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where the B2PLYP SE equilibrium parameters reproduce well the results obtained em-
ploying MP2/VTZ vibrational corrections (1.5023 A˚ and 1.1056 A˚). [120]
Propene deserves some considerations. We remember here that the fit based on
B3LYP/SNSD vibrational corrections has been performed on the SE equilibrium mo-
ments of inertia corresponding to the (B0B)
EXP and (B0C)
EXP rotational constants, due
to large uncertainties affecting the (B0A)
EXP of some isotopologues [121] that lead to ill-
conditioned results, and excluding CHDcis=CDCH3 and CH2=
13CHCH3 isotopologues,
because of the corresponding large residuals affecting the equilibrium rotational constants.
Differently, the best results for the fit with B2PLYP ∆Bβvib corrections have been obtained
excluding CHDcis=CDCH3, CH2=
13CHCH3, CH2=CHCH2Dplane, CHDcis=CHCH2Dplane,
and CHDcis=CHCH2Dout isotopologues. The latter results are reported in Table 5, to-
gether with the SE equilibrium structure recently evaluated employing ∆Bβvib contribu-
tions evaluated at the MP2/VTZ(fc) level [122] and the high-level re structure, opti-
mized at CCSD(T)/VQZ + MP2[wCVQZ(ae) - wCVQZ] + MP2[V(Q,5)Z - VQZ] level
for CC bond lengths, and CCC bond angle, and at CCSD(T)/VQZ + MP2[wCVQZ(ae) -
wCVQZ] level for the other parameters. [122] B2PLYP SE equilibrium values show a gen-
eral better agreement with the MP2 ones with respect to the B3LYP results. Some fitted
geometrical parameters defining the methyl hydrogen atoms lying outside the molecular
C-C-C plane, in particular the C3-Hout bond length (1.0895 A˚ and 1.0817 A˚ for B3LYP
and B2PLYP, respectively) and the C1=C2-C3-Hout dihedral angle (120.47 and 120.70
degrees), are significantly smaller than the corresponding values obtained using MP2 vi-
brational contributions (1.0949 A˚ and 121.08 degrees), with B2PLYP results being in
better agreement with the MP2 ones. It is noteworthy that, in contrast to the B3LYP
trend, the MP2 and B2PLYP SE C3-Hout bond length differs significantly from the other
C-H bonds, which range between 1.0805 and 1.0862 A˚. On the contrary, the B2PLYP value
for the C1=C2-H angle (119.07 degrees) is larger than both B3LYP (118.84 degrees) and
MP2 (118.75 degrees) results. The B2PLYP SE results show a fully satisfactory agreement
with the CC re ones.
In addition to the molecules discussed above, new B3LYP/SNSD and B2PLYP/VTZ rSEe
structures have been determined for phenyl radical (Table 1), phenylacetylene (Table 6),
peroxyformic (Table 4), and pyruvic (Table 7) acids, increasing to 51 the number of
molecules included in B3se and B2se sets. All these structures have been reported in
graphical interactive form on our Web site dreams.sns.it [43], while all the B2PLYP/VTZ
∆Bβvib corrections are collected in Ref. [48], together with the B3LYP/SNSD ∆B
β
vib cor-
rections for the molecules not yet studied in ref. [44].
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4.3 Phenylacetylene, pyruvic acid, and glyoxylic acid
The new B3LYP/SNSD and B2PLYP/VTZ SE equilibrium geometries of phenylacetylene
(see Figure 4), obtained by fitting the SE IeA and I
e
B moments of inertia of the 39 isotopo-
logues experimentally determined [123], are shown in Table 6. This molecule presents
a planar structure (C2v symmetry), completely characterized by 12 geometrical parame-
ters. Different SE equilibrium structures of phenylacetylene have been recently proposed
in ref. [123], where the B3LYP/6-311+G(3df,2pd) and B3LYP/6-31G* cubic force fields
have been used in the vibrational correction calculations, and are compared with the high-
level CCSD(T)/wCVQZ(AE) + [MP2(AE)/AwCV5Z - MP2(AE)/wCVQZ] re geometry,
reported in Table 6. The B3LYP/SNSD and B2PLYP/VTZ rSEe geometries determined
in this work show a very good agreement to one another and with the CC results.
A further system of wide interest, for which it has been possible to determine the complete
SE equilibrium geometry, is pyruvic acid (see Figure 4). It is the simplest alpha-keto
acid, with a carboxylic and a ketonic functional group, and is defined by 17 geometrical
parameters (Cs symmetry). Its first r
SE
e determinations, where the ∆B
β
vib corrections
have been calculated at the B3LYP/SNSD and B2PLYP/VTZ levels, are collected in
Table 7, together with the B3LYP/SNSD, B2PLYP/VTZ and CCSD(T)/CBS+CV re
structures. The fits have been performed using the SE IeA, I
e
B and I
e
C moments of inertia
of CH3COC
18OOH, CH3COCO
18OH and CH3COCOOD isotopologues, with 3, 2 and 1
as respective weights, and the SE IeA and IC moments of inertia of all other isotopologues
experimetnally investigated, with weights of 3 and 1, respectively. [49, 124, 125]
Characterized by a similar molecular structure, glyoxylic acid, which is the simplest α-
oxoacid (defined by 11 geometrical parameters, Cs symmetry), is also reported in Table 7.
The new B2PLYP/VTZ SE equilibrium structure is compared with the B3LYP/SNSD SE
determination previously presented in ref. [114], and the B3LYP/SNSD, B2PLYP/VTZ
and CCSD(T)/VQZ re results, the latter taken from ref. [126]. All the SE equilibrium
structures have been obtained by fitting the SE IeB and I
e
C moments of inertia of 8 out of
9 experimentally observed isotopologues, where the H13COCOOH isotopomer has been
excluded from the fits because of the large residuals shown by its equilibrium rotational
constants of the fitted geometry.
The structures of both these molecules deserve some considerations. Quite large discrepan-
cies are found in the C1-C2 bond lengths, which are underestimated at the B3LYP/SNSD
level (1.5211 A˚ and 1.5356 A˚ for glyoxylic and pyruvic acids, respectively) with respect
to the B2PLYP/VTZ rSEe values (1.5244 A˚ and 1.5382 A˚) and the CCSD(T) re ones
(1.5256 A˚and 1.5387 A˚), and for the C=O bond lengths, where r(C2=O) in pyruvic acid
shows the largest differences (1.2019 A˚, 1.1980 A˚ and 1.1979 A˚ for B3LYP rSEe , B2PLYP
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rSEe and CCSD(T) re, respectively). B2PLYP/VTZ SE results are generally in better
agreement with the fully theoretical values, while B3LYP/SNSD SE equilibrium geome-
tries show significant differences.
Table 6: rSEe and re geometries for phenylacetylene. Distances in A˚, angles in degrees.
See Figure 4 for atom numbering.
rSEe
a
re
B3LYP/SNSD B2PLYP/VTZ B3LYP/SNSD B2PLYP/VTZ CCSD(T)b
r(Ci-Co) 1.3988(3)
† 1.3981(3)† 1.4059 1.4012 1.3985
r(Co-Cm) 1.3887(3) 1.3892(3) 1.3921 1.3883 1.3886
r(Cm-Cp) 1.3916(10) 1.3913(11) 1.3961 1.3918 1.3915
r(Ci-Cα) 1.4311(3) 1.4316(4) 1.4304 1.4273 1.4322
r(Cα-Cβ) 1.2075(1) 1.2075(1) 1.2102 1.2077 1.2075
r(Co-H) 1.0788(4) 1.0799(4) 1.0853 1.0800 1.0806
r(Cm-H) 1.0803(2) 1.0806(2) 1.0862 1.0806 1.0808
r(Cp-H) 1.0801(1) 1.0806(1) 1.0861 1.0805 1.0808
r(Cβ-H) 1.0608(1) 1.0607(1) 1.0666 1.0602 1.0618
a(Co-Ci-Co) 119.44(3) 119.53(3) 119.02 119.14 119.45
a(Ci-Co-Cm) 120.12(2) 120.08(2) 120.32 120.26 120.13
a(Co-Cm-Cp) 120.24(4) 120.22(5) 120.29 120.27 120.21
a(Cm-Cp-Cm) 119.84(4) 119.88(4) 119.75 119.80 119.87
a(Ci-Co-H) 119.43(4) 119.38(4) 119.24 119.22 119.26
a(Cp-Cm-H) 120.14(4) 120.13(5) 120.08 120.08 120.09
a(Cm-Co-H) 120.45(5) 120.54(5) 120.43 120.51 120.62
a(Co-Cm-H) 119.62(1) 119.65(2) 119.63 119.65 119.70
Rms resid. [u · a20] 0.0005 0.0004 - - -
Mean ∆e [uA˚
2] −0.00033 0.00258 - - -
a) All fits have been performed on SE IAe and I
B
e moments of inertia. The uncertainties on the
geometrical parameters are reported within parentheses. † denotes the inclusion of ∆Bβel.
∆e = I
C − IB − IA is the inertial defect.
b) CCSD(T)/wCVQZ(AE) + [MP2(AE)/AwCV5Z - MP2(AE)/wCVQZ] re, from ref. [123].
4.4 Phenyl radical
The SE equilibrium geometry of phenyl radical (see Figure 4) is of great interest both for
testing the performances of ab-initio computational methods employed in cubic force field
calculations of radical species, and for providing an important biochemical building block.
Phenyl radical is a planar molecule (C2v symmetry), completely defined by 10 internal
parameters. Its SE equilibrium geometries have been obtained performing the fits on the
SE moments of inertia, derived from the ground-state rotational constants experimentally
investigated corrected by CCSD(T)/ANO0, B3LYP/SNSD, and B2PLYP/VTZ ∆Bβvib
corrections, together with B3LYP/AVTZ electronic corrections.
Due to large uncertainties on experimental data, not all ground-state rotational constants
of all isotopic species have been taken into account in the fitting procedures. At first, the
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fits have been performed using the scheme proposed in ref. [114] (hereafter scheme 1),
which includes the SE IeC moments of inertia of all nine isotopomers experimentally ob-
served, IeA moments of inertia of the three C6H4D isotopomers, and C6D5, and C6H5
species. This setup is justified by the fact that the C0 rotational constants can be de-
termined with extreme precision for a nearly oblate top, whereas A0 constants are most
accurately known for the deuterated and normal species. The CCSD(T)/ANO0 SE results
obtained with scheme 1 are reported in Table 1. They show quite large uncertainties on
fitted parameters (about ±0.0020 A˚ on bond lengths and ±0.20 degrees on angles), and an
increasing order in magnitude for the CH bond lengths of r(Co-H) < r(Cm-H) < r(Cp-H)
(1.0805 A˚, 1.0814 A˚ and 1.0818 A˚), which is in disagreement with that of all re ge-
ometries (optimized at the B3LYP/SNSD, B2PLYP/VTZ and CCSD(T) levels), where
r(Co-H) is approximately equal to r(Cp-H), and significantly shorter than r(Cm-H). It has
been found that this result is due to a poor compatibility of the A0 constants of the three
mono-deuterated species. Then, different fits have been performed starting from scheme 1
and further removing from fit procedures one, two or all three A0 constants of the o−,
p− or m−C6H4D isotopologues. The most satisfactory and stable results have been ob-
tained removing the A0 constant of m−C6H4D isotopomer (hereafter scheme 2). The
B3LYP/SNSD, B2PLYP/VTZ and CCSD(T)/ANO0 SE equilibrium geometries obtained
with scheme 2 are reported in Table 1. They show a significant reduction of the RMS
residuals, as well as, of the uncertainties affecting geometrical parameters. Moreover, the
trends of CH bond lengths in re geometries is well reproduced, and the three different SE
equilibrium geometries are in very good agreement to one another. The largest differences
between scheme 2 and scheme 1 results, concern a(Ci-Co-H) (122.35 versus 122.90 degrees,
for CCSD(T)/ANO0 rSEe ) and a(Co-Cm-H) (119.83 versus 120.39 degrees), where for both
parameters the values issued from scheme 1 are in better agreement with re results.
It is noteworthy that there are non-negligible differences between the CCSD(T)/CVQZ [114]
and CCSD(T)/CBS+CV+aug [115] equilibrium parameters. Specifically, the CC bond
lengths calculated at the CBS+CV+aug level are shorter than the CCSD(T)/CVQZ ones
(1.3693 A˚ versus 1.3741 A˚ for r(Ci-Co), 1.3947 A˚ versus 1.3993 A˚ for r(Co-Cm), and
1.3882 A˚ versus 1.3926 A˚ for r(Cm-Cp)), where the latter are in a better agreement with
the rSEe results. The re geometries optimized at the B3LYP/SNSD and B2PLYP/VTZ
levels are also reported in Table 1 in order to be easily accessible for the templating
molecule approach presented in ref. [44], and that will be further discussed in this thesis.
Fully theoretical equilibrium geometries for phenyl radical have been also optimized at the
unrestricted MP2 (UMP2) and restricted-open shell MP2 (ROMP2) levels, in conjunction
with the VTZ basis set, to test the performances of both methods in vibrational correc-
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tion estimations. The UMP2 method leads to an unreliable equilibrium geometry, showing
too short CC bond lengths (by about 0.0260-0.0300 A˚ with respect to the CCSD(T) rSEe
values), and does not allow to achieve a good cubic force field for SE determinations.
On the other hand, the ROMP2 geometrical parameters are in better agreement with the
CCSD(T) SE ones, showing quite large values for the CC bond lengths (1.3754 A˚, 1.4011 A˚
and 1.3943 A˚ for r(Ci-Co), r(Co-Cm) and r(Cm-Cp), respectively), and a satisfactory agree-
ment for the CH bond lengths (1.0807, 1.0819 and 1.0811 A˚ for r(Co-H), r(Cm-H) and
r(Cp-H), respectively) and all bond angles. Unfortunately, the lack of implementation of
the analytical second-order energy derivatives for ROMP2, in most computational soft-
wares, makes this method not eligible to achieve the necessary precision for cubic force
fields, and then not usable for SE equilibrium determinations.
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Table 7: rSEe and re geometries for glyoxylic and pyruvic acids. Distances in A˚, angles in
degrees. See Figure 4 for atom numbering.
rSEe
a
re
B3LYP/SNSD B2PLYP/VTZ B3LYP/SNSD B2PLYP/VTZ CCSD(T)
glyoxylic acidb
r(C1-C2) 1.5211(3)† 1.5244(3)† 1.5345 1.5276 1.5256
r(C1-H) 1.0964(3) 1.0966(3) 1.1045 1.0977 1.0963
r(C1=O) 1.2067(3) 1.2054(3) 1.2080 1.2081 1.2087
r(C2=O) 1.1994(3) 1.1967(3) 1.2034 1.2011 1.1977
r(C2-O) 1.3325(3) 1.3316(4) 1.3373 1.3356 1.3317
r(O-H) 0.9692(4) 0.9697(4) 0.9764 0.9727 0.9697
a(C2-C1-H) 115.59(2) 115.48(2) 115.13 115.13 115.41
a(C2-C1=O) 120.60(3) 120.69(3) 121.03 121.01 120.66
a(C1-C2=O) 121.95(3) 121.86(3) 121.74 121.97 121.90
a(C1-C2-O) 113.70(3) 113.48(3) 113.78 113.25 113.35
a(C-O-H) 106.84(2) 107.10(2) 107.67 106.95 106.74
Rms resid. [u ·a20] 0.0003 0.0003 - - -
Mean ∆e [uA˚
2] −0.01110 −0.01327 - - -
pyruvic acidc
r(C1-C2) 1.5356(13)† 1.5382(8)† 1.5507 1.5434 1.5387
r(C1-Cm) 1.4877(12) 1.4898(7) 1.5042 1.4916 1.4893
r(Cm-Hp) 1.0812(9) 1.0819(5) 1.0904 1.0845 1.0845
r(Cm-Ho) 1.0909(3) 1.0902(2) 1.0955 1.0895 1.0893
r(C1=O) 1.2157(9) 1.2115(5) 1.2075 1.2153 1.2114
r(C2=O) 1.2019(9) 1.1980(5) 1.2091 1.2021 1.1979
r(C2-O) 1.3289(10) 1.3311(6) 1.3401 1.3346 1.3297
r(O-H) 0.9725(6) 0.9678(4) 0.9717 0.9746 0.9706
a(C1-Cm-Hp) 110.22(7) 110.19(4) 109.39 110.06 109.88
a(C1-Cm-Ho) 109.16(4) 109.26(2) 110.07 109.51 109.35
a(C2-C1-Cm) 117.27(12) 116.93(7) 114.95 116.98 116.91
a(C2-C1=O) 117.53(9) 117.75(5) 120.29 117.80 117.70
a(C1-C2=O) 122.71(9) 122.87(6) 122.84 123.10 122.80
a(C1-C2-O) 113.14(12) 112.81(7) 112.64 112.45 112.81
a(C2-O-H) 106.01(4) 106.39(3) 107.01 106.03 106.40
d(C2-C1-Cm-Ho) 57.77(6) 57.80(4) 58.36 58.01 58.07
Rms resid. [u ·a20] 0.0013 0.0008 - - -
a) The uncertainties on the geometrical parameters are reported within parentheses. ∆e = IC − IB − IA
is the inertial defect and † denotes the inclusion of ∆Bβel.
b) The fits have been performed using SE IeB and I
e
C moments of inertia. CCSD(T)/VQZ re from
ref. [126].
c) The fits have been performed using SE IeA, I
e
B and I
e
C moments of inertia, with 3, 2 and 1 weight
respectively, on CH3COC
18OOH, CH3COCO
18OH and CH3COCOOD and SE I
e
A and I
e
C , with 3, 1
weight respectively, on all other isotopomers. CCSD(T)/CBS+CV re from this work.
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5 Structural features of the carbon-sulfur chemical
bond: a semi-experimental perspective
Unlike the previous section, the 14 SE equilibrium geometries presented in the following
are taken as case-studies in order to test and evaluate the performances of a new software
under development in the SMART Laboratory group, for which a brief description has
been given in the paragraph 3.3. In particular, it is worth to underline the introduction
of new and more informative statistical indicators such as the condition number. The
results are summarized in Tables 8, 9 and 10, with atoms labelled according to Figures 7
and 8, in the case of ambiguities. To the best of our knowledge, this is the first rSEe
determination for thiirane, thiazole, 1,2,3-thiadiazole, 1,3,4-thiadiazole, 1,2,4-thiadiazole,
1,2,5-thiadiazole, isothiocyanic acid, thioformaldehyde, thioketene, propadienethione, iso-
cyanic acid and propadienone. For all the molecules under study, the theoretical structure
fully optimized at B3LYP/SNSD and B2PLYP/VTZ levels is also reported. Concerning
re structures, the new results substantially reproduce our previous findings about the good
performances of the B2PLYP/VTZ model chemistry [48], that yet again shows a mean
absolute error (MAE) with respect to SE equilibrium bond lengths lower than 0.005 A˚
(about half the value of 0.01 A˚ issuing from B3LYP/SNSD computations). In all cases
our QM calculations systematically overestimate both re(C − S) and re(N − S), show-
ing a mean error (ME), with respect to their rSEe counterparts, that is much larger than
the previously mentioned averages, namely 0.0248 A˚ and 0.0623 A˚ for B3LYP/SNSD
and 0.0097 A˚ and 0.0247 A˚ for B2PLYP/VTZ models. These values, about twice (for
re(C − S)) and six times (for re(N − S)) larger than the average MAE on bond lengths
involving only second row atoms, evidence the significant reduction in the accuracy of
DFT-based methods for sulfur. We tried to optimize geometries with larger basis sets,
obtained by adding various combinations of contracted d-functions on the sulfur atom,
but the marginal improvement achieved suggests that the problem of reduced accuracy
of structural parameters involving S atoms may be related to intrinsic limitations of the
chosen functionals. In this respect, we optimized the geometries of selected molecules us-
ing M06-2X [127] and BHandH, [128] two global hybrid functionals with a larger amount
of Hartree-Fock exchange than B3LYP, using the VTZ basis set. In both cases (see Ta-
ble A3 in the appendices) there is a shortening of almost all chemical bonds with respect
to B3LYP/SNSD and B2PLYP/VTZ calculations, that in some instances provides a bet-
ter description of the molecular structure around sulfur atoms, but, in general, does not
improve the overall structural predictions. Therefore, we think that B3LYP and B2PLYP
remain the methods of choice for the determination of semi-experimental equilibrium
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structures.
Figure 7: Graphical representation of the molecules in Table 8.
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Figure 8: Graphical representation of the molecules in Tables 9 and 10: (a) and (a’) are
isothiocyanic and isocyanic acids; (b) and (b’) are thioformaldehyde and formaldehyde; (c)
and (c’) are thioketene and ketene; (d) and (d’) are propadienethione and propadienone.
1
2
3
4
1
2
3
4
c
t
(a) (a') (b) (b')
(c) (c') (d) (d')
S S
S S
N N
O O
O O
For the sake of completeness we have also reported the fully empirical r0 structure ob-
tained by a least squares fit of bare experimental moments of inertia. [8, 129] Although
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this completely empirical structure is expected to be significantly less accurate than the
SE one [130], its differences with respect to SE equilibrium parameters can be roughly
interpreted as a measure of molecular flexibility concerning both the whole structure and
the individual bonds. In general terms, our results discourage the use of the r0 structure
even for inferring qualitative considerations. The residual standard deviation (s), in terms
of differences between observed and fitted moments of inertia, is always reported as an
indicator of the quality of the fit and of the mutual coherence between experimental and
theoretical data. Finally, it is worth to underline that the fits took an average number of
7 iterations in order to achieve convergence.
5.1 Thiirane, Thiazole, 1,2,3-thiadiazole, 1,2,4-thiadiazole, 1,2,5-
thiadiazole and 1,3,4-thiadiazole
The chemical proprieties of heterocyclic organosulfur compounds are of considerable inter-
est in modern research. In particular thiirane, thiazole and thiadiazoles have been found
to have important biological [131], pharmacological [132–134] and technological [135–137]
applications; furthermore they are believed to play a significant role in astrochemical pro-
cesses [138, 139] and prebiotic chemistry. [140, 141] With the exception of thiirane, the
planarity of these molecules, highlighted by an inertial defect (∆ = Ic − Ib − Ia) close to
zero, leads to a dependence among the inertia moments, so it is necessary to select one of
their possible couples in the fitting procedure [8]. For all the cases taken into account, the
specific choice did not significantly alter the SE results, which means that we have dealt
with problems without strong ill-conditioning. In the following we consider fits on Ia and
Ib, because choosing the two smallest inertia moments usually gives the best results for
the r0 structure. [130]
Thiirane, the simplest S-containing heterocyclic compound, is the sulfur analogue of oxi-
rane (ethylene oxide) and it belongs to the C2v symmetry point group. Its rotational and
vibrational spectra are well known [142], as well as those of its major isotopomers. [143–
145] The use of all the experimental moments of inertia measured till now permitted to fit
the complete rSEe structure reported in Table 8, where the excellent agreement between
B3LYP/SNSD and B2PLYP/VTZ SE schemes can be appreciated. The small magnitude
of both condition numbers and uncertainties on resulting parameters confirm the good
quality of both calculated and measured data.
Thiazole, or 1,3-thiazole, is a planar molecule (Cs symmetry) for which all mono-substituted
isotopologues have been investigated [146], thus allowing us to obtain its first complete
SE equilibrium structure. As apparent from Table 8, this system suffers from larger un-
certainties on the fitted parameters in comparison to the other molecules studied in this
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thesis. In our opinion, this can be due to both possible inconsistencies in the experi-
mental data, as suggested by a condition number about 50 times that of thiirane, and
to the restricted number of degrees of freedom (=5) in the regression problem, the latter
implicating a value of Student’s t distribution of 2.57. In any case, it is worth noting how
the inertial defect, that should vanish for planar systems, considerably decreases when
experimental rotational constants are corrected by vibrational and electronic contribu-
tions, confirming the consistency of our computational schemes in the calculation of these
quantities.
1,2,3-, [147] 1,3,4-, [148] 1,2,4-, [149] and 1,2,5-thiadiazole, [150] with Cs, C2,v, Cs, and C2,v
symmetry, respectively, represent all possible thiadiazoles and all of them have been exten-
sively studied. For these molecules inspection of Table 8 shows satisfactory results, with
low statistical uncertainties and differences between B3LYP/SNSD and B2PLYP/VTZ SE
parameters that rarely exceed 0.001 A˚ for bond lengths or 0.1 degrees for bond angles. The
only noteworthy discrepancy can be found in the r(C3-H) bond length of 1,2,4-thiadiazole
(1.0829A˚ and 1.0784 A˚ for B3LYP/SNSD and B2PLYP/VTZ vibrational corrections re-
spectively), which shows large uncertainty together with a(N2-C3-H). This is probably
due to the absence of experimental data concerning H→D isotopic substitution causing
a scarce sensitivity of the fit to the H3 coordinate, that in turn affects both r(C3-H) and
a(N2-C3-H). Despite this, the corresponding values obtained from B3LYP and B2PLYP
computations are in agreement within their relatively large confidence intervals.
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Table 8: B3LYP/SNSD (re, r
SE
e ), B2PLYP/VTZ (re, r
SE
e ) and r0 geometries of the five
members eterocycles. Distances in A˚, angles in degrees. Atom numbering as in Figure 7.a
re r
SE
e
a
r0
B3LYP/SNSD B2PLYP/VTZ B3LYP/SNSD B2PLYP/VTZ exp.
– Sulfur eterocycles –
thiirane
r(S-C) 1.8476 1.8265 1.8115(1) 1.8111(1) 1.8187(4)
r(C-H) 1.0857 1.0799 1.0795(1) 1.0798(1) 1.0788(11)
a(C-S-C) 47.22 47.74 48.27(1) 48.25(1) 48.40(4)
a(S-C-H) 114.59 114.91 114.95(1) 114.98(1) 114.94(11)
a(H-C-H) 115.20 115.28 115.74(1) 115.66(1) 115.82(17)
s [u·A˚2] - - 0.0003 0.0001 0.0091
κ - - 11 11 11
thiazole
r(S1-C2) 1.7527 1.7332 1.7211(17) 1.7213(14) 1.7275(61)
r(S1-C5) 1.7385 1.7200 1.7091(13) 1.7089(10) 1.7152(48)
r(C2-N3) 1.3002 1.3019 1.2995(25) 1.2986(20) 1.3035(90)
r(C4-C5) 1.3652 1.3643 1.3642(22) 1.3645(18) 1.3673(86)
r(C2-H) 1.0837 1.0779 1.0795(28) 1.0801(23) 1.0820(98)
r(C4-H) 1.0839 1.0781 1.0773(10) 1.0774(8) 1.0783(38)
r(C5-H) 1.0805 1.0751 1.0755(14) 1.0753(12) 1.0774(55)
a(C5-S1-C2) 88.48 88.97 89.25(6) 89.24(5) 89.31(23)
a(S1-C2-N3) 115.08 115.11 115.33(14) 115.33(6) 115.25(29)
a(C4-C5-S1) 109.73 109.66 109.66(7) 109.66(6) 109.65(28)
a(S1-C2-H) 120.56 120.75 120.42(77) 120.27(63) 119.51(241)
a(C5-C4-H) 124.88 124.78 125.05(14) 125.04(12) 124.94(54)
a(S1-C5-H) 121.32 121.64 121.79(25) 121.83(21) 121.05(96)
s [u·A˚2] - - 0.0007 0.0006 0.0028
Mean ∆ [uA˚2] - - 0.00141 0.00088 0.07377
κ - - 577 570 542
1,2,3-thiadiazole
r(S-N) 1.7722 1.7214 1.6856(6) 1.6845(4) 1.6927(23)
r(N-N) 1.2678 1.2825 1.2850(9) 1.2855(7) 1.2918(38)
r(N-C) 1.3729 1.3628 1.3646(7) 1.3645(5) 1.3721(29)
r(C-S) 1.7094 1.6928 1.6842(6) 1.6844(4) 1.6905(24)
r(C4-H) 1.0822 1.0768 1.0761(5) 1.0764(4) 1.0768(20)
r(C5-H) 1.0809 1.0754 1.0741(6) 1.0753(5) 1.0789(26)
a(C-S-N) 90.87 92.31 93.04(3) 93.05(2) 92.98(12)
a(N-N-C) 115.69 114.74 113.95(5) 113.90(4) 113.83(22)
a(S-N-N) 110.38 110.63 111.28(4) 111.29(3) 111.24(15)
a(N-C-H) 119.22 119.32 119.21(5) 119.15(4) 119.21(19)
a(S-C-H) 123.14 123.81 124.22(13) 124.01(9) 122.77(50)
s [u·A˚2] - - 0.0006 0.0005 0.0013
Mean ∆ [uA˚2] - - 0.00273 0.00252 0.08892
κ - - 510 510 509
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1,3,4-thiadiazole
r(S-C) 1.7470 1.7282 1.7157(1) 1.7161(2) 1.7218(10)
r(C-N) 1.2995 1.3009 1.2997(2) 1.2987(3) 1.3033(13)
r(C-H) 1.0829 1.0770 1.0774(1) 1.0782(2) 1.0763(11)
a(C-S-C) 85.61 86.05 86.34(1) 86.31(1) 86.44(6)
a(S-C-N) 114.49 114.59 114.75(1) 114.74(1) 114.69(6)
a(S-C-H) 122.18 122.32 122.52(3) 122.25(5) 122.24(26)
s [u·A˚2] - - 0.0002 0.0004 0.0020
Mean ∆ [uA˚2] - - 0.00303 0.00094 0.08556
κ - - 400 398 398
1,2,4-thiadiazole
r(S1-N2) 1.6935 1.6627 1.6448(3) 1.6449(4) 1.6490(23)
r(N2-C3) 1.3129 1.3157 1.3144(5) 1.3146(8) 1.3196(42)
r(N4-C5) 1.3061 1.3090 1.3089(5) 1.3088(8) 1.3134(43)
r(C5-S1) 1.7354 1.7169 1.7034(4) 1.7031(6) 1.7077(32)
r(C3-H) 1.0854 1.0791 1.0829(27) 1.0784(45) 1.1046(243)
r(C5-H) 1.0842 1.0783 1.0785(3) 1.0782(5) 1.0766(24)
a(C5-S1-N2) 91.50 92.36 92.74(2) 92.74(2) 92.80(13)
a(S1-N2-C3) 106.87 106.92 107.11(1) 107.12(2) 107.08(13)
a(N4-C5-S1) 112.60 112.27 112.38(1) 112.37(2) 112.39(12)
a(N2-C3-H) 119.56 119.68 119.51(24) 119.54(40) 118.47(211)
a(S1-C5-H) 123.17 123.66 123.76(11) 123.90(19) 124.39(95)
s [u·A˚2] - - 0.0002 0.0003 0.0018
Mean ∆ [uA˚2] - - 0.00245 0.00028 0.08454
κ - - 672 671 664
1,2,5-thiadiazole
r(S-N) 1.6761 1.6447 1.6258(2) 1.6254(1) 1.6312(10)
r(N-C) 1.3179 1.3246 1.3238(2) 1.3237(2) 1.3280(15)
r(C-H) 1.0853 1.0791 1.0784(1) 1.0785(1) 1.0779(8)
a(N-S-N) 97.72 98.98 99.45(1) 99.44(1) 99.46(8)
a(S-N-C) 106.59 106.33 106.55(1) 106.56(1) 106.58(7)
a(N-C-H) 119.74 119.84 120.03(2) 120.06(2) 120.11(10)
s [u·A˚2] - - 0.0003 0.0003 0.0017
Mean ∆ [uA˚2] - - 0.00199 0.00020 0.08284
κ - - 312 312 312
a) All fits have been performed on moments of inertia. The uncertainties on the geometrical parameters
are reported within parentheses, rounded to 1 · 10−4 A˚ for lengths and 1 · 10−2 degrees for angles if
smaller than these values. ∆ = Ic − Ib − Ia is the inertial defect, s is the residual standard deviation
(see Eq. 41), while κ is the condition number of the fit (see Eq. 45).
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5.2 Isothiocyanic Acid, Thioformaldehyde, Thioketene, Propa-
dienethione and their Oxygen Analogues
Sulfur and oxygen have a quite similar chemistry and can be found in analogous com-
pounds. This parallelism can be exploited in order to understand, in a B-O picture, how
changes in electronic structure and nuclear potential arising from the substitution of O
with S can affect, qualitatively and quantitatively, the structural features of a molecule
in its ground state equilibrium configuration. As an example of this kind of comparative
analysis, we parallel cumulene-thiones up to the third member of the series (see Table 9)
to their cumulenone counterparts (see Table 10), both families being of potential astro-
chemical and astrobiological interest. [151–153] Also isothiocyanic and isocyanic acids are
reported in the same tables. All the molecules discussed in this section are near-prolate
asymmetric tops because of the linearity, or quasi-linearity, of their heavy atom chains,
which causes one eigenvalue of their inertia tensors (Ia) to be quite small, so that the cor-
responding rotational constant (B0a) is particularly difficult to measure or even estimate.
For this reason the inertial defects of these molecules have only marginal significance and
are not reported in Tables 9 and 10; as another consequence all the rSEe and r0 structures
have been obtained by fitting the Ib and Ic inertia moments.
Both isothiocyanic and isocyanic acids have been studied exploiting all the most com-
mon single isotopic substitutions [154, 155], obtaining very satisfactory results from the
points of view of uncertainties (s values) and agreement between B3LYP/SNSD and
B2PLYP/VTZ rSEe . These two molecules are topologically very similar in their equilib-
rium structure and the only significant difference introduced by the replacement of oxygen
with sulfur is an obvious lengthening of the r(C-S) parameter with respect to its r(C-O)
counterpart, i.e. a very localized effect.
Almost the same occurs for thioformaldehyde [156] and thioketene [157] in comparison to
their oxygen analogues, formaldehyde [44, 48] and ketene [158], whose new DFT-based
rSEe structures are in excellent agreement with the most accurate equilibrium geometry
previously reported. [158]
Moving to the third members of cumulene-thiones and cumulenes series, larger uncer-
tainties and unexpected structural differences are observed in both equilibrium and r0
structures of propadienethione and propadienone. In fact the heavy atoms of propa-
dienethione are collinear [159], whereas the oxygenated counterpart presents a strongly
kinked structure [160–162]. The uncertainties and the residual standard deviation for
the B3LYP/SNSD rSEe of propadienethione are considerably larger than those at the
B2PLYP/VTZ level. This behaviour can be explained by considering that in this case
the ∆Bβvib contributions are very small and the relative error of the B3LYP/SNSD method
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with respect to more accurate calculations becomes significant, leading to relevant changes
in the result, also possibly related to the presence of ill-conditioning effects. For propa-
dienone the situation is even worst, with condition numbers of the fits larger than 3500, a
clear signal of severe ill-conditioning that, in this case, increases the variances of estimated
parameters and can be responsible for important rounding errors [112]. Moreover, propa-
dienone is the only molecule, among those studied in this work, for which the conditioning
of the problem worsens moving from experimental to SE inertia moments, as indicated by
the increase of κ by almost 400 units when (Ieβ)
SE are fitted instead of (I0β)
EXP. The poor
results obtained for the rSEe structures of propadienone may be due to the failure of VPT2
in accurately computing the vibrational contribution to the rotational constants of this
rather flexible molecular system. In particular we believe that the problem concerns the
calculation of the vibration-rotation interaction constant of the lowest frequency normal
mode, along which the bending potential of propadienone presents a double minimum
with a strong anharmonicity. [163] For those reasons our results on propadienone have
poor quantitative significance, but we decided to report their values in Table 10 in the
light of their qualitative interest discussed in the following paragraph.
5.3 The Strange Case of Propadienethione and Propadienone
The bent structure of propadienone is of particular interest not only because it is unex-
pected on the basis of both chemical intuition and comparison with shorter cumulenes,
but also because Hartree-Fock calculations predict it to have a wrong C2v structure analo-
gous to that of propadienethione. [162] In fact, it has been shown how in a B-O framework
the non-linearity of the CCCO chain is a surprisingly strong effect of electron correlation,
that affects the structural features of the molecular system, correctly predicted only if
electron correlation is properly taken into account. [164] In particular MC-SCF calcu-
lations pinpointed the importance of the double in-plane pi − pi∗ electronic excitation in
kinking the molecule at the β-carbon [165, 166], with a resulting wave function compatible
with a valence bond based hypothesis about the importance of the H2C = C
− − C≡O+
resonance structure for the stabilization of the system, thus justifying distortion from
linearity. Electron correlation has been found to have such a decisive role in shaping, and
hence in predicting, atom spatial arrangement also in longer cumulenes [167, 168] and
it is certainly worth noting how DFT methods succeed in qualitatively reproducing the
propadienone re structure.
Regarding propadienethione, even though QM calculations at any level correctly repro-
duce the experimentally confirmed C2v geometry, one would like to explain, in terms of
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Table 9: B3LYP/SNSD (re, r
SE
e ), B2PLYP/VTZ (re, r
SE
e ) and r0 geometries of the sulfur
containing molecules with heavy atoms chains. Distances in A˚, angles in degrees. Atom
numbering is reported in Figure 8.a
re r
SE
e
a
r0
B3LYP/SNSD B2PLYP/VTZ B3LYP/SNSD B2PLYP/VTZ exp.
– Sulfur chains –
isothiocyanic acid
r(S-C) 1.5832 1.5744 1.5678(6) 1.5678(7) 1.5719(29)
r(C-N) 1.2091 1.2047 1.2049(9) 1.2047(9) 1.2074(38)
r(N-H) 1.0102 1.0035 1.0065(9) 1.0070(9) 1.0221(44)
a(S-C-N) 173.77 173.95 172.18(18) 172.23(18) 170.91(68)
a(H-N-C) 129.67 131.50 129.72(5) 129.75(5) 128.03(17)
s [u·A˚2] - - 0.0006 0.0006 0.0028
κ - - 270 270 270
thioformaldehyde
r(S-C) 1.6227 1.6135 1.6096(1) 1.6093(1) 1.6137(10)
r(C-H) 1.0918 1.0859 1.0854(3) 1.0854(2) 1.0976(33)
a(H-C-S) 121.95 122.01 121.70(2) 121.73(2) 121.11(23)
s [u·A˚2] - - 0.0008 0.0007 0.0100
κ - - 7 7 7
thioketene
r(S-C) 1.5724 1.5623 1.5557(4) 1.5556(4) 1.5583(55)
r(C-C) 1.3107 1.3082 1.3109(5) 1.3107(5) 1.3115(71)
r(C-H) 1.0863 1.0801 1.0805(2) 1.0806(1) 1.0981(21)
a(C-C-H) 120.66 120.46 120.13(1) 120.15(1) 119.47(16)
s [u·A˚2] - - 0.0005 0.0004 0.0065
κ - - 245 245 244
propadienethione
r(S1-C2) 1.5876 1.5776 1.5733(61) 1.5715(15) 1.5704(226)
r(C2-C3) 1.2722 1.2691 1.2687(75) 1.2702(18) 1.2753(278)
r(C3-C4) 1.3223 1.3191 1.3246(36) 1.3228(9) 1.3182(133)
r(C4-H) 1.0905 1.0848 1.0825(13) 1.0842(3) 1.1086(46)
a(H-C4-C3) 121.80 121.68 121.22(8) 121.20(2) 120.42(30)
s [u·A˚2] - - 0.0051 0.0012 0.0190
κ - - 735 734 733
a) All fits have been performed on moments of inertia. The uncertainties on the geometrical parameters
are reported within parentheses, rounded to 1 · 10−4 A˚ for lengths and 1 · 10−2 degrees for angles if
smaller than these values. s is the residual standard deviation (see Eq. 41), while κ is the condition
number of the fit (see Eq. 45).
reasonable chemical arguments, the driving force that straightens this kind of system upon
oxygen-sulfur exchange. Resorting to Lewis resonance structures does not help, because
a-priori there are not important arguments that exclude a significant contribution of
H2C = C
−−C≡S+. On the one hand, this is reinforced by the similar chemistry usually
involving O and S atoms, on the other hand by CASSCF calculations that we performed
with qualitative purposes at various levels, obtaining C2v absolute minima with a multi-
configurational wave function very similar to that of the kinked propadienone in terms
of the relative weights of corresponding excited determinants; therefore other important
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Table 10: B3LYP/SNSD (re, r
SE
e ), B2PLYP/VTZ (re, r
SE
e ) and r0 geometries of the
oxygen containing molecules with heavy atoms chains. Distances in A˚, angles in degrees.
Atom numbering is reported in Figure 8.a
re r
SE
e
a
r0
B3LYP/SNSD B2PLYP/VTZ B3LYP/SNSD B2PLYP/VTZ exp.
– Oxygen Chains –
isocyanic acid
r(O-C) 1.1687 1.1683 1.1644(4) 1.1644(4) 1.1680(20)
r(C-N) 1.2196 1.2147 1.2149(4) 1.2147(4) 1.2186(21)
r(N-H) 1.0101 1.0037 1.0055(4) 1.0059(4) 1.0223(23)
a(O-C-N) 172.55 172.43 171.53(11) 171.51(10) 169.64(45)
a(H-N-C) 123.44 124.32 122.99(3) 123.02(2) 121.12(9)
s [u·A˚2] - - 0.0003 0.0003 0.0015
κ - - 190 190 190
formaldehyde
r(O-C) 1.2052 1.2039 1.2050(1) 1.2047(1) 1.2084(8)
r(C-H) 1.1099 1.1030 1.1005(1) 1.1008(1) 1.1133(15)
a(H-C-O) 121.84 122.05 121.61(1) 121.61(1) 121.06(12)
s [u·A˚2] - - 0.0006 0.0007 0.0083
κ - - 8 8 8
ketene
r(O-C) 1.1651 1.1638 1.1607(9) 1.1606(7) 1.1626(62)
r(C-C) 1.3140 1.3110 1.3126(9) 1.3124(8) 1.3146(65)
r(C-H) 1.0824 1.0761 1.0763(2) 1.0764(2) 1.0910(21)
a(C-C-H) 119.57 119.38 119.03(2) 119.05(2) 118.28(17)
s [u·A˚2] - - 0.0008 0.0007 0.0058
κ - - 194 194 194
propadienoneb
r(O1-C2) 1.1711 1.1702 1.1659 1.1662 1.1635
r(C2-C3) 1.2998 1.3000 1.3056 1.3047 1.3197
r(C3-C4) 1.3277 1.3259 1.3292 1.3299 1.3225
r(C4-Hc) 1.0919 1.0859 1.0906 1.0883 1.1066
r(C4-Ht) 1.0901 1.0840 1.0865 1.0874 1.0928
a(O1-C2-C3) 169.73 169.19 168.34 168.31 167.85
a(C2-C3-C4) 146.90 145.11 142.71 142.46 144.18
a(Hc-C4-C3) 122.80 122.83 122.00 122.42 120.52
a(Ht-C4-C3) 121.32 121.16 120.57 120.62 117.52
s [u·A˚2] - - 0.0016 0.0016 0.0051
κ - - 3924 3936 3549
a) All fits have been performed on moments of inertia. The uncertainties on the geometrical parameters
are reported within parentheses, rounded to 1 · 10−4 A˚ for lengths and 1 · 10−2 degrees for angles if
smaller than these values. s is the residual standard deviation (see Eq. 41), while κ is the condition
number of the fit (see Eq. 45).
b) SE data for this molecule are reported only for qualitative interest (see text).
electronic and energetic aspects could affect these systems.
At this point it is useful to resort to the very elegant and effective model proposed in
1987 by Trinquier and Malrieu [169] that relates the occurrence of distortions from lin-
earity in cumulene-like molecules to the singlet-triplet energy separation (∆ES→T ) of the
interacting fragments forming the multiple bond involved in the bending. Without enter-
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ing the details of the model, well explained in the original work [169], one can consider
propadienone (H2C = C = C = O) as formed by the interaction between one vinylidene
(H2C = C:) and one carbonyl (:C = O) fragments, both being diradical species with
a singlet ground state and a ∆ES→T of 46 and 139 kcal/mol, respectively. [170] As it is
well known, [171–173] the formation of a classical linear double bond (σ + pi) requires
the reaction between the triplet states of diradical fragments, so the higher
∑
∆ES→T of
the fragments (185 kcal/mol in the present case) with respect to the energy gain related
to their linear double bond (estimated to be 146 kcal/mol for propadienone), the more
the fragments tend to keep their singlet nature in a resulting bent structure, that anyway
gives rise to some extent of conjugation, and thus represents the best compromise from
an energetic point of view. The same considerations can be applied to propadienethione,
for which the reduced ∆ES→T of the :C = S fragment (79 kcal/mol), together with a
quite similar energy gain for the linear double bond (144 kcal/mol), makes the linear C2v
structure the preferred one.
In the light of the above model, that works very well also in predicting the C2v symmetry
of shorter cumulenes and cumulene-thiones, it is clear that the substitution of the oxygen
atom with a sulfur one causes the energy difference between singlet and triplet states of
the involved diradical fragment to decrease sufficiently to stabilize the linear structure
instead of the kinked one, thus justifying also the importance of electron correlation for
a reliable ab− initio prediction of structural deformations.
As a concluding remark, we would like to stress the fact the this example confirms the
reasonableness of thinking at molecular systems as composed by fragments, or structural
synthons, that tend to preserve their individualities and main structural features. This
consideration further justifies the applicability and the successful results of our previously
introduced TMA and LRA, [44, 48, 49] both exploiting such common characteristics of
the same moieties in different molecules.
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6 Towards Larger Systems
In all cases presented above, the number of experimental available data, together with
a limited number of molecular parameters, have permitted the complete determination
of the molecular structure. This is often not possible when the molecular size increases
because of the large number of isotopologues then required. In this case, the strategy
widely adopted in the literature consists in fixing in the fitting procedure some geometri-
cal parameters to the corresponding ab initio values. [42, 174–176]
While, as shown above, ∆Bβvib calculated at low computational level lead to very good
rSEe results, it is observed that the fixed parameters need to be estimated at a high level
of theory to achieve good accuracy. An example is provided by the case of glycine Ip, for
which the differences between the CCSD(T)/VTZ and CCSD(T)/CBS+CV equilibrium
structures are already significant. [101] As CCSD(T)/CBS+CV calculations for large sys-
tems are computationally expensive, they are not always feasible. In the following, two
strategies to deal with this kind of problems are discussed and applied to case studies.
Figure 9: Pictorial representation of TMA and LRA
6.1 Templating molecule approach: the case of Pyruvic Acid
In a previous work [44], the template approach (hereafter referred to as templating
molecule approach, TMA) was proposed for situations where lack of experimental data
for some isotopic species does not allow the determination of all geometrical parameters
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defining a molecular system. Within this method, the parameters kept fixed in the fits
are determined by
rTMAe = re + ∆TM (46)
with ∆TM defined as,
∆TM = rSEe (TM)− re(TM) (47)
re being the geometrical parameter of interest calculated at the same level for both the
molecule under consideration and that chosen as a reference (a conformer or a substituted
species), denoted as templating molecule (TM), which contains the functional group un-
der investigation.
The effectiveness of empirical corrections calculated according to TMA has been tested
on various systems, among which pyruvic acid (PA) is a good case study. [49] We already
discussed (see Table 7) the determination of the semi-experimental equilibrium structure
of the PA most stable conformer (denoted hereafter as Tc-PA), for which the experimen-
tal rotational constants for several isotopologues are available. The situation is different
for the other two low-energy conformers (Tt-PA and Ct-PA) depicted in Figure 10, for
which accurate estimates of the rotational constants are still unknown. In such a case
TMA is particularly well suited in order to obtain a good estimation of rSEe of elusive con-
formers, in fact it is reasonable to expect their B2PLYP re predictions suffering from very
similar errors with respect to the reference equilibrium structures. In this frame, the SE
equilibrium structure of Tc-PA reported in Table 7, obtained using B2PLYP vibrational
correction, was used as a template to derive corrections to B2PLYP re parameters for Tt-
PA and Ct-PA conformers. In Table 11 the final rTMAe for PA conformers are compared
with the best theoretical estimation available, that was shown to have an accuracy close
to that reachable with the SE approach and this offers a good basis for comparison. [49]
The good agreement, for both conformers, between rTMAe and high level ab-initio struc-
tures confirms the reliability of the TMA approach in order to overcome the scarcity of
experimental data using low level of theory, with the possibility to deal also with large
systems and their conformers. In particular, it is worth noting that, in both cases, the
mean absolute error for rTMAe bond lengths with respect to the best CC parameters is
0.0015 A˚, while it is 0.0035 A˚ for pure ab-initio B2PLYP re values.
6.2 Linear Regression Approach
Using the B3th and B2th sets, we systematically studied the errors affecting the B3LYP/SNSD
and B2PLYP/VTZ re geometries, taking the B2PLYP/VTZ r
SE
e parameters as reference.
57
Figure 10: Conformers of PA
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Table 11: Application of the TMA to the PA conformers. “best CC” stands for the
CCSD(T)/CBS+CV scheme introduced in Section 3.
rB2e r
B2
e + ∆TM ”best CC” r
B2
e r
B2
e + ∆TM ”best CC”
Tt-PA Ct-PA
C2=O1 1.2071 1.2033 1.2039 C2=O1 1.2056 1.2017 1.2025
C2-C3 1.5440 1.5373 1.5370 C2-C3 1.5511 1.5444 1.5437
C2-C7 1.4993 1.4982 1.4969 C2-C7 1.5014 1.5002 1.4990
C3=O4 1.2078 1.2031 1.2032 C3=O4 1.1992 1.1945 1.1948
C3-O5 1.3383 1.3346 1.3324 C3-O5 1.3538 1.3501 1.3475
O5-H6 0.9689 0.9619 0.9651 O5-H6 0.9692 0.9622 0.9653
C7-H8 1.0847 1.0820 1.0846 C7-H8 1.0851 1.0824 1.0849
C7-H9(H10) 1.0896 1.0900 1.0891 C7-H9(H10) 1.0897 1.0901 1.0892
C3-C2=O1 120.38 120.39 120.29 C3-C2=O1 117.78 117.79 117.81
C7-C2=O1 124.92 124.95 124.97 C7-C2=O1 124.33 124.37 124.37
O4=C3-C2 122.85 122.66 122.58 O4=C3-C2 124.28 124.09 124.24
O5-C3=O4 124.69 124.80 124.76 O5-C3=O4 124.23 124.33 124.30
H6-O5-C3 106.95 106.78 106.59 H6-O5-C3 107.02 106.84 106.68
H8-C7-C2 109.38 109.52 109.23 H8-C7-C2 109.26 109.40 109.08
H9(H10)-C7-C2 109.91 109.69 109.80 H9(H10)-C7-C2 110.08 109.86 109.98
H9-C7-C2=O1 121.61 121.83 121.56 H9-C7-C2=O1 121.38 121.60 121.33
H10-C7-C2=O1 −121.61 −121.83 −121.56 H10-C7-C2=O1 −121.38 −121.60 −121.33
In particular, we estimated the mean absolute errors (MAE) and the root mean square
error (RMSE) of the error distributions for the geometrical parameters of interest, which
can be used as an indicators in quantifying the magnitude of the mean errors affecting
the re determinations. Moreover, we studied the linear dependence of the errors on the re
values from the linear regressions of the fitting of B2PLYP/VTZ rSEe parameters versus
the corresponding re ones. In this way it was possible to define another kind of empirical
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correction to improve the accuracy of DFT ab-initio parameters, on which we have based
the linear regression approach (LRA):
re(LRA) = re + ∆LRA (48)
where ∆LRA is given by
∆LRA = A · re +B (49)
A and B parameters being (slope− 1) and the intercept for the linear regressions.
A measure of the quality of parameters derived by the LRA can be given comparing
MAE and RMSE obtained before and after the application of the empirical corrections,
but also trough the study of mean error (ME) and standard deviation (SD) of the errors
distribution.
Table 12: Statistical parameters for CS and CH bond lengths.a
re re
B3LYP B2PLYP B3LYP B2PLYP
CS bonds (10 items) CH bonds (100 items)
MAE (QM) [A˚] 0.0248 0.0097 MAE (QM) [A˚] 0.0062 0.0008
RMSE (QM) [A˚] 0.0261 0.0103 RMSE (QM) [A˚] 0.0064 0.0012
A −0.088318 −0.038806 A −0.086416 −0.068466
B 0.124429 0.055297 B 0.087847 0.073948
R2 0.9991 0.9996 R2 0.9840 0.9868
MAE (LRA) [A˚] 0.0018 0.0011 MAE (LRA) [A˚] 0.0008 0.0007
RMSE (LRA) [A˚] 0.0024 0.0015 RMSE (LRA) [A˚] 0.0011 0.0010
ME (LRA) [A˚] 0.0000 0.0000 ME (LRA) [A˚] 0.0000 0.0000
SD (LRA) [A˚] 0.0025 0.0016 SD (LRA) [A˚] 0.0011 0.0010
a) B3LYP and B2PLYP in conjunction respectively with SNSD and VTZ basis sets. MAE and RMSE
stand for mean absolute error and root-mean-square error, ME and SD stand for mean and standard
deviation of the (rLRAe − rSEe ) differences. A and B are (slope− 1) and the intercept for the linear
regression of the fit of B2PLYP/VTZ rSEe parameters, taken as references, versus the corresponding
B3LYP/SNSD and B2PLYP/VTZ re values; R
2 is the coefficient of determination.
As an example, let us consider the case of the previously discussed carbon-sulfur chem-
ical bond. As previously noted, B3LYP/SNSD and B2PLYP/VTZ predictions of r(C-S)
bond lengths suffer from large inaccuracy with respect to the reference SE parameters.
Following the LRA, we looked for a linear relation between theoretical calculated param-
eters and SE ones by performing a linear regression of B2PLYP/VTZ rSEe r(C-S) bond
lengths versus the corresponding re predictions and, even if the number of items is not
very large, Figure 11 and Table 12 suggest the good quality of the linear regression for
both B3LYP/SNSD and B2PLYP/VTZ, with an R2 of 0.9991 and 0.9996 respectively.
Further, it is remarkable that for the empirically corrected parameters (rLRAe ) the MAE
is reduced to 0.0018 A˚ for B3LYP/SNSD and to 0.0011 A˚ for B2PLYP/VTZ, with a
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root-mean-square error (RMSE) of 0.0024 A˚ and 0.0015 A˚, respectively. In order to check
the reliability of LRA empirical correction for r(C-S), we can exploit 2-thiouracil and
thiophene as test cases, both of them being already present in our database. The best
equilibrium value for r(C2-S) in 2-thiouracil is 1.65020(3) A˚ [102], that was obtained by
employing highly accurate coupled cluster ab-initio parameters in a partial SE equilibrium
structure optimization; B3LYP/SNSD and B2PLYP/VTZ predict bond lengths of 1.6693
A˚ and 1.6567 A˚, respectively. [48] Applying eq. 48 to these values, we obtain a LRA em-
pirical estimation for r(C2-S) in 2-thiouracil of 1.6464 A˚ and 1.6477 A˚ for B3LYP/SNSD
and B2PLYP/VTZ, thus reducing the absolute error to 0.0038 A˚ and 0.0025A˚, respec-
tively. Concerning thiophene, our DFT calculations predict the r(C-S) distance to be
quite longer than the best SE value of 1.7126 A˚, with errors of 0.0278 A˚ (B3LYP/SNSD)
and 0.0088 A˚ (B2PLYP/VTZ). [44, 48] Again eq. 48 significantly improves the results, re-
ducing the absolute error to 0.0015 A˚ for B3LYP/SNSD (rLRAe = 1.7111 A˚) and to 0.0026
A˚ in the case of B2PLYP/VTZ (rLRAe = 1.7100 A˚). These two examples clarify how LRA
empirical corrections allow one to significantly improve the DFT theoretical predictions
for r(C-S) distances, and thus can be useful in order to have a trustworthy guess of the
equilibrium structure employing only non expensive computational calculations. Looking
at interpolating straight lines in Figure 11, it is clear that the overestimation error of
B3LYP/SNSD rapidly increases with the lengthening of SE equilibrium value of r(C-S),
whereas B2PLYP/VTZ suffers of a small quasi-systematic error, the slope of the linear
regression line being 0.96.
Figure 11: Linear fits of SE r(C − S) bond lengths with respect to their B3LYP/SNSD
(left side) and B2PLYP/VTZ (right side) ab-initio predictions.
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Another case for which the linear regression approach works very well is that of r(C-
H) bond lengths. This is particularly interesting because the absence of experimental
data concerning some H→D isotopic substitution, as for the previously mentioned 1,2,4-
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thiadiazole, is a quite common problem in the literature. Very accurate rLRAe estimates
for r(C-H) can thus be extremely useful in order fix non-determinable parameter in the
fitting procedure, avoiding at the same time the use of expensive theoretical calcula-
tions. The improvements of the r(C-H) predictions when LRA corrections are applied
can be observed from Figure 12 and Table 12, the former showing how, especially for the
B3LYP/SNSD case, the effect of the empirical correction is to narrow and shift towards
zero the errors distribution. Concerning B3LYP/SNSD, it is worth to underline also that
∆LRA corrections reduce the MAE of 0.0062 A˚ and the RMSE of 0.0064 A˚ to 0.0008 A˚
and 0.0011 A˚, respectively, thus significantly improving the accuracy of the final results.
Another interesting remark concerns the fact that in all the four cases reported in Ta-
ble 12 the error distribution of LRA parameters is well centred on zero, confirming the
good accuracy of the LRA, while the small values of the standard deviation (SD), together
with the significant size of the samples analysed, allow the definition of a quite narrow
confidence interval for searching the optimal SE equilibrium value, for instance through
the so called predicate method [8], starting from a not too expensive QM calculation.
Figure 12: Statistical distributions of B2PLYP/VTZ and B3LYP/SNSD re and LRE(re)
deviations from the SE equilibrium parameters (B2PLYP/VTZ rSEe ) for the molecules
belonging to the B2se set.
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7 VMS-Draw meets rotational spectroscopy: a new
tool for predicting microwave spectra
As outlined in the Introduction, rotational spectroscopy plays nowadays a leading role in
the field of astrochemistry, because it allows the detection of the molecules that are present
in the interstellar medium or in the atmospheres of planets and their moons thanks to
the assignment of their spectroscopic transitions. Our knowledge of the universe’s chem-
ical inventory has been continuously updated by means of astronomical observations,
which can be performed using terrestrial as well as orbiting spectrometers, and have re-
vealed a plethora of molecular species, thus demonstrating the rich ongoing chemistry
in our universe. The possibility to detect molecular species in extra-terrestrial environ-
ments is mandatory to propose and/or verify chemical models explaining the formation
of molecules and ultimately to support new theories about the origin and the evolution
of life. Because of its key role in astrophysical and atmospheric studies, rotational spec-
troscopy is a technique of interest to a wide number of non-specialized researchers. Thanks
to technological progress, which has also made easier the access to advanced and efficient
hardware and software, computational spectroscopy is also becoming a general tool and
an invaluable resource in the interpretation of very complex spectroscopic data. However,
correct interpretation and comparison of both experimental and theoretical outcomes re-
main a difficult task, in particular when aiming at studying very complex and mostly
unknown systems.
All these considerations - which can be extended to other popular spectroscopies - prompted
researchers at the SMART Laboratory to develop a virtual multifrequency spectrometer
(VMS) providing user-friendly access to the latest developments of computational spec-
troscopy also to non-specialists. [64, 177, 178] The philosophy behind VMS-project is that
a strong interplay between experimentally oriented scientists and theoretically oriented
developers of new methods and models would maximize our capability of exploiting spec-
troscopic techniques and, back to the astrochemistry field, would enable us to reach a
deeper comprehension of the chemical aspect of our universe. The first step towards such
an ambitious path is to provide researchers with robust, flexible and user-friendly tools
able to link experimental and theoretical skills, thus allowing a reliable study of systems
of increasing complexity, which are of current scientific and technological interest. In this
framework, a suitable graphical user interface (GUI) can offer an invaluable aid in pre-
organizing and presenting in a more direct way the information produced by measurements
and/or computations focusing the attention on the underlying physico-chemical features
without being concerned with technical details. As depicted in Figure 13, VMS offers
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the VMS-Comp background (which takes care of QM computations of the spectroscopic
parameters required to simulate spectra and of the related high-performance computing
aspects) and the VMS-Draw interface (which manages and simplifies direct interaction
between users and data). Both modules are either fully embedded (vibrational and elec-
tronic spectroscopy) or loosely bound (rotational and magnetic spectroscopy together with
the GUI) to the Gaussian package [110]. In line with this idea, the work presented in this
section concerns the testing of a new tool rooted in VMS with the goal of standardizing
the results and allowing an easier and faster sharing of results in the field of rotational
spectroscopy.
Figure 13: General framework of VMS-project
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7.1 Ab-initio prediction of rotational spectra using VMS: oxi-
rane as case-study
As mentioned in the Introduction, the main quantities determining rotational energy
levels in an asymmetric-top semirigid molecule are (i) the vibrational ground state ro-
tational constants along principal inertial axes (A0 > B0 > C0), which can be obtained
by adding vibrational and electronic corrections to the equilibrium ones (see Eq 32), (ii)
the quartic (∆J ,∆JK ,∆K , δJ , δK) and sextic (ΦJ ,ΦJK ,ΦKJ ,ΦK , φJ , φJK , φK) centrifugal
distortion constants, introduced in Section 2, and (iii) a good estimate of the dipole mo-
ment (~µ) componets along the inertia axes is important for predicting the intensities of
the rotational transitions.
Once these quantities are determined with the aid of an electronic structure code (e.g.
Gaussian [110] or the CFOUR [83] package for what concern results presented in the
following), further processing is needed to make the data suitable for graphical represen-
tations and/or for a vis-a`-vis comparison with experimental spectra. This latter aspect
has been recently implemented by VMS developers, who interfaced VMS-Comp with Pick-
ett’s SPCAT [65] program, which is largely used in the field of rotational spectroscopy
to predict the allowed transitions starting from spectroscopic parameters. Whenever a
Gaussian output corresponding to the calculation of the above mentioned terms is open,
VMS-Comp is able to extract all the useful parameters and set up the input files for
SPCAT (Figure 14(a)). At this stage, thanks to the interactive GUI, users can easily
modify all relevant quantities through the dialogue window in Figure 14(b). This feature
is extremely useful to implement mixed schemes, such as the use of high level equilibrium
structures and harmonic force constants combined with lower level anharmonic data, or
even to make use of available experimental data to improve the accuracy of the predic-
tions. Once the output from SPCAT is produced, VMS-Draw can elaborate line positions
and intensities, thus allowing the plot of the spectrum and analyse it with a series of
visualization and manipulation options.
The interplay with SPCAT presents as an additional advantage the possibility to di-
rectly work with the large amount of predicted transitions usually collected in the .cat
format and available in online databases such as the Cologne Database for Molecular
Spectroscopy (CDMS). [179–181] This is particularly useful in the evaluation of the accu-
racy of the various computational approaches, whose predictions can be easily compared
with experiments, or in the interpretation of complex bare experimental data, thanks to
the possibility of superimposing and manipulating different spectra together.
An interesting test-case to concretely introduce the main features of VMS as well as to
give a flavour of the performances of DFT schemes in predicting rotational parameters,
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Figure 14: (a=top) Graphical representation of the interplay between VMS and SPCAT
programs and (b=bottom) interface for editing SPCAT parameters.
is the rotational spectrum of oxirane (ethylene oxide), which is the simplest O-containing
heterocyclic compound and belongs to the C2v point group. Its symmetry constrains the
dipole moment to be oriented along the b inertia axis, without any nonzero components
in other directions. The interest for this molecule is related to its detection in the inter-
stellar medium [182] together with its hypothesized presence in Titan’s atmosphere [183,
184], which is considered a good model of the early Earth. [185] This led to several in-
vestigations, and nowadays a fitted experimental spectrum of oxirane between 10 and
400 GHz is available in the CDMS database (see Figure 15), together with the measured
spectroscopic parameters [186] and the extrapolation of the absorption lines to higher
frequencies ranges. Thanks to its semi-rigid character and medium size, oxirane offers
the possibility to compare the outcomes of a wide range of quantum-chemical approaches
in the prediction of its rotational signatures. In particular, we exploited the features of
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VMS to easily check the reliability of the predictions with respect to CDMS reference
experimental data and to compare the performances of B2PLYP/VTZ, B3LYP/VTZ and
CCSD(T)/VTZ, with the latter available from Ref. [185], in the calculation of the above
mentioned rotational parameters. As expected, Table 13 points out that B2PLYP/VTZ
performs better than B3LYP/SNSD in predicting ground state spectroscopic parame-
ters, even if, surprisingly, B3LYP/SNSD level presents the lowest mean percent error
(mre) among the pure ab-initio methods considered. However, the other statistical indi-
cators that we have used, namely the root mean square error (RMSE) and the maximum
percent errors (MRE), point out the worse accuracy of B3LYP/SNSD with respect to
B2PLYP/VTZ. Note that all the among mentioned error-related quantities are calculated
from the differences between rotational transition frequencies predicted by various method
and the CDMS reference data. It is worth to underline that neither B2PLYP/VTZ nor
B3LYP/SNSD present the aimed accuracy (i.e. errors smaller than the 0.1 % of the ex-
perimental transition frequencies). This means that higher level of theory are needed to
obtain pure theoretical prediction on which safely base spectral assignments.
Being equilibrium rotational constants the dominant terms in the prediction of rotational
spectra, it is interesting to evaluate how the use of very accurate Beα can improve the re-
sults and, at the same time, how good are the calculated values of vibrational corrections
and distortion constants (note that, in this case, electronic correction are considered negli-
gible). In order to do this, we tried to reproduce the spectrum applying a mixed approach
(we use for this the notation “METHOD@SE” in Table 13) in which rotational constants
used in predicting the spectrum, according to Eq. 31, are determined adding vibrational
corrections calculated at the “METHOD” level of theory to the equilibrium rotational
constants corresponding to the SE equilibrium structure of oxirane in our CCse set [44];
also centrifugal distortion constants are determined with the same “METHOD” model.
This strategy allows us to compare the accuracy of vibrational corrections and centrifu-
gal distortion constants computed at B3LYP/SNSD, B2PLYP/VTZ, and CCSD(T)/VTZ
levels independently from the quality of the equilibrium structures predicted with them.
The results are collected in Table 13, from which on the one hand it is evident how ac-
curate equilibrium geometries are mandatory to obtain satisfactory microwave spectra
prediction, and on the other hand the good accuracy of both DFT and CC parameters is
pointed out. Indeed, when semi-experimental equilibrium rotational constants are used,
all the error-related statistical parameters in the Table are reduced by at least one order
of magnitude. It is worth noting how B2PLYP/VTZ parameters have an accuracy that
competes with that of CCSD(T)/VTZ, thus confirming what we pointed out in this the-
sis about the very good quality of B2PLYP/VTZ for the calculation of ∆Bαvib vibrational
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corrections. As a concluding remark, we stress that the B2PLYP/VTZ model represents a
very good compromise between accuracy and computational costs in determining ab-initio
spectroscopic parameters for the rotational spectroscopy of semirigid molecules.
Table 13: Experimental and theoretical ground state spectroscopic parameters of oxirane.a
Statistics refers to transition frequencies between 10 and 400 GHz. The maximum value
considered for the J quantum number is 57.
Parameters CDMSb B2PLYP B2PLYP@SE B3LYP B3LYP@SE CCSD(T)@SE
A0(MHz) 25483.86060(96) 25605.510 25479.856 25325.016 25494.115 25475.725
B0(MHz) 22120.87122(88) 22315.480 22114.039 21883.916 22119.116 22106.85
C0(MHz) 14097.82440(55) 14194.440 14092.297 13972.492 14098.392 14089.469
µb(D) 1.88 1.88 ← 1.90 ← 1.88
∆J (KHz) 20.68572(77) 20.40620 ← 20.16701 ← 20.208
∆K(KHz) 27.59143(275) 27.10767 ← 28.10341 ← 28.123
∆JK(KHz) 20.91000(216) 20.73700 ← 19.53878 ← 18.379
δJ (KHz) 6.210757(211) 6.129193 ← 6.084017 ← 6.089
δK(KHz) 18.10778(120) 17.55526 ← 17.11152 ← 18.300
ΦJ (Hz) - −0.00044 ← −0.00149 ← −0.0007
ΦK(Hz) 2.2142(50) 2.0882 ← 2.07420 ← 2.1118
ΦJK(Hz) 0.61135(302) 0.32758 ← 0.34339 ← 0.5805
ΦKJ (Hz) −2.5999(68) −2.5548 ← −2.53299 ← −2.4802
φJ (Hz) −0.001324(179) −0.000421 ← −0.001097 ← −0.0011
φK(Hz) −0.3297(43) −0.3844 ← −0.3737 ← −0.2704
φJK(Hz) 0.27716(153) 0.23318 ← 0.23663 ← 0.2627
RMSE(MHz)c - 3109.6 155.74 5150.1 565.67 474.09
MREc - 5.8% 0.23% 7.7% 0.65% 0.74%
mrec - 0.59% 0.0076% 0.14% 0.10% 0.021%
a) B2PLYP and CCSD(T) (see Ref. [185]) have been used in conjunction with VTZ basis set, while with B3LYP the
SNSD basis has been used. The notation “METHOD@SE” means that vibrational ground state rotational constants have
been obtained using SE equilibrium geometry from CCse corrected by vibrational corrections calculated at the METHOD
level. The symbol ”←” stresses that the data are the same of the previous column (see text).
b) Data from CDMS database (see also Ref. [186] for distortion constants). The uncertainties are indicated between
parenthesis.
c) RMSE is the square root of the mean square error of the calculated transitions with respect to those of the CDMS
reference spectrum, while MRE and mre are, respectively, the maximum and the mean percent error with respect to the
CDMS reference spectrum.
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8 Conclusions
The large database of accurate semi-experimental equilibrium geometries proposed in a
previous work [44] has been considerably extended and can be consulted on our Web site
dreams.sns.it [43]
In the light of the discrepancies found between B3LYP/SNSD, B2PLYP/VTZ rSEe and
high-level CCSD(T) re results for some parameters of glyoxylic and pyruvic acids, the
use of B2PLYP/VTZ cubic force field in the calculations of the ∆βvib employed in SE
determinations has been systematically studied for all molecules belonging to the CCse, as
well as B3se, sets of molecules. This approach delivers results with an accuracy comparable
to the CCSD(T) ones, and leads to equilibrium geometries not significantly different
from the B3LYP/SNSD SE determinations for the majority of systems, confirming the
feasibility of using the low computational cost B3LYP/SNSD level to achieve accurate
results. For the few problematic cases found, the B2PLYP/VTZ SE equilibrium structures
have shown a better agreement with high-level theoretical results. The new B2PLYP/VTZ
SE equilibrium structures have been collected in the B2se set.
Beyond the significant enlargement of our online datasets of molecular geometries, this
work vouches for the achieved ripeness of our computational protocol in dealing with the
calculation of accurate SE equilibrium molecular structures of semi-rigid organic molecules
containing the most common atoms and moieties of interest in astrochemistry as well as
in life- and material-sciences. In fact, we have improved and further tested the accuracy
and robustness of our fitting procedure by means of a new software able to perform
non-linear constrained optimizations, for which extensive testing and implementation of
some additional features are still being accomplished. The 68 molecules collected till
now represent a valuable source of benchmark data to be used in parametrization and
validation studies, as well as input information in many kind of analyses and computations.
It is remarkable that the SE technique coupled with DFT anharmonic calculations allows
one to obtain, with a very high level of accuracy, the equilibrium structure of molecules
containing a third row atom like sulfur, which considerably increases the computational
cost of high level post-Hartree-Fock methods because of their unfavourable scaling with
the number of electrons.
Next, these results can be exploited to find the best compromise between accuracy and
computational cost in deriving equilibrium structure of molecular systems. Concerning
molecular systems for which the lack of experimental data does not allow the determi-
nation of a full semi-experimental equilibrium structure, different approaches to fix some
geometrical parameters in the fitting procedure have been discussed and validated. In
particular, in the context of the linear regression approach applied to carbon-hydrogen
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and carbon-sulfur bond lengths, it has been possible to define trustworthy empirical
corrections, that permit one to make use of cost-effective, fully quantum mechanical,
B3LYP/SNSD and B2PLYP/VTZ results to reach highly accurate estimates of equilib-
rium values. In this context, the large number of accurate SE parameters permits a prof-
itable use of statistical estimates in order to extract reliable information about molecules’
structural features and their evaluations by different approaches.
In addition, the templating molecule approach proposed in our previous work has been
further tested and applied to the case of pyruvic acid and its most stable conformers.
We could also consider the use of predicates [112] as a third approach to treat more prob-
lematic systems, but the need of defining with sufficiently accurate initial guess structures,
and error bars for the fitting procedure, would have required further analysis that we have
preferred to postpone to a successive work.
The reliable and robust performances offered by our protocol in dealing with medium-
sized semi-rigid molecules, together with the dimension of the gathered dataset and the
optimized tools developed till now, make us confident that it will be possible to obtain
satisfactory results also for larger systems, which will be the focus of our future efforts
because of their great interest in many areas of current fundamental and applied research.
Concerning the final part of the thesis, a new GUI has been presented, purposely tailored
for computational rotational spectroscopy, which includes several advanced tools allowing
user-friendly applications for both routine and more advanced studies taking into account
spectra manipulation and comparison with experimental data. VMS package has been
tested on a case-study, which allowed to put in evidence some of the main characteristics
of the new tool for rotational spectroscopy and to show how B2PLYP/VTZ level of theory
performs very well in the calculation of both vibrational corrections and centrifugal dis-
tortion constants. This last consideration puts the basis for a possible future development
of a feasible and cost-effective protocol for the ab-initio prediction of rotational spectra.
70
Ringraziamenti
“L’inglese, un suono strano che lo feriva al cuore come un coltello”
(F. Guccini, Amerigo)
Non credo di fare torto a nessuno dei lettori con la scelta di scrivere questi ringraziamenti
in una lingua europea, quantomeno facilito il compito a me stesso, perche´ le parole diven-
tano decisamente importanti quando si vuole riassumere in poche righe una gratitudine
grande come quella che provo ora, a poche ore dalla scadenza per la consegna, mentre
ripenso a tutte le persone che ho incontrato nel percorso che mi ha portato a completare
questa tesi di laurea.
Anzitutto, un ringraziamento al prof. Vincenzo Barone per avermi indicato la strada e
averla piu` volte illuminata, nei momenti di buio, con la luce della sua esperienza, ma
soprattutto per avermi sempre saputo motivare con frasi come “Emanuele, tu c’hai un
grande futuro... alle spalle pero`!”.
Probabilmente non sarei mai nemmeno partito senza la paziente guida della prof.ssa
Cristina Puzzarini, che mi ha insegnato tanto e ha saputo sopportare, fin dalla triennale,
le mie frasi in inglese senza verbo, la mia inesperienza e persino le mie gaffes, scientifiche
e non. Ancora non capisco perche´ non abbia riso alla mia prima brillante battuta, ma
questa e` un’altra storia.
Alla prof.ssa Malgorzata Biczysko e al Dr. Matteo Piccardo va il merito di aver seguito
giorno per giorno i miei primi passi sul campo, dandomi gli strumenti per essere sempre
piu` indipendente e rimanendo punti di riferimento sicuri anche da Shanghai e dal quel
covo di flying foxes che e` Melbourne; alla loro mancanza ha saputo sopperire, con la
competenza e la precisione che lo contraddistinguono, il Dr. Nicola Tasinato, grazie al
quale il numero di monate in questa tesi si e` considerevolmente ridotto.
Ringrazio il Dr. Daniele Licari per la collaborazione instaurata e gli auguro di recuperare
presto dall’infortunio.
Doverosi anche un pensiero al Dr. Julien Bloino, per aver risolto seri problemi com-
putazionali trovati all’inizio del lavoro, e a Marco Mendolicchio, valido compagno di
merende con il quale ho condiviso gran parte del lavoro, dei problemi, delle soddisfazioni
e non solo.
Nonostante la sua impopolare posizione sui motori molecolari, sono riconoscente anche al
mio controrelatore, il prof. Claudio Amovilli, con il quale e` stato davvero utile discutere
sia riguardo alla tesi che durante le sue stimolanti lezioni.
71
Le persone principalmente coinvolte, dal punto di vista scientifico, nel lavoro che ho
provato a presentare con questa tesi sono finite. Se pero` c’e` una cosa che ho imparato in
questi anni, oltre a come scrivere una Z-matrix, e` che per fare buona ricerca non basta
la scienza, ma ci vogliono persone che riempiano di umanita` le giornate, che nel mio caso
hanno saputo rendere la tesi un’esperienza di crescita non solo professionale.
Andando in ordine di ufficio voglio dunque dire grazie a Monica per tutto il lavoro am-
ministrativo e per non aver mai soffocato le mie velleita` canore, che si fanno letteralmente
sentire sulle note di Guccini nei momenti piu` delicati.
Andrea e Shilu hanno piu` volte provato ad evitare che questa tesi venisse scritta oltre
certi orari, li ringrazio per esserci qualche volta riusciti, regalandomi allegre serate e tanti
ricordi che richiederebbero un’altra tesi per essere enumerati.
Ringrazio Jerry per le tante discussioni che abbiamo fatto e che faremo, Marco per la
bellissima cartina di Brescia e le opinioni moderate sulla letteratura contemporanea, e
Alberto per avermi portato al concerto di un premio Nobel, ma soprattutto per aver
organizzato le uniche gite enogastronomicoculturali venute bene.
A Lorenzo va una menzione speciale per aver dato asilo alla mia auto e per le tante
chiacchierate lungo la strada per Bologna, nonche´ per i tanti “frate’, io te lo dico...” a
introduzione di utili consigli.
A Sergio invece continuo a chiedere: “Deh, boia! Perche´ vo le mie piaghe toccando, senza
speranza poi di medicina?”.
La scelta dell’italiano sicuramente non creera` problemi di comprensione a Marta, che
ringrazio per avermi ricordato recentemente Bologna, per tutte le buonissime torte e “for
all the fish”.
Un sincero grazie a Tommaso per essermi amico (a modo suo) e per aver capito che a
calcetto si diverte di piu` se gioca in squadra con me.
Ringrazio anche Bala, Danilo, Dimitrios, Gianluca, Giordano, Giuseppe e tutti gli altri
membri del Laboratorio SMART, compreso Marco Pagliai, per la disponibilita` e la com-
petenza che hanno sempre mostrato quando ho avuto bisogno di una mano.
Un grazie a chi mi ha dato fiducia arrivando a leggere fino a qui, tra cui spero ci siano
Andrea, Davide, Marta, Oliviero, Samuele e Vincenzo, preziosi compagni di corso che
grazie alla loro intelligenza hanno rappresentato per me un continuo stimolo a migliorare
e un’inesauribile fonte di illuminazione; avrei imparato molto meno senza di loro.
Ringrazio sentitamente anche i professori che ho incontrato durante la magistrale, alcuni
dei quali sono stati decisivi nell’accrescere la mia preparazione e nel consolidare la mia
passione per la chimica.
72
Ci sarebbero tante altre persone a cui vorrei dedicare qui qualche frase, dai ragazzi del
Timpano alle persone eccezionali incontrate a Pisa, fino ad arrivare alla mia famiglia, con
una tappa obbligata a Bologna e a tutti gli affetti intrecciati tra i suoi portici; per ovvie
ragioni di spazio ho pero` deciso di dedicare questi pensieri soprattutto alle persone piu`
direttamente legate all’esperienza che ha portato a questa tesi. Un’eccezione la voglio fare
per Tom, ricordando tutto quello che mi ha insegnato ed esprimendo tutta la nostalgia
che provo per l’amicizia che non abbiamo vissuto.
Non posso che concludere con un grazie rivolto a Pisa, perche´ mi ha fatto comprendere
a fondo cosa intendeva Calvino quando faceva dire a Marco Polo che “d’una citta` non
godi le sette o le settantasette meraviglie, ma la risposta che da` a una tua domanda”.
Indubbiamente, l’affetto nato per questa citta` sta tutto in come ha saputo rispondere
con un ”forse” ricco di speranze, e non con un ”no”, a tutti i dubbi sul mio futuro da
scienziato.
73
APPENDICES
A1: The contact transformation method
In this appendix the contact transformation method is briefly introduced in order to
give a flavour of its main aspects and, in particular, how they apply in the vibrational
perturbation theory as it has been presented in the main text. What is achieved by this
procedure is a rewriting of the Hamiltonian, which, in the cases of interest for this thesis,
makes it possible to treat separately the properties of individual vibrational levels, or
blocks of near-degenerate vibrational levels. This is done thanks to algebraic manipulation
of the equations in order to uncouple different vibrational states from others. These
transformations modify the vibro-rotational Hamiltonian of the levels concerned, changing
the coefficients of existing parameters or giving rise to the introduction of new terms in
the model, as in the case of centrifugal distortion constants (see Section 2).
The contact transformation relies on a “rotation” of the time independent Schro¨dinger
equation 1 to give
H˜mol|Ψ˜〉 = E|Ψ˜〉 (50)
with
H˜mol = e
iSHˆmole
−iS and |Ψ˜〉 = eiS|Ψ〉 (51)
where S is an Hermitian operator so that eiS is unitary. The aim of the procedure is to
find a transformed Hamiltonian H˜mol in a diagonal or block-diagonal form on the |Ψ˜〉
base, and then, eventually after a further unitary transformation, find the E eigenvalues
of Hˆmol and the corresponding eigenvectors |Ψ〉 = e−iS|Ψ˜〉.
In the contact transformation perturbative procedure, a separation of the Hamiltonian
into terms of different orders of magnitude is assumed:
Hˆmol = H0 + λH1 + λ
2H2 + λ
3H3 + · · · (52)
and the application of a first contact transformation by the operator eiλS1 leads to a
first transformed Hamiltonian whose expression is easily found by the application of the
Baker-Campbell-Hausdor (BCH) theorem:
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H(1) =eiλS1Hˆmole
−iλS1
=H0 + λ{H1 + i[S1,H0]}+
+ λ2{H2 + i[S1,H1]− 1
2
[S1, [S1,H0]]}+ · · ·
(53)
At this point a successive transformation of the kind H(2) = eiλS2H(1)e−iλS2 can be
applied, and so on until the desired final result H(∞) = H˜ is obtained, being H˜ a block-
diagonal effective Hamiltonian. Obviously, the coefficient of λ in Eq. 53 is not changed
by the higher order transformations; thus if we write
H˜ = H˜0 + λH˜1 + λ
2H˜2 + λ
3H˜3 + · · · (54)
it follows that H˜0 = H0 and H˜1 = H1 + i[S1,H0], with similar expressions for higher
order terms. The last equality determines the choice of S1, because if we want H˜1 to be
block-diagonal, we can take matrix elements of S1 in the basis of the eigenfunctions of H0
(denoted with a and b for simplicity)
〈a|H˜1|b〉 = 〈a|H1|b〉 − i(E0a − E0b )〈a|S1|b〉 (55)
and then make 〈a|H˜1|b〉 vanish by taking
〈a|S1|b〉 = −〈a|H1|b〉/(E0a − E0b ) (56)
When a = b, or E0a = E
0
b , we have 〈a|H˜1|b〉 = 〈a|H1|b〉 and as a consequence there is
subjectivity in the definition of the involved elements of S1; this question is important in
the case of reduced Hamiltonians introduced in Section 2, and it is the main reason for
which this appendix exists.
For the case of near degeneracy, E0a ≈ E0b , the definition 55 is still formally possible, but
the resulting matrix elements of S1 may be too large, giving rise to convergence problems.
To avoid this, it is usually taken 〈a|S1|b〉 = 0, so that the resulting S1 is built in order
to eliminate all matrix elements of H˜1 between states that are well separated at the zero
order. The same approach can be followed to choose the operator S2 to reduce also H˜2 in
a block diagonal form and so on, with the final contact transformation being based on the
unitary transformation eiS = eiλS1 · eiλS2 · . . . . In this way the transformed Hamiltonian
H˜ is brought to block-diagonal form by perturbation methods, and it can be further
diagonalized, usually by non-perturbative methods, to give the energy eigenvalues.
In the above equations the block-diagonal parts of the final S operator are essentially
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indeterminate, and whatever values are chosen the eigenvalues of H˜ remain the same,
but of course the parameters in it are changed. This clearly leads to indeterminacies
in attempts to deduce the values of the parameters from observed eigenvalues: there is
indeed a degree of indeterminacy for each degree of freedom in S. The best way to avoid
such subjectivity is to choose S in order to eliminate as many terms of H˜ as possible,
thus leading to the so-called reduced Hamiltonians H˜red, that are more suitable for
determining empirical constants by fitting observed energies or transitions frequencies.
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Table A2: B3LYP/SNSD and B2PLYP/VTZ rSEe and B2PLYP/VTZ re geometries of
CH2F2, CCl2F2, CH2Cl2, CHClF2, ethene, ethenol, butadiene, cyclopropane, aziridine,
benzene, pyrrole, pyrazole, imidazole, furan, thiophene, maleic anhydride, dimethyl ether,
cis and trans-formic acid, peroxyformic acid, cis-methyl formate, glycolaldehyde and
propanal. Distances in A˚, angles in degrees. Atom numbering is the same of Ref. [44] and
it is also reported in Figure 4.
rSEe
a
re
B3LYP/SNSD B2PLYP/VTZ B2PLYP/VTZ
– halomethanes –
CH2F2
r(C-F) 1.3533(1)† 1.3532(1)† 1.3576
r(C-H) 1.0867(2) 1.0868(1) 1.0876
a(F-C-F) 108.29(1) 108.29(1) 108.63
a(H-C-H) 113.48(2) 113.48(1) 113.16
a(H-C-F) 108.74(1) 108.74(1) 108.74
Rms resid. [u · a20] 0.0013 0.0005 -
CCl2F2
r(C-F) 1.3286(7)† 1.3285(9)† 1.3311
r(C-Cl) 1.7519(6) 1.7520(8) 1.7707
a(F-C-F) 107.77(6) 107.78(8) 108.06
a(Cl-C-Cl) 111.61(4) 111.61(5) 111.57
a(Cl-C-F) 109.34(3) 109.34(3) 109.29
Rms resid. [u · a20] 0.0008 0.0010 -
CH2Cl2
r(C-H) 1.0810(8)† 1.0816(8)† 1.0808
r(C-Cl) 1.7642(2) 1.7640(2) 1.7786
a(H-C-H) 111.79(9) 111.77(9) 111.94
a(Cl-C-Cl) 112.18(2) 112.18(2) 112.75
a(Cl-C-H) 108.23(3) 108.23(3) 108.05
Rms resid. [u · a20] 0.0069 0.0066 -
CHClF2
r(C-H) 1.0849(2)† 1.0850(1)† 1.0843
r(C-F) 1.3363(4) 1.3360(2) 1.3393
r(C-Cl) 1.7558(8) 1.7562(5) 1.7761
a(H-C-F) 110.02(4) 109.98(3) 110.12
a(H-C-Cl) 109.45(9) 109.56(5) 108.98
a(F-C-Cl) 109.63(2) 109.61(1) 109.63
a(F-C-F) 108.06(3) 108.09(2) 108.33
Rms resid. [u · a20] 0.0006 0.0004 -
– substituted alkene compounds –
ethene
r(C=C) 1.3317(1)† 1.3311(1)† 1.3273
r(C-H) 1.0805(1) 1.0807(1) 1.0807
a(C=C-H) 121.40(1) 121.42(1) 121.58
a(H-C-H) 117.19(1) 117.16(1) 116.84
Rms resid. [u · a20] 0.0002 0.0003 -
Mean ∆e [uA˚
2] 0.00119 0.00062 -
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ethenol
r(O-H) 0.9605(1)† 0.9603(1)† 0.9632
r(C2-O) 1.3598(1) 1.3596(1) 1.3599
r(C2-H) 1.0789(1) 1.0790(1) 1.0802
r(C1=C2) 1.3316(1) 1.3313(1) 1.3297
r(C1-Hcis) 1.0812(1) 1.0814(1) 1.0814
r(C1-Htrans) 1.0770(1) 1.0772(1) 1.0770
a(C2-O-H) 108.70(1) 108.75(1) 108.82
a(C1=C2-H) 122.58(8) 122.51(7) 122.46
a(C1=C2-O) 126.26(1) 126.28(1) 126.90
a(C2-C1-Hcis) 121.87(1) 121.88(1) 122.07
a(C2-C1-Htrans) 119.58(1) 119.59(1) 119.80
Rms resid. [u · a20] 0.0001 0.0001 -
Mean ∆e [uA˚
2] −0.00206 −0.00381 -
butadiene
r(C1=C2) 1.3386(1)† 1.3380(2) 1.3361
r(C2-C3) 1.4543(2) 1.4547(2) 1.4531
r(C1-Hcis) 1.0815(1) 1.0817(1) 1.0817
r(C1-Htrans) 1.0793(1) 1.0796(1) 1.0795
r(C2-H) 1.0839(1) 1.0842(1) 1.0843
a(C1=C2-C3) 123.53(1) 123.54(1) 124.01
a(C1=C2-H) 119.76(1) 119.81(2) 119.49
a(C2=C1-Hcis) 120.94(1) 120.96(1) 121.19
a(C2=C1-Htrans) 121.43(1) 121.45(1) 121.59
Rms resid. [u · a20] 0.0002 0.0003 -
Mean ∆e [uA˚
2] −0.00790 −0.00885 -
– cyclic and heterocyclic compounds –
cyclopropane
r(C-C) 1.5031(1)† 1.5024(1) 1.5039
r(C-H) 1.0787(2) 1.0790(2) 1.0790
a(H-C-H) 114.94(2) 114.87(2) 114.52
Rms resid. [u · a20] 0.0022 0.0020 -
aziridine
r(C-N) 1.4714(1)† 1.4708(1)† 1.4716
r(C-C) 1.4777(1) 1.4772(1) 1.4789
r(N-H) 1.0126(1) 1.0124(1) 1.0129
r(C-Hcis) 1.0805(1) 1.0804(1) 1.0812
r(C-Htrans) 1.0791(1) 1.0797(1) 1.0800
a(C-N-H) 109.16(1) 109.27(1) 109.54
a(C-N-C) 60.28(1) 60.29(1) 60.33
a(N-C-C) 59.86(1) 59.86(1) 59.84
a(N-C-Hcis) 118.19(1) 118.43(1) 118.60
a(N-C-Htrans) 114.38(1) 114.20(1) 114.61
a(C-C-Hcis) 117.81(1) 117.99(1) 117.85
a(C-C-Htrans) 119.49(1) 119.36(1) 119.76
Rms resid. [u · a20] 0.0001 0.0002 -
benzene
r(C-C) 1.3919(1)† 1.3916(1) 1.3917
r(C-H) 1.0795(1) 1.0799(1) 1.0808
Rms resid. [u · a20] 0.0016 0.0009 -
Mean ∆e [uA˚
2] - -
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pyrrole
r(C-N) 1.3694(1)† 1.3689(1)† 1.3704
r(C2-C3) 1.3732(1) 1.3731(1) 1.3754
r(C3-C4) 1.4228(2) 1.4226(2) 1.4206
r(N-H) 1.0007(1) 1.0012(1) 1.0024
r(C2-H) 1.0744(1) 1.0746(1) 1.0745
r(C3-H) 1.0745(1) 1.0748(1) 1.0753
a(H-N-C2) 125.09(1) 125.08(1) 125.05
a(C5-N-C2) 109.82(1) 109.84(1) 109.89
a(N-C2-C3) 107.76(1) 107.75(1) 107.64
a(C2-C3-C4) 107.33(1) 107.33(1) 107.41
a(N-C2-H) 121.12(2) 121.23(2) 121.25
a(C2-C3-H) 125.88(2) 125.88(2) 125.68
Rms resid. [u · a20] 0.0001 0.0001 -
Mean ∆e [uA˚
2] 0.00018 0.00236 -
pyrazole
r(N1-N2) 1.3441(1)† 1.3438(1) 1.3451
r(N2=C3) 1.3289(1) 1.3289(1) 1.3319
r(C3-C4) 1.4090(11) 1.4087(11) 1.4085
r(C4=C5) 1.3765(1) 1.3761(1) 1.3782
r(C5-N1) 1.3519(1) 1.3516(1) 1.3542
r(N1-H) 1.0014(1) 1.0016(1) 1.0033
r(C3-H) 1.0757(1) 1.0761(1) 1.0758
r(C4-H) 1.0739(1) 1.0741(1) 1.0740
r(C5-H) 1.0745(1) 1.0749(1) 1.0748
a(N1-N2-C3) 104.11(1) 104.11(1) 104.03
a(N2-C3-C4) 111.93(2) 111.92(2) 111.94
a(C3-C4-C5) 104.46(2) 104.47(2) 104.57
a(C4-C5-N1) 106.26(1) 106.26(1) 106.14
a(C5-N1-N2) 113.24(3) 113.24(3) 113.32
a(N2-N1-H) 118.95(2) 118.87(2) 118.94
a(N2-C3-H) 119.51(3) 119.42(3) 119.47
a(C3-C4-H) 128.18(3) 128.20(3) 128.26
a(N1-C5-H) 121.75(2) 121.70(2) 121.91
Rms resid. [u · a20] 0.0001 0.0001 -
Mean ∆e [uA˚
2] 0.00120 0.00021 -
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imidazole
r(N1-C2) 1.3616(7)† 1.3613(7)† 1.3621
r(C2=N3) 1.3103(6) 1.3101(6) 1.3133
r(N3-C4) 1.3794(5) 1.3792(5) 1.3756
r(C4=C5) 1.3627(41) 1.3624(41) 1.3689
r(C5-N1) 1.3743(5) 1.3741(5) 1.3755
r(N1-H) 1.0011(3) 1.0016(3) 1.0038
r(C2-H) 1.0770(3) 1.0772(3) 1.0758
r(C4-H) 1.0752(4) 1.0755(4) 1.0751
r(C5-H) 1.0764(4) 1.0765(4) 1.0736
a(N1-C2-N3) 111.93(4) 111.92(4) 111.66
a(C2-N3-C4) 105.03(4) 105.03(4) 105.26
a(N3-C4-C5) 110.62(8) 110.62(8) 110.68
a(C4-C5-N1) 105.43(21) 105.42(21) 105.11
a(C5-N1-C2) 106.99(16) 107.01(16) 107.29
a(C2-N1-H) 126.15(11) 126.20(11) 126.45
a(N1-C2-H) 122.37(9) 122.34(9) 122.38
a(N3-C4-H) 121.45(9) 121.48(9) 121.46
a(N1-C5-H) 121.90(9) 121.94(9) 122.29
Rms resid. [u · a20] 0.0006 0.0007 -
Mean ∆e [uA˚
2] 0.00096 0.00097 -
furan
r(C2-O) 1.3598(4)† 1.3598(1)† 1.3615
r(C2=C3) 1.3542(4) 1.3551(2) 1.3569
r(C3-C4) 1.4344(19) 1.4317(0) 1.4311
r(C2-H) 1.0739(3) 1.0731(2) 1.0734
r(C3-H) 1.0743(3) 1.0751(1) 1.0748
a(C2-O-C5) 106.50(3) 106.61(2) 106.69
a(O-C2-C3) 110.79(4) 110.66(2) 110.53
a(C2-C3-C4) 105.96(6) 106.04(3) 106.12
a(H-C2-O) 115.82(3) 115.88(1) 115.90
a(H-C3-C4) 127.61(3) 127.68(1) 127.51
Rms resid. [u · a20] 0.0010 0.0003 -
Mean ∆e [uA˚
2] 0.00116 −0.00097 -
thiophene
r(S-C2) 1.7127(5)† 1.7126(5)† 1.7215
r(C2=C3) 1.3625(9) 1.3622(8) 1.3671
r(C3-C4) 1.4233(21) 1.4233(21) 1.4210
r(C2-H) 1.0772(5) 1.0771(5) 1.0757
r(C3-H) 1.0792(3) 1.0794(3) 1.0786
a(C2-S-C5) 91.88(4) 91.88(4) 91.83
a(S-C2-C3) 111.66(3) 111.66(3) 111.45
a(C2=C3-C4) 112.40(7) 112.40(7) 112.63
a(H-C2-S) 120.06(10) 120.11(10) 120.19
a(H-C3-C4) 124.14(3) 124.14(2) 124.08
Rms resid. [u · a20] 0.0010 0.0009 -
Mean ∆e [uA˚
2] 0.00340 0.00147 -
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maleic anhydride
r(C1=C2) 1.3320(10)† 1.3326(6)† 1.3312
r(C2-C3) 1.4857(3) 1.4848(2) 1.4862
r(C3-O4) 1.3843(2) 1.3845(1) 1.3910
r(C3=O7) 1.1896(2) 1.1896(1) 1.1926
r(C1-H) 1.0761(1) 1.0760(1) 1.0764
a(C1=C2-C3) 107.94(3) 107.94(2) 108.17
a(C2-C3=O7) 129.59(2) 129.65(1) 129.77
a(C1=C2-H) 129.93(1) 129.86(1) 129.69
a(C2-C3-O4) 107.79(2) 107.81(1) 107.56
a(C3-O4-C5) 108.53(2) 108.51(1) 108.53
a(O4-C5=O6) 122.61(3) 122.55(2) 122.67
Rms resid. [u · a20] 0.0004 0.0003 -
Mean ∆e [uA˚
2] −0.00779 −0.00499 -
pyridine
r(C2-C3) 1.3907(18)† 1.3907(2)† 1.3909
r(C3-C4) 1.3888(13) 1.3885(2) 1.3892
r(N-C2) 1.3358(40) 1.3356(5) 1.3361
r(C2-H) 1.0818(12) 1.0821(2) 1.0827
r(C3-H) 1.0796(11) 1.0799(2) 1.0801
r(C4-H) 1.0802(13) 1.0806(2) 1.0807
a(C6-N-C2) 116.93(18) 116.95(2) 117.07
a(N-C2-C3) 123.79(21) 123.77(3) 123.70
a(C2-C3-C4) 118.53(11) 118.54(1) 118.52
a(C3-C4-C5) 118.44(10) 118.43(1) 118.49
a(N-C2-H) 115.97(28) 115.99(4) 116.03
a(C3-C2-H) 120.25(18) 120.24(2) 120.27
a(C2-C3-H) 120.10(18) 120.09(2) 120.21
a(C3-C4-H) 120.78(7) 120.78(1) 120.75
Rms resid. [u · a20] 0.0031 0.0004 -
Mean ∆e [uA˚
2] 0.00392 −0.00232 -
– ethers, aldehydes, esters and carboxylic acids –
dimethyl ether
r(C-O) 1.4074(1)† 1.4071(1)† 1.4091
r(C-Hplane) 1.0855(2) 1.0858(2) 1.0864
r(C-Hout) 1.0949(1) 1.0950(1) 1.0955
a(C-O-C) 111.06(1) 111.10(1) 111.85
a(O-C-Hplane) 107.50(2) 107.50(1) 107.51
a(O-C-Hout) 111.12(1) 111.14(1) 111.48
d(C-O-C-Hout) 60.52(1) 60.52(1) 60.59
Rms resid. [u · a20] 0.0005 0.0004 -
cis-formic acid
r(C-H) 1.0985(3)† 1.0981(1)† 1.1001
r(C=O) 1.1910(3) 1.1911(1) 1.1933
r(C-O) 1.3485(3) 1.3482(1) 1.3515
r(O-H) 0.9619(2) 0.9612(1) 0.9636
a(H-C=O) 124.21(18) 123.87(3) 124.06
a(O-C=O) 122.30(1) 122.28(1) 122.60
a(C-O-H) 109.00(2) 109.18(1) 109.29
Rms resid. [u · a20] 0.0003 0.0001 -
Mean ∆e [uA˚
2] −0.00067 0.00008 -
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trans-formic acid
r(C-H) 1.0918(3)† 1.0918(2)† 1.0934
r(C=O) 1.1973(5) 1.1976(3) 1.1999
r(C-O) 1.3417(5) 1.3411(3) 1.3451
r(O-H) 0.9656(4) 0.9660(2) 0.9691
a(H-C=O) 125.38(22) 125.14(15) 125.31
a(O-C=O) 124.78(1) 124.81(1) 125.14
a(C-O-H) 106.78(2) 106.81(2) 106.91
Rms resid. [u · a20] 0.0005 0.0004 -
Mean ∆e [uA˚
2] 0.00057 0.00005 -
peroxyformic acid
r(C-H) 1.0901(1)† 1.0905(1)† 1.0919
r(C=O) 1.2018(1) 1.2015(1) 1.2042
r(C-O) 1.3374(1) 1.3368(1) 1.3406
r(O-O) 1.4389(1) 1.4390(1) 1.4414
r(O-H) 0.9762(3) 0.9720(3) 0.9808
a(H-C=O) 126.98(2) 126.96(1) 127.05
a(H-C-O) 108.73(1) 108.72(1) 108.43
a(O=C-O) 124.29(2) 124.32(2) 124.52
a(C-O-O) 110.29(1) 110.31(1) 110.70
a(O-O-H) 100.56(1) 100.78(1) 100.42
Rms resid. [u · a20] 0.0002 0.0002 -
Mean ∆e [uA˚
2] −0.01526 −0.00787 -
cis-methyl formate
r(Cm-O) 1.4358(16)
† 1.4347(13)† 1.4395
r(C-O) 1.3343(15) 1.3346(13) 1.3393
r(Cm-Hplane) 1.0845(30) 1.0848(25) 1.0833
r(Cm-Hout) 1.0875(8) 1.0870(7) 1.0865
r(C-H) 1.0925(18) 1.0923(15) 1.0941
r(C=O) 1.2001(17) 1.2003(14) 1.2022
a(Cm-O-C) 114.26(13) 114.30(11) 114.92
a(O-Cm-Hplane) 105.35(42) 105.40(35) 105.55
a(O-Cm-Hout) 110.07(5) 110.15(5) 110.32
a(O-C-H) 109.54(17) 109.58(14) 109.08
a(O-C=O) 125.50(16) 125.47(14) 125.82
d(Hout-C-O-C) −60.36(8) −60.37(7) −60.32
Rms resid. [u · a20] 0.0025 0.0021 -
glycolaldehyde
r(C1=O) 1.2083(5)† 1.2088(3)† 1.2102
r(C1-H) 1.1011(4) 1.1010(2) 1.1028
r(C1-C2) 1.5014(4) 1.5006(2) 1.5027
r(C2-H) 1.0964(2) 1.0964(1) 1.0970
r(C2-O) 1.3970(4) 1.3965(2) 1.3982
r(O-H) 0.9618(6) 0.9611(3) 0.9678
a(C2-C1=O) 121.68(4) 121.65(2) 121.90
a(C2-C1-H) 116.85(5) 116.90(3) 116.54
a(C1-C2-H) 107.80(3) 107.91(1) 107.65
a(C1-C2-O) 111.72(3) 111.78(2) 112.13
a(C2-O-H) 106.14(3) 106.18(2) 105.79
d(H-C2-C1=O) 122.27(2) 122.34(1) 122.80
Rms resid. [u · a20] 0.0006 0.0003 -
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propanal
r(C1-C2) 1.5037(4)† 1.5022(4)† 1.5044
r(C2-C3) 1.5165(4) 1.5162(5) 1.5201
r(C3-Hplane) 1.0879(3) 1.0888(4) 1.0880
r(C3-Hout) 1.0888(2) 1.0884(2) 1.0877
r(C2-H) 1.0946(2) 1.0950(2) 1.0946
r(C1=O) 1.2075(4) 1.2075(5) 1.2081
r(C1-H) 1.1040(3) 1.1057(4) 1.1074
a(C2-C3-Hplane) 110.52(6) 110.61(6) 110.74
a(C2-C3-Hout) 110.68(1) 110.72(1) 110.84
a(C1-C2-C3) 113.65(3) 113.61(4) 114.09
a(C1-C2-H) 106.75(3) 106.95(3) 106.88
a(C2-C1-O) 124.34(4) 124.37(4) 124.74
a(C2-C1-H) 115.34(4) 115.45(5) 114.89
d(O-C1-C2-H) 123.78(2) 123.79(3) 124.07
d(C1-C2-C3-Hout) 59.42(2) 59.46(2) 59.53
Rms resid. [u · a20] 0.0004 0.0005 -
a) All fits have been performed on moments of inertia. The uncertainties on the geometrical parameters
are reported within parentheses, rounded to 1 · 10−4 A˚ for lengths and 1 · 10−2 degrees for angles if
smaller than these values. ∆e = IC − IB − IA is the inertial defect. † denotes the inclusion of ∆Bβel.
B3LYP/SNSD rSEe taken from ref. [44] for all molecules, with the exception of peroxyformic acid, from
this work.
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Table A3: Comparison between reference SE equilibrium parameters and ab-initio ones
obtained using functionals with a different amount of Hartree-Fock exchange (see main
text). Distances in A˚, angles in degrees. Atom numbering as in Figure 8 of the main
work.
re r
SE
e
a
B3LYP/SNSD B2PLYP/VTZ M06-2X/VTZ BHandH/VTZ SE
– Sulfur chains –
isothiocyanic acid
r(S-C) 1.5832 1.5744 1.5713 1.5588 1.5678(7)
r(C-N) 1.2091 1.2047 1.1922 1.179 1.2047(9)
r(N-H) 1.0102 1.0035 1.0035 0.9974 1.0070(9)
a(S-C-N) 173.77 173.95 174.81 175.42 172.23(18)
a(H-N-C) 129.67 131.50 134.72 137.28 129.75(5)
thioformaldehyde
r(S-C) 1.6227 1.6135 1.60089 1.58782 1.6093(1)
r(C-H) 1.0918 1.0859 1.08702 1.0849 1.0854(2)
a(H-C-S) 121.95 122.01 122.025 121.964 121.73(2)
thioketene
r(S-C) 1.5724 1.5623 1.5546 1.5426 1.5556(4)
r(C-C) 1.3107 1.3082 1.3021 1.2899 1.3107(5)
r(C-H) 1.0863 1.0801 1.0811 1.0793 1.0806(1)
a(C-C-H) 120.66 120.46 120.31 129.34 120.15(1)
propadienethione
r(S1-C2) 1.5876 1.5776 1.5673 1.5546 1.5715(15)
r(C2-C3) 1.2722 1.2691 1.2679 1.2571 1.2702(18)
r(C3-C4) 1.3223 1.3191 1.3119 1.3003 1.3228(9)
r(C4-H) 1.0905 1.0848 1.0851 1.0832 1.0842(3)
a(H-C4-C3) 121.80 121.68 121.48 121.49 121.20(2)
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