Indiana University Bloomington
In this reply to W. T. Maddox and E G. Ashby's (1998) commentary, the author argues that (a) Maddox and Ashby's current stance represents a marked departure from their previously published claims about the unimportance of selective attention in categorization, (b) they are inconsistent with their own work when they criticize S. C. McKinley and R. M. tests of the linear-boundary models, (c) their arguments about modeling averaged data have no bearing on the central conclusions reached by McKinley and Nosofsky, and (d) they make incorrect assertions regarding the application and predictions of the exemplar model. Finally, the author defends the theoretical progress that has been made in recent years with the exemplar model and argues instead that it is the decision-bound theory of Ashby and Maddox that is in need of greater constraints.
In this reply to Maddox and Ashby's (1998) commentary, I make five main points. First, I argue that Maddox and Ashby's discussion of the role of selective attention in classification represents a major departure from all their previously published claims that motivated the McKinley and article. Indeed, Maddox and Ashby's central conclusions about selective attention now converge with those reached by Nosofsky (1987) a decade ago. Had they stated these conclusions clearly in their previously published work, the need for much of the present debate would have been obviated. Second, Maddox and Ashby (1998) are inconsistent with their own work when they argue that McKinley and Nosofsky (1996) derived incorrect predictions from decision-bound theory by fitting linearboundary models to their classification data. In particular, Maddox and Ashby have often fitted linear boundaries to classification data even in situations in which the form of the optimal boundary is highly nonlinear, and they have used the good fits to argue that the notion of selective attention is not needed to explain categorization. Maddox and Ashby (1998) also misrepresent the generalized context model (GCM) when they argue that it does not distinguish between the psychological representations of integral-and separabledimension stimuli. Third, although I am in fundamental agreement with Maddox and Ashby that model fits to averaged data can sometimes be misleading, I argue that in This work was supported by Grant PHS ROlMH48494-06 from the National Institute of Mental Health. I thank Rob Goldstone for his comments on an earlier version of this article. My thanks also go to W. Todd Maddox for providing me with the stimulus coordinates that he used in his computer-simulation analyses reported in the appendix of the Maddox and Ashby (1998) commentary and for his patience in answering my questions concerning details of the simulation procedures.
Correspondence concerning this article should be addressed to Robert M. Nosofsky, Department of Psychology, Room 120, Indiana University, Bloomington, Indiana 47405. Electronic mail may be sent via Internet to nosofsky@indiana.edu. the context of the McKinley and Nosofsky (1996) article, these fits provide strong converging evidence in favor of the central conclusions of interest. Indeed, they nicely supplement the strong qualitative effects of selective attention reported by McKinley and Nosofsky, as well as McKinley and Nosofsky's extensive modeling analyses of individualparticipant data (which, unfortunately, are largely ignored in the Maddox and Ashby commentary). Fourth, Maddox and Ashby make incorrect assertions and misinterpretations regarding the a priori predictions that they believe have been violated in past applications of the GCM. Fifth, I defend the theoretical progress that has been made in recent years with the GCM and argue instead that it is the decision-bound theory of Ashby and Maddox that is in need of greater constraints.
Introduction and Issues Regarding Selective Attention
According to Nosofsky's (1984 Nosofsky's ( , 1986 ) GCM, people represent categories by storing individual exemplars in memory. Classification decisions are based on similarity comparisons with these stored exemplars. The exemplars are represented as points in a multidimensional psychological space, and similarity is a nonlinearly decreasing function of distance in the space. Finally, selective attention processes are assumed to systematically modify the structure of the psychological space in which the exemplars are embedded. This idea about the role of selective attention in modifying psychological similarity relations has been one of the central themes involved in the development and testing of the model (e.g., Nosofsky, 1984 Nosofsky, , 1986 Nosofsky, , 1987 Nosofsky, , 1989 Nosofsky, , 1991 Nosofsky, Gluck, Palmeri, McKinley, & Glauthier, 1994; Nosofsky & Palmed, 1996) .
Ashby, Maddox, and their colleagues have developed a new competing theory of categorization, which they term decision-bound theory or general recognition theory (GRT; e.g., Ashby & Lee, 1991; . Decisionbound theory is a multidimensional generalization of signaldetection theory. According to the theory, an individual object gives rise to a distribution of perceptual effects across trials of an experiment. Observers are assumed to partition into response regions the perceptual space in which the objects lie by constructing decision boundaries. Anytime an object gives rise to a perceptual effect that falls in Region A of the space, the observer makes a Category A response. Ashby and Lee (1991) and Maddox and Ashby (1993) demonstrated that specific versions of decision-bound theory gave excellent fits to a variety of data sets, including ones collected previously by Nosofsky (1985 Nosofsky ( , 1986 Nosofsky ( , 1989 . In reporting these fits for evaluation, they used Nosofsky's GCM as a competing alternative model. Furthermore, in the context of these competing model-fit evaluations, they argued, in contrast to Nosofsky's suggestions, that the notion of selective attention is not needed for explaining categorization and its relations to other cognitive processes such as identification.
In my judgment, Ashby and Maddox's claims about the relative unimportance of selective attention were sweeping and extreme. A sampling of their statements of intent and conclusions follows: 1
Nosofsky emphasized the role of attention in accounting for the identification-categorization relation .... It should be instructive then to see how well we can account for the categorization data without appealing to the concept of selective attention. (Ashby & Lee, 1991, p. 167) It was also shown that the categorization data could be predicted successfully from the identification confusions without appealing to the notion of selective attention. A simpler model that emphasizes the different decision bounds used in identification and categorization was adequate. (Ashby & Lee, 1991, p. 170) Models derived from general recognition theory (GRT) can predict categorization from identification without incorporating selective attention. (Ashby & Lee, 1992, p. 385) One could not conclude that selective attention is needed to account for the identification-categorization relationship. This is because we fit a GRT model with no selective attention parameters to the data reported by Nosofsky (1989) and found that it provided excellent fits .... Nosofsky and Smith (1992) emphasized the importance of Nosofsky's (1989) size and angle conditions for illustrating the role of selective attention. We fit the GRT model described earlier to the data from both of these conditions. In each case, we assumed the decision boundary is linear... Note that the GRT model fits better in both conditions. Thus, the notion of selective attention is not needed to account for the identification-categorization data reported by Nosofsky (1989) . (Ashby & Lee, 1992, p. 385) Finally, the fact that the decision bound model accounted for [Nosofsky's] dimensional (size and angle) categorization conditions better than the GCM or DEM supports the claim, that, at least within the decision bound approach to categorization, shifts in the decision bound are more important than shifts in selective attention. (Maddox & Ashby, 1993, p. 67) This sampling of claims and assertions is not unrepresentative or taken out of context. In none of the articles by Lee (1991, 1992) and Maddox and Ashby (1993) that motivated the McKinley and Nosofsky (1996) research was it ever acknowledged that any form of selective attention was needed for explaining categorization.
In their research that argued against the need for incorporating assumptions about selective attention, Ashby and Maddox fitted various linear decision bound models (DBMs) to the classification data sets. In this modeling, the linear boundaries were roughly orthogonal to a single relevant dimension to which observers needed to attend in order to accomplish the required categorization. The central argument made by McKinley and Nosofsky (1996) was that in many classification situations, the ability of linear boundaries to account for performance implicitly reflects selective attention to psychological dimensions. In particular, for category structures like the one shown in Figure 1 , in which overall similarity relations among exemplars predict curved decision boundaries, constructing a linear boundary that is essentially orthogonal to the perceived psychological dimensions entails a type of selective attention process. (p. 296)
In other words, Ashby and Maddox have accounted for categorization by choosing among alternative decision boundaries described by different functions and then estimating the parameters that give good fits to data. What this account leaves out is that selective attention processes in and of themselves play a critical role in influencing the types of decision boundaries that are formed.
In the first part of their commentary, Maddox and Ashby (1998) clarify that when they stated in their previous work that the notion of selective attention is not needed to account for categorization, what they meant to say is that perceptual forms of selective attention often play only a minor role. In other words, selective attention often plays only a minor role in modifying the perceptual variance associated with a stimulus representation. On the other hand, they now clarify that they agree with McKinley and Nosofsky (1996) and suggest that they have always held the position that decisional forms of selective attention are often of central importance.
For the record, however, I must state that rereading Ashby and Maddox's previous string of assertions about the unimportance of selective attention still leaves me with a sense of confusion. It is clear that in arguing that the notion of selective attention is not needed, Ashby and Maddox were challenging the ideas set forth in my development of the GCM (see series of quotes listed earlier). However, in discussing the concept of selective attention within the framework of the GCM, I have always favored an interpretation that it is a decisional or judgmental form of selective attention that is primarily involved, not a form that changes sensorial or perceptual variability. An old quote from Nosofsky (1987) should suffice to document this point:
One question that this research has not addressed concerns the interpretation of the selective attention weights in terms of perception or decision processes. As suggested earlier in the section on identification learning, it seems unlikely that perceptual confusability played a major role in this study. Given the type of stimuli and experimental conditions, it seems more sensible to attribute the performance limitations to imperfect memory. Following this line of conjecture, the selective attention weights were probably not reflecting a qn their reply, Maddox and Ashby (1998) acknowledge some of the blame for the confusion that has arisen in our debate about the role of selective attention. In defending my article with McKinley (McKinley & Nosofsky, 1996) against various of their criticisms, however, I feel it is important to clearly establish the background context in which our article was written. modified perceptual representation, but perhaps a decision process in which certain aspects of the stimuli were weighted more heavily than other aspects in arriving at a categorization response. Alternatively, perhaps the weights can be interpreted in terms of the precision with which the different aspects of the stimuli were represented in memory (e.g., Medin & Schaffer, 1978, pp. 210-211) . In any case, the changes in similarity relations that occurred across the identification and categorization paradigms are probably more appropriately viewed as changes in cognitive similarity than perceptual similarity. Under different experimental conditions, some form of perceptual attention may also be involved. For example, if stimuli are presented for short exposure durations, selective attention to relevant dimensions might yield a richer internal perceptual representation. Future research will need to examine more carefully alternative process interpretations for the selective attention weights. (pp. 104-105) On various occasions since then (e.g., Nosofsky, 1991) , I have reiterated this interpretation that the selective-attention process that is involved is decisional in nature and that it results in changes in a cognitive or judgmental similarity, not in changes in perceptual confusability. By contrast, prior to the appearance of the McKinley and Nosofsky (1996) article, Ashby, Maddox, and their colleagues had never used the term decisional selective attention, although Maddox and Ashby (1998) discuss it quite freely in their article. If Lee (1991, 1992) and Maddox and Ashby (1993) believed that decisional forms of selective attention were critical, and it was only perceptual forms of selective attention that played a minor role, then why did they so consistently challenge my ideas when I had expressed precisely the same view?
In their commentary, Maddox and Ashby (1998) suggest they had clearly distinguished between decisional selective attention versus perceptual selective attention when Ashby and Lee (1991) wrote "The most important difference between identification and categorization is that the two require very different sets of decision bounds .... It should be instructive then to see how well we can account for the categorization data without appealing to the concept of selective attention" (p. 167). Unfortunately, however, the fact that different sets of decision boundaries are needed to fit identification and categorization data is self-evident and provides little information. In an identification experiment with n unique stimuli, a set of decision boundaries needs to be estimated that partitions the multidimensional space into n distinct response regions, whereas in a categorization experiment with, say, two categories, a single boundary needs to be estimated that divides the space into the two category regions. That different sets of decision boundaries are needed says nothing about whether a selective attention process plays any role in influencing the types of boundaries that are formed. I must reiterate that Ashby, Maddox, and their colleagues had never before acknowledged the role of a selective attention process in determining the form of these boundaries. Maddox and Ashby (1998) also note that the construct of decisional separability, which they now discuss constitutes a form of decisional selective attention, has long been formalized within the framework of the GRT (Ashby & Townsend, 1986) . McKinley and Nosofsky (1996) never argued, however, that GRT does not have the machinery available to formalize concepts of decisional selective attention. Rather, we took issue with Ashby and Maddox's repeated claims and conclusions that the notion of selective attention was not needed to explain categorization phenomena. I should also note that decisional separability represents an extreme form of decisional selective attention in which classification decisions are based solely on information along a single psychological dimension. Nosofsky's modeling with the GCM suggests instead that selective attention processes are sometimes more graded in form. None of the linearboundary models that Lee (1991, 1992) and Maddox and Ashby (1993) fitted to Nosofsky's classification data were actually constrained to satisfy decisional separability. Furthermore, decisionally separable (orthogonal) linear boundaries provide extremely poor accounts of the selective attention phenomena reported in McKinley and Nosofsky's (1996) experiments with integral-dimension stimuli (see subsequent section of this reply). Thus, I believe that a formalization of decisional selective attention processes within the framework of GRT will require far more than a discussion of when decisional separability holds and does not hold.
Although clarifying their position that decisional forms of selective attention play a critical role in categorization, Maddox and Ashby (1998) note that an advantage of decision-boundary theory over the GCM is that the former contains distinct parameters that distinguish clearly between decisional and perceptual processes. By contrast, in the GCM, changes in perceptual confusability and cognitive similarity or generalization are modeled in the same way, namely, in terms of stretching and shrinking of the psychological space in which the category exemplars are embedded. This criticism of the GCM has a good deal of validity. One reason that I have been reluctant to introduce separate parameters for representing the different forms of selective attention is that the dividing line between "failures of perceptual discriminability" and "judgments of cognitive similarity" is often a fuzzy one (see arguments in the following paragraph and in footnote 2). Nevertheless, I long ago expressed my support for the idea of explicitly modeling perceptual variability in the GCM by incorporating the same distributions of perceptual effects as are modeled in GRT (Nosofsky, 1988b) . In other words, instead of representing each exemplar as a single point in the space, one can assume that each exemplar gives rise to a distribution of points, just as in GRT. Ennis (1988 Ennis ( , 1992 has provided formalizations of exemplar-memory models that incorporate this perceptual variability, and Ennis (1988) and Nosofsky (1988b) discussed the potential benefits of such approaches to understanding a variety of psychological phenomena. Certain types of perceptual selective attention phenomena may be well modeled within such an approach in terms of reduced variances of the perceptual distributions associated with attended stimuli or dimensions (e.g., Luce, Green, & Weber, 1976; Nosofsky, 1983) . I believe that the perceptualdistribution approach is potentially most fruitful in designs involving highly confusable stimuli, where, even following protracted training, pairwise discriminations among objects axe poor. However, in designs involving fairly discriminable stimuli, such as the ones used by McKinley and Nosofsky (1996) , the single-point representation seems like a reasonable simplifying assumption.
Finally, Maddox and Ashby (1998) In addition, it is critical to understand that the mathematical equivalence between stretching a dimension and decreasing variances arises within the context of certain highly specific formal models involving the use of optimal, likelihood-based decision boundaries (see Ashby & Perrin, 1988; Nosofsky, 1989 Nosofsky, , 1990 , for details). One should not assert a general mathematical equivalence between these parameters without carefully specifying the formal modeling context in which the equivalence actually arises. Indeed, in the versions of decisionbound theory in which linear or quadratic boundaries are used for fitting data, there is in general no formal equivalence between the attention-weight parameters in the GCM and the variance parameters in GRT. This contrast between the use of optimal, likelihood-based decision boundaries versus linear or quadratic ones is central to the issues pursued in the next section of my reply.
Constraints Involving the Form of the Optimal Decision Boundary

Optimal Boundaries
In the next section of their commentary, Maddox and Ashby (1998) argue that McKinley and I derived incorrect predictions from decision-bound theory when we evaluated linear decision boundaries for fitting our classification data. In some of their work, Maddox and Ashby (1993) have suggested a hypothesis that I refer to as the optimal-bound hypothesis. According to this hypothesis, observers will adopt decision boundaries with the same form as the boundary that maximizes classification accuracy, that is, the optimal or ideal-observer bound. For example, if the optimal boundary is linear in form, then the hypothesis predicts that observers will use a linear decision boundary. For certain special category structures involving separable-dimension stimuli, it can be shown that the optimal decision boundary is linear. With integral-dimension stimuli, such as those used in Experiment 1 of McKinley and Nosofsky (1996) , however, Maddox and Ashby (1998) point out that it is highly unlikely that the optimal boundary will be linear because of certain complex perceptual representations to which integraldimension stimuli may give rise. Thus, they suggest that McKinley and I were misguided in fitting linear decision boundaries to these classification data.
I believe that Maddox and Ashby's line of argument is logically flawed. To explain why, I need to review the history that motivated the present debate. One of the original category structures that I (1989) used for demonstrating the importance of a selective attention process is illustrated in Figure 1 . There were 16 stimuli varying along two continuous dimensions (angle and size), with four values on each dimension. Stimuli labeled with a "1" denote training exemplars assigned to Category 1, whereas stimuli labeled with a "2" denote training exemplars assigned to Category 2. Stimuli without a label were unassigned transfer exemplars. Following a learning phase in which observers learned to classify the training exemplars, a transfer phase was conducted in which the observers classified all 16 stimuli, including the transfer stimuli. Of critical importance was the result for Transfer Stimulus 14 ($14; see Figure 1 ). As can be seen in the figure, $14 is highly similar overall to a training exemplar from Category 2, namely, Stimulus 15 ($15). Thus, in the absence of selective-attention weighting, the exemplarbased GCM predicts that Sx4 should tend to be classified in the overall-similarity category, namely, Category 2. However, as can be seen in the figure, the angle dimension is far more relevant than is the size dimension for performing the classification. According to the selective-attention hypoth2There is abundant evidence from the perceptual classification literature to help document my concern that the variability measured by signal-detection models may not correspond solely to sensory or perceptual effects. In the domain of unidimensional absolute judgment, for example, there remains an extreme lack of consensus about whether performance limitations arise from sensory, memorial, or critical noise factors (see Luce, 1994 , for a review). In multidimensional identification, Nosofsky and Smith (1992) illustrated that a set of asymmetric identification-confusion data that Ashby and ~ (1991) modeled in terms of a complex set of perceptual dependencies among stimuli could be modeled equally as well in terms of a simple and systematic responseselection process. Ashby and Schwarz (1996) recently presented a stochastic version of GRT for predicting multidimensional classification response times in which input from perceptual channels enters into a diffusion-based decision process. They reported that if one attempted to model data generated from the stochastic GRT in terms of the static version, then decision noise emanating from the diffusion mechanism would be reflected in the estimated perceptual distributions associated with the stimuli. This small subset of examples supports my view that the variance estimates obtained when GRT models are fitted to classification data may not correspond solely to sensory or perceptual fluctuations and should be interpreted with a good deal of caution. Nosofsky (1989) . Numbered circles refer to assigned category exemplars. Unnumbered circles refer to unassigned transfer patterns. Also shown is the (optimal) boundary of equal likelihood for Categories 1 and 2 predicted by the likelihood-based decision-bound model under the assumption of equal attention to the size and angle dimensions (see Nosofsky, 1989 , for the parameters used to calculate the boundary). The schematic illustration in the figure assumes a simplified perceptual representation for the stimuli, and the exact set of points that constitute the optimal boundary would change by introducing more complex perceptual representations. Critically, however, except under extraordinarily unusual circumstances, the form of the optimal boundary would remain highly nonlinear, and the optimalboundary model would continue to predict that in the absence of selective attention, Stimulus 14 would be classified in Category 2 (see text for further discussion). From "Selective Attention and the Formation of Linear Decision Boundaries," by S. C. McKinley and R. M. Nosofsky, 1996, Journal of Experimental Psychology: Human Perception and Performance, 22, p. 295. Copyright 1996 by the American Psychological Association.
esis in the GCM, observers should be inclined to attend selectively to this relevant dimension, thereby stretching the psychological space along the angle dimension and shrinking it along the size dimension. In this situation, $14 is judged more similar to the training exemplars of Category 1, so the GCM predicts that S~4 will be classified into the selective-attention category. The result was that observers had a strong tendency to classify S~4 into Category 1, supporting the idea that a selective attention process played a key role in influencing behavior.
A very similar state of affairs holds for the decision-bound theory of Ashby and Maddox. The solid curve in Figure 1 illustrates the optimal decision boundary for partitioning the space into categories. Clearly, the bulk of the distribution associated with S~4 falls in the Category 2 response region, so this version of the model makes the incorrect prediction for St4. Nosofsky and Smith (1992) used this result to challenge versions of the optimal-bound model that did not incorporate selective attention. Nevertheless, Ashby and Lee (1992) and Maddox and Ashby (1993) noted that a linearboundary form of GRT provided excellent fits to this category structure. (Intuitively, it is easy to see that by constructing a linear boundary that is roughly orthogonal to the angle dimension, the members of Categories 1 and 2 can be well separated, and $14 will tend to be classified in Category 1.) Furthermore, Ashby and Maddox used the good fits of the linear-boundary model to argue that the notion of selective attention was not needed within the GRT framework to account for the data (Ashby & Lee, 1992, p. 385; Maddox & Ashby, 1993, p. 67) .
It is unclear exactly what the "form" of the optimal decision boundary is that is illustrated in Figure 1 . One thing that is abundantly clear, however, is that it is highly nonlinear. Despite the nonlinearity of the optimal boundary, Ashby and Lee (1991) and Maddox and Ashby (1993) nevertheless felt theoretically justified in applying the linearbound version of their model and in using the good fits to argue that the notion of selective attention is not needed. Indeed, it was Ashby and Maddox's use of linear boundaries in this situation (and their accompanying conclusions that the notion of selective attention was not involved) that led to McKinley and Nosofsky's research in the first place! Thus, I cannot agree that McKinley and Nosofsky (1996) erred in evaluating the linear-boundary hypothesis for the very similar category structures that they tested in their subsequent research. Had Ashby, Maddox, and their colleagues consistently abided by the optimal-boundary hypothesis in their own research, then their line of argument would have some force, but they clearly have not felt constrained by this hypothesis. Maddox and Ashby (1998) acknowledge indirectly that the optimal-bound hypothesis may have some trouble because at one point in their commentary they suggest that observers may use linear boundaries if they are "nearly" or "approximately" (p. 309) optimal. Even this weaker approximate optimal-bound hypothesis runs into trouble in McKinley and Nosofsky's (1996) Experiment 2. In that experiment, four conditions were tested in which observers learned to classify objects belonging to two bivariate, normally distributed categories (for an illustration, see McKinley & Nosofsky, 1996 , p. 307, Figure 6 ). In two orthogonal conditions, a single dimension was relevant for achieving the classification, and observers could perform quite well by attending selectively to this relevant dimension. Two diagonal conditions were also tested that had identical structures as the orthogonal conditions except for a 45 ° rotation of the stimulus space. In these conditions, observers needed to attend to both dimensions to perform the classification. Assuming that the ideas about selective attention were correct, theoretical analyses involving the GCM revealed that linear decision boundaries should provide good fits to data in the two orthogonal conditions but that more complex quadratic boundaries would be needed to fit the data in the diagonal conditions. Precisely this pattern of results was observed, and the GCM yielded excellent fits across all four conditions.
Hypotheses based solely on the form of the optimal bound or even the approximate optimal bound have no basis for making these differential predictions. As pointed out by McKinley and Nosofsky (1996, pp. 306-307) , in all four conditions the theoretically optimal bound was quadratic in form and would yield 90% correct performance. Also, in all four conditions, a simple linear boundary would yield approximately optimal performance, namely, 89% correct. If one adopts the pure optimal-bound hypothesis, then quadratic decision bounds should have provided the best fits to data in all four conditions; however, this hypothesis fails because linear bounds provided better fits in the orthogonal conditions. 3 If one regards 89% correct as approximately optimal, then the approximate optimal-bound hypothesis predicts linear boundaries in all four conditions; however, this hypothesis fails because quadratic boundaries were required in the two diagonal conditions. In a nutshell, the exemplar-based GCM with its assumptions about selective attention predicts these differential results across conditions, whereas hypotheses based solely on the form of the optimal bound do not.
Finally, even if the optimal-bound hypothesis yielded consistently good predictions of observers' behavior, I would still have severe misgivings about its status as a psychological model. The hypothesis simply asserts that observers will adopt a decision boundary with the same "form" as the optimal bound. First, such a hypothesis seems to presume an omniscience on the part of the observer that is just unrealistic. The hypothesis cries out for some processoriented approach that explains the manner in which such optimal boundaries emerge, but Maddox and Ashby are silent on this issue. Second, the meaning of the hypothesis has never been clear to me. For certain types of category distributions, such as categories that are normally distributed, it is known that the optimal decision boundary is always linear or quadratic in form. However, consider the category structure in Figure 1 , which motivated much of the present debate. What is the functional "form" of the optimal boundary that one should fit to the data? As articulated by Maddox and Ashby (1993) , there is no clear answer to this question. Thus, not only do I find the hypothesis to be psychologically unrealistic, I believe that it is not well specified. Maddox and Ashby (1998) also criticize the GCM on the grounds, they claim, that it does not distinguish between the representation of integral-and separable-dimension stimuli. This line of criticism badly misrepresents the GCM and ignores the historical context in which certain theoretical analyses were conducted.
Representations of Integral-Versus Separable-Dimension Stimuli
It is true that standard applications of the GCM do not model the sensory or perceptual variability to which stimuli give rise (but see Ennis, 1988 Ennis, , 1992 Nosofsky, 1988b Nosofsky, , 1997 . However, with regard to the arrangement of stimulus means in the psychological space, the GCM distinguishes between integral-and separable-dimension stimuli in the same manner as does decision-bound theory. Consider an experiment in which a stimulus set is constructed by combining orthogonal values along two physical dimensions (e.g., see Figure 1 ). In typical applications of the GCM, a variety of multidimensional scaling (MDS) techniques is used for representing these stimuli as points in a multidimensional psychological space (see Nosofsky, 1992 , for a review). For the case of highly separable-dimension stimuli, the expectation is that the psychologically scaled values along one dimension will be independent of the values along the other dimension, creating a rectangular array of points. Nosofsky (1985, Figure 7 , left panel) provided a very early example of such a perceptually separable representation. By contrast, to the extent that the physical dimensions are not perceived independently, as presumably occurs for integraldimension stimuli, the physically defined space will show various distortions in the psychological space, and the rectangular array of points will not arise. Nosofsky (1985, Figure 7, right panel) provided an example of an MDS solution with such a violation of perceptual separability. Note, of course, that testing for perceptual separability of dimensions by testing whether or not the psychological configuration is rectangular depends on the original physical configuration of stimuli being rectangular, that is, the physical dimensions that are giving rise to perceptions were combined orthogonaUy in constructing the stimulus set. Now, in Experiment 1 of McKinley and Nosofsky (1996) , we used as stimuli a set of Munsell colors varying in brightness and saturation, which are integral-dimension stimuli. Furthermore, in our modeling analyses, we used the classic Munsell scaling solution to represent the configuration of stimuli in the psychological space. 4 Because the stimuli are configured as a rectangular array of points, Maddox and Ashby (1998) argue that the GCM does not distinguish the manner in which separable-dimension versus integral-dimension stimuli are represented. Besides ignoring my extensive use of MDS techniques in past work for testing 3Following Maddox and Ashby (1993) , the fits of the models were evaluated by using Akaike's information criterion (AIC) statistic, which penalizes a model for its number of free parameters. According to the AIC-fit criterion, the extra free parameters accorded the quadratic model were wasted in the orthogonal conditions. 4At least in cases in which Munsell hue is held constant (as in McKinley and Nosofsky's 1996 study), a variety of alternative psychological scaling techniques yield configurations that well approximate the Munsell scalings of brightness and saturation--for some examples, see Indow (1988, Figure 1) , Nosofsky (1987, Figure 4) , and Shepard (1958, Figure 3 ). Although in much of my previous work I have used MDS techniques to derive more exact psychological representations for the particular subset of MunseU colors in use (e.g., Nosofsky, 1987 Nosofsky, , 1988c Nosofsky & Palmed, 1996) , in the McKinley and article, I viewed the Munsell configuration as a neutral scaling solution that, a priori, would not differentially favor predictions emerging from the GCM versus decision-bound theory.
for perceptual separability (see discussion above), Maddox and Ashby's argument falls to recognize that the Munsell color space has itself been derived from extensive psychological scaling techniques. In the Munsell system, brightness and saturation are not two independent, physically manipulated variables; rather, they are psychologically scaled values. If one performed a reverse mapping and located these colors in a physical-measurement space in which the physical dimensions were rough correlates of the psychological ones, the resulting configuration would be a nonlinear distortion of the psychological rectangle. In short, Maddox and Ashby's argument failed to recognize that to test for perceptual separability, one must consider the relation between the structure of the psychologically derived space and the physical space; they cannot be considered in isolation.
Maddox and Ashby (1998) also criticize the GCM on the grounds that Nosofsky (1995, 1996) used a Euclidean distance metric when fitting classification data involving separable-dimension stimuli. By contrast, a vast amount of literature suggests that although distance relations among integral-dimension stimuli are well-modeled by a Euclidean metric, distance relations among separabledimension stimuli are more closely approximated by a city-block metric (see Shepard, 1991 , for a review). As I soon document, in the classification paradigms tested by Nosofsky (1995, 1996 , Experiment 2), it makes virtually no difference to the predictions of the GCM whether one uses a Euclidean metric or a city-block metric. The reason McKinley and I reported fits with a version that used the Euclidean metric is only intimated by Maddox and Ashby (1998) in their footnote 2. In particular, in a previous article, Maddox and Ashby (1993) had reported fits of the GCM that assumed a Euclidean metric for separabledimension stimuli. McKinley and Nosofsky (1995, pp. 133-135) questioned some of Maddox and Ashby's (1993) model-fitting techniques for the GCM. In particular, Maddox and had fitted an approximate version of the GCM in which a representative collection of exemplars was stored in memory, rather than the true version in which the actual, previously experienced exemplars were stored in memory. Therefore, we redid all of their fits by using the true version instead. To achieve close comparisons with Maddox and Ashby's (1993) fits, we held all other aspects of the modeling the same, including their use of the Euclidean distance metric. McKinley and Nosofsky (1995, pp. 133-135, 138 ) discovered that some of Maddox and Ashby's (1993) fits for the GCM were suboptimal, and the discovery led to important revisions in conclusions about the status of the competing models.
In hindsight, however, it was clearly an error for me to continue reporting fits by using the Euclidean metric when separable-dimension stimuli were involved. To address Maddox and Ashby's (1998) concern, I have refitted all of the 45 individual-participant data sets collected by McKinley and Nosofsky (1996, Experiment 2) with the GCM by using a city-block metric instead of the Euclidean metric. The results are reported in Table 1 . Inspection of the table reveals that across all 45 data sets, any differences between the fits of the city-block and Euclidean versions of the model are minuscule. None of the differences would lead to any changes in the central conclusions that McKinley and Nosofsky (1996) reached about the importance of selective attention in classification. In a nutshell, Maddox and Ashby (1998) are correct to question Nosofsky's (1995, 1996) use of the Euclidean metric, but their criticism ignores the historical context in which our modeling analyses were conducted and turns out to have no bearing on the evaluation of the competing models.
A Priori Predictions of the GCM Before addressing Maddox and Ashby's (1998) concerns about my modeling averaged data, it is convenient for me in organizing my reply to first address their points about the a priori predictions of the GCM. Maddox and Ashby (1998) argue that certain of these predictions are either conceptually problematic or have been violated in various applications. I disagree with their arguments.
One of the category structures tested in Experiment 1 of McKinley and Nosofsky's (1996) article is illustrated in Figure 2 . The stimuli were Munsell colors varying in saturation and brightness. Stimuli A1-A6 were training exemplars of Category A, Stimuli B1-B4 were training exemplars of Category B, and Stimuli T1-T5 were unassigned transfer stimuli. In motivating the theoretical predictions, McKinley and Nosofsky (1996) placed emphasis on T3 and T5, which they termed critical transfer stimuli. T3
and T5 have greater overall similarity to the members of Category A than to Category B, so without selective attention operating, the GCM predicts they will be classified in Category A. However, saturation is far more relevant than is brightness in the Figure 2 structure, so the expectation is that observers will be inclined to attend selectively to the saturation dimension (to whatever degree these integraldimension stimuli may allow). Stretching the space along the saturation dimension and shrinking it along the brightness dimension renders T3 and T5 more similar to the members of Category B (the selective-attention category), so in this case the GCM predicts that T3 and T5 will tend to be classified in Category B. To ensure that saturation is not simply more perceptually salient than brightness, a brightness categorization was also tested, in which the Figure 2 structure was essentially rotated 90 ° . Now, the prediction was that brightness would receive more attention than saturation. Finally, in key comparison conditions, category structures analogous to the orthogonal one in Figure 2 were tested, except they were rotated roughly 45 ° in the psychological space. Critical transfer stimuli analogous to T3 and T5 were included in these diagonal category structures. Because in the GCM it is assumed that selective attention orients only along psychological dimensions and not in arbitrary directions in the space, the prediction was that in these diagonal category structures the critical transfer stimuli would now tend to be classified in the overall-similarity category. By contrast, without incorporating assumptions about selective attention to psychological dimensions, the linear DBM has no basis for making these differential predictions across the conditions. Indeed, in the diagonal conditions, there is no way for a linear-decision boundary to cleanly partition the training exemplars of Categories A and B and yet to simultaneously predict that the critical transfer stimuli are classified into the overall-similarity category.
The results of the experiments were clear-cut: The predictions stemming from the GCM were verified in every condition of testing in both experiments, whereas the predictions of the linear DBM were falsified. In all of the single-dimension or orthogonal conditions (such as the one illustrated in Figure 2 ), the critical transfer stimuli tended to be classified in the selective-attention category, whereas in all of the diagonal conditions, the critical transfer stimuli tended to be classified in the overall-similarity category. Fitting the GCM to the classification probability data in each condition required estimation of three free parameters: an attention weight, Wl (0 --< wl -----1), reflecting the amount of attention given to Dimension 1 (with w 2 = 1 -W1); an overall sensitivity parameter c; and a category response-bias parameter bA. As predicted, in all of the single-dimension category structures, estimates of the attention-weight parameter indicated that observers were inclined to attend selectively to the relevant dimension. Maddox and Ashby's (1998) first argument is that increases in the value of the sensitivity parameter c produce similar changes in classification probabilities for some of the transfer stimuli as do increases in the attention-weight wl, so the main results cannot be unambiguously attributed to the operation of a selective attention process. Summarizing their investigations, they write: "Interestingly, we found that the probability with which transfer items T3 and T4 were classified into Category B [the selective-attention category] increased, even though no selective attention was assumed" (p. 310). Unfortunately, Maddox and Ashby (1998) focus here on a subset of predictions that are nondiagnostic and ignore the critical predictions that McKinley and Nosofsky (1996, pp. 300-301) originally emphasized. The critical transfer items that are most diagnostic to the difference between theories are T5 and T3 (not T4), and one especially needs to take T5 into account to assess the impact of variation in attention weighting versus sensitivity. In Table  2 , I report the predicted Category B response probabilities for these critical transfer stimuli as a function of changes in the attention weight (wl) and the sensitivity parameter (c), holding the other parameters fixed at default values. As explained previously, it can be seen that as w~ increases, there is an increased tendency for both critical transfer stimuli to be classified into the selective-attention category (see left part of Table 2 ). Holding wl fixed at .50, however, and increasing the value of c lead to a much different pattern of results (see right part of Table 2 ). Although Category B response probabilities increase slightly for T3, they decrease for T5. Furthermore, in the absence of selective attention, there is no setting of the sensitivity parameter that ever predicts that the critical transfer stimuli are classified into the selective-attention category with probability greater than .50, in contrast to the observed data. Maddox and Ashby's (1998) line of argument here is particularly surprising to me because it also ignores the fact that McKinley and Nosofsky (1996) reported detailed theoretical analyses that examined the GCM's ability to predict the classification data in the absence of selective attention. In all cases involving the single-dimension category structures, a version of the GCM with the attention weight restricted at w~ = .50 fit dramatically worse than the full version of the model with Wl allowed to vary freely. Maddox and Ashby's (1998) final point that the precise quantitative predictions for the critical transfer stimuli depend not only on w~ but also on the sensitivity parameter c (and the bias parameter b^), is not very informative if these other free parameters played no role in the quantitative predictions, they would not be included in the model. Maddox and Ashby's (1998) second criticism is that even in conditions in which both dimensions are relevant to the classification task, the best-fitting value of the attentionweight parameter in the GCM often deviates significantly from .50, which represents an exactly equal distribution of attention across both dimensions. Maddox and Ashby believe that this pattern violates an a priori prediction of the GCM. To begin, let me clarify that the attention weight in the GCM has always been regarded as a free parameter and has been clearly acknowledged as such. Free parameters are ubiquitous in mathematical modeling in psychology. They count against a model when one evaluates its parsimony, and the need to estimate free parameters represents an important source of incompleteness in theorizing. Indeed, the formal measures of fit used by Maddox and Ashby (1993) and by Nosofsky (1995, 1996) explicitly penalize models for the number of free parameters they use. (As I explain in the final section of this reply, certain versions of the DBMs contain far more free parameters than does the
GCM.)
Although the attention weight is a free parameter, some progress has been made in understanding how its value may vary across experimental conditions. The central hypotheses that drove McKinley and Nosofsky's (1996) predictions were that in situations in which a single dimension is relevant for performing a classification, observers will be inclined to attend selectively to this dimension; however, observers are unable to attend selectively in arbitrary directions in the space (e.g., in diagonal directions). It simply does not follow logically from these hypotheses, as Maddox and Ashby (1998) seem to suggest, that if two dimensions are both relevant for performing a classification, then exactly equal attention will be devoted to both dimensions. Admittedly, on the basis of the ideas in the GCM, one does not expect selective attention to be as extreme for two-dimensional classifications as for single-dimensional ones because if both dimensions are relevant, then attending selectively to a single dimension will result in substantial decreases in performance. However, as acknowledged by Maddox and Ashby (1998) in their review of my work, Note. GCM = generalized context model; T3 = Transfer Stimulus 3; T5 = Transfer Stimulus 5; c = sensitivity parameter; wm = attention weight on Dimension 1. selective attention to single dimensions tends not to be nearly as extreme in such situations. In summary, for most two-dimensional classification problems (in which both dimensions are relevant), the GCM simply does not make strong quantitative predictions regarding the precise values of the attention weights. Numerous complex factors are probably involved in influencing the magnitude of the weights, including factors such as intrinsic salience of the component dimensions, initial starting values, degree of learning, prior history and beliefs, as well as relative diagnosticity of the dimensions. The reason that the attention weights are free parameters is because of this type of indeterminacy. The model does make the qualitative prediction that some attention should be devoted to both dimensions if they are both necessary for classification, and there is a good deal of support for this hypothesis in the literature. However, Maddox and Ashby's (1998) assertion that the model predicts an exactly equal distribution of attention over the dimensions does not follow logically from the arguments advanced by McKinley and Nosofsky (1996) . Certainly, an important avenue for achieving further theoretical progress is to pin down more precisely the factors that may influence the distribution of the attention weights. However, at this stage of psychological theorizing, I find it unfair to mount strong criticisms against a model on the grounds that one is unable to specify in advance the precise quantitative values of its acknowledged free parameters.
Averaging Across Observers
In this section of their commentary, Maddox and Ashby (1998) criticize McKinley and Nosofsky's (1996) use of averaged data in their Experiment 1 when comparing the fits of the GCM and DBMs. Before proceeding to a discussion of the analyses that Maddox and Ashby present, which I believe corroborate McKinley and Nosofsky's central conclusions rather than invalidate them, it is important to set the record straight. I agree strongly with Maddox and Ashby that averaged data can obscure patterns observed at the individualparticipant level, and caution is needed when fitting formal models to averaged data. McKinley and Nosofsky (1996) directly acknowledged these concerns about modeling averaged data at several different points in their article:
Finally, whereas in Experiment 1 of the present study the models were fitted to averaged data .... Experiment 2 ... tested the models on individual participant data... This direction is important because averaged data can obscure response patterns at the individual-participant level. (p. 297)
The decision bound theorists can argue that the poor fits of the linear models to the averaged data may have been an artifact of the averaging process. The concerns about modeling averaged data are legitimate and were addressed directly in Experiment 2. (pp. 304-305) A second purpose was to address the concerns about modeling averaged data. In Experiment 2, all model-based analyses were conducted on individual participant data. (p.
306)
As indicated in the preceding quotes, not only did McKinley and I directly acknowledge the potential problems involved in modeling averaged data, we devoted the entire second half of our article to an experimental paradigm in which individual-participant data were modeled. What Maddox and Ashby (1998) fail to make clear in their critique is that our extensive modeling analyses of these individualparticipant data fully corroborated the central theses of our article. In particular, linear boundaries provided good fits to the individual-participant data only in orthogonal conditions involving separable-dimension stimuli in which the GCM posits that an efficient selective attention process will be at work. In both diagonal conditions, which were simple rotations of the orthogonal conditions, linear decision bound° aries provided relatively poor fits to the individualparticipant data. For example, as indicated in McKinley and Nosofsky's (1996, p. 311) Table 5 , the GCM provided a better fit than did the linear DBM to the classification data of 19 of the 21 individual participants tested in the diagonal conditions.
Maddox and Ashby's (1998) critique ignores another important aspect of McKinley and Nosofsky's (1996) studies. As I explained in the previous section, the design of McKinley and Nosofsky's studies emphasized a fundamental qualitative contrast between the predictions of the GCM and the linear DBM regarding the classification of the critical transfer stimuli. The qualitative prediction made by the GCM (with its assumptions about selective attention) was verified in every condition of both experiments. McKinley and concluded their discussion of Experiment 1 by writing the following:
More important, arguments about fitting the models to averaged data fail to account for the fundamental qualitative contrast observed in the present experiment: In the orthogonal conditions, the critical transfer stimuli tended to be classified in the selective attention category, whereas, in the diagonal conditions, the critical transfer stimuli tended to be classified in the overall similarity category. (p. 306) Unfortunately, despite Maddox and Ashby's extensive commentary regarding modeling averaged data, they simply ignore this fundamental qualitative contrast emphasized by McKinley and Nosofsky (1996) . They provide no explanation of how, even allowing for the averaging operation, the linear DBM can account for the fundamental qualitative result summarized above.
Maddox and Ashby's (1998) criticisms about the modeling of averaged data are directed primarily against the following argument that appeared in McKinley and Nosofsky's (1996) article:
It is important to remember that the linear decision-bound models provided excellent fits to the data obtained from Nosofsky's (1989) orthogonal conditions. These experiments were virtually identical to the orthogonal conditions tested here, the key difference being that the stimuli from the 1989 studies were composed of highly separable dimensions, whereas the present stimuli were composed of integral dimensions. Arguments about averaging data do not seem to account for this fundamental difference in the fits of the models across the two experiments, whereas the ideas about selective attention provide a straightforward explanation. (pp. 305-306) Maddox and Ashby's (1998) purported refutation of our argument involves a large set of computer simulations in which the DBM is used to generate hypothetical individualparticipant data. Each individual data set is generated under different parameter settings of the model. The simulated data are then averaged. Because the DBM is used to actually generate the individual-participant data, it is not surprising that it then yields better fits to each hypothetical individualparticipant data set than does the GCM. Maddox and Ashby's key point, however, is that under certain scenarios in which markedly different parameter settings are used to generate each individual data set, the superiority of the DBM over the GCM is quite reduced when these models are then fitted to the hypothetical averaged data.
The complete argument advanced by Maddox and Ashby (1998) involves an additional complicating assumption. In particular, they assume that although the psychological scaling solution used by Nosofsky (1989) for his set of separable-dimension stimuli provides a reasonable approximation to the true psychological configuration for those stimuli, the Munsell scaling solution used by McKinley and Nosofsky (1996) for their integral-dimension colors provides a poor approximation. Instead, Maddox and Ashby posit a psychological representation for the colors that is a highly nonlinear distortion of the Munsell solution, at least in certain directions in the space. For the record, I have reservations about the reasonableness of the spatial configuration posited by Maddox and Ashby. However, even allowing that their assumptions are correct, I still believe that their analysis corroborates McKinley and Nosofsky's (1996, pp. 305-306) argument about the critical role of selective attention in influencing the types of decision boundaries that are formed in the orthogonal conditions. Maddox and Ashby's (1998) simulation analyses indicate clearly that if observers adopted orthogonal linear boundaries in the orthogonal categorization conditions, even ones in which the intercept parameter varies across individuals, there would be essentially no reduction in the ability of the linear DBM to fit the averaged data, and the DBM would maintain its advantage over the GCM. This result holds regardless of whether the separable-dimension configuration or the more complicated integral-dimension configuration is assumed--see illustrations and results plotted in the upper left panels of Figures A3-A6 of the Appendix in Maddox and Ashby (1998) . (Note also that orthogonal boundaries are labeled as optimal in these figures, although they are not in fact optimal.) The GCM provided an overwhelmingly better fit than did the linear DBM to the classification data from McKinley and Nosofsky's (1996) orthogonal conditions (see McKinley & Nosofsky, 1996, Table 2 ). When this result is combined with Maddox and Ashby's (1998) computersimulation analyses, it follows therefore that it cannot be the case that most individual observers in McKinley and Nosofsky's (1996, Experiment 1) study used orthogonal linear boundaries.
Thus, Maddox and Ashby's (1998) orthogonal conditions with integral-dimension stimuli did not? The explanation proposed by McKinley and Nosofsky (1996, pp. 305-306) is straightforward: Because of the integral nature of the stimulus dimensions, the selective attention process required for the construction of orthogonal linear boundaries was hindered.
Unfortunately, Maddox and Ashby's (1998) explanation for why orthogonal boundaries were not used strikes me as vague and unconvincing. After providing an extensive discussion of their complex set of simulation results, they simply conjecture, without providing any documentation, that "it is likely that [the use of orthogonal boundaries] is nearly optimal in the Nosofsky (1989) study, but is not as close to optimal in the McKinley and study" (p. 310). However, after inspecting Figure A4 (upper left panel) in their Appendix, I find that it is readily apparent that an orthogonal linear boundary provides an excellent separation between members of the contrasting categories in the integral-dimension orthogonal condition, so I fail to see any basis for their conjecture. Indeed, by using the parameters of the stimulus configuration posited by Maddox and Ashby (1998, Figure A4 ), I conducted a computer search to examine this issue more rigorously. I found that when the slope parameter is allowed to vary freely, the optimal performance that can be achieved by adopting a general linear boundary is 93.5% correct. In comparison, if the slope is held fixed at zero, adopting an orthogonal linear bound still allows an observer to achieve 92.9% correct classifications. The overall difference in performance achieved by the optimal general linear bound and the optimal orthogonal linear bound is quite small, which leads one to strongly question Maddox and Ashby's conjecture about the role of optimality in explaining the pattern of results. Maddox and Ashby's (1998) second explanation about the basis for the differing pattern of results from Nosofsky (1989) and McKinley and Nosofsky (1996) is that "because of the perceptually separable nature of the Shepard circles, it is likely that the optimal [orthogonal] decision-bound in the Nosofsky (1989) study was easily verbalizable .... In the McKinley and Nosofsky study, on the other hand, the optimal [orthogonal] bound was not verbalizable (due to the perceptually integral nature of the stimuli)" (p. 310). However, this argument is virtually identical to the one that McKinley and Nosofsky (1996) made! Maddox and Ashby are suggesting that it is easy to formulate a verbal rule along a single dimension for separable-dimension stimuli but not for integral-dimension stimuli. Does not the ease of forming of a verbal rule along a single dimension, which ignores values along the second dimension, seem to involve a type of decisional selective attention process? Indeed, Maddox and Ashby's (1998) line of argument here directly contradicts the earlier claims of Ashby and Lee (1992) , who stated explicitly that "the nature of the decision bound depends very little on whether the stimulus dimensions are integral or separable" (p. 385).
In the Appendix to this reply, I discuss in more detail some of the simulation analyses reported by Maddox and Ashby (1998) . To summarize, I argue that the various scenarios they consider have little bearing on the central conclusions reached by McKinley and Nosofsky (1996) . First, some of the scenarios are highly implausible and lack any strong motivation. Second, and more important, Maddox and Ashby provide no evidence that their hypothetical scenarios can even come close to explaining our data. Their scenarios involving a mixture of suboptimal boundaries in the orthogonal condition greatly underpredict the actual accuracy levels that were observed in McKinley and Nosofsky's (1996) experiment, which is a factor that critically influences the ability of the competing models to fit the data. Also, their scenarios involving the diagonal condition fail to predict that the critical transfer stimuli were classified into the overallsimilarity category in these conditions. In other words, the fundamental qualitative result that was emphasized by McKinley and Nosofsky in the first place is simply ignored.
Overall then, I do not find Maddox and Ashby's (1998) simulation analyses to be very informative. To make a substantial contribution, one needs to go beyond mere demonstrations that fits to averaged data can be misleading--there needs to be some evidence that the hypothetical scenarios under investigation provide plausible and reasonable accounts of the phenomena of interest (for some examples, see Nosofsky, Palmeri, & McKinley, 1994) . Unfortunately, the hypothetical scenarios envisioned by Maddox and Ashby fail on both counts.
In summary, Maddox, Ashby, and I agree about the potential dangers involved in comparing our models on their fits with averaged data. Where we seem to part company is on the issue of whether averaged data should ever be used in evaluating the models' predictions. In the context of the McKinley and Nosofsky (1996) article, the potential conceres about modeling averaged data in our Experiment 1 were directly acknowledged. The entire second half of the article (Experiment 2) was devoted to an experimental paradigm in which only individual-participant data were modeled, and the results corroborated our central conclusions from Experiment 1. Furthermore, the design of the first experiment allowed us to establish a fundamental qualitative contrast between the predictions of the competing models, with the observed results clearly supporting the predictions of the GCM. Maddox and Ashby fail to explain how the data-averaging operation could allow the linear DBM to account for these results. Finally, McKinley and Nosofsky (1996) advanced a further argument that discredited an explanation of our results based on averaging, and Maddox and Ashby's computer simulations only serve to strengthen this argument rather than invalidate it.
If there are dangers involved in modeling averaged data, then why not conduct only experimental paradigms that allow individual-participant data to be rigorously modeled? Unfortunately, in my opinion, just as modeling averaged data has its disadvantages, so does the modeling of solely individual-participant data. For example, to collect sufficient data to allow for rigorous modeling, individual participants need to be tested for an extensive number of trials. Such testing can result in fundamental changes and distortions in the psychological processes that are of interest in the first place. In the context of the McKinley and Nosofsky (1996) study, for example, a critical question was whether individual participants would tend to classify the transfer stimuli into the selective-attention category or the overall-similarity category. However, once an individual sees a given transfer stimulus and decides its category membership, this process may well influence the observer's subsequent decisions. What basis does an observer have to change his or her decision if he or she is asked the same question 200 times? There are numerous other ways in which testing only single-subject paradigms can limit the types of questions that one can ask. The bottom line is that studying psychological processes is hard, and dangers are always lurking. My own research strategy has been to try to gain converging evidence for or against hypotheses by testing multiple experimental paradigms, some involving group data and others involving individual-participant data from highly experienced observers. This strategy is the one that McKinley and Nosofsky (1996) followed, and it yielded strong converging evidence for our central conclusions about the role of selective attention in categorization, conclusions with which Maddox and Ashby (1998) themselves now clarify that they agree.
On the Current Status of the GCM and Decision-Bound Theory
In the final section of their commentary, Maddox and Ashby (1998) take the GCM to task on the grounds, they claim, that over the course of the past 10 years, its fundamental defining assumptions have been abandoned, so it has been seriously weakened. In actuality, I believe the GCM that forms the basis of the McKinley and Nosofsky (1996) article is virtually intact from what was proposed 10 years ago (Nosofsky, 1986 (Nosofsky, , 1987 . I do not think this state of affairs is indicative of a lack of theoretical progress; rather it indicates that the core version of the model has had a great deal of staying power:
In my judgment, Maddox and Ashby (1998) hugely exaggerate apparent modifications of the core version of the GCM. They frame the situation by listing a set of certain "defining assumptions" in the original model. In reality, each assumption is based on a rich set of underlying representational and processing machinery. If even a relatively small aspect of the machinery is modified, Maddox and Ashby (1998) attempt to convey to the reader the impression that the very essence of the model has been changed. For example, as I explained earlier in this reply, Nosofsky (1995, 1996) used a Euclidean 5In its original formulation, the GCM was designed to account for classification-choice probabilities observed during a transfer phase that followed preliminary learning. It is this version of the GCM that I refer to as the core version and that is relevant in the McKinley and applications. Important extensions of the GCM have now also been developed that allow the model to account for details of classification learning (e.g., Estes, 1986 Estes, , 1994 Kruschke, 1992; Nosofsky, Kruschke, & McKinley, 1992) , old-new recognition memory (Nosofsky, 1988a (Nosofsky, , 1991 , and the time course of classification decision making (Nosofsky & Palmed, 1997) . I discuss the most recent of these extensions in the main text. metric instead of a city-block metric for computing distances among separable-dimension stimuli to achieve closer comparisons with certain modeling analyses conducted previously by Maddox and Ashby (1993) . Maddox and Ashby (1998) now use this fact to argue that two of the GCM's four central assumptions have been abandoned (product rule and MDS theory)6--as they portray things, half the model is gone! Even if the need to modify the city-block metric assumption were real (which it is not--see earlier discussion in this reply), such a modification would amount to allowing a single free parameter to vary from a default value. (The city-block and Euclidean metrics are both special cases of the more general Minkowski r-metric; r = 1 for city-block and r = 2 for Euclidean.) It strikes me as inappropriate to suggest that allowing a single quantitative free parameter to vary results in the abandonment of half the "defining assumptions" in a richly structured model. Furthermore, making allowance for representing sensory variability in situations involving highly confusable stimuli does not constitute a fundamental change in the spirit of the exemplar model (Ennis, 1988 (Ennis, , 1992 Nosofsky, 1988b) . Maddox and Ashby (1998) summarize their presentation of how the GCM has been weakened by asking "What is left?" (p. 313). With regard to the core version of the model that underlies McKinley and Nosofsky's (1996) work, I answer them as follows. According to the GCM, people represent categories by storing individual category exemplars in memory. Classification decisions are based on similarity comparisons to the stored exemplars. The exemplars are represented as points in a multidimensional psychological space. Similarity is a nonlinearly decreasing function of distance in the space, sij = exp(-cdP), where c is an overall scaling parameter and p defines the form of the similarity gradient. (The default assumptions are p = 1, which defines an exponential similarity gradient, and p = 2, which defines a Gaussian gradient. The p = 1 assumption is now used almost ubiquitously [see Ennis, 1988; Nosofsky, 1988b; and Shepard, 1986, 1987 , for extended discussion related to this issue].) Distances among exemplars are computed with the weighted Minkowski power model, d o = [~WmlXim --Xjm}r] lit , where Xim is the psychological value of exemplar i on dimension m, the wm are free parameters reflecting the attention given to each dimension m, and the parameter r defines the distance metric in the space. Furthermore, the default parameter settings in the model are that r = 1 when stimuli vary along highly separable dimensions (city-block metric) and r = 2 when stimuli vary along highly integral dimensions (Euclidean metric). Finally, in a bias-free, two-category experiment, the probability that an item is classified in Category A is given by P(A) = SA~ /(SA~ + SBV), where SA and SB give the summed similarity of the item to Categories A and B, respectively, and ~/is a response-scaling parameter.
The use of the ~/parameter is the single extension of the GCM in McKinley and Nosofsky (1996, Experiment 2) that did not appear in the original form of the model. The parameter allows the model to describe the nearly deterministic responding exhibited by highly experienced individual participants in probabilistic-classification designs (see Nosofsky, 1991; Nosofsky & Palmeri, 1997 , for further discussion). In the special case in which ~/= 1, which is the version of the model used by McKinley and Nosofsky (1996) in their Experiment 1, the model just outlined is precisely as proposed by Nosofsky (1984 Nosofsky ( , 1986 Nosofsky ( , 1987 10 years ago.
En route to criticizing the GCM, Maddox and Ashby (1998) also take issue with the newly proposed exemplarbased random walk (EBRW) model of Nosofsky and Palmeri (1997) . The EBRW is an integrated model that combines the GCM with Logan's (1988) instance-based model of automaticity. A key theoretical achievement is that beyond predicting classification choice probabilities, it allows the exemplar model to predict in quantitative detail the time course of classification decision making and also builds bridges between the domains of categorization and automaticity (Palmeri, 1997) . Maddox and Ashby (1998) note that the processing interpretation for the EBRW is not the same as in the GCM. Whereas a common process interpretation for the GCM is that the observer sums the similarity of an object to all category exemplars, in the EBRW, a finite set of probabilistically sampled exemplars enters into the decision process on any given trial. Although their discussion seems to imply that the EBRW represents a major departure from the GCM, Maddox and Ashby (1998) neglect to mention that the EBRW gives rise to the same computational formulas as does the GCM for predicting choice probabilities. Indeed, the EBRW provides a direct process interpretation for the emergence of the summed-similarity computation as well as the "y parameter in the response-ratio rule--for details, see the General Discussion in Nosofsky and Palmeri (1997, pp. 6Nosofsky (1984) noted that the interdimensional product rule, which Medin and Schaffer (1978) used for computing similarities among separable-dimension stimuli, arose as a special case of MDS theory in which distances are computed on a city-block metric and similarity is an exponential decay function of distance. This interpretation of the product rule in terms of MDS theory allowed for a straightforward generalization of the original context model. Whereas the original model was limited to predicting classification for stimuli varying along binary-valued dimensions, the generalization allowed for a straightforward extension to stimuli varying along continuous dimensions. Also, whereas the original model was applied to stimuli varying along only separable dimensions, the generalization allowed the model to he applied to integral-dimension stimuli as well (e.g., Nosofsky, 1987) . Instead of using a city-block metric for computing distance, a Euclidean metric would be used. The combination of an exponential similarity gradient and Euclidean distance metric does not yield an interdimensional product rule. Maddox and Ashby (1998) seem to portray this development, even in the context of Nosofsky's (1987) study involving integral-dimension stimuli, as abandoning an essential defining feature of the original context model. Surely, on the basis of the rich history of MDS theorizing, there is some difference in the manner in which similarities among separabledimension and integral-dimension stimuli should be computed. The GCM accounts for this difference in parsimonious fashion by tapping into the theoretical structure provided by MDS. 291-292). 7 In summary, in contrast to Maddox and Ashby's characterization of the EBRW as reflecting a further weakening of the exemplar model, my own view is that the EBRW represents significant scientific progress as I strive to meet the challenge of accounting for an ever wider range of diverse psychological phenomena.
I find Maddox and Ashby's (1998) entire line of criticism to be ironic because if there is a modeling approach that is severely in need of greater constraints, it is their own decision-bound theory, not the GCM. Indeed, it is my view that whereas the GCM constitutes a single quantitative model, the decision-bound theory advanced by Ashby, Maddox, and their associates constitutes a framework for expressing an infinite class of different models. Furthermore, past tests between decision-bound theory and the GCM (Ashby & Lee, 1991; failed to recognize that it makes little sense to compare the quantitative fits of an entire class of models with that of a single competing model from an alternative framework.
The key idea in decision-bound theory is that the observer constructs a decision boundary to partition the multidimensional perceptual space into response regions. It is possible to posit an infinite variety of different types of decision boundaries. Indeed, in fitting identification and categorization data sets, Ashby and his colleagues have at different times posited or incorporated linear boundaries that satisfy decisional separability, minimum-distance boundaries, general linear boundaries, bilinear boundaries, "staircased" linear boundaries, quadratic boundaries, optimal likelihoodbased boundaries, boundaries with an optimal form, nonparametric boundaries, and models that posit combinations of optimal-form boundaries and decisionally separable ones. In many cases, each different type of boundary constitutes a model with a completely different structural form. However, Ashby and Maddox seem to regard these different decision boundaries as instances of a single, reasonably constrained quantitative model.
In a previous debate on this issue, Ashby and Lee (1992) agreed that it is important to develop constraints for models but suggested that the constraints imposed on decisionbound theory are analogous to those in the GCM. They wrote the following:
Of course, the charge of any theorist is to specify and constrain the theory to an extent great enough that it is testable. With GRT, this has been done by restricting application to models that assume the decision boundary that separates a pair of stimuli in identification or a pair of categories in categorization is (a) linear, (b) quadratic, or (c) optimal (i.e., likelihood based). With the GCM, this is done by restricting application to models that assume similarity is (a) an exponentially decreasing function of city-block distance, (b) an exponentially decreasing function of Euclidean distance, or (c) a Gaussian function of Euclidean distance. (p. 386) Ashby and Lee (1992) framed things by listing three possibilities for decision-bound theory and three possibilities for the GCM, thereby suggesting that the models are equally constrained. Unfortunately, what they failed to recognize is that the individual possibilities that are listed are completely different in nature and scope. In theGCM, whether one uses a Euclidean or city-block distance metric amounts to specifying the value of a single, continuously varying quantitative parameter (see earlier discussion in this section). Moreover, as explained previously, the value of this parameter is typically set at a default value prior to any model fitting. By contrast, in decision-bound theory, use of a quadratic decision boundary versus use of an optimal likelihood-based decision boundary involves (except in certain special cases) the application of models with completely different structural forms, each with their own large set of potential free parameters. Allowing a single, continuous, quantitative parameter to vary does not constitute the same type of flexibility as is inherent in choosing among entire classes of structurally distinct models, each complete with numerous free parameters.
Compounding the difficulty, I believe that the optimalbound version of GRT can be viewed in important respects as being extremely similar to the exemplar model. Specifically, under appropriate parametric assumptions, the optimal likelihood-based boundary is formally identical to the category boundary posited in the GCM, namely, the locus of points that have equal summed similarity to the exemplars of Categories A and B--see Nosofsky (1989 Nosofsky ( , 1990 and Ashby and Maddox (1993) for details. Because of this formal identity, the version of GRT that uses an optimal likelihoodbased boundary makes extremely similar quantitative predictions, as does the GCM (e.g., McKinley & Nosofsky, 1995) . Conceptually, therefore, it is my view that the constrained version of decision-boundary theory outlined by Ashby and Lee (1992, p. 386) includes models that assume either linear, quadratic, or what are essentially exemplar-based boundaries. Selecting the best-fitting model from among these three classes virtually guarantees a fit to data that is at least as good as that of the GCM, which assumes only an exemplar-based boundary.
The flexibility inherent in current versions of decisionbound theory does not end in the wide variety of different models from which it can sample, In particular, one of the models that is often used, the quadratic DBM, has a large number of free parameters compared with the GCM. For example, in two-category situations with two-dimensional stimuli (the domain in which the models have been compared), typical fits of the GCM (with ~/included) use 4 free parameters, whereas the quadratic decision-bound model uses 7 free parameters. I find it unsurprising that such a high-parameter model is often able to yield good quantita7Maddox and Ashby (1998) raise a final question about the EBRW by arguing that "little is known about the accuracy predictions of this new model, except under certain implausible parameter settings" (p. 313). To set the record straight, although the focus of Nosofsky and Paimeri's (1997) article was on the prediction of response-time data, they also devoted extensive discussion to the accuracy predictions of the model. Indeed, Nosofsky and Palmed (1997, see General Discussion and Appendix E) demonstrated that, with plausible parameter settings, the EBRW (with ~ > 1) can achieve accuracy predictions for rich sets of data that are as good or better than those of the standard GCM (with ~/= 1). tive descriptions of data. 8 For three-and four-dimensional structures, the GCM uses 5 and 6 free parameters, respectively, whereas applications of the quadratic GRT would require use of 12 and 20 free parameters. Finally, to my knowledge, the decision-bound theorists have not even stated how to scale their model up to handle multiplecategory situations because there is no well-specified method for choosing the manner in which to combine multipledecision boundaries and to reduce the combinatorial parameter explosion that results.
Another source of extreme flexibility in GRT arises when Ashby and Maddox estimate parameters representing the distributions of perceptual effects associated with individual stimuli in a task. When fitting identification-confusion data, for example, Ashby and Maddox derive complex perceptual representations in which separate parameters are estimated for each individual stimulus representing its mean on each dimension, a variance along each dimension, and a correlation between dimensions. However, when Ashby and Maddox then go on to predict performance in some independent task, such as categorization, they often discover that the high-parameter perceptual representation estimated from the identification confusions gives a relatively poor fit. Thus, for the second task, they use a highly simplified perceptual representation instead (Ashby & Lee, 1991; Maddox & Ashby, 1996) . Unfortunately, when summarizing the good fits of the GRT to these multiple data sets, Maddox and Ashby (1998) fail to acknowledge the scope of these assumptions involving the changed perceptual spaces across the different tasks. Unless it can be demonstrated that the complex, high-parameter perceptual representations predict performance in independent tasks with a good degree of parameter invariance, I believe their psychological interpretation is placed seriously in doubt.
In summary, I do not feel that Maddox and Ashby's (1998) criticisms regarding the GCM are well-justified, and I believe, if anything, it is their own decision-bound theory that is dangerously underconstrained. Regarding Maddox and Ashby's (1998) suggestion that the GCM is no longer a useful model, I leave it to the rest of the scientific community to form a judgment.
Sin fairness, I should acknowledge that when conducting quantitative fit comparisons between GRT and the GCM, Ashby and Maddox have used measures that penalize a model for its number of free parameters. Their fit-comparison methods nevertheless suffer from certain drawbacks. First, sometimes multiple versions of GRT are fitted, and the best-fitting version for each data set is used as the standard to compare with the GCM (e.g., Maddox & Ashby, 1993, p. 62) . The fit measures they use contain no penalty for this model-selection process. Second, few researchers in cognitive psychology believe that their models are absolutely true. We all recognize that we are trying to develop metaphors and approximations for understanding and explaining highly complex processes. The statistical measures of fit used by Maddox and Ashby to compare models with different numbers of free parameters, however, all assume a true model. My belief is that, given collection of enough data, the high-parameter model will usually have an advantage in such situations because the flexibility afforded by its extra free parameters is useful in accounting for the sundry noise factors that are not part of our approximations. A case in point is provided by Maddox and Ashby's (1998) own simulation analyses. They report simulations in which a linear DBM was used to generate data, and linear and quadratic-bound models were then fitted to the simulated data. When a distorted perceptual representation for the stimuli was assumed in the model-fitting analysis, the high-parameter quadratic model yielded far better fits than the linear model that was actually used to generate the data (Maddox & Ashby, 1998) .
In this Appendix, I examine in more detail Maddox and Ashby's (1998) computer-simulation analyses of the modeling of the averaged data. One of the scenarios they consider is concerned with the orthogonal brightness condition tested by McKinley and Nosofsky (1996, Experiment 1) . In the scenario that produces the most dramatic results, Maddox and Ashby imagine that there are two distinct subgroups of participants---see their Figure A4 , top right panel. One subgroup is assumed to use a linear boundary with a significantly positive slope, whereas the second subgroup uses a linear boundary with a significantly negative slope. There is also assumed to be variability in the precise intercepts and slopes used by each individual observer in each subgroup (see parameter assumptions introduced by Maddox and Ashby on pp. 320). As indicated in the middle panel of their Figure A6 , the linear DBM suffers in its ability to fit averaged data created from such simulated participants, whereas the GCM benefits.
Although this scenario demonstrates a situation in which a fit to averaged data would be misleading, I question whether the scenario is plausible in the first place. What basis is there to expect that the population of participants learning the brightness categorization would divide itself into two distinct subgroups, each of whom adopts a markedly suboptimal linear boundary, with one subgroup using a distinctly positive suboptimal bound and the other subgroup using a distinctly negative suboptimal bound? Maddox and Ashby (1998) provide no motivation for why such an occurrence may be likely.
More important, Maddox and Ashby's (1998) hypothetical scenario badly misrepresents the actual performance of participants in this experiment. In McKinley and Nosofsky's (1996) study, the averaged data of only the top 70% of performers were modeled in each individual categorization condition (for an explanation, see McKinley & Nosofsky, 1996, p. 301) . In the orthogonal brightness condition, this top 70% of performers averaged 96.4% correct on the 10 training exemplars (see McKinley & Nosofsky, 1996, p. 302 ,  Table 1 ). By contrast, in the population of participants imagined to exist by Maddox and Ashby in their computer simulations, the top 70% of participants would average only 72.5% correct on the 10 training exemplars. This extreme suboptimal performance is badly misrepresentative of the actual performance levels exhibited by the participants in McKinley and Nosofsky's experiment. Maddox and Ashby (1998) note in their footnote 11 (p. 316) that only those simulations that produced an average of at least 85% correct choices were included when generating the averaged data. It turns out that only 15% of the data sets produced by the population of hypothetical participants assumed in Maddox and Ashby's simulation procedure actually satisfy this criterion. Furthermore, even for this select group of the top 15% of simulated participants, average percentage correct for the 10 training exemplars is predicted to be 88.7, which still falls far short of the 96.4% correct achieved by the top 70% of McKinley and Nosofsky's participants. On the basis of McKinley and Nosofsky's sample size of 320 observations for each of the 10 training exemplars, this difference between 88.7% and 96.4% is extremely large.
It is known that the GCM has difficulty fitting data sets that are characterized by the use of highly suboptimal decision boundaries McKinley & Nosofsky, 1995) . Maddox and Ashby (1998) attempt to capitalize on this fact in their simulation demonstrations by mixing together the predictions of hypothetical participants who use markedly positive suboptimal linear bounds and markedly negative suboptimal linear bounds. The GCM cannot fit the individual-participant data sets, but averaging across positive and negative suboptimal boundaries washes out the patterns of data that the CJCM has difficulty predicting. Unfortunately for Maddox and Ashby, however, these highly suboptimal patterns of simulated individual-participant behavior were simply not evident in McKinley and Nosofsky's observed data. Thus, Maddox and Ashby's simulation analyses have little bearing on the conclusions reached by McKinley and Nosofsky in their study. Maddox and Ashby's (1998) simulation analysis for the diagonalcategorization condition suffers from a similar limitation. Even worse, however, the hypothetical scenario considered for this condition not only underestimates the actual performance levels observed by McKinley and Nosofsky, it also fails to predict the fundamental qualitative result that McKinley and Nosofsky emphasized in the first place. To make this point clear, I focus on the diagonal (B) condition rather than the diagonal (A) condition (which is simulated by Maddox & Ashby) because the diagonal (B) condition is more diagnostic for discriminating between the predictions of the GCM and the linear DBM. In Maddox and Ashby's simulation analyses, it is assumed that there is a population linear boundary that separates the training exemplars of Categories A and B, but, across individual observers, there is variability in the precise values of the slope and intercept parameters of this linear bound (see their Figure A4 , lower panel). To apply this analysis to the diagonal (B) condition, I first calculated the slope and intercept of the optimal linear boundary that maximizes average percentage correct for this condition (assuming the Macadam color-space configuration that Maddox and Ashby use in all their analyses). I treated this derived boundary as the overall population linear boundary. Then, following precisely Maddox and Ashby's procedures (with intercept and slope variability across individual observers), I generated both individualparticipant data sets and the averaged-data set by simulating the linear DBM. The simulated averaged-data set produced by the linear DBM is shown in Table A1 . The observed averaged-data set from McKinley and Nosofsky (1996 , Table 1 ) is shown for comparison. The key qualitative result emphasized by McKinley and Nosofsky (1996) was that in the observed data, the critical transfer stimuli (T3 and T4) were classified in the overall-similarity category (Category A). As shown in Table A1 , the linear DBM, even after averaging over individual observers with varying slope and intercept parameters, predicts the incorrect result, namely, that T3 and T4 will be classified in the selective-attention category (Category B). There are, of course, parameter settings for the linear DBM that can force it to predict the correct results for the critical transfer stimuli, but this comes only at the expense of the model then mispredicting that various of the original training exemplars are misclassified.
In summary, Maddox and Ashby's (1998) simulation demonstrations are not very instructive because the hypothetical scenarios that they create are implausible, they fail to appropriately characterize the overall performance levels observed in Nosofsky's (1995, 1996) studies (a factor that critically influences the ability of the competing models to fit the data), and they fail to predict the key qualitative results as well. These criticisms do not rule out the possibility that some version of the linear DBM that incorporates individual-participant variability can be found that Maddox and Ashby (1998) also find in their simulations that if an incorrect perceptual representation is assumed, a high-parameter quadratic-boundary model can yield better fits than a linearboundary model that was actually used to generate the simulated data. They also note that this result holds at the individual-observer level as well as in the averaged data, so it seems to have more to say about the flexibility inherent in the quadratic model than about the specific debate we are having here about the role of averaging. McKinley and Nosofsky's (1996) inferences that are based on comparative fits of the linear and quadratic models assumed, of course, that the Munsell configuration provides a reasonable representation of the psychological color space. To the extent that the Munsell representation is a poor one (an issue about which Maddox, Ashby, and I have some disagreements), such inferences should indeed be called into question. In any case, these quadratic model comparisons form only a minor part of the complete body of evidence that McKinley and Nosofsky (1996) used to support their conclusions about the critical role of selective attention processes in perceptual classification. Furthermore, similar questions can be launched against the innumerable studies reported by Ashby, Maddox, and their colleagues in which the fits of linear and quadratic models were compared and a particular perceptual representation for the stimuli was assumed. Finally, Maddox and Ashby's (1998) claim that McKinley and I used the good fits of the quadratic model "to argue against the validity of decision-bound theory" (p. 310) is not justified. McKinley and I simply pointed out that unlike the GCM with its assumptions about selective attention, the quadratic DBM did not predict a priori the fundamental qualitative contrast observed for the classification of the critical transfer stimuli across the orthogonal and diagonal conditions. The high-parameter quadratic model simply fitted these data on a post hoc basis. To improve the predictive and explanatory power of decision-boundary theory, I believe that Maddox and Ashby would do better to develop an account of how selective attention mechanisms influence the types of quadratic boundaries that yield good fits for different category structures.
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Correction to McKinley and Nosofsky (1996)
The article "Selective Attention and the Formation of Linear Decision Boundaries," by Stephen C. McKinley and Robert M. Nosofsky (Journal of Experimental Psychology: Human Perception and Performance, 1996, Vol. 22, No. 2, pp. 294-317) , contained an error. In each row of Table 2 of McKinley and Nosofsky (1996) , the Akaike's information criterion (AIC) fits for the models are in error by a roughly constant amount. (When calculating the fits, the constant portion of the log-likelihood function that enters into the AIC computation was inadvertently deleted.) The relative AIC fits of the models, the proportion of variance accounted for, as well as all conclusions that McKinley and Nosofsky (1996) based on these fits, remain the same. The corrected table appears below. Note. GCM = generalized context model; GLC = general linear classifier; GQC = general quadratic classifier; AIC = Akaike's information criterion.
