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Abstract
We introduce Pad$e-type (and Pad$e) approximation to complex-valued harmonic functions in the unit disk D. This
coordinate approximation is de/ned to be a composed Pad$e-type approximation (respectively, a composed Pad$e approxi-
mation). The basic properties of such an approximation are being studied and we are showing that any classical Pad$e-type
approximant to an analytic function on D coincides with a composed Pad$e-type approximant to this function. c© 2001
Elsevier Science B.V. All rights reserved.
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0. Introduction
In [1] we investigated and studied the Pad$e-type and Pad$e approximants of a real-valued function u
which is harmonic in the open unit disk D. This paper deals with the complex case. Here, we consider
Pad$e-type approximants ((m1; m2)=(m1+1; m2+1))u(z) (and Pad$e approximants [(m1; m2)=(m1+1; m2+
1)]u(z)) to complex-valued functions u(z) which are harmonic in the disk. Via the identi/cation
R2 =C, such an approximant can be identi/ed by an ordered pair of real-valued Pad$e-type approxi-
mants (respectively, by an ordered pair of Pad$e approximants) to the coordinate functions. This coor-
dinate approximation is de/ned to be a composed Pad$e-type approximation (respectively, a composed
Pad$e approximation). The basic property of a composed Pad$e-type approximant ((m;m)=(m+1; m+
1))u(z) (respectively, of a composed Pad$e approximant [(m;m)=(m + 1; m + 1)]u(z)) to a complex-
valued harmonic function u(z) in D is that the Fourier series expansion of the restriction of
((m;m)=(m + 1; m + 1))u(z) to any circle Cr of radius r ¡ 1 (respectively, of the restriction of
[(m;m)=(m + 1; m + 1)]u(z) to Cr) matches the Fourier series expansion of the restriction of u(z)
on Cr up to the ±mth Fourier coe>cient (respectively, up to the ±(2m+ 1)th Fourier coe>cient).
Since the analytic functions in D form a subset of the largest class of the harmonic functions in D,
it is natural to ask whether a classical Pad$e-type approximant to an analytic function on D coincides
with a composed Pad$e-type approximant to the same function. Theorem 3.1 asserts that a classi-
cal Pad$e-type approximant is necessarily a composed Pad$e-type approximant. This veri/cation shows
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that the proposed extension of the classical theory may contribute a real and consistent generalization
of it.
1. The real case
Basic de/nitions and properties are presented here. The limited space did not permit to give an
exhaustive introduction to the subject, so many proofs, extension and applications are omitted. They
can be found in the literature ([1]; see also the forthcoming papers [2–4]).
Let u be a harmonic and real-valued function in the open unit disk D. For simplicity and without
loss of generality, we assume that u(0)=0. Otherwise, we consider the diHerence U=u−u(0). Then
u is the real part of an analytic function, or u=f+ If where f is analytic in D. If f(z)=
∑∞
=0 az
,
then u(z) = 2Re a0 +
∑∞
=1 az
 +
∑∞
=1 Ia Iz
. If we restrict u to the circle of radius r ¡ 1, we have
the following Fourier series expansion for ur:
ur() = u(rei) =
∞∑
=−∞
r||ei ( ∈ [− ; ])
with
 =
r−||
2
∫ 
−
ur(t)e−it dt:
It arises often in practice that only a few coe>cients  of the above series are known or that it
converges to slowly. For any m=0; 1; 2; : : : ; we shall de/ne the Pad$e-type approximants to u to be the
real-valued functions whose Fourier coe>cients d are chosen so that d= for =0;±1;±2; : : : ;±m.
Of course, 0 = 2Re a0 = 0;  = a for ¿ 0 and  = Ia− for ¡ 0. Further,  = I− since u
is real valued. Now, the series
∑∞
=0 r
ei and
∑∞
=1 −r
e−i converge for any  ∈ [− ; ] and
thus, it can be written as
u(rei) = ur() =
∞∑
=0
rei +
∞∑
=1
−re−i =
∞∑
=0
rei +
∞∑
=0
rei;
 ∈ [ − ; ]. If P(C) is the vector space of all complex analytic polynomials with coe>cients
in C, let us introduce the linear functional Tur : P(C) → C associated with ur and de/ned by
Tur(x
) =  (=a) for  = 0; 1; 2; : : : . As for the analytic case, an application of Cauchy’s integral
formula shows that |Tur(p(x))|6(2)−1 sup|s|=r|f(s)| sup|s|=r−1 |p(s)| for every p(x) ∈ P(C) and any
r ¡ 1. By density, there is a continuous extension of Tur into the space O( ID) of all functions which
are analytic in an open neighborhood of ID ([5]). In particular, for every /xed point  ∈ [ − ; ],
the number Tur((1− xrei)−1 is well de/ned and equals
∑∞
=0 cr
ei. Hence,
u(rei) = ur() = Tur((1− xrei)−1) = Tur((1− xrei)−1) = 2ReTur((1− xrei)−1)
for any  ∈ [ − ; ]. Since Tur = Tur′ whenever 0¡r¡r′¡ 1, we can set Tu = Tur and therefore
the last equality can be rewritten as u(z) = 2ReTu((1− x · z)−1); |z|¡ 1.
Let now M = (m;k)m¿0;06k6m be an in/nite triangular interpolation matrix with complex entries.
For any /xed z ∈ C − {−1m;k : k = 0; 1; : : : ; m} let Qm(x; z) denote the unique Lagrange–Hermite
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polynomial of degree at most m which interpolates (1− xz)−1 in the (m+ 1) nodes of the mth row
of M , i.e., Qm(m;k ; z) = (1− m;kz)−1; k = 0; 1; 2; : : : ; m.
Denition 1.1. The function 2ReTu(Qm(x; z)) is called a Pad$e-type approximant to the harmonic
real-valued function u(z); every polynomial Um+1(x) = 
∏m
k=0(x − m;k) is called a generating poly-
nomial of this approximation ( ∈ C− {0}).
As in [6], we put Wm(z) = Tu([Um+1(x) − Um+1(z)]=[x − z]), where the functional Tu acts on the
variable x and z is taken as a parameter. It is easily seen that Wm(z) is a polynomial in z of degree
m. Setting U˜ m+1(z) := zm+1Um+1(z−1) and W˜ m(z) := zmWm(z−1), it is easily seen that
Proposition 1.2. A Pad-e-type approximant to the harmonic real-valued function u(z) in the open
unit disk is determined by the real part of a rational complex-valued function of type (m;m +
1): 2ReTu(Qm(x; z))=2Re(W˜ m(z)=U˜ m+1(z)). For this reason we will also make use of the notation
Re(m=m+1)u(z)= 2ReTu(Q(x; z)); if we restrict Re(m=m+1)u(z) to the circle of radius r ¡ 1; we
will prefer the notation Re(m=m+ 1)ur() (z = re
i).
If u(0) 	= 0, then a Pad$e-type approximant to the harmonic real-valued function u(z) is the real
part of the rational function 2W˜ m(z)=U˜ m+1(z) up to the addition of the constant −u(0): Re(m=m+
1)u(z) = 2Re(W˜ m(z)=U˜ m+1(z)− u(0))− u(0). Moreover, we have the
Theorem 1.3. The error of the Pad-e-type approximation is
Re(m=m+ 1)u(z)− u(z) = 2Re
(
1
Um+1(z−1)
Tu
(
Um+1(x)
x · z − 1
))
(|z|¡ 1; z 	= −1m;k):
Further, if |m;k |61 for any k=0; 1; 2; : : : ; m and A(m)k =[Wm(m;k)=U ′m+1(m;k)] for any k6m, then,
the Newton–Cotes approximate quadrature formula is
Tu(Qm(x; z)) =
∞∑
=0
d(m) z
 with d(m) =
m∑
k=0
A(m)k m;k :
This implies that for any r ¡ 1 the Fourier series expansion of the Pad$e-type approximant Re(m=m+
1)ur() to ur() is
Re(m=m+ 1)ur() = Re(m=m+ 1)u(re
i) =
∞∑
=0
d(m) r
ei +
∞∑
=0
d(m) re−i (−66):
From the fact that the Newton–Cotes quadrature formula is exact for polynomials of degree less
than m, it follows that d(m) =  and d
(m)
 = I for any  = 0; 1; 2; : : : ; m. This property justi/es the
notation Pad$e-type approximant to u(z).
Let us now turn to Gaussian approximate quadrature formulas. It is well known that, in Gaussian
methods, the interpolation points m;k are chosen so that the quadrature formula is exact for poly-
nomials of degree less than 2m+ 2. It is also well known that the m;k are the roots of orthogonal
polynomials. So let us consider the family of orthogonal polynomials {qm+1(x): m=0; 1; 2; : : :} with
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respect to the functional Tu, that is Tu(xqm+1(x)) = 0 for any = 0; 1; 2; : : : ; m. The exact degree of
each qm+1(x) is m + 1. The orthogonality relations are still satis/ed if qm+1(x) is multiplied by a
constant diHerent from zero. Thus qm+1(x) is de/ned apart from a multiplying factor. In the sequel,
we shall always assume that qm+1(x) is a monic polynomial. A necessary and su>cient condition
that qm+1(x) exists uniquely is that the Hankel determinant
H (u)m+1(0) = det


0 1 · · · m
1 2 · · · m+1
::::::::::::::::::::::::::::::::
m m+1 · · · 2m


is diHerent from zero. In what follows, we suppose all these determinants are diHerent from zero,
that is H (u)m+1(0) 	= 0 for any m = 0; 1; 2; : : : . In that case, the functional Tu is said to be de3nite;
the orthogonal monic polynomials are then given by
qm+1(x) = det


0 1 · · · m+1
1 2 · · · m+2
:::::::::::::::::::::::::::::::::
m m+1 · · · 2m+1
1 x · · · xm+1


/
H (u)m+1(0); m= 0; 1; 2; : : : :
Let us choose the in/nite triangular interpolation matrix M = (m;k)m¿0;06k6m in such a manner
that for any m the points m;0; m;1; : : : ; m;m are the roots of qm+1(x). We can, of course, consider
the Pad$e-type approximation to u(z) with generating polynomial
qm+1(x) =
m∏
k=0
(x − m;k):
Setting
q˜m+1(x) := x
m+1qm+1(x−1); Wm(z) :=Tu([qm+1(x)− qm+1(z)]=[x − z]); w˜m(z) := zmwm(z−1);
we are convinced that the function is a Pad$e-type approximant to u(z). This Pad$e-type approximant
has a particular and strong property:
Theorem 1.4. If all the roots m;k of qm+1(x) are such that |m;k |6c for any k =0; 1; 2; : : : ; m with
c¿1 and if the Fourier representation of 2Re(w˜m(rei)=q˜m+1(re
i)) is
∞∑
=0
d(m) r
eiv +
∞∑
=0
d(m) re−iv (−66; 06r61=c);
then d(m) =  and d
(m)
 = I are held for any = 0; 1; 2; : : : ; 2m+ 1.
Motivated by this exactitude result, we give the second basic de/nition of the section.
Denition 1.5. The function 2Re(w˜m(z)=q˜m+1(z)) = 2ReTu(Qm(x; z)) is called a Pad$e approximant
to the harmonic real-valued function u(z) and is denoted by Re[m=m+ 1]u(z).
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If all the roots m;k of qm+1(x) are such that |m;k |6c for any k = 0; 1; 2; : : : ; m, with c¿1, then
Theorem 1.6. The error of the Pad-e approximation to u is given by
Re(m=m+ 1)u(z)− u(z) = 2Re
[
z2m+2
q˜m+1(z)
Tu
(
xm+1qm+1(x)
xz − 1
)]
=2Re
[
z2m+2
q˜2m+1(z)
Tu
(
q2m+1(x)
xz − 1
)] (
|z|¡ 1
c
)
:
The computation of the Pad$e-type approximant Re(m=m+ 1)u(z) requires only the knowledge of
0; 1; : : : ; m. On the other hand, the computation of the Pad$e approximant Re(m=m+1)u(z) requires
the knowledge of 0; 1; : : : ; 2m+1. Thus, from an algebraic point of view, nothing is gained by using
Pad$e approximants and Gaussian quadrature formulas with m+1 points when they are compared to
Pad$e-type approximants and Newton–Cotes methods using 2m + 2 points. Moreover, in Pad$e-type
approximation the entries m;k can be arbitrarily chosen.
Next, let us try to construct Pad$e approximants to the harmonic real-valued function u(z) (|z|¡ 1;
u(0)=0). We shall look for a complex-valued rational function whose numerator has the exact degree
m and whose denominator has the exact degree m + 1, such that the Fourier series representation
of its real part agrees with that of ur() as far as possible in the Pad$e sense, that is up to the
±mth Fourier coe>cient ( ∈ [ − ; ] and r suitably small). Let (∑mk=0 $z)=(∑m+1k=0 %z) be a
complex-valued function in z = rei with these properties. Let D1=c also be the maximal open disk,
with center 0 and radius 1=c, which does not contain the poles of the rational function. Then it must
be held that
∞∑
=0
z −
(
m∑
=0
$z
)/(
m+1∑
=0
%z
)
=O(z2m+1)

and ∞∑
=0
z −
(
m∑
=0
$z
)/ m+1∑
=0
%z

= O( Iz2m+1)


for any z ∈ D1=c and multiplying by the denominator, we must have(
m+1∑
=0
%z
)( ∞∑
=0
z
)
−
m∑
=0
$z = O(z2m+1) for any z ∈ D1=c:
Identifying the coe>cients of the terms in z0; z1; : : : ; z2m+1, we obtain
$0 = 0 · %0 + 0 · %1 + · · ·+ 0 · %m + 0 · %m+1;
$1 = 1 · %1 + 0 · %1 + · · ·+ 0 · %m + 0 · %m+1;
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
$m = m · %0 + m+1 · %1 + · · ·+ 0 · %m + 0 · %m+1;
0 = m+1 · %0 + m · %1 + · · ·+ 1 · %m + 0 · %m+1;
0 = m+2 · %0 + m+1 · %1 + · · ·+ 2 · %m + 0 · %m+1;
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
0 = 2m+1 · %0 + 2m · %1 + · · ·+ m+1 · %m + m · %m+1:
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Since the numerator and the denominator of a rational function are de/ned apart from a multiplying
factor, we can set %0 = 1. Thus, %1; %2; : : : ; %m+1 are given as the solution of the following system of
linear equations:

0 1 · · · m
1 2 · · · m+1
: : : : : :: : :: : :: : :: : :: : :
m m+1 · · · 2m




%m+1
%m
...
%1

=−


m+1
m+2
...
2m+1

 :
As the Hankel determinant H (u)m+1(0) is supposed to be diHerent from zero, the solution (%1; : : : ; %m;
%m+1) is uniquely determined. It follows that the rational function (
∑m
=0 $z
)=(
∑m+1
=0 %z
) is also
uniquely determined. Thus,
Proposition 1.7. If H (u)m+1(c0) 	= 0; the Pad-e approximant Re[m=m + 1]u(z) to the harmonic real-
valued function u(z) is uniquely determined; in the sense that there is no other real part of
complex rational function with the property d(m) =  for any = 0; 1; : : : ; 2m+ 1.
One can also construct Pad$e or Pad$e-type approximants to u(z) as real parts of rational functions
with arbitrary degrees in the numerator and denominator. For any n¿1; u(z) is rewritten as
u(z) = 2Re
(
n−1∑
=0
z + znun(z)
)
= 2Re
(
n−1∑
=0
z + zn
∞∑
=0
n+z
)
:
If Qm(x; z) is the interpolation polynomial of (1−xz)−1 at the (m+1) zeroes m;0; m;1; : : : ; m;m of the
polynomial qm+1(x) (respectively, of the generating polynomial vm+1(x)), the function 2Re(
∑n−1
=0 z

+ znTu(Qm(x; z))) is the real part of a rational fraction of type (m + n; m + 1). If |m;k |6c ∀k6m,
with 16c, and if z = rei (r ¡ 1=c), then the Fourier series expansion of this function matches the
Fourier representation of ur() up to the ±(2m + n + 1)th Fourier coe>cient (respectively, up to
the ±(m + n)th Fourier coe>cient). This function is said to be a Pad-e approximant to u(z) of
higher order and is denoted by Re[m+n=m+1]u(z) (respectively, this function is called a Pad$e-type
approximant to u(z) of higher order and it is denoted by Re(m+ n=m+ 1)u(u)).
In studying the Pad$e-type approximation to analytic functions in the disk, one problem of con-
siderable interest were that of describing the suitable choice of the generating polynomials in order
to establish the convergence of the corresponding sequence of Pad$e-type approximants. Our next
purpose is to study the same question about the Pad$e-type approximants to the harmonic functions.
The techniques used are similar to those proposed by Eiermann [7].
Obviously, each polynomial Qm(x; z) can be expressed in the form Qm(x; z)=
∑m
k=0 bm;k(z)
∑k
=0 x
z
where bm;k(z) are complex-valued functions in z ∈ C − {−1m;k : k = 0; 1; : : : ; m}. Thus, if N (z) =
(bm;k(z))m¿0;06k6m then the summability method to u(z) = 2Re(
∑∞
=0 z
) induced by N (z) is a
sequence of Pad$e-type approximants to u(z):{
Re(m=m+ 1)u(z) = 2ReTu(Qm(x; z))
= 2Re
(
m∑
=0
bm;k(z)
k∑
=0
z
)
: z ∈ C− {−1m;k : k6m}; m= 0; 1; 2; : : :
}
:
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With this notation, the convergence behavior of the sequence {u(z)−Re(m=m+1)u(z): m=0; 1; 2; : : :}
depends on the convergence of the sequence {(1− xz)−1−∑mk=0 bm;k∑k=0 xz: m=0; 1; 2; : : :}. The
generalized version of Okada’s Theorem as given by Eiermann implies that if C × {0} is con-
tained into an open set !(N )⊂C2 into which the sequence {∑mk=0 bm;k(z)∑k=0 xz: m=0; 1; 2; : : :}
converges compactly to (1− xz)−1; then limm→∞ Re(m=m+ 1)u(z) = u(z) compactly on g(!(N ))=
{z ∈ D: (,; z) ∈ !(N ); ∀|,|61}. Since
(1− xz)−1 −
m∑
k=0
bm;k(z)
k∑
=0
xz = (1− xz)−1 − Qm(x; z)
and since the interpolation polynomial of (1− xz)−1 satis/es [8]
Qm(x; z) = (1− xz)−1
(
1− Um+1(x)
Um+1(z−1)
)
we see that
Theorem 1.8. If the generating polynomials Um+1(x) = 
∏m
k=0 (x − m; k) satisfy
lim
n→∞
Um+1(x)
Um+1(z−1)
= 0
compactly in an open set !⊂C2 containing C× {0}; then we have
lim
m→∞ Re(m=m+ 1)u(z) = u(z)
compactly in {z ∈ D: (,; z) ∈ !; |,|61}; for any u(z) harmonic real-valued function in the disk.
2. The complex case: composed Pad#e-type approximants
We begin with the de/nition of composed Pad$e-type approximants to a harmonic complex-valued
function u = u1 + iu2 in the disk D. Without losing any generality, we shall always assume that
u(0) = 0.
Suppose that the restriction on the circle of radius r ¡ 1 of each real-valued harmonic function
uj has the Fourier representation
uj(reit) = 2Re
( ∞∑
=0
( j) r
eit
)
(z = reit ∈ D; −6t6; j = 1; 2)
and let us de/ne the linear functionals
Tuj : P(C)→ C; x → Tuj(x) := ( j) (j = 1; 2):
Then, each functional Tuj extends to a linear continuous functional on O( ID) and veri/es
uj(z) = 2ReTuj
(
1
1− xz
)
(|z|¡ 1; j = 1; 2):
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Let now M (j)=(( j)m;k)m¿0;06k6m be any in/nite triangular interpolation matrix with 
( j)
m;k ∈ ID (j=1; 2).
If Q( j)m (x; z) denotes the unique polynomial of degree at most m which interpolates
1
1− xz
in the (m + 1) nodes of the mth row of M (j) (i.e., Q( j)m (
( j)
m;k ; z) = (1 − ( j)m;kz)−1 for k = 0; 1; : : : ; m)
then the function
Re(m=m+ 1)uj(z) = 2ReTuj(Q
( j)
m (x; z))
is a Pad$e-type approximant to uj(z), with generating polynomial U
( j)
m+1(x) = j
∏m
k=0(x− ( j)m;k) (; j ∈
C− {0}).
Denition 2.1. For any m1 ∈ N0 and m2 ∈ N0, the complex-valued function
((m1; m2)=(m1 + 1; m2 + 1))u(z) := Re(m1=m1 + 1)u1 (z) + iRe(m2=m2 + 1)u2 (z)
= 2ReTu1 (Q
(1)
m1 (x; z)) + i 2ReTu2 (Q
(2)
m2 (x; z))
is called a composed Pad$e-type approximant to u(z); the polynomials U (1)m+1(x)=1
∏m1
k=0(x−(1)m1 ;k) and
U (2)m+1(x) = 2
∏m2
k=0(x− (2)m2 ;k) are called the generating polynomials of this composed approximation.
Remark 2.2. If we restrict ((m1; m2)=(m1 + 1; m2 + 1))u(z) to a radius r ¡ 1, we prefer the notation
((m1; m2)=(m1 + 1; m2 + 1))ur(t) (−6t6).
Remark 2.3. If u(0) 	= 0, then
((m1; m2)=(m1 + 1; m2 + 1))u(z) :=Re(m1=m1 + 1)u1 (z) + iRe(m2=m2 + 1)u2 (z)− u(0):
Putting
U˜
( j)
m+1(z) := z
m+1U ( j)m+1(z
−1)
and
W ( j)m (z) :=Tuj
(
U ( j)m+1(x)− U ( j)m+1(z)
x − z
)
; W˜
( j)
m (z) := z
mW ( j)m (z
−1) (j = 1; 2);
it is readily seen that ((m1; m2)=(m1 + 1; m2 + 1))u(z) is a complex-valued harmonic function in D,
with coordinates the real parts of rational functions of type (mj=mj + 1):
((m1; m2)=(m1 + 1; m2 + 1))u(z) = 2Re
W˜
(1)
m1 (z)
U˜
(1)
m1+1(z)
+ i2Re
W˜
(2)
m2 (z)
U˜
(2)
m2+1(z)
:
Further, the error of such an approximation equals
((m1; m2)=(m1 + 1; m2 + 1))u(z)− u(z)
=2Re
[
1
U (1)m1+1(z
−1)
Tu1
(
U (1)m1+1(x)
x · z − 1
)]
+ i2Re
[
1
U (2)m2+1(z
−1)
Tu2
(
U (2)m2+1(x)
xz − 1
)]
:
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The crucial property of composed Pad$e-type approximants is stated in the following
Theorem 2.4. For any m ∈ N0; the Fourier series expansion of the restriction ((m;m)=(m+1; m+
1))u(reit) of ((m;m)=(m + 1; m + 1))u(z) to any circle of radius r ¡ 1 matches the Fourier series
expansion of the restriction of u(z) to that circle up to the ±mth Fourier term.
Proof. Fix any r ¡ 1 and observe that for any t ∈ [− ; ] there holds
u(r · eit) = u1(reit) + iu2(reit) = 2Re
( ∞∑
=0
(1) r
eit
)
+ i2Re
( ∞∑
=0
(2) r
eit
)
=
∞∑
=0
(1) r
eit +
∞∑
=0
(1) reit + i
∞∑
=0
(2) r
eit + i
∞∑
=0
(2) re−it
=
∞∑
=0
((1) + i
(2)
 )r
eit + i
∞∑
=0
((2) + i(1) )re−it
=
∞∑
=0
((1) + i
(2)
 )r
eit +
∞∑
=0
((1)− + i
(2)
−)r
eit :
Setting
 =
{
(1) + i
(2)
 for 60;
(1) + i
(2)
 for ¿0;
we see that
u(reit) =
∞∑
=−∞
reit for any t ∈ [− ; ];
which is the Fourier expansion of the restriction of u(z) to the circle of radius r.
Similarly, for the restriction of
((m;m)=(m+ 1; m+ 1))u(z) = Re(m=m+ 1)u1 (z) + iRe(m=m+ 1)u2 (z)
to the same circle, we have
((m;m)=(m+ 1; m+ 1))u(reit) =
∞∑
=−∞
d(m) r
||eit (−6t6)
with
d(m) =
{
d(m);1 + id
(m);2
 for 60;
d(m);1 + id
(m);2
 for ¿0
and where d(m); j is the th Fourier coe>cient of the restriction of Re(m=m+ 1)uj(z) to the circle of
radius r. Since d(m); j = 
( j)
 for any = 0; ±1; ±2; : : : ;±m (j = 1; 2), there also holds
d(m) =  for all = 0;±1; : : : ;±m
and the proof is complete.
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Remark 2.5. From De/nition 2.1, it follows that the computation of a composed Pad$e-type approx-
imant to u(z) requires only the knowledge of ( j)0 ; 
( j)
±1; 
( j)
±2; : : : ; 
( j)
±m (j=1; 2). Theorem 2.4 justi/es
the notation composed “Pad$e-type approximant”.
Remark 2.6. By the standard method, one can construct composed Pad$e-type approximants which
are complex-valued harmonic functions in D with coordinates the real parts of rational functions of
type (mj + nj; mj + 1), for arbitrarily chosen mj¿0 and nj¿0 (j = 1; 2).
Just as we did for the real case we can verify the following convergence result for a sequence of
composed Pad$e-type approximants.
Theorem 2.7. Let u(z) be a harmonic complex-valued function in the open unit disk D. If the
generating polynomials U (1)m1+1(x) = 1
∏m1
k=0(x − (1)m1 ;k) and U (2)m2+1(x) = 2
∏m2
k=0(x − (2)m2 ;k) satisfy
lim
m1→∞
U (1)m1+1(x)
U (1)m1+1(z
−1)
= lim
m2→∞
U (2)m2+1(x)
U (2)m2+1(z
−1)
= 0
compactly into an open subset ! of C2 containing C× {0}; then
lim
m→∞((m1; m2)=(m1 + 1; m2 + 1))u(z) = u(z)
compactly in {z ∈ D: (,; z) ∈ !; |,|61}.
Let us mention three direct and interesting applications of Theorem 2.7.:
Corollary 2.8. Let u(z) be a harmonic complex-valued function of D:
(a) If the generating polynomials U (1)m1+1(x) and U
(2)
m2+1(x) have the form
U (1)m1+1(x) = (x − a)m1+1 and U (2)m2+1(x) = (x − b)m2+1 (a; b ∈ C; mj = 0; 1; 2; : : :);
then the corresponding sequence {((m1; m2)=(m1 + 1; m2 + 1))u(z): mj = 0; 1; 2; : : :} of composed
Pad-e-type approximants to u converges to u(z) compactly in the open set
. =
{
z ∈ D: |z−1 − a|¿ sup
|/|;1
|/− a| and |z−1 − b|¿ sup
|/|;1
|/− b|
}
:
(b) If the generating polynomials are
U (1)m1+1(x) =
m1∏
k=0
(x − (1)k ) and U (2)m2+1(x) =
m2∏
k=0
(x − (2)k ); (m= 0; 1; 2; : : :);
where each sequence {( j)k : k=0; 1; 2; : : :} has N (j) limit points L( j)0 ; L( j)1 ; : : : ; L( j)N (j)−1 approached cycli-
cally (i:e limn→∞ ( j)n·N+k=L
( j)
k ) then the corresponding sequence {((m1; m2)=(m1+1; m2+1))u(z): mj=
0; 1; 2; : : :} of composed Pad-e-type approximants to u converges to u(z) compactly in
. = {z ∈ D: z−1 	∈ (L(1)p1 ∪L(2)p2 )};
where L( j)pj is the lemniscate with focci L
( j)
0 ; L
( j)
1 ; : : : ; L
( j)
N (j)−1 and radius pj=sup|/|61|
∏N (j)−1
k=0 (/−L( j)k )|.
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(c) If the generating polynomials U ( j)m+1(x) are the Tchebyche8 polynomials
U ( j)mj+1(x) =
mj∏
k=0
(
x − cos
[
2k + 1
2mj + 1
· 
])
(mj = 0; 1; 2; : : :);
then the corresponding sequence {((m1; m2)=(m1 + 1; m2 + 1))u(z): mj = 0; 1; 2; : : :} of composed
Pad-e-type approximants to u converges compactly into the open set
. =
{
z ∈ D: |z−1 + 1|+ |z−1 − 1|¿ sup
|/|61
(|/+ 1|+ |/− 1|)
}
:
3. Connection with the classical theory
To con/rm the coherence of our theory on Pad$e-type approximation to Fourier series, we are
indepted to explain its consistency with the classical one on Pad$e-type approximation to analytic
functions. The aim of this section is to certify this coherence, by showing that classical Pad$e-type
approximants are a special case of composed Pad$e-type approximants: if f(z) = u(z) + iw(z) is any
analytic function in the disk, with real and imaginary parts the harmonic real-valued functions u and
w, respectively, then every Pad-e-type approximant to f(z) is a composed Pad-e-type approximant
of the form Re(m=m+ 1)u(z) + iRe(m=m+ 1)w(z).
Suppose f = u+ iw is analytic in the open disk:
f(z) =
∞∑
=0
a(f) z
 (|z|¡ 1):
Assume again that f(0) = a(f)0 = 0. Otherwise, we may consider the diHerence f − f(0). Let
fr(t) =f(reit). For a /xed r ¡ 1, fr is a function de/ned on the circle; i.e. if we restrict f to the
circle of radius r, we obtain a continuous function on that circle which we can also interpret as a
function on the unit circle. Now
fr(t) =
∞∑
=0
a(f) r
eit :
That is, the th Fourier coe>cient of fr is a(f) r
 if ¿0, and is zero for ¡ 0.
On the other hand, the function f being harmonic, the restriction of each part f to the radius r
has a Fourier representation
[u]r(t) = u(re
it) = 2Re
( ∞∑
=0
c(u) r
eit
)
and
[w]r(t) = w(re
it) = 2Re
( ∞∑
=0
c(w) r
eit
)
:
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It follows that
∞∑
=0
a(f) r
eit =2Re
( ∞∑
=0
c(u) r
eit
)
+ i2Re
( ∞∑
=0
c(w) r
eit
)
=
∞∑
=0
(c(u) + ic
(w)
 )r
eit +
∞∑
=0
(c(u) − ic(w) )re−it
or, after a change of variables,
∞∑
=0
a(f) z
 =
∞∑
=0
(c(u) + ic
(w)
 ) +
∞∑
=0
(c(u) − ic(w) ) · Iz (z ∈ D):
From the analyticity of f, we get
a(f) = c
(u)
 + ic
(w)
 and c
(u)
 = ic
(w)
 for any ¿0:
(Or, if one wishes, one may deduce this fact directly from Cauchy’s integral formula
a(f) =
1
2i
∫
|,|=r
f(,)
,+1
d,=
1
2
1
r
∫ 
−
fr(t)
eit
dt
and from the fact that
c(u) =
1
2
1
r
∫ 
−
[u](t)
eit
dt and c(w) =
1
2
1
r
∫ 
−
[w](t)
eit
dt;
it is immediately shown that
a(f) =
1
2r
∫ 
−
fr(t)
eit
dt =
1
2r
∫ 
−
[u]r(t)
eit
dt + i
1
2r
∫ 
−
[w]r(t)
eit
dt = c(u) + ic
(w)

and consequently, c(u) − ic(w) = 0, for any ¿0.)
De/ne now the linear functionals
Tf :P(C)→ C; x → Tf(x) := a(f) ;
Tu :P(C)→ C; x → Tu(x) := c(u) ;
and
Tw :P(C)→ C; x → Tw(x) := c(w) :
It is well known that these functionals extend continuously and linearly to the common larger
vector space O( ID) (see also Section 1). Further, since a(f) = c
(u)
 +ic
(w)
 and c
(u)
 =ic
(w)
 for any ¿0,
we also have
a(f) = (c
(u)
 + ic
(w)
 ) + (c
(u)
 − ic(w) ) = 2Re c(u) + i2Re c(w)
and therefore,
Tf(x) = 2ReTu(x) + i2ReTw(x) for all ¿0;
by linearity and density, we obtain
Tf(g) = 2ReTu(g) + i2ReTw(g) for any g ∈ O( ID):
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In particular, for any /xed z ∈ D, there holds
Tf
(
1
1− xz
)
= 2ReTu
(
1
1− xz
)
+ i2ReTw
(
1
1− xz
)
(Tf; Tu; Tw act on the variable x while z is regarded as a parameter). Choosing now
M =M (1) =M (2) = (m;k)m¿0;06k6m
with m;k ∈ C, and letting, for m¿0 and z ∈ D − {−1m;k : k6m}, Qm(x; z) be the polynomial which
interpolates (1− x · z)−1 at x = m;0; m;1; : : : ; m;m, it is clear that
Tf(Qm(x; z)) = 2ReTu(Qm(x; z)) + i2ReTw(Qm(x; z))
and hence we have proved the
Theorem 3.1. Every Pad-e-type approximant to a function analytic in the unit disk is a composed
Pad-e-type approximant to this function.
Implicitly, we have also showed the following Fourier characterization of analyticity in the open
disk:
Theorem 3.2. A function f = u + iw :D → C is analytic if and only if is two times continuously
di8erentiable on D and satis3es one of the next equivalent conditions:
(a)
∫ 
−
u(reit)
eit
dt = i
∫ 
−
w(reit)
eit
dt (for any 06r ¡ 1 and  ∈ N0);
(b)
∫ 
−
f(reit)
eit
dt = 0 (for any 0 6r ¡ 1 and  ∈ N0);
(c)
∫ 
−
u(reit)cos(t) dt =
∫ 
−
w(reit)sin(t) dt
and ∫ 
−
u(reit)sin(t) dt =
∫ 
−
w(reit)cos(t) dt (for any 06r ¡ 1 and  ∈ N0):
Proof. First, suppose that f = u+ iw is an analytic function in the disk. Since
c(u) = ic
(w)
 for any  ∈ N0;
Condition (a) follows directly. Obviously, (a) is equivalent to (b) and by the identity
eit = cos(t) + i sin(t)⇔ e−it = cos(t)− i sin(t);
(b) is equivalent to (c). Conversely, suppose that f = u + iw :D → C is any function, twice
continuously diHerentiable in D and satisfying (a), i.e.,
c(u) = ic
(w)
 for any  ∈ N0:
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Letting 06r ¡ 1, we, of course, have
f(r · eit) = fr(t) = [u]r(t) + i[w]r(t) (−6t6):
Since fr is twice continuously diHerentiable in t ∈ [ − ; ], it is trivial to verify that the partial
sums of the Fourier series for fr , [u]r , [w]r converge to fr , [u]r , [w]r (respectively) uniformly on
[− ; ]. We thus obtain
f(reit) = fr(t) =
∞∑
=−∞
areit =
∞∑
=−∞
c(u) r
eit + i
∞∑
=−∞
c(w) r
eit (−6t6)
or, alternatively,
f(reit) =
∞∑
=0
areit +
∞∑
=1
a−re−it
=
∞∑
=0
c(u) r
eit +
∞∑
=1
c(u)−r
e−it + i
∞∑
=0
c(w) r
eit + i
∞∑
=1
c(w)− r
e−it
=
∞∑
=0
(c(u) + ic
(w)
 )r
eit +
∞∑
=1
(c(u)− + ic
(u)
−)r
e−it :
Since [u]r and [w]r are real-valued functions, we get
c(u) =
1
2
∫ 
−
[u]r(t)
eit
dt =
1
2
∫ 
−
[u]r(t)e
it dt = c(u)− for any  ∈ N0
and similarly c(w) = c(w)− , for any  ∈ N0. This means that
c(u)− + ic
(w)
− = c
(u)
 − ic(w) = 0 for any  ∈ N0;
which implies that
f(reit) =
∞∑
=0
areit =
∞∑
=0
(c(u) + ic
(w)
 )r
eit
for any 06r ¡ 1 and −6t6. After a simple change of variables, we conclude that
f(z) =
∞∑
=0
ar =
∞∑
=0
(c(u) + ic
(w)
 )z

for any z ∈ D. This completes the proof of the theorem.
4. Examples
In the examples below we illustrate the advantage of the extra complication of composed Pad$e-type
approximations.
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Example 4.1. First, we approximate in the composed Pad$e-type sense the complex-valued harmonic
function:
f(x; y) = u(x; y) + iw(x; y)
= y + i
1− x
1 + x2 + y2 − 2x
(
=Im z + iRe
1
1− z ; with z = (x; y) ∈ D
)
(a) Choosing m1 = 3 and (1)3;0 = 
(1)
3;1 = 
(1)
3;2 = 
(1)
3;3 = 0, we have
Re(3=4)u(z) = 2Re


−i
2z3
1
z4

= Re(−iz) = Im z = u(z):
Further, if m2 = 3 and (2)3;0 = 
(2)
3;1 = 
(2)
3;2 = 0; 
(2)
3;3 = 1, then
Re(3=4)w(z) = 2Re
2− z
1− z − 1:
Thus,
z f(z) ((3; 3)=(4; 4))f(z) = Re(3=4)u(z) + iRe(3=4)w(z)
0 i i
1
3
− i3
5
0:6 + i0:8287292 0:6 + i0:8287292
i
4
5
0:8 + i0:609756 0:8 + i0:609756
1
7
i1:6666666 i1:6666666
.
(b) Choosing m1 = 3 and (1)3;0 =−1; (1)3;1 =− 12 ; (1)3;2 =− 13 ; (1)3;3 =− 14 , we have
Re(3=4)u(z) = 2Re
[ −i 2448z − i 5048z2 − i 3548z3
1 + 5024z +
35
24z
2 + 1024z
3 + 124z
4
]
;
Further, if m2 = 5 and (2)5;0 = 
(2)
5;1 = 
(2)
5;2 = 
(2)
5;3 = 
(2)
5;4 = 
(2)
5;5 = 0, then
Re(5=6)w(z) = Re[1 + z + z2 + z3 + z4 + z5]:
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Indicatively, we can state the following numerical results:
z f(z) ((3; 5)=(4; 6))f(z) = Re(3=4)u(z) + iRe(5=6)w(z)
0 i i
1
2
i2 i1:96875
1
2
+ i
1
2
0:5 + i 0:5432119 + i
−i3
4
−0:75 + i0:64 −0:71124 + i0:6748046
Example 4.2. Let D be the open unit planar disk and f : D→ C be the harmonic function:
f(x; y) = u(x; y) + iw(x; y) = ln
√
1− x4 + y4 − 2x2 + 2x2y2
1 + x2 + y2 − 2x + i ln
√
1 + x2 + y2 − 2x
(
=ln
∣∣∣∣1 + z1− z
∣∣∣∣+ i ln|1− z|; with |z|¡ 1
)
:
(a) Choosing m1 = 3 and (1)3; k = cos[(2k + 1)=7] (k = 0; 1; 2; 3), we have
Re(3=4)u(z) = 2Re
[
z + 0:5z2 − 0:6666666z3
1 + 0:5z − z2 − 0:375z3 + 0:125z4
]
and for m2 = 3 and 23;0 = 
(2)
3;1 = 
(2)
3;2 = 0; 
(2)
3;3 = 1, we have
Re(3=4)w(z) =
1
6
Re
[
z3 + 3z2 − 6z
1− z
]
:
Thus,
((3; 3)=(4; 4))f(z) = 2 Re
[
z + 0:5z2 − 0:6666666z3
1 + 0:5z − z2 − 0:375z3 + 0:125z4
]
+
i
6
Re
[
z3 + 3z2 − 6z
1− z
]
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and in the following table we collect some trivial cases:
z f(z) ((3; 3)=(4; 4))f(z)
0 0 0
1
4
0:5108256 + i0:287682 0:5152499 + i0:2881944
−1
4
−0:5108256 + i0:2231435 −0:5052301 + i0:2229166
1
8
+ i
4
9
0:2090678− i0:01877 0:2146718− i0:0225063
i
3
i0:0526802 0:004533 + i0:0518518
(b) If m1 = 6 and (1)6;0 = 
(1)
6;1 = 
(1)
6;2 = 
(1)
6;3 = 
(1)
6:4 = 
(1)
6;5 = 
(1)
6;6 = 0 and if m2 = 5 and 
(2)
5;0 = 
(2)
5;1 =
(2)5;2 = 
(2)
5;3 = 
(2)
5:4 = 
(2)
5;5 = 0, then
((6; 5)=(7; 6))f(z) =
2
15
Re(3z5 + 5z3 + 15z)− iRe
(
z +
z2
2
+
z3
3
+
z4
4
+
z5
5
)
and therefore
z f(z) ((6; 5)=(7; 6))f(z)
0 0 0
1
7
0:287682− i0:1541506 0:2876812− i0:154149
i
√
3
2
i0:2798078 i0:2343751
4
5
− i1
2
1:243888 + i0:6189371 1:2604053 + i0:7032277
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