Recently several, so-called, proximal Newton methods were proposed for sparse optimization [6, 11, 8, 3] . These methods construct a composite quadratic approximation using Hessian information, optimize this approximation using a first-order method, such as coordinate descent and employ a line search to ensure sufficient descent. Here we propose a general framework, which includes slightly modified versions of existing algorithms and also a new algorithm, and provide a global convergence rate analysis in the spirit of proximal gradient methods, which includes analysis of method based on coordinate descent.
Introduction
In this paper, we are interested in the following convex optimization problem:
where f, g : R n → R are both convex functions such that f is twice differentiable, with a bounded Hessian, and g(x) is such that, using notation y is easy to solve (approximately) for any z ∈ R n and some class of p.d. matrices H, relative to minimizing F (x).
We are particularly interested in the case of sparse optimization, where g(x) = λ x 1 , with λ > 0. While the theory we present here applies to the general form (1.1), we are motivated by the sparse optimization setting because of applicability of coordinate descent to the subproblems (1.2).
Recently several new methods were proposed for sparse optimization [6, 11, 8, 3] which share similar features. In particular they all fit into the following general framework:
• At each iteration function f (x) is approximated near the current iterate x k by a convex quadratic function q(x).
• Then an algorithm is applied to optimize (approximately) the function q(x) + g(x), producing a trial point.
• The trial point is accepted as the new iterate if it satisfies some sufficient decrease condition (to be specified).
• Otherwise, a different model q(x) may be computed, or a line search applied to compute a new trial point.
These new methods exploit the idea that the subproblems, which are unconstrained Lasso problem, in the case when g(x) = λ x 1 , do not need to be solved accurately. In particular several successful methods employ coordinate descent to approximately solve the subproblems. Other approaches to solve Lasso subproblems were considered in [3] , but none generally outperform coordinate descent. [11] proposes a specialized GLMNET [5] implementation for sparse logistic regression, where coordinate descent method is applied to the unconstrained Lasso subproblem constructed using the Hessian of f (x) -the smooth component of the objective F (x). Similar ideas are used in [6] in a specialized algorithm called QUIC for sparse inverse covariance selection. A general purpose algorithm based on LBFGS Hessian approximations in proposed in [1] , which exploits the low-rank model Hessian structure within coordinate descent approach to solve the subproblems.
In this paper we study the theoretical properties of the methods which use unconstrained Lasso models to approximate the original sparse optimization objective and solve the Lasso subproblems by coordinate descent (or another approach that solves subproblems approximately and efficiently), hence providing theoretical foundation for several existing, efficient and popular methods mentioned above.
First we establish convergence of the basic method under the assumption that the subproblems are solved accurately. Convergence results for, so-called, proximal Newton method has been shown in [7] and more recently in [4] , which apply to our framework when exact Hessian of f (x) is used to construct q(x). However, their theory does not apply to low rank Hessian approximations, moreover they do not provide global convergence rates. To provide such rates we use techniques similar to those in [2] and [10] for the proof of convergence rates of the (inexact) proximal gradient method, where we replace diagonal Hessian approximation with general positive definite Hessian approximation matrix. We extend the results in [2] and [10] to accept iterates based on sufficient decrease condition instead of full decrease, which allows more flexibility in the algorithm. Finally, we use the complexity analysis of randomized coordinate descent in [9] to provide a simple and efficient stopping criterion for the subproblems and thus derive the total complexity of proximal (quasi-) Newton methods based on randomized coordinate descent to solve Lasso subproblems. For maximum possible simplicity we do not include the case when the gradient of f (x) is also computed inexactly, however, our theory can extend to the case of inexact gradients much as the theory developed in [10] does.
Basic algorithm and theoretical analysis
The following function is used throughout as a model of the objective function F (x).
For a fixed pointx, the function Q(H, x,x) serves as approximations of F (x) aroundx. Parameter H controls the quality of this approximation. In particular, if f (x) is smooth and H =
is a second order approximation of f (x). In this paper we assume that H is p. d. matrix such that M I H σI for some positive constants M and σ.
Minimizing the function Q(H, u, v) over u reduces to solving problem (1.2). We will use the following notation to denote the accurate and approximate solutions of (1.2).
The method that we consider in this paper computes iterates by (approximately) optimizing Q(H, u, v) with respect to u using some particular H which is chosen at each iteration. The basic algorithm can be described as follows Find µ k by applying Backtracking Step for prox parameter(μ k , B k , x k , ρ);
Algorithm 2 chooses Hessian approximations in a particular form H k = 1 µ k I + B k . However, we can generally consider any procedure of choosing positive definite H k which ensures F (p(x)) − F (x) ≤ ρ(Q(H, p(x), x) − F (x)) -a step acceptance condition which is a relaxation of conditions used in [2] and [10] , aimed at improving efficiency.
An inexact version of Algorithm 1 is obtained by simply replacing p H k by p H k ,φ k in both Algorithms 1 and 2 for some sequence of φ k values.
k and ρ, select 0 < β < 1 and set µ =μ;
Sufficient decrease condition and convergence rate
We begin our theoretical analysis with the following key lemma, which is a generalization of Lemma 2.3 in [2] and also a similar lemma in [10] .
Lemma 1 Given , φ and H such that
where p φ (v) is the φ-approximate minimizer of Q(H, x, v), then for any u and η such that
From the condition in Step 4 of Algorithm 2 we can easily see that conditions of Lemma 1 hold at each iteration k with
We will now show the complexity bound for Algorithm 1.
Theorem 2 In Algorithm 1, suppose that at iteration k, H k , is chosen so that the sufficient decrease condition holds. Then the iterates {x k } in Algorithm 1 satisfy
where x * is an optimal solution of (1.1). Moreover, under the assumption that H k − H k+1 ≤ K H , for some K H , for all k, we have
and, hence, the number of iterations needed to obtain an -optimal solution is at most O( 1 ).
Inexact sequential proximal composite Quasi-Newton method
We now follow the theory proposed in [10] to analyze Algorithm 1 in the case when the computation of p H (v) is performed inexactly. Consider now that in Algorithm 1 (and 2) we compute
To ensure that a bound similar to (3.5) holds in the inexact case we impose the following, easy to enforce, assumption to achieve some minimal level of model improvement.
We can now state the general convergence rate result for this inexact version of Algorithm 1.
Theorem 3 Assume that for all iterates {x
k } of inexact Algorithm 1 (4.1) holds, then
where x * is an optimal solution of (1.1) and M and σ are bounds of the smallest and largest eigenvalues of H k .
As in [10] it follows that inexact Algorithm 1 has sublinear convergence rates if
√ φ i is uniformly bounded. One possible approach to ensure such a bound, is to guarantee φ i ≤ α i , for some α ∈ (0, 1). The question now is: how can we guarantee the bound on φ i , while maintaining efficiency of the subproblem optimization? One possibility is to quit the i-th subproblem optimization once the duality gap is smaller than α i . Checking duality gap, however, can be computationally expensive. Another option is to apply an algorithm with a known convergence rate. Note that our subproblems have strongly convex objective function (with uniformly p.d. Hessians), so even a simple proximal gradient method, or its accelerated versions, achieve accuracy α k after k inner iterations, for some fixed α ∈ (0, 1). Hence, when optimizing Q i , we achieve φ i ≤ α i after i iterations of a proximal gradient method. Similar bound holds for Newton based methods.
Unfortunately, coordinate descent which seems to be the most efficient approach to solving (1.2) when g(x) = λ x 1 , does not have deterministic complexity bounds. However, a randomized coordinate descent has probabilistic complexity bounds, which can be used to demonstrate the desired behavior of the method and also to suggest a very simple stopping criterion for the subproblem optimization.
Complexity bounds using coordinate descent
Here we propose a simple termination criteria for the subproblem optimization phase, when using randomized coordinate descent which guarantees overall convergence rates developed in the previous section. The key result is that the number of the coordinate descent steps should increase as a linear function of the number of outer iterations. Note that the same property holds for any linearly convergent deterministic method, as discussed at the end of last section. However, one iteration of a coordinate descent step can be a lot less expensive than that of a proximal gradient or a Newton method. In particular, if matrix H is constructed via LBFGS approach, then one step of a coordinate decent takes a constant number m, of operations (m being the memory size of LBFGS, which is typically 10-20). On the other hand, one step of proximal gradient takes O(mn) operations and Newton method takes O(nm 2 ).
Our analysis is based on iteration complexity of randomized coordinate descent, in particular, we make use of Theorem 7 in [9] , which we restate below adapting to the current context.
Lemma 4
Let v be the initial point and Q * := min u∈R n Q(H, u, v). If v k is the random point generated by applying k randomized coordinate descent steps to a strongly convex function Q, then for some constant 0 < α < 1, determined by M and σ, we have
It is simple to show that for all i φ i ≤ R for some constant R, dependent on M and σ, hence we have the following lemma:
Lemma 5 Given E[φ i ] ≤ Rα i for any constant number 0 < α < 1 and R > 0. Assume that φ i are nonnegative bounded independent random variables whose value lies in an interval [0, R]. Then the following inequalities hold
Finally combining this lemma with the results of Theorem 3, we present the convergence result for a proximal (quasi-) Newton algorithm based on randomized coordinate descent.
Theorem 6
Assume that (4.1) holds for all iterates {x k } of inexact Algorithm 1 where the descent step is generated by randomized coordinate descent, then
where x * is an optimal solution of (1.1) and ζ is a constant.
