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Abstract
This paper describes precise calculations to determine the free energy differences between
3-point models of liquid water, using the method of thermodynamic integration and molecular
dynamics. For the three models considered in this study the order of thermodynamic stability
at 300 K and 1 atm pressure is SPC/E > SPC > TIP3P. The magnitudes of these stabilities are
quantified and an estimate of the precision of the values is made.
1 Introduction
A number of models exist for the simulation of liquid water and aqueous solutions. The simplest
models which adequately describe the structural, dynamic and thermodynamic properties of such
systems are 3-point rigid models which interact only through Lennard-Jones and Coulombic interac-
tions. In common use are the SPC,1 SPC/E2 and TIP3P3 models, which find particularly widespread
use in the solvation of biomolecular systems owing to their inclusion in widely used force-fields
such as GROMOS4 and AMBER.5 While the properties of these models have been widely investi-
gated, to date there has been no precise calculation of the free energy differences between them. The
purpose of the work reported in this paper is to make precise calculations of the difference in Gibbs
free energy between these water models at 300 K and 1 atm pressure. Such calculations serve two
purposes: Firstly, to analyze the suitability of the simulation protocol for determining what are antic-
ipated to be relatively small absolute free energy differences, and secondly to provide an estimate of
the free energy differences which will allow qualitative comparisons between results obtained from
simulations using the different water models.
A number of authors have calculated free energy differences between various water models. Mezei6
has reported the excess Helmholtz free energy for SPC and other water models not considered in
this study. The excess Helmholtz free energy of the CF7 and SPC models has also been computed
using thermodynamic integration.8 Hermans9 has calculated the excess Helmholtz free energy of
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SPC, SPC/E, TIP3P and TIP4P models of liquid water. These calculations used a relatively small
number of molecules (80) which allowed for only a short non-bonded cutoff (6 A˚). The excess free
energy was determined using “slow growth”, coupling the water model of interest to an ideal gas
of non-interacting molecules at the same volume, the change occuring in a period of 50 ps. The
calculated values of the excess Helmholtz free energy of the 3-point models was calculated at -23.4,
-26.8 and -22.6 kJ/mol for SPC, SPC/E and TIP3P respectively, indicating that SPC/E is the most
stable model while the SPC model is marginally more stable than TIP3P. However, the precision of
the calculations is difficult to determine using a slow growth procedure, and the quoted value of 0.4
kJ/mol is likely to be a lower bound. Heiner10 has considered the free energy differences between
the models considered in this study. He evaluated the Helmholtz free energy difference between the
models using a truncated taylor expansion of the free energy derivative, which involved simulating
only a specific water model as a reference state.
2 Methods
For a classical system of N indistinguishable atoms in the isothermal-isobaric (N, p, T ) ensemble
the Gibbs free energy, G, at a pressure p and temperature T is given by the expression11
G = −kBT ln∆(N, p, T ) (1)
Here kB is Boltzmann’s constant and ∆(N, p, T ) is the partition function,
∆(N, p, T ) =
1
h3NN !
∫ ∫ ∫
exp
(
−H(p, r) + pV
kBT
)
dV dp dr (2)
h is Planck’s constant and H(p, r) is the Hamiltonian of the system. The vectors r and p represent
the position and momentum of all the atoms in the system respectively, and V is the system volume.
For all but the simplest systems it is not possible to determine the partition function. However, a
number of methods exist for determining the free energy difference between two systems.12 The
Hamiltonian of the system is made to depend on a coupling parameter, λ, such that λ = λA defines
the initial system, state A, and λ = λB defines the final system, state B. Any intermediate state can be
chosen by specifying an intermediate value for λ. Issues relating to the choice of the λ-dependence
of the Hamiltonian have been discussed at length,13 although frequently λ varies between 0 and 1 as
the system changes between states A and B, with the Hamiltonian having a linear λ-dependence,
H(p, r, λ) = (1− λ)H(p, r, λA) + λH(p, r, λB) (3)
It can be shown that the free energy difference is then given by the formula
∆GBA = G(λ = 1)−G(λ = 0)
2
=
∫ λ=1
λ=0
〈
∂H(p, r, λ)
∂λ
〉
λ
dλ (4)
The term 〈. . .〉λ represents an ensemble average of the derivative of the Hamiltonian with respect to
λ evaluated for a system defined by H(p, r, λ).
The water models considered in this study are the SPC and SPC/E models of Berendsen and co-
workers,1, 2 and the TIP3P model of Jorgensen.3 In all three models the water molecule is considered
as a 3-point rigid entity with an intermolecular interaction consisting of a Lennard-Jones 12-6 po-
tential between oxygen atoms and a Coulombic term between all atoms, i.e.
VLJ =
O atoms∑
j>i
A
r12ij
− B
r6ij
(5)
VCoulomb =
all atoms∑
j>i
qiqj
4pi0rij
(6)
where rij is the distance between atoms i and j on different molecules. The parameters for the three
water models are given in Table 1.
Model
Parameter SPC SPC/E TIP3P
r(OH)/A˚ 1.0 1.0 0.9572
6 HOH/◦ 109.47 109.47 104.52
q(O)/e -0.82 -0.8476 -0.834
q(H)/e 0.41 0.4238 0.417
A× 10−6/(kJmol−1A˚12) 2.633 2.633 2.435
B × 10−3/(kJmol−1A˚6) 2.617 2.617 2.489
m(H)/amu 1.008 1.008 1.008
m(O)/amu 15.9994 15.9994 15.9994
Table 1: Parameters for water models
Free energy differences were determined from three transformations:
1 SPC(λ = 0)→ SPC/E(λ = 1)
2 SPC/E(λ = 0)→ TIP3P(λ = 1)
3 TIP3P(λ = 0)→ SPC(λ = 1)
These are shown schematically in Figure 1. Clearly, as free energy is a state property, the total free
energy change around the cycle should be zero. Transformation 1 involves only a slight change in
the partial charges assigned to the atoms, giving the SPC/E molecule a dipole moment of 2.351 D
3
compared to 2.274 D for SPC. Transformations 2 and 3 involve changes in partial charges, geometry
and Lennard-Jones interaction between oxygen atoms. In transformations 2 and 3 the changes in
both geometry and Lennard-Jones interaction are equal in magnitude but are of opposite sign.
SPC
2 3
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Figure 1: Transformations performed between water models.
In each case the λ = 0 system was constructred and consisted of 514 molecules in a rectangular
periodic box. This was then minimized for 500 steps using a steepest descent algorithm prior to
being equilibrated using molecular dynamics for a period of 101 ps. During the molecular dynamics
equilibration and the free energy determination the molecules were kept rigid by using the SHAKE
algorithm14 thereby allowing a time-step of 0.002 ps to be used. Temperature and pressure were
maintained using the weak-coupling scheme of Berendsen et al.15 Non-bonded interactions were
evaluated at every step for molecules within a cutoff of 8 A˚, while longer range non-bonded inter-
actions were calculated every 10 steps for groups within 10 A˚ and kept constant between pair-list
updates. The treatment of long-range interactions is an important issue in molecular simulation.16
While alternative schemes such as a reaction-field or an Ewald sum could have been incorporated,
the relatively simple method used here was chosen as it is typical of methods used in biomolecular
simulation. The system preparation conditions are summarised in Table 2.
For the determination of the free energy differences the derivative of the system Hamiltonian with
respect to the coupling parameter was determined at six evenly spaced λ values; λ = 0.0, 0.2, 0.4,
0.6, 0.8 and 1.0. The value of 〈∂H(p, r, λ)/∂λ〉λ was determined at each λ value by averaging over
50 ps (25000 steps) of MD simulation. For all simulations other than that at λ = 0.0 this period
of averaging was preceded by a further period of 10 ps equilibration starting from an equilibrated
configuration at the previous λ value. The protocol was such that reversibility in the free energy
determination was very unlikely to be a problem, particularly given the small structural differences
in the water models employed.
The derivatives required in Equation 4 are determined analytically for Lennard-Jones and Coulombic
interactions. The contribution to the derivatives from the changes in geometry are also calculated
analytically through use of the SHAKE procedure.4 There is no contribution to the derivative from
kinetic terms as the masses of the atoms do not change during the course of the transformation.
All simulations were performed with the GROMOS 96 suite of programs4 running on a Silicon
Graphics Indigo2 machine with an R8000 processor.
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System
Number water molecules 514
Box Type Rectangular
Minimization
Minimisation method Steepest descent
Number of steps 500
Convergence critereon / (kJ/mol) 0.1
Molecular Dynamics
Ensemble (N, p, T )
Total length of md equilibration / ps 101.0
Time step / ps 0.002
Target Temperature / K 300.0
Temperature coupling relaxation time / ps 0.1
Target pressure / atm 1.0
Pressure coupling relaxation time / ps 0.5
Relative SHAKE Tolerance 0.0001
Short range cut-off / A˚ 8.0
Long range cut-off / A˚ 10.0
Pairlist update / steps 10
Table 2: Details of system preparation
3 Results and Discussion
For each of the transformations the averages of the calculated derivatives and associated errors over
the entire 50 ps run are given in Tables 3, 4 and 5.
λ 〈∂Hp, r, λ)/∂λ〉λ /(kJ/mol)
0.0 -3.345 ± 0.002
0.2 -3.392 ± 0.003
0.4 -3.442 ± 0.004
0.6 -3.482 ± 0.002
0.8 -3.536 ± 0.003
1.0 -3.577 ± 0.003
Table 3: Averages for transformation 1.
For transformations 2 and 3 the contributions to the total derivatives from the constituent terms are
given. Owing to correlations in the data set used to determine 〈∂H/∂λ〉λ, the quoted precision in
the results was given as the standard deviation in the mean, calculated from Equation 74, 16
σ
[〈
∂H
∂λ
〉
λ
]
=
(
Sλ
N
)1/2
σ
[(
∂H
∂λ
)
λ
]
(7)
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〈∂H(p, r, λ)/∂λ〉λ /(kJ/mol)
λ Total Constraint Lennard-Jones Coulombic
0.0 4.819 ± 0.006 4.142 ± 0.006 -1.102 ± 0.001 1.779 ± 0.001
0.2 4.557 ± 0.006 3.898 ± 0.005 -1.064 ± 0.001 1.723 ± 0.001
0.4 4.301 ± 0.005 3.663 ± 0.005 -1.027 ± 0.001 1.664 ± 0.001
0.6 4.083 ± 0.005 3.461 ± 0.004 -0.997 ± 0.001 1.619 ± 0.001
0.8 3.867 ± 0.005 3.264 ± 0.005 -0.969 ± 0.001 1.573 ± 0.001
1.0 3.668 ± 0.005 3.081 ± 0.005 -0.940 ± 0.001 1.526 ± 0.001
Table 4: Contributions to averages for transformation 2
〈∂H(p, r, λ)/∂λ〉λ /(kJ/mol)
λ Total Constraint Lennard-Jones Coulombic
0.0 -0.594 ± 0.003 -3.079 ± 0.004 0.939 ± 0.001 1.545 ± 0.001
0.2 -0.652 ± 0.003 -3.159 ± 0.004 0.937 ± 0.001 1.570 ± 0.001
0.4 -0.713 ± 0.003 -3.248 ± 0.004 0.938 ± 0.001 1.598 ± 0.001
0.6 -0.771 ± 0.004 -3.330 ± 0.005 0.936 ± 0.001 1.624 ± 0.001
0.8 -0.843 ± 0.003 -3.433 ± 0.003 0.937 ± 0.001 1.653 ± 0.001
1.0 -0.897 ± 0.005 -3.521 ± 0.005 0.939 ± 0.001 1.685 ± 0.001
Table 5: Contributions to averages for transformation 3
where σ[(∂H/∂λ)λ] is the square-root of the variance over an ensemble of size N , and Sλ is the
statistical inefficiency of the simulation. The procedure for calculating Sλ, based on the calculation
of sub-averages for different sized blocks of data, has been outlined elsewhere.16 The largest relative
error on any value of the total derivative is approximately 0.6% — this is for transformation 3 where
the value of the Hamiltonian derivative itself is much smaller than for the other two transforma-
tions. In general the relative errors associated with all constituent term are approximately equal in
magnitude and represent a high degree of precision.
Figure 2 shows the running average of the total Hamiltonian derivative for each transformation.
For all the transformations the final average value is attained after approximately 20 ps of averaging.
All the averages appear well converged after 50 ps of averaging with relatively little drift in the
running average. The convergence of the average is better seen by calculating the relative deviation
of the result as a function of time. Following Beutler et al.17 we calculate the relative deviation from
the final free energy derivative at each λ value according to the following equation,
σrelsim(t) =
∣∣∣∣∣1− (1/t)
∫ t
0 G
′(t′)dt′
(1/tsim)
∫ tsim
0 G
′(t′)dt′
∣∣∣∣∣ (8)
where tsim represents the total simulation time, 50 ps, at a given λ value. In Figures 3, 4 and 5 the
relative deviation for each transformation is shown.
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Figure 2: Running averages. The plots are (a) transformation 1; (b) transformation 2 and (c) trans-
formation 3. In each plot the lines from top to bottom represent simulations at λ = 0.0, 0.2, 0.4, 0.6,
0.8 and 1.0 respectively.
For transformations 1 and 2 σrelsim(t) is below 0.5% within 10 ps of simulation, and in most cases
much sooner. For transformation 3 σrelsim(t) is greater in magnitude since the error in the simulation
results are of a similar value to those calculated for the other transformations yet the absolute value
of the free energy difference is much less. However, even for transformation 3 σrelsim(t) is below 1.5%
within 20 ps.
Figures 6, 7 and 8 show the calculated derivatives as a function of the coupling parameter λ.
In each case there is a strong negative linear dependence between 〈∂H(p, r)/∂λ〉λ and λ. The
regression results are given in Table 6.
Slope / Intercept /
Transformation (kJ/mol) (kJ/mol) Correlation
Value Error Value Error Coefficient
1 -0.234 0.004 -3.345 0.002 -0.9994
2 -1.149 0.031 4.790 0.019 -0.9985
3 -0.307 0.005 -0.592 0.003 -0.9995
Table 6: Summary of linear regression results
Using these it is possible to analytically integrate the total derivative of the system Hamiltonian as a
function of λ to obtain the free energy difference for the transformation and the associated error of
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Figure 3: Relative errors for transformation 1. The plots are (a) λ = 0.0; (b) λ = 0.2; (c) λ = 0.4; (d)
λ = 0.6; (e) λ = 0.8 and (f) λ = 1.0.
integration. The simulation error is estimated by taking the maximum error association with a given
transformation, σmax, i.e.
Simulation error in ∆G = ±
∣∣∣∣∫ 1
0
σmax dλ
∣∣∣∣ (9)
Table 7 shows the resulting free energy of each transformation.
Error
Transformation ∆G / Integration / Simulation / Total /
(kJ/mol) (kJ/mol) (kJ/mol) (kJ/mol)
1 -3.462 0.003 0.004 0.005
2 4.216 0.024 0.006 0.025
3 -0.746 0.004 0.005 0.006
Table 7: Free energy differencies calculated from linear regression
The maximum relative error is 0.8% for transformation 3, while for transformations 1 and 2 the
errors amount to 0.1 and 0.6% respectively. Except for transformation 2, the simulation error is
comparable to the integration error. The integration error in this case can be reduced by using a
quadratic regression to fit the data. (Slight curvature is apparent in the data of Figure 7 and indeed
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Figure 4: Relative errors for transformation 2. For key see Figure 3.
the correlation coefficient for quadratic regression of the total derivatives is 0.9999.) However,
integrating the result does not significantly affect the calculated free energy difference, so the linear
regression results are quoted and provide an upper bound for the integration errors.
For transformations 2 and 3 it is possible to separately consider each of the terms contributing to the
overall derivative of the Hamiltonian and these are reported in Table 8. The only contribution which
does not give a precise result on regression is the Lennard-Jones contribution for transformation 3.
Here the derivative is effectively constant and the error associated with integration is similar whether
one uses analytical or numerical integration. The sum of each term around the cycle should be zero.
It can clearly be seen than the Gibbs free energy difference around the cycle, at (0.008 ± 0.026)
kJ/mol, is effectively zero to within about ±0.03 kJ/mol. For the individual components of the
free energy it is evident that around the cycle they do not sum to zero. This is in accord with the
realization that while the total free energy of a system is a state function, its components are not
well-defined quantities in that they are path dependent.13, 18–20 For example, from Table 8 it can be
seen that the constraint terms in transformations 2 and 3, which one might anticipate to be of equal
magnitude but opposite sign, differ by a significant amount. Only when the energy terms relate to
independent coordinates will the components be path independent.
The calculations of Heiner10 present values of -3.32, 0.36 and 2.80 kJ/mol for transformations 1, 2
and 3 respectively. It seems likely that these figures represent only the non-bonded terms involved
in the transformation, and neglect the contribution of the constraints. Thus while the results of
transformation 1 is comparable to that calculated in the current study, the results for the other two
transformations differ significantly. This clearly shows the importance of including the constraint
contribution in the calculation of free energy differences of models which differ in geometry. Heiner
9
0.0 10.0 20.0 30.0 40.0 50.0
t / ps
0.000
0.015
0.030
0.045
0.000
0.015
0.030
0.045
σ
s i m
( t )
0.000
0.015
0.030
0.045
0.0 10.0 20.0 30.0 40.0 50.0
t / ps
(a)
(b)
(c)
(d)
(e)
(f)
r e
l
Figure 5: Relative errors from transformation 3. For key see Figure 3.
also calculated the difference between the SPC/E and SPC models by a slow growth procedure using
a cutoff of 9 A˚ and a simulation time of 70 ps; this determined the stability of SPC/E to be -3.443
± 0.003 kJ/mol. In this case the use of the slow growth precedure is seen to produce a result in very
close accord with the thermodynamic integration results reported in this study.
The results of this study agree well with those of Hermans et al.,9 although as mentioned previously
the results of Hermans were not calculated directly but rather are differences between values for the
excess free energy of the liquid models. The values of -3.4, 4.2 and -0.8 for transformations 1, 2
and 3 repectively, are in close accord with the values of this study. However, as the values are the
difference between the results of two simulations each having an error of at least 0.4 kJ/mol, the
results reported in this study have an associated error at least an order of magnitude below these
values.
The results of Table 8 indicate an order of stability for the water models at 300 K and 1 atm of SPC/E
> SPC > TIP3P. While the free energy components are not state functions, it is still apparent that
the difference in geometry between (SPC,SPC/E) and TIP3P makes a dominant contribution to the
free energy difference for transformations 2 and 3. This indicates how relatively small changes in
geometry (approximately 5◦ in a bond angle and 0.04 A˚ in bond lengths) can significantly affect the
results of a free energy determination.
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Figure 6: Results of transformation 1. The dashed line is the result of linear regression.
Transformation ∆G / (kJ/mol)
Total Constraint Lennard-Jones Coulombic
1 -3.462 ± 0.005 — — -3.462 ± 0.005
2 4.216 ± 0.025 3.585 ± 0.024 -1.017 ± 0.004 1.648 ± 0.005
3 -0.746 ± 0.006 -3.296 ± 0.008 0.937 ± 0.005 1.613 ± 0.003
Cycle 0.008 ± 0.026 0.289 ± 0.025 -0.080 ± 0.006 -0.201 ± 0.008
Table 8: Contribution to free energy differencies
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result of linear regression.
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4 Conclusion
We have calculated precise values for the free energy differences between three 3-point models of
liquid water. The order of stability if SPC/E > SPC > TIP3P. It is seen that the increased dipole
moment of the SPC/E model compared to that of the SPC model lowers the free energy of the former
by 3.462± 0.005 kJ/mol. The TIP3P model also has an enhanced dipole moment with respect to the
SPC model, yet the latter is more stable by 0.746 ± 0.026 kJ/mol, with the effect of constraint and
Lennard-Jones terms together being dominant.
The calculations reported here show that small free energy differences can be determined by ther-
modynamic integration and molecular dynamics with good precision. This is clearly helped by the
fact that the derivative of the Hamiltonian as a function of the coupling paperameter is linear and
hence error due to integration can be both reduced and accurately estimated.
The results will have a significance for the qualitative discussion of results obtained with differenct
water models. For example, if one is comparing values of hydration free energies calculated in a
TIP3P solvent with respect to a SPC/E one, then one must bear in mind that the solvent-solvent free
energy may well differ by as much as 4 kJ/mol or more, and hence could significantly affect the
comparison.
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