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Abstract
A graph is Laplacian integral if the spectrum of its Laplacian matrix consists of integers.We deﬁne
and characterize the integrally completable graphs—those Laplacian integral graphs with the property
that one can add in a sequence of edges, preserve Laplacian integralitywith each addition, and continue
the process until the complete graph has been constructed.We then discuss the integrally completable
graphs with the property that the deletion of any edge yields a graph that is not integrally completable,
and the graphs G having the property that for any graph H on the same number of vertices having G
as a subgraph,H is necessarily Laplacian integral. Finally, we characterize the integrally completable
graphs having distinct eigenvalues.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Laplacian matrix; Laplacian integral graph
1. Introduction and preliminaries
Given a graphG on n vertices, its Laplacian matrix can be written asL=D−A, whereA
is the adjacency matrix ofG andD is the diagonal matrix of vertex degrees. It is well-known
that L is a positive semideﬁnite matrix that has the all ones vector of order n, 1n, as a null
vector. A good deal of attention has been paid to the eigenvalues of Laplacian matrices for
graphs (see [10] for example) and in particular, the largest and second smallest Laplacian
eigenvalues are well studied.
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It is observed in [6] that at least in small orders, the frequency of Laplacian integral
graphs—i.e. those whose Laplacian eigenvalues consist entirely of integers—is surprisingly
high in comparison to the frequency of graphs whose adjacency matrices have all integer
spectrum. Some classes of Laplacian integral graphs have been identiﬁed (such as the
degree maximal graphs, see [9]) and inductive constructions for Laplacian integral graphs
with distinct eigenvalues are given in [4].
In a somewhat different direction, there is also work on tracking the change in the Lapla-
cian spectrum when an edge is added into a graph. Note that if an edge is added into a graph
G, then none of its Laplacian eigenvalues can decrease, while the trace of the Laplacian
matrix increases by 2.As So has observed in [11], if an edge is added toG and the Laplacian
eigenvalues only change by integer quantities, there are just two possibilities that can arise:
either one eigenvalue increases by 2, or two eigenvalues increase by 1. These scenarios are
known as spectral integral variation in one place and spectral integral variation in two
places, respectively, and in [5], some aspects of spectral integral variation are discussed.
The following two results characterize the two possible cases in which spectral integral
variation occurs. The ﬁrst of these appears in [11], while the second appears in [8].
Proposition 1.1. Let G be a graph on vertices labelled 1, . . . , n, and suppose that vertices
1 and 2 of G are not adjacent. Form Gˆ from G by adding the edge between vertices 1 and 2.
Then spectral integral variation occurs in one place if and only if in G, vertices 1 and 2 have
the same set of neighbours. In the case that spectral integral variation occurs in one place,
the eigenvalue of G that increases by 2 is given by the degree of vertex 1 (equivalently, the
degree of vertex 2).
Proposition 1.2. Let G be a graph on n vertices with Laplacian matrix L given by
T
T T T T
TTT
where the blocks L11, . . . , L44 are of sizes d1 − t, d2 − t, t and n − 2 − d1 − d2 + t ,
respectively. Note that d1 and d2 are the degrees of vertices 1 and 2, respectively, and
suppose that d1d2. Form Gˆ from G by adding the edge between vertices 1 and 2. Then
spectral integral variation occurs in two places under the addition of that edge if and only
if the following conditions hold:
L111− L121= (d2 + 1)1, (1.1)
L211− L221=−(d1 + 1)1, (1.2)
S. Kirkland / Discrete Mathematics 295 (2005) 75–90 77
L311− L321=−(d1 − d2)1, (1.3)
L411− L421= 0. (1.4)
In the case that conditions (1.1)–(1.4) hold, the two eigenvalues of L that are changed
under the addition of the edge are
i1 =
d1 + d2 + 1−
√
(d1 + d2 + 1)2 − 4(d1d2 + t)
2
(1.5)
and
i2 =
d1 + d2 + 1+
√
(d1 + d2 + 1)2 − 4(d1d2 + t)
2
. (1.6)
Remark 1.3. Regarding Proposition 1.2, in the event that one or more of d1 − t, d2 − t, t
and n − 2 − d1 − d2 + t is 0, the corresponding rows and columns in the partitioning of
L do not appear, and the corresponding member of conditions (1.1), (1.2), (1.3) and (1.4)
does not apply.
As a way of investigating the class of Laplacian integral graphs, this paper considers
the Laplacian integral graphs with the property that one can add in a sequence of edges,
preserve integrality with each addition, and continue the process until the complete graph
has been constructed. Speciﬁcally, we deﬁne a Laplacian integral graph G on n vertices to
be integrally completable if there is a sequence of Laplacian integral graphsG0,G1, . . . Gm
such thatG0=G,Gm=Kn, and for each i=1, . . . , m, Gi is formed fromGi−1 by adding
an edge between some pair of nonadjacent vertices ofGi−1. For such a sequence of graphs,
we say that G0, . . . ,Gm is an integral completion of G, and we note in particular that in
that case, eachGi has n(n− 1)/2−m+ i edges. Further, at each stage of the construction
of Gi from Gi−1, spectral integral variation occurs upon addition of the appropriate edge.
Example 1.4. We note that the star S0 on four vertices is Laplacian integral, with spectrum
0, 1, 1, 4. Adding an edge between pendant vertices yields the graph S1, a triangle with a
pendant vertex and edge added, which has spectrum 0, 1, 3, 4 (observe that spectral integral
variation occurs in one place here). Adding an edge between the pendant vertex of S1 and
one of its vertices of degree two yields S2, with spectrum 0, 2, 4, 4 (here we have spectral
integral variation in two places). Finally, adding the edge between the vertices of S2 with
degree two yields S3 (which is evidently the complete graph on four vertices) with spectrum
0, 4, 4, 4 (again, spectral variation occurs in one place). Fig. 1 illustrates this sequence of
graphs. In particular, we see that the star on four vertices is integrally completable.
Our next example illustrates that not every Laplacian integral graph is integrally com-
pletable.
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Fig. 1.
Example 1.5. Consider the graph G shown in Fig. 2. Its Laplacian matrix is given by


2 −1 0 −1 0 0
−1 3 −1 0 −1 0
0 −1 2 0 0 −1
−1 0 0 2 −1 0
0 −1 0 −1 3 −1
0 0 −1 0 −1 2


.
It is straightforward to see that the eigenvalues of the Laplacian matrix of G are 0, 1, 2, 3,
and 5, with 3 having multiplicity 2. However, analysing G in light of Propositions 1.1 and
1.2, we see that no edge added into G can yield spectral integral variation. Consequently,
G is not integrally completable, since any graph formed by adding one edge into G fails to
be Laplacian integral.
In this paper we characterize the integrally completable graphs, and discuss some related
issues, in particular, identifying those integrally completable graphs that have distinct eigen-
values. In the course of our investigation, we will end up considering the class of graphs
having the property that no induced subgraph is isomorphic to P4.We note that a graph with
no induced P4 subgraphs is known as a cograph (short for complement reducible graph),
and [3] provides several other characterizations of cographs.
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Fig. 2.
In particular, it turns out that any connected cograph G can be written as the join of
two graphs G1 and G2, denoted G1 ∨G2. (Recall that G1 ∨G2 is formed from G1 ∪G2
by adding all possible edges between a vertex of G1 and a vertex of G2). The Laplacian
spectrum of a join of two graphs is particularly appealing. If G1 and G2 are graphs on
k and m vertices respectively, with eigenvalues 0 = 1(G1)2(G1) · · · k(G1) and
0=1(G2)2(G2) · · · m(G2) respectively, then the Laplacian eigenvalues ofG1∨
G2 are given by 0, 2(G1) + m, 3(G1) + m, . . . , k(G1) + m, 2(G2) + k, 3(G2) +
k, . . . , m(G2) + k,m + k. Finally, we note that for any graph G on n vertices, its largest
Laplacian eigenvalue, n(G), satisﬁes n(G)n, with equality holding if and only if G is
a join of two graphs.
Throughout we will rely on standard notions from graph theory and from matrix theory.
The reader is referred to [1] for background on the former and to [7] for background on the
latter.
2. A characterization of integrally completable graphs
We begin with a discussion of disconnected integrally completable graphs. We use the
notation Ok to denote the graph on k vertices with no edges.
Lemma 2.1. If G is integrally completable and disconnected, then G has the formH ∪Ok
for some k ∈ IN and some connected integrally completable graph H.
Proof. LetA1, . . . Ak+1 denote the connected components of G. A result of Fan [5] asserts
that for a disconnected graph B on p vertices, if B ∪ {e} is connected for some edge e and
spectral integral variation occurs upon adding e, then necessarily, e must join an isolated
vertex of B to a vertex of degree p− 2 in B. It now follows that since G is disconnected and
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integrally completable, then at most one connected component ofG contains more than one
vertex. Consequently, we see thatG can be written asH ∪Ok for some connected graphH.
Next we claim that H is integrally completable, and we prove the claim by induction on
n + k, where n is the number of vertices of G. Note that if n + k = 3, then G = O2, and
certainly the claim holds in that case. Next, consider a sequence of graphsG0,G1, . . . ,Gm
that integrally completesG. Let i denote the smallest index such thatGi has k+1 connected
components, but Gi+1 has k components. Note then that for each l = 0, . . . , i, we have
Gl =Hl ∪Ok , where for each l = 1, . . . , i, Hl is Laplacian integral, and constructed from
Hl−1 by adding in a single edge. Further, from Fan’s result mentioned above, for some
graph H¯ ,Gi must have the form (O1 ∨ H¯ )∪Ok , (so that necessarily Hi =O1 ∨ H¯ ) while
Gi+1 has the form (O1 ∨ (H¯ ∪ O1)) ∪ Ok−1. From the induction hypothesis applied to
Gi+1, we deduce thatO1∨ (H¯ ∪O1) is integrally completable, from which we deduce that
H¯ ∪ O1 is integrally completable. Another application of the induction hypothesis shows
that H¯ is integrally completable, and hence so is Hi = O1 ∨ H¯ . It now follows that the
sequence H0, H1, . . . , Hi−1, followed by a sequence of graphs that integrally completes
Hi , will yield an integral completion of H. This completes the induction step. 
The following will be useful in the sequel.
Proposition 2.2. Suppose that G is an integrally completable graph on n vertices. Then G
has no induced subgraphs that are isomorphic to P4.
Proof. We proceed by induction on n, and note that the statement clearly holds if n4.
Suppose now that n5. Observe that if G is disconnected, then by Lemma 2.1, G has the
form H ∪ Ok for some integrally completable graph H on n − k vertices. Applying the
induction hypothesis, we ﬁnd that H has no induced P4 subgraphs, and hence neither does
G. Similarly, if G is a join of graphs, say G = G1 ∨ G2, it follows that both G1 and G2
are integrally completable. From the induction hypothesis, neither G1 nor G2 contains an
induced P4, and it now follows that neither does G.
We now suppose thatG is connected and integrally completable, and letG0,G1, . . . ,Gm
be a sequence of graphs that integrally completes G. Assume that G has an induced P4. It
then follows that for some 0 im − 1, Gi contains an induced P4, but Gi+1 has no
induced P4’s. Observe that Gi is not a join of graphs, otherwise, arguing as above, it has
no induced P4’s, contrary to our hypothesis. Without loss of generality, we assume that
vertices 1, 2, 3, 4 induce a P4 in Gi . We have Gi+1 =Gi ∪ {e} for some edge e, and since
Gi+1 has no induced P4’s it follows that e is an edge in the subgraph induced by vertices
1, 2, 3, 4; without loss of generality, we assume that e joins vertices 1 and 2. Note thatGi+1
is connected and has no induced P4’s, so it is a connected cograph. HenceGi+1 is a join of
graphs, sayGi+1=H1∨H2. Further, sinceGi is not a join of graphs, it follows that without
loss of generality, 1 ∈ H1 and 2 ∈ H2. In particular, note that for each vertex j = 3, . . . , n
ofGi, vertex j is adjacent to at least one of vertices 1 and 2. Note also that vertices 1 and 2
of Gi have different sets of neighbours, since they are part of an induced P4.
Note that spectral integral variation occurs upon adding the edge between vertices 1 and
2 to Gi , and since 1 and 2 do not have the same set of neighbours, it must be the case that
two eigenvalues of Gi increase by 1. Observe that Gi+1 is a join of graphs, so that the
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largest Laplacian eigenvalue of Gi+1, n(Gi+1), is given by n(Gi+1)= n. Further, since
Gi is a Laplacian integral graph that is not a join, its largest Laplacian eigenvalue, n(Gi),
satisﬁes n(Gi)n − 1. We conclude that in fact n(Gi) = n − 1, and that this is one of
the eigenvalues of Gi that increases by 1 when the edge between 1 and 2 is added to form
Gi+1.
Let d1 and d2 denote the degrees of vertices 1 and 2, respectively. From the considerations
above, it follows that we can write the Laplacian matrix L of Gi+1 as
T
T T
T T
T
whereL1,1 andL2,2 are of ordersn−2−d2 andn−2−d1, respectively, whileL3,3 is of order
d1+ d2+ 2− n. From the eigenvalue formulas of Proposition 1.2, we ﬁnd that necessarily,
n−1= d1+d2+1+
√
(d1+d2+1)2−4(d1d2+d1+d2+2−n)
2 ,which yields (n−2−d1)(n−2−d2)=0.
We conclude without loss of generality that d1 = n− 2, so that in fact L has the form
T T
TT
Further, Proposition 1.2 asserts that L1,11 = (d2 + 1)1, from which we conclude that
L1,3 = −J . But in that case, we see that Gi is a join of two subgraphs: that on vertices
1, . . . , n− d2 and that on vertices n− d2+ 1, . . . , n. This contradicts our earlier restriction
that Gi is not a join. We conclude that G cannot contain an induced P4, completing the
induction step. 
Corollary 2.3. Suppose that G is an integrally completable graph on n vertices. Then G
has no induced subgraphs that are isomorphic to K2 ∪K2.
Proof. Suppose to the contrary thatG contains an inducedK2∪K2, say on vertices 1, 2, 3, 4,
and letG0,G1, . . . ,Gm be a sequence of graphs that integrally completes G. Let i0 denote
the smallest index such thatGi0+1 is formed fromGi0 by adding an edge into the subgraph
induced by vertices 1, . . . , 4. Then Gi0+1 contains an induced P4, and so by Proposition
2.2, is not integrally completable, a contradiction. 
We are now able to characterize the integrally completable graphs.
Theorem 2.4. Let G be a graph on n vertices. Then G is integrally completable if and only
if G has no induced subgraphs that are isomorphic to either P4 or K2 ∪K2.
Proof. IfG is integrally completable, then by Proposition 2.2 and Corollary 2.3,G contains
no subgraphs isomorphic to P4, and no subgraphs isomorphic to K2 ∪K2.
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Now suppose thatG has no inducedP4’s and no inducedK2∪K2’s.We claim by induction
on n thatG is integrally completable, and this is straightforward to verify for n4. Suppose
now that n5. If G is disconnected, say with connected components A1, . . . , Ak, we ﬁnd
from the fact that G contains no induced K2 ∪K2’s, that at most one of those components
A1, . . . , Ak contains an edge. We conclude that G has the form H ∪Om for some graph H
on n−m vertices. Further,H contains no induced P4’s and no inducedK2∪K2’s, so by the
induction hypothesis, H is integrally completable. We now ﬁnd readily that G is integrally
completable. On the other hand, if G is connected, then from the fact that it contains no
induced P4’s, it follows that G is a join of graphs, say G=G1 ∨G2. Since neither G1 nor
G2 contains an induced P4 or an induced K2 ∪ K2, from the induction hypothesis, each
of G1 and G2 is integrally completable. It now follows readily that G itself is integrally
completable. 
The following is immediate.
Corollary 2.5. If G is an integrally completable graph, then so is any induced subgraph
of G.
Remark 2.6. From Theorem 2.4, we ﬁnd readily that if G is an integrally completable
graph then its complement, Gc, has no induced subgraphs isomorphic to either P4 or C4.
It follows that each of the connected components of Gc is a chordal graph of diameter at
most 2. Thus, if G is an integrally completable graph then Gc is a union of chordal graphs
of diameter at most 2. Note however that the converse implication fails; for example the
graph H = P4 ∪O1 is not integrally completable, but H c is chordal and has diameter 2.
Observe that while Theorem 2.4 identiﬁes the integrally completable graphs, it does not
discuss how one might successfully complete such a graph. Our next result shows which
edges can be added into an integrally completable graph in order to maintain that property.
Theorem 2.7. Suppose that G is an integrally completable graph on n vertices, and that
vertices 1 and 2 of G are not adjacent. Let e denote the edge between vertices 1 and 2, and
let H = G ∪ {e}. Let S be the subset of vertices of G that are distinct from vertices 1 and
2, and that are adjacent to neither vertex 1 nor vertex 2, and let S1 and S2 denote the sets
of neighbours of the vertices 1 and 2, respectively. Then H is also integrally completable if
and only if for each vertex u ∈ S, vertex v is adjacent to u only if v ∈ S1 ∩ S2.
Proof. Suppose ﬁrst that H is integrally completable. Then in particular, H has no induced
P4’s or K2 ∪ K2’s. Suppose that u ∈ S and that v is adjacent to u. We note that v /∈ S,
otherwise H has an induced K2 ∪ K2, and that v /∈ S1\S2 and v /∈ S2\S1, otherwise H has
an induced P4. We conclude that if u is adjacent to v, then necessarily v ∈ S1 ∩ S2.
Next, suppose that for each u ∈ S, u can only be adjacent to vertices in S1 ∩ S2. Observe
that sinceG is integrally completable, it follows that any induced subgraph ofG that includes
at most one of the vertices 1 and 2 is not isomorphic to either P4 or K2 ∪ K2, and so we
conclude that H has no induced subgraphs involving at most one of vertices 1 and 2 that
are isomorphic to either P4 or K2 ∪K2. Next we consider induced subgraphs of H on four
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vertices of the form 1, 2, u, v. If u ∈ S1 ∩ S2, then the subgraph of H induced by vertices
1, 2, u, v contains a triangle, and so is neither P4 nor K2 ∪ K2, and a similar conclusion
holds if v ∈ S1 ∩ S2. Henceforth we may assume that u, v /∈ S1 ∩ S2. If u ∈ S, then by
our hypothesis, if v ∈ S then u and v are not adjacent, and so vertices 1, 2, u, v of H do
not induce either P4 or K2 ∪ K2. If v ∈ S1\S2 or v ∈ S2\S1, then again u and v are not
adjacent, and so vertices 1, 2, u, v of H do not induce either P4 or K2 ∪ K2. Without loss
of generality, the only cases to consider are that both u and v are in (S1\S2) ∪ (S2\S1).
Observe that in that case, necessarily we have either u, v ∈ S1\S2 or u, v ∈ S2\S1, for if
u ∈ S1\S2 and v ∈ S2\S1 (or vice versa) then G contains an induced P4 if u and v are
adjacent, or an induced K2 ∪ K2 if u and v are not adjacent, contrary to our assumption.
Thus, our ﬁnal case is, without loss of generality, that u, v ∈ S1\S2, and in that situation we
ﬁnd that the subgraph of H on vertices 1, 2, u, v has a vertex of degree 3, and so is neither
P4 nor K2 ∪K2. We conclude that each induced subgraph of H on four vertices is neither
P4 nor K2 ∪K2, and so by Theorem 2.4, H is integrally completable. 
The following result will be useful in establishing a consequence of Theorem 2.7.
Lemma 2.8. Let G be a graph. Then G contains an induced subgraph on four vertices that
is isomorphic to either P4 or K2 ∪K2 if and only if G has a pair of nonadjacent vertices u
and v with sets of neighbours Su and Sv , respectively, such that neither Su\Sv nor Sv\Su
is empty.
Proof. Suppose ﬁrst that G has an induced P4, say on vertices 1, 2, 3, 4, with pendant
vertices 1 and 4, adjacent to 2 and 3, respectively. Observe that 1 and 4 are nonadjacent
vertices, that 2 ∈ S1\S4 and that 3 ∈ S4\S1. Similarly, if G has an induced K2 ∪ K2 on
vertices 1, 2, 3, 4, with vertices 1 and 2 adjacent, and vertices 3 and 4 adjacent, then again
1 and 4 are nonadjacent vertices, 2 ∈ S1\S4 and 3 ∈ S4\S1.
Now suppose that there is a pair of nonadjacent vertices u and v such that neither Su\Sv
nor Sv\Su is empty. Suppose that x ∈ Su\Sv and y ∈ Sv\Su and consider the subgraph ofG
induced by vertices u, v, x, y. We ﬁnd that this subgraph is either P4 orK2 ∪K2 according
as x and y are adjacent or not. 
The following corollary determines which eigenvalues will change under the addition of
an edge in the context of Theorem 2.7.
Corollary 2.9. Suppose that G is an integrally completable graph on n vertices, and that
vertices 1 and 2 of G are not adjacent, with sets of neighbours S1 and S2, respectively. Let
e denote the edge between vertices 1 and 2, and suppose thatH =G∪{e} is also integrally
completable. Denote the degrees of vertices 1 and 2 in G by d1 and d2, respectively.
(a) Suppose that S1 = S2. Then the eigenvalue of G that changes upon the addition of edge
e is d1, which rises to d1 + 2 in H.
(b) Suppose that S1 = S2, and that d1d2. Then the eigenvalues of G that change upon
the addition of edge e are d1 + 1 and d2, which rise to d1 + 2 and d2 + 1 in H.
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Proof. Part (a) follows from Proposition 1.1. Suppose now that vertices 1 and 2 have sets
of neighbours S1 and S2, respectively, and that S1 = S2. From Lemma 2.8 and the fact that
G is integrally completable, we ﬁnd that S2 ⊂ S1. Thus we have |S1 ∩ S2| = d2, and from
the formulas of Proposition 1.2, we ﬁnd that the eigenvalues ofG that rise by 1 upon adding
the edge e are given by d1+d2+1±(d1+1−d2)2 = d1 + 1, d2. 
3. Minimally integrally completable and integrally dominated graphs
In this section we discuss two extreme classes of integrally completable graphs: those
for which each edge deletion yields a graph that is not integrally completable, and those
whose presence as a subgraph ensures Laplacian integrality. To be precise, we say that a
graph G is minimally integrally completable if G is integrally completable, but for each
edge e ∈ G,G\{e} is not integrally completable. (Observe that in that case, each G\{e}
fails to be Laplacian integral). We say that a graph G on n vertices is integrally dominated
if G is Laplacian integral, and in addition, for each graph H on n vertices with G ⊆ H ,
H is also Laplacian integral. Note that if G is integrally dominated, then necessarily G is
integrally completable.
The following result characterizes the class of minimally integrally completable graphs.
Theorem 3.1. A graph G on n4 vertices is minimally integrally completable if and only
if
(1) G has no induced P4’s or K2 ∪K2’s, and
(2) each edge of G is on an induced C4.
Proof. Note that if (1) holds, then certainly G is integrally completable by Theorem 2.4.
Further, if (2) holds, then for any edge e of G, G\{e} contains an induced P4, and so
is not integrally completable. Hence if (1) and (2) hold, then G is minimally integrally
completable.
We now show that if G is minimally integrally completable, then (2) holds, and we do
so by induction on n. Note that the only minimally integrally completable graphs on fewer
than four vertices are the graphs with no edges. It is readily seen that for n = 4, only O4
and C4 are minimally integrally completable. Suppose now that n5. Note that if G is not
connected, then G = H ∪ Ok for some graph H on n − k vertices. Note that H must be
minimally integrally completable, so from the induction hypothesis, H satisﬁes (2), and it
now follows that so does G.
Next, suppose thatG is connected; sinceG has no induced P4’s we ﬁnd thatG=G1∨G2
for graphsG1 andG2, both of which are minimally integrally completable. Suppose thatG1
andG2 are on k and n− k vertices; we claim that 2kn− 2. If that is not the case, then
without loss of generality wemay take k=1 so thatG=O1∨G2. IfG2 is disconnected, then
G2 =Om ∪A for some integrally completable graph A. Note that in that case, it is readily
seen that if e denotes an edge joining the vertex G1 to one of the isolated vertices of G2,
thenG\{e} is Laplacian integral, so thatG is not minimally integrally completable, contrary
to our hypothesis. On the other hand, if G2 is connected, then G2 = A ∨ B, from which it
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follows that G can be written as G = (O1 ∨ A) ∨ B. Applying the induction hypothesis,
observe that O1 ∨ A fails to be minimally integrally completable, since it fails to satisfy
(2). But then G is not minimally integrally completable, contrary to our hypothesis. We
conclude that necessarily 2kn− 2, as claimed.
Note that the edges of G fall into three classes: edges between vertices of G1, edges
between vertices of G2, and edges joining a vertex in G1 to a vertex in G2. Note that
each of G1 and G2 is minimally integrally completable, so it follows from the induction
hypothesis that each edge in those graphs lies in an induced C4 of G. Now suppose that u1
is a vertex of G1 and u2 is a vertex of G2 and consider the edge e joining u1 and u2. Note
that from the induction hypothesis applied to both G1 and G2, there are vertices v1 ∈ G1
and v2 ∈ G2 such that u1 and v1 are not adjacent, and u2 and v2 are not adjacent. But in
that case, we ﬁnd that the vertices u1, v1, u2, v2 of G induce a C4 that includes the edge e.
It now follows that (2) holds. 
Example 3.2. LetG be the graph on 4m vertices given byG=C4∨C4∨. . .∨C4,where there
arem copies ofC4 in that construction.We claim thatG is minimally integrally completable.
The fact that G is integrally completable follows readily from the corresponding fact for
C4. Evidently each edge between vertices in a subset of the form {1+ im, . . . , 4+ im}, i=
0, . . . , m − 1 is on an induced C4. Now consider an edge between vertices of the form
p + im and q + jm where i = j and 1p, q4. Note that for vertex p + im there is an
index 1 p¯4, p = p¯ such that p¯ + im is not adjacent to p + im. Similarly there is an
index 1 q¯4, q = q¯ such that q¯ + jm is not adjacent to q + jm. It now follows that the
vertices p, q, p¯, q¯ induce a C4 in G. We conclude that each edge of G is on an induced C4,
so that G is minimally integrally completable.
We now discuss the class of integrally dominated graphs.
Lemma 3.3. If G is integrally dominated, then no induced subgraph ofG can be a subgraph
of P4.
Proof. Suppose that G has n vertices. Observe that if G has an induced subgraph that
is a subgraph of P4, then by adding edges to G if necessary, we may construct the graph
P4∨Kn−4, which is not Laplacian integral. But thenG is not integrally dominated, contrary
to our hypothesis. 
Let denote the set of graphs on four vertices that are not subgraphs of P4. Let S1 and S2
be the graphs shown in Fig. 2 (formed by adding one and two edges intoK1,3, respectively).
We see that = {(K3 ∪O1), C4,K1,3, S1, S2,K4}.
Corollary 3.4. If G is integrally dominated, then each induced subgraph of G is in .
Next, we deal with disconnected integrally dominated graphs.
Proposition 3.5. Suppose that G is a disconnected graph on n3 vertices with at least
one edge. Then G is an integrally dominated graph if and only if G=Kn−1 ∪O1.
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Proof. It is straightforward to determine that =Kn−1 ∪ O1 is a disconnected integrally
dominated graph. Suppose now that G is disconnected, integrally dominated and has at
least one edge. If n = 3, it follows readily that G = K2 ∪ O1, so suppose now that n4.
Since G is integrally completable, G has the form H ∪ Om, where H is connected (and
necessarily has at least one edge, say between vertices u and v). Note that if m2, then
selecting x and y to be isolated vertices of G, we ﬁnd that the subgraph of G induced by the
vertices u, v, x, y is K2 ∪O2, which fails to be in . We conclude that necessarily m= 1.
Let x be the single isolated vertex of G; selecting any other triple of vertices u, v,w of G,
we ﬁnd from Corollary 3.4 that the subgraph ofG induced by x, u, v,w is necessarily equal
to K3 ∪ O1. Hence the vertices u, v,w induce a triangle in G. It now follows readily that
H =Kn−1. 
We now present a characterization of integrally dominated graphs.
Theorem 3.6. Let G be a graph on n4 vertices. Then G is integrally dominated if and
only if every induced subgraph of G on four vertices is in .
Proof. If G is integrally dominated, then the conclusion on its induced subgraphs on four
vertices follows immediately fromCorollary 3.4.We now prove the converse implication by
induction on n, and note that for n= 4, the set is precisely the set of integrally dominated
graphs on four vertices. Suppose now thatn5, and that each induced subgraph ofG on four
vertices is in. IfG is disconnected, then necessarilyG=H ∪Om for somem1 whereG
has at least one edge (sinceOn is not integrally dominated for n4). As in Proposition 3.5
we ﬁnd that necessarilym=1. Further, it also follows as in Proposition 3.5 thatH =Kn−1,
from which we conclude that G is integrally dominated.
Now suppose that G is connected. Since G has no induced P4’s, we ﬁnd that necessarily
G=G1 ∨G2 for some pair of graphsG1 andG2. Observe that for i = 1, 2, eitherGi is on
at most three vertices (and so is integrally dominated) or each induced subgraph of Gi on
four vertices is in  (and so, by the induction hypothesis, is integrally dominated). Hence
we conclude that each of G1 and G2 is integrally dominated, from which it follows that
G=G1 ∨G2 is also integrally dominated. 
Example 3.7. Consider the graph G of Example 3.2, constructed as the m-fold join of C4
with itself.We claim thatG is integrally dominated. This can be deduced fromTheorem 3.6,
but is perhaps more readily concluded from the fact that C4 itself is integrally dominated,
and that any join of integrally dominated graphs is necessarily integrally dominated.
4. Integrally completable graphs with distinct eigenvalues
In this section, we characterize the integrally completable graphs that have distinct eigen-
values. As mentioned in Section 1, a study of Laplacian integral graphs having distinct
eigenvalues is made in [4]. Evidently if G is a Laplacian integral graph on n vertices with
distinct eigenvalues, its spectrum has the form Si,n ≡ {0, 1, 2, . . . , n− 1, n}\{i} for some
i= 1, . . . , n. The set Si,n is realizable if there is some graph on n vertices having Laplacian
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spectrum Si,n. In [4], it is shown that if n ≡ 0, 3 mod 4 then Si,n is realizable only if i is
even, while if n ≡ 1, 2 mod 4 then Si,n is realizable only if i is odd. The following result
from [4] gives further information on how to inductively construct graphs realizing Si,n for
1 in.
Proposition 4.1. Suppose that n6 and that G is a graph on n vertices.
(a) G realizes S1,n if and only if G is formed in one of the following two ways:
(i) G=O2 ∨ (O1 ∪G1), whereG1 is a graph on n− 3 vertices that realizes Sn−4,n−3;
(ii) G=O1 ∨H , where H is a graph on n− 1 vertices that realizes Sn−1,n−1.
(b) G realizes Sn−1,n if and only if G is formed in one of the following two ways:
(i) G=O1 ∨ (K2 ∪G1) where G1 is a graph on n− 3 vertices that realizes S2,n−3;
(ii) G=O1 ∨ (O1 ∪H), where H is a graph on n− 2 vertices that realizes Sn−2,n−2.
(c) If 2 in − 2, then G realizes Si,n if and only if G = O1 ∨ (O1 ∪ H), where H is a
graph on n− 2 vertices that realizes Si−1,n−2.
Example 4.2. A straightforward analysis of the various cases shows that for each 2n5,
there is exactly one integrally completable graph on n vertices with distinct eigenvalues.
These graphs are: K2, realizing S1,2, P3, realizing S2,3, A4 ≡ O1 ∨ (K2 ∪ O1), realizing
S2,4, and B5 ≡ O2 ∨ (K2 ∪O1), realizing S1,5.
Having discussed the integrally completable graphs with distinct eigenvalues on a small
number of vertices, we now use the results of Example 4.2 to complete our characterization
of those graphs.
Theorem 4.3. Suppose that n ∈ IN with n6. If n is odd with n = 2k + 1, then up to
isomorphism, there is exactly one integrally completable graph on n vertices with distinct
eigenvalues; it realizes Sk−1,2k+1, and its Laplacian matrix can be written
T
(4.1)
where L5 is the Laplacian matrix for B5,Dm = diag(m,m − 1, . . . , 2, 1), Em = diag
(1, 2, . . . , m−1,m) and Tm is them×mmatrix with a one in position (i, j) if 1 ijm
and a zero otherwise.
If n is even with n = 2k, then up to isomorphism, there are exactly two integrally com-
pletable graphs on n vertices with distinct eigenvalues; one realizes Sk−2,2k , and its Lapla-
cian matrix can be written
T
(4.2)
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where L6 is the Laplacian matrix for O2 ∨ (O1 ∪ P3), and the other realizes Sk,2k , and its
Laplacian matrix can be written
T (4.3)
Proof. We proceed by induction on n, and begin with the cases n = 6 and 7. Let G be
a graph on six vertices that is integrally completable and has distinct eigenvalues. From
the parity result of [4] mentioned above, it follows that G realizes either S1,6, S3,6 or S5,6.
Proposition 4.1 implies that if G realizes S1,6, then G=O2 ∨ (O1 ∪H), where H realizes
S2,3. From Example 4.2 we ﬁnd that H = P3. (Note that the construction of Proposition
4.1 (a) (ii) does not apply, since G is P4 free and so cannot have a subgraph on m vertices
that realizes Sm,m for any m2). If G realizes S3,6, then we ﬁnd that G=O1 ∨ (O1 ∪H)
where H realizes S2,4, in which case, H = A4 by Example 4.2. Also, note that if G were
to realize S5,6, we would have G = O1 ∨ (K2 ∪ H) where H realizes S2,3, contradicting
the fact that G contains no induced K2 ∪K2 subgraphs. We conclude that G cannot realize
S5,6, yielding the conclusion for n= 6.
Now suppose that G is a graph on seven vertices that is integrally completable and has
distinct eigenvalues. We ﬁnd that necessarily, G realizes S2,7, S4,7 or S6,7. If G realizes
S2,7, thenG=O1 ∨ (O1 ∪H), where H realizes S1,5—i.e.H =B5. If G realizes S4,7 then
G=O1 ∨ (O1 ∪H), where H realizes S3,5, a contradiction to Example 4.2. As above, if G
realizes S6,7 then it contains an induced K2 ∪K2, again a contradiction. Thus we have the
conclusion for n= 7.
Suppose now that n8 and that G is a graph on n vertices that is integrally completable
and has distinct eigenvalues, say with G realizing Si,n. From Proposition 4.1 we see that if
i=1, thenG=O2∨(O1∪H)whereH realizes Sn−4,n−3. From the induction hypothesis, no
suchH exists. Similarly, if i=n−1, thenG=O1∨(K2∪H)whereH realizes S2,n−3, so that
G contains an inducedK2 ∪K2, a contradiction.We conclude that necessarily 2 in− 2
and that G=O1 ∨ (O1 ∪H), where H realizes Si−1,n−2.
In the case that n= 2k, we ﬁnd from the induction hypothesis that i= k or i= k− 2, and
applying the induction hypothesis to the Laplacian matrix ofH readily yields the Laplacian
matrices ofG described in (4.3) and (4.2), respectively. Similarly, ifn=2k+1, an application
of the induction hypothesis to H shows that i = k− 1, and the Laplacian matrix of (4.1) for
G now follows from the structure of the Laplacian matrix for H. 
While much of our discussion has focused on eigenvalues, the next example considers
the structure of the eigenvectors of the matrices described by (4.3).
Example 4.4. As noted in Theorem 4.3, the matrix
T
realizes the spectrum Sk,2k , so that for each i = 1, . . . , k − 1, M has i as an eigenvalue,
and for each j = 1, . . . , k,M has k + j as an eigenvalue. It is readily veriﬁed that for each
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i = 1, . . . , k − 1, the vector
serves as an eigenvector of M corresponding to i, while for each j = 1, . . . , k, the vector
serves as an eigenvector of M corresponding to k + j .
We close the paper with a discussion of how one might successively add edges into the
graph corresponding to (4.3), while maintaining integral completability at each step.
Example 4.5. In this example, we show how the graph G with Laplacian matrix
T
can be partially completed, maintaining integral completability at each step. Speciﬁcally,
we describe a sequence of edges that can be added to G in order to maintain integral
completability with each addition, and such that when all these edges have been added, the
(integrally completable) graph Ok ∨Kk has been constructed. We also give the Laplacian
spectrum of each graph in the sequence.
We do so by considering the lower subdiagonals of the (1, 2) block−Tk , and successively
adding in edges that correspond to the positions in each of these subdiagonals. SetG(0,1)=G.
For each pair (i0, l0) with 1 i0k− l0, letG(i0,l0) denote the graph formed by adding the
following edges to G : {i + l, k + i} for each pair (i, l) with 1 ik − l and l l0 − 1,
as well as the edges {i + l0, k + i} for 1 i i0. Observe that in matrix terms, these edges
correspond to positions on the ﬁrst l0−1 subdiagonals of Tk , along with the ﬁrst i0 positions
on the l0th subdiagonal of Tk . Evidently, G(1,1) is formed from G(0,1) by adding the edge
{2, k + 1},G(i0+1,l0) is formed fromG(i0,l0) by adding the edge {i0 + l0 + 1, k + i0 + 1} if
i0k − l0 − 1, while if l0k − 2, G(1,l0+1) is formed from G(k−l0,l0) by adding the edge
{l0 + 2, k + 1}. Finally, observe that G(1,k−1) =Ok ∨Kk .
We claim that each graph in the sequenceG(0,1),G(1,1), . . . , G(k−1,1),G(1,2),G(2,2), . . . ,
G(k−2,2), G(1,3), . . . , G(k−3,3), . . . , G(1,k−1) is integrally completable. Further, we claim
that for each l = 1, . . . , k − 1, the spectrum of G(k−l,l) is given by {0} ∪ {p ∈ IN |l +
1pk}∪{p ∈ IN |k+ l+1p2k}, where the eigenvalues k and 2k have multiplicities
l and l + 1, respectively, and where the remaining eigenvalues are simple. We also claim
that if 1 lk − 2 and 1 ik − l − 1, the spectrum of G(i,l) is given by {0} ∪ {p ∈
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IN |lpk, p = k − i} ∪ {p ∈ IN |k + l + 1p2k}, where the eigenvalues k and 2k
each have multiplicity l, the eigenvalue k+ l+ i has multiplicity 2, and where the remaining
eigenvalues are simple.
To see these claims, we suppose for concreteness that for some i, l with 1 ik− l− 2
we have constructed G(i,l), that it is integrally completable, and that it has the spectrum
described in the claim. Note thatG(i+1,l) is formed by adding the edge {i+ l+1, k+ i+1}
toG(i,l). Observe that if u is a vertex ofG(i,l) that is adjacent to neither i+ l+1 nor k+i+1,
then i+ l+2uk. Then we see that if v is adjacent to u inG(i,l), then i+ l+3v2k,
so that necessarily v is adjacent to both i + l + 1 and k + i + 1. From Theorem 2.7 we see
that G(i+1,l) is also integrally completable. Note also that the degrees of vertices i + l + 1
and k + i + 1 are k − i − 1 and i + l + k − 1, respectively. Referring to Corollary 2.9
we ﬁnd that the eigenvalues k − i − 1 and i + l + k of G(i,l) will each rise by 1 upon
adding the edge {i + l + 1, k + i + 1}. We thus ﬁnd that the spectrum of G(i+1,l) is given
by {0} ∪ {p ∈ IN |lpk, p = k − i − 1} ∪ {p ∈ IN |k + l + 1p2k}, where the
eigenvalues k and 2k each have multiplicity l, the eigenvalue k + l + i + 1 has multiplicity
2, and the remaining eigenvalues are simple, as claimed. We note that the other cases to
consider (adding the edge {k, 2k − l} to G(k−l−1,l) and adding the edge {l + 2, k + 1} to
G(k−l,l)) are argued in a similar manner. The claims now follow.
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