Multiobjective Evolutionary Algorithms (MOEAs) are increasingly being used for effectively solving many real-world problems, and many empirical results are available. However, theoretical analysis is limited to a few simple toy functions. In this work, we select the well-known knapsack problem for the analysis. The multiobjective knapsack problem in its general form is NP-complete. Moreover, the size of the set of Pareto-optimal solutions can grow exponentially with the number of items in the knapsack. Thus, we formalize a (1 + )-approximate set of the knapsack problem and attempt to present a rigorous running time analysis of a MOEA to obtain the formalized set. The algorithm used in the paper is based on a restricted mating pool with a separate archive to store the remaining population; we call the algorithm a Restricted Evolutionary Multiobjective Optimizer (REMO). We also analyze the running time of REMO on a special bi-objective linear function, known as LOTZ (Leading Ones : Trailing Zeros), whose Pareto set is shown to be a subset of the knapsack. An extension of the analysis to the Simple Evolutionary Multiobjective Optimizer (SEMO) is also presented. A strategy based on partitioning of the decision space into fitness layers is used for the analysis.
Introduction
The 0-1 knapsack problem is a well-studied combinatorial optimization problem and much research has been performed on many variants of the problem [1, 31] . There are single and multiobjective versions of the problem involving one and m-dimensional knapsacks [11, 18] . Even the single objective case has been proven to be NP-hard. Much research for the single objective case has been performed over the decades and the problem continues to be a challenging area of research.
There are several effective approximation heuristics for solving knapsack problems. Ibarra and Kim [15] proved the existence of a fully polynomial time approximation scheme (FPTAS) for the 0-1 knapsack problem. For the single objective m-dimensional knapsack problem a polynomial-time approximation scheme (PTAS) was presented by Frieze and Clarke [12] . Their algorithm makes use of the fact that linear programs can be solved in polynomial time. Erlebach et al. [11] described a practical FPTAS for the multiobjective one-dimensional knapsack problem. For the m-dimensional knapsack problem they also described a PTAS based on linear programming.
In general, the multiobjective variant of the problem is harder than the single objective case. The multiobjective optimizer (MOO) is expected to give a set of all representative equivalent and diverse solutions [4, 5, 10] . The set of all optimal solutions is called the Pareto-set. Objectives to be simultaneously optimized may be mutually conflicting. Additionally, achieving proper diversity in the solutions while approaching convergence is another challenge in MOO especially for unknown problems in black-box optimization [3, 25, 27] . Moreover, the size of the obtained Pareto-front may be exponentially large. There are other issues on the related aspects of MOO, e.g., Papadimitriou and Yannakakis investigated necessary and sufficient conditions to construct an -approximate Pareto-curve [33] .
Evolutionary algorithms (EA) are emerging as a powerful tool to solve NP-hard combinatorial optimization problems. EAs use a randomized search technique with a population of individuals. The evolutionary operators used by EAs do not apply, in general, any problem-specific knowledge, though the search is expedited with proper application of problem specific features. Multiobjective EAs (MOEA) often find effectively a set of diverse and mutually competitive solutions. Many results for solving computationally hard multiobjective problems using MOEAs are available in the literature-e.g., m-dimensional knapsack [45] , minimum spanning tree [20, 26] , code-book design [21] , network design [22] , communication network topology design [23] , and partitioning of high-dimensional patterns spaces [24] .
EAs use operators like mutation and crossover which imitate the process of natural evolution. The underlying principles of these operators are simple, but nevertheless, EAs exhibit complex behavior which is difficult to analyze theoretically. Although there are numerous empirical reports on the application of EAs, yet work on their theoretical analysis is rare. However, besides empirical findings, theoretical analysis is essential to understand the performance and behavior of these heuristics. Some work, in this direction, has recently started, e.g., [2, 39, 40, 42] .
In case of single objective optimization, some results started pouring in recently on the theoretical analysis of evolutionary algorithms. A few results on expected running time bounds for problems in the discrete search space [8] as well as continuous search space [16] are available. A few analyses on special functions using (1 + 1) EA has been done, e.g., linear functions [9] , one-max function [13] , unimodal function [8, 34] , and pseudo-boolean quadratic functions [43] . Most of the work have analyzed EAs with mutation as the only genetic operator. A proof that crossover can be essential in certain scenarios is presented in [17] , however, not much success has been achieved yet with the analysis of crossover operator. In this work too, we do not make use of crossover operator.
The analysis of the multiobjective case, however, is more difficult than its single objective counterpart since it involves issues like the size of the Pareto-set, diversity of the obtained solutions and convergence to the Pareto-front [4, 5] . Consequently, results of MOEA are even fewer than for single-objective. For example, Rudolph [35, 36] and Rudolph and Agapie [37] have studied multiobjective optimizers with respect to their limit behavior. Laumanns et al. [29, 30] pioneered in deriving sharp asymptotic bounds for simple two-objective functions, and Giel [14] and Thierens [41] derived bounds for the multiobjective count ones function.
Most of the work done earlier deals with analysis of simple problems. However, analysis of an MOEA on a simple variant of the 0-1 knapsack problem was reported very recently (in 2004) by Laumanns et al. [28] . The authors analyzed the expected running time of two Evolutionary Multiobjective Optimizers (EMOs), namely Simple EMO (SEMO) and Fair EMO (FEMO) for a simple instance of the multiobjective 0-1 knapsack problem. The considered problem instance had two profit values per item and cannot be solved by one-bit mutations. In the analysis, the authors made use of two general upper bound techniques, namely, decision space partition method and graph search method.
In the paper, they demonstrated how these methods, which have previously been applied to algorithms with one-bit mutations only, are equally applicable for mutation operators where each bit is flipped independently with a certain probability.
In this paper, we continue the analysis for the general case of the bi-objective 0-1 knapsack problem. In the most general case, the Pareto-optimal set for the knapsack can be exponentially large in the input size. Therefore, we first formulate a (1 + )-approximate set for the 0-1 knapsack which is polynomial in size for some instances, followed by a rigorous analysis of the expected time to find the solution-set for a simple achieve-based MOEA. We augment our work by presenting the running time analysis for the same algorithm on another well-known simple pseudo-boolean function, namely the Leading Zeros : Trailing Ones (LOTZ) [30] whose Pareto set is shown to be a subset of the knapsack.
For the analysis, we present and use a simple EMO based on an archiving strategy which is well adapted to work efficiently for problems where the Pareto-optimal points are Hamming neighbors (i.e., having a Hamming distance of 1). We call our algorithm Restricted EMO (REMO). The algorithm uses a special mating pool of two individuals which are selected based on a special fitness function which either selects two individuals with the largest Hamming distance or two random individuals. Such a mechanism guarantees in certain functions that the individuals selected for mutation are more likely to produce new individuals especially when the solution space consists of individuals which are Hamming neighbors of each others. However, for more complex functions, a selection strategy similar to SEMO may be more useful for the analysis.
The rest of the paper is organized as follows. The next section presents a discussion on the related work done in the field of analysis of MOEAs. Section 3 includes a few definitions pertaining to MOO. Section 4 formulates the knapsack problem and the (1 + )-approximate set. Section 5 describes our algorithm REMO. The analysis of the algorithm on the LOTZ function and the knapsack problem is given in Sections 6 and 7, respectively. Simulation results obtained from REMO for knapsack data are included in Section 8. Finally, conclusions are drawn in Section 9.
Related work

Problems analyzed
Schmitt [39] and Wegener [42] are among the researchers to start the work on the theory of genetic/evolutionary algorithms. (In this article, we interchangeably use the word genetic and evolutionary.) Work of Beyer et al. [2] revolves around how long a particular algorithm takes to find the optimal solutions, or solutions that are approximately optimal, for a given class of functions. The motivation to start such an analysis was to improve knowledge of the randomized search heuristics on a given class of functions. Rudolph [35, 36] and Rudolph and Agapie [37] studied MOO with respect to their limit behavior. Rudolph established that EA converges if the number of iterations goes to infinity.
In the single objective case, EAs have been analyzed for many analytical functions, e.g., linear functions [9] ; unimodal functions [8] ; and quadratic functions [43] . Some recent work has been done on sorting and shortest-path problems by recasting them as combinatorial optimization problems [38] . A study was done to evaluate the black-box complexity of problems [7] .
Most of the referred work used a base-line simple (1 + 1) EA. Most analysis of (1 + 1) EA was done using the method of partitioning the decision space into fitness layers [9] . For all such work, the only genetic operator used was mutation. Jansen and Wegener [17] analyzed the effectiveness of crossover operator, and showed that crossover does help for a certain class of problems, though it is difficult to analyze.
For multiobjective optimization, analysis of the expected running time was started by Laumanns et al. [30] . They presented analysis of the population-based EAs (SEMO and FEMO) on a bi-objective problem (LOTZ) with conflicting objectives. They extended this work by introducing another pseudo-boolean problem (Count Ones Count Zeros: COCZ), another algorithm Greedy Evolutionary Multiobjective Optimizer (GEMO), and scaling the LOTZ and COCZ problems to larger number of objectives in [29] . Similar analyses were performed by Giel [14] and Thierens [41] on another bi-objective problem (Multiobjective Count Ones: MOCO) and a quadratic function. These authors designed simpler functions to understand the behavior of simple EAs for multiobjective problems.
Algorithms analyzed
The single objective optimizer basically yields a single optimal solution. However, in the multiobjective case, an optimizer should return a set of incomparable or equivalent solutions. Hence, a population-based EA is preferred. For this purpose, Laumanns et al. proposed a base-line population-based EA called SEMO. Another strategy used is a multi-start variant of (1 + 1) EA [29] .
These algorithms have an unbounded population. Individuals are added or removed from the population based on some selection criterion. Laumanns et al. introduced two other variants of SEMO called FEMO (Fair EMO) and GEMO (Greedy EMO) which differ in their selection schemes. The algorithms do not have any defined stopping criterion and are run till the desired representative approximate set of the Pareto-front is in the population [29] .
There is another group of algorithms which use an explicit or implicit archiving strategy to store the best individuals obtained so far. This approach has proven to be very effective in finding the optimal Pareto-front at much reduced computational cost, e.g., NSGA-II [6] , PAES [19] , PCGA [25] and SPEA2 [44] . Also, many real-world problems have effectively been solved using such a strategy. But, there exists no analysis of such algorithms. In this work, we propose and use an archive-based EA.
Another issue in archive-based EAs is the size of the archive and the mating pool. If we restrict the number of individuals used for mating in the population to a constant, the expected waiting time till the desired individual is selected for mutation, is considerably reduced. But, for such an algorithm an efficient selection strategy to choose the proper individuals from the archive to the population needs to be devised. This is further discussed while formulating and analyzing our algorithm.
Basic definitions
In the multiobjective optimization scenario there are m incommensurable and often conflicting objectives that need to be optimized simultaneously. We formally define some terms below which are important from the perspective of MOEAs. We follow [25, 36, 37, 45] for some of the definitions. (Note : In our analysis we use terms like child and parent. When a chromosome is created by applying genetic/evolutionary operators, e.g., a mutation operator, the mutated bit vector is called the parent and the created bit vector is called the child.)
Definition 1 (Multiobjective Optimization Problem (MOP)
). An m-objective optimization problem includes a set of n decision variables X = (x 1 , x 2 , . . . , x n ), a set of m objective functions F = {f 1 , f 2 , . . . , f m }, and a set of k constraints C = {c 1 , c 2 , . . . , c k }. The objectives and the constraints are functions of the decision variables. The goal is to:
Maximize/Minimize :
The collection of decision variables (X) constitute the decision space. The set of objective values (F) form the objective (solution) space. In some problem definitions, the constraints are treated as objective functions. The objectives may also be treated as constraints to reduce the dimensionality of the objective-space.
Definition 2 (Partial Order).
Let F s denote a set of elements in the objective space and 4 a binary relation in F s . The relation is called a partial order if it is reflexive, transitive and antisymmetric.
for all objectives to be maximized, and f (
If k = 1, the dominance relationship is called Pareto-dominance. The Pareto-dominance relations in multiobjective evolutionary algorithms are partial orders (posets). The reason is that there might be a number of individuals in the population which are mutually incomparable or equivalent to each other. An ordering cannot be defined for them.
Definition 4 (Pareto-Optimal Set). Without loss of generality we assume an m-objective minimization problem. We say that a vector of decision variables x ∈ X is Pareto-optimal if there does not exist another x * ∈ X such that f i (x * ) f i (x) for all i = 1, 2, . . . , m and f j (x * ) < f j (x) for at least one j . Here, X denotes the feasible region of the problem (i.e., where the constraints are satisfied).
The primary goal of a multiobjective optimization algorithm is to obtain a Pareto-optimal set. This is also called a Pareto set. The curve/surface (in the feasible region) demarcated by a Pareto set is the Pareto-front. However, in most practical cases it is not possible to generate the entire true Pareto-optimal set. This might be the case when size of the set is exponentially large. Thus, we confine our goal to attain an approximate set. This approximate set is usually polynomial in size. Since in most cases the objective functions are not bijective, there are a number of individuals in the decision space which are mapped to the same objective function value. Hence, one might define an approximate set by selecting only one individual corresponding to an objective function value. This is usually done in case of a single objective optimization problem. A k-approximate set A k is a set such that for each individual x in the Pareto set there exists an individual y ∈ A k such that x 4 k y.
Definition 5 (Approximate Set). A set
Another strategy that might be used to obtain an approximate set is to try and obtain an inferior Pareto front. Such a front may be inferior with respect to the distance from the actual front in the decision space or the objective space. If the front differs from the actual optimal front by a distance of in the objective space, then, the dominance relation is called a (1 + )-dominance.
Definition 6 ((1 + )-Approximate Set).
A set A 1+ is called a (1 + )-approximate set of the Pareto set if for all elements a p in the Pareto set there exists an element a ∈ A 1+ such that a p 4 1+ a .
Definition 7 ( -Sampling of the Pareto Set).
If P denotes the Pareto-optimal set, then a -sampling of P is a set P ⊆ P , such that no two individuals in P is within a distance of units in the objective space (assuming some metric in the objective space).
In discrete space, the -sampling can well be equal to the Pareto set. One might also attain an approximate set by taking a proper subset of the Pareto-optimal set. A strategy used to get such a subset is called sampling. A -sampling is a special form of sampling in which no two individuals are within a distance of in the objective space.
Definition 8 (Running Time of an EA).
The running time of an EA searching for an approximate set is defined as the number of iterations of the EA loop until the population is an approximate set for the considered problem.
Linear functions and knapsack problem
Linear functions
Definition 9 (Linear Function). A bi-objective linear function is defined as
The aim is to maximize f 1 and minimize f 2 . The two objectives are mutually conflicting. In this section, we show that for the function F (x) the number of Pareto-optimal points can range from n + 1 to 2 n . Thus, in general, there exists values for the value of the weights w and w the Pareto-optimal set can be exponential in n. We investigate the case where the bits of the individuals are arranged in their strictly decreasing value of w/w . Thus,
Lemma 1. For any bi-objective linear function F (x)
Proof. Let us consider an individual K * in the decision space (which does not belong to A 1 ) and an individual K ∈ A 1 which is of the form (1 k 0 n−k ) for 0 k n. If the set of 1-bits of K * is a subset of the set of 1-bits in K it is clear that K and K * are incomparable.
However, if the set of 1-bits of K * is not a subset of K, let S denote the set of bit positions that are set to one in both K * and K with x 1 = i∈S w i . Let S 1 denote the set of bit positions that are set to one in K but not in K * and
. Now, it remains to be proven that
, such that both individuals are incomparable to each other. Since all the bits are arranged in the strictly decreasing order of
We also need to prove that two individuals in A 1 are mutually incomparable to each other. Let us consider another
, implying that I and K are incomparable. A similar argument holds for i > k, hence proving the lemma. Example 1. Let us consider a linear function with three weights. The w of the components form a set W = {20, 15, 19} and the weights w form a set W = {8, 7, 12}. Clearly,
Let us consider the bit vector 110. This individual has the first and second weights set to 1. Individuals whose bits set to 1 are a subset of the above individual, for example 100, will have both w and w less than 110, and hence is incomparable to it. Individuals which are not a subset of 110, like for example, 101 will be dominated by 110 or is incomparable to it. As an example, w(110) = 35, w (110) = 15 and w(101) = 39, w (101) = 20, these two individuals are incomparable. This holds for any individual which is not a subset of 110. Proof. It is clear from Lemma 1 that the lower bound on the number of Pareto-optimal individuals for F (x) is n + 1. Moreover, the upper bound holds for cases where all the bit vectors are Pareto-optimal. We next show that there are examples which fit into the above bounds.
Case 1: Let us consider a linear function such that w 1 > w 2 > w 3 > · · · > w n and w 1 < w 2 < w 3 < · · · < w n . Each Pareto-optimal point is of the form X = 1 i 0 n−i where 0 i n. It is clear that individuals of the form X represent a Pareto-optimal solution because it contains the i largest weights of f 1 and the i smallest weights of f 2 . Flipping the left-most 0-bit of X to 1 or the right-most 1-bit to 0 creates an individual which is incomparable to X. Moreover, any individual with a 0 followed by a 1 cannot be Pareto-optimal as it can be improved in both objectives by simply swapping the bits. The Pareto-optimal set of such a function thus contains n + 1 individuals.
Case 2: For the other extreme case, let us consider a linear function for which w 1 /w 1 = w 2 /w 2 = w 3 /w 3 = · · · = w n /w n and w 1 > w 2 > w 3 > · · · > w n . It is clear that for such a function all the points in the decision space {0, 1} n are Pareto-optimal. Thus, the total number of Pareto points for this case is 2 n .
Consequently, for any randomized algorithm the expected runtime to find the entire Pareto-optimal set for the above case of bi-objective linear functions is (2 n ).
Knapsack problem
Next, we show that the above problem of the conflicting objectives for a linear function can be interpreted as the 0-1 Knapsack problem. The 0-1 knapsack problem can be interpreted as a linear function of two conflicting objectives.
Definition 10 (0-1 Knapsack Problem).
The knapsack problem with n items is described by the knapsack of size b and three sets of variables related to the items: decision variables x 1 , x 2 , . . . , x n ; positive weights W 1 , W 2 , . . . , W n ; and profits P 1 , P 2 , . . . , P n ; where, for each 1 i n, x i is either 0 or 1. The W i and P i represent the weight and profit, as integers, of the ith item, respectively.
The single-objective knapsack problem can be formally stated as:
where x i = 0 or 1.
In order to recast the above single-objective problem to a bi-objective problem, we use the formulation similar to the linear function described above. Thus, a bi-objective knapsack problem of n items with two conflicting objectives (maximizing profits and minimizing weights) is formulated as:
Therefore, if the set of items is denoted by I , the aim is to find all sets I j ⊆ I , such that for each I j there is no other set which has a larger profit than profit (I j ) for the given weight bound W (I j ). Hence, it is equivalent to finding the collections of items with the maximum profit in a knapsack with capacity W (I j ). The 0-1 knapsack problem is NP-complete. Next, we formalize a (1 + )-approximate set for the bi-objective knapsack problem. We work with the assumption that the items are arranged in a strictly decreasing order of P /W . Definition 11. Let us define a set X i j as the set of i most efficient items (efficiency defined by P /W ) among the j smallest weight items if the sum of the weights of the j items is less than the (j + 1)st item. Let A be the set of all such X i j and the following constraint be imposed on weights of the items:
Example 2. The constraints on the weights are explained through the given example. Let us consider a knapsack with three items. The profits of the items is given by P = {40, 20, 10} and the weights by W = {20, 11, 6}. The knapsack satisfies the constraint on the weights (given in Lemma 3) for = 0.6. X 1 is a trivial case as it contains the lightest item. For X i 2 ,1 i 2, we consider the second and the third items. Clearly, W 3 < · W 2 and hence it satisfies the constraint. For X i 3 , 1 i 3 we have all the items. Since,
, the knapsack weights satisfy the given constraint.
Lemma 3. A (defined above) represents a (1 + )-approximation of the Pareto-optimal set for the knapsack problem.
Proof. Let (P 0 , W 0 ) represent any arbitrary Pareto-optimal solution for the knapsack problem. We need to prove, that corresponding to such a solution we can always find a solution (P , W ) in A such that (P 0 , W 0 ) ≺ 1+ (P , W ). Let define the permutation of the items which reorders them according to their weights. Corresponding to any W 0 , we aim to find an item I (j ) such that W (j ) ( 
. If such an item cannot be found then j = n + 1. It is clear that for this j + 1, an X i j +1 ∈ A (a set of items I 1 j +1 , I 2 j +1 , . . . , I i j +1 (i can be equal to j )), can always be found such that and adding of the (i + 1)st item into the knapsack does not increase the weight of the knapsack above (1 + ) · W 0 , the sum of the weights of the items in X i j +1 is at least W 0 . Since, the sum of the weights in the set X i j +1 obeys the weight bound (1 + ) · W 0 , with respect to the weights, (P 0 , W 0 ) 4 1+ (P , W ). Now, we know that W W 0 . Let S c denote the items common in both the solution (P , W ) and (P 0 , W 0 ) and S un denote the set of items in the solution (P , W ) and not in (P 0 , W 0 ). Let A = I m ∈S c P I m and B = I m ∈S uc W I m . Now, W 0 < W (j +1) , therefore (P 0 , W 0 ) contains items in the set X j +1 (which is the set of the first j + 1 lightest items). Since X i j +1 is the set of the i most efficient items in X j +1 (efficiency defined as P /W ), P 0 A + B · P i+1 /W i+1 A + B · P i /W i P , thus proving that (P 0 , W 0 ) 4 1+ (P , W ), hence the lemma.
In the next lemma, we extend the results obtained in Lemma 3 to formalize a (1 + )-approximate set for any knapsack. Set A, similar to those defined in Lemma 3 is defined for every block B m . Let A m = A for the mth block. If S denotes the set of items formed by taking one set from every A m , then, the collection of all such S sets, called S comp , is a (1 + )-approximation of the Pareto-optimal set for any knapsack problem. If m = n the set reduces to a power set of the item-set.
Example 3. The example shows a valid partitioning. Let us consider a knapsack of four items, {I 1 , I 2 , I 3 , I 4 }. The profits of the items are given by P = {40, 20, 10, 15} and the weights are given by W = {20, 11, 6, 40}. The items of the above knapsack can be divided into blocks B 1 = {I 1 , I 2 , I 3 } and B 2 = {I 4 }. The block B 1 satisfies the constraint as it is the same set of items described in Example 2 and block B 2 satisfies the constraint trivially as it has only one item. Hence, the blocks describe a valid partitioning.
Proof. Let us consider any Pareto-optimal collection of items U with objective values (P 0 , W 0 ). We aim to prove that corresponding to every U we can find a solution V of the form S comp (defined above) which (1 + )-dominates U .
We partition both solutions U and V into blocks of items as defined above. Let us consider a particular block of items 
by a summation of the profits and weights of items in every block. Therefore, U 4 1+ V , proving the lemma. Proof. Let the number of individuals in the kth block be n k . The number of sets of the form X i j in the kth block is of the order O(n 2 k ). Thus, the total number of sets possible for all the blocks is upper bounded by (
However, if n = m, by the partitioning described in Lemma 4, all the bit vectors represent the (1 + )-approximate set for the knapsack. Hence, in such a case the total number of individuals in the set is 2 n .
Summary
We formalized the (1 + )-approximate set in the lemmas above. We also proved an upper bound on the size of the (1 + )-approximate set. We see that this size depends on the number of partitions into which the items of the knapsack can be divided.
The formalization of the (1 + )-approximate set will help us determine the expected running time of our algorithm to converge to the approximate set.
Algorithm Restricted Evolutionary Multiobjective Optimizer (REMO)
(1) Input Parameter : , 0. (2) Initialize two sets P = and A = , where P is the mating pool (population) and A is an archive. (3) Choose an individual x uniformly at random from the decision space {0, 1} n . (4) P = {x}. (5) loop (6) Select an individual y from P at random. We call the above algorithm Restricted EMO (REMO). It uses a restricted mating pool or population P of only two individuals and a separate archive A for storing all other individuals that are likely to be produced during a run of the algorithm. The two individuals to be chosen are selected based on a special function called Selector. With a probability of 1 
a function Fit(x, P ∪ A) = H (x) is evaluated where H (x) is the number of Hamming neighbors of x ∈ P ∪ A.
The two individuals with the smallest Fit-values are selected into the population P and the rest are transferred to the archive A. Such a selection strategy assures that we select an individual for mating that has a higher probability of producing a new offspring in the next run of the algorithm for certain problems. Such a selection strategy has been found to improve the expected running time for simple functions like LOTZ. However, for the other half of the cases the Selector function selects the two individuals at random. This is similar to the selection mechanism in SEMO [30] . For harder problems. like the knapsack, it is likely that the algorithm may get trapped in a local optima if individuals are selected based on their Hamming distance. The algorithm takes ( 0) as an input parameter and produces as its output a (1 + )-approximate set of the Pareto-optimal set. Note that if = 0 and we aim to find the entire Pareto set then we only need to check whether there is some individual which is dominated by the newly created individual and remove it from P and A.
Running time analysis of REMO on LOTZ
We first try to show the effectiveness of our algorithm on a simple linear function (LOTZ). The LOTZ is a bi-objective linear function that was formulated and analyzed by Laumanns et al. [30, 29] . The function has a Pareto-optimal set of bit vectors of the form 1 i 0 n−i where 0 i n. This also represents a special case of the knapsack.
In [30] , the authors proved expected runtimes of (n 3 ) and (n 2 log n) on LOTZ for their algorithms SEMO and FEMO, respectively. We show that REMO (the algorithm described above) has an expected running time of O(n 2 ) for LOTZ and, moreover, prove that the above bound holds with an overwhelming probability. For the analysis of REMO on simpler functions, we use the input probability for the Selector function to be 1. Hence, we always select the individuals according to the Fit function.
Definition 12 (Leading Ones Trailing Zeros (LOTZ)).
The Leading Ones (LO), Trailing Zeros (TZ) and the LOTZ problems can be defined as follows. The aim is to maximize both the objectives:
LOTZ(x) = (LO(x), T Z(x)).
Proposition 1. The Pareto front (in the objective space) for LOTZ can be defined as a set S = {(i, n − i) | 0 i n} and the Pareto set consists of all bit vectors belonging to the set
Proof. The proof is the same as in [30] .
Running Time Analysis. The analysis of the above function is divided into two distinct phases. Phase 1 ends with the first Pareto-optimal point in the population P , and Phase 2 ends with the entire Pareto-optimal set in P ∪ A. We assume = 0, thus, we aim to find the entire Pareto-optimal set.
Theorem 1. The expected running time of REMO on LOTZ is O(n 2
) with a probability of 1 − e − (n) .
Proof. We partition the decision space into fitness layers defined as (i, j ), (0 i, j n) where i refers to the number of leading-ones and j is the number of trailing-zeros in a chromosome. The individuals in one particular fitness layer are incomparable to each other. A parent is considered to climb up a fitness layer if it produces a child which dominates it. In Phase 1 a mutation event is considered a success if we climb up a fitness layer. If the probability of a success S, denoted by P (S) p i then the expected waiting time for a success E(S) 1/p i . For LOTZ, in Phase 1 the population cannot contain more than one individual for REMO because a single bit flip will create a child that is either dominating or is dominated by its parent and the algorithm does not accept weakly dominated individuals. The decision space is partitioned into fitness layers as defined above. Phase 1 begins with a initial random bit vector in P . Let us assume that after T iterations in Phase 1 the individual A(i, j ) is in the population P . The individual can climb up a fitness layer (i, j ) by a single bit mutation if it produces the child (i + 1, j) or (i, j + 1). The probability of flipping any particular bit in the parent is 1/n, thus the probability associated with such a transition is 2/n. The factor of 2 is multiplied because we could either flip the leftmost 0 or the rightmost 1 for a success. Therefore, the expected waiting time for such a successful bit flip is at most n/2. If we assume that Phase 1 begins with the worst individual (0, 0) in the population then algorithm would require at most n successful mutation steps till the first Pareto-optimal point is found. Thus, it takes i= n i= 1 n/2 = n 2 /2 expected number of steps for the completion of Phase 1.
To prove that the above bound holds with an overwhelming probability let us consider that the algorithm is run for n 2 steps. The expected number of successes for these n 2 steps is at least 2n. If S denotes the number of successes, then by Chernoff's bounds [32] :
Hence, the above bound for Phase 1 holds with a probability of 1 − e − (n) which is exponentially close to 1.
Phase 2 begins with an individual of the form I = (i, n − i) in P . A success in Phase 2 is defined as the production of another Pareto-optimal individual. The first successful mutation in Phase 2 leads to production of the individual
The probability of such a step is given by 2/n. Thus, the waiting time till the first success occurs is given by n/2. If we assume that after the first success I and I −1 are in P (without loss of generality), then the Pareto-optimal front can be described as two paths from 1 i−1 0 n−i+1 to 0 n and 1 i 0 n−i to 1 n . At any instance of time T , let the individuals in P be represented by L = (l, n − l) and K = (k, n − k) where 0 k < l n. As the algorithm would have followed the path from (i − 1, n − i + 1) to (k, n − k) and (i, n − i) to (l, n − l) to reach to the points L and K, it is clear that at time T all the individuals of the form S = (j, n − j) with l < j < k have already been found and form a part of the archive A. Moreover, the Selector function, assures that L and K are farthest apart as far as Hamming distance is concerned. At time T the probability of choosing any one individual for mutation is 
. Since, the algorithm does not accept weakly dominated individuals and K +1 is already in A, the production of K −1 can only be considered as a success. Thus, the probability of producing another Pareto-optimal individual at time T is 1/2n. Thus, the expected waiting time of producing another Pareto-optimal individual is at most 2n. Since, no solutions on the Pareto-optimal front is revisited in Phase 2, it takes a maximum of n + 1 steps for its completion. The special case holds when the individual 0 n or 1 n appears in the population. Such individuals represent the end points of the Pareto-front and their mutation do not produce any individual that can be accepted. Moreover, such individuals always form a part of the population P since they have to be a part of the pair of individuals which have the maximum Hamming distance. However, if such an individual is a part of P the probability bound still holds as the probability of choosing the right individual (the individual which is not 0 n or 1 n ) for mutation is still 1 2 and the probability of successful mutation is 1/2n and expected running time bound holds. Therefore, REMO takes O(n 2 ) for Phase 2. Now, we consider Phase 2 with 4n 2 steps. By arguments similar to Phase 1, it can be shown by Chernoff's bounds that the probability of the number of successes in Phase 2 being less than n, is e − (n) .
Altogether considering both the Phases, REMO takes n 2 steps to find the entire Pareto-optimal set for LOTZ. For the bound on the expected time we have not assumed anything about the initial population. Thus, we notice that the above bound on the probability holds for the next n 2 steps. Since the lower bound on the probability that the algorithm will find the entire Pareto set is more than 1 2 (in fact exponentially close to 1) the expected number of times the algorithm has to run is bounded by 2.
Combining the results of both the phases 1 and 2 yields the bounds in the theorem.
Comment 1.
The above bound only considers the number of iterations that the algorithm needs to find the Pareto set which is the black box complexity. However, if we consider the running time including all the computations in the EA loop (operational complexity) along with the objective-function evaluations, the selector function can take a time O(n 2 ) to find the pair of individuals with the least Fit value. Hence, each loop of the EA takes O(n 2 ) time, and thus, the entire algorithm may take time of O(n 4 ).
Running time analysis of REMO on knapsack problem
For the analysis of the knapsack problem, we set the probability P in the Selector function to 0. Thus, the algorithm reduces to SEMO [29, 30] . However, it uses (1 + )-domination and an archive.
Lemma 6. If P knap is the sum of all the profits of the items in the knapsack, then the total number of individuals in the population and archive is at most
Proof. It is clear that at any time the population and archive consists of individuals which are incomparable to each other as in the case of SEMO. We aim to prove that any two individuals of the population and archive will have distinct profit values. We try to prove the claim by contradiction. Let us assume that there are two individuals a and b in P ∪ A which have the same profit values. As the algorithm does not accept any weakly dominated individuals either Weight(a) > Weight(b) or Weight(a) < Weight(b). However, this contradicts our initial assumption that the population consists of individuals which are incomparable to each other. Hence, a and b have distinct profit values. As all the items have integer profits and the total profit can be zero, the total number of individuals are bounded by the sum of the profits, P knap + 1 (the 1 is added for the individual with P = 0).
Corollary 1.
If the sum of the weights is given by W knap , the number of individuals in the population and the archive is at most W knap + 1. Combining Lemma 6 and the corollary, if min{W knap , P knap } Pr, then the number of individuals in P ∪ A is upper bounded by Pr.
Theorem 2. Suppose we are given an instance of the knapsack problem with n items such that:
i=n W i } Pr and the weights satisfy the constraints given in Lemma 3. The expected running time for REMO (with P = 0) to compute the (1 + )-approximate set (given in Lemma 3) is O(n 2 Pr). The above bound holds with a probability exponentially close to 1.
Proof. In order to prove the theorem, we need to show that after O(n 2 Pr) steps the population weakly dominates all the solutions in A with a probability exponentially close to 1. The set A contains individuals which are Pareto-optimal. Since, REMO never removes an individual from the population unless some other individual dominates it, all members of the set A, would never be removed from the population once they are accepted. Moreover, as the items are arranged according to their strictly decreasing P /W ratio, no other solution can weakly dominate the solutions in A. We divide the analysis into two distinct phases. The first phase runs till the individual 0 n has been created. The second phase continues till all the elements in A are in the population and the archive.
Let us consider the second objective, i.e., the weights of the items for the first epoch. We partition the decision space into fitness layers based on the weight of the items. If W (k) denotes the sum of the weights of the k lightest items let I S k be the set of individuals whose weight is W (k). At any point of time, there is exactly one individual which has the lightest weight. Let that individual be I k . This implies that a bit corresponding to at least one of the k + 1 heaviest items is set to a 1. The probability that I k is selected for mutation is 1/Pr. Given I k is selected, the probability to flip exactly the given 1-bit is 1/n. If this event happens the individual will always be selected into the population, since no other individual weakly dominates it and the individual has a weight smaller than any other individual in the population. Thus, we call such an event a success. Thus, the probability of a success is 1/nPr. Clearly, we require n successes for 0 n to be created in the population. Thus, the expected waiting time for n successes is given by n 2 Pr. Applying Chernoff's bound the running time holds with a probability 1 − e − (n) .
When the second phase starts the individual 0 n is already in the population. We aim to produce all the elements in the set A. Let us divide Phase 2 into n sub-phases. A sub-phase j is said to be complete if all the individuals in the set X i j have been produced. Note that all the n sub-phases can occur parallely. Also note that the Hamming distance between any two individuals in a set X i j is 1 and the Hamming distance between 0 n and X 1 j for all j is also 1. Therefore, at all time there exists at least one individual whose mutation can produce a new individual in the population and the archive in each sub-phase. Hence, the next step is a success with a probability of 1/nPr. The expected time till all the individuals in A have been produced is n 2 Pr. By Chernoff's inequality the above bound on the expected running time holds with a probability of 1 − e − (n) .
For the expected running time no assumption was made about the initial population. Thus, the above bound on the probability also holds for the next n 2 Pr steps. Since the lower bound on the probability that the algorithm will find the entire (1 + )-approximate set is more than 1 2 (in fact exponentially close to 1) the expected number of runs is bounded by 2.
Combining both phases, yields the bound in the theorem.
Theorem 3.
Suppose we are given an instance of the knapsack problem with n items such that:
The expected running time for REMO (with P = 0) to find a (1 + )-approximate set of the Pareto-front (formalization given in Lemma 4) for any instance of the knapsack problem with n items is O(n 2m+1 Pr/m 2m+1 ) where m is the number of blocks into which the items can be divided (blocks are defined in Lemma 4 and n = m). Moreover, the above bound holds with an overwhelming probability.
Proof. We divide the analyssis into two phases. The first phase continues till 0 n is in the population or the archive. Phase 2 continues till all the vectors in set S is in P ∪ A. (We take as an input.) In the first phase, aim is to have a all 0s string in the population. We partition the decision space into fitness layers. A fitness layer i is defined as a solution which has the i smallest weight items in the knapsack. At any point of time in Phase 1, there is a maximum of one solution Z which has the i smallest weights in the knapsack. Removal of any one of these items from Z reduces the weight of the knapsack and hence produces a solution which is accepted. Therefore, the probability of selection of Z for mutation is 1/2(Pr) (P knap + 1). If we flip the 1-bit corresponding to the heaviest item in Z (which occurs with a probability of 1/n), the mutated individual is accepted. Thus, the probability of producing an accepted individual is 1/2n(Pr). Therefore, the expected waiting time till a successful mutation occurs is at most 2n(Pr). Since, a maximum of n successes in Phase 1 assures that 0 n is in the population, the expected time for completion of Phase 1 is 2n 2 (Pr +1). Therefore, Phase 1 ends in O(n 2 P knap ) time. If we consider 4n 2 (Pr) steps the expected number of successes is at least 2n. By Chernoff's bound the probability of number of successes being less than n is at most e − (n) .
The second phase starts with the individual 0 n in the population. An individual that is required to be produced can be described as a collection of items H refers to the Hamming distance. Thus, by a single bit flip of 0 n we can produce a new desired point. Since, the algorithm accepts bit vectors which are (1 + )-approximations of the Pareto-optimal points, the point generated will be taken into the population and will never be removed. It is also clear that
Hence, corresponding to every bit vector R which belongs to the (1 + )-approximate set of the Pareto front there is a bit vector in the population or the archive which by a single bit flip can produce R. Thus, from individuals like I coll , we can produce another desired individual (which belongs to the (1+ )-approximate set) by a single bit flip. Therefore, the probability of the individual like I coll being chosen into the population is 1/Pr. The probability of I coll being chosen for mutation is thus 1/2(Pr). Flipping a desired 1-bit or 0-bit in any of the m blocks of I coll will produce another desired individual. Thus, the probability that I coll will produce another desired individual is m/2n(Pr). The expected number of waiting steps for a successful mutation is thus, at most 2n(Pr)/m. If R is the new individual produced, since, no items have equal P i /W i , there cannot be any individual in the population or the archive which weakly dominates R . Hence, R will always be accepted. As every individual in the (1 + )-approximate set can be produced from some individual in the population or the archive by a single bit mutation, the total time taken to produce the entire (1 + )-approximate set is upper bounded by 2n 2m+1 (Pr)/m 2m+1 (total size of the (1 + )-approximate set is bounded by O((n/m) 2m ) by Lemma 5).
If we consider a phase of 4(Pr)n 2m+1 /m 2m+1 steps, then by Chernoff's bounds, the probability of there being less than n 2m /m 2m successes is bounded by e − (n) . Altogether both the phases take a total of O((Pr)n 2m+1 /m 2m+1 ) for finding the entire (1 + )-approximate set.
For the bound on the expected time we have not assumed anything about the initial population. Thus, we notice that the above bound on the probability holds for the next Prn 2m+1 /m 2m+1 steps. Since the lower bound on the probability that the algorithm will find the entire (1 + )-approximate set is more than 1 2 (in fact exponentially close to 1) the expected number of runs is bounded by 2.
Combining the results of both the phases yields the bound in the theorem.
It is worth noting that the expected waiting time is a polynomial in n if the sum of the profits and the number of partitions m is a polynomial in n, which in turn depends on the value. It is difficult to derive any general relationship between and m, since it depends on the distribution of the weights (we try it for a simple case in the next subsection). However, if the is large then the number of items in a particular block is likely to be large and hence the number of blocks will be small and the running time can be polynomial in n.
Comment 2.
The variant of REMO we use for the above analysis is very similar to that of Simple Evolutionary Multiobjective Optimizer (SEMO). The only difference between the two is that the variant of REMO uses an archive, while SEMO has a single population. However, since the selection strategy is the same for both the algorithms, the expected running time bound for the (1 + )-approximate set will be the same for both the algorithms.
Analysis of the running time as a function of
We analyze the running time for REMO as a function of for a simple instance of the knapsack problem. We consider a knapsack problem where the items are arranged such that they satisfy the P /W constraint and are also arranged in their increasing weights. We also assume that the sum of profits of the items is larger than the sum of their weights. Formally, if {I 1 , . . . , I n } denotes the set of item, P 1 /W 1 > · · · > P n /W n and W 1 < · · · < W n . We also assume that the weights satisfy the constraint stated in Lemma 3. Thus, W 1 is the weight of the lightest item. To satisfy the constraint in Lemma 3,
Hence, all items may have a weight at most (1 + ) · W 1 . Note that this gives a weak upper bound to the weights of the items. Therefore, the sum of the weights is at most (n · (1 + ) + 1) · W 1 . Combining the result in Theorem 3 we note that the running time of REMO (with P = 0) for this instance of the knapsack is O(n 3 (1
where W 1 is the weight of the lightest item. Hence, the running time varies linearly with . For more complicated instances of the knapsack, the upper bound on the sum of the weights holds since it is the arrangement of the items change.
Comment 3.
In Theorem 2, if we consider all the evaluations in the EA loop (operational complexity), the time bound would be multiplied by a factor of (P knap + 1) 2 , where (P knap + 1) is the bound on the population size. This is because, on an average, for 1 2 of the steps we will be evaluating the F Selector functions for all pairs of the individuals in the archive and the population. 
Corollary 2. If the number of partitions, m as described in Lemma
Comparison with a deterministic FPTAS
There exists a deterministic FPTAS for the multi-objective one-dimensional knapsack problem [11] . The algorithm runs in time O(n 3 f ( )), where f ( ) is a function of . Though REMO provides a similar cubic bound for most cases, the running time is also dependent on the largest profit value for the items. We also proved, that for certain case the running time is nearly a linear function of .
The algorithm considered in this paper involves a simple local mutation operator and a simple selection operator. REMO is much easier to implement than its deterministic counterpart (which involves dynamic programming and rounding off profit values to lower values). Moreover, the FPTAS involves a larger space complexity than REMO.
Additionally, EAs are essentially general purpose and do not need much problem specific information to obtain the solution front, EAs are mostly problem independent. Thus, it is easier to formulate solutions using EAs than other algorithms.
Simulation results
We ran simulations to validate the running time of REMO. The data set was taken from the widely used knapsack data available at [45] . We ran extensive simulation over a long period of time to verify the expected number of iterations needed by REMO to converge to a (1 + )-approximate set. The simulations were run on a Pentium IV, 2.4 Ghz machine with 512 MB of RAM.
We studied the change in REMO's running time with varying knapsack sizes from 30-300 and varying for = 0.2, 0.5 and 0.8. Fig. 1 includes the running time plots showing average number of EA loops (black box complexity) with varying number of items for different values of . The figure also includes a reference curve showing a quadratic bound which depicts the number of iterations if the running time was strictly a quadratic function of the number of items. It is clear from all the plots that the running time increases considerably with the number of items in the knapsack. For most cases the running time is strictly less than the quadratic curve which depicts that in most practical cases, either REMO has a running time better than quadratic or the constants in the running time for REMO is small. It can also be seen that with increasing , the number of iterations for same number of items decreases for REMO. This is because, with increasing epsilon we are looking at a less constrained solution space. Hence, REMO will take lesser time to converge. However, it is worth noting that there is not much of a difference between the results for = 0.5 and 0.8, but these two plots differ considerably from the running time plot for = 0.3. This depicts the fact that the running time is not polynomially related to for REMO in the general case of knapsack making it closer to a PTAS.
Conclusions
In this work, we have initiated an attempt to carry out a rigorous running time complexity analysis for real-world combinatorial optimization problems, and have selected a multiobjective version of the 0-1 knapsack problem. As such, for any general knapsack, the number of points in the Pareto-set can be exponentially large. Thus, we have formulated a (1 + )-approximate set for the knapsack which can be polynomial in size. We have shown that a known bi-objective problem LOTZ is a special case of the knapsack problem. Through the formulation, we have found out an approximate set for any general bi-objective linear function having conflicting objectives. For the analysis, we have presented a novel archive-based evolutionary algorithm REMO. The number of individuals for mating in REMO is restricted to a constant-size thus reducing the expected waiting time for selecting the individual for mutation. We have proven that the REMO algorithm works superior than the existing algorithms, and the time-bounds for REMO on LOTZ are better than those found previously using other EAs. We have used a method of partitioning the decision space into fitness layer for the time-analysis of the knapsack. The analysis shows that when the sum of the profits in the knapsack is polynomial in the number of items, the time bounds can be polynomial. However, as the sum of the profits grows exponentially with the number of items the bound can become exponential. The only recombination operator used here is local mutation which makes the analysis simple. However, other recombination operators like crossover, global mutation can be used to make the algorithm faster on certain problems. However, analysis of a multiobjective EA which is equipped with such reproduction operators is a future research activity.
