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This thesis reports an experimental study aimed at extending high power, high 
efficiency gyrotron operation to submillimeter wavelengths. A series of experiments 
carried out both at the University of Maryland and the Institute of Applied Physics of 
the Russian Academy of Science, succeeded in demonstrating output power at 670 
GHz of 180 kilowatts with 20% efficiency (gyrotron voltage was 57 kV and beam 
current was 16 amperes). The maximum output power achieved in the experiments 
was 210kW at somewhat higher voltage and current (viz. 58kV and 22A). The 
achieved output power and efficiency are twice as large as achieved in previous 
experiments in this frequency range with pulse duration in the range of tens of 
  
microseconds. These performance parameters are relevant to a previously proposed 
application of detecting concealed radioactive materials by air breakdown in a 
focused beam of sub-millimeter radiation. The 670 GHz gyrotron combined features 
of two lines of previous experiments: (a) to operate at the required frequency, pulsed 
solenoids producing 28T magnetic were employed and (b) to obtain high efficiency a 
very high order mode was used in the gyrotron cavity, as in the experiments with 
gyrotrons for plasma heating. 
Evidence of multimode beating was observed in submillimeter output envelope. The 
excitation of spurious modes, especially during the rise of the gyrotron voltage pulse, 
was analyzed and the method of avoiding this was proposed which also allows to 
reduce collector loading in gyrotrons operating in modulated regimes. 
The present study also includes theoretical analysis of the processes that deepens the 
understanding of microwave breakdown (arcing) in high power microwave devices. 
The effect of the dust particles microprotrusions on the device operation was 
analyzed. These microprotrusions were observed and their negative effects were 
remedied by careful polishing and machining of the resonator surface.  
Finally, the generated 670 GHz radiation was focused and used to study breakdown 
both in argon and in the air. This breakdown volume was theoretically analyzed and 
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Chapter 1: Experimental studies of sub-terahertz gyrotron for 
remote detection of concealed radiation 
1.1 Introduction 
There is a high interest in the detection schemes that can remotely sense 
concealed radioactive materials. These schemes should be primarily used to prevent 
radioactive materials from being brought into the country, since a so called “dirty 
bomb” can be used to devastating effect, even if the amounts of radioactive materials 
are relatively small. This threat, combined with the fact that less t1han two percent of 
the containers [1.1] entering the US by sea are thoroughly checked, drives interest in 
a remoter scheme that can reliably detect the presence of radioactive materials in 
maritime environments. Conventional tools for radiation detection, such as Geiger 
counters, lack the ability to remotely detect the radiation. They need to be in close 
proximity to the source to obtain reliable readings, and the performance deteriorates 
when even a modest amount of screening is present. The first chapter of my 
dissertation focusses on experimental activities with a novel 670 GHz gyrotron 
developed for a practical realization of a recently proposed scheme for detection of 
concealed radiation. The chapter gives a brief description of the scheme and provides 
an explanation of why the gyrotron is operating at the specific frequency and power 
needed for the experiments. Then the details of the design and analysis of the 
gyrotron and its various components are provided along with the results of the 
experiments performed with this device at the University of Maryland in 
collaboration with the Institute of Applied Physics of the Russian Academy of 
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Science. Some of the results presented in this chapter were published in Applied 
Physics Letters [1.2], and presented at a workshop held at University of Maryland. 
1.2 Motivation 
Recently Nusinovich and Granatstein [1.3] proposed a novel scheme for remote 
detection of concealed radiation. This scheme involves the initiation of the 
breakdown of air in a certain volume with a high power source, and measurements of 
the volume under study to determine the presence of the radioactive materials in the 
vicinity of that volume. Microwave breakdown was studied at least since 1970s [1.8]. 
Typically, when air breakdown is discussed, this means that the breakdown involves 
radiation from high power lasers [1.4] with short pulses. This process involves 
avalanche ionization of the gas in the presence of seed electrons. In this breakdown 
scenario a multiphoton ionization process is involved, and this breakdown mechanism 





. There is, however, another breakdown mechanism that happens when the 
pulse duration are longer than tens of nanoseconds. In this breakdown mechanism an 
avalanche discharge occurs, providing that seed electrons were present in the volume 
under the consideration. This process, called an avalanche breakdown. In the absence 
of radioactive material the density of seed electrons ,e ambn  is 1-2 electrons per cubic 
centimeter, and the breakdown rate is low. When, the radioactive material is present, 
the density of seed electrons is greatly enhanced, ,e e ambn n  and the breakdown rate 
is high. Thus it is important to focus the radiation into the volume of the order of one 
cubic centimeter. The electromagnetic power densities required for this process to 
occur are much smaller than for the laser breakdown; however, there are certain 
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restriction that applies to this process: for instance, the breakdown will only happen if 
the air in the volume is significantly pressurized above the ambient level [1.5]. The 
numerical simulations performed with Monte Carlo codes [1.6] for 1kgCi of 
radioactive cobalt show that electron production rate outside a container that encloses 
a radioactive material exceeds the naturally occurring electron production rate by a 
several orders of magnitude. This result implies that enough gamma radiation will 
penetrate the walls of the container to ionize the air in its vicinity, thus making the 
scheme feasible. 
Based on these considerations the following detection scheme was proposed. The 
“suitable” (the requirements for the source will be given later) electromagnetic source 
produces electromagnetic radiation that is focused in a volume in the vicinity of the 
possible location of the radioactive source. The field of electromagnetic wave exceeds 
the breakdown limit in a volume into which this field is focused. By observing the 
occurrence of the breakdown from that volume the presence of radioactive materials 
in its vicinity can be deduced. The theoretical basis of the method was given in the 
series of articles by Nusinovich, Granatstein and their colleagues [1.6] [1.7] these 
articles deal with various aspects of the proposed method, such as range and 
resolution of the system as well as the imposed power requirements. In this section, I 
will reproduce the results that are relevant to my theoretical and experimental work 
that was done in the course of this project; namely, the restrictions and requirements 
that the electromagnetic source should meet in order to be used in the detection 
scheme, and the calculations that determine range and resolution of the system. 
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1.3 Description of the scheme 
Air breakdown is well documented in the literature [1.8]. According to the theory, 
avalanche breakdown at atmospheric pressure will occur when the electric field in a 
certain volume exceeds a certain threshold value, providing that this volume contain 
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In this formula 2 f   is the angular wave frequency and 
9 12 685 10k s
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the effective electron-molecule collision frequency. The threshold power density 
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,    (1.2) 
here, 0 377Z    is the wave impedance of free space.  
The threshold power is calculated under the assumption that the radiation can be 
focused into a spot with linear size of the order of one wavelength, according to the 
following formula: 
2 2
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   (1.3) 
The figure 1.1 shows this dependence plotted in the frequency range 10GHz < f < 
100THz. This frequency range corresponds to the following range of the wavelength 




Figure 1.1 The dependence of the threshold power on the frequency. 
 
It can be seen from the figure 1.1 that as the operating frequency increases the 
threshold power approaches a limiting value which is independent of the frequency. It 
can also be seen from this plot that it is beneficial to operate the system at frequencies 
of the order of one terahertz to reduce the power requirements.  
Apart from the choice of the suitable operating frequency the three following 
requirements should be met in order for the system to operate effectively: 
(1) Electromagnetic energy from the chosen pulsed source should propagate 
through the atmospheric air and be focused in the volume V, and for the 
duration of the pulse the power density should exceed the threshold power 
density: 
 thS S      (1.4a) 
(2) The pulse duration should be sufficient to allow the avalanche breakdown to 
occur, i.e: 




  is the time required for the avalanche breakdown to build up, which 
is dependent on the operational frequency and effective ionization rate. This 
time is of the order of 100 ns for frequency in the range from 0.01 to 28.3 
THz, and in order to enhance the resolution of the system the following 
condition should hold pulse   . 
(3)  Volume, into which the radiation is focused should be small enough that the 
appearance of a free electron during the time 
  is a rare occurrence at the 
ambient level of background electron density 6 310eon m
 , i.e.: 
 1 31000eoV n mm
 .      (1.4c) 
The estimates for the range, assuming a Gaussian profile of the beam, can be done 
using well-established theory [1.9]. The cross-sectional area of the beam along the 


















,    (1.5) 
where 2
0 0A w    is the area of the beam at the focal waist, 0z  , and 0w  is the beam 
radius. At the antenna, i.e. at z R  , the beam cross section is given as 2A a   , 
where a is the beam radius at the lens. The assumption that the lens radius is given by 
2lensr a , which ensures that more than 98% of the beam power is focused by the 









      (1.6) 
 7 
 
The radius of the beam at the lens depends on the power produced by the source 












 , where 0S  is the power density on axis. According to these 
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 is the power ratio delivered to the source (including the effect of the 
atmospheric absorption). The last parameter in the figure 1.2 that depicts the focusing 
geometry is 
difL . If the breakdown volume is assumed to be prolate spheroid with 
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Figure 1.2 The focusing geometry of the system that is used for the estimates.  
 
The original paper [1.3] proposed several potential candidates for the sources used in 
the scheme. They included: a 0.67 THz gyrotron oscillator with power in excess of 
200kW and a pulse duration of at least 10 s , a 91.4 GHz second harmonic 
gyroklystron amplifier with peak power of 1.5 MW and a pulse duration of 
1 s [1.10], and a couple of similar transversely Excited Atmospheric-Pressure (TEA) 
CO2 lasers [1.11] with a wavelength of 10.6 m  with peak powers and wavelength of 
100MW / 30 ns and 30MW / 100 ns  respectively. The source of a choice was the 
0.67THz gyrotron. This source has a reasonable power density ratio equal to 1.5, low 
threshold power, equal to 17kW and a reasonable ration of the pulse duration to the 
time required to build up the breakdown, i.e. / 90   . At this frequency the 
wavelength of the electromagnetic radiation is equal to 0.44mm and according to Eq. 
(1.8) the volume in which breakdown occurs is estimated to be 88mm
3
. The other 
advantage of using this source in the scheme is that for the atmospheric pressure this 
frequency is close to the bottom of the Paschen’s curve and there is an atmospheric 
window with a relatively small attenuation of 0.05 dB/m, which means that the range 
of the system can effectively be a few hundreds of meters.  
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1.4 Description of gyrotron 
After giving the description of the source used in the scheme it is important to explain 
what is a gyrotron and how it operates. The Gyrotron is a well-studied device that 
celebrates its half century “anniversary” this year [1.12]. It is a well-studied, well 
understood tool. The theory describing various aspects of the device operation is 
developed and various experiments were performed in the course of the half century 
This type of devices has a wide range of application, which includes plasma heating 
[1.13], radar applications [1.14], material processing [1.15] and NMR spectroscopy 
[??]. Recently, a new set of potential applications for high power terahertz sources 
were proposed, for which gyrotrons may be promising candidates, see for instance 
[1.16], and the references therein. These applications also include previously 
discussed scheme for detection of concealed radiation. However increasing the 
operating frequency of a gyrotron into the subterahertz range leads to several 
technological problems that should be addressed in order to create a device with 
efficiency high enough to achieve the desired power output. 
In order to address these issues some information about the components of the 
gyrotron tubes and its principles of their operation should be provided before the 
further discussion can be given. Gyrotrons are members of the class of devices 
collectively known as electron cyclotron masers (ECM) or cyclotron resonance 
masers (CRM )[1.17]. The principle of the device operation is based on the cyclotron 
maser instability [1.18]. This instability occurs due to the fact that there is a 
relativistic dependence of the electron cyclotron frequency on the electron energy. 
The gyrotron is defined [1.19] as a cyclotron resonance maser in which the interaction 
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of a helical electron beam with electromagnetic waves happens in nearly uniform 
open waveguides near a cutoff frequency. Figure 1.1, reproduced from [1.20], is the 
simplest gyrotron configuration.  
 
 
Figure 1.3 The arrangement of the simplest gyrotron oscillator, known as gyromonotron, 
reproduced from [1.20]. 
 
An electron beam is generated by an emitter, this emitter has a certain shape to 
produce an annular beam. The beam is propagated in the cathode – anode gap, 
accelerated by the electric field due to potential difference between the anode and the 
cathode. This electric field has both perpendicular and parallel components with 
respect to the magnetic field generated by a solenoid. This means that the electrons 
emitted from the cathode increase the components of their orbital and axial velocities. 
The electrons move towards the cavity in an increasing magnetic field, in which the 
electron flow is adiabatically compressed, thus increasing the electron orbital 
momentum. In the resonator, where the magnetic field is uniform, beam-wave 
interaction happens and part of the electron kinetic energy is transformed into the 
microwave energy. The spent beam exits the cavity, decompresses in the decreasing 
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magnetic field and is deposited on the collector. The collector also serves a role of an 
oversized output waveguide, directing the output radiation towards the output 
window. After the electromagnetic energy is extracted, the spent beam is dumped 
onto the collector and the produced radiation is extracted from the output window of 
the tube. 
In the gyromonotron an electron beam is formed by the magnetron injection gun 
(MIG)[1.21]. This is a specific arrangement of an electron gun which forms the 
hollow electron beam in the DC electric field caused by the voltage applied between 
the cathode and anode. The beam is further confined towards resonator, where the 
interaction occurs,. The electrons experience the adiabatic compression which 
increases their orbital momentum in accordance with the conservation law 
2 /p B const  . Under the resonance condition: 
 z zk v s           (1.10) 
 the electrons with cyclotron frequency 0/eB m   interact in the cavity with an 
electromagnetic field producing the electromagnetic radiation. In the equation (1.10) 
  and zk  are the wave angular frequency and axial wavenumber respectively, zv  is 
the electron axial velocity and s  is the cyclotron resonance harmonic number.  
From equation (1.10) it follows that changes in the electron energy in the process of 
the interaction with electromagnetic wave may cause axial bunching and due to 
changes in the electron axial velocity and orbital bunching due to the dependence of 
the electron cyclotron frequency on the energy. It also follows from the equation 
(1.10) that in the course of interaction with traveling waves the spread in axial 
velocities can result in significant inhomogeneous Doppler broadening of the 
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cyclotron resonance band, which typically lead to efficiency deterioration. To 
compensate for this effect and operate in the regime where broadening is weak, the 
gyrotrons typically operate near a cutoff frequency, i.e. with waves that have small 
zk . The dispersion diagram is shown in figure 1.4 [1.20].  
 
Figure 1.4 Dispersion diagram of the gyromonotron that operates near cutoff. The parabola 
shows the dispersion curve of a smooth-wall waveguide with cutoff frequency 
cut . Straight 
lines correspond to the wave beam line of forward-wave (positive 
zk ) and backward-wave 
(negative 
zk ) interaction, reproduced from [1.20]. 
 
The interaction, when part of the electron kinetic energy is transformed into 
microwave energy, is happening in the resonator. This process of interaction of 
electrons with electromagnetic wave can be divided into three stages: 
a) Energy modulation; 
b) Orbital bunching; 
c) Deceleration of the bunch. 
When the electrons are emitted from the cathode they have uniform angular 
distribution. During the first stage of the interaction the electron ring is displaced 
towards the region of the accelerating field where 0v E  , the energy of some 
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electrons increases while the energy of the electrons with different gyrophases 
decreases. During this stage, the energy of the electron ring on average increases, i.e. 
the electrons absorb energy from electromagnetic wave. During the second stage of 
the process, the modulation of electron energies, due to relativistic effect of the 
dependence of the electron mass on the energy, causes the small changes in the 
electron cyclotron frequency, which results in the formation of the electron bunch. If 
the frequency of the electromagnetic wave slightly exceeds the cyclotron frequency 
of the electrons or its resonance harmonic (
0s  ) an electron bunch is formed in 
the decelerating phase of the electromagnetic field. During the last stage of the 
process the electron bunch is decelerated and the electrons transfer energy of the 





Figure 1.5 The pictorial illustration of the process of the interaction of electrons with an 
electromagnetic wave. a) Energy modulation, b) orbital bunching and c) deceleration of the 
bunch, reproduced from [1.20]. 
 
The field of gyrotron research is well developed. The number of published papers 
describing various aspects of theory describing the device, numerical and 
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experimental studies of its operation and its different components exceeds several 
thousand with more than a thousand contributors. For more than fifty years of 
research the device characteristics significantly improved. At the dawn of the 
gyrotron development the output power of the first device in the continuous operating 
regime did not exceed 200W at 25GHz[1.12]; as at now, the modern gyrotrons 
designated for electron cyclotron resonance plasma heating operate at 140 -170 GHz 
with output about a megawatt in continuous mode [1.22]. To achieve this operational 
milestone a number of scientific and technological challenges had to be overcome. 
These challenges included, but were not limited to the following aspects:  
 development of number of theories to properly describe various aspects of the 
device operation [1.12]; 
 development of numerical codes that allow one to simulate and optimize the 
geometry of the device under the study and make accurate prediction about 
operation parameters; 
 overcoming a significant number of engineering problems in the design of 
various gyrotron components.  
For instance, to achieve output powers on the order of one megawatt the following 
technological challenges had to be resolved:  
 realization of the stable operation at high order working modes; 
 effective energy output; 
 development of novel magnetron injection guns; 
 development and utilization of novel superconducting mangetic systems; 
 analysis of depressed collectors; 
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 invention and utilization of chemical vapor deposition (CVD) diamond 
windows. 
These aspects put gyrotron research on the front edge of modern science and 
technology. Recently, another item was added to the list of the possible gyrotrons 
applications. This class of the devices, due to their unique physics, is among few 
sources that are capable of delivering high power microwave raidiation in the 
terahertz region. The expansion of the gyrotrons into this field imposes additional 
requirements on the device geometry thus presenting additional techonological 
challenges during manufacturing, assembly and operations. These topics had to be 
addressed and resolved during the theoretical and experimental studies of the 670GHz 
device operating at fundamental harmonic, which needs magnetic field close to 27T. 
The development of the scheme was started as one of the tasks under the umbrella of 
the AppEL program, which is a long term collaboration between the University of 
Maryland and Office of Naval Research. The tube development was performed in 
collaboration with the Institute of Applied Physics of the Russian Academy of 
Science (IAP RAN ). This institute is one of the pioneers[1.21] in the gyrotron 
development and retains a leading role in the research of various microwave 
devices[1.12]. Due to the IAP team expertise and experience in tube development and 
availability of modern manufacturing facilities the task was divided in the following 
way. The University of Maryland team concentrated on the developing of the 
interaction circuit and various diagnostics, while IAP team concentrated on the design 
and manufacturing of the electron gun, anode, magnet and the magnet power supply. 
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The novelty of this tube, i.e. the fact that the tube was operated at a frequency that is 
much higher that is typical for gyrotrons, led to a number of additional requirements 
imposed on the device. Typically, for any tube the following issues should be 
addressed:  
 Creation of the electron beams that have high orbital energy and optimal 
orbital-to-axial electron velocity ratio. 
 Optimization of the interaction circuit to achieve maximum efficiency  
 Heat management of the system and spent beams 
 Converting the output radiation and extracting it from the device in a way that 
maximizes the efficiency of the tube. 
The outlined problems are addressed in any gyrotron design, but reduced size of the 
interaction circuit at higher frequencies makes the successful development of the tube 
extremely challenging. The additional challenges include: 
 Stable generation of the operation mode in oversized resonator; 
 Generation of strong magnetic field in the required region of space; 
 Proper handling of Ohmic losses in the electrodynamical system; 
 Addressing the issue of magnetic field penetration through the metallic walls 
of the system. 
It should be stressed that for this operating frequency it was not possible to use a 
conventional or superconducting magnet to generate required magnetic field; thus, a 
pulsed magnet was utilized for the tube operation. The novelty of this gyrotron as 
well as most of the challenges that had to be overcome in the course of its operation 
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stemmed from the necessity to use this pulsed solenoid [1.16]. Those issues are 
elaborated in much details later in this chapter. 
The Figure 1.5 shows a photograph of the assembled tube and its crossection. The 
device has vertical arrangement. The electron gun, high voltage feeds and the feeds 
for the heater are located at the bottom of the assembly. The Dewar that encloses the 
solenoid also serves as the mounting post for the system, i.e. three support rods that 
are attached to it, allows the tube to be located and aligned on the experimental table. 
Located close to the gun are pumping port and the input for water that cools the 
system. The body of the anode with the magnet wound on it and the magnet outputs 
connections are shown on the top of the structure. Finally, the output window of the 




Figure 1.6 A photograph of the assembled tube without a Dewar and the tube’s section view.  
 
Having described the basic tube component I will now give further details describing 
the tube components and the experimental activities that were required to achieve the 
calculated parameters. Since several tube components needed to be modified and 
adjusted in order to ensure the optimal operation of the device.  
 




1.5.1 Operating frequency 
Interest in using the tube for remote sensing of radiation put certain restrictions on the 
operating frequency and other parameters of the device. Earlier in this chapter the 
reasons for choosing the operating frequency were given. They were governed by the 
necessity of utilizing the tube for remote detection, i.e. the atmosphere should be 
relatively transparent at frequency. The other consideration that was taken into 
account is that there were, in fact, some source development activity at this frequency 
sponsored by DARPA [1.25], which could potentially lead to additional collaboration 
and cross benefit the performed research. 
1.5.2 Operating mode and Efficiency Calculations 
The choice of the operating mode is closely related to the task of calculating the 
efficiency of the tube. Gyrotrons typically operate in high order transverse electric TE 
modes. The excitation of these high order modes near cutoff allows the electron axial 
momentum to remain almost constant during the process of electron beam interaction. 
It is also preferable to operate the tube operates at very high order modes, when the 
operating frequency of the device is high, such is the case for the device under the 
consideration, i.e. 670 GHz. The operation of the device in these high order modes 
allow one to reduce the losses of the power in the cavity walls and greatly increase 
the efficiency. In order to achieve power levels sufficient for the scheme to operate 
the close attention to the device efficiency is appropriate. 
 In order to calculate the efficiency of the tube the following approach was 
used. First, the linear theory [1.20] was used to obtain a preliminary estimates of the 
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tube efficiency, then the numerical analysis employing available numerical codes 
[1.26] was used to optimize the geometry to maximize output efficiency. 
 The electrons in the beam radiate the power which is distributed between the 
power of outgoing radiation and the ohmic loses. If W  denotes the energy stored in 
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where wR  is the resonator wall radius,  1/ 2 /c      is the skin depth (  is the 
conductivity of the wall and c is the speed of light) and 
, 2 /m p wR     is the 
eigennumber of the 
,m pTE  mode. Assuming that surface roughness reduces the 
conductivity of copper to make it two times smaller than the tabulated value, the 
number equal to 1.1 m  gives a good estimate for the skin depth at 670 GHz. 
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In the last equation 0 0 /v c    is the initial orbital velocity normalized to the speed 
of light, 2
0 1 /beV mc    is the Lorentz factor determined by the operating beam 
voltage bV  and   is the orbital efficiency that characterizes the fraction of electron 
gyration energy that is transformed into electromagnetic radiation. The orbital 
efficiency depends on three normalized parameters: 
normalized length   2 0 0/ /z L      ; 



























The numerical coefficients in I0 is given for the Gaussian beam profile. 
 In this definitions the parameters have the following meaning 0z  is the 
normalized axial velocity,   is the operating frequency, 0  is the initial electron 
cyclotron frequency, bI  is the operating current in amperes, Q is quality factor of the 
resonator, G is the coupling factor to the operating TE mode and s is the cyclotron 
harmonic.  
 The operational mode was chosen to be TE31,8. The stable operation of the 
specified mode in (MW)-class gyrotrons was shown in the recent experiments [1.27]. 
The initial estimates of the efficiency were carried out with the help of formulae 
(1.11-1.14). The operating voltage and beam current of the gyrotron are equal to 60-
70kV and 15-20A respectively. This beam power, which is in the excess of 1MW is 
necessary to obtain 200-300kW of the radiated power. 
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The radius of the beam should be chosen in such a way that the electrons provide 
maximum coupling to the operation mode in the resonator. This coupling is 
determined by the factor: 
 
   
2
1 ,
, 2 2 2
, ,
/m m p b w
m p







.    (1.15) 
The dependence of 
,m pG  on /b wR R  is shown in figure 1.6. 
 
Figure 1.7 Coupling factor 
,m pG  for the mode 31,8TE . 
 
The ratio of the orbital-to-axial velocity which is defined as the ratio: 0 0/ z   is 
equal to 1.3-1.35. This ratio is typical for gyrotron guns. The analysis of the gun was 
performed at University of Maryland[1.28] and IAP and the resulting gun geometry 






  , i.e. the ratio of the magnetic field inside the resonator to the field at the 
cathode; for the required beam voltage of 60-70kV and under the assumption that the 
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field on the cathode has typical value of 4kV/mm [1.24] the compression ratio is 
close to 88, which is quite large for a gyrotron gun. The cathode radius of the 
designed gun is equal to 2.15 cm. To achieve the beam current of 20A and assuming 
moderate cathode loading of 4 A/cm
2
 the width of emitter was calculated to be 
3.7mm. Typically, in order to avoid efficiency degradation, the spread in the guiding 
centers should not exceed 1/6 – 1/4 of a wavelength; for the chosen operation 
frequency this corresponds to the range 0.07mm to 0.11mm. The radial spread of 
electron guiding centers in the resonator is calculated to be 0.14mm, which 
corresponds to 0.3 . It will be shown later in this chapter that even this spread will 
not significantly degrade the performance of the device.  
1.5.3 The tests for uniformity of the emitter 
The initial tests performed with the tube revealed that in order to adjust the orbital to 
axial ratio of the electron velocity the cathode should be moved further away from the 
anode. The demountable design of the tube allowed to perform this task by 
disassembling the vacuum seal and inserting a spacer ring. The original design 
supplied the device with three spacer rings with different thickness, having the 
following values: 5mm, 5.5mm and 6mm. Two additional spacers were machined 
with required tolerance from a recycled 12inch vacuum flanges; 316L stainless steel 
ensures that these manufactured spacers provide good vacuum in the system without 
leaking or outgassing. In subsequent tests generation of the electromagnetic radiation 
improved. However, it was necessary to recondition the emitter, since in the course of 
these tests the tube was brought up to atmospheric pressure ten times, which led to 
contamination of the emitter ring. 
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It is know that LaB6 emitters can be reconditioned to restore the emission properties 
of the cathode. In particular, the way the emitter ring is designed for this tube allows 
the migration of fresh crystals of the LaB6 to the surface of the emitter, effectively 
restoring the emission properties of the gun. In order to perform testing, the cathode 
was removed from the gyrotron and was mounted into the gun stand. The gun stand 
was available from previous experiments on a 17GHz gyroklystron [1.29]. This is a 
state of the art device that includes a multiport vacuum chamber that can host the 
original gyroklystron gun, and provided the pumps and the circuitry to feed and 
control power in a required and safe manner, i.e. having circuitry to protect the gun in 
the case of power failure and so on.  
In order to perform the experiments on the 670GHz gyrotron gun a number of 
changes were made to the test stand assembly. First, the circuitry that controls the 
stand was modified to be able to operate the gun in the required regime, which 
included the installation of relays and switches and a transformer capable of 
supplying 250Watt of DC power to the heater of the gun from the stand power 
supply. In order to mount the gun onto the stand, an adapter was again manufactured 
from the blank vacuum flange. The adapter had bolt mounts and the special groove, 
so it was possible to utilize the original gun assembly along with the original gaskets, 
thus allowing one to keep the vacuum inside the chamber at the level of 5·10
-7
 Torr, 
as was measured by an ion gauge. The vacuum level in the stand was much better 
than the vacuum measured in the experiments, thus improving the efficiency of the 
procedure of gun reactivation. 
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After the gun was put in the stand and power in excess of 250Watt was applied to it, 
it was conditioned for several days. The necessity of reconditioning the gun allowed 
an additional test of the gun be performed. The uniformity of the emitter ring was 
tested using of the two color pyrometer Mikron 77. The temperature of the gun was 
measured through one of the chamber ports. The emitter ring was divided into 16 
parts and the temperature of each segment was recorded. A special stand to mount 
and adjust lateral and vertical position of the pyrometer was manufactured. This 
holder allowed precise control of both lateral and vertical position. The emitter has 
shown good performance with temperature deviation from the mean was less than one 
percent. 
The results of the experiments measuring the performance of the emitter are shown in 






Figure 1.8 a) The temperature distribution of the emitter as a function of the angular coordinate. 
b) The azimuthal distribution of temperature at the cathode ring, the color varies from 1150 to 
1180C. 
 
1.5.4 Pulsed Solenoid 
Simple estimates show that in order for the device to operate at the fundamental 
harmonic at the chosen frequency the magnetic field should be close to 28T. 
Commercially available superconducting magnets [1.30] can readily provide the 
fields of the order of 15-20T, however, as the values of magnetic fields are increased 
further than these values, the cryo-systems become prohibitively expensive. One 
solution to achieve such high magnetic field in gyrotrons is to utilize pulsed 
solenoids. The first results of the experiments with sub-terahertz gyrotrons were 
performed almost thirty years ago [1.31], however the limitations of solenoid 
manufacturing technology delayed a practical realization of these tubes for about 
twenty years. Only recently researchers in Russia [1.32] and Japan [1.33] developed 
the gyrotrons that were capable of operating at terahertz frequencies and produce 
significant amount of electromagnetic power output. The tube studied in the recent 
experiments in IAP RAS demonstrated that it is possible to operate the tube at 1THz 
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frequency utilizing a solenoid with inner diameter of 6mm capable of producing up to 
40T magnetic field [1.34]. The design of this gyrotron and the specifications of the 
solenoid were taken as a basis for the 670GHz gyrotron.  
These terahertz tubes were taken as a starting point of the design of a new magnet 
with inner and outer diameters of 17.5mm and 41mm respectively for the gyrotron. 
The solenoid is directly wound onto the body of the tube (the section of the anode 
where the magnet is located is a stainless steel pipe of 0.5mm wall thickness and 16 
mm in diameter). This arrangement of the system helps with the alignment of the 
solenoid with respect of the axis of the tube and significantly increases the 
mechanical stability of the system. The solenoid winding is made of the material that 
is typically used in the manufacturing of the cryomagnets. This is the wire made of a 
40% Nb-60% Ti alloy with copper outer shell, that supports and reinforces the 
windings. The particular geometry of the wire is as follows: it has rectangular shape 
with dimensions 3x1 mm
2
. This geometry allows one to achieve almost 80% filling 
factor for the solenoid. Each layer of the wiring is covered by an epoxy layer for 
electric insulation and the entire assembly is enclosed in a 15 mm textolite glass 
bandage to further reinforce the structure. The other feature of this solenoid design is 
that in order to further stabilize the reproducibility of the output signal and reduce the 
energy requirements for the charging unit, the solenoid during operation is immersed 
in the liquid nitrogen. The magnet is enclosed in a Dewar. The Dewar is made from 
the textolite sheet with a copper layer on it to solder directly to the gyrotron body. 
When the system is filled with liquid nitrogen, the resistance of the coil is reduced 
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from 0.07Ω, measured at the room temperature to 0.01Ω. The solenoid coil has the 
following parameters:  
 the inductance of the solenoid is equal to 0.335 mH; 
 solenoid constant is equal to 34Oe/A; 
 at the nominal voltage of 3.1-3.15kV, the current in the solenoid is equal to 
8kA 
 this voltage allows one to achieve magnetic fields exciding 28T. 
The picture of the test solenoid and the one mounted on the anode of the gyroton are 
shown on the figure 1.9. 
 
(a)  
Figure 1.9 The test solenoid (a) and the solenoid mounted on the device (b) 
 
1.5.5 Pulsed solenoid power supply 
In order to achieve stable operation of the gyrotron the solenoid current from pulse to 
pulse should not differ by more than 0.1%. In order to achieve such a high degree of 
reproducibility a careful design of the pulse solenoid power supply should be 
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performed. The schematic of the power supply used in the experiment is shown in 
figure 1.3. The charging block consists of three 6 kV capacitors (K75-100) with 
1,100 F capacitance each. These capacitors are connected in parallel (this connection 
is denoted as C in figure 3). The discharge of the energy accumulated in the 
capacitors is controlled by a thyristor switch (denoted VS on the schematic). The 
charging block (CCPS4000), consisting of a high-frequency transistor converter, with 
dozing capacitors; the transformer output allows the capacitors to be charged to 
nominal voltage in the range from 0.5kV to 3.8kV with the target pulse to pulse 
variability of the current less than 0.1%. 
In the course of operation, in order to obtain the required value of the voltage the 
capacitors should be charged to the voltage  mI / exp / 2ch ax sV L C Q   where 
 0/ /S SQ L C R R   is the circuit quality factor. In this formula, 0R  is an 
equivalent resistance of the circuit taking into account the losses in the contacts, 
capacitors and the thyristor. The experimental testing of the power supply showed 
that the value of the circuit quality factor is close to 3. The ohmic heating of the coil 
causes severe problems for the solenoid operation. To overcome those, a crowbar 
circuit that consists of a diode and a resistor 
crR , such that cr sR R  is added in 
parallel with the capacitor. The nominal value of the resistor is 0.1 Ohm, and the 
corresponding energy dissipated in each pulse being on the order of 
 2max / 2 1 /cr s s crW L I R R  , the dissipated energy at the maximum nominal voltage 
can reach 15kJ. Thus, the resistor was made from a stainless steel tube with 10 mm 
outer diameter and was cooled by forced air. The total weight of the power supply is 
about 195 kg and the dimensions are 30.55 0.78 1.18m  . The testing and 
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experiments performed with the power supply showed that the device performance 
satisfies the required specifications.  
Figure 1.10 shows the time dependence of the solenoid current. In order to cut the 
current at the quarter of the period a crowbar circuit is added in parallel with the 
capacitor bank. The next figure (1.11) shows an example of the trace of the solenoid 
current, as measured by a voltage monitor and a picture of the power supply.  
 
Figure 1.10 The schematic of the pulsed magnet power supply 
 
 





The measurements of the frequency of a gyrotron operating in the pulsed regime is a 
challenging task that is complicated by a number of factors, such as frequency shift 
and/or instability of the magnetic  power supply.  
The most reasonable way to proceed is to calibrate the gyrotron solenoid at the lower 
magnetic fields; i.e. at the lower currents and then measure the output frequency of 
the radiation based on this calibration.  
A Hall effect sensor was used to measure the magnetic field inside the coil. A 
modification of the Mitutoyo Height Gage was used to mount the Hall sensor 
allowing for precise control of the position of the sensor inside the interaction circuit. 
A vector network analyzer connected through the audio amplifier allowed for 
measuring the parameter S2,1 which corresponds to measuring the magnetic field by a 
Gauss meter. These results, along with the calibration of the solenoid power supply 
show, that in order to obtain a magnetic field of 28T the power supply should be 
charged to 3.5kV.  
 
Figure 1.12 The trace of voltage (purple), current (cyan) RF trace (green) and the signal from 




The radiated power was converted into a Gaussian-like wave beam with the use of the 
standard Vlasov quasi-optical converter and focused with a parabolic mirror. The 
radiation was focused by a parabolic mirror and reflected in such a way that it 
propagates in a direction perpendicular to the axis of the gyrotron.  
 
 
Figure 1.13 The quasioptical converter and parabolic mirrors that were used in the experiment. 
 
A solid state radiation detector was used in the experiments to detect the presence of 
the terahertz radiation from the source. However, the available detectors were not 
designed to quantify the frequency and power of the gyrotron under the consideration. 
However, the detector was used when it was needed to detect the radiation and 
quantifying the shape of the output radiation envelop. 
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The task of measuring the radiation at this frequency requires specialized diagnostic. 
The standard method is to use a solid state calorimeter [1.34], which uses 
thermocouple to measure the deposited pulse. This approach requires, however, that 
thermal equilibrium is established in the calorimeter. This approach, is more 
attainable in gyrotrons that operate in the continuous mode.  
Since this gyrotron operates at the pulsed regime another method of detecting the 
energy of the radiation pulse was used, first developed and used by A.G. Shkvarunets 
[1.35]. The principle of operation of this device is to measure the thermal expansion 
of a certain liquid that absorbs the energy of sub-THz radiation. This method has a 
major advantage, since this calorimeter is a broadband device, i.e. it absorbs all the 
energy of the pulse over a wide range of frequency. The body of the calorimeter is 
made from delrin plastic that providees rigidity. The radiation entered the device 
through a thin Teflon film that has good transparency for the radiation at the given 
frequency. The calorimeter was filled with liquid that has good absorption of the 
terahertz electromagnetic radiation. As the working media hexane and ethanol was 
used and it was found that the performance of the calorimeter is similar for both 
working liquids; thus it was decided to use ethanol in further experiments. The 
calorimeter was calibrated by supplying a pulse with energy of one Joule through the 
wire installed inside the calorimeter. The calorimeter has a thin tube attached to it, 
this tube is connected to the main reservoir containing the working liquid. As the 
energy of the pulse is absorbed the thermal expansion of the liquid causes the 
meniscus to rise, and the displacement of the meniscus is readily registered by a high 
resolution camera and recorded by a video digitizer to be stored in a local computer. 
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A view of the calorimeter and a result of the generic measurement are shown in the 
figure 1.14. In the figure the level of the liquid is shown to slowly drift with time and 
after the pulse is recorded a sharp rise is observed, the height of the step corresponds 
to amount of energy in the pulse.  
 
Figure 1.14 The view of the calorimeter. And the result of the measurement of the radiation 
where power in excess of 130kW was measured in 0.56J pulse.  
 
The energy distribution of the beam was measured by an infrared scanner to quantify 
the beam structure. The experiments have shown that the radiation can be effectively 
transported to the distances of up to 10 meters, at which point the diameter of the 
beam spot at the focal plane is 4mm. It should be noted, that this value is rather small, 
due to several reasons. Firstly, the efficiency of the mode converter was estimated to 
be 50%, due to the transformation of the operating modes into other types of 
oscillations in the process of propagation from the resonator to the output window. 
This can be addressed by performing a careful analysis of the modal composition of 
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the output radiation and a better design of the converter. Secondly, the power of the 
outgoing radiation measured in these experiments was only 100kW, by increasing the 
power of the outgoing radiation this problem can also be addressed.  
The next section of this chapter is concerned with numerical analysis of the gyrotron 
resonator. The initial numerical analysis of the device efficiency was done long 
before the arrival of the device to UMD [1.36]. This analysis have shown that a 
properly designed resonator can achieve an overall efficiency in excess of 35%. But 
once the initial testing of the tube after its arrival at UMD was done, the need to 
design a resonator with even higher efficiency was apparent.  
1.5.7 Optimizing the resonator geometry 
The original design studies explored extensively the role of the angles of the tapered 
sections of the resonator. The initial experimental results of the tests performed in the 
Institute of Applied Physics showed that the elongation of the straight section of the 
resonator led to increase of efficiency. However, extensive elongation of the 
interaction section may lead to the deterioration of the output efficiency. The goal of 
the studies was to find the optimal efficiency, develop the tools and procedure to 
manufacture the resonator and test the performance of the resonator in the available 
tube at IAP RAS.  
The original design of the resonator has length of the straight section equal to 3.85 
mm. It was chosen as the basis for the further investigations. The preliminary 
estimates were performed in the framework of the linear theory as shown by formulas 
(1.12 – 1.14). Based on these formulas, rough estimates of the resonator efficiency 
can be made. Assuming that the surface roughness in the cavity reduces the 
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conductivity by a factor of two, the skin depth at this frequency is equal to 1.1 m . 
The ohmic quality factor of the cavity Qohm is according to (1.12) is equal to 30000. 
Taking the ratio of the resonator length to the wavelength to be ten, i.e. / 10L    we 
get the diffractive quality factor is equal to 3000. For the mode TE31,8 and the beam 
current of about 15-20A and the value of the normalized beam parameter  close to 
optimal, the orbital efficiency is close to 66%. Then, the overall efficiency of the 
device is close to 35%.  
The task of performing numerical simulations of fast wave devices requires special 
numerical tools. For instance, the usage of PIC codes is not justified, since it takes 
enormous amount of computational time and resources. To effectively simulate fast 
waves devices a number of computer codes were designed. Our group uses one of 
these codes, MAGY[1.26] which allows full time dependent description of the 
electromagnetic field and self-consistent analysis of the electron motion. The 
calculations of the electromagnetic fields and the corresponding quantities are based 
on the waveguide modal representation of the fields, which leads to significant 
reduction of the computational time, since instead of full system of Maxwell 
equations a relatively small number of coupled one-dimensional partial differential 
equations is solved. 
The original study of the resonator has extensively dealt with the analysis of the taper 
angles and the size of the up-taper and down-taper sections. First, the analysis show 
that spurious modes can deteriorate the performance of the operating TE31,8 mode. 
This is done in a series of so called “cold simulations” in MAGY. In these 
simulations a point source of TE31,8 with Gaussian distribution in the middle of the 
 38 
 
cavity is assumed. The inclusion of the modes that the operating TE31,8 mode can 
transform into (i.e. modes TE31,7 and TE31,9) allows one to estimate how much of the 
energy is converted into these modes due to the wall tapering. The results of the 
simulations show that for the basic design, the amplitude ratio for the spurious modes 




 for TE31,7 and TE31,9 respectively.  
It is well known, that the maximum of gyrotron efficiency occurs when the excitation 
takes place in the hard self-excitation region. Hard self-excitation occurs when there 
is a large slippage in the gyrophase with respect to the RF field, requiring large wave 
amplitude to trap the electron bunch. In order to practically realize this scenario in 
MAGY simulation a Gaussian source is placed inside the cavity which supplies the 
initial “kick” required for the self-excitation, this source is turned off after some time 
( 10ns ) to ensure that the self-excitation has occurred.  
In the hot cavity simulation beam voltage was set to 70kV, beam current was set to 
15A and the orbital-to-axial velocity alpha was set to 1.3. The magnetic field was 
chosen to be constant to reduce the computational time. The calculations were first 
performed to find the profile that yields the maximum efficiency and can be 
practically realized.  
The dependence of the efficiency of the resonator as a function of the length of the 





Figure 1.15 The dependence of the output efficiency as a function of the length of the straight 
section. 
 
The figure shows that the overall efficiency of the resonator can be increased up to 
44%. But there is another consideration that should be taken into account before any 
further analysis is of the profiles is performed. 
The manufactured gyrotron tube design allows to quickly remove and replace the 
resonators. The resonator is combined with down-taper, cutoff section and up-taper 
section into single piece that is machined with high precision numerically controlled 
lathe.  
The length of the entire section is 60 mm while the inner diameter of the piece varies, 
having the minimum value of 9.5 mm. Since it is known that the surface quality [] of 
the resonator plays one of the most important roles in the production of the output RF 
radiation it is imperative to achieve the highest surface quality. This requirement from 
a machining stand point of view means that appropriate tools should be used. The 
resonator is machined with a boring bar, which is a stiff tool that shapes the inner 
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profile of the cavity. It is a challenging problem from a machining point of view since 
it requires some special tools. 
 
 
Figure 1.16 The mechanical drawing of the resonator.  
 
This imposes certain restrictions on the equipment. Firstly, high precision tooling 
should be used, which includes CNC lathe with high precision chuck to keep the 
concentricity of the outer and inner profile of the resonator to the required tolerance. 
Also, as discussed earlier in this chapter, the optimal geometry of the resonator 
should meet two opposite requirements: 
 the length of the resonator should be increased, to improve the output 
efficiency; 
 the overall length of the uptaper and the straight section should not exceed the 





Figure 1.17 The manufactured resonators and the machining setup used in the manufacturing 
process.  
 
To meet these requirements the length of the straight section of the resonator was 
chosen to be 5.75 mm. This geometry presents reasonable compromise between the 
output efficiency and the machining capabilities and the extensive analysis of this 
design was performed. The analysis of the efficiency of the resonator was performed 
in the presence of the spurious TE31,7 and TE31,9 were included into the simulations.  
1.5.8 The comparison of the original design with advance simulation 
As was described earlier, the maximum efficiency happens in the hard excitation 
regime. In the original studies by [1.36] it was shown that the effect of the after-
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cavity interactions leads to increase of the overall efficiency of the structure. In this 
analysis, instead of constant magnetic field along the entire structure, a more realistic 
profile of the magnetic field was chosen. The magnetic field is approximated by a 
parabola given by the following equation:  
2
max 0( ) / 1B z B a z z   . The numerical 
constants have the following values: 1090.3a  m
-1
, , and z0 = 0.00475m. 
This selected field profile is chosen in such a way that it corresponds to magnetic 
field profile inside the solenoid, obtained in the series of calibration experiments 
described earlier in this chapter.  
1.5.9 The effect of the velocity spreads 
For the profile under study calculations were carried out which included the effects of 
velocity spread (no guiding center spread was assumed). Simulations were performed 
to study the effect of velocity spread on structure efficiency. The simulations were set 
up to include root mean square (rms) velocity spread corresponding to 2.5%, 5% and 
10%. Figure 1.18 shows the effect of the velocity spread on the overall efficiency of 
the structure. Velocity spreads reduce the peak efficiency from 42% to 41.5% in the 
case of 5% velocity spread and to 40% in the case of the 10% spread. Overall, the 
effect of the velocity spread does not play significant role in the efficiency 
deterioration, since even with 10% velocity spread, a total efficiency in excess of 




Figure 1.18 The effect of the velocity spread on the efficiency of the resonator. 
 
1.5.10 The effect of the after cavity interactions 
The inclusion of the after cavity region in the simulations has an effect on the total 
interaction efficiency. The wall radius in the after cavity region increases, along with 
the axial wave number zk . When a constant magnetic field is assumed in the 
simulations, in this region the cyclotron resonance ( z zs k v  ) condition for a 
operating mode is no longer satisfied. When, on the other hand, the magnetic field is 
tapered, this condition may yet be satisfied for some values of parameters and 
additional interaction may take place, changing the overall efficiency of the device. 
Figure 1.19 shows the results of the simulations when the after cavity region is not 
included. This figure shows, that the effect of the after cavity interaction can improve 
the overall efficiency of the structure by several percent (comparing the figures (1.19) 





Figure 1.19 The efficiency of the structure without the up-taper section. 
 
Since the gyrotron uses a pulsed solenoid there is another important issue that should 
be addressed in the simulations. Typically, in the gyrotron experiments, the length of 
the beam pulse is long enough, such that ionization occurs to compensate for the DC 
space charge field that is caused by the beam current. But in this design the 
requirement of using a pulsed solenoid puts a restriction on the beam pulse length. 
Namely, the length of a beam pulse should be significantly smaller than the length of 
a pulse that forms magnetic field in the solenoid. The calculations presented before 
did not take into account this effect. The results of the simulations with the inclusion 
of the voltage depression are shown in the Figure 1.20. The inclusion of this effect 
leads to a shift in the value of the optimum magnetic field and a slight improvement 
of the efficiency since the axial velocity is slightly decreased, due to voltage 




Figure 1.20 The efficiency with the inclusion of the voltage depression effect. The efficiency of the 
resonator and the total structure, in comparison.  
 
Overall, the results of the experiment show that the elongation of the straight section 
of the resonator leads to a slight improvement in the resonator efficiency. 
Two resonators were machined for the tests; one was made from stainless steel and 
the other from beryllium copper alloy, containing 2% beryllium. Since the solenoid is 
operated in the pulsed regime there can be a time lag between the maximum magnetic 
field in the solenoid and the maximum of the magnetic field in the structure, 
depending on the material of the resonator. This analysis was performed using a finite 
element code ELCUT, which is capable of providing the solutions of non-stationary 
electromagnetic problems. A 2D model of the gyrotron was simulated; an impulse of 
electric current was supplied to the solenoid windings, such that a sinusoidal field 
with maximum amplitude of 27 T and half period of 2.5 s  (which corresponds to the 
field obtained in the experiment) was produced. The results of the simulations show 
that when the beryllium copper alloy resonator is used, the charging voltage on the 
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magnetic field power supply should be increased about 20% and the time delay 
between the discharge of the capacitor bank and the beginning of the gyrotron pulse 
should be increased by 0.7miliseconds.  
 
 
Figure 1.21 The simulated field distribution of the magnetic field inside the resonator. b) The 
results of the simulations showing the results of penetration of the magnetic field inside the 





1.5.11 The experiments on air breakdown 
In the course of the experiments, by varying the amplitude of the magnetic field, two 
points of stable operation were found. One of this operating points corresponds to the 
designed characteristics of the gun, close to the point 70kV of beam voltage and 15A 
of beam current. The output power in this regime was in the range between 90kW and 
150kW, which corresponded to 9 -15% wall plug efficiency. The other operation 
point was found at a slightly lower voltages, i.e. at 58kV and 22A. At this operating 
point the power of the radiation was in excess of 200kW, approximately 210kW. This 
corresponds to 16.5% efficiency. The maximum efficiency of the device was realized 
at 57kV and 16A of the current reaching almost 20%. If the loses in the thick Teflon 
window and ohmic losses are taken into account ( 15-20% and 10% respectively), the 
interaction efficiency obtained in the experiment was close to 30%, which is in very 
good agreement with the calculated value.  
The focused THz radiation was used to perform initial tests on the air breakdown. It 
was shown, that it is possible to create a breakdown event on metallic plane with 
initiators (sharp metallic needles) located at some distance a few meters  from the 
quasi optical converter. The breakdown was also observed in a chamber filled with 
argon. Further investigation of the breakdown events, such as structural and temporal 




Figure 1.22 The terahertz breakdown observed in the air and in the argon filled chamber. 
 
The amount of the experimental data that was obtained in the course of the 
experiments was rather limited, since the tube suffered a catastrophic failure, when 
the output window was pierced during the operation of the device. This lead to the 
annihilation of the gun and serious damage to the anode of the gyrotron.  
The design and manufacturing of the gyrotron windows is a complicated process that 
is crucial for obtaining high power RF radiation output. The state of the art windows 
for megawatt class devices [1.37] use a number of materials that have suitable 
dielectric (loss factor and permittivity) and mechanical properties. Sapphire, water 
free fused silica, silicon nitride and CVD (chemical vapor deposition) diamond are 
among the most used. The window is designed in such a way, that the power 
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reflection from it is minimized, i.e. the thickness of the window is an integer number 
of wavelength. The fact that the exact modal composition of the sub-millimeter 
gyrotron output radiation is not known, have facilitated the need for a broadband 
window for this device. The designed window, a Teflon disk of 1.5 mm thickness had 
acceptable dielectric properties, but the mechanical properties have proven to be 
unsatisfactory. For the subsequent versions of this modular gyrotron it is crucial to 
have a window capable of withstanding mechanical stresses due to rep rate regime of 
operation, by either manufacturing a CVD diamond or sapphire window and in 
addition, designing the output section of the tube in such a way, that it reduces the 
amount of pressure that is applied on the edges of the window by the stainless steel 
spacers that locks the window in its position. 
Overall, the studies have revealed several flaws in the gyrotron gun design that should 
be addressed in the subsequent experiments: 
 a more robust and transparent for the terahertz radiation output window; 
 additional pumping ports to improve the vacuum conditions inside the tube 
 a more robust design of the gun cathode, in particular addressing the issue of 
the stability of the emitter ring mounts. 
The most important factor that had an effect on the tube performance is connected 
with a novel design of the tube. The fact that the gyrotron has a demountable 
resonator and collector has a number of advantages at the testing stage, when frequent 
access to the gun, emitter and other inner parts of the system are needed, for instance 
to service the emitter ring, adjust orbital to axial velocity ratio of the electron beam or 
modify the interaction circuit. However, we suspect that this design leads to 
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significant deterioration of the device efficiency since it was observed that the sharp 
joints between the anode body and the resonator as well as the joints between the 
resonator and the collector are sources of ions that deteriorate the surface quality of 
the resonator and are the sources of ions that can halt the generation of the terahertz 
radiation and can poison the emitter by back traveling to the emitter surface in the 
magnetic field. The last chapter of my dissertation addresses the issue of how such 
sharp “protrusions” can deteriorate the performance of high power microwave 
structures. 
Despite the described issues, this tube has shown good performance producing high 
power teharhertz  radiation ( up to 210kW) with high efficiency ( in excess of 20% ) 
sufficient to initiate the breakdown of air, thus proving the capability of this tube to 
be used as the core of the concealed radioactive materials detection scheme. 
The next chapter of my dissertation describes several effects that deals with the 
propagation of the electromagnetic radiation from the gyrotron and the ways to 
improve the range of the detection scheme. 
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Chapter 2: Analysis of breakdown prone volume and effects of 
the atmosphere on operation of THz remote system 
 
 2.1 Introduction 
The developed 670GHz gyrotron produces power which can be well focused 
and yields power density exceeding the breakdown threshold, an accurate evaluation 
of the breakdown-prone volume is important for determining the range of the system 
designed for the detection of the concealed radioactive material. This evaluation for 
the case of a single wave beam was done in Ref. 2.1. As known (see, e.g., [2.2] and 
references therein), for a number of reasons it is more advantageous to realize a freely 
localized breakdown in air by using crossing wave beams. The breakdown-prone 
volume for the case of crossing wave beams was analyzed in Ref. 2.3. For careful 
determination of the conditions under which the breakdown occurs, the calculation of 
such volume should be described in more detail. The results of this analysis were 
published in the Journal of Applied Physics [2.3]. 
In this chapter the characterization of the breakdown-prone volume in possible 
configurations of focused wave beams is presented. The chapter is organized as 
follows: firstly, a single wave beam is considered, in the next sections the analysis for 
the case of crossing wave beams is presented. Two possible polarizations illustrated 
by Fig. 2.1 are distinguished: the wave electric field oriented perpendicular to the 
plane of crossing (so-called s -polarization) shown in Fig. 2.1a and in the plane of 
crossing ( p -polarization) shown in Fig. 2.1b. First, the case of crossing wave beams 
in the limit that the region of short wave-beam intersection is analyzed (its length is 
 52 
 
much shorter than the Rayleigh length) and therefore the effect of diffraction 
spreading can be neglected. Later, the effect of the diffraction spreading is taken into 
account and this effect on the breakdown-prone volume is evaluated. After that, the 
range of the detection scheme is estimated based on the 670GHz gyrotron with power 
output in excess of 200kW and with pulses length from 10 to 30 microseconds. In the 




Figure 2.1 Two types of polarization of the crossing wave beams: (a) s-polarization (wave 
electric field is perpendicular to the plane of crossing, (b) p-polarization (wave electric 




2.2 Breakdown-prone volume in a single wave beam 
In order to characterize a breakdown-prone volume in a single wave beam 
diffraction should be taken into account under the assumption that this wave beam 
was focused by a focusing mirror. Then, the intensity of a focused wave beam in the 










E r z E
z z
   




.    (2.1) 










































     (2.2) 
where 0  is the width of a wave beam in a focal plane, 0z , and  /
2
00 z  is the 
Rayleigh length. The region where thE E  exists in the vicinity of the axis of the 
wave beam, at 0 thr r   . Here the limiting value of the radius thrr  corresponds to 
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The radial coordinate limiting the volume where the wave amplitude exceeds the 
threshold is defined by the condition 2
2
thEE  . The normalized variables are defined 
as follows 20
2 /2 rR   and 20
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Equation (2.4) allows the determination of the normalized radial coordinate limiting 
the volume of interest by: 
 ZPZRth /ˆln .       (2.5) 
As follows from (2.5), the maximum length of this volume is 
max
ˆZ P  (the total 
length of the breakdown-prone volume is twice this length). From (2.5) it also follows 
that, when eEEP th 
22
0 /
ˆ  , the curve  ZRth  has only one extremum at 
2
0
2 /1 zzZ  =1, i.e. in the focal plane. Correspondingly, the breakdown volume has 
a shape of a cigar or a prolate ellipsoid. However, when the excess of the wave 
amplitude over above the threshold is greater, eEEP th 
22
0 /
ˆ there is one more 
extremum at ePzzZextr /
ˆ/1 20
2  , i.e. the shape of this volume is a dumb-bell or 
peanut-like. These profiles are shown in 2.2 for several values of P̂ .  (Note that Z=1 
corresponds to z=0 and both new variables, R  and Z , are proportional to 2r  and 2z , 
respectively.) 
 
Figure 2.2 Profiles of the breakdown-prone for several values of the ratio of the wave 




After expressing the values in the original coordinates, the normalized axial distance 
correspond to max 0
ˆ 1z z P  . Correspondingly, (2.5) yields the following formula 
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The cross-sectional area of this volume depends on the axial coordinate and is equal 
to: 
     
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  .     (2.10) 
All these three functions normalized to   2 40/ 3 /    are shown in Fig. 2.3 (the 
first two were compared in Ref. 2.3). It can be seen that when the power density is 
close to the breakdown threshold, the prolate spheroid approximation shown by the 
green line is closer to the more accurate result shown by the blue line, while at larger 
 56 
 
excess of the power density over the threshold, the cylindrical approximation shown 
by the red line is better. 
 
Figure 2.3 The functions characterizing the breakdown-prone volume versus the ratio of 
the wave power density to its breakdown threshold. The blue, red and green lines show 
results of the accurate calculations (AV) and the cylindrical (CL) and prolate spheroid 
(PS) approximations, respectively. 
 
2.3 Breakdown in crossing wave beams with small diffraction spreading 
When the diffraction spreading is added the analysis becomes more complicated. 
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   . In other words it is assumed that in the region of beam intersection the 
diffractive spreading is negligibly small. This assumption allows us to represent the 
electric field of each wave as  2 20 0exp /ikzE E e r   . In order to define the field in 




2.3.1 Wave electric field perpendicular to the plane of beam crossing ( s -
polarization). 
In this case both wave beams propagate in the y-z plane and the electric fields 
of both waves are given as 01 02 0 0E E E x  . The coordinates in the reference frame of 
each wave beam are related to coordinates y, z in the lab frame as 
1 cos siny y z   , 2 cos siny y z   , 1 cos sinz z y   , 
2 cos sinz z y   . Here 2 is the angle between these crossing wave beams. 
Correspondingly, the intensity of the resulting electric field 1 2E E E    is equal to: 
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In (2.11), 2 2 2 2 2 2cos sinr x y z     is introduced. In the breakdown-prone 
volume the intensity (2.11) exceeds the threshold intensity 2
thE  defined elsewhere 




max 04E E E   . The intensity of the original single wave beam is equal 
to 2 2
02orE E . So, the splitting of one original wave beam generated by a gyrotron 
into two beams of equal power allows the doubling of the wave peak intensity due to 
the interference of the wave beams. 
 The maximum size of the breakdown-prone volume in x -direction, which 
stretches from maxx  to maxx , for the wave of a given polarization is located on the 




 max 0 ˆln / 2x P .       (2.12) 
In (2.12) the ratio of the peak wave intensity to the breakdown threshold 
intensity
2 2 2 2
0
ˆ 4 / 2 /th or thP E E E E   is introduced. Correspondingly, the breakdown-
prone volume is determined by the condition which follows from (2.11): 














.   (2.13) 
The interference of crossing wave beams may cause the appearance of several peaks 
in the field intensity. For illustration, the y-dependence of the intensity (2.11) in the 
focal plane ( 0z  ) is shown for 0x   in Fig. 2.4, and the field intensity is 
normalized to 2
04E . To accurately interpret results shown in Fig. 2.4 it should be 
remembered that the power ratio P̂  should vary from 1 to 2: at smaller ratios the 
breakdown is impossible, while in the case of larger ratios, in the framework of the 
present approximation (neglect of diffraction effects), the breakdown may occur 
outside of the region of wave beam crossing. Then, in accordance with (2.13) (where 
the left hand-side is the inverse of the intensity shown in Fig. 2.4), it can be found 
from Fig. 2.4 that, when the angle exceeds 30
o
, the breakdown may occur not only in 
the central peak, but also in two side peaks. In the case of a 60
o
 angle shown in Fig. 




b)                                                                        
c) d) 
Figure 2.4 Transverse profiles of the wave intensity in crossing wave beams in the focal 










An example of the corresponding 2D profile of this wave intensity in y-z plane is 
shown in Fig. 2.5 for the case of the 45
o









The length of the breakdown-prone volume in the z-direction 
( max maxz z z   ) can be found from (2.13) assuming 0x y  ; that yields 
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Then, normalizing all dimensions to the width of the wave beams can be rewritten 
from (2.15) with the use of (2.16) as: 
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          (2.17) 
In (2.17), primes denote normalization to 0 , also 0k̂ k ; the upper limit for the 
axial coordinate is given by (2.14), and the upper limit for the y-coordinate are 
determined. These limits can be found by using (2.13) and the fact that maximum 
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           (2.18) 
The breakdown-prone volume normalized to 3
08  [cf. Eq. (2.17)] is shown as 
a function of the normalized power P̂  in Figure 6 for several values of the crossing 




 the volume (for a given 
power-to-threshold ratio) changes only slightly.  
 
Figure 2.6 Normalized volumes of the breakdown region as functions of P̂  for several 
crossing angles: =/12 (dark blue), =5/48 (green), =/8 (red), =/6 (light blue), 
and =/4 (purple).  
 
 Figure 2.7 illustrates the effect of contributions from additional side peaks to 
the volume. When the wave power is large enough for creating the breakdown 




Figure 2. 7 The normalized volume as a function of the normalized power for the 
crossing angle /4: the dashed lines show the volume contained in the main peak, the 
solid lines show the volume calculated accounting for the side peaks. 
 
2.3.2 Wave electric field is parallel to the plane of beam crossing ( p -polarization). 
Repeating the same steps in derivation as those described above results in the 
expression for the intensity similar to (2.11): 
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   (2.19) 
As follows from the second term in the square brackets of (2.19), the field intensity in 
this case is lower than in the case of the first polarization. This second term 
completely vanishes in the case of perpendicular propagation of crossing beams 
(when 2 / 2  ). 
So, Equations (2.12), (2.18) and (2.14) should be replaced, respectively, by 
 max 0 ˆln 1 cos 2 / 2x P          (2.20) 
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     2 2 2 2max max1 ˆ ˆcos sin ln 2 sin 2 cos 2 cos 2 sin ln
2













.    (2.22) 
The normalized breakdown-prone volume for the p -polarization is shown in Fig. 2.8. 
 
Figure 2.8 Normalized volumes of the breakdown region in the case of p -polarization 
for different crossing angles: =/12 (dark blue), =5/48 (green), =3/24 (red), =/6 
(light blue), and =/4(purple).  
 
As follows from the comparison of results presented in Fig. 2.8 with those shown in 
Fig. 2.6 for s -polarization, in the case of s -polarization the breakdown-prone 
volume is larger. 
 
2.4 Breakdown in crossing wave beams with significant diffraction spreading 
Earlier in this chapter, the analysis was performed for the case of crossing wave 
beams where the axial length of the breakdown-prone volume is much shorter that the 




As follows from the definition of these two distances, their ratio in the case of s - and 














,     (2.23a) 
  max
0 0












.   (2.23b) 
As follows from these formulas, the applicability of the assumption used earlier in 
this chapter is defined by the excess of the power density over its breakdown 
threshold and the ratio of the width of wave beams to the wavelength. For example, in 
the case of s -polarization and ˆ 1.5P  , the diffraction spreading can be neglected 
when the crossing angle obeys the condition  0sin 0.708 /   .  The numerical 
coefficient in this estimate was obtained assuming that the ratio max 0/z z  should be 
smaller than 1/3.  
Keeping the original representation of the intensity of wave beams (2.1)-(2.2) and 
repeating the same steps in derivation as those described above leads to the formulas 
defining the breakdown-prone volume which are similar, but more complicated than 
(2.17). (In view of their complexity, we do not present these formulas here.) 
Resulting dependences of the normalized volumes of the breakdown-prone region are 
compared in Fig. 2.9 with the corresponding data shown in Fig. 2.6, which were 
obtained ignoring the diffraction spread of wave beams, for the case of the s -




From Fig. 2.9 it follows that at small crossing angles, the difference in volumes 
calculated with and without diffraction spreading effect is rather large; however, at 
larger angles, that difference becomes relatively small. Therefore, at those larger 
angles, the breakdown-prone volume can be easily calculated under the assumption of 














Figure 2.9 Comparison of two types of volumes in the case of s -polarization: solid 
blue—volume with varied beam width; dashed green—volume with constant beam 




It is also important, as will be shown in the next Section, to estimate the cross-
sectional area of the focal breakdown-prone volume in the focal plane. Again, 
normalizing all dimensions to the width of the wave beams, this area can be 
represented as 2
04S S  . This primed area is shown as a function of the power 
ratio for several values of the crossing angle in Fig. 2.10 where (a) and (b) show the 
cases of s - and p - polarizations, respectively. Fig 2.10 (a) and (b) show results of 
calculations for the case when the beam width is equal to the wavelength, i.e. the 
normalized wave number is equal to 0
ˆ 2 .k k  
 
In Figure 2.10(c), results of calculations for a doubled wave number ˆ 4k  and s -
polarization are shown. As follows from the comparison of Fig. 2.10(a) with Fig. 
2.10(c), the cross-sectional areas in both cases are quite similar, but in the latter case 










Figure 2. 10 Cross-sectional area of the breakdown-prone volume in the focal plane. 
 
So, the wave power should exceed the threshold power, equal to th thP p S  
where the breakdown threshold power density at the atmospheric pressure is equal to 
[2.9]: 
     22 135.2136.1/ THzfcmMWpth      (2.24) 
and the cross-sectional area is defined above. 
At the same time, the breakdown-prone volume should be small enough in order 
to have a low breakdown rate in the absence of sources of ionization. This means that 
in the absence of additional sources of ionization the probability of having any free 
electrons in the volume defined by Eq. (2.17) should be low.  
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2.4.1 Role of the width of wave beams  
In the analysis performed until now the breakdown-prone volume defined by Eq. 
(2.17) is normalized to 3
08  and its cross-sectional area in the focal plane normalized 
to 4 2
0  . These normalization factors strongly depend on the width of the wave beam 
in the focal plane,
0 . In the absence of wave scattering in the atmosphere, the width 






 .       (2.25) 
In (2.25), L  and R  are the focal length and the antenna radius, respectively. So, 
when the focal length is much longer than the antenna radius, the width of a wave 
beam in a focal plane is much larger than the wavelength.  
The restrictions on the wave power discussed above, being combined with Eq. 
(2.25), impose certain limitations on the range-to-antenna radius ratio /L R . First, 
from the requirement that the wave power should exceed the breakdown threshold 










.       (2.26) 
It should be noted that in the case of crossing wave beams the normalized cross-
sectional area depends on the power–to-threshold ratio. In the case of a single 
Gaussian wave beam and the frequency 0.67 THz, Eq. (2.26) is equivalent to: 
   
2
( ) 0.27 /10thP MW P MW L R  ,    (2.27) 
i.e. the available THz power limits the range of the system. 
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 At the same time, however, the breakdown-prone volume should be small 
enough in order to have a low breakdown rate in the absence of sources of ionization. 
This condition can be given for the volume defined by Eq. (2.17), i.e. 3














.     (2.28) 
For the case of s -polarization, the normalized volume  ˆ,V P   is shown in Fig. 2.7. 
Assuming that the frequency is equal to 0.67 THz and the maximum volume is equal 
to 1 cm
3







R R V P 
   
    
     
 
.     (2.29) 
Corresponding dependencies are shown in Fig. 2.11 for both s - and p -polarizations. 
So, for example, in the case of / 20L R   the breakdown-prone volume is small 
enough in all range of P̂ ’s under study ( ˆ1 2P  ) for any crossing angles shown in 
Fig. 2.11. At the same time, the power required for initiating the breakdown strongly 
depends on the /L R  ratio. In particular, as follows from Eq. (2.27), for / 20L R  it 
should exceed the threshold close to 1 MW. The designed 670GHz gyrotron, as 
shown by the results of the experiments, have power just exceeding 0.2 MW, so this 
device can be used only for experiments with / 10L R  . In this case, as follows from 
Fig. 2.11 for both polarizations, the breakdown-prone volume is small enough to 
detect the difference in the breakdown rate in the presence of an additional ionizing 




Figure 2. 11 The maximum of the /L R  ratio vs normalized power density for different 





2.4.2 Effect of the atmospheric turbulence  
The analysis carried out above was done accounting for the diffraction effect, 
but ignoring the role of the atmospheric turbulence on the focusing of such wave 
beams. The latter effect has been studied in many textbooks (see, e.g., Ref. [2.6] and 
Ref. [2.7]) and papers (see, e.g., Ref. [2.8] and Ref. [2.9]). Below, we analyze this 
effect following the approach described in Ref. [2.10]. Before carrying out this 
analysis, we will make several preliminary remarks. 
As is known [2.8], the spoiling of wave beam focusing by atmospheric 
turbulence can be characterized by using either the Rytov approximation [2.6, 2.7] or 
the more complicated Markov method. Thus the first step is the evaluation the 
applicability of the Rytov approximation to the case under investigation. Fante [2.8] 
has pointed out (with proper references) that the Rytov method is applicable when the 
parameter  
2 7/6 2 11/6
1 1.23 nk C L         (2.30) 
is smaller than 0.3. In (2.30) 2 /k    is the axial wave number and 2nC  is the 
strength of turbulent refractive-index irregularities or the refractive-index structure 
parameter, which characterizes the Kolmogorov power-law spectrum. For microwave 
frequencies (up to 30 GHz) this constant is in the range (see p. 57 in volume I of Ref. 
2.7) from 1.2·10
-14




); here, the lower and upper numbers are 
given for stable and convective conditions, respectively. (According to Ref. 2.9, this 
strength for short millimeter waves varies from 6·10
-17 



















, the focusing length is on the order of 100 m and frequency is 670 GHz; 
then Eq. (2.30) yields 2 4
1 0.4 10
  . Thus, the Rytov approximation is valid. 
The next step is to estimate the importance of the beam wander during the 
THz pulse duration; this duration in the developed 670 GHz gyrotron varies from 10 
to 30 microseconds. A characteristic time scale for wandering of a focal spot can be 
estimated [2.16] as /wt D v . Here D is the wave beam diameter which varies from 
the diameter of the antenna dish AD  (on the order of 1 m) down to the scale of 1 mm 
in the vicinity of a focal spot (the radiation wavelength for 670 GHz is 0.47 mm). 
Also, v  is the transverse flow velocity of the particulates in air. In the case of strong 
wind this velocity can be on the order of 1 m/sec. The characteristic time of 
wandering of a beam spot in the focal region is on the order of a millisecond and, 
hence it can be ignored in such short pulses. Correspondingly, in accordance with 
Ref. 2.8, the case under analysis can be treated as the short-term beam. 
After these preliminary considerations the following description of the method 
that was used for the analysis of the effect of the atmospheric turbulence. According 
to Refs. [2.10, 2.12], the intensity of the wave in a turbulent atmosphere can be 
described as: 
       
2
0
, , , antI r z E r z G r r z dr    

    .    (2.31) 
In (2.31),    
2
0
,E r z is the wave intensity in the absence of turbulence; for a single 
wave beam and crossing wave beams with s - and p  polarizations, this intensity is 
determined by (2.1), (2.11) and (2.19), respectively. The function  , antG r r z  , under 
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certain assumptions about small perturbations in the refractive index due to the 
turbulence and smallness of the wavelength with respect to the inner scale of the 
turbulence, can be approximated by: 
   2 22
1
, exp / b
b
G r r z r r r
r
   
     ,    (2.32) 
where the parameter br  characterizes the effect of the turbulence on the width of a 
wave beam and is defined by the following relation: 
2 2















.    (2.33) 
In (2.33), 0 0 02 / , 5.92/mL l     are the wave numbers determined by the outer 
0L  and inner 0l  scales of the turbulence, respectively and the variable antz L z   
characterizes the distance a wave beam passes from the antenna towards the focal 
plane located at the distance L  from antenna. Since we are interested in 
characterizing the breakdown-prone volume localized in a small region near the focal 
plane, below we will assume in (2.33) antz L .  
 The representation of the right-hand side of (2.33) as 2 2 30.434b nr C L K    
where K  denotes the integral given in (2.33). In Fig. 2.12, the lines of equal values of 
this integral are shown in the plane of parameters “ m  versus 0 ”.  In principle, this 




exp / 1 5 1
, ,
6 6






       
        
     
 .   (2.34) 
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However, this solution is unwieldy to perform useful calculations, albeit one can 
express the upper gamma function in (2.34) via the lower gamma function and use a 
plot for that function shown in Fig. 6.3 of Ref. [2.13]. 
 
Figure 2. 12 Lines of equal values of the integral K  expressed in 
1/3m . 
 
 Substituting Equations (2.11) and (2.32) into (2.31) allows one to calculate 
this integral analytically yielding the following distribution of the s -polarized wave 
beam intensity in the turbulent air:  
 
       
2 2 2 2 2 2 2
0 1 2 0 1 2
4 2 2 2 2 2 2 2
2 0 2 0 2 2
( , , ) 2 exp 2 cos sin
exp sin 2 2 sin 2 exp sin cos 2 sinb b
I x y z E a a a x a y z
a r z ch a yz a k r a ky
  
     

 
       
 
     
 
.          (2.35) 
In (2.35) the following parameters are defined:  
1
2 2
1 01 2 /ba r 





2 01 2cos /ba r 

   (A similar expression can be readily derived for the 
crossing wave beams of p  polarization). 
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 When the crossing angle in (2.35) is equal zero, Eq. (2.35) yields the spatial 
distribution of the intensity in a single wave beam: 
   2 2 210 1 2
0
2
( , , ) 4 exp
a
I x y z E a x y

 
   
 
    (2.36) 
In (2.36), however, the numerical coefficient 4, which followed from the effect of 
interference of two beams, should be replaced by 2. In the absence of turbulence, i.e. 
when  0br  , 1 2 1a a  , that reduces (2.35) to Eq. (2.11). 
 The profiles of the wave beam intensity in the focal plane (where z L   and, 
hence, 0  ) in vacuum and in the turbulent atmosphere are shown in Fig. 2.13 
where on the horizontal axis is shown the transverse coordinate normalized to 0 . 
The case of a single beam is shown in Fig. 2.13 (a); the wave intensity is axially 
symmetric, so on the horizontal axis the normalized radial coordinate. In Fig. 2.13 (b) 
and (c) the distribution of the wave beam intensity in the focal plane along the 
y coordinate (when 0x z  )  is shown for beams with the crossing angles 12 (b) 
and 24 (c) degrees.  These two last plots are shown for the case when the radial width 
of wave beams in the focal plane is equal to two wavelengths (i.e. in 






Figure 2. 13 Radial profiles of the wave beam intensity in the focal plane in the absence 
of atmospheric turbulence (solid blue curve) and in its presence for several values of the 
turbulence parameter K̂  shown in the inset.  
 
For practical purposes, it can be sufficient to evaluate the attenuation of the 
wave beam intensity in the center of the focal plane, where the intensity is maximum.  
As follows from equations given above, this attenuation can be characterized in the 
















     
      
     
.   (2.37) 
As follows from (2.37), in the case of weak turbulence ( 2 2
0br  ) 1A , while in the 
case of strong turbulence ( 2 2
0br  ) the attenuation factor is small:
2 2
0 / 1bA r  . 
The dependence of A  on the 0/br   ratio is shown in Fig. 2.14 for several values of 
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the crossing angle. Fig. 2.14 (a) and (b) correspond to different values of the 
normalized wave number 0 0
ˆ 2 /k k     
 
 
Figure 2. 14 Attenuation factor as the function of the 0/br   ratio for the normalized 
wave number equal to 2  (top) and 2  (bottom). 
 
As follows from Fig. 2.14, in the case of a narrow wave beam (figure) the effect of 
the atmospheric turbulence is relatively weak when the parameter br  does not exceed 
00.1 . As the crossing angle and the beam width increase, this restriction on the 
effect of the atmospheric turbulence becomes even more stringent.  
 Under the condition of a weak turbulence effect ( 00.1br  ) for evaluating the 
corresponding range of the system operation. In line with Eq. (2.33), the 













      ,      (2.38) 
where K  is given in Fig. 2.12. If we assume that a typical width of a well focused 
THz wave beams does not exceed 1 mm, the strength of turbulent refractive-index 
irregularities or the refractive-index structure parameter is on the order of 
2 13 2/310nC m
   and the value of K  is about 10-20, then we can readily find that the 
effect of the turbulence is weak at distances less than 20-30 meters. Certainly, 
increasing the turbulence parameter 2
nC  shortens this distance. The calculations done 
by Granatstein and Nusinovich showed that the range of the detection is close to 100 




Chapter 3: Single mode excitation in High-Power Gyrotrons 
3.1 Background 
Megawatt-Class millimeter wave gyrotrons are necessary for electron cyclotron 
resonance heating and current drive in large-scale plasma installations. 1MW 
continuous wave power gyrotrons operating at 140GHz and 170GHz are developed 
for experiments at the stellarator Wendelstein-7X [3.1] and the ITER tokamak [3.2] 
respectively. To have an acceptable level of ohmic losses for continuous operation 
these devices should operate at very high order modes with dense spectra of 
eigenfrequencies. Thus the problem of mode excitation and their interactions become 
of extreme importance [3.3]; especially it is important at start-up, when voltage rises 
from zero to its nominal value, which usually in the range of (50-100kV). In the 
course of the rise relativistic electron cyclotron frequency decreases by about 20%, 
thus allowing the cyclotron-resonance condition to be fulfilled for a number of modes 
with frequencies higher than the operating mode prior the excitation of the desired 
oscillation.  
Analysis of gyrotron start-up scenarios is summarized in [3.14]. This analysis shows 
that in high-power gyrotrons driven by electron beams with diode type magnetron 
injection guns (MIG) [3.4] at least one parasitic mode is excited prior to the excitation 
of the desired mode. Depending on the power level of those parasites significant 
damage can be caused to various diagnostic tools. Excitation of parasitic modes can 
be avoided in gyrotrons with triode type electron guns, but this makes the high-
voltage circuitry more complicated, thus gyrotron users prefer to utilize diode-type 
guns. One of the methods of avoiding those excitations is fast voltage rise, as 
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analyzed in [3.5], however, its feasibility with the current state of high voltage 
circuitry is questionable.  
Another way to tackle this problem was proposed in [3.14]. The idea of this method is 
to ensure that the transition from space-charge limited emission to the temperature 
limited emission to occur at higher voltages. We performed a theoretical analysis of 
the method and came to several additional conclusions for the device performance. 
This method is especially advantageous for the gyrotrons intended for suppression of 
neoclassical tearing modes [3.6]. Typically, those gyrotrons operate in a power 
modulated regime. This means that operating voltage drops by 20-25%, reducing the 
gyrotron power to a small fraction of the full output. In this regime the tube collector 
is overloaded [3.7]. The described method allows one to address the issue of collector 
loading by simultaneously reducing the beam current, thus avoiding overheating. The 
equations describing the formalism were derived and simulated, and all the 
simulations were performed by using the MATLAB computing environment. The 
results of this work were presented at a number of conferences, ( including APS DPP 
2009 and ICOPS 2010 ) and published in IEEE Transactions on Plasma Science [3.1]. 
3.2 Problem formulation 
3.2.1 Current density 
Gyrotron electron guns typically operate in the regime of temperature limited 
emission [3.10]. This is true, however, only for the nominal values of the beam 
voltage nomV . During the startup, i.e. when the voltage rises to its nominal value, in 
the range of intermediate voltages nomV V , the electron current density j  contains 
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contributions from both space-charge limited and temperature limited emission and 
can be described by the Longo formula [3.11] 
1 1 1
SC TLj j j
  .       (3.1) 
In Eq. (3.1) SCj  and TLj  are the space charge limited and temperature limited 
contributions, respectively. The space-charge limited current density SCj  in the 











        (3.2) 
where 0  is the dielectric constant of the free space,   is electron charge-to-mass ratio 
and d  is cathode-to-anode spacing. This exact dependence is modified for the case of 
conical cathodes [3.8], however it retains the same 3/2 dependence of the current 
density on the voltage. 
The Schottky effect enhances the electron emission. The temperature-limited current 









   
   
   
 .      (3.3) 









      (3.4) 
is the Richardson-Dushman current density with parameter 0A  given 
by 6 2 2
0 1.2 10 / degA A m   and   is the work function of the emitter material. For a 
typical gyrotron electron gun the electric field at the cathode surface does not exceed 
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5-7 kV/mm. If in the equation (3.3) the applied electric field E  is written as 
/E V d  it makes the exponential term close to unity (even for the electric field 
equal to 10kV/mm this term is still equal to 1.1274). Therefore the voltage 
dependence in Eq. (3.3) can be ignored and then TL RDj j . It is possible to find the 
transition voltage from space charge limited to temperature limited emission, which 
was denoted trV  in the introduction section by using Eq. (3.2) and Eq. (3.4). It was 
assumed that this transition takes place when SC RDj j  and this voltage trV  is 
estimated by means of equations (3.2) and (3.4). 
 
3.2.2 Self-excitation conditions 
 The self-excitation condition for gyrotron modes defines the start current as 
[3.12]: 
0, 1/stI          (3.5) 
where   is the imaginary part of the linear susceptibility of the electron beam with 
respect to the field of a given mode and 
0,stI  is the starting value of the normalized 
beam current parameter. In order to simplify the estimates the axial electric field 
distribution in the resonator is approximated by the Gaussian function 
    2exp 2 /f z z L  . Also, the device under consideration is assumed to operate 
at the fundamental cyclotron resonance. Under the abovementioned conditions 
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        (3.6) 
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    
      
    
.    (3.7) 
In Eq. (3.6)  bI A  gives the beam current in Amperes, Q  is the cavity quality factor, 
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,      (3.8) 
/L   is the ratio of the distance characterizing the axial localization of the cavity 
field to the wavelength, 2
0 1 /eV mc    is the initial electron energy normalized to 
the rest energy, and 
, , /z zv c   is the ratio of electron velocity components to the 
speed of light. In Eq. (3.7)   20 02 / 1 /     is the normalized cyclotron 
resonance detuning between the wave frequency   and the cyclotron frequency at 
the entrance of the cavity 0  and   20 0/ /z L     is the normalized 
interaction length. Eqation (3.8) gives the coupling coefficient for a circularly 
polarized mode co-rotating with electrons gyrating in the external magnetic field; the 
components in the formula have the following meanings 
,m p  is the eigennumber of a 
mode under consideration (i.e. TEm,p) and 0 / wR R is the ratio of the electron guiding 
center radius to the cavity wall radius. In the case of a counter-rotating mode there 
should be the 1m  index in the subscript. 
As follows from Equations (3.5) - (3.7), the start value of the beam current 
































.   (3.9) 
To determine the dependence of the start current on the beam voltage it should 
be taken into account, that the normalized cyclotron resonance detuning   in Eq. 
(3.9) depends on the relativistic cyclotron frequency at the entrance of the cavity, 
0 0 0/eH mc  ; then, the normalized detuning and normalized length, as well as the 
start current in Amperes as given by Eq. (3.9), depend on the orbital and axial 
components of initial electron velocity which, in their turn, also depend on voltage.  
 
3.2.3 Dependence of electron velocity on parameters 
Using the adiabatic theory of magnetron type electron guns [3.13] the orbital 
velocity is linearly proportional to the anode voltage, i.e. for a diode-type gun this 





    ,     (3.10) 
where the subscript ‘f’ stands for the final values of the beam voltage and 
corresponding orbital velocity. Then, the axial velocity can be defined with the use of 





0 0 01z  

   .     (3.11) 
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Using the Busch’s theorem, the radial coordinate of electron guiding centers
gR  and 
the external magnetic field vary along the device axis  B z  are related as: 
   2 .gB z R z const      (3.12) 
Also the electron orbital momentum p obeys the magnetic invariant of motion: 
2 /p B const  .     (3.13) 
Finally, the initial orbital velocity of electrons emitted with zero initial velocity is 
determined by the electric field perpendicular to the magnetic force line at the 
cathode and the external magnetic field [3.13]: 
, , /c c cv cE H  .      (3.14) 
In Eq. (3.14) the subscript ‘c’ designates the cathode. The same velocity, as follows 
from Eq. (3.13), can be defined as: 
, 0 0 / .c BB          (3.15) 
The subscript ‘0’ designates the resonator and 0 /B cB B   is the magnetic 
compression factor. Combining the equations (3.14)-(3.15) this factor can be 
determined by the following formula: 
2/3
0 0 ,/B cB E      .      (3.16)  
This magnetic compression determines, along with Eq. (3.12), the relation between 
the emitter radius and the beam position in the interaction space. 
3.2.4 Collector loading 
The power dissipated in the collector can be defined as: 
0coll b RFP P P  .      (3.17) 
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In Eq. (3.17), 
0b b bP I V  is the beam power at the entrance to the interaction space 
(this power is the product of the beam current by the beam voltage) and RFP  is the 
power of the microwave radiation. The latter is determined by the beam power and 
the gyrotron RF generation efficiency : 
0RF bP P .      (3.18) 
Then Eq. (3.17) can be rewritten as: 
 0 1coll bP P   .      (3.19) 
In the framework of the general theory of gyrotrons [3.7, 3.9], the dependence 
of the efficiency on the beam voltage follows from the voltage dependence of 
normalized parameters (cyclotron resonance mismatch, normalized length and 
normalized beam current parameter) which define the gyrotron orbital efficiency  . 
Introducing the voltage normalized to its final value, ˆ / fV V V , one can define the 
voltage dependence of normalized parameters as follows: 
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,  (3.20) 






I V V I
I
 .       
In accordance with Equations (3.1)-(3.4), the ratio of beam currents in the last 
formula in (3.20) can be defined as  
     3/2 3/2, 0 0ˆ ˆ/ 1 / 1b b fI I V j j V     .    (3.21) 
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The parameter  0j  is the ratio of the space charge limited density SCj  to the 
temperature limited current density RDj at the nominal voltage. 
For conventional gyrotrons, the relation between the interaction efficiency  













.      (3.22) 
3.3 Results 
 The developed formalism was coded using the MATLAB environment. The 
dependence of the electron current on the applied voltage calculated by using Eq. 
(3.21) is shown in Fig. 3.1 for several values of the space-charge limited-to-
temperature limited current density ratios. As one can see in this figure, when the 
current density ratio decreases from 10 to 1 this results in reducing the beam current 
at voltages about 0.4-0.5 of the nominal voltage by 1.6-1.9 times.  
 
 
Figure 3.1 Current density as a function of voltage. 
 
In the framework of the linear theory, self-excitation conditions of any mode 
do not depend on the presence of other modes in the resonator spectrum. So the start 
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currents of all orthogonal modes can be calculated with the use of Eq. (3.5) and (3.7) 
separately. 
The excitation of the 
22,6TE -mode was studied. This mode is often used in 
MW-class gyrotrons. The parasitic higher-frequency modes that can be excited along 
with the operational mode are 
23,6TE and 24,6TE  modes. In order to calculate their start 
currents, it is necessary, first with the help of the equation (3.8) to determine the value 
of the coupling parameter G for these modes. The dependence of this parameter on 
the ratio of the electron guiding center radius 0R  to the wall radius of a cylindrical 
resonator wR  is shown for all three modes co-rotating with electron gyration which 
can be excited at the fundamental cyclotron resonance in Figure 3.2. The optimal 
value of beam injection for the operating mode (shown by a thin vertical black line in 
Fig. 3.2) is about 0.5 and the values of the coupling parameter for other modes should 
be also taken at this point.  
 
Figure 3.2 Parameter G as a function of the beam-to-wall ratio 0 / wR R for modes 22,6TE , 
23,6TE and 24,6TE  modes. A thin vertical black line indicates the optimal beam position for 




It was found from the equations (3.5) and (3.7) that there is a range of the 
detunings   for which the oscillations can be excited. This means that these modes 
can be excited either at different magnetic fields or, alternatively, if the magnetic field 
is fixed, at different voltages. Since eigenfrequencies of the 
23,6TE  and 24,6TE  modes 
are higher than the eigenfrequencies of the 
22,6TE -mode, the same value of the 
detuning  for those parasitic modes can be realized (when the magnetic field is 
fixed) at lower voltages because the voltage decrease increases the relativistic 
electron cyclotron frequency. Corresponding dependences of the start currents on the 
voltage for all three modes are shown by solid lines in Fig. 3.3. For the analysis we 
assumed that the gyrotron is driven by an electron beam with the nominal beam 
voltage at 80 kV, the nominal current is 40 A, and the orbital-to-axial velocity ratio at 
this voltage   is equal to 1.4. It is also assumed that the /L   ratio is 4.0, the cavity 
Q-factor is 500 and the external magnetic field corresponds to the maximum 
interaction efficiency of the 
22,6TE -mode at the nominal voltage.  
 




From the figure 3.3 it can be seen that the start current of the first parasitic 
24,6TE -mode is located in the range of voltages between 0.4 and 0.6 of the final 
voltage, but even its minimum value is much larger than the final beam current (40 
A). So this mode is not dangerous for gyrotron operation. However, the second 
parasitic mode 
23,6TE , can easily be excited. The dependence of the beam current on 
the voltage which is shown in Fig. 3.3 corresponds to that shown in Fig. 3.1. These 
lines indicate that even when  0 1j   the self-excitation condition for the 23,6TE -mode 
with the Gaussian axial structure of the cavity field can be fulfilled in a small region 
of intermediate voltages. In the results shown in Fig. 3.3 at the voltage corresponding 
to the minimum start current of the 
23,6TE -mode ( ,0.6b b fV V ) the beam current in 
the case of  0 1j   is about 40% lower than in the case of  0 10j  . It should be noted 
that the this analysis does not provide the design solution for a particular tube, but 
rather aims at demonstrating the concept. For calculations that utilize of self-
consistent codes, such as MAGY [3.15], the calculated start current is two times 
higher than calculated by simple theory. 
This statement is illustrated by Fig. 4 reproduced from Ref. 22. As one can 
see, the minimum start current calculated for the Gaussian axial structure which are 
shown in Fig. 4a on the left are close to 10-12 A, while the minimum start current 
calculated with the use of the self-consistent code MAGY which are shown in Fig. 4b 




Figure 3.4 Start currents calculated in (top figure) the cold-cavity approximation and with the 
use of (bottom figure) the self-consistent code MAGY for a 110-GHz CPI gyrotron (reproduced 
from [3.11]). 
 
The dependences of normalized parameters on the beam voltage, which are 
given by Equations (3.20)-(3.21), are shown in Fig. 3.4. The values of these 
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parameters for the final voltage are chosen to be optimal for yielding high orbital 
efficiency (71%) [3.12]. The normalized beam current is shown for two values of the 
space charge limited – to temperature limited current density ratio  0 10j   and 
 0
3j  . The difference between them is, however, rather small, because the main role 
in evolution of this parameter is played by the 
5/2V̂ dependence which follows from 
the formula in (3.20) and Eq. (3.21). When the voltage varies from 
,0.7b b fV V   to 
,b fV  the normalized length   doubles, as one can see in Fig. 4. The most important, 
however, is the evolution of the normalized cyclotron resonance mismatch which 
increases with voltage and at voltages smaller than the final value can be close to that 
corresponding to the minimum start current. The efficiency at these mismatches is 
much smaller than at  ,b f optV   . 
 
Figure 3. 5 Dependence of normalized parameters used in the gyrotron generalized theory on the 
voltage. 
3.3.1 Collector loading 
The next step was to analyze the effect of lowering the electron current 
density at intermediate voltages on the power dissipated in gyrotron collectors. It is 
assumed that the collector is at the same potential as the rest of the tube body (we 
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assumed no potential depression). The electron optics is assumed to be in the 
framework of the adiabatic theory as described in the corresponding subsection of this 
chapter and it is possible to calculate the efficiency with the use of the nonlinear 
theory based on the cold-cavity approximation similar to the linear theory described 
in the subsection describing the self-excitation conditions. The evolution of 
corresponding normalized parameters of the generalized gyrotron theory with the 
voltage was shown in Fig. 3.5 above.  
Calculations of power deposited at the collector were done for a gyrotron 
driven by a 80 kV, 40 A electron beam with the orbital-to-axial velocity ratio of 1.4 at 
the nominal voltage. Results of those calculations done for three values of the current 
density ratio are shown in Fig. 3.6. Bold circles there show the voltage at which the 
microwave oscillations start. At the final voltage, the beam power dissipated in the 
collector is about 1.8 MW. When the voltage goes down close to its value 
corresponding to the start of microwave oscillations in the case of high current 
density ratio (  0 10j  ) the power dissipated in the collector exceeds 2 MW, while in 
the case of a lower ratio (  0 3j  ) this power is close to the same value of 1.8 MW 




Figure 3.6 The power deposited at the collector at intermediate voltages for two cases with 
different space-charge-to-temperature limited emission ratio. 
3.4 Conclusions 
 This chapter shown that there are some advantages in using magnetron 
injection guns with lower beam currents at intermediate voltages. The practical 
suggestions to realize the proposed scheme should be outlined. The lowering of the 
beam current at intermediate voltages can be realized by reducing the ratio of the 
space charge limited to temperature limited emission at the final voltage. To reduce 
this ratio, either the space charge limited emission should be reduced or the 
temperature limited emission should be increased (or both means should be used 
together).  
In electron guns with space charge limited emission the beam current is 
commonly given as 
3/2
bI PV .       (5.23) 
where P is known as the perveance. So to reduce the space charge limited emission 
one should decrease the perveance of an electron gun. As a rule, this implies 
decreasing the electric field at the cathode that for diode-type electron guns means 
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increasing the cathode-anode gap. In conventional MIGs this can be done either by 
increasing the anode radius or decreasing the cathode radius.  
 In the conventionally used Magnetron Injection Guns (MIGs), keeping the 
cathode radius fixed and increasing the anode radius may result in increasing the 
overall transverse size of a tube and, hence, require substantial modifications into the 
design of cryomagnets, namely increasing an outer dimater of the solenoid and the 
inner bore. Since this step will increase the cost of cryomagnets, it is unlikely that 
such a decision will be very attractive. Alternatively, one can keep the anode radius 
fixed and decrease the cathode radius. A simple analysis indicates, however, that such 
step is unrealistic for the following reasons. As follows from Eq. (3.12), the cathode 
radius and the electron guiding center radius in the interaction space are related as 
.cath B oR R  So, when the beam position in the interaction space is determined by 
the wavelength and the coupling to the operating mode [see Eq. (3.9)], decreasing the 
cathode radius means to lower the magnetic compression factor.  Correspondingly, 
the cathode should be shifted towards the interaction space. Such positioning of the 
cathode in the region of stronger magnetic fields, as follows from the adiabatic 
invariant (3.13), means increasing the electron orbital velocity near the cathode. Since 
this velocity defined by (3.14) is linearly proportional to the electric field at the 
cathode and inversely proportional to the magnetic field near the cathode, we come to 
conclusion that for making the cathode radius smaller we must increase the electric 
field at the cathode, which is just opposite to our intention to reduce it.  
In other words, combining (3.12) with (3.16) one can define the cathode 
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.      (3.24) 
As follows from Eq. (3.24), when the guiding magnetic field, the beam voltage and 
the beam position in the interaction space are given, there is the minimal value of the 
cathode radius that is determined by the maximum of the electric field at the cathode 
limited by the DC breakdown, and the lowering of this electric field results in 
increasing the corresponding radius of the cathode. 
 Inverted MIGs offer in this regard much more flexibility because the radius of 
the inner electrode which plays the role of the anode there is not directly related to the 
beam position in the cavity. So one can fix the position of the emitter and reduce the 
radius of the inner electrode for lowering the electric field in the cathode-anode gap. 
Here are few last comments regarding the operation of MIGs in various 
regimes. There are a number of reasons why, at present, gyrotron developers prefer to 
use electron guns operating in the temperature limited regime. First of all, it is easier 
to design such guns. Second, there is already a great experience accumulated with 
such MIGs. In this regard, it should be noted that there are also some successful 
designs and experiments with MIG-guns operating in the space-charge limited 
regimes [3.16]. In some design studies of MIGs it was found, however, that just in the 
region where both contributions are of the same order, i.e. SC RDj j  , the velocity 
spread is quite large. In our case, however, this fact is only beneficial. Indeed, if there 
is a significant electron velocity spread when the beam voltage passes through the 
region of excitation of a high-frequency parasitic mode, this spread will increase the 
start current and, hence, facilitate avoiding the excitation zone. 
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 To figure out how important these arguments are, a realistic design of a MIG-
gun operating with lower electric fields at the cathode should be performed and the 
dependence of the current density and the velocity spread on the beam voltage in such 
gun should be analyzed. In this regard, it should be mentioned that for a real device 
not only the electron gun should be accurately designed, but also the start current 
should be calculated more accurately with the use of a self-consistent approach (e.g., 
the code MAGY[3.15])  instead of the cold-cavity approximation.  
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Chapter 4: The role of RF melted microparticles in the operation 
of high-gradient accelerating structures 
4.1 Introduction 
Breakdown in accelerating structures has a long history of study; however, 
there is still no single theory that gives a full explanation of this complicated 
phenomenon. The experimental studies are complicated by the fact that the 
accelerating structures are not usually accessible until their failure. This significantly 
complicates the process, since no insight into the development of the processes that 
happens inside the structure can be given. There are numerous theories describing the 
possible stages of this process. The proposed theories and the corresponding models 
were recently reviewed in [4.1]. This review paper contains the references to the 
original papers by P. Wilson [4.2] and the others who proposed the initial models. 
One of the proposed mechanisms that can trigger the breakdown, as suggested by 
[4.3], is as follows: consider a small piece of metal that can move away from a 
protrusion located in the region of strong RF electric field. This small clump of metal 
is constantly bombarded by field emitted electrons to such degree that it becomes 
ionized: then, local plasma is formed and finally RF breakdown occurs. The detailed 
description of the process of field emission that leads to ionization of such 
microparticle was thoroughly analyzed in [4.4] and is well understood. The results of 
this work were published Physical Review Special Topics, Accelerators and Beams 
[4.5] and were reported at a number of scientific conference and workshops and 
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published at these meetings proceedings. These include: 14
th
 Advanced Accelerator 
Workshop and 2
nd
 International Particle Accelerator Conference. 
The focus of this chapter of the dissertation is to study another role that these 
micro-particles may play in the operations of high gradient structures. In what follows 
the model describing the heating of a micro-particle in high electromagnetic field is 
developed. The presented analysis shows that a microparticle extracted from a 
protrusion and traveling from the region of strong RF electric field to the region of 
strong RF magnetic field, can be heated and melted even without any bombardment 
by electrons. This melted particle or clump can later impinge on the surface of the 
structure and form a local surface nonuniformity, which may initiate further events, 
since the metal can be solidified in a way that enhances the field emission, leading to 
even further increase of the emitted electrons and produced heating. The model to 
describe the process of heating and melting of microportrusions on the surface of the 
accelerating structure will be described in the chapter 6 of this dissertation. 
4.2 Dissipation of electromagnetic energy in small microparticles 
Microwave heating is an important topic in engineering and science. It is well 
understood and has a number of applications, such as sintering of ceramics [4.6], 
heating of the catalysts in chemical reactions [4.7], heat treatment of mineral ores 
[4.8], regeneration of molecular sieves [4.9] and modern lithographic processes 
[4.10]. At the same time, microwave heating processes also impede the performance 
of some systems and may cause damage to living tissues. It is known that the 
contaminants on metallic and dielectric surfaces that can be heated by RF field can 
cause significant damage to different components of various RF systems [4.11, 4.12]. 
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The various studies of the thermal effects in biological systems that were exposed to 
microwave radiation [4.13] show the importance of this subject for the biological 
sciences.  
In most of these studies the description of the process proceeds through the 
macroscopic constitutive relations, namely D E   and B H  . The imaginary parts 
of permittivity   and permeability   provide the quantitative measure for the 
electromagnetic energy absorption.  
The treatment of scattering and dissipation of electromagnetic waves by small 
microparticles that have dimensions much smaller than a wavelength was analyzed in 
the classical work by Landau and Lifshits [4.14] with a reference to the original 
treatise by Rayleigh [4.15] who studied the scattering, but not dissipation of light by 
small particles. As follows from Sec. 73 in [4.14], the RF energy dissipated in a small 
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.     (4.1) 
Here   and  E H  are the frequency and electric field amplitude of the wave,   is 
pulse duration of the RF field, V  is the volume of micro-particle and e  and m  are 
imaginary parts of the electric and magnetic polarisabilities of the micro-particle. (In 
(4.1), the average intensity of the RF electric field is equal to the average intensity of 
the RF magnetic field.)  
The idea behind the method that was used to treat the problem of 
microparticle heating in the RF field can be described as follows. The wave fields 
(electric – for e  and magnetic – for m ) are written for the spaces inside and outside 
the particle accounting for the particle geometry; the field in the external region 
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contains two components – the external quasi-uniform field and the perturbation 
caused by the microparticle. Then, at the particle surface the relevant components of 
these fields should be matched separately according to the known boundary 
conditions.  
The simplest configuration of a microparticle that can be used for initial 
estimates is a sphere. For a small sphere of radius a  the volume in (4.1) is 
  34 / 3V a and for metals the imaginary part of the electric polarisability of such a 












       (4.2) 
where 4 /     (  is the conductivity of the given metal). The imaginary part of 
the magnetic polarisability is given in the solution of problem 1 in Section 45 of 
[4.14] as: 
   
   
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sinh 2 / sin 2 /9
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.  (4.3) 
From this formula it can be concluded that the magnetic polarisability depends only 
on the ratio of the sphere radius to the skin depth 1/ f   . The dependence of 
the magnetic polarisability on the this ratio is shown in Fig. 4.1 from which it follows 
that the maximum of the function, and hence the maximum of the RF field absorption 
happens when the ratio of the radius to skin depth of the microparticle is 
approximately 2.4, i.e. the sphere radius of about 2.4 skin depth. As an illustrative 
example, consider SLAC structures that were developed for the next generation of 
linear colliders. They are designed to operate at 11.424 GHz, which means that for 
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the case of copper the skin depth in this case is about 0.6 m  and the maximum of the 
absorption happens for the particles of several micrometers in diameter. The 
functional dependences of the imaginary parts of the magnetic polarizability as given 
by (4.3) are similar to the ones obtained by Y.Y. Lau and colleagues [4.16]. 
 
Figure 4.1 Imaginary part of the magnetic polarisability of a small sphere as a function of the 




Figure 4.2 Imaginary part of the magnetic polarisability of a small cylinder oriented 
perpendicularly to the direction of the wave magnetic field. 
 
As follows from comparison of (4.2) with (4.3) and Fig. 4.1, the magnetic 
polarisability plays the dominant role in determining the microwave energy dissipated 
in a metallic sphere of a radius on the order of a skin depth. The contribution from the 
electric field becomes important only when the radius of the micro-particle is much 
smaller than one nanometer independent on the operating wavelength. When such a 
small metallic sphere is located close to the surface of the accelerating structure, there 
can be significant enhancement of the electric field. This issue is discussed in great 
detail in [4.16]. However, in the present analysis e  was not taken into account. 
The evaluation of the RF energy dissipation for the different shapes of the 
particles can be performed in the same way, as it was done for the sphere. For 
instance, Landau and Lifshitz [4.14] in the second and third problems of Section 45 
consider a small metallic cylinder of a radius a  oriented perpendicular or parallel to 
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the direction of the magnetic field of the wave. For the magnetic polarisability in the 
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.      (4.4) 
In (4.4)  1 /k i    is the complex wavenumber, hence the Bessel functions depend 
on a complex argument. In such a case, as known in the literature describing the 
processes in imperfect conductors [4.17], these functions should be expressed via 
Kelvin functions ber0,1(x) and bei0,1(x) [4.18]. The dependence of the imaginary part 
of the magnetic polarisability (4.4) on the ratio of the cylinder radius to the skin depth 
obtained with the use of these functions is shown in Fig. 4.2 which looks quite similar 
to Fig. 4.1. Even though the peak value of this polarisability is higher (0.06 versus 
0.042 for a sphere), the corresponding ratio of the radius to the skin depth yielding the 
maximum polarisability is smaller (1.8 versus 2.4 for a sphere). When a cylinder is 
oriented parallel to the direction of the magnetic field its polarisability is two times 
smaller [4.14].  Note that in [4.14] only the limiting cases of small and large radii in 
comparison with the skin depth are considered, while in the present study these 
restrictions are removed. As follows from [4.14], the imaginary part of magnetic 
polarisability of a cylinder perpendicular to the wave magnetic field in the case of a 
radius much smaller than the skin depth is 2.5 times larger than that for a sphere, 
while in the opposite case of a large radius it is almost the same (corresponding 
coefficient is 1/2 for a cylinder versus 9/16 for a sphere). In the latter case (when a 
microparticle can be treated as a macroparticle) Equations (4.1)-(4.4) yield for the 
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density of losses the same dependence (proportionality to ) as the usual RF surface 
loss formula. 
4.3 Critical fields and pulse duration 
The dissipation of microwave energy defined by (4.1) leads to a temperature rise of 
this micro-particle. After the temperature reaches the melting point some energy is 
expended on melting the microparticle. Correspondingly, the energy balance 
describing the process of heating and melting a microparticle can be represented as: 
H MW W W  ,      (4.5) 
where the first and second terms in the right-hand side corresponds to the energy 
required for heating up to the melting temperature and for melting, respectively. In 
the same fashion, all the process can be subdivided into two stages.  
 
4.3.1 First stage: the temperature rise to the melting point 
During this stage ( 0 Ht t  ), the temperature increases up to the melting 
temperature of the material. In this stage, the energy balance equation, in line with 







    .    (4.6) 
In (4.6), Tc  is the specific heat capacity and d  is the density of a given metal. When 
the temperature rises up to the melting point ( 0mT T T   ), Eq. (4.6) determines the 
corresponding instant of time Ht t . 
Equation (4.6) contains the imaginary part of the magnetic polarisability 
which depends on the /a   ratio, which, in turn, can be temperature dependent. In 
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fact, the temperature expansion of the radius a  with the temperature rise can be 
neglected because for typical materials (such as copper, aluminum, tungsten or 
molybdenum) it is smaller than 2%. However, the changes in the skin depth can be 
significant. As follows from the Bloch-Gruneisen law which predicts the linear 
dependence of the material resistivity on temperature for temperatures exceeding 2/3 
of the Debye temperature (which is valid for temperatures equal to and exceeding the 
room temperature), the skin depth is proportional to T . Correspondingly, the 









.      (4.7) 
When the nonlinear dependence of m  on temperature is taken into account it allows 








.       (4.8) 
In (4.8), 0/y T T   is the temperature rise normalized to the initial temperature, 
 
2
0/ 2 d Tt t H T c    is the normalized time, the function  z  describes the 
dependence of the imaginary part of the magnetic polarisability defined for specific 
geometries by (4.3) and (4.4) and its argument /z a   denotes the radius-to-the skin 
depth ratio (4.7), i.e. 0 / 1z z y  . 
 The solution of (4.8) is shown in Fig. 4.3 for two values of the initial ratio 
0( / ) 2.0a   and 4.0 by solid lines. Dash-dotted lines show asymptotic solutions 
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obtained for the case when the temperature dependence of conductivity in the skin 
depth is ignored. While the asymptotic solutions shown by straight dash-dotted lines 
have obvious interpretation, the curves shown by solid lines exhibit more interesting 
behavior. Initially, when the temperature rise is small, the temperature rise for the 
case 0( / ) 2.0a    exceeds the temperature rise in the case 0( / ) 4.0a   . However, 
as the temperature rise becomes larger, the dissipation in the case 0( / ) 2.0a   , in 
line with data shown in Fig. 4.1, rapidly decreases, while the dissipation in the case 
0( / ) 4.0a    increases because the ratio /a   decreases with the temperature rise. 
They become equal when the temperature rise is about 0.3 of the initial temperature. 
Then, as is seen in Fig. 4.3 (and on the corresponding inset), the dissipation and 
corresponding temperature rise in the case 0( / ) 4.0a    becomes much larger than in 
the case 0( / ) 2.0a   . Comparison of the temperature rise in a microsphere with an 
optimal initial ratios 0( / ) 2.3a   with the temperature rise in a micro-sphere having 
initial ratio 0( / ) 5.0a   shows that the temperatures become equal much later, when 




Figure 4. 3 Temperature rise (normalized to the initial temperature) as the function of 
normalized time for a micro-sphere with the temperature dependence of the skin depth taken 
into account (solid lines) and ignored (dash-dotted lines).  
 
To correctly interpret the data shown in Fig. 4.3 the estimates of the ratio of 
the melting-to-initial temperature ratio for specific materials should be made. For 
example, for such materials as copper, aluminum, tungsten and molybdenum the 
( / )a   ratio decreases at the melting point by 2.1, 1.76, 3.5 and 3.26 times with 
respect to initial values, respectively. This means, first, that this effect should be 
taken into account when the optimal ratio ( / )a   is estimated based on the data 
shown in Figures 4.1 and 4.2. These optimal values (2.4 for the sphere and 1.8 for the 
cylinder) should correspond to melting temperatures. Correspondingly, the optimal 
initial values of these ratios 0/mT T  are larger. (Here the word “optimal” means that 
particles of this size will be melted faster than others.) For example, in the case of a 
copper micro-sphere the optimal value of the initial ratio 0( / )a   is about 2.1 times 
larger than 2.4, i.e. the optimal initial radius is close to five times initial skin depth.  
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Then, the curves like those shown in Fig. 4.3 should be used for estimating the instant 
of normalized time corresponding to the temperature rise from the initial to melting 
temperature, viz., for example, for copper  max 0 0/ 3.5my T T T   . As follows from 
Fig. 4.3, in this case for a copper microparticle with 0( / ) 4.0a    the normalized 
time required for reaching the melting temperature is about 80. By using 
normalization of this time variable given after (4.8) this value can be converted into 
the time interval for given amplitude of the RF magnetic field and the other 
parameters. Having described the stage of the particle heating, the next subsection 
describes the process of particle melting. 
4.3.2 Second stage: melting 
During the second stage ( Ht t   ), the energy balance equation can be 










   ,     (4.9) 
where   is the specific heat of melting. This equation determines the time interval 
required for melting a heated microparticle in the magnetic field of given amplitude. 
The dependence of the critical magnetic field defined as the value of magnetic 
field that, first, causes the temperature to rise to the melting point and, then, melt a 
particle is shown for several metals in Fig. 4.4 for spherical microparticles with 
different initial values of the 0( / )a   ratio. Asymptotic solutions obtained ignoring 
the temperature dependence of the skin depth are shown by dash-dotted lines. It was 
found that the discrepancy between asymptotic solutions and exact ones is larger 
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when the initial ratio 
0( / )a   equals 2 (Fig.4.4a) because in this case the temperature 
rise causes drastic decrease in the imaginary value of the magnetic polarisability 
shown in Fig. 4.1. As follows from these results, in strong enough fields of long pulse 
duration such micro-particles can be melted. Consideration of a cylinder oriented 
perpendicularly to the wave magnetic field yields similar results. Results shown in 
Fig. 4.4 were obtained neglecting the radiation losses. To prove this assumption it 
should be noted that, for example, the energy required for melting a copper (specific 
heat of melting of copper is 0.385 1 1J g K   , density of copper is 8.02 3g cm ) 
spherical microparticle with the radius of 1.3 micron (mass of the particle is ) is about 
1.8*10
-8
 Joules, while, as follows from the Stefan-Boltzmann law, the power of the 
black-body radiation from such a sphere at the melting temperature is close to 
63.7 10 W and, hence, in microsecond pulses the radiated energy is equal to 
123.7 10  Joules, i.e. about 4 orders of magnitude smaller, than the energy required to 




Figure 4.4 Critical field amplitude leading to melting of spherical microparticles with the initial 
( / )a  -ratio as shown. 
4.4 Practical consideration 
The results of the analysis based on the proposed method show that it is quite 
possible that microparticles of a micron size can be melted in strong pulsed RF 
magnetic fields with long enough pulse duration. Magnetic fields and pulse durations 
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required for melting of a particle are shown in Fig. 4.4. Their values are close to the 
numbers that were realized  in SLAC experiments with X-band standing-wave 
structures [4.19]. For example, results reported in Ref. 4.18 indicate that in standing-
wave X-band structures the accelerating gradient of 70 MV/m results in the surface 
magnetic field at the inner edge of the iris of about 700 kA/m. This field corresponds 
to magnetic fields shown in Fig. 4.4 for pulse durations on the order of hundreds of 
nanoseconds for materials like aluminum and in microsecond range for the materials 
that have higher melting point, i.e. copper and especially tungsten and molybdenum.  
In this discussion with a short remark regarding the question of the origins of 
the micropartilces inside the accelerating structure. The standard process of 
fabrication of those structures involve various methods of polishing to achieve 
surface roughness on the order of several nanometers and extreme cleanliness of the 
entire structure during subsequent handling and assembly. However, in the recent 
studies it was shown that, in line with mechanical fracture [4.20] and atomistic 
models [4.21], microparticles can appear on the irises of the structures where strong 
RF field is localized, since strong electrostatic tension may cause the tip of an 
asperity on the iris to break off. The study of the erosion of the input coupler was 
done recently and is discussed in [4.22]. The image on Fig 4.5 is reproduced from this 
work for illustrative purposes, since this is the picture of the cavity after its failure, it 
is impossible to determine the size of the microparticles extracted during different 
stages of the process. To test the described formalism it will be necessary to inspect 
the cavity after a short series of breakdown events. These experiments to the best of 
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my knowledge haven’t been done yet, but they are planned at SLAC (personal 
communications with V. Dolgashev). 
The presence of the micropartilces can have serious impact on the subsequent 
operation of the structure. Between RF pulses such a melted clump of metal can hit a 
structure surface and cause the appearance of spots of melted metal that were 
observed in numerous experiments. Examples of such surfaces are shown in Fig. 4.5. 
When such a clump impinges on the metallic surface and forms a spot with a radius 
of a few microns, as shown in Fig. 4.5. The height of the rims of such spot is less than 
a micron, but is enough for creating significant nonuniformity and hence 
magnification of the RF electric field resulting in field emission of a dark current 
from those areas. The radius of 5 skin depth in copper translates to about 3 micron 
size for wave frequency of 11.4 GHz.  
These results show that microparticles of a micron-size can be melted in 
strong RF magnetic fields with long pulse duration. Then, such melted clumps can 
impinge the structure surface and initiate further breakdown events. This scenario can 
be treated as an alternative to building up a small protrusion from the surface initially 
melted by a strong RF magnetic field (this case was considered [4.2]). The next 
section of this thesis deals with the effects of repetitive pulsed operation on the 




Figure 4.5 Splashes on the metallic surface of a structure: top - courtesy of L. Laurent, SLAC, 
bottom – reproduced from [4.21]. 
4.5 Possible effect of high-power microwave devices operated in pulsed regime 
The next section continue the study of the processes that degrade the performance 
of a high power accelerating structures. As was shown in the previous chapter and in 
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[4.23] small metallic particles that can be found in various high-power microwave 
(HPM) devices can be substantially heated and melted by the RF electromagnetic 
field. This process of melting happens in the regions where RF magnetic field in the 
structure is strong. In particular, in the previous chapter using the general expressions 
for polarisabilities of small microparticles given in [4.24] it was found, that the RF 
magnetic field plays much more important role in microparticle heating than the RF 
electric field and, second, that the maximum absorption takes place when the size of 
microparticles is on the order of the skin depth. These studies lead to further 
broadening of our understanding of the details of the breakdown process. In the 
previous chapter, a limiting case was studied, i.e. the case when a metallic particle 
absorbs enough microwave energy in a single pulse to increase the temperature up to 
the melting point and the subsequent melting. Such a situation takes place when the 
microwave energy per pulse is large, i.e. the power of the RF electromagnetic field is 
high and the pulse duration is long. When an HPM device operates in a rep-rate 
regime another situation may take place. If the power and/or pulse duration is not 
sufficient to melt the metal in a single pulse a gradual heating resulting and 
subsequent melting of a microparticle can occur in the course of many pulses. It 
should be noted that, while in the case of particle melting in a single shot, the 
blackbody radiation is negligibly small, this radiation may result in substantial 
cooling between the pulses when the device operates in a rep-rate regime. In this case 
the conditions for melting of a microparticle can be met for a wider range of 
operating parameters of the RF field of the accelerating structure. The analysis 
performed in this chapter deals with this case, studying the effect of repetion rate on 
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the process of melting of a microparticle inside the HPM structure. The results of this 
work were reported and published in IEEE Transactions on Plasma Science [4.23] 
and reported at APS DPP meeting in 2010. 
4.6 Equations 
The operation of any rep-rate device consists of a sequence of intervals having 
duration 1/ repT f . In each of such intervals there are two stages: (A) RF power on – 
the duration of this stage is the RF pulse duration RF ; and (B) RF pulse off. The duty 
cycle of operation is 
rep RFD f  . The typical case for accelerators is to operate in the 
regime in which the duration of the stage B is much longer than the duration of the 
pulse, then 1/B repT T f  . The description of the stage A, the heating was given in 
the previous chapter. In this chapter the equation that describes the cooling of the 
microparticles and results of analysis are presented. 
4.6.1 Stage A: Heating 
As was shown in the previous chapter (Eq. 4.6), during stage A the temperature of 













 .     (4.10) 
In (4.10) Tc  and d are the specific heat capacity and the density of a given material, 
respectively, and H is the amplitude of the RF field in A/m; m  is the imaginary part 
of the magnetic polarisability given in [4.23] for particles of a spherical and 
cylindrical geometries. This polarisability depends on the ratio of the particle radius 
a  to the skin depth  . Also taking into account the linear dependence on the 
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temperature of the material resistivity (according to the Bloch-Gruneisen law), the 
/a   ratio which is the argument in formulas defining the polarisability can be 
redefined as  
  00/ / /a a T T  .     (4.11) 
Here 0T  and the subscript ‘0’ denote the initial temperature and the initial value of the 
radius-to-skin depth ratio, respectively. The analysis performed in this chapter is 
applicable to a particles of the spherical geometry, for which, as given in [4.23 ]: 
   
   
2
sinh 2 / sin 2 /9
1
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.  (4.12) 
4.6.2 Stage B: Cooling 
During stage B, i.e. between the pulses the temperature of a particle decreases in 
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.      (4.13) 
In (4.14), 8 2 45.67 10 /W m K    is the Stefan-Boltzmann constant, A  and V  are 
the particle surface area and volume, respectively; for a sphere / 3 /A V a . Equation 
(4.14) is written for the case of black-body radiation. The applicability of this law to 
the cooling of particles in real high-power microwave devices is discussed later in 
this chapter. Under the assumption that the temperature dependence of parameters in 
Eq. (4.14) can be neglected, this equation can be integrated analytically. 
Normalizing the temperature to its initial value and the time to the wave 






















.      (4.15) 
In (4.14) 
2
0 0/ 2A T dK H c T   which for copper and initial room temperature 
yields  
2166 10 /AK H A m
  . In (4.15), 3
0( / )( / )B T dK A V T c    which for the 
same conditions and a wave frequency of 11.424 GHz yields  111.8 10 /BK a m
  .  
When the RF magnetic field is high enough, the temperature can reach the 
melting point and then the particle can be melted in just the first shot. This is the case 
studied in the previous section of this chapter and in [4.5]. At lower magnetic field 
values, however, the temperature evolution during a sequence of shots should be 
considered. In the course of this evolution, the temperature may reach a steady state 
when the temperature rise during the time of one RF pulse is equal to the temperature 
fall during the interval between the shots. When both, the temperature rise and fall in 
a single shot, are small enough, we can approximate the temperature on the right-
hand sides of Eqs. (4.14) and (4.15) by a constant value and find this stationary value 
stT  equating the temperature rise    A m st RFAT K T    to the temperature fall 
   
4
/B st repBT K T f   . This determines the stationary value of the temperature 
about which the temperature oscillates in a rep-rate regime by the following simple 
equation ( ref RFD f   is the duty cycle) 
   4 /st A B m stT DK K T .     (4.16) 
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When this stationary temperature exceeds the melting temperature, the particle, 
apparently, will be melted in a long enough series of pulses. However, when the 
stationary temperature is lower than the melting temperature the particle will remain 
hot, but solid. 
4.7 Results 
Here are the estimates for the operational parameters required for reaching a 
stationary temperature equal to the melting temperature of a small copper sphere 
immersed in a strong RF magnetic field of 11.424 GHz frequency. The radius of the 
sphere was assumed to yield the maximum absorption at the melting temperature. For 
copper this temperature is 1350K, and assuming that the initial temperature is room 
temperature, 300K (so, the normalized temperature in Eqs. (4.14)-(4.16) is equal to 
4.5). As was shown in the previous chapter, the absorption is at the maximum 
,max 0.042m   when the radius-to-skin depth ratio is close to 2.4. Since the skin 
depth in copper for the given frequency at the room temperature is about 0.6 micron, 
from Eq. (4.12) it is found that the optimum radius, taking into account temperature 
dependence is close to 3 micron. For this radius, the parameter BK  in the equations 
above is equal to 126 10BK
  . Then, from Eq. (4.16) it follows that the heating may 
result in melting when the product of the intensity of the RF magnetic field and the 
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.     (4.17) 
In such alloys as CuZr used in recent joint (US-Japan-Europe) experiments 
with high-gradient accelerating structures [4.25] the situation is quite similar because 
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the density and specific heat capacity are practically the same as for copper, while the 
melting temperature is a little lower (1250K instead of 1350K).  This difference 
makes the right-hand side of (5.8) equal to 0.73·10
-4
. For such typical regimes of 
operation in room-temperature accelerating structures with one microsecond pulse 
duration and a rep-rate of 100 pulses per second the duty cycle is 10
-4
. Thus, the 
condition given by Eq. (4.17) in such regimes is fulfilled when the amplitude of RF 
magnetic field exceeds 1MA/m. Most of the experiments described in [4.25] were 
carried out with magnetic fields in the range of 0.5-0.6 MA/m. The duty cycle of 
HPM sources developed for radar applications can be, however, much larger. 
Correspondingly, the RF magnetic field amplitude satisfying (4.17) can be much 
lower than 1 MA/m.  
The temporal evolution of the temperature of a particle is shown in Fig. 4.6. 
To obtain these results we multiplied the normalized time in Eqs. (4.14)-(4.15) by the 





















,      (4.15a) 
where /B AK K K . Every interval between RF pulses corresponds to the normalized 
time /B A repK f  . The normalized duration of one RF pulse is A A RFK  . 
Results presented in Fig. 4.6 show the temperature rise with a number of RF pulses of 
different duration for the case of a 100 Hz repetition frequency. As one can see, the 
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stationary temperature exceeds the melting point (for the initial room temperature the 
melting temperature of 1350 K corresponds to the normalized temperature value of 
4.5) when the RF pulse duration is longer than 1 microseconds. This melting level can 
be reached in about 10 pulses which occur in a small fraction of one second. 
 
Figure 4.6 Normalized temperature rise as a function of number of pulses for several values of 
pulse durations. 
 
4.8 Applicability of the Stefan-Boltzmann law 
The analysis was performed for temperature losses between RF pulses by using 
the Stefan-Boltzmann law. This law describes thermal radiation losses of a black 
body which has perfect absorptivity and is in thermodynamic equilibrium with the 
environment. Neither of these two conditions is met for a particulate heated by an RF 
field in a well polished metallic structure in an accelerator or in a cavity/waveguide of 
an High Power Microwave (HPM) source. It is known that the intensity of thermal 
radiation in solids is affected by the nature of the particular solid as well as by the 
shape of an emitting body; the deviation of this intensity from that prescribed by the 
Stefan-Boltzmann law is especially strong near the phase transition to liquids, i.e. 
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near the melting point [4.26]. Since the particles under consideration may have an 
arbitrary shape, it makes sense to limit our consideration by prescribing in the Stefan-
Boltzmann law a certain attenuation factor C  characterizing the fact that our ‘grey’ 
particle emits less radiation than a black body.  
We proceed by multiplying the right-hand sides in Eq. (4.13) and Eq. (4.15) by 
the factor C , which is equivalent to shortening the time interval between RF pulses, 
i.e. increasing the repetition rate with other parameters fixed. Results of 
corresponding calculations in which all other parameters were chosen the same as for 
the data shown in Fig. 4.6 (RF pulse duration is 500 ns) are shown in Figure 4.7. The 
dotted line in Fig. 4.7 shows the temperature rise in a single long RF pulse in the 
absence of thermal emission. As one can see, reduction of the cooling rate by a factor 
0.6, which is equivalent to the increase of the repetition frequency by about 1.7 times, 
leads to the melting of a particle which in the case of the black body radiation would 
remain heated up to 1250K. As it follows from the equation (4.17) this reduction in 
cooling, which is equivalent to the increase of the repetition rate, indicates that 




Figure 4. 7 Normalized temperature rise for several values of the factor C. Dashed line 
corresponds to absence of cooling mechanism, i.e. C=0. Pulse duration is 500ns. 
4.9 Discussion 
In the previous chapter some discussion was given on how those micropartilces 
appear in the RF structure. It makes sense to briefly discuss possible reasons for the 
appearance of such metallic micro-particles in microwave structures. In addition to 
the reasons given in the previous chapter, some particles may appear from the flanges 
and other elements of the different parts of accelerating structures. It should be noted 
that in the case of rep-rate operation such particles will not lie on the structure walls, 
but spend most of the time inside the structures without contacting the walls. The 
reasons for this could be either hydraulic pressure in cooling channels of MW-class 
HPM sources (see, e.g. [4.27]) or the electromagnetic pressure of RF power localized 
inside such structures resulting in the vibration of walls. Here is a simple example to 
illustrate the point. Assuming that due to some wall vibrations a particulate leaves the 
wall with an initial velocity 1cm/sec one can easily find, this particle will standoff 
from the wall at a distance not exceeding 0.5 mm and stay without contacts with the 
wall for about 0.2 sec. In the case of rep-rate operation with a 100 Hz repetition 
frequency this time interval corresponds to 20 RF pulses. Hence, in accordance with 
results shown in Figures 5.1 and 5.2, there will be enough time for this particulate to 
be heated and melted in a sufficiently strong RF magnetic field. 
There are some planned experiments [4.28] in which metallic microparticles will 
be placed inside microwave circuits of rep-rate HPM sources without thermal 
contacts with the walls. Results of such experiments can validate the estimates and 
stimulate further theoretical efforts on this topic. 
 125 
 
Chapter 5: Heating of the microprotrusions 
The last chapter of this dissertation is dedicated to the subject of studying the 
temperature rise in microprotrusions. As was mentioned in the previous chapters, RF 
breakdown is the major factor that limits the operation of high-gradient accelerating 
structures. The overview of the existing scenarios that may lead to the breakdown is 
given [5.1]. The analysis of some processes that lead to the development of RF 
breakdown were given in the previous chapters of this dissertation. The overview 
[5.2] gives the summary of possible scenarios that lead to breakdown events. In all 
the described scenarios micro-protrusions play an important role, since in the vicinity 
of these protrusions the electric RF field is greatly enhanced, leading to the increase 
of the dark current caused by field emitted electrons. This chapter is dedicated to the 
development of a model that can describe the field distribution inside the protrusion 
and provide the description of protrusion heating. The results presented in this chapter 
were reported in a number of scientific conferences[5.3] [5.4] 
5.1 Fields outside microprotrusion  
5.1.1 Fields near microprotrusion  
In the analysis of the role of microprotrusions in the operation of high-gradient 
accelerating structures the main attention is paid to the electron field emission from 
the protrusion apex. This field emission follows the Fowler-Nordheim (FN) relation 
[5.5], which will be given later in this chapter. The local electric field is given by 
0localE E , where 0E  is background field in the structure and   is some constant 
called the field amplification or field enhancement factor. With the inclusion of the 
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related (local field dependent) area factor, the total current from a protrusion can be 
linked to the current density at the protrusion apex, which is governed by the FN 
relationship. This consideration implies that the total current mimics the dependency 
of the apex current density with respect to the background field. The value of the field 
enhancement factor is related to the shape of the microscopic protrusions present in 
the cavity. Due to the strong exponential dependence of the Fowler-Nordheim current 
density on the local field [5.5] the current flowing through the protrusion changes 
dramatically with the change of the field amplification factor  . However, in 
experiments the exact value of this amplification factor, as a rule, is not known; 
therefore typically its value is assumed to be reasonable for interpreting the results of 
the experiments. The issue of local field amplification was actively studied in early 
work on the field initiated vacuum arc (see, e.g. Ref. [5.6] and references therein) and 
in vacuum microelectronics where the field emitters and field emitter arrays are used 
in various areas of science and technology (the historical overview is given in Ref. 
[5.7]). 
The spatial distribution of a high frequency electric field in a resonator or accelerating 
structure can be found by solving the wave equation with appropriate boundary 
conditions (Helmholtz equation). For protrusions that are much smaller than the 
wavelength of the applied high-frequency field, the field is electrostatic on the spatial 
scale of the protrusion and is governed by the Laplace’s equation for the potential. 
This chapter is limited to the study of quasi-cylindrical microprotrusions with a 
diameter on the order of the skin depth at the operational frequency or less than that 
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value. For X-band frequencies and the copper structures, this means that the objects 
under consideration are of the size of a micron or smaller. 
The use of electrostatic modeling for studying some dynamic processes at RF and 
microwave frequencies can be justified by the following arguments. Although RF and 
microwave frequencies induce some effects on metals, as far as field emission is 
concerned, such electrostatic modeling is sufficient to find field enhancement because 
the time scale of field emission (sub-picosecond) is much shorter than any other 
relevant RF or microwave time scale. For example, electrostatic models are used to 
describe field emitter arrays intended to field emit in time with a 5 GHz RF field 
[5.7]. In theoretical models for such devices, electrostatic modeling of the field 
emitters is the commonly accepted approach to understand their operation, even 
though the conditions during the operation are not static. 
5.1.2 PCM Model 
There are numerous studies in the literature dedicated to the analysis of the 
field distribution in the vicinity of protrusions of various shapes, including conical, 
elliptical, prolate spheroidal, fractal and others [5.8-5.11]. The analysis presented in 
this chapter describes the field distribution by using the Point Charge Model (PCM) 
[5.12, 5.13] which was recently developed for studying field emitters. This model can 
also be applied to the analysis of microprotrusions in accelerating structures. The 
PCM allows one to determine the potential outside the protrusion, protrusion shape 
and obtain the analytical expression for the field amplification factor. 
The idea behind the PCM model is based on the method of images typically 
used to solve boundary problems in electrostatic configurations which involve some 
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symmetry (see, e.g., [5.10]). It is that conductors present in the problem can be 
replaced by some charge distributions that yield the same form of the potential in the 
region of interest. Specifically, an alternative electrostatic problem in which the 
conductor is absent is considered; then a distribution of charges localized in the 
region of space formerly occupied by the conductor is added, and is adjusted in a way 
that the distribution produces zero potential on the surface that coincides with the 
surface of the conductor. From the uniqueness of solutions of the Laplace’s equation 
it is known that the potential above this surface must be the same as above the actual 
conductor in the original problem. This approach is beneficial because for simply 
shaped protrusions the virtual charges provide a more straightforward way to solve 
the problem. In particular, the potential above a protrusion with cylindrical symmetry 
can be realized by a distribution of point charges assembled along the z axis (see Fig. 
5.1a). Here, the first charge is put at the origin and each subsequent charge is put on 
the top of the sphere created by the isolated equipotential line of the previous charge, 
those equipotentials can be related to the virtual charge magnitude and can be 
determined from the boundary condition on the protrusion apex. In fact, the 
equipotential surface of the assembled charge distribution (marked as a bold black 
line on Fig. 5.1 (c) and (d)) is smooth and ellipsoidal or conical in nature, the detailed 
description of how these charges are assembled is given in the Appendix A. 
In order to obtain a scalable analytical expressions for the potential, four 
model parameters should be fixed, namely the magnitude of the external field 0F , the 
height (alternately, the radius of the protrusion) of the equipotential line of the first 
charge 0a , the number of charges n  and the ratio of the distances between successive 
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na  values, or 1/n na a b  for all n . Consequently, all energies are measured in units 
of 0 0F a , all lengths in units of 0a , and so on (the so-called “natural units” of Ref. 
[5.13]).  
 
Figure 5.1 Charges assembly according to the PCM model: a) the monopole PCM, b) the dipole 
model, DPCM (the charge at the origin for the DPCM is omitted). Corresponding equipotential 
lines are shown in figures (c) and (d). The bold black line shows the zero potential which can be 
treated as the surface of the structure and a protrusion on it. 
 
From the analysis of the PCM it follows that it is possible to determine the 
potential outside the protrusion and the field amplification factor analytically and the 
use of “natural units” allows for scaling arguments to be invoked. However, in the 
case of the PCM model with all virtual charges of the same sign (a so-called 
monopole model, Fig. 5.1a) the equipotential zero line from the charges set never 
intersects the plane z=0. This case does not correspond to the realistic situation. In 
numerical simulations this fact may lead to instabilities and greatly increase the 
computational time. To overcome this problem and to give a more realistic shape of 
the protrusion a so-called Dipole point charge model (DPCM) was developed [5.13]. 
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In this model a set of charges is added to the initial assembly, as shown in Fig. 5.1b. 
Those charges are just the mirror reflection of the virtual charges assembled over the 
plane 0z  . The DPCM assembly results in an equipotential line that intersects the 
0z   plane.  
In the case of the monopole model [5.12, 5.13] shown in Fig. 5.1a the 
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where 0F  is background field, 0a  is the length scale associated with the primary point 
charge and dimensionless coefficients j  are proportional to the magnitudes of the 
point charges. They can be determined analytically assuming that the potential 







z a a b b

    . 
Corresponding equipotential lines are shown in Fig. 5.1c. Here, a zero equipotential 
line does not intersect z=0 plane, but rather asymptotically falls to zero for large 
values of r . Using this model a larger simulation cell can be used, but the potential 
will have some finite value at the numerical boundary which may lead to numerical 
instabilities. 
In the case of the DPCM model the potential has the following form [5.12]: 
0 0 0 0
2 2 2 2
1 10
( , )







V r z F a a a
a r z z r z z 
   
    
    
  , (5.2) 
where the second sum is the contribution from the charges (cf. (5.2) for the dipole 
model with (5.1) for the monopole model which neglects the second sum in (5.2) and 
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has a 0  component). Corresponding equipotentials are shown in Fig. 5.1d. This 
assembly results into a zero equipotential line that has the intersection with 0z    
plane.  
The PCM model gives the shape of the protrusion, i.e. the surface of zero 
potential, which is denoted by ( )sz r . In order to describe whisker-like protrusions, a 
large number of charges n  and the ratios 1/n na a b   close to one should be used, 
while the case of small n  and b  correspond to shallow protrusions. After the 
amplification factor   is calculated, the emitted current density on the surface is 
computed by calculating the normal electric field using (5.2) and inserting it in the 
Fowler-Nordheim [5.1] relation. The algorithm will be discussed in details later in 
this chapter; it also should be noted that the field magnification on the apex strongly 
depends on the radial coordinate, and, as a result of that, appreciable field emission 
from metals in the case of significant field amplification occurs at a small site 
(typically with area of the order of 10 nm
2
). Typical values of the fields that produce 
field emission are of the order of 5GV/m; for example, for copper a 4GV/m field on 
the 10 nm
2
 emission area produces a current of the order of 1nA. 
5.1.3 Field enhancement 
Appreciable field emission from metals occurs only when the field at the emission 
site is on the order of 5 GV/m. Typical fields on metal surfaces in high-gradient 
accelerators are on the order of 100 MV/m, i.e. about a factor of 50 lower. This means 
that in order to get significant field enhancement factors (in the range of 50-60) which 
may lead to significant dark current, it is necessary to have large enough number of 
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charges in the model. The field amplification factor on the protrusion apex ( 0)n r  , 
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      
  
  . (5.3) 
In the article describing the DPCM model [5.13] it was shown that for small ratio of 
subsequent virtual charges b  the shape of the protrusion that yields significant field 
enhancement is physically unrealistic (in order to achieve required filed amplification 
factors the radius of the apex should be less than the atomic radius). Assemblies with 
a value of b  that lies in range from 0.8 to 0.95 are used for the calculations. Figure 
5.2 shows the dependence of field amplification factor on the number of charges for 
several values of b . For example, with 30 charges and b=0.85 the field amplification 




Figure 5.2 a) Number of charges required to achieve the given ratio between radii of the apex 
and the base of protrusion. b) Field amplification factor as a function of number of charges for 
different values of b. 
5.2 Field inside protrusion 
In order to find the potential and the current density inside the protrusion, an 
alternate problem to the one described in the previous section must be solved. Inside 
the protrusion that has the conductivity  , which is high but finite, the current 
density and electric field are related by the point form of Ohm’s law J E  . 
Conservation of charge requires ( ) 0J E    . Further, it is assumed that the 
protrusion is much smaller than the wavelength (so E   ) and the electrical 
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conductivity is uniform. As a consequence, the electric potential inside the protrusion 
satisfies the Laplace’s equation: 
2 0         (5.4) 
This equation satisfies following boundary conditions for the potential on the 
protrusion boundaries. First, the potential vanishes at the base of the protrusion: 
0   at 0z   .     (5.5a) 
Second, at the protrusion surface  sz r  the normal current density and, consequently, 






  at ( )sz r ,     (5.5b) 
where nx  is the normal to the surface and: 
/nJ    .      (5.6) 
In (5.6) nJ  is the current density determined by the Fowler-Nordheim relation and the 
electric field just outside the protrusion. 
After the fields outside the protrusion were determined, it was assumed that 
the protrusion is a perfect conductor and consequently set the electrical potential to 
zero on the surface of the protrusion. Taking into account the finite conductivity of 
the protrusion, the electrical potential will be nonzero on the protrusion surface 
according to the solution of (5.4). Under the assumption that the electrical 
conductivity   is large enough, the small change in potential on the surface of the 
protrusion has negligible effect on determination of the potential outside the 
protrusion. Further, it was assumed that the current density below the protrusion is 
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diffuse enough that the rise of potential at the base of the protrusion can be ignored. 
Thus, the boundary condition (5.5a) defines the potential at the base. 
To solve the equation (5.4) numerically a finite difference relaxation scheme 
was used. Since the problem is symmetric with respect to the z axis, it was only 
solved in the positive part of r-z plane and the boundary conditions / 0nx    at 
0r   were applied. The application of boundary conditions at 0r   and 0z   is 
straightforward, but the condition at ( )sz r  is more difficult to evaluate. To match the 
solution to the boundary condition, the integrated electric flux 
' 2
0
( ) 2 1 ( )
r
sQ r r z r dr        was introduced and then this flux was matched to the 
numerical flux.  
Once the scheme converges, the potential distribution is found for the region 
inside the protrusion. The solution of this problem also results in a small potential 
existing at the surface of the protrusion. In principle several iterations of the 
numerical solutions should be run until the potentials match on the surface, however, 
given the high conductivity and small surface potential these iterations are 
unnecessary and were omitted.  
An example of 2D-nonuniform spatial distribution of the RF electric field 
inside a microprotrusion is shown in Fig. 5.3. This field is rather weak; its peak value 
near the apex slightly exceeds 3 kV/m. However, in metals with high conductivity 
this field causes significant current density. For example, in the case of copper with 
40  , 4.3eV   this peak electric field yields the current density of about 
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20.18 /A m  that corresponds to the power density of about 30.53 /mW m . For the 
protrusion made of molybdenum these numbers are three times smaller. 
 
Figure 5. 3 Electric field inside protrusion: the external uniform RF electric field is 300 MV/m, 
number of charges in the DPCM model is 40 and the ratio b  is equal to 0.9. 
5.3 Protrusion heating 
After the field and the current density inside the protrusion are determined, the 
volume power density can be calculated and the heat equation can be solved to 






   

.     (5.7) 
In (5.7), T is temperature rise, D is diffusivity of the material and c  is the material 
specific heat. Angular brackets denote averaging over RF period. Eq. (5.7) implicitly 
assumes that  pT cD / , (is dependent on the ratio of the thermal conductivity to 
the specific heat and the temperature) does not depend on the temperature. In the 
equation defining the diffusivity T  is the thermal conductivity, pc  is the specific 
heat and   is the density of the material. However thermal conductivity and specific 
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heat are dependent on scattering rates of electrons amongst themselves and on 
scattering rate of the electrons with the lattice of metal atoms, so in general the 
diffusivity is temperature dependent. However, the complexity incurred by keeping 
the temperature dependence is in stark contrast to the relatively small difference it 
makes, as simulations of heat flow with and without a temperature dependent thermal 
conductivity show [5.12]. Therefore, the temperature-independent approximation for 
the diffusivity D  is chosen for the simulations, but the temperature dependence of the 
electrical conductivity is taken in account in the source term [the last term in the 
right-hand side of Eq. (5.7)]. 
The heat propagation equation is the subject to the following boundary 







 at the surface of the protrusion ( )sz r , once 
again due to the symmetry of the problem the temperature rise is only determined in 







 at 0r   is applied. For 
calculating the volume power density in the last term in RHS of (5.7) we use the 
simple relation between current density and electric field: ( )J T E  . In this formula 
( )T  is the temperature dependent electrical conductivity which can be determined 
by the Bloch-Gruneisen law predicting a linear dependence of the material resistivity 
on temperature for temperatures exceeding 2/3 of the Debye temperature, i.e. for 




The boundary condition for the electron current density at the protrusion 











.    (5.8) 
In (6.8), 0 sinRFF eE eE t    is the periodic RF field at the emission site,   is the 





, respectively, and where, for metals under fields where tunneling 
is appreciable, convenient (in the sense of taking ratios of current densities) and 
reasonably accurate approximations are 20.93869v y   and   1.126t y  , where the 
dimensionless variable is given by 
1/20.0379 /y F   for F  in eV/micron and   in 
eV (see, e.g. [5.10]). In the case of RF fields of the X-band the wave period is about 
0.1 nsec, while the temporal scale of protrusion heating is given by an RF pulse 
duration which typically is on the order of 100 nsec or more. Therefore, for analyzing 
the heating processes the heat source term should be averaged over an RF period. The 
difference between the DC and RF heating can be described by the function 
characterizing the ratio of the averaged to peak loss power (where the peak loss 

















    
         






In (5.9) it was taken into account that in an RF cycle the field emission takes place 
only during one half of the RF period, t   . The variable 0y  in (5.9) corresponds to 
the peak value of the RF electric field. This function   is shown as a function of the 
maximum surface gradient on the protrusion apex for several values of the work 
function in Fig. 5.4. As follows from Fig. 5.4, its value typically does not exceed 0.1. 
When the oscillating terms in the exponent play a negligible role, Eq. (5.9) yields this 
ratio of loss powers equal to 0.1875, but the exponential term reduces this ratio 
further (ref [5.14]). 
 
Figure 5. 4 Ratio of the average to peak loss power in protrusions. 
 
Examples of a typical temperature distribution inside the protrusion are shown 
in Figure 5.5. These examples are shown for the number of virtual charges equal to 
n=38 and b=0.9, which corresponds to the amplification factor  =40, as was used in 
the evaluation of the Fowler-Nordheim current density above. The RF electric field 
far from protrusion is equal to 300 MV/m.  Here the temperature rise is not very 
large. However, when the number of charges is increased to 42 leading to the increase 
of the amplification factor to 50, it is possible to achieve melting temperature for both 




Figure 5.5 Temperature rise in copper (left) and molybdenum (right) microprotrusions in the 
base RF electric field 300 MV/m. Results are shown for the case b=0.9 and n=38 (field 
amplification is about 40) when the temperature reaches the steady state and its peak is well 
below the melting level. Pulse duration in this case is 300 nanoseconds. 
 
In order to verify the calculations a simplified model of the field distribution 
inside the protrusion was used. It was assumed that a uniform electric current flows 
through the protrusion, its shape is given by the DPCM model, and that the radius of 









FN .     (5.10) 


























)()( ,  (5.11) 
where    2zazA   is the area of the corresponding layer, T  is temperature rise, 
D, C  and   are the material thermal diffusivity, specific heat and density, 
respectively. 
There are known numerous attempts to find partial solutions of Eq. (5.7). A 
number of such cases were discussed in [5.14]. Some of them are based on the 
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assumption that the temperature of the protrusion base remains constant during the 
pulse and, hence, the heat does not propagate from microprotrusion to the bulk of the 
structure. This assumption is, apparently, valid only when the height of a 
microprotrusion h  is much larger than the heat propagation distance: 
Dh  .      (5.12) 
In (5.12)  is the microwave pulse duration and the diffusion coefficient 
 pT cD /  (again here T  is the thermal conductivity) is equal for copper and 
molybdenum to nsm /12.0 2  and nsm /0613.0 2 , respectively. Thus, in the case of 
100 nsec pulses the heat propagates a distance of a few microns and that can be 
comparable with the height of microprotrusions. So, the condition (5.12) can be 
fulfilled in the case of short enough pulses and long enough protrusions. Since we 
have assumed that the protrusion radius is on the order of the skin depth, condition 
(5.12) can be used only for describing fast processes in thin and long 
microprotrusions. Note that just this sort of microprotrusions with height-to-base ratio 
about 8-10 that was found to be responsible for the dark current in Ref. 5.15. 
Corresponding figures were also reproduced in Ref. 5.16. Later some mechanical 
fracture [5.17] and atomistic [5.18] models were developed for explaining this 
phenomenon (see also Ref. 5.19).  
To observe significant heating in short pulses the electron current density 
should be high enough. Let us make an estimate for a thin cylindrical microprotrusion 
in which the electron current density is equal to the Fowler-Nordheim current density 
from the protrusion apex FNj . The total energy of the Joule heating of such a 
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protrusion during a pulse of duration   is  VjW FN )/(
2  and this energy causes 
the temperature rise VcWT dT / . Here haV
2 is the protrusion volume, in 
angular brackets we have the electron current density squared averaged over the RF 
period which is determined above by Eq. (5.9) as   
2
02
FNjj  (the function   is 
determined by (5.9) and shown in Fig. 5.4), d  and pc are the density and specific 
heat capacity, respectively. So to reach the melting temperature the required peak 
current density is: 
    2/10 /   mdTFN Tcj .    (5.13a) 
Here mT  is the temperature rise from the initial temperature to the melting 
temperature). The condition (5.12) and the definition of the diffusion coefficient 
allows one to rewrite (5.13a) as: 
    hTj TmFN //
2/10   .    (5.13b) 
For a copper and molybdenum the materials that are typically used in accelerating 
structures, the work functions are 4.3 and 4.2 eV, respectively; so in accordance with 
Fig. 5.4 the value of the function  is equal to 0.09. As follows from (5.13b), to 
reach the melting temperature in 100 nsec pulses in 10 micron high microprotrusion 
of copper or molybdenum the electron current density should be in the range of a few 
2/ mA  . 
 Results of the analysis of Eq. (5.7) and Eq. (5.11) are presented in figures 5.6-
5.9. Figure 5.6 shows the temperature evolution in a copper protrusion with a height 
equal to 010a , ma 5.00  , amplification factor 56  and two different locations 
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of the boundary condition 0T  at 0z  and 010az  . It can be seen from the 
result presented in the figure 5.6 that the location of this boundary condition plays a 
role practically at all instants of time starting from one nsec. Therefore, below only 
results of calculations performed with the boundary condition imposed at 010az   
are presented.  
 
Figure 5.6 Temperature rise in protrusions for the cases when the boundary condition 0T  
is imposed at different locations: 0z  and 010z a  ;  right figure shows the process in its 
initial phase. 
 
The simulations for protrusions of the same geometry were also performed by 
using both an accurate method of calculating the field and current in the protrusion 
and by using a 1D approximation (5.10). Results of these simulations are shown in 
Fig. 5.7. It was found that the 1D approximation yields lower temperature rise. 
Therefore the same temperature rise can be obtained with the use of the 1D model by 





Figure 5.7 Temperature rise in 20 nsec pulses calculated with the use of accurate model and 1D 
approximation. The ratio b is equal to 0.9; the background field is 300 MV/m. 
 
The scaling parameter 0a , which is the radius of the equipotential of the charge 
located at origin, determines the size of the protrusion. Results presented in Figures 
5.8 and 5.9 indicate that to get significant temperature rise in realistically short pulses 
the field amplification factors should exceed 50 and the protrusions should have a 
whisker-like shape which correspond to values of the parameter b  close to one. In 
Fig. 5.8 we show the temperature rise for different values of scaling parameter 0a  and 




Figure 5.8 Temperature rise in copper for different values of the pulse duration (the ratio b is 
equal to 0.9). 
 
The time required to reach melting is shown in Fig. 5.9 for two sorts of 
protrusions with slightly different values of the b-ratio which corresponds to different 
protrusion heights. Both sorts of protrusions have a whisker-like shape. As could be 
expect, in the case of protrusions with a larger height-to-base ratio (longer whiskers) 
the time required to reach melting temperature on the protrusion apex is shorter. The 
temperature rise required for melting copper and molybdenum is close to 1000 K and 
2500 K, respectively. At the same time, shallow protrusions with small height-to-base 





Figure 5. 9 Time required for achieving melting temperature of copper and molybdenum in 
protrusions of different geometry. It is assumed that ma 10  , there are shown two cases: 
b=0.9 and the protrusion height about 10 0a  and b=0.95 and the protrusion height about 20 0a . 
 
5.4 Summary 
The formulation of the problem of protrusion heating that was given in this 
chapter allowed an accurate determination of the electric field distribution inside a 
metallic protrusion of micron size and the temperature rise inside of it. This 
temperature rise is greatly dependent on the geometry of the protrusion, i.e. on the 
field amplification factor, β and on the protrusion height-to-base ratio. It was found 
that in order to achieve melting temperature in  copper and molybdenum whisker-like 
protrusion apexes for pulses with several hundred nanosecond length the field 
amplification factor should be larger than 50. In this analysis several important effects 
were omitted from the consideration. Inclusion of those factors should be the subject 
of the further study. Accurate analysis of thermal processes in micro-protrusions 
should help to identify regimes of stable operation with low breakdown rate in high-
gradient accelerating structures. The presented analysis showed that it is possible to 
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melt the whisker-like protrusions when the field amplification factor is high enough 
and the pulse length is long enough. It is shown that when amplification factor is 
higher than 50, it is possible to achieve melting temperature of the protrusions in 
several hundred nanosecond pulses. This is consistent with what was shown in the 
literature [5.1]. The larger the height-to-base ratio for the protrusion, the easier it is to 
heat its apex up to the melting point. It was also found that the heat flow plays an 
important role in the process; in particular, it was found that to get meaningful results 
the boundary condition 0T   should be placed deep enough in the metal. First of 
all, all the effects of magnetic field were completely ignored including the induction 
heating. Secondly, the Nottingham effect and the radiation losses from the surface of 
the protrusion were not taken into consideration [5.18], inclusion of these factors may 
lead to the creation of hotter regions inside the protrusion [5.6], which in turn may 
lead to the thermo-mechanical instability and destruction of the tips. This work was 
continued by another member of our research group, where all the mentioned effects 
were included into the consideration [5.20]. 
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Chapter 6: Conclusions and future work 
The development and experimental investigation of the sub-terahertz gyrotron 
operating at 0.67THz developed for the purpose of concealed radiation detection has 
proven to be a challenging task. At the same time, this activity provided a reach field 
for future studies in the areas of tube development and various physical processes that 
affect the gyrotron performance. The extensive analysis of the gyrotron resonator 
circuit and its various components allowed this tube to demonstrate a generation of 
electromagnetic radiation at record power levels exceeding 200kW and with 
efficiencies in excess of 20% at certain regimes. These results have clearly 
demonstrated that this source have huge potential for the chosen task of detection of 
concealed radiation. The experiments with this gyrotron have shown that it is possible 
to create a breakdown event on an array of initiators and in the chamber with 
controlled atmosphere. To further improve the generation of the electromagnetic 
radiation several issues in the gyrotron design should be addressed in the subsequent 
experiments. These issues included a need in a more robust output window and more 
reliable electron gun.  
The analysis of the data obtained in the experiments gave rise to a number of 
theoretical studies that analyzed a number of processes affecting the performance of 
the detection scheme the sub-terahertz gyrotron and addressing some general issues in 
high power microwave device operation, that were the prime suspects in deteriorating 
the device performance. A careful analysis of the breakdown volume and the effect 
that the atmosphere has on the propagating radiation was performed, making possible 
further enhancement of the range of the system. At the same time the performance of 
 149 
 
the gyrotron was severely hindered by the breakdown events taken place inside the 
tube. This breakdown events deteriorate the quality of the output RF radiation. To 
deepen the understand of the process of RF breakdown inside a high-gradient 
structure a number of scenarios, including the role of the microprotrusion on the 
surface of the metal and metallic particles that can be melted in high frequency RF 
fields, were analyzed. This analysis expanded the current understanding of the 
breakdown process.  
Overall this work is a first step in development of a truly portable device for remote 







It is well known that electric field in the vicinity of a sharp metallic object is 
amplified. For many applications it is important to determine the amplification factor 
of this field and the radius of curvature. Point Charge Model (PCM)[5.12, 5.13], that 
was developed for the analysis of field emitters provides an elegant solution to these 
tasks. This model is based on the fact that it is possible to represent protrusion surface 
using a linear chain of point charges assembled in such a way that so that their 
equipotential surface mimics that of an actual object. By themselves the radius of the 
equipotential line of the nth point charge, denoted as |an|, can be related to the 
magnitude of the charge itself. 
Assembling these charges in a line approximates the emitter, as in Fig. 1 in the case 
of 3 point charges (n=3), such that the nth point charge is located on the apex of the 
(n-1)-th sphere. The expression for the field and apex radius can be obtained 
analytically if an+1/an= r for all n, and such an example is shown in Fig. 2 for r=0,75 
for various n. The growth as well as the destruction of metallic whiskers or bumps 
can therefore be characterized by evolution of n and r. If the apex of an emitter 
sharpens due to surface migration, for instance, under application of high fields, then 
the r factor should decrease. On the other hand, if the apex is damaged and blunted, 




Figure 1 The illustration of Point Charge Model. The circles are the equipotential lines of their 
center charge only: the total equipotential surface is created by all the point charges and is 
therefore slightly larger, reproduced from [5.13]. 
 
Figure 2 The shape of the emitter in the point-charge model for different values of n for r=0.75. 
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