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Abstract: The exploitation of potential societal benefits of Earth observations is hampered by users
having to engage in often tedious processes to discover data and extract information and knowledge.
A concept is introduced for a transition from the current perception of data as passive objects (DPO)
to a new perception of data as active subjects (DAS). This transition would greatly increase data usage
and exploitation, and support the extraction of knowledge from data products. Enabling the data
subjects to actively reach out to potential users would revolutionize data dissemination and sharing
and facilitate collaboration in user communities. The three core elements of the transformative
DAS concept are: (1) “intelligent semantic data agents” (ISDAs) that have the capabilities to
communicate with their human and digital environment. Each ISDA provides a voice to the data
product it represents. It has comprehensive knowledge of the represented product including quality,
uncertainties, access conditions, previous uses, user feedbacks, etc., and it can engage in transactions
with users. (2) A knowledge base that constructs extensive graphs presenting a comprehensive
picture of communities of people, applications, models, tools, and resources and provides tools
for the analysis of these graphs. (3) An interaction platform that links the ISDAs to the human
environment and facilitates transaction including discovery of products, access to products and
derived knowledge, modifications and use of products, and the exchange of feedback on the usage.
This platform documents the transactions in a secure way maintaining full provenance.
Keywords: data discovery; metadata; knowledge base; graph data; intelligent semantic agents

1. Introduction
The current conceptual approach for discovery of Earth observation (EO) data and derived
products is to a large extent based on a perception of data as passive objects. Extracting information
and creating new knowledge from data often requires a high level of expertise. Users have to engage
in often tedious search processes to discover data. Missing metadata reduce the chance to match data
to requirements and determine applicability. Utilizing the data for research most often involves lengthy
processes to access products and translate them into a format suitable for the purpose. For decision
support, the high level of expertise required to extract information from data is a major obstacle.
Feedback on the usability of data for different applications is mostly not collected and not available
to users searching for data and knowledge. Semantic issues hamper discoverability and reduce
usability of the data and products. Users who would benefit from collaborations often discover
potential collaborators by chance. Linking of users with similar interests happens in social networks
disconnected from data discovery and access tools. As a result, exploitation of Earth observations (EOs)
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in Earth sciences is at a level much lower than desirable and feasible. The use of products and
knowledge derived from Earth observations (EOs) for decision and policy making is also hampered
by the level of expertise required to extract relevant information from data products and by the
limited discoverability.
Currently, the challenges to the discovery, access and use of the increasingly comprehensive
Earth observation (EO) data greatly limit the exploitation of the potential societal benefits of this
global resource. In fact, the value of Earth observation (EO) as a ‘public good’ depends mainly
of the conditions of access to that good [1]. At the same time, humanity is facing growing global
threats, see, e.g., [2,3]. Humanity’s quest for sustainable development expressed in the United Nations’
Agenda 2030 [4] is hampered by a lack of information on the biosphere and humansphere, and much
of this information could be extracted from Earth observations (EOs) [5]. Developing the interventions
that can facilitate progress towards the seventeen Sustainable Development Goals (SDGs) set in the
Agenda 2030 and monitoring progress toward the associated Targets requires comprehensive input
from Earth observation (EO) communities, see, e.g., [6,7]. Sustainable development as defined in the
Agenda 2030, as well as, developing sustainability in general requires a scientific paradigm shift
toward systems thinking [8] and this transition has to be informed by comprehensive integrated
Earth observation (EO) data. The current description of globally connected systemic and catastrophic
risks captures poorly the role of human-environment interactions [9], and this creates a bias towards
solutions that often ignore the new realities of the Anthropocene [10]. Understanding “Anthropocene
risks”, i.e., risks that emerge from human-driven processes, interact with global social-ecological
connectivity, and exhibit complex, cross-scale relationships [10], requires full and easy access to
information that can be derived from Earth observation (EO) data and tools for the extraction. The large
human-caused changes in the planetary physiology carry the risk of unexpected new phenomena
with potentially global consequences and threats [9]. Examples are the emerging threats of sargassum
blooms [11], the potential existence of a tipping points for a trajectory towards a “hothouse climate” [12],
the possibility of ocean anoxic events [9], and the potential overload of the ocean with carbon [13].
Assessments of risks in general and “Anthropocene risks” in particular very often show a tendency
to assume that the large risks are more likely in the far future [14]. For example, a potential state
shift in the biosphere [15], reaching tipping points for a hothouse trajectory [12], or the overload
of the ocean with carbon [13], etc., are all very often considered as a possibility in the far future,
thus ignoring that there are potential hidden risks that could trigger such catastrophic events in the
near future. Assessing risks, developing interventions to address the threats today and having early
warnings concerning hidden risks also need full access to comprehensive Earth observations (EOs) to
address the many knowledge gaps regarding catastrophic risks and to inform interdisciplinary and
transdisciplinary mapping and tracking of the multitude of factors that could contribute to global
catastrophic risks [16]. In the light of the challenges modern society is facing and the enormous value
easy access to comprehensive and integrated Earth observation (EO) data and derived information
would have for addressing these challenges, it seems imperative to transform the current relationship
between data and users [5]. Thus, the goal of utilizing the societal benefits of Earth observations (EOs)
has to be a major design criterion for systems that manage and provide access to such data.
1.1. Meeting Societal Data and Knowledge Needs
Over several decades, Earth observation (EO) communities have made efforts to increase the
realization of the societal benefits of Earth observation (EO). The Integrated Global Observing Strategy
(IGOS) initiated by the G7 in 1984 as a framework for Earth observations (EOs) was developed with the
goal to identify what was essential to be observed in order to document comprehensively the changes
that are happening on the planet [17]. The Integrated Global Observing Strategy Partnership (IGOS-P)
was established in 1998 with the mandate to ensure that Earth observations (EOs) would respond
to societal needs. This partnership brought together major organizations in the scientific and Earth
observation (EO) fields and engaged in efforts to first identify what needs to be monitored and then to
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facilitate the implementation of corresponding observing systems. IGOS-P used a well-defined theme
approach to define the overall strategy, with the themes being motivated by real-world challenges [18].
The resulting IGOS-P theme reports documented very well the outcomes of the first step defining
from observational needs for societally relevant themes, see, e.g., [19–23]. However, IGOS-P was less
successful in the second step.
Already the Agenda 21 [24], which wasa result of the World Summit in Rio in 1992, emphasized the
need for coordinated Earth observations and for the creation of knowledge that would support decisions
for sustainable development. The World Summit on Sustainable Development in Johannesburg in 2002
reconfirmed the need for coordinated Earth observations, and this led in 2003 to the initiation of the ad hoc
Group on Earth Observations (GEO) with the task to develop in eighteen months an implementation
plan for the Global Earth Observation System of Systems (GEOSS). The outcome of this activity resulted
in 2005 in the establishment of Group on Earth Observations (GEO). The vision of GEO is a future where
decisions can be informed by Earth observations. Considering the spectrum of challenges and threats to
our global civilization, this is no longer a nice-to-achieve vision; it is a necessity for survival. For GEO,
the tool for making progress towards this vision is Global Earth Observation System of Systems (GEOSS).
Initially, GEOSS was intended to be integrated into an end-to-end feedback loop with GEOSS providing
data and information in support of decision making and users providing feedback on information needs
for the further development of GEOSS (Figure 1). Importantly, this initial concept included for GEOSS the
task of integrating Earth observation (EO) data with other data and the use of Earth system models to
generate the information and knowledge required by societal decision makers.

Figure 1. The initial concept for global Earth observation system of systems (GEOSS) emphasized its
aim to inform decision making through an end-to-end feedback loop of data and knowledge supporting
decision making and feedback from users informing the development of GEOSS. GEOSS was intended
to integrate Earth observation (Earth observation (EO)) data with other data and Earth system models
to provide the information needed for decision and policy making [25].

In the first ten years of GEO, considerable efforts were made on the feedback part of the loop to
improve the knowledge of societal needs in support of defining EO priorities, both in communities of
practice that mostly originated in IGOS-P themes, see, e.g., [26], and dedicated efforts to gain overviews
of observational requirements derived from societal needs, see, e.g., [27–30]. For the development
of GEOSS, the main effort was on improving data discoverability, availability, and accessibility,
while the integration with other data and models had much lower priority. As a result, GEOSS
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up to today serves best expert communities who have the capacity to search, access, and process the
data. Efforts to combine data with a knowledge base remain at an early conceptual state. As recent
as 2019, a new concept paper has been accepted by the GEO Executive Committee that proposes
the development of a GEOSS Knowledge Hub mainly for expert communities as a framework for
transforming Earth observation (EO) data to knowledge for decision making [31]. On the other hand,
participatory workshops bringing Earth observation (EO) and science communities together with
societal stakeholders again and again reveal that there is a lack of capacity outside relatively small
expert communities for the extraction of information from Earth observations (EOs), see, e.g., [32].
Considerable efforts have been made to measure the potential and actual societal benefits of
Earth observations (EOs). For example, from 2009 to 2011, a community effort led by NASA aimed
at an assessment of societal benefits of Earth observations (EOs) as a basis for the prioritization
of Earth observation (EO) systems [27,33]. For several years, the GEO Work Programme included
a Fundamental Task on Societal Benefits organizing a sequence of workshops addressing the assessment
of societal benefits of Earth observations (EOs). NASA has set up the “VALUABLES” collaboration
to measure how satellite information benefits people and the environment when it is used to make
decisions [34]. However, very often the results of these assessments are published in reports and not
easily available in digital format to link benefit-based knowledge needs to observational requirements.
New societal knowledge needs emerged in 2015 with the United Nations’ adoption of the 2030
Agenda for Sustainable Development [4], the adoption of the Sendai Framework for Disaster Risk
Reduction 2015–2030 [35] by the United Nations, and the Paris Climate Agreement reached under
the United Nations Framework Convention on Climate Change (UNFCCC). GEO has responded to
the emergence of these agreements by including the support for the UN 2030 Agenda for Sustainable
Development, the Paris Climate Agreement, and the Sendai Framework for Disaster Risk Reduction
in the global priorities. Likewise, several United Nations agencies give the support of these frameworks
high priority. Among others, the urgent need for a transformative digital ecosystem for the environment
is emphasized by [5] to ensure that progress towards sustainability is informed by data.
Considering the example of the 2030 Agenda, the development and validation of interventions to
reach the many targets associated with the seventeen Sustainable Development Goals (SDGs) pose
wicked problems to society. Wicked problems are social or cultural problems that are difficult or
impossible to solve because of incomplete and often contradictory knowledge, the large number of
people and opinions involved, the heavy economic burden associated with progress towards a solution,
and the interconnected nature of each problem with many other problems [36]. All of this applies
to the Sustainable Development Goals (SDGs). In particular, knowledge on how to make progress
towards the Sustainable Development Goals (SDGs) is incomplete and contradictory, reaching the
SDGs even on a local level involves the whole of society, making progress requires a rethinking
of economy [37], and the goals are strongly interconnected, see, e.g., [38–40]. Moreover, there are
many interactions between the individual goals that are variable across different economic, social,
and cultural settings [7].
Monitoring progress towards the targets associated with the Sustainable Development Goals
(SDGs) requires metrics defined by a set of indicators, and developing indicators that provide useful
quantitative metrics is a long process involving the scientific community, see, e.g., [41,42]. The United
Nations Statistical Commission (UNSC) created the Inter-Agency and Expert Group on SDG Indicators
(IAEG-SDGs) with the aim to develop a manageable indicator framework. Based on a proposal of
the IAEG-SDGs, an initial framework with a total of 232 global indicators was adopted in 2017 by
the United Nations General Assembly as a voluntary and country-led endeavor to monitor progress
towards the SDG Targets. According to the level of data availability and methodological development,
the SDG Indicators have been grouped in three different Tiers: From Tier I, for the ones having
an established methodology and widely available data, to Tiers II and III, for those not having data
available or no methodology established, respectively. As of 11 May 2018, the updated tier classification
contains 93 Tier I indicators, 72 Tier II indicators, and 62 Tier III indicators [43]. However, actually
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being able to quantify these indicators for individual countries poses an insurmountable challenge to
small countries like the Small Island Developing States (SIDS) and those countries with very limited
economic resources. Many of the indicators depend very much on Earth observations (EOs) and
an integration of Earth observations (EOs) with other socioeconomic data and models [6,7,44,45].
Many efforts have focused on archiving and publishing datasets. An example is the World Data
Center PANGAEA [46], which is a member of the ICSU World Data System. PANGAEA provides
services for archiving, publishing, and re-usage of data [46]. Most of the datasets are open access,
and a search engine provides a high level of discoverability. However, being a repository, the dataset
are passive objects and extracting information from a dataset requires accessing the data and using
expertise in the analyses of the data. The datasets are structured under a set of themes and sub-themes,
which limits transdisciplinary approaches.
Efforts are also being made to utilize relationships between datasets and products to increase
data discoverability and utilization. For example, the Linked Open Data Cloud (LODC) captures the
relationships between an increasing number of datasets [47]. As of March 2019, the dataset contains
1239 datasets with 16,147 links. More datasets can be registered manually and links can be recorded.
The LODC generates domain specific sub-clouds. Users can interactively explore the cloud to retrieve
information of specific datasets or explore the relationships captured in the links. The full LODC is
available for analyses. However, links to other objects such as applications, user types, processing
tools, etc., are not comprehensively captured and feedback on the datasets is not solicited.
Recommender systems that would promote datasets and products to potential users are very
limited in the Earth observation (EO) community. However, recommender systems are increasingly
used for the promotion of commercial products. Commercial retailers increasingly use advanced
algorithms including big data analyses, deep learning, deep search, and crowd-sourcing to bring their
products to potential customers. In the early use of the Web, customers often had to carry out lengthy
searches over limited domains to discover the products and services they were looking for, a conceptual
approach that is denoted here as Customers Discover Products (CDP). The recent development in the
commercial domain constitutes a transition to a conceptual approach where a framework enables
products to discover potential customers, a concept denoted here as Products Discover Customers
(PDC). Customers of, e.g., Amazon are informed when new books and other products appear on the
market that might be of interest for them based on previous searches or purchases. Recommender
systems have been developed and deployed in supermarkets to aid customers in decisions of what
to choose from the large variety of products, see, e.g., [48]. Web advertisements are targeted to likely
recipients based on social media behavior or Web searches. In Products Discover Customers (PDC),
data from social media are increasingly collected and analyzed to explore connections among people
and between people and products to propose and facilitate new connections. Extensive feedback on
products and services is collected from customers and users and made available to inform decisions of
other customers and users. In some cases, attempts are made to stimulate feedbacks with rewards,
e.g., when hotels have very low numbers of reviews, Hotels.com offers coupons for special nights
in return for reviews, and feedbackrewards.com manages for companies customer feedback programs
using rewards for stimulating feedback [49].
Recent artificial intelligence (AI) developments have opened the door for intelligent software
agents, see, e.g., [50,51]. Theoretical concepts have been developed to capture connections between
societal agents, products, tools, activities, and transactions, and to construct graph data describing the
chains and networks between these elements.
1.2. From Passive Data Objects to Active Data Subjects
The ability to design intelligent software agents that can represent a data product and provide
comprehensive information derived from this product, combined with the ability to construct extensive
graph data provides a basis for a transition in the Earth observation (EO) domain from the perception
of Data as Passive Objects (DPO) to a perception of Data as Active Subjects (DAS). The DAS concept
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has the overarching goal to greatly increase data usage and exploitation. It has the potential to
revolutionize data discovery, sharing, dissemination and usage and by doing so greatly enhance the
exploitation of Earth observations (EOs) for research and the realization of societal benefits. In contrast
with the current DPO concept, in which datasets are passive and isolated in repositories, the DAS
approach pairs datasets with intelligent software data agents that can connect and interact with other
software and human agents. These software data agents are comparable to human agents who provide
links between people (such as actors, musicians, etc.) and potential jobs. Similar to those human agents
for people, the software data agents have full knowledge about the dataset(s) they represent, including
among others comprehensive metadata as well as information on usability and applicability, and they
have the ability to discover potential applications and users for their datasets(s).
The subject does the action. The object is the center of action. In the DPO perception, e.g., researcher
X analyzed the global temperature data to quantified global warming. In the DAS perception, the global
temperature dataset Y would inform that global heating has reached 0.1 ◦ C per decade. In the first case,
the temperature data is the object. In the second case, the data is the subject and this subject informs about
knowledge it could extract from its data.
Another example would be a minister in a government who is in need to quantify one of the
indicators for the SDGs. In the DPO world, the minister could have to engage a team of experts to
discover and collect the relevant data, use appropriate processing tools, and, following a best practice,
generate the quantitative indicator. In this case, all data used would be objects and even the indicator
would be an object. However, in the DAS world, there would be a software agent representing this
indicator, and this agent could inform the minister of the quantitative development of the indicator
in the minister’s country. This would be of great value particularly for the smaller and less resourceful
countries such as the SIDS, see, e.g., [52].
Having active data-based subjects, these subjects also could have the capability to promote their
data and knowledge to societal human agents who would benefit from this. Today, the dominating
concept for data distribution is one of Users Discover Data (UDD). Within the Data as Active Subjects
(DAS), a transition to a new concept of Data Discover Users (DDU) would be possible. This would
be comparable to the ongoing transition in the commercial world mentioned above from Customers
Discover Products (CDP) to Products Discover Customers (PDC).
1.3. Structure of The Paper
In the next section, the DAS concept is outlined in more detail. After an overview, three subsequent
subsections discuss the three core elements of this concept, i.e., the Intelligent Semantic Data Agents
(ISDAs) that are representing datasets, products and services (Section 2.2), the knowledge base that
creates and provides access to extensive graph data (Section 2.3), and the interaction platform on
which human users and ISDAs interact (Section 2.4). Section 3.1 explores the potential of DAS not
only in terms of increased data exploitation but also in terms of capacity building, decision and
policy making, and realization of societal benefits of Earth observations (EOs) and derived knowledge.
Section 3.2 outlines a case study for the validation of the concept, and Section 3.3 provides thoughts on
the implementation and identifies challenges for the implementation of DAS. Section 4 summarizes
the main conclusions.
2. The DAS Concept
2.1. Overview
The overarching design criterion for the DAS concept (Figure 2) is the goal of enabling data products
to actively respond to information and knowledge needs of societal users and to reach out to those who
may benefit from knowing about a data product and having access to the product or information derived
from the product. To some extent, this change in perception of data objects is comparable to the one
from considering cars as passive objects that are driven by humans to cars as active subjects that provide
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transportation to humans and other objects as needed. In the same way as autonomous cars may lead to
a Gestalt shift [53] in how we perceive transportation, the transition to perceiving data as active subjects
could lead to a Gestalt shift in how we perceive knowledge derived from data.

Figure 2. In the data as active subjects (DAS) concept, each intelligent semantic data agent (ISDA)
represents a data product (DP). The ISDAs utilize the graph data in a knowledge base to discover
applications and users that could benefit from their data products. They interact with those users,
or users that contact them, to provide knowledge or manage access to data. All interactions that
impact the data are recorded to ensure provenance. The knowledge base generates graph data based
on information obtained through crowd sourcing or extracted from social and research networks
and publications.

The DAS concept introduced here hinges on three core elements (Figure 2):
1.

2.

Intelligent Semantic Data Agents (ISDAs) that are software agents that represent data products.
They have the goal to serve potential users and to increase the exploitation of the societal benefits
of the data product they represent. To achieve this, an ISDA has comprehensive knowledge
about the data product it represents including quality, uncertainties, access conditions, previous
uses, user feedbacks, etc. These non-human software agents have the semantic capabilities to
communicate with potential users in the human environment and comprehensive graph data
in the knowledge base. The ISDAs also have semantic and pragmatic descriptors that allow
them to meaningfully interconnected with software agents of other datasets through complex
and dynamic relations. These relations are continuously updated as users interact with the data
agents and provide feedback on the data.
A knowledge base that can construct and analyze extensive graphs presenting a comprehensive
picture of the elements in a community of people, applications, models, tools, and resources.
Earth observation (EO) data is mostly polyglot spatial data representing properties at points, lines,
or polygones in space and their changes over time (Figure 3). Graph data captures the connections
between objects and can consist, e.g., of property graphs linking persons, network graphs linking
locations, semantic graphs linking language elements in ontologies, and more generalized graphs
linking diverse objects such as data sets, information needs, and societal agents. Polyglot data
are helpful in answering questions such as “how did land cover change over time at this point?”
Graph data can answer questions such as “which researcher could benefit from land cover data?”
The knowledge base will focus on graph data providing links between, e.g., knowledge needs and
data types, user types and applications, publications and datasets, processing tools and datasets.
None of the objects linked in the graph data resides in the knowledge base.
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An interaction platform to negotiate and execute “contracts” under which users gain access
to knowledge extracted from data, access data, modify data, use data and provide feedback
on their usage, and to document these interactions in a secure and reliable way maintaining
full provenance.

Figure 3. In the DAS concept, graph data capturing the properties and connections in diverse networks
(people, applications, models, datasets) are used by data agents representing data to match users and
data both on request (searches) and through promotion. The data agents “learn” from user feedback
and dynamically adjust to changes in the graphs.

In the DAS concept, datasets and products derived from Earth observations (EOs) are associated
with the Intelligent Semantic Data Agents (ISDAs) that can communicate semantic information
in response to queries including access conditions, derived knowledge, quality, uncertainties, guidance
on applicability, and user feedback. Conceptually, these ISDAs utilize the graph data in the knowledge
base to explore the user landscape in search for users that might have interest in the data (Figure 2).
They can interact with users as well as other ISDAs. An ISDA will also have knowledge about tools
that can make use of the data or derive other products from the data. The sharing of this knowledge
with users facilitates rapid capacity building in the use of the data and broadens the range of scientific
applications of the data represented by the ISDA. Thus, the DAS concept provides remedies to many
of the current issues associated with a perception of passive data objects paired with passive metadata
that often are maintained separately from the actual data. All interactions with a data agent are either
integrated into the agent as an innate part or recorded in the provenance system.
The knowledge base in the DAS concept uses deep searches, big data analyses and crowd
sourcing to map for specific use cases the user landscape in the communities engaged in research and
applications and to identify their knowledge and information needs. Based on deep searches and deep
learning, graphs of user types, what they do, their tools, and their potential needs are constructed from
publications, social networks, social media communications, and observation inventories. The graph
data are analyzed to enable the ISDAs to promote their data products to users with potentially matching
interests and needs.
The ISDAs utilize the interaction platform for communication and interactions with users.
This platform provides a system that tracks interactions with users, ensures provenance and increase
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reproducibility of research that is based on the represented data. The matching of users and data
products takes place on this interaction platform, which will ensure provenance. The interactions are
handled with an approach similar to smart contracts. Searches and feedbacks are analyzed by the
knowledge base to update graphs and by the ISDAs to add intelligence to the ISDAs and to enable
them to identify new potential use cases for the data they represent.
2.2. Intelligent Semantic Data Agents
The introduction of the software Intelligent Semantic Data Agents (ISDAs) (Figure 2) is a concept
that has the potential to revolutionize the interaction of users and data. The principle idea is comparable
to the human agent of, e.g., a movie star, who has the task to promote the actor and to negotiate new
engagements for the actor. Ideally, the human agent has all relevant information about the actor,
including past engagements, preferred partners, limitations, and preferences, and fully understands
the capabilities of the actor. Similarly, an ISDA has all relevant information about a dataset, including
comprehensive provenance, related datasets, models and applications to be used by users, user types
that might be interested, applicability and limitations, quality and uncertainties, and more. The ISDA
has the task to promote the dataset actively to potential users (thus making progress toward the Data
Discover Users (DDU) concept), to respond to queries, to inform about the dataset, to provide derived
information (e.g., selected statistics, subsets, etc.), receive feedback from users, and to learn from user
interactions to be better prepared for future users.
From a semantic point of view, the knowledge base will formulate the semantics of the domain,
such that each data product has a meaning attached to it. However, it will go beyond the semantics of
datasets to a pragmatic approach, in which a data product is represented by an agent that is aware
of the data product’s meaning and is capable of learning potential use cases of the data product.
Thus, data products will be represented by agents (the ISDAs) that can act on knowledge within the
knowledge base and generate new knowledge.
Data products present in the graphs of the knowledge base will be represented by ISDAs that
act on their behalf. The ISDAs are purposive software agents whose aim is to facilitate the interaction
between users and the data product. In particular, an ISDA will be able to respond to questions about
its data product, provide access to parts or all of the data product, and solicit feedback on the data
product. Initially, the ISDAs will be goal-based agents [50,51] but they will have to evolve into learning
agents. The ISDAs can request specific analytics from the knowledge base to discover potential users
and to enter into communication with them. In particular, it can find users with the skills and interest
to use the data or who might need these data to corroborate a published study, even if these potential
users did not know of the existence of the data. The ISDAs will be able to use the social media and
contact information of users in the knowledge base to enter in communication with them. A core
research question on the path to implementation is how rich the data description will have to be to
enable these capabilities.
The ISDAs are capable of executing complex transaction patterns with users, such as granting
access, executing custom queries to aggregate, truncate, convert, randomly sample data, and provide
references or meta-data. For that, the agents will adopt a transaction processing framework to manage
its interactions with other agents and users [54].The concept of rough set [55–58] can be considered as
a capability of the ISDAs.
The ISDAs will be able to grow from initial “seeds” with very limited capabilities into fully
developed “adult” agents that have access to all the information related to the dataset, including all
uses, experiences, feedbacks. Thus, the agents gain in knowledge as the knowledge base becomes
more complete. A deep-learning algorithm will be used to further enrich the information available to
an ISDA about the represented dataset so that it can link to users with potentially matching interests
and needs and inform users about products of potential interest to them, including the data sharing
and access conditions.
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The ISDAs will also benefit from a generalization of the concept of digital object identifier which
comprehensively identifies a dataset including the relevant metadata, the ISDA, and derived datasets
in a consistent identification scheme. Having the main identifier pointing to the ISDA instead of the
dataset itself will ensure that a user who aims to access the data always will have access to the full
history of transformations and applications of the data.
2.3. The Knowledge Base
The knowledge base is envisioned as an extended version of the existing Socio-Economic and
Environmental Information Needs Knowledge Base (SEE-IN KB), which has the main function to
construct and analyze graph data capturing the connections between datasets, products, applications,
user types, and other elements in scientific communities and society at large. To the extent permissible
under privacy and personal data protection regulations (such as the European General Data Protection
Regulation (GDPR)), individual persons can be integrated into graph data. This knowledge base
provides the graph data and analytical tools to connect users and facilitate collaborations.
Graph data consists of two basic elements: The nodes (or vertices), and the links (or edges)
between these nodes. Both the nodes and links are objects that are characterized by a set of
properties. Each link is associated with two nodes. Links can be directional with head and tail
nodes or bidirectional. In the Socio-Economic and Environmental Information Needs Knowledge
Base (SEE-IN KB), the nodes are not limited in terms of what objects can constitute a node. For example,
nodes can be as diverse as a specific person, a group or type of humans (e.g., a user type), a dataset,
an information need, a societal goal, a modeling software, or a specific observation sensor. The set
of properties for each class of nodes and links is dynamic and can be extended as more information
about an object becomes available. Importantly, each node and link has a unique identifier.
The knowledge base uses big data analysis techniques to map the user landscape in the
communities engaged in research and applications and identify their knowledge and information
needs. It generates graph data that describe user types and their potential needs based on publications
and social media communications and links them to tools and datasets. In utilizing published
information on persons, such as paper authorship and owners of data and processing tools, it will
be important to ensure compliance to privacy and personal data protection regulations, such as the
General Data Protection Regulation (GDPR). Individual persons can be integrated as nodes into the
graphs. During the development of the Global Earth Observation System of Systems (GEOSS) User
Requirements Registry (URR), which initially only captured user types, users of the User Requirements
Registry (URR) repeatedly requested the possibility to link themselves to user types and establish
a social network of users within the User Requirements Registry (URR) [30]. It is expected that similar
requests are made for the knowledge base. The knowledge base also maps the Earth observation (EO)
landscape in terms of available datasets, products, and processing tools. The research communities
are being mapped in terms of research topics, needs, and challenges, as well as the tools available
to process and analyze data and to use data for modeling and simulation. An important source for
mapping research communities is the comprehensive publication and citation data compiled in rapidly
expanding research knowledge hubs. Increasingly, journals require information on data and tools used
for the research published in a paper, see, e.g., [59]. This information can be exploited to inform the
construction of graph data and to increase the knowledge and skills of the ISDAs. The development of
the graph data also is based on deep searches and deep learning from scholarly and other publications,
social networks, etc. In particular, the knowledge base will employ parallel crawlers to inform the
construction of graph data.
The knowledge base requires the capability to provide the information needed to bring data
and products to potential users. This capability has to be based on the full spectrum of graph
theory. This includes the detection of components and communities applying, e.g., the deep search
algorithms depth-first search (DFS) [60] and Kosaraju, see, e.g., [61], and the concept of weakly
connected components, label propagation, and spacification [62]. Evaluating community structures
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can focus on conductance, modularity, and clustering coefficients [63], and this provides a basis to
identify collaboration potentials between research groups and individuals. Ranking and walking along
graphs provides a basis for prioritization as well as discovery of relevant nodes in support of data
promotion and can be based on algorithms applying pageranks and different centralities, see, e.g., [64],
random walking and sampling. Path-finding facilitates the identification of users who’s requirements
could be a match for a dataset, applying, e.g., Dijkstra’s [65] and Bellman-Ford’s [61] algorithms.
Importantly, detection of unreliable or fake information [66,67] has to be integrated into the graph
development processes.
The Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB)
provides extensive search and feedback utilities and the analysis of both searches and feedbacks with
deep learning methods can further improve the capability to add intelligence to the Intelligent Semantic
Data Agents (ISDAs). Crowd-sourcing opportunities can be used to gather both primary graph data
and feedback on data and the performance of the ISDAs. The lexicon (ontology) contained in the
Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB) as the primary
source for all semantic aspects will grow based on deep learning from other registries and from user
interactions. The Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB)
provides access to a large set of user needs (originally collected in the Global Earth Observation System
of Systems (GEOSS) User Requirements Registry (URR) [68,69]) and observational requirements
(partly harvested from OSCAR, see http://www.wmo-sat.info/oscar). The Socio-Economic and
Environmental Information Needs Knowledge Base (SEE-IN KB) explores existing and new data
repository in an effort to link Earth observations (EOs) and the global community of potential users.
Big data analytics on the graph data in an extended version of the Socio-Economic and
Environmental Information Needs Knowledge Base (SEE-IN KB) is at the core of the DAS concept.
In the current DPO concept datasets are passive and isolated in repositories. In contrast to this, the DAS
approach will create the graph data of a “Web of things” where each dataset will be represented by
a node with semantic and pragmatic descriptors, and meaningfully interconnected with the other
entities (other datasets, users, models, instruments, etc.) through complex and dynamic relations,
which will be updated as users and ISDAs interact with the graph data and provide feedback.
The graph data requires a generic model for metadata (referred to below as metamodel) that
enables the networked representation of a population of entities and their mutual relations. Since the
system is open-ended, and the final extent of all datasets that may be added is not known at inception,
it would be illusive to attempt to create a fixed and comprehensive ontology that would encompass
every future addition of datasets in the knowledge base.
A dataset provides a partial, biased, and time-bounded description of an object of interest in the
real world. This means that the dataset expresses a reference in a semiotic relationship that involves
the real world object as a referent, and the specific form of the data as symbol. The data provider
and data users relate with the dataset both at a semantic level to uncover the meaning expressed in it,
and also at a pragmatic level to achieve some practical ends, communicative or otherwise. In this sense,
datasets seem to be more complex objects to manipulate and recommend automatically than products
on Amazon or videos of Youtube. Even the individuation of the real-world object to which the data
is pointing is subject to the researcher’s interests and underlying theories or a user’s preconceptions
and world view. Similarly, the characteristics of the object represented by the dataset depend on the
technical means of observation, on the methodology adopted, and on the level of fidelity decided by
the data provider.
Other aspects to be covered in the DAS approach involve the origin of the data (what actors made
it available), how it was obtained, for instance, whether the measurement is punctual or longitudinal,
whether the data originated from a model (and what kind of model), a survey, observations (what kind
of sensor), and what use-cases the data can support. The Socio-Economic and Environmental
Information Needs Knowledge Base (SEE-IN KB) will also have to enforce integrity rules through
mechanisms like reputation management, voting, and read/copy/write access rules, to make sure that
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datasets are not tampered with, and that single source of truth principles are maintained for every
given data entity.
An important step towards the implementation of the DAS concept is the introduction of
an extensible metamodel that covers these aspects of the graph data, so that the Intelligent Semantic
Data Agents (ISDAs) initiated by data providers may represent their associated datasets as precisely as
possible, that advanced search capabilities may be implemented, and that the big data algorithms have
a rich basis upon which to analyze a continuously growing knowledge base, and ultimately bring the
data to those data users who need it.
Besides the graph-data metamodel, an important ingredient for the DAS concept is the introduction
of advanced machine learning algorithms to bring the data to potential users. Broadly speaking, machine
learning refers to capability of a computer program to learn a knowledge-intensive task while improving its
performance on the task as it gains more experience [70]. The task at hand is the suggestion of datasets and
potential collaborators to a set of users. The performance corresponds to the practical value of the suggested
datasets to the users, while the experience is derived from the feedback obtained from users regarding the
quality of the suggestions. The machine learning algorithms will take advantage of the underlying structure
of the graph data, the similarity between datasets, and the similarity between users as obtained from social
media and scholarly publications. The machine learning techniques that can be used to achieve this include
clustering, collaborative filtering, case-based reasoning, and deep learning.
Clustering is a computing task in which a set of objects is segmented in subsets such that the
objects in one cluster are more similar to each other than the objects out of the cluster [70]. Clustering
can be used to create categories of datasets on the one hand, and categories of users and applications
on the other hand. The clustering of datasets can be performed by applying the highly connected
subgraph algorithm [71] on the graph data. Datasets will be found in the same cluster if they are
highly connected in the graph data, which would mean that the datasets within one cluster will share
relevant variables and methodological features. The similarity metric of the clustering algorithm will
be continuously adapted based on the feedback received from users. Thus, as the algorithm gains
in experience, the clustering of the datasets will result in groups more and more homogeneous, thereby
enabling more customized suggestions. Since the graph links have different semantics, the same
dataset element will potentially belong to multiple clusters, for instance geographic clusters, data
fidelity clusters, topical clusters, etc.
Using social network data (such as Facebook posts or Twitter hashtags), parsed publications,
research knowledge hubs with citation data, newspaper articles (particularly those discussing
science-related topics), co-citation analysis, as well as past patterns of dataset search and use, it will
be possible to similarly cluster the users into multiple groups based on their scientific disciplines,
their application domains of interest, their geographic area of focus, etc. Here again, as the algorithm
learns more about the relevant properties that users share, they will be placed in clusters that become
more and more specific, so that the recommendations will become more accurate.
Collaborative filtering uses the ratings and feedback provided by users of a product to recommend
the same product to users with a high level of similarity. A commonly used similarity metric is the
Pearson correlation [72] or the vector cosine-based similarity [73]. In this approach, crowd-sourced
user feedback is exploited to provide better suggestions. This method may be inadequate at the
beginning when user feedback data is sparse, but improves exponentially as user data becomes
more widespread [74]. Collaborative filtering works well in combination with the clustering method
described before, since, initially, recommendations may be forwarded to users in the same cluster,
as they share some similarity.
In case-based reasoning, properties of datasets and of users entities are utilized to match users
and products. The cases encode knowledge such as “users sufficiently similar with user u and who
accessed dataset with property x also used dataset with property y.” As such, case-based reasoning
will exploit the results of the clustering algorithms. Case-based reasoning algorithms are often based
on decision trees [75] and have some major benefits: They are suitable for non-formalized knowledge
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domains, they are robust and easy to maintain, and they allow for incremental improvement. However,
just as with collaborative filtering, the approach becomes computationally inefficient when the domain
is too dynamic and when the number of cases becomes very large [76].
To remedy these shortcomings, deep learning, based on restricted Boltzmann machines [77] are
emerging as very promising techniques for data intensive learning tasks, owing to the availability
of parallelized computational resources. These techniques use successive layers of neural networks
and perform computations of increasing levels of abstraction to discover a hierarchy of features,
from low-level features to higher level ones [78], i.e., a bottom-up approach. Deep-learning algorithms
have been successfully applied to computer vision and language processing and have only recently
begun to be used in commercial recommender systems [79]. As shown in [80], deep-learning algorithm
can be used to learn about the attitudes of a user toward a dataset from the review text of dataset
posted by users and the features of the product itself, and thereby match datasets with types of users
to maximize the utility of a dataset for a certain type of user.
2.4. Interaction Platform
The interaction platform is the space in which users and ISDAs interact with each other (Figure 2)
and where a track record of these interactions is being kept. Users of the platform can take on the
role of data provider, who want to make datasets available to a community of users, and data users
who may be scientists who need some data in the context of their research or other social agents
(individuals, governmental bodies, NGOs) who may have interest in knowledge derived from the data
to answer practical questions relevant to their problems.
Experience and events should be captured in schemes that provide a complete history of a given
dataset. While such a scheme for the recording of the transactions could be based on blockchains, there
are concerns that this would be far too demanding in terms of energy, see, e.g., [81]. Blockchain is
an emerging interaction paradigm for transmission and storage of information without centralized
control. It is a secure and distributed database that is hosted locally by the human or software
agents engaged in a transaction. It contains the history of all transactions performed by these agents,
without a centralized intermediary, thereby allowing each participant to independently verify validity
of a chain of interactions. Furthermore, blockchains can be made public or limit access to only users
with specified credentials.
The first blockchain was introduced by Bitcoin [82], but its use as an architectural model for secure
user interaction has now expanded beyond the domain of digital currencies [83]. User transactions are
structured in blocks. Each block is validated by an algorithmic key or “proof-of-work.” Once a block
is validated, it is timestamped and added to the chain of blocks and becomes publicly visible to the
members of the network. The decentralized, transparent and robust nature of blockchain makes it
particularly well adapted for a distributed and intelligent data search system. However, the choice
of whether to use one of the existing blockchains (for a discussion of potential candidates, see,
e.g., [84]) or to develop a new blockchain dedicated to data and knowledge-related transactions
would be a difficult one. In addition, there are concerns that the trust in blockchains is not fully
justified [85]. An important application of blockchains is to provide provenance particularly with
respect to transfers of ownership in something. This comes with a very high use of resources.
In fact, a white paper developed by the World Economic Forum states that the energy consumed
in the blockchain network is unsustainable [81]. Energy consumption can be reduced significantly
depending on the consensus algorithms used [86], and replacing the “proof-of-work” algorithms by
“proof-of-stake” or “proof-of-authority” results in drastically reduce energy consumption decoupled
from the number of users engaged in a blockchain [87]. For the access to data, tools to process the
data, information derived from data, and knowledge created using the data, the ownership in general
remains with the orginator, and only the rights to access, processing, use and further distribution are
points of negotiation. For this purpose, provenance may be achieved without blockchains. However,
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a distributed ledger that validates and records transactions between several ISDAs as well as between
ISDAs and human agents seems to be mandatory for the interaction platform.
For the management of interactions between agents (data agents, models, persons, repositories,
etc.), a concept similar to that of “smart contracts” could be developed. These “smart contracts” would
automatically perform delegated terms of a contract without user intervention. The traceability of
blockchains or a similar distributed ledger would allow the capture of events and user experiences
as blockchain-based schemes to provide a complete history of datasets addition, access, purchase,
updates, etc. To the extent possible, protocols would facilitate, verify, or enforce the negotiation or
performance of a “contract” between a user and the ISDA representing the data product. With this
concept, many aspects of the transactions could be made partially or fully self-executing, self-enforcing,
or both. Conceptually, this approach provides security superior to traditional more open transactions.
The “smart contract” concept seamlessly interfaces with a distributed ledger.
However, as noted above, blockchains are very demanding in terms of computational resources
and energy, and a careful assessment of the trade-off between the amount of resources needed and
the level of security, perseverance, and documentation achieved needs to be carried out to inform the
design of the interaction platform.
3. Discussion
3.1. Current Status and New Contributions
Many Earth observation (EO) communities have made considerable efforts to improve data
discoverability and accessibility. In particular, Group on Earth Observations (GEO) has made
a significant contribution serving users of data with means to discover data, see, e.g., [88]. In many
scientific communities, efforts have been made towards the integration of data and modeling tools.
A particular focus has been on the development of data models that support interdisciplinary and
cross-disciplinary data integration, see, e.g., [89]. Harmonization of metadata across thematic areas
and beyond poses a major challenge, see, e.g., [90]. Brokering of data and metadata for a large number
of datasets is often at the core of efforts to overcome this challenge, see, e.g., [88,91]. The need for new
transformative approaches is acknowledged, see, e.g., [5,92].
For the development of Earth observation (EO) systems with high scientific and societal benefits,
comprehensive knowledge of information needs is mandatory. Over the last few decades, there have
been abundant efforts at national and international levels to assess user needs that constitute
requirements for Earth observations (EOs). Examples are the reports produced by IGOS-P themes,
see, e.g., [19–21,23,93], and the reports that resulted from the GEO task US-09-01a, see, e.g., [94].
In most cases, mapping of user landscapes was based on limited surveys, user forums, or literature
reviews by experts with emphasis mostly on one or another methodology. Surveys of users often
resulted in limited responses, and the main input was provided by expert groups and communities
(see, e.g., [33] and the references therein). The output of most of these efforts consists mainly in written
reports with no functionality for further machine and algorithm-based analyses. While these reports
have a high value, exploitation is low. Repositories of observational requirements (such as OSCAR,
see http://www.wmo-sat.info/oscar) are mostly limited to relational databases and in most cases
lack a linkage of the observational requirements to societal users and their decision and policy
making processes. In most cases, feedback capabilities are limited or absent and users have limited
opportunities to comment on and augment the information in the repositories. The construction and
analysis of graphs is not supported in these approaches. However, implementing DAS can build on
these initiatives and utilize the resulting reports and repositories in the construction of graphs.
The Global Earth Observation System of Systems (GEOSS) User Requirements Registry (URR)
aimed to construct graphs that represented user types, applications, observational requirements,
and needs in terms of research, technology, infrastructure, and capacity [69,95,96]. These graphs
captured the connectivity between instances in one group as well as cross-group interdependencies.

Data 2019, 4, 135

15 of 25

The experience with the URR shows that users wanted the graphs to be extended to include far
more groups, such as models, tools, people, data, knowledge, decision and policy making, etc. [69].
This user-based request was one of the main motivations for the transition of the URR to the
Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB).
Identifying and describing comprehensively all characteristics of data relevant for the matching
of potential users still presents a major challenge to the provision of sufficient metadata. Different
communities have different views and understandings of a given characteristics, and this severely
hampers harmonization (see, e.g., the discussion on data quality in [97]).
Abundant efforts have been made to map the user landscapes for Earth observations (EOs).
For example, numerous efforts have been made to characterize those users engaged in water
sustainability that depend on information derived from Earth observations (EOs), see, e.g., [94].
However, the full picture of the user landscape has not been captured, at least not in a form that
could easily be analyzed by algorithms to discover unexploited linkages and unmatched needs. In the
past, focus has been too much on writing reports and articles and not on getting the information on
needs and requirements in a form available for machine-based analyses. The reports (e.g., the set of
reports produced by US-09-01; see [33]) often disappear in shelfs and are not really used in guiding the
development of observing systems and knowledge services or in linking users and data.
Recent developments in unstructured databases allow for a far more flexible approach to data
that represents a system of graphs. Advances in big data analysis and the availability of abundant
information in social media, research networks, social communication channels, governmental and
non-governmental Web sites, and online publications enables the machine-based construction of
complex graphs that include, among others, also the decision and policy making processes and
agents that depend on evidence and knowledge derived from Earth observations (EOs). Likewise,
improvements in the presentation and analysis of graph data open new avenues for comprehensive
user assessments and the detailed mapping of user landscapes. Importantly, the theory for the analysis
of graph data is fully developed (see Section 2.3) and provides a powerful tool for those who need
to explore the landscape in order to identify and engage with users, discover gaps, and improve
the services they provide to better meet the needs of the users. Utilizing these recent developments,
efforts have been made to utilize large Web-based knowledge sources to develop new avenues for
access to data sources. For example, knowledge has been extracted from Wikipedia to link this
knowledge to data by [98]. Other efforts aim at unifying the access to knowledge, see, e.g., [99].
The Linked Open Data Cloud (LODC) provides an opportunity to publish data and integrate it into
a graph connecting data across many domains [47].
Despite the many efforts to improve access and usability of Earth observations (EOs), to increase
knowledge of information needs, and to link users better to available data and knowledge resources,
the current techniques available to Earth scientists and other users to discover and access data are
still at a very low level with respect to comprehensive discovery, easy access, options for feedback,
etc. The separation of passive metadata from the actual data often leads to incomplete metadata with
crucial information missing. This has major impacts on provenance and reproducibility of research.
Data citation is also impacted by incomplete metadata, see, e.g., [100]. What appears necessary is
a fundamental transformation, a “Gestalt shift”, in the view of how data and users should interact [5].
The DAS concept could provide for this transformation.
The overall DAS concept is fully developed (see Figure 2). The knowledge base builds on the
Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB). The SEE-IN
KB is being developed as a knowledge base to construct, store, present, and analyze complex
systems of graphs. It is populated with graphs fully capturing the stakeholder landscapes for
societally relevant themes. It provides the means to explore the graphs to discover connectivity
and to identify gaps in terms of unmatched linkages. The current version of the Socio-Economic and
Environmental Information Needs Knowledge Base (SEE-IN KB) is at a prototype level with respect to
storing graph-data. In most approaches to graph data, the concept of triples is used, where a triple
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consists of two nodes (a subject and an object) and a link or predicate connecting these two nodes
(e.g., the Resource Description Framework (RDF), see [101]). In a number of approaches, the nodes
carry information on the links (in and out links) they are attached to (an example is the “Oracle Big
Data Spatial and Graph” package; see, e.g., [102]). The Socio-Economic and Environmental Information
Needs Knowledge Base (SEE-IN KB) does not include information on links with the nodes. Moreover,
links are not necessarily directional. This generalized graph data model provides on the one hand for
more flexibility and on the other hand requires more analytical skills to extract relationships from the
graph data.
The artificial intelligence (AI)-based construction of graphs applying deep search and deep
learning methodology is at the beginning. The currently available knowledge base design specification
and architecture description needs to be further detailed and discussed with relevant communities,
including the providers of GEOSS infrastructure. Comments from experts communities, including the
private sector, will be crucial for the full conceptual development.
The concept for ISDAs is developed in terms of functionality and desired capabilities. Conceptually,
the ISDAs are fully software agents that represent specific datasets and have the authority to answer queries
from potential users and to negotiate with interested users conditions of data access and use. The ISDAs
could be designed similar to Web servers giving access to information about extended metadata and
contents of datasets, as well as derived attributes. Among others, an ISDA can provide the full dataset
it represents or subsets of it in a user-requested format, can give access to tools used to process the data,
and answer questions that require certain processing of the data. The ISDAs can access and query the
graph data in the knowledge base to discover potential users and contact these users with promotional
information about their dataset. They also can collect feedback from users of their datasets and provide this
feedback to the knowledge base. The machinery the ISDAs could initially work on is the Web. For example,
a dedicated main domain could ensure easily recognizable URLs and enhanced browsers could facilitate
the communication between ISDAs and humans. In a later stage, a new framework for the world of the
ISDAs could be created. The ecosystem of the ISDAs would be a core part of the digital ecosystem for the
environment and the planet envisioned by [5,92].
The main advantage of the DAS concept is the fact that ISDAs are local agents associated with
the data products where these data products exist. Thus, the need to publish data in archives or
repositories, to develop large catalogs of datasets, etc., would be much reduced or disappear.
The interaction platform is conceptually developed in terms of the software and human actors
and the documentation of interactions to ensure provenance. It will provide a matching and recording
framework, where users and ISDAs can interact in promotion of datasets and in transactions that can
lead to data modifications (e.g., for data providers) and use of data (for users). The platform could
utilize the blockchain concept to ensure provenance, but a key question to be researched is the trade-off
between the amount of resources needed and the level of security, perseverance, and documentation
achieved needs to be carried out to inform the design of the interaction platform (see Section 2.4).
3.2. Validation through Case Studies
Detailed case studies addressing societal problems in a transdisciplinary approach could provide
validation of the DAS concept. Initially, focus should be on broad scientific communities that depend
heavily on Earth observations (EOs) and are researching societally relevant problems. Most of the
problems related to sustainable development or developing sustainability are wicked problems [36]
or super-wicked problems [103], and for most of these problems transdisciplinary collaborative
approaches are most suited to address the problem [104].
Problems that appear to be ideal candidates for such case studies are within the
Food-Water-Energy Nexus (FWEN). The FWEN provides an excellent example of interactions
in a complex system of systems [7,38,44] with many potentially severe societal consequences [105].
In particular, a water crisis has been identified as a global catastrophic risk, see, e.g., [106]. Earth
observations (EOs) are crucial to address the FWEN comprehensively, see, e.g., [107,108], and to
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make progress towards the SDGs. The FWEN links sustainability of water use to almost all of
humanity’s activities. Achieving the 2030 Agenda for Sustainable Development [4] is conditioned by
addressing the FWEN and making progress towards global food, water, and energy sustainability.
The Sustainable Development Goals (SDGs) 2 (no hunger), 6 (clean water), and 7 (affordable and clean
energy) are directly interdependent, while almost all other SDGs are impacted or are impacting the
sustainability within these three domains. This makes the landscape of users depending on knowledge
of the state and trends in the planetary physiology including the water, nitrogen and phosphorus
cycles a very complex one. Diagnosing the time and spatial patterns of problems and co-developing
and validating solutions for food, water and energy-related problems constitutes a suite of wicked
problems. Addressing these issues requires access to comprehensive data, and the need for increased
cross-domain data sharing has been emphasized within the relevant domains e.g., [109]. Likewise,
building capacity to use the available cross-domain knowledge for decision and policy making and
management of the relevant cycles in the planetary physiology is a complex task that needs to use many
different avenues to engage with users in their activities. Comprehensive knowledge of the landscape
of stakeholder, decision makers, and knowledge providers engaged in sustainability in a form that
supports matchmaking, collaboration, and participatory activities is a prerequisite for identifying
problems as well as providing evidence and knowledge to those who need this, and to build capacity.
The goal of such case studies would be to improve the understanding of the relationship between
the FWEN and modern global change, including modern climate change, changes in the nitrogen
and phosphorus cycles, and loss of biodiversity, and to develop transformative interventions that
could change the trajectory of the underlying system towards desirable futures. The knowledge base
would be used to construct the graph data relevant for research and user communities related to
these challenges and to construct a data Web of relevant datasets. ISDAs for these datasets would be
trained and would interact with researchers in the participating communities to discover and access
data products. The ISDAs would also promote data products to potential users. Feedback collected
from those participating in the use cases would provide a basis to validate and improve the DAS
components. The communities that ideally should be involved in this validation include, among others,
the Group on Earth Observations (GEO) Initiative “Earth Observations in Service of the 2030 Agenda
for Sustainable Development” (http://eo4sdg.org/), the GEO Water Cycle Community of Practice
(http://www.earthobservations.org/wa_igwco.shtml), the Future Earth Sustainable Water Future
Programme (https://water-future.org/), and the Sustainable Water-Energy-Food Nexus Working
Group (http://water-future.org/working_groups/sustainable-w-e-f-nexus-working-group/).
3.3. Considerations for Implementation
To ensure broad acceptance and support for the transition from the DPO perception to a DAS
perception, the design and implementation of the DAS concept should be further developed
in a participatory modeling. The planning of a versatile, secure, efficient, and active system linking
observations and users for the benefit of society constitutes a wicked problem, and participatory
modeling could be the first step in a collaborative approach to this problem. Group on Earth
Observations (GEO) could utilize its convening power to bring a wide range of stakeholders together
for such a participatory modeling. Again, the FWEN and related SDGs could be the societal challenge
for this participatory modeling effort to focus on.
As a result of this effort, the design specifications for the DAS concept would be further detailed,
including a detailed description of the functionality. The architecture will have to consider distributed
cloud-based elements and will most likely require modifications of the current graph data model.
The current graph data model separates the graph information from the objects. In many other graph
software implementation, objects carry part of the graph information, and it will have to be researched
whether a complete separation of objects and links is desirable and feasible within legal constraints.
The specification will include the description of the methodology for the construction, presentation
and analysis of graph data as well as the functionality for user feedback collections. For the latter,

Data 2019, 4, 135

18 of 25

potential legal constraints will have to be assessed to ensure that the collection of user information is
conform with legal requirements.
The concept for the ISDAs as representatives of datasets and products has to ensure that the
ISDAs have semantic capabilities. A core research question to address is how rich the data description
available to the ISDAs will have to be to enable these capabilities. The development of a genuine
knowledge model that enables AI to reason and search is a necessity for the implementation of the
DAS concept.
The specification of a communication protocols for the ISDAs is an important step towards
implementation. The methodology for self-learning ISDAs can be based on deep learning methodology
to increase their knowledge relevant to the data they represent as well as the potential and actual
applications and users of the data. To some extent, the ISDAs could utilize crawlers to collect relevant
information. It is anticipated that ISDAs will be initiated as minimal seeds and then grow into more
adult ISDAs. A research question relates to the minimum capability of the seeds necessary for them to
grow. Among others, the ISDAs will need limited data processing capabilities to extract rough datasets
or statistical or average properties, and they will have “magnifying glasses” to allow users to zoom
into large datasets. They also should have the capability to provide data in a format requested be
a user. Thus, a user would not have to know anything about the details of how the data are actually
stored in the original data archive.
The generic design specification and architecture of the virtual interaction platform for ISDAs
and users requires careful considerations. In terms of interactions, the platform will support the
capabilities of the ISDAs to respond to user queries, identify users and needs and to promote data
accordingly or to suggest collaborations between users to users. For this, the ISDAs will need to utilize
and analyze the graph data available in the knowledge base to assess where their data would be
beneficial. The ISDAs will be able to provide access to data in various ways. Actual transactions could
be recorded in a scheme derived from blockchains to ensure provenance of both the original data and
derived products,
The knowledge base is currently implemented as an extension of the already existing Socio-Economic
and Environmental Information Needs Knowledge Base (SEE-IN KB). The SEE-IN KB contains considerable
graph data for several research areas including water cycle, geohazards, health, and air quality. The data
model of the Socio-Economic and Environmental Information Needs Knowledge Base (SEE-IN KB) is
specifically designed for graph data, and a methodology for graph construction based on deep search and
deep learning approaches is being implemented.
The GEOSS Common Infrastructure provides access to a large number of datasets. It will be
important to ensure that the three core elements of DAS can communicate with the GEOSS Common
Infrastructure (GCI) to train ISDAs for relevant datasets and to allow access to the knowledge base,
ISDAs and interaction platform through the GCI.
4. Conclusions
The amount, quality, and diversity of Earth observations (EOs) is rapidly increasing but
exploitation of this extremely valuable resource is hampered by limited discoverability, lack of
information on applicability, and insufficient capacity in extracting relevant information from this
resource for knowledge creation. Most efforts to improve in all these aspects are incremental
improvements of existing concepts. At the same time, as outlined in Section 1, humanity in the
Anthropocene is challenged increasingly with global catastrophic risks while aiming for more
sustainability. Assessing and addressing these risks requires comprehensive information on the
biosphere, the humansphere and the impacts of the humansphere and technosphere on the biosphere.
In this situation, a transformational paradigm shift in the relationship between data and users
is required. The transition from the DPO to a DAS perception could facilitate this “Gestalt shift"
and would have far reaching transformational consequences. In particular, it is expected that this
transition would provide novel ways of integrating data into transdisciplinary approaches to wicked
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problems discussed, e.g., by [110]. Implementing the United Nations’ 2030 Agenda for Sustainable
Development [4] poses many wicked problems to society, and most of the seventeen Sustainable
Development Goals (SDGs) detailed in the agenda have all the additional properties of super-wicked
problems identified by [103]. In particular, for most of the Sustainable Development Goals (SDGs),
there is no central authority for the implementation, time is running out, and those who are causing the
challenge are now attempting to solve the problem. For the validation of the DAS concept, use cases
can be built around selected wicked problems associated with the implementation of the Sustainable
Development Goals (SDGs).
The implementation of the DAS concept requires a major community effort and GEO could
use its convening power to bring together selected communities for pilot projects aiming at the
further development and validation of the DAS concept. A specific use cases of interest would
be the Food-Water-Energy Nexus (FWEN) and the related Sustainable Development Goals (SDGs)
2 (no hunger), 6 (clean water), and 7 (clean energy). A DAS-related use case would aim at
understanding the relationship between the FWEN and modern global change, including modern
climate change, changes in the nitrogen and phosphorus cycles, and loss of biodiversity.
Author Contributions: The authors contributed equally to all sections.
Funding: The authors would like to acknowledge the European Union “Horizon 2020 Program” that funded the
ConnectinGEO (Grant Agreement no. 641538) projects. Part of the work for one author (Plag) was conducted
under NASA grant 80NSSC17K0241.
Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
The following abbreviations are used in this manuscript:
AI
CDP
DAS
DDU
DFS
DPO
EO
FWEN
GCI
GDPR
GEO
GEOSS
IGOS
IGOS-P
IAEG-SDGs
ISDA
LODC
PDC
RDF
SDG
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