Graphes et cycles de de Bruijn dans des langages avec des restrictions by Moreno, Eduardo
Graphes et cycles de de Bruijn dans des langages avec
des restrictions
Moreno Eduardo
To cite this version:
Moreno Eduardo. Graphes et cycles de de Bruijn dans des langages avec des restrictions.
Informatique [cs]. Universite´ de Marne la Valle´e, 2005. Franc¸ais. <tel-00628709>
HAL Id: tel-00628709
https://tel.archives-ouvertes.fr/tel-00628709
Submitted on 4 Oct 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Universite´ de Marne-La-Valle´e
TH `ESE
pout obtenir le grade de
Docteur de L’Universite´ de Marne-la-Valle´e
Spe´cialite´: Informatique
Presente´e et soutenue publiquement par
Eduardo Moreno
le 30 Mai 2005
Graphes et cycles de de Bruijn dans des langages avec des restrictions.
De Bruijn graphs and sequences in languages with restrictions.
Directeur de the`se
Dominique Perrin
Martin Matamala
Composition du jury
Pre´sident: Dominique Perrin
Rapporteurs: Harold Fredricksen
Frank Ruskey
Examinateurs: Julien Cassaigne
Rafael Correa
Marcos Kiwi
Alejandro Maass
Martı´n Matamala
c©UMLV
Table des matie`res
1 Introduction 3
2 On Fredricksen and Maiorana’s Theorem 7
2.1 Introductory notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Full paper: On the theorem of Fredricksen and Maiorana about de Bruijn se-
quences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 The theorem of Fredricksen and Maiorana . . . . . . . . . . . . . . . . 11
3 Generalization of de Bruijn Sequences and de Bruijn Graphs 14
3.1 Introductory notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Full paper: De Bruijn sequences and de Bruijn graphs for a general language . 16
3.3 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Definitions and generalizations . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.5 Symbolic dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.6 Constructing a de Bruijn sequence for subshifts. . . . . . . . . . . . . . . . . . 24
3.7 Some cardinality results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 Minimal de Bruijn Sequence 35
4.1 Introductory Notes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Full paper: Minimal de Bruijn sequence in a language with forbidden substrings 37
4.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
i
4.2.2 De Bruijn sequence of restricted languages . . . . . . . . . . . . . . . 39
4.2.3 Minimal de Bruijn sequence . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.4 Some remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Full paper: Minimal eulerian cycle in a labeled digraph . . . . . . . . . . . . . 50
4.4 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 An application: minimal de Bruijn sequence . . . . . . . . . . . . . . . . . . . 56
ii
Table des figures
1.1 De Bruijn sequence of span 5 over the binary alphabet . . . . . . . . . . . . . 4
3.1 Examples in a binary alphabet: De Bruijn sequence of span 2, GD for D =
{000,001,010,100,110} and its essential subgraph. . . . . . . . . . . . . . . . 22
3.2 Graphical representation of the “Golden Mean” subshift. . . . . . . . . . . . . 31
4.1 Example of de Bruijn graph for n = 3 and F = {0111} . . . . . . . . . . . . . 36
4.2 De Bruijn digraph of span 5 for the Golden Mean (F = {11}) . . . . . . . . . 41
4.3 Example of the subgraph T for n = 4 and F = {01111} in a binary alphabet. . 47
4.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
iii
Re´sume´
Soit un langage compose´e par tous les mots d’une longueur donne´e n. Un cycle
de de Bruijn d’ordre n est un mot cyclic tels que tous les mots dans le langage
apparaıˆt exactement une fois comme facteurs de cet cycle. Un de l’algorithme pour
construire le cycle de de Bruijn lexicographiquement minimal est duˆ a` Fredricksen
et a` Maiorana, lequel utilise les mots de Lyndon dans le language.
Cette the`se e´tudie comment ge´ne´raliser le concept de cycles de de Bruijn pour
un language compose´e par un sous-ensemble de mots de longueur n, particularment
les languages de tous les mots de longueur n sans facteurs dans une liste de facteurs
interdits.
Premie`rement, nous e´tudie le cas des mots sans le facteur 11. Nous fournissons
de nouvelles preuves de l’algorithme de Fredricksen et de Maiorana qui nous en
permet de prolonger ce re´sultat au cas des mots sans facteur 1i pour n’importe
quelle i.
Nous caracte´risons pour quelles langues des mots de longueur n existe un cy-
cle de de Bruijn, et nous e´tudions e´galement quelques proprie´te´s de la dynamique
symbolique de ces languages, particularment des languages de´finies par des fac-
teurs interdits. Pour ces genres de languages, nous pre´sentons un algorithme pour
produire un cycle de de Bruijn, en utilisant les mots de Lyndon du language. Ces
resultat utilice la notion du graphe de de Bruijn et re´duit le proble`me a construire
un cycle Eulerian dans ce graphe.
Nous e´tudions le proble`me de la construction du cycle minimal dans un lan-
guage avec des facteurs interdits employant le graphe de de Bruijn. Nous e´tudions
deux algorithmes, un algorithme avide simple et efficace qui fonctionne avec quelques
ensembles de langues, et un algorithme plus complexe qui re´sout ce proble`me pour
n’importe quel graphe Eulerian.
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Abstract
Let be a language composed by all words of a given length n. A de Bruijn
sequence of span n is a cyclic string such that all words in the language appears
exactly once as factors of this sequence. One of the algorithms to construct the
lexicographically minimal de Bruijn sequence is due to Fredricksen and Maiorana
and it use the Lyndon words in the language.
This thesis studies how to generalize the concept of de Bruijn sequence for a
language composed by a subset of words of length n, particularly the languages of
all words of length n without factors in a list of forbidden factors.
Firstly, we study the case of words without the factor 11. We give a new proof
of the algorithm of Fredricksen and Maiorana which allows us to extend this result
to the case of words without the factor 1i for any i.
We characterize for which languages of words of length n exists a de Bruijn se-
quence, and we also study some symbolic dynamical properties of these languages,
particularly of the languages defined by forbidden factors. For these kinds of lan-
guages, we present an algorithm to produce a de Bruijn sequence, using the Lyndon
words of the language. These results use the notion of de Bruijn graph and reduce
the problem to construct an Eulerian cycle in this graph.
We study the problem of construct the lexicographically minimal de Bruijn se-
quence in a language with forbidden factors using the de Bruijn graph. We study
two algorithms, a simple and efficient greedy algorithm which works with some
sets of languages, and a more complex algorithm which solves this problem for any
Eulerian labelled graph.
2
INTRODUCTION
Combinatorics on words has grown enormously this last decade. It has now its own section in
the lastest classification of Mathematical Reviews (68R15), under the chapter of discrete
mathematics related to computer science. Main results in the area have been compiled in the
Lothaire’s series of books [Lot97, Lot02, Lotar] and also since 10 years ago there exists a
bi-annual international conference (WORDS) devoted entirely to this subject. To read more
about the story and open problems in this subject, see [BK03].
Words appears in almost every area of computer sciences, specially in automata theory,
computational complexity and algorithms. One of this area is devoted to the efficient
generation of words of a given length. In spite of its specificity, this subject is the title of a
whole section of the last volume of Knuth’s book “The art of computer programming” [Knuar].
Different ways to generate these words have been used. Among the most studied are Gray
codes [Gra58] and de Bruijn sequences. A survey about Gray codes can be found in [Sav97].
In this thesis we focus on the generation of words by using de Bruijn sequences. Its first known
description appears as a Sanskrit word yama´ta´ra´jabha´nasalaga´m which was a memory aid for
Indian drummers, where the accented/unaccented syllables represent long/shorts beats, so all
possible triplets of short and long beats are included in the word. De Bruijn sequences are also
known as “shift register sequences” and were originally defined by N. G. De Bruijn for the
binary alphabet [dB46]. These sequences have many different applications, such as memory
wheels in computers and other technological devices, network models, DNA algorithms,
pseudo-random number generation, modern public-key cryptographic schemes, to mention a
few [Gol67, Ste61, BDE97, CDG92]. The literature about the generation of de Bruijn
sequence is extensive [Tul01, HM96, MEP96, Ral81, Etz86]. A good survey in this topic
appears in [Fre82].
One of the most interesting and efficient algorithm to construct a de Bruijn sequence is known
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Figure 1.1: De Bruijn sequence of span 5 over the binary alphabet
as the Fredricksen and Maiorana’s Theorem (sic.) [FM78]. It consists simply in to concatenate
in lexicographical order the Lyndon words of length dividing n. The de Bruijn sequence
obtained by this algorithm has another interesting property: it is the lexicographically minimal
de Bruijn sequence. This algorithm was proved to be efficient in [RSW92]. An slightly
different version of this algorithm was obtained by Duval [Duv83] and proved efficient in
[BP94].
In this thesis we study the generation of all words in a set D of words of length n by using
cyclic words. We start in Chapter 2 with D being the words in {0,1}n not containing the factor
00. In this case we prove that a de Bruijn sequence for D exists, that is, a cyclic sequence such
that its set of factors of length n is the set of words without 00 as factor. Among the
exponentially many de Bruijn sequences for D we also found the lexicographically minimal
one. Moreover, in this case the minimal sequence can be constructed efficiently by
concatenating Lyndon words of length dividing n without 00 as factor.
The main combinatorial tool used in the study of de Bruijn sequences are de Bruijn graphs.
Besides its use in the context of de Bruijn sequences, they are also used as models for
transportation networks, DNA Algorithms and computer networks to mention a few. The main
literature about properties of de Bruijn graphs can be founded in [BLS97, LXZ00, BF91].
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References on generalizations are in [BDE97, Fre92, PSW01, DH88]. In Chapter 3 we study
the existence of de Bruijn sequences for an arbitrary subset D of words of length n over an
alphabet A. In this case, de Bruijn sequence for D is a cyclic sequence such that its set of
factors of length n is exactly D . We first extend the notion of de Bruijn graphs to arbitrary sets
D ⊆ An. This generalization retains the main properties of de Bruijn graphs, in particular, the
existence of de Bruijn sequences for D is related to the existence of Eulerian trails in the de
Bruijn graph for D . Using this representation of de Bruijn sequences, we obtain a
characterization of subsets D admitting a de Bruijn sequence for D together with an algorithm
to construct one of them.
Secondly, by using techniques of symbolic dynamics, we obtain bound for the cardinality of de
Bruijn sequences. It is done by enumerating the Eulerian trails over the corresponding de
Bruijn graph.
The Fredricksen and Maiorana’s algorithm can be seen as a greedy algorithm to find the
minimal label among the labels of all Eulerian trails over de Bruijn graphs of span n. In
Chapter 4 we start by considering this strategy in de Bruijn graphs for arbitrary sets D and we
obtain a characterization of those sets D where this strategy produce a minimal de Bruijn
sequence. Unfortunately this efficient strategy does not always work.
In the last section of Chapter 4, we consider labelled Eulerian digraphs and the labels of its
Eulerian trails. These concepts generalize de Bruijn graphs and de Bruijn sequences,
respectively. We present an algorithm to find for a labelled Eulerian digraph the minimal label
among all labels of its Eulerian trails.
In spite of the fact that the number of Eulerian trails is exponential with respect to the number
of arcs, our algorithm finds the Eulerian trail of minimal label linearly in terms of the number
of arcs.
5
Publications and Structure of the Thesis
The results of each chapter are published or submitted to internatinal journals and conferences.
The results of Chapter 2 appears in ADVANCES IN APPLIED MATHEMATICS, published by
Elsevier Science. An article with the results of Chapter 3 is in revision process in
INFORMATION PROCESSING LETTERS (published by Elsevier Science) and a preliminary
version of this article has been presented in 4TH INTERNATIONAL CONFERENCE ON
COMBINATORICS ON WORDS and published by TUCS General Publications. The results of
Chapter 4 appears in two articles, the first one has been presented at the conference WG 2004,
GRAPH-THEORETIC CONCEPTS IN COMPUTER SCIENCE and published by SPRINGER
LECTURE NOTES IN COMPUTER SCIENCE; the second article has been published as a
technical report by CENTER OF MATHEMATICAL MODELING, SANTIAGO, CHILE and is
actually submitted to a conference.
Due to copyright restrictions, each chapter includes the full text of each publication, preceded
by an introductory section. Exceptionally, in Chapter 3 we append at the end of the chapter
some unpublished results presenting some properties about the cardinalities of the
combinatorial objects discussed in the chapter. We finish with conclusions and the
bibliography of the thesis.
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ON FREDRICKSEN AND MAIORANA’S
THEOREM
2.1 Introductory notes
There are many algorithms to construct a De Bruijn sequence n. The first known was given by
Martin in [Mar34], but the most simple and interesting of this algorithms is the theorem of
Fredricksen and Maiorana [FM78]. This theorem proves that the concatenation of the Lyndon
words of length dividing n in lexicographical order, is a de Bruijn sequence of span n.
Moreover, this sequence is minimal lexicographically between all de Bruijn sequences of span
n. This algorithm is efficient because Lyndon words can be generated efficiently [RSW92].
In our interest to generalize the concept of de Bruijn sequence to a particular set of words, we
found a particularity of this algorithm. For a given n, if we concatenate in lexicographical
order the subset of Lyndon words not containing two consecutive 0, we obtain a sequence such
that the set of factors of length n is the set of cyclic words in An not containing two consecutive
0. However, for the symmetrical case (forbidding two consecutive 1) we do not obtain this
property.
This remark turned our attention to this theorem. The original proof of this theorem is a greedy
algorithm obtaining a de Bruijn sequence. In Section 2.2 we present an alternative proof of the
theorem of Fredricksen and Maiorana. In this alternative proof we show how to find the exact
position of each factor of length n in this de Bruijn sequence. This improvement in the proof
also allow us to study the factors of a section of the de Bruijn sequence, which explains the
existence of a de Bruijn sequence when we forbid 00 or 11.
For more information about generating de Bruijn sequences and words, see [SR03, CRS+00,
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RS99, Saw01, Saw03, Shi81, Tul01, HM96, MEP96, Ste61, dBE48, CDG92, BP94, FK77].
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2.2 Full paper:
On the Theorem of Fredricksen and Maiorana about de
Bruijn Sequences
In: Advances in Applied Mathematics
c© 2004 Elsevier B.V.
Volume 33, Number 2, Pages 413–415
doi:10.1016/j.aam.2003.10.002
9
Abstract
This work gives an alternative proof for the theorem of Fredricksen and Maio-
rana (Discrete Mathematics, 23 (1978), 207-210) about constructing a de Bruijn
sequence by concatenation of the Lyndon words in lexicographic order. This proof
gives the exact position of all the words in the sequence, and allows us to extend this
result to the concatenation of any number of the last Lyndon words in increasing
order.
2.2.1 Introduction
Let A be a finite set with a linear order <. A word on the alphabet A is a finite sequence of
elements of A. The length of a word w ∈ A∗ is denoted by |w|. A word p is said to be a prefix of
a word w if there exists a word u such that w = pu. The prefix p is proper if p 6= w. The
definition for a suffix is symmetrical.
The set A∗ of all the words on the alphabet A is linearly ordered by the lexicographic order
induced by <. By definition, x < y if either x is a prefix of y or if x = uav, y = ubw with
u,v,w ∈ A∗, a,b ∈ A and a < b. A basic property of the lexicographic order is the following: if
x < y and if x is not a prefix of y, then xu < yv for all words u,v.
Two words x,y are conjugated if there exist words u,v in A∗ such that x = uv and y = vu.
Conjugacy is an equivalence relation in A∗. A word is said to be minimal if it is the smallest in
its conjugacy class. A word is primitive if it is not a proper power, i.e., if it is not of the form un
for u ∈ A∗ and n≥ 2. A Lyndon word is a word that is both primitive and minimal.
A de Bruijn sequence of span n is a string Bn of length |A|n such that all the words of length n
are present as substrings of Bn exactly once. A very important question about de Bruijn
sequence is how to generate them efficiently (see [Fre82] for a survey in this subject). One of
the most efficient and elegant solutions to this problem is given in [FM78], and it is achieved
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by the concatenation in lexicographic order of the Lyndon words whose lengths divide n.
In this work, we give an alternative proof of this theorem giving the exact position of all words
in the sequence, and presenting some conditions for the existence of a de Bruijn sequence by
concatenation of Lyndon words. These conditions allow us to conclude on the construction of
a de Bruijn sequence by concatenating any number of the last Lyndon words in the
lexicographic order.
2.2.2 The theorem of Fredricksen and Maiorana
Theorem 2.2.1. For a given n, the lexicographic concatenation of Lyndon words of length
dividing n generates a de Bruijn sequence of span n.
Proof. Let a and z be the minimal and the maximal letters in the alphabet A, let σ be the usual
shift operator and let Bn be the de Bruijn sequence of span n.
We will prove that for any minimal word w of length n, all its conjugated words σi(w), i =
0 . . .n−1, are substrings of Bn.
Let w = w1 . . .w jzn− j be a minimal word, with w j < z. First, we will show that the last n− j
conjugated words are substrings of Bn. Note that these words have the form ziw1 . . .w jzn− j−i,
for i = 1 . . .n− j.
Let v be the minimal Lyndon word with prefix w1 . . .w jzn− j−i. Then, the previous minimal
word in the lexicographic order has the form u = u1 . . .un−izi with u1 . . .un−i < w1 . . .w jzn− j−i.
Hence, the Lyndon word before v has suffix zi, and then ziw1 . . .w jzn− j−i is a substring of Bn.
Now we will prove this for the first j−1 rotations. If w is not a Lyndon word (is not primitive),
let w¯ be the primitive root of w and let l be its length. Note that w¯ has the form w¯1 . . . w¯ j′zl− j
′
with l− j′ = n− j. If w¯ 6= z then the next Lyndon word in lexicographic order x has the form
x = w¯
n
l −1w1 . . .w j′−1(w j′ + 1)b j′+1 . . .bl , so σi(w) is a substring of w¯x for i = 0 . . . j− 1. The
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case w¯ = z is trivial.
If w is primitive, let x be the next minimal word in lexicographic order (not necessarily primi-
tive). Therefore x has the form x1 . . .x j−1(x j +1)b j+1 . . .bn and in this case σi(w) is a substring
of wx for i= 0 . . . j−1. If x is primitive, then wx is a substring of Bn and we are done, otherwise,
by the previous argument, x is a prefix of x¯y where y is the next Lyndon word in lexicographic
order, hence wx is a substring of wx¯y and therefore it is a substring of Bn.
Given a set {Li}i∈I of Lyndon words whose lengths divide n, we can naturally associate a
language to this set composed by words of lengths n corresponding to all conjugated words of
Li, if |Li|= n, and all conjugated words of (Li)r, if |Li|= n/r. A de Bruijn sequence generating
this language will be called a “partial”-de Bruijn sequence.
Those languages are interesting because given a set F of forbidden blocks, the language of
circular words not having a substring in F is exactly the language associated to Lyndon
circular words not having a substring in F . This kind of language is know as subshift of finite
type and is the fundamental concept of the symbolic dynamic.
Corollary 2.2.2. Let L1, . . . ,Lm be the Lyndon words of An of length dividing n ordered in
lexicographic order, then for any s < m, LsLs+1 · · ·Lm is a “partial”-de Bruijn sequence.
Proof. We will prove that all rotations of a minimal word w are substrings of the sequence.
If w is not a Lyndon word (i.e. if it is a power of a Lyndon word Lk with |Lk| < n) then by the
previous proof we know that all rotations of w are contained in Lk−1LkLk+1. Hence, we only
have to check the case i= s, but in this case, for m> 2 we have that zn is a suffix of the sequence,
and then we have enough z letters to obtain all the rotations of w beginning with z.
Let w = w1 . . .w jzn− j be a Lyndon word Lk with w j < z. Again by the previous proof, we know
that the first j−1 rotations of w are contained in LkLk+1 . . .Lm and so we only need to check the
last n− j conjugated words, which have the form ziw1 . . .w jzn− j−i for i = 1 . . .n− j.
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By the previous proof, if the minimal Lyndon word having prefix w1 . . .w j is included in the
sequence, then we know that all the rotations of w are substrings of the sequence, on the contrary
we would have w1 . . .w j < Ls ≤ w1 . . .w jzn− j, which means that the first Lyndon word in the
sequences has the form Ls = w1 . . .w jb j+1 . . .bn and therefore zn− j−iw1 . . .w j is a substring of
the sequence.
It remains to check the rotations of the form ziw1 . . .w jzn− j−i for i = 1 . . .n− j− 1. If the
minimal Lyndon word having prefix w1 . . .w jz is included in the sequence then we are done.
If not, w1 . . .w jz < Ls ≤ w1 . . .w jzn− j, in which case Ls = w1 . . .w jzb j+2 . . .bn. Therefore we
conclude that zn− j−1w1 . . .w jz is a substring of the sequence.
We can repeat this argument until have a minimal Lyndon word with prefix w1 . . .w jzt , in which
case all the remaining rotation ziw1 . . .w jzn− j−i for i = 1 . . .n− j− t will be substrings of the
sequence. We know that such a t exists because LS ≤ w1 . . .w jzn− j.
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GENERALIZATION OF DE BRUIJN
SEQUENCES AND DE BRUIJN GRAPHS
3.1 Introductory notes
In the Chapter 2 we construct the de Bruijn sequence generating all words of a fixed length
without the factor 00. This fact motivates us to generalize the definition of de Bruijn sequence
in order to generate a particular set of words D of a fixed length.
As in the example of Chapter 2, we are interested especially in sets D of words defined as the
set of words without a (one or more) Forbidden Factor. These sets of words are known as the
languages of subshifts of finite type and is the basic object in the area of symbolic dynamics.
In this chapter we present a generalization of de Bruijn sequence in order to study these cases.
It is not difficult to see that only some sets D have a de Bruijn sequence. Hence we
characterize the sets D with a de Bruijn sequence.
In the case of subshifts of finite type, we characterize the sets of forbidden words such that the
language obtained has a de Bruijn sequence, and we give an algorithm to produce a de Bruijn
sequence producing the periodical words in the language of a subshift of finite type.
All this results use a graph-theoretic interpretation of de Bruijn sequence, based in the de
Bruijn graph, which appeared first implicitly in [FSM94] and explicitly in [dB46, Goo46]
independently. Among its many applications, the principal one is as a model for transportation
networks. That is because de Bruijn graph has an interesting property: the shortest route from
one vertex to another is completely defined by the labels of the vertices. This property is used
all along the paper associated to this chapter and is one of the main ingredient in order to prove
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our results.
For more information about the properties of de Bruijn graphs, see
[BLS97, BDE97, LXZ00, BF91, Fre92, Myk72]
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3.2 Full paper:
De Bruijn Sequences and De Bruijn Graphs for a
General Language
In revision: Information Processing Letters
c© 2005 Elsevier
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Abstract
A de Bruijn sequence of span n is a cyclic string such that all words of length n
appear exactly once as factors of this sequence. We extend this definition to a subset
of words of length n, characterizing for which subsets exist a de Bruijn sequence.
We also study some symbolic dynamical properties of these subsets extending the
definition to a language defined by forbidden factors. For these kinds of languages
we present an algorithm to produce a de Bruijn sequence. In this work we use
graph-theoretic and combinatorial concepts to prove these results.
3.3 Introduction
Given a set D of words of length n, a de Bruijn sequence of span n is a periodic sequence such
that every word in D (and no other n-tuple) occurs exactly once. Its first known description
appears as a Sanskrit word yama´ta´ra´jabha´nasalaga´m which was a memory aid for Indian
drummers, where the accented/unaccented syllables represent long/shorts beats, so all possible
triplets of short and long beats are included in the word. De Bruijn sequences are also known
as “shift register sequences” and were originally studied by N. G. De Bruijn for D = {0,1}n
[dB46]. These sequences have many different applications, such as memory wheels in
computers and other technological devices, network models, DNA algorithms, pseudo-random
number generation, modern public-key cryptographic schemes, to mention a few (see
[Ste61, BDE97, CDG92]). Typically, de Bruijn sequences have been studied over an arbitrary
alphabet A considering the set of all the n-tuples, that is, An. There is an exponential number of
de Bruijn sequences in this case, but only a few can be generated efficiently.
In this work we generalize the definition of de Bruijn sequence for any set D , characterizing
those sets D for which a de Bruijn sequence exists. In section 3.5 we study some symbolic
dynamical properties of these sets, extending our results to languages defined by forbidding
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some factors. Finally in section 3.6 we present an algorithm to produce a de Bruijn sequence
for these kinds of languages.
3.4 Definitions and generalizations
Let A be a finite set. A word w on the alphabet A is a finite sequence of elements of A. For a
word w, its length is denoted by |w|.
A word p is said to be a factor of a word w if there exist words u,v ∈ A∗ such that w = upv. If
u is the empty word (denoted by ε), then p is called a prefix of w, and if v is empty then is
called a suffix of w.
Let D be a set of words of length n+1. We call this set a dictionary. A de Bruijn sequence of
span n+1 for D is a cyclic word BD of length |D| such that all the words in D are factors of
BD . In other words,
{(BD)i . . .(BD)i+n mod |D||i = 0, . . . , |D|−1}=D
De Bruijn sequences are closely related to de Bruijn graphs. The de Bruijn graph of span n for
D , denoted by GD , is the directed graph with vertex set
V (GD) = {u ∈ An|u is a prefix or a suffix of a word in D}
and arc set
E(GD) = {(αv,vβ)|α,β ∈ A,αvβ ∈D}
This graph was first defined implicitly in 1894 by Flye [FSM94] and it was explicitly detailed
in 1946 by de Bruijn [dB46] and Good [Goo46] independently. In both cases the dictionary
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studied was D = An+1. The first use of this graph for a subset of An+1 was given in [Rau83].
From this definition, we can do a bijection between the arcs of GD and the words in D: to an
arc going from αv to vβ we associate the word αvβ. Using this bijection we can interpret the
graph GD as the union of non-trivial components of the original de Bruijn graph for An+1 after
removing the arcs corresponding to words not in D (see Figure 3.1).
We label the graph GD using the following function l: if e = (αv,vβ) then l(e) = β. This
labeling has an interesting property:
Remark 3.4.1. Let P = e0 . . .em be a walk over GD of length m≥ n. Then P finishes in a vertex
u if and only if u is a suffix of l(P) = l(e0) . . . l(em).
This property is essential to understand de Bruijn graphs and will be used in all the proofs in
this work. Therefore we mention a few important consequences of this property:
Corollary 3.4.2. All the walks of length n+1 finishing at vertex u have label αu for some α∈ A.
Corollary 3.4.3. If u and v are vertices of a cycle C, then u and v are factors of the infinite word
l(C)∞.
These consequences and the bijection between arcs and words in D explain the relation
between de Bruijn graphs and de Bruijn sequences:
Lemma 3.4.4. There exists a de Bruijn sequence BD if and only if GD is an Eulerian graph.
Moreover, the labels of Eulerian cycles over GD are the de Bruijn sequences for D .
Proof. Let C be an Eulerian cycle of GD . As we explained before, any word w ∈ D has a
corresponding arc e in GD . By Remark 3.4.1 any sub-walk of length n+1 of C finishing with
the arc e has label w, therefore any word in D is a factor of l(C). As the length of C is the
number of words in D we conclude that l(C) is a de Bruijn sequence for D .
Conversely, let B be a de Bruijn sequence for D . Any factor of length n+ 1 is a word of D
so there is a corresponding arc in GD . Moreover, two consecutive factors αv and vβ have two
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corresponding arcs such that the head of the first is the tail of the second one. Therefore B has
a corresponding closed walk over GD with label B. Since every factor is different, every arc in
the walk is different, and since every word of D is a factor of B, every arc of GD is in the walk.
We conclude that the closed walk over GD is an Eulerian cycle of label B
By previous lemma, given a dictionary D , the existence of a de Bruijn sequence of span n+1
is characterized by the existence of an Eulerian cycle over GD . A graph has an Eulerian cycle
if and only if it is strongly connected and at each vertex the in-degree and the out-degree are
equal. Therefore we can write these conditions as restrictions over D , characterizing the
dictionaries with a de Bruijn sequence.
Corollary 3.4.5. A dictionary D ⊆ An+1 has a de Bruijn sequence of span n+1 if and only if
1. For any u,v ∈D there exists a word w ∈ A∗ such that u is a prefix of w, v is a suffix of w
and any factor of length n+1 of w is in D .
2. For any word x ∈ An there exists a bijection between words in D having x as a suffix, and
words in D having x as a prefix.
Proof. By the bijection between arcs and words in D , the first condition assures the existence
of a walk (of label w) between any two arcs. Hence GD is strongly connected. For any word
x, a word in D having x as suffix (prefix) has a corresponding arc terminating (starting) at x.
Therefore, the second condition assures that the in-degree and the out-degree at any vertex are
equal
3.5 Symbolic dynamics
Symbolic dynamics gives a natural framework to study the sets D with a de Bruijn sequence.
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A first class of dictionaries with a de Bruijn sequence are the set of factors of length n+1 in a
bi-infinite sequence u over an alphabet A. We denoted this set by Ln+1(u).
A factor v of length n in u is right extensible (resp. left extensible) if vα (resp. αv) is in
Ln+1(u) for some α ∈ A. These concepts have an important relation with the complexity of the
sequence (see [Cas97]).
For any sequence u, is easy to see that the dictionary D = Ln+1(u) satisfies the first condition
of Corollary 3.4.5. Also, the second condition is satisfied if and only if the number of left and
right extensions of any factor of length n are equal. Therefore, we obtain the next theorem.
Theorem 3.5.1. Let u be a bi-infinite sequence. For any n, the dictionary D = Ln+1(u) has
a de Bruijn sequence if and only if any factor of length n has equal number of left and right
extensions.
Another class of dictionaries with a de Bruijn sequence is given by the language of subshifts.
Given an alphabet A, a full shift AZ is the set of all bi-infinite sequences of symbols from A.
Let F be a collection of (finite) words, we call these words “forbidden words”. A shift X = XF
is the subset of sequences of AZ which do not contain any factor from F . If F is finite, we say
that X is a subshift of finite type.
Let Ln(X) be the set of factors of sequences in X of length n. The language of a shift X is the
set L of the factors of any finite length of sequences in X .
L(X) =
∞[
n=0
Ln(X)
A shift X is irreducible if for every pair of words u,v ∈ L(X), there is a w ∈ L(X) such that
uwv ∈ L(X).
Given a labeled graph G, let XG be the set of labels of all bi-infinite walks over G. It is known
that XG is a (sofic) shift [LM95], however in the case of de Bruijn graphs, we show that XGD is
a subshift of finite type.
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Figure 3.1: Examples in a binary alphabet: De Bruijn sequence of span 2, GD for D =
{000,001,010,100,110} and its essential subgraph.
Lemma 3.5.2. Let D ⊆ An+1 be a dictionary. Then XGD is a subshift of finite type. Moreover,
XGD = XF with F = A
n+1 \D
Proof. Since Ln+1(XGD )⊆D we have that XGD ⊆ XF . Let x ∈ XF , any factor of length n+1 of
x is in D so each factor has a corresponding arc in GD . Moreover, two consecutive factors αv
and vβ of length n+1 have two corresponding arcs in GD such that v is the head of the first and
the tail of the second one. Therefore there exists a walk over GD with label x, so XF ⊆ XGD
Corollary 3.5.3. Let F be a set of forbidden words of length at most n+ 1. Then for D =
Ln+1(XF ) we have that XF = XGD .
Proof. We can extend F to a subset F ′ ⊆ An+1 such that XF = XF ′ . Since D = An+1 \F ′ we
conclude
A vertex v is stranded if either no arc starts at v or no arc terminates at v. A subgraph is
essential if no vertex of the graph is stranded (see Figure 3.1). Obviously a bi-infinite walk
does not use stranded vertices, so for any graph G there exists an essential subgraph G′ such
that XG = XG′ . Therefore in the rest of this work we only consider sets D such that GD is
essential.
Note that if GD is essential then for any word w ∈D there exists a walk over GD with label w.
In order to obtain sets D with a de Bruijn sequence, GD needs to be an Eulerian graph, in
22
particular it needs to be strongly connected. This property has an interpretation in symbolic
dynamics:
Lemma 3.5.4. LetD be a dictionary. XGD is irreducible if and only if GD is strongly connected.
Proof. Since GD is essential, the strongly connected components have size at least 2. Let XGD
be an irreducible subshift of finite type. For any two arcs e, f of GD there are two corresponding
words we,w f in D . Since XGD is irreducible, there exists a word wˆ such that wewˆw f is a factor
of XGD . In other words, there exists a walk over GD with label wewˆw f . Therefore there exists a
walk with label wˆw f connecting e to f , so GD is strongly connected.
Conversely, if XGD is not irreducible, there exist factors w1,w2 such that ∀z ∈ A∗, w1zw2 is not a
factor of XGD . But w1 is the label of a walk over GD finishing at a vertex v1 and w2 is the label
of a walk starting at a vertex v2, therefore there is no walk over GD connecting v1 to v2, hence
GD is not strongly connected
Let XF be an irreducible subshift of finite type. If D = Ln+1(XF ) then the corresponding
graph GD is not necessarily an Eulerian graph.
For example, for A = {0,1} and F = {11} a vertex 0w1 has two in-going arcs (corresponding
to words 00w1 and 10w1) but only one out-going arc (corresponding to the word 0w10).
Therefore we will study the subset of periodic words in Ln+1(XF ) because for this set we
obtain an Eulerian de Bruijn graph.
Let w ∈ A∗ be a word, we say that w is a periodic word of XF if and only if the bi-infinite
sequence w∞, obtained by infinite concatenations of w, is in XF . The set of periodic words of
length n is denoted by Pn(XF ).
Theorem 3.5.5. Let F be a set of forbidden words of length at most n+1 and D = Pn+1(XF ).
If XGD is irreducible then there exists a de Bruijn sequence for the dictionary D .
Proof. By Lemma 3.5.4, GD is strongly connected. Let u ∈ An be a vertex of GD . Any arc
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leaving u with label α corresponds to a word uα ∈ D . Since uα is a periodic word, αu is also
in D . Therefore there exists an arc going into u corresponding to the word αu, which implies
that the in-degree of u is greater or equal to out-degree of u. The same argument proves that
the out-degree of u is greater or equal to the in-degree of u, concluding that GD is an Eulerian
graph
Note that not all irreducible subshifts of finite have a de Bruijn sequence for D = Pn+1(XF ).
For example, for A = {0,1} and F = {010} the subshift of finite type XF is irreducible but
XGD is not irreducible, because GD has two strongly connected components.
3.6 Constructing a de Bruijn sequence for subshifts.
Let XF be an subshift of finite type and D = Pn+1(XF ) such that XGD is irreducible. In this
section we study an efficient generation of a de Bruijn sequence for D .
Even in the unrestricted case (where F = /0) this is an interesting problem (see [Fre82] for a
survey on this subject). One of the most elegant and efficient solutions in the unrestricted case
is given in [FM78] and uses Lyndon words.
Let < be a linear order over alphabet A. The set A∗ of all words on the alphabet A is linearly
ordered by the lexicographical order induced by the order < on A. A word w is a Lyndon word
if and only if ∀u,v such that w = uv, then w < vu.
The algorithm of Fredricksen and Maiorana consist of to concatenate in increasing
lexicographical order the Lyndon words of length dividing n. This is a linear time algorithm
because the Lyndon words can be generated efficiently (see [RSW92]).
We always can construct the graph GD and apply one of the known results about constructing
an Eulerian cycle to obtain a de Bruijn sequence, however the construction of GD is not
efficient. Therefore in this section we study the structure of GD in order to obtain an algorithm
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to construct a de Bruijn sequence only using the words in D .
The set of arcs of an Eulerian graph can be partitioned in cycles. In the particular case of GD
these cycles have a given length.
Theorem 3.6.1. Let F be a set of forbidden words of length at most n+1 and D = Pn+1(XF )
such that GD is the de Bruijn graph of span n for D . Then the cycles of length dividing n+ 1
partition the set of arcs of GD .
Proof. We prove that any arc of the graph is in one and only one cycle of length dividing n.
Let e be an arc from the vertex au to the vertex ub with a,b∈ A (then, l(e) = b). By construction
of the graph, there is a walk of length n from vertex ub to vertex au with label au. Therefore,
the union of this walk with the arc e produces a closed walk of length n+1 with label aub cor-
responding to one or more repetitions of a cycle of length dividing n+1, proving the existence
of one cycle.
Let us suppose now that there are two cycles C and C′ of lengths dividing n+1 using the arc e.
Let f be an arc of C and g an arc of C′ with tail at the same vertex u and different heads. Since
e is in both cycles, by Corollary 3.4.2 the walks of length n from the head of e to the tail of e
using only the arcs of C and C′ must have the same label. Therefore the label of l( f ) = l(g) but
in this case the head of f and the head of g are the same vertex, producing a contradiction. This
proves the uniqueness of the cycles
Corollary 3.6.2. The set of Lyndon words of length dividing n+ 1 in L(XF ) corresponds to a
partition of the set of arcs of GD .
Proof. Let C be a cycle of length d with d dividing n+ 1 and let w be its label in such a way
that ∀u,v such that w = uv, we have that either w = vu or w < vu. We only have to prove that w
is not a repetition of a smaller word u.
Let us assume that w = ui for an integer i≥ 2 and let x and y be two vertices of C at distance |u|
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over C such that the walk of C from x to y has label u. Since both vertices are in C, x and y are
factors of length n of the word w(n+1)/d . Since the walk from x to y has label u, u is a suffix of y.
Moreover, since w(n+1)/d = ui(n+1)/d , uu is a suffix of y then u is also a suffix of x, concluding
that x = y.
Therefore, every cycle in the partition has a different label which is a Lyndon word of length
dividing n+1.
It remains to prove that to each Lyndon word, one can associate a cycle. But this can be proved
using cardinality considerations. Indeed, a periodic word of length n+1 has either least period
n+1 or least period d with d dividing n+1. Therefore,
|Pn+1(XF )|= ∑
d|n+1
|{words with least period d}|
Now, a word with least period d is a Lyndon word or one of the d− 1 rotations of a Lyndon
word of length d. Hence,
∑
d|n+1
|{words with least period d}|= ∑
d|n+1
d · |{Lyndon words of length d}|
Since |E(GD)|= |Pn+1(XF )| we conclude.
Now we are prepared to construct an algorithm producing a de Bruijn sequence for
D = Pn+1(XF ).
Given a partition in cycles of an Eulerian graph, the following strategy produces an Eulerian
cycle: we can start from an arc and follow the corresponding cycle in the partition, until we
reach an intersection with another cycle in the partition. At this point we follow the other cycle
and when we return to the intersection we continue with the original cycle. Using this
procedure recursively we construct an Eulerian cycle.
By Corollary 3.6.2, we can reproduce this strategy in terms of the Lyndon words of length
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diving n+1 in L(XF ) obtaining Algorithm 3.6.1 producing a de Bruijn sequence for
D = Pn+1(XF ) without constructing the graph GD .
Algorithm 3.6.1 Produce a de Bruijn sequence using the Lyndon words of the language.
INPUT: L = {L1, . . . ,Lk} Lyndon words in L(XF ) of length dividing n+1.
(1) Size← ∑ |Li|
(2) u← Li for any Li ∈ L such that |Li|= n+1
(3) L← L\u
(4) B← uu
(5) while L 6= /0
(6) for α = 1 to |A|−1
(7) w← B j−n−1 . . .B jB j+1α
(8) w′← LYNDON(w)
(9) if w′ ∈ L then
(10) B← B1 . . .B jwnw1 . . .w|w′|−1B j+1 . . .
(11) L← L\w′
(12) end if
(13) end for
(14) end for
(15) B← B1 . . .BSize
where aα = a+α mod |A| and LYNDON(w) return the Lyndon word z such that z∞ = w∞.
The function LYNDON() in the algorithm can be implemented with an on-line automata
accepting when a suffix of B is a factor of length n of rotations of the words in L, allowing to
do this step in a constant time (see [CHL01]). Hence, steps (7−12) in the algorithm have
complexity O(n) and these steps are repeated at most |A| · |L| times. Therefore, the complexity
of the algorithm is O(|A| · |L| ·n). Since Size = ∑L |Li| is the size of the input (and also the size
of the output) and Size is at most n · |L|, we conclude that our procedure is a linear time
algorithm. Note that the input of the algorithm can also be constructed in an efficient way (see
[RS00]).
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Example 3.6.3. Example of the algorithm for the Golden Mean system (F = {11}) with length
n = 6 and Lyndon words L = {0,000001,000101,001,01}. In the figure we can see the parti-
tion in cycles of the de Bruijn graph corresponding to the Lyndon words in L. The graphical
representation of the algorithm starts at vertex 00001.
00000
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01010
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0
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000001 We start with the first word in L.
↓ 000001 In this case 000011 is not in L.
0 ↓ 00001 here 000101 is in L, we include (100010)
0(100010)00001
01 ↓ 0001000001 here 001011 is not in L
010 ↓ 001000001 here 010101 is in L, we include (10)
0(10(10)0010)00001
0101 ↓ 0001000001 101011 is not in L
01010 ↓ 001000001 010101 was already included
010100 ↓ 01000001 101001 is not in L
0101000 ↓ 1000001 010000 was already included
01010001 ↓ 000001 100011 is not in L
010100010 ↓ 00001 000101 was already included
0101000100 ↓ 0001 001001 is not included, we include (100)
0(10(10)0010)0(100)0001
01010001001 ↓ 000001 010011 is not in L
010100010010 ↓ 00001 100101 is not in L
0101000100100 ↓ 0001 001001 was already included
01010001001000 ↓ 001 010001 was already included
010100010010000 ↓ 01 100001 is not in L
0101000100100000 ↓ 1 000000 is not included, we include (0)
0(10(10)0010)0(100)000(0)1
01010001001000000 ↓ 1 000000 was already included
010100010010000001 ↓ end.
010100010010000001 is a de Bruijn sequence
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3.7 Some cardinality results
In this section we present some cardinalities results obtained using known results in subshift of
finite type.
Let F be a finite set of forbidden factors. Over the subshift of finite type XF , letWFk (n) be set
of periodic factors of length n simply called “words”, let LFk (n) be the set of Lyndon words of
length n and let NFk (n) be the set of bi-infinite sequence of period n simply called “necklaces”.
Note that the set of necklaces is the set of circular words of length n. We denote the
cardinalities of these sets by WFk (n), L
F
k (n) and N
F
k (n) respectively.
The number of words in the language can be obtained using the zeta function of a subshift of
finite type, this function is defined by
ζ(z) = exp
(
∑
i≥1
WFk (i)
i
zi
)
For a subshift of finite type this function can be easily calculated using the adjacency matrix M
of its corresponding graph
ζ(z) = 1det(Id− zM)
and then we can use the Taylor’s formula for obtain the number of words of length n in the
language:
WFk (n) =
1
(n−1)!
dn
dzn logζ(z)
∣∣∣∣
z=0
(3.1)
We can also study the convergence of this number when n go to infinity, which gives the
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0 1
Figure 3.2: Graphical representation of the “Golden Mean” subshift.
entropy of the system. The next equality is true for an irreducible subshift of finite type
limsup
n→∞
1
n
logWFk (n) = h(X)
where h(X) is the entropy of the subshift of finite type, which is equal in our case to the
logarithm of the largest eigenvalue λ of the adjacency matrix. This eigenvalue is called the
Perron eigenvalue of the system.
Moreover, if the subshift of finite type is irreducible and the lengths of periodical words are
relatively prime (gcd{i : WFk (i)> 0}= 1) then the system is mixing, and then we can
approximate WFk (n) by
WFk (n) = (1+ρi(n))λn
where ρi(n)→ 0 as n→ ∞.
If the greatest common divisor of the number of words is not 1, there exists a similar but more
complicated formula. Nevertheless, in both cases we can estimate the number of words in the
language by
WFk (n) = Θ(λn)
Example 3.7.1. The Golden Mean is the subshift of finite type defined by a binary alphabet
A = {0,1} forbidding F = {11}. It has a graphical representation of two states 0 and 1, and
arcs from 0→ 0, 0→ 1 and 1→ 0 (see Figure 3.2), so its adjacency matrix is [1 11 0]. Hence the
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entropy of the subshift of finite type is
h(X) = log
(
1+
√
5
2
)
and its zeta function is
ζ(z) = 1
1− z− z2
Therefore, the number of words of length n is given by
WFk (n) =
−1
(n−1)!
dn−1
dzn−1
(
2z+1
z2+ z−1
)∣∣∣∣
z=0
=
(
2
−1+√5
)n
+
(
2
−1−√5
)n
=
(1+
√
5)n+(1−√(5))n
2n
and its asymptotic behavior is given by
WFk (n) = Θ
(
1+
√
5
2
)n
The words of length n are either rotations of Lyndon words of length n or powers of rotations
of Lyndon words of length d with d|n, so
WFk (n) =∑
d|n
d ·LFk (d)
applying the Mo¨bius inversion formula we can obtain the number of Lyndon words
LFk (n) =
1
n
∑
d|n
µ(n/d)WFk (d) (3.2)
where µ is the Mo¨bius function.
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The asymptotic behavior of this number is also given by the entropy of the system
limsup
n→∞
1
n
log
(
n ·LFk (n)
)
= h(X)
Also, using the fact that LFk (n)≤ 1/n∑nd=1WFk (d) we conclude that LFk (n) = O(λn/n), and as
LFk (n)≥WFk (n)/n we can estimate the number of Lyndon words in the language by
LFk (n) = Θ
(
1
n
λn
)
For the number of necklaces of length n, we can use the Burnside Lemma for calculate it using
the periodicity of the words
NFk (n) = 1/n
n−1
∑
i=0
pi
where pi is the number of words of length n with period i. Any word of length n has period n,
so it is easy to see that pi = pgcd(i,n). Also, if i|n the words of length n with period i are the
powers of the words in the language of length i, so pi = pWFk (i) and we obtain the following
formula:
NFk (n) =
1
n
n−1
∑
i=0
WFk (gcd(i,n))
Reordering the indices of the sum, we can group all indices i with gcd(i,n) = d, which are
exactly φ(n/d) where φ is the Euler function. Hence, we obtain a formula for the number of
necklaces very similar to the number of Lyndon words.
NFk (n) =
1
n
∑
d|n
φ(n/d)WFk (d) (3.3)
For the asymptotic behavior, as LFk (n)≤ NFk (n) = ∑d|n LFk (d), we can use the same arguments
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as before to prove that
NFk (n) = Θ
(
1
n
λn
)
Example 3.7.2. For the Golden Mean, we obtain the following values
n 1 2 3 4 5 6 7 8 9 10 11
WFk (n) 1 3 4 7 11 18 29 47 76 123 199
LFk (n) 1 1 1 1 2 2 4 5 8 11 18
NFk (n) 1 2 2 3 3 5 5 8 10 15 19
Note that even for n = 11 these values are very close to
(
1+
√
5
2
)n
,
1
n
(
1+
√
5
2
)n
and 1
n
(
1+
√
5
2
)n
respectively.
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MINIMAL DE BRUIJN SEQUENCE
4.1 Introductory Notes
The BEST (de Bruijn, van Aardenne-Ehrenfest, Smith and Tutte) Theorem (see page 42)
allows us to compute the number of Eulerian cycles in GD . Hence, we can compute the
number of de Bruijn sequence for a dictionary D .
This number is exponential, in fact we prove that the number of de Bruijn sequence for
D = Pn(XF ) is
Ω
(
bλ−1c!λn−1
)
where λ is the entropy of XF .
Therefore, to find the minimal (lexicographically) de Bruijn sequence for D is a difficult
problem.
In the case D = An, the minimal de Bruijn sequence of span n is given by the theorem of
Fredricksen and Maiorana. This sequence can also be obtained has a walk over the de Bruijn
graph in the following way: we start from the vertex with maximum label and we follow the
unvisited arc of minimum label. By the BEST theorem we will finish with an Eulerian cycle,
and by construction there is not another Eulerian cycle with a smaller label.
Based on this strategy, in Section 4.2 we study for which sets D the previous strategy over the
graph GD finishes with an Eulerian cycle (and therefore, with the minimal de Bruijn
sequence). From this analisys we remark that there are sets D for which there exists a de
Bruijn sequence but it can not be obtained using the previous strategy. For example, in Figure
4.1 we see an example where exists a de Bruijn sequence but previous strategy does not finish
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Figure 4.1: Example of de Bruijn graph for n = 3 and F = {0111}
with the minimal de Bruijn sequence because the arcs in grays are not visited.
In Section 4.3 we present an algorithm in order to find the Eulerian cycle of minimal
lexicographical label in a graph. This algorithm solve completely the problem of finding the
minimal de Bruijn sequence. Moreover, this algorithm apply not only for de Bruijn graphs, but
also for any Eulerian labeled digraph.
36
4.2 Full paper:
Minimal de Bruijn Sequence in a Language with
Forbidden Substrings
In: Lecture Notes in Computer Science
“Proceedings of the 30th International Workshop on
Graph-Theoretic Concepts in Computer Science”
c© 2004 Springer-Verlag
Volume 3353, Pages 168–176
DOI: 10.1007/b104584
37
Abstract
Let be the following strategy to construct a walk in a labeled digraph: at each
vertex, we follow the unvisited arc of minimum label. In this work we study for
which languages, applying the previous strategy over the corresponding de Bruijn
graph, we finish with an Eulerian cycle, in order to obtain the minimal de Bruijn
sequence of the language.
4.2.1 Introduction
Given a language, a de Bruijn sequence of span n is a periodic sequence such that every n-tuple
in the language (and no other n-tuple) occurs exactly once. Its first known description appears
as a Sanskrit word yama´ta´ra´jabha´nasalaga´m which was a memory aid for Indian drummers,
where the accented/unaccented syllables represent long/shorts beats, so all possible triplets of
short and long beats are included in the word. De Bruijn sequences are also known as “shift
register sequences” and was originally studied by N. G. De Bruijn for the binary alphabet
[dB46]. These sequences have many different applications, such as memory wheels in
computers and other technological device, network models, DNA algorithms, pseudo-random
number generation, modern public-key cryptographic schemes, to mention a few (see
[Ste61, BDE97, CDG92]). Historically, de Bruijn sequence was studied in an arbitrary
alphabet considering the language of all the n-tuples. There is a large number of de Bruijn
sequence in this case, but only a few can be generated efficiently, see [Fre82] for a survey
about this subject. In 1978, Fredricksen and Maiorana [FM78] give an algorithm to generate a
de Bruijn sequence of span n based in the Lyndon words of the language, which resulted to be
the minimal one in the lexicographic order, and this algorithm was proved to be efficient
[RSW92]. Recently, the study of these concepts was extended to languages with forbidden
substrings: in [RS00] it was given efficient algorithms to generate all the words in a language
with one forbidden substring, in [Mor03] the concept of de Bruijn sequences was generalized
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to restricted languages with a finite set of forbidden substrings and it was proved the existence
of these sequences and presented an algorithm to generate one of them, however, to find the
minimal sequence is a non-trivial problem in this more general case. This problem is closely
related to the “shortest common super-string problem” which is a important problem in the
areas of DNA sequencing and data compression.
In this work we study the de Bruijn sequence of minimal lexicographical label. In subsection
4.2.2 we present some definitions and previous results on de Bruijn sequences and the BEST
Theorem, necessary to understand the main problem, and we prove a result related with the
BEST Theorem which will be useful in the following subsections. In subsection 4.2.3 we study
the main problem, giving some results on the structure of the de Bruijn graph. Finally, in
subsection 4 we present some remarks and extensions of this work.
4.2.2 De Bruijn sequence of restricted languages
Definitions
Let A be a finite set with a linear order <. A word on the alphabet A is a finite sequence of
elements of A, whose length is denoted by |w|.
A word p is said to be a factor of a word w if there exist words u,v ∈ A∗ such that w = upv. If
u is the empty word ε then p is called a prefix of w, and if v is empty then is called a suffix of w.
If p 6= w then p is a proper factor, proper prefix or proper suffix, respectively.
The set A∗ of all the words on the alphabet A is linearly ordered by the alphabetic order
induced by the order < on A. By definition, x < y either if x is a prefix of y or if x = uav,
y = ubw with u,v,w ∈ A∗, a,b ∈ A and a < b. A basic property of the alphabetic order is the
following: if x < y and if x is not a prefix of y, then for any pair of words u,v, xu < yv.
Given an alphabet A, a full shift AZ is the collection of all bi-infinite sequences of symbols
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from A. Let F be a set of words over A∗. A subshift of finite type (SFT) is the subset of
sequences in AZ which does not contain any factor in F . We will refer to F as the set of
forbidden blocks or forbidden factors.
Given a set F of forbidden blocks, in this work we will say that a word w is in the language if
the periodical word w∞, composed by infinite repetitions of w, is in the language of the SFT
defined by F . The set of all the words of length n in the language defined by F will be
denoted by W F (n).
A SFT is irreducible if for every ordered pair of blocks u,v in the language there is a block w
in the language so that uwv is a block of the language.
A de Bruijn sequence of span n in a restricted language is a circular string BD of length∣∣W F (n)∣∣ such that all the words in the language of length n are factors of BD . In other words,
{(BD)i . . .(BD)i+n−1 mod n|i = 0 . . .n−1}=W F (n)
These concepts are studied in [Mor03], extending the known results on subshifts of finite type
to this context. In particular two results are relevant in this work, the first one is a bound in the
number of words of length n in the language:
∣∣∣W F (n)∣∣∣= Θ(λn)
where log(λ) is the entropy of the system (see [LM95]). The second result proves the existence
of a de Bruijn sequence:
Theorem 4.2.1. For any set of forbidden substrings F defining an irreducible subshift of finite
type, there exists a de Bruijn sequence of span n.
This last theorem is a direct consequence of the fact that the de Bruijn graph of span n is an
Eulerian graph. The de Bruijn graph of span n, denoted by GDn , is the largest strongly
40
00000
00001 10000
10001
00010 00100 01000
01001 10010
00101 10100
01010
10101
0
1
0
0
1
0
1
0
01
0
0
1
0
0
0
0
0
Figure 4.2: De Bruijn digraph of span 5 for the Golden Mean (F = {11})
connected component of the directed graph with |A|n vertices, labeled by the words in An, and
the set of arcs
E =
{
(as,sb)|a,b ∈ A,s ∈ An−1,asb ∈W F (n+1)
}
where the label of the arc e = (as,sb) is l(e) = b. Note that if the SFT is irreducible, this graph
has only one strongly connected component of size greater than 1, so there is no ambiguity in
the definition.
There are not two vertices with the same label, hence from now we identify a vertex by its
label. If W = e1 . . .ek is a walk over GDn , we denote the label of W by l(W ) = l(e1) . . . l(ek),
and by l(W ) j the concatenation of of j times l(W ).
There exists a bijection between the arcs of GDn and the words in W F (n+1), because to each
arc with label a ∈ A with tail at w′ ∈ An we can associate the word w′a which is, by definition,
a word in W F (n+1). Equally if w′a is a word of W F (n+1), with a ∈ A, then there exists a
vertex w′ and an arc with tail at this vertex with label a.
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Furthermore, if a word w is a label of a walk from u to v then v is a suffix of length n of uw. In
the same way, if w ∈W F (n+1) then there is a cycle C in GDn with label l(C) such that
l(C)
n+1
|C| = w.
With all these properties it is easy to see that a de Bruijn sequence of span n+1 is exactly the
label of an Eulerian cycle over GDn .
The BEST theorem
BEST is an acronym of N. G. de Bruijn, T. van Aardenne-Ehrenfest, C. A. B. Smith and W. T.
Tutte, the BEST Theorem (see [Tut84]) gives a correspondence between Eulerian cycles in a
digraph and its rooted trees converging to the root vertex.
Let r be a vertex of an Eulerian digraph G = (V,E), a spanning tree converging to the root r is
a spanning tree such that there exists a directed path from each vertex to the root.
Given an Eulerian cycle starting at the root of an Eulerian digraph, if for every vertex of G we
take the last arc with tail at this vertex in the cycle then we obtain a spanning tree converging to
the root. Conversely, given a spanning tree converging to the root, a walk over G starting at the
root and using the arc in the tree only if all the arcs with tail at this vertex has been used, is an
Eulerian cycle. A walk over the graph of this kind will be called a walk “avoiding the tree”.
The BEST Theorem proves that for every different spanning tree we have a different Eulerian
cycle. Therefore it also allows us to calculate the exact number of Eulerian cycles on a digraph,
which is given by
CF = MT ·
|V |
∏
i=1
(d+(vi)−1)!
where MT is the number of rooted spanning trees converging to a given vertex. We bound the
second term by (( ¯d+−1)!)|V | where ¯d+ is the mean of the outgoing degrees over all the
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vertices, so we have a lower bound to the number of de Bruijn sequences
CF = Ω
(
bλ−1c!λn−1
)
in particular, for a system with λ≥ 3 the number of the Bruijn sequences of span n is
exponential in the number of words in the language of length n−1. In the systems with
3 > λ > 1 this bound is generally also true, because the underestimated term MT is generally
exponential, for example, in the system without restrictions of alphabet {0,1}, this term is
equal to 22n−1 .
Now, we define formally a walk “avoiding a subgraph”. Let r be any vertex. For each vertex
v 6= r in GDn let ev be any arc starting at v. Let H be the spanning subgraph of GDn with arc set
{ev : v ∈V (GDn )\{r}}.
Is easy to see that H is composed by cycles, subtrees converging to a cycle, and one subtree
converging to r. For a vertex not in a cycle of H, we define Hv as the directed subtree
converging to v in H.
We define recursively a walk in GDn which avoid H. It starts at the root vertex r. Let v0e0 · · ·vi
be the current walk. If there is an unvisited arc ei = (vi,vi+1) not in H we extend the walk by
eivi+1. Otherwise we use the arc evi in H.
We say that a walk over the graph exhausts a vertex if the walk use all the arc having the vertex
as head or tail.
The next lemma studies in which order the vertices are exhausted in a walk avoiding H
Lemma 4.2.2. Let W be a walk starting at vertex r avoiding H, let v be a vertex and let Wv
the subpath of W starting at vertex r and finishing when it exhausts the vertex v. Then for each
vertex u in Hv, u is exhausted in Wv.
Proof. By induction in the depth of the subtree with root v. If v is a leaf of H then Hv = {v}.
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If v is not a leaf and Wv exhaust v, then Wv visit all arc (v,w) ∈ E, and therefore all the arcs
(u,v) ∈ E, applying induction hypothesis to all vertices u such that (u,v) ∈ E we prove the
result.
4.2.3 Minimal de Bruijn sequence
Let m = m1 . . .mn be the vertex of GDn of maximum label in lexicographic order. We are
interested in to obtain the Eulerian cycle of minimum label starting at m. In order to obtain this
cycle, we define the following walk: Starting at m, at each vertex we continue by the arc with
the lowest label between the unvisited arcs with tail at this vertex. A walk constructed by this
way will be called a minimal walk. By definition, there is no walk with a lexicographically
lower label, except its subwalks. In this subsection we characterize when a minimal walk
starting at m is an Eulerian cycle, obtaining the minimal de Bruijn sequence.
For each vertex v let e(v) be the arc with tail at the vertex v and with maximum label. Let T be
the spanning subgraph of GDn composed by the set of arcs e(v), for v ∈V (GDn ), v 6= m. The
label of e(v) will be denoted by γ(v).
Is easy to see that a minimal walk is a walk avoiding T , hence we can study a minimal walk by
analyzing the structure of T .
Theorem 4.2.3. A minimal walk is an Eulerian cycle if and only if T is a tree.
Proof. A minimal walk W exhaust m, if T is a tree then by Lemma 4.2.2 all vertices of T are
exhausted by W , hence W is an Eulerian cycle. Conversely, if W is an Eulerian cycle, by the
BEST Theorem the subgraph composed by the last arc visited at each vertex is a tree, but this
subgraph is T , concluding that T is a tree.
In the unrestricted case (when W F (n) = An), the subgraph T is a regular tree of depth n where
each non-leaf vertex has |A| sons, therefore the minimal walk is an Eulerian cycle.
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In the restricted case, we do not obtain necessarily an Eulerian cycle, because T is not
necessarily a spanning tree converging to the root due to the existence of cycles (see Figure
4.3).
We will study the structure of the graph GDn and the subgraph T , specially the cycles in T . The
main theorem of this subsection characterizes the label of cycles in T , allowing us to
characterize the languages where the minimal walk is an Eulerian cycle.
First of all, we will prove some properties of the de Bruijn graph to understand the structure of
the arcs and cycles in T .
Lemma 4.2.4. Let k≥ n+2. Let W = v0e0v1e1 · · ·ek−1vk be a walk in T . Then l(e0)≤ l(en+1).
Proof. Since vn = l(e0) · · · l(en−1) we have that l(e1) · · · l(en−1)l(en)l(e0) ∈W F (n+1). Hence
there exists an arc (vn+1,u) with label l(e0), where vn+1 = l(e1) · · · l(en−1)l(en). By the defini-
tion of T , l(e0)≤ γ(vn+1) = l(en+1).
Corollary 4.2.5. Let C be a cycle in T . Then |C| divides n+1. Moreover for every vertex u in
C, uγ(u) = l(C)
n+1
|C|
.
Proof. Let consider the walk W = v0e0 · · ·e|C|−1v|C| = v0e0 · · ·e(n+1)|C|−1v0e0v1 as n+1 repeti-
tions of the cycle C. From Lemma 4.2.4 we have l(e0) ≤ l(en+1) ≤ l(e2(n+1)) ≤ l(e(n+1)|C|) =
l(e0). Since we can start the cycle in any vertex we conclude that l(ei) = l(e(n+1)+i) for every
i = 0, . . . , |C|−1. Hence |C| divides n+1. The second conclusion comes from the fact that the
label of any walk of length at most n ending in a vertex u is a suffix of u.
Let u 6= m be a vertex. Among all the words which are prefix of m and suffix of u, let g(u) be
the longest one (notice that g(u) could be the empty word ε and |g(u)|< n). Let
α(u) = m|g(u)|+1 be the letter following the end of g(u) in m.
Notice that in the unrestricted case, |g(u)| is the distance over the graph from the vertex u to m.
This function will be essential in the study of T . The next lemma give us a bound over the
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label of the arcs in terms of the function g(·).
Lemma 4.2.6. For all pairs of adjacent vertices u and v, l(uv)≤α(u). Moreover, if l(uv)<α(u)
then g(v) = ε and if l(uv) = α(u) then g(v) = g(u)l(uv).
Proof. g(u) is a suffix of u, and ul(uv) ∈W F (n+ 1), so g(u)l(uv) is a prefix of a word in
W F (n+1). Since m is the maximal word and g(u) is a prefix of m we get l(uv)≤ α(u).
If l(uv) = α(u) then g(u)l(uv) is a prefix of m and a suffix of v. Hence g(u)l(uv) is a suffix
of g(v). Since by removing the last letter of a suffix of v we obtain a suffix of u we conclude
g(v) = g(u)l(uv).
We show that if g(v) 6= ε then α(u) ≥ l(uv). Let g(v) = g′(v)l(uv), then g′(v) is a suffix of u
and a prefix of m. Hence g′(v) is a suffix of g(u). Therefore g′(v)α(u) is a factor of m. By
the definition of g(v) and the maximality of m g(v) is greater or equal (lexicographically) than
g′(v)α(u). We conclude that α(u)≥ l(uv).
In the unrestricted case, where T is a tree of depth n, all the arcs not in T go to a leaf. In the
general case we can define an analog to the leaves.
We say that a vertex u is a floor vertex if g(u) = ε. Notice that in the unrestricted case the
leaves of T are the floor vertices. We say that a vertex u is a restricted vertex if γ(u)< α(u).
Corollary 4.2.7. If a cycle in T contains l restricted vertices, then it has exactly l floor vertices.
Proof. From Lemma 4.2.6 we know that if a vertex u is restricted then for every arc (u,v) the
vertex v is a floor vertex. To conclude it is enough to see that in T an arc (u,v)with u unrestricted
has label α(u). Then v is not a floor vertex.
Corollary 4.2.8. Let P be a path in T starting in a floor vertex, ending in a vertex v and with
unrestricted inner vertices. Then l(P) = g(v).
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Proof. We apply induction on the length of P. The case where the length of P is zero is direct
since v is a floor vertex. Let us consider the case where P has length at least 1. Since v is not a
restricted vertex, from Lemma 4.2.6 we know that g(v) = g(u)l(uv), where u is its neighbor in
P. By the induction assumption g(u) = l(P′) where P′ is the path obtained from P removing the
arc (u,v). Hence g(v) = l(P′)l(uv) = l(P).
We will use these results to characterize the label of cycles in T , specially we will characterize
the restricted vertices of a cycle.
Theorem 4.2.9. Let C be a cycle in T , let u0, . . . ,uk−1 be the restricted vertices in C ordered
according to the order of C. Then ui = g(ui+1)γ(ui+1) · · ·γ(ui−1)g(ui) for i= 0, . . . ,k−1, where
i+1, . . . , i−1 are computed mod k.
Proof. From Corollary 4.2.8 the label of C is g(u0)γ(u0) · · · g(uk−1) γ(uk−1), and by definition
of GDn , ui is the label of any walk over GDn of length n finishing in ui, so by Corollary 4.2.5 we
can take the walk Ck composed by k = (n+ 1)/|C| repetitions of C finishing in ui, concluding
that ui = g(ui+1)γ(ui+1) · · ·γ(ul) l(Ck−1)g(u1) · · · γ(ui−1) g(ui).
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Figure 4.3: Example of the subgraph T for n = 4 and F = {01111} in a binary alphabet.
Now we are able to give a characterization of the languages where a minimal walk produces an
Eulerian cycle.
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Let H be the subset of W F (n+1) where w ∈H if and only if w can be decomposed by
w = h0β1 . . .hk−1βk−1 where each hi ∈ A∗ and βi ∈ A satisfy the following conditions:
1. hi = m1 . . .m|hi| (a prefix of m)
2. βi < m|hi|+1
3. ∀β′ > βi, hi+1βi+1 . . .βi−1hiβ′ /∈W F (n+1)
Now, we are able to characterize the languages where a minimal walk is an Eulerian cycle.
Theorem 4.2.10. A minimal walk is an Eulerian cycle if and only if H = /0.
Proof. From Theorem 4.2.3, we have to prove that T is a tree if and only if H = /0.
If T is not a tree then T has a cycle C. Let u0 . . .uk−1 be the restricted vertices of the cycle. By
Theorem 4.2.9 l(C) = g(u0)γ(u0) . . .g(uk−1)γ(uk−1) and by Corollary 4.2.5 |C| divides n+ 1.
Therefore there exists a word w in W F (n+ 1) composed by (n+ 1)/|C| repetitions of C. By
definition of H we conclude that w ∈H .
Conversely, let us assume that T has no cycles and H 6= /0. Let w be a word in H . By definition
of GDn , there is a cycle C in GDn of length dividing n+ 1 such that C (or repetitions of C) has
label w. We shall prove that C is also a cycle in T .
Let v be a vertex of C, with v = . . .βi−1(hi)1 . . .(hi) j where j = 0 . . . |hi|. If 0 < j < |hi|, then
m1 . . .m j is a suffix of v, so α(v) = m j+1 = (hi) j+1 hence the arc of C with tail at v is in T . If
j = 0 then γ(v) =m1 therefore the arc in C is in T . Finally, let consider the case j = |hi|.If (v,v′)
is the arc in C then l(vv′) = βi. Since w ∈H , no arc in GDn with tail at v has a label greater than
βi. Then (v,v′) ∈ T . We conclude that C is a cycle in T which leads to a contradiction.
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4.2.4 Some remarks
The previous analysis considers only the minimal walk starting at the root vertex. This case
does not necessarily produce the minimal label over all Eulerian cycles, because there can be
Eulerian cycles starting at a non root vertex with a lexicographically lower label.
It is also possible to construct an algorithm which modifies T in order to destroy cycles in T ,
and obtain the minimal de Bruijn sequence for any irreducible subshift of finite type. However
further research in this subject allow us to construct an algorithm to obtain the minimal
Eulerian cycle for any edge-labeled digraph (see [MM04]). This algorithm is presented in the
next section.
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4.3 Full paper:
Minimal Eulerian cycle in a labeled digraph
Submitted
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Abstract
Let G be an Eulerian directed graph with an arc-labeling such that arcs going out
from the same vertex have different labels. In this work, we present an algorithm
to construct the Eulerian trail starting at an arbitrary vertex v of minimum lexico-
graphical label among labels of all Eulerian trails starting at this vertex.
We also show an application of this algorithm to construct the minimal de Bruijn
sequence of a language.
4.4 Introduction
Eulerian graphs are an important concept in the beginning of the graph theory. The
“Ko¨nigsberg bridge problem” and its solution given by Euler in 1736 are considered the first
paper of what is nowadays called graph theory.
In this work, we consider graphs with an arc-labeling with the following property: Arcs going
out from the same vertex have different labels. These graphs are commonly utilized in the
automata theory: a labeled digraph represents deterministic automata where vertices are the
states of the automata, and arcs represent the transition from one state to another, depending on
the label of the arc. Eulerian trails over these graphs are related with synchronization of
automata (see [Kar03]).
Eulerian graphs with this kind of labeling are also used in the study of DNA. By DNA
sequencing we can obtain fragments of DNA which need to be assembled in the correct way.
To solve this problem, we can simply construct a DNA graphs (see [BHKdW99]) and find an
Eulerian trail over this graph. This strategy is already implemented and it is now one of the
more promising algorithms for DNA sequencing (see [Pev89, PTW01]).
To find the Eulerian trail of minimal label is also an interesting problem to find optimal
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encoding for DRAM address bus. In this model, an address space of size 22n is represented as
labels of edges in a complete graph with 2n vertices. An Eulerian trail over this graph produce
an optimal multiplexed code (see [CP00]), if we want to give priority to some address in
particular, the Eulerian cycle of minimal label give us this code.
Another interesting application of these graphs is to find de Bruijn sequences of a language.
De Bruijn sequences are also known as “shift register sequences” and were originally studied
in [dB46] by N. G. De Bruijn for the binary alphabet. These sequences have many different
applications, such as memory wheels in computers and other technological device, network
models, DNA algorithms, pseudo-random number generation, modern public-key
cryptographic schemes, to mention a few (see [Ste61, BDE97, CDG92]). More details about
this application will be discussed in section 3.
By the BEST theorem (see [Tut84]), we can compute the number of Eulerian trails in a graph.
This number is usually exponential in the number of vertices of the graph (at least ((γ−1)!)|V |
where V is the set of vertices and γ is the minimum degree of vertices in V ). Therefore, to find
the Eulerian trail of lexicographically minimum label can be a costly problem.
In this work, we give an algorithm to construct the Eulerian trail of minimum label starting at a
given vertex. The complexity of the algorithm is linear in the number of arcs of the graph. In
section 2 we give some definitions to understand the problem and we prove the main theorem.
Finally, in Section 3 we give an application of this algorithm to construct the minimal de
Bruijn sequence of a language.
4.5 Main Theorem
Let G be a digraph and let l : A(G)→ N be a labeling of the arcs of G over an alphabet N such
that arcs going out from the same vertex have different labels.
A trail is an alternating sequence W = v1a1v2a2 . . .vk−1ak−1vk of vertices vi and arcs a j such
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that the tail of ai is vi and the head of ai is vi+1 for every i = 1,2, . . . ,k−1 and all arcs are
distinct. If v1 = vk then W is a closed trail. A closed trail is an Eulerian trail if the arcs of W are
the arcs of G. An Eulerian graph is a graph with an Eulerian trail. The label of W is the word
l(a1) . . . l(ak−1).
We will show how to find in a strongly connected Eulerian digraph the Eulerian trail starting at
a particular vertex r with the minimal lexicographical label.
Let U be a subset of vertices in G. A cut is the set of arcs with one end in U and the other in
V \U , and is denoted by δG(U). A vertex v will be exhausted by a trail W if δG\A(W )(v) = /0.
The set of vertices exhausted by W will be denoted by S(W ).
Lemma 4.5.1. Let U be a subset of vertices and let T be the trail of minimum label exhausting
U. Let B⊇U be a set of vertices contained in the set of vertices exhausted by T . Then T is the
trail of minimum label exhausting B.
Proof. Let T ′ be a trail exhausting B with a smaller label than T . Since U ⊆ B then T ′ exhaust
U . Hence, the label of T is not minimal.
A trail W can visit a vertex v many times. We will decompose a trail W in the sub-trails Wv
and vW , where Wv is the sub-trail of W finishing in the last visit of v, and vW is the sub-trail of
W starting from the last visit of v. We denote ◦vW the trail vW without the first vertex v.
Lemma 4.5.2. Let v be the last vertex in S(T ) visited by a closed trail T and let w be the next
vertex in T . Then
δG\A(T v)(
◦
vT ) = {vw}
Proof. Let xy be an arc of δG(◦vT ). Since all vertices of ◦vT are exhausted by T , xy∈A(T ). Hence
either xy ∈ A(T v) or xy ∈ A(vT ). Therefore xy ∈ δG\A(T v)(◦vT ) if and only if xy = vw.
We define the following strategy to construct a trail: Starting at a given vertex v, follow the
unvisited arc (if exists) of minimal label. This strategy finishes with a closed trail, and this trail
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exhausts the vertex v. A trail constructed following this strategy will be called an alphabetic
trail starting at v and will be denoted by W (G,v). By definition, an alphabetic trail starting at v
is the trail of minimal label among all trails starting at v and exhausting v.
Let v be a vertex and let T be the closed trail of minimal label exhausting all vertices in ◦vT . We
search the trail of minimal label exhausting all vertices in vT . If v ∈ E(T ) then by Lemma
4.5.1 the trail T is the solution to this problem. If v /∈ E(T ) then the next lemma give us the
solution: we need to split T and insert the alphabetic trail over G\A(T ) starting at v.
Repeating this process we will finish with the Eulerian trail of minimal label.
Lemma 4.5.3. Let T be a closed trail exhausting r such that if v is the last vertex in V \ S(T )
visited by T then T is the closed trail of minimum label exhausting ◦vT .
Let Z be the closed trail of minimum label in exhausting vT and let W =W (G\A(T ),v). Then
Z = (T v)W (vT ).
Proof. By supposition, T is the closed trail of minimum label exhausting ◦vT and ◦vT ⊂ E(Z),
hence by Lemma 4.5.1, l(Z)≥ l(T ). In particular, l(Z)≥ l(T v). Also Z and (T v)W (vT ) exhaust
vT . Hence l(Z)≤ l((T v)W (vT )), concluding that Z = (T v)Z′.
By Lemma 4.5.2 the only way to visit vertices in ◦vT is using the arc vw, and ◦vT is the trail of
minimum label exhausting V (◦vT ) in G \ (A(T v)). Since Z is a closed trail of minimum label,
Z = (T v)Z′′(vT ).
Finally, Z′′ is a closed trail of minimum label in G\A(T ) exhausting v, therefore Z′′ =W .
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Algorithm 4.5.1 Compute the minimal Eulerian trail starting at r
T ← /0
v←NOEX(T ) {v = r}
while v 6= NULL do
W ←W (G\A(T ),v).over G\A(T ).
T ← (T v)W (vT )
v← NOEX(T ).
end while
Where NOEX(T ) returns the last non-exhausted vertex visited by T or NULL if this vertex does
not exist.
Theorem 4.5.4. Algorithm 4.5.1 finishes with an Eulerian trail starting at r and its label is the
minimal one among all Eulerian trails starting at r.
Proof. At each repetition of the “while”, the trail T exhausts at least one vertex non-exhausted
in the previous step, so the algorithm will finish in a finite number of steps.
Hence, we define inductively Gi = G\A(T i−1), vi =NOEX(Ti), W i =W (Gi,vi) and also T i =
(T i−1vi−1)W i(vi−1T i−1), with T0 = /0.
We prove by induction that T i is the closed trail of minimal label exhausting ◦v
i
T i. For i = 1,
T 1 =W (G,r) is by definition the closed trail of minimal label exhausting r, and by Lemma 4.5.1
it is the trail of minimal label exhausting ◦v
1
T 1. Let T i−1 be the closed trail of minimum label
exhausting ◦v
i−1
T i−1. Applying Lemma 4.5.3 to T i−1, we conclude that T i is the closed trail of
minimal label exhausting vi−1T i and by Lemma 4.5.1 it is the minimal closed trail exhausting
◦
v
i
T i.
Therefore the algorithm will finish with a closed trail T exhausting all its vertices V (T ), but
G has only one strongly connected component, so V (T ) = V (G). We conclude that T is an
Eulerian trail of minimal label.
We can use the following structure to represent the graph, a list of size |V | representing vertices
where each element v in the list has a stack with the head of each arc starting at v in order.
Knowing this structure of a graph, the algorithm can easily construct the trails W (·, ·),
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removing the visited nodes from the stack and keeping track of exhausted vertices. Since this
algorithm use each arc at most twice, it can be implemented in O(|A(G)|), which is best
possible.
Remark that while the initial vertex r can be arbitrarily chosen, different initial vertices can
produce different trails, even if we consider the label as a circular string. For example, in the
graph of Figure 4.4, the minimal de Bruijn sequence starting at u is 001122 but starting at v is
100122.
0
1
u v2
0
2
1
Figure 4.4:
4.6 An application: minimal de Bruijn sequence
Given a set D of words of length n, a de Bruijn sequence of span n is a periodic sequence such
that every word in D (and no other n-tuple) occurs exactly once. Historically, de Bruijn
sequence was studied in an arbitrary alphabet considering the language of all the n-tuples. In
[Mor03] the concept of de Bruijn sequences was generalized to restricted languages with a
finite set of forbidden substrings and it was proved the existence of these sequences and
presented an algorithm to generate one of them. Nevertheless, it remained to find the minimal
de Bruijn sequence in this general case.
In [MM04] (see Section 4.2) was studied some particular cases where it is possible to obtain
efficiently the minimal de Bruijn sequence. Using our previous algorithm we can solve this
problem for all cases and efficiently.
A word p is said to be a factor of a word w if there exist words u,v ∈ N∗ such that w = upv. If
u is the empty word (denoted by ε), then p is called a prefix of w, and if v is empty then is
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called a suffix of w.
Let D be a set of words of length n+1. We will call this set a dictionary. A de Bruijn
sequence of span n+1 for D is a (circular) word BD,n+1 of length |D| such that all the words
in D are factors of BD,n+1. In other words,
{(BD,n+1)i . . .(BD,n+1)i+n mod (n+1)|i = 0 . . .n}=D
De Bruijn sequences are closely related to de Bruijn graphs. The de Bruijn graph of span n,
denoted by GD,n, is the directed graph with vertex set
V (GD,n) = {u ∈ Nn|u is a prefix or a suffix of a word in D}
and arc set
A(GD,n) = {(αv,vβ)|α,β ∈ N,αvβ ∈D}
Note that the original definitions of de Bruijn sequences and de Bruijn graph given in [dB46]
are the particular case of D = Nn+1.
We label the graph GD,n using the following function l: if e = (αu,uβ) then l(e) = β. This
labeling has an interesting property: Let P = e0 . . .em be a trail over GD,n of length m≥ n.
Then P finishes in a vertex u if and only if u is a suffix of l(P) = l(e0) . . . l(em). This property
explains the relation between de Bruijn graphs and de Bruijn sequence: BD,n+1 is the label of
an Eulerian trail of GD,n. Therefore, given a dictionary D , the existence of a de Bruijn
sequence of span n+1 is characterized by the existence of an Eulerian trail over GD,n.
Let D be a dictionary such that GD,n is an Eulerian graph. Let M be the vertex of minimum
label among all vertices. Clearly, the minimal de Bruijn sequence has M as prefix. Hence, the
minimal Eulerian trail over GD,n start at an (unknown) vertex and after n steps it arrives to M.
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Therefore if we start our Algorithm 4.5.1 in the vertex M we obtain the Eulerian trail of
minimal label starting at M which have label B = B′ ·M. Hence M ·B′ is the minimal de Bruijn
sequence of span n+1 for D .
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Example 4.6.1. Example of the algorithm for the Golden Mean system (F = {11}) with length
n = 6.
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