In some ultrasonic measurement situations, an adequate signal separation is difficult to achieve. A typical situation is material characterization of thin media using pulse-echo or through-transmission techniques, when the time-of-flight in the media is shorter than the emitted signal's time support. Separated signals are necessary to obtain accurate estimates of material properties and transit times. In this paper a new method is proposed that enables complete post-separation of measured coinciding signals. The method is based on a combination of hard physical and soft empirical models, which allows for a description of both known and unknown properties making a complete separation possible. The validity and limitations of the model and the separation results are thoroughly addressed. The proposed technique is verified using real measurements on thin dispersive samples and validated using residual analysis. The experimental results show a complete separation with uncorrelated and normally distributed residuals. The method enables characterization and/or flow analysis in difficult overlapping situations.
Introduction
When designing ultrasonic measurement systems based on pulse-echo or through-transmission techniques, adequate signal separation is often a requirement for the analysis step. In material characterization, separable signals are necessary to obtain accurate estimates of transit times and material properties. However, there are a number of factors which can prevent a complete separation. If the propagation distance in the medium is short (due to fixed dimensions, or deliberately kept short for highly attenuative materials), or if the signal's time support is long (due to low-frequency transducers or if high-energy and lowamplitude excitations are required), a complete separation can be difficult to achieve.
The problem can be divided into two categories: when there is no knowledge of the measured structure (e.g. the number of layers are unknown) and when there is knowledge of the structure.
For the case when there is no knowledge of the structure, a promising approach is to parameterize the signal waveforms (for a known number of waveforms) using a signal model of the ultrasonic echo [1, 2] . However, to find an appropriate signal model one must have an accurate a priori information of the shape of the emitted ultrasonic signal and how it is affected by the media and the surrounding structure. A difficult and crucial step in using this approach is to find a valid signal model, that can capture the observed waveforms entirely and leave white residuals enough and the residuals contain any signal components which the model cannot reproduce, a complete separation cannot be achieved. A chosen signal model is often restricted to a certain type of signal waveform. This means that a large collection of signal models must be available to cope with different waveforms and measurement situations.
The second category is when information of the measured structure is available, for example, a material sample consisting of several layers. The required information is often limited to knowledge of the number layers within the structure, and the possibility to measure a reference signal (using a buffer rod or from a reference experiment). Several different approaches, based on both parametric and non-parametric techniques, have been proposed in the literature, [3] [4] [5] [6] [7] , to cope with the overlapping problem for known structures. However, the main objective has been to retrieve estimates of a few physical parameters (thickness, phase velocity, density, attenuation) related to the investigated structure, rather than to capture all the systematic variations observed in the data. The result is that neglected effects, such as frequency dependent attenuation, dispersion, diffraction and alignment errors, are un-captured by the models, and the residuals contain variation originating from the neglected effects.
A necessary condition for a model to be able to accurately separate superimposed signals, is that all the observed dynamics can be described. This is, in general, also a necessary condition in order to obtain unbiased estimates of physical parameters from the observed data.
To separate the signals we must find a model that can describe the known structure and is general enough to capture both known and unknown effects. In this paper we use a combination of hard and soft modeling to solve this problem. 1 A hard model structure is applied to describe multiple reflections and overlaps related to the specific measurement setup. A soft model structure is used to capture unknown dispersion and attenuation effects from the layers, and to handle unwanted diffraction and misalignment effects from the measurement setup.
The proposed method achieves complete signal separation in dispersive experimental situations (with no visible leftovers from the emitted signal). The method avails for characterization and flow analysis in overlapping situations. This paper is an extension of previous work, presented in [8] .
The remaining part of the paper is organized as follows: In Section 2, the separation model is derived, the idea of combining hard and soft models is presented, and the soft model parameterization used in this study is stated. In Section 3, aspects concerning parameter estimation, model validation, and stability constraints are addressed. Section 4 presents the key equations to separate overlapping signals, and it is shown how acoustic properties connected to layers within the measurement structure can be retrieved, followed by a thorough explanation of the validity of the separated signals. Section 5 contains a description of the measurement setup and the equipments used in the experimental study. In Section 6, estimation, model validation, and separation results are presented for two different experiments: long dispersive reverberation, and short dispersive reverberation. Section 7, contains a discussion addressing: sign invariance of parameters, characterization of layer properties, model extensions, soft model parameterizations, colored measurement noise, and how to deal with truncated measurements. Finally, conclusions can be found in Section 8, followed by an Appendix.
Separation model
This section begins with a derivation of the hard model structure for the specific measurement setup shown in Fig. 1 , (designed for normal incidence pulse-echo measurements of thin samples). The hard structure describes the ideal case when attenuation, dispersion, diffraction, and misalignment effects are neglected and the structure contains only pure delays, reflection and transmission coefficients. This structure describes how the signals overlap and is essential to obtain separation. The hard structure is then expanded with soft structures to cope with a more realistic case when the above effects are included. Finally, details concerning parameterization of the soft models are presented.
Assuming that linear acoustic applies, there exist a linear systemhðx; hÞ that describes the relationship between the reference signalũ 3 ðxÞ and the response signalỹðxÞ as yðxÞ ¼hðx; hÞũ 3 ðxÞ: ð1Þ The reference signal is defined as the received reflectioñ u 3 ðxÞ from the water-buffer boundary, see Fig. 1 . The response signal is defined as the summation of all the measured contributions obtained from the sample spacẽ
Here~denotes Fourier transformed quantities and x represents the angular frequency. In (1), h represents a vector containing the model parameters.
Hard model
Assume further that there are no attenuation and dispersion effects present, and that the measurement setup is perfectly aligned. Then the hard structure forhðx; hÞ in (1) can be found by deriving the expressions for the measured contributionsỹ p ðxÞ from the sample space, using reflection and transmission coefficients related to each layer. The first two contributions 
Here R lm and T lm denote the (pressure) reflection and transmission coefficients, respectively, between the lth and the mth medium. The phase delay (time-of-flight) for the wave through the mth material is represented by s m andũ 2 ðxÞ is defined as the pulse just inside the buffer rod, see Fig. 1 where the relationship
has been used in the last equality. The last step in completing the path between the response signalỹðxÞ and the reference signalũ 3 ðxÞ, is to find the relationship betweenũ 2 
Combining hard and soft modeling
In cases of diffraction, alignment errors, and frequency dependent attenuation and dispersion, the model structure in (13) is inadequate. However, if linear acoustic applies, the above effects can be described using linear systems and (1) is still valid. Assuming that the wave propagation through the mth medium can be described by two linear systems: pÀ1 ; for p P 3:
In this case the phase velocity and the phase delay are frequency dependent, which means that the reflection and transmission coefficients are frequency dependent. Here s m should be considered as the overall frequency independent phase delay (or dead-time). Observe that the last terms in (14)- (16) are identical to those in (3)-(5) and corresponds to lossless wave propagation. The additional terms are associated with the previously neglected effects (attenuation, dispersion, diffraction, misalignment). Using relatively high frequencies combined with a small sample space (smallñ 2 ), the diffraction/alignment ratio in (16) can be considered as independent of p and approximated as e
The above approximation does not mean that diffraction and alignment effects are negligible for small sample spaces, even though they might be small, it means only that their ratio can be considered independent of p, i.e., the ratio between the diffraction affectingỹ p andỹ pþ1 is approximated as the same as the ratio between the diffraction affecting y pþ1 andỹ pþ2 . Using the approximation in (17) , the response signalỹ can be expressed, analogous to (6), as 
Inserting the expressions (14) , (15), (21) where n a , n r and n b are the dimensions of the parameter vectors a, r and b respectively, and T s denotes the sampling period. The term e jxT s ðnÁÀ1Þ=2 represents the phase compensation part and shifts the FIR so that the middle tap corresponds to zero delay (for odd n Á ).
The FIR filter describing the reflection coefficient e R 12 in (26) is restricted to a type I linear-phase FIR filter [9] , i.e., the impulse response is symmetric r p ¼ r nrÀpþ1 . This means that e R 12 is confined to be a real-valued frequency dependent quantity, i.e., no phase shifts other than AEp are associated with reflection and transmission. The linear-phase restriction in (26) can be relaxed, allowing for complex-valued reflection and transmission coefficients, e.g., in case of incomplete or partially contacting interfaces [10, 11] .
Using a FIR representation of the soft models, the parameter vector in (22) is expanded to h ¼ ½a T ; r T ; b T ; s 1 ; s 2 T , where r contains the first ðn r þ 1Þ=2 elements of r due to the imposed linear-phase symmetry.
Note that the hard model structure in (13) is equivalent to the combined model structure in (22) using single tap FIR filters ðn a ¼ n b ¼ n r ¼ 1Þ.
Parameter estimation
This section begins with a short description of the parameter estimation techniques used to find the parameters to the separation model. Comments regarding stability constraints and finite reflections are addressed. Finally, issues concerning model selection and model validation are given.
Given data from a pulse-echo experiment, the unknown model parameters are estimated from discrete Fourier transformed data [12] , using a weighted nonlinear leastsquares fit (A.31) in Appendix A.3. The Levenberg-Marquardt optimization method [13] is used to maximize the likelihood function, expanding the search space and handling ill conditioned Hessians.
At the start of the optimization, all the FIR filter taps are set to zero except for the center tap. This initial set allows for an inverse description of non-minimum phase filters. To avoid local minima, the initial guess for the center taps are retrieved from optimized values obtained using the hard model structure in (13) (equivalent to (22) with single tap filters).
Stability constraints and finite reflections
Preserving the stability ofhðhÞ in (22) during the optimization process is an issue. The stability constraint is imposed by (7) and relates to the physical properties of the model. The problem is that (7) is valid only if jxj < 1, and if this constraint is not included in the optimization, a better fit can in some cases be achieved for jxj > 1 when (7) is invalid. The straightforward way to deal with this problem is to use a constrained optimization subjected to j e R 12 e Bj < 1 8x 6 pF s . However, to avoid the increased complexity of a constrained optimization, the parameters can be estimated using a finite number of elements in (2) . This approach can be motivated since only a finite number of reflections can be observed within the measurement window. This means that (2) and (7) is replaced with
where P 0 is the number of observed elements within the measurement window. Using a finite number of elements a constrained optimization is avoided, since (29), in contrary to (7), increases rapidly if jxj > 1 and P 0 is large. The x P 0 part in (29) will act as a barrier function [13] , enforcing the constraint.
For a finite number of observed elements, P 0 , the model structures in (13) and (22) (22) if j e R 12 ðrÞ e BðbÞj 6 1, otherwise jð30Þj ! 1.
Model selection and validation
To prevent over-parameterization, the minimum description length (MDL) is used [14, 15, 12] , to find the appropriate number of FIR parameters. The number of filter taps n a , n r and n b are varied individually until the MDL is obtained.
To make sure that the model is capable of describing the true system we have to validate its performance. The key concept here is to examine the residuals (the part of the response yðtÞ that the model could not reproduce) to determine the model's validity, Appendix A.5, [15] . If the residuals contain components other than noise, a complete separation cannot be claimed. For time-limited signals (pulses), a visual examination of the residuals for non-stationary variations can also detect inadequate modeling.
To preserve the linear-phase restriction on the reflection filter e R 12 in (26), and to always allow a center tap for the initial guess (Section 3), the number of taps are restricted to an odd number when searching for the MDL.
Signal separation
This section begins by stating the key equations, essential to separate the coinciding responsesỹ p . Then it is shown how acoustic properties connected to the layers can be retrieved from the soft models. Finally, a thoroughly explanation of the validity of the signal separation is presented and limitations are discussed.
Once the correct model order is found and validated, and an estimateĥ ¼ ½â T ; r T ;b T ;ŝ 1 ;ŝ 2 T of the parameter vector is obtained, the coinciding signals can be separated by returning to the basic equations in which the model were build upon.
The first separated signal can be retrieved by inserting (21) in (14), and using the relationship in (23) 
simply derived by combining (14)- (17), and using the relationship in (24) . Using (31)-(33) above, the overlapping signals can be separated.
Estimating acoustic properties from soft models
In addition to the separated waveforms, information of the acoustic properties of the layers can be retrieved from the estimated soft models, since they contain information of the medium ( e M m and s m ). However, the soft models in (23) and (24) also contain elements related to diffraction, misalignment and reflections, needed to be known (or negligible).
For example, the acoustic properties of the investigated sample can only be retrieved from the soft models if the diffraction and misalignment effects described by e E, and the reflection term e R 23 are known. If these conditions are met, then e M 2 2 ¼ e B= e E e R 23 from (24), and the attenuation and the phase velocity related to the sample can be estimated [16] aŝ
respectively. In (34) and (35) 
Validating the signal separation results
A question that naturally arises is how to validate the signal separation. Investigating the residuals is one way to tell us that the applied model, at least, captures the total response. Another test is to take the sum of the separated signals, and see that it builds up the total response. However, it does not say so much about the validity and uniqueness of each separated signal obtained using (31)-(33). In other words we must answer the question: is there another set of separated signals that produce the same total response with white residuals?
For the ideal case, when the hard model structure applies, the answer is no, there exist only one unique separation solution that produces white residuals, under the condition that the reference and response signals are informative enough [15, 12, 17] .
As mentioned in Section 2.1, the design of the hard model structure is based on the specific measurement setup used and strictly depends on each layer within the measurement setup. The hard structure describes the setup under ideal conditions using a total amount of five parameters h ¼ ½A; R 12 ; B; s 1 ; s 2 T . Remember that the structure is derived from infinite/finite reflections (6) using the geometric sum in (7)/(29), and can therefore be decoupled uniquely into each reflection using (3)- (5) as in Section 4.
If ideal conditions are met, and the reference and response signals are informative enough, there exist only two set of parameter values that will give the maximum likelihood solution and produce white residuals, h ¼ ½Â;R 12 ;B;ŝ 1 ;ŝ 2 T andĥ ¼ ½ÀÂ; ÀR 12 ; ÀB;ŝ 1 ;ŝ 2 T . Two solutions with the same likelihood are the result of the sign invariance discussed in Section 7.1, and the sign difference does not influence neither the separation nor the total response. If any of these two solutions are found, they will produce the same unique separation solution. A proof of this can be found by examining the eigenvalues of the Fisher information matrix (FIM), [12, 17] , of the hard model structure. For reasonable values of h, i.e., R 01 6 ¼ f0; 1g, R 12 6 ¼ f0; 1g and s m 6 ¼ 0, and informative signals, the FIM has positive non-zero eigenvalues (full rank, positive definite matrix) and unique solutions can be found.
Note that the FIM FðĥÞ is closely related to the Hessian of the cost-function in (A.34). If an eigenvalue of the Hessian is zero for a given estimateĥ, the cost-function is shaped like an half-pipe, and a unique solution cannot be found.
For the combined model structure case, the answer to uniqueness depends on the length of the FIR filters representing e
A, e R 12 and e B. A way to investigate the dependency between the physical structure and the soft models, is to investigate the total impulse response of the combined model structure as the number of filter taps of the soft models increases. Decoupling the geometric sum in (30 
The total impulse response of the model in (36) using single taps (hard model) is
where
and d Às ¼ dðt À sÞ represents a Dirac impulse function located at time s. We know from the FIM, that using a model with single taps (the hard model) results in a unique separation. The impulse response in (37) produces a series of impulses, originating from the reflections within the thin layer. Notice that the relative distance between each impulse is 2s 2 =T s samples. Let us examine the total impulse response of (36), using an arbitrary number of taps. The impulse response is given by
where 
The question is then: how much overlap between these two terms is tolerable before the physical restrictions break down? An examination of the eigenvalues of the FIM, calculated using similar signal condition and parameter values as in the two experiments conducted in this study, indicates that if s 2 =T s P ðn a þ ðn r À 1Þ=2 þ 1Þ=4 the FIM has full set of positive non-zero eigenvalues and a unique solution (unique impulse response) can be retrieved. A condition that is well met for both experiments in Section 6. If the linear-phase restriction on e R 12 is relaxed, see Section 2.3, the condition is replaced by s 2 =T s P ðn a þ n r Þ=4.
The problem of multiple solutions with white residuals, arises when the general soft models get too much freedom and captures dynamics that the structure is suppose to handle (the FIM is singular). For example, an extreme case would be if n r ¼ n b ¼ 1, and n a ¼ N , where N is the number of samples. Then the FIR filter represented by the soft model e A would capture everything, independent of the values of the other parameters. But this extreme case would certainly be prevented by the MDL criterion, due to the large amount of parameters (degrees of freedom). The MDL criterion prevents a solution where the soft models get too much freedom, since it searches for a solution with the minimum amount of parameters and takes maximum advantage of the dynamics generated by the physical structure incorporated into the combined model. If the soft models get too much freedom, the separated signals would look very strange, since a correct separation result depends on having a correct description of the physical structure.
Experimental setup
The experimental setup consists of a broadband piezoelectric transducer mounted on custom built measurement cell consisting of a water region 23:3 AE 0:1 mm and a buffer rod made of 10:03 AE 0:01 mm plexiglass. The sample space is located between the buffer rod and a stainless steel reflector, see Fig. 1 . A pulser/receiver (5073PR, Panametrics, Waltham, MA, USA) was used to excite the transducer and amplify the received signal. The signal was then digitized using an oscilloscope card (CompuScope 12400, Gage Applied Technologies Inc., Lachine, QC Canada) with 12-bit resolution and using a sampling rate of 100 MHz. The measurements were made in a temperature controlled room, at 20 AE 1 C. The transducer is mounted in the middle of an aluminium disc. The disc rests on the buffer rod at three points, Fig. 1 , in a tripod configuration. These points can be adjusted in height independently and dependently, to adjust the angle and height to the buffer (thickness of the water layer). Using this configuration, normal angles can be achieved and the water region thickness can be varied to obtain a separate reference echo (ũ 3 separate from y).
Two different dispersive test samples were used in this study: high viscous marine transmission fluid [18] , and glycerin. The pulse-echo tests were performed using a broadband piezoelectric transducer with center frequency of 5 MHz (V3456, Panametrics, Waltham, MA, USA). To obtain an adequate SNR (and overlapping echoes), a small sample space was designed using a 0:15 AE 0:02 mm washer between the buffer rod and the reflector. The washer is made of an elastic material to keep the fluid inside the sample space. The elasticity contributes to an estimated uncertainty AE0:02 mm in sample distance.
Results
In this section the estimation, validation and separation results are presented for measurements in a high viscous marine transmission fluid and in glycerin. The objective is to show separability for two different overlapping waveforms: long dispersive reverberation, and short dispersive reverberation. The first fluid produce a long dispersive response (longer reverberation), and the other fluid on the contrary results in a very short dispersive reverberation (good impedance match to the buffer). These two situations complement each other by producing data with different separation and estimation difficulties. Both fluids are quite dispersive (high viscosity), hence, ideal for evaluating the combined structure when the hard structure assumptions are violated, see Sections 2.1 and 2.2.
In the optimization process P 0 ¼ 30 reflections are used, see Section 3.1, which is approximately the amount spanned by the measurement window and well above the amount required to capture all reflections with significant amplitude. Due to the high sampling frequency (20 times the center frequency of the transducer) the parameter vector h are identified from information contained in the first quarter of the available frequency band, to reduce the time complexity of the estimation procedure. Note that it is only the estimate of the parameter vector h that are confined to this frequency region, and not the measured, estimated or shown signals and residuals. To remove DC components, trends and low-frequency disturbances, the measured signals are high-pass filtered using a discrete IIR filter, see Appendix A.2. In Fig. 3 , estimation results can be seen for the case where only the hard model structure, (30) with n a ¼ n r ¼ n b ¼ 1, is used to estimate the response signal. A large systematic variation is visible in the residuals, Fig. 3a and b, indicating presence of un-modeled dynamics originating from diffraction, dispersion, attenuation and alignment effects neglected by the model, discussed in Section 2.1. This conclusion is supported by the highly autocorrelated residual sequence in Fig. 3c , where the tails ðk 6 ¼ 0Þ clearly violates the confidence region. In Fig. 3d , a normal probability plot can be observed for the residuals. From this plot a large S-shaped deviation from the line can be seen, indicating a non-normal distribution. The Anderson-Darling test [19] for normality gives a test statistic of A 2 ¼ 103:47 which is well above the a ¼ 0:01 threshold of A 2 critical ¼ 0:7511. This concludes that (at a 1% significance level) the residuals does not belong to a normal distribution.
Since the hard model structure cannot describe the true system and an adequate separation using this structure cannot be achieved. By the design of this model, the hard structure ignores all frequency dependent information. It is the ignored frequency dependent part that is visible as the non-stationary variation seen in the residual sequence. This means that if this structure is used alone, all (frequency dependent) material attenuation and dispersion information is lost.
In Fig. 4 , estimation results are presented for the combined model structure (30), with P 0 ¼ 30. The results are presented for the case when n a ¼ 15, n r ¼ 5 and n b ¼ 3 given by the MDL criterion, Section 3. For this model a good fit can be seen in Fig. 4a and only stationary variation is visible in the residuals in Fig. 4b . The residual analysis presented in Fig. 4c indicates a slight presence of high frequency correlation, as the residual correlation slightly violates the confidence region close to k ¼ 0. This violation can be eliminated if the model order is allowed to increase further, however, the MDL criterion indicates that the appropriate model order is found and the slightly observed correlation is at a frequency range far from the ultrasonic signals. Fig. 4d shows a normal probability plot of the residuals. From this plot no significant deviation from the normal line can be observed, indicating a normal distribution. The Anderson-Darling test [19] for normality gives a test statistic of A 2 ¼ 0:1813 which is well below the a ¼ 0:01 threshold of A 2 critical ¼ 0:7511. This concludes that (at a 1% significance level) it is very unlikely that the residuals does not belong to a normal distribution.
In Fig. 5a and b, estimation results of the soft models are presented. A slight frequency dependency can be noticed in both e B and e R 12 , and a magnitude below one. On the other hand, a large frequency dependency can be observed in e A and with a magnitude larger than one. This is expected since the emitted signalũ 1 is unknown, Fig. 1 , and a part of e A in (23) transmission fluid isŝ 2 =T s ¼ 9:65 samples. The linearphase restriction ofê R 12 is visible with a constant phase of p, i.e., the frequency response is negative and real valued. In Fig. 5c , the magnitudes of the reference and response signals are shown, to give an indication of the frequency area of interest.
Once the parameter vector is estimated and the model is validated, the coinciding signals can be separated using the relationships derived in Section 4, see Fig. 6 .
In Fig. 7 , the sequential summation of first six separated signals, P P p¼1ŷ p ½n for P ¼ 1; 2; . . . ; 6, is compared with the measured response signal y 0 ½n. By the definition of the model in (30), the estimated response signalŷ½n is the summation of the first P 0 ¼ 30 contributions estimated to be observed by the measurement window. However, as Fig. 7 reveals, only a fraction of these have significant amplitudes to contribute to the summation in building the response. The rate at which the magnitudes decrease depends on the values of j e R 12 e Bj. For samples with lowattenuation and significantly different acoustic impedance than the surrounding media, e.g. a steel plate in water, the magnitude of the feedback term j e R 12 e Bj is closer to 1 and more terms would be significant. In Section 7.5, a discussion follows on how to deal with truncated response measurements for highly reverberant samples.
Givenĥ, the estimated reference and response SNR for the transmission fluid experiment areŜNRũ 3 ¼ 62:4 dB and SNRỹ ¼ 58:2 dB, respectively, see Appendix A.4. Fig. 8 shows the measured reference signal u 0 3 ½n for the glycerin experiment, using the 5 MHz transducer. There is a slight difference between this reference signal, and the reference signal measured in the previous experiment, Fig. 2 . The main two reasons for this difference is alignment and temperature variations between the two experiments. See Section 7.1, for a detailed discussion of these variations. Fig. 9 shows the estimation results for glycerin when the hard model structure is used to estimate the response signal. As in Fig. 3 , the hard model structure cannot describe the true system and an adequate separation using this structure cannot be achieved. In Fig. 10 , estimation results are presented for glycerin using the combined model structure (30), with P 0 ¼ 30. The results are presented for the case when n a ¼ 13, n r ¼ 3 and n b ¼ 3 given by the MDL criterion. For this model a good fit can be seen in Fig. 10a and an examination and analysis of the residuals in Fig. 10b-d does not indicate any components that might originate from the ultrasonic waveforms.
Short dispersive reverberation: separation and estimation results in glycerin
In Fig. 11a and b, estimation results of the soft models are presented for glycerin. The magnitude of the reflection coefficient is small. This is why glycerin is often used as a coupling fluid, especially for polymers. The estimated dead-time for glycerin isŝ 2 =T s ¼ 7:11 samples.
In Fig. 12 , the coinciding signals are separated. As a consequence of the matching impedances between the buffer rod and glycerin, the feedback term j e R 12 e Bj is small, and only a short reverberation is visible. Most of the energy is transmitted through the sample and reflected at bottom boundary and propagated back asŷ 2 ½n.
The short reverberation is also visible in Fig. 13 , as only the first few contributions can describe most of the measured response.
Givenĥ, the estimated reference and response SNR for the experiment in glycerin areŜNRũ 3 ¼ 65:7 dB and SNRỹ ¼ 62:3 dB, respectively, see Appendix A.4.
Estimating acoustic properties
In Figs. 14 and 15 , estimates of the acoustic properties are shown for both samples, using the equations in Section 4.1, with the rough assumption thatê R 23 ¼ 1 (steel) and e E ¼ 1 (neglecting diffraction and misalignment effects).
Discussion
This section begins with a discussion of issues concerning the estimated soft models. The discussion continues with comments on characterization of single layers within the measurement structure. The problems with colored measurement noise are also addressed. Possible model extensions and parameterizations are mentioned, followed by comments on how to deal with truncated measurements.
Parameter estimation and sign invariance
Examining the terms in (23) , one might expect that the estimated model for e A should be identical for both experiments, since e A describes effects related only to the first two layers. However, identical e A is obtained only if both experiments have the same alignment error, measurement temperature, and no measurement noise. Since the SNR is reasonably high within the exited frequency area, the difference in alignment and temperature is estimated to be the main cause of the slightly observed difference in the frequency response of e A. When changing the sample fluid, the measurement cell in Fig. 1 is dismounted and mounted back again. This might produce slightly different alignment (water thickness) for the experiments. The variation in water thickness due to the mounting/dismounting step is estimated to be very small, less than ±0.1 mm. However, this variation corresponds to a phase shift of ±13.5 samples (±0.135 ls) of the measured reference signal u 0 3 ½n. The variation in the surrounding temperature is estimated to be less than ±1°C, corresponding to a phase shift of ±7 samples (±0.07 ls). This phase shift is the result of a change in the speed of sound in water [20] (a change of 1 C % 5 m=s). Temperature variations also change the acoustic impedance of the PMMA buffer rod [21] , resulting in a change of the reflection term e R 01 in e A. The difference in alignment and temperature generates a slightly different reference signal, briefly mentioned in Section 6.2. In Fig. 16 , a comparison can be seen between the measured reference signals. The observed difference is a slight change in phase (%1.5 samples) and magnitude, coherent with the phase and magnitude changes observed in e A, see Figs. 5 and 11. It is difficult to say whether this difference is due to temperature variations or mounting/ dismounting effects (or both).
Worth mentioning is also the sign invariance for the soft models within the combined model structure in (22) or (30). Changing the sign of all the soft models e B, e R 12 , and e A, does not change the frequency response of the combined model structure, nor the separation results. This sign invariance is a consequence of not knowing the true emitted signalũ 1 . However, the signs can easily be compensated for afterwards, if the sign of one soft model is known from a priori information. For example in the measurement setup used in this study, the signs of both e R 01 and e R 23 are known in advance, resulting in knowing the signs of e A and e B from (23) and (24).
Characterization of layer properties
In this paper we focus on testing the separability of the proposed technique on dispersive overlapping waveforms with different reverberation. When the objective is to characterize the material properties of the third layer only, changes in temperature and the surrounding layers (alignments and/or reflector) are undesirable. The only information of the third layer is embedded in the soft model e B ¼ e M 2 e E e R 23 , see (24) . From the analysis we can see that the diffraction and alignment part e E in (17) depends on the total number of propagated wavelengthsñ, hence, changes in temperature and propagation distance (due to transducer alignment) will affect e B even though e M 2 are unchanged. However, for thin layers and small changes we should expect only a minor change in e E and good characterization repeatability, but for large variations e B is affected as well. When focus is only to characterize the third layer, the measurement setup should be designed for this purpose so that the influence of e E and e R 23 are very small (or known in advance from calibration).
To perform a complete randomized experiment, where all the layers (and experimental conditions) are varied to look for independent and joint effects of the sub-elements within the soft models, is of course very interesting, but very extensive and will be addressed in future studies.
Uncorrelated residuals
As noticed by the visual examination of the residuals in Figs. 4, 10 , colored components might be present. Even though the noticeable variation does not seem to originate from the emitted signals, it could indicate that the assumed noise characteristics of additive white Gaussian noise is too restrictive. However, one must remember that the shown residuals e½n should contain a natural correlation, since the reference noise is colored by the modelhðh; xÞ. Assume that the correct model is found, i.e.,ỹðxÞ ¼hðh; xÞũ 3 ðxÞ theñ eðxÞ ¼ỹ 0 ðxÞ Àhðh; xÞũ the model. This is the reason why the weighted residuals e½n, in Appendix A.5, is tested for correlation. The assumption that the weighted residuals, is uncorrelated (white) is valid when the noise assumption of additive white Gaussian noise in Appendix A.3 applies. In presence of colored additive measurement noise, a correlation appears even though a good model is used. Common sources of coloration are applied pre-filters before sampling, and additive (non-white) disturbances from the surrounding. However, if it is possible to conduct repeated experiments with the same excitation signal under stationary conditions, the cost-function in (A.20) can be used, where block matrices in Cww are replaced with estimates obtained from the repeated experiments [12] . For the residual analysis, the weighted residuals in (A.35) is in this case replaced withẽ ¼Ĉ À1=2 eẽẽ , whereĈẽẽ is constructed using (A.24).
Extensions and parameterizations
The theory presented in this paper is derived for the specific measurement setup shown in Fig. 1 , but the ideas of combining hard and soft modeling can easily be rewritten for other measurement setups and extended to apply for multi-layered samples. The parameterization of the soft models can be changed to a more physical structure based on the physical properties of the media, if the diffraction/ alignment factor can be neglected. If a more restrictive structure is used it is important to remember the model validation step to justify a complete separation. However, as mentioned in Section 1, a necessary condition to retrieve accurate estimates of physical parameters is that all the observed dynamics can be captured by the model. An example of this can be seen when comparing the experimental results using the inadequate hard model with the results obtained from the combined model. For example, even though e A does not model the sample layer, neglecting its dynamical properties does however significantly influence the estimate of e R 12 and e B. Hence, to obtain accurate estimates of physical parameters in overlapping situations, both known and unknown effects must be captured.
Instead of using a more restrictive model directly, a more suitable approach would be to first use general soft models to obtain a complete separation, and then fit physical structures to the frequency responses of the soft models. This would separate the problem into the response of each soft model, and give an indication of were significant effects have been neglected by the physical structures. An important advantage with this approach is that neglected effects from one sub-model would not influence the estimation results of other sub-models within the structure.
Truncated response measurements
If the measured response is truncated, i.e. the reverberant part is still present at the end of the measurement window, errors will occur in the estimation procedure if the truncation effect is ignored. The obvious way to avoid this problem is to expand the length of the measurement window so it captures the observable transients (those above the noise floor). However, in some cases this alternative is not practical, for example, in measurements of highly reverberant samples ðj e R 12 e Bj % 1Þ or in situations where unwanted reflections from the surrounding structure corrupts the response after a certain point.
The second alternative is to zero pad the truncated sequence at the end, with a number of zeros that is at least larger than the time support of the reference signal. Chose the number of observed reflections P 0 so that it is large enough to capture all the reflections measured by the window, and is small enough so that the modeled response dies out within the zero padded area. When estimating the model parameters, restrict the estimation process to the samples spanned by the window.
The zero padded extension will prevent the modeled response from cyclically reappear at the beginning of the sequence, a consequence of using the DFT, while still be able to chose a P 0 large enough to capture the end part of the truncated response.
Conclusions
In this paper we use a combination of hard and soft modeling to separate coinciding dispersive ultrasonic signals. A hard model structure is derived from the physical properties of the measurement setup, and contains the basic structure which enables separation. The hard structure is expanded with soft models, in the form of FIR filters, offering a general structure to cope with dispersion, attenuation, diffraction and alignment errors from the measurement setup, making a complete separation possible. Details regarding the validity and limitations of the model and the separation results are addressed. The proposed model's ability to separate coinciding signals is demonstrated for measurements on thin dispersive samples and is validated using residual analysis. The experimental results show that a complete separation is achieved, with uncorrelated and normal distributed residuals. 
