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IMPROVEMENT OF THE DATA PROCESSING
FOR THE S-191 SPECTROMETER
The S-191 represents a considerable advance over previous
radiometers. For example, the responsivity around 0.8 micron
has a repeatability (inverse of deviation) when averaged over
the scans of one autocal which is one fifth the repeatability
with which the Bureau of Standards calibrates its in-house
secondary standards.
Nevertheless there is a tendency to expect the perfor-
mance to far exceed that of previous field instruments, in
particular to expect Bureau of Standards accuracy for a
field instrument. Certainly at this point the instrument
is pushing the state-of-the-art for field instruments and
further improvement in accuracy is a development or perhaps
even a research problem.
Past claims for the performance of field radiometers,
regardless of the customer or manufacturer, have generally
been greatly exaggerated. Moreover, almost all spectral
field measurements in the literature have either not involved
an attempt at accurate calibration or the data is given in
photometric units.
Also, the Bureau of Standards has not confirmed
Boltzmann's law within 1 percent or Planck's Law within
5 percent. The calibration of spectral radiance sources
in the visible for industry by the Bureau involves an
absolute error usually given in the literature as 5 percent.
The repeatability of optical radiance measurements is
usually considerably better.
In general with optical instruments, accurate measure-
ments can be made only when the instrument and errors are
thoroughly understood and corrections are made for the errors.
It is the purpose of this discussion to review the data
processing problems which have been found in the old version
of the production data, their diagnosis, and, to the extent
practical, the corrective measures initiated.
This information has been taken into account in devel-
oping the new version of the processing. Emphasis here is
to describe the work of LEC, although it is impossible to
separate the work of LEC and NASA in some cases. However,
improvements made by NASA alone are omitted.
The data referred to is that of SL-2 and SL-3. Items
investigated as follows:
1. The radiance outputs of the production data were
found to be low in the visible and near infrared
(IR) by a factor of exactly ten. The use of the
raw data and autocals had given the correct values.
Obviously a decimal point error had been made,
probably the result of a mixup in units. The
problem was fixed by changing the input respon-
sivities by a factor of ten. This was merely a
card input change.
2. The production lunar data on SL-2 had indicated
scan times less than the actual 0.93 second,
usually 0.01 second. Occasionally this anomaly
occurred for other situations. The production
data radiances were erroneous. However, the raw
visible and near IR data were correct.
The positive thermal channel was used for sync.
For the lunar data on SL-2 the reference was set
too low for the hot lunar surface, causing the
positive thermal IR output count to saturate,
although the detector had not saturated. The
result was that a continuous sync for scan start
was indicated. In addition, if a spurious spike
occurred, the resulting spurious sync caused the
start of another indicated scan.
The solution requires that the filter position
voltage V4 be within certain values simultaneously
with the maximum count on the positive IR channel.
This solution would be expected to eliminate most
of the spurious syncs.
3. In the lead sulfide spectral region the output
radiance was zero between 1.00 and 1.38 microns.
At first it was believed that the factor of ten
error had caused the output value to go below
threshold so that zero was printed out. However,
this problem was also noticed for the high radiance
values during autocals. Thus something was wrong
with the program.
FOD has stated that the error in the program has
been found and eliminated.
4. The lead sulfide (near infrared) data above 1.38
microns was useless because of the apparent varia-
tion of the responsivity from one autocal to the
next.
The cause of this difficulty was that the table in
the Calibration Handbook had been incorporated into
the production program with an error caused by
switching indices.
This problem has been corrected.
5. When a channel saturates (count reaches 1023) the
radiance is printed out as zero. This is the same
as if the radiance were too low for the value to
be measured. This ambiguity caused difficulty at
first in diagnosing problems, but the ambiguity
was soon resolved either from the context or by
examining the raw (count) data.
It was recommended that when saturation occurs that
all nine's be printed or a number so high it is
physically impossible. However, this recommendation
had been made before and it was stated that exces-
sive changing of the program would be required.
The PI's have been notified of this ambiguity and
the problem is inconsequential.
6. Different values of output radiance appeared in
the three silicon detector columns. It had been
assumed that the responsivities of the less sen-
sitive channels were exactly 1/10 and 1/100 the
responsivities of the most sensitive channel and
that the biases were known exactly. These assump-
tions were not precisely correct.
The correct responsivities and the biases have
been calculated and implemented for the purpose
of giving the same radiance at all levels of
radiance (except for digitizing noise).
7. The output of all three silicon channels is pre-
sented. The channel to select is the most sensitive
which is not saturated. A3 is the most sensitive
channel, next A5 and last A2. Ideally this decision
would have been made by the computer and only one
channel printed out at a time. This would have
saved paper and filing space.
No error is involved and it is unlikely that this
will be changed.
8. The data was duplicated where filters overlapped
and two different radiances were printed out at
the same wavelength.
These duplications have been eliminated by selecting,
where duplication occurred, the data with the least
systematic and/or random errors.
9. The data is not in order. The tabulations of
radiances for one scan are located in two dif-
ferent places in a data book. For the first part
of SL-2 they were located in different volumes.
Also in each location different wavelength regions
are not in order with respect to wavelength, but
rather in the order in which the data is recorded.
The reason that the data for a single scan is
located in two places is because the system was
designed before the data processing requirements
were completely determined. More wavelengths were
selected than originally planned so a two-pass
system was used.
This problem is merely a small inconvenience to the
users and a large change in the data processing
would be necessary to eliminate the problem.
10. It is believed that the accuracy with which the
reflectances of the dichroic beamsplitter and
external mirrors is known is insufficient, causing
some errors in the calculations. Those reflectances
have been adjusted in attempts to eliminate these
errors empirically. However, the error due to off-
band radiation has prevented this. It may be
feasible to adjust these reflectances empirically
after a method has been determined for reducing
the error caused by off-band radiation.
11. The most important source of random noise was not
caused by the variation of the signal, but rather
the fluctuation in indicated wavelength. The ramp
voltage V4, which gives the orientation of the
circularly variable filter, and therefore the
wavelength of the instantaneous output signal, did
not always go to the same value. Also digitizing
noise due to the size of the increments caused a
voltage error. In addition, random noise may have
been present.
See appendix A for a description.
A new algorithm has been provided by NASA for
determining the wavelength which should greatly
reduce digitizing errors. The error is expected
to be less than the inherent fluctuations in the
reflectance of the ground within the field of view.
12. The most serious radiometric error is caused by
the off-band radiation. This effect was recognized
only after data processing errors described pre-
viously had been diagnosed.
This effect is caused by radiation far from the
wavelength interval detected being transmitted by
the filter. The effect is worst at wavelengths
where the detector is least sensitive and the
radiation level the lowest, either during data
taking and/or calibration. Because of this effect
errors exist in the following wavelength regions
0.4 to 0.5, 1.0 to 1.1, 2.0 to 2.5, 6.0 to 8.0 and
above 14 microns with the errors being serious at
0.4 to 0.45 micron, 6 to 7 and above 15 microns.
Work is being done on methods of reducing this
error but it is difficult. Certainly considerable
computer time will be required to correct this
error.
See appendix B for a description.
13. In addition, it should be noted that other sources
of error exist in the infrared, although they are
much smaller than the off-band radiation error.
It has been observed that most of the largest time
dependent deviations in responsivity are associated
with the most extreme temperatures or temperature
gradients within the instrument. The uncertainty
in temperatures of the external mirrors as well as
the time lag of temperature of the dichroic and
small uncertainties in the emissivities of internal
sources probably contribute errors.
By selecting responsivities obtained from the auto-
cals associated with the particular pass for which
the data is used, the errors due to internal tempera-
ture effects can probably be reduced to a negligible
value.
14. The SL-2 and SL-3 data contained only the inter-
mediate (meaning temporary) radiance calibrations.
Rough comparison with lunar data in the literature
indicates that the output values in the silicon
channels are high by 48 percent. The calibration
data obtained at Cape Kennedy will be used in
later data.
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The responsivity curve of silicon rises steeply-, reaches
a peak and then drops sharply at the long wavelength end of
its sensitivity. A small error in wavelength in the steep
parts of the curve introduces a significant error, whereas
a comparable error in wavelength near the peak introduces
little error. It was also noticed that there was a statis-
tical tendency for the tabulated radiances for an individual
scan in the visible and near IR to be high at short wave-
lengths and low at long wavelengths or vice versa.
In the second column of table 1 is the ratio of noise-
to-signal based upon ground tests. The noise equivalent
radiance of the Calibration Test Report of the manufacturer
was divided by the radiance values used at that time. In
the third column is the ratio of fluctuation among autocals
to the radiance used in the interim calibrations. For each
autocal the signal had been averaged over seven scans (each
point of which was averaged over five data points) thus the
random noise due to the detector and amplifiers should have
been greatly reduced. Yet the fluctuation or "noise" between
autocals was much greater than the noise during the ground
tests.
It should be noted that the responsivity deviations for
the visible in column 3 are mostly within ±2 percent and this
is less than the absolute error in calibration. The long
term stability in the visible is surprisingly good.
TABLE 1
Wavelength Noise at Signal Measured % Change Wavelength Voltage
Calibration Noise to Per Micron Error Error
(one point) Signal
(average 5 points)
.4 2.8 x 102 1.98 x 10- 2  3440 .00058 .0017
.5 0.37 1.73 825 .00210 .0063
.6 0.094 1.17 663 .00175 .0052
.7 0.038 .456 500 .00091 .0027
.8 0.034 .568 278 .00200 .0032
.9 0.32 1.74 762 .00280 .0042
1.0 0.60 2.64 1320 .00200 .0030
1.1 0.53 6.52 2680 .00243 .0037
Actually, the noise from individual scans was much
greater. Averaging scans over one autocal greatly reduced
the noise, probably even more than would be expected from
random statistics.
This effect also occurs in the thermal infrared, but
the smaller variation in responsivity with wavelength
greatly reduces this effect.
The characteristics of the measured fluctuation during
flight autocals was qualitatively like a wavelength shift
rather than appearing like a responsivity change because
there was a tendency for the responsivity to be high at
short wavelengths and low at long wavelengths or vice 
versa.
The absolute values of the slope of the responsivity
curve for the A2 channel was measured and given in column
four expressed in units of percent change in responsivity
per micron.
The measured noise was divided by the responsivity
change per micron to give the wavelength error necessary
to cause the measured noise. The calibration graphs of A4,
(wavelength position), giving the wavelength versus voltage
relations, were used to calculate the voltage error which
would cause this wavelength fluctuation. Except for the
shortest wavelengths, the voltage error necessary to pro-
duce this noise is about 3 or 4 millivolts.
One count on the A4 voltage is 4 millivolts. Thus the
error amounts to one count. Also it was previously noted
in paragraph 5.2 of the SL-2 Sensor Performance Report 
that
there was an average shift in wavelength of corresponding
to 3.68 millivolts, although the fluctuation was not measured.
As previously mentioned, the deviations of individual 
scans
was much greater than the deviations of the averages 
over
the seven scans of an autocal.
Table 2 gives the ratio of the average production
radiances on the autocals to the original input values.
These ratios are identical to the ratios of the average
responsivities during SL-2 and SL-3 to the average respon-
sivities obtained from ground tests.
Again, it appears that the variations from unity are
caused by a systematic wavelength shift rather than any
change in the signal channels. There appeared to be 
no
change between SL-2 and SL-3, but more autocals need 
to be
measured.
The cause of this effect is the variation in ramp
voltage giving the wavelength. This is obvious from the
variation in the peak value found in the raw data.
TABLE 2
Wavelength Ratio of Average Measured Responsivity During
Flight to Responsivity from Ground Test Data
and Used in Production Processing
.4 1.030
.5 0.989
.6 1.013
.7 .998
.8 .997
.9 .996
1.0 .992
1.1 .952
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INTRODUCTION
Strong evidence now exists that the most important
source of error in the S-191 is off-band radiation, i.e.,
radiation which is detected, but which is far from the
wavelength which is expected to be detected by the sensor
at that particular time. This error is high at wavelengths
where the responsivity of the instrument and the signal
strength are low and small at wavelengths where both
responsivity and signal strength are high.
This problem is so severe that calibration at wave-
lengths near the ends of the wavelength range can not 
be made
until this problem is solved.
The error due to off-band radiation is much greater
than the error due to variations in computed wavelength
caused by the drift of the wavelength indicating voltage V4.
The latter has been considerably reduced by an algorithm
developed by NASA.
The objective here is to document how the problem was
detected. A more rigorous analysis including equations 
for
the correction will come in a later report.
SHORT WAVELENGTH RADIATION
The short wavelength region will be discussed first
because it is simpler and the effect was first observed 
in
this region.
Quick Look raw data on SL-2 for the moon was used to
calculate the lunar radiance. No absolute lunar radiance
data for comparison was available, but McCord's data which
gave the relative radiance as a function of wavelength 
was
normalized so the S-191 and McCord's data agreed at 0.5
micron.
The agreement was good from 0.5 micron to the longest
wavelength for McCord's data. However, below 0.5 micron 
the
indicated S-191 radiance dropped rapidly. At 0.4 micron 
it
was low by 80 percent, or 1/5 of McCord's radiance.
When the PHO-TR524 production radiance data was
examined the result was the same, showing that a mathematical
error was not involved. Moreover the calculated lunar
reflectance was too low to be physically realistic.
The first conclusion was that an absorbing material
with a short wavelength cut-off had become deposited on
the external mirrors.
As a check, a comparison was made with a quick calcula-
tion from the OMC (on-module-calibrator) data which was
obtained during the calibration at Cape Kennedy. A similar
calculation to that above, but using the OMC data, gave a
radiance 40 percent low at 0.4 micron in comparison with
McCord's data. Thus the problem was present before flight.
Because these discrepancies appeared to be very large
only at the short wavelength limit of the system, obviously
the most likely cause was the leakage of off-band radiation
at wavelengths where the silicon detector was most sensitive
at the same time the low sensitive spectral region around
0.4 micron was being recorded.
The interim input responsivities in the region 0.4 to
0.5 were examined. Below 0.5 the responsivities dropped, a
minimum was reached and the responsivities increased sharply
as 0.4 micron was approached. This was unacceptable because
the responsivity of the silicon detector was decreasing
throughout this range. It appeared that when the data for
the interim calibration was obtained, off-band radiation
was dominating.
The amount of off-band radiation would be expected to
vary with the spectral distribution of the source and
experimental conditions. This doubtless accounted for the
80 percent error at 0.4 micron with an ordinary tungsten
lamp and the 40 percent error with the quartz-iodide lamp
of the OMC mentioned above.
The specification was that the transmittance of the
filter for off-band radiation was less than 0.1 percent and
therefore one might expect the effect would be negligible.
Thus it was necessary to calculate the expected error due
to off-band radiation to determine the effect.
A rough calculation of the ratio of off-band radiance
to in-band radiance was made.
The formula is
Nf CiCfR(X) T (X) N (X) dX
N CiCRi ()Ti(X)NiA i)
The i refers to the in-band radiation, i.e., the
quantity which is desired to be measured. Initially i was
0.4 micron, which is the worst case. T(X) is the transmit-
tance of the filter. The integral is taken only over wave-
lengths not including X = i or the significant portion of
the tail of the band. N. is the true value of radiance1
which it is desired to measure. N is the erroneous con-
tribution to N. which is caused by the off-band radiation.1
N(X) is the actual spectral radiance, R(X) the spectral
responsivity, C the factor for converting voltage to
counts and C. the conversion factor for converting counts1
to radiance at X - i . The subscript i requires that
X = i approximately when applied to functions of wavelength.
(AX). is the effective bandwidth at the wavelength monitored,
i.e., for which X is approximately i .
The following values were selected for determining the
off-band radiation at 0.4 micron.
T(X) = 0.001 , which was the upper limit for the spec-
ification. (Experimental data obtained later from the manu-
facturer indicated that T(X) could be approximated by a con-
stant.)
T.(X) = 1 , assuming, T(X) was normalized to be unity
at the peak of the band.
(AX) = 0.004 for 1 percent resolution, where AX is( ) i
taken as the interval between the 50 percent points.
The counts selected were from an autocal, CRi(X)N i = 14
at 0.4 micron.
The bias had been subtracted from all the counts.
The values for CR(X)N(X) are:
L Count
0.40 14
0.45 47
0.50 202
0.55 447
0.60 958
0.65 1680
0.70 2600
0.75 2900
0.80 3200
0.85 2865
0.90 2530
0.95 1750
1.00 970
1.05 555
1.10 141
1.15 76
1.20 11
The most sensitive silicon channel was used. When the
channel saturated, the output of the next most sensitive
channel, with a responsivity lower by a factor of 10, was
multiplied by 10.
The increments of wavelength between points are .05.
Because of the large uncertainty in T(X), probably 25 per-
cent or 50 percent, simple addition for the numerical
integration was performed. The sum of the numbers in the
column was 20946 and when multiplied by .05 gave 1047 for
the integral.
It should be noted that an approximate method of
calculating the integral, by multiplying half the peak by the
off-band width gave approximately the same answer. The peak
3200 divided by 2 and then multiplied by 0.80 gave 1440,
which is probably close enough for estimating the error,
considering the uncertainties in T(X) and band shape which
gives (AX) i .
The ratio of error due to off-band radiation to the in-
band radiation was
Nf _ 0.001 x 1047 18.7
=18.7
N. 14 x .0041
At 0.45 micron the corresponding figure is 5.0 and at
0.50 micron the corresponding figure is 1.0.
The number 18.7 at 0.40 micron is considerably greater
than the factor of 5 found from the lunar data. Therefore,
the manufacturer of the filter was contacted. It was learn-
ed that although the specification for transmittance of off-
band radiation was 0.001, that the actual transmittance was
approximately 0.0001. This would give a ratio for off-band
radiation error to in-band radiation of 1.87 at 0.40 micron,
0.5 at 0.45 micron and 0.1 at 0.50 micron.
A more relevant quantity is the ratio of indicated to
actual radiance, which is the (Nf + Ni)/N i . This would
be 2.87 at 0.40 micron, 1.5 at 0.45 micron and 1.1 at o.5
micron.
Another consideration is that the tail of the band at
longer wavelengths than the 50 percent point which is used
to approximate the long wavelength edge of the band. In
this case where the count on the autocal increases extremely
rapidly with wavelength, the tail probably contributes
considerable to the signal. This would add to the above
error, giving an error factor greater than 2.87 at 0.4 micron.
Thus the calculated error is the same order of magnitude
as the factor of 5 estimated from using the intermediate
radiance parameters or the factor of 1.67 using the OMC
calibration data, where each was compared with the lunar
data.
The reason for the large response to off-band radiation
is that tungsten radiation peaks at around one micron, the
responsivity of silicon peaks at around 0.7 and both are weak
below 0.5 micron. This effect is severe during calibration
when tungsten radiation is used, but much less at 0.4 micron
during data taking when reflected solar radiation is being
detected.
A definition of responsivity is
V
N
where V is the output voltage (count or response) and N
is the spectral radiance which is sensed. This is the
equation which was used in PHO-TR524. (This definition of
responsivity involves integrated quantities and therefore
differs from R(X) used previously.)
The purpose of using the equation here is to show
directly what the effect of off-band radiation is on the
PHO-TR524 data and not to show how to correct for it. The
method of correction is being developed now and will come
in another report. It is merely the objective here to show
historically how the conclusions were reached that off-band
radiation was a problem.
If the philosophy is followed that the responsivity
is the ratio of output voltage to input radiance, then it
is necessary to include the off-band terms.
V. + V
1 f
N. +fT(XR(X)N(X)dX
1
where Vf is the voltage contributed by the off-band radi-
ation and the integral is the total off-band radiance which
is transmitted by the filter. Let the integral be called
Nt
Obviously this equation is useless for data calcula-
tions; it is merely used here to illustrate the point.
V I. + Vf is the measured voltage, so the numerator is
fixed. However, for production processing only Ni  is
used to calculate the responsivity
V. VVi + VfR fN.
1
If Vf is significant, or as at 0.4 micron quite large,
then the responsivity so calculated is too large. It was
shown earlier that Vf could be much larger than V i at
0.4 micron.
When obtaining data, the responsivity equation is used
in the inverse form. The quantity to be calculated is now
N.1
Vi + Vf - RNt
1 Ri - R
Reflected solar radiation is strong at 0.4 to 0.6 and
relatively weak at longer wavelengths compared to tungsten
radiation. Vf and Nt are relatively much smaller, thus
as an approximation we may neglect (Vf - RN t ) in order to
qualitatively determine the effect.
Because R is too large, the calculated N is too
low, in agreement with the lunar data.
A similar type of problem would occur at the other end
of the spectral sensitivity curve of the silicon channel at
1.0 to 1.2 microns, but the effect would be smaller because
of the high in-band spectral radiance during calibration.
Similarly the lead sulfide data would have a problem at both
ends of its spectral responsivity curve, but to a lesser
degree because of the spectral distribution of tungsten
radiation.
For comparing two sources with the same spectral dis-
tribution the off-band radiation would cause no relative
error.
THERMAL RADIATION
The same problem occurs in the infrared (IR), but the
situation is more complicated because the reference, against
which the radiation is chopped, is non-zero and corrections
must be made for the emission from the dichroic and external
mirrors.
Several anomalous effects were noted at the short wave-
length end of the spectral range, namely at 6 to 8 microns.
In particular, deep space had a "measured" radiance which was
negative and the moon had an anomalously high radiance.
Attempts were made to adjust various parameters,
especially the reflectance of the dichroic beamsplitter,
the emissivity of the reference, and the external mirror
temperatures. However, it was found that the anomalous
effects were relatively insensitive to reasonable changes
in these parameters.
For example, in order to eliminate the negative radiance
for deep space at 6 microns by adjusting the reflectance of
the dichroic beamsplitter, it was necessary to make the
reflectance greater than unity. This implies (a) a very
large error in the original measurement of reflectance,
(b) a physically impossible reflectance, and (c) a negative
emissivity.
Moreover, the uncertainty in the mirror temperature
for deep space did not cause the apparent negative radiance
of deep space at 6 to 8 microns, because at 10 microns the
apparent radiance was positive.
The inability to eliminate the anomalies at 6 to 8 mic-
rons with reasonable changes in parameters indicated there
was something wrong with the assumptions used in deriving
the equations.
Extensive manipulations of the equations, including
putting all the equations into a computer program so that
the effects of various changes in assumptions could be
determined quickly, indicated that a radiative bias probably
existed and was dependent upon reference temperature,
dichroic temperature and wavelength. It appeared that the
only logical explanation was the presence of off-band
radiation, similar to that which occurs in the visible.
A rough calculation of the ratio of error to in-band
radiation (Nf/Ni) was made in the infrared at 6 microns,
similar to that made for the short wavelength region. The
result was a 10 percent error.
This 10 percent effect of off-band radiation at 6 microns
is roughly comparable to the observed anomalies. At longer
wavelengths where the system was more sensitive, with radia-
tion up to 14 or 15 microns the effect would be considerably
less. Above 15 microns the system response is less and the
off-band radiation is again important.
Again, the approach will be historical, to show in
a semi-quantitative manner what the problem was with the
production processing.
The equation for the responsivity which is being used is
R( ) =Vi
ci(X)  i
LWLI (\) - Ir (1)
Ir(X) is the radiance from the reference which is chopped
against. LWLI ci is the thermal infrared (LWL means long
wavelength in contrast to the visible) radiance entering the
chopper, such as the signal. For the case of deep space the
radiance comes from the external mirrors and dichroic beam-
splitter. Vi(X) is the output voltage as averaged over
several data points.
For short wavelengths, 6 to 8 microns, on deep space
data the calculated responsivity is negative. The numerator
is negative and the denominator positive. Because the
numerator is the measured voltage, the problem must be in
the denominator.
Note that the denominator has a low value and is the
difference between two large quantities when the reference
temperature and signal are within certain ranges. This is
the case when the calculated responsivity is (anomalously)
negative. Thus the denominator is very sensitive to small
changes.
If this equation is made to include off-band radiation,
it would read
Vi6 + Vif
R (LWLci6 - I r6) + T(LWLcio - iro)
where T is the fractional part of the off-band radiation
transmitted. The two voltages in the numerator are the
responses to the corresponding terms in the denominator.
For a cold reference, Ir at 6 microns is quite 
low
because of the sharp, short wavelength drop-off in 
the
Planck curve at 6 microns at low temperatures. The 
term
LWLI . at 6 microns is greater because the emission 
from the
dichroic and external mirrors is at a higher temperature
and the Planck curve is almost exponential with respect 
to
temperature as well as wavelength at 6 microns. 
The right
term in the denominator tends to be algebraically 
smaller
than the left one because it comes from radiation at longer
wavelengths, the major portion is at longer wavelengths than
the peak of the Planck curve. In this spectral 
region the
Planck radiation is much less sensitive to temperature 
and
the ratio of LWL cio to Iro is less than for the 
left term.
For the case of deep space, at 6 microns the left 
term is
positive and the right term is negative. The corresponding
voltages in the numerator have the corresponding signs.
For the case of deep space, each term in the denominator
is very small because of the subtraction. The left 
term was
calculated (in the production processing) to be positive,
but the numerator was measured negative, giving a negative
responsivity which is physically unrealistic (alternatively,
if the responsivity were assumed to be positive, deep space
appeared to have a negative radiance).
Because the left pair of terms is so small the right
pair needed to have only small percentage difference 
to be
negative and be greater in absolute value. In this case
the whole denominator was negative. Thus the corresponding
(right side) voltage term in the numerator was also negative
and dominating.
In reality, if the whole denominator had been used,
the negative denominator and numerator would have given a
positive (although mixed) responsivity. However, only the
positive left term in the denominator was used in the pre-
vious calculations, giving the wrong sign to the responsivity.
In cases other than deep space and where the left term
of the denominator is not close to zero, there would still
be significant errors by neglecting the off-band radiation
at 6 to 8 microns.
However, around 10 microns the responsivity of the system
for in-band radiation is greater than for the average wave-
length, so the relative error is much smaller.
ADDITIONAL COMMENTS AND CONCLUSIONS
The above discussion shows that off-band radiation can
explain the anomalous results. Moreover, no other explana-
tion is satisfactory.
Also, off-band radiation could be transmitted, at least
theoretically, by multiple reflections, as well as by the
filter, if inadequate baffling precautions were taken in the
construction of the spectrometer. However, it is understood
that the baffling was well designed in the spectrometer.
A summary of the arguments for the off-band radiation
as the primary source of error is given below, although not
all have been discussed above. The off-band radiation
explains the following:
1. The data is much more consistent at 8 to 14 microns
than at 6 to 8 or 14 to 15-1/2, especially the
constancy of responsivity using the autocals.
2. At 10 microns the radiance of the Monroe Reservoir
as measured by ground truth and taking into account
atmospheric effects by the Calfee-Pitts program
agreed precisely with the measurement by the S-191.
However, at longer and shorter wavelengths the S-191
gave a higher radiance and no modification of the
Calfee-Pitts program could make them agree.
3. The intermediate responsivities for both the long
wavelengths and short wavelengths used in the
production data processing reach a minimum near
the short wavelength end of the range and then go
up as the end of the range is reached. This appears
impossible because the detector responsivity is
falling off; however, the response of the detector
to off-band radiation during calibration could
explain this.
4. The calculated responsivity has some non-linearity
at 6 to 8 microns based upon autocal data.
5. The calculated radiance of deep space is very nega-
tive at 6 to 8 and around 15 microns and if deep
space is assumed to have zero radiance, the calcu-
lated responsivity is negative. The explanation is
that the ratio of off-band to in-band radiation
changes with source temperature.
6. On other projects, high resolution interference
filters have trouble with off-band radiation, even
with blocking layers. In this case, even if the
off-band radiation is within specs, the problem is
explained.
7. Theoretically, if extreme care were not taken, some
off-band radiation could be transmitted by multiple
reflections in the spectrometer.
8. Actual numerical discrepancies were roughly compar-
able to the discrepancies calculated from rough
off-band radiation effects calculations. (Lack
of exact data prevents a precise comparison.)
9. Other explanations are inadequate, especially using
constants considerably different from previously
measured values, such as using a dichroic reflec-
tance greater than unity. Because the off-band
radiation effect varies with reference temperature,
the measured responsivity is a function of reference
temperature.
10. Different cal source and reference temperatures
give different responsivities.
