We characterize frames in R n that are robust to k erasures. The characterization is given in terms of the support of the null space of the synthesis operator of the frame. A necessary and sufficient condition is given for when an (r, k)-surgery on unit-norm tight frames in R 2 are possible. Also a generalization of a known characterization of the existence of tight frames with prescribed norms is given.
Introduction
The focus of this paper is on robustness and surgeries of frames in finite dimensional Hilbert spaces. The study of finite dimensional frames has been motivated by a variety of applications such as signal processing, multiple-antenna wireless systems, and sampling theory. The concept of frames was introduced by Duffin and Schaeffer [5] and popularized by Daubechies [4] . A good introduction to frames in finite dimensional Hilbert spaces can be found in [7] .
A frame in a finite dimensional Hilbert space is a redundant spanning set of vectors. We consider two operations on frames. The erasure consists of removing vectors in a frame. A frame is said to be robust to k erasures if after randomly removing k vectors the resulting set is still a frame. In this paper we give a necessary and sufficient condition for a frame in R n to be robust to k erasures. The condition is stated in terms of the support of the null space of the synthesis operator of the frame. This theorem generalizes a characterization of frames robust to one erasure given by Casazza and Kovačević [2] . The second operation that we consider is the removal of r vectors from the frame and adding k vectors to the frame called (r, k)-surgery. We characterize when a (r, k)-surgery is possible on a unit-norm tight frame in R 2 . The result on "length surgery" generalizes a characterization of the existence of tight frames with prescribed norms found in [3] .
Preliminaries
We begin with the definition of a frame. Definition 2.1. A frame for a Hilbert space H is a sequence of vectors {x i } i∈I ⊂ H for which there exist constants 0 < A B < ∞ such that for every x ∈ H,
Here A is the greatest lower frame bound and B is the least upper frame bound. A frame is called a tight frame if A = B. A uniform frame is a frame in which all the vectors have equal norm. If all the norms in a uniform frame equals one, the frame is called a unit-norm frame. We focus on frames in finite dimensional Hilbert spaces. 
is given by the m-by-n matrix
and the synthesis operator V * is given by the n-by-m matrix
and the frame operator is the matrix V * V .
The following equivalent descriptions of frames in R n are used in this paper.
Theorem 2.2 [7] . The following statements are equivalent:
The n-by-m matrix V * = x 1 x 2 . . . x m has rank n.
Robustness
Suppose an encoded version Vx of a vector x in R n is transmitted across a communication network.
If k of the components of Vx are lost or not delivered the receiver would want to be able to reconstruct Vx using the components that have been received. If V represents the analysis operator of a frame
n , what are the frames that allow one to recover the coefficients corresponding to the k frame vectors that are "erased" during transmission? Such frames are often called robust to k erasures. Notice that these are exactly the frames that remain frames after any k frame vectors are removed. For more information on this topic the reader may consult [1, 3, 6, 8, 9] . We begin with the formal definition of a frame robust to k erasures.
is said to be robust to k erasures if {x i } i∈I C is still a frame, for any index set I ⊂ {1, 2, . . . , m} with |I| = k. Now we consider the problem of classifying frames robust to k erasures. The characterization shows that every index set of size m − k + 1 is in the support of the null space of the synthesis operator. Proof. Suppose x, y ∈ N (A) such that X = supp(x) and Y = supp(y). For any ∈ R, let z = x + y. Clearly z ∈ N (A) and as the ith component of z is x i + y i , we see that for all but a finite number of we have supp
Definition 3.2. The support of a vector
The following classification of frames robust to one erasure was given by Casazza and Kovačević. 
.
. We will first show that x j k can be reconstructed from the remaining frame vectors after erasing
Since c j k = 0 we obtain
In a similar fashion each of x j 1 , . . . , x j k−1 can be also be reconstructed from the frame vectors left after erasing x j 1 , . . . , x j k . Finally, as {x 1 , . . . , x m } span R n and the span of {x i } i∈J includes the vectors {x i } i∈J C we must have that {x i } i∈J is a spanning set and hence a frame.
( 
is robust to k erasures, x j k can be reconstructed from frame vectors remaining after the erasure of x j 1 , . . . , x j k . Thus
and so
where y is the vector with components y i = −c i when i ∈ I C and not equal to j k , y j k = 1, and y i = 0 when i ∈ I. Then supp(y) ∈˘ (V * ), j k ∈ supp(y), and supp(y)⊂ I C . By Lemma 3.5, we also have that J ∪ supp(y) ∈˘ (V * ). This contradicts the assumption that J has maximum cardinality. Hence 
Frame surgery
Given a frame, a natural question is whether it can be manipulated in some way to make it a tight frame. Recall that a tight frame is a frame with equal upper and lower bounds. One kind of manipulation of frames in R n is to maintain the lengths of vectors but change the orientation of the vectors. Another kind of manipulation is to add or remove some vectors from a given frame. We are now ready to prove our main result on frame surgery. 
where S is the sum of the strict upper triangular part of the Grammian
. Hence (r, k)- 
Hence from Theorem 4.3 it is possible to perform (k
It is easy to observe that a repeated application of the two cases in the proof will reduce any unit- To simplify calculations, pick the angle θ such that
Consider the vectors {y
where
Then for 1 i k,
. Clearly R θ x i and y j are linearly independent when
are all not identical there must exist vectors R θ x i and y j that are linearly independent. So F spans R 2 and therefore is a frame. Also,
shows that F is a tight frame.
When considering tight frames, a natural question arises: when do the norms of vectors in a frame automatically prohibit the frame from being a tight frame? The question is answered in [2] for an n-dimensional Hilbert space. removes r numbers and replaces them with k positive numbers.
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