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Abstract
A monic Jacobi matrix is a tridiagonal matrix which contains the parameters of the three-term recurrence relation satisﬁed by the
sequence of monic polynomials orthogonal with respect to a measure. The basic Christoffel transformation with shift  transforms
the monic Jacobi matrix associated with a measure d into the monic Jacobi matrix associated with (x − ) d. This transformation
is known for its numerous applications to quantum mechanics, integrable systems, and other areas of mathematics and mathematical
physics. From a numerical point of view, the Christoffel transformation is essentially computed by performing one step of the LR
algorithm with shift, but this algorithm is not stable. We propose a more accurate algorithm, estimate its forward errors, and prove
that it is forward stable, i.e., that the obtained forward errors are of similar magnitude to those produced by a backward stable
algorithm. This means that the magnitude of the errors is the best one can expect, because it reﬂects the sensitivity of the problem
to perturbations in the input data.
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1. Introduction
Let d be a real measure with ﬁnite moments. We say that a sequence of polynomials {Pn}∞n=0 is orthogonal with
respect to d [5] if
(1) degree(Pn) = n for all n0.
(2) ∫
R
PnPm d = Knn,m, where Kn = 0.
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In particular, {Pn}∞n=0 is said to be a monic sequence of orthogonal polynomials if the coefﬁcient of the term with higher
degree of each polynomial is one. Every sequence of monic orthogonal polynomials satisﬁes a three-term recurrence
relation
xPn(x) = Pn+1(x) + Bn+1Pn(x) + GnPn−1(x),
P−1(x) ≡ 0, P0(x) ≡ 1, Gn = 0 for all n.
The previous set of equations can be written in matrix notation in the following way
xp = Jp,
where p = [P0(x) P1(x) P2(x) . . . ]T and
J =
⎡
⎢⎢⎢⎣
B1 1 0 . . .
G1 B2 1 . . .
0 G2 B3 . . .
...
...
...
. . .
⎤
⎥⎥⎥⎦ .
The semi-inﬁnite tridiagonal matrix J is called themonic Jacobi matrix associated with {Pn}.Although it is very unusual
to denote the entries of a matrix by capital letters, since we will deal with an algorithm involving two monic Jacobi
matrices, for the sake of clarity, we denote by capital letters the entries in the input matrix and we denote by the same
lowercase letters the entries in the output matrix.
If the measure d is positive the parameters Gi are positive, and the sequence of orthonormal polynomials can be
considered instead of themonic one. In such a case, the corresponding Jacobimatrix is symmetric. Both Jacobimatrices,
the monic and the symmetric, are related through a diagonal similarity. To keep the paper as concise as possible, we
only consider monic Jacobi matrices because they cover the more general case of signed measures. Note that in this
case the Jacobi matrices may have complex eigenvalues. Parallel results hold for symmetric Jacobi matrices.
In the literature, numerous results studying the connection between the recurrence relations of polynomials orthogonal
with respect to two allied measures can be found [2,3,8,14]. This relationship can be extended to the corresponding
Jacobi matrices. If d(x) denotes a measure and p(x) denotes a polynomial, the measure given by p(x) d(x) is called
a polynomial perturbation of d(x). The transformation that gives the monic Jacobi matrix associated with p(x) d(x)
in terms of the monic Jacobi matrix associated with d(x) is called Christoffel or Darboux transformation. This
transformation was ﬁrst studied by Christoffel in 1858 [6] and by Geronimus in 1940 [12,13]. In the last two decades,
this transformation has attracted the interest of various specialists in different branches ofmathematics andmathematical
physics for its applications to discrete integrable systems [21,26], quantum mechanics, bispectral transformation in
orthogonal polynomials [16–18], and, in the context of numerical analysis, to the computation of quadrature rules
[14,20].
Consider a monic Jacobi matrix J associated with a real measure d and let  be a real number. If J − I = LU
denotes the LU factorization without pivoting of J − I , where L is unit lower triangular, then the matrix version of
the basic Christoffel or Darboux transformation with shift  [8,10,11,14,20] is given by
J − I = LU, J˜ = UL + I , (1)
where J˜ is the monic Jacobi matrix associated with the measure (x − ) d(x), and the factors L and U have the
following structure
L =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 . . .
l1 1 0 0 . . .
0 l2 1 0 . . .
0 0 l3 1 . . .
...
...
...
. . .
⎤
⎥⎥⎥⎥⎥⎦ , U =
⎡
⎢⎢⎢⎢⎣
u1 1 0 0 . . .
0 u2 1 0 . . .
0 0 u3 1 . . .
0 0 0 u4 . . .
...
...
...
...
. . .
⎤
⎥⎥⎥⎥⎦ .
From now on, we refer to the transformation given in (1) as Christoffel transformation with shift .
M.I. Bueno, F.M. Dopico / Journal of Computational and Applied Mathematics 205 (2007) 567–582 569
Those readers familiar with numerical linear algebra algorithms will recognize Eq. (1) as one step of the famous
Rutishauser’s LR algorithm to compute eigenvalues of matrices [24,25], whenever they disregard that the matrices
appearing in (1) are semi-inﬁnite. A ﬁnite version of (1) appears in Eq. (2) of Section 2, and it involves the leading
principal submatrices of order n and n− 1 of J and J˜ , respectively. The transformation in Eq. (2) is the one we analyze
from a numerical point of view.At a ﬁrst glance, the relationship of (1–2) with one step of the LR algorithm discourages
us of ﬁnding a numerical stable algorithm for the Christoffel transformation, because the LR algorithm is unstable.
In fact, it is well-known that the LR algorithm has been replaced by the powerful and stable QR algorithm in most
eigenvalue computations [15]. One of the reasons why the LR algorithm is not stable, is that the LU factorization in
(1–2) is computed without pivoting. This cannot be avoided in our case, because any pivoting strategy would destroy
the tridiagonal structure needed in the Christoffel transformation. Recently, a close counterpart of the LR algorithm,
the qd algorithm [23], was cleverly stabilized in the case of positive deﬁnite tridiagonal matrices [7]. However, the
ideas in [7] cannot be directly applied to the Christoffel transformation, because in the qd algorithm it is assumed that
the factors L and U are known. These ideas, though, give some hope to ﬁnd a stable numerical algorithm for computing
the Christoffel transformation. A key point in this search is that the Christoffel transformation corresponds to only one
step of LR, and, therefore, it is not needed to stabilize the whole LR algorithm. Note, however, that there exist some
relevant differences between the Christoffel transformation and the LR algorithm: (1) the matrices J (B,G) and J (b, g)
appearing in (2) are not similar and, therefore, do not have the same eigenvalues, while the LR algorithm preserves the
eigenvalues in all the steps; (2) the objective of the LR algorithm is computing the eigenvalues of the initial matrix,
while the objective of the Christoffel transformation is computing the coefﬁcients of the three-term recurrence relation
corresponding to the modiﬁed sequence of orthogonal polynomials.
A direct application of (1) leads to the standard algorithm to compute Christoffel transformation. This algorithm is
described in Section 2. Some authors guessed the numerical stability properties of this algorithm to compute J˜ based
on some numerical experiments [8–10,14,20] without doing a formal error analysis. They suggested that the algorithm
should be “quite stable” when the initial measure is positive and the shift does not belong to the support of the measure,
i.e., all the eigenvalues of J − I are real and have the same sign. A formal analysis of the stability of this algorithm
was developed in [1] when  = 0. There, it was proven that the algorithm is forward stable in this particular case. We
say that an algorithm is forward stable if the forward errors are of similar magnitude to those produced by a backward
stable algorithm [19]. However, we will show that this is not the case when  = 0. The algorithm to compute Christoffel
transformation based on a direct application of (1–2) is unstable, and the good results obtained in [8,10] or [14] in the
numerical experiments can be explained by the fact that the shifts used for classical families of orthogonal polynomials
were close to the support of the measure associated with the Jacobi matrices.
In this work, we propose a new algorithm for computing the Christoffel transformation with shift and prove that
it is more accurate than the previous one. We also estimate its forward errors with O(n) cost, and prove that it is
componentwise forward stable. No need to say that forward stability does not imply small forward errors; however, we
will prove that the new algorithm produces componentwise relative errors of order of the machine precision for large
enough shifts. The forward stability result for the new algorithm holds for any type of measure—positive or signed, and
for any value of the shift for which the transformation exists. Note that the eigenvalues of the initial Jacobimatrixmay be
negative or even nonreal numbers. It should be remarked that the new algorithm is not componentwise backward stable,
even when considering positive measures supported in (0,∞), i.e., Jacobi matrices with real positive eigenvalues.
The paper is organized as follows: in Section 2, the new algorithm is introduced, and it is compared with a direct
application of (1–2) on some numerical tests. These numerical experiments show that the new algorithm is more
accurate. A backward error analysis of the new algorithm is presented in Section 3. A tight ﬁrst-order forward error
bound is computed in Section 4, where it is justiﬁed why the new algorithm is more accurate than the direct application
of (1–2). Finally, forward stability issues are discussed in Section 5.We warn the reader that many of the roundoff error
analysis results we present require long and involved algebraic manipulations. To keep the paper concise we have only
developed some of them.
2. A new algorithm for computing the Christoffel transformation
In this section, we present the standard algorithm to compute the Christoffel transformation (Algorithm 1). We also
present a new algorithm (Algorithm 2) for the same transformation. Moreover, we include some numerical experiments
that show that the new algorithm is more accurate than the previous one.
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From now on all the results refer to leading principal submatrices of monic Jacobi matrices. Since we are interested
in the numerical analysis of algorithms that implement Christoffel transformation, we can only consider ﬁnite matrices.
We denote by J (B,G) the n × n leading principal submatrix of J, where B = [B1, . . . , Bn]T, G = [G1, . . . ,Gn−1]T.
Then, the ﬁnite version of the transformation given in (1) is
J (B,G) − I = LU, J (b, g) = (UL + I )n−1, (2)
where (M)n−1 denotes the leading principal submatrix of order n − 1 of any matrix M, and J (b, g) is the n − 1
leading principal submatrix of J˜ , being b = [b1, . . . , bn−1]T the elements on the main diagonal of J (b, g), and g =
[g1, . . . , gn−2]T the elements on the ﬁrst lower subdiagonal, i.e., the entries in the positions (i + 1, i), 1 in − 2.
The n × n matrix equation J (B,G) − I = LU denotes the LU factorization of J (B,G) − I , and, here, L and U are
the n × n leading principal submatrices of the semi-inﬁnite L and U matrices appearing in (1). We have not changed
the notation for L and U for the sake of simplicity.
The following pseudocode gives the standard algorithm to compute Christoffel transform with shift  of an n × n
monic Jacobi matrix J (B,G). This algorithm was explicitly presented by Gautschi in [10], but it also appears in matrix
notation in [8] among other references.
Algorithm 1. Given an n×n monic Jacobi matrix J (B,G), this algorithm computes its Christoffel transform J (b, g)
of order n − 1 with shift .
u1 = B1 − 
for i = 1 : n − 2
li = Gi/ui
bi = ui + li + 
ui+1 = Bi+1 −  − li
gi = ui+1li
end
ln−1 = Gn−1/un−1
bn−1 = un−1 + ln−1 + 
The computational cost of Algorithm 1 is 6n − 8 ﬂops.
Note that Algorithm 1 is not the qd algorithm [23, 22, Section 4] since the inputs and the outputs in both algorithms
are different. In the qd algorithm, it is assumed that the factors L and U corresponding to the LU factorization of the
original matrix are known. Therefore, the input data are, precisely, the nontrivial entries of these two matrices. Then,
the qd algorithm compute the LU factorization of the matrix J (b, g)− I being the factors L1 and U1 the output data.
Algorithm 1 may produce inaccurate outputs. Some numerical experiments will show, for instance, that when the
shift  becomes larger in absolute value, the accuracy in the outputs decreases. Next we propose a slight modiﬁcation in
Algorithm 1 that produces a surprising improvement in the accuracy. Let us deﬁne new variables {ti}n−1i=1 as ti := ui +.
Then, the following new algorithm to compute Christoffel transformation with shift can be derived from Algorithm 1.
Note that the variables u1, . . . , un−1 have disappeared since they have been replaced by t1, . . . , tn−1.
Algorithm 2. Given a n × n monic Jacobi matrix J (B,G), this algorithm computes its Christoffel transform J (b, g)
of order n − 1 with shift .
t1 = B1
for i = 1 : n − 2
li = Gi/(ti − )
bi = ti + li
ti+1 = Bi+1 − li
gi = (ti+1 − )li
end
ln−1 = Gn−1/(tn−1 − )
bn−1 = tn−1 + ln−1
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The computational cost of Algorithm 2 is 6n − 9 ﬂops. Note that the cost of Algorithm 2 is not larger than the cost
of Algorithm 1. Moreover, the same number of divisions are performed in both algorithms.
We will show that the modiﬁcations introduced in Algorithm 1 to get Algorithm 2 have an essential inﬂuence on
stability and accuracy issues. Although, we will develop a rigorous roundoff error and stability analysis of Algorithm
2 in the next sections, let us explain very brieﬂy one of the main reasons why the new algorithm has a much better
numerical behavior than the standard one. One should observe that some harmful cancellations in the computation
of the outputs bi by Algorithm 1 may arise. A signiﬁcative situation where this problem can be clearly understood
appears when the shift  is large: it can be easily shown that lim||→∞ lk = 0—see Lemma 9 in Section 4.2, therefore,
ui = Bi −  − li−1 ∼ − when || → ∞, and then bi = ui + li +  ∼ (−) +  when || → ∞. The reader should
note that this cancellation is avoided in Algorithm 2.
In matrix notation, Algorithm 2 is equivalent to
J (B,G) − I = L(T − I ), J (b, g) = ((T − I )L + I )n−1,
whereL is ann×n unit lower bidiagonalmatrixwith l1, . . . , ln−1 in the positions (2, 1), (3, 2), . . . , (n, n−1), andT is an
n×n upper bidiagonal matrix with t1, . . . , tn on the main diagonal and 1’s in the positions (1, 2), (2, 3), . . . , (n−1, n).
Note that, in practice, tn is not computed because it is not used in the computation of b and g.
Next we include some numerical experiments to show that Algorithm 2 is more accurate than Algorithm 1. We
compare the forward errors produced by both algorithms for different Jacobi matrices and for different values of . We
have tested the following types of monic Jacobi matrices:
(1) A 3 × 3 monic Jacobi matrix with B = [10−6, −3 × 10−6, −1] and G = [2 × 10−6, 10−6].
(2) Monic Jacobi matrices of dimension 30× 30 associated with Laguerre polynomials with parameter a =− 1910 + k,
where k = 1: 20.
(3) Monic Jacobi matrices of dimension 30 × 30 associated with Jacobi polynomials with parameters a = − 1910 + k,
b = (−9 + k)/10, where k = 1: 20.
(4) Monic Jacobi matrices of dimension 30 × 30 associated with Bessel polynomials with parameter a =− 1017 + k2,
where k = 1: 20.
(5) Monic Jacobi matrix of dimension 30 × 30 associated with Hermite polynomials.
For each of these matrices, we have computed the following componentwise forward error:
max
{
max
k=1...n−1
{∣∣∣∣∣bk − bˆkbk
∣∣∣∣∣
}
, max
k=1...n−2
{∣∣∣∣gk − gˆkgk
∣∣∣∣
}}
, (3)
where bˆk and gˆk denote the outputs computed byAlgorithm 1 or 2 in standard double precision, i.e.,  ≈ 1.11× 10−16
is the unit roundoff of the ﬁnite arithmetic, while bk and gk denote the outputs obtained by running the algorithms with
64 decimal digits of precision. The experiments have been done using MATLAB 5.3, and we have used the variable
precision arithmetic of the Symbolic Math Toolbox of MATLAB. In all our tests, theoretical error bounds guarantee that
the outputs obtained by running Algorithms 1 and 2 with 64 decimal digits of precision have more than 50 signiﬁcant
decimal digits.
For the different types of Jacobi matrices considered, vm1 and vm2 are vectors whose components are the compo-
nentwise forward errors obtained for each matrix by applyingAlgorithms 1 and 2, respectively. The results we have got
are presented in Table 1, where for the sake of brevity only max(vm1) and max(vm2) are shown. Note that the examples
relative to the 3 × 3 matrix and the Hermite polynomials only consider one matrix for each value of  and, therefore,
vm1 and vm2 are just numbers. However, in Table 1 we keep the notation max(vm1) and max(vm2) for simplicity.
Note that in most of the examples presented in Table 1 (Bessel polynomials are an exception), and for every selected
value of the shift, while the forward errors from Algorithm 1 increase as the absolute value of  increases, the forward
errors from Algorithm 2 decrease as || grows. Although for most of the classical families of orthogonal polynomials
we have only shown results for nonpositive values of the shift , the same kind of results are obtained when positive
shifts are considered.
The numerical experiments we have performed indicate that the new algorithm is more accurate than Algorithm 1.
In the next sections, we will deduce a tight ﬁrst-order bound for the forward errors produced by Algorithm 2, and we
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Table 1
Errors of Algorithms 1 and 2
3 × 3 matrix  = 1  = 0.3  = 0  = −1
max(vm1) 1.3 × 10−10 1.5 × 10−10 2.2 × 10−16 10−11
max(vm2) 2.1 × 10−16 1.6 × 10−15 2.2 × 10−16 1.4 × 10−16
Laguerre  = 0  = −100  = −104  = −106
max(vm1) 3.4 × 10−16 4.7 × 10−14 6.6 × 10−13 2.2 × 10−10
max(vm2) 3.4 × 10−16 4.3 × 10−16 3.7 × 10−16 3.1 × 10−16
Jacobi  = 0  = −10  = −100  = −104
max(vm1) 7 × 10−13 3.4 × 10−11 2.4 × 10−10 1.5 × 10−8
max(vm2) 7 × 10−13 6 × 10−14 4.2 × 10−15 3 × 10−16
Bessel  = 0  = −10  = −100  = −103
max(vm1) 3.1 × 10−2 1.2 × 10−12 1.2 × 10−11 1.3 × 10−10
max(vm2) 3.1 × 10−2 1.2 × 10−15 4.3 × 10−16 4.2 × 10−16
Hermite  = 106  = 10  = −10−4  = −100
max(vm1) 2.3 × 10−4 2.6 × 10−14 7.5 × 10−16 2.7 × 10−12
max(vm2) 2.2 × 10−15 3.9 × 10−15 7.5 × 10−16 6.2 × 10−15
will show that this bound is always smaller than a corresponding bound for Algorithm 1. The bound for Algorithm 2
is given in terms of the condition number of the problem taking into account the proper backward errors. We will also
prove that when || is large enough Algorithm 2 becomes stable and accurate. Finally, we will show that the errors
produced by Algorithm 2 are the best one can expect, because they reﬂect the sensitivity of Christoffel transformation
to componentwise relative perturbations of O() in the data.
3. Backward error analysis of Algorithm 2
We use the standard model of ﬂoating point arithmetic [19]:
ﬂ(x op y) = (x op y)(1 + ) = x op y
1 +  , ||, ||,
where x and y are ﬂoating point numbers, op = +,−, ∗, /, and  is the unit roundoff of the machine. From now on,
given a vector v, |v| denotes the vector whose entries are the absolute values of the entries of v.
We develop our error analysis in the most general setting. For this purpose, we assume that the shift  is a real number,
and we denote by ˆ the nearest ﬂoating point number to . Moreover, we assume that the input parametersB1, . . . , Bn−1
and G1, . . . ,Gn−1 are, respectively, affected by small relative errors (1 + B1), . . . , (1 + Bn−1), (1 + G1), . . . , (1 +
Gn−1), where max1 in−1{|Bi |, |Gi |}C/(1 − C), being C a moderate constant. These errors in the inputs may
come from the rounding process when storing them in the computer. In the case of the Jacobi matrices associated with
families of classical orthogonal polynomials, the inputs are computed using well-known formulae which may cause
additional errors.
Theorem 1. Let J (B,G) be a monic Jacobi matrix of order n,  be a real number, and ˆ be the nearest ﬂoating point
number to . Let J (b, g) be the Christoffel transform of order n − 1 with shift  of J (B,G). Let us apply Algorithm 2
to the matrix with ﬂoating point entries J (Bˆ, Gˆ) where
Bˆi = Bi(1 + Bi ), Gˆi = Gi(1 + Gi ), 1 in − 1,
and
max
1 in−1{|Bi |, |Gi |}
C
1 − C ,
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for a positive integer number C such that C>1. If J (bˆ, gˆ) is the matrix computed by Algorithm 2, and Lˆ, Tˆ are the
computed intermediate matrices appearing in Algorithm 2, then
J (B + B,G + G) − ˆI = Lˆ(Tˆ − ˆI ),
J (bˆ + bˆ, gˆ + gˆ) = ((Tˆ − ˆI )Lˆ + ˆI )n−1,
where
|ˆ − |||,
|Bi | (C + 1)1 − C (|Bi | + |lˆi−1|), 1 in − 1,
|Gi | (C + 2) + 
2
1 − C |Gi |, 1 in − 1,
|bˆ||bˆ|, |gˆ|(2 + 2)|gˆ|.
Proof. For the computed quantities in the ﬁrst step,
lˆi = Gi(1 + Gi )(1 + li )(1 + li )
tˆi − ˆ , |li |, |li |.
Therefore,
|Gi | = |Gi − lˆi (tˆi − ˆ)|
(
(C + 2) + 2
1 − C
)
|Gi |.
On the other hand,
tˆi+1 = [Bi+1(1 + Bi+1) − lˆi](1 + ti+1), |ti+1 |,
that is,
|Bi+1| (C + 1)1 − C (|Bi+1| + |lˆi |).
Finally,
bˆi (1 + bi ) = tˆi + lˆi , |bi |,
gˆi (1 + gi )(1 + gi ) = (tˆi+1 − ˆ)lˆi , |gi |, |gi |,
and the results follow in a straightforward way. 
In plain words, Theorem 1 says that the computed Christoffel transform J (bˆ, gˆ) with shift  is almost the exact
Christoffel transform of J (B + B,G + G) with shift ˆ. However, the following problem arises: |Bi |/|Bi | can be
much larger than  if |lˆi−1| is much larger than |Bi |. We conclude that Algorithm 2 is componentwise stable in a mixed
forward–backward sense [19] if |lˆi | =O(|Bi+1|), for 1 in− 2. Unfortunately, we cannot assure that this is the case
as the following numerical experiment shows. Consider the sequence of Jacobi polynomials with parameters 1, 110 , and
the shift  = −1. Taking into account Theorem 1, we compute a bound for the backward error as ( · errback), where
errback = maxi=2:n−1{1 + |(lˆi−1)/Bi |}, and we get
n = 10 n = 100 n = 1000
errback 1.92 × 102 2 × 104 2 × 106
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The previous table shows that the upper bound of the backward error we have got is not always small. Therefore, we
cannot assure mixed forward–backward stability.
4. Forward errors in Algorithm 2
The main goal of this section is to develop a bound that allows us to estimate the forward errors of Algorithm 2 in
O(n) operations. We will also present a result that shows that the bound for the forward errors ofAlgorithm 2 is always
smaller than the bound for Algorithm 1. Taking this into account as well as the numerical tests in Table 1, we deduce
that Algorithm 2 is more accurate than Algorithm 1. Besides, we will prove that Algorithm 2 is stable and accurate for
large shifts.
To bound the errors in Algorithm 2, we study the sensitivity of Christoffel transformation with shift with respect to
perturbations of the initial data, i.e., the parameters of the monic Jacobi matrix J (B,G), and the shift . We consider
perturbations associated with the backward errors found in Theorem 1 and we measure the sensitivity of the problem
by using the notion of componentwise relative condition number. This condition number, together with Theorem 1,
allows us to get a tight upper bound on the forward errors obtained by the application ofAlgorithm 2 to a Jacobi matrix.
This bound is presented in Theorem 3.
In the following deﬁnition, the variables l1, l2, . . . , ln−1 correspond to the subdiagonal entries of the L factor in the
LU factorization of J (B,G) − I . It should be remembered that l0 := 0.
Deﬁnition 2. Let J (b, g) be the Christoffel transform of order (n − 1) with shift  of the n × n monic Jacobi matrix
J (B,G). Let J (b + b, g + g) be the Christoffel transform of order (n − 1) with shift  +  of the n × n monic
Jacobi matrix J (B + B,G + G). Let us deﬁne
DB := max
{
max
1 i (n−1)
{ |Bi |
|Bi | + |li−1|
}
, max
1 i (n−1)
{ |Gi |
|Gi |
}
,
||
||
}
,
where the quotients |Bi |/(|Bi | + |li−1|), |Gi |/|Gi |, or ||/|| have to be understood as zero if the denominators
are equal to zero. Then the relative componentwise condition number of Christoffel transformation with shift  with
respect to perturbations associated with the backward errors in Theorem 1 is deﬁned as
condB(J (B,G), ) := lim
→0
sup
0DB
max{max1 i (n−1){|bi |/|bi |},max1 i (n−2){|gi |/|gi |}}
DB
.
The condition number condB(J (B,G), ) is inﬁnite if some of the denominators appearing in the relative changes
of the outputs bi , i.e., |bi |/|bi |, is zero. However bi = 0 will only happen for extremely particular values of the shift
. In these cases, other condition numbers have to be considered. For instance, measuring absolute changes in the
corresponding components of b, or measuring relative normwise changes of b. We do not consider these particular
situations in this work. Note that gi = 0 for all i since gi = (ti+1 − )li and both factors ti+1 −  and li are nonzero.
The condition number condB(J (B,G), ) allows us to give an upper bound on the forward errors produced by
Algorithm 2, as the following theorem shows.
Theorem 3. Let J (b, g) and J (bˆ, gˆ) be, respectively, the exact and the computed Christoffel transform with shift  of
J (B,G) by Algorithm 2, then
max
k
{∣∣∣∣∣bk − bˆkbk
∣∣∣∣∣ ,
∣∣∣∣gk − gˆkgk
∣∣∣∣
}
(C + 2) (1 + condB(J (B,G), )) + O(2),
where the left-hand side of the previous inequality is a shorthand expression for (3).
The proof of this theorem is a straightforward consequence of Theorem 1. We will provide a way to compute
condB(J (B,G), ), and, therefore, a bound on the forward errors, with O(n) cost. It is essential to remark that we
have checked on the reliability of the bound on the forward errors running many numerical experiments, where we
have observed that the bound does not overestimate signiﬁcantly the actual errors.
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The entries b and g of the Christoffel transform J (b, g) of J (B,G) are rational functions of the inputs B, G, and
, and, as a consequence, b and g are differentiable functions of B, G, and  whenever the denominators are different
from zero. Therefore, condB(J (B,G), ) can be expressed in terms of partial derivatives [4]. More precisely:
condB(J (B,G), ) = max
{
max
1kn−1{condB(bk)}, max1kn−2{condB(gk)}
}
, (4)
where
condB(bk) =
k∑
i=1
∣∣∣∣ |Bi | + |li−1|bk
bk
Bi
∣∣∣∣+
k∑
i=1
∣∣∣∣Gibk
bk
Gi
∣∣∣∣+
∣∣∣∣ bk
bk

∣∣∣∣ , (5)
condB(gk) =
k+1∑
i=1
∣∣∣∣ |Bi | + |li−1|gk
gk
Bi
∣∣∣∣+
k∑
i=1
∣∣∣∣Gigk
gk
Gi
∣∣∣∣+
∣∣∣∣ gk
gk

∣∣∣∣ . (6)
In Theorem 8, we will get recurrence relations for condB(bk) and condB(gk) that lead to an explicit expression for
condB(J (B,G), ). Our ﬁrst step to prove Theorem 8 is to express the intermediate variables lk in Algorithm 2, and
the outputs bk and gk as functions of the data B, G and . Then, we obtain expressions for the partial derivatives of each
of these functions with respect to their arguments.
From Algorithm 2, we get
lk = Gk
Bk −  − lk−1 (7)
and, therefore, lk can be seen as a function of B1, . . . , Bk,G1, . . . ,Gk, .
Lemma 4. If  is a real number such that J (B,G) − I has a unique LU factorization, then lk has the following
partial derivatives with respect to B1, . . . , Bk, G1, . . . ,Gk and 
lk
Bi
=
⎧⎪⎪⎨
⎪⎪⎩
lk
tk − 
lk−1
Bi
, i < k,
− lk
tk −  , i = k,
lk
Gi
=
⎧⎪⎪⎨
⎪⎪⎩
lk
tk − 
lk−1
Gi
, i < k,
1
tk −  , i = k,
lk

=
⎧⎪⎪⎨
⎪⎪⎩
lk
tk − 
(
1 + lk−1

)
, 1<k,
l1
t1 −  , k = 1.
Proof. For i < k,
lk
Bi
= Gk
(Bk −  − lk−1)2
lk−1
Bi
= lk(tk − )
(tk − )2
lk−1
Bi
.
For i = k,
lk
Bk
= −Gk
(Bk −  − lk−1)2
.
The rest of the formulas are obtained in a similar way. 
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From Algorithm 2, we also get
bk = Bk + lk − lk−1 (8)
and, therefore, bk can be seen as a function of B1, . . . , Bk,G1, . . . ,Gk, . It also happens that
gk = (Bk+1 −  − lk)lk . (9)
Note that gk is a function of B1, . . . , Bk+1,G1, . . . ,Gk, .
Lemma 5. If  is a real number such that J (B,G)− I has a unique LU factorization, then the partial derivatives of
bk with respect to B1, . . . , Bk, G1, . . . ,Gk, and  are
bk
Bi
=
⎧⎪⎪⎨
⎪⎪⎩
(
lk
tk −  − 1
)
lk−1
Bi
, i < k,
1 − lk
tk −  , i = k,
bk
Gi
=
⎧⎪⎪⎨
⎪⎪⎩
(
lk
tk −  − 1
)
lk−1
Gi
, i < k,
1
tk −  , i = k,
bk

=
⎧⎪⎪⎨
⎪⎪⎩
lk
tk −  +
(
lk
tk −  − 1
)
lk−1

, 1<k,
l1
t1 −  , k = 1.
Proof. From (8), for ik − 1,
bk
Bi
= lk
Bi
− lk−1
Bi
.
Taking into account Lemma 4, the ﬁrst result follows. For i = k,
bk
Bk
= 1 + lk
Bk
= 1 − lk
tk −  .
The results for bk/Gi and bk/ are obtained in a similar way. 
Lemma 6. If  is a real number such that J (B,G)− I has a unique LU factorization, then the partial derivatives of
gk with respect to B1, . . . , Bk+1, G1, . . . ,Gk, and  are
gk
Bi
=
⎧⎨
⎩
(tk+1 −  − lk) lk
Bi
, ik,
lk, i = k + 1,
gk
Gi
= (tk+1 −  − lk) lk
Gi
, ik.
gk

= −lk + (tk+1 −  − lk)lk

for k1.
Proof. Taking into account (9), for ik,
gk
Bi
=
(
− lk
Bi
)
lk + (Bk+1 −  − lk) lk
Bi
,
and the ﬁrst result follows. The results for gk/Gi and gk/ are obtained in the same way. 
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Next we deﬁne some quantities that will be useful to give a recursive formula for the condition number cond
B(J (B,G), ). Let us call
condBBG(lk) :=
k∑
i=1
condBBi (lk) +
k∑
i=1
condGi (lk), (10)
where
condBBi (lk) :=
∣∣∣∣ |Bi | + |li−1|lk
lk
Bi
∣∣∣∣ and condGi (lk) :=
∣∣∣∣Gilk
lk
Gi
∣∣∣∣ . (11)
The quantities condBBG(lk) can be computed recursively as the following lemma shows.
Lemma 7. Let  be a real number such that J (B,G) − I has a unique LU factorization. Then, for k1,
condBBG(lk) := 1 +
∣∣∣∣ Bktk − 
∣∣∣∣+
∣∣∣∣ lk−1tk − 
∣∣∣∣ (1 + condBBG(lk−1)),
where condBBG(l0) := 0.
Proof. If i < k,
condBBi (lk) =
|Bi | + |li−1|
|lk|
∣∣∣∣ lktk − 
∣∣∣∣
∣∣∣∣lk−1Bi
∣∣∣∣=
∣∣∣∣ lk−1tk − 
∣∣∣∣ condBBi (lk−1).
If i = k,
condBBk (lk) =
|Bk| + |lk−1|
|lk|
∣∣∣∣ lktk − 
∣∣∣∣=
∣∣∣∣ |Bk| + |lk−1|tk − 
∣∣∣∣ .
If i < k,
condGi (lk) =
∣∣∣∣Gilk
∣∣∣∣
∣∣∣∣ lktk − 
∣∣∣∣
∣∣∣∣lk−1Gi
∣∣∣∣=
∣∣∣∣ lk−1tk − 
∣∣∣∣ condGi (lk−1).
If i = k,
condGk (lk) =
∣∣∣∣Gklk
∣∣∣∣
∣∣∣∣ 1tk − 
∣∣∣∣= 1.
These expressions lead us to the recurrence relation for condBBG(lk) in an straightforward way. 
Theorem 8 gives recurrence relations that, taking into account (4), allow us to compute condB(J (B,G), ) in O(n)
ﬂops. We gather all the recurrence relations needed to perform this computation in the statement of Theorem 8.
Theorem 8. Let J (B,G) be any n×n Jacobi matrix, and let  be a real number such that J (B,G)− I has a unique
LU factorization. Let L be the lower bidiagonal factor in the LU factorization of J (B,G) − I and T := U + I ,
where U is the upper bidiagonal factor in the same factorization. If l1, l2, . . . , ln−1 are the entries of L in positions
(2, 1), (3, 2), . . . , (n, n− 1) and t1, t2, . . . , tn−1 are the entries of T in positions (1, 1), (2, 2), . . . , (n− 1, n− 1), then
condB(bk) =
∣∣∣∣ lkbk
∣∣∣∣+
∣∣∣∣ lk − tk + bk
∣∣∣∣
(∣∣∣∣ Bktk − 
∣∣∣∣+
∣∣∣∣ lk−1tk − 
∣∣∣∣ (1 + condBBG(lk−1))
)
+
∣∣∣∣ tk − 
∣∣∣∣
∣∣∣∣ lkbk +
(
lk − tk + 
bk
)
lk−1

∣∣∣∣ ,
condB(gk) =
∣∣∣∣ lktk+1 − 
∣∣∣∣+
∣∣∣∣ Bk+1tk+1 − 
∣∣∣∣+
∣∣∣∣1 − lktk+1 − 
∣∣∣∣ condBBG(lk)
+
∣∣∣∣ gk
∣∣∣∣
∣∣∣∣−lk + (tk+1 −  − lk)lk
∣∣∣∣ ,
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where condBBG(l0) := 0,
condBBG(lk) := 1 + |Bk||tk − | +
∣∣∣∣ lk−1tk − 
∣∣∣∣ (1 + condBBG(lk−1))
and
lk

=
⎧⎪⎪⎨
⎪⎪⎩
lk
tk − 
(
1 + lk−1

)
, 1<k,
l1
t1 −  , k = 1.
Note that the variables appearing in the previous recurrence relations are the same we introduced in Algorithm 2.
Assuming that these variables are known, the computational cost of computing condB(J (B,G), ) is 33n − 61. In
order to obtain this cost, it is important to realize that some operations appear more than once in the computation of
condBBG(lk), condB(bk) and condB(gk), and a careful counting of these quantities is necessary to keep the cost low.
Proof. Let us call
condBBi (bk) :=
∣∣∣∣ |Bi | + |li−1|bk
bk
Bi
∣∣∣∣ ,
condGi (bk) :=
∣∣∣∣Gibk
bk
Gi
∣∣∣∣ , cond(bk) :=
∣∣∣∣ bk
bk

∣∣∣∣ .
Then, using Lemma 5 and taking into account (11), if i < k
condBBi (bk) =
∣∣∣∣ |Bi | + |li−1|bk
∣∣∣∣
∣∣∣∣ lktk −  − 1
∣∣∣∣
∣∣∣∣lk−1Bi
∣∣∣∣
=
∣∣∣∣ lk−1bk
∣∣∣∣
∣∣∣∣ lktk −  − 1
∣∣∣∣ condBBi (lk−1)
and
condBBk (bk) =
∣∣∣∣ |Bk| + |lk−1|bk
∣∣∣∣
∣∣∣∣ lktk −  − 1
∣∣∣∣ .
Similarly, if i < k,
condGi (bk) =
∣∣∣∣Gibk
∣∣∣∣
∣∣∣∣ lktk −  − 1
∣∣∣∣
∣∣∣∣lk−1Gi
∣∣∣∣=
∣∣∣∣ lk−1bk
∣∣∣∣
∣∣∣∣ lktk −  − 1
∣∣∣∣ condGi (lk−1)
and condGk (bk) = |lk/bk|. Finally,
cond(bk) =
∣∣∣∣ bk
∣∣∣∣
∣∣∣∣ lktk −  +
(
lk
tk −  − 1
)
lk−1

∣∣∣∣ .
Taking into account (5) and (10), the result follows for condB(bk). The result for condB(gk) can be obtained in a
similar way. 
4.1. Comparison with error bounds for Algorithm 1
It is possible to develop a roundoff error analysis ofAlgorithm 1 similar to the analysis done forAlgorithm 2. To begin
with, backward error bounds for Algorithm 1 can be found. Then, it is also possible to deduce recurrence relations
for a relative componentwise condition number, condA(J (B,G), ), for Christoffel transformation with respect to
perturbations in the input data associated with the backward errors of Algorithm 1. Finally, the condition number
condA(J (B,G), ) can be used in a counterpart version of Theorem 3 for Algorithm 1 to bound the forward errors.
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We do not include the details of these results to keep the paper concise. However, we would like to remark that it is
easy to prove that
condB(J (B,G), )condA(J (B,G), ),
for all monic Jacobi matrices J (B,G) and all shifts . This fact, together with the numerical experiments in Section 2,
show that Algorithm 2 is more accurate than Algorithm 1.
4.2. Stability and accuracy for large shifts
There are some interesting results that we can prove related to the stability and accuracy of Algorithm 2 beyond
the fact of being more accurate than Algorithm 1. It can be proven that, for large enough absolute values of the shift,
Algorithm 2 is accurate, i.e., it produces outputs with componentwise forward errors of order O(). To prove this, we
will show that condB(J (B,G), ) tends to 3 when || tends to ∞. Therefore, Theorem 3 guarantees accuracy in this
situation. The numerical experiments in Section 2 show that this is not the case forAlgorithm 1. In fact, it can be proven
that Algorithm 1 decreases its accuracy as || grows.
Let us remember that, according to Theorem 1, if |lˆi−1| = O(|Bi |) for 1 in − 1, then Algorithm 2 is mixed
forward–backward stable, which is the usual requirement for a numerical algorithm to be considered stable [19, p. 7].
More precisely, in this case, it can be said that the computed Christoffel transform J (bˆ, gˆ) with shift  of J (B,G) is
an O() relative componentwise perturbation of the exact Christoffel transform with shift ˆ of J (B + B,G + G),
where B and G are O() relative componentwise perturbations of the exact inputs B and G. In this context, another
goal of this subsection is to prove that for large enough values of the shift, |li−1|>|Bi | and then Algorithm 2 is stable.
We have to admit that this will be proven for the exact values of |li−1| and not for the computed values |lˆi−1|, thus we
are only proving stability up to O(2) terms.
Accuracy and stability are both based on the following simple Lemma.
Lemma 9. Let lk , 1kn − 1, be the variables appearing in Algorithm 2, i.e., the subdiagonal elements in the L
factor of the LU factorization of J (B,G) − I . Then
lim||→∞ |lk| = 0.
As a consequence Algorithm 2 is stable for || large enough.
Proof. Note that |l1| = |G1/(B1 − )| and lim||→∞|l1| = 0. Let us proceed by using induction. Assume that
lim||→∞|lk−1| = 0, then
lim||→∞ |lk| = lim||→∞
∣∣∣∣ GkBk −  − lk−1
∣∣∣∣= 0. 
Theorem 10. Let condB(J (B,G), ) be the condition number for Christoffel transformation with shift introduced in
Deﬁnition 2. Then
lim||→∞ condB(J (B,G), ) = 3.
This implies that Algorithm 2 is accurate for || large enough.
Proof. Let us remember that tk = Bk − lk−1. Lemma 9 implies
lim||→∞
∣∣∣∣ Bktk − 
∣∣∣∣= 0 and lim||→∞
∣∣∣∣ lk−1tk − 
∣∣∣∣= 0, k1.
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Then, taking into account Lemma 7,
lim||→∞ condBBG(lk) = 1, k1.
Consider now the following limits
lim||→∞
∣∣∣∣ lkbk
∣∣∣∣= lim||→∞
∣∣∣∣ Gk(Bk −  − lk−1)(Bk + lk − lk−1)
∣∣∣∣= 0,
lim||→∞
∣∣∣∣ lk − tk + bk ·
Bk
tk − 
∣∣∣∣= lim||→∞
∣∣∣∣∣ Gk − (tk − )
2
(tk − )(Bk − lk−1) + Gk ·
Bk
tk − 
∣∣∣∣∣= 1,
lim||→∞
∣∣∣∣ lk − tk + bk ·
lk−1
tk − 
∣∣∣∣= lim||→∞
∣∣∣∣∣ Gk − (tk − )
2
(tk − )(Bk − lk−1) + Gk ·
Gk−1
(tk−1 − )(tk − )
∣∣∣∣∣= 0,
lim||→∞
∣∣∣∣ lk − tk + bk ·
lk−1

∣∣∣∣= lim||→∞
∣∣∣∣ lk − tk + bk ·
lk−1
tk−1 − 
(
1 + lk−2

)∣∣∣∣ .
Applying induction and Lemma 4, it is easy to show that lim||→∞ li/ = 0, for all i. Moreover,
lk − tk + 
bk
· lk−1
tk−1 − 
Gk − (tk − )2
(tk − )(Bk − lk−1) + Gk ·
Gk−1
(tk−1 − )2
.
Therefore,
lim||→∞
∣∣∣∣ lk − tk + bk ·
lk−1

∣∣∣∣= 0.
Taking into account Theorem 8 and the previous limits we see that
lim||→∞ condB(bk) = 1, k1. (12)
Finally, we consider the following limits
lim||→∞
∣∣∣∣ · lkgk
∣∣∣∣= lim||→∞
∣∣∣∣ tk+1 − 
∣∣∣∣= 1,
lim||→∞
∣∣∣∣ tk+1 −  ·
tk+1 −  − lk
lk
· lk

∣∣∣∣= lim||→∞
∣∣∣∣ tk+1 −  ·
tk+1 −  − lk
tk −  ·
(
1 + lk−1

)∣∣∣∣= 1.
Taking into account Theorem 8 and the previous limits, we get
lim||→∞ condB(gk) = 3, k1. (13)
Therefore, considering (12), (13), and (4), the result follows. 
Similarly, it can be proven that condA(J (B,G), ) tends to inﬁnity when || grows.
So far, we have shown that Algorithm 2 produces smaller forward errors than Algorithm 1 and we have proven that
these forwards errors become O() for large enough shifts.
5. Algorithm 2 is forward stable
The purpose of this section is to prove that the forward error bound we have found for Algorithm 2 is the best one
can expect, because it reﬂects the sensitivity of Christoffel transformation to componentwise relative perturbations in
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the data. However, we have seen that Algorithm 2 is not backward stable, then we are forced to use a weaker notion of
stability. According to [19, p. 9], an algorithm is said to be forward stable if it produces answers with forward errors
of similar magnitude to those produced by a backward stable algorithm. In this section, we show that Algorithm 2
is componentwise forward stable. In order to prove that, we deﬁne the relative componentwise condition number of
Christoffel transformation with shift  with respect to small componentwise relative perturbations of B, G, and 
condC(J (B,G), ) = lim
→0
sup
0DC
max{max1 i (n−1){|bi |/|bi |},max1 i (n−2){|gi |/|gi |}}
DC
, (14)
where
DC = max
{
max
1 i (n−1)
{ |Bi |
|Bi |
}
, max
1 i (n−1)
{ |Gi |
|Gi |
}
,
||
||
}
.
To prove that Algorithm 2 is componentwise forward stable is equivalent to prove that condC(J (B,G), ) and
condB(J (B,G), ) have the same order of magnitude, by taking into account Theorem 3.
Recurrent expressions for condC(J (B,G), ) can be obtained in a similar way as we got recurrent expressions
for condB(J (B,G), ). By using these expressions, we can prove Theorem 11, after considerably long and deli-
cate algebraic manipulations are performed. This theorem states that the condition numbers, condB(J (B,G), ) and
condC(J (B,G), ), we have considered for theChristoffel transformationwith shift are of the same order ofmagnitude,
which implies that Algorithm 2 is forward stable.
Theorem 11. Let condB(J (B,G), ) and condC(J (B,G), ) be the condition numbers introduced, respectively, in
Deﬁnition 2 and (14) for the Christoffel transformation with shift, then
condC(J (B,G), )condB(J (B,G), )8 condC(J (B,G), ). (15)
This result together with the fact that condB(J (B,G), )1 implies that Algorithm 2 is componentwise forward stable.
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