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BOUNDS FOR THE REGULARITY OF PRODUCT OF EDGE IDEALS
ARINDAM BANERJEE, PRIYA DAS, AND S SELVARAJA
Abstract. Let I and J be edge ideals in a polynomial ring R = K[x1, . . . , xn] with I ⊆ J . In this
paper, we obtain a general upper and lower bound for the Castelnuovo-Mumford regularity of IJ in
terms of certain invariants associated with I and J . Using these results, we explicitly compute the
regularity of IJ for several classes of edge ideals. Let J1, . . . , Jd be edge ideals in a polynomial ring R
with J1 ⊆ · · · ⊆ Jd. Finally, we compute the precise expression for the regularity of J1J2 · · ·Jd when
d ∈ {3, 4} and Jd is the edge ideal of complete graph.
1. Introduction
Let M be a finitely generated graded module over R = K[x1, . . . , xn], where K is a field. The
Castelnuovo-Mumford regularity (or simply, regularity) of M , denoted by reg(M), is defined to be the
least integer i so that, for every j, the jth syzygy of M is generated in degrees ≤ i + j. Regularity is
an important invariant in commutative algebra and algebraic geometry that measures the computational
complexity of ideals, modules, and sheaves. In this paper, we study bounds on the regularity of product
of ideals in a polynomial ring.
The regularity of products of ideals was studied first by Conca and Herzog [8]. They studied whether for
homogeneous ideal I and finitely generated graded moduleM over R, one has reg(IM) ≤ reg(I)+reg(M).
This question is essentially a generalization of the simple fact that the highest degree of a generator of
the product IM is bounded above by the sum of the highest degree of a generator of M and the highest
degree of a generator of I and the answer to this question is negative in general. There are several
counterexamples already with M = I such that reg(I2) > 2. reg(I), see Sturmfels [22]. They found
some special classes of ideal I and module M for which the above inequality holds. In particular, they
showed that if I is a homogeneous ideal in a polynomial ring R with dim(R/I) ≤ 1, then reg(IM) ≤
reg(I) + reg(M), for any finitely generated module M over R.
In case M is also a homogeneous ideal, the situation becomes particularly interesting. For example,
Sidman proved that if dim( R(I+J) ) ≤ 1, then the regularity of IJ is bounded above by reg(I) + reg(J),
[21]. Also, she proved that if two ideals of R, say I and J , define schemes whose intersection is a finite
set of points, then reg(IJ) ≤ reg(I) + reg(J). In [6], Chardin, Minh and Trung proved that if I and
J are monomial complete intersections, then reg(IJ) ≤ reg(I) + reg(J). Cimpoeas¸ proved that for two
monomial ideals of Borel type I, J , reg(IJ) ≤ reg(I) + reg(J), [7]. Caviglia in [5] and Eisenbud, Huneke
and Ulrich in [9] studied the more general problem of regularity of tensor products and various Tor
modules of R/I and R/J .
In this paper, we study the same problem for the case of edge ideals and seek for better bounds by
exploiting the combinatorics of the underlying graph. Let G be a finite simple graph on the vertex set
{x1, . . . , xn} and I(G) := ({xixj | {xi, xj} ∈ E(G)}) ⊂ K[x1, . . . , xn] be the edge ideal corresponding to
the graph G. In general, computing the regularity of I(G) is NP-hard ([23, Corollary 23]). A primary
inspiration for this paper is Katzman’s and Woodroofe’s theorems from [19] and [23]. They showed that
if G is a graph, then
ν(G) + 1 ≤ reg(I(G)) ≤ co-chord(G) + 1, (1.1)
where ν(G) denotes the induced matching number of G (see Section 2 for definition) and co-chord(G)
denotes the co-chordal cover number of G (see Section 2 for definition). Several recent papers have
related the reg(I(G)) with various invariants of the graph G (see [2] for a survey in this direction). In
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this context, the natural question arises if I and J are edge ideals in R, then what is the regularity of
IJ?. More precisely, if I and J are the edge ideal of a graph H and G respectively, then
(1) what is the lower and upper bounds for the regularity of IJ using combinatorial invariants
associated to the graphs H and G?
(2) what is the precise expression for the regularity of IJ for particular classes of graphs H and G?
This paper evolves around these two questions.
The first main result of the paper answers question (1). We prove:
Theorem 1.1 (Theorem 3.3 and Theorem 3.5). Let I and J be the edge ideal of a graph H and G
respectively with I ⊆ J . Then
νGH + 3 ≤ reg(IJ) ≤ max{co-chord(G) + 3, co-chord(H) + 1},
where νGH denotes the induced matching number of G as well as H.
Theorem 1.1, has a number of interesting consequences. For example, Corollary 3.6, says that if H is
any subgraph of G, then reg(IJ) ≤ m(G) + 3, where m(G) denotes the matching number of G. On the
other hand, Corollary 3.7, says that if H is an induced subgraph of G, then
ν(H) + 3 ≤ reg(IJ) ≤ co-chord(G) + 3, (1.2)
where ν(H) denotes the induced matching number of H .
Another way of bounding the regularity of IJ , than using combinatorial invariants, is to relate it to
the regularity of I and regularity of J . We prove:
Theorem 3.9. Let I and J be edge ideals with I ⊆ J . Then
reg(IJ) ≤ max{reg(J) + 3, reg(I)}.
We then move on to compute the precise expressions for the regularity of product of edge ideals.
First, we observe that for certain classes of graphs, the induced matching number coincides with the co-
chordal cover number, for example, cycle with 3n vertices, weakly chordal, unmixed bipartite, bipartite
graph with regularity 3 and graph has dominating induced matching. We then use (1.2) to prove that
reg(IJ) = ν(G) + 3 when H is an induced subgraph of G and ν(H) = ν(G) (Corollary 4.1, Remark 4.2).
As a consequence of the techniques that we have developed, we compute the regularity of IJ when J has
linear resolution. More precisely:
Theorem 4.3. Suppose J has linear resolution and I ⊆ J .
(1) If reg(I) ≤ 4, then IJ has linear resolution.
(2) If 5 ≤ reg(I), then reg(IJ) = reg(I).
Next, we study the regularity of product of more than two edge ideals. We prove:
Theorem 4.6. Let J1, . . . , Jd be edge ideals and J1 ⊆ J2 ⊆ · · · ⊆ Jd, d ∈ {3, 4}. Suppose Jd is the edge
ideal of complete graph.
(1) If reg(J1 · · · Jd−1) ≤ 2d, then J1 · · · Jd has linear resolution.
(2) If reg(J1 · · · Jd−1) ≥ 2d+ 1, then reg(J1 · · ·Jd) = reg(J1 · · · Jd−1).
Our paper is organized as follows. In Section 2, we collect the necessary notion, terminology and some
results that are used in the rest of the paper. Bounds for the regularity of product of two edge ideals
is studied in Section 3. The precise expressions for the regularity of product of edge ideals have been
discussed in Section 4.
2. Preliminaries
In this section, we set up the basic definitions and notation needed for the main results. LetG be a finite
simple graph with vertex set V (G) and edge set E(G). A subgraph H ⊆ G is called induced if {u, v} is an
edge of H if and only if u and v are vertices of H and {u, v} is an edge of G. For {u1, . . . , ur} ⊆ V (G), let
NG(u1, . . . , ur) = {v ∈ V (G) | {ui, v} ∈ E(G) for some 1 ≤ i ≤ r} and NG[u1, . . . , ur] = NG(u1, . . . , ur)∪
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{u1, . . . , ur}. For U ⊆ V (G), denote by G \ U the induced subgraph of G on the vertex set V (G) \ U .
Let Ck denote the cycle on k vertices.
Let G be a graph. We say 2 non-adjacent edges {f1, f2} form an 2K2 in G if G does not have an edge
with one endpoint in f1 and the other in f2. A graph without 2K2 is called 2K2-free also called gap-free
graph. It is easy to see that, G is gap-free if and only if Gc contains no induced C4. Thus, G is gap-free
if and only if it does not contain two vertex-disjoint edges as an induced subgraph.
A matching in a graph G is a subgraph consisting of pairwise disjoint edges. The largest size of a
matching in G is called its matching number and denoted by m(G) and the minimum matching number
of G, denoted by min-match(G), is the minimum cardinality of the maximal matchings of G. If the
subgraph is an induced subgraph, the matching is an induced matching. The largest size of an induced
matching in G is called its induced matching number and denoted by ν(G). The largest size of induced
matching of H as well as G denoted by νGH . The complement of a graph G, denoted by G
c, is the graph
on the same vertex set in which {u, v} is an edge of Gc if and only if it is not an edge of G. A graph
G is chordal if every induced cycle in G has length 3, and is co-chordal if Gc is chordal. The co-chordal
cover number, denoted co-chord(G), is the minimum number n such that there exist co-chordal subgraphs
H1, . . . , Hn of G with E(G) =
⋃n
i=1E(Hi). Observe that for any graph G, we have
ν(G) ≤ co-chord(G) ≤ min-match(G) ≤ m(G). (2.1)
Example 2.1. Let G be the graph as shown in figure. Then{
{x1, x2}, {x3, x4}, {x5, x6}, {x7, x8}
}
forms a matching of G, but not an induced matching. The set
{
{x1, x2}, {x4, x5}
}
forms a induced
matching.
x8 x1
x7
x6
x5
x4
x3
x2
Let H be a subgraph of G with E(H) =
{
{x1, x2}, {x3, x4}
}
. It is not hard
to verify that ν(G) = 2, ν(H) = 2 and νGH = 1. Let H1, H2 and H3 be
the subgraphs of G with E(H1) =
{
{x1, x2}, {x2, x3}, {x3, x4}
}
, E(H2) ={
{x4, x5}, {x5, x6}, {x6, x7}
}
and E(H3) =
{
{x7, x8}, {x8, x1}
}
respec-
tively. We can seen that H1, H2 and H3 are co-chordal subgraphs of G
and E(G) =
⋃3
i=1 E(Hi). Therefore, co-chord(G) = 3.
A subset C ⊆ V (G) is a vertex cover of G if for each e ∈ E(G), e∩C 6= φ. If C is minimal with respect
to inclusion, then C is called minimal vertex cover of G. A graph G is called unmixed if all minimal
vertex covers of G have the same number of elements. A graph G is weakly chordal if every induced cycle
in both G and Gc has length at most 4.
Polarization is a process that creates a squarefree monomial ideal (in a possibly different polynomial
ring) from a given monomial ideal, [14, Section 1.6]. In this paper, we repeatedly use one of the important
properties of the polarization, namely:
Corollary 2.2. [14, Corollary 1.6.3(a)] Let I be a monomial ideal in K[x1, . . . , xn]. Then reg(I) = reg(I˜).
3. Upper and lower bound for the regularity of product of two edge ideals
In this section, we obtain a general upper and lower bound for the regularity of product of two edge
ideals. The main idea is to analyze the ideal (IJ : ab), where I and J are edge ideals and ab ∈ I.
We first fix certain set-up that we consider throughout this paper.
Set-up 3.1. Let I and J be the edge ideal of a graph H and G respectively with I ⊆ J . For a monomial
ideal K, let G(K) denotes the minimal generating set of K. For a monomial m ∈ R = K[x1, . . . , xn],
support of m is the set of variables appearing in m and is denoted by supp(m), i.e., supp(m) = {xi |
xi divides m}.
The following result is being used repeatedly in this paper:
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Theorem 3.2. Then the colon ideal (IJ : ab) is generated by quadratic monomial ideal for any ab ∈ I.
More precisely
(IJ : ab) = J +K1 +K2,
where K1 = (pq | p ∈ NG(a) and q ∈ NH(b)) and K2 = (rs | r ∈ NH(a) and s ∈ NG(b)).
Proof. Let m ∈ G((IJ : ab)). By degree consideration m can not have degree 1. Suppose deg(m) ≥ 3.
Then for e ∈ G(I) and f ∈ G(J), ef | mab. Since m is minimal, then there does not exist m′, m′ 6= m
and m′ | m such that ef | m′ab. Now if there exist g ∈ G(J) such that g | m, then for minimality of m
and g ∈ (IJ : ab) both implies g = m. This is a contradiction to deg(m) ≥ 3. Therefore, deg(m) = 2.
We assume that g ∤ m for any g ∈ G(J). Then e ∤ ab. Let e = ax, where x | m. Therefore, xf | mb. If
f = by where y | (m
x
), then xy | m. Hence, by minimality of m, m is a quadratic monomial. Similarly,
for e = bx we can prove in a similar manner.
Clearly, J +K1 +K2 ⊆ (IJ : ab). We need to prove reverse inclusion. Let uv ∈ G(IJ : ab). If uv ∈ J ,
then we are done. Suppose uv /∈ J . Since uvab ∈ IJ , we have the following cases ua ∈ I and vb ∈ J or
ua ∈ J and vb ∈ I or ub ∈ I and va ∈ J or ub ∈ J and va ∈ I. In all cases, one can show that either
uv ∈ K1 or uv ∈ K2. Therefore, (IJ : ab) = J +K1 +K2. 
Let I and J be the edge ideal of H and G respectively with I ⊆ J . Then for any {a, b} ∈ E(H),
˜(IJ : ab) is a quadratic squarefree monomial ideal, by Theorem 3.2. There exists a graph P associ-
ated to ˜(IJ : ab). Observe that G is a subgraph of P . For example, let I = (x4x5, x5x6, x4x6) and
J = (x1x2, x2x3, x3x4, x4x5, x5x6, x1x6, x4x6). Then (IJ : x4x5) = J + (x
2
6, x3x6) ⊂ K[x1, . . . , x6] and
˜(IJ : ab) = J + (x6y1, x3x6) ⊂ K[x1, . . . , x6, y1]. Then P is given by the graph G with the edges {x6, y1}
and {x4, x6} attached to G.
We are now ready to establish the general lower bound for the regularity of IJ .
Theorem 3.3. Then νGH + 3 ≤ reg(IJ).
Proof. Let f1, f2, . . . , fνGH be the induced matching of H as well as G. Let Q be the graph with E(Q) =
{f1, . . . , fνGH} and P = I(Q). Then Q is an induced subgraph of H as well as G. In [4, Lemma 4.2],
Beyarslan et al., proved that if K ′ is any induced subgraph of K, then for any s ≥ 1, i, j ≥ 0, we have
βi,j(I(K
′)s) ≤ βi,j(I(K)
s).
In our case, the assumption that Q is an induced subgraph of H as well as G. Using this property, one
can see that their proof goes through in our case as well i.e., βi,j(P
2) ≤ βi,j(IJ). By [4, Lemma 4.4],
reg(P 2) = νGH + 3. Hence νGH + 3 ≤ reg(IJ). 
The following lemma helps to obtain upper bound for the regularity of IJ .
Lemma 3.4. Let P be the graph associated to ˜(IJ : ab) for any {a, b} ∈ E(H). Then
co-chord(P) ≤ co-chord(G).
Proof. Let co-chord(G) = n and e = {a, b}. Then there exist co-chordal subgraphs H1, . . . , Hn of G such
that E(G) =
n⋃
i=1
E(Hi). If E(G) = E(P), then we are done. Suppose E(G) 6= E(P). Let NG(a) \ {b} =
{a1, . . . , aα}, NH(a) \ {b} = {a1, . . . , aα′}, NG(b) \ {a} = {b1, . . . , bβ}, NH(b) \ {a} = {b1, . . . , bβ′}, where
α′ ≤ α and β′ ≤ β. Set for any x, y ∈ V (G),
{[x, y]} =
{
{x, y} if x 6= y;
{x, zx} if x = y, where zx is a new vertex.
By Theorem 3.2,
E(P) = E(G)
⋃{
{[ai, bj]} | 1 ≤ i ≤ α, 1 ≤ j ≤ β
′
}⋃{
{[ai, bj]} | 1 ≤ i ≤ α
′, 1 ≤ j ≤ β
}
⋃{
{[ai, bj ]} | 1 ≤ i ≤ α
′, 1 ≤ j ≤ β′
}
.
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Since Hm is co-chordal for all 1 ≤ m ≤ n, by [3, Lemma 1 and Theorem 2], there is an ordering of
edges of Hm, f1 < · · · < ftm , such that for 1 ≤ r ≤ tm, (V (Hm), {f1, . . . , fr}) has no induced subgraph
isomorphic to 2K2. We add certain edges to Hm with a rule as described below, to get a new graph H
′
m.
Rule 1: If for 1 ≤ µ ≤ α, fk = {a, aµ} for some 1 ≤ k ≤ tm, then set
· · · < fk < D < fk+1 < · · · ,
where D = {[aµ, b1]} < · · · < {[aµ, bβ′ ]}.
Rule 2: If for 1 ≤ µ ≤ β, fk = {b, bµ} for some 1 ≤ k ≤ tm, then set
· · · < fk < E < fk+1 < · · · ,
where E = {[bµ, a1]} < · · · < {[bµ, aα′ ]}.
Rule 3: If fk = {a, b} for some 1 ≤ k ≤ tm, then set
· · · < fk < F1 < F2 < F3 < fk+1 < · · · ,
where
F1 = {a, a1} < · · · < {a, aα′}, F2 = {b, b1} < · · · < {b, bβ′} and
F3 = {[a1, b1]} < · · · < {[a1, bβ′ ]} < {[a2, b1]} < · · · <
{[a2, bβ′ ]} < · · · < {[aα′ , b1]} < · · · < {[aα′ , bβ′]}.
Then we have E(P) =
n⋃
m=1
E(H ′m). We claim that H
′
m is co-chordal for all 1 ≤ m ≤ n. Let E(H
′
m) =
{g1, . . . , gtm1} be edge set of H
′
m and linearly ordered as given above. By Lemma 1 and Theorem 2 of [3],
it is enough to prove that for 1 ≤ r′ ≤ tm1 , (V (H
′
m), {g1, . . . , gr′}) has no induced subgraph isomorphic
to 2K2. Suppose H
′
m is not co-chordal. Then there exists a least j such that (V (H
′
m), {g1, . . . , gj}) has
an induced 2K2-subgraph, say {gi, gj} for some i < j. By the above construction, one can see that, gi
and gj both can not be in E(Hm) (or D or E or F1 ∪ F2 ∪ F3). Therefore, we have the following cases:
(1) gi ∈ E(Hm), gj ∈ D ∪ E ∪ F1 ∪ F2 ∪ F3 or gi ∈ D ∪ E ∪ F1 ∪ F2 ∪ F3, gj ∈ E(Hm);
(2) gi, gj ∈ D ∪ E ∪ F1 ∪ F2 ∪ F3;
Case 1: Suppose gi = {u, v} ∈ E(Hm) and gj = {[aµ, bp]} ∈ D, for some 1 ≤ µ ≤ α, 1 ≤ p ≤ β
′. By
Rule 1, we have
gi < gj′ = {a, aµ} < gj .
Since gi, gj′ ∈ E(Hm), they can not form an induced 2K2 subgraph of Hm. Therefore, either gj′ and
gi have a vertex in common or there exist an edge gl ∈ E(Hm) such that gl < gj′ connecting gi and
gj′ . If gi and gj′ have a vertex in common, then this contradicts the assumption that {gi, gj} forms an
induced 2K2-subgraph. Suppose gl is an edge connecting gi and gj′ . Let gl = {u, a} and u 6= b. Then
u ∈ NG(a). By Rule 1, we have gl < {[u, bp]} < gj′ < gj. This is a contradiction to {gi, gj} is an
induced 2K2-subgraph. Suppose gl = {a, u} and u = b. By Rule 3, we have gl < {b, bp} < gj′ < gj . This
also contradicts the assumption that {gi, gj} is an induced 2K2-subgraph. Similarly, if gl = {u, aµ} or
gl = {v, a} or gl = {v, aµ}, then one arrives at a contradiction.
If gi ∈ D and gj ∈ E(Hm), then we get a contradiction in a similar manner.
Case 2: Suppose either gi = {u, v} ∈ E(Hm), gj = {[bµ, ap]} ∈ E or gi = {u, v} ∈ E(Hm), gj =
{[bµ, ap]} ∈ E for some 1 ≤ µ ≤ β, 1 ≤ p ≤ α
′. Proceeding as in the Case 1, one can show that gi and
gj can not form an induced 2K2-subgraph.
Case 3: Suppose gi = {u, v} ∈ E(Hm).
If gj = {a, aµ} ∈ F1 for some 1 ≤ µ ≤ α
′, then by Rule 3, we have
gi < gj′ = {a, b} < gj.
Since gi, gj′ ∈ E(Hm), they can not form an induced 2K2-subgraph of Hm. Therefore, either gj′ and gi
have a vertex in common or there exist an edge gl ∈ E(Hm) such that gl < gj′ connecting gi and gj′ . If
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gi and gj′ have a vertex in common, then this contradicts the assumption that {gi, gj} forms an induced
2K2-subgraph. Suppose gl is an edge connecting gi and gj′ . If gl = {b, u}, then by Rule 2, we have
gl < {[u, aµ]} < gj′ < gj .
This also contradicts the assumption that {gi, gj} is an induced 2K2-subgraph. Similarly, if gl = {v, b}
or gl = {u, a} or gl = {u, a}, then one arrives at a contradiction.
If gj = {b, bµ} ∈ F2 for some 1 ≤ µ ≤ β
′, then we get a contradiction in a similar manner.
Suppose gj = {[ap, bq]} ∈ F3 for some 1 ≤ p ≤ α
′, 1 ≤ q ≤ β′. By Rule 3, we have
gi < gj′ = {a, b} < gj.
Since gi, gj′ ∈ E(Hm), they can not form an induced 2K2-subgraph of Hm. Therefore, either gj′ and gi
have a vertex in common or there exist an edge gl ∈ E(Hm) such that gl < gj′ connecting gi and gj′ .
Suppose gi and gj′ have a vertex in common. If u = a, then by Rule 1 we have gi < {[v, bq]} < gj′ < gj.
This is a contradiction to {gi, gj} forms an induced 2K2-subgraph. Similarly, if u = b or v = a or v = b,
then one arrives at a contradiction. Suppose gl is an edge connecting gi and gj′ . If gl = {u, a}, then by
Rule 1, we have gl < {[u, bq]} < gj′ < gj . This also contradicts the assumption that {gi, gj} is an induced
2K2-subgraph. Similarly, if gl = {v, b} or gl = {v, a} or gl = {u, b}, then one arrives at a contradiction.
If gi ∈ F1 ∪ F2 ∪ F3 and gj ∈ E(Hm), then we get a contradiction in a similar manner.
Case 4: Suppose gi = {[ap, bq]} ∈ D and gj = {[ap′ , bq′ ]} ∈ E , for some 1 ≤ p ≤ α, 1 ≤ q ≤ β
′,
1 ≤ p′ ≤ α′ and 1 ≤ q′ ≤ β. Then by Rule 1 and Rule 2, we have
gi′ = {a, ap} < gi < gj′ = {b, bq′} < gj.
Since gi′ , gj′ ∈ E(Hm), they can not form an induced 2K2-subgraph of Hm. Therefore, either gi′ and
gj′ have a vertex in common or there exist an edge gl ∈ E(Hm) such that gl < gj′ connecting gi′ and
gj′ . If gi′ and gj′ have a vertex in common, then this contradicts the assumption that {gi, gj} forms
an induced 2K2-subgraph. Suppose gl is an edge connecting gi′ and gj′ . If gl = {ap, bq′}, then this
contradicts the assumption that {gi, gj} forms an induced 2K2-subgraph. If gl = {ap, b}, then by Rule
2, we have gl < {[ap, ap′ ]} < gj′ < gj . This also contradicts the assumption that {gi, gj} is an induced
2K2-subgraph. Similarly, if gl = {a, bq′}, then one arrives at a contradiction. If gl = {a, b}, then by Rule
3, we have gl < {[ap′ , bq′ ]} < gj′ < gj . This also contradicts the assumption that {gi, gj} is an induced
2K2-subgraph.
If gi = {[ap′ , bq′ ]} ∈ E and gj = {[ap, bq]} ∈ D for some 1 ≤ p
′ ≤ α′, 1 ≤ q′ ≤ β, 1 ≤ p ≤ α and
1 ≤ q ≤ β′, then we get a contradiction in a similar manner.
Case 5: Suppose gi = {[ap, bq]} ∈ D, for some 1 ≤ p ≤ α and 1 ≤ q ≤ β
′.
If gj = {a, ap′} ∈ F1 for some 1 ≤ p
′ ≤ α′, then by Rule 1, we have gi′ = {a, ap} < gi < gj . If
gj = {b, bq′} ∈ F2 for some 1 ≤ q
′ ≤ β′, then by Rule 1, we have gi′ = {a, ap} < {[ap, bq′ ]} < gj. Suppose
gj = {[ap′ , bq′ ]} ∈ F3, for some 1 ≤ p
′ ≤ α′ and 1 ≤ q′ ≤ β′. By Rule 1, we have gi′ = {a, ap} <
{[ap, bq′ ]} < gj. Therefore, we get a contradiction to {gi, gj} forms an induced 2K2-subgraph for all cases.
If gi ∈ F1 ∪ F2 ∪ F3 and gj = {[ap, bq]} ∈ D for some 1 ≤ p ≤ α and 1 ≤ q ≤ β
′, then we get a
contradiction in a similar manner.
Similarly, if gi = {[ap, bq]} ∈ E and gj ∈ F1 ∪ F2 ∪ F3, for some 1 ≤ p ≤ α
′ and 1 ≤ q ≤ β, then one
arrives at a contradiction. Also one can prove that, if gi ∈ F1 ∪ F2 ∪ F3 and gj = {[ap, bq]}, for some
1 ≤ q ≤ β and 1 ≤ p ≤ α′, then {gi, gj} can not form an induced 2K2-subgraph.
Therefore, H ′m is a co-chordal graph for all 1 ≤ m ≤ n and E(P) =
n⋃
i=1
E(H ′i). Hence co-chord(P) ≤
n. 
We now prove an upper bound for the regularity of IJ .
Theorem 3.5. Then
reg(IJ) ≤ max{co-chord(G) + 3, reg(I)}. (3.1)
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In particular,
reg(IJ) ≤ max{co-chord(G) + 3, co-chord(H) + 1}.
Proof. Set I = (f1, . . . , ft). It follows from set of short exact sequences:
0 −→
R
(IJ : f1)
(−2)
·f1
−→
R
IJ
−→
R
(IJ, f1)
−→ 0;
...
...
... (3.2)
0 −→
R
((IJ, f1, . . . , ft−1) : ft)
(−2)
·ft
−→
R
(IJ, f1, . . . , ft−1)
−→
R
(IJ, I)
−→ 0,
that
reg
(
R
IJ
)
≤ max
{
reg
(
R
(IJ:f1)
)
+ 2, . . . , reg
(
R
(IJ,f1,...,ft−1):ft)
)
+ 2, reg
(
R
I
) }
.
Note that ((IJ, f1, . . . , fi−1) : fi) = (IJ : fi) + (variables) for any 1 ≤ i ≤ t.
reg((IJ, f1, . . . , fi−1) : fi) ≤ reg((IJ : fi)) (by [18, Theorem 1.2])
= reg( ˜(IJ : fi)) (by Corollary 2.2).
Let Pi be the graph associated to ˜(IJ : fi). Therefore, by [23, Theorem 1] and Lemma 3.4,
reg(I˜J : fi) ≤ co-chord(Pi) + 1 ≤ co-chord(G) + 1.
Hence reg(IJ) ≤ max{co-chord(G) + 3, reg(I)}. Now the second assertion follows from [23, Theorem
1]. 
As an immediate consequence, we have the following statements.
Corollary 3.6. Then reg(IJ) ≤ m(G) + 3.
Proof. Since H is a subgraph of G, m(H) ≤ m(G). Hence the assertion follows from Theorem 3.5. 
Corollary 3.7. If H is an induced subgraph of G, then
ν(H) + 3 ≤ reg(IJ) ≤ co-chord(G) + 3.
Proof. If H is an induced subgraph of G, then co-chord(H) ≤ co-chord(G) and νGH = ν(H). Therefore,
by Theorem 3.2 and Theorem 3.5, ν(H) + 3 ≤ reg(IJ) ≤ co-chord(G) + 3. 
The following example shows that the inequality given in Corollary 3.6 is sharp.
Example 3.8. Let I = (x2x3, x4x5) and J = (x1x2, x1x3, x1x4, x1x5, x2x3, x4x5). It is not hard to verify
that m(G) = 2 and νGH = 2. Therefore, by Theorem 3.3 and Corollary 3.6, reg(IJ) = 5.
We now prove an upper bound for the regularity of product of edge ideals in terms of the regularity
of the original graphs.
Theorem 3.9. Then reg(IJ) ≤ max{reg(J) + 3, reg(I)}.
Proof. Setting I = (f1, . . . , ft) and it follows from set of short exact sequences, similar to (3.2), that
reg(R/IJ) ≤ max
{
reg
(
R
(IJ:f1)
)
+ 2, . . . , reg
(
R
((IJ,f1,...,ft−1):ft)
)
+ 2, reg
(
R
I
) }
.
Since ((IJ, f1, . . . , fi−1) : fi) = (IJ : fi) + ( variables ) for all 1 ≤ i ≤ t, by [18, Theorem 1.2] and
Corollary 2.2, reg((IJ, f1, . . . , fi−1) : fi) ≤ reg( ˜(IJ : fi)).
Let Pi be the graph associated to ˜(IJ : fi) which is contained in an appropriate polynomial ring R1
for some 1 ≤ i ≤ t. Set fi = {xi, yi} and NG(xi) = {αi1 , . . . , αip , βi1 , . . . , βiq}, where {xi, αij} ∈ E(H)
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and {xi, βij′ } ∈ E(G) \ E(H) for all 1 ≤ j ≤ p, 1 ≤ j
′ ≤ q. It follows from set of short exact sequences,
similar to (3.2), that
reg(R1/Pi) ≤ max


reg
(
R1
(Pi:αi1)
)
+ 1, . . . , reg
(
R1
((Pi,αi1 ,...,αip ):βi1)
)
+ 1, . . . ,
reg
(
R1
((Pi,αi1 ,...,αip ,βi1 ,...,βiq−1 ):βiq )
)
+ 1, reg
(
R1
(Pi,αi1 ,...,αip ,βi1 ,...,βiq )
)
.
By Theorem 3.2, Pi \ NPi(xi) is an induced subgraph of G. Therefore by [16, Proposition 4.1.1],
reg(Pi, αi1 , . . . , αip , βi1 , . . . , βiq ) ≤ reg(J).
It follows from Theorem 3.2 that every new edge in G is an edge from a neighbor of xi in G to a
neighbor of yi in H and a neighbor of xi in H to a neighbor of yi in G. Therefore Pi \ NPi [αij ] and
Pi \ {αi1 , . . . , αip , NPi [βij′ ]} are induced subgraphs of G for any 1 ≤ j ≤ p, 1 ≤ j
′ ≤ q. Hence by [16,
Proposition 4.1.1],
reg(Pi : αij ) ≤ reg(J) and reg((Pi, αi1 , . . . , αip) : βij′ ) ≤ reg(J).
Since ((Pi, αi1 , . . . , αij−1 ) : αij ) and ((Pi, αi1 , . . . , αip , βi1 , . . . , βij−1 ) : βij′ ) corresponds to an induced
subgraph of (Pi : αij ) and ((Pi, αi1 , . . . , αip) : βij′ ) respectively. Therefore reg(Pi) ≤ reg(J) + 1.
Therefore,
reg(IJ) ≤ max{reg(J) + 3, reg(I)}.

We would like to note here that upper bounds given in Theorems 3.5 and 3.9 are incomparable in
general, as we can see in the (1.1).
The following example shows that the inequality given in Theorem 3.9 is sharp.
Example 3.10. Let G = C16 : x1 · · ·x16 and H be a subgraph of G with
E(H) =
{
{x1, x2}, {x3, x4}, {x5, x6}, {x7, x8}, {x9, x10}, {x11, x12}, {x13, x14}, {x15, x16}
}
.
Since H is the disjoint union of edges, reg(I) = 9. By [16, Theorem 7.6.28], reg(J) = ν(G) + 1 = 6.
Therefore, by Theorem 3.9, reg(IJ) ≤ 9. A computation in Macaulay2 [13] shows that the reg(IJ) = 9.
A graph which is isomorphic to the graph with vertices a, b, c, d and edges {a, b}, {b, c}, {a, c}, {a, d}, {c, d}
is called a diamond. A graph which is isomorphic to the graph with vertices w1, w2, w3, w4, w5 and edges
{w1, w3}, {w2, w3}, {w3, w4}, {w3, w5}, {w4, w5} is called a cricket.
As a consequence of Theorem 3.9, we obtain the following corollary.
Corollary 3.11. Let H be a subgraph of G.
(1) If G,H ∈
{
(gap, cricket)-free, (gap, diamond)- free, (gap, C4)-free
}
, then reg(IJ) ≤ 6.
(2) If G and H are (gap, n-claw)-free, then reg(IJ) ≤ n+ 3.
(3) Suppose G is a graph and H = Ck, k ≥ 3 is a subgraph of G. If V (H) is a vertex cover of G,
then reg(IJ) ≤ ⌈k2 ⌉+ 3.
Proof. The assertions (1) and (2) follows from [1, Theorem 3.4 and Theorem 3.5], [10, Theorem 3.5], [11,
Proposition 2.11] and Theorem 3.9.
(3) Let V (H) = {x1, . . . , xk}. If k is even, then {x1, x2}, {x3, x4}, . . . , {xk−1, xk} are minimum size of
maximal matching ofG. Therefore, by (2.1), co-chord(G) ≤ k2 . If k is odd, then {x2, x3}, {x4, x5}, . . . , {xk−1, xk}
are matching of G. Therefore, by (2.1), co-chord(G) ≤ ⌈k2 ⌉. Note that for all 3 ≤ k ≤ 4, co-chord(Ck) +
1 = 2 ≤ ⌈k2 ⌉ + 3 and for all k ≥ 5, co-chord(Ck) + 1 = ⌈
k
3 ⌉ + 1 ≤ ⌈
k
2 ⌉ + 3. Therefore, by Theorem 3.5,
reg(IJ) ≤ ⌈k2 ⌉+ 3. 
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4. Precise expression for the regularity of product of edge ideals
In this section, we apply Corollary 3.7 to obtain precise expressions for the regularity of product of
two edge ideals of various classes of graphs.
Corollary 4.1. Let H be an induced subgraph of G with ν(H) = ν(G). If G is a
(1) cycle with 3n vertices for all n ≥ 1;
(2) weakly chordal graph;
(3) unmixed bipartite graph, or
(4) bipartite graph with regularity 3,
then
reg(IJ) = ν(G) + 3.
Proof. If G is a cycle with 3n vertices, then ν(G) = co-chord(G). If G is weakly chordal or unmixed bipar-
tite or bipartite with regularity 3, then by [17, Remark 4.11 and Observation 5.3], ν(G) = co-chord(G).
Therefore, by Corollary 3.7, reg(IJ) = ν(G) + 3. 
Remark 4.2. Let G and H be graphs with I = I(H) and J = I(G). If H is an induced subgraph of G
with ν(G) = ν(G), then by Corollary 3.7 and (2.1) we have
ν(G) + 3 ≤ reg(IJ) ≤ min-match(G) + 3.
A dominating induced matching of L is an induced matching which also forms a maximal matching of
L. If L has a dominating induced matching, then ν(L) = min-match(L). Hence for any graph G with
dominating induced matching and H is any induced subgraph of G with ν(G) = ν(H), we have
reg(IJ) = ν(G) + 3.
In [15, Proposition 2.1 and Theorem 2.3], Hibi et al. characterized graphs G with dominating induced
matchings and also satisfying ν(G) = min-match(G).
As an application of our result Lemma 3.4, we compute the regularity of IJ when J has linear
resolution.
Theorem 4.3. Suppose J has linear resolution.
(1) If reg(I) ≤ 4, then IJ has linear resolution.
(2) If 5 ≤ reg(I), then reg(IJ) = reg(I).
Proof. Suppose reg(I) ≤ 4. Since G is a co-chordal graph, by (3.1), 4 ≤ reg(IJ) ≤ max{4, reg(I)}.
Hence reg(IJ) = 4.
Suppose reg(I) ≥ 5. By (3.1), we have reg(IJ) ≤ max{4, reg(I)} ≤ reg(I). Since 4 ≤ reg(R/I), there
exist i, j such that j − i ≥ 4 and βi,j(R/I) 6= 0, where βi,j(−) denotes the (i, j)-th graded Betti number
of −.
From Equation (3.2), either βi,j
(
R
(IJ, f1, . . . , ft−1)
)
6= 0 or βi−1,j
(
R
((IJ, f1, . . . , ft−1) : ft)
(−2)
)
6= 0.
Note that ((IJ, f1, . . . , ft−1) : ft) = (IJ : ft) + (variables). Let P be the graph associated to ˜(IJ : ft).
Since G is a co-chordal graph, by Lemma 3.4, reg(I(P)) = 2. If βi−1,j−2
(
R
((IJ, f1, . . . , ft−1) : ft)
)
6= 0,
then reg
(
R
((IJ, f1, . . . , ft−1) : ft)
)
≥ j − 1− i ≥ 4− 1 = 3. This is a contradiction to
reg
(
R
((IJ, f1, . . . , ft−1) : ft)
)
≤ 1.
Therefore, βi,j
(
R
(IJ, f1, . . . , ft−1)
)
6= 0. Then again either
βi,j
(
R
(IJ, f1, . . . , ft−2)
)
6= 0 or βi−1,j
(
R
((IJ, f1, . . . , ft−2) : ft−1)
(−2)
)
6= 0.
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As in the previous case, we get βi,j
(
R
(IJ, f1, . . . , ft−2)
)
6= 0. Then one proceeds in the same manner.
At each stage, we get either
βi,j
(
R
(IJ, f1, . . . , fl−1)
)
6= 0 or βi−1,j
(
R
((IJ, f1, . . . , fl−1) : fl)
(−2)
)
6= 0 for all l.
Therefore, βi,j
(
R
IJ
)
6= 0. Hence reg(R/I) ≤ reg(R/IJ). 
Remark 4.4. Suppose H is any graph and V (H) = {x1, . . . , xn}. If G is a complete graph and V (H) ⊆
V (G), then H is a subgraph of G. By [12, Theorem 1], J has linear resolution. Therefore, by Theorem
4.3, IJ has linear resolution when reg(I) ≤ 4.
Corollary 4.5. Suppose J has linear resolution. Then IJ has linear resolution if
(1) co-chord(H) ≤ 3;
(2) H is (gap,cricket)-free or (gap, diamond)-free or (gap, C4)-free or
(3) H is a graph such that Hc has no triangle;
Proof. By [23, Theorem 1], [1, Theorem 3.4], [10, Theorem 3.5], [11, Proposition 2.11] and [20, Theorem
2.10], reg(I) ≤ 4. Therefore, by Theorem 4.3, IJ has linear resolution. 
So far, we had been discussing about the regularity of product of two edge ideals. Now we study the
regularity of product of more than two edge ideals.
Theorem 4.6. Let J1, . . . , Jd be edge ideals and J1 ⊆ J2 ⊆ · · · ⊆ Jd, d ∈ {3, 4}. Suppose Jd is the edge
ideal of complete graph.
(1) If reg(J1 · · · Jd−1) ≤ 2d, then J1 · · · Jd has linear resolution.
(2) If reg(J1 · · · Jd−1) ≥ 2d+ 1, then reg(J1 · · ·Jd) = reg(J1 · · ·Jd−1).
Proof. Set J := J1 · · · Jd and J1 · · · Jd−1 = (F1, . . . ,Ft). Now we claim that, if (Fj : Fi) = (u
s) for some
s ≥ 3 and j 6= i, then u2 ∈ (J : Fi). Clearly d > 3. Set Fj = g1g2g3 and Fi = f1f2f3, where gi, fi ∈ Ji
for all 1 ≤ i ≤ 3. Since s ≥ 3, we have u | gi and u ∤ fi for all 1 ≤ i ≤ 3. Set g1 = ua, g2 = ub,
g3 = uc, f1 = x1x2, f2 = x3x4 and f3 = x5x6 (xi may be equal to xj , for some 1 ≤ i, j ≤ 5). Note that
abc | f1f2f3. If ab | fi and c | fj , for some 1 ≤ i, j ≤ 3, then uaubfjfk ∈ J , where k 6= i, j. If a | fi,
b | fj, c | fk for some 1 ≤ i, j, k ≤ 3, then uaubfk(
fifj
ab
) ∈ J . Therefore u2 ∈ (J : Fi). Hence the claim.
Let m ∈ G(J : Fi). By degree consideration m can not have degree 1. We now claim that deg(m) = 2.
Suppose | supp(m)| ≥ 2. Since Jd is a edge ideal of complete graph, deg(m) = 2. Suppose | supp(m)| = 1.
Assume that deg(m) ≥ 3. Set m = us for some s ≥ 3. Clearly n1 · · ·nd | u
sFi, where nl ∈ G(Jl) for all
1 ≤ l ≤ d. Then n1 · · ·nd−1 | u
sFi. Also, u
s ∈ (n1 · · ·nd−1 : Fi). By above claim, u
2 ∈ (J : Fi). This is
contradiction to deg(m) ≥ 3. Therefore deg(m) = 2.
By the above arguments, one can see that the ideal ((J ,F1, . . . ,Fi−1) : Fi) is generated by quadratic
monomial ideals. Note that Jd ⊆ (J : Fi). Let Ki be the graph associated to ˜((J ,F1, . . . ,Fi−1) : Fi).
Since Jd is the edge ideal of complete graph, Ki is the graph obtained from complete graph by attaching
pendant to some vertices. Hence Ki is a co-chordal graph. By [12, Theorem 1], reg((J ,F1, . . . ,Fi−1) :
Fi)) = 2 for all 1 ≤ i ≤ t.
Consider the similar exact sequences as in (3.2), we get
reg
(
R
J
)
≤ max
{
reg
(
R
(J :F1)
)
+ 2(d− 1), . . . , reg
(
R
(J ,F1,...,Ft−1):Ft)
)
+ 2(d− 1), reg
(
R
J1···Jd−1
) }
.
Proceeding as in the proof of Theorem 4.3 we will get the desired conclusion.

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