Abstract-The implementation of orthogonal frequency division multiplexing (OFDM)-based physical layers suffers from the effect of In-phase and Quadrature-phase (IQ) imbalances in the front-end analog processing. The IQ imbalances can severely limit the achievable operating signal-to-noise ratio (SNR) at the receiver and, consequently, the supported constellation sizes and data rates. In this paper, the effect of IQ imbalances on OFDM receivers is studied, and system-level algorithms to compensate for the distortions are proposed. The algorithms include post-fast Fourier transform (FFT) least-squares and least mean squares (LMS) equalization, as well as pre-FFT correction using adaptive channel/distortion estimation and special pilot tones to enable accurate and fast training. Bounds on the achievable performance of the compensation algorithms are derived and evaluated as a function of the physical distortion parameters. A motivation is included for the physical causes of IQ imbalances and for the implications of the approach presented in this paper on designing and implementing wireless transceivers.
. A low-cost implementation of such physical layers is challenging in view of impairments associated with the analog components. One such impairment is the imbalance between the I and Q branches when the received radio-frequency (RF) signal is down-converted to baseband. There are mainly two different receiver architectures to perform this down-conversion; one is the direct conversion RF receiver with its potential for low-cost and low-power implementation on silicon, and the other is the heterodyne receiver [6] , [7] . A problem with direct conversion receivers when compared to heterodyne receivers is that the baseband signals are more severely distorted by imbalances within the I and Q branches [6] , [7] . Moreover, such distortions are likely to increase in future systems when higher silicon integration is desired as well as higher carrier Manuscript received February 10, 2004 ; revised October 12, 2004 . This work was supported in part by the National Science Foundation under Grants CCF-0208573 and ECS-0401188. A portion of this work appeared in the proceedings of IEEE International Conference on Acoustics, Speech, and Signal Processing, Montreal, QC, Canada, May 2004 [14] . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Petar M. Djuric.
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Digital Object Identifier 10.1109/TSP. 2005.851156 frequencies. This paper proposes baseband and digital signal processing techniques to compensate for such distortions in single-input single-output (SISO) OFDM receivers. The physical sources of IQ imbalances, the advantages of the approach taken in this paper for IQ compensation, and the implications of this approach on the implementation of wireless transceivers are motivated in Section II. The compensation of IQ imbalances in multi-input multi-output (MIMO) OFDM receivers is studied in the companion article [8] .
The effect of IQ imbalances on SISO OFDM systems and the resulting performance degradation have been investigated in [9] and [10] , and some useful compensation schemes have been reported in [11] [12] [13] . The contribution of the current paper is first to introduce a formulation that systematically describes the input-output relation in an OFDM system with IQ imbalances as a function of the channel taps and distortion parameters. The input-output relation is then used to motivate and derive new compensation algorithms (both pre-FFT and post-FFT-based), as well as an adaptive compensation algorithm with improved convergence rate. The proposed compensation schemes require training to estimate the distortion parameters that model the IQ imbalances. A special pilot tone pattern is proposed to simplify the training procedure. For systems such as IEEE 802.11a and IEEE 802.11g that feature a dedicated pilot sequence, the same training data used for channel estimation in standard OFDM systems could be used for joint channel and distortion estimation. For systems that do not provide dedicated training symbols, a decision-directed scheme can be used. Bounds on the performance of the compensation schemes are derived and evaluated for different IQ imbalance parameters using the input-output relations.
The paper is organized as follows. The next section explains the origin of the IQ problem and its impact on silicon implementation of wireless transceivers. It also motivates the approach of this paper. Section III describes the model used for IQ imbalances and formulates the effect of IQ imbalances on the received OFDM symbols. In Section IV, different algorithms for OFDM symbol estimation are proposed, which include post-FFT leastsquares channel estimation and equalization, post-FFT adaptive equalization, distortion estimation, and pre-FFT correction using standard OFDM pilot symbols, as well as a special pilot pattern. Simulation results and performance comparison of different algorithms are given in Section V.
II. MOTIVATION AND IMPLICATIONS ON SYSTEM IMPLEMENTATION
The IQ imbalance compensation algorithms presented in this paper are valuable in eliminating one of the main barriers in de- signing the down-conversion stage in radio frequency receivers. This section explains the physical sources of IQ imbalances and the limitation of analog domain approaches to improve IQ matching and highlights the advantages of the digital signal processing solution proposed here.
Down-conversion is a fundamental stage in all radio frequency front-end architectures in which the high carrier frequency signal is multiplied by local oscillating (LO) signals to be transferred to intermediate frequencies appropriate for further amplification and processing and, eventually, to the zero frequency (baseband). There are different architectures to convert the RF signal to the baseband, either through an intermediate frequency (IF) or by direct down-conversion to a baseband signal (zero intermediate frequency) [6] ; see Fig. 1 . There are advantages and disadvantages associated with each one [7] . Due to certain advantages in direct conversion (cost, area, power consumption, and less off-chip components), more of the future RF designs tend to be adopting this scheme, for instance, the OFDM-based IEEE802.11a system reported in [16] . Fig. 1 depicts these two architectures for the front-end implementation. Although IQ imbalances are an issue to be addressed for both of these architectures, addressing the imbalances in the analog domain is more severe and challenging in the zero intermediate frequency (ZIF) direct-conversion architecture. Therefore, the approach and techniques presented in this paper are of greater interest to ZIF direct-conversion architecture, although they can be adopted to the heterodyne architecture as well (the focus in this paper is on the direct-conversion architecture).
The down-conversion to the baseband in both architectures is implemented by what is known as complex down-conversion [7] ; see Fig. 2 . A complex down-converter basically multiplies the RF signal by the complex waveform , where is the local oscillator frequency at the receiver. To perform the complex down-conversion, both the sine and cosine waveforms are required (known as in-phase and quadrature-phase LO). As seen in Fig. 2 , in-phase LO, quadrature-phase LO, and two mixers (multipliers) are required to perform the complex down-conversion. Furthermore, the receiver is divided to I and Q branches (representing the real and imaginary parts of the equivalent baseband signal). Each branch is then followed by amplification, channel select filtering, and digitization. The key is that the effective sine and cosine waveforms at the receiver performing the down-conversion need to be orthogonal, i.e., exactly with 90 phase difference and with the same amplitude. Any mismatch between the processing performed on the I and Q branches after down-conversion will contribute to the overall IQ imbalance in the system and can significantly affect the performance of the system, as is shown in the simulation results.
Achieving such orthogonal waveforms at radio frequencies as high as 5.2 GHz (the band of operation for IEEE802.11a) is a challenging task for silicon implementation. Integrated circuit technologies such as low-cost complementary metal-oxide semiconductor (CMOS) technology have considerable mismatch between components due to fabrication process variations including doping concentration, oxide thickness, mobility, and geometrical sizes over the chip [17] . Since analog circuits are sensitive to the component variations, there will be unavoidable errors in the phases of LO and gains of IQ branches due to process mismatches and temperature variations.
In general, there are techniques developed in the analog domain to reduce such mismatches. Component mismatches are lowered by layout techniques and by increasing the physical size of the devices to benefit from the averaging over the area [17] . In addition, different circuit topologies have been used in analog circuit designs that are more robust to component mismatches. However, such techniques will increase the device sizes and raise the power consumption in the analog domain. Even accepting the power consumption penalty does not remove the mismatches completely. Any process variation in resistor or capacitor values causes them to introduce mismatches in the analog domain. Layout parasitic, dynamic fabrication, and temperature variations can limit the achievable match between the I and Q branches at high carrier frequencies [18] .
The required specifications for systems such as IEEE 802.11a cannot be met purely based on analog domain techniques and without some type of adaptive compensation [16] , [18] . Initially, compensation techniques were proposed in the analog domain to calibrate the IQ branches, but they suffer from different offsets, errors in the measurement feedback loop, and a long calibration process [18] , and they do not meet the target performance requirements. The alternative approach is to estimate and compensate for such distortions in the digital domain by digital signal processing, as is done in this paper. There are major advantages associated with this technique. There is always a tradeoff in the analog domain between power, speed, and area for precision [6] . Such a tradeoff does not necessarily exist in the digital domain with the same intensity. The area and power consumption for digital processing scales down as the technology scales down, but the same trend does not hold for analog processing.
There are key issues to be considered regarding the imbalances. Perfect IQ matching is not possible in the analog domain, especially when low-cost fabrication technologies are used. Moreover, as the carrier frequencies increase, the imbalances become more severe and more challenging to eliminate. The increase in carrier frequencies will be the trend in the future communications systems to utilize more bandwidth. As higher data rates are targeted, higher constellation sizes are needed, and higher operating SNR are to be achieved to support such high density constellations. Higher SNR requirements translate to tougher IQ matching. On the other hand, adaptive techniques can be developed in the digital domain to track and eliminate imbalances. As will be shown in this paper, IQ distortion can be estimated and compensated along with the channel estimation and equalization procedure in the digital domain.
III. PROBLEM FORMULATION
Let represent the received complex signal before being distorted by the IQ imbalance caused by analog processing. The distorted signal in the time domain can be modeled as [9] , [10] (see Fig. 3 ) (1) The distortion parameters and are related to the amplitude and phase imbalances between the I and Q branches in the RF/Analog demodulation process through a simplified model as follows [10] : (2) where and are, respectively, the phase and amplitude imbalance between the I and Q branches. The phase imbalance is any phase deviation from the ideal between the I and Q branches. The amplitude imbalance is defined as where and are the gain amplitudes on the I and Q branches. When stated in dB, the amplitude imbalance is computed as . For instance, an amplitude imbalance of dB corresponds to the ideal case of
. The values of and are not known at the receiver since they are caused by manufacturing inaccuracies in the analog components.
The effect of IQ imbalances on an OFDM system and the resulting distortion on the received OFDM signal have been discussed in [11] [12] [13] . A derivation of the OFDM signals in the presence of IQ imbalances using the formulation of [14] is presented below. This formulation will be used to motivate and evaluate several baseband compensation techniques.
In OFDM systems, a block of data is transmitted as an OFDM symbol. Assuming a symbol size equal to (where is a power of 2), the transmitted block of data is denoted by (3) where is the transposition operation. Each block is passed through the IDFT operation:
(4) where is the unitary discrete Fourier transform (DFT) matrix of size defined by A cyclic prefix of length is added to each transformed block of data and then transmitted through the channel. A finite impulse response (FIR) model with taps is assumed for the channel, i.e., (5) with in order to preserve the orthogonality between tones. At the receiver, the received samples corresponding to the transmitted block are collected into a vector, after discarding the received cyclic prefix samples. The received block of data before being distorted by IQ imbalances can be written as [15] 
is an circulant matrix, and is additive white noise at the receiver. It is known that can be diagonalized by the DFT matrix as , where diag (8) and the vector is related to via
Then, (6) gives diag
The received block of data after being distorted by IQ imbalances is given by conj (11) where the notation conj denotes a column vector whose entries are the complex conjugates of the entries of ; see Fig. 4 . Now, remember that the DFT of the complex conjugate of a sequence is related to the DFT of the original sequence through a mirrored relation (assuming and ):
For notational simplicity, we denote this operation by the superscript #, i.e., for a vector of size , we write . . .
Thus, if
Now, from (6), we have conj conj conj conj (15) where conj is a circulant matrix defined in terms of conj , as in (7) . Moreover conj #
and conj diag #
Substituting the above into (15) results in
Let us now consider a receiver that applies the DFT operation to the received block of data, as is done in a standard OFDM receiver. Applying the DFT matrix to (11), i.e., setting , and substituting (10) and (18) into (11) 
where is a transformed version of the original noise vector . As seen from (19) , the vector is no longer related to the transmitted block through a diagonal matrix, as is the case in an OFDM system with ideal I and Q branches. For simplicity of presentation, we discard the samples corresponding to tones 1 and , i.e., and , 1 and define two new vectors col col (20)
The second-half elements in and are conjugated due to the structure of (19) . The reason for discarding the two samples is that the transformation (13) returns the same indices only for and and mirrors and conjugates all other tones. In other words, in (13) , and become and , respectively, without any change in their indices. For all other tones, their indices become mirrored around the tone . In order to have a unified formulation for all the tones, these two tones are discarded. However, if desired, a set of equations can be derived specifically for the tones 1 and in a similar manner to (22)- (24) below. Using (20), (19) leads to (21), shown at the bottom of the page, where is related to in a manner similar to (20) . Note that the matrix in the above equation is not a diagonal matrix, as is the case for in (10) , although it collapses to a diagonal matrix by setting equal to zero. Equation (21) can be reduced to 2 2 decoupled subequations, for , where each is written as (22) where (23) (24) and is the corresponding noise on tone defined from the noise vector in a manner similar to (23). The objective is to recover from in (22) for , or, equivalently, from in (21).
IV. PROPOSED COMPENSATION ALGORITHMS
The estimation problem posed by (22)-(24) can be solved by different approaches.
A. Least-Squares Equalization
The least-squares estimate of , which is denoted by , is given by [19] : (25) where a regularization parameter could be used when it is desired to combat ill-conditioning in the data . In order to implement the solution (25)
Assuming
OFDM symbols are transmitted for training, then realizations of the above equation can be collected to perform the least-squares estimation of the elements forming , i.e., the channel taps and the distortion parameters . The estimated can then be substituted into (25) for data estimation. The same training data used for channel estimation in standard OFDM systems such as IEEE802.11a and IEEE802.11g can be used in this scheme as the training symbols for joint channel and distortion estimation. For systems that do not provide dedicated training symbols, the following can be done. A decision-directed scheme can be used where the recovered data at the receiver are reused for training. In this case, a low density constellation [e.g., quadrature phase shift keying (QPSK)] can be used during the initial transmission phase since errors due to IQ imbalances are less severe for low density constellations.
The estimator (25) is optimal in the least-squares sense and will be referred to as post-FFT least-squares equalization. A . . . . . . receiver block diagram taking into account the IQ imbalances along with the compensation schemes described in this subsection and the following subsection is shown in Fig. 5(b) . For comparison purposes, a standard OFDM receiver is also depicted in Fig. 5(a) . Note that in a standard OFDM receiver, assuming ideal IQ imbalances, each gray box in Fig. 5(b) is substituted by two decoupled scalar equations, consequently requiring only scalar channel estimation and single-tap equalization. The standard receiver with ideal IQ branches is immediately obtained from (22)-(24) by substituting and . A performance analysis on the achievable SNR using this compensation scheme is now given and compared with that of a receiver with ideal IQ branches. Using (22) and the corresponding least-squares estimate given by (25), the error in the estimation of is given by (assuming )
and consequently, the covariance matrix of the error vector is E
where was substituted by . Now, let us consider the element of , which denotes the error variance in estimating . It can be verified that
Note that the above expression collapses to
for a receiver with ideal IQ branches ( and ), as is expected. The difference between the error variance given by (29) for a receiver with least-squares equalization and the error variance given by (30) for a receiver with ideal IQ branches is defined as the loss in SNR (in decibels):
where and are related to the physical imbalances and via (2) . A similar expression can be derived for the error variance in estimating the other element of , namely, . The above expression is plotted versus and in the simulations section; see Fig. 12 . For instance, the SNR degradation for reasonably large imbalances of phase (5 ) and amplitude dB is lower bounded by dB, which is an acceptable loss in SNR. An adaptive implementation of the solution (25) is discussed next.
B. Adaptive Equalization
The adaptive estimation of and in (23) can be attained as follows:
(32) where and are 1 2 equalization vectors updated according to an adaptive algorithm (for instance LMS or some other adaptive form) for [19] . To better illustrate the update equations, we introduce the time (or iteration) index . As a result, let and represent the equalization vectors at time instant . Furthermore, let represent the vector defined in (23) at time instant . Now, the equalization coefficients for are updated according to the LMS rules:
where is the error signal generated at iteration for the tone index using a training symbol , where the training symbol can be different for different tone indices . A similar relation holds for . Moreover, is the LMS step-size parameter.
Although LMS is the simplest adaptive implementation in terms of complexity, it suffers from a slow convergence rate [19] . This problem is severe for the application at hand since current OFDM systems usually deploy a short length for training symbols in order to reduce training overhead in packet-based data transmission. A short training length is acceptable due to the fact that an OFDM system with ideal I and Q branches can achieve a good channel estimation with only a few training symbols. This is achievable because in the case of ideal I and Q branches, the system of equations reduces to decoupled equations, which result in an accurate estimate for the channel. However, in the presence of IQ imbalances, there is cross-coupling between every tone and its mirrored tone, which makes the convergence rate slower. In LMS, the coefficients in (33) and (34) are usually initiated with zero as their initial value. We propose a different initialization that enhances the convergence rate of the algorithm significantly. The equalizer coefficients are initialized to values calculated as if the receiver assumes ideal I and Q branches. This is how these initial values are calculated. Referring to (26) and setting and , the system of equations for channel estimation becomes 
C. Pre-FFT Distortion Correction With Channel Estimation
In the previous two subsections, the distortion due to IQ imbalance is estimated and compensated for after the FFT operation at the receiver, i.e., in the frequency domain. The correction and compensation can be performed before the FFT operation, i.e., in the time domain as well. In fact, a correction in time with the exact values of and can completely remove the distortion caused by IQ imbalance, as will be shown in this subsection.
Recalling (1) as the model for the distorted signal, it can be verified that (39) Therefore, the IQ distortion can be removed by using the above transformation given that the value of is provided. Note that only the ratio between and is needed to calculate (39) and not the individual values. It is also seen from (39) that the SNR is preserved from to . In other words, the IQ distortion can be removed, without degradation in SNR. This is only true for the noise added to the received signal before going through the IQ distortion. The noise added after the IQ distortion and before the correction given by (39) will be slightly enhanced, as is quantified below.
Let us assume perfect distortion parameters are available at the receiver. Now, we rewrite (1) and (39) as (40) (41) where is the noise added to the signal before being distorted by IQ imbalance, and is the noise (assumed circular) added to the signal after the IQ distortion and before the correction given by (39). Then 
Therefore, the same SNR is preserved through the IQ correction process as if there was no IQ imbalance, only if the noise added to the signal after IQ distortion is assumed to be zero. Otherwise, there is a small loss in the final SNR, due to the IQ correction defined by (39). The loss in SNR is defined as Loss in SNR SNR SNR (48) which depends on the relative contribution of and in the overall receiver noise. This loss in dB is plotted in Fig. 13 for the case . Now, let us consider the problem of estimating the parameter required for the operation defined by (39). Training sequences can be used to estimate this parameter. The channel estimates using the sets of equations defined by (26) can be used for estimation: either the direct least-squares estimate or an adaptive implementation. Further, note that due to the structure of (26), it can be reduced to two decoupled sets of equations [using the definitions given by (23)]:
(49) and (50) The above sets of equations can be used for estimating , and in the least-squares sense; let us denote these quantities by , and , respectively. Now, two separate estimates for for can be obtained via (51) Assuming that the and parameters are constant over different tones , we can average the above estimates over all tones and select the result as an estimate for the parameter (52) Once the received signal is corrected before the FFT operation based on (39) and using the above estimate, a standard OFDM channel estimation and data decoding is conducted thereafter. The technique described here is referred to as pre-FFT correction with channel estimation.
The least-squares problem presented in this subsection needs to recover (51) from (49) and (50) by relying on two data matrices. The computational complexity and estimation performance can be improved by designing a specially patterned pilot sequence. Using this sequence, as described in the following subsection, the least-squares solution will rely on two data matrices that are each.
D. Pre-FFT Distortion Correction With a Special Pilot Pattern
Recalling (49) and (50), the system of equations can be reduced from the vector-case to a scalar-case by transmitting zeros on tone during training, whereas known pilot values are transmitted on tone ; see Fig. 6 . Using this pattern, (49) and (50) collapse to (53) and (54) Now, calculating the least-squares estimates of and assuming OFDM training symbols and substituting them into (51) results in the following estimate for :
A similar expression can be derived for the case that zeros are transmitted on tone , and known pilot values are transmitted on tone . Rewriting (53) and (54) for this case and deriving the least-squares estimates for and results in the following estimate for (56) The estimates from (55) and (56) are then averaged over different tones in a similar manner to (52), Fig. 6 . Training scheme for both distortion and channel estimation. "P" stands for pilot sequence being transmitted, and "0" stands for no data being transmitted.
and the result chosen as an estimate for . As implicitly considered in (55) and (56), from a total of training OFDM symbols, the first training symbols only include pilot on tones and zeros on the remaining tones, and the second training symbols include pilot on tones and zeros on the other tones. This switching is necessary since the training pilot tones have to include all the tones in order to enable channel estimation on all the tones . This training scheme is shown in Fig. 6 . The compensation scheme proposed here is referred to as pre-FFT correction with a special pilot pattern.
E. Frequency-Flat versus Frequency-Selective Distortions
The distortion parameters and have been considered constant throughout the derivations, i.e., the parameters and defined by (2) were assumed to be frequency independent since the physical imbalances and in (2) are considered to be so. An important consequence of this assumption is that the 2 2 channel matrices defined by (24) use the same and parameters for all the tones , i.e., and are independent of the tone index . This is a valid assumption for OFDM systems such as IEEE802.11a that occupy a total bandwidth of less than 20 MHz. Experimental implementation of the analog processing over such bandwidths yields a frequency-flat IQ imbalance. However, for systems with higher bandwidths, this assumption is no longer realistic, and the imbalances may vary with frequency. Under such conditions, a frequency-selective IQ imbalance model should be used. For frequency-selective imbalances, the system of equations given by (22)-(24) can be modified by using frequency-dependent and parameters, i.e., by writing instead and . This modification will not affect the post-FFT compensation schemes in Section IV-A and B since they did not use the -independency of and . However, the pre-FFT compensation schemes in Section IV-C and D will be affected since a more sophisticated (higher order) time-domain distortion model (2), and consequently, a higher order pre-FFT compensation operation (39) is required. The frequency-selectivity of IQ imbalances highly depends on the ratio between the bandwidth and carrier frequency [6] . The higher this ratio, the more frequency-selective the imbalances will be. Therefore, for systems with relatively narrow bandwidth, the pre-FFT compensation schemes can be used. By using the pre-FFT compensation schemes, the operations performed after FFT will be the same as a standard OFDM receiver. Still, some processing is required to estimate the correction factor . Note that the post-FFT compensation schemes can be used as well. For systems with relatively wider bandwidth (compared to the carrier frequency), only the post-FFT compensation schemes presented in Section IV-A and B should be used since they can function for frequency-dependent distortion parameters and .
V. SIMULATION RESULTS
A typical OFDM system is simulated to evaluate the performance of the proposed schemes in comparison to an ideal OFDM receiver with no IQ imbalance and a receiver with no compensation scheme. The parameters used in the simulation are OFDM symbol length of , cyclic prefix of , and channel length of schemes presented in Section IV-A-D, respectively. The results are depicted for different constellation sizes (16 and 64QAM), different phase and amplitude IQ imbalances, and different lengths of training sequences. The LMS step-size parameter in Section IV-B was chosen to be 0.2 in the simulations. As can be seen in all simulation results, the degradation in the BER values due to IQ imbalances is significant. Figs. 7-11 show the simulation results for typical (practical) distortion parameter values: phase and gain imbalances. An important observation is that the BER curves become saturated in the presence of IQ imbalances. In other words, even increasing the operating SNR does not help improve the BER values, emphasizing the need for compensation schemes. As was shown in Section IV, the loss in SNR due to IQ imbalances is small (less than 0.2 dB) when the least-squares compensation scheme is used. This can be seen in all simulation results where the BER curves for least-squares scheme almost coincide with the ideal case. The same results hold for the pre-FFT compensation schemes. It is shown that both the pre-and post-FFT (the least-squares scheme) algorithms perform very close to the ideal case. The results also show that the performance of the adaptive compensation scheme depends on the lengths of the available training sequence. The adaptive algorithm provides an acceptable BER when 20 OFDM symbols are available for training. Note that a decision directed approach can be used to provide that many number of training symbols in real scenarios.
Finally, Figs. 12 and 13 show the theoretical lower bounds on the loss in SNR due to IQ imbalances. The plots are based on the results derived in Section IV for both pre-and post-FFT compensation schemes. These bounds are calculated assuming perfect channel and distortion parameter knowledge is available at the receiver, therefore serving as the theoretical lower bounds on the SNR loss due to imbalances.
VI. CONCLUSION
A framework for deriving OFDM receivers with IQ imbalance correction in the digital domain was presented. It was illustrated that the BER values for an OFDM system with typical IQ imbalances may be unacceptable. An important effect of IQ imbalances is that the achievable BER saturates as the SNR increases, suggesting that the system's performance at high SNR will be dominated by the IQ imbalances rather than the operating SNR. The performance degradation becomes more severe at high SNR values and high density transmit constellations. This highlights the need for compensation schemes for IQ imbalances. It was argued that compensation schemes developed in the analog domain may not be efficient in terms of power, area, and cost. Furthermore, such techniques in the analog domain cannot completely compensate for the distortions. The approach proposed in this paper relies on using signal processing techniques to compensate for analog domain impairments in the digital domain. There are several advantages associated with the proposed digital schemes, with the main advantage being that they allow us to exploit the digital processing power to alleviate problems arising from analog imperfections. Different algorithms to compensate for IQ distortions were developed and compared, namely, post-FFT equalization and pre-FFT correction schemes. The difference between frequency-flat and frequency-dependent IQ imbalance and its effect on the compensation scheme were discussed. It was shown that while the pre-FFT schemes function only for frequency-flat distortion, the post-FFT schemes can be used for both frequency-flat and frequency-selective distortions.
