We consider the problem of microstructural evolution in binary alloys in two dimensions. The microstructure consists of arbitrarily shaped precipitates embedded in a matrix. Both the precipitates and the matrix are taken to be elastically anisotropic, with different elastic constants. The interfacial energy at the precipitatematrix interfaces is also taken to be anisotropic. This is an extension of the inhomogeneous isotrpic problem considered by H.-J. Jou et al. (1997, J. Comput. Phys. 131, 109). Evolution occurs via diffusion among the precipitates such that the total (elastic plus interfacial) energy decreases; this is accounted for by a modified Gibbs-Thomson boundary condition at the interfaces. The coupled diffusion and elasticity equations are reformulated using boundary integrals. An efficient preconditioner for the elasticity problem is developed based on a small scale analysis of the equations. The solution to the coupled elasticity-diffusion problem is implemented in parallel. Precipitate evolution is tracked by special non-stiff time stepping algorithms that guarantee agreement between physical and numerical equilibria. Results show that small elastic inhomogeneities in cubic systems can have a strong effect on precipitate evolution. For example, in systems where the elastic constants of the precipitates are smaller than those of the matrix, the particles move toward each other, where the rate of approach depends on the degree of inhomogeneity. Anisotropic surface energy can either enhance or reduce this effect, depending on the relative orientations of the anisotropies. Simulations of the evolution of multiple precipitates indicate that the elastic constants and surface energy control precipitate morphology and strongly influence nearest neighbor interactions. However, for the parameter ranges considered, the overall evolution of systems with large numbers of precipitates is primarily driven by the overall reduction in surface energy. Finally,
INTRODUCTION
In this paper, we consider the numerical solution for the problem of microstructural evolution in binary metal alloys that are produced by a solid-state phase transformation. As described in [15] , these transformations occur when the temperature of a uniform mixture of materials is lowered into a regime where a two-phase mixture of solids is stable. The system responds by nucleating second phase particles (precipitates) which evolve by the diffusion of matter among the distinct crystal phases until equilibrium is reestablished or diffusion is stopped by further lowering of temperature. Because the resulting two-phase microstructure is a major variable in setting the macroscopic properties of the alloy (i.e., stiffness, strength, and toughness), the transformation process is the basis for the manufacturing of alloys such as steels and superalloys.
The importance of microstructure in setting the properties of the alloy is seen by the following example. In many alloys (especially those used at high temperatures), there is an in situ coarsening process in which a dispersion of very small precipitates evolves to a system consisting of a few very large precipitates in order to decrease the surface energy of the system. This coarsening severely degrades the properties of the alloy and can lead to in service failures.
The details of this coarsening process depend strongly on the elastic properties and crystal structures of the alloy components. Experimental observations of the diffusional evolution of nickel-based superalloy microstructures show cuboidal precipitates aligned in specific crystallographic orientations. This structure arises because of the elastic fields generated by the misfit between the precipitate and matrix crystal lattices and is a reflection of the competition between the elastic and surface energies in lowering the total energy of the system (i.e., the sum of the surface and elastic energies). See, for example, [1, 25, 26, 28, 13, 6, 46] . There is hope that by carefully choosing the alloy components, it may be possible to use the elastic fields to improve material performance over time through better understanding and control of the transformation process.
In this paper, we investigate the influence of elastic stresses on the diffusional motion of precipitates in the two-phase system in two space dimensions. The precipitate-matrix interfaces are assumed to be sharp and we consider the precipitate and the surrounding matrix phases to be both elastically anisotropic and to have different elastic constants (elastically inhomogeneous). In order to more fully investigate the role of crystalline anisotropy on the transformation process, we also consider anisotropic surface energies at matrix-precipitate interfaces. This is, to our knowledge, the first time both anisotropy and inhomogeneity have been included in a boundary integral (sharp interface) simulation of precipitate motion. One of the features we observe in our simulations is that even small inhomogeneities can strongly influence precipitate evolution.
Most previous work on simulating microstructural evolution in elastic media has focused either on the case of homogeneous elasticity with cubic anisotropy, e.g., [43, 41, 42, 27, 45, 44] or inhomogeneous, isotropic elasticity, e.g., [15, 20] . In the former, the elastic constants of the two phases are anisotropic, with cubic symmetry, but are identical (elastically homogeneous) in the two phases. This case is much easier to treat than the inhomogeneous case because the elastic fields can be calculated by direct calculation of an integral and so it is not necessary to solve any equations to obtain the elastic fields [43, 41, 42] . In the latter case, the elastic constants of the two phases are different but the elasticity is assumed to be isotropic. Even in this isotropic setting, the computation of elastic fields is costly because of the need to solve boundary integral equations over all the precipitate-matrix interfaces. Jou et al. [20] developed an efficient preconditioner for these boundary integral equations and applied a non-stiff time stepping method to successfully track the evolution of microstructures for a relatively large number of particles (approximately 20) .
Recently, Schmidt and Gross [37, 38, 39] , Orlikowski et al. [36, 31] , Li and Chen [23, 24] , and Lee [18, 19, 17] have reported results for elastically anisotropic and inhomogeneous systems. Schmidt and Gross investigated the effect of inhomogeneity on the equilibrium shape and stability of a single precipitate (either in all of space or in a periodic box) in cubic anisotropic media. In their procedure, there is no time evolution as a set of nonlinear equations is obtained and solved (using a quasi-Newton method) for the boundary of a precipitate in equilibrium. Orlikowski et al. investigated the morphological evolution and coarsening statistics of elastically inhimogeneous, cubic anisotropic precipitate-matrix systems in both two and three dimensions. Rather than solving the sharp interface equations, Orlikowski et al. used a phase-field (diffuse interface) approach in which mesoscopic field equations are introduced to mimic the diffusion and elasticity problems. Li and Chen used a similar phase field approach to study morphological evolution and splitting of inhomogeneous precipitates; see also Nishimori and Onuki [30] among others. In a different approach, Lee studied the effect of inhomogeneity and anisotropy on particle morphology and evolution by constructing a "discrete atom method." In this method, atoms are considered as balls connected by elastic springs, and diffusional evolution is simulated by taking a series of discrete Monte-Carlo steps.
In this paper, we generalize the approach used by Jou et al. [15] to study the case of anisotropic, inhomogeneous elasticity. The set-up of the problem is the same as in that paper: the microstructure consists of arbitrarily shaped precipitates growing diffusionally in an elastically stressed matrix. The precipitate-matrix interfaces are assumed to be sharp and coherent. Diffusion of the solute is taken to occur in the matrix only and is assumed to be quasi-static. Elastic stresses may be generated by either far-field applied strains or by mismatch strains between the phases. Unlike [15] , the phases are elastically anisotropic with different material constants. The elasticity and composition fields are assumed to interact through an elastic energy term in a generalized Gibbs-Thomson boundary condition for the composition field. This boundary condition includes an anisotropic surface energy following Herring [11] . We refer the reader to [15] for further discussion, implications, and references.
Both the diffusion and elasticity problems for the multi-phase system are reformulated in terms of boundary integral equations; their solutions are used to generate the normal velocity of the interface through a flux-balance condition. As in [15] , we use the method of Greenbaum et al. [8] to solve the integral equations for the diffusion problem. However, both the elasticity solver and the non-stiff time stepping algorithms presented here are new, although our approach parallels [15] .
To solve the elasticity problem, we use a direct boundary integral representation involving both monopoles and dipoles based on the fundamental solution for orthotropic elasticity given by Green [7] and we use the approach of Rizzo and Shippy [34] . Analogously to the inhomogeneous, isotropic case investigated in [15] , four linear integral equations are obtained for each interface by using the coherency conditions at the interface, i.e., continuity of both displacements and tractions. Although the structure of the equations is similar to the isotropic inhomogeneous case, the integral kernels in the anisotropic case are more complicated. As is the case with the inhomogeneous isotropic elasticity, these integral equations are not of Fredholm type because they involve Cauchy, logarithmic, and smooth kernels. This leads to the ill-conditioned linear systems. However, following the approach in [15] , we perform an analysis of the integral equations at small spatial scales and use the result as a preconditioner to reformulate the integral equations to a second kind Fredholm form. We then use the iterative method GMRES [35] to solve the system.
To track the evolution of the interfaces, we present new non-stiff time integration algorithms. These algorithms are designed to accurately capture certain details of the numerical solutions such as the chemical potential on the interface. We show that these details can sensitively depend on the numerical time integration algorithms. This sensitive dependence was apparently first noticed only recently in [20] in the context of a diffuse interface method. This is likely because macroscopic properties such as particle shapes are much less sensitive to the algorithms.
Finally, we implement our method using parallel computation. The main cost of the algorithm is computing integrals for the diffusion and elasticity integral equations and the normal velocity. If there are M computational points on an interface, then direct summation requires O(M 2 ) operations to compute each integral at each grid point on the interface. Although fast summation techniques have been developed for isotropic elasticity [9] in which the computational effort is reduced to O(M), there is as yet, no fast algorithm for the anisotropic case due to the form of the integral kernels. To reduce the computational cost, we exploit the easily parallelizable structure of direct summation as follows. Let P be the number of processors. Then, we compute M/P integrals at each processor simultaneously and we broadcast the result to all the other processors. This has a perfect workload balance if M/P is an integer and has a communication load of order O(M). For the O(M) operations, such as updating the interface in time, we perform the computations sequentially. For large numbers of computational nodes, we regularly achieve efficiencies on the order of 90%.
Our results show that small elastic inhomogeneities in cubic systems can have a strong effect on precipitate evolution. For example, in systems where the elastic constants of the precipitates are smaller than those of the matrix, the particles move toward each other, where the rate of approach depends on the degree of inhomogeneity. We find that anisotropic interfacial energy can either enhance or reduce this effect, depending on the relative orientations of the elastic and interfacial anisotropies. However, simulations of the evolution of multiple precipitates indicates that while there are qualitative differences that arise owing to different elastic constants and interfacial anisotropies, the process as a whole is primarily driven by an overall reduction in interfacial energy. Finally, we consider a problem related to the microstructure of fully orthotropic geological materials.
FORMULATION
In this section, the field equations for the diffusion and elasticity problems and the formulation of the elasticity problem as a boundary integral equation are presented. The diffusion problem and its reformulation as a boundary integral equation are given in [15] and so here we only give a brief review of the relevant equations. The matrix and precipitate phases occupy the two-dimensional plane R 2 , with the matrix phase M extending to infinity and the precipitate phase P consisting of p separate particles occupying a finite area. The individual interfaces between the two phases are denoted by i , i = 1 ... p,with the entire interface given by = p i=1 i . Each i is assumed to be a smooth disjoint closed curve with unit normal vector n taken to point from the precipitate phase to the matrix phase. For the case of precipitate growth, it is convenient to take a circular far boundary ∞ with radius R ∞ and inward normal n that encloses all the precipitates. This boundary will appear only in the limit R ∞ →∞ through a far-field mass flux condition for the diffusion field. All variables are dimensionless, with the normalization described in an appendix of [15] .
Diffusion
The problem for the diffusion fields is as follows. Let c be a non-dimensional composition. We suppose that the diffusion is quasi-static in the matrix, so
and we suppose there is no diffusion in the precipitate phase. The boundary condition for the matrix composition at the precipitate-matrix interface is the generalized Gibbs-Thomson condition [11, 22, 15, 20] 
where θ is the tangent angle to , τ (θ ) = 1 + τ 0 (θ) is the anisotropic surface energy, κ is the mean curvature of the interface, Z characterizes the relative contribution of the elastic and surface energies, and g el is an elastic energy density defined by Eq. (14) below. The surface energy τ(θ) is assumed to be a smooth function of θ (i.e., no cusps) such that τ + τ > 0.
One may also allow a mass flux J into the system through the far-field condition
Here, J is the total mass flux into the system. If J > 0 the total area of the precipitates increases with time (growth), while if J = 0 the total area of the precipitates remains fixed (coarsening). In this paper, we consider only J = 0. Finally, the normal velocity V of the precipitate-matrix interface is computed through a flux balance at the interface,
Equations (1)- (4) can be formulated in terms of boundary integrals by using a dipole density on and source terms for the far-field flux. Given τ(θ)and g el from the solution to the elasticity problem, the boundary integral problem for diffusion can be solved numerically, and the normal velocity can be computed by using the Dirichlet-Neumann map. Details are given in [15, 8] .
Elasticity
In order to calculate the elastic energy density g el used in Eq. (2), we must first compute the elastic fields on each interface j . The elastic fields arise because of misfit strains between the precipitate and matrix phases as well as far-field applied strains. Misfit is taken into account through the constitutive relations between the stress and the strain E.Inthe precipitate,
with the stiffness tensor given by 
Alternatively, we may define the compliance tensor
We remark that if the region χ has cubic anisotropy then s . We now give the classical formulation of the elasticity problem in the two-phase domain. In the next subsection, we present the reformulation of the system as boundary integral equations.
The field equations for elasticity are
in the absence of body forces. We assume that the two-phase interface is coherent, and so the boundary conditions are given by the continuity of displacement,
and traction,
Finally we take far-field conditions
where E 0 is an applied far-field strain. Once the elasticity problem is solved, g el is computed as
Since g el is only needed on the precipitate-matrix interfaces, it is only necessary to compute the elastic fields on . This can be done by reformulating Eqs. (11)- (14) onto through a system of linear boundary integral equations.
Boundary Integral Formulation for Elasticity
The reformulation of the elasticity problem through boundary integrals stems from the fundamental solution to orthotropic elasticity in two dimensions given by Green and Taylor [7] ; see also Rizzo and Shippy [34] . Let α 1 and α 2 be positive constants determined from the elastic compliance tensor by
Let U (x , x) be the fundamental solution tensor that generates the displacement vectors u j at x arising from an isolated force at x, acting in the positive x i direction and with magnitude
Then,
where e i is the base vector along x i . This fundamental solution U is given as
where
and
Because α 1 and α 2 must be positive, Eqs. (15) and (16) Then, the restriction on α 1 ,α 2 ≥0reduces to requiring A ≤ 1. Fortunately, for cubic systems, this restriction is not as severe as it appears. In cubic elasticity s 11 = s 22 and so rotating the coordinate system by ±π/4 takes A → 1/A while preserving the cubic structure of the stiffness and compliance tensors. This restricts the two-phase problem with cubic anisotropy to cases where the elastic constants of both phases have either A > 1orA<1. This trick, however, does not work for general orthotropic systems, as rotations create non-orthotropic structure in the stiffness and compliance tensors. It is straightforward to take derivatives of U ij to find the stresses associated with the displacement u j . One may then compute the tractions acting on an arbitrary contour L surrounding the point x (e.g., see [34] ). The traction tensor field T (x , x) is found to be
(23)
where (n 1 , n 2 ) is the outward unit normal to L, and
The use of Green's fundamental solution to reformulate the elasticity equations as boundary integrals was derived previously by Rizzo and Shippy [34] . In the absence of misfit and applied strains, the result is as follows. 3 Let t k be tractions and u k displacements acting on an arbitrary contour L. Then for x inside L,
where we denote the integration point by x(s ) with s the arclength along L.I fw el e t x→x ( s )on L,
where the P indicates a principal value integral. It is straightforward to generalize this formula to add misfit and applied strains; both are included in the next subsection.
Application to two-phase problems.
Given the fundamental solution for orthotropic elasticity, the formulation of the boundary integral equation for the two-phase problem proceeds as in the isotropic case considered in [15] . Briefly, Eq. (27) is used in both the precipitate and matrix phases with the appropriate elastic constants and applied and misfit strains. Enforcing continuity of displacement and traction results in four coupled integral equations for each interface. This is seen as follows.
Precipitate. Let ∂ P = be the boundary of the precipitate P . Applying Eq. (27) to the precipitate boundary and using the constitutive relation Eq. (5), we obtain
where t Matrix. The matrix phase requires a little more work. We introduce an artificial far field boundary ∞ and we decompose the total fields into their uniform far-field component (denoted by a superscript 0) plus a remainder (e.g., see [15] for details). Then for
where u 0 k = E 0 kl x l and analogously for t 0 k . We assume that the applied strain E 0 is constant.
It can be shown that as ∞ goes to ∞, the integral over ∞ tends to a constant independent of x [2] . This implies that the integral over ∞ contributes a constant to the displacement, and so can be neglected. Then, letting x approach from M ,wehave
Coherency conditions. Since u (28) and (30) yield a system of four linear integral equations for the single-valued displacement and traction fields on .
Existence and uniqueness of solutions. Although this system is not Fredholm since T P and T M contain a term with a Cauchy singularity, it can be transformed to a secondkind Fredholm equation using the small scale decomposition given in the next subsection. Classical Fredholm theory [33] can then be used to show that solutions exist and are unique (u 0 is specified at infinity, ensuring uniqueness).
Small Scale Preconditioner for the Elasticity Integral Equations
We can analyze the system (28)- (30) at small spatial scales in an analogous way to the isotropic system presented in [15] . The idea is to determine and separate the dominant terms at small spatial scales. Roughly speaking, these dominant terms are those terms associated with singular integral kernels. For example, integral operators with nonsingular kernels are smoothing at high Fourier wavenumbers (small spatial scales) while those with singular kernels smooth much less (if at all). Thus, at small scales, operators with singular kernels are dominant. We refer the reader to [15] for a full discussion of this procedure.
Let the boundary displacements u = u P = u m and tractions t = t P = t M . Then, Eqs. (28) and (30) can be written as
with
We now analyze the smoothness of the kernels. We suppose that the interfaces are well separated and do not self-intersect so that
, and T 22 (z(s), z(s )) contain no singularities and remain smooth as s → s . The remaining kernels U 11 , U 22 , T 12 , and T 21 do become singular as s → s . Their structure is obtained as follows.
Let 0 ≤ α ≤ 2π parameterize , i.e., s = s(α). Then, observe that
where the α j are determined from elastic constants via Eqs. (15)- (16) and are not related to the parameter α. Also, we use the notation ∼ to denote that the difference between two is a smoothing operator (integral operator with a smooth kernel) [15] . By using Eq. (35), one can show that
Now, define the periodic Hilbert transform by
Then, we obtain
This is the small scale decomposition of the integral operators with kernels T 12 and T 21 .
It should be observed that the Hilbert transform is not smoothing at small scales. Let µ(k) denote the Fourier transform of µ at wavenumber k. Then,
and so high frequencies are not "damped" as they would be for a smoothing operator. For a smoothing operator
where ρ denotes the strip width of analyticity of the kernels (in the Im α-plane) [15] . This justifies the decomposition.
The small scale decompositions for the operators with kernels U 11 and U 22 are obtained by performing integration by parts on the terms log(r j ) and arguing similarly. We obtain
where σ(α)= α 0 µ(α ) dα and we have assumed that 2π 0 µ(α ) dα = 0. This assumption is valid because in Eqs. (28)- (30), these operators are applied to the tractions t i which have zero mean.
Putting everything together, we conclude
and D X ij , E X ij , with X = P, M, have nonzero components given by
where we drop the superscript χ but note that α i , A i , and β all depend on the elastic constants. Recalling Eq. (32), we now write the small scale decomposition of the full elasticity system as
dominates the small scales and R is a smoothing operator.
The primary advantage of this formulation is that for a wide range of elastic parameters, L can be easily inverted in Fourier space when s α is constant in α (as in the equal arclength frame discussed in the next section) by using identities like (41) . In this frame, computing L −1 reduces to inverting a 4 × 4 matrix at each wavenumber k for each interface. See the Appendix for this matrix.
Using the small scale decomposition, the elasticity integral equations can be reformulated as
where L −1 R is also a smoothing operator [15] . This is a Fredholm integral equation of the 2nd kind.
Computationally, we use L −1 as a preconditioner for the elasticity system. This is efficient because applying L −1 on each interface requires O(M log(M)) operations where M is the total number of grid points on the interface(s) . This is to be compared with computing K which requires O(M 2 ) operations.
Energy
Finally, we assert that the system (1)- (4) and (14) evolves to reduce the sum of surface and elastic energies
Following [15] , the elastic energy can be rewritten in terms of a boundary integral. We do not give the details here. Lastly, a straightforward calculation shows thaṫ
which justifies our assertion above.
NUMERICAL METHODS
In this section, we describe the numerical methods used to solve the moving boundary problem. The numerical procedure is the following. (1) The elasticity integral equations are solved to generate g el . (2) The composition integral equations are solved to obtain V , the normal velocity of the precipitate/matrix interfaces. (3) The interfaces are updated and the process is repeated. Because the first two procedures rely on well-established techniques we discuss them very briefly and we focus primarily on the time-stepping algorithms for the interface-update and on parallelization issues.
Integral Equations
The integral equations for both elasticity and diffusion are solved using the collocation method together with the iterative solver GMRES [35] . In the elasticity case, the preconditioner L is used in Fourier space. In the diffusion case, the preconditioner developed by Greenbaum et al. [8] is used. The implementation of these two methods together is completely analogous to that in [15] and the normal velocity V is calculated in the same way as in that paper. We refer the reader to that paper for additional background. The integrals (except in the preconditioners) are calculated by alternating point quadratures [40] . For the integrals involving log r j kernels we first perform integration by parts in order to reduce the kernels to 1/r j -type behavior [15] . This yields spectral accuracy. The reason for using the alternating point quadrature is that it avoids evaluating the integrands at the point of removable singularity and we find it gives slightly better numerical performance. Any derivatives or anti-derivatives are obtained using the FFT. Finally, following [15, 12] , a 25th order Fourier filter is employed to reduce aliasing errors.
θ − A Formulation and Small Scale Decomposition of Evolution Equations
To evolve the precipitate/matrix interfaces , we follow [15, 12] and use the θ − A formulation in the scaled arclength frame. Here, θ is the tangent angle to the interface (measured counterclockwise from the horizontal) and A is the area of a precipitate. To briefly review, let α parametrize the interface. Then,
We evolve the interface in the scaled arclength frame by choosing the tangential velocity T to be
This maintains the relation
where L(t) is the length of the interface. This keeps computational points on the curve equally spaced in arclength at all times.
The length L(t) is found from θ and A(t) by using the relation
The interface coordinates (x 1 , x 2 ) are reconstructed from θ and A by integrating in α the expressions
where the constant of integration is obtained by evolving the centroid (x 1 ,x 2 ) separately. The evolution is then given bẏ
where ds =(L(t)/2π)dα.
In [12] , it was shown that at small scales
and thus the evolution Eq. (58) for θ is stiff. That is, for an explicit time stepping algorithm, the constraint t ≤ (hL(t)/2π) 3 , where t and h are the temporal and spatial grid sizes, respectively, must be imposed to maintain stability. An advantage of using the scaled arclength formulation is that it is straightforward to develop non-stiff time integration schemes for Eq. (58). For example, in [12, 15] , a time stepping method based on an integrating factor approach was used to remove the stiffness. We note that the remaining equations are not stiff and any explicit time integration scheme can be used to solve them.
Time Discretizations
Taking advantage of the small scale decomposition (62) and the fact that τ + τ = 1 + (τ 0 + τ 0 ), one can rewrite Eq. (58) as
Except for the anisotropic surface energy contribution, the remainder terms N are "lower order" at small spatial scales. Although the anisotropic surface energy term 
where m = (2πk) 3 and
Thus, in Fourier space, implicit time discretizations can be easily applied. However, some care must be taken with these temporal discretizations so that certain properties of the continuous equations are maintained on the discrete level. For example, in equilibrium, there is an exact balance between the linear and nonlinear terms
where the * denotes the equilibrium value. In fact, this balance characterizes the equilibrium solution. Since we are interested in equilibrium microstructures, this balance should also hold on the discrete level. It turns out that this requires some care. For example, in the context of a diffuse interface model, it was observed in [20] that the integrating factor method used in [12, 15] violates an analogous version of this balance. This also occurs in the boundary integral context. We refer to this method as IF:
which was originally given in [12] . This method is 2nd order accurate in time [12] . It is straightforward to see that the IF method violates Eq. (67) in equilibrium. Using the same * notation, we find the following discrete balance for the IF method in equilibrium
Equation (69) is a 2nd order approximation to Eq. (67). In fact,
For large m, the dominant error term comes from the term
. Thus, the error will be small if eitherθ * is exponentially small (large m)o rm tis small. Recall that m = (2π|k| 3 ) where k is the Fourier wavenumber. If large gradients are present inθ, such as would be associated with formation of "corners" (regions of high curvature) in the precipitate-matrix interfaces, the exponential decay ofθ * (k) may only be achieved for rather large values of the wavenumber k (and hence m). For example, suppose exponential decay is observed for |k| > k * . Then, the right hand side of Eq. (70) (i.e., the error term) is small only if m(k * ) t 1. This is an accuracy condition. If this condition is violated, then the error term can be significant. Typically, the composition on the interface is sensitive to this error term while the interface position and curvature are not. This will be shown in the next section.
If k * is large, then the accuracy condition m(k * ) t 1 can be very restrictive. As indicated above, this restriction is due to the fact that the IF method overdamps the numerical solution. By reducing the amount of damping, this accuracy restriction can be removed completely while the overall order of accuracy is maintained. Of course, reducing the damping narrows the stability region of the numerical scheme. Consider the following Crank-Nicholson type scheme:
Method CN,θ
Like the IF scheme, the CN scheme is 2nd order accurate in time. However, at the highest modes, there is little damping of the linear term and only algebraic damping of the nonlinear term. We find that because there is less damping, smaller time steps (than those used with the IF method) are required for stability. This is discussed further in the next section. It is straightforward to see that numerical equilibria of the CN scheme satisfy the equilibrium condition (67) exactly. In a sense, the IF and CN schemes represent extremes in the amount of damping of the linear and nonlinear terms for 2nd order methods. One can also derive 2nd order schemes in which the amount of damping varies between these two extremes yet the numerical equilibrium still satisfies the condition (67) exactly. For example, suppose one wishes to have exponential damping on the nonlinear term. Then, one can consider the schemễ
which is analogous to the CN scheme applied to Eq. (65) using an integrating factor. However, the Fourier coefficient L m,n is chosen so that Eq. (67) is satisfied exactly for the numerical solution. It is straightforward to see that
is the appropriate choice. This leads to the scheme Method IF2,
which is 2nd order accurate. Like the CN scheme, there is little damping on the linear term at the highest wavenumbers. However, like the IF method (and unlike the CN scheme), the nonlinear terms are damped exponentially. As we show in the next section, this scheme has a larger stability region than the CN method, although it still requires a smaller time step for stability than the IF method.
The method we find to perform the best, in that the time step required for stability is essentially that of the IF method and that the numerical equilibria satisfy Eq. (67) exactly, is given as follows. We take exponential damping on the linear term and algebraic damping for the nonlinear term. One way to do this which maintains 2nd order accuracy is to use the scheme:
Method IF3,
This is the time-stepping method that we will use primarily in our nonlinear simulations.
Parallel Implementation
We now discuss the issues involved in implementing our method efficiently in parallel. Recall that at each time step, we (1) solve the integral equations for elasticity to obtain g el on ; (2) solve the integral equations for diffusion to find the composition on ; (3) calculate the normal velocity of ; and (4) update . The dominant computational cost is associated with steps (1)-(3). In particular, if M is the total number of grid points on , then the operation count for each of steps (1)- (3) is O(M 2 ) while the operation count for step (4) is O(M). We note that solving the integral equations for elasticity has the highest computational cost because there are 4M unknowns. Consequently, we implement (1)- (3) in parallel and (4) sequentially.
As an example, consider the integral equations for elasticity. Using a collocation method with an iteration procedure to solve integral equations, a sum that must be performed at each iteration step is
for l = 1,...,M.Thus, for each l, a total of M summations must be performed with each summation taking O(M) work. We use the following strategy for the parallel implementation of the M summations. First, we distribute all t 2 as well as all other necessary quantities, e.g., the location of the all interfaces x(s), to every processor. Second, we compute M/P integrals at each processor simultaneously, where P denotes the total number of processors. Third, after the iteration procedure we broadcast the new t k from one processor to all other processors for the next iteration. This strategy has a perfect work-load balance if M/P is an integer and has a communication load of order O(M). We apply the same strategy to all the other summations required to solve the integral equations for elasticity, diffusion and to compute the normal velocity. This strategy has been successfully employed for other problems involving computation of boundary integrals [29] .
PERFORMANCE AND CONVERGENCE STUDIES
In this section, we consider the impact of preconditioning, time stepping, and parallelization on the numerical results, and we verify the accuracy and convergence of the elasticity solver.
Unless otherwise stated, all numerical tests in this section are performed using a dilatational misfit strain 
The values of τ 0 and θ 0 , as well as Z , are chosen for each numerical experiment. The precipitates are initially circular with radius of unity. The GMRES error tolerance is 10
and we use 25th order Fourier smoothing with the filter level 10 −11 [12] . Figure 1 shows the iteration count for solving the elasticity equations using GMRES versus time, both with preconditioning and without preconditioning. For this study, τ 0 = 0.05 and θ 0 = 0 for the surface energy, and we consider a single precipitate system with Z = 10. The temporal scheme used is method IF with the number of grid points N = 512 and the time step t = 10 −4 . The tolerance level for GMRES is 10 −10 . The precipitate starts from a circle and evolves toward a square shape, as expected from the four-fold symmetry of the problem [3] . At the final time t = 0.05, the precipitate reaches its steady state. Without preconditioning, the iteration count starts at around 45 and decreases to about 6 at t = 0.05. With preconditioning, the initial iteration count is 11 (a factor of 4 improvement) and decreases to about 4 at the steady state t = 0.05. In addition, we observe that changing the number of grid points does not change the iteration count if the precipitate shape is well resolved.
The Effect of Preconditioning

Performance of Parallel Implementation
We have implemented our parallel computations on four different machines: (1) an Origin-2000 with 195-MHz IP27 Processors; (2) Pentium II cluster with 300-MHz Processors (OS linux 2.0.33) and 100baseT ethernet connection; (3) an IBM-SP2 with 120-MHz P2SC Processors; and (4) a Cray-T3E with 300-MHz DEC alpha Processors. In all cases, we use the Message Passing Interface (MPI) for the communication among processors.
We consider both a three precipitate and a six precipitate calculation. For the Pentium II cluster we also consider a 10 precipitate calculation. In all cases, we take N = 256, Z = 2 for each precipitate and we update in time using Method IF with t = 10 −4 . For the three and six precipitate simulations, some of the precipitates have isotropic surface energy (τ 0 = 0) and the others have anisotropic surface energy τ 0 = 0.05 and θ 0 = 0. In the ten precipitate simulation, all precipitates have isotropic surface energy. Because of limited computer resources, we only sample the computational time for the first 20 time steps. We compute the cases on the four different machines and with different number of processors. The speed-up and efficiency are defined in the standard way,
where T P is the computational time using P processors. In Table I , we present the performance results for the Origin-2000 for (a) three precipitates and (b) six precipitates using up to 8 processors. Tables II, IV , and V give the same information for the Pentium II cluster, the IBM-SP, and the Cray-T3E, respectively. We used up to 32 processors for the latter two machines. In Table III , we show the computational time, speed-up, and efficiency for the ten particle simulation on the Pentium II cluster. Consider first case (a). We see excellent speed-up and efficiency for all four machines using two or four processors. In fact, we see super linear speed-up for the Cray-T3E with two processors. However, with more processors the efficiency decreases and there is almost no improvement in the speed-up from 16 processors to 32 processors. This is because there are not enough operations in computing the summations to compensate for the expense of communicating among the large number of processors. For case (b) where there are more computational points, we see excellent speed-up and efficiency using up to eight processors. Further, at every processor level, both efficiency and speed-up are significantly improved over those obtained in case (a). For example, on both the IBM-SP and the the Cray-T3E, the efficiency using 32 processors improves about 60% from case (a) to case (b). Next, consider the simulation of ten particles on the Pentium II cluster (Table III) . Here, excellent speed-up and efficiencies are obtained using up to 16 processors (the most we were able to use). This demonstrates the scalability of our parallel implementation and also suggests that to achieve 80% efficiency one should use approximately 200 points/processor. Finally, we notice that among the four machines, the Origin-2000, Pentium II cluster, and IBM-SP have similar efficiency with the Origin-2000 being slightly faster. As expected, the Cray-T3E shows by far the best performance and computational speed of all the machines. It is interesting that the Pentium II cluster, which is by far the most inexpensive machine, gives timings and efficiencies comparable to the much more costly Origin-2000 and IBM-SP.
Studies of Different Temporal Schemes
Four different time-stepping schemes are implemented, three of which ensure that numerical equilibrium and physical equilibrium agree (Methods CN, IF2, and IF3), and one which does not (Method IF). We now elaborate on this result and discuss the performance of the different methods.
We consider first how the difference between the numerical and physical equilibria manifests itself. Figure 2 shows the profiles of a single precipitate at t = 0.2 with no elasticity, Z = 0, but with anisotropic surface tension τ 0 = 0.05 and θ 0 = π/4. The initial condition is a unit circle. Also, N = 512 and t = 10 −4 . This figure was generated using Method CN, but graphs generated using the other schemes are similar. Note that because of the anisotropic surface energy, the precipitate develops high curvature regions as it approaches the steady-state. By the final time shown, t = 0.2, the precipitate is very close to its steady state. Figure 3 shows time derivatives of the total energy plotted against time for computations using Method CN, Method IF, Method IF2, and Method IF3 with the same parameters as above. Clearly, the time derivative of the total energyẆ tot for the physical system should approach zero as the system approaches the true steady-state. This is indeed the case for Method CN and Method IF3 (whose graphs * and x overlap), but not for Method IF (+ graph). For Method IF,Ẇ tot approaches a nonzero constant (≈−0.737), indicating that the solution is "trapped" in a numerical steady state. For Method IF2, it appears thatẆ tot is very slowly approaching zero indicating that it may take a very long time before Method IF2 reaches the true equilibrium (as it must).
This behavior is further demonstrated by plotting the composition c on the precipitatematrix interface versus the scaled arclength parameter α at t = 0, 0.01, 0.02,...,0.2 for the four different temporal methods (Fig. 4) . In the steady state, c should be constant. Indeed, this is the case for the computations using Method CN and Method IF3 at t = 0.2. However, for the computations using Method IF and Method IF2, c oscillates in the regions corresponding to the corners of the precipitate. For Method IF2, the amplitude of these oscillations appears to be decreasing very slowly in time indicating a trend towards the true steady state. By comparing the curvatures of the different shapes shown in Fig. 5 , one finds that Methods IF and IF2 damp out the high curvature at the corners much more than Methods CN and IF3. This is similar to behavior observed in the diffuse interface calculation of [20] , where problems arose due to the high frequencies associated with the diffuse transition layer. Essentially, the time stepping used in Methods IF and IF2 acts to filter the numerical solution and in effect prevents the particle from reaching its true equilibrium shape, although we expect that the simulation using Method IF2 will eventually reach the true steady-state at very long times. As t decreases, Methods IF and IF2 become more accurate albeit more costly. Also, while curves such as Figs. 3 and 4 are striking, the actual differences in the shapes generated by the different methods are negligible.
The problem of damping the high frequencies occurs whenever a particle shape develops corners. Hence it will occur when we include anisotropic elasticity with isotropic surface energy, because the anisotropic elasticity leads to square shapes quite similar to the 4-fold surface energy. Table VI shows results for Z = 8 and isotropic surface energy (τ 0 = 0) computed by using the four temporal schemes using N = 256 and t = 2.5 × 10 −5 . Based on the anisotropic surface energy results, the error in the curvature is measured relative to the results computed by using Method CN Table VI shows that the error in curvature is reduced by a factor of 10 by using Method IF2 over Method IF, and by another factor of 10 by using Method IF3. Also, we see that the time derivative of the total energy, which should be zero in equlibrium, decreases from 10 −1 using Method IF to 10 −5 using either Method CN or IF3, which is close to the error tolerance of 10 −6 used for solving the elasticity equations. While Method CN and Method IF3 are good at capturing the true equilibrium of the system, they are also more expensive in terms of computational cost compared to the other methods. If we use the iteration count per time step as an index of cost, then Method IF and Method IF2 are roughly equivalent, Method IF3 is twice as expensive as Method IF2 and Method CN is twice as expensive as Method IF3. In general, we believe that Method IF3 demonstrates the best combination of accuracy, efficiency, and stability. This is most evident for calculations with large Z . For example, with Z = 10, we are able to use Method IF3 with N = 256 and t = 10 −5 to compute the solution such that the the time derivative of the energy is about 10 −5 (near steady state). However, for the same N and t, Method CN diverges because of the accumulation and amplification of the high frequencies in the solutions (primarily due to elastic fields generated by the high curvature regions). In summary, Method IF3 has the best balance of accuracy and efficiency of the four methods we have tested. Of the other methods, Method IF and Method IF2 are efficient, but need extremely small time-steps to accurately capture high curvature regions. Method CN can accurately capture the high curvature regions with a moderate time-step, but it needs a very small time-step for numerical stability in solving the integral equations for elasticity.
Convergence Tests
Analytic solutions for the displacement and traction of a single precipitate in inhomogeneous orthotropic elastic media can be obtained by using conformal mapping techniques; see, for example, [4] . We have verified the static numerical solutions from our boundary integral formulation of the elasticity problem against the analytic solutions in [4] . We have also compared our time-dependent and multi-precipitate computations for the case of homogeneous, cubic elastic media against the solutions found using the elastic solver introduced by Voorhees et al. [43, 41, 42] . The different solution techniques agree up to numerical resolution.
We confirm the numerical accuracy of our results by considering the following problem. We take a single precipitate that is initially a circle of radius unity. The precipitate has dilational misfit Also, Z = 5,τ 0 =0.05, and θ 0 = 0. Time updating is done using Method IF3 and the error tolerance for GMRES is set to 10 −10 . Consider first the resolution in space. We use a computation with N = 1024 to approximate the exact solution. We compare this solution at time t = 0.1 to those with N = 64, 128, 256, and 512. Note that the precipitate has essentially reached its steady state. For all the computations, we choose t = 2 × 10 −3 . The error is defined to be the largest difference between points on the precipitate-matrix interface. Figure 6 shows the base 10 logarithm of the error plotted against the base 2 logarithm of N .ForN=256, there are 9 digits of accuracy which is close to the GMRES tolerance 10 −10 . Consequently, increasing N to N = 512 does not improve the accuracy. displacements and tractions on the interface at t = 0.1. Here the error is taken to be the l 2 norm of the difference in the appropriate quantity computed for N grid points compared to that with N = 1024 grid points. We notice that the accuracy for the displacement is about the same as the accuracy of the interface location, while the accuracy for the traction is about one digit worse.
Since N = 256 is accurate to 9 digits, we use it for the temporal resolution study. We choose the solution with t = 2 × 10 −4 to approximate the exact solutions. We compare this to the solution with t = 2.5 × 10 −3 ,1.25 × 10 −3 , and 6.25 × 10 −4 . The error is measured in terms of the interface positions as in Fig. 6 . Figure 8 shows the base 10 logarithm of the temporal error plotted against time. The distance between the curves in Fig. 8 uniformly decreases by about a factor of 0.6 with each halving of t thereby confirming the secondorder accuracy.
It is instructive to consider the temporal resolution for all four time discretization algorithms given in Subsection 3.3. Figure 9 shows the temporal error for all four methods. For Method IF, Method IF2, and Method IF3 the error is measured between the computed solutions with t = 6.25 × 10 −4 and t = 2 × 10 −4 , while for Method CN the error is measured between the computed solutions with t = 2 × 10 −4 and t = 10 −4 . (The reason for choosing a different error measure for Method CN is that it diverges with t = 6.25 × 10 −4 .) Note in Fig. 9 that the three methods (IF3, IF2, and CN), which converge to the true steady state, show improved accuracy as the system approaches steady state. In contrast, the error using Method IF saturates in time since since the numerical equilibria depends on the time step t. We remark finally that when the different time steps are taken into account, one can show that Method CN and Method IF3 have roughly the same level of accuracy.
RESULTS
We now consider how elastic inhomogeneities and anisotropies as well as surface energy anisotropies affect microstructural development in alloys. We begin by considering Ni-based cubic systems with a Ni matrix phase and either Ni 3 Al, Ni 3 Ga, or Ni 3 Si precipitate phases. Later, we present a calculation using orthotropic elasticity, adapted from observations of melt pockets in mantle rocks.
Cubic Elasticity
We begin with calculations of inhomogeneous cubic elasticity. The elastic constants, normalized by C 66 of the matrix Ni phase, are shown in Table VII [32] . For all phases, the anisotropy ratio A > 1, indicating that the horizontal (i.e., 10 ) and vertical (i.e., 01 ) directions are less stiff than the diagonal (i.e., 11 and −11 ) directions (see [43] for details). Note also that the Ni 3 Al and Ni 3 Ga have elastic constants less than those of the Ni matrix. Following the notation we used in the isotropic elasticity case [15] , we refer to these precipitates as soft. In contrast, the Ni 3 Si precipitates have larger elastic constants than the matrix; we refer to these as hard.
We take an anisotropic surface energy as given by Eq. (2), i.e.,
where either θ 0 = 0o rθ 0 =π/4. When θ 0 = 0, the surface energy has minima along the diagonal directions and so the minimum surface energy (Wulff plot) shape will be squarish with sides (facets) oriented perpendicular to the diagonals. See the graphs in Fig. 10 labelled "competing." The reason for this notation will be discussed below. When θ 0 = π/4, the surface energy has minima along the horizontal and vertical directions and so the Wulff plot shape will be squarish with facets oriented normal to those directions. See the graphs in Fig. 10 labeled "enhanced."
One particle.
Consider first the effect of elastic inhomogeneity on the equilibrium shape of a single particle with isotropic surface energy (τ 0 = 0). Equilibrium shapes-shapes for which the chemical potential and composition is uniform along the interface-have been calculated previously by Thompson et al. for the case of homogeneous elasticity [43] , and by Schmidt and Gross [38] for the inhomogeneous case. These workers determined the equilibrium shapes by determining the composition on the interface for a given particle shape, and iterating until the shape giving uniform interfacial composition is found. In contrast, we find the equilibrium shape by evolving an elliptical initial shape until it reaches equilibrium. Figure 11 shows a series of equilibrium shapes that evolve from the same initial shape. In all these figures, Z = 5. For the homogeneous system (elastic constants of Ni for both phases), the equilibrium shape is squarish, in agreement with the calculations of Thompson et al. [43] . 4 They predict a bifurcation from a squarish shape to a rectangular shape at a value Z = 5.6. Based on calculations using isotropic elasticity, see, e.g., [15, 14] as well as the results of Schmidt and Gross [38] , one expects this bifurcation point to be higher for hard precipitates and lower for soft precipitates. This agrees with our results. The equilibrium Ni 3 Si precipitate is squarish for Z = 5, while the equilibrium Ni 3 Al and Ni 3 Ga precipitates both have rectangular shapes, with the "softer" Ni 3 Ga precipitate having the larger aspect ratio. While these trends are expected, it is surprising to note the effect of the small inhomogeneity of the Ni-Ni 3 Al system (see Table VII ) on the equilibrium shape. Indeed, one of our qualitative observations throughout this study is that small elastic inhomogeneities in anisotropic systems affect microstructure much more profoundly than similar inhomogeneities in isotropic systems.
We now consider how anisotropic surface energy interacts with elasticity in producing an equilibrium shape. We first take τ 0 = 0.05 and τ 0 = 0. In this case, the Wulff shape (Z = 0) has facets oriented at 45
• to the facets of the elastic equilibrium shapes in Fig. 11 . Therefore, the surface energy anisotropy "competes" with the elastic anisotropy.
In Fig. 12 , equilibrium shapes of a Ni 3 Ga precipitate (soft) are shown for different values of Z . The τ 0 = 0 shape (from Fig. 11 ) is also superposed on Fig. 12 for comparison. One observes that the anisotropic surface energy causes the Z = 5 precipitate to become more ellipsoidal compared to the corresponding precipitate with isotropic surface tension. The aspect ratios of these two shapes are quite similar indicating that for this τ 0 , the value of Z , at which the bifurcation from a squarish to rectangular shape occurs, seems to be unaffected by the anisotropic surface energy. When Z = 0, one recovers the Wulff shape seen in Fig. 10 . As Z increases, the facets change orientation such that by Z = 5, we observe horizontal facets consistent with the elastic equilibrium shapes shown in Fig. 11 although the vertical facets seem to disappear. In Fig. 13 , equilibrium shapes of a Ni 3 Si precipitate (hard) are shown for Z = 5 both with and without anisotropic surface energy. We observe little difference in the overall shapes, although as expected, the competing anisotropic surface energy acts to smooth the corners.
We next consider a surface energy anisotropy with θ 0 = π/4. Here, the facets in both the Wulff and elastic equilibrium shapes are aligned horizontally and vertically. Therefore, this surface energy "enhances" the elastic anisotropy. In this case, we had difficulty computing with τ 0 = 0.05 and so we used the smaller value τ 0 = 0.02. The results are shown in Fig. 14 for an Ni 3 Si precipitate. Analogous results are obtained for Ni 3 Ga and are not shown. In Fig. 14, Z = 5 and precipitates with and without anisotropic surface energy are shown. We observe that the anisotropic surface energy has little effect on the overall shapes although the anisotropic case has slightly sharper corners. . In all simulations, tol = 10 −6 for both diffusion and elasticity.
Two particles.
We now consider the evolution of two particles with isotropic surface energy. The primary focus of our simulations is to test how inhomogeneity affects the observation of a a stable interparticle spacing in elastically homogeneous systems [42] . The presence of this stable spacing has been explained by Su and Voorhees [42] , who used the idea of configurational forces [10] to account for the interaction between particles. However, the calculation of configurational forces breaks down when the elastic constants of the precipitate and matrix phases differ. In addition, based on the results for inhomogeneous, isotropic elasticity [15, 38] , we expect inhomogeneity to have a strong influence on interparticle forces. Figure 15 shows the evolution of two particles for the different systems we consider. The initial configuration in all cases consists of two unit circles separated by a distance of 1 unit. Also, Z = 5 for all cases. For the homogeneous case and the case with Ni 3 Si particles, the final times correspond to when particle evolution essentially ceased. For the cases with Ni 3 Al and Ni 3 Ga particles, the final times correspond to when the interparticle spacing was too small to resolve the interfaces for the numerical parameters used.
We observe that the spacing between the hard Ni 3 Si particles is larger than the spacing between the homogeneous particles, while the spacing between the soft Ni 3 Al and Ni 3 Ga particles is smaller than the spacing between the homogeneous particles. This is consistent with simulations in isotropic media, which indicate that hard particles repel, while soft particles attract. However, the situation is more complex with anisotropic elasticity. . In all simulations, tol = 10 −6 for both diffusion and elasticity. Figure 16 shows the velocity of the point of closest approach versus the half-distance between the particles. The initial condition corresponds to a half-distance of 0.5. In all cases, the particles initially repel (velocity > 0) as the particles square off. At later times, the particles move towards each other (velocity < 0) though the details depend on the elastic inhomogeneity. In the homogeneous and the Ni 3 Si case, the particles move towards each other with very small velocities which seemingly tend to zero at a finite interparticle distance.
The behavior observed in the Ni 3 Al and Ni 3 Ga systems is more interesting. In these cases, the interparticle attraction at later times is much stronger and may lead to particle merging. In the Ni 3 Ga case, the interparticle velocity becomes increasingly negative as the interparticle spacing decreases. This suggests the particles will merge. In the Ni 3 Al case (which is nearly homogeneous), however, there is a turning point in the velocity at small separations although the velocity remains negative. More refined calculations are necessary to determine whether there is in fact a small nonzero interparticle spacing in this case. The difference between the Ni 3 Ga and Ni 3 Al cases is also reflected in the particle shapes in the interparticle region (Fig. 15) ; in the Ni 3 Ga case, the particles appear to curved towards each other while in the Ni 3 Al case the two particles have "squared off" against each other.
To conclude this section, and to indicate how sensitive the above results are to changes in the physics of the problem, we consider one example with anistropic surface energy. We take two Ni 3 Al precipitates with "competing" anisotropic surface energies τ 0 = 0.05 and θ 0 = 0. All other choices are as above. Figure 17 shows the precipitates at T = 0.27. Observe that unlike the isotropic surface energy case with Ni 3 Al precipitates shown in Fig. 15 , the particles are curved towards each other in the interaction region, consistent with the Wulff shape of each particle. Moreover, as seen in the inset, there is a much larger interparticle attraction in this case compared to the isotropic surface energy case; the velocity becomes more negative as the interparticle spacing decreases. Thus, we expect that in this situation, the particles will merge. Considering the same example with "enhancing" anisotropic surface energy with τ 0 = 0.02 and θ 0 = π/4, we find less particle attraction than in either the isotropic or competing surface tension cases. This is seen in Fig. 18 . Despite FIG. 17 . Two precipitate simulation Ni 3 Al, shape at T = 0.27 with velocity vs half-distance inset. Anisotropic surface tension τ 0 = 0.05 and θ 0 = 0 (competing). N = 512 on each precipitate, t = 1 × 10 −4 , and tol = 10 −6 for both diffusion and elasticity.
the lowering of attractive forces in this case, it is still unclear whether particle merger will be avoided.
Multiple particles.
We next consider the coarsening of systems with multiple precipitates. We investigate two cases of precipitates embedded in a Ni matrix: (a) 10 Ni 3 Al (soft) precipitates and (b) 10 Ni 3 Si (hard) precipitates. In both cases, we take Z = 1, t = 5 × 10 −4 , N = 256 for each precipitate, the diffusion tolerance 10 −10 , the elasticity tolerance 10 −5 , and the initial precipitates are all circular. We choose the elastic tolerance to be 10 −5 in order to reduce the computational cost of our simulations. Because our boundary integral formulation breaks down when topological transitions such as particle vanishing occurs, we remove precipitates by hand when their area decreases below 0.1. In a prior work [15] , the effects of this procedure were carefully investigated in the context of isotropic, inhomogeneous elasticity. It was found that the energy W tot and the envelope of the time derivative of the energyẆ tot are continuous through precipitate vanishing.Ẇ tot itself, however, diverges negatively as precipitates vanish. Moreover, as the precipitates vanish, they become more circular due to the dominance of the surface energy over the elastic energy. Although we do not present them, we find these results still hold true for the simulations of Ni 3 Al and Ni 3 Si precipitates presented below.
The evolution of systems (a) and (b) in time is shown in Fig. 19 . The solid curves correspond to Ni 3 Al precipitates and the dashed curves correspond to the Ni 3 Si precipitates. Note that only the Ni 3 Si precipitates are shown at time t = 20.09 for reasons explained below. From a macroscopic point of view, there seems to be little difference in the results of the two simulations over the times considered. The precipitates become squarish at very early times and there is only a small amount of particle translation. One can observe that the upper and lower two relatively large pairs of precipitates tend to align along the horizontal direction locally. The global alignment of all precipitates on the horizontal and vertical directions appears to occur on a longer time scale. On the time scale presented, the kinetics appears to be primarily driven by the surface energy which favors coarsening-the growth of large precipitates at the expense of the small precipitates to reduce the surface energy.
Upon closer examination, differences between the simulations are observed. For example, consider the result at time t = 15.77 which is shown in Fig. 20 . In the Ni 3 Al case, the two upper precipitates attract one another and likely merge. In the Ni 3 Si case, on the other hand, it does not appear that these two precipitates will merge. This is consistent with the results of our two precipitate simulations. In addition, the interacting pairs of Ni 3 Al precipitates tend to be "flatter" than their Ni 3 Si counterparts.
We further observe that the lower two precipitates in the Ni 3 Al case also attract one another. In the process, the lower right precipitate develops very high curvature (note its flat bottom) which ultimately prevents us from continuing the simulation much beyond this time. This is why no Ni 3 Al precipitates are shown at time t = 20.09. By increasing the numerical resolution of the Ni 3 Al simulation (i.e., using N = 512 and N = 1024), we are able to continue the simulation slightly further in time. However, much higher local resolutions are needed in order to determine whether the curvature actually develops a singularity at a finite time. In a future work [21] , we will use adaptive discretizations to try to answer this question.
Orthotropic Elasticity
As a final case, we now consider examples where the elasticity displays fully orthotropic behavior in two dimensions. That is, we have four independent elastic constants C 11 , C 12 , C 22 , and C 66 , rather than the three (C 11 , C 12 , C 22 = C 11 and C 66 ) needed in cubic elasticity. The example we present relates to an observation of microstructure in geology.
In a set of experiments performed by David Kohlstedt and Mark Zimmerman in the Department of Geology at the University of Minnesota, the mineral olivine, which has an orthorhombic crystal structure, was loaded in shear. Melt pockets selectively accumulate with preferred orientations, as indicated in Fig. 21 . This preferred orientation becomes more pronounced with increasing shear. The orientation of melt pockets has profound implications for anisotropy in permeability, seismic attenuation, and seismic anisotropy beneath midocean ridges. See [16] for a more detailed explanation of the experiments and description of the results.
Our goal is to use our methods to try to understand the relationship between the melt pocket orientations and the anisotropy of the olivine. We consider the melt pockets to be soft elliptical particles embedded in an orthotropic material with elastic constants appropriate to olivine. The elastic constants used in the simulations are given in Table VII . For the soft precipitate, the ratio of the shear moduli c 66 ,(c 11 − c 12 )/2 to bulk modulus c 11 + c 12 is approximately equal to 3. Since real fluids typically have very large such ratios, we checked that increasing the bulk/shear ratio did not significantly alter our results. The simulations we present include applied biaxial compression and shear but no misfit between the particle and matrix phases.
We first consider two interacting particles evolving by diffusion. Figure 22 shows the results of this simulation. The particles translate and elongate to align approximately in the direction of the shear. In addition, they attract one another. This result is consistent with our previous experience [15] . However, this result is not consistent with the experiments of for both diffusion and elasticity.
Kohlstedt and Zimmerman. This is not surprising, as there is no reason to expect that the evolution of the melt pockets is driven by diffusion. As a next step, we separate the elasticity solver from the diffusional evolution and consider how the average pressure over the precipitate varies with the orientation of the precipitate. This idea is motivated by the possibility that the molten phase seeps into low pressure regions of the olivine crystal (e.g., Darcy's law) [16] .
The actual quantity we calculate is the integral of the normal displacement over the precipitate-matrix interface (ū k,k ). We justify this choice by noting that for an isotropic material, this quantity is proportional to the average pressure with proportionality constant equal to the negative of the bulk modulus of the precipitate. In our case,ū k,k is not exactly proportional to the pressure in the inclusion, since the elastic constants we use to describe the inclusion phase are not isotropic. However, as the precipitate is nearly isotropic (A = 0.91) and sinceū k,k is easy to compute, we believeū k,k is suitable as a trial parameter.
We proceed as follows. We solve the elasticity equations for a single elliptical precipitate with arbitrary orientation under an applied biaxial stress and shear. We determine the orientation of the ellipse that achieves the minimum value of −ū k,k as a function of the strength of the applied shear. We refer to this as the "minimum pressure ellipse." We then varied the ratio of lengths of the major and minor axes of the ellipse from 2 : 1 to 8 : 1. In the results that follow, we used N = 256 and the elasticity GMRES tolerance to 10 −6 . In Fig. 23 , we plot the orientation of the minimum pressure ellipse as a function of applied shear for several different aspect ratios. The orientation angle is measured with respect to the positive x-axis with a horizontal ellipse having an orientation of 180 degrees. At zero applied shear, the minimum pressure ellipse is horizontal. As the applied shear is increased, the orientation angle decreases rapidly and seems to asymptote to approximately 135 degrees. In addition, the orientation angle is a non-decreasing function of aspect ratio. Thus, for a given applied shear, larger orientation angles are obtained for ellipses with larger aspect ratios. However, we note that the average pressure per unit area of the minimum pressure ellipse increases with increasing aspect ratio.
To examine the effect of the elastic constants, we modify the constants corresponding to the olivine matrix by either enhancing the orthotropy or by making the matrix more isotropic. In order to enhance the orthotropy (᭺), we set c 11 = 5.0 while keeping the other elastic coefficients fixed. In order to make the matrix more isotropic (+), we keep c 12 and c 22 fixed and set c 11 = 3.4. This gives A = 0.96. Our results are shown in Fig. 24 for an ellipse with aspect ratio 2 : 1. Analogous results are obtained for other aspect ratios. We observe that increasing the orthotropy increases the angle of the minimum pressure ellipse while increasing the isotropy makes the angle drop faster towards 135 degrees. In fact, if the matrix were elastically isotropic, the minimum pressure ellipse is oriented at 135 degrees for all non-zero applied shears.
In the experiment shown in Fig. 21a the normalized applied shear (σ 12 /σ 11 ) is approximately 0.25. The dominant orientation angle observed in the experiment is 150 ± 5 degrees as shown in Fig. 21b . Using the value 0.25 for the normalized shear, we predict orientation angles of approximately 145 degrees for the 2 : 1 ellipse, 148 degrees for the 5 : 1 ellipse, and 149 degrees for the 8 : 1 ellipse. Similar agreement has been found in experiments in which the olivine crystal is loaded in biaxial compression [5] . The fact that the predicted melt pocket orientations are consistent with experiments suggests that the orthotropic character of the olivine may be an important factor in determining the orientation of the melt pockets. Kohlstedt and Zimmerman are currently testing different experimental loading configurations to determine whether the orientation of melt pockets changes with applied shear as predicted in Figs. 23 and 24 . We note, however, that there are many other physical factors we do not model, e.g., plastic slip, polycrystallinity, permeability, and fluid flow, which likely play an important role in melt pocket alignment.
APPENDIX: PRECONDITIONING MATRIX FOR ELASTICITY
For completeness, we present the 4 × 4 matrix L used to precondition the elasticity integral equations in Fourier space. L − 1 ( k ) for k = 0 is analytically constructed using Mathematica. BecauseL(0) is not invertible, we set the zero modes to be zero.
