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RESUMEN
Las ecuaciones de Boussinesq son un tipo de ecuaciones derivadas de las ecuaciones
de Euler y que modelan la propagación sensiblemente bidimensional de ondas largas de
gravedad y de pequeña amplitud sobre la supercie de un canal. Un modelo de este tipo en
un canal de fondo plano está dado por el sistema ∂tw + ∂xη + η∂xη + ∂3xη = 0∂tη + ∂xw + ∂x (wη) + ∂3xw = 0 (P1)
donde las variables adimensionales η y w representan respectivamente, la deección de la
supercie libre del líquido respecto a su posición de reposo y la velocidad horizontal del
uido a una profundidad de
√
2/3h, donde h es la profundidad del uido en reposo. Dicho
modelo es desde luego un sistema de ecuaciones diferenciales de Korteweg-de Vries acopladas
a través de los efectos dispersivos y los términos no lineales. Por otro lado, el sistema (P1)
al estar referido a un uido incompresible no viscoso no recoge los efectos de la viscosidad
µ, sin embargo al ser desacoplado podemos introducir tales efectos, resultando un sistema
del tipo Korteweg-de Vries - Burger dado por ∂tu+ ∂3xu+ ∂xG (u, v)− µ∂2xu = 0∂tv − ∂3xv + ∂xG (v, u)− µ∂2xv = 0 (P2)
En este trabajo se estudia el PVI asociado a (2) en los espacios Hs estableciendo su
buena formulación local para s > 3/2 y buena formulación global para s ≥ 2, en este último
caso se muestra adicionalmente que la solución global decae asíntoticamente en el tiempo.
Finalmente, se muestra que el PVI asociado a (P1) está bien formulado localmente como
consecuencia de la buena formulación local de (2).
Contenido
Introducción vii
1 Contexto teórico 1
1.1 Integración vectorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Funciones medibles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Funciones integrables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.3 Espacios Lp(I,X) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.4 Espacios W1,p (I,X) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Transformada de Fourier y espacios de Sobolev . . . . . . . . . . . . . . . . . 5
1.2.1 Distribuciones temperadas . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Espacios de Sobolev del tipo L2 (R) . . . . . . . . . . . . . . . . . . . . 8
1.3 Semigrupos de operadores lineales . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Teoría del problema de Korteweg-de Vries - Burger 13
2.1 El problema lineal asociado . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Ecuación integral asociada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Buena formulación local en Hs, s > 32 . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1 Existencia y unicidad . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
v
2.3.2 Dependencia continua de la solución . . . . . . . . . . . . . . . . . . . 32
2.4 El problema global en Hs, s ≥ 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.5 Comportamiento asintótico . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3 Teoría local del problema sin disipación 51
3.1 El problema lineal no disipativo . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Existencia y unicidad de la solución . . . . . . . . . . . . . . . . . . . . . . . . 54





as ondas constituyen un fenómeno observable fascinante que han dado lugar a numerosas
investigaciones teóricas y experimentales, en particular las ondas superciales en el agua
han promovido diversas formulaciones de modelos, tal vez uno de los más relevantes es el
modelo unidimensional descrito en 1895 por D. J. Korteweg y G. de Vries mediante la ecuación
∂tw + ∂
3
xw + w∂xw = 0
conocida como la ecuación de Korteweg - De Vries o simplemente KdV, y que modela la
propagación de ondas superciales.
En general (ver [5]), el problema de las ondas de agua para un líquido ideal consiste en
describir el movimiento de la supercie libre y, la evolución del campo de velocidad de una
capa perfecta de un uido incompresible e irrotacional bajo la inuencia de la gravedad. En
esta línea, con una aproximación continua, las ecuaciones que gobiernan este tipo de ondas
son la ecuaciones de Euler (1750) como se reere en [3].
Un tipo de ecuaciones derivadas de las ecuaciones de Euler y que modelan la propagación
sensiblemente bidimensional de ondas largas de gravedad y de pequeña amplitud, sobre la
supercie de un canal, son las ecuaciones de Boussinesq. Tales ecuaciones resultan ser las más
simples que capturan los efectos dispersivos y nolineales de la onda (ver [41]).
Un modelo de este tipo está dado por el sistema del PVI

∂tw + ∂xη + η∂xη + ∂
3
xη = 0
∂tη + ∂xw + ∂x (wη) + ∂
3
xw = 0
w (x, 0) = w0 (x) , η (x, 0) = η0 (x)
(1)
que forma parte de una variante de los sistemas de Boussinesq descritos por Bona, Chen y
Saut (ver [3]) para describir la propagación unidimensional en la supercie del agua de ondas
largas de gravedad, de pequeña amplitud en un canal de fondo plano. Aquí, las variables
adimensionales η y w representan respectivamente, la deección de la supercie libre del
líquido respecto a su posición de reposo y la velocidad horizontal del uido a una profundidad
de
√
2/3h, donde h es la profundidad del uido en reposo.
Dicho modelo resulta ser en realidad un sistema de ecuaciones diferenciales de Korteweg-
de Vries acopladas a través de los efectos dispersivos y los términos no lineales. El sistema
(1) queda desacoplado en la parte lineal diagonalizándolo por medio de un cambio de variable
adecuado, obteniéndose así un sistema equivalente. En efecto, tomando transformada de











ŵ(0) = ϕ̂, η̂(0) = ψ̂
que en su forma vectorial se puede escribir como sigue ∂t~̂u (ξ, t)− iξÂ (ξ) ~̂u (ξ, t) = 0~̂u (ξ, 0) = Φ̂ (ξ) .
donde ~̂u (ξ, t) =
 ŵ(ξ, t)
η̂(ξ, t)
, Â (ξ) =
 0 1 + ξ2
1 + ξ2 0




Teniendo en cuenta que los autovectores de la matriz Â (ξ) son v1 =
 1
1
 y v2 =
 1
−1
 , escogemos el cambio de variable ~̂u (ξ) = 2C~̂v (ξ), con C = [v1 v2] es decir
 ŵ(t) = 2γ̂1 (ξ) + 2γ̂2 (ξ)η̂(t) = 2γ̂1 (ξ)− 2γ̂2 (ξ)
viii
de donde w = 2γ1 + 2γ2 y η = 2γ1 − 2γ2.
Así, reemplazando este cambio de variable en (1), se obtiene






1 + ∂x (γ1γ2)− 12∂xγ
2
2 = 0
∂tγ2 − ∂xγ2 − ∂3xγ2 − 12∂xγ
2





γ1 (x, 0) =
1
4 [w0 (x) + η0 (x)] , γ2 (x, 0) =
1
4 [w0 (x)− η0 (x)]
(2)
luego, haciendo  γ1 (x, t) = u (x− t, t)γ2 (x, t) = v (x+ t, t)
entonces (2) se transforma en el sistema
∂tu+ ∂
3
xu+ ∂xG (u, v) = 0
∂tv − ∂3xv + ∂xG (v, u) = 0
u (0) = u0
v (0) = v0
(3)
donde G (u, v) =
3
2
u2 − uv − 1
2
v2.
El sistema (1) al ser derivado de las ecuaciones de Euler está referido a un uido incompre-
sible no viscoso, como se sabe Navier (1822) e, independientemente, G. Stokes (1845) fueron
quienes introdujeron en el modelo euleriano el término de viscosidad y llegaron a lo que hoy
denominamos ecuaciones de Navier-Stokes. En este caso, el modelo más simple que recoge el
efecto de la viscosidad es la ecuación de Burger que predice la formación de ondas de choque
producidas por la turbulencia y su ecuación es
ut + u∂xu− µ∂2xu = 0
En el sistema (3) la inuencia de la viscosidad µ en la evolución de la onda de agua
puede ser considerada adicionando los términos −µ∂2xu y −µ∂2xv, resultando el sistema tipo
Korteweg-de Vries - Burger (KdV - B)
∂tu+ ∂
3
xu+ ∂xG (u, v)− µ∂2xu = 0
∂tv − ∂3xv + ∂xG (v, u)− µ∂2xv = 0
u (x, 0) = u0, v (x, 0) = v0
(4)
ix
En su tesis doctoral W. Nunes [34] demostró que la ecuación de KdV-B es bien formulada
localmente en Hs (R) , s > 3/2, usando el teorema de contracción y estimados de energía.
Este resultado le sirvió para probar la existencia y la unicidad de la ecuación de KdV. Por
otro lado, E. Bisognin, V. Bisognin y G. Perla [1] demostraron que para un problema de
Cauchy asociado a un sistema de dos ecuaciones KdV-B con datos iniciales pequeños, existe
una solución global en Hs = Hs (R) × Hs (R), s ≥ 2, para lo cual probaron que la solución
local es acotada en intervalos nitos de tiempo. Además, mostraron que tal solución global
decae asintóticamente cuando en el tiempo crece sin límite.
El objetivo de este trabajo consiste en estudiar en Hs, la buena formulación de los prob-
lemas de valores iniciales asociados a los sistemas (1) y (4). Para tal caso se probará en
Hs,
1. para s > 32 : la buena formulación local del problema de valor inicial asociado al sistema
(4), es decir se probará la existencia, unicidad, persistencia (esto signica que la solución
(u (·) , v (·)) describe una curva continua en Hs siempre que (u0, v0) ∈ Hs) y dependencia
continua de la solución respecto al dato inicial.
2. La existencia de la solución global para el problema de valor inicial asociado al sistema
(4) cuando los datos iniciales pertenecen a Hs, s ≥ 2.
3. Estudiar la existencia, unicidad y dependencia continua de la solución del problema de
valor inicial asociado al sistema (1).
x
Notaciones
N Conjunto de enteros positivos.
R Conjunto de los números reales.
X, Y Espacios de Banach.
X ′ Dual topológico de X.
L (X,Y ) Espacio de operadores lineales acotados de X en Y.
X ↪→ Y Inclusión continua.
L (X) L (X,X)
Br [x] Bola de centro x y radio r.
C ([0, T ] : X) Espacio de funciones continuas de [0, T ] en X.
AC ([0, T ] : X) Espacio de funciones absolutamente continuas de I en X.
C1 ([0, T ] : X) Espacio de funciones continuamente diferenciables de [0, T ] en X.
Ck (R) Espacio de funciones continuas diferenciables de orden k en R.
Ck0 (R) Espacio de funciones de clase Ck con soporte compacto.
C∞ (Rn) Espacio de funciones continuas que se anulan en el innito.
C0(I,X) Espacio de funciones continuas con soporte compacto de I a X.
C∞0 (I,X) Espacio de funciones C
∞ con soporte compacto de I a X.
S (R) Espacio de Schwartz en R.
S′ (R) Espacio de las distribuciones temperadas en R.
Lp (R) Espacio de Lebesgue en R de orden p, 1 ≤ p ≤ ∞.
L∞ (R) Espacio de las funciones medibles escencialmente acotadas en R.
Lp = Lp (R)× Lp (R) Espacio producto de Lp (R) por Lp (R) .





Hs = Hs (R)×Hs (R) Espacio producto de Hs (R) por Hs (R) .
〈·, ·〉 Producto escalar para la dualidad X ′, X.
〈·, ·〉X Producto interno en X.
〈·, ·〉s Producto interno en Hs (R) .
〈·, ·〉Hs = 〈·, ·〉s + 〈·, ·〉s Producto interno en Hs.
‖·‖LP Norma en Lp (R)
‖·‖L∞ Norma en L∞ (R) .





s Norma en Hs.
D (A) Dominio del operador lineal A.
R (A) Rango del operador lineal A.













eiξxu (ξ) dξ Transformada inversa de Fourier.











2 Potencial de Riesz de orden −s.
c.e.t. Casi en todo.





n este capítulo se procura presentar los resultados más relevantes relacionados con los
fundamentos teóricos que sustentan el trabajo, muchos de los cuales pueden consultarse
por ejemplo en Cazenave - Haraux [11] o Cazenave [10] para el caso de integración vectorial.
Respecto a transformada de Fourier y espacios de Sobolev se ha considerado el libro de Folland
[16] y Linares [30]; y nalmente, en lo referente a la teoría de semigrupos ha sido de mucha
ayuda el material del profesor Montealegre [39] junto a Pazy [35] y Engel - Nagel [14]. En
cualquiera de los casos también se destaca la bibliografía que ahí ha sido citada.
1.1 Integración vectorial
En esta sección, I ⊆ R representa un intervalo y X un espacio de Banach equipado con la
norma ‖·‖X .
1.1.1 Funciones medibles
Denición 1 Una función u : I → X es fuertemente medible si existe J ⊂ I de medida
cero y una sucesión de funciones {un}n∈N en C0(I,X) tal que
lim
n→∞
un (t) = u (t) , para todo t ∈ I \ J.
1
De la denición se sigue que si u : I → X es medible, entonces ‖u‖X : I → R es también
medible. Además, si u : I → X es medible y si Y es un espacio de Banach tal que X ↪→ Y ,
entonces u : I → Y es medible.
Proposición 1.1 (Teorema de Pettis) Una función u : I → X es medible si y solamente
si, u es débilmente medible (es decir, para todo x′ ∈ X ′, la función t 7→ 〈x′, u (t)〉 es medible)
y existe J ⊂ I de medida cero tal que u(I \ J) es separable.
Demostración: Véase [11]. o
Corolario 1.2 Si u : I → X es una función débilmente continua, entonces u es fuertemente
medible.
Demostración: Véase [11]. o
1.1.2 Funciones integrables.
Denición 2 Una función medible u : I → X es integrable si existe una sucesión de fun-





‖un (t)− u (t)‖X dt = 0.
Proposición 1.3 Si u : I → X es integrable, entonces existe x(u) ∈ X tal que para toda











un (t) dt = x(u),
el límite anterior en la topología fuerte de X.
Demostración: Véase [11] o

















y como para las funciones con valores reales, cuando a < b se verica que∫ a
b




Proposición 1.4 (Teorema de Bochner) Sea u : I → X medible, entonces u es integrable









Demostración: Véase [11]. o
Este teorema permite, en general, aplicar los teoremas de convergencia usuales a ‖u(·)‖X .
Proposición 1.5 (Teorema de la convergencia dominada) Sean {un}n∈N una sucesión
de funciones integrables de I en X, v : I → R una función integrable y u : I → X. Si se
cumple que
(i) ‖un (t)‖X ≤ v (t), para casi todo t ∈ I y todo n ∈ N.
(ii) un (t)→ u (t) para casi todo t ∈ I.
Entonces, u es integrable y ∫
I





Demostración: Véase [32]. o
1.1.3 Espacios Lp(I,X)
Sea p ∈ [1,∞], se representa por Lp(I,X) al conjunto de (clases de) funciones medibles
u : I → X tales que la función t 7→ ‖u (t)‖X pertenece a Lp(I) = Lp(I,R). Además, si








si 1 ≤ p <∞,
inf {C : ‖u (t)‖X ≤ C c.e.t I} si p =∞.
3
Es importante señalar que muchas de las propiedades de los espacios Lp(I,X) son seme-
jantes a la de los espacios Lp(I), con esencialmente las mismas pruebas.
Proposición 1.6 El espacio Lp(I,X) con la norma ‖·‖Lp es un espacio de Banach si
p ∈ [1,∞].
Demostración: Véase [13]. o
Proposición 1.7 Sea p ∈ [1,∞] y sea {un}n∈N una sucesión acotada en Lp(I,X). Si existe
u : I → X tal que para casi todo t ∈ I, un (t) ⇀ u (t) en X; entonces, u ∈ Lp(I,X) y
‖u‖Lp(I,X) ≤ lim infn→∞ ‖un‖Lp .
Demostración: Véase [11]. o
Denición 3 Una función f denida sobre el intervalo [a, b] y tomando valores en el espacio
de Banach X es absolutamente continua en [a, b] si para todo ε > 0, existe δ > 0 tal que
n∑
i=1
‖f (bi)− f (ai)‖X < ε,
para cada familia de intervalos disjuntos dos a dos {]ai, bi[}i∈N de [a, b] para los cuales
n∑
i=1
|bi − ai| < δ
1.1.4 Espacios W1,p (I,X)
Si 1 ≤ p ≤ ∞, el espacio vectorial de funciones f ∈ Lp (I,X) tales que f ′ ∈ Lp (I,X) en el
sentido de C∞0 (I,X) se representa por W
1,p (I,X).
Proposición 1.8 Sean 1 ≤ p ≤ ∞ y f ∈ Lp (I,X) . Las siguientes propiedades son equiva-
lentes:
(i) f ∈W 1,p (I,X).
(ii) existe g ∈ Lp (I,X) tal que para casi todos t, t0 ∈ I se tiene





(iii) existen g ∈ Lp (I,X) , x0 ∈ X, t0 ∈ I tales que




para casi todo t ∈ I.
(iv) f es absolutamente continua, derivable c.e.t. I, y f ′ ∈ Lp (I,X) c.e.t. p
(v) f es débilmente absolutamente continua, débilmente derivable casi en todas partes, y f ′
(en el sentido casi en todas partes) está en Lp (I,X) .
Demostración: Véase [11]. o
Proposición 1.9 Supongamos que X sea reexivo y que f ∈ Lp (I,X), 1 ≤ p ≤ ∞. Luego,
f ∈W 1,p (I,X) si y solamente si existe ϕ ∈ Lp (I,R) tal que




∣∣∣∣ , para casi todos los t, τ ∈ I.
En ese caso, tenemos ‖f ′‖Lp(I,X) ≤ ‖ϕ‖Lp(I,R) .
Demostración: Véase [11]. o
1.2 Transformada de Fourier y espacios de Sobolev




e−2πi〈x,ξ〉u(x)dx ∀x ∈ Rn,
donde 〈x, ξ〉 = x1ξ1 + x2ξ2 + . . .+ xnξn.
Proposición 1.10 El operador
·̂ : L1 (Rn)→ C∞ (Rn)
es una transformación lineal acotada con
‖û‖L∞ ≤ ‖u‖L1 .
5
Demostración: Véase [16]. o
Antes de enunciar la siguiente proposición necesitamos establecer algunas notaciones.
Un vector α = (α1, α2, . . . , αn) ∈ Nn es llamado multi-índice de orden
|α| = α1 + α2 + · · ·+ αn.
Además, si x = (x1, x2, . . . , xn) escribimos
xα = xα11 x
α2
2 · · ·x
αn
n









Proposición 1.11 Las siguientes armaciones son válidas.
(i) Si u, v ∈ L1 (Rn) y
u ∗ v (x) =
∫
Rn
u (x− y) v (y) dy, ∀x ∈ Rn
es la convolución de u y v, entonces
û ∗ v (ξ) = û (ξ) v̂ (ξ) .
(ii) Para cada u ∈ L1 (Rn) y todo multi-índice α tenemos
D̂αu (ξ) = (2πiξ)α û (ξ) ,
es decir,
D̂αu (ξ) = (iξ1)
α1 · · · (iξn)αn û (ξ) .
Demostración: Véase [16]. o
Proposición 1.12 (Teorema de Plancherel) Si u ∈ L1 (Rn) ∩ L2 (Rn), entonces se tiene
que û ∈ L2 (Rn) y
‖û‖L2 = ‖u‖L2 . (1.1)
6
Demostración: Véase [30]. o
La proposición establece que el operador
·̂ : L1 (Rn) ∩ L2 (Rn)→ L2 (Rn) (1.2)
denido sobre el subespacio denso L1 (Rn)∩L2 (Rn) de L2 (Rn) es lineal acotado. Por tanto,
·̂ se extiente por continuidad a un único operador acotado
F : L2 (Rn)→ L2 (Rn)
que verica (1.1). Para mayores detalles puede consultarse [16] ó [30]. o
Proposición 1.13 La transformada de Fourier
F : L2 (Rn)→ L2 (Rn)
es un operador lineal unitario, es decir es una isometría sobreyectiva.
Demostración: Véase [20]. o
1.2.1 Distribuciones temperadas








Denición 5 La sucesión de funciones {fk}k≥1 en S (Rn) converge a f ∈ S (Rn) si
‖fm − f‖α,β
m→∞−→ 0
para todo (α, β) ∈ Nn × Nn.
Denición 6 El conjunto de las distribuciones temperadas, representado por S ′ (Rn), es
el dual topológico de S (Rn) con la topología denida por ‖·‖α,β.
7
Denición 7 Si u ∈ S ′ (Rn), la transformada de Fourier de u, representada por û es denida
por
〈û, ϕ〉 = 〈u, ϕ̂〉
para todo ϕ ∈ S (Rn).
1.2.2 Espacios de Sobolev del tipo L2 (R)




u ∈ S ′ (Rn) : Ĵsu ∈ L2 (Rn)
}
,











Proposición 1.14 Las siguientes armaciones son válidas.
(i) Si 0 ≤ s ≤ t, entonces Ht (Rn) ↪→ Hs (Rn) densamente.
(ii) Hs (Rn) es un espacio de Hilbert separable con el producto interno denido por
〈u, v〉s = 〈J
su, Jsv〉L2 .
(iii) Para todo s ∈ R, el espacio S (Rn) es denso en Hs (Rn).






Demostración: Véase [18]. o
El último resultado de la proposición 1.14 será referido como interpolación del espacio Hs
entre los espacios Hr y Ht.
Proposición 1.15 Para todo α ∈ Nn y para todo s ∈ R, el operador
Dα : Hs (Rn)→ Hs−|α| (Rn)
es un operador lineal acotado, y ‖Dαu‖Hs−|α| ≤ ‖u‖Hs.
8
Demostración: Véase [37]. o
Proposición 1.16 (Teorema de inmersión de Sobolev) Sea Ck∞ (Rn) el espacio de fun-
ciones con k derivadas continuas que se anulan en el innito. Si s > n2 + k, entonces
Hs (Rn) ↪→ Ck∞ (Rn). En particular, si u ∈ Hs (Rn) se tiene
‖u‖L∞ ≤ cs ‖u‖s .
Demostración: Véase [18], [30]. o
Proposición 1.17 Si s > n2 , entonces H
s (Rn) es un álgebra conmutativa respecto a la mul-
tiplicación de funciones; es decir, uv ∈ Hs (Rn) si u, v ∈ Hs (Rn) y
‖uv‖s ≤ cs ‖u‖s ‖v‖s .
Además, si {un}n∈N y {vn}n∈N son sucesiones débilmente convergentes a u y v en Hs (Rn)
respectivamente, entonces w − lim
n→+∞
unvn = uv.
Demostración: Véase [30]. o
Proposición 1.18 Si u, v ∈ S(Rn), s > 1 + n2 y t ≥ 1; entonces, existe C = C (s, t, n) > 0
tal que





+ ‖5f‖t−1 ‖u‖s ‖u‖t
]
, (1.4)
donde |α| = 1.
Demostración: Véase [20], [24]. o
Proposición 1.19 Si u, v ∈ S(Rn), s > 0 y 1 < p <∞ y, entonces















La desigualdad (1.5) también se cumple si p1 = p4 =∞ y p2 = p3 = p como se demuestra
en [26, lemma X1].
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Proposición 1.20 Si s > 1, r > 1/2, u, v ∈ S(Rn); entonces, existe C = C (s, r, n) > 0 tal
que
‖[Ds, u] v‖L2 ≤ C
(
‖u‖s ‖v‖r + ‖u‖r+1 ‖v‖s−1
)
(1.6)
Demostración: Véase [38]. o
Proposición 1.21 Sea u ∈ S(Rn) y v ∈ Ht(Rn), para cualquier r y t con t > |r| + n/2;
entonces, existe C = C (r, t, n) tal que
‖uv‖r ≤ C ‖u‖t ‖v‖r .
Demostración: Véase [37]. o
1.3 Semigrupos de operadores lineales
Los resultados que en esta sección se presentan pueden vistos junto a sus demostraciones en
[14], [35] y [39].
Denición 9 Un semigrupo fuertemente continuo de operadores lineales acotados
sobre un espacio de Banach X es una familia {W (t)}t≥0 tal que
1. Para todo t ≥ 0 : W (t) ∈ L (X),
2. W (0) = I el operador identidad sobre X,
3. Para cada t, s ≥ 0 : W (s+ t) = W (s)W (t), y
4. Es fuertemente continuo en el siguiente sentido: Para cada x ∈ X la aplicación
t ∈ [0,+∞〉 7→W (t)x
es continua.
La última propiedad signica que lim
t→t0
W (t)x = W (t0)x y también puede enunciarse
diciendo que la aplicación
t ∈ [0,+∞〉 7→W (t)
es continua de [0,+∞〉 en el espacio L (X) dotado de la topología fuerte.
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Proposición 1.22 Si {W (t)}t≥0 es un semigrupo sobre X, entonces existen contantes ω ≥ 0
y C ≥ 1 tales que
‖W (t)‖L(X) ≤ Ce
ωt, ∀t ≥ 0.
Si en la proposición anterior (proposición 1.22) ω = 0 y C = 1, el semigrupo {W (t)}t≥0
es llamado semigrupo de contracciones.
Denición 10 El generador del semigrupo {W (t)}t≥0 sobre X es el operador
A : D (A) ⊆ X → X denido por
D (A) =
{












Proposición 1.23 Si A es el generador del semigrupo {W (t)}t≥0 en X, entonces para todo
x ∈ D (A) se tiene que W (t)x ∈ D (A) para todo t ≥ 0, y
d
dt
W (t)x = AW (t)x = W (t)Ax. (1.7)
Proposición 1.24 Si X un espacio de Banach y A : D (A) ⊆ X → X es el generador del
semigrupo {W (t)}t≥0 sobre X; entonces, para todo ϕ ∈ D (A), el problema de valor inicial
du
dt
(t) = Au (t) , t ≥ 0
u (0) = ϕ ∈ D (A) ,
(1.8)
tiene solución única
u ∈ C ([0,+∞[ : D (A)) ∩ C1 ([0,+∞[ : X)
dada por
u (t) = W (t)ϕ.
Denición 11 Un operador L en el espacio de Banach X se denomina disipativo si
∀λ > 0, ∀u ∈ D (L) : ‖u− λLu‖X ≥ ‖u‖X .
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Proposición 1.25 Un operador L es disipativo en un espacio de Hilbert H si y sólo si,
〈Lu, u〉H ≤ 0, ∀u ∈ H.
Denición 12 Un operador L en el espacio de Banach X se denomina m-disipativo si
(i) L es disipativo, y
(ii) ∀λ > 0, ∀x ∈ X, ∃u ∈ D (L) : u− λLu = x.
Proposición 1.26 Sea L un operador lineal en el espacio de Hilbert H, entonces
(i) Si L es autoadjunto y negativo, es decir 〈Lu, u〉H ≤ 0 para todo u ∈ D (L); entonces, L
es m-disipativo.
(ii) Si D (L) es denso en H, entonces
L y − L son m-disipativos, si y sólo si L es antiadjunto.
Proposición 1.27 (Lumer - Phillips) El operador L : D (L) ⊆ Hs (R) → Hs (R) es
generador de un semigrupo de contracciones sobre Hs (R) si y sólo si, L es m-disipativo y
D (L) es denso en Hs (R) .
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Capítulo 2
Teoría del problema de
Korteweg-de Vries - Burger
E
n este capítulo abordaremos dos de los objetivos de este trabajo: Buena formulación
local del problema de valor inicial (4) en Hs si s >
3
2
, y existencia de solución global
para s ≥ 2. Además, para ponerle un poco de valor agregado al asunto, aprovechando algunos
resultados en el caso global mostraremos que la solución decae asintóticamente en el tiempo.
Sin duda, como se podrá apreciar en el camino, nuestra carta principal o en algunos casos
el as bajo la manga lo constituye el teorema 2.4 al que en algunos casos nos referiremos como
propiedad regularizante.
Vale precisar que el problema (4) cuya formulación está dada por
∂tu+ ∂
3
xu+ ∂xG (u, v)− µ∂2xu = 0 x ∈ R, t > 0
∂tv − ∂3xv + ∂xG (v, u)− µ∂2xv = 0
u (x, 0) = v0 (x)
v (x, 0) = v0 (x)
donde G (u, v) =
3
2
u2 − uv − v
2
2
, puede escribirse en forma vectoarial como sigue
 ∂t~u+Aµ~u+ ~G (~u) = 0~u (0) = ~u0, (2.1)
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donde ~u0 = (v0, v0), ~u = (u, v), Aµ~u =
(
∂3xu− µ∂2xu,−∂3xv − µ∂2xv
)
y
~G (~u) = (∂xG (u, v) , ∂xG (u, v)) (2.2)
Los principales resultados que sustentan la buena formulación local de (4) son los teoremas
2.7, 2.9 y 2.13. En el teorema 2.7, valiéndonos del teorema del punto jo de Banach, se
resuelve el problema de la existencia de solución de la ecuación integral (2.11) asociada a 2.1
y mediante un argumento usado por Kato y Fujita [25] se logra probar la unicidad de dicha
solución. El teorema 2.9 lo que hace es refrendar la sospecha de que la solución de la ecuación
integral es también solución del problema (4) y además, consolida la unicidad de tal solución.
El primer objetivo del trabajo se alcanza con el teorema 2.13 al establecerse que la solución
del problema (4) depende continuamente del dato inicial, cuando éste es tomado en Hs con
s > 32 . El segundo objetivo se concreta con el teorema 2.18; y, nalmente el comportamiento
asintótico de la solución global se muestra con el teorema 2.20.
2.1 El problema lineal asociado
El primer paso para probar la buena formulación de un problema de valor inicial es estudiar
el problema lineal. En este sentido, la teoría de semigrupos nos provee de un resultado
fundamental (ver proposición 1.24) que nos conduce a probar el teorema 2.4 y que como
veremos nos da información sobre la regularidad de la solución.
Como es evidente, el problema de valor inicial lineal
∂tu+ ∂
3
xu− µ∂2xu = 0 x ∈ R, t > 0
∂tv − ∂3xv − µ∂2xv = 0
u (x, 0) = u0 (x) , v (x, 0) = v0 (x)
(2.3)





 ∂3x − µ∂2x 0
0 −∂3x − µ∂2x





Denimos ahora el operador Aµ como sigue
D (Aµ) = Hs+3, s ≥ 0
Aµ~u =
(
∂3xu− µ∂2xu,−∂3xv − µ∂2xv
)
, ~u = (u, v) ∈ Hs+3.
Empezamos mostrando que −Aµ es disipativo maximal (proposiciones 2.1 y 2.2), pues
junto al hecho que Hs+3 ↪→ Hs (proposición 1.14) se logra establecer que −Aµ genera un
semigrupo de contracciones ( proposición 1.27, Lumer-Phillips).
Proposición 2.1 El operador −Aµ es disipativo en Hs, s ≥ 0.
Demostración: Veamos primero que −Aµ~u ∈ Hs. En efecto, si ~u = (u, v) ∈ Hs+3;
entonces, por denición de −Aµ, la desigualdad triangular,
∥∥∂kxu∥∥s ≤ ‖u‖s+k (proposición
1.15) y ‖u‖s ≤ ‖u‖s+1 en Hs, se tiene
‖−Aµ~u‖2Hs =
∥∥(∂3xu− µ∂2xu,−∂3xv − µ∂2xv)∥∥2Hs
=
∥∥∂3xu− µ∂2xu∥∥2s + ∥∥−∂3xv − µ∂2xv∥∥2s
=
∥∥∂3xu∥∥2s + µ2 ∥∥∂2xu∥∥2s + ∥∥∂3xv∥∥2s + µ2 ∥∥∂2xv∥∥2s
≤ ‖u‖2s+3 + µ




≤ ‖u‖2s+3 + µ

















por tanto, −Aµ~u ∈ Hs.
Ahora demostraremos que −Aµ es negativo, es decir, 〈−Aµ~u, ~u〉Hs ≤ 0. Por la denición




























= −µ ‖∂x~u‖2s ≤ 0
Luego, por la proposición 1.25, −Aµ es disipativo en Hs. o
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Proposición 2.2 El operador −Aµ es disipativo maximal en Hs, s ≥ 0.
Demostración: De la proposición 2.1 se tiene que −Aµ es disipativo, resta probar que el
operador I + Aµ : Hs+3 ⊂ Hs → Hs es sobreyectivo; es decir, para cada ~v ∈ Hs mostraremos
que existe ~u ∈ Hs+3 tal que (I +Aµ) ~u = ~v.












o lo que es equivalente  u1 + ∂3xu1 − µ∂2xu1 = v1u2 − ∂3xu2 − µ∂2xu2 = v2 .
Tomando transformada de Fourier respecto de la variable espacial se obtiene û1 (ξ)− iξ3û1 (ξ) + µξ2û1 (ξ) = v̂1 (ξ)û2 (ξ) + iξ3û2 (ξ) + µξ2û2 (ξ) = v̂2 (ξ) ,
de donde ~u resulta denido por las igualdades
û1 (ξ) =
v̂1 (ξ)




1 + µξ2 + iξ3
.





























(1 + µξ2)2 + ξ6
dξ;







































= C ‖~v‖2Hs < +∞
lo que prueba ~u ∈ Hs+3. o
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Lema 2.3 Para todo µ > 0, t ≥ 0 y r ≥ 0, se cumple
ξ2re−2ξ
2µt ≤ 2−rrre−r (µt)−r . (2.5)
Demostración: Véase [31]. o
El siguiente resultado nos hace concluir satisfactoriamente esta sección, pues no solamente
establece la existencia y unicidad de solución de 2.3, sino que además revela que dicha solución
es más regular que el dato inicial.
Teorema 2.4 Si µ > 0, el operador −Aµ es el generador de un semigrupo de contracciones
{Wµ (t)}t≥0 en H
s, s ≥ 0, tal que




donde E±µ (t) son los multiplicadores de Fourier denidos por
̂E±µ (t) ~u0 (ξ) = eλ
±
µ (ξ)t~̂u0 (ξ) con λ
±
µ (ξ) = −µξ2 ± iξ3, (2.7)
y para cada t ≥ 0 se tiene que Wµ (t) ∈ L (Hs,Hs+r) con






para todo r ≥ 0 y ~u0 ∈ Hs. Además, cualquiera sea ~u0 ∈ Hs la función
Wµ (·) ~u0 : R+0 → H
s
es la única solución del problema de valor inicial (2.4) en





Demostración: La primera armación es consecuencia de las proposiciones 1.14, 1.27
(de Lumer-Phillips) y 2.2. Para obtener (2.6) y (2.7) es suciente tomar la transformada
de Fourier en la variable espacial y resolver el sistema de ecuaciones diferenciales ordinarias
resultante. La última armación está amparada por la proposición 1.24.
A continuación será probada la desigualdad (2.8). En efecto,
‖Wµ (t) ~u0‖2Hs+r =










































































|v̂0 (ξ)|2 + |v̂0 (ξ)|2
)
dξ
= c (I1 + I2) . (2.9)











































= 2−rrre−r (µt)−r ‖~u0‖2Hs
Así, en (2.9) tenemos
‖Wµ (t) ~u0‖2Hs+r ≤ C sup
ξ∈R
e−2µξ























como se quería demostrar. o
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2.2 Ecuación integral asociada
En la sección anterior, el teorema 2.4 resolvió con éxito el problema lineal asociado con (4).
A partir de aquí quedaremos de cara al problema no lineal y empezaremos estableciendo su
ecuación integral asociada. Para esto, asumamos que ~u = (u, v) es solución de (4) y denamos
Υ (τ) = Wµ (t− τ) ~u (τ) ,
donde {Wµ (t)}t≥0 es el semigrupo generado por −Aµ del teorema 2.4.
Derivando el segundo miembro respecto de τ se obtiene
d
dτ
Υ (τ) = Wµ (t− τ)Aµ~u (τ) +Wµ (t− τ) ∂τ~u (τ)
= Wµ (t− τ)Aµ~u (τ)−Wµ (t− τ)
[
Aµ~u (τ) + ~G (~u (τ))
]
= −Wµ (t− τ) ~G (~u (τ)) , (2.10)
luego, integrando desde 0 hasta t, se tenemos
Υ (t)−Υ (0) = −
∫ t
0
Wµ (t− τ) ~G (~u (τ)) dτ,
asimismo, como Υ (0) = Wµ (t) ~u0 y Υ (t) = ~u (t) , entonces queda claro que ~u es solución de
la ecuación integral
~u (t) = Wµ (t) ~u0 −
∫ t
0
Wµ (t− τ) ~G (~u (τ)) dτ . (2.11)
Por lo tanto, toda solución de (4) es solución de (2.11).
En este punto, la pregunta natural que surge es si recíprocamente, toda solución de (2.11)
es solución de (4). Antes de aventurarnos a resolver esta interrogante, primero nos ase-
guraremos que la solución de (2.11) exista y sea única; de ese modo, si la respuesta fuese
armativa, estaríamos frente a la solución de (4). Para tal n, prepararemos un verdadero
andamiaje que en complicidad del teorema del punto jo de Banach nos conducirá al resultado
esperado.
Partimos deniendo, para ~u0 ∈ Hs con s >
3
2
, ~u0 6= 0 y T ≥ 0, el conjunto
Es (T ) =
{
~u ∈ C ([0, T ] ,Hs) : ‖~u (t)−Wµ (t) ~u0‖Hs ≤ ‖~u0‖Hs , 0 < t ≤ T
}
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y lo dotamos de la métrica
d (~u,~v) = sup
0≤t≤T
‖~u (t)− ~v (t)‖Hs , para ~u,~v ∈ Es (T ) .
con lo que (Es (T ) , d) resulta siendo un espacio métrico completo.
Ahora, para ~u0 ∈ Hs jo y µ > 0, denamos la aplicación
Θ : Es (T )→ Es (T ) (2.12)
por
Θ~u (t) = Wµ (t) ~u0 −
∫ t
0
Wµ (t− τ) ~G (~u (τ)) dτ , t ∈ [0, T ] ,
cualquiera sea ~u ∈ Es (T ). Para ver que la aplicación Θ está bien denida, notemos que
i. Si ~u0 ∈ Hs, entonces Wµ (t) ~u0 ∈ Hs, a consecuencia del teorema 2.4.
ii. Si ~u = (u, v) ∈ Hs, resulta que ~G (~u (τ)) ∈ Hs−1; pues G (u, v) y G (v, u) habitan
en Hs (R) en razón de que Hs (R) es un álgebra de Banach para s > 1/2. Además,
sustituyendo s por s − 1 y haciendo r = 1 en el teorema 2.4, conducen a mostrar que




; así Wµ (t− τ) ~G (~u (τ)) ∈ Hs y de ahí que∫ t
0
Wµ (t− τ) ~G (~u (τ)) dτ ∈ Hs.
Por lo tanto, Θ~u (t) ∈ Hs cualquiera sea t ∈ [0, T ].
Proposición 2.5 Sea µ > 0 y ~u0 ∈ Hs, s >
3
2
. Para cualquier T > 0, si ~u ∈ Es (T ) se
cumple que Θ~u ∈ C ([0, T ] ,Hs).
Demostración: Elijamos t0 ∈ ]0, T ] tal que t < t0, luego
I = ‖Θ~u (t)−Θ~u (t0)‖Hs




Wµ (t− τ) ~G (~u (τ)) dτ −
∫ t0
0
Wµ (t0 − τ) ~G (~u (τ)) dτ
∥∥∥∥
Hs
≤ ‖Wµ (t) ~u0 −Wµ (t0) ~u0‖Hs +
∥∥∥∥∫ t
0










≤ ‖Wµ (t) ~u0 −Wµ (t0) ~u0‖Hs +
∫ t
0






∥∥∥Wµ (t0 − τ) ~G (~u (τ))∥∥∥
Hs
dτ
= ‖Wµ (t) ~u0 −Wµ (t0) ~u0‖Hs +
∫ t
0






∥∥∥Wµ (t0 − τ) ~G (~u (τ))∥∥∥
Hs
dτ








I = ‖Θ~u (t)−Θ~u (t0)‖Hs
≤ ‖Wµ (t) ~u0 −Wµ (t0) ~u0‖Hs +
∫ t
0
∥∥∥[Wµ (t− τ)−Wµ (t0 − τ)] ~G (~u (τ))∥∥∥
Hs
dτ
+ |t− t0| sup
τ∈[0,t0]
∥∥∥Wµ (t0 − τ) ~G (~u (τ))∥∥∥
Hs
. (2.13)
El primer sumando del segundo miembro de (2.13) converge a cero cuando t → t−0 por
la continuidad de la aplicación Wµ (·) ~u0 : R+0 → Hs demostrada en el teorema 2.4. Por la
misma razón y por el teorema de la convergencia dominada de Lebesgue, igual suerte corre
el segundo sumando. El último sumando, con mejor fortuna, converge trivialmente a cero
cuando t→ t−0 . Queda así demostrada la continuidad por la izquierda de t0. La continuidad
a la derecha de t0 se sigue de manera análoga, de ahí la continuidad en t0. o
Proposición 2.6 Si µ > 0 y ~u0 ∈ Hs, s >
3
2
, existe Tµ = Tµ (‖~u0‖Hs , s, µ) ∈ [0, T ] tal que la
aplicación Θ : Es (Tµ)→ Es (Tµ) es una contracción.
Demostración: Primero veamos que existe T1 = T1 (‖~u0‖Hs , s, µ) ∈ [0, T ] tal que Θ
denida sobre Es (T1) tiene rango R (Θ) contenido en Es (T1).
Sean T > 0 y ~u ∈ Es (T ), entonces para 0 ≤ t ≤ T y sustituyendo s por s− 1 y haciendo
r = 1 en el teorema 2.4 tenemos
‖Θ~u (t)−Wµ (t) ~u0‖Hs =
∥∥∥∥∫ t
0




















La bondad de que Hs (R) sea un álgebra de Banach para s > 1/2 es que ‖uv‖s ≤ Cs ‖u‖s ‖v‖s.





















































= 16Cs ‖~u‖2s .
luego ∥∥∥~G (~u (τ))∥∥∥
Hs−1
≤ Cs ‖~u (τ)‖2Hs ; (2.15)
pero, como {Wµ (t)}t≥0 es un semigrupo de contracciones (teorema 2.4) y ~u ∈ Es (T ), se tiene
‖~u (τ)‖Hs ≤ ‖~u (τ)−Wµ (t) ~u0‖Hs + ‖Wµ (τ) ~u0‖Hs
≤ ‖~u0‖Hs + ‖~u0‖Hs = 2 ‖~u0‖Hs . (2.16)
así, de (2.16) y (2.15) se deduce que∥∥∥~G (~u (τ))∥∥∥
Hs−1
≤ Cs ‖~u0‖2Hs . (2.17)
Usando la desigualdad (2.17) en (2.14) y haciendo el cambio de variable r = 2µ (t− µ)
conseguimos









































































dτ ≤ 1 siempre que 0 < t < T1
Así en la desigualdad (2.18), para 0 < t < T1 tenemos
‖Θ~u (t)−Wµ (t) ~u0‖Hs ≤ ‖~u0‖Hs .
es decir, Θ~u (t) ∈ Es (T1). Por tanto, existe T1 = T1 (‖~u0‖Hs , s, µ) ∈ [0, T ] tal que R (Θ) está
contenido en Es (T1).
Nuestro responsabilidad es ahora demostrar que existe Tµ = Tµ (‖~u0‖Hs , s, µ) ∈ [0, T1]
tal que Θ : Es (Tµ) → Es (Tµ) es una contracción. En efecto, si ~u (·) = (u1 (·) , v1 (·)) , ~v =
(u2 (·) , v2 (·)) ∈ Es (T1), entonces
‖Θ~u (t)−Θ~v (t)‖Hs ≤
∫ t
0
∥∥∥Wµ (t− τ) [~G (~u (τ))− ~G (~v (τ))]∥∥∥
Hs
dτ .
Reemplazando s por s− 1 y haciendo r = 1 en el teorema 2.4 se tiene













∥∥∥~G (~u (τ))− ~G (~v (τ))∥∥∥
Hs−1
= ‖(∂xG (u1, v1) , ∂xG (v1, u1))− (∂xG (u2, v2) , ∂xG (v2, u2))‖Hs−1
= ‖(∂xG (u1, v1)− ∂xG (u2, v2) , ∂xG (v1, u1)− ∂xG (v2, u2))‖Hs−1
= ‖(∂x [G (u1, v1)−G (u2, v2)] , ∂x [G (v1, u1)−G (v2, u2)])‖Hs−1
≤ C ‖(∂x [G (u1, v1)−G (u2, v2)])‖s−1 + C ‖∂x [G (v1, u1)−G (v2, u2)]‖s−1
≤ Cs ‖G (u1, v1)−G (u2, v2)‖s + Cs ‖G (v1, u1)−G (v2, u2)‖s , (2.19)
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pero




[(3u1 + 3u2 − v1 − v2) (u1 − u2)− (u1 + u2 + v1 + v2) (v1 − v2)]
y




[(3v1 + 3v2 − u1 − u2) (v1 − v2)− (u1 + u2 + v1 + v2) (u1 − u2)]
luego




‖[(3u1 + 3u2 − v1 − v2) (u1 − u2)− (u1 + u2 + v1 + v2) (v1 − v2)]‖s
≤ 1
2
Cs (3 ‖u1‖s + 3 ‖u2‖s + ‖v1‖s + ‖v2‖s) ‖u1 − u2‖s +
1
2
Cs (‖u1‖s + ‖u2‖s + ‖v1‖s + ‖v2‖s) ‖v1 − v2‖s
≤ Cs (3 ‖~u‖Hs + ‖~v‖Hs) ‖~u− ~v‖Hs + Cs (‖~u‖Hs + ‖~v‖Hs) ‖~u− ~v‖Hs
= 4Cs (‖~u‖Hs + ‖~v‖Hs) ‖~u− ~v‖Hs (2.20)
Análogamente
‖E2‖s = ‖G (v1, u1)−G (v2, u2)‖s ≤ 4Cs (‖~u‖Hs + ‖~v‖Hs) ‖~u− ~v‖Hs (2.21)
luego, dado que ~u, ~v ∈ Es (T1), por la desigualdad (2.16) se tiene en (2.19)
∥∥∥~G (~u (τ))− ~G (~v (τ))∥∥∥
Hs−1
≤ 8Cs ‖~u0‖Hs ‖~u (τ)− ~v (τ)‖Hs
≤ 8Cs ‖~u0‖Hs sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖Hs
= 8Cs ‖~u0‖Hs d (~u,~v) (2.22)
así



















Tomando el supremo en [0, T1] obtenemos
d (Θ~u,Θ~v) = sup
0≤t≤T1





















dτ → 0 cuando T1 → 0+,
se sigue la existencia de Tµ = Tµ (‖~u0‖Hs , s, µ) ∈ ]0, T1] tal que











Así, se concluye que
d (Θ~u,Θ~v) ≤ λd (~u,~v) con 0 < λ < 1,
es decir, Θ es una contracción. o
Teorema 2.7 Si µ > 0 y ~u0 ∈ Hs, s >
3
2
, entonces existen Tµ = Tµ (‖~u0‖Hs , s, µ) > 0 y una
única función
~uµ ∈ C ([0, Tµ] ,Hs)
que es solución de la ecuación integral (2.11).
Demostración: Las hipótesis del teorema del punto jo de Banach se cumplen gracias
a la proposición 2.6, por lo tanto, existe una única ~uµ ∈ Es (Tµ) ⊂ C ([0, Tµ] ,Hs) tal que
Θ~uµ = ~uµ, es decir
Θ~uµ (t) = Wµ (t) ~u0 −
∫ t
0
Wµ (t− τ) ~G (~uµ (τ)) dτ = ~uµ (t)
para todo t ∈ [0, Tµ].
El teorema queda probado si demostramos que ~uµ es única en C ([0, Tµ] ,Hs), para lo cual
usaremos un argumento clásico debido a T. Kato y H. Fujita [25]. En efecto, sean ~u y ~v dos
soluciones en C ([0, Tµ] ,Hs) de la ecuación integral (2.11), para t ∈ [0, Tµ] se tiene
‖~u (t)− ~v (t)‖Hs ≤
∫ t
0
∥∥∥Wµ (t− τ) [~G (~u (τ)) − ~G (~v (τ)) ]∥∥∥
Hs
dτ
Sustituyendo s por s− 1 y haciendo r = 1 en el teorema 2.4, además teniendo en cuenta
(2.19), (2.20), (2.21) tenemos





























‖~u (τ)− ~v (τ)‖Hs
≤ κ (t) sup
τ∈[0,t]
‖~u (τ)− ~v (τ)‖Hs ,

















Como κ es continua y creciente en [0,+∞[, κ (0) = 0 y lim
t→+∞
κ (t) = +∞, por el teorema
del valor intermedio, existe T ∗ > 0 tal que κ (T ∗) =
1
2
. Sea T1 = min {Tµ, T ∗}, entonces
κ (t) ≤ κ (T1) ≤ k (T ∗) y para t ∈ [0, T1] tenemos










‖~u (τ)− ~v (τ)‖Hs ,
y tomando el supremo sobre [0, T1], obtenemos
sup
t∈[0,T1]





‖~u (τ)− ~v (τ)‖Hs ,
por tanto, sup
t∈[0,T1]
‖~u (t)− ~v (t)‖Hs ≤ 0 y así ~u = ~v en [0, T1].
Si T1 = Tµ obtenemos la unicidad, pero si T1 = T
∗ deniendo T2 = min {Tµ, 2T ∗} se sigue
que T1 < T2 y para t ∈ [0, T2] se tiene






















µ (T2 − T1) +
√




‖~u (τ)− ~v (τ)‖Hs
(2.23)
Como T2 ≤ 2T ∗ y µ > 0, tenemos que
µ (T2 − T1) ≤ µ (2T ∗ − T1) = µT ∗,
así de (2.23) resulta que









‖~u (τ)− ~v (τ)‖Hs
26
= κ (T ∗) sup
τ∈[0,T2]






‖~u (τ)− ~v (τ)‖Hs
Tomando el supremo en [0, T2] se obtiene
sup
τ∈[0,T2]





‖~u (τ)− ~v (τ)‖Hs
de donde obtenemos que ~u = ~v en [0, T2]. Si T2 = Tµ obtenemos la unicidad, en caso contrario
repetimos el proceso para T3 = min {Tµ, 3T ∗}. Finalmente como el intervalo [0, Tµ] es acotado,
existe n ∈ N tal que Tµ ≤ nT ∗, de ahí que ~u = ~v en [0, Tµ]. o
Como consecuencia de la propiedad regularizante del semigrupo {Wµ (t)}t≥0 mostrada en
el teorema 2.4, demostraremos ahora que la solución de la ecuación integral (2.11), obtenida
en el teorema 2.7, es más regular que el dato inicial; es decir, si ~u0 ∈ Hs con s > 32 , entonces
~uµ : ]0, Tµ]→ Hs+r es continua para todo r ≥ 0.






para todo r ≥ 0.
Demostración:. Sea t ∈ ]0, Tµ] y consideremos la ecuación integral
~uµ (t) = Wµ (t) ~u0 −
∫ t
0
Wµ (t− τ) ~G (~uµ (τ)) dτ ≡Wµ (t) ~u0 + ~M (t) . (2.24)
Del teorema 2.4 se deduce la continuidad de la aplicación t ∈ [0,+∞[ 7→ Wµ (t) ~u0 ∈ H s+r
para todo r ≥ 0, es decir, Wµ (·) ~u0 ∈ C (]0, Tµ] ,Hs+r).





∥∥∥Wµ (t− τ) ~G (~uµ (τ))∥∥∥
Hs+r
dτ . (2.25)
Sustituyendo en (2.8) s por s− 1 y r por r + 1 tenemos,∥∥∥Wµ (t− τ) ~G (~uµ (τ))∥∥∥
Hs+r
=









]r+1 ∥∥∥~G (~uµ (τ))∥∥∥
Hs−1
,
y de (2.15) se tiene que ∥∥∥~G (~uµ (τ))∥∥∥
Hs−1
≤ Cs ‖~uµ (τ)‖2Hs , (2.26)






















































dτ es convergente, en consecuen-
cia ~M (t) ∈ Hs+r para cualquier r ∈ [0, 1[.
Ahora mostremos queG ∈ C (]0, Tµ] ,Hs+r) siempre que r ∈ [0, 1[. En efecto, consideremos





































Sustituyendo s− 1 por s y r + 1 por r en (2.8) y usando (2.26) tenemos,∫ t+h
t


















2µ (t+ h− τ)























2µ (t+ h− τ)
)r+1
dτ .
Entonces, cambiando la variable, resulta∫ t+h
t






























∥∥∥Wµ (t+ h− τ) ~G (~uµ (τ))∥∥∥
Hs+r
dτ −→ 0 cuando h→ 0+.
Por otro lado, la continuidad de la aplicación t ∈ [0,+∞[ 7→ Wµ (t) Φ ∈ H s+r para todo




1 (]0, 2µt] ,R) implican, por el teorema de la
convergencia dominada de Lebesgue que∫ t
0
∥∥∥[Wµ (t+ h− τ)−Wµ (t− τ)] ~G (~uµ (τ))∥∥∥
Hs+r
dτ → 0 cuando h→ 0+.
Así en (2.27) se tiene que∥∥∥ ~M (t+ h)− ~M (t)∥∥∥
Hs+r
→ 0 cuando h→ 0+,
con lo que demostramos que ~M es continua por la derecha de t. De la misma forma se
demuestra la continuidad por la izquierda de t.
Así, de (2.24), probamos que ~uµ ∈ C (]0, Tµ] ,Hs+r) si 0 ≤ r < 1.









Por inducción matemática, si n ∈ N se cumple que ~M ∈ C (]0, Tµ] ,Hs+nr) o
29
2.3 Buena formulación local en Hs, s > 32
Probar que el problema de valor inicial (4) está bien formulado locamente en Hs si s > 32 ,
teniendo como referente al teorema 2.7, pasa por responder la interrogante surgida en la
sección precedente. Precisamente, demostraremos (teorema 2.9) que la solución ~uµ dada por
el teorema 2.7 es la única solución de (4) en relación a la topología en Hs−3. La prueba está
basada en el trabajo de Iório [19] y el teorema 2.4. La sección se concluye con la prueba de
la dependencia continua de la solución respecto al dato inicial (teorema 2.13).
2.3.1 Existencia y unicidad
Teorema 2.9 Sean µ > 0 y ~u0 ∈ Hs, s > 32 , entonces la función ~uµ del teorema 2.7 satisface













Demostración: Veamos la existencia de la solución. Del teorema 2.4 y la teoría de
semigrupos se tiene,
∂tWµ (t) ~u0 = −AµWµ (t) ~u0,




Wµ (t− τ) ~G (~uµ (τ)) dτ (2.28)
Para 0 ≤ t < Tµ y h > 0 tal que t+ h ∈ ]0, Tµ] se sigue,
































Wµ (t− τ) ~G (~uµ (τ)) dτ
+Wµ (t+ h− ch) ~G (~uµ (ch)) .
Donde en la última igualdad se ha usado queWµ (h)−I es un operador lineal y el teorema del
valor medio para integrales de Bochner (ver [12]) en el intervalo [t, t+ h] con ch ∈ [t, t+ h].







Wµ (t− τ) ~G (~uµ (τ)) dτ = −Aµ
∫ t
0
Wµ (t− τ) ~G (~uµ (τ)) dτ .
Además, sigue de ch ∈ [t, t+ h] que si h→ 0+ entonces ch → t, por tanto
lim
h→0+
Wµ (t+ h− ch) ~G (~uµ (ch)) = Wµ (0) ~G (~uµ (t)) = ~G (~uµ (t)) .
Así, obtenemos
∂+t
~M (t) = −Aµ
∫ t
0
Wµ (t− τ) ~G (~uµ (τ)) dτ + ~G (~uµ (t)) = −AµG (t) + ~G (~uµ (t))
Análogamente, para h < 0 conseguimos
∂−t
~M (t) = −Aµ
∫ t
0
Wµ (t− τ) ~G (~uµ (τ)) dτ + ~G (~uµ (t)) = −AµG (t) + ~G (~uµ (t))
Para ello es suciente tomar s = −h > 0 y considerar ∂−t ~M (t) = lim
s→0+
~M (t)− ~M (t− s)
s
.
Así ∂t ~M (t) = ∂
+
t
~M (t) = ∂−t
~M (t) y
∂t~uµ (t) = ∂t
(
Wµ (t) ~u0 − ~M (t)
)
= −AµWµ (t) ~u0 +Aµ ~M (t)− ~G (~uµ (t))
= −Aµ
[
Wµ (t) ~u0 − ~M (t)
]
− ~G (~uµ (t))
= −Aµ~uµ (t)− ~G (~uµ (t)) .


















Para la unicidad, sea





otra solución de (2.1), entonces la función ~v satisface
∂t~v (t) +Aµ~v (t) + ~G (~v (t)) = 0, 0 ≤ t ≤ Tµ (2.29)
en Hs−3. Aplicando a continuación Wµ (t− τ) a ~v (t) y usando (2.29) para 0 ≤ t ≤ Tµ,
obtenemos
∂τWµ (t− τ)~v (τ) = Wµ (t− τ) ∂τ~v (τ) +Wµ (t− τ)Aµ~v (τ)
= Wµ (t− τ)
[
−Aµ~v (τ)− ~G (~v (τ))
]
+Wµ (t− τ)Aµ~v (τ)
= −Wµ (t− τ) ~G (~v (τ)) .
Integrando desde 0 hasta t y teniendo en cuenta que ~v (0) = ~u0, tenemos
~v (t) = Wµ (t) ~u0 −
∫ t
0
Wµ (t− τ) ~G (~v (τ)) dτ (2.30)
en Hs−3. Entonces del teorema 2.4 obtenemos, como en la demostración del teorema 2.8, que
el segundo miembro de (2.30) está en Hs. Por lo tanto,




es solución de la ecuación integral (2.11). Entonces la unicidad establecida en el teorema 2.7
implica que ~v = ~uµ en [0, Tµ] completando la demostración de unicidad.
La última armación sigue inmediatamente del teorema 2.8. o
2.3.2 Dependencia continua de la solución
El paso que daremos ahora completa la tarea de alcanzar el primer objetivo del trabajo. De-
mostraremos que la solución ~uµ del problema asociado al sistema (2.7) depende continuamente
del dato inicial ~φ ∈ Hs; es decir, se mostrará que la aplicación ~φ ∈ Hs 7−→ ~uµ ∈ C ([0, T ] : Hs)
es continua.
Lema 2.10 Sean M, N > 0, β > 0 y α ∈ [0, 2〉 . Entonces, para η > 0 existe c (η) > 0 tal que



































Lema 2.11 (Desigualdad de Gronwall) Sean k ∈ L1 ([a, b]), k ≥ 0 y f, g ∈ C ([a, b]) tales
que
f (t) ≤ g (t) +
∫ t
a
k (τ) f (τ) dτ , a ≤ t ≤ b,
entonces








g (τ) dτ , a ≤ t ≤ b.
En particular, si g (t) = C es constante se tiene que





, a ≤ t ≤ b
Si adicionalmente k (τ) = K es constante se cumple
f (t) ≤ C exp [K (t− a)] , a ≤ t ≤ b
Demostración: Véase [29], [11]. o
Un inconveniente que debemos resolver primero es ocasionado por tiempo de vida de la
solución dada en 2.9, debido a que su existencia está ligada a la viscosidad µ. El siguiente
teorema resuelve este impase mostrando que es factible determinar la existencia de un inter-
valo [0, T ] donde la solución puede extenderse de ser necesario, con T independiente de µ.
Cabe señalar que en el próximo capítulo este resultado será esencial para probar la buena
formulación local de (3).
Teorema 2.12 Sean µ > 0, ~u0 ∈ Hs con s > 32 y ~uµ la solución del problema de valor inicial
(2.1) encontrada en el teorema 2.9. Entonces, existe T = T (‖~u0‖Hs , s) > 0 tal que ~uµ se
puede extender al intervalo [0, T ]. Además, existe ρ ∈ C ([0, T ] ,R) tal que
‖~uµ (t)‖2Hs ≤ ρ (t) , 0 ≤ t ≤ T
sup
[0,T ]
ρ (t) ≤ C (‖~u0‖Hs , s, T )
, (2.32)
33
donde ρ satisface  ρ′ (t) = 2Csρ
3
2 (t) , t > 0
ρ (0) = ‖~u0‖2Hs .
(2.33)
Demostración: Consideremos ~uµ = (u, v) y 0 ≤ t ≤ Tµ con Tµ dado por el teorema 2.7.




la solución de (2.1) dada por
el teorema 2.9 se tiene
∂t ‖~uµ‖2Hs = 2 〈~uµ, ∂t~uµ〉Hs = 2
〈
~uµ,−Aµ~uµ − ~G (~uµ)
〉
Hs






De la prueba de la proposición 2.1 se tiene que
〈~uµ,−Aµ~uµ〉Hs ≤ 0,
por lo tanto









Teniendo en cuenta que ~G (~uµ) = (∂xG (u, v) , ∂xG (v, u)) con G (u, v) =
3
2

































= 3 〈u, u∂xu〉s − 〈u, ∂x (uv)〉s − 〈u, v∂xv〉s +
+3 〈v, v∂xv〉s − 〈v, ∂x (uv)〉s − 〈v, u∂xu〉s (2.35)
Usando el conmutador [Js, f ] g = Js (fg)− fJsg, se tiene
〈u, v∂xv〉s = 〈J
su, [Js, v] ∂xv〉L2 + 〈J
su, vJs∂xv〉L2 , (2.36)
〈u, ∂x (uv)〉s = 〈u, u∂xv〉s + 〈u, v∂xu〉s
= 〈Jsu, Js (u∂xv)〉L2 + 〈u, v∂xu〉s
= 〈Jsu, [Js, u] ∂xv〉L2 + 〈J
su, uJs∂xv〉L2 + 〈u, v∂xu〉s (2.37)
34
〈v, u∂xu〉s = 〈J
sv, Js (u∂xu)〉s
= 〈Jsv, [Js, u] ∂xu+ uJs∂xu〉L2
= 〈Jsv, [Js, u] ∂xu〉L2 + 〈J
sv, uJs∂xu〉L2 (2.38)
y
〈v, ∂x (uv)〉s = 〈v, u∂xv〉s + 〈v, v∂xu〉s
= 〈v, u∂xv〉s + 〈J
sv, Js (v∂xu)〉L2
= 〈v, u∂xv〉s + 〈J
sv, [Js, v] ∂xu〉L2 + 〈J
sv, vJs∂xu〉L2 . (2.39)
Reemplazando (2.36),(2.37), (2.38) y (2.39) en (2.35) se tiene
E = 3 〈u, u∂xu〉s + 3 〈v, v∂xv〉s − 〈u, v∂xu〉s − 〈v, u∂xv〉s − 〈J
su, [Js, v] ∂xv〉L2
−〈Jsu, [Js, u] ∂xv〉L2 − 〈J
sv, [Js, u] ∂xu〉L2 − 〈J
sv, [Js, v] ∂xu〉L2 − 〈J
su, vJs∂xv〉L2
−〈Jsu, uJs∂xv〉L2 − 〈J
sv, uJs∂xu〉L2 − 〈J
sv, vJs∂xu〉L2 (2.40)
Asociando factores en el producto interno 〈·, ·〉L2 , usando integración por partes y la
conmutatividad de la derivada con el potencial de Bessel; los cuatro últimos términos de
(2.40) se pueden simplicar como sigue
−〈Jsu, vJs∂xv〉L2 − 〈J
su, uJs∂xv〉L2 − 〈J
sv, uJs∂xu〉L2 − 〈J
sv, vJs∂xu〉L2
= 〈∂x (vJsu) , Jsv〉L2 − 〈J
su, uJs∂xv〉L2 + 〈∂x (uJ
sv) , Jsu〉L2 − 〈J
sv, v∂xJ
su〉L2








= 〈(∂xv) Jsu, Jsv〉L2 + 〈(∂xu) J
sv, Jsu〉L2 . (2.41)
por tanto, reemplazando (2.41) en (2.40) se tiene
E = 3 〈u, u∂xu〉s + 3 〈v, v∂xv〉s − 〈u, v∂xu〉s − 〈v, u∂xv〉s − 〈J
su, [Js, v] ∂xv〉L2
−〈Jsu, [Js, u] ∂xv〉L2 − 〈J
sv, [Js, u] ∂xu〉L2 − 〈J
sv, [Js, v] ∂xu〉L2
+ 〈(∂xv) Jsu, Jsv〉L2 + 〈(∂xu) J
sv, Jsu〉L2 . (2.42)
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A continuación estimaremos el segundo miembro de (2.42). Usando la desigualdad (1.18)
debida a T. Kato, con t = s, la regularidad de ~uµ y el teorema 1.16 de inmersión de Sobolev
se tiene
|〈u, u∂xu〉s| ≤ Cs ‖∂xu‖s−1 ‖u‖
2
s ≤ Cs ‖u‖
3
s ≤ Cs ‖~uµ‖
3
Hs . (2.43)
|〈v, v∂xv〉s| ≤ Cs ‖∂xv‖s−1 ‖v‖
2
s ≤ Cs ‖v‖
3
s ≤ Cs ‖~uµ‖
3
Hs (2.44)








≤ Cs ‖~uµ‖3Hs (2.45)








≤ Cs ‖~uµ‖3Hs (2.46)
Combinando la desigualdad de Cauchy-Schwartz, el estimado del conmutador de la proposi-
ción (1.19), la regularidad de la solución ~uµ y el teorema de inmersión de Sobolev 1.16,
obtenemos:






∥∥Js−1∂xv∥∥L2 + ‖Jsv‖L2 ‖∂xv‖L∞)
≤ Cs ‖u‖s
(
‖∂xv‖s−1 ‖∂xv‖s−1 + ‖v‖s ‖∂xv‖s−1
)
≤ Cs ‖~uµ‖3Hs , (2.47)






∥∥Js−1∂xv∥∥L2 + ‖Jsv‖L2 ‖∂xu‖L∞)
≤ Cs ‖u‖s
(
‖∂xu‖s−1 ‖∂xv‖s−1 + ‖v‖s ‖∂xu‖s−1
)
≤ Cs ‖~uµ‖3Hs , (2.48)






∥∥Js−1∂xu∥∥L2 + ‖Jsu‖L2 ‖∂xu‖L∞)
≤ Cs ‖u‖s
(
‖∂xu‖s−1 ‖∂xu‖s−1 + ‖u‖s ‖∂xu‖s−1
)
≤ Cs ‖~uµ‖3Hs , (2.49)







∥∥Js−1∂xu∥∥L2 + ‖Jsu‖L2 ‖∂xv‖L∞)
≤ Cs ‖v‖s
(
‖∂xv‖s−1 ‖∂xu‖s−1 + ‖u‖s ‖∂xv‖s−1
)
≤ Cs ‖~uµ‖3Hs . (2.50)
Además, de la desigualdad de Cauchy-Schwartz, la regularidad de la solución ~uµ y la
proposición (1.21) , con r = 0 y t = s− 1 resulta
|〈(∂xv) Jsu, Jsv〉L2 | ≤ ‖[(∂xv) J
su]‖L2 ‖J
sv‖L2
≤ Cs ‖∂xv‖s−1 ‖J
su‖L2 ‖J
sv‖L2
≤ Cs ‖v‖s ‖u‖s ‖v‖s = Cs ‖~uµ‖
3
Hs (2.51)
|〈(∂xu) Jsv, Jsu〉L2 | ≤ ‖[(∂xu) J
sv]‖L2 ‖J
su‖L2
≤ Cs ‖∂xu‖s−1 ‖J
sv‖L2 ‖v‖s
≤ Cs ‖v‖s ‖u‖
2
s = Cs ‖~uµ‖
3
Hs . (2.52)
Por lo tanto, de (2.43) - (2.52) en (2.34) resulta







donde ζ (y) = Csy
3/2, para y ≥ 0.
Consideremos ρ1/2 (t) =
‖~u0‖Hs
1− tCs ‖~u0‖Hs




la solución maximal del problema de valor inicial ρ′ (t) = 2ζ (ρ (t)) , t > 0ρ (0) = ‖~u0‖2s . (2.54)
Entonces de (2.53), (2.54) y de la teoría de las ecuaciones diferenciales ordinarias, tenemos
que,
‖~uµ‖2Hs ≤ ρ (t) , t ∈ [0, T
∗[ ∩ [0, Tµ] .
Así, para µ > 0, ~uµ se puede extender (si fuera necesario) a un intervalo [0, T ]. Esto prueba
(2.32) como se quería. o
Teorema 2.13 Sean µ > 0, ~φ ∈ Hs con s > 32 y ~uµ ∈ C ([0, T ] : H
s) la solución del problema





es una sucesión en Hs convergente
37
a ~φ en Hs y {~uµ,n}n≥1 es una sucesión de soluciones de (2.1) con ~uµ,n (0) = φn y ~uµ,n ∈
C ([0, Tn] : Hs) . Entonces para todo T ∈ ]0, T [ se cumple que para n sucientemente grande









‖~uµ,n (t)− ~uµ (t)‖Hs = 0
Demostración: Del teorema 2.12, tenemos para todo n
‖~uµ,n (t)‖2Hs ≤ ρn (t) , t ∈ [0, Tn] (2.55)
donde ρn satisface  ρ
′
n (t) = 2Csρ
3
2












y Tn < T
∗
n .

















Entonces existe N0 = N0 (ε) tal que
∥∥∥~φn − ~φ∥∥∥
Hs
< ε para n ≥ N0. De la denición de ρn











































donde la última desigualdad sigue de la elección de T. De este modo, tenemos
sup
[0,T ]




















∂x [(3u+ 3un − v − vn)w1 − (u+ v + un + vn)w2]− µ∂2xw1 = 0
∂tw2 − ∂3xw2 +
1
2
∂x [(3v + 3vn − u− un)w2 − (u+ v + un + vn)w1]− µ∂2xw2 = 0
~w (0) = ~φn − ~φ
(2.57)






integración por partes se tiene

















∂x [(3v + 3vn − u− un)w2 − (u+ v + un + vn)w1] + µ∂2xw2
〉
s
= −〈w1, ∂x [(3u+ 3un − v − vn)w1 − (u+ v + un + vn)w2]〉 − 2µ 〈∂xw1, ∂xw1〉
− 〈w2,−∂x [(3v + 3vn − u− un)w2 − (u+ v + un + vn)w1]〉s − 2µ 〈∂xw2, ∂xw2〉
= 〈w1∂xw1, 3u+ 3un − v − vn〉s − 〈w2∂xw1, u+ v + un + vn〉s − 2µ ‖∂xw1‖
2
s +
〈w2∂xw2, 3v + 3vn − u− un〉s − 〈w1∂xw2, u+ v + un + vn〉s − 2µ ‖∂xw2‖
2
s (2.58)
Aplicando la desigualdad de Cauchy-Schwartz, desigualdad triangular y el hecho que Hs
es un álgebra de Banach, se sigue que
〈w1∂xw1, 3u+ 3un − v − vn〉s ≤ Cs ‖w1‖s ‖∂xw1‖s ‖3u+ 3un − v − vn‖s
≤ Cs ‖~w‖Hs ‖∂x ~w‖s (2.59)
〈w2∂xw1, u+ v + un + vn〉s ≤ Cs ‖w2‖s ‖∂xw1‖s ‖u+ v + un + vn‖s
≤ Cs ‖~w‖Hs ‖∂x ~w‖s (2.60)
〈w2∂xw2, 3v + 3vn − u− un〉s ≤ Cs ‖w2‖s ‖∂xw2‖s ‖3v + 3vn − u− un‖s
≤ Cs ‖~w‖Hs ‖∂x ~w‖s (2.61)
〈w1∂xw2, u+ v + un + vn〉s ≤ Cs ‖w1‖s ‖∂xw2‖s ‖u+ v + un + vn‖s
≤ Cs ‖~w‖Hs ‖∂x ~w‖s (2.62)
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Por lo tanto, usando las desigualdades (2.59), (2.60), (2.61) y (2.62), en (2.58) se tiene
∂t ‖~w (t)‖2Hs ≤ Cs ‖~w‖Hs ‖∂x ~w‖Hs − 2µ ‖∂x ~w‖
2
Hs
≤ η ‖~w‖2Hs +
C21
4η
‖∂x ~w‖Hs − 2µ ‖∂x ~w‖
2
Hs ,





, y para deducir la última desigualdad se ha utilizado la desigual-








y al integrar de 0 a t








Luego, aplicando la desigualdad de Gronwall, lema 2.11, tenemos







= Cµ ‖~w (0)‖2Hs .
es decir,








y aplicando límite queda completa la demostración. o
2.4 El problema global en Hs, s ≥ 2
El problema asociado al sistema (4) está bien formulado globalmente si podemos mostrar
que el tiempo de vida se puede tomar arbitrariamente grande. Para alcanzar tal resultado
se prueba previamente que ∂t ‖∂x~uµ‖2L2 y la solución local ~uµ están acotadas en la norma de
L2, para lo cual se recogieron algunas ideas desarrolladas por E. Bisognin, V. Bisognin y G.
Perla en [1]. Estos resultados conducen a un estimado de ~uµ en H1 que conjuntamente con el
teorema 2.4 y la ecuación integral permiten establecer ~uµ es acotada en tiempos nitos. Con
este resultado en mano se demuestra el teorema principal del capítulo (teorema 2.18) que está
organizado según lo desarrollado por Nunes en su tesis doctoral [34]. Finalmente, el resultado
para el comportamiento asintótico se obtiene casi gratuitamente fruto de algunos estimados
obtenidos en este capítulo.
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Proposición 2.14 Sean µ > 0, ~u0 ∈ Hs con s ≥ 1 y ~uµ = (u, v) la solución del problema de
valor inicial (4) como en el teorema 2.12. Entonces, para cualquier s con s ≥ 1 se tiene









ψ (s) = ‖∂xu‖L∞ + ‖∂xv‖L∞
Demostración: Consideremos ~uµ = (u, v) y 0 ≤ t ≤ Tµ con Tµ dado por el teorema 2.7.




, la solución de (2.1) dada por
el teorema 2.9, se tiene
∂t ‖~uµ‖2Hs = 2 〈~uµ, ∂t~uµ〉Hs = 2
〈
~uµ,−Aµ~uµ − ~G (~uµ)
〉
Hs






De la prueba de la proposición 2.1 se tiene que
〈~uµ,−Aµ~uµ〉Hs ≤ 0,
por lo tanto









Teniendo en cuenta que ~G (~uµ) = (∂xG (u, v) , ∂xG (v, u)) con G (u, v) =
3
2

































= 3 〈u, u∂xu〉s + 3 〈v, v∂xv〉s − 〈u, ∂x (uv)〉s − 〈u, v∂xv〉s − 〈v, ∂x (uv)〉s − 〈v, u∂xu〉s
(2.65)
Usando el conmutador [Js, f ] g = Js (fg)− fJsg e integración por partes, se tiene
〈u, u∂xu〉s = 〈J
su, Js (u∂xu)〉L2
= 〈Jsu, [Js, u] ∂xu〉L2 + 〈J
su, uJs∂xu〉L2
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〈v, v∂xv〉s = 〈J
sv, Js (v∂xv)〉L2









〈u, v∂xv〉s = 〈J
su, [Js, v] ∂xv〉L2 + 〈J
su, vJs∂xv〉L2 , (2.68)
〈u, ∂x (uv)〉s = 〈u, u∂xv〉s + 〈u, v∂xu〉s
= 〈Jsu, Js (u∂xv)〉L2 + 〈J
su, Js (v∂xu)〉s
= 〈Jsu, [Js, u] ∂xv〉L2 + 〈J
su, uJs∂xv〉L2 +









〈v, u∂xu〉s = 〈J
sv, Js (u∂xu)〉L2
= 〈Jsv, [Js, u] ∂xu+ uJs∂xu〉L2
= 〈Jsv, [Js, u] ∂xu〉L2 + 〈J
sv, uJs∂xu〉L2 (2.70)
y
〈v, ∂x (uv)〉s = 〈v, u∂xv〉s + 〈v, v∂xu〉s
= 〈Jsv, Js (u∂xv)〉s + 〈J
sv, Js (v∂xu)〉L2








+ 〈Jsv, [Js, v] ∂xu〉L2 + 〈J
sv, vJs∂xu〉L2 . (2.71)
Reemplazando (2.66),(2.67), (2.68), (2.69) y (2.70) en (2.71) se tiene
































− 〈Jsu, [Js, v] ∂xv〉L2 − 〈J
su, [Js, u] ∂xv〉L2 − 〈J
sv, [Js, u] ∂xu〉L2 − 〈J
sv, [Js, v] ∂xu〉L2
− 〈Jsu, vJs∂xv〉L2 − 〈J
su, uJs∂xv〉L2 − 〈J
sv, uJs∂xu〉L2 − 〈J
sv, vJs∂xu〉L2 (2.72)
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Asociando factores en el producto interno 〈·, ·〉L2 , usando integración por partes y la
conmutatividad de la derivada con el potencial de Bessel; los cuatro últimos términos de
(2.72) se pueden simplicar como sigue
− 〈Jsu, vJs∂xv〉L2 − 〈J
su, uJs∂xv〉L2 − 〈J
sv, uJs∂xu〉L2 − 〈J
sv, vJs∂xu〉L2
= 〈∂x (vJsu) , Jsv〉L2 − 〈J
su, uJs∂xv〉L2 + 〈∂x (uJ
sv) , Jsu〉L2 − 〈J
sv, v∂xJ
su〉L2








= 〈∂xvJsu, Jsv〉L2 + 〈∂xuJ
sv, Jsu〉L2 . (2.73)
por tanto, reemplazando (2.73) en (2.72) se tiene
































− 〈Jsu, [Js, v] ∂xv〉L2 − 〈J
su, [Js, u] ∂xv〉L2 − 〈J
sv, [Js, u] ∂xu〉L2 − 〈J
sv, [Js, v] ∂xu〉L2
+ 〈∂xvJsu, Jsv〉L2 + 〈∂xuJ
sv, Jsu〉L2 . (2.74)
A continuación estimaremos cada término del segundo miembro de (2.74). De la desigual-
dad de Cauchy-Schwartz y de la regularidad de ~uµ se tiene
|〈∂xvJsu, Jsv〉L2 | ≤ ‖[∂xvJ
su]‖L2 ‖J
sv‖L2
≤ Cs ‖∂xv‖L∞ ‖J
su‖L2 ‖J
sv‖L2
≤ Cs ‖∂xv‖L∞ ‖~uµ‖
2
Hs (2.75)
|〈∂xuJsv, Jsu〉L2 | ≤ ‖[∂xuJ
sv]‖L2 ‖J
su‖L2
≤ Cs ‖∂xu‖L∞ ‖J
sv‖L2 ‖v‖s









∣∣∣ ≤ Cs ‖∂xv‖L∞ ‖~uµ (t)‖2Hs (2.78)∣∣∣〈∂xv, (Jsu)2〉
L2
∣∣∣ ≤ Cs ‖∂xv‖L∞ ‖~uµ (t)‖2Hs (2.79)∣∣∣〈∂xu, (Jsv)2〉
L2
∣∣∣ ≤ Cs ‖∂xu‖L∞ ‖~uµ (t)‖2Hs (2.80)
Combinando la desigualdad de Cauchy-Schwartz, el estimado del conmutador de la proposi-
ción (1.19) y la regularidad de la solución ~uµ, obtenemos:









‖∂xv‖L∞ ‖∂xv‖s−1 + ‖v‖s ‖∂xv‖L∞
)
≤ Cs ‖u‖s (‖∂xv‖L∞ ‖v‖s + ‖v‖s ‖∂xv‖L∞)
≤ Cs ‖∂xv‖L∞ ‖~uµ (t)‖
2
Hs (2.81)









‖∂xu‖L∞ ‖∂xv‖s−1 + ‖v‖s ‖∂xu‖L∞
)
≤ Cs ‖∂xu‖L∞ ‖~uµ (t)‖
2
Hs (2.82)







‖∂xu‖L∞ ‖∂xu‖s−1 + ‖u‖s ‖∂xu‖L∞
)
≤ Cs ‖∂xu‖L∞ ‖~uµ‖
2
Hs , (2.83)









‖∂xv‖L∞ ‖∂xu‖s−1 + ‖u‖s ‖∂xv‖L∞
)





〈Jsu, [Js, u] ∂xu〉L2 ≤ Cs ‖∂xu‖L∞ ‖~uµ‖
2
Hs (2.85)
〈Jsv, [Js, v] ∂xv〉L2 ≤ Cs ‖∂xv‖L∞ ‖~uµ‖
2
Hs (2.86)
〈Jsu, [Js, v] ∂xu〉L2 ≤ Cs ‖∂xu‖L∞ ‖~uµ‖
2
Hs (2.87)
〈Jsv, [Js, u] ∂xv〉L2 ≤ Cs ‖∂xv‖L∞ ‖~uµ‖
2
Hs (2.88)
Por lo tanto, de (2.75) - (2.88) en (2.74) y junto (2.64) resulta
∂t ‖~uµ‖2Hs ≤ Cs (‖∂xu‖L∞ + ‖∂xv‖L∞) ‖~uµ‖
2
Hs . (2.89)






(‖∂xu‖L∞ + ‖∂xv‖L∞) ‖~uµ‖
2
Hs ds,
luego, el resultado (2.63) se sigue del lema de Gronwall (lema 2.11).
Lema 2.15 Sean µ > 0, ~u ∈ Hs con s ≥ 2 y ~uµ = (u, v) la solución del problema de valor
inicial (4) como en el teorema 2.12. Entonces,
‖~uµ (t)‖L2 ≤ C (2.90)
Demostración: Del sistema (4) , multiplicando por u a la primera ecuación y por v a la































































































































∂t ‖v‖2L2 + µ ‖∂xu‖
2
L2 + µ ‖∂xv‖
2
L2 = 0











dt = ‖u0‖2L2 + ‖v0‖
2
L2 (2.92)
por tanto se tiene que
‖~uµ (t)‖L2 ≤ C
o
Lema 2.16 Sean µ > 0, ~u ∈ Hs con s ≥ 2 y ~uµ = (u, v) la solución del problema de valor
inicial (4) como en el teorema 2.12. Entonces,
∂t ‖∂x~uµ‖2L2 ≤ C (2.93)
Demostración: En el sistema (4) , multiplicando por −∂2xu a la primera ecuación y por



















































Usando integración por partes se tiene
1
2

































































≤ 3 ‖u‖L∞ ‖∂xu‖L2
∥∥∂2xu∥∥L2 + ‖u‖L∞ ‖∂xv‖L2 ∥∥∂2xu∥∥L2
+ ‖v‖L∞ ‖∂xu‖L2





































≤ 3 ‖v‖L∞ ‖∂xv‖L2
∥∥∂2xv∥∥L2 + ‖u‖L∞ ‖∂xv‖L2 ∥∥∂2xv∥∥L2
+ ‖v‖L∞ ‖∂xu‖L2
∥∥∂2xv∥∥L2 + ‖u‖L∞ ‖∂xu‖L2 ∥∥∂2xv∥∥L2 . (2.96)
Ahora, usamos la desigualdad de Gagliardo-Niremberg's: Si f ∈ H1 (R) , entonces,





y si f ∈ H2 (R), entonces ‖∂xf‖L2 ≤ C
∥∥∂2xf∥∥1/2L2 ‖f‖1/2L2 (ver
[33]). Además, teniendo en cuenta el estimado (2.90) el lado derecho de (2.95) y (2.96) se
obtiene lo siguiente
I1 ≤ C





∥∥∂2xv∥∥7/4L2 + C ∥∥∂2xu∥∥1/4L2 ∥∥∂2xv∥∥3/2L2 + C ∥∥∂2xu∥∥1/2L2 ∥∥∂2xv∥∥5/4L2 + C ∥∥∂2xu∥∥3/4L2 ∥∥∂2xv∥∥L2
≤ C
∥∥∂2x~uµ∥∥7/4L2 (2.98)
Reemplazando (2.97) y (2.98) en (2.94) y sumando ambas desigualdades se tiene
∂t ‖∂x~uµ‖2L2 + 2µ
∥∥∂2x~uµ∥∥2L2 ≤ C ∥∥∂2x~uµ∥∥7/4L2
Así, usando la desigualdad (2.31) para η > 0
∂t ‖∂x~uµ‖2L2 + 2µ
∥∥∂2x~uµ∥∥2L2 ≤ ηC ∥∥∂2x~uµ∥∥2L2 + c (η)C
de donde
∂t ‖∂x~uµ‖2L2 + (2µ− η)
∥∥∂2x~uµ∥∥2L2 ≤ C (2.99)
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eligiendo η < 2µ, se concluye que
∂t ‖∂x~uµ‖2L2 ≤ C.
o
Proposición 2.17 Sean µ > 0, ~u0 ∈ Hs con s ≥ 2 y ~uµ = (u, v) la solución del problema de
valor inicial (4) como en el teorema 2.12. Entonces, para cualquier s con s ≥ 2 se tiene
‖~uµ (t)‖Hs ≤ Ct. (2.100)
Demostración: Integrando de 0 a t en la desigualdad 2.93 se tiene
‖∂x~uµ (t)‖2L2 ≤ Ct+ ‖∂x~u0‖
2
L2 (2.101)
luego, de 2.90 y 2.101 se deduce que
‖~uµ (t)‖2H1 ≤ C + Ct+ ‖∂x~u0‖
2
L2
Por otro lado, tomando norma en H2 en la ecuación integral se tiene
‖~uµ (t)‖H2 ≤ ‖Wµ (t) ~u0‖H2 +
∫ t
0
∥∥∥Wµ (t− τ) ~G (~uµ (τ))∥∥∥
H2
dτ
donde usando la propiedad regularizante con s = r = 1 y las desigualdades 2.15 y 2.4 con-
seguimos







≤ K1 ‖~u0‖H2 +
∫ t
0
K1 ‖~uµ (τ)‖2H1 dτ





C + Cτ + ‖∂x~u0‖2L2
)
dτ := mt
Por tanto, usando el teorema de inmersión de Sobolev en la desigualdad (2.63) de la
proposición (2.14) y reemplazando obtenemos

















Teorema 2.18 Sean µ > 0 y ~u0 ∈ Hs, s ≥ 2 y T ∗ el mayor real positivo tal que si para todo
T < T ∗ la solución de (4) dada por el teorema 2.12 está en C ([0, T ] ,Hs)∩C1
(
[0, T ] ,Hs−3
)
.
Entonces, T ∗ = +∞ y la solución es global. Además, dicha solución depende continuamente
del dato inicial.
Demostración:
Supongamos que T ∗ < +∞, de la proposición (2.17) se tiene que
‖~uµ (t)‖Hs ≤ Ct
para t ∈ [0, T ∗[ . De este modo, existe A > 0 tal que
‖~uµ (t)‖Hs ≤ A para todo t ∈ [0, T
∗[
Eligiendo T pequeño de manera que A <
1
CT
con C como en (2.32) y considerando el problema
de valor inicial 
∂t ~w +Aµ ~w + ~G (~w) = 0
~w (0) = ~u
(

















solución de (2.102). Pero, T ∗ − 1
2
















si T ∗ − 1
2
T ≤ t ≤ T ∗ + 1
2
T
es una extensión de ~uµ al intervalo
[





, esto contradice la maximalidad de T. Por
tanto, T ∗ = +∞ y la solución es global.
Finalmente, la dependencia continua se hereda del caso local. o
2.5 Comportamiento asintótico








existe y es nita, entonces lim
t→+∞
f (τ) = 0.
Demostración: Véase [17] o
Teorema 2.20 Sean µ > 0, ~u0 ∈ Hs, s ≥ 2 y ~uµ = (u, v) la solución global de (4), entonces
lim
t→+∞
‖~uµ (t)‖L∞ = 0








Por otro lado, la desigualdad (2.99) establece que
∂t ‖∂x~uµ‖2L2 ≤ C (2.104)
lo que equivale a decir que la función
H (t) = ‖∂xu‖2L2 + ‖∂xv‖
2
L2
tiene derivada acotada y por tanto uniformemente continua en t.
Luego, teniendo en cuenta (2.103) y el lema de Barbalat (lema 2.19) se tiene que
lim
t→+∞
‖~uµ (t)‖L2 = 0





y (2.82) se concluye que
lim
t→+∞




Teoría local del problema sin
disipación
E
l hecho que el dominio de la solución uµ para el sistema (4) no dependa de µ, probado
en el teorema (2.12) del capítulo 2, juega un rol preponderante para alcanzar nuestro
tercer y último objetivo que es demostrar la buena formulación local de (3) y en consecuencia
de (1). Desde luego, puesto que asociado a cada µ > 0 se tiene un problema de valor inicial
con la misma condición inicial que (3); las respectivas soluciones forman la familia {~uµ}µ>0 de
las cuales se espera que converjan a ~u (solución local de (3)) cuando µ→ 0+. Precisamente,
esta sospecha y la unicidad de ~u están plasmadas en el teorema 3.3, donde usamos las ideas de
Iório dadas en [19]. Finalmente, para probar la dependencia continua de la solución seguimos
la idea del trabajo de Bona - Smith.
3.1 El problema lineal no disipativo
En esta sección estudiamos el problema de valor inicial lineal
∂tu+ ∂
3
xu = 0 x ∈ R, t > 0
∂tv − ∂3xv = 0
u (x, 0) = u0 (x) , v (x, 0) = v0 (x)
(3.1)
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, A0 el operador denido por A0 =
 ∂3x 0
0 −∂3x
y ~u0 = (u0, v0).
Equivalentemente 





, ~u = (u, v) ∈ Hs+3.
Proposición 3.1 Si s ≥ 0 es un número real cualquiera, el operador A0 : Hs+3 ⊆ Hs → Hs
es lineal, con dominio denso y antiadjunto en Hs. En particular, A0 y −A0 son operadores
disipativos maximales en Hs.
Demostración: La linealidad del operador A0 y la densidad del dominio son inmediatas.
Además, si ~u = (u, v) ∈ Hs+3, por la denición de ‖·‖Hs , las desigualdades
∥∥∂kxu∥∥s ≤ ‖u‖s+k,
‖u‖s ≤ ‖u‖s+1 y la desigualdad triangular, se tiene
‖A0~u‖2Hs =
∥∥(∂3xu,−∂3xv)∥∥2Hs = ∥∥∂3xu∥∥2s + ∥∥−∂3xv∥∥2s





Luego ‖A0~u‖Hs ≤ C ‖~u‖Hs+3 , lo que indica que A0~u ∈ Hs. Por lo tanto, R (A0) ⊆ Hs
cualquiera sea ~u ∈ Hs+3. Del mismo modo −A0 tiene las mismas propiedades.
Ahora mostraremos queA0 es antiadjunto, para lo cual es suciente probar que 〈A0~u,~v〉Hs =
−〈~u,A0~v〉Hs . En efecto, si ~u = (u1, u2) ∈ Hs+3 y ~v = (v1, v2) ∈ Hs, usando denición de




















































por lo tanto, A0 es antiadjunto. Luego, por la proposición 1.26 se sigue que A0 y −A0 son
operadores disipativos maximales. o





sobre Hs, s ≥ 0, tal que
W0 (t) ~u0 =
1
2
 E+0 (t) v0
E−0 (t) v0
 , (3.3)
para todo ~u = (u, v) ∈ Hs, donde E±µ (t) son los multiplicadores de Fourier denidos por
Ê±0 (t)ϕ (ξ) = e





Además, {W0 (t)}t≥0 se extiende a un grupo de operadores unitarios en Hs y, cualquiera sea
~u0 ∈ Hs+3 la función
W0 (·) ~u0 : R+0 → H
s
es la única solución del problema de valor inicial (3.2).
Demostración: La primera armación es consecuencia de la proposición 3.1 y el teorema
de Lumer-Phillips (ver proposición 1.27).
Para demostrar (3.3), resolvemos el problema de valor inicial (3.1). En efecto, tomando
la transformada de Fourier en la variable espacial, obtenemos el sistema de ecuaciones difer-
enciales ordinarias (en t) 
∂tû(t)− iξ3û(t) = 0
∂tv̂(t) + iξ
3v̂(t) = 0
û(0) = û0, v̂(0) = v̂0
que en su forma vectorial resulta ∂t~̂u (ξ, t) + Â0 (ξ) ~̂u (ξ, t) = 0~̂u (ξ, 0) = ~̂u0 (ξ) .
donde ~̂u (ξ, t) =
 û(t)
v̂(t)
, Â0 (ξ) =
 −iξ3 0
0 iξ3





La solución es dada por













 ̂E+0 (t) v0 (ξ)
̂E−0 (t) v0 (ξ)

donde hemos denido Ê±0 v0 (ξ, t) = e
λ±0 (ξ)tv̂0 (ξ). La última armación se sigue de las proposi-
ciones 1.24, 3.1 y el teorema 3.24 de [14]. o
3.2 Existencia y unicidad de la solución
Teorema 3.3 Sean ~u0 ∈ Hs y s > 32 ; entonces, existe T = T (‖~u0‖Hs , s) > 0 y
~u ∈ C ([0, T ] ,Hs) ∩ C1
(
[0, T ] ,Hs−3
)
única solución de (3). Además,
‖~u (t)‖2Hs ≤ ρ (t) , 0 ≤ t ≤ T
sup
[0,T ]
ρ (t) ≤ C (‖~u0‖Hs , s, T )
, (3.4)
donde ρ satisface 2.33 y C (·, ·, ·) es creciente en cada uno de sus argumentos. Además, si
~u0 ∈ Hs+r con r ≥ 0, entonces
sup
[0,T ]
‖~u (t)‖2Hs+r ≤ C (‖~u0‖Hs , s, T ) ‖~u0‖Hs+r (3.5)
Demostración: Si para cada µ > 0, ~uµ = (uµ, vµ) es la solución de (2.1) con dato inicial
~u0 dada por los teoremas 2.12 y 2.13 en [0, T ], armamos que existe ~u = (u, v) tal que
~u (t) = lim
µ→0+
~uµ (t) en L2 (3.6)
uniformemente en t ∈ [0, T ].
Para esto, consideremos la familia {~uµ}µ>0 y probemos que es de Cauchy. Con ese n,
sean µ, ν > 0 cualesquiera tales que ~uµ = (uµ, vµ) y ~uν = (uν , vν) son solucines de (2.1),
con dato inicial ~u0 (su existencia es garantizada por los teoremas 2.12 y 2.13). Considerando
~w := (w1, w2) = ~uµ− ~uν , entonces ~w satisface ∂t ~w +Aµ ~w + (Aµ −Aν) ~uν + ~G (~uµ)− ~G (~uν) = ~0~w (0) = ~0.
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Luego, para t ∈ [0, T ] tenemos
∂t ‖~w‖2L2 = 2 〈~w, ∂t ~w〉L2
= 2 〈~w,−Aµ ~w〉L2 + 2 〈~w, (Aν −Aµ) ~uν〉L2 − 2
〈




Por la proposición 2.1, con s = 0, tenemos
〈~w,−Aµ ~w〉L2 ≤ 0,
entonces, por la desigualdad triangular,
∂t ‖~w‖2L2 ≤ 2
∣∣〈~w, (Aν −Aµ) ~uν〉L2∣∣+ 2 ∣∣∣〈~w, ~G (~uµ)− ~G (~uν)〉L2∣∣∣ . (3.7)
A continuación acotaremos cada uno de los productos internos del segundo miembro de (3.7).
Por la desigualdad de Cauchy-Schwartz tenemos
S1 =
∣∣〈~w, (Aν −Aµ) ~uν〉L2∣∣
≤
∣∣〈uµ − uν , (µ− ν) ∂2xuν〉L2∣∣+ ∣∣〈vµ − vν , (µ− ν) ∂2xvν〉L2∣∣
≤ ‖uµ − uν‖L2
∥∥(µ− ν) ∂2xuν∥∥L2 + ‖vµ − vν‖L2 ∥∥(µ− ν) ∂2xvν∥∥L2
≤ 2 |µ− ν| ‖~w‖L2
∥∥∂2x~uν∥∥L2





≤ 2C |µ− ν| , (3.8)
donde en la última desigualdad utilizamos (2.32) y C = C (‖~u0‖Hs , s, T ). También, de (2.2)
y en analogía a (2.57) se tiene




∂x [(3uε + 3uδ − vε − vδ)w1 − (uε + vε + uδ + vδ)w2] ,
1
2
∂x [(3vε + 3vδ − uε − uδ)w2 − (uε + vε + uδ + vδ)w1]
)
Luego, usando integración por partes se tiene
S2 = 2
〈
~w, ~G (~uµ)− ~G (~uν)
〉
L2
= 〈w1, ∂x [(3uε + 3uδ − vε − vδ)w1 − (uε + vε + uδ + vδ)w2]〉L2
+ 〈w2, ∂x [(3vε + 3vδ − uε − uδ)w2 − (uε + vε + uδ + vδ)w1]〉L2
55
= 〈w1, ∂x [(3uε + 3uδ − vε − vδ)w1 − (uε + vε + uδ + vδ)w2]〉L2
+ 〈w2, ∂x [(3vε + 3vδ − uε − uδ)w2 − (uε + vε + uδ + vδ)w1]〉L2
= 〈w1, ∂x [(3uε + 3uδ − vε − vδ)w1]〉L2 − 〈w1, ∂x [(vε + vδ + uδ + uε)w2]〉L2
+ 〈w2, ∂x [(3vε + 3vδ − uε − uδ)w2]〉L2 − 〈w2, ∂x [(uε + vε + uδ + vδ)w1]〉L2
= −〈w1∂xw1, 3uε + 3uδ − vε − vδ〉L2 + 〈w2∂xw1, vε + vδ + uδ + uε〉L2










w22, ∂x (3vε + 3vδ − uε − uδ)
〉
L2
−〈w1w2, ∂x (vε + vδ + uδ + uε)〉L2 (3.9)








∣∣〈w22, ∂x (3vε + 3vδ − uε − uδ)〉L2∣∣
+ |〈w1w2, ∂x (vε + vδ + uδ + uε)〉L2 | (3.10)
Aplicando la desigualdad de Cauchy-Schwartz e inmersión de Sobolev, acotamos cada una
de las expresiones en (3.10):











≤ Cs ‖~w‖2L2 , (3.11)






≤ Cs ‖~w‖2L2 , (3.12)
|〈w1w2, ∂x (vε + vδ + uδ + uε)〉L2 | ≤ ‖∂x (vε + vδ + uδ + uε)‖L∞ ‖w1‖L2 ‖w2‖L2
≤ Cs ‖~uµ‖Hs ‖~w‖
2
L2
≤ Cs ‖~w‖2L2 , (3.13)
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Luego, sustituyendo (3.11), (3.12), (3.13), obtenemos∣∣∣〈~w, ~G (~uν)− ~G (~uµ)〉
L2
∣∣∣ ≤ Cs ‖~w‖2L2 , (3.14)
por tanto, de (3.8), (3.14) se tiene
∂t ‖~w‖2L2 ≤ 4cs |µ− ν|+ 2cs ‖~w‖
2
L2 = cs |µ− ν|+ cs ‖~w‖
2
L2 . (3.15)








≤ C |µ− ν| t+
∫ t
0
C ‖~w‖2L2 dτ .
≤ CT |µ− ν|+
∫ t
0
C ‖~w‖2L2 dτ .
Aplicando la desigualdad de Gronwall, lema 2.11, se logra





≤ CT |µ− ν| eC T , t ∈ [0, T ] .
Así obtenemos (3.6) y además, ~w ∈ C
(




~u (t) = ω − lim
µ→0+
~uµ (t) en Hs, (3.16)
uniformemente en t ∈ [0, T ]. Para esto, por el teorema de representación de Riesz (ver [9]),
consideremos ~u0 = (u0, v0) ∈ Hs cualquiera. Entonces, por la densidad de H2s en Hs, para
cada ε > 0 existe ~u0,ε = (ϕε, ψε) ∈ H2s tal que ‖~u0,ε − ~u0‖Hs < ε. Sean µ, ν > 0 y ~uµ, ~uν
como antes. Usando (2.32) con C = C (s, T, ‖~u0‖Hs) obtenemos∣∣〈~uµ (t)− ~uν (t) , ~u0〉Hs∣∣ = ∣∣〈~uµ (t)− ~uν (t) , ~u0 − ~u0ε〉Hs∣∣+ ∣∣〈~uµ (t)− ~uν (t) , ~u0,ε〉Hs∣∣
≤
∣∣〈uµ − uν , ϕ− ϕε〉s∣∣+ ∣∣〈vµ − vν , ψ − ψε〉s∣∣
+
∣∣〈uµ − uν , ϕε〉s∣∣+ ∣∣〈vµ − vν , ψε〉s∣∣
≤ ‖uµ − uν‖s ‖ϕ− ϕε‖s + ‖vµ − vν‖s ‖ψ − ψε‖s
+
∣∣〈uµ − uν , J2sϕε〉L2∣∣+ ∣∣〈vµ − vν , J2sψε〉L2∣∣
≤ ‖uµ − uν‖s ‖ϕ− ϕε‖s + ‖vµ − vν‖s ‖ψ − ψε‖s











+ ‖uµ − uν‖L2 ‖ϕε‖2s + ‖vµ − vν‖L2 ‖ψε‖2s
≤
(
‖~uµ (t)‖Hs + ‖~uν (t)‖Hs
)
‖~u0 − ~u0,ε‖Hs
+ ‖~uµ (t)− ~uν (t)‖L2 ‖~u0,ε‖H2s
≤ Cε+ ‖~uµ − ~uν‖L2 ‖~u0,ε‖H2s , (3.17)
para cada t ∈ [0, T ]. Como ε es arbitrario, de (3.6) y (3.17) obtenemos (3.16).
Además, de (3.17) sigue que ~u ∈ Cw ([0, T ] ,Hs), y por la proposición 3.5 de [9] así como
la desigualdad (2.32)
‖~u (t)‖Hs ≤ lim inf
µ→0+
‖~uµ (t)‖Hs ≤ ρ
1
2 (t) , t ∈ [0, T ] ,
por lo que ~u (t) satisface (3.4).
Ahora mostraremos que ~u (t) satisface el problema (3) c.e.t. [0, T ] en Hs−3. Para ello
denamos
Gµ (~uµ (t)) = Aµ~uµ (t) + ~G (~uµ (t)) . (3.18)
Entonces, de (3.16) y porque la función (u, v) ∈ Hs 7→ uv ∈ Hs (R) es débilmente continua
cuando s > 12 , sigue que
w − lim
µ→0+
Gµ (~uµ (t)) = A0~u (t) + ~G (~u (t)) ≡ G (~u (t)) en Hs−3, (3.19)
uniformemente en t ∈ [0, T ]. Del teorema 2.9 y de (3.18) tenemos
∂t~uµ (t) = Gµ (~uµ (t)) , t ∈ [0, T ] .








Gµ (~uµ (τ)) dτ . (3.20)
Como ~u ∈ Cw ([0, T ] ,Hs), de (3.18) y (3.19) la función G (~u (·)) : [0, T ] → Hs−3 es
débilmente continua. Como las funciones dédilmente continuas son fuertemente medibles











Gµ (~uµ (τ)) dτ =
∫ t
t′
G (~u (τ)) dτ en Hs−3,
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G (~u (τ)) dτ en Hs−3
para t, t′ ∈ [0, T ]. Entonces, por el teorema 1.8, ~u ∈ AC
(
[0, T ] ,Hs−3
)
y satisface (3) c.e.t. el
intervalo [0, T ].
Para completar la demostración de existencia debemos mostrar que ~u ∈ C ([0, T ] ,Hs),
pues esto y el hecho que ~u satisface (3) c.e.t. t ∈ [0, T ] implican que ~u ∈ C1
(
[0, T ] ,Hs−3
)
.
Para esto probaremos antes la unicidad en Cw ([0, T ] ,Hs) ∩ AC
(
[0, T ] ,Hs−3
)
. En efecto, si
~u, ~u1 ∈ Cw ([0, T ] ,Hs) ∩ AC
(
[0, T ] ,Hs−3
)
satisfacen (3) c.e.t. el intervalo [0, T ], deniendo






∂x [(3u+ 3u1 − v − v1) z1 − (u+ v + u1 + v1) z2] = 0
∂tz2 − ∂3xz2 +
1
2
∂x [(3v + 3v1 − u− u1) z2 − (u+ v + u1 + v1) z1] = 0
~z (0) = 0
(3.21)
Usando los mismos argumentos que se usaron para obtener 3.15, obtenemos
∂t ‖~z‖2L2 ≤ Cs ‖~z‖
2
L2 , (3.22)




‖~z‖2L2 dτ , t ∈ [0, T ]
de donde, utilizando la desigualdad de Gronwall, lema 2.11, se sigue que
‖~z‖2L2 ≤ 0, t ∈ [0, T ] .
Luego ~u (t) = ~u1 (t) en L2 para t ∈ [0, T ].
Sea ahora Φ = (ϕ,ψ) ∈ S (R)× S (R), entonces
〈~z,Φ〉Hs = 〈~u− ~u1,Φ〉Hs
= 〈u− u1, ϕ〉s + 〈v − v1, ψ〉s
= 〈Js (u− u1) , Jsϕ〉L2 + 〈J












Luego la desigualdad de Cauchy-Schwartz implica
|〈~z,Φ〉Hs | ≤ ‖u− u1‖L2
∥∥J2sϕ∥∥
L2




≤ ‖u− u1‖L2 ‖ϕ‖2s + ‖v − v1‖L2 ‖ψ‖2s
≤ ‖~u− ~u1‖L2 (‖ϕ‖2s + ‖ψ‖2s)
≤ ‖~u− ~u1‖L2 ‖Φ‖H2s = 0.
Como S (R) × S (R) es denso en Hs, obtenemos ~u (t) = ~u1 (t) en Hs para t ∈ [0, T ], y en
consecuencia la unicidad en la clase Cw ([0, T ] ,Hs) ∩AC
(
[0, T ] ,Hs−3
)
.
Probaremos ahora que ~u ∈ C ([0, T ] ,Hs). Primero veamos que ~u es continua a la derecha
de 0 en Hs. En efecto, como ~u ∈ Cw ([0, T ] ,Hs) es inmediato que
w − lim
t→0+








2 (t) = ‖~u0‖Hs (3.24)
y la armación sigue de (3.23) y (3.24) por la proposición 3.32 de [9].
Veamos ahora que ~u es continua a la derecha de τ ∈ ]0, T [. En efecto, denimos ~v (x, t) =
~u (x, t+ τ) con t ∈ [0, T − τ [, entonces ~v ∈ Cw ([0, T − τ ] ,Hs) ∩ AC
(
[0, T − τ ] ,Hs−3
)
y
satisface  ∂t~v (t) +A~v (t) + ~G (~v (t)) = 0, c.e.t. t~v (0) = ~u (τ) (3.25)
que es esencialmente el problema estudiado, cuya solución es única y continua a la derecha
de cero, así, ~u es continua a la derecha de τ .
Para la continuidad a la izquierda de τ ∈ ]0, T ], consideramos ~v (x, t) = ~u (−x, τ − t) con
t ∈ [0, τ ]. Así, ~v satisface (3.25). Así, ~v es continua a la derecha de cero y por lo tanto ~u es
continua a la izquierda de τ .
De esta forma ~u ∈ C ([0, T ] ,Hs), y como ~u satisface (3) enHs−3, entonces ~u ∈ C1
(





3.3 Dependencia continua de la solución
Sean ~u = ~u (t) y ~un = ~un (t) , n ∈ N, soluciones del problema (3) con datos iniciales ~φ y ~φn,
respectivamente, tal que lim
n→∞
~φn = ~φ en Hs. Se construye las funciones, ~φε y ~φε,n ∈ H∞
tales que lim
ε→0+
~φε = ~φ y lim
ε→0+
~φε,n = ~φn en Hs, donde el segundo límite es uniforme en
n ∈ N. Considerando ~uε = ~uε (t) y ~uε,n = ~uε,n (t) las soluciones de (3), con datos iniciales ~φε
y ~φε,n respectivamente, se prueba que lim
ε→0+
~uε,n (t) = ~un (t) en Hs y que la solución "aproxi-
mada" ~uε depende continuamente de ~φε en Hs. Finalmente, la convergencia uniforme en n de
lim
ε→0+
~φε,n = ~φn, implicará que lim
n→∞
~un (t) = ~u (t) en Hs y por lo tanto la dependencia continua.
Para construir las funciones ~φε con las propiedades antes requeridas se utiliza el siguiente
teorema.
Proposición 3.4 (Aproximaciones de Bona-Smith) Sea η ∈ C∞0 (R) , 0 ≤ η (x) ≤ 1, tal
que sop (η) ⊂ [−1, 1] y si ψ (x) = 1− η (x) entonces ψ(k) (0) = 0, ∀k ∈ N.
Para ε > 0 y ϕ ∈ Hs con s > 0 denimos
ϕε (x) = (η (εξ) ϕ̂)
∨ (x) , x ∈ R (3.26)
Entonces, ϕε ∈ H∞ (R) y para 0 < ε ≤ 1, r ≥ 0 existe C = C (s, r, η) > 0 tal que
‖ϕε‖s+r ≤ Cε
−r ‖ϕ‖s (3.27)













‖ϕε,n − ϕn‖ = 0 (3.30)
uniformemente en n.
Demostración: Véase [8] o
Proposición 3.5 Sean s > 32 , 0 < δ ≤ ε < 1 y ~φδ, ~φε ∈ H
∞ las aproximaciones de Bona-
Smith para ~φ dadas por la proposición 3.4. Si ~uδ y ~uε son las soluciones del problema (1) con
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datos iniciales ~φδ y ~φε respectivamente, entonces para T ∈ [0, T ] , T es el tiempo de vida del





> 0 tal que
sup
[0,T ]









donde 0 < ν ≤ s− 3/2





. En efecto, del teorema 3.3, se tiene ‖~uδ (t)‖
2
Hs ≤ ρδ (t) , t ∈ [0, Tδ]
‖~uε (t)‖2Hs ≤ ρε (t) , t ∈ [0, Tε]
(3.32)
Si Tδ, Tε < T, entonces de la denición de ρδ, ρε y del teorema 2.12 se tiene



























satisfaciendo a (3.32) en este intervalo.







∂x [(3uε + 3uδ − vε − vδ)w1 − (uε + vε + uδ + vδ)w2] = 0
∂tw2 − ∂3xw2 +
1
2
∂x [(3vε + 3vδ − uε − uδ)w2 − (uε + vε + uδ + vδ)w1] = 0
~w (0) = ~φε − ~φδ
(3.34)
Por lo tanto, de (3.34) y siguiendo el mismo procedimiento como para (3.15), obtenemos
∂t ‖~w (t)‖2L2 ≤ Cs ‖~w (t)‖
2
L2 . (3.35)
Luego, integrando desde 0 hasta t, obtenemos






Usando la desigualdad de Gronwall, lema 2.11, la desigualdad (3.28) con r = s y el hecho que
δ ≤ ε,
































‖~w (t)‖L2 ≤ Cε
s. (3.37)
Ahora, como ~w = (w1, w2) ∈ Hr con r ≥ 0, haciendo
f1 = 3uε + 3uδ − vε − vδ
f2 = uε + vε + uδ + vδ
f3 = 3vε + 3vδ − uε − uδ
en (3.34), usando integración por partes se tiene
I = ∂t ‖Ds ~w (t)‖2L2 = ∂t ‖D
sw1 (t)‖2L2 + ∂t ‖D
sw2 (t)‖2L2
= 2 〈Dsw1, ∂tDsw1〉L2 + 2 〈D
sw2, ∂tD
sw2〉L2


















− 〈Dsw2, Ds∂x (f3w2)〉L2 + 〈D
sw2, D
s∂x (f2w1)〉L2
= −〈Dsw1, Ds∂x (f1w1)〉L2 + 〈D
sw1, D
s∂x (f2w2)〉L2 +
−〈Dsw2, Ds∂x (f3w2)〉L2 + 〈D
sw2, D
s∂x (f2w1)〉L2 (3.38)
Usando la desigualdad triangular se obtiene
∂t ‖Ds ~w (t)‖2L2 ≤ |〈D
sw1, D
s∂x (f1w1)〉L2 |+ |〈D
sw1, D
s∂x (f2w2)〉L2 |+
|〈Dsw2, Ds∂x (f3w2)〉L2 |+ |〈D
sw2, D
s∂x (f2w1)〉L2 | (3.39)
A continuación acotaremos a cada uno de los términos del segundo miembro de (3.39) en el
orden de ocurrencia. En efecto, usando las propiedades del producto interno y la desigualdad
63
triangular tenemos
I = |〈Dsw1, Ds∂x (f1w1)〉L2 | ≤ |〈D
sw1, D
s (∂xf1 · w1)〉L2 |+|〈D
sw1, D
s (f1 · ∂xw1)〉L2 | (3.40)






∩ [s− 2, s− 1[ para estimar el conmutador, la desigualdad ‖Dsf‖t ≤ ‖f‖s+t e
inmersión de Sobolev, tenemos para el primer sumando de (3.40).
I1 = |〈Dsw1, Ds (∂xf1 · w1)〉L2 |
≤ |〈Dsw1, [Ds, ∂xf1]w1〉L2 |+ |〈D
sw1, ∂xf1 ·Dsw1〉L2 |
≤ ‖Dsw1‖L2 ‖[D




‖∂xf1‖s ‖w1‖r + ‖∂xf1‖r+1 ‖w1‖s−1
)
+ Cs ‖w1‖2s ‖f1‖s
≤ Cs ‖w1‖s
(
‖f1‖s+1 ‖w1‖r + ‖f1‖r+2 ‖w1‖s−1
)
+ Cs ‖w1‖2s ‖f1‖s
≤ Cs ‖~w (t)‖Hs
(
‖f1‖s+1 ‖~w (t)‖Hr + ‖f1‖r+2 ‖~w (t)‖Hs−1
)
+ Cs ‖~w (t)‖2Hs ‖f1‖s
= Cs ‖~w (t)‖Hs ‖f1‖s+1 ‖~w (t)‖Hr + Cs ‖~w (t)‖Hs ‖f1‖r+2 ‖~w (t)‖Hs−1
+Cs ‖~w (t)‖2Hs ‖f1‖s (3.41)
De (3.4) y (3.27) con r = 1 obtenemos
‖f1‖s+1 = ‖3uε + 3uδ − vε − vδ‖s+1 ≤ 3 ‖uε‖s+1 + 3 ‖uδ‖s+1 + ‖vε‖s+1 + ‖vδ‖s+1


















Interpolando Hr entre L2 y Hs, (ver desigualdad 1.3) resulta







Por lo tanto, de (3.37), (3.42) y (3.43) , el primer sumando (3.41) resulta










Luego, usando la desigualdad (2.31) con α = 1 +
r
s
, β = s − r − 1, η = 1 y ν = s − r − 1
resulta que













También de (3.5) y (3.27) con r sustituido por r + 2− s sigue que



















Interpolando Hs−1 entre L2 y Hs, (se deduce de la desigualdad 1.3) resulta







Luego, de (3.37), (3.45), y (3.46) se tiene





y usando la desigualdad 2.31 con α = 1 +
s− 1
s
, β = (s− 2− r) + 1 y η = 1 tenemos

























Para el segundo sumando de (3.40), de la denición de conmutador, desigualdad de
Cauchy-Schwartz, integración por partes, la proposición 1.20 con r = s − 1 e inmersión
de Sobolev, se tiene
I2 = |〈Dsw1, Ds (f1 · ∂xw1)〉L2 |





















‖f1‖s ‖∂xw1‖s−1 + ‖f1‖s ‖∂xw1‖s−1
)
+ Cs ‖w1‖2s ‖f1‖s
≤ Cs ‖w1‖2s ‖f1‖s
≤ Cs ‖~w‖2Hs (4 ‖~uε‖Hs + 4 ‖~uδ‖Hs) (3.49)
Usando las desigualdades (3.32) y (3.33) resulta que
I2 ≤ Cs ‖~w‖2Hs . (3.50)








Los términos restantes del segundo miembro de (3.39) se estiman como en en la deducción
de (3.51), por lo tanto:
∂t ‖Ds ~w (t)‖2L2 ≤ Cs
(





Luego, integrando desde 0 hasta t,
‖Ds ~w (t)‖2L2 ≤ ‖D














‖~w (τ)‖2Hs dτ. (3.53)
Así, puesto que





‖~w (t)‖2Hs ≤ Cs ε















donde se ha usado (3.37) y (3.53) en la penúltima desigualdad. Luego, por la desigualdad de
Gronwall, lema 2.11, sigue que












1+ν + ‖φε − φδ‖Hs
)2
eT .




se obtiene (3.31). o























A continuación probaremos que ~v satisface el problema (3) y por lo tanto ~v = ~u.














Demostración: Por la observación anterior, es suciente que ~v satisfaga la ecuación
integral asociada con el problema (3) en Hs−2. En efecto, como ~uε es solución de (3) con





~uε (t) = W0 (t) ~φε −
∫ t
0
W0 (t− τ) ~G (~uε (τ)) dτ en Hs−1, (3.55)
donde
~G (~uε (τ)) = (3uε∂xuε − ∂x (uεvε)− vε∂xvε, 3vε∂xvε − ∂x (uεvε)− uε∂xuε)
Deniendo ~v = (v1, v2) y
~G (~v (τ)) = (3v1∂xv1 − ∂x (v1v2)− v∂xv, 3v2∂xv2 − ∂x (v1v2)− v1∂xv1)
se tienen los siguientes hechos :
a) lim
ε→0+
W0 (t) ~φε = W0 (t) ~φ pues lim
ε→0+








W0 (t− τ) ~G (~uε (τ)) = W0 (t− τ) ∂x ~G (~u (τ)) en Hs−2 (3.56)







∥∥∥W0 (t− τ) ~G (~uε (τ))∥∥∥
Hs−2
≤ g (τ) , para g ∈ L1 ([0, t] : R)
En efecto,
E =

























donde en la última desigualdad utilizamos 3.32 y 3.33.
Por lo tanto, de a), b), c) y el teorema de convergencia dominada de Lebesgue sigue que






W0 (t) ~φε −
∫ t
0
W0 (t− τ) ~G (~uε (τ)) dτ
)
= W0 (t) ~φ−
∫ t
0
W0 (t− τ) ~G (~u (τ)) dτ en Hs−2.
Es decir, ~v satisface el problema (3), y por la unicidad probada en el teorema 3.3 concluimos
que ~v = ~u. o
Proposición 3.7 Sean ε > 0, s > 32 y limn→∞



























Demostración: Como en la prueba de la proposición 3.5, se puede demostrar que ~uε




y satisfacer (3.32) y (3.33). Demostraremos que lo mismo sucede
































tal que∥∥∥~φε,n − ~φε∥∥∥
Hs
< ζ (3.60)
siempre que n ≥ N0. De modo que, de la denición de ρε,n, la desigualdad (3.60) y el teorema


































donde la última desigualdad es consecuencia de la elección de T en el teorema 3.3. Entonces



























Para vericar (3.57), consideremos ~w = (w1, w2) = ~uε − ~uε,n = (uε − uε,n, vε − vε,n) y






∂x [(3uε + 3uε,n − vε − vε,n)w1 − (uε + vε + uε,n + vε,n)w2] = 0
∂tw2 − ∂3xw2 +
1
2
∂x [(3vε + 3vε,n − uε − uε,n)w2 − (uε + vε + uε,n + vε,n)w1] = 0
~w (0) = ~φε − ~φε,n
(3.63)
y
∂t ‖~w (t)‖2L2 ≤ Cs ‖~w (t)‖
2
L2
donde la desigualdad es necesario usar (3.62). Integrando desde 0 hasta t y luego aplicando
la desigualdad de Gronwall, lema 2.11, obtenemos








‖~uε − ~uε,n‖L2 = sup
[0,T ]
‖~w (t)‖L2 ≤ Cs ‖~w (0)‖L2 = Cs ‖φε,n − φε‖L2 . (3.64)
Además, como en la deducción de (3.52), se tiene
∂t ‖Ds ~w (t)‖2L2 ≤ Cs
(





Luego, integrando desde 0 hasta t
‖Ds ~w (t)‖2L2 ≤ ‖D




















Aplicando la desigualdad de Gronwall, lema 2.11, resulta
















, obtenemos 3.57. o
Con los resultados anteriores estamos listos para probar la dependencia continua. Para esto
consideramos ~φε,n y ~φε las aproximaciones de Bona-Smith asociados a ~φε y ~φ, respectivamente,
y las soluciones ~uε,n y ~uε del problema (3) con datos iniciales ~φε,n y ~φε respectivamente.
Teorema 3.8 Sean ~φ ∈ Hs con s > 32 y ~u ∈ C ([0, T ] : H
s) la solución del problema de valor





es una sucesión en Hs convergente a ~φ en Hs y
{~un}n≥1es una sucesión en C ([0, Tn] : Hs) de soluciones de (3) con ~un (0) = ~φn. Entonces,













‖~un (t)− ~u (t)‖Hs = 0 (3.65)
Demostración: Como los estimados para ‖~un (t)‖Hs son los mismos que para ‖~uε,n (t)‖Hs ,









como en el teorema 3.5. Para ε ∈ ]0, 1[ , tenemos como en (3.31),
sup
[0,T ]














. Luego, si δ → 0+, obtenemos
sup
[0,T ]











ϕε,n = ϕn en Hs uniformemente en n, entonces
sup
[0,T ]
‖~un (t)− ~uε,n (t)‖Hs −→ 0, cuando ε→ 0
+ (3.66)
uniformemente en n.
Consideremos ahora, para n ≥ N0,





tenemos de (3.57) y (3.59)
sup
[0,T ]
‖~un (t)− ~u (t)‖Hs ≤ sup
[0,T ]










‖~uε (t)− ~u (t)‖Hs .
Cuando ε→ 0+, de (3.66) y de la proposición 3.6 resulta
sup
t∈[0,T ]




y cuando n→∞ obtenemos lo que queríamos demostrar. o
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