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Abstract 
Wireless Sensor Networks (WSNs) are highly distributed 
systems in which resource allocation (bandwidth, memory) must be 
performed efficiently to provide a minimum acceptable Quality of 
Service (QoS) to the regions where critical events occur. In fact, if 
resources are statically assigned independently from the location 
and instant of the events, these resources will definitely be 
misused. In other words, it is more efficient to dynamically grant 
more resources to sensor nodes affected by critical events, thus 
providing better network resource management and reducing end-
to-end delays of event notification and tracking. In this paper, we 
discuss the use of a WSN management architecture based on the 
active network management paradigm to provide the real-time 
tracking and reporting of dynamic events while ensuring efficient 
resource utilization. The active network management paradigm 
allows packets to transport not only data, but also program scripts 
that will be executed in the nodes to dynamically modify the 
operation of the network. This presumes the use of a runtime 
execution environment (middleware) in each node to interpret the 
script. We consider hierarchical (e.g. cluster-tree, two-tiered 
architecture) WSN topologies since they have been used to 
improve the timing performance of WSNs as they support 
deterministic medium access control protocols. 
1. Introduction 
Providing real-time guarantees in Wireless Sensor 
Networks (WSNs) has been considered as one of the most 
challenging topics due to the large-scale nature of these 
networks and to the severe physical constraints inherent to 
sensor nodes [1]. Several research works focusing on real-
time support in WSNs have concentrated their investigation 
on using hierarchical WSNs topologies to provide time 
guarantees [2-6]. In this paper, the hierarchical WSN model 
refers to the structured cluster-based WSN topology. In fact, 
in contrast to the flat peer-to-peer communication model, 
which usually relies on contention-based mechanism (e.g. 
CSMA/CA) as Medium Access Control (MAC) protocols, 
hierarchical cluster-based topologies have been shown to be 
quite suitable for WSNs with demanding requirements in 
terms of Quality of Service (QoS) requirements, namely 
timeliness [2]. Real-time communications in hierarchical 
WSNs is mainly achieved by either using deterministic 
MAC protocols such as Time Division Multiple Access 
(TDMA) based protocols [5] or  two-tiered architectures [4, 
7, 8]. Basically, hierarchical WSNs are divided into a 
number of inter-connected clusters where each cluster is 
managed by a central node referred to as router (or cluster-
head). Nodes inside a given cluster send their packets to 
their parent router which relays them to the destination 
through the backbone of routers, which might be structured 
as a tree [2], or hexagon [3].  
In WSN applications, events can be either static or 
dynamic. Static events occur in a specific location and do 
not move in time (e.g. monitoring temperature, humidity). 
These events are easy to predict and to measure. In contrast, 
dynamic events are typically mobile when they are evolving 
during time (e.g. target tracking, intrusion detection, fire 
detection, etc.), which induces an additional complexity to 
report them and track their evolution in space and time. 
While static events can be managed using static resource 
allocations since they are easy to predict, an efficient 
detection and tracking of dynamic events requires a 
dynamic allocation of network resource that depends on the 
spatiotemporal evolution of the events. 
In hierarchical WSNs, resource allocation is basically 
related to the amount of bandwidth granted for each router 
to deliver data. Roughly, the allocated bandwidth in 
hierarchical TDMA-like networks is typically measured by 
the amount of time a certain node is allowed to inject traffic 
in the network at a certain data rate. In the literature, 
bandwidth allocation is mainly performed statically by 
taking into account some parameters of the network (e.g. 
energy, depth of the network, number of child routers per 
parent router, etc.), but it does not dynamically adapt to the 
location and the time where and when the events occur. For 
instance, LEACH – proposed in Reference [5] - is an 
adaptive clustering protocol that dynamically changes the 
cluster-heads based on their energy levels in each round, but 
it supports a static TDMA schedule during each round 
independently of the occurrence of any event. The dynamic 
behavior of this protocol is only related to the energy level, 
but not to the dynamics of the events which limits its use for 
tracking and reporting the information of dynamic events in 
real-time. In this paper, event tracking means the monitoring 
of its evolution during time and event reporting means the 
delivery of messages describing the event to the control 
station. In addition, in Reference [2] the authors have 
proposed a model for the worst-case dimensioning of 
cluster-tree networks (instantiated to the IEEE 
802.15.4/Zigbee protocols [9, 10]) using a static bandwidth 
allocation in routers that typically depends on the depth of 
the tree and the number of child routers per parent router. 
Although the model provides an efficient way to estimate 
the delay bounds in such networks, it does not take into 
consideration the dynamic nature of the evolved events, 
which limits its efficient applicability to the detection of 
static events. It results that the bandwidth must be allocated 
in an efficient way when considering dynamic events (e.g. 
target tracking) in hierarchical WSNs.  
Performing dynamic resource allocation in hierarchical 
WSNs is a challenging issue that requires the deployment of 
distributed algorithms, which trigger a cooperative work 
between the different sensor nodes to achieve a predefined 
task. However, distributed algorithms in WSNs may be the 
origin of unnecessary communication overheads if they are 
not implemented efficiently. For instance, it is more 
efficient to activate tracking-related services/policies only in 
the sensor nodes involved in the tracking of an event, rather 
than in the entire network. In addition, delegating some 
specific management tasks to some sensor nodes in the 
network, i.e. in-network dynamic processing, will be of a 
great help to reduce the communication overheads and thus 
saving energy, since it is not necessary to report raw data 
directly to the destination. It is therefore necessary to 
provide a run-time environment, i.e. middleware that 
facilitates the deployment of distributed algorithms, 
particularly those ensuring the tracking and the reporting of 
evolving events, and also that enables the dynamic 
configuration of the network, which ensures the efficient 
management of network resources and the real-time 
reporting and tracking of the events. Those requirements 
can be achieved by using the active network management 
paradigm, which has been considered in the literature as a 
quite suitable approach for handling the dynamicity of 
networks. In the active network approach, packets are 
allowed to transport processing codes (or scripts) that will 
be executed in the routers/nodes by a special run-time 
environment in the intermediate nodes. The idea behind 
active network management is to improve the flexibility of 
programming the sensor network and changing its behavior 
dynamically.  
In this paper, we propose, Activ-WiSe, a management 
architecture based on the active network paradigm for 
supporting real-time tracking and reporting of dynamic 
event in hierarchical WSNs. We also show a strategy for the 
deployment of the active network paradigm for efficient 
tracking and reporting of dynamic events.  
2. Related Work 
Dynamic resource management in WSNs has been 
addressed in several research works, from different 
perspectives.  
In the literature, the active network management 
paradigm has been used as a key technique for controlling 
the dynamics of sensor networks (e.g. [11-13]). Initially, the 
Active Network paradigm has been proposed for the 
Internet [14], where packets are allowed to transport scripts 
that will be executed by a runtime environment (also 
referred to as middleware) in the routers to dynamically 
modify the operation of the network or to dynamically 
deploy new software for activating new services during 
network runtime. This communication paradigm has been 
extended to support dynamic service deployment in WSNs, 
which enables to perform the dynamic re-configuration of 
the network. For instance, in Reference [11], the authors 
have proposed a framework for programmable sensor 
networks, called SensorWare.  In that paper, it has been 
shown that the use of an active network framework based 
on a lightweight scripting approach can improve the 
management in WSNs by allowing the online programming 
of sensor nodes and by providing an efficient infrastructure 
for running task-specific distributed algorithms. In 
Reference [13], Levis et al. have made an abstraction of the 
programming models and have proposed a general 
architecture for implementing the underlying middleware 
corresponding to a programming model. The architecture is 
based on a virtual machine template composed of (1) 
handlers, which are code routines that run in response to an 
operating system event (e.g. timers, route forwarding 
request, etc), (2) capsules, which are the units of code that 
propagates throughout the network, and (3) operations, 
which are user-defined actions that will executed when an 
event is detected. In Reference [12], the authors have used 
the active network paradigm as a means to implement a 
decentralized architecture for gathering distributed 
information.  
Several other works have also investigated the use of the 
active network communication models for different 
purposes, but with the common objective of dynamic 
deployment of distributed algorithms. Those works, 
however, were designed independently of the WSN 
topology and were not optimized for supporting real-time 
guarantees, which is the main target of our work. Our 
contribution in this paper resides in taking advantage of the 
active network management communication model to 
improve the responsiveness of event tracking and reporting 
in hierarchical WSNs.  
Our objective is to design an abstract model of an active 
network architecture specifically for hierarchical WSNs to 
(1) push the processing as close as the evolved events (2) 
enable dynamic bandwidth allocation in all routers involved 
into the tracking and reporting of the events, and (3) 
improve the timing guarantees in hierarchical WSNs.  
To summarize, the contributions of this paper are two 
folded:  
1- Design of an abstract active network model for 
hierarchical WSNs, 
2- Proposal of a methodology for dynamic bandwidth 
resource management in WSNs, 
3- Proposal of a strategy for the deployment of the 
active network paradigm for efficient tracking. 
 
The rest of this paper is organized as follows. Section 3 
describes the Activ-WiSe architecture. Section 4 describes 
the methodology for efficient and dynamic bandwidth 
allocation. It also presents the strategy for the deployment of 
the active network paradigm for efficient tracking. Section 5 
concludes the paper. 
3. Activ-WiSe: Active Network Management 
Architecture for Hierarchical WSNs 
In this section, we present an abstract management 
architecture for hierarchical WSNs. The proposed 
architecture provides a two-level hierarchy: the root level, 
and the cluster node level. At each level of the hierarchy a 
dedicated management agent is operational (see Fig. 1). 
At the root level, a Root Agent (RA) is in charge of the 
management activities. The RA hosts a data storage facility 
that has the entire data related to each specific service. At 
the cluster node level, Node Agents (NA) are deployed. The 
deployment or the activation of these agents is dynamically 
performed according to the characteristics of the managed 
service (e.g. tracking, security, performance measurements, 
etc.). These node agents interact with the sensor nodes 
within their clusters in order to collect some data related to a 
specific service (e.g. number of sensor nodes per cluster as 
input for the network coverage service). Each node agent 
has a local view of its cluster, maintains a relation with the 
other node agents involved in the same service, as well as 
with the RA. This model is more scalable than a full root-
driven polling approach. Moreover, it enables the root agent 
to build service level statistics that are specific to the service 
level management process in use for the service (e.g. 
checking the conformity of the delivered service to the 
desired level). 
Choosing active network technology to implement our 
architecture allows us to exploit its benefit in terms of 
flexibility and improved scalability. These benefits are 
mainly the following: 
• Dynamic service deployment.  It is needed in 
hierarchical WSNs to perform a dynamic deployment 
of services in the sensor nodes. In fact, a WSN 
deploys - in general - different services related to the 
network management such as fault-tolerance, security, 
configuration, etc. Setting-up and activating all the 
services in all routers of the network is not efficient in 
terms of storage, processing and memory management 
in sensor nodes, due to their reduced processing and 
storage capabilities. It is more suitable to perform on 
demand set-up and activation of the required services 
in sensor nodes; In fact, at a given time we may want 
to set-up and/or activate a particular service only in a 
certain number of routers that will cooperatively 
perform a specific task. For instance, in a target 
tracking application, a given event may trigger the 
execution of a set security measures according to 
event-specific policies only on the nodes concerned by 
the event. 
• Improvement of the communication efficiency 
through in-network processing. In highly distributed 
and large-scale sensor network applications, it is quite 
suitable to optimize the communication by delegating 
some management and processing functions (e.g. 
aggregation, data collection nodes) to specific routers 
inside the network instead of having a centralized 
processing in the root. In this case, when an event 
occurs the messages will be routed to a certain parent 
router that has been delegated by the root to perform a 
particular processing or management task, which will 
simply transfer periodic or on demand reports to the 
root.  
 
 We adopt the active network approach to dynamically 
download and execute node agents from the repository 
located in the root agent. It is also possible to request and 
download the service from the nearest parent (towards the 
root) involved in this service. The availability of a dynamic 
code distribution facility and the presence of execution 
environments (e.g. middleware) on all nodes enable to 
easily and dynamically add new management functions in 
particular nodes, i.e. to push management functions where 
they are needed. We call our architecture Activ-WiSe, 
Active-based Management Architecture for Wireless Sensor 
Networks.  
The Activ-WiSe architecture is illustrated in Fig. 1. 
Within Activ-WiSe, WSN management functions are 
designed as a set of dedicated active applications called 
plug-ins. Our architecture can be integrated with any 
existing active execution environment such as those 
proposed in References [11, 13]. These plug-ins are stored 
in a repository located in the root agent. 
Once installed on the root agent, these plug-ins can be 
downloaded by node agents where they will be executed. 
The plug-ins uninstall themselves when they no longer be 
used. The Activ-WiSe architecture basically considers the 
traditional FCAPS management areas, which refer to Fault 
and Configuration management, Accounting and 
Performance management and finally Security management. 
Each area is represented by a specific plug-in performing 
the corresponding management task. 
 
Fig. 1. The Activ-WiSe architecture 
In addition to the plug-ins, a management data exchange 
protocol is assumed to enable the communication between 
the different plug-ins either with the plug-ins in the same 
node agent or with those in other node agents.  
4. Efficient Resource Management in 
Hierarchical Wireless Sensor Networks 
In this section, we propose a methodology for assigning 
the adequate bandwidth to each router in hierarchical WSNs 
for sake of ensuring an efficient tracking and reporting of 
dynamic events. We also demonstrate how to use the active 
network approach to delegate specific tasks to certain 
routers to optimize the use of resources in the network.  
4.1. Problem statement  
Static bandwidth allocation for hierarchical WSNs, such 
as those proposed in References [2, 3], is definitely not 
efficient for the tracking and the reporting of dynamic 
events. In fact, it is more effective that routers involved in 
the monitoring of the dynamic event are granted bandwidth 
such that the responsiveness of the event reporting is 
reduced, i.e. the timing requirements are satisfied.  
Network model and assumptions; We assume a 
hierarchical WSN composed of different routers, where 
each router is the head of a certain cluster. Each cluster 
contains sensor nodes associated to the cluster-head router. 
We assume that the hierarchical network provides a 
complete coverage of the monitored region. In this study, 
we consider the tracking and the reporting a single event. 
Multiple events monitoring is more challenging and is out 
of the scope of this paper. We also assume that the sensory 
traffic is routed to  a monitoring station attached to a 
particular router that has a complete knowledge of the 
network structure (such as the root in cluster-tree networks 
[2] as shown in Fig. 2). Initially, the network may be 
assumed to operate with a specific bandwidth allocation 
independent of any event. We assume that the network is 
based on a TDMA-like MAC protocol where each router is 
granted a specific time window to send his data. The length 
of this time window is proportional to the amount of 
bandwidth granted for its up-stream link. For instance, this 
model has been adopted by the IEEE 802.15.4/Zigbee 
cluster-tree  networks [15].  
Let us consider an event E moving inside the monitored 
region. This event is first detected by the sensor nodes close 
to it, which send their reports to their respective cluster-
head. Each cluster-head must then forward this report to the 
remote control station, which can be the root and/or any 
other router in the network. In this paper, we have two 
problems (1) the first problem is how to efficiently assign 
bandwidth resources in the routers to achieve the best 
performance in terms of real-time monitoring of the event. 
(2) The second problem is how to deploy our plug-ins in the 
WSN according to the service characteristics in order to 
achieve the optimal distribution of the plug-ins minimizing 
the management overhead of the reporting and tracking 
processes. 
Roughly, the problem can be formulated as follows. 
Given a hierarchical WSN and a detected event, 
what are the best distribution of bandwidth among 
all the routers and the optimal distribution of the 
plug-ins among WSN that improves the 
responsiveness tracking and reporting of this 
event and optimizes the usage of resources? 
4.2. A monitoring methodology of dynamic events 
To give an intuition on the general methodology, let us 
consider a hierarchical network such as shown in Fig. 2. 
When the events are known in advance (periodic polling of 
sensor nodes), bandwidth and memory resources may be 
statically assigned to routers according to a certain model 
(e.g. [2]). However, assuming that the occurrence of an 
event cannot be predicted in space and time, it is more 
efficient to adapt the bandwidth and memory allocation such 
that routers contributing to the delivery of the evolved event 
E to the destination will be granted higher resources (thick 
lines with arrows in Fig. 2). For instance, when event E 
occurs, the paths 5 2→ →R R Root  and 
9 6 2→ → →R R R Root  must be granted higher amount of 
bandwidth than the remaining routers in the network. In 
what follows, we refer to a cluster i by the name of its router 
Ri.  
When the event E occurs, the clusters R5 and R9 will 
detect this event and will report it to the monitoring station 
attached to the root. Two interesting issues can be initiated 
by the root after the reception of the first messages 
describing event E: 
1. The delegation of the tracking task to the router R2 
since it is a common parent (not necessarily direct 
parent) to both routers R5 and R9. This delegation 
results in performing the in-network processing of 
the raw data rather sending it directly to the 
monitor. This fact will help to improve the 
bandwidth resource usage on the link 2 →R Root . It 
also results in reducing the energy consumption 
since there is no need to send individual raw data 
messages on the link 2 →R Root . 
2. The re-allocation of the bandwidth resources such 
that the communication links involved in the 
reporting of the event (i.e. 9 6 2→ → →R R R Root  
and  5 2→ →R R Root ) will be granted higher 
bandwidth to improve the timing performance of the 
delivery.  
 
Fig. 2. Illustrative example of dynamic allocation 
Finally, after computing the new assignment of the 
bandwidth on the different links, it is necessary to re-
synchronize the network according to the new bandwidth 
distribution, since the bandwidth is proportional to the 
activity window length of the TDMA-like schedule. In other 
words, each router must be allocated a collision-free time 
window proportional to the amount of bandwidth that it has 
been assigned.  
To summarize, the monitoring methodology of dynamic 
events comprises four steps: 
1. Detection of the event. The event is detected by the 
sensor nodes close to it, which will initially send the 
report to remote monitoring station (i.e. the root). 
2. Task delegation. When the root detects that a given 
event is reported from different sensor nodes, it will 
determine the closest common parent and delegate 
to that parent the task of gathering and processing 
the raw data of the event before forwarding them to 
the root. We refer to this special node as delegate 
router. It in this case, it is assumed that the root has 
knowledge of the parent-to-child relationship 
between nodes. This assumption is realistic, since 
for instance the Zigbee standard has adopted an 
addressing scheme that enables to determine the 
depth and the location of a node in the network [10]. 
The task delegation is supported by the active 
network middleware that will activate/set-up the 
adequate service to perform this operation. This in-
network processing will help on reducing energy 
consumption and on improving the tracking quality 
of the event.  
3. Bandwidth assignment. The root must compute the 
new TDMA schedule that provides more activity 
periods (or greater time slots), thus more bandwidth, 
for sensor nodes involved in the tracking of the 
event. In the next section, we discuss different 
strategies for assigning adequate bandwidth 
resources in the network. 
4. Re-synchronization. After the computation of the 
new TDMA schedule, the network must re-
synchronize itself accordingly. This requires the 
deployment of distributed algorithms for re-
synchronizing the network. In the literature, several 
works have focused on distributed synchronization 
in TDMA-like networks, such as for instance [16, 
17]. The re-synchronization of the hierarchical 
network is out of the scope of this paper and will be 
considered in future works addressing cluster-tree 
WSNs.  
4.3. Bandwidth assignment in hierarchical WSNs 
In this section, we propose some strategies to perform 
efficient bandwidth distribution in hierarchical WSNs.  
When tracking an event E, we can basically distinguish 
three types of clusters as adopted in Reference [18]: 
1- Active clusters: they are the clusters that currently 
(directly or indirectly) detect the event E (e.g. 
clusters  R5, R9, R6 and  R2 in Fig. 2). Thus, the 
cluster-heads of these clusters must be granted the 
maximum bandwidth along the path to the root or to 
the delegate router. Certainly, the bandwidth 
assigned may be different from one active cluster to 
another depending on some characteristics of the 
network (e.g. depth in cluster-tree WSNs).  
2- Inactive (or sleeping) clusters: they are the clusters 
that are not involved in the tracking of the event. As 
a consequence, these clusters require an amount of 
bandwidth smaller than that in active clusters.  
3- Alerted clusters: they are clusters that have not yet 
detected the event, but expect it to enter the cluster 
soon. An inactive cluster may become in an alerted 
state according to some particular strategies. For 
instance, if the cluster-head of an inactive cluster 
receives a message about the target detection from a 
neighbor cluster-head of an active cluster.  
In order to adequately assign the bandwidth to each 
router, we must establish the set of equations that express 
the constraints on the bandwidth of each router.  
Let us define the duty cycle (DC) of a given cluster as 
the ratio of its time slot duration divided by its period, i.e. 
the time between two consecutive time slots. It can be easily 
observed that the output bandwidth is proportional to the 
duty cycle of the cluster. In the following, we derive three 
general conditions that must be satisfied by the duty cycle.  
• First constraint. The sum of all bandwidths must be 
lower or equal to the maximum bandwidth of the 
network. Hence, we consider the following equation 
expressing this constraint, assuming that there are N 
routers in the network: 
1
1
=
≤∑N i
i
DC  (1) 
• Second constraint.  The minimum duty cycle of an 
active cluster min
activeDC  must be greater than the 
minimum duty cycle of an alerted cluster min
alertedDC , 
which is in turn greater than the minimum duty cycle of 
an inactive cluster min
inactiveDC . We propose the following 
generic equation expressing the second constraint: 
min min minα β= ⋅ = ⋅active alerted inactiveDC DC DC  (2) 
where α > β are application-specific constant coefficients 
greater than 1.  
Note that the minimum duty cycle of an inactive cluster is 
equally assigned to all routers in an inactive state. Reference 
[15] proposed a different approach such that the minimum 
duty cycle in a cluster is assigned to the leaf cluster-heads in 
the hierarchical network (e.g. the routers with the highest 
depth in the cluster-tree topology) since they are the furthest 
from the monitoring station (i.e. the root) and are less 
involved in the routing process. In our case, we do not care 
about a topology-aware distribution of duty cycles in 
inactive clusters since we only focus on improving the 
tracking and the reporting in active clusters. The minimum 
duty cycle of an active cluster is assigned to the active 
cluster-heads that have detected the event in their clusters 
and are not involved in the routing process. The duty cycle 
assignment for other active clusters will be described in the 
third constraint. Finally, the minimum duty cycle of an 
alerted cluster is equally assigned to all alerted clusters.  
• Third constraint.  The duty cycle of an active parent 
router must be equal to the sum of all duty cycles of its 
active child routers. This is because the activity period of 
the active parent router must be able to support all the 
ingoing traffic from its active children. 
0− =∑active activeparent childrenDC DC  (3) 
Thus, it is possible to derive a set of linear equation that 
can be easily resolved using the theory of linear algebra.  
For instance, let us consider the example in Fig. 2. 
Applying the three constraints, it is possible to write the 
following linear system, assuming that R8 is an alerted 
cluster: 
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(4) 
Observe that the first line in the Matrix corresponds to 
Eq. (1), the lines 2, 5, 6 and 7 correspond to the third 
constraint in Eq. (3) and the remaining lines correspond to 
the second constraint. We can show that such a system 
comprises only one solution since the number of equations 
is at least equal to the number of unknown variables. It is 
also possible to resolve the linear equation system even if 
the system is not square. Computational tools such as 
MATLAB easily process such an equation system.  
From a practical point of view, this computation of the 
new bandwidth assignment cannot be in the sensor nodes 
(even the root) due to their limited computational power. 
However, this can be performed by the monitoring machine 
attached to root or any other router and then distribute the 
new assignment in the network.  
When the event moves, it may be necessary to change 
the bandwidth assignment as the event enters a new cluster 
which will be upgraded to active cluster. The active network 
paradigm helps on the management of these dynamic 
changes of the network configuration, as well as in the re-
synchronization process.  
4.4. Plug-ins deployment strategy in hierarchical 
WSNs 
The dynamicity of the events can be viewed from two 
levels: (1) the micro-dynamic level and (2) the macro-
dynamic one. Through the micro-dynamic level, the local 
evolution of the event within a single cluster node can be 
sensed and monitored. We designate this process by local 
tracking process. The macro-dynamic level represents the 
evolution of the event globally through the cluster-tree 
network. We designate this process by the global tracking 
process. By differentiating these two levels and designing 
for each tracking process a specific plug-in, the overhead 
generated by the tracking and reporting tasks can be 
reduced. Only data that is mandatory for a tracking task is 
sent over the network.  In the rest of this section, we 
propose a strategy performing an efficient deployment of 
these plug-ins among an hierarchical WSNs.  
The strategy takes as input parameter a set of active 
clusters i.e. the clusters that currently detect the event E 
(e.g. clusters R5, R9, R6 and  R2 in Fig. 2) called local 
tracking candidates set (CS) and return as output three 
parameters: (1) the node where the plug-in must be 
deployed for performing local tracking process (called local 
tracking elected node (LEN)). The LEN necessarily 
belongs to the CS set, (2) the node where we must place the 
plug-in performing the global tracking process (called 
global tracking elected node (GEN)) (3) a set of alerted 
clusters (AC) i.e. clusters that have not yet detected the 
event, but expect it to enter the cluster soon.  
 The strategy applies the following rules: 
1- The global tracking elected node is the first 
common parent of the nodes belonging to the 
tracking candidates set, 
2- The local tracking elected node is the nearest 
cluster–head to the sensed event, i.e. that has the 
best estimate of the event of its position.  
3- The alerted cluster set will become the tracking 
candidates set  except LEN union the set of all the 
CS childes 
Rule1 eliminates the reporting overhead between the 
GEN and the cluster-tree root. Rule 2 ensures the highest 
degree of the event localization accuracy. Rule 3 eliminates 
the reporting redundancy by delegating the reporting task to 
a unique cluster-head (LEN) instead of all the CS nodes. 
By applying the above strategy, the overhead generated 
by the tracking and reporting tasks is significantly reduced. 
5. Concluding Remarks 
In this paper, we have presented a methodology for the 
tracking and the reporting of dynamic events. We have 
proposed the Activ-WiSe management architecture, which 
is of an active network framework designed for hierarchical 
WSNs to manage the dynamic changes in the networks, 
namely in terms of bandwidth management. We have also 
proposed an efficient bandwidth resource management 
strategy for sake of ensuring an efficient tracking and 
reporting of dynamic events. In fact, the proposed 
methodology is shown to reduce the responsiveness of the 
event reporting and to provide fair share of bandwidth 
resources. A strategy for the deployment of active plug-in 
for efficient tracking has also been proposed.  
In future works, we intend to elaborate more on the 
Activ-WiSe architecture and its deployment for a real-time 
target tracking and reporting application. We will 
particularly address the problem network re-synchronization 
by the proposal of distributed algorithms that assign the new 
bandwidth allocation to the routers. Furthermore, We are 
currently looking forwards to integrate Activ-WiSe 
management architecture in the context of ART–WiSe 
architecture [4]. An implementation of Activ-WiSe is also 
envisaged.  
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