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Abstract 
Grid computing is emerging as an essential tool for large scale analysis and problem 
solving in scientific and business domains. Whilst the idea of stealing unused 
processor cycles is as old as the Internet, we are still far from reaching a position 
where many distributed resources can be seamlessly utilised on demand. One major 
issue preventing this vision is deciding how to effectively manage the remote 
resources and how to schedule the tasks amongst these resources. This thesis 
describes an investigation into Grid computing, specifically the problem of Grid 
scheduling. This complex problem has many unique features making it particularly 
difficult to solve and as a result many current Grid systems employ simplistic, 
inefficient solutions. 
This work describes the development of a simulation tool, G-Sim, which can be used 
to test the effectiveness of potential Grid scheduling algorithms under realistic 
operating conditions. This tool is used to analyse the effectiveness of a simple, novel 
scheduling technique in numerous scenarios. The results are positive and show that it 
could be applied to current procedures to enhance performance and decrease the 
negative effect of resource failure. Finally a conversion between the Grid scheduling 
problem and the classic computing problem SAT is provided. Such a conversion 
allows for the possibility of applying sophisticated SAT solving procedures to Grid 
scheduling providing potentially effective solutions. 
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Chapter 1 - Introduction 
1.1 The Problem 
It has recently been suggested that by 2015, developments within Computer Science 
will trigger a scientific revolution on par with the invention of calculus or the 
telescope [EC2006]. Computing no longer merely helps scientists with their work, its 
concepts, tools and theorems have become integrated into the fabric of science itself 
[MI2006]. As we are looking to solve ever more complex problems with increasingly 
sophisticated techniques, we require ever more computing power to make this 
possible. From the need to facilitate large-scale problem solving, the Grid paradigm 
has emerged. Grid computing will drive this revolution by providing seamless access 
to vast computing power not previously accessible. 
Whilst there are numerous distributed computing applications and Grid resource 
management systems, there remain technical obstacles that must be overcome before 
Grid computing is both ubiquitous and seamless. One such obstacle, which is the 
subject of this work, is deciding how to effectively and fairly distribute the tasks 
amongst the available resources. 
Although multiprocessor scheduling is a well understood classic computing problem, 
scheduling over Grids is a relatively new field of research and one which has proved 
more complex. The additional complexity stems from the difference between the 
nature of multiprocessor clusters, which are typically homogenous, housed in a single 
building and controlled by an individual organisation, and Grids which are 
unpredictable, heterogeneous, susceptible to individual resource failure, potentially 
larger scaled and geographically distributed with no centralised control. 
Since the subject of Grid scheduling is in its infancy, the majority of the algorithms 
currently employed are simplistic and ineffective in many scenarios. Although 
different approaches have been tried, few have yet to be pursued in significant depth 
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and detail. Work is required to find procedures which are robust and reliable, 
delivering high-quality performance in a variety of different Grid scenarios. 
In order to compare the performance of potential scheduling solutions, one must be 
able to conduct repeatable, statistically valid experiments. Since Grids are by nature 
unpredictable, they are not effective as test beds for these algorithms, and so to obtain 
experimental data we must employ the use of realistic, scalable Grid simulators. 
Although numerous Grid simulators have been developed for this purpose, few have 
managed to strike an effective balance between simulation speed and realism. It is 
also not a case of "one-size-fits-all" since the algorithm may be designed around a 
specific application and set of resources. This means one must remodel the simulator 
to effectively capture the scenario; a task that usually requires expert knowledge of its 
construction and operation. 
1.2 Proposed Work 
This thesis represents an attempt to contribute to the study of the Grid scheduling 
problem through the development of a practical algorithm verification tool. This can 
be utilised to model numerous Grid scenarios without the requirement of further 
redevelopment on the part of the user. This tool, G-Sim, is developed to facilitate the 
simulation of large-scale, realistic Grids on a stand-alone PC, a tool which all 
researchers will have access to. 
Furthermore this work looks to add to the understanding of how scheduling 
algorithms are affected by the properties of the Grid they schedule on. This is 
accomplished through analysis of experimental results taken from numerous 
simulated Grid scenarios. 
Finally, the work of this thesis endeavours to add to the catalogue of techniques 
available to Grid scheduling algorithm designers. To this end, both a simple, novel 
scheduling mode and a method which allows SAT solving algorithms to be applied to 
Grid scheduling are developed. 
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1.3 Document Structure 
The rest of this thesis is arranged as follows: 
Chapter Two is intended to give the reader an overview of the subject of Grid 
computing and to give more detailed information concerning the issues and 
techniques employed in both Grid simulation and scheduling. 
Chapter Three documents the design and implementation of the Grid simulation tool 
G-Sim, describing how it operates and models various aspects of real life Grids. 
Chapter Four outlines a simple scheduling technique Time-Limit Batch Mode which 
could be employed to improve the effectiveness of scheduling procedures and to make 
them more suitable for operation on a Grid. The effectiveness of the technique is 
verified by thorough testing against other documented procedures in numerous 
scenarios using G-Sim. Conclusions are drawn from the experimental results and 
further research possibilities discussed. 
Chapter Five describes a method for converting the problem of Grid scheduling to the 
well known computing problem SAT. This method is included primarily as a 
theoretical tool to demonstrate . how a new approach to Grid scheduling could be 
made. Unfortunately due to time constraints we were unable to provide experimental 
results using this approach. A discussion on the limitations of the conversion and its 
practical application is also provided. 
Chapter Six provides a discussion of general conclusions from the work, together with 
recommendations for further work stemming from it. It also contains a short 
summary of the work presented in the thesis and a discussion of whether the outcomes 
presenting in section 1.2 have been met. 
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Chapter 2 - Background 
2.1 Introduction 
The last two decades have seen a revolution in computing technology. The Internet 
has continued to grow at an exponential rate [C02001] and processing power and 
network bandwidth is substantially more powerful and widely available. These 
technologies have led to the possibility of pooling Internet-connected resources to 
solve large-scale parallelised problems, leading to what is popularly called Grid 
computing [BU2002]. The term Grid comes from an analogy with the electric power 
Grid which provides constant, reliable, transparent access to electricity irrespective of 
source [BU2002]. Instead of electricity, Grid computing will provide secure, 
transparent, highly efficient access to computational and information resources, 
irrespective of their physical location. Grid computing is increasingly being viewed 
as the next phase of distributed computing [GF2005]. 
Grid computing started as a project to link geographically dispersed supercomputers, 
but now it has grown far beyond its original intent [BU2002]. The Grid infrastructure 
is about bringing together distributed resources such as supercomputers, data sources 
and specialised measurement systems to enable collaborative working on 
interdisciplinary projects that could not be otherwise possible. It enables seamless 
access to resources that simply could not feasibly be installed on the same site. 
The Grid infrastructure can benefit many applications, including collaborative 
engineering, data exploration, high throughput computing, distributed 
supercomputing, and service-oriented computing [BU2002]. Computational Grids are 
characterized by widely distributed computational resources shared by virtual 
organisations [DE2003]. A virtual organisation can be considered a group of 
individuals or organisations that share computing resources to attain some common 
goal. 
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The Grid is not only a computing infrastructure for solving large scale parallel 
problems but a structure which will bond and unify all types of distributed resources 
from metrological sensors to data vaults, from super computers to PDAs, to provide 
pervasive services to anyone who needs them [BU2002]. The Grid paradigm also has 
the potential to provide a complementary approach to achieving high-reliability with 
little additional investment, an infrastructure for large-scale load balancing and a 
means of exploiting under-utilized resources [ZH2004]. In general the Grid 
community is more focussed on the sharing of high-end machines such as 
supercomputers, with the Peer-to-Peer (P2P) community involved in the sharing of 
low-end machines such as desktop PCs and their contents [BU2002]. (P2P computing 
is now considered mainstream and a significant social and technological phenomenon, 
with millions of Internet users involved. P2P systems provide an infrastructure for 
communities that share CPU cycles (e.g., SETI@Home, Entropia) and/or storage 
space (e.g., Napster, FreeNet, Gnutella), or that support collaborative environments 
(Groove) on low level machines [RI2002]. However there are numerous technical 
and social hurdles to overcome before the vision of seamless collaborative research 
being accomplished on truly global grids can be realised. Such hurdles involve areas 
including scheduling, code management, configuration, fault tolerance, security, and 
payment mechanisms [F01998]. 
2.2 Technological Advancement: Enabling Grid Computing 
"Lick had this concept of the intergalactic network on which he believed everybody 
could use computers anywhere and get at data anywhere in the world. He didn't 
envision the number of computers we have today by any means, but he had the same 
concept - all of the stuff linked together throughout the world, that you can use a 
remote computer, get data from a remote computer, or use lots of computers in your 
job. The vision was really Lick's originally." 
Larry Roberts, Principle architect of APRANET, on the vision of the psychologist 
J.C.R. Licklider ('Lick'). 
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The roots of grid computing can be traced back to the birth of the Internet. The vision 
J.C.R. Licklider took to ARPA in the 1960's when he initiated the research projects 
that led to the ARPANET, which in tum became the present day Internet described 
above, is close to the goals of the UK e-Science initiative set out by John Taylor 
which looks to develop grid technology to enable scientists to perform 'faster, better 
and different' research [HY2004]. We briefly discuss the advances in computing, 
networking and distributed computing that have brought such a vision within touching 
distance. 
Computing power has substantially increased in the last 40 years. The prediction 
made by Gordon Moore, co-founder of Intel in 1965, commonly known as Moore's 
law, that the number of transistors on a chip would double about every 2 years and 
that they would halve in price, has held into the new millennium, fuelling a worldwide 
technological revolution [IN2005]. This law, based on silicon chips, will inevitably 
end within a decade as the size of transistors reaches atomic sizes [HE2004], although 
promising new computing methods such as quantum computing are in development 
[WE2000]. The continual reduction in the cost of manufacturing computers and the 
evolution in ever more sophisticated hardware has caused a shift from a few highly 
expensive mainframes in the 1960's to the millions of high powered low cost desktops 
and, more recently, portable devices we have today. IBM mainframes took off in the 
early 1960's; such machines required large dust-free rooms and were so expensive 
only a handful of large organisations could afford them. A revolution in the size of 
computers (which has increased their popularity and availability) came in the early 
1970's with the invention of minicomputers, which were in tum superseded by the 
development of Personal Computer (PC's) in the early 1980's. The trend looks set to 
continue with hand-held Personal Data Assistants (PDA's) introduced in 1994 
becoming ever more powerful and compact. The massive increase in processing 
power has led to the possibility of solving genuinely interesting and potentially useful 
large scale problems that simply would have been impossible just a few decades ago. 
Continued growth of the global Internet is one of the most interesting and exciting 
phenomena in networking [C02001]. Twenty years ago, the Internet was a research 
project that involved a few dozen sites; today it is accessible to millions of people in 
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every populated country in the world. In America it connects nearly every 
corporation, school, college, university, military organisation, government office and 
the majority of private residences [C02001]. It started as a modest research project 
during the Cold War of the 1960's, during which time the United States government 
realised their potential to provide secure, reliable communication in the event of war. 
The Advanced Research Projects Agency (ARPA) was started in response to the 
USSR's 1958 launch of the first artificial satellite Sputnik. This agency was 
responsible for funding the projects which led to the start of the ARPANET in 1969; a 
network initially consisting of 4 academic sites linked by 56kbps telephone links to 
pass messages [AH2001]. This network continued to grow and by the mid-1970's 
linked over 30 academic, military and government contractors and its user base 
expanded to include the larger computer science research community [BU2002]. The 
Ethernet came about in 1976 following Bob Metcalfe's PhD Thesis of 1973 and in 
1974 a common, reliable connection orientated in TCP was developed and was later 
split into TCP/IP in 1978 [BU2002]. Responsibility and management of the 
ARPANET passed to the National Science Foundation (NSF) in 1989; during this 
time many of the Internet rules and much of the etiquette were developed and steps 
were taken to privatise the Internet. This allowed the NSF contractors to build the 
structures for providing commercial Internet services, allowing companies and home 
users Internet access. The NSF officially terminated their control over the Internet in 
1995 [AH2001]. 
The Internet is commonly associated with the Web, and the two are often confused. 
The Web was developed in 1989 by Tim Berners-Lee of CERN, Switzerland 
[BU2002]. It provides a means of presenting and sharing information in a structured, 
platform-independent manner. Using the HTML language, you are able build a web 
page of information that links to other web pages, allowing for the development of 
web sites, consisting of numerous related pages. These sites can in tum be linked 
together to form a Web of interconnected documents and information. HTML is 
transported using HTTP protocols and uses the Client/Server paradigm to allow 
access to these web pages in a distributed seamless manner. The invention of the web 
has sparked numerous supplementary technologies which look likely to provide the 
basis for large scale Grid computing, including XML and Web Services. XML is a 
standard format for information exchange over the Internet, developed in 1998 by the 
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World Wide Web Consortium (W3C). XML is used by Web services which allow 
access to remote software and applications through a web browser. 
The idea of harnessing unused CPU cycles to process distributed applications was 
first considered in the 1970's when computers were first connected by networks 
[BU2002]. The first distributed computing programs were a pair of programs called 
Creeper and Reaper which made their way through the nodes of the ARPANET; they 
are also considered to be the first infectious programs ever to have been written 
[ AH200 1]. Creeper was a program which copied itself from one node to another and 
Reaper was responsible for deleting copies of Creeper. Although the programs had no 
practical significance they provided proof that idle computational power could be 
remotely harnessed and so distributed computing was born. The first distributed 
program to have functional use was the XEROX P ARC worm invented in 1973 
[AH2001]. The worm made use of around 100 computers connected by an Ethernet 
local area network to perform rendering of computer graphics [AH2001]. Within 
recent years there has been a shift from developing stand-alone programs to Internet 
applications; distributed computing is now an integral part of almost all software 
development. Modem programming languages such as Java and Microsoft's .NET 
platform have standard built-in tools to support many distributed computing 
technologies and standards such as Multithreading, Sockets, RMI, CORBA, Web 
Services, and Soap/XML. Distributed applications have the advantages of being able 
to be remotely accessible, fault tolerant and efficient, and they allow for distributed 
resources to be used transparently. Grid computing is about using distributed 
computing technologies to develop applications which provide a means of accessing 
remote services and resources, and so enabling large scale multi-institutional 
problems to be solved efficiently. 
Already a wide range of fields are incorporating and embracing Grid technology. It 
has already been used in genome research [IB2001], cosmological simulations 
[VU2005], operations research, ecological modelling [BU2002], drug design 
[OP2004] and to search for signs of extraterrestrial intelligence in satellite data 
[SE2003]. 
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2.3 Grid Computing Environments and Technologies 
Grid computing strives to aggregate diverse, heterogeneous, geographically 
distributed and multiple-domain-spanning resources to provide a platform for 
transparent, secure, coordinated, and high-performance resource-sharing and problem 
solving [F01998]. There are two players in the Grid paradigm, the producers (also 
called resource owners) and the consumers (who are the users) [BU2002]. The 
producers supply access to their resources as a service, typically at a cost to the 
consumers. The consumers who remotely access the resources have different goals, 
objectives, strategies, and demand patterns [ABOOO]. 
According to Buyya in [BU2002], there are four main aspects which characterise a 
Grid: 
• Multiple Administrative Domains and Autonomy: The resources are 
geographically distributed, often in different time zones, owned by a number 
of different organisations and are under the jurisdiction of a number of 
different administrative domains. The autonomy of resource owners must be 
honoured and their local resource managements and usage policies adhered to. 
• Heterogeneity: A Grid involves a vast range of different resources 
encompassing a vast range of technologies. 
• Scalability: A Grid can grow in size from a few integrated resources to 
millions. This raises the problem of potential performance degradation. 
Consequently, Grid applications requiring many resources must be designed to 
be tolerant to changes in both bandwidth and latency. 
• Dynamicity and Adaptability: In a Grid, due to the potentially large number 
of resources, the chance of an individual resource failure is high, and so should 
be considered a rule, rather than the exception. Application and resource 
management systems should behave dynamically to cope with such failure and 
use the available resources and services efficiently and effectively. 
Grid Systems can be divided into different categories according to their target 
application type and topology [ZH2004], although there are no definite boundaries 
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between the categories, and real Grids can be constructed from two or more of these 
types. The types of Grid system are: 
• Computational Grids: look to utilise the aggregate computational power of 
numerous machines to process jobs faster. According to how the 
computational power is utilized, this category can be further subdivided into 
distributed supercomputing and high throughput systems [ZH2004]. A high 
throughput Grid aims to utilise idle computational cycles to process a stream 
of different tasks, whereas a distributed supercomputing Grid runs parallel 
applications on multiple processors simultaneously to reduce execution times. 
• Data Grids: seek to harness geographically distributed resources for large-
scale data intensive problems [RA2002]. They allow large data sets to be 
managed, accessed and utilised by large numbers of users, such that the 
physical location of the data is abstracted from them. 
• Storage Grids: attempt to aggregate the spare storage resources of numerous 
machines, and provide users with transparent secure access to the data stored 
there [ZH004]. Such Grids are usually considered to be of more significance 
to the P2P community rather than the Grid community. 
2.3.1 Grid Taxonomy 
The three Grid topology categories relate to the nature of the network they operate 
over; Figure 2.1 shows how these Grid topologies are related. 
• IntraGrids: are typically constructed of machines on a single intranet network. 
These will usually be owned by a single organisation and operate under one 
usage policy. Scheduling algorithms are typically simpler to design for an 
IntraGrid as there is a reduced chance of resources changing and network 
performance is likely to be both high speed and similar between all machines. 
• ExtraGrids: are constructed from multiple IntraGrids and operate over a WAN. 
They involve multiple administrative domains, possibly making use of a 
centralised scheduling system impossible. The assumptions about the network 
which may hold with an IntraGrid may not necessarily apply with an 
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ExtraGrid. These Grid environments are created for mutual benefit between 
trusted business partners [ZH2004] . 
• InterGrids: operate over the Internet and aggregate resources across the globe. 
There is a need for strict security mechanisms to be employed as sources 
within an InterGrid should not be considered trusted. Due to the highly 
distributed nature of such systems, network service quality will potentially be 
the most significant factor affecting scheduling decisions. Centralised and 
truly hierarchical scheduling structures will not be viable due to a lack of any 
centralised control. Such an environment should be employed when there is a 
need to utilise many resources from many different geographical areas. 
Figure 2.1: The relationship between IntraGrids, ExtraGrids and InterGrids. 
2.3 .2 Grid Components 
There are many components to a Grid environment, with the architecture of a Grid 
system layered in order to maximise modularity. Figure 2.2 shows a layered Grid 
architecture and components which make up each layer. 
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Figure 2.2: A layered Grid architecture and components [BU2002] 
The Grid fabric consists of two sections, the physical computational, data or sensor 
based resources together with the networks which link them and the local resource 
management systems which operate on the same the local network as the resources 
and control how they are remotely accessed and harnessed. Examples of local 
resource management system include Condor, LSF (Load Sharing Facility), PBA 
(Portable Batch System), and SGE (Sun Grid Engine) [BU2002]. Typically a Grid 
application will be able to pool resources from a number of different local 
management systems, to enable a larger scale application execution environment 
The core middleware layer is composed of software and protocols which enable local 
management systems to communicate with the wider world, i.e., other Grid software 
operating outside the local area network. It offers the services which are required by 
all types of Grid applications, such as the ability to make data transactions, stop, pause 
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or start remote jobs, specify Quality of Service (QoS) requests and contracts and 
reserve resources. 
The user-level middleware uses the underlying core services to implement services of 
direct use to the user such as developments tools and resource management brokers. 
The purpose of this layer to provide usable tools for accessing the lower level core 
services and to ease the process of developing a Grid enabled application. Resource 
management brokers such as Nimrod-G are the gateway through which the users' 
Grid application seeks execution. The users are only interested in seeing the output 
from their applications and wish to know when the output will be produced and how 
much it will cost them. Resource management systems allow the details about 
resource selection, QoS contracts, data staging, rescheduling, and results collection to 
be abstracted from the user. 
The top layer of the Grid architecture model is the application level. The application 
is constructed by the user and is specific to their needs and development methods. 
Grid applications need to be aware of the nature of the environment they are executed 
in and so are typically highly parallelised and make use of Grid enabled languages 
and utilities such as MPI (message passing interface) or the Nimrod specification 
language [BU2002]. An example application, such as a parameter simulation, would 
require computational power, access to remote data sets, and may need to interact 
with scientific instruments [BU2002]. 
2.3.3 Emerging Standards 
The Open Grid Services Architecture (OGSA) [OG2005] and its associated 
implementation, the Globus toolkit, are becoming the de facto standards for Grid 
services and Grid environments for application development, respectively [ZU2004]. 
These technologies were developed with the Global Grid Forum (GGF) which is the 
community of users, developers, and vendors leading the global standardization effort 
for grid computing [GF2005]. 
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The definition of the OGSA as a development standard is considered an important 
step towards creating a seamless Grid infrastructure encapsulating services and 
resources worldwide [CH2004]. The OGSA provides a framework for combining 
XML based Web Services and Grid technology by extending the W3C web service 
standards such as SOAP, Web Services Description Language (WSDL) and WS-
inspection to meet Grid specific requirements and concepts [CH2004]. Web Services 
provide a standard means of calling remote procedures over the Internet; they provide 
a set of well-defined interfaces for service discovery, dynamic service invocation, 
lifetime management and notification [F02002]. Coupling them with Grid 
technology looks to bring manageability, extensibility and interoperability between 
loosely coupled services across Grids [CH004]. The OGSA is currently being re-
factored into a number of standards, the Web Services Resources Framework (WSRF) 
and Web Service notification (WS-notification), yet its concepts remain the same 
[CH2004]. 
The Globus toolkit [GL2005] based on the OGSA, is currently considered the 
standard implementation for providing the core middleware services and many user 
level middleware systems are built upon it including Nimrod-G, Condor/G, AppLeS 
and the GrADS system [DA2002]. The intention of the Globus project is to provide 
the infrastructure and low-level mechanisms (in the form of command line utilities 
and API's) to run a single task on any given system; the task of optimal resource 
discovery is that of a resource management system [PH2002]. Its major contribution 
is a PKI-based Grid certificate solution to the Grid security problem, which enables 
cross-organizational resource access control [LI2003]. It also provides toolkits and 
mechanisms for job submission and monitoring (GRAM), resource discovery and 
status monitoring (GRIS and GIIS) and resource reservation and allocation (GARA). 
2.3.4 Resource Management Systems 
Grid technology is rapidly developing and there are hundreds of projects dedicated to 
it. Whilst the OSGA and Globus toolkit are setting the standard in providing the core 
middleware, there are numerous different user-level systems looking to provide 
solutions to the problems of resource management. Due to the complexity of Grid 
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resource management, the diversity of such middleware is set to continue. This is 
because no one system can be considered definitive and capable of catering for the 
needs of all Grid applications running on all Grids. A comprehensive taxonomy and 
survey of popular resource management systems is presented in [BU2002]. The 
following systems are currently used and look set to become standard Grid user-level 
middleware. 
2.3.4.1 Condor 
The Condor project has undertaken research into distributed computing for the past 18 
years, and the Condor system [LI1988] it has developed is a widely adopted software 
package firmly established within current Grid computing [CH2004]. Condor is a 
high-throughput computing environment which aims to hunt down idle workstations 
and utilise their unused cycles to share job execution. Condor offers check-pointing 
and job migration which enables it to reschedule tasks to different workstations so that 
previously accomplished results will not be lost [ZH2004] and they are eventually 
completed. Although Condor is popularly known for harnessing unused cycles, it can 
also be configured to share resources and offers powerful and flexible centralised 
resource management services [BU2002]. Condor is a mature system which offers a 
number of unique and impressive features making it a good choice for running Grid 
applications, although these must consist of independent, single processor tasks. One 
such feature is its remote system calls which allow a job's original execution 
environment to be simulated on the execution machine, even if the two environments 
do not contain the same file system or ID scheme [BU2002]. 
Recently, Condor has been adapted to integrate it with the Globus toolkit; this version 
is known as Condor/G [FE2002]. By incorporating Globus, Condor/G can pool 
resources from multiple institutions [ZH2004]. 
2.3.4.2 Legion 
Legion [LE1996] is an object-based Grid operating system developed at the 
University of Virginia [BU2002]. The philosophy behind Legion is to present a Grid 
system as a single, coherent, virtual machine [BU2002], abstracting out the 
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geographically distributed, heterogeneous nature. Legion is an object-oriented system 
consisting of independent disjoint objects that communicate with one another via 
method invocation [ZH2004]. Individual objects are responsible for managing a 
single resource such as a HostObject, which defines attributes of a computation 
resource such as load, CPU capability and memory size, and V aultObjects which 
relate to a persistent storage device. Jobs are also considered as Objects, which are in 
themselves active threads which can be activated, deactivated and stored. As Legion 
provides an API for object interaction but not a language or communication protocol, 
users are not restricted in the applications they can develop and run on Legion 
[BU2002]. Legion also supports advance reservation of resources and rescheduling 
through the incorporation of job monitoring. Its resource management is in a 
hierarchical architecture, with a centralised information service and decentralised 
scheduling policies [BU2002]. Although default system orientated scheduling 
policies are implemented, Legion allows policy extensibility through the use of 
resource brokers, and so Nimrod-G and AppLeS brokers can be used in conjunction 
with Legion to provide user-centric policies [BU2002]. 
Currently Legion can only be used on single-domain Grids [ZH2004], therefore is 
unsuitable for large scale Grid applications, or applications which require the use of 
unique resources such as scientific equipment from outside the local network. 
2.3.4.3 Nimrod-G 
Nimrod-G [BU2002] was developed by Monash University and looks to provide user-
level middleware based on an economic model for resource management and 
scheduling. This means that Nimrod-G's application-orientated scheduling is done on 
the basis of users' deadlines, budgets and optimisation strategies. As with Condor/G, 
the "G" in Nimrod-G refers to it's the fact that it is capable of using the core 
middleware services supplied by the Globus toolkit. Nimrod-G can also be used in 
conjunction with other middleware systems too, including Legion, making it suitable 
for many different Grids. It is based upon the GRACE computation economy services 
infrastructure [BU2002] allowing for the integration of resource reservation and soft 
QoS demands [BU2002]. Nimrod/G is designed only for parametric study 
applications where there is a large set of independent parameters, which are split into 
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a number of independent tasks. These studies must be implemented through a 
declarative parametric modelling language or a GUI [BU2002]. Each application 
specifies a deadline by which it expects to be completed (based on capability 
estimation performed through heuristics and previous execution times), and a price 
which the user is willing to pay for its completion. Each computational resource is 
specified a cost which the consumer should pay in order to use the resource 
[ZH2004]. As Nimrod-G implements user-centric, economic based scheduling 
policies, it scheduling organisation is inherently decentralised with each broker 
instance looking to meet the demands of the user, like in a real market environment. 
2.3.4.4 AppLeS 
The name AppLeS is derived from Application Level Scheduling, which is further 
discussed in section 2.4.2.5. The AppLeS project [BE1996] is focussed on scheduling 
and is designed to use underlying middleware services provided by Legion, Globus or 
Netsolve [CA1997], it also uses the Network Weather Service (NWS) [W01999] to 
find resource information on demand. The idea behind AppLeS is to imbed AppLeS 
agents into the applications so they become self-schedulable on the Grid [BU2002]. 
Scheduling is based around the effects of resource selection on the specific 
application, and is therefore inherently decentralised [ZH2004]. The completion time 
estimation is based upon predictive heuristic states and online rescheduling is 
supported [BU2002]. AppLeS has already proven successful in a number of 
application areas, such as Tomography and Gene Sequence Comparison [BU2002]. 
2.3.4.5 Sun Grid 
The Sun Grid project is a commercial project operated by Sun Microsystems 
Incorporated. It provides a means of accessing large scale computing power and data 
storage on a pay as you use basis [SU2005]. It uses Grid technology to allow users to 
remotely submit jobs to dedicated Sun Grid centres, as an Internet-based utility 
service [SU2005]. The service provides users with secure, reliable computational 
power on-demand. The Sun Grid is currently available to certain Sun customers, but 
some recent large-scale grid deployments have forced Sun to divert systems that were 
to be used for the public site [INF2005]. 
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2.4 Grid Scheduling 
Grid scheduling is concerned with the mapping of tasks to a set of resources. The 
importance and difficulty of application scheduling for the development and 
deployment of applications on computational grids has been recognised for some time 
[F01998]. 
In traditional scheduling, scheduling is defined as allocation to resources over time, 
taking into account some performance measurement criteria and subject to the 
satisfaction of constraints [PI1995]. With this view, grid scheduling is the problem of 
allocating tasks to distributed computational resources using system utilisation, sum 
of completion times [RE2004] or the makespan of the tasks as the performance 
measurement, whilst satisfying economical system constraints and users' service level 
agreements [BU2000]. The makespan is defined period between the first job being 
submitted to the time the last job is completed. The major difference between 
traditional scheduling problems and grid scheduling appears to the dynamic nature of 
the resources and the constraints in the grid environment [OP2003]. 
The resources available to Grid tasks can be anything that is connected to the network 
they are running on; if this is the Internet then it could be a PDA in China or a super 
computer in America. Such resources obviously have different processing 
capabilities, which will affect how quickly they can process the tasks submitted to 
them. A Grid's resources may use numerous different operating systems which may 
also affect the running times of different jobs; for instance, a UNIX machine may 
perform faster on a task involving lots of symbolic computation than a Windows 
machine, but may perform slower on jobs with a lot of floating point arithmetic 
[RI2003]. The dynamic nature of the computational resources emanates from the fact 
that they are outside the control of the scheduler allocating the tasks. They could be 
switched off, lose connection to the network or be subject to changes in local usage at 
anytime. Another characteristic of the resources that makes Grid scheduling more 
difficult is the dynamic and largely unpredictable nature of the environments under 
which they communicate; wide area large scale networks. There are numerous factors 
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which affect the performance of WANs including load, bandwidth and latency, 
making it impossible to accurately predict exactly how long a given transfer will take. 
Today's grid applications are also relatively complex and are not built as monolithic 
entities, rather they are structured as workflows that consist of individual tasks, which 
consist of various transformations on large data sets [DE2003]. The tasks may have 
different resource requirements; for example, some may require the use of a specific 
supercomputer, a Linux-based cluster of processors or the use of an extremely large 
database generated from a network of satellites [BL2004]. These requirements come 
in two categories, hard or soft. Hard requirements are those which are rigidly 
enforced, soft requirements are those which are desirable but not absolutely essential 
[OP2003]. A common feature of grid applications is that they may require access to 
large data sets and usually produce another data set which can be shared and 
replicated once created [DE2003]. This means that it may be necessary to copy the 
required input files to a resource prior to executing a particular job, a task whose 
length is difficult to predict and which will ultimately affect the number of resources 
suitable to run the job and the time to process it. 
Finding an optimal schedule in a heterogeneous computing environment has been 
shown, in general, to be NP-hard (it is a generalised reformulation of problem SS8 
from [GA1979]). There is no known way of feasibly finding an optimal schedule 
without testing every possible one, which gives ,J possibilities, where m is the 
number of available machines and j is the number of jobs to be scheduled. With the 
possibility of extremely large numbers of jobs and resources, a complete search on 
such a space is infeasible. With this in mind, low order polynomial-time heuristics or 
adaptive algorithms are clearly more suitable. A form of multiple heterogeneous 
machine scheduling known as resource constrained scheduling, which can be used to 
schedule jobs on clusters, has been approximated within factors of 2 for makespan 
and 14.85 for sum of completion times of the optimal solution using a heuristic 
approach [RE2004]. Although it appears ever more likely that there exists no 
polynomial-time procedure which will always deliver optimal schedules, the 
development of better Grid scheduling algorithms can only result in higher throughput 
of Grid applications, increased resource utilisation, reduced job completion times and 
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increased efficiency in the use of network bandwidth ensuring the Grid infrastructure 
is an effective and a realistic paradigm for solving large scale computing problems. 
2.4.1 Grid Scheduler Architecture 
Grid schedulers are processes that will: (1) discover available resources for a job, (2) 
select the appropriate system(s), and (3) submit the job [GD2005]. They are complex 
modular applications consisting of 4 main components: an application model, a 
resource model, a prediction model and a scheduling policy [ZH2004]. The 
application model describes the structure and characteristics of the applications 
submitted to the scheduler. The resource model characterises the nature of the 
resources available to the scheduler. The prediction model estimates the performance 
of the applications on the resources; it is usually based on predicting the behaviour of 
a specific application on a specific machine [ZH2004]. The scheduling policy is an 
algorithm which decides how to map the jobs to the resources. A common Grid 
scheduler architecture is given in figure 2.3. This architecture is intended to give a 
high-level view of the components of a Grid scheduling system; while not all existing 
Grid scheduling systems have corresponding components, every component seems 
necessary for any comprehensive Grid scheduling systems [ZH2004]. 
The various distributed Grid Scheduler components communicate via a WAN such as 
the Internet or using dedicated private links [ZH2004]. At the base of the architecture 
are the resources, located at the various distributed sites. Due to the vast number of 
different types of resource with differing management mechanisms (schedulers, 
queuing systems, reservation systems, and control interfaces) [GL2005], a Local 
Resource Manager (LRM) is needed to act as a bridge in making remote requests on 
applications. LRMs are middleware running at each resource site, their function is to 
start, monitor, pause and terminate the jobs remotely passed to it, and they are also 
responsible for updating the information service with information about the current 
availability and capabilities of the resources that it manages [ZH2004]. The Grid 
Resource Allocation Management (GRAM) [GL2005] is the Globus implementation 
of a LRM, using a set of WSDUOGSI client interfaces it allows job requests written 
in its Resource Specification Language (RSL) to be executed on a remote resource. 
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Figure 2.3: A Common Grid Scheduler Architecture [ZH2004] 
The Information Service (IS) component is a directory based service which maintains 
information regarding the current and predicted state of resources. It generally stores 
static data such as the CPU capacity and architecture, memory size, network 
bandwidth, and the dynamic properties data such as resource availability, end-to-end 
TCP/IP performance (bandwidth and latency), CPU percentage load and unused non-
paged memory [W01999] . Two mature IS implementations are the Globus toolkit's 
Metacomputing Directory Service (MDS) [GL2005] and the Network Weather 
Service [W01999] NTS used in the AppLeS [BE1996] scheduling methodology. An 
alternative approach to the implementation of the IS component is explored in 
[JI2003], where Grid economic mechanisms provide the basis for a virtual Grid 
market place where resource brokers and service providers interact to arrange 
execution oftasks based on QoS needs such as time and cost of completion. 
User applications are fed into the Grid scheduling system through the application 
profiling interface; this is done to build the application description necessary for 
accurate performance prediction [ZH2004]. Application descriptions are built in two 
ways. One way is to force the user to describe their application using a job 
description language such Condor's ClassAds [LI1988]. The other way is to extract 
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the applications characteristics at runtime, such as the parallelism type and inter-job 
dependency [ZH2004] as yet this method has not been applied directly to a Grid 
resource broker [AF2005]. 
Capturing information regarding a resource's characteristics is only one aspect of the 
problem of capturing performance data; it is not clear how the output of the IS (the 
amount of CPU power and memory of a resource for example) relates to its potential 
computing power [OP2003]. The Analytical Benchmarking (AB) component is 
therefore required to sit between the IS and the Grid Scheduler, providing predictions 
on the performance of a given job on a specific resource, based on the IS readings 
[ZH2004]. The accuracy of the information it provides is critical to the performance 
of the scheduling algorithm which will base its schedule on it. Accurately predicting 
the performance of Grid resources is extremely difficult as it is misguided to believe 
the data produced from the IS are accurate or will remain unchanged during execution 
[OP2003]. There are a number of different implementations for this component, 
generally these estimate job execution time based on a combination of previously 
observed execution times and heuristic evaluations. Such systems include PACE 
[NU1999] which has shown to be usually overestimate the completion time of task 
randomly by 0 and 20% [HE2004] and the AppLeS prediction approach which has 
roughly an 11% relative error [XI2003]. Perhaps the most accurate of these is the 
Grid Harvest Service (GHS) [SU2003] based on long-term performance modelling 
presented in [G02002], its relative error has been shown to be less than 10% 
[XI2003]. Experiments presented in [G02002] on the performance of non-dedicated 
computational resources have shown that machine utilisation rates have a dominant 
effect on parallel completion time. Interestingly when utilisation is high performance 
becomes unpredictable, but when utilisation is relatively low, it has very little effect 
on the completion time of parallel applications [G02002]. With this in mind, 
scheduling algorithm designers must be aware that the information they receive from 
any AB system is potentially flawed and that if system utilisation is increased during 
task execution, migrating a job already running may result in decreased completion 
time. 
The Grid Scheduler (GS) is the core component in the architecture [ZH2004], it is 
where the scheduling algorithm is implemented. The job of the GS is to map the jobs 
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and communications of the applications onto feasible resources and networks 
[ZH2004]. The algorithm must take into account QoS arrangements and looks to 
optimise the mapping in relation to a specific performance model. 
The job of implementing the finished schedule onto the resources is that of the 
Resource Allocation (RA) component. This task may involve data staging and binary 
code transferring before the job starts execution on the computational resource 
[ZH2004]. Many Grid applications require access to large data sets, meaning this pre-
processing stage may take a considerable length of time; this time span should be 
taken into consideration when scheduling. 
2.4.2 Grid Scheduling Strategies 
There are numerous methods and techniques used to schedule Grid applications. Each 
looks to deal with a particular aspect of the problem to increase the effectiveness of 
Grid scheduling. [YU2003] and [ZH2004] both present lengthy surveys of these 
techniques. As yet, there is no clear choice of method which will be the best for Grid 
scheduling [OP2003]. The following section looks a number of different strategies 
and their place within Grid scheduling. 
2.4.2.1 Scheduling Organisation 
Grid scheduling systems are generally considered to be organised in one of three 
ways, centralised, decentralised or hierarchal. 
In centralised scheduling, as shown in figure 2.4, there is one scheduler with 
knowledge of all jobs and resources. The advantage of centralised schedulers is that 
due to this global system knowledge, they are able to make effective scheduling 
decisions. It is typical that a single Grid will incorporate a centralised scheduling 
system to maximise resource usage, examples of such systems are Legion and 
Condor. The problem with the centralised approach is scalability and fault-tolerance. 
Scalability becomes an issue because the scheduler will no doubt use a polynomial 
time scheduling procedure, making it unable to search the entire search space to find 
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optimal solutions, as the number of jobs increases, the number of possible schedules 
gets exponentially larger, yet the scheduler will not be able to search any more 
possibilities in the set time it has to make a decision, therefore performance is likely 
to deteriorate. Fault-tolerance is an issue as if the scheduler becomes unavailable due 
to network failure, system availability and performance will be dramatically affected 
[ZH2004] . 
---+jobs 
Figure 2.4: Centralised Scheduling [ZH2004] 
The decentralised approach such as the one used in Condor/G, is illustrated in figure 
2.5. In a decentralised organisation, each site is responsible for scheduling and for 
accepting local job requests. In this organisation, there is peer-to-peer based 
communication between sites, which allow for tasks to be executed on non-local 
resources. The site scheduler, known as a scheduling agent, needs to be able to 
handle remote requests and make decisions as to whether to decline or accept them. 
The decentralised approach is highly scalable since scheduling is partitioned into a 
number of different sections and as each site can operate independently with different 
scheduling policies, site-autonomy can be achieved easily each can be specialized for 
the site owner's needs [ZH2004]. Decentralising the scheduling also offers a higher 
degree of fault-tolerance as the failure of an individual scheduler will not render the 
entire Grid unusable. The disadvantage of the approach is that due to the lack of 
global system information, the schedulers generally make poor scheduling decisions. 
This is because there is no way for any scheduler to know exactly what each of the 
other schedulers are doing. Experiments are shown that in order to be effective, a 
decentralised scheduling approach should employ some form of coordination between 
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the agents produced through inter-agent message passing [BL2004]. Tests given in 
[WA2004] even indicated that by integrating a number of job migration techniques, 
implemented using inter-schedule message passing could make a decentralised 
approach comparable in performance to simple, centralised, non-scalable approaches. 
Such message passing is however a potentially large overhead since on a large-scale 
Grid environment where large number of agents each sending each other information 
could use large quantities of network bandwidth and ultimately lead to performance 
degradation. 
Figure 2.5: Decentralised Scheduling [ZH2004] 
Other forms of decentralised scheduling exist, where as opposed to site based agents, 
each user, or application has its own scheduling agent. Examples of such systems are 
the Nirnrod-G and AppLeS. With such systems, inter-scheduler communication is 
difficult due to the fact that applications and users, unlike sites are not persistent Grid 
entities. The way on which such systems hope to provide efficient schedules is 
through dynamic resource monitoring and rescheduling. 
Hierarchical scheduling, depicted in figure 2.6, looks to provide a middle ground 
between centralised and decentralised approaches, incorporating a global scheduler, 
through which all jobs are passed, but reducing the scheduling problem by breaking 
the process into sizeable sections, such that the overhead of inter-scheduler interaction 
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is reduced. The scheme is based on the use of various scheduling process operating at 
various levels and controlling different sets of resources . Different algorithms are 
typically used at each scheduler, the selection of these will depend on the environment 
it dictates and the level at which it is operating. An example of a hierarchical local 
Grid scheduler, TIT AN, is presented in [ SP2003]. The hierarchical approach is 
effective because it reduces the effects of scheduler failure, inter-scheduler 
commtmication is minimised and the meta-scheduler, is capable of distributed jobs 
effectively as it has knowledge of all applications. The drawback of the approach, as 
with centralised scheduling is that it may be difficult to produce an effective scheduler 
whilst keeping site autonomy, as it may be preferable that some schedulers control 
multiple sites [ZH2004]. 
Figure 2.6: Hierarchical Scheduling [ZH2004] 
2.4.2.2 Advance Resource Reservation 
Advance Reservation (AR) is the process of requesting resources for use at a specific 
time in the future [BU2003]. The resources which can be reserved or requested are 
CPU processing time, memory, disk space and network bandwidth [BU2003]. 
Incorporating AR into a scheduler can ensure QoS agreements are met as jobs are 
guaranteed (baring any unforeseeable errors) to have access to adequate resources. 
AR is also useful to consumers who may have deadlines to meet and therefore can not 
leave the availability of such resources to chance. AR works much like a calendar 
33 
system used to reserve conference rooms for meetings [ZH2004]. A reservation 
maybe in one of several states during its lifetime, these are shown in figure 2.7 below . 
• 
Figure 2.7: The state transition diagram for advance reservation [BU2003] 
When the reservation becomes active the jobs already running on the reserved 
resources must suspended or removed, this is likely to have a negative effect on its 
service agreements and so alterations to the scheduling procedure to minimise such an 
effect may need to be incorporated. The difficultly for the consumer when using AR 
is in fulfilling the requirement that they have the application ready for execution at the 
start time, to avoid wasting money on reserving resources. Also although there are 
some systems which support AR such the Globus Architecture for Reservation and 
Allocation (GARA) [F01999], most currently deployed local resource management 
systems do not [ZH2004]. 
2.4.2.3 Mapping Algorithms 
Grid scheduling algorithms which produce a mapping of jobs to resources are still in 
their infancy. Most attempts make assumptions such as such as uniform job execution 
times, zero inter-job communication, contention-free communication, and full 
connectivity of parallel processors which may not hold in Grid environments 
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[YU2003] allowing for simpler, elegant solutions. The static scheduling model 
developed in [BR2001], as a means by which to compare the performance of 
algorithm, for example considers Grid scheduling algorithm to have input as a static 
matrix of estimated execution times, (ET, where the element ET;,j represents the 
completion time of job i on machine j), and look to create an effective mapping of 
jobs to machines based solely upon this. The values within the matrix can also be 
assumed to include overheads such as the time required to move the executable and 
data required, and if a job can not be processed on a machine the entry will be set to 
infinity [RI2003]. With this approach, Grid scheduling only differs from cluster 
scheduling in that each job could potentially perform differently on each machine, 
whereas on clusters; each machine is considered to perform equally on any given job. 
Dynamic scheduling of independent task on Grids is illustrated in [MA1999], in 
which heuristic mapping procedures are considered to have two modes of operation; 
batch and on-line. On-line algorithms distribute jobs one at a time as they arrive at 
the scheduler and are usually simple to implement. Batch mode heuristics are those 
which delay the decision of scheduling tasks for a period allowing it to make possibly 
better schedules as it will have knowledge of the execution times of a larger number 
of tasks [XI2003]. The difference between the dynamic model and the static one is 
that the tasks are supplied to the algorithm over time, however batch mode heuristics 
are essentially the static scheduling heuristics used after a timeout (either a fixed time 
interval or after some fixed number of jobs have arrived) [RI2003]. 
Opportunistic Load Balancing (OBL): is a simple on-line heuristic which schedules 
the presented task on the machine which is predicted to be available next. It does not 
consider the execution time of the given task on the machine, but looks to maximise 
machine utilisation. 
Minimum Execution Time (MET): this heuristic was originally presented in 
[MA1999] and is an on-line heuristic which maps task to the machine predicted to 
complete them quickest. Unlike OLB, it makes schedule based on the predicted 
execution times, yet, ignores the information on the current load of the machine. 
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Minimum Completion Time (MCT): is an on-line heuristic which maps the tasks 
according to the machines that are predicted to complete them first. MCT considers 
both the effect resource load and the execution time of the job on the machine in 
making its scheduling decisions. It usually gives dramatically smaller makespans 
than MET [PH2003]. 
Min-Min/Max-Min: are two heuristic mapping procedures can be used in both batch 
and on-line modes. However in on-line mode they are functionally the same as the 
MCT heuristic. Min-Min and Max-Min are also considered together with Sufferage 
[MA1999] and XSufferage (a site level equivalent) in [CA2000]. These four 
algorithms stem from the same base algorithm the General Adaptive Scheduling 
Algorithm presented in figure 2.8. The algorithms differ only in their definitions of 
the function! and the definition of "Best". 
while there are tasks to schedule 
foreacb task i to schedule 
foreach host j 
compute C7iJ = CT(t.ask ·i, host j) 
end foreach 
compute metric i = f( CTi,l, CTi,2, ... ) 
end fureach 
choose "best" metric i' 
cmnpute minimum CTi',jJ 
schedule task i' on host j' 
end while 
Figure 2.8: Pseudo code for the General Adaptive Scheduling Algorithm [OB2000] 
Max-Min defines f to be the minimum CT;.J and "Best" to be the maximum. The 
effect of this is a procedure which finds the set of machines which will complete each 
job first and then schedules the one which will take the longest. The intuition is that 
by processing the larger jobs as quickly as possible, you leave the smaller jobs use up 
the slower machines giving a lower makespan. Interestingly [BR2001] has shown 
that in a static model Max-Min is almost always outperformed by MCT, which could 
be considered effectively the same algorithm, but defines "Best" to be a random 
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function (based on the assumption that jobs are supplied to the algorithm in a random 
order). 
Min-Min defines f to be the minimum of all the CT;,j and "Best" defined as the 
minimum. Effectively it takes the smallest completion time possible from all hosts 
and tasks. In both [CA2000] and [BR2001], Min-Min has been shown to outperform 
both Max-Min and MCT. 
Suferage has shown to be comparable if not better in performance to Min-Min 
[MA1999] [RI2003]. The Sufferage heuristic defines f as the difference between the 
minimum CT;,j and the second minimum CT;.j, "Best" is defined as the maximum. 
The rationale behind Sufferage is that a host should be assigned to the task that would 
'suffer' the most if not assigned to that host [YU2003]. It is interesting to note that 
when the estimated execution time of a task is only related to the number of 
instructions they need (resulting in a consistent ET matrix, this algorithm will be 
functionally equivalent to Max-Min). 
Genetic Algorithm (GA): is a batch mode evolutionary technique which has been 
applied to problems in many fields. GAs are based on our understanding of how 
evolution is performed through genes. In the animal world, genetic information is 
inherited and changed from one generation to the next, resulting in better more 
adapted creatures. GAs use the same idea to produce better solutions to large scale 
search problems from initially poorer ones. The general structure of a GA is given in 
figure 2.9. 
t :=0 
initialise population(!) 
evaluate population( I) 
while not termination~condition do 
I :=t + 1 
select population{ I) from population(t - 1) 
alter population{t) 
evaluate population(t) 
end while 
Figure 2.9: Structure of a Genetic Algorithm [MA2003] 
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As the above structure shows the problems involves a number of different aspects, a 
population which must be initialised, a termination condition, a selection process, an 
alteration process and the ability to evaluate a population. The population consists of 
a number of strings which are usually binary; these are referred to as chromosomes. 
Each chromosome corresponds to a complete solution to the problem. In the case of 
the GA discussed in [BR2001] (which is adapted from [WA1997]), each the 
chromosomes is a binary matrix representing a mapping for every job to a specific 
machine. The initial population is usually random generated although some GA based 
schedulers use a greedy procedure to create a reasonably good starting population 
such as in [HE2004], and [BR2001] where the min-min solution was used in the 
initial population. The selection process which determines which chromosomes will 
be used to create the next generation is usually based on the fitness value of the 
chromosome in relation to the rest of the population. This process is analogous with 
the natural process of survival of the fittest. The fitness value is derived from 
applying the evaluation function to the chromosome. The evaluation function itself 
simply says how good the solution represented by the chromosome is, with [BR2001] 
for example, the makespan is the obvious evaluation function, as it is this that the 
algorithm is looking to minimise. A common technique used in [BR2001] is to use a 
weighted roulette selection system in which a virtual roulette wheel is spun a selected 
number of times (relating to the chosen population size) and each chromosome has a 
chance of being selected which is proportional its fitness against the fitness of the 
total population. A simpler method also used is to just select the top set of 
chromosome where the size of the set is the number of chromosomes you want to use 
in the generation of the next population. Elitism, which is when the highest valued 
chromosome is always included unchanged in next generation is another technique 
used in [BR2001], it ensures the best result found will be the one output at the end. 
The alteration process consists of two separate processes; crossover and mutation. 
Crossover is how genetic material is inherited, it involves taking sections from both 
parent's codes to produce a new code. In a GA the crossover operation selects a 
random pair of chromosomes and chooses a random point or number of points where 
the genetic code for one will be interleaved with the other. In [BR2001] every 
chromosome is considered for crossover with a probability of 60%. Mutation is 
performed after crossover and is a random process which alters the new code by very 
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occasionally changing the value of individual pieces of code. It is this process which 
is responsible for much of the inherent variation in a species and has made evolution 
possible. In the case of the GA discussed in [BR2001], each chromosome has a 40% 
chance of being mutated, on mutation a randomly selected task will be assigned to a 
different machine. There are a number of possible termination conditions for a 
genetic algorithm, such as a chromosome with an acceptably high fitness value has 
been identified, there is little change from one generation to the next, all the 
chromosomes are similar, there is no change in the best chromosome for a number of 
iterations or a maximum number of iterations has been reached. Genetic algorithms 
have a tendency to get stuck in local minima and often have quick convergence so 
numerous restarts are usually used. 
[BR2001] found that the GA was the best mapping algorithm in terms of the 
makespan it presented. However this is hardly a surprising result given that the Min-
Min solution (always found to give the 2nd best makespan) was included in the initial 
population and that elitism was used thus making it impossible for the GA to give a 
poorer mapping than Min-Min. In general the Min-Min mapping was 5-10% worse 
than that of the GA [BR2001]. 
There are many other algorithms and techniques which can be applied be the problem 
if static independent job scheduling on Grids such as Tabu, A*, Simulated Annealing, 
Ant Colony Optimisation (ACO). Searching has long been a fundamental part of 
computer science research and many of the techniques available are simply 
adaptations of algorithms developed to solve other NP-hard problems. There are a 
number of techniques which can be applied to give better solutions when using these 
heuristic methods such as: 
• Executing a number of different heuristic procedures and picking the most 
effective such as in the Duplex algorithm [BR2001] which performs Max-Min 
and Min-Min and picks the best solution. 
• Combining effective parts of other algorithms such as in the hybrid GA/ACO 
algorithm presented in [LE2004] and the Genetic Simulated Annealing 
heuristic presented in [BR2001]. 
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• Use a hierarchy of procedures such as in the scheduling architecture described 
[HE2004] where a bin packing style algorithm is used to select which job are 
distributed to lower level GAs. 
• As there is a tendency for heuristic search algorithms to get struck in local 
optima, the simple process of restarting the algorithm with different random 
input will result in better results. 
• Solutions for many NP-hard problems such as bin packing and cutting stock 
[LE2003], developed by heuristic methods can often be improved by local 
searches. Applying an effective local search strategy in static Grid scheduling 
is demonstrated in [RI2003]. The effect of applying the procedure to the 
output of the Min-Min and Sufferage heuristics was an algorithm which 
outperformed the GA considered in [BR2001] and took significantly less time 
to compute. 
As with all searching problems there are trade-offs between time and space (i.e. do 
you remember all the states you have visited to save re-evaluating them) and more 
importantly between time and output (i.e. an algorithm which runs for a longer time 
will be able to search more possibilities and hence potentially give a better result). 
The best search procedures strike an effective balance between searching for different 
areas of search space which may contain possibly global minima (branch searching) 
and searching around smaller areas of search spaces to optimise already encountered 
solutions (local searching). In the case of the GA, crossover can be considered to be 
the branch searching component of the search where completely different solutions 
will arise, and mutation considered the local search component where slight random 
changes to solutions may result in improving them. In Simulated Annealing, the start 
of the search where many different solutions are accepted looks to find different areas 
of search space which appear to have potential, a branch search, and then as the 
chance of accepting worse solutions lowers, this becomes more of a local search 
looking to optimise previous solutions. 
It is clear that mapping heuristics provide a methods capable of searching 
exponentially large search spaces and that they can be applied to simplistic Grid 
scheduling models with good results. However due to the assumptions made by these 
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approaches, when designing mapping algorithms based on them, careful modifications 
are necessary according to the characteristics of both Grid applications and Grid 
resources [YU2003]. 
2.4.2.4 Economic Scheduling Methods 
It has been argued in [BU2001] that a computation economy is required in order to 
create a real world scalable Grid, because it provides a mechanism for regulating the 
Grid resources demand and supply, offers an incentive for resource owners to be part 
of the Grid and encourages users to optimally utilise resources and balance timeframe 
and access costs. Taking this into account, economic scheduling methods are 
proposed in [AB2002] and look to apply economic models to Grid scheduling. 
Economic based scheduling methods have already been applied to cluster scheduling 
with some success in [SH2004]. The basic components in a market are producer, 
consumer, and commodities, analogous to resource owner, resource users (the 
applications), and various computing resources in Grid computing environment 
[LI2003], so applying an economic model to the scenario is simple. 
Economic models have been applied to Grid scheduling for several reasons including: 
• Markets and Grids have similar natures; they are both decentralised, dynamic 
and deal with competitive resources. [LI2003] 
• Grids are service orientated and money would provide an incentive for service 
providers to give up the time and memory of their resources. 
• Service users do not want to pay an excessive price for the use of resources; 
the Grid economy approach means that service providers will be encouraged 
not to overcharge as they are operating within a competitive market. 
• Using price as the single measurement, as in a market, provides a simplified 
way to express larger parameter spaces in resource scheduling problems 
[LI2003], and would greatly reduce the communication costs endured by using 
a decentralised system model. 
• Certain micro-economy theories (such as the General Equilibrium Theory) can 
be applied to solve some optimization problems in Grid scheduling based on 
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certain restrictions and assumptions [LI2003]. The outcome of the theory is 
that if the assumptions hold and a state of equilibrium reached, (where supply 
equals demand for resources), an optimal solution is found. 
To put economic scheduling to the test, Nimrod-G, a resource broker which uses the 
notion of a computational economy as a basis for managing resources and scheduling 
tasks on large-scale Grids was developed. Its deadline and budget constrained cost-
time optimisation algorithm is presented in [BU2005], and has been proven effective. 
2.4.2.5 Application Level Scheduling 
Applications Level scheduling is about imparting application specific knowledge into 
the scheduling process in order to improve its performance. Application-level 
scheduling helps applications adaptively adjust their schedule in two ways: 
• Given run-time resource availability information, an application can 
dynamically decompose its tasks and generate a schedule by itself to get better 
overall execution performance. 
• For iterative or loosely-coupled parallel applications, gtven previOus job 
execution performance information, an application is able to adjust the 
schedule for current jobs [LI2003]. 
Two successful and popular application-level scheduler engineering strategies are to 
(1) embed scheduling logic into the application or (2) to embed application-specific 
information into the scheduler [DA2002]. The AppLeS project [BE1996] developed 
both of these strategies and was successful in designing a number of application 
specific scheduling mechanisms in collaboration with projects in physics, 
computational mathematics, and biology [LI2003]. However with both strategies the 
process of producing such schedulers has proved time-consuming and it has proven 
difficult to adapt them to other applications or execution environments [DA2002]. To 
rectify these problems, another effort in the AppLeS project framework is the 
development of scheduling templates [BU2002], which are targeted towards specific 
types of application. Currently there are two such templates, the Parameter Sweep 
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template (APST) [OB2002] and the Master/Worker template (AMWAT) [SH2001]. 
These templates are reusable agent components that allow programmers to develop 
applications of the template type without the need to consider scheduling, 
communications, and fault tolerance. 
The difficultly in providing adaptive general purpose application level scheduling in 
the AppLeS project stern from the coupling of application-specific components and 
scheduling components [DA2002]. This has been addressed in the more ambitious 
Grid Application Development (GrADS) project [DA2002] which looks to provide 
end-to-end Grid application preparation and execution environment [LI2003]. The 
design of the GrADS decoupled scheduling approach is illustrated in figure 2.10 
below. 
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Figure 2.10: The GrADS Decoupled Scheduler Design [DA2002] 
To use the GrADs system, the user submits a Machine list which contains the list of 
machines available to execute the application. The scheduler collects data both static 
and dynamic data through resource information providers such as NWS and MDS 
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about each machine on the list. The application itself is developed using the GrADS 
development tools and is supplied to the scheduler together with a Mapper and a 
Perfonnance model. The Mapper provides the application specific details of how best 
to schedule it and the logical directives for mapping the required data and/or tasks to 
the physical resources. The Perfonnance Model is an analytical metric for predicting 
how long the application will take to execute on a given set of resources and a given 
mapping. The search procedure itself looks to identify subsets within the machine list 
which have desirable characteristic as execution environments. The GrADS 
scheduling model also incorporates a number of rescheduling mechanisms to improve 
execution times which are initiated when load changes on the resources cause a 
violation of the application's performance contracts. Details of the original algorithm 
are presented in [DA2002] and details of the new approaches are detailed in 
[C02004]. 
It should be noted that the GrADS project thus far has not yet succeeded in fully 
implementing the design presented in figure 2.10. The GRaDS compiler is not fully 
operational and so it is down to the user to provide both the Perfonnance Model and 
Mapper for their application which can be a costly task. 
Application level scheduling is an adaptive approach to the Grid scheduling problem 
which has proven successful. It has proven difficult however to create a single 
scheduler capable of dealing with all applications and execution environments. The 
AppLeS templates and GrADS project have investigated ways around this lack of 
scheduler applicability, but, are still some way from making the middleware required 
to seamlessly execute Grid applications in an effective manner. 
2.4.2.6 Job Migration/ Rescheduling 
Job migration is the process of rescheduling possibly already in progress jobs, so as to 
ensure their completion (in the case where the currently allocated resource has 
crashed, lost power or network access) or simply to speed up execution (in the case of 
increased load on the executing machine). Job migration has been shown to be an 
essential mechanism for lowering completion times in non-dedicated computing 
environments [G02002]; it provides both flexibility and fault-tolerance to Grid 
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computing. The Condor project showed it was possible to migrate jobs during 
execution so that progress was not lost, this was accomplished through the use of 
continual check pointing. Rescheduling is either done periodically as in the Nimrod-
G resource broker or on contact violation as in the AppLeS and GrADS projects. 
The GrADS project has looked at two different forms of possible rescheduling, by 
stop and restart and by processor swapping, both of which have proven effective 
[C02004]. Stop and restart is the traditional rescheduling, as used in Condor, where 
an application is suspended and migrated to another more effective execution 
environment. This rescheduling strategy is highly flexible, as it can potentially be 
used to switch applications from any environment to any other compatible one, but, 
has been shown to be expensive as the process usually involves the transfer of the 
typically large application files to the new environment. The other disadvantage of 
this type of rescheduling is that significant application modification maybe required 
for specialized restart code [C02004]. To combat these problems, processor 
swapping rescheduling, originally described in [SI2004], was developed. In processor 
swapping rescheduling, there are more computation resources available than 
application level schedulers are aware of. These are split into two sets, inactive and 
active, where the former are not visible to the scheduler, whilst the later are. When 
the communication calls to the resources are made, they are hijacked, transforming 
them to calls to a subset of the entire set of resources [C02004]. The resources are 
continually monitored and faster inactive machines are swapping for slower ones in 
the active set. This approach requires no additional programming, it allows 
applications to move between different sets of resources, and has been shown to be a 
useful fix to some performance problems [C02004]. The downside of the approach is 
that is in less flexible as the resource set is limited to the original one and data 
allocation can not be modified. 
Job migration does not always mean rescheduling active jobs, it can also be used in a 
decentralised scheduling system when a local scheduler is presented with an 
application with more resource requirements than its resource pool can handle, so 
some of its jobs are migrated to other schedulers. Job migration is the used as the 
basis for three distributed scheduling algorithms presented in [WA2004], sender-
initiated, receiver-initiated and symmetrically-initiated (a combination of the other 
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two), according to which party requests the migration. The performance of these 
algorithms has been shown to be comparable to a simple centralised scheduling 
approach [W A2004]. 
2.4.2. 7 QoS Guided Methods 
In [XI2003], it is argued that the two concepts most key to a Grid scheduling model is 
the consideration of how to handle non-dedicated resources and how to deal with 
quality of service. The former is considered in most resource management systems 
through the incorporation of an information service such as NWS, but the later is yet 
to be fully considered by such systems. Nimrod-G is one of the few that considers 
both, basing its scheduling decision on the soft QoS constraints of deadline and 
budget, yet the typical approach to dealing with hard QoS, is simply not to schedule a 
task with high QoS on a machine which does not offer it. In [XI2003], it is shown 
that by considering hard QoS as the major scheduling factor, schedules can be 
significantly improved. They adapt the Min-Min mapping algorithm to schedule high 
QoS jobs first followed by low QoS jobs. Although the study in [XI2003] is rather 
limited as it only considers one-dimensional QoS with two distinct levels, it provides 
a basis for the theory that hard QoS requirements should be central to the scheduling 
algorithm. 
This theory is reinforced by [D02002] and further by [GOL2002], where more 
sophisticated QoS model have also been studied in which allows for the presence of 
any number of QoS dimensions, which can be either hard, soft or unimportant to that 
task. This is accomplished by associating each QoS dimension is a normalised utility 
function which defines the benefit that will be perceived by a user with respect to the 
user's chosen level of QoS values in that QoS dimension. Figure 2.11 shows the 
utility functions for the timeliness QoS dimension in the three possible cases. 
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Figure 2.11: Utility functions of the cases where a task is associated with a hard 
deadline, soft deadline, or no deadline, respectively, for the timeliness dimension 
where Di is the deadline of the task. [D02002] 
Scheduling can then be performed on a matrix of values which are not estimated times 
to compute but rather the benefit gained by placing the given job on the given 
machine. This is calculated as a weighted sum of the QoS values for that task and 
machine put through the respective utility functions. Equation 2.1 shows how each 
value within the matrix is calculated. 
d, 
Ui(qi) = L w{U/(qf) 
i=l 
Equation 2.1: The utility function for the task T;. 0 :S w/ :S 1 represents the weight 
given to that QoS dimension by the owner of task T; (how important that QoS 
dimension is to them), q( is the point ofT; within the QoS dimensionj (the level of 
QoS the task owner wants on that dimension) and U/ is the utility function for that 
that QoS dimension (which will depend on the type (e,g hard or soft) the user wants 
hard or soft QoS on that dimension) [D02002] 
Results in [GOL2002] suggest that the best algorithms for scheduling using such a 
method are those which have been custom made to suit the idea of QoS scheduling 
rather than a generic matching procedure such as those given in section 2.4.2.3. 
47 
2.5 Grid Simulation 
Experiments on real grid environments are extremely difficult, to carry out. 
Nevertheless experimentation on these environments is essential to effectively 
evaluate their performance. Any experiment should be repeatable and controlled for 
any valid scientific conclusions to be taken from the results. The difficulty with Grid 
environments is that they are large, dynamic, distributed and heterogeneous [SU2004] 
and real Grid test beds are difficult to setup, change and are expensive. A local real 
grid test bed will not be totally representative of a real Grid environment where the 
computers are managed by different organisations with different usage policies 
[SU2004] and where data transfers may take considerably longer. Experimenting 
using simulated Grid environment is therefore the best way to produce scientifically 
valid results. 
Simulation is the technique of a building a model of a real or proposed system so that 
the behaviour of the system under specific conditions may be studied. One of the key 
powers of simulation is the ability to model the behaviour of a system as time 
progresses [BA1996]. With Grid simulation you are modelling the grid resources 
(machines, data vaults, and specialist equipment), the network under which they 
communicate, the users using the system, the tasks which they are submitting and the 
scheduling system which describes how the jobs are distributed. A good simulator 
allows researchers to explore more alternatives and give accurate, statistically valid 
results [PU2003]. Applying simulation to model problems is a non-trivial task. Good 
simulation models are difficult to design and maintain and their development is 
sometimes comparable to the costs of building the actual systems [SU2004]. In 
addition, the users of the simulation tool may not be experts in simulation, thus may 
have problems creating simulation models successfully, which could lead to them 
having unfounded belief in their systems. Therefore, there is a need to have effective 
simulation tools that enable easy and fast creation of accurate simulation models 
[SU2004]. 
The process of constructing and using a simulation program consists of the following 
stages: 
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1. Starting with a real system and understanding its characteristics 
2. Building a model from the real system in which aspects relevant to simulation 
are retained and irrelevant aspects are discarded 
3. Constructing a simulation of the model that can be executed on a computer 
4. Analysing simulation outputs to understand and predict the behaviour of the 
real system [MI1986]. 
In the context of Grid simulation, stage one refers to understanding the nature of Grid 
environments including, how the resources and Grid components operate and 
communicate, how Grid users make use of the system, the possible structures of the 
jobs they submit, the likelihood of resource failure, and the effects of outside load on 
the resources and networks. 
Stage two is about removing the irrelevant details of the real Grid environment which 
are of no consequence to the area the researcher is considering. This is a key stage in 
simulating such environments as they are extremely complex and therefore including 
a complete model would result in inefficient run-times, excess memory usage and 
make the simulator's use overly complex. It is at this stage that the appropriate level 
of abstraction is applied, allowing the base elements in the simulation to be described 
in terms of what they do, rather than how they do it. A commonly used model in Grid 
simulation is to consider machines as black boxes capable of processing jobs at a 
certain rate, relating to the number and speed of processors, the OS architecture and 
the job requirements type. A more realistic model would be to consider the individual 
hardware components of each system, yet such details would be difficult to ascertain 
and have such a minimal impact on the results of any scheduling experiments that 
such details are always omitted. Often Grid simulations are overly simplified to allow 
for simpler experiments, quicker execution times and to eliminate factors affecting the 
results. For example in most Grid simulations machines and networks are considered 
to be always available and 100% reliable, but, resource failure and limited availability 
are inevitably on real Grid environments and are guaranteed to affect the system's 
performance. Working with assumptions such as these will lead to the simulated 
model outperforming the real system, yet this is not necessarily a problem if such 
factors are considered to affect each experiment equally. Therefore the results output 
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from a scheduling experiment on a simulated environment may not give an accurate 
indication of the performance of the applied algorithms on a real Grid but should 
provide an accurate indication its performance relative to that of another algorithm 
simulated using the same model. The outcome of this is that considering the 
simulated performance of an algorithm is often meaningless without comparison to 
the results of at least one other. 
The third stage of the simulation process; implementation of the model can be done 
using a variety of techniques. The implementation of a Grid simulation does not 
appear to differ greatly from implementing any other form of simulation; however this 
does not mean that the task is a simple one. There are numerous ways to represent the 
entities, the passing of simulated time and the output, and there are a number of 
tradeoffs which must be considered before selecting which to use, a discussion of 
these is presented in [BA1996]. The implementation language and structure of the 
simulation will also have a large effect on the simulation software's usefulness and 
execution speed, as there are often tradeoffs between the various options available so 
it unlikely that any single simulation software package will be suitable for all 
researchers and execution environments. For instance a parallel structured simulation 
[MI1986] will run faster when executed by more than one processor but will usually 
be outperformed by a sequential based simulation on a standard single processor PC 
due to the overhead of context switching. The tradeoffs in selecting implementation 
languages are between simulation execution speed and a combination of readability, 
reusability and operating system dependability. Simulation libraries written inC and 
C++ are typically much faster than their Java based equivalents [PU2003] but many 
consider Java code to be easier to read and understand and it has the advantage of 
being able to execute on numerous different OSs without alteration. 
The final stage of using a simulation, like any scientific experiment, is the analysis of 
the results, in this case the simulation output, in order to understand the processes 
which have given rise to them. The difference between a normal scientific 
experiment and one conducted on a simulated environment is that the results on the 
former are taken directly from the object of study so give a direct indication of its 
behaviour, yet, those conducted on a simulated environment can only give an 
indication the behaviour of the real system, given the assumptions made when 
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constructing the model. Therefore to understand the simulation results and make 
valid conclusions form them, it must be clear how the simulator is generating the data; 
a simulator should not be delivered as a black-box on which to conduct experiments. 
With Grid simulation the output can be relating to a number of areas, depending on 
the interest of the researcher, for example the speed at which the implemented 
scheduling algorithm operates, the makespan of a number of tasks on a given set of 
resources, the effective computing power of a Grid under differing levels of local 
loads, the effect of resource reservation, the utilisation of a specific resource on a Grid 
or the effect of data replication across a number of Grid nodes. Due to the large 
number of possible experiments which can make use of Grid simulation, Grid 
simulation software should provide a means of easily configuring the output to suit 
the needs of the researcher. 
2.5.1 Discrete Event Simulation 
Discrete event simulation is a well understood, commonly used technique for 
modelling real world systems over time. The idea is to model the possible events 
which can occur then observe the effect they have upon the system over a simulated 
period of time. The alternative to considering using discrete events is to consider time 
as a continual variable which is controlled by a series of differential equations which 
are integrated during simulation [BA1996]. The continual simulation approach makes 
it difficult to construct complex simulations, especially for non-expert users as it is 
not always clear as to how to express the behaviour in such as formal form, although 
combining both events and differential equations in some simulations has proven to 
be a powerful tool [BA1996]. The events considered in a discrete event simulation 
system occur at specific points in time, alter the state of the system and can give rise 
to other events. Although simulators differ greatly in the way they operate and 
represent the simulation time, the events, the entities and the relationships between 
them, they all share a common structure which is presented in figure 2.12. 
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Figure 2.12: The structure of a simulation system [BA1996] 
When simulating a system it is critical to correctly identify the resources and the 
relationships between them in order to obtain a successful model. The entities are the 
tangible elements found in the real world which make up the system being modelled 
e.g. in a manufacturing line simulation these maybe the machines or parts which pass 
through them [BA1996]. The concepts of temporary and permanent are usually 
associated with these entities, the permanent entities are those which remain 
throughout the simulation [BA1996]. Within the context of Grid simulation the 
networks and resources are usually considered permanent, the users and jobs they 
process, temporary. Selecting an appropriate level of abstraction for the entities plays 
a key role in the success of the simulator. With Grid simulation one could for 
example model each part of the computational resources in great detail, down to the 
individual transistors in each CPU, while this may provide accurate results, it would 
be difficult to construct and operate so slowly and require so much memory that it 
would be impractical to use. There is usually a trade-off between the processing time 
and memory usage performance of a simulator and the accuracy of the results it 
provides. The entities are linked by logical relationships [BA1996], e.g. a 
computational Grid resource entity will process a Grid job entity. The ability to 
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express these relationships provides the user with a powerful means of constructing 
complex models with non-trivial behaviour. 
The central executive and the clock are essential components of a simulation system 
although they have simple behaviour and are usually easy to implement [BA1996]. 
The clock is responsible for keeping track of the simulation time and is usually 
accessible by all the entities in the simulation. The executive is responsible for time 
advance of the clock and executing the actions caused by the events it encounters. It 
is essential to providing the dynamic time based behaviour of the model [BA 1996]. 
Discrete event simulations use different distributions to model when the events occur 
and the values of some entity properties. Some events may simply occur at exact 
intervals such as the earth completing a revolution of the sun but many are subject to 
random variations, such as when customers walk into a shop or the length of time 
between machine breakdowns. This stochastic behaviour is typical of the real world 
and simulators need to provide random number generators to model the distributions 
which govern such behaviour, such as the normal or exponential distributions 
[BA1996]. Within Grid simulation, random number generation is often used to model 
the variation in the number and size of the tasks submitted by the users, the time 
between users submitting tasks and the local load on the resources and network links. 
The results collection component provides the output of the simulation. It is 
responsible for collecting data on the performance of the system during simulation 
and presenting it in an acceptable format. The output of this component can come in 
numerous forms. Some simulations tools such as SirnJava [SI2002] can provide the 
user a with 2D graphical representation of the simulated system in action, allowing 
the user to visualise where potential problems could arise, yet, many tools simply 
provide raw tabulated data which can then be analysed and studied, often with the use 
of graphing software. The results collection components of some tools provide 
different output options allowing the user to focus on different aspects of the system's 
operation, with Grid simulation a scheduling algorithm designer may be interested in 
the run times of the algorithm under different loads, the mapping of the jobs to the 
machines it provided, the time taken to process each job or the utilisation of a 
particular set of machines over the course of the simulation. 
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2.5.2 Object Orientated Approach to Simulation 
The power of the Object Orientated (00) approach to programming is that code is 
modularised in a logical and intuitive manner making it possible to reuse and modify 
the existing code. Programmers can build new models from existing functionality 
with only knowledge of an objects' interface; its' inner-workings are abstracted out. 
00 languages have the power of inheritance; a language feature which allows new 
objects to be developed from extending ones. The advantage of using inheritance is 
that code can be reused without the need to adapt it for new classes. 00 languages 
have made building discrete event simulation simpler [BA1996]. The entities of the 
simulation can be modelled as objects in the program and the relationships between 
the entities can be expressed through the use of fields (in the case of a "has a" 
relationship) and inheritance (the case of a "is a" relationship). The methods supplied 
by an object provide a means of manipulating it state. 
The functionality provided by 00 languages allow for the production of simulation 
libraries which provide base functionality which programmers can extend and 
manipulate to create their own complex models as quickly as possible. Providing 
simulation modelling functions through such libraries is often preferable to 
developing a simulation language as it does not require the development of a complex 
parser or compiler, it is often far more flexible as it is based upon a general purpose 
programming language, it is likely the user will have previous knowledge of the 
language the library is written in so the learning curve will be shallower and modem 
programming language have many tools such as powerful Integrated Development 
Environments (IDEs) which will aid the user in developing a simulation. 
2.5.3 Grid Simulation Systems 
There are numerous Grid simulators available. An extensive taxonomy covering the 
different possible design simulation strategies available and their associated 
implementations is presented in [SU2004]. 
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GridSim [MU2002] is a highly flexible, Java based, open source simulation library for 
modelling Grids. GridSim was developed by the Grid computing and Distributed 
Systems (GRIDS) Laboratory at The University of Melbourne, Australia. It has been 
proven to be a useful simulation tool [BU2000] and supports the modelling of realistic 
Grid environments with heterogeneous resources and differing scheduling policies, 
multiple schedulers, users and application types. GridSim has recently been expanded 
to include a realistic network model [G02004] and support advanced reservation of 
resources [BU2004]. GridSim is built on the general purpose discrete-event 
simulation package SimJava2 [SI2002]. The result of this is that all simulated 
resources and users run in their own separate threads with unique names, which all 
run in parallel. This restricts GridSim to modelling medium sized Grid environments; 
it is not scalable because simulation size is limited by the relatively small number of 
threads the Java Virtual Machine can handle [PH2003]. In addition to this, the thread 
management in Java creates a very high overhead which results in very slow run time 
[PU2003]. Another weakness of GridSim is the amount and complexity of the coding 
required to construct a simulation; the basic examples provided with the toolkit are 
several hundred lines long and all events representing communication between the 
entities are initiated by the user. 
The OptorSim grid simulator was built and used to test the effects of several 
optimisation strategies and replica optimisation strategies on the UK Grid for Particle 
Physics [CA2003]. OptorSim allows numerous evaluation metrics to be taken from a 
simulation, which allows the algorithm designer to consider not just the performance 
of the job scheduling but the performance for all the Grid's resources. The simulator 
allows the user to specify a grid with computing or storage resources and link them 
via a network topology defined as a graph, with the resources or routers as nodes and 
dedicated network cables as the links, where the weight of the links is representative 
of the bandwidth of the connection. To speed up simulations, OptorSim does not 
consider an accurate network model, has no way of modelling local loads on any 
resource and considers job processing to be done in constant time; employing these 
abstractions allows for larger scale simulations. OptorSim is not publicly available at 
this time. 
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HyperSim is a simulation library implemented in C++. It is developed to be a general 
purpose, extensible, configurable and high-speed library [PU2003]. HyperSim is 
scalable and fast, and has been shown to be accurate, 1000 time faster than GridSim 
and 10 times faster than SimGrid [PU2003]. HyperSim follows the event graph 
model presented in [SC1983]. Using this approach allows for fast simulation but it 
requires the user to draw up the event graph model prior to designing the simulator 
[PU2003]. This could prove a difficult, error prone task and requires learning the 
technique as well as expert knowledge of the events and possible states of the 
simulator. The simulator uses the approach that you build the scheduling heuristic 
separately from the simulation. This has the advantage that implementing a scheduler 
simply requires implementing the given interface and you can easily reuse any 
previous simulation setup with different schedulers without the need to rewrite it 
[PU2003]. The simulator currently only models time shared machines and does not 
have inbuilt realistic network simulation support. 
Bricks [AI2000] is a Java based discrete event simulator built from the ground up. It 
follows the client-server architecture to maximise modularity and has been applied to 
both scheduling heuristics and data migration procedures. It offers realistic load 
modelling which is based upon real world system traces. Bricks is designed around a 
centralised server acting as a scheduler; this is restrictive as it does not allow for easy 
modelling of a decentralised architecture with many competing schedulers. At this 
time Bricks is not publicly available. 
MicroGrid [S02000] is a Grid Emulator based on Globus developed at the University 
of California at San Diego (UCSD). It is designed to realistically emulate a grid of 
resources on a real resource, to increase the test bed grid size using limited resources 
[PU2003]. It is used to run real Globus Grid applications on a real, controllable 
environment [MU2002]. This means however that runtime is not reduced and that the 
need to develop a real Grid application on which to test a scheduling algorithm is a 
significant overhead. For these reasons it not a viable tool on which to test grid 
scheduling algorithms but can be used as a complementary tool for verifying 
simulation results with real applications due to the fine accuracy of the run times it 
produces [MU2002]. 
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SimGrid [CA2001] developed at UCSD is a powerful C-based discrete event 
scheduling simulation library. It provides an accurate network model and has been 
used for modelling data-intensive applications. It is also capable of accurately 
modeling resources according to standard machine capability, machine load from real 
traces and constants and jobs according to their execution times. It uses user level 
threads to model resources so is restricted in speed by the thread-switching capability 
of the system, although is generally faster than Java based simulators [PU2003]. The 
modelling limitations of SimGrid are that it only allows for one scheduling entity and 
can only model time shared machines, meaning modelling real large scale Grids is 
impossible without significantly extending the tool. Real large-scale Grids generally 
contain many schedulers which are communicating, competing and scheduling on 
different sets of resources, and large resources with many processors are often space-
shared so they too need to be simulated [MU2002]. 
GridNet [LA2002] is a realistic Data Grid simulator which provides a modular 
simulation framework. GridNet is written in C++ and is built on top of the network 
simulator ns [NS2005]. It uses the underlying ns structure of links, nodes and TCP 
protocols as a basis for implementing a number of Grid specific simulated application 
level services [LA2003]. GridNet was designed to test a number of dynamic data 
strategies on a relatively small hierarchical Data Grid, although the approach appears 
to give accurate results it is unlikely that the model will be scalable to large-scale Grid 
environments and adaptable to evaluate different resource allocation issues. 
There are other Grid simulators including as ChicSim [RA2002], EDGSim [ED2005], 
both of which look at modelling data grids for large scale physics experiments. 
2.5.4 Network Simulation 
Traditionally there has been an intellectual disconnect between the networking and 
scheduling communities; whilst the former is considered with designing network 
protocols, the latter is concerned with the performance of an application on a network 
that is considered a black box. For this reason scheduling researchers tend to use 
simpler network models which fall down when trying to model large scale networks 
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[CA2005]. One of the key differences between Grid computing and traditional cluster 
computing is the nature of the networks over which the machines are connected. 
Whilst in a cluster environment, network latency is likely to be negligible and equal 
between each machine, this will not necessarily be the case in a Grid. Likewise the 
data transfer times within a cluster will be much lower, than in a highly distributed 
Grid. Cassanova, in [CA2005] looks at a problems introduced by the underlying 
network on Grid application scheduling, he argues that analytical models can not fully 
represent realistic network properties and that comprehensive network simulation is 
required to built and test effective Grid scheduling algorithms. The following factors 
are considered to be of significance: 
• Network Latency: This is defined as the time it takes for a bit of data to 
physically travel down the network cables to the destination. This is affected 
by the length of the distance the bit will travel. 
• Queuing Delay: Is defined as the time packets are queued for at each hop of 
their transfer, waiting to be sent to the next. This factor is dependant on the 
load as each hop. 
• Computational delay: Although this is not an effect within of the network 
itself, it is a consequence of using wide area networks to distribute tasks. This 
overhead is the time for remote processes to be initialised which are required 
to run a Grid task on a remote resource. These processes includes 
authentication, process creation and resource acquisition, it has been shown to 
taken up to 25 seconds per task using the Globus toolkit [CA2005]. 
• Bandwidth Sharing: With possibly many processes each utilising a single link 
within a network and each link having a limited bandwidth (the amount of data 
which can be sent down the link in a fixed time), the processes must share the 
bandwidth. The maximum useable bandwidth for each process is related to 
the lowest bandwidth it receives on its transfer, i.e. where the smallest 
bottleneck for that process is. 
• Packet Loss/Corruption: Real networks are not perfect; there is always a 
chance some packets will not be received due to misdirection or network 
failure. Also some packets maybe subject to corruption and may not be 
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received exactly as they were sent. These packets will need to be resent in 
order to recover the original message. 
• Protocol: It is important to understand the operation of the transfer protocols 
being used to transmit the data, as this will affect the performance. For 
example TCPIIP, used on the Internet is a connection-orientated protocol, and 
as such requires a number of packets be sent in order to initiate the connection, 
also for each packet sent an acknowledgement is sent back, which will use 
network resources and obviously slows down communication. 
Network simulation has a long history and has made many advances. Spurred by the 
Intemets rapid growth, researches look for new algorithms and protocols to meet 
changing operational requirements, and to simulation as an effective means of 
providing performance analysis [BR2000]. In an effort to appreciate the current state-
of-the-art in network simulation, the approaches of four network simulators are 
outlined: 
Flowsim [AH1996] was the first hybrid simulator possessing the ability to speedup 
simulation performance by an order of magnitude or more by aggregating individual 
packets into larger groups, known as packet trains [AS2000]. The effect of going up a 
level of abstraction is that it the number of events the simulator had to process was 
greatly reduced. To accomplish this move Flowsim operates under assumptions as to 
the arrival and dispatch times of the packets from each node, since it considers 
packets within a train to be evenly distributed throughout it [AS2000]. Despite the 
fact the each of these assumptions inevitably introduces simulation error, Flowsim has 
proven to be remarkably accurate, with predicting FTP transfers within 90% of the 
base simulator (with no approximating assumptions), and packet loss to within 85% 
[AS2000]. 
NS [NS2005] is the most widely-used network simulator today [GA2002]. It is a 
discrete event simulator written in C++, developed for use in network research. NS 
provides substantial support for simulation of TCP, routing, and multicast protocols 
over wired and wireless (local and satellite) networks [NS2005]. It typically uses a 
packet level simulation granularity which is both extensive and highly accurate, but, 
suffers from slow execution times and large memory requirements, making it 
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unsuitable when modelling large-scale networks with many thousands of nodes 
[GA2002]. It help improve simulation speed, NS incorporates the Flowsim model for 
allowing different abstraction levels, trading off performance with accuracy. NS 
employs a split programming model allowing users to develop network topologies 
rapidly using a high-level scripting language or even a GUI interface and algorithmic 
behaviour in lower level compiled C++ [AS2000]. NS is a useful tool to network 
protocol designers and has been significantly enhanced by the introduction of 
packages to randomly create topologies as a means of testing and visualisation tools 
such as the Network Animator (NAM) [NA2002] allowing the user to see the 
simulation in action, or view it afterwards [AS2000]. 
The GUTS network simulator [GA2002] is an attempt to simulate large scale 
networks using a transfer-level abstraction. Using this approach has been shown to 
consistently produce runtimes of 2 magnitudes faster than ns and ns-simple, and 
require significantly less memory. As with ns the simulated network is built on a 
graph model, with the nodes representing routers and machines, and the links 
representing the cables linking them. The transfer time is calculated at the start of a 
transfer and is never changed, regardless of later network traffic. To model the 
bandwidth available to a given transfer the simulator uses the notion of over and 
under committing links in an attempt to balance out the margin of error. The 
simulator also accounts for network latency and queuing delays. The GUTS 
approach introduces a level of inaccuracy which is designed to be the same for all 
simulated services, therefore preserving an accurate estimate of their relative 
performances. The simulator was found to produce two sources of error in modelling 
transfers on simple topologies which were in bandwidth reservation and packet-level 
abstraction [AS2000]. However GUTS has been shown to be comparable to ideal 
TCP and to model realistic bandwidth and latency similarly to ns in larger scale 
experiments [GA2002]. 
SSFNET [C01999] is a collection of models for simulating Internet protocols and 
networks. SSFNET is built on the Scalable Simulation Framework (SSF), which is an 
open source framework for discrete-event simulation of large, complex systems. Built 
on five primitive classes, users can extend them to build more significant devices 
[AS2000]. SSFNET is a packet level simulator and is freely available in both C++ 
60 
and Java languages. SSFNET models are uniquely self-configuring; each class within 
it can automatically configure itself by querying a parameter database. This approach 
allows the designed network model to be easily verified for large models. It has been 
shown to be both accurate and able to model large scale networks up to 100,000 
nodes, using a parallel execution on a cluster of processors [C019999]. Although, 
SSFNET is more scalable than ns, it has not enjoyed such widespread developments 
so lacks the features and support. 
2.6 Summary 
It is not a case of if, but rather when a real world scale Grid becomes a reality and the 
paradigm is integrated into the fabric of our computing landscape. The technology is 
rapidly developing and a large number of different approaches are being researched. 
There is still plenty of work to be done, including perfecting and incorporating 
ubiquitous core Grid middleware services, aiding Grid application development, 
creating truly collaborative environments and developing effective scheduling 
mechanisms. 
There are many different plausible scheduling architectures and methods. A number 
of these have been incorporating into user-level middleware systems and have shown 
to be useable. We have investigated a number of these systems and techniques, 
together with a look at Grid environments and attempts to simulate them. 
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Chapter 3 - G-Sim: A Grid Simulation Toolkit 
3.1 Introduction 
Carrying out performance testing on real Grid environments is difficult. Real Grid 
test beds are expensive and time consuming to construct. The dynamic nature of 
Grids makes them difficult to conduct repeatable and controllable experiments on. 
Never the less, experiments on Grids are necessary to verify the effectiveness of 
possible Grid scheduling procedures, which decide which tasks are distributed to 
which resources. To solve this problem, Grid simulation has emerged as an important 
tool. Grid simulations, discussed in the section 2.5, provide a means of making 
"virtual Grids" on which scheduling procedures can be evaluated. This chapter 
presents the design and implementation of G-Sim, a Grid simulation toolkit. This tool 
was developed as a means of testing various scheduling algorithms presented in the 
following chapters. Although numerous other Grid simulators have been developed, 
and are discussed in section 2.5.3, it was felt that none combined simplicity of use, 
speed of simulation, extendibility and numerous features, to make the process of 
creating and using virtual Grids easy. 
3.2 G-Sim Overview 
G-Sim is a discrete event Grid simulator written in Java. It can be used to model 
centralised, hierarchical and decentralised scheduling approaches, scheduling jobs for 
users on any number of different heterogeneous resources. G-Sim uses a simple, 
extendable application model which allows for the simulation of processor intensive 
tasks, where each may have any number of associated input or output files. Jobs can 
be made independent or dependant on the output of other jobs, allowing for the 
simulation of hierarchical applications models, as experimented with in [BL2004]. 
The use of Java as the implementation language, with its platform independence, 
allows the simulator to be run on multiple different execution environments. It is a 
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modem, object orientated (00) language and popular with commercial developers, 
students and researchers alike. It also means that any user developed G-Sim 
extensions and experiments are also portable, allowing the possibility for scheduling 
algorithm designers to share code to improve the tool and provide a means of 
algorithm comparison. The fact that Java is an 00 language means that the G-Sim 
can be easily extended to provide the functionality required by an individual user. 
3.2.1 Features 
The G-Sim tool provides the ability to model the following Grid entities: 
Resources: G-Sim allows any number of heterogeneous resources to be modelled. 
These can operate under a time-shared or space-shared scheduling approach and have 
any number of homogeneous processors. These resources are also modelled with the 
ability to store files, which jobs may require as input, or output. Functions to manage 
the files on a resource are provided and the storage capacity can be finite or unlimited 
and allows for the modelling of scenarios involving data intense application. G-Sim 
offers the ability to model local processor usage on the resources which is based on 
given usage levels. These usage levels can change over simulation time, and be 
related to the time of day, the time zone and the holiday period of the resource. 
Applications: The users of a Grid system submit applications to a scheduler to provide 
execution. These applications are typically constructed on many individual tasks. In 
G-Sim tasks are specified in relation to their size, given in millions of instructions 
(MI) and can require any number of specific input files and produce any output files. 
These files can be specified in terms of their size in KB. A job can not be executed on 
a resource without that resource having access to the required input files. When a job 
is completed the output files it produces can then be used as input for other jobs 
allowing the modelling of dependant DAGs of tasks as used in a number of real Grid 
applications. 
Users: In G-Sim users create and submit jobs to a scheduler. They are capable of 
submitting any number of heterogeneous tasks at anytime and can be given a host 
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machine which output files from their application can be sent to. G-Sim offers 
functions for users to randomly generate jobs with various sizes within presented 
parameters and allows a group of users to submit their applications to their respective 
schedulers at random time intervals, based on an exponential distributed. 
Network: G-Sim offers a comprehensive network model, however if the effects of the 
underlying network are of no significance to the simulation, instant transaction of data 
between the resources can be assumed. The G-Sim network model in based on the 
GUTS network simulator [GA2002], in this model, resources are connected in a 
network topology, represented by a graph where links represent the network cables, 
which have a given latency and bandwidth, and the nodes are the resources or the 
routers in the network. The GUTS, transfer level abstraction allows for realistic and 
fast simulation, and a simple way of exactly predicting the execution time of a given 
transfer in the model. This model is designer for users who are specifically interested 
in the effects of the underlying network on their algorithm, such as data Grid 
algorithm designers. 
Schedulers: The purpose of G-Sim is to provide a test bed for Grid scheduling 
algorithms, so it is up to the user to implement the scheduler component of the 
experiment. G-Sim allows the modelling of multiple competitive schedulers, 
hierarchical schedulers and single centralised schedulers, which can operate in batch 
or online mode. In G-Sim, schedulers can access the underlying resources to find 
static properties such as processor numbers and speeds, scheduling policy and 
dynamic properties such as job, network and memory loads. 
G-Sim also offers the ability to record experimental data in output files and can be 
configured to produce a range of different information according to the needs of the 
user. Although it is easy to output any data from the experiment, functions are 
supplied to output the makespan of the experiment, the time taken to complete the 
simulation, the activities of all the jobs processed and the actual time taken to run the 
scheduling algorithms, together with the number of jobs processed. The output files 
can then be used in conjunction with a spreadsheet package such as Microsoft Excel, 
to produce graphs from the experiment, allowing for easy analysis of the experiment. 
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3.3 System Architecture 
A simulation built using G-Sim has a layered architecture as described in figure 3.1. 
At the base is the Java Runtime Environment which is built directly on the operating 
system and in tum the underlying hardware. This software provides a consistent, 
platform independent execution environment for the program, together with access to 
a variety of useful libraries. Built on this is the G-Sim toolkit which provides a 
structure for creating Grid simulations with various options together with classes for 
modelling Grid resources with various local loads models, the network over which the 
machines communicate and the users of the Grid environment together with their 
applications. Due to the varied nature of the Grid scheduling it is likely that each 
researcher will be focusing on a different aspect of the problem and as such will have 
different requirements of the system. To meet such requirements, the third layer 
incorporates users' own extensions of the G-Sim classes which adapt the tool to 
simulate experiments within their specific area of interest. To implement this layer, 
users are expected to be proficient in Java programming and have a fair understanding 
of the working of the tool itself. Such requirements of the user are reasonable since 
Grid scheduling algorithm designers are likely to be able programmers who would 
expect to have knowledge of the simulation toolkit they are using to be able to build 
their required experiments and to gauge the validity of their results. At the highest 
level is the experiment class which is also developed by the user and contains a main 
method allowing it to be directly run by the Java Virtual Machine. This class utilises 
the lower levels to build a virtual Grid environment with schedulers, resources, users 
and jobs, and is responsible for controlling output and initialising the simulation. 
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Experiment Class 
I Grid Scenario! I Output I 
User's Subclass Extensions 
I schedulers II Application Model II Resource Modell 
G-Sim Toolkit 
I Execution Engine II Machines II Local Load Modell 
!Network I~ I Users II Statistics I 
Java Runtime Envirorunent 
I Libraries II Execution Envirorunent I 
Figure 3.1: A layered architecture for G-Sim simulations 
3.3.1 Execution Engine 
The execution engine, or executive, defines how the simulator processes events and 
controls time progression. G-Sim, unlike GridSim, is built from the ground up, rather 
than building upon existing simulation infrastructure [MU2002]. Doing this allows 
G-Sims execution engine to be both simple to use and efficient. 
To accomplish this G-Sim uses a serial execution engine, consisting of only a single 
thread of execution. This means that although it will operate slower than a parallel 
based simulator on a cluster of processors, it should operate faster on a single 
processor machine, which every user is likely to have access to, because the overhead 
of context switching (time to move from one thread of execution to another), is 
minimised. The use of a serial approach to simulation also means that the problems 
associated with parallel applications, namely deadlock, mutual execution and 
starvation can be ignored making development for users simpler. The other advantage 
of using a single processor approach is that the maximum number of threads that a 
machine can handle is usually the limiting factor in the number of entities that can be 
modelled [PU2003], meaning that G-Sim will be able to handle larger scale 
simulations on most machines than a parallel execution simulator such as GridSim. 
Psuedo code for the main loop which runs the simulator is given in figure 3.2 below. 
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1. while true 
2. ifthere are no events left 
3. end simulation 
4. end if 
5. currentEvent =get next event 
6. if currentEvent time >= time limit 
or currentEvent time -last job activity> no job activity limit 
o1· max number of iobs reached 
7. end simulation 
8. end if 
9. perform currentEvent 
10. remove current Event 
11. end while 
Figure 3.2: Pseudo code for G-Sim's thread of execution 
The events themselves are objects which perform a specific function when activated 
by the code on line 9. The events are stored in order of the time they occur and so 
simulated time progresses as each event is activated. The events are stored in a binary 
tree set data structure, allowing them to be removed, added and checked in guaranteed 
O(log n) time [JA2005]. Simulation can be ended in a number of ways. If there are 
no events left, in line 3, if the maximum job or time limit is reached or if no jobs have 
been processed for a given time, in line 7 or if an event is processed which causes the 
simulation to end. The code given in figure 3.2 is contained within the Executor 
class. This class is responsible for keeping track of the events, executing their code 
and ensuring data is output at the end of the simulation. To reduce the amount of 
object passing in the system, the functions and data structure within the Executor class 
are declared static. This has the effect that the public (visible) methods are given 
unrestricted access throughout the program and that there can effectively be only one 
loop running at once. 
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3.3.2 Entity Classes 
G-Sim has a number of base classes which are used to represent the entities described 
in section 3.2.1. The idea is that these classes provide methods and data structures to 
make them both usable and flexible. Flexibility is required for the classes to be 
extended and adapted for many different experiments and usability is required so that 
they can be easily included in experiments straight away without the need for 
additional coding. Figure 3.3 shows the relationships between the base classes. 
NetLink 0 .. * Network 1 QoS 1 
1 1 
PE executes 
1 0 .. * 1 
2 ....___ 1 . .* 
NetNode TimeSharedM achine 
Router 
-----{> 1~ ~ ~ ~ I Machine <J-0-1 
0 .. * 1 process 
SpaceSharedM achine 
Scheduler 
1 1 
sends sends jobs File 
1 '---
works jobs stored on 
on to 1 distributes 0 .. * 0.* require/ output 0 .. * 
1 User Job 1 
1 0 .. * 
generates 1~ 0 .. * 
Figure 3.3: UML class diagram for the G-Sim base classes 
As there is no obvious default implementation, the Machine class is declared abstract, 
although two concrete implementations are included to represent machines with single 
or multiple processors operating under share-shared or time-shared scheduling 
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procedures. Further details of these implementations are given in section 3.4. Each 
machine has a number of processor elements (PEs), which run at a given speed; these 
processors execute users' jobs when given to them by a scheduler. A machine can be 
associated with a user, allowing it to be used to host input or output files for their jobs. 
These Jobs may require Files as input or create them as output. Machines are capable 
of storing Files, and can be configured to have either an infinite memory capacity or a 
specified limited one. To support the simulation of DAGs of tasks, each file has a 
unique number which identifies it, a Job may produce a file as output, which anther 
job can use as input. A Job will only be accepted by a machine if that machine has 
enough free space to store the Jobs input and output files and has equal or greater 
Quality of Service (QoS). The default implementation of the QoS is to simply say all 
machines are capable of processing all jobs; it is up to the user to extend the class if 
they require a more specific QoS model. In G-Sim, the Machine objects, like Routers, 
are also NetNode objects. The NetNode class represents nodes in a network topology 
which can be connected via links (represented by NetLinks objects). The design of 
the NetLinks and the controlling Network class is based on the GUTS network 
simulation model and are discussed further in section 3.6. 
The function of the scheduler component is to act as a gateway through which users' 
jobs are processed on the machines. There is no limit to how many schedulers a 
simulation can have and any number of users can use the same scheduler. The 
scheduler class is declared abstract and the user is responsible for creating a concrete 
version. As opposed to on a real Grid where the scheduler runs as a network service 
on a machine connected to the same network as the users and resources (usually the 
Internet), schedulers in G-Sim are not considered to execute on an actual machine, 
but, rather are considered to be an abstract components which users and machines can 
access instantly. This eliminates the effects of network traffic and local load on 
executing machine and helps to simplify the task to creating the scheduler. 
3.4 Simulating Multitasking and Multiprocessing 
On a computational Grid resource, there are often many processes running 
concurrently, these are allocated resources including processing time, according to the 
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scheduling algorithm provided by the operating system it is running, a process known 
as multitasking. Some resources may have more than one processor, and so the 
scheduling algorithm must allocate jobs between processors to ensure effective 
execution, the process of multiprocessing. Due to the fast switching between 
processes (many times a second), the large number of possible operating system 
algorithms and the number of factors affecting them, simulating these two processes 
exactly would be both difficult and result in slow simulator execution. Hence, in G-
Sim, these two processes are simplified by using discrete events to signal the ending 
or beginning or a process on a processor. An event is continually scheduled to trigger 
when the smallest job on each PE is due to finish. Each PE is considered to operate 
on a round robin algorithm with each process running on it given equal processor 
time, equivalent to the PE's speed divided by the number of processes. The algorithm 
used to select the next job to finish and update the progress of all the jobs, called 
when a job is started or complete or when the speed of the processor is changed to 
modellocalloads, implemented within the PE class, is given in figure 3.3. 
The size of jobs in G-Sim is given in the number of millions of instructions (MI) they 
require. The speed of processors is defined by the number of millions of instructions 
they can perform in one second (MIPS). The algorithm in figure 3.3 finds the jobs 
with the smallest amount left to process in lines 10 to 17 and updates the amount of 
instructions they have left to process in line 12. This amount is calculated in line 8, in 
which it assumes each job has received equal processor time for the length of time 
between the current simulation time and the time the algorithm was last run. 
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1. begin void setNextJobToFinishO 
2. time = Executor. getCurrentTimeO 
3. iftime = timeLastUpdated 
4. return 
5. end if 
6. ifthere are jobs running 
7. currentRatePerJob =current processing speed I number of jobs running 
8. MISinceLastEvent = currentRatePerJob * (time-timeLastUpdated); 
9. smallestMILeft =first job in list 
10. while not all jobs have been considered 
11. job Going= the next job in the list 
12. MILeft= jobGoing.getMILeftQ- MISinceLastEvent; 
13. job Going. setMILeft(MILeft) 
14. ifsmallestMILeft.getMILeftQ > MILeft 
15. smallestMILeft =job Going 
16. end if 
17. end while 
18. nextJobToFinish = smallestMILeft; 
19. end if 
20. else 
21. nextJobToFinish =null; 
22. end else 
23. timeLastUpdated =time; 
24. end setNextJobToFinish 
Figure 3.4: Algorithm used to update the progress of the jobs running on aPE and 
find the next job to finish 
G-Sim uses the Machine class to represent resources connected to the Grid. These 
resources can have any number of processing elements (PEs) which execute users' 
jobs depending on their given speeds. Shared memory clusters of machines can be 
modelled as machines with multiple PEs and standard PCs as machines with one PE. 
The way in which the jobs are allocated across the processors is dependent on the 
allocation policy defined by the implementations of the Machine class's abstract 
methods provided within a concrete subclass. If the user requires a different 
allocating policy to the two provided, they must create a subclass which overrides 
these methods. To simplify the task of creating a new allocation policy, the user has 
only to override two methods, jobStarted and jobCompleted. The user does not need 
to deal with the creation and deletion of the events used in simulating the processors' 
behaviour as this is abstracted away from these methods, making them simple to 
implement. Appendix figure A.l shows how these abstract methods are invoked, 
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together with how the entities interact when called by events to schedule, start and 
complete users' jobs. 
The jobStarted method takes a job and starts processing it. By the time this method is 
called, the job has been accepted by the machine and the required input files are 
loaded onto it. The function of the jobCompleted method is to decide what to do 
when a processor has finished executing a job. Three other empty, non-abstract 
methods haltJob, restartJob and cancelJob are included in the Machine class to allow 
users' to temporarily halt, restart or cancel jobs whilst in execution respectively. 
These methods are not declared abstract so as not to force them to be implemented if 
they are not required. If these methods are called on an instance of a subclass without 
them being implemented, an error message is reported and the simulation ended. As 
the simulations carried out in this project did not require this functionality, the 
provided implementations do not override these methods, but, could be altered to do 
so. 
The two resource models provided in G-Sim are time-shared and space-shared. These 
models are based on those used in the popular GridS,im toolkit [BY2002]. They 
assume the processors are homogeneous in speed; this is because this is the case with 
real clusters and trivially in any single processor machine. The Machine class does 
not specifically limit resources to being homogeneous, so creating a machine class 
which deals with heterogeneous processors is possible within G-Sim. Alternatively if 
network issues are not important to the simulation, heterogeneous machines can be 
modelled as a collection of single processor machines, using the same Grid scheduler. 
To illustrate the operation of the space-shared and time-shared operation, let us 
consider a simple scenario. There is only one Grid resource, a machine with two 
processors, each with a MIPS value of 1. Four jobs are presented to this machine to 
be processed; their MI requirements are 14, 5, 10, and 8. These jobs arrive at the 
machine after 0, 2, 5 and 10 seconds respectively. The way in which the machine 
processes the jobs using a space-shared allocation policy is shown in figure 3.6 and 
using a time-shared policy is shown in figure 3.8. The statistics for this scenario are 
presented in table 3.1. 
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3.4.1 Space-Shared Resource Model 
In a space-shared resource, processors only ever run one job at a time. Typically large 
cluster machines will use a space-shared scheduling policy. In the G-Sim model, 
space-shared resources operate on a first -come-first -served basis, if there are no free 
processors to run jobs, they are placed in queue. The jobStarted and jobCompleted 
methods which provide this behaviour, implemented in the SpaceSharedMachine 
class are given in figure 3.5. Figure 3.6 shows the how the space-shared resource 
model handles the given scenario. 
1. begin voidjobStarted(Job job) 
2. PE free Processor= get a free processor 
3. if free Processor I= null 
4. add job to the Queue 
5. end if 
6. else 
7. start job on free Processor 
8. end else 
9. endjobStarted 
1. begin voidjobCompleted(PE processo1·) 
2. if job Queue isn't empty 
3. Job job= get first job in queue 
4. start job on processor 
5. end if 
6. endjobCompleted 
Figure 3.5: Pseudo code of the implementation of the abstract Machine class methods 
provided within the SpaceSharedMachine class 
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Figure 3.6: View of the scenario, with a space-shared allocation policy 
As figure 3.6 shows, each processor only ever runs one job on each processor at a 
time. When jobs 1 and 2 arrive, there is a free processor so they begin execution 
immediately, however when jobs 3 and 4 arrive (at times 5 and 10 seconds 
respectively) both processors are busy and so they are placed in a queue until the other 
jobs have finished (at times 7 and 14 seconds), when they can begin execution. When 
job 1 arrives an event is scheduled to trigger at time 13s to signal when it will finish 
execution, and invoke the job Completed method. This event is removed before it gets 
a chance to be activated when the second job arrives at time 2s as, having less 
instructions left to process, will finish first. In its place another event is scheduled at 
time 7s to signal the end of job 2, which does get activated. When this occurs, the 
jobCompleted method is invoked causing job 3 to begin execution, and it is removed 
and eventually deleted by Java's garbage collector thread. Another event the same as 
the first is then rescheduled to be activated after 13s, to signal the end of job 1. The 
process of creating events to signal the end of a job then either activating or deleting 
them if they become obsolete, due to other smaller jobs beginning execution, 
continues until all the jobs are completed. 
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3.4.2 Time-Shared Resource Model 
A time-shared resource can execute many jobs on each of its processors concurrently. 
Unlike space-shared resource time-shared ones begin executing jobs as soon as they 
arrive at the machine regardless of load. Single processor machines and lower-end 
multiprocessor machines usually use a time-shared allocation policy. The time-shared 
resource model in G-Sim treats all jobs equally and schedules them as they arrive on a 
processor which is currently running the least number of jobs. When a job finishes, if 
another PE is running two jobs more than the processor on which the job finished, one 
of its jobs are swapped onto the other machine, balancing the load. The code to 
provide this behaviour is presented in figure 3. 7. 
1. begin voill jobStm1:e,l(Job job) 
2. lowestNumOfJobs = floor(number of jobs running I number of PEs) 
3. wlrlle not all processors have been considered 
4. PE processor= get next processor 
5. if processor is running lowestNumOfJobs jobs 
6. start job on processor 
7. return 
8. end if 
9. end wlrlle 
10. eiuljobStm1:ed 
1. begin void jobCompleted(PE processor) 
2. runningJobs =number of jobs processor is running 
3. wlrlle not all processors have been considered 
4. PEp= get next processor 
5. ifrunningJobs + 1 <number of jobs pis running 
6. swap a job from p to processor 
7. end if 
8. end wlrlle 
9. endjobCompleted 
Figure 3. 7: Pseudo code of the implementation of the abstract Machine class methods 
provided within the TimeSharedMachine class 
The methods in figure 3. 7 look to balance the load of the jobs across all the processors 
and works on the basis that processors are homogeneous in execution speed. Line 2 
of the jobStarted method is used to calculate the minimum number of jobs running on 
any of the processors. The first processor running this number of jobs is then used to 
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run the given job. The jobCornpleted method performs load balancing by finding the 
number of jobs currently in execution on the given processor, which has just finishing 
running a job, then attempting to locate a processor executing at least two jobs more, 
if such as processor is found then one of its jobs is selected to be transferred onto the 
given processor. The selection process used to decide which job to swap is simple to 
maximise simulation speed. The first job to begin execution is swapped unless it is 
due to finish next, in which case the second job is used. This is the quickest selection 
process since the first job can be found fastest and removing the next job to finish on a 
processor will result in having to remove the jobFinishedEvent object associated with 
it and schedule another one. Figure 3.8 shows how the methods given in figure 3.7 
operate on the described scenario. 
Jobs on 
Processon; 
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0 Time ( econd ) 
D Job l Job 2 
Job 3 Job 4 
Figure 3.8: View of the scenario under a time-shared allocation policy 
As figure 3.8 shows, the time-shared machine always allows jobs to execute as soon 
as they arrive regardless ofload. To achieve this, it is sometimes necessary to execute 
more than one job at a time on a processor (such as on PEl between 5 and 7 seconds 
and between 10 and 16 seconds). When PEl begins executing job one, at time 0, an 
event is scheduled for time 14, when the job is expected to be complete. However 
when job 3 comes along, at time 5, this event must be removed and replaced as the 
next job is expected to complete after 23 seconds, (as the smallest job it has left has 9 
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MI left and the rate per job drops to 0.5 MIPS). This event is also removed and 
replaced before being activated as, once PE2 has finished processing job 2, after 7 
seconds, it is running two less jobs than PEl and therefore balances the load by 
accepting one of them. This has the effect that PEl is now only processing jobs 1 and 
therefore can provide it with the full 1 MIPS rate, enabling it to be completed within 8 
seconds. The process of removing and rescheduling events occurs frequently in time-
shared machines, making their simulation slightly slower than space-shared resources. 
Space Shared Resource Time Shared Resource 
Job Length (MI) Arrival Time Start Time Finish Time Elapsed Time Start Time Finish Time Elapsed Time 
I 14 0 0 13 13 0 17 17 
2 5 2 2 7 5 2 7 5 
3 10 5 7 17 12 5 IS II 
4 8 10 13 21 II 10 21 II 
Total 37 41 44 
Table 3.1: Statistics for the scheduling scenario 
3.5 Local Load Modelling 
On real Grids, resources are usually non-dedicated; they will not only process the jobs 
presented to them by a Grid scheduler, but, also local jobs. In some models such as 
that considered in [SU2003], Grid and local jobs are considered to have equal priority. 
Within G-Sim, this could be modelled by setting up another Grid scheduler which 
would present jobs generated by a different set of users to those being analysed, to the 
machine on which you wished model the local load. However this method is not 
suitable for modelling local loads on Grid models which consider local jobs to have 
priority over remote ones. Due to the need for site autonomy and the high cost of 
purchasing and running resources, this is nearly always the case within real Grids. 
Local usage values are subject to random change and maybe dependant on the type of 
machine, the time of day and the time of year. For instance you might expect 
networked PCs in a teaching laboratory to be busy during times when practical 
lessons are conducted and be inactive or at low loads at night time or in the holidays. 
Cluster machines are likely to have different usages patterns as often they are put to 
work on calculations over night so as to be ready for the next day morning. Taking 
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these factors into account, the G-Sim local usage model was produced, the class 
diagram for which is presented in figure 3.9. 
Local Usage l<t Ca JedarPercentLocal Usage ...... ~1 
~ LocalProcessorUsage 
Lo calU sage Change Event ----{) Event 
0 ~ j 
BinomialRandomiser I Ma~ine I 
-1> 
«interface>> 
PercentRandomis er 
1 
EveninLimitRandomis er 
Figure 3.9: UML class diagram for the local usage model in G-Sim 
G-Sim's local usage model has several levels. The lowest is the LocalUsage class, 
which simply describes when a change in the local usage value can occur. This class 
allow the details of scheduling events to activate the change in local usage value to be 
abstracted from any subclasses, yet does not restrict the value itself to any specific 
concrete form or the design of the algorithm which generates it. 
The next level, built as a subclass of LocalUsage is the CalendarPercentLocalUsage 
(CPLU) class. This supplies a structure for creating local usage values represented as 
percentages which can be configured to change according to a random generator and 
time of day, week and year, but, does not restrict the resource on which it operates to 
any specific type. To fluctuate according to time of day, week and year, the class 
requires four inputs which are as follows: 
• byte [] weekdays 
• byte [] weekends 
• byte [] holidays 
• boolean [] holidaysln Year 
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These arrays contain average, percentage local load values for a single day, inside 
their respective periods of time. Weekdays are considered to be 12 a.m. on Mondays 
to 12 a.m. Saturdays, weekends to be 12 a.m. Saturdays to 12 a.m. Mondays, while 
not in the holiday period. The holiday period is defined by the holidaysln Year 
arguement, which is required to be 52 elements in length; each representing a week in 
the year (as defined in the java.util.GregorianCalendar class definition presented in 
[JA2005]). If no holiday period is required, the holidays and holidayslnYear 
arguments can be left undefined. The number of arguments within the byte arrays 
defines how the long each element is considered to give the average value and each 
element is considered to cover an equal amount oftime. For instance, presenting a 24 
element byte array would make each represent the average value for an hour, and the 
transition between elements would take place on the hour, with a single element array 
the value would represent the average value for the entire day. Figure 3.11 gives 
example arrays and shows the corresponding value/time functions they relate to. 
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Figure 3.11: View of example average percentage load values 
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The object representing the simulation time and date (an instance of 
java.util.GregorianCalendar) is held by the Executor, along with a value representing 
a standard time-zone. These are accessed by the CPLU class through a number of 
static methods. Using this information together with details of the time-zone in which 
the resource is located (given as an offset from GMT), the CPLU class is able to 
calculate the time of day and year at each resource, which it uses to find the 
corresponding byte array and elements storing the required average value. These 
values are considered to be "average" since they can be altered using a randomising 
function, which is a class realising the PercentageRandomiser interface. This 
interface has only one method; randomise. This method takes a given average 
percentage seed value and outputs another percentage value. Two implementations of 
this class are provided, the EvenlnLimitRandomiser (EILR) and the 
BinomialRandomiser (BR). The EILR class is designed to allow the modelling of 
random local load functions which are evenly distributed within a given range. It 
performs a randomising operation which takes a value for the maximum error of the 
average value and returns a value evenly distributed between the average minus the 
maximum error value and the average plus the maximum error value. This is simple 
to accomplish with the exception of when the range of possible output values goes 
below 0% or above 100%, the outputs are then squashed into a limited range. This 
causes the average output value to move away from the intersecting boundary, and 
hence the given average, if the output continues to be evenly distributed. To rectify 
this, the algorithm has been designed to increase the probability of getting a boundary 
value (either 0% or 100%) to ensure the average value output by the algorithm 
continues to be the average value input. This change in probability is calculated using 
the mean average function (equation 3.1) together with the fact that the output values 
are evenly distributed between the possible range of values. With this information, 
we can adapt equation 3.1 to equation 3.2 for when the range goes below 0%, and to 
equation 3.4 for when the range goes over 100%. These can then be made easy to 
calculate using a computer and given in terms of X, resulting in equations 3.3 and 3.5. 
_'Lx =AV 
N 
Equation 3.1: The mean average function, where x' s are the values, N is the number of 
values and AVis the mean average. 
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AV+MAXOUT Li 
-----=--i=....:...t ____ = AV 
X+ AV + MAXOUT 
Equation 3.2: Adapted mean average equation, for calculating the share of values 
required at 0% when the range of output value goes below it. AVis the average value, 
MAX OUT is the maximum error of the function and X is the share of values given at 
0% to the 1 share of the other possible outputs. 
(AV +MAXOUT)*( AV +M~OUT+1) 
----------=------------'-- AV- MAXOUT =X 
AV 
Equation 3.3: Easily calculated function for X, derived from equation 3.2. AVis the 
average value, MAX OUT is the maximum error of the function and X is the share of 
values given at 0% to the 1 share of the other possible outputs. 
99 
100X + z> 
i=AV -MAX OUT = A v 
X +99-AV +MAXOUT+1 
Equation 3.4: Adapted mean average equation, for calculating the share of values 
required at 100% when the range of output value goes above it. A V is the average 
value, MAXOUT is the maximum error of the function and X is the share of values 
given at 100% to the 1 share of the other possible outputs. 
-AVx(lOO-AV +MAXOUT)+(100-AV +MAXOUT)x(99-( 99 -AV +:AXOUT)) 
-------------------~--------~=X AV -100 
Equation 3.5: Easily calculated function for X, derived from equation 3.4. AVis the 
average value, MAXOUT is the maximum error of the function and X is the share of 
values given at 100% to the 1 share of the other possible outputs. 
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Pseudo code for the randomising algorithm, given in the EILR class, which uses 
equations 3.3 and 3.5. to randomise the average local usage percentage values is given 
in appendix figure A2. 
The BR class is used to model random local load functions where the values follow a 
binomially distribution. The equation for the discrete probability distribution function 
given by the binomial distribution is given in equation 3.6. 
= (~) p~ 1'-~ 
Nl ll 1 N-11 
I(N- )I p ( -p) n. n . = 
Equation 3.6: The binomial distribution gives the discrete probability distribution, Pp 
(n IN), of obtaining exactly n successes out of N Bernoulli trials (where the result of 
each Bernoulli trial is true with probability p and false with probability q = 1- p) 
[WE1999]. 
As percentages in G-Sim are treated as discrete values, the binomial function can be 
applied in randomising the local load values by treating each percent as an 
independent event with the average divided by 100 as the probability of it being true 
using, then using 100 trials. This allows for a probability density function based on 
the average value to be built and used with evenly distributed random variables, 
between 0 and 1, to output binomially distributed random variables. However this 
function would be difficult to calculate due to the sheer size of the numbers involved 
(i.e. 100! is far larger than the maximum number any Java primitive can represent). 
Even if the probability values could be pre-calculated and stored, it would be an 
inefficient use of memory as the number of possible average values, together with 
their respective probability density functions gives 10,201 values that would need to 
be stored; equivalent to almost 80 megabytes of memory when using Java's standard 
double precision floating point representation. To combat these problems, the BR 
class considers each "trial" to represent the chance of 5 percent being true, greatly 
reducing the number of possible combinations of outputs and inputs to 441 (21 x 21). 
These are pre-calculated and stored, allowing the algorithm, whose pseudo code is 
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given in figure 3.12, to work quickly. The outcome of using this simplification is that 
input average values are rounded to the nearest 5%, and the probabilities are 
calculated from the mid-point of each 5% trial e.g. when the average load value is 0-
2.5%, the chance of each trial being true is treated as 0.125%. This makes little 
difference to the realism of the model since the rapid fluctuations and unpredictability 
of local load values for real computing resources such as network bandwidth, memory 
usage and processor usage make them extremely difficult to calculate to the degree of 
accuracy of a single percent. 
1. begin byte raudomise(byte avemgeValue) 
2. ifaverageValue > 100 
3. return 100 
4. end if 
5. ifaverageValue < 0 
6. return 0 
7. end if 
8. index= round(averageValue/5) 
9. cumulative [] = cumulativeBinomialData[index] 
1 0. random= randomNumberGeneratorQ; 
11. fori=0 .. 21 
12. if random < cumulative[i] 
13. return 5*i 
14. end if 
15. end for 
16. return 100 
17. end randomise 
Figure 3.12: Pseudo code for the randomise method of the BR class. 
The 2D array cumulativeBinomialData, accessed in line 9 of the code given in figure 
3 .12, stores the probabilities of each number of trials being true for all the different 
probabilities of a single trial being true. As its name suggests, the probabilities are 
stored cumulatively, so each 1D array returned on line 9, has elements with values 
representing the probability of getting at least its index number of trials right. This 
allows the simple loop in lines 11 to 15 to locate the number of trials, and hence the 
output percentage using the evenly distributed random variable created in line 10. 
In order to test the randomise methods provided by the BR and EILR classes, their 
output was recorded after 10,000 runs with different inputs, the results of these 
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experiments are presented in figure 3.13. The average of all the values output in each 
test was no more than 0.01% from the input average value, the BIRL class produced 
results mimicking the binomial distribution and the EIRL class gave roughly evenly 
distributed values, suggesting the algorithms are correctly implemented. 
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Figure 3.13: Number oftimes output percentages appeared after 10,000 calls to the 
randomise methods of the BR and EILR classes. 
At the highest level of the local load model in G-Sim are the concrete subclasses of 
the CPLU class. These specify how the percentage values are applied to the resource 
to affect its load. The only such class supplied in the G-Sim toolkit is the 
LocalProcessorUsage class which operates on the resource of processor speed. This 
supplies a simple implementation of the single abstract method, updateLoca!Usage, in 
which it decreases its associated machines' processors' speed by the given average 
value or the value run through a randomising method depending on whether a 
randomiser is set. The local load on other resources such as network bandwidth and 
memory could also be modelled by implementing other subclasses of the CPLU class 
although no default implementation is required. 
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The local load model was selected due to its flexibility; in that virtually any local 
usage model can be constructed using it, its ease of use; since only a few values are 
required to create the function and its applicability; most resource loads can be 
modelled in percentages and their values are likely to change in relation to weekends, 
weekdays and holidays periods due to the structure of working weeks. 
3.6 Network Model 
As previously mentioned, G-Sim's network model is based on the GUTS network 
simulator [GA2002]. This model is a transfer level simulation of a network in which 
the time to finish a particular transfer is calculated based on the current load of the 
network and remains unchanged despite any future changes which may occur. The 
idea behind GUTS is that by creating a balance between over-committing and under-
committing links in the network, an accurate, course-grained and fast network 
simulation can be created. As with most network simulators, GUTS considers the 
network to be a graph, where the routers and hosts are represented as the nodes and 
the cables linking them to be the edges [GA2002]. Each link has two static properties 
representing its maximum bandwidth capacity C1 and propagation delay D1 and two 
dynamic properties, updated at the beginning and end of each transfer, the allocated 
bandwidth A1 and the number of transfers utilising it T1. The algorithm used to 
calculate the length of time to complete transfers of size s between two nodes at time t 
is given in figure 3.14. 
1. Find the set P of all links on the path from soUl'Ce to 
sink, and label the link lr. which has the least availablB 
bandwidth Bh as the bottleneck link. 
2. For each linkl E P, "reserve" bandwidth by increment-
ing A., by B,b. 
3. Increment the 1i for each link! E P. 
4. Calculate the total duration d of the trans:fec. 
5. Schedule an event to occur at timet+ d that, for each 
l E P, releases bandwidth B1& and decrements T,. 
Figure 3.14: Main algorithm of the GUTS network model [GA2002]. 
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The available bandwidth for each link B1 is defmed as the largest of either the amount 
of unallocated bandwidth or the capacity divided by the number of transfers utilising 
the link plus one for the new transfer, this is described formally in equation 3.7, where 
the function MAX returns the largest of its arguments. 
B1 = MAX(o- A1, _Q__) 
11 +1 
Equation 3.7: Definition of available bandwidth in GUTS [GA2002] 
The path P between the source and sink nodes is found using a form of Dijkstra 
algorithm for finding the shortest path in a graph, the pseudo code for which is given 
in figure 3.15. 
The idea of Dijkstra's algorithm is that when starting at the source node you always 
follow the shortest length path, each node you get to is considered to be settled 
meaning that no other path to that node will be shorter. You continue following the 
shortest possible path until the sink node becomes settled. The output path is then 
created by looking at the predecessor of each node on the shortest path from the 
source, starting with the sink node. The implementation of Dijkstra' s algorithm used 
in G-Sim is adapted from [WA2005] and uses the TreeMap priority queue [JA2005] 
in which to store unsettled nodes, resulting in a reduction in the algorithm's runtime 
from O(n\ where n is the number of nodes, to O(n log m), where m is the number of 
unsettled nodes on each iteration and m < n. 
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1. begin List sllortestPatb(Node source, Node sink) 
2. add source node to unsettledNodes 
3. set shortest path to source to be 0 and infinite to others 
4. wbile unsettled nodes isn't empty 
5. Node node= node with smallest path to it in unsettledNodes 
6. remove node from unsettledN odes 
7. ifnode =sink 
8. break 
9. end if 
10. add node to settledNodes 
11. List adjacent= get list of nodes linked to node 
12. fo1· all nodes in adjacent 
13. Node adjacentNode =next node in adjacent 
14. if adjacentN ode isn't in settled 
15. pathLength = distance to no de + weight of link between adjacentN ode and no de 
16. if p athLength < smallest path found to adjacent 
17. set shortest distance to adjacentNode to be pathLength 
18. set adjacentNode's predecessor to be node 
19. add adjacentNode to unsettledNodes 
20. end if 
21. end if 
22. end fo1· 
23. end while 
24. List path= a new empty list 
25. Node node= get sinks predecessor 
26. add link between sink and node 
27. wlille node != source 
28. Node pre= get node's predecessor 
29. add link between pre and node to path 
30. node =pre 
31. eml wlille 
32. retum path 
33. end sbortestPatlt 
Figure 3.15: Pseudo code for Dijkstra's shortest path algorithm used to find shortest 
path between two nodes in the GUTS network model. 
The total duration of the transfer d is calculated as the sum of the propagation delays 
on each link in the path P, plus a queuing delay q related to the number of transfers on 
each link at the transfer start time, multiplied by three to account for the two SYNs 
(packets sent to request to synchronize sequence numbers, used when opening a TCP 
connection), plus, the actual on-link transfer time given as the size of the file being 
transferred divided by the bandwidth available at the bottleneck link B1b [GA2002]. 
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The queuing delay q is calculated on the assumption that every transfer in progress on 
each link in the path P has at least one packet of maximum size MTU on the link's 
queue ready to send and one of those is currently on the link, halfway through on 
average [GA2002]. The start of the new transfer on this link will be delayed by these 
packets before it gets a chance to use the link therefore q is defined by equation 3.8. 
MTU 
q =" (Tt- 0.5), for T1 > 0 ~leP BL 
Equaton 3.8: Definition of the queuing delay in the GUTS network simulator 
The method given in figure 3.14 is implemented within G-Sim's Network class, 
together with an additional method to calculate the duration of a transfer without 
actually changing the dynamic properties of the links. The Network class also 
maintains a list of all the NetNodes in the network, whilst they themselves contain a 
list of the NetLink objects which directly connect it to any other NetNodes. The two 
possible types of NetNode in a network are Routers and Machines. Routers are 
simply NetNodes which link to other NetNodes, whilst Machines are capable of 
hosting, storing and downloading files from other Machines. Storing files on a 
Machine is either a prerequisite for a Job object starting execution on it or as a result 
of its execution. As file transfers maybe required prior to initiating execution, there 
needs to be a means for locating hosts storing particular files within the network. In 
G-Sim this is accomplished by declaring Machines to be file hosts; a file host allows 
other Machines to download the files stored on it. These hosts can then be located 
through calls to the File class's static methods and data structures which act as a 
central repository, mapping files to the hosts on which they are stored. If a requested 
file is located on at least one host, a download is initiated between the Machine that 
made the request and the host with the most available bandwidth. The method for 
selecting the host from which to download the file can be easily altered by extending 
the File class and overriding the selectBestHost method. If there is no host for a 
particular requested file (which will be the case if it is produced as the output of a job 
yet to finish execution), and the request is not cancelled, it is recorded and processed 
as soon as a host is available. It is important for the user to ensure that files which are 
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required by jobs to begin execution at the start of simulation are hosted on at least one 
machine, or they will not be able to run. 
3. 7 User and Application Model 
The users of a Grid environment utilise the resources offered by the Grid for some 
purpose. This purpose is usually to calculate an answer to the question their 
application is asking. These applications will typically be complex, large-scale, data 
intensive entities which may involve several stage of execution. Grid applications are 
normally considered to be partitioned into smaller parts often referred to as jobs. This 
is done so as to parallelise its execution, allowing many resources to compute it 
simultaneously. The performance of Grid applications is difficult to judge since the 
major factors in determining it will differ from application to application and the 
presence of large number of factors involved including the speed of the processors 
running the jobs, the operating systems controlling them, the availability of resources 
and the transfer time of the files required to the resources involved. These 
applications are heterogeneous in nature and each is likely to differ greatly in 
requirements, scale and structure. The users themselves often have different 
requirements of the Grid. Some may require their results within a given deadline 
whilst some may be more interested in computing the answer for the minimum 
financial cost. 
Clearly the complex and varied nature of Grid applications means no single model 
will be suitable for all applications. In response to this, G-Sim's application model 
provides only primitives for creating an application, namely jobs and files, but, is 
designed so as to let the user define the application model of their choice. However 
simple utility methods are implemented to create applications consisting of numbers 
of independent jobs, which neither require nor output any files, of randomly generated 
sizes within a given range, a model which is constant with the parameter sweep 
applications as experimented with in [BU2002]. In G-Sim user's requirements can be 
modelled by giving each user their own personalised scheduler and configuring it to 
suit. Unlike GridSim however, G-Sims resource model would need to be extended to 
implement user's economic requirements as it is not designed towards scheduling 
89 
according to an economic model. Application level schedulers can be modelled by 
setting each user to have their own personalised scheduler which is designed 
specifically for the application they submit to it. 
As previously mentioned jobs differ in size, given as the number of instructions 
needed to process them, making them CPU intensive, and in the files they require as 
input or output. As files are uniquely identifiable, it is possible to build applications 
based structured as DAGs of tasks, such as those investigated in [BL2004] where the 
output files from some jobs are required to run others. This is common in real Grid 
applications where the initial tasks within an application may apply a variety of filters 
a large data set before it is analysed by subsequent tasks. As a job's size is measured 
solely on the number of instructions and machines rate of execution is based on the 
number of instructions its processors can process per second, the G-Sim model greatly 
simplifies how application performance is calculated. This is done to make execution 
faster and to make it simple to predict exactly how long the applications will take to 
complete with a given resource model. Being able to predict the length of each job's 
execution is useful because it allows scheduling algorithm designers to gauge the 
effectiveness of their procedures under different levels of performance prediction 
accuracy (knowing the exact value means you can then introduce a controlled level of 
inaccuracy to see the effect it has on the algorithm's performance), a technique used 
in experiments presented in [XI2003]. Real Grid schedulers have to employ often 
complex predicting algorithms of which the best have been shown to have an 
inaccuracy of around 10% [XI2003], G-Sim's simplistic model is also advantageous 
in that is that it removes the need for the user to implement any such procedures to get 
their algorithms to work effectively. In relation to the base Grid simulation model 
described in [BR2001], G-Sim's schedulers can be considered to schedule on a 
number of consistent 'expected time to compute' matrices, between jobs and 
resources, over the course of an experiment. 
To simulate the varying requirements of applications, tasks and resources (represented 
by the Job and Machine classes respectively) in G-Sim can be associated with a QoS 
object. These objects represent either the quality of service requirements of the job 
and that offered by the machine. As quality of service is an abstract concept, the QoS 
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class is declared as a simple interface, the concrete implementation of this object is 
left to the user. 
In a Grid, users can submit their applications to Grid schedulers at anytime. G-Sim 
offers a utility class, the GroupSchedulingEvent (GSE) class, to model this behaviour. 
This class uses a similar technique to the simulator developed in [XI2003] and 
controls when users submit their jobs to schedulers based on a Poisson distribution 
with a given mean rate per second. This is implemented using an exponential 
distribution function to generate the job inter-arrival times. The exponential function 
is the only memory less random distribution and describes the waiting times between 
successive changes in a given Poisson distribution [WEI1999]; its probability 
distribution function is given in equation 3.9. This function is adapted to give the 
function! given in equation 3.10 so as to produce exponentially distributed random 
variables from evenly distributed random variables. 
P(x) = D'(x) = A_e-Ax 
Equation 3.9: Probability distribution function of the exponential distribution, A is the 
rate of change in the Poisson distribution [WEI1999] 
- ln (1- r) f = -----'----'-
1 
Equation 3.10: Function for creating exponentially distributed random variables from 
evenly distributed random variables, where A is the rate of change in the original 
Poisson distribution and r is the evenly distributed random variable 
The function given in equation 3.10 is implemented in G-Sim's Utilities class, its 
output it demonstrated in figure 3.16. 
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Figure 3.16: The output ofthe function implementing equation 3.10 over 10000 runs, 
with the rate of change given as 10. The frequency represents the number of times the 
output was recorded in the range between the graphed value+/- 0.25 
Although the job model presented in G-Sim is relatively simple, it is envisaged that all 
the models given in G-Sim could be extended to create different behaviour, allowing 
for all types of application model to be experimented with. For instance I/0 intensive 
applications could be modelled by extending the Machine class to have a field 
describing the number of I/0 operations they can make per second and define Jobs 
with a number of I/0 operation required as opposed to CPU cycles. Similar methods 
to those seen in the PE class could then be implemented to control how the machine's 
operations are split between the I/0 intensive jobs it is running. It should be 
remembered that the toolkit is simply a base on which to build scheduling 
experiments; such experiments may involve manipulating the tool in ways unforeseen 
by the toolkit designer. 
3.8 Summary 
In a dynamic Grid environment it is hard, if not impossible to perform scheduling 
experiments that are repeatable and controllable. Grid scheduling algorithm designers 
require such experiments to be run in order to verify the effectiveness of their 
procedures. To overcome this problem the G-Sim toolkit has been created; the design 
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and implementation is the subject of this chapter. This software provides the 
primitives for creating virtual Grids with any number of heterogeneous Grid resources 
running under either time or space shared allocation policies with various local load 
models, users and their applications and the network under which the distributed Grid 
entities communicate. 
The suitability of the G-Sim toolkit is demonstrated in chapter 4, where it is used to 
evaluate the performance of newly developed procedures against known ones under 
numerous different scenarios. 
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Chapter 4- Time-Limit Batch Mode Scheduling 
4.1 Introduction 
Grid scheduling is the mapping of tasks to distributed heterogeneous networked 
resources. The optimal mapping, in anything but the most trivial cases, is impossible 
to find due to the vast number of possible alternatives which may need to be searched. 
Grid scheduling algorithm designers look to produce heuristic based procedures 
which will produce effective mapping which operate within a reasonable time frame. 
Such procedures operate in one of two ways; in online or batch mode. Online 
procedures are those which map jobs to resources as they arrive at the scheduler, 
batch mode procedures wait until a number of seconds has passed or a number of jobs 
have arrived then schedules them together. Generally waiting a given number of 
seconds is more effective since job flow is unpredictable, it prevents the possibility of 
jobs waiting for long periods after being sent to the scheduler to start execution. This 
chapter presents and a novel mode of scheduling, time-limit batch mode, which looks 
to provide better foresight and reactivity than batch mode whilst minimising the 
effects resource error has on application performance. 
4.2 Problems with Current Schedulers 
It has been noted from the birth of the Grid paradigm that resource failure is a rule not 
the exception [F01998]. As Grids have many distributed resources, the chance of 
total system failure is extremely minimal, one of the great advantages of the 
paradigm, yet, the chance of a single resource failing is high. Rescheduling has 
emerged as an essential tool for not only lowering the makespan of schedules, but also 
ensuring the eventual completion of tasks which are sent to resources which fail or 
become inactive [G02002]. Rescheduling features have already been incorporated 
into current Grid resource management systems such as Condor-G. 
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Rescheduling on a Grid tasks takes time. The often large input files required have to 
be transferred to a new resource and previously calculated results may be lost. The 
problem with batch mode schedulers is that they are not reactive since they schedule 
many jobs at the same time and are unable to predict which resources will incur 
increased local loads or fail whilst processing these. Batch mode's inability to react to 
future changes means that the effect of resource failure or increased workload is 
maximised. 
4.3 Time-Limit Batch Mode 
Time-limit batch mode scheduling is a technique which can be applied to batch mode 
schedulers to improve their performance. The idea is simple; don't give resources 
more jobs than are necessary to keep them running. By putting off scheduling 
decisions until later, and so limiting the number of jobs which are actually run on 
hosts at any one time, the number of reschedules per resource failure is minimised and 
the makespan of the schedule can be improved. To ensure the effective utilisation of 
resources, the scheduler must map at least enough tasks to ensure every resource in its 
pool is utilised until it is due to schedule again, if possible. Whereas in online or 
batch mode scheduling each resource may have many tasks sent to it that are 
guaranteed not to be completed for a long period, so in the event of a failure many 
jobs will have to be rescheduling, requiring more downloads and ultimately resulting 
in inefficient execution, time-limit batch mode ensures this is kept to a minimum. 
The remainder of this chapter looks at the effects of incorporating time-limit batch 
mode into schedulers and how this affected by the state of the underlying Grid. 
4.4 Developed Algorithms 
To test the performance of time-limit scheduling, new algorithms which use it need to 
be developed and tested. The algorithms chosen to be adapted to incorporate time-
limit scheduling in this project are the well known Min-Min heuristic and its QoS 
guided variant (QGMM). Min-Min was selected as it is a well documented algorithm 
and so any difference between it and its time-limit equivalent can be gauged in 
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relation to the other algorithms it completes against in works such as [BR2001]. 
QGMM was also included as it allows for similar experiments to be conducted as 
those published in [XI2003], verifying their results and providing a basis of 
comparison between the newly developed algorithms and their documented 
counterparts. 
The QGMM heuristic was developed in [XI2003] to show that Grid scheduling could 
be made more effective if QoS was made a major factor in determining the mapping 
between jobs and resources. The algorithm is essentially the same as the Min-Min 
heuristic, discussed in section 2.4.2.3, where high level QoS jobs are scheduled before 
low ones. The QoS model considered in [XI2003] is hard with only one dimensional, 
differentiated into just two distinct levels; high or low. The pseudo code for the 
QGMM heuristic is given in figure 4.1. 
( 1) to.- all tasks ti in meta-task M,. (in an arbitrary order) 
(2) for all hosts "lj (in a ftxed arbitrary order) 
(3) CTu = ETu + dj 
(4) do until all tasks with high QoS request in M"are mapped 
(5) for each task with high QoS in M,, find a host in the QoS qualified 
host set that obtains the earliest completion time 
(6) find the task trr with the minimum earliest completion time 
(7) assign task trr to the host m1 that gives it the earliest completion time 
(8) delete task trr from Mv 
{9) update d1 
(10) update CTufor all i 
(11)end do 
( 12) do until all tasks with low QoS request in M,, are mapped 
(13) for each task in M,, find the earliest completion time and the corresponding host 
(14) find the task t1r with the minimum earliest completion time 
(15) assign task trr to the host m1that gives it the earliest completion time 
( 16) delete task 4 from Mv 
( 17) update dJ 
(18) update CTilfor all i 
(19)end do 
Figure 4.1: The QoS Guided Min-Min Heuristic [XI2003]. CTiJ refers to the 
estimated completion time of task ti on machine mj, ETiJ to the estimated execution 
time, d is the time delay to complete the tasks already allocated 
The adaptation of the QGMM and Min-Min algorithm to use time-limit batch mode 
requires only minor changes. A check is added to cease scheduling once all resources 
have been given enough tasks to ensure they are all utilised until the scheduler runs 
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again. The pseudo code for the adapted algorithms is given in figures 4.2 and 4.3. It 
should be noted that implementation of the TLQMM algorithm, is contrary to what 
one might expect. The first do loop, starting on line 11, does not exit until all 
resources have a delay time of greater than the scheduling wait time or all the high 
QoS jobs have been mapped. Doing this will no doubt decrease its ability to cope 
with resource failure since many high QoS jobs will be mapped to resources before 
the low QoS machines see any increase in delay time. However, the decision to use 
this implementation over the alternative, where this first do loop can exit when just 
the high QoS machines are occupied until the next run, was made because preliminary 
experiments showed it suffered from greatly increased makespans. This was the 
effect of low QoS jobs being scheduled on the high QoS machines after the first loop 
had exited. When the algorithm ran again, the low QoS jobs already scheduled on 
these resources prevented the high QoS jobs accessing them, decreasing the 
performance. 
The other slight alteration made between the QGMM and TLQMM heuristics was to 
set CTij to inifinity if the host can not match the QoS requests of the task. This was 
simply done to relieve the need for a later check within the first loop and makes it 
easier to adapt it to Min-Min; it has no impact on the operation of the algorithm. 
1. for all tasks i in meta-task M 
2. for all hosts} 
3. if j can service i's QoS request 
4. CTI)"= ETij + dj 
5. end if 
6. else 
7. CTI)" = infinity 
8. end else 
9. endfor 
10. end for 
11. do until all tasks in Mare mapped 
12. find minimum delay timed 
13. if d > schedulingWaitTime 
14. return 
15. end if 
16. find task twith the minimum CTI)" 
17. map tasktto machine /which gives it the earliest completion time 
18. delete tfrom M 
19. update dl 
20. update CTilfor all i 
21. enddo 
Figure 4.2: The Time-Limit Min-Min (TLMM) Algorithm 
97 
1. for all tasks i in meta-task M 
2. for all hosts j 
3. if j can service i's QoS request 
4. CTij= ETij + dj 
5. end if 
6. else 
7. CTij= infinity 
8. end else 
9. endfor 
10. end for 
11. do until all tasks with high QoS requests in Mare mapped 
12. find minimum delay time d 
13. if d > schedulingWaitTime 
14. return 
15. end if 
16. find high QoS task twith the minimum CTij 
17. map task t to machine /which gives it the earliest completion time 
18. delete tfrom M 
1 9. update dl 
20. update CTi/for all i 
21. end do 
22. do until all tasks with low QoS requests in Mare mapped 
23. find minimum delay time d 
24. if d > schedu/ingWaitTime 
25. return 
26. end if 
27. find low QoS task twith the minimum CTij 
28. map task tto machine /which gives it the earliest completion time 
29. delete tfrom M 
30. update dl. 
31. update CTilfor all i 
32. end do 
Figure 4.3: The Time-Limit QoS Guided Min-Min (TQGMM) Algorithm 
4.5 Experiments 
To see how effective time-limit batch mode is, if at all, scientific experiments must be 
conducted on it. The section describes, and presents the results of a number of 
experiments which test the performance of the newly developed time-limit variant 
algorithms against known ones under varying conditions. The G-Sim toolkit is used 
to simulate the test bed Grid environments and scheduling scenarios. 
The TLMM and TLQGMM procedures were tested against the original Min-Min and 
QGMM as well as the MCT heuristic discussed in section 2.4.2.3. This allows us to 
see the improvement made by introducing time-limit batch mode and also to judge the 
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new algorithm's performance against a well known online procedure, acting as a 
bench mark. The results cover numerous different Grid scenarios in an attempt to 
discover which factors affect Time-Limit batch mode and hence establish when the 
method will prove most effective and whether it is sometimes unsuitable. 
The factors used to evaluate the change in performance provided by time-limit batch 
mode were the makespan, to evaluate the quality of the mappings produced, and the 
average number of jobs on resources at any time, used to judge the effectiveness of 
the procedures to cope with resource failure. The later metric was chosen as it 
represents the average number of reschedules which would be required in the event of 
a single host failing. It is calculated on each resource by recording the length of time 
each number of jobs appeared on it, multiplying it by that number and then dividing 
this by the length of time between the resource first receiving a task and all the tasks 
finishing. The final value given is a mean average of these values across all the 
resources. Where it is not clear, the significance of the difference between the 
algorithm's performances is demonstrated using Student's t-test, presented in equation 
4.1. This metric is used in conjunction with the table giving the percentage points of 
the t-distribution presented in [MI1983] to give the probability of the difference 
between the two algorithms' performances being significant. If the probability of the 
difference between the two sets being caused by random error is less than or equal to 
the default alpha value of 0.05, the performance between two algorithms are 
considered to be significantly different. 
t = ----;::::==== 
Vaft Vafc 
--+--
nt nc 
Equation 4.1: Formula for the t-test [MI1983], xr and .xc refers to the mean values in 
the sets, var, and var c are the variances and nr and nc are the number of elements in 
the sets. 
The variance of the sets is calculated using the equation 4.2 given below. The mean 
value is calculated using equation 3.1. 
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Equation 4.2: Formula for calculating the variance of a set of numbers [MI1983]. X 
refers to the mean value, X is the individual value and n is the number of elements in 
the set. 
4.5.1 Grid and Application Model 
The applications considered in these experiments are based on a parameter sweep 
model where the required input file size is considered negligible. These applications 
consist of a given number of independent jobs which differ only in the number of 
instructions required to complete them and the level of QoS they require. This QoS 
model is presented in [XI2003] and can be either high or low and must be equalled by 
a resource in order to execute it. The QoS is defined simply as an abstract term but 
could be used to represent constraints on any factor such as the required bandwidth, 
operating system, average local usage statistics, memory capacity or presence of 
specific hardware. This model was used as it is simple, comparable to some real Grid 
applications and has been used for other documented experiments. 
The test-bed virtual Grids considered in these experiments are composed of a number 
of G-Sim machines which differ in whether they were dedicated or non-dedicated, the 
number and speed of the processors they have and whether they have a time or space 
shared allocation policy. These hosts are considered to have no other remote jobs to 
process at the start of each experiment. The local load on the resources is subject to 
change over simulated time and random variation. Since the Grid applications are not 
considered to have input files, a network topology is not defined and resources are 
considered to communicate over a network with infinite bandwidth and no 
propagation delay. 
In each experiment there is one Grid scheduler, operating using the given algorithm, 
to which a specified number of users each submit a single application of the fore 
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mentioned nature. Each scheduler waits for a number of seconds between when it 
activates, sending the remote tasks presented to it to the test-bed Grid, this period is 
called the scheduling wait time. G-Sim's GroupSchedulingEvent class, as described 
in section 3.7, is used to calculate the times between the users' submitting their 
applications and is calculated based upon a Poisson distribution with a given average 
number per time period. As with all Grid simulation, the remote, memory limited and 
possibly non-dedicated nature of the machine running this scheduler is abstracted out 
of the experiment as it is unlikely to be a significant factor and simplifies the model. 
The scheduler is considered as an abstract entity with infinite memory and execution 
speed, possessing the ability to communicate instantly with both hosts and users. 
4.5.2 Initial Tests 
In the initial tests, a single scheduling entity was used to map jobs to a Grid consisting 
of a number of heterogeneous dedicated single-processor space-shared resources. 
This particular Grid model was chosen as it allows the schedulers to be tested when 
the estimated completion times were 100% accurate. These estimated completion 
times are calculated using equation 4.3, where the time to complete the currently 
allocated tasks on resource j, DELA"Yj, is initiated to 0 (as it is considered to be idle at 
the start of simulation), and is continually updated when jobs are allocated to it and 
completed by it. 
Mli CTii = +DELAY,· 
MIPSj 1 
Equation 4.3: Calculation of estimated completion times in initial experiments 
Although this Grid model may not be wholly representative of many real Grids it 
provides a controllable environment from which to investigate the effect various 
factors alone have on the performance of time-limit Grid scheduling. 
In each set of tests, each value presented represents a mean average taken over 100 
runs. This number was chosen as it represents a middle ground between the factors of 
execution time and the significance of the results (i.e. each experiment takes time to 
compute but the more results, the less chance any documented change in performance 
being down to chance). To make the experiments fair, each algorithm was tested 
using the same sets of resources and applications. 
4.5.2.1 Effect of QoS Requests 
QoS requests have a considerable effect on the performance of task scheduling 
[XI2003]. To identify how differing QoS requests affect the performance of the 
algorithms, experiments were performed where the percentage of jobs with high QoS 
is altered. 
In these experiments a small Grid of 10 machines was used, a similar number to the 
experiments described in [MU2002] and [XI2003], where half offered high quality of 
service. The speed of the processor of each machine was randomly set to between 
100 and 1000 MIPS. The schedulers wait times were each set to 10 seconds and 100 
users submitted their application to the scheduler on average every 10 seconds based 
upon a Poisson distribution. Each application consisted of 10 independent tasks and 
the size of each was randomly generated between 100000 and 200000 MI. The QoS 
requirements for each application were randomly generated with each having the 
given percentage chance of being high. As these algorithms had not previously been 
investigated, all these values were simply made-up, based knowledge of real 
applications and Grids, since there is no definite basis on how best to select values for 
these parameters. Figure 4.4 gives the results, where the makespan is given in 
seconds. 
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Figure 4.4: Makespan of the algorithms with a varying percentage ofhigh QoS jobs 
The results show that raising the percentage of high QoS jobs greatly increases the 
total makespan. This is due to the high QoS machines being utilised for longer as 
they are the only ones capable of processing the high QoS jobs. This trend was also 
found with the results given in [XI2003]. However it must be noted that there appears 
to be little difference between the makespans of each of the algorithms, the only 
visible difference occurring when 50% of the jobs have high QoS requirements. To 
highlight this variation in the makspans of the algorithms, figure 4.5 shows the 
percentage decrease in makspan over the MCT that the other algorithm had. The 
minimal variation in the makspans could be down to the selected values for the 
parameters discussed above; under other scenarios it is likely that the difference in the 
performance of the algorithms would be more significant. 
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Figure 4.5: The percentage of high QoS jobs against the decrease in makspan over the 
MCT algorithm 
Figure 4.5 shows that the increase in performance of the other algorithms over MCT 
is most prominent when half of the jobs require high QoS. Indeed the t-test results 
given in table 4.1 verify that the only significant differences between the algorithms 
performance appear in this scenario. It also shows that by incorporating time-limit 
batch mode, the makespan of both the Min-Min and QGMM algorithms was lowered, 
by up to 1.8%; a performance increase shown to be significant in table 4.1. The 
results concur with [BR2001] that Min-Min outperforms MCT, although the t-value 
between the two algorithm's makespans indicate there is a slightly greater than 5% 
chance that the observed difference is the effect of random variation. 
Although the results do show the biggest performance increase between Min-Min and 
QGMM occurring when half the jobs require high QoS, as documented in [XI2003], 
they do not agree on the level of performance increase, which [XI2003] finds to be as 
much as a 11.41% reduction in makepsans, these experiments show it to be only at 
most 0.17%, an insignificant amount according to the t-test results given in table 4.1. 
The differences in result are likely to be the result of changes to the values used for 
the various factors and show that in some cases incorporating a QoS guided approach 
to scheduling will not improve on performance. 
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25% 50% 75% 
t value t value t value t value t value t value t value t value t value 
against against against against against against against against against 
Mer Min-Min QGMM Mer Min-Min QGMM Mer Min-Min QGMM 
Min-Min 0.334 1.620 0.400 
QGMM 0.388 0.054 1.968 0.349 0.444 0.044 
Tl.MM 0.386 0.054 4.577 2.966 0.445 0.047 
TLQMM 0.642 0.254 5.540 3.574 0.560 0.117 
Table 4.1: t values for algorithm's makspans. The bold values indicate that they are 
greater than 1.96 and hence considered statistically significant assuming an infinite 
number of samples and an alpha value of 0.05 
4.5.2.2 Effect of Scheduling Frequency 
The scheduling frequency affects all the performance of batch mode Grid schedulers 
and must be carefully chosen when applying such a procedure to a Grid environment. 
Setting it close to 0 typically decreases its effectiveness as it becomes more like an 
online scheduler with minimal look-ahead, as the parameter gets larger, the more jobs 
the scheduler has knowledge of, so potentially the better the mapping it can create, 
but, this must be traded off against a possible decrease in resource utilisation and the 
fact that more jobs will be given to resources at one time reducing its reactivity to 
errors. Such a decrease will occur if the time between scheduler runs is larger than 
the runtime of the tasks given to each resource. This parameter could be configured 
dynamically, on an event-based scheme, dependant on job flow to the scheduler or the 
state of the Grid or simply set to a constant, static value. How best to decide the value 
of this variable is still a subject of research [XI2003]. 
To investigate the effects of the scheduling frequency on the performance on time-
limit batch mode scheduling experiments were carried out using differing values for 
the parameter. To keep consistency between the experiments, the same Grid scenario 
as in section 4.5.2.1 was used where the percentage of high QoS jobs was set to 50%. 
Figure 4.6 shows the results. 
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Figure 4.6: Makespan of the algorithms with a varying scheduling wait time 
The decrease in the makepsan shown by the MCT between when the scheduling wait 
time is 10 to 20, a reduction of 783.27s, demonstrates the potent effect of the random 
variation on the parameters which define whether applications require high QoS, the 
time between users submitting their jobs, the size of the individual jobs and the speed 
of the machines have on the measured performance. The difference must be down to 
such random variation since MCT does not utilise any ability to look ahead, so 
increasing the time between scheduling should have no positive impact on its 
performance. Taking average results over far more than 100 runs is likely to alleviate 
the effect of this variation although this must be traded-off against the increase in 
execution time it would incur. Figure 4. 7 shows the percentage decrease in execution 
time between other algorithms and MCT, a measure which is easier to interpret as it 
effected less by the random variation. 
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Figure 4.7: Percent decrease in makespan over the MCT algorithm on different 
scheduling wait times 
The results show that the time-limit batch mode schedulers are less affected by the 
scheduling frequency than traditional batch mode schedulers, and that the rise in 
performance they provide decreases with the scheduling frequency. T -test values 
from the experiments, presented in table 4.2, verify that when the scheduling 
frequency is high, with only a wait time of 5 seconds between runs, TLMM and 
TLQMM significantly outperform the other algorithms, but, when the scheduling 
frequency is low, with a 2000 seconds wait, they only outperform MCT significantly. 
5 seconds 2000 seconds 
t value t against t value against t value t against t value against 
againstMCT Min-Min QGMM againstMCT Min-Min QGMM 
Min-Min 0.075806 3.865047 
QGMM 0.107361 0.031555 4.356207 0.49116 
TLMM 3.738025 3.813831 3.968068 0.103021 
TLQMM 4.174165 4.281526 4.579394 0.223186 
Table 4.2: t values for algorithm's makspans. The bold values indicate that they are 
greater than 1.96 and hence considered statistically significant assuming an infinite 
number of samples and an alpha value of 0.05 
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This decrease in performance enhancement is likely the cause of Min-Min and 
QGMM algorithms improving as the scheduling wait time increases. This has been 
shown to be the case with batch mode heuristics in a number of studies such as 
(XI2003] and [MA1999] due to the fact they have more information on the nature of 
the jobs they are required to schedule. It is access to this information which makes 
time-limit batch mode heuristics advantageous whatever the scheduling wait time, 
when the flow of tasks is sufficient to maintain utilisation across the resources. If this 
is the case, which it is in the presented experiments, the amount of task information 
they have access to increases since they hold back tasks from the hosts, while more 
jobs arrive. As the scheduling wait time increases, they become more like traditional 
batch mode schedulers as they are required to present more jobs to each resource in 
order to keep them utilised until the scheduler is run again, leaving them with fewer to 
hold back. The relationship between the increase in performance offered by 
incorporating time-limit mode scheduling and the scheduling wait time is shown in 
figure 4.8. This graph shows roughly linear performance degradation when the 
scheduling wait time scale is logarithmic, suggesting it is related to the log of the wait 
time and as such is only a minor factor in determining the performance difference. 
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Figure 4.8: Percent decrease in makespan of time-limit batch mode schedulers over 
their batch mode equivalents using different scheduling wait times on a logarithmic 
scale 
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The scheduling wait time also impacts on the difference time-limit mode scheduling 
makes on the effect of resource failure. This is because the longer the wait time the 
more jobs that need to be scheduled on each machine in order to keep it occupied until 
the next iteration. The effect of scheduling wait time on the average numbers of jobs 
on each machine is demonstrated in figures 4.9 and 4.10. Figure 4.9 presents results 
using wait times up to 2000 seconds, as in the previous experiments. They show that 
MCT, Min-Min and QGMM all give similar recordings since they all schedule every 
job presented to them each time they run. Slight variations begin to occur between 
the results of MCT and the other two as the wait time increases; this is most likely the 
result of the improved schedules they provide. The results also show that TLQMM 
reduces the average number of jobs at each host by 42.02% over its batch mode 
equivalent and TLMM by 92.07% on average over the 7 different scheduling wait 
times. The difference between these two time-limit batch mode schedulers is down to 
the way in which they operate. TLMM simply gives out jobs until all the hosts' delay 
times are greater than the scheduling wait time, meaning that the average number of 
jobs at each resource is likely to be slightly larger than the number which it can 
process in the period until the scheduler runs again, depending on the heterogeneity of 
the hosts and job size. TLQMM on the other hand is likely to hand out many if not all 
high QoS jobs each time it schedules, since its first do loop does not end until all 
machines have a delay time of greater than the scheduling wait time or all high QoS 
jobs are mapped, even though it deals only with high QoS resources. The reason for 
this is discussed in section 4.4. 
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Figure 4.9: The average number of jobs at each resource under differing scheduling 
wait times 
The result of scheduling wait times up to 2000 seconds, given in figure 4.9, show little 
variation from one wait time to another, and as such do not exhibit the anticipated 
pattern of increasing numbers of jobs per resource at each time with increasing wait 
time. To show this is the case more experiments with larger scheduling wait time 
values were carried out, the results of which are displayed in figure 4.1 0. 
These results show that the scheduling wait time does indeed affect the number of 
jobs at each resource although the point at which the change becomes significant is 
large enough to make the effect of no practical significance in this scenario. This is 
because with a scheduling wait time of greater than around 100 seconds the 
makespans of the algorithms begin to increase, as shown in figure 4.6, so it is unlikely 
that a scheduling wait time of several thousand seconds, in which the effect on the 
number of jobs at each resource would be felt, would be selected. 
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Figure 4.10: The average number of jobs at each resource under differing scheduling 
wait times 
Besides this, the results in figure 4.10 are interesting as they show the traditional 
batch mode algorithms quickly diverting away from MCT, probably due to their 
improved mappings, but failing to make further reductions afterwards. This is 
because the when the scheduling wait time goes beyond 1000 seconds (the average 
length of time for all users to submit their applications in this scenario), the first time 
the schedulers run they will have the maximum possible look ahead, and so any 
additional time wait for jobs to arrive will not improve their performance. The results 
also show that both TLMM and TLQMM see a linear increase in the number of jobs 
at each host until they are close to intersecting the amount seen by their batch mode 
equivalents, which occurs just after 30000 seconds scheduling wait time, when they 
level out. This point is related to average makespan of the experiments minus the 
initial wait period (leaving the length of time the jobs are actually on the resources), 
as it is at this point that any increase in the scheduling wait time can not increase the 
average number of jobs at each resource since the time-limit schedulers are simply 
handing out all the tasks at once in the same way the other algorithms are. The 
makespan of the experiments, given in figure 4.6, indicate that this point is indeed 
around this area. 
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4.5.2.3 Effect of Grid Size 
The size of the Grid on which the scheduler operates affects the overall makespan, 
since the more machines the more the jobs can be spread between them. It is also 
likely to affect the improvement made by using time-limit batch mode since more 
resources per job means fewer jobs per machine at any time and hence a deduction in 
the look-a-head the technique will bring. To investigate this, the algorithms were 
tested whilst operating of Grid on different sizes and under the same conditions as 
previously used, with the scheduling wait time set to 10 seconds. The results of these 
experiments are given in figure 4.11. 
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Figure 4.11: Makespan of the algorithms over increasing Grid size 
As expected the makespans of the algorithms decreases greatly as the number of 
machines increases. Generally, the makespan can be considered inversely 
proportional to the total number of resources, a statement which is truer the more 
homogeneous these resources are. Figure 4.11 shows that no single algorithm offers a 
vastly numerically lower makespan over the other in any of the tested situations. On 
this scale the only visible differences occur when the Grid size set to 2 and 250. To 
give a better indication of the differences in the algorithms' performances, the 
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percentage decrease in makespan over MCT seen by the other algorithms is graphed 
in figure 4.12, and the t-test values between the sets of results given in table 4.3. 
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Figure 4.12: The percentage decrease in makespan of the other algorithms over MCT, 
against the number of resources in the test bed Grid 
The percentage differences show that the improvement made by the time-limit batch 
mode algorithms is only apparent when the Grid size is low. The maximum 
improvement seen for TLMM over min-min, a 1.86% reduction in the makespan, 
occurred when the Grid size was set to 20 and TLQMM reduced the makepsan 
delivered by QGMM most with a Grid size of 1 0; by 2.09%. The decrease in 
performance change between the scheduling modes as the Grid size increase is 
expected since the more resources available, the more jobs the time-limit schedulers 
give out on each run and hence the less difference between them. Table 4.3, which 
shows the t-test values for the makespan results, verifies that when the Grid size is 
100 or 250 machines, no significant differences between the two sets of algorithms 
was recorded, however it is apparent with only 10 machines. This decrease in the 
difference between the algorithm's performances as the Grid size increases maybe 
explained by the fact that the look-ahead gained by incorporating time-limit batch 
mode scheduling becomes less significant the more machines available, since each 
test considered an equal number of tasks. Figure 4.12 also shows a sudden and rapid 
increase in the performance of the other algorithms over MCT with large Grid sizes of 
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200 and 250 machines. Since only 1000 jobs are considered in the experiment, these 
results, are likely the cause of only minor changes in the mappings provided by the 
other algorithms over MCT, the effect of which are amplified by considering by 
percentage decrease in makespan metric. 
10 Machines 100 Machine 250 Machines 
t VS t value t vs t VS t value 
t value Min- VS t value Min- t value vs t value Min- vs 
vsMCT Min QGMM vsMCT Min QGMM vsMCT Min QGMM 
Min-Min 0.16 0.56 10.23 
QGMM 0.23 0.11 0.57 10.76 0.65 
TLMM 3.20 2.94 0.25 0.39 10.33 0.08 
TLQMM 3.85 3.74 0.08 0.66 10.51 0.20 
Table 4.3: t values for algorithm's makspans under different Grid sizes. The bold 
values indicate that they are greater than 1.96 and hence considered statistically 
significant assuming an infinite number of samples and an alpha value of 0.05 
As the Grid size increases, with only a limited number of tasks, the number allocated 
to each resource decreases. This means that the increased ability to react to a resource 
crash, introduced by time-limit batch mode scheduling, is reduced. Figure 4.13 shows 
the average number of jobs at each resource recorded for each algorithm under 
differing Grid sizes. These results are as one would expect given that, as with the 
makepsan, the average number of jobs on each resource can be considered inversely 
proportional to the total number of resources under the batch mode algorithms and 
therefore the improvement seen by time-limit batch mode is far greater the larger the 
ratio of jobs to machines. 
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4.5.2.4 Effect of Grid Heterogeneity 
The Grid heterogeneity in the context of these experiments refers to the differences in 
the processing speed of the resources. This factor, affects time-limit scheduling since 
the larger the difference in speed between the slowest and fastest machines, the more 
jobs will be scheduled on each run, as more jobs will be given to the faster machines 
before the slow ones have enough jobs to keep them utilised, and so the more it 
becomes like traditional batch mode scheduling. It should be noted that it is the ratio 
between the fastest and slowest machines rather than the actual difference in 
processor speed that is important. This is because this ratio defines roughly how 
many tasks the fastest machine will do in the time it takes the slowest to do one, and 
hence the larger this number the larger the average number of jobs on each machine at 
any time under a time-limit batch mode scheduler. 
To investigate it affect on time-limit batch mode scheduling, the algorithms were first 
tested operating on a Grid where each host's processor rating varied randomly 
between 100 and a given maximum number of MIPS, up to 10000. The same 
scenario as described in section 4.5.2.1 was used, where 50% of applications required 
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high QoS. The results are given in figures 4.14 and 4.15. These experiments consider 
some extreme cases since the fastest machines in a real Grid are unlikely to be 100 
times faster than the slowest; however the speed variation in future Grids are likely to 
be far higher. This is because the computers of the future are likely to be 
exponentially faster than those currently available, if Moore' s Law [IN2005] 
continues to be true, yet it is possible that the currently available resources will still be 
available. Indeed P2P computing already deals with high variation in resource 
capability since home PC's used to run load sharing programs such as Kazaa 
[KA2005] and SETI@Home [SE2003] are compatible with low end machines with 
processors varying from 486DX's running at 66 MHz with a MIPS rating of 54 
[WI2005] to a 3.6 GHz Intel Pentium 4 which has a MIPS rating of 10,224 [TH2005]. 
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Figure 4.14: The average number of tasks on each host under different degrees of 
Grid heterogeneity. The maximum resource speed is given in MIPS. 
We first explore the affect of Grid heterogeneity on the average number of jobs 
allocated to each machine at any time, the relevant result are given above in figure 
4.14. As expected, the three non time-limit batch mode heuristics always produced 
similar results as they all operate by releasing all the jobs sent to them each time they 
schedule. However, one might assume that these algorithms would be unaffected by 
an increase in resource speed variation, this is not the case. These algorithms show a 
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constant decrease in the average number of jobs at each resource as the maximum 
speed increases. This decrease is the effect of fewer, much faster resources taking a 
larger proportion of the jobs, and completing them before a large number of slower 
machines with just a few or one task, as this is the case for a period the average 
number of tasks time recorded is lower as the difference between machine speeds 
increases. The results show that in this situation, the heterogeneity of the Grid has 
little effect on the average number of jobs on each machine under the TLQMM 
heuristic. This procedure outperformed the batch mode heuristics by at least 50.08%, 
in a homogeneous environment, but fails to maintain this increase in performance as 
the Grid more away from this state. A different pattern appears to emerge from the 
TLMM algorithm, which saw a steady increase in the average number of jobs on a 
machine as the Grid become more heterogeneous. It gave at least 93.65% few jobs on 
each machine than the traditional batch mode algorithms under a homogeneous Grid, 
this different was reduced to just 34.02% in the most heterogeneous situation tested. 
The decrease in performance seen by the TLMM algorithm can be explained by the 
fact that this algorithm is affected differently by an increase in Grid heterogeneity; as 
differences between the hosts appear, it presents the faster ones with more tasks, and 
the same number as before to the slower ones, causing an increase in the average. It is 
likely that the TLQMM algorithm stays relatively unchanged since the two factors 
affecting the decrease in performance of the TLMM procedure and the increase of the 
other batch-mode heuristics balance each other out. 
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Figure 4.15: The percentage decrease in makespan over MCT under differing degrees 
of Grid heterogeneity 
The heterogeneity of the Grid also affects the performance of the algorithms in terms 
of the makespans of the schedules they produce. Figure 4.15 shows the decrease in 
makespan over MCT that the other algorithms enjoyed against the maximum possible 
machine speed in the Grid. The graph indicates that in general greater the difference 
in the speed of the resources in a Grid the less the improvement in performance over 
MCT the other algorithms have. Contrary to this is the fact that the most significant 
improvements for all the algorithms over MCT occurred when the maximum machine 
speeds were set to 200 MIPS, rather than when the Grid was totally homogeneous. 
However the t-test values between the results of each algorithm in both scenarios was 
at most 1.29 (with TLQMM) so it is likely that difference between the 2 scenarios is 
down to random variation. The t-test values given in table 4.4 show that the 
difference in the performance between any of the procedures is statistically 
insignificant when the maximum machine speed is 10000 MIPS. In fact even at 1000 
MIPS only TLQMM offered significantly different results to MCT, although TLMM 
was close to this. The low t-values from the experiments with high maximum 
machine speeds is expected due to the large increase in the variance in the results 
stemming from the fact that the throughput of the simulated Grid can be vastly 
different from one experiment to the next. Throughout the tests the time limit batch 
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mode procedures provided the lowest makespans, suggesting it is a suitable for use in 
many different scenarios. 
Max Rate Max Rate Max Rate 
lOOMIPS 1000 MIPS lOOOOMIPS 
t VS t value t VS t VS t value 
t value Min- vs t value Min- t value vs t value Min- vs 
vsMCT Min QGMM vsMCT Min QGMM vsMCT Min QGMM 
Min-Min 1.42 0.22 -0.11 
QGMM 1.66 0.38 0.23 0.02 -0.08 0.01 
TLMM 4.58 3.70 1.85 1.77 -0.07 0.01 
TLQMM 4.93 3.91 2.10 1.81 0.04 0.20 
Table 4.4: t values for algorithm's makspans under differing levels of Grid 
Heterogeneity. The bold values indicate that they are greater than 1.96 and hence 
considered statistically significant assuming an infinite number of samples and an 
alpha value of 0.05 
4.5.2.5 Effect of Quality of Information 
The quality of information refers to the accuracy of the estimated completion times 
available to the scheduler. One of the main complications in Grid scheduling that sets 
it apart from other scheduling problems is the fact that the resources are non-dedicated 
and distributed. Having resources of this nature makes it increasingly difficult to 
predict the run times of the tasks on the hosts, because the state of the network and 
resources can never be accurately calculated for the duration of the tasks execution. 
For instance, whilst the input files for a task are being transferred to a host, another 
network user may log on and run a bandwidth intensive application, causing the 
transfers to take far longer than anticipated. This estimated completion time 
information, however is crucial since it is the only data on which the scheduler bases 
its decisions. To study the effect of inaccuracy in the estimated completion time the 
algorithms were tested on the same scenario as stated in section 4.5.2.4, where 50% of 
the tasks require high QoS, whilst the estimated prediction times were subjected to a 
random error of at most the given percentage. This error was introduced to the 100% 
accurate execution times by calculating equation 4.3 using values for the job size put 
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through the randomising method presented in figure 4.16. This method allows the 
execution times to be both under and over estimated with equal probability and gives 
a roughly linear distribution of values, however is limited to considering scenarios in 
which the maximum possible error is < 100%. Experimental research indicates that 
although such situations are possible, the maximum error of real problem runtimes is 
unlikely to be greater than 10% [SU2003] and therefore using this error introducing 
function allows us to model both expected and extreme conditions. The results of 
these experiments are graphed in figure 4.17. 
1. amount = randomNumberGeneratorQ * maxErrorPercent 
2. random= randomNumberGeneratorQ 
3. if random > 0.5 
4. 
5. 
6. 
7. 
8. 
executionTime = executionTime * (100+amount) /100 
end if 
else 
executionTime = executionTime * (100-amount) /100 
end else 
Figure 4.16: Method used to randomise the estimated completion times. The random 
number generator function refers to the Math.randomO function as given in [JA2005] 
and the variable maxErrorPercent to the given error percentage. 
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Figure 4.17: Makespan against the maximum percentage error in execution time 
estimation 
The results given in figure 4.17 clearly show that information quality is an important 
factor in determining the makespan and that the choice of algorithm becomes more 
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significant the greater the error in the estimate of the execution time. The results 
appear to disagree with [XI2003] which suggest that QGMM continues to outperform 
Min-Min as the estimated completion time error increases, these results show that 
although QGMM marginally outperforms Min-Min when the error is minimal, Min-
Min provides ever lower makespans over QGMM as the information quality degrades. 
This pattern is also continued with time-limit batch mode equivalents. However, 
under normal operating conditions when the error is likely to be around 10% 
[SU2003], the algorithms appear to give similar results to when there is no error at all, 
except that the makespans are slightly larger. In both these cases inclusion of QoS 
guided scheduling improves the Min-Min algorithm's performance. Perhaps the most 
interesting result is that of TLMM when the maximum error is set to 50%, this 
suggests that time-limit batch mode can reduce the effect inaccurate information 
quality; it is difficult to be certain this is the case as the variance between the results 
representing each point greatly increases as the information quality decreases. 
However since the improvement in performance between the time-limit batch mode 
algorithms and their batch mode equivalents remains significant in all tests we can 
conclude that the inclusion of time-limit batch mode does not reduce their ability to 
cope with poor information quality. 
4.5.3 Further Experiments 
Although experimenting on dedicated Grids with space-shared, single-processor 
resources allows us to identify how factors affect the performance of time-limit batch 
mode algorithms, the results do not accurately represent how the method is likely to 
fare on real Grid environments. 
To produce more realistic simulations, experiments were conducted on simulated non-
dedicated Grid environments consisting of resources based on actual computers in the 
World Wide Grid (WWG) [BUY2001], as used in experiments given in [MU2002]. 
Table 4.5 gives further details of these. 
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SOL Od4!i-o 3200. llllllrut.euoic:z. 410 SpooHbamd 
IIUX,6 Cbllf'll's U~ Plague. 
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Intel. PeotiumNC820. ~.aun.porLne.uk. 31!0 Time-.sluJced 
Llnm. 2 Pot!Bmoutb, U.K. 
SOL Od4!i-o 3200, greeacf.s.ac.uk. 410 Time-sbnred 
IRIX. 4 (llilCil8Blbl.e) Maocbasts1; u .It 
Suo. Ullm. Solaris, 8 ~go\'; m Tilllit-Siuued 
ANL. Cbleago. U.S A. 
Table 4.5: WWG test-bed resources simulating using G-Sim [MU2002] 
The non-dedicated nature of these resources is simulated by applying different local 
CPU usage models. In using a non-dedicated Grid test bed, difficulties arise in 
calculating the time for the machines to process the tasks. This is because CPU 
utilisation affects the task's run time and is subject to rapid, violent and unpredictable 
change. In these experiments, a simple short-term completion time estimation 
functions are used to predict the completion time of each task on each resource. 
These are designed to be fast to compute and as accurate as possible although will 
inevitably introduce a level of error, the vast majority of which is determined by the 
change in the resources state after allocation. The functions, given in equation 4.4 
and 4.5, are accurate in predicting the completion time of a task on their respective 
resource types in the case where the state of the resource does not change during 
execution and all the jobs running already allocated have an equal number of 
instructions still to process when the task arrives. They are derived from the operation 
of the resource's schedulelob methods presented in figures 3.4.1 and 3.4.2 and the 
definition of the local CPU usage models described in section 3.5. The time-shared 
completion time function operates by dividing the number of instructions the job 
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requires by the speed the machine can currently process them at, whilst the space-
shared version adds the estimated time until a processor is available to the time 
required to process the given job. The time until a processor is available is calculated 
by taking the average time to complete a single job in the queue and multiplying it by 
the minimum number of these job a processor will compute, plus one for the one it is 
currently running. These functions are comparable to the short-term completion time 
estimation schemes used in NWS [W01999] and AppLeS [CA2000], although they 
does not take into consideration previous application runtimes since the size of the 
task and speed of the machine can be exactly determined. These algorithms can be 
considered to give a fair representation of the operation of a non-dedicated time-
shared and space-shared resource scheduling algorithm where local tasks have higher 
priority to remote ones since having under a heavy local load the machines will be 
unable to process any remote tasks. Such a situation is commonplace in real Grid 
environments. 
M/;x(lJOB~Jj+ 1) 
C'T' .. _ PES, llj-
MIPS1 x ( 100- LOCAL1) 
Equation 4.4: Estimated completion time function for task i on time-shared machine j. 
CTii is the estimated completion time, M/; the number of millions of instructions to 
complete task i, JOBS1 the number of jobs currently j, MIPS1 the speed of one of j' s 
processors, PES1 the number of processors j has and LOCAL1 is the percentage of 
processing power allocated to local tasks as defined by the local usage function. 
CTii= 
( QML) QJOBS1 
MIPS1 [ 1 
l QJOBS1 JJ M/; 
x + nint(PESix(100-LOCALi)) + MIPS1 
Equation 4.5: Estimated completion time function for space-shared machines. The 
terminology used is the same as in equation 4.4 with the exception that nint refers to 
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the nearest integer operation, QJOBSj the number of jobs inj's job queue and QM/j 
the total number of instructions of the jobs in this queue. 
The simple parameter-sweep application model, where each application consists of a 
number of independent jobs of differing sizes, as used in the initial tests was reused 
since it enables us to capture differences in the algorithm's performance without 
having to consider the effects of the underlying network which are not the subject of 
study. Since a number of other factors such as computational latency and resource 
failure are also abstracted out in these experiments, the results are not intended to give 
a fair representation of how these procedures would operate on a real Grid 
environment but allow us to gauge their effectiveness relative to one another. 
4.5.3.1 Effect of Local Usage 
Dealing with the non-dedicated nature of Grid resource is a challenge of algorithm 
designers. This difficult arises from the fact the scheduler has no control over the 
future load of the resource and hence it is difficult to predict the completion time of 
tasks, unlike in traditional scheduling problems. To see how changes to the local 
usage rate of the resources affect the performance of time-limit batch model 
scheduling algorithms, experiments were conducted using a variety of different local 
usage models. The experiments used the test-bed Grid given in table 4.5 was used 
together with the completion-time estimation algorithms given in equations 4.4 and 
4.5. The experiments are based on the cases used in [MU2002], they consider a 
scenario where 20 users each submit an application consisting of 100 independent 
tasks each with size evenly distributed between 100000 and 110000 MIPS. Each 
application has equal chance of requiring either high or low QoS. All users submitted 
their applications one after the other with an average 10 second gap between each to a 
single scheduler operating under the given algorithm. This situation can be 
considered to be one in which there is a sudden and dramatic increase to the load on 
the Grid. Each result given below represents the mean average of 100 independent 
runs. 
The local usage experiments look to investigate the effect of variation in local usage. 
The scenario described above was used in conjunction with a local usage model in 
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which the average local usage was 50% but the actual value was randomly distributed 
between this amount and plus and minus a given maximum percentage. The value of 
the local usage given to each machine was changed every 5 minutes of simulated 
time. The results are presented in figure 4.18. 
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Figure 4.18: The maximum variation in local CPU percentage use against the 
makespan of the experiment. The makespan is given in seconds. 
These results show that increase in the variation mcreases the makespan for all 
algorithms. This fits with what one would expect since the higher the variance, the 
higher the likelihood of at least one machine which has far higher than average local 
usage rate and so would complete its allocated tasks far slower than anticipated. The 
results also indicate that time-limit batch mode reduces the negative effect of variation 
in local usage, this is more clearly seen in figure 4.19 which shows the decrease in 
makespan the other algorithms gave over MCT. Although the traditional batch mode 
procedures always improved on the MCT algorithm's allocations the difference 
remained roughly the same as the variation increases. The time-limit batch mode 
procedures on the other hand saw a greater improvement over MCT as the variation 
increases. Such results are not surprising as time-limit batch mode holds back the 
decision of which mapping to make, it is more likely to put tasks on machines which 
are ahead rather than behind its predicted schedule and so has greater chance of 
producing effective mappings. In these tests the TLMM algorithm was by far the 
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most successful at dealing with the increase in local load variation. Although it gave 
the second worse mappings when the variation was 0%, it provided by far the best in 
all other tests. This result is due to the fact that it allocates far fewer jobs at one time 
than the other algorithms, as demonstrated in figure 4.20, and so can react better and 
allocate more tasks to machines which are ahead of schedule rather than saturate those 
which have had a higher local load levels. 
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Figure 4.19: The percentage decrease in makepan over the MCT algorithm under 
different levels of variation in the percentage of local CPU usage 
The average number of tasks on each host seems to be affected by the level of 
variation in local load in much the same way as the heterogeneity of the Grid, making 
figure 4.20 similar to figure 4.14. This is expected since from the view of the 
scheduler the higher the variation in local load the higher the heterogeneity of the 
Grid. The traditional batch mode schedulers see a decrease in the average number of 
jobs at each resource as the variation increases whilst this performance metric remains 
relatively unchanged for the TLQMM algorithm and it increases for the TLMM 
algorithm. It is likely that it lowers for the batch mode schedulers as there becomes 
an increasing larger period of time where a small number of machines, which have 
seen an unusually large local load are running whilst the other have stopped. The 
opposite effect occurs with TLMM which sees an increase in the average number of 
jobs on each machine with increasing local load variation, this effect can be explained 
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by the fact it is more likely to release more jobs at one time the greater variance 
between the resources capacities. The fact that the metric is unaffected for the 
TLQMM algorithm could be related to the factors which increase and decrease it 
balancing out. 
160 
140 
Cl) 
s:: 
:E 120 0 
~ 
::E 
..s:: 100 
0 
~ 
~ 
..... 80 <( 
tJ) 
.0 
0 60 .... 
Cl) 
00 
f! 40 Cl) 
> 
<( 
20 
0 
0% 20% 50% 
Max Percent Variation 
100% 
DQGMM 
DTLMM 
•TLQMM 
Figure 4.20: Average number of tasks on each host against over different levels of 
variation in the percentage of local CPU usage 
4.6 Conclusions and Further Work 
The results presented throughout this chapter show that time-limit batch mode has the 
potential to improve Grid scheduling algorithms. It has been shown to consistently 
decrease the makspan of both heuristics it was applied to and, in most circumstances, 
significantly reduce the effect of resource failure. As the adaptation from a batch 
mode algorithm to a time-limit one can be made with only minor changes, it provides 
a simple and highly effective improvement with little effort on the part of the 
scheduling algorithm designer. The results also show that some algorithms are more 
suited to be converted to time-limit batch mode as although both procedures were 
successful, the TLMM algorithm was particularly impressive in lowering both the 
average number of tasks at each resource and the makespan. 
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From the results we can conclude that time-limit batch mode is most likely to be 
beneficial over batch mode when: 
1. Scheduling wait time is relatively small 
2. When the Grid size is relatively small in comparison to the number of tasks 
3. The resources in the Grid operate at roughly the same speed 
4. There is potentially a large differentiation between the predicated and actual 
execution times of tasks 
5. The amount of local load varies highly 
The further the state of the Grid moves away from such a state the less difference 
time-limit batch mode will make to the makespan of the schedule or the number of 
jobs it holds back. Since there are no set of experiments in which the batch mode 
algorithms proved significantly outperformed their time-limit counter parts it is not 
clear whether its use in some scenarios will prove detrimental. 
One interesting outcome of the tests is that they show QoS guided methods, although 
generally slightly more effective, appear to be less effective than the original mapping 
procedures from which they were derived, when faced with a large errors in the 
predicted runtimes. This is not always the case however and appears to be dependant 
on the simulation model and the scenario since results presented in [XI2003] conclude 
their algorithm copes with error just as well as Min-Min. Another point of interest is 
that the decrease in makespans between the QoS guided approaches and non-QoS 
guided equivalents are often so small as to make them insignificant. In no set of 
results did either of the QoS guided algorithms outperform the others by anything 
greater than a few percent, this is contrary to the finding in [XI2003] which suggest 
around an 11% improvement in performance is typical. This difference suggests that 
minor differences within the experiments set-up can produce a large impact on the 
result. If true this certainly has ramifications for the validity of results gathered from 
Grid simulation since it is likely that one can find a scenario and model in which their 
presented algorithm was the most effective, even over a number of trials. This 
demonstrates a need for Grid scheduling algorithm designers to adopt a set of 
standardised benchmark tests against which their procedures should be judged, much 
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like those used employed by the SAT solving community (see [SI2005]). This would 
require significant further study and collaboration on the part of the Grid scheduling 
community since currently most scheduling algorithm designers are developing 
solutions to different variants of the problem, based around their individual scenarios; 
therefore it would be difficult to produce tests which were inclusive enough. Perhaps 
the best comparison of algorithms so far is presented within [BR2001], although this 
work only considers static mapping procedures and therefore the results can not be 
considered to reflect how the procedures will fare when operating on dynamic Grid 
environment over a period of time. 
The results concur with [BR2001] that Min-Min consistently outperforms MCT and 
that the level of improvement is highly dependant on the scenario being tested. In 
their results, Min-Min gave a similar performance improvement over MCT to the 
majority of these experiments (around 1 %), when the execution time matrix was 
inconsistent and by only a slightly larger margin when the matrix was partially 
consistent. Min-Min did however outperform MCT by around 11-20% when the 
matrix was consistent. Whilst this difference appears to be a far more impressive 
improvement than these results indicate, even though G-Sim can be considered to use 
a consistent execution time matrix in these experiments, the work by Braun et al. does 
not consider how the algorithms operate over a period of numerous runs in succession 
as these experiments do, which may explain this disparity. 
It should be taken into consideration that this work is not intended to show how this 
method should be implemented on a real Grid which would require careful 
consideration and further research, rather it is to verify whether the strategy could be 
effective. One practical issue, that is trivial in simulation, and which should be taken 
into consideration when employing this technique on a real Grid, is how to determine 
when to schedule again. The problem being that to ensure maximum efficiency the 
machines should be kept constantly busy, so as not to waste processing time, however 
if the predicted runtimes are higher than the actual runtimes, some machines will 
complete their allocated tasks faster than anticipated and the process of scheduling 
again should then by put forward to compensate for this. Likewise, machines which 
are taking longer than expected to complete should not be presented with the same 
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number of tasks they would have been if the predicted execution times had been 
accurate. 
It is possible that time-limit batch mode will not be ubiquitously suitable for all types 
of Grid application and it will certainly require further work to consider how to apply 
it to data-intensive tasks. This is because these types of application typically require 
large data sets to be uploaded to the resource prior to execution and therefore effective 
makespans can only be found if one ensures that each resource is not only given 
enough processing tasks to keep it busy until the next scheduling period, but, also 
ensures that their bandwidth capacity is utilised for transferring files during this 
period. As traditional batch mode schedulers potentially present many tasks to each 
resource at once, the resources can prepare to run future tasks by downloading their 
required files whilst others are being processed (since processor and bandwidth 
intensive task are normally considered able to be run simultaneously with little effect 
to the performance of either task). In time-limit batch mode, such preparation can not 
be performed as holding tasks back could lead to avoidable situations in which the 
resources are unaware of the requirements of the next jobs they will process. 
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Chapter 5 - Converting Grid Scheduling to SAT 
5.1 Introduction 
Grid scheduling is a relatively new subject and as such the algorithms used to 
generate the mappings between jobs and resources are often unsophisticated in 
comparison to those used to solve other, better known problems. In particular the first 
problem to be proven NP-Complete (SAT by Cook in 1971 [C01971]), has been the 
subject of years of theoretical and pragmatic research culminating in the development 
of some extremely efficient solvers [SI2001]. This chapter demonstrates how the 
Grid Scheduling problem can be modelled as SAT such that the resulting instance 
requires only a polynomial amount of time to solve in the size of the original instance 
in the event of finding a polynomial algorithm for solving SAT. Such a conversion 
allows SAT solvers to be applied to the Grid scheduling problem, potentially 
providing more effective algorithms than traditional approaches. The idea of applying 
SAT solvers and general Constraint Satisfaction Problem Solvers (the SAT problem 
where variables can take a number of values 2: 2) is a well used technique which has 
proved successful on a vast number of problems, most notably planning [KA1996] 
[BU2003], which has been extensively studied due to its applications in AI. The 
author is not aware of any other attempt to solve scheduling problems using SAT 
solvers. 
5.2 Problem Definitions and Characteristics 
The Grid Scheduling problem can be defined in a number of ways. Since there are so 
many factors which one may take into consideration when designing a Grid scheduler, 
scheduler algorithm designers will typically work on a version of the problem which 
abstracts as out as many of these factors deemed less significant in their given 
scenario as possible. For example the designer of an algorithm to schedule a 
parameter sweep application may not be interested in modelling bandwidth limitation 
factors, since such applications are typically processor rather than bandwidth 
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intensive. Likewise someone using a largely homogeneous Grid may consider the 
time required to process a particular task to be independent of the processing speed of 
the host machine. We will take a general form of the problem derived from 
[BR2001], where a base-line definition is given in where the schedulers must base 
their decisions on a matrix of 'estimated times to compute'. The definitions of this 
Grid Scheduling problem (GSP) and the SAT problem are given below. 
Grid Scheduling (0) 
Input: 
• A set of tasks T of size n, where n > 1. 
• A set of hosts H of size m, where m > 1. 
• A matrix E of size n*m where each element Eij c: N and gives the estimated 
execution time of the ith task in T when run on the jth host in H. 
Output: 
• A mapping of tasks to machines such that each task ti c: Tis mapped to a single 
host hj c: M such that the maximum combined size of all jobs mapped to any hj 
is minimal. 
SAT (D) 
Input: 
• A set of n Boolean variables V, x1, ••• ,Xn. 
• A set of m clauses C where each ci e Cis a Boolean function in conjunctive 
normal form on a number of variables in V. 
Output 
• The Boolean value 0 in the case that there is no assignment that will allow 
every ci c: C to be satisfied and the Boolean value 1 otherwise . 
• 
Since the SAT problem is a decision problem outputting only a Boolean value, we 
must adapt our definition of GSP to be not one which produces a mapping of jobs to 
machines but an equivalent decision problem for the conversion to be possible. To do 
this we can ask the question of whether there exists a mapping which is of size at 
most some value k. We will then answer this decision problem a number of times 
changing both the value of k then the instance itself until we have an answer to the 
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original decision problem. In section 5.5 we discuss more thoroughly the method of 
obtaining the solution to GSP mapping from successive solutions of its decision 
problem equivalent. The Grid Scheduling decision problem (GSPD) is defined 
below. 
Grid Scheduling (D) 
Input: 
• A set of tasks T of size n, where n > I. 
• A set of hosts H of size m, where m > I. 
• A matrix E of size n*m where each element Eij gives the estimated execution 
time of the ith task in T when run on the jth host in H. 
• A number k t: N. 
Output: 
• The Boolean value 0 in the case that it is impossible to allocate all elements of 
T to the machines H such that the maximum combined size of all jobs mapped 
to any hi t: M is no more than k and the Boolean value I otherwise. 
5.3 Problem Conversion 
We now demonstrate how to convert instances of GSDP to instances of SAT. We 
then show that the size of the resulting SAT instance is polynomial in the size of the 
original instance and takes only a polynomial amount of time to construct. 
We start by defining variables whose value determines whether or not a particular task 
is allocated to a particular host. These Boolean variables are denoted as Xij and 
setting it to true indicates that the task i t: T is allocated to host j t: H, therefore the 
opposite literal- Xij indicates that i is not allocated to j. Since we know that each task 
must be allocated to exactly one machine we add clauses to reflect this. This situation 
can be described for task i by the set of clauses given below (note that the character V 
denotes the logical OR operator and N the logical AND operator). 
(Xu V X;z V X;J V ... V X;m) N 
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(-Xu V -X;2) N (-Xu V -Xi3) N ... N (-Xu V -X;m) N 
(-X;2 V -X;3) N (-X;2 V -X;4) N ... N (-X;2 V -X;m) N 
(-Xi3 V -Xi4) N ... N (-X;3 V -X;m) N 
... N 
The first clause ensures that at least one of the variables Xu .. .X;m must be true, this is 
because setting them all to false will make it impossible to satisfy it. The later clauses 
prevent any two variables both being set to true since in each clause if one is true then 
the other must be false otherwise the instance cannot be satisfied. Since we require a 
clause for every combination of 2 hosts we have mC2 + 1 clauses for each task and 
therefore n(mC2+1) clauses to do this for all tasks. This is still polynomial in the size 
of the GSP instance size mC2 is (m2 + m) 12 making the total number (nm2 + nm)/2 + 
n, which is clearly O(nm2). 
The more challenging part of this conversion is in defining clauses to describe how 
the size of the jobs allocated to a particular machine is added to that machine's total 
allocation and in determining whether a given allocation exceeds the limit k. The 
answer to these problems lies in the operation of a core circuit in computer science, 
the full-adder. We can represent the estimated execution time of a job on a particular 
machine simply as a binary number using single literal clauses, one for each bit 
required to store the number. For instance the decimal number 19 is equivalent to the 
binary digit 10011, if this were the size E;j we would add the clauses XijsS N -Xijs4 N -
Xijs3 N Xijs2 N Xijsi to the SAT instance, where the variable Xijsb represents whether the 
bth binary digit is set to 1 or 0 in the binary number representing the size of Eij. We 
then add the clauses ( -Xij V Xijk V -Xijsk) N ( -Xij V -X;jk V Xijsk) for all tasks it: T, all j E: 
H, and bits k. We introduce the variable Xijk as representing whether the kth bit of the 
number Eij will be significant when calculating the total size of the tasks allocated to 
hostj. These clauses ensure that if the job i is allocated to machine j, then the variable 
Xijk will have the same value as the variable Xisk otherwise one of these will not be 
able to be satisfied, however they do not restrict the value X;jk can take in the event 
that Xij is set to false. This means that X;jk can be set to false unless i is allocated to j 
and the kth bit of the size of i is positive. This behaviour is crucial as it allows us to 
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use the variable X;jk in constructing an "adder" for determining the size of all jobs 
allocated to j. 
The behaviour of the adder is constructed by adding variables to describe the value of 
each bit of the number representing the size of the jobs allocated to a machine after 
each job has been added, together with additional variables to allow us to carry 
overflowing bits from one to the next. We will denote the variable which describes 
the value of the kth bit of the total size of the jobs allocated to machine j e H after i 
tasks have been added as Xjsik and the value of the carried overflow from the kth to the 
(k+ 1)th bit after adding i jobs to the total size of jobs allocated to j as Xjsikc· 
We proceed as if we were adding the size of all jobs to the total for each machine 
except that instead of "adding" the actual kth bit of the size of Eij (Xijsk) to a machine j, 
we "add" the variable X;jk· This "adding" is performed by including clauses to ensure 
the variables representing the output of the addition and any carried values must be 
true when the truth tables 5.1 and 5.2 specify them as being so in relation to the 
possible values the variables representing the input can take, if the instance is to be 
satisfied. 
Xt x2 Xo X co 
F F F F 
F T T F 
T F T F 
T T F T 
Table 5.1: The truth-table for the adding of2 binary bits, X1, X2• The output variables 
Xo and Xco describe the value that bit takes and the value carried to the next bit 
respectively. Note that the Boolean values true and false are represented in tables as 
T and F respectively. 
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Xt x2 Xc; Xo X co 
F F F F F 
F F T T F 
F T F T F 
F T T F T 
T F F T F 
T F T F T 
T T F F T 
T T T T T 
Table 5.2: The truth-table for the adding of 3 binary bits, X1, X2 and Xci (the carried 
input from the previous bit). The output variables Xo and Xco describe the value that 
bit takes and the value carried to the next bit respectively. 
The value of the variable Xjsil is dependant on the value of the previous total Xjs(i-J)J 
and value of the least significant bit of the next job to be added represented by the 
variable X;jJ· Since the value of the variable XjsJJ is equivalent to the value of the 
variable XJjJ we do not consider it. We control the behaviour of the variables Xjsil and 
Xjsilc by adding the clauses given below. 
(Xjsil V Xjs(i-1)1 V -XijJ) N (Xjsil V -Xjs(i-lJl V X;jJ) N (Xjsuc V -Xjs(i-1)1 V -XijJ) 
These clauses give us the required behaviour of table 5.1 since the carry variable must 
be true if both inputs are true and the output must be true when the inputs have 
opposite values. 
In dealing with other bits (those which are not the least significant) we need consider 
the carry variable from the previous bit as an additional input and so we must 
implement the behaviour of table 5.2. This is accomplished with the following 
clauses. 
(Xjsik V -Xjs(i-l)k V -X;jk V -Xj(i-l)(k-l)c) N (Xjsik V -Xjs(i-l)k V Xijk V "Xj(i-l)(k-l)c) N 
(Xjsik V Xjs(i-l)k V -X;jk V Xj(i-l)(k-lJc) N (Xjsik V Xjs(i-l)k V X;jk V -Xj(i-l)(k-l)c) N 
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(Xjsikc V -Xjs(i-lJk V -X;ik V -Xiri-l)(k-l)c) N (Xjsikc V -Xis(i-lJk V -X;ik V Xiri-l)(k-lJc) N 
(Xjsikc V -XisO-lJk V Xuk V -Xi(i-lJ(k-lJc) N (Xjsikc V Xjs(i-lJk V -X;ik V -Xli-l)(k-lJc) 
The first 4 clauses ensure that the output variable Xjsik is true when one or all of the 
inputs are true whilst the later 4 ensure the carry variable Xjsikc is true when two or all 
the inputs are true, as with in table 5 .2. 
The number of clauses and variables required to create this behaviour is dependant on 
the number of bits required to store the size of each E;i and the total assignment to 
each machine. Since k is the limit which can not be exceeded by the combined total 
of the execution times of the jobs allocated to any host we can take the maximum 
number of bits required to represent such a number to be Llog k J since this is the 
number of bits required to represent any number in binary. However we add an 
additional bit which simplifies the task of testing whether the limit k has been 
exceeded by the size of the jobs allocated to a particular machine and hence how we 
will determine whether or not the instance can be solved. 
To test whether the size has been exceeded we first represent the binary number fork 
using clauses as before using Llog k + 1 J single literal clauses, the variables in which 
we denote Xkb. where b refers to the bit number such that when b = 1 it refers to the 
least significant bit of the binary number representing k. Since we are using one bit 
more than is required the variable representing the most significant digit (Xkl Iogk+IJ ) 
must always be false. We then check whether this number is larger or smaller than 
the size of the jobs allocated to machine j t: H by adding clauses to mimic the 
behaviour of the simple algorithm given in figure 5.1. 
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boolean greaterThan(boolean [] k,boolean [] s){ 
} 
return greaterThan(k,s,O); 
boolean greaterThan(boolean [] k,boolean [] s,int position){ 
if(k[position] && !s[position]){ 
return true; 
} 
if(!k[position] && s[position]){ 
return false; 
} 
post ion++; 
if(position == k. length){ 
return false; 
} 
} 
return greaterThan(k,s,position); 
Figure 5.1: A simple algorithm, written in Java, which returns true if the binary 
number represented by k is greater than the one represented by s. 
This procedure works by checking the value of the bits starting with the most 
significant. If this bit is true for k and not for s we can conclude that k is bigger than 
s, if the opposite is true then k is smaller than s. In the case that the bits have equal 
value (they are either both true or both false), the next most significant bit (MSB) is 
checked and the same procedure applied. If the procedure goes past the last bit we 
know that the values s and k are equal and hence we can return false. 
This behaviour can be created using just a polynomial number of clauses. To do this 
we first add the single literal clause -Xjsnl Iogk+IJ to control the behaviour of the MSB. 
This clause makes it impossible for the MSB representing the total size of the of jobs 
assigned to host j to be true, since we know that any number with this bit set to true is 
larger than k. When performing the addition we must ensure that if this bit is ever set 
to be true then it must always be true (i.e. if for any i any Xjsil logk+IJ) must be true 
then so must the variable Xjsnl logk+IJ ). To do this we add the single literal clause 
-Xjsil logk+IJ to the instance for all machines j and all jobs i, since then it will be 
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impossible for this bit to ever be set to true without rendering it impossible to solve 
the instance. The next MSB could be controlled with the clause (XkLiogkj V 
-Xjsn L Iogk J ), since the inclusion of this means this bit could not be set to true for the 
total size of the jobs on machine j if it were not also true in k. However this clause is 
rendered unnecessary since we already know that XkLiogkj must be set to true anyway. 
The clauses required for the third MSB are given below: 
(-Xkllogkj V -XisiLiogkj V XkLiogk-Ij V -Xjs;LiogHJ N 
{Xkllogkj V ~sillogkj V Xkllogk-lj V -Xjsillogk-lj) 
These clauses can only not be satisfied if the second MSBs in the numbers 
representing for the total for j and the number k have equal value and the third MSB 
for k is false and the third MSB for the total for j is true, thus mimicking the behaviour 
of the algorithm given in figure 5.2 on its third recursive call. On each subsequent bit 
one must check to see if each of the proceeding bits has the same value in both the 
numbers for k and the total for j, since there are then two situations where this can 
occur for each bit we require 2b-2 clauses, where b is the bit number and b equals 1 
when referring to the MSB, for each one. These sets of clauses are constructed by 
simply having every combination of both true and both false values for each 
proceeding bit. To demonstrate this, the clauses required for the fourth MSB are 
given below. 
(-XkLiogkJV -~s;LiogkJV -Xkllogk-!J V 
-Xjsillogk-Ij V Xkllogk-2J V -Xjsillogk-2j) 
{-XkLiogkJV -Xjsillogkj V XLiogk-lj V 
~sillogk-Ij V Xkllogk-2j V -Xjsillogk-2j) N 
{Xkllogkj V Xjsillogkj V -Xkllogk-lj V 
-Xjsillogk-lj V Xkllogk-2J V -Xjsillogk-2j) N 
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Fortunately since only Llog k + 1 J bits are required to represent each number we only 
require a polynomial number of clauses to create this behaviour this in the size of the 
instance. Checking the least significant bits of k and the total for j will require 
2Ltogk-tJclauses, which is no more than k/2 and since, starting with the MSB, the next 
smallest bit always requires twice as many as the last we know that the total clauses 
required for all these bits will only be at worst k-2 clauses. 
Now that we have specified clauses allowing us to recreate the GSP instance as a SAT 
instance we must now assure ourselves that this conversion requires only a 
polynomial number of clauses (and hence variables) in the size of the original GSP 
instance. We have already concluded that the number of clauses required to specify 
that a job must be allocated to exactly one machine to be number (nm2 + nm)/2 + n 
clauses. We also require Llog k + 1 J clauses to represent the size of each element of E 
so therefore require nm Llog k + 1 J clauses to represent the size of execution time. 
There are an additional 2mn Llog k + 1 J clauses required to make the clauses ( -XiJ V 
Xijk V -XiJsk) N ( -XiJ V -XiJk V Xijsk) for all tasks i c T, all j c H, and bits k. To build the 
"adder" for calculating the size of the jobs allocated to a particular machine host we 
require the clauses 3 clauses for each time the least significant bit is incremented and 
8 for each time any other bit is incremented (which is done n-1 times for each 
machine), this leaves us with 3(n-1) + 8(n-1) Llog k J for each machine and therefore a 
total of m(3(n-1) + 8(n-1) Llog k J) for all the adders, this work out to be 3mn - 3m + 
8nm Llog k J -8m Llog k J clauses, which is still just polynomial in the size of the GSP 
instance. The representation of the number k requires another Llog k + 1 J clauses and 
to check whether this number is exceeded by the combined size of all the jobs 
allocated to any all j c H requires m(k-2)+m(n-1) clauses. This amount is calculated 
from the fact that (n-1) additions are made for each of the m hosts and for each of 
these iterations a single clause is added to ensure the clause representing the MSB can 
not be set to true, the rest of the clauses come from the need to implement the 
algorithm covered in figure 5.1 for each host, the number of clauses required for this 
is previously discussed. This makes the total number of clauses required for the 
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resulting SAT instance equal to (nm2 + nm)/2 + n + 3mnllogk+1J + 3mn-3m + 
Snmllogk J - 8mllogk J + Llogk + 1 J + m(k-2)+m(n-1). Since each of these factors 
(of which there are a constant number) is only polynomial in the size of the Grid 
scheduling instance we can conclude that the resulting SAT instance will only be 
polynomially larger than the original instance. 
The time required to create this instance is also polynomial in the size of the GSP 
instance since we perform no calculation on the instance other than finding the binary 
representation of each of the elements of E and the value k a task which is O(mn). 
The time required is therefore bounded only by the number of clauses required, which 
we have shown to be polynomial. We do not consider the size of each clause as a 
factor dominating the time required to create the instance since no clause will have 
more than a polynomial number of variables, if this were not the case it could be 
ignored anyway since it could not render the instance unable to be satisfied. 
5.4 Correctness of the Conversion 
Having created the SAT instance to represent our GSP instance we must be able 
demonstrate that this newly created instance is in fact an accurate representation of the 
original. To do this we show that the following properties hold: 
1. The SAT instance can not be solved if the original instance can not be solved. 
2. The SAT instance can be solved if the original instance can be solved. 
We will demonstrate these properties by presenting logical arguments that when 
followed reveal that the resulting SAT instance will have the same false/true 
properties as the original GSP instance. 
We will first consider property 1. If it is not possible for the original instance to be 
solved then no matter how we set the variables in our SAT instance we should be 
unable to satisfy all the clauses. From our work earlier we know that each job must 
be assigned to exactly one machine otherwise the instance can not be satisfied, this 
means that exactly one clause Xu for each i must be set to true for the instance to be 
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satisfied. From the clauses (-Xij V Xijk V -Xijsk) N (-Xij V -Xijk V Xijsk) for all tasks it: T, 
all j t: H, and bits k we can conclude that the instance can then only be solved if the 
variables Xijk for all k are set to the value of the variable Xijsk when the variable Xij 
must be true. The variable Xijsk in tum can only be set to the same value as it appears 
in the binary representation of the size of the job i, this is ensured by the inclusion of 
the single literal clause Xijsk or -Xijsk· This means that the adder for each host will take 
at least the combined total size of all the jobs allocated to it as input. The adder can 
not set the variables representing its output to a binary number less than the size of the 
numbers given to it. This is because if any of the other variables which can be true or 
false given to it are set to true it only increases the size of the output variables, if they 
are all set to false then the output will be equivalent to the binary number for the total 
size of all the jobs. If this output is at any point this number requires more than k bits 
to store then the assignment does not fit the criteria and returns false since the single 
literal clause -Xjsil Iogk+IJ is included for all i andj meaning that such a state will make 
it impossible to satisfy the instance. It should be noted that we ignore any instances of 
GSP in which there is a job with size bigger than k since it can trivially not be solved. 
If the variable Xjsn L Jog k+I J can be set to false without rendering the instance unsolvable 
for each host j, then it may still be the case that the original instance can not be 
solved, since k maybe exceeded at some point. If this is the case then the SAT 
instance is guaranteed to be unsatisfiable because the clauses which implement the 
algorithm in figure 5.1 ensure this case stops the instance being solvable as previously 
documented. Since we always render the SAT instance unsolvable if any machine has 
total job size assigned to it which exceed the limit k, we always assign every job to a 
machine and if the original instance was unsolvable there would be no assignment 
which would give all machines a load of less than or equal k we can conclude that 
property 1 is true. 
Property 2 is also true because if we assigned the tasks to the hosts such that the load 
assigned to each host was :S k then set all other variables which did not explicitly have 
to be set to true to false we could solve the SAT instance. This is because the adder 
for each machine would then only output the binary representation of the actual load 
associated with that machine (which would be < k) then all the variables 
Xjsl Iogk+IJ could be set to false and the clauses implementing the algorithm in figure 
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5.1 would also be satisfied. The result would be that no clause would render the 
instance unsolvable and hence property 2 is true. 
5.5 Solving the Grid Scheduling Optimisation Problem 
Although we have shown that GSDP can be converted into SAT and solved this is of 
little significance to people wanting to know where to distribute their tasks to get the 
optimal performance. However it is easy to construct a solver for the optimisation 
variant that calls our conversion just a polynomial number of times. We will denote 
the procedure which converts the given GSDP instance to a SAT instance and then 
returns true or false depending on whether the instance can be solved as Q. 
The algorithm to solve the optimisation problem has two stages, the first is to locate 
the minimum value for k which allows the resulting SAT instance to be satisfied, and 
the second part is to determine where each job should be sent. 
Locating the minimum value for k requires only in the worst possible 
case I tog nE ijMAX l calls to Q, where EijMAX refers to the largest element in E, a value 
which can be determined by a simple search method in O(mn) time. We choose the 
number nEijMAX as it is clear that the makespan would never be bigger than this value, 
even if all the tasks are allocated to a single machine, a more practical solution would 
be to run a simple algorithm such as MCT then use the makespan of the schedule it 
produces divided by two as the initial value for k. We take this initial value for k and 
then perform a binary search [COR2001] for the minimum value fork. This involves 
halving the value for k given to Q each time until false is returned. We then 
continually search between the points we know the value lies between select the value 
in the middle of this point to be k. After just jlog nE ijMAX l calls to Q you find the 
value for k such that Q returns true for this value and not for k-1 this value is the 
minimum value [COR2001]. 
Using this minimum value we then run Q again and replace the variable X11 with the 
identity TRUE, if Q then returns true we know that job 1 can be assigned to machine 
1 and still give us the minimum makespan, otherwise we know that it can not. We 
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then run Q again and remove from the SAT instance any clause with XII in it if we 
found it can be true and taking away -Xn from any clauses with it in, if however we 
found that XII can not be true we do the opposite. We then move on and do the same 
with variable X21 in the case that XII can be true, else, we move on to the variable Xn. 
We continually look for where each job must be assigned until we find a position and 
move onto the next job. In the worst case we will check all jobs in all positions 
making a total of mn calls to Q. 
Since we only require at most rlog nEijMAX l+ mn calls to Q to find an assignment 
which gives the minimum makespan we can conclude that the GSP problem is only 
polynomially harder than GSDP. 
5.6 Limitations of the Conversion 
The conversion makes use of an execution time matrix as a basis for solving Grid 
scheduling; the idea of using such a given as the benchmark input for scheduling 
algorithms in [BR2001]. The execution time matrix (E), can be used to model 
resources which are heterogeneous in processing speed, local load and operating 
system and tasks which vary in size since, depending on the method used to derive the 
values within it were calculated. We can also model task QoS such as investigated in 
[XI2003] since we can ensure that tasks requiring high QoS cannot be assigned to low 
QoS machines. More complex QoS based scheduling problems such as the one 
described in [GOL2004], which allows for multiple QoS dimensions that are both 
hard and soft, could be modelling by restricting which machines the jobs can be 
allocated to and by multiplying E by utility functions such as those given in 
[GOL2004]. 
However there are more complex Grid scheduling problems such as when tasks are 
considered to be dependant, which can not be modelled using this conversion. This is 
because the estimated execution time for each task can potentially be altered by the 
decision of which machine each other job is allocated to. It is unlikely that such a can 
be modelled effectively through any conversion to SAT since the instance would be 
exponentially large. 
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5. 7 Conclusions and Further Work 
This chapter demonstrates how GSPD can be modelled as a SAT instance and hence 
how the optimisation variant can also be solved using SAT solvers. This conversion 
is certainly not optimal, especially as it contains a number of one literal clauses which 
could be removed along with all clauses with those literals in and all the opposite 
literals. 
Careful consideration should be taken when selecting which solver to use as it must 
be ensured that the runtime of the entire procedure is acceptably low so as not to 
waste too much processing time before the tasks are allocated. Another consideration 
is that one must realise that the SAT algorithms will only provide a "well informed 
guess" as to whether the instance can be solved or not, since there is no known 
algorithm to solve SAT in polynomial time, therefore when performing the first stage 
of the algorithm (to determine the minimum possible makespan), one should be 
willing to accept a value which is close to the minimum rather than the true minimum. 
Further work is required to calculate which value should be accepted and how this 
affects the operation of the second stage of the algorithm. For example it could be 
that some algorithms will be able to determine that the minimum makespan is at most 
some value, but, the second stage of the algorithm is unable to determine an allocation 
which provides this makespan. 
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Chapter 6 - Conclusions and Further Work 
6.1 Introduction 
This thesis is concerned with the subjects of Grid Scheduling and Grid Simulation. 
The ultimate goal of Grid computing is to allow all kinds of distributed resources to 
be seamlessly utilised on a world-wide scale, providing access to computing power 
and specialised resources that would otherwise be impossible. One problem 
preventing this vision is Grid scheduling; how to best distribute the tasks amongst the 
resources. Even in its most basic form, it is thought to be practically unsolvable. The 
geographically distributed nature of the resources and the fact that they are owned by 
numerous organisations, all of whom will employ different usage policies make Grid 
scheduling problem more complex than traditional scheduling, which has been the 
subject of much research. As a result, many of the procedures currently employed are 
insufficient, and there is a need to develop more robust and more efficient solutions. 
This work includes the development of a simple, novel scheduling technique which 
could be used to improve Grid scheduling algorithms in numerous scenarios. In 
addition, this work documents a conversion between the Grid scheduling problem and 
the classic computing problem SAT. Such a conversion allows for the possibility of 
applying sophisticated SAT solving procedures to Grid scheduling providing 
potentially effective solutions. 
The process of developing a Grid scheduling algorithm involves testing to verify its 
effectiveness. The nature of real Grids make experiments on them extremely difficult 
to carry out and experimenting using simulated Grid environment is the only viable 
way to produce scientifically valid results. Simulating a Grid involves modelling the 
grid resources (machines, data vaults, and specialist equipment), the network under 
which they communicate, the users using the system, the tasks which they are 
submitting and the scheduling system which describes how the jobs are distributed. 
The simulated Grid must accurately describe the real Grid, be able to be simulated 
within a reasonable time frame and be easy to set up and use. This thesis describes 
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the development of a simulation tool, G-Sim, which can be used to test the 
effectiveness of potential Grid scheduling algorithms under realistic operating 
conditions. 
The rest of this chapter looks at whether the work described in this thesis concurs with 
the work proposed in section 1.2 and presents conclusions about the work. Finally 
there is a discussion for further work. 
6.2 Evaluation of Proposed Work 
Section 1.2 presents a list of proposed work, this section evaluates the work within 
this thesis against this list. 
• Develop a simulation tool allowing simulation of large-scale, realistic Grids 
on a stand-alone PC 
To this end the G-Sim toolkit was developed. Its design and implementation are 
documented in chapter 3. This software provides the primitives for creating virtual 
Grids with any number of heterogeneous Grid resources running under either time or 
space shared allocation policies with various local load models, users and their 
applications and the network under which the distributed Grid entities communicate. 
The experiments documented in chapter 4, some of which employ relatively large 
scale Grids, were all run on a Pentium 4 running at 1800MHz and each experiment 
took no more than 20 minutes. 
G-Sim's classes are to be fully extendable to ensure all types of scenario can be 
modelled, this means researches are able to model different resource types, users, 
tasks, local resource loads and communication networks. The downside of this is that 
in order to make use of the program, the user must have knowledge of both Java 
programming and specifically the operation of the toolkit. 
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• Add to the understanding of how scheduling algorithms are affected by the 
properties of the Grid they schedule on through analysis of experimental 
results 
Within chapter 4, a comprehensive analysis of five scheduling algorithms is 
presented; Minimum Completion Time, Min-Min, QoS Guided Min-Min, Time Limit 
Min-Min and Time-Limit QoS Guided Min-Min. The performance of the algorithms 
is recorded over numerous Grid environments so as we can see the effect each 
individual property has upon the performance. The results show many trends that 
would be trivially expected, such as the makespan increases as the number of tasks 
increases and the makespan is inversely proportional to the number of processors. 
However they also show more subtle patterns such as, that making an algorithm QoS 
guided, only significantly improves performance when half the tasks require high QoS 
and when the level of error in estimation is relatively low. Chapter 4 includes a more 
in depth analysis of the results. In general, Time-Limit batch mode offered the 
greatest improvement in performance under the following circumstances: 
1. Scheduling wait time was relatively small 
2. The Grid size was relatively small in comparison to the number of tasks 
3. The resources in the Grid operated at roughly the same speed 
4. There was potentially a large discrepancy between the predicated and actual 
execution times of tasks 
5. The amount of local load varied wildly 
It was clear from the results and the difference from those published in [XI2003] that 
even minor changes to properties of the Grid selected can dramatically affect the 
relative performances of the algorithms. This demonstrates a need for Grid 
scheduling algorithm designers to adopt a set of standardised benchmark tests against 
which their procedures should be judged, much like those employed by the SAT 
solving community (see [SI2005]). 
Having shown how changes in the properties of the Grid scenario can affect these five 
algorithms, it appears that each is affected slightly differently depending on the nature 
of the property being changed. Given this, it is likely that it will be difficult if not 
148 
impossible to determine, given a set of algorithms, which will be the most effective 
for a particular scenario without experimentation. 
• Add to the catalogue of techniques available to Grid scheduling algorithm 
designers 
To satisfy this proposal a simple novel scheduling mode, Time-Limit batch mode, was 
developed and tested in chapter 4 and a conversion to the well known problem SAT 
was developed in chapter 5. Time-Limit batch mode is briefly discussed in the 
previous section and is likely to improve the performance of scheduling algorithms in 
many scenarios. However, implementing it for a real application is a non-trivial task 
as the specifics of the implementation will be dependant on how data intensive the 
application and the type and operating policy of the resources available. 
The conversion to SAT allows for the possibility of solving numerous forms of the 
Grid scheduling problem using SAT solving algorithms. Such algorithms have 
recently seen significant advancement [SI2001] and have been shown to solve hard 
instances with around a thousand variables. Although this has not yet been tested 
such an approach has been successful in solving other NP-Hard problems most 
notably planning [KA1996] [BU2003]. The conversion could be used to solve 
instances involving resources which are heterogeneous in processing speed, local load 
and operating system and tasks which vary in size and QoS constraints. However 
there are more complex Grid scheduling problems such as when tasks are considered 
to be dependant, which can not be modelled using this conversion. 
6.3 Further Work 
A number of issues requiring further research have presented themselves from the 
work in this thesis. Firstly, the need to develop the idea of Time-Limit Batch Mode to 
enable it to be deployed on real Grid applications. This would involve investigating 
how the implementation of the method should be adapted to different algorithms, 
application types and Grid scenarios. Furthermore, additional research to identify 
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which situations are likely to benefit from the inclusion of the method over traditional 
batch and online scheduling is required if it is to be ultimately useful. 
Research into the effectiveness and applicability of the conversion to SAT presented 
in chapter 5 is also required if it is to be used for scheduling real Grid applications. 
This would involve finding which SAT solvers are the most effective on the generated 
instances and the number of iterations of the first stage of the algorithm (to determine 
the minimum possible makespan), in order to ensure the execution time is acceptable. 
This work also demonstrated a need for the development of a set of standardised 
benchmark tests against which their procedures should be judged. This would require 
significant further study and collaboration on the part of the Grid scheduling 
community to make them inclusive enough to model all types of Grid scenario whilst 
providing a useful means of comparison between the algorithms. 
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Figure Al: Sequence diagram showing the context of the invocation of the Machine 
class's abstract methods 
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1. begin byte randomise(byte average) 
2. if maxAmountOut > 50 
3. indicate invalid use of method 
4. end if 
5. if average == 0 
6. return 0 
7. end if 
8. if average== 100 
9. return 100 
10. end if 
11. if average - maxAmountOut < 0 
12. x = calclowXValue(average,average+maxAmountOut) 
13. levels= 0 
14. if xis a whole number 
15. levels= average+maxAmountOut+x 
16 end if 
17. else 
18. x = x*2 
19. levels= 2"(average+maxAmount0ut)+xx 
20. end if 
21. rand = Math. randomO 
22. if rand <= x/levels 
23. return 0 
24. end if 
25. else 
26. rand= Math.randomQ 
27. increase= Math.round(rand * (maxAmountOut+average)) 
28. if increase== maxAmountOut+average 
29. return 1 
30. end if 
31. return increase + 1 
32. end else 
33. end if 
34. else if average+ maxAmountOut > 100 
35. x = calcBigXValue(average,average-maxAmountOut) 
36. levels = 0 
37. ifx is a roundNumber 
38. levels= 100-(average-maxAmountOut)+x 
39. end if 
40. else 
41. x = x*2 
42. levels = 2*(100-(average-maxAmountOut))+x 
43. end else 
44. rand= Math.randomO 
45. if rand <= x/levels 
46. return 100 
47. end if 
48. else 
49. rand= Math.randomQ 
50. increase = Math. round(rand * (1 00-(average-maxAmountOut))) 
51. if increase + (average-maxAmountOut) = 100 
52. return average-maxAmountOut 
53. end if 
54. return increase + (average-maxAmountOut) 
55. end else 
56. end else 
57. rand= Math.randomQ 
58. increase = Math. round(rand *(2"maxAmount0ut+1 )) 
59. if average-maxAmountOut + increase > average+maxAmountOut 
60. return average-maxAmountOut 
61. end if 
62. return average-maxAmountOut + increase 
63. end if 
64. end randomise 
Figure A2: Pseudo code for the randomising algorithm used in G-Sim's EILR class 
