Abstract. In the mid 90's a fundamental new Machine Learning approach was developed by V. N. Vapnik: The Support Vector Machine (SVM). This new method can be regarded as a very promising approach and is getting more and more attention in the elds where neural networks and decision tree methods are applied. Whilst neural networks may be considered (correctly or not) to be well understood and are in wide use, Support Vector Learning has some rough edges in theoretical details and its inherent numerical tasks prevent it from being easily applied in practice. This paper picks up a new aspect -the use of fractional degrees on polynomial kernels in the SVM -discovered in the course of an implementation of the algorithm. Fractional degrees on polynomial kernels broaden the capabilities of the SVM and o er the possibility to deal with feature spaces of in nite dimension. We introduce a method to simplify the quadratic programming problem, as the core of the SVM.
Introduction
Well known representatives of classi cation and prediction methods in the eld of Machine Learning are neural networks and methods for generation di erent kinds of decision trees. An innovative and still relatively unknown learning approach is the Support Vector Machine (SVM) developed by V. N. Vapnik in the mid 90's. Support Vector Learning IRZ98] is not just another approach to learning techniques, rather it can be regarded as a fundamental new philosophy in the area of Machine Learning.
The underlying principle of the SVM is the principle of the Structural Risk Minimization (SRM) Vap95] . In contrast to a pure minimization of the empirical risk the SRM is based on the \idea of the simplicity" and uni es Empirical Risk Minimization and the problem of Model Selection. The searched binary classi er for the problem (x 1 ; y 1 ); : : :; (x l ; y l ); x i 2 R n ; y i 2 f+1; ?1g ;
In: Proc. of the 10th European Conference on Machine Learning (ECML'98) 2 has to be a function from the set ff : 2 ?g; f : R n ! f+1; ?1g ; x 7 ! y ; and should re ect the real inherent essence of the given learning problem. This essence can be regarded as the simplest (in some sense) separation of the feature space. Here simplicity will be formalized by means of the VC dimension, i. e. a measure of the considered set of feasible functions, e. g. the family of separating hyperplanes. The SRM is enforced by controlled bounding of the VC dimensions of the set ff g and ensures the excellent generalization ability of the SVM. The underlying theory of the SRM will not be explained in detail in this paper. We refer to Vap95] which covers the SRM and the application in the SVM.
The separating hyperplane is characterized by h!; xi + b = 0. The distance between the hyperplane and the examples should be maximized, i. e. one has to solve a problem of mathematical programming. For the non-separable case slack variables i 0 are introduced, which leads to: 
where the capacity parameter C > 0 controls the interrelationship between the accuracy of the classi er on the learning set and its ability of generalization, i. e. the accuracy on an unseen test set. The vector !, as the solution of (1), determines the optimal hyperplane. It can be expressed as a linear combination of a possibly small subset of the whole learning data: However in the general case the linear separation in the original feature space will not provide a su cient classi er. Therefore the original feature space is In: Proc. of the 10th European Conference on Machine Learning (ECML'98) 3 expanded to a very high dimensional image space by (e.g.):
: R n ! R N ; n N; (x) = (1; 1 x 1 ; : : : ; n x n ; n+1 x 2 1 ; n+2 x 1 x 2 ; : : : ; k x d n ); and in this space the linear separation is performed. An inverse transformation back into R n results in a non-linear separation in the original space of the task supplied features:
It is not necessary to expand the feature space explicitly. One way to do the mapping implicitly is to use kernels K(u; v) (respectively dot products). In this context the fundamental interrelation is:
The symmetric function K(u; v) may be a dot product for the high dimensional image space, if the eigenvalues are positive. One rather simple type of such kernels is representable as K(u; v) = (hu; vi + 1) d ; d = 1; 2; : : :
with degree d as an integer. Another choice may be K(u; v) = e ? ku?vk . A generalized kind of the kernel (4) will be examined in this paper.
Polynomial Kernels with Fractional Degree
Interestingly a xed chosen kernel K(u; v) induces not only exactly one transformation but a manifold of such mappings . Even the dimensionality of the image space R N is not determined. From (4) for d = 2 and n = 2 one gets: The approximation and generalization capacity may be controlled by bounding the norm of the separating hyperplane, but another tuning parameter will still be there: the dimensionality (cf. Table 1) .
Using a fractional exponent in the kernel (4) we encounter an interesting property: the dot product hu; vi may be less than ?1 and we have a negative Non-integer exponents do not terminate the series like the integer ones, but the in uence of high-order terms decreases nevertheless. In contrast to kernels with an integer exponent there are no mappings corresponding to such a fractional exponent kernel which have an image space of nite dimension. Fractional degrees allow a more continuous range of concepts. The resulting separating hyperplanes smoothly change the shapes with the exponent d. This will be of importance especially for domains dealing with feature spaces which already cover tens, hundreds or more dimensions (e.g. recognition of graphical images), where a lower degree of a polynomial kernel is preferred. A simple arti cial problem in a two dimensional feature space is presented in Figure 1 . Despite of the non-invariance against the uniform translation of the examples in the feature space, one could center the set into the origin of the co-ordinate system to obtain a su cient obtuse angle between a large number of pairs of examples. This will result in a sparser Hesse matrix for the QP task. Up to 50% of the entries may be zeroed by means of this smart approach. 
Summary
The Support Vector algorithm shows some promising properties but needs some re nement especially on the level of practical realization to soften the enormous e ort to nd the \simplest" explanation for a learning problem. Polynomial kernels with fractional degrees provide a broader range of concepts as well as a way to reduce the numerical e ort to be spent in the QP. The algorithm works well with a feature space of \similar" features. Is is often preferred to do a componentwise transformation to normalize the data in front of the number crunching task of the SVM itself. For speci c domains this could be done in the kernel function.
