The development of space-based observatories has highlighted the need for atomic data. In this review we examine multiconfiguration methods for calculating these data. Particular emphasize is placed on hyperfine structure splittings and hyperfine induced transitions.
Introduction
The launch of the Hubble Space Telescope (HST) in 1990 gave a new impetus to the determination and study of isotope shifts and hyperfine structures. The importance of these parameters in astrophysics has been reviewed by Kurucz [1] and Hühnermann [2] . The high resolution of the stellar spectra obtained with the Goddard High Resolution Spectrograph aboard the HST reveals isotope shifts (IS) and hyperfine structure (hfs) of many spectral lines. In many cases, however, the small structures are not completely resolved and instead they shift and broaden the lines. To correctly interpret high resolution stellar spectra it is thus necessary to include IS and hfs in the theoretical modeling of the line profiles. The hyperfine and isotope data are needed, for instance, for calculating accurate synthetic spectra to study isotope anomalies in astronomical objects [3] . Despite numerous laboratory measurements, isotope and hyperfine data are missing for many lines, and the modeling of the line profiles has to rely on calculated values. It is therefore important to develop reliable computational methods for these parameters, as well as other broadening parameters such as Zeeman splittings, that can support the analysis.
In addition to energies and energy shifts there is an ever increasing demand for accurate radiative transition data in astrophysics [4] and in plasma and fusion research. Of special importance are weak lines that are suitable for diagnostics of electron densities in thin plasmas. For weak transitions important data with high accuracy are now produced using storage rings and EBIT light sources [5] . Experimental work is however very expensive and it is reasonable to believe that the bulk of the transition data needs to be calculated.
To meet the demand for atomic data the ATSP2K-MCHF [6] , GRASP [7] and graspVU [8] computational packages have been developed and adapted to parallel computing. These packages rely on multiconfiguration methods and they contain modules for computing transition rates [9] , hyperfine structures [10, 11] and isotope shifts [12] , Landé factors and Zeeman splittings in intermediate fields [13] . In this paper we discuss applications of the MCHF and graspVU codes to hyperfine structure and hyperfine quenching.
Multiconfiguration methods
The state of a many-electron system is described by a wave function Ψ that is the solution to the wave equation
where H is the Hamiltonian operator for the system and E the total energy. The operator H depends on the system as well as the underlying quantum mechanical formalism. Light atoms are often described in the non-relativistic formalism. Here the starting point is the Hamiltonian
In the multiconfiguration Hartree-Fock (MCHF) method the wave function for a state labeled γLM L SM S , where γ represents the configuration and any other quantum numbers required to specify the state, is expanded in terms of configuration state functions (CSF's) with the same parity and angular symmetry,
The CSFs are symmetry adapted linear combinations of Slater-determinants built from a set of one-electron spin-orbitals
whose radial functions {P nl } need to be determined. By demanding that the energy functional should be stationary with respect to infinitesimal variations in the radial functions and expansion coefficients, a system of coupled non-linear differential equations for the radial functions is obtained along with an eigenvalue problem for the coefficients. This problem is solved iteratively by the self-consistent field method [14] . Once a set of radial functions {P nl (r)} has been obtained, a Breit-Pauli configuration interaction (CI) calculation can be performed where the wave function is expanded in LSJ coupled configuration state functions
Now only the expansion coefficients are determined. This is done by solving the eigenvalue problem derived from the Breit-Pauli Hamiltonian which includes the most important, lowestorder corrections of the Dirac-Coulomb-Breit operator [14] . This is the intermediate coupling or LSJ approximation. The multiconfiguration Dirac-Hartree-Fock method (MCDHF), as implemented in the GRASP and graspVU packages, is the fully relativistic counterpart to the non-relativistic MCHF scheme. In this method the Hamiltonian is given by
where c is the speed of light, α and β are the Dirac matrices and V the monopole part of the potential from the extended nuclear charge distribution. The wave function Ψ for a state labeled γJM J , where γ represents the configuration and any other quantum numbers required to specify the state, is approximated by an expansion over jj coupled configuration state functions
The configuration state functions Φ(γJ) are symmetry adapted linear combinations of Slaterdeterminants built from a set of one-electron relativistic spin-orbitals
Here κ is the relativistic angular quantum number, P nκ (r) and Q nκ (r) are the large and small component radial wave functions and χ κm (r) is the spinor spherical harmonic in the lsj coupling scheme
Just as in the non-relativistic case a system of coupled non-linear differential equations for the radial functions can be derived. This system together with the accompanying eigenvalue problem for the expansion coefficients are solved iteratively using the relativistic self-consistent field method [15, 7] . When the set of radial orbitals has been obtained, relativistic configuration interaction (RCI) calculations can be performed. Here the transverse photon interaction as well as the leading QED effects may be included in the Hamiltonian [7] .
Selection of configuration expansions
In an accurate theoretical study it must be possible to estimate the uncertainty of a given value. Therefore, a whole series of calculations has to be done, where different effects are tested. Notably, it is important to enlarge the CSF expansion in a systematic way in order to ensure convergence of the calculated properties. An efficient way of choosing the expansion is by the active space method [16, 17] . Here the CSFs of a given symmetry and parity are generated by excitations from one or more important and often closely degenerate reference configurations to an active set of orbitals. The active set of orbitals is then increased in a systematic way, allowing for a monitoring of the convergence of the atomic property being investigated. By imposing restrictions on the way excitations can be done, different correlation effects can be targeted. By allowing all single (S) and double (D) excitations from the reference configurations the energetically dominating pair-correlation effects will be captured [14] . To describe higher order correlation effects triple (T) and quadruple (Q) excitations may also be included.
In order for the configuration expansion not to grow too fast excitations are often done from the outermost shells. For the dominant double excitations we then have a classified according to the following:
(i) if both excitations are from the valence shell the generated CSFs are said to describe outer or valence correlation. (ii) if there is one excitation from the valence shell and one from a core shell the resulting CSFs describe the polarization of the atomic core and this is referred to as core-valence correlation. (iii) if both excitations are from the atomic core the generated CSFs are said to describe inner or core-core correlation.
The strategies for choosing the expansions are based on the total energy. For some properties, such as the hyperfine structure, there is a weak coupling with the energy. This means that configurations that may be energetically important are unimportant for the calculated hyperfine structures and vice versa. For hyperfine calculations the expansions described above are often complemented by CSFs obtained by single excitations from deep core shells to account for spinand orbital polarization [18] .
Hyperfine structure
The hyperfine structure of the atomic energy levels is caused by the interaction between the electrons and the non-spherical electromagnetic multipole moments of the nucleus. This interaction is known to be very sensitive to electron correlation and relativistic effects, and its study has led to a significant improvement of the understanding of atomic structure. The hyperfine interaction couples the electronic, J, and nuclear, I, angular momenta to a total momentum F = I + J. The eigenfunction of the coupled state is |γJIF M F and the leading energy correction to the fine structure level J due to the hyperfine interactions is
where C = F (F + 1) − J(J + 1) − I(I + 1) and
Here γJ T (1) γJ and γJ T (2) γJ are reduced matrix elements of one-particle tensor operators. These matrix elements are readily evaluated from the MCHF or MCDHF wave functions (see [10, 11] for details). µ I and Q are the magnetic dipole and electric quadrupole moments. The magnetic dipole moment is often known with high precision, but the electric quadrupole moment is difficult to determine by direct nuclear techniques. By combining measured B J values with the computed matrix element γJ T (2) γJ the nuclear quadrupole moment can be obtained. This method has successfully been used by Sundholm [19, 20, 21] for a large number of isotopes of light atoms. The method has also been extended to heavy relativistic systems [22, 23] . The hyperfine structure in sodium has for many years been a test case for different theoretical methods. In Table 1 calculated A values from large-scale MCHF calculations [24] are compared with values from relativistic many-body perturbation (RMBPT) [25, 26] and coupled-cluster (CCSD) [27] calculations and from experiment. By combining the measured B J value with the matrix element of the electric quadrupole operator the electric quadrupole moment Q was derived. The MCHF calculations included (SD) excitations from all shells to a large orbital basis. In addition important configurations from (T) excitations were included in the expansion. Although the configurations from the triple excitations are energetically rather unimportant they give a significant contribution to the hfs. The different calculated A values are all in good agreement with experiment. For the quadrupole moment Q the derived atomic values agree very well. There is however a disagreement with the value derived from muonic experiments [35] which led Sundholm and Olsen to doubt the accuracy of the latter [20] .
As another application we look at the 6s6p 3 P 1 state in mercury, a complex and relativistic system. Values of the A factor and the electric quadrupole moment Q obtained from MCDHF calculations [36] , using the graspVU code, are displayed in Table 2 . In the calculations different effects are systematically probed including core-core effects in the outermost core shells. Although the correlation corrections to the Dirac-Fock (DF) values are dominating, QED and the Bohr-Weisskopf effects are also of importance. Figure 1 displays the convergence of the computed parameters as different correlation effects are probed and the number of configurations increase. 23 11 Na from MCHF calculations compared with values from other calculations and from experiment (from [24] ). (13) 18.62 (21) [31] 18.64 (6) [32] 18.534 (15) [33] 18.79 (12) [34] 100.6(20) Muonic experiment [35] a Corrected for relativistic effects using the ratio between DF and HF values. b Relativistic many-body perturbation calculation third-order calculation. c Relativistic many-body perturbation calculation all-order calculation. d Corrected for relativistic effects using results from quasirelativistic CI calculations. 
Hyperfine induced transitions
The hyperfine interaction, although weak, not only shifts and splits the individual J levels, but also mixes wave functions with different J quantum numbers. This mixing may open new decay channels to different lower levels. To illustrate the effect we look at nsnp 3 P o 0 . This state is pure in the absence of the hyperfine interaction and can, when the hyperfine interaction is included, be written as The use of quotation marks in the left-hand side term notation highlights the fact that the notation is just a label indicating the dominant character of the eigenvector, which actually is a mixing eigenvectors with different J values. The nsnp 3 P o 0 → ns 2 1 S 0 transition now becomes allowed through the finite value of the mixing coefficients c 1 , c 2 , . . .. Figure 2 depicts the different transitions in the nsnp 3 P o 0,1,2 → ns 2 1 S 0 multiplet. In first-order perturbation theory the mixing coefficients c i are given by (we consider only the magnetic dipole interaction and states with J i = 1 to simplify things)
where
is the off-diagonal hyperfine interaction (see [39] ). The line strength for the transition is given by where the transition matrix element γ i J i = 1 D (1) ns 2 1 S 0 can be evaluated from MCHF or MCDHF wave functions. The line strength is related to the transition rate through the equation
Calculation of hyperfine induced transitions are difficult in that the generated wave functions need to accurately describe both the off-diagonal hyperfine interaction and the transition matrix elements. Following the pioneer work by Mohr [40] on Helium like ions, efforts have been done using MCHF and MCDHF [41, 39] . In Table 3 calculated rates for the different transitions in the 2s2p 3 P o 0,1,2 → 2s 2 1 S 0 multiplet are shown for selected ions in the Be-sequence. Recently the hyperfine induced transition in N IV was observed in the planetary nebula NGC3918, using the Space Telescope Imaging Spectrograph (STIS) on the Hubble Space Telescope [42] . The calculated rates of the transition for 14 N and 15 N are in excellent accord with the observational results. Table 3 . Calculated transition probabilities for the Be isoelectronic sequence. For the hyperfine induced transitions (hpf), the transition probabilities are given for the most abundant isotope with I = 0 (from [39] ).
Ion HPF IC M2 C III 9.04 · 10 −4 1.05 · 10 2 5.14 · 10 −3 N IV 4.92 · 10 −4 5.80 · 10 2 1.14 · 10 −2 O V 1.52 · 10 −2 2.28 · 10 3 2.15 · 10 −2 Ne VII 6.54 · 10 −3 1.92 · 10 4 5.77 · 10 −2 Na VIII 1.28 · 10 −1 Mg IX 2.72 · 10 −2 9.72 · 10 4 1.25 · 10 −1 Al X 8.13 · 10 −1 Si XI 6.08 · 10 −2 3.95 · 10 5 2.44 · 10 −1 Ca XVII 1.08 · 10 0 Fe XXIII 5.45 · 10 −2 9.37 · 10 8 7.95 · 10 0 Ni XXV 2.46 · 10 0
Summary and conclusion
The development of space-based observatories has lead to a rapid increase in demand from astrophysics for isotope shift, hyperfine structure and and other broadening parameters as well as transition rates. In this article we have tried to indicate how computational atomic physics are responding to this challenge by giving some examples from large scale computations of hyperfine structure parameters and hyperfine quenching. To improve computational methods as well as to understand their limitations, accurate experimental lifetime values for long lived atomic states are of utermost importance. The ATSP2K-MCHF and graspVU codes used in this research can, along with accompanying documentation, be downloaded from http://atoms.vuse.vanderbilt.edu/.
