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resumo Este trabalho dedica-se ao estudo de va´rias variantes do princ´ıpio do
mo´dulo ma´ximo para func¸o˜es holomorfas de uma varia´vel complexa,
incluindo as suas importantes generalizac¸o˜es para dom´ınios ilimitados
obtidos pelo E. Phragme´n e L.Lindelo¨f em 1908. Nas suas demonstra-
c¸o˜es foram usados me´todos que incluem te´cnicas baseadas, por exem-
plo, em representac¸o˜es integrais, se´ries de poteˆncias, propriedades de
cara´cter topolo´gico e transformac¸o˜es conformes. Atrave´s do estudo
deste princ´ıpio fundamental conseguiu-se assim ilustrar a aplicac¸a˜o de
me´todos espec´ıficos que resultam das diferentes abordagens de Cauchy,
de Weierstrass e de Riemann a` Ana´lise Complexa.

keywords Holomorphic function, maximum modulus principle, theorems type
Phragme´n-Lindelo¨f, conformal mapping.
abstract This work is dedicated to the study of several variants of the maximum-
modulus principle for holomorphic functions, including its important
generalizations to unbounded domains obtained by E. Phragme´n and
L. Lindelo¨f in 1908. The proofs make use of methods which include
techniques based on integral representations, power series expansions,
properties of topological character and conformal mappings. In this
way, the application of specific methods arising from the different ap-
proaches of Cauchy, Weierstrass and Riemann to Complex Analysis
could be illustrated through the study of this fundamental principle.
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Introduc¸a˜o
Esta dissertac¸a˜o debruc¸a-se sobre um conjunto de teoremas fundamentais da ana´lise com-
plexa, relacionados com o princ´ıpio do mo´dulo ma´ximo. Como sabemos, falar de C e´
basicamente falar do espac¸o vectorial R2 (sobre o ponto de vista de conjuntos), no entanto
sa˜o distintas no que diz respeito a estruturas alge´bricas sobre o mesmo conjunto de pares
ordenados de nu´meros reais.
Desse modo, ao considerarmos o corpo complexo como um espac¸o vectorial sobre si
mesmo, e´ de constatar que, a sua me´trica e´ compat´ıvel com a me´trica euclidiana usada em
R2, isto e´, ambos espac¸os vectoriais sa˜o isome´tricos. A classe de func¸o˜es complexas de uma
varia´vel complexa que possuem a propriedade de ser diferenc¸ia´vel complexa (holomorfa)
esta´ no centro deste trabalho. Para essas func¸o˜es e´ va´lido o princ´ıpio do mo´dulo ma´ximo
(mı´nimo), como veremos no decorrer deste trabalho.
De facto, esta dissertac¸a˜o dedica-se ao estudo do princ´ıpio do mo´dulo ma´ximo, e sua
generalizac¸a˜o atrave´s de teoremas do tipo Phragme´n-Lindelo¨f, que constituem um resul-
tado importante da ana´lise complexa. O franceˆs, Augustin Louis Cauchy (21/08/1789 -
23/05/1857), entre muitos outros matema´ticos, falou e usou por muitos anos o princ´ıpio
do mo´dulo ma´ximo, sem no entanto, o mencionar directamente. Em geral, o princ´ıpio do
mo´dulo ma´ximo apareceu subentendido no estudo de func¸o˜es harmo´nicas (Bernhard Rie-
mann, William Osgood, Friedrich Schottky, etc) ([21]). So´ em 1927 na segunda edic¸a˜o do
livro Introduc¸a˜o a` transformac¸a˜o conforme (Einfu¨hrung in die konforme Abbildung), que o
alema˜o, Ludwig Bieberbach (04/12/1886 - 01/09/1982), falou explicitamente pela primeira
vez sobre o princ´ıpio do mo´dulo ma´ximo ([21]). Mais tarde, os matema´ticos, Lars Edvard
Phragme´n (2/09/1863 - 13/03/1937) de origem sueca e Ernst Leonard Lindelo¨f (7/03/1870
- 4/06/1946) de origem finlandesa, em 1908, demonstraram verso˜es mais fortes do princ´ıpio
do mo´dulo ma´ximo (Acta Matema´tica. 31, 1908, 381 - 406).
A motivac¸a˜o principal para o estudo do princ´ıpio do mo´dulo ma´ximo e teoremas do tipo
v
Introduc¸a˜o
Phragme´n-Lindelo¨f deve-se ao facto de neles se basearem imensos resultados, aplicac¸o˜es e
sobre tudo demonstrac¸o˜es da ana´lise complexa. Na verdade, o princ´ıpio do mo´dulo ma´ximo
e teoremas do tipo Phragme´n-Lindelo¨f manteˆm uma ponte de ligac¸a˜o clara e evidente entre
va´rios aspectos da ana´lise complexa, tornando seu estudo, ainda mais interessante.
O presente trabalho e´ constitu´ıdo por 2 secc¸o˜es e 3 cap´ıtulos, sendo as secc¸o˜es referentes
a` introduc¸a˜o e a` considerac¸o˜es finais, respectivamente.
O Cap´ıtulo 1 intitula-se preliminares, e procura-se fazer refereˆncia aos conceitos consi-
derados fundamentais, para um melhor entendimento do trabalho ([1], [5], [15], [22]).
No Cap´ıtulo 2, apresentamos o princ´ıpio do mo´dulo ma´ximo na sua forma inicial, onde
impomos que as func¸o˜es em estudo sejam holomorfas em domı´nios limitados. No mesmo
Cap´ıtulo podemos constatar enunciados e demonstrac¸o˜es de variantes do mesmo princ´ıpio,
das quais se pode mencionar as seguintes: com representac¸a˜o integral de uma func¸a˜o holo-
morfa, de se´ries de poteˆncias, com o teorema da aplicac¸a˜o aberta e por me´todos topolo´gicos
([1], [21], [22], [26]).
Por fim, no Cap´ıtulo 3, estudaremos a generalizac¸a˜o do princ´ıpio do mo´dulo ma´ximo,
atrave´s de teoremas do tipo Phragme´n-Lindelo¨f. Nesta parte, em vez de impormos que os
domı´nios das func¸o˜es holomorfas sejam limitados, permitimos que estes possam tambe´m ser
ilimitados. Iremos considerar dois enunciados diferentes de teoremas do tipo Phragme´n-
Lindelo¨f, um para um sector e outro para uma faixa, ligados atrave´s de transformac¸o˜es
conformes ([15]).
vi
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo relembramos alguns conceitos relevantes para uma boa compreensa˜o do
trabalho, no geral. Entre estes encontram-se teoremas bem conhecidos, tais como, de
Weierstrass, do valor me´dio para func¸o˜es holomorfas, da identidade, bem como conceitos
de holomorfia, analiticidade, transformac¸a˜o conforme e outros. Mas antes, relembremos
algumas noc¸o˜es ba´sicas de topologia, em C, necessa´rias para o nosso estudo.
1.1 Noc¸o˜es ba´sicas de topologia em C
E´ de realc¸ar que nesta secc¸a˜o seguiu-se essencialmente ([5], [15]).
Definic¸a˜o 1.1.1
Seja z0 ∈ C um ponto arbitra´rio. Chama-se vizinhanc¸a de z0 de raio r > 0, o subconjunto
de C representado por:
D(z0; r) = {z : |z − z0| < r}.
O mesmo conjunto e´ tambe´m chamado de bola ou disco aberto de raio r > 0 centrado em
z0 ∈ C.
Apo´s esta definic¸a˜o, estamos em condic¸o˜es de introduzir os demais conceitos topolo´gicos
ba´sicos.
Seja Ω ⊂ C e suponhamos que existe um r > 0 arbitra´rio.
Definic¸a˜o 1.1.2
O ponto arbitra´rio z0 ∈ C e´ ponto de acumulac¸a˜o ou ponto limite do conjunto Ω,
1
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se ∀r > 0, (D(z0; r){z0}) ∩ Ω 6= ∅.
Definic¸a˜o 1.1.3
Diz-se que um ponto z0 ∈ C e´ ponto interior de Ω, se a bola aberta centrado em z0 e raio
r for um subconjunto de Ω, isto e´, D(z0; r) ⊂ Ω.
Designa-se por interior de Ω o conjunto de todos os pontos interiores do mesmo e e´
costume representa-lo por int(Ω).
Definic¸a˜o 1.1.4
Diz-se que o ponto z0 ∈ C e´ ponto exterior de Ω, se D(z0; r) ∩ Ω = ∅.
Designa-se por exterior de Ω o conjunto de todos os pontos exteriores do mesmo e e´
costume representa-lo por ext(Ω).
Definic¸a˜o 1.1.5
Diz-se que o ponto z0 ∈ C e´ ponto fronteiro de Ω se na˜o e´ ponto interior nem ponto
exterior de Ω. Por outras palavras se qualquer vizinhanc¸a de z0 contiver pontos tanto de
Ω, como do seu complementar.
Designa-se por fronteira de Ω o conjunto de todos os pontos fronteiro de Ω e representa-
se por fr(Ω) ou ∂Ω.
Definic¸a˜o 1.1.6
Diz-se que o ponto z0 ∈ C e´ ponto aderente a Ω, se D(z0; r) ∩ Ω 6= ∅.
O conjunto de todos os pontos aderentes de Ω chama-se fecho ou adereˆncia e representa-
se por Ω. Desse modo, por definic¸a˜o, tem-se que, Ω = int(Ω) ∪ fr(Ω).
Definic¸a˜o 1.1.7
Seja z0 ∈ Ω ⊂ C, diz-se que Ω e´ um conjunto aberto se Ω = int(Ω), um conjunto fechado
se Ω = Ω, um conjunto limitado se ∃r > 0 tal que, Ω ⊂ D(z0; r) e um conjunto compacto
se Ω for limitado e fechado.
Definic¸a˜o 1.1.8
Sejam A e B subconjuntos arbitra´rios de C, ambos disjuntos, ambos abertos ou ambos
fechados. Diz-se que Ω e´ conexo se na˜o e´ poss´ıvel escrever Ω = (Ω ∩A) ∪ (Ω ∩B), e e´ um
domı´nio se e´ um conjunto aberto e conexo.
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Definic¸a˜o 1.1.9
Sejam a, b ∈ R com a ≤ b. Chama-se curva ou linha em C, a qualquer aplicac¸a˜o cont´ınua
γ : [a, b] → C. Diz-se que a curva γ e´ fechada, se a origem e a extremidade da curva
coincidem, isto e´, γ(a) = γ(b).
Designa-se por equac¸a˜o parame´trica da curva, a equac¸a˜o γ(t) = x(t) + iy(t), t ∈ [a, b],
onde t denomina o paraˆmetro da curva γ. Diz-se que a curva γ e´ regular, se para t ∈ [a, b],
as func¸o˜es x(t) e y(t) teˆm derivada cont´ınua em [a, b]. A curva γ e´ seccionalmente regular
em [a, b] se existir uma decomposic¸a˜o neste intervalo, isto e´, para a = t0 < t1... < tk−1 <
tk = b tal que as restric¸o˜es γ|]tn,tn+1[, n = 0, 1, ..., k − 1, sa˜o curvas regulares.
O conjunto imagem de γ, ou seja, o contradomı´nio da aplicac¸a˜o chama-se caminho ou
trac¸o da curva γ e representa-se por tr(γ). O comprimento do trac¸o da curva γ representa-
se por
L(trγ) =
∫ b
a
|γ′(t)|dt.
Definic¸a˜o 1.1.10
Sejam γ1 e γ2 duas curvas seccionalmente regulares que se intersectam num ponto z, f(γ1) e
f(γ2) as imagens de γ1 e γ2 por uma aplicac¸a˜o f cont´ınua de domı´nio Ω do plano complexo
no plano complexo. Sejam ainda, θ1 e θ2 os aˆngulos entre o eixo real e as tangentes as
curvas γ1 e γ2 no ponto z, ϑ1 e ϑ2 os aˆngulos entre o eixo real e as tangentes as curvas
f(γ1) e f(γ2) no ponto w = f(z). A Figura 1.1 ilustra esta situac¸a˜o.
Figura 1.1: Ilustrac¸a˜o da transformac¸a˜o conforme
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Diz-se que a aplicac¸a˜o (transformac¸a˜o) f e´ localmente conforme se f transforma curvas
em curvas e preserva aˆngulos em valor absoluto e sentido em cada ponto de Ω, isto e´, se
ϑ2 − ϑ1 = θ2 − θ1. Diz-se que, f e´ conforme se f for localmente conforme e bijectiva em
Ω.
Vamos, de seguida definir mais alguns conceitos ba´sicos de ana´lise complexa, bem como
estabelecer o teorema de Weierstrass.
1.2 Teorema de Weierstrass
Comec¸a-se por definir o conceito de limite e continuidade de uma func¸a˜o complexa.
Definic¸a˜o 1.2.1
Sejam f : Ω ⊆ C → C e z0 ∈ Ω. Diz-se que o limite de f e´ A se pudermos tornar a
distaˆncia de f a A ta˜o pequena quanto se pretende quando tomamos z suficientemente
pro´ximo de z0 e escreve-se lim
z→z0
f(z) = A. Topolo´gicamente escreve-se,
∀ε > 0 ∃δ > 0 : 0 < |z − z0| < δ e z ∈ Ω⇒ |f(z)− A| < ε.
Definic¸a˜o 1.2.2
Sejam f : Ω ⊆ C→ C e z0 ∈ Ω. Diz-se que f e´ cont´ınua no ponto z0 se
∀ε > 0 ∃δ > 0 : |z − z0| < δ e z ∈ Ω⇒ |f(z)− f(z0)| < ε.
Com facilidade podemos mostrar que as propriedades das func¸o˜es cont´ınuas definidas
em subconjuntos de C, sa˜o ideˆnticas a`s propriedades das func¸o˜es reais, cont´ınuas definidas
em subconjuntos de R2.
No entanto, nem sempre e´ poss´ıvel transferir resultados de R2 directamente para C.
Com efeito, podemos fazer uma adaptac¸a˜o em alguns casos de resultados de um conjunto
para o outro. Por exemplo, um resultado importante a ter em mente neste trabalho, e´
o bem conhecido teorema de Weierstrass de func¸o˜es reais definidas em R2 . Segue-se, a
adaptac¸a˜o do mesmo em C.
Teorema 1.2.1 (De Weierstrass)
Sejam Ω ⊆ C compacto e f : Ω→ C uma func¸a˜o cont´ınua, enta˜o:
4
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i)
∣∣f ∣∣ e´ limitada em Ω.
ii)
∣∣f ∣∣ tem ma´ximo e mı´nimo em Ω, ou seja, existem za e zb pontos arbitra´rios de Ω
tais que
∣∣f(za)∣∣ = min
z∈Ω
∣∣f(z)∣∣ e ∣∣f(zb)∣∣ = max
z∈Ω
∣∣f(z)∣∣.
Como podemos constatar
∣∣f ∣∣ e´ encarado como se fosse uma func¸a˜o definida num sub-
conjunto de R2 com valores em R+0 e a limitac¸a˜o de f em Ω e´ vista como a limitac¸a˜o de∣∣f ∣∣ em Ω ([5]).
A demonstrac¸a˜o do Teorema de Weierstrass pode ser encontrado em ([14]).
A unificac¸a˜o dos conceitos de holomorfia e analiticidade, constitui um resultado chave
para os resultados mais a` frente. Assim, daremos eˆnfase a isso na seguinte secc¸a˜o.
1.3 Holomorfia e Analiticidade
Comecemos por estabelecer o significado dos termos holomorfia e analiticidade, bem
como, estabelecer a equivaleˆncia ou unificac¸a˜o dos mesmos, pois como veremos a seguir estes
dois conceitos esta˜o intimamente ligados, permitindo-nos assim relaciona-los facilmente.
Definic¸a˜o 1.3.1
Sejam Ω um domı´nio em C e f : Ω→ C uma func¸a˜o complexa. Diz-se que f e´ holomorfa
em z0 ∈ Ω se existe o limite,
lim
h→0
f(z0 + h)− f(z0)
h
. (1.1)
O limite em (1.1) e´ a derivada de f em z0 e representa-se por f
′(z0).
Como podemos notar, e´ evidente que a diferenciabilidade complexa corresponde a ho-
lomorfia, sendo que qualquer func¸a˜o e´ holomorfa no seu domı´nio quando e´ diferencia´vel
em todos os pontos desse domı´nio. Diz-se ainda, que f e´ inteira se e´ holomorfa em todo o
plano complexo ([1], [5], [15], [22]).
Definic¸a˜o 1.3.2
Sejam Ω um domı´nio em C e f : Ω→ C uma func¸a˜o complexa. Diz-se que f e´ anal´ıtica,
numa vizinhanc¸a de z0 ∈ Ω, se existe uma se´rie de poteˆncias com raio de convergeˆncia
r > 0 tal que, para todo z ∈ Ω e D(z0; r) = {z : |z − z0| < r}, f(z) =
∑+∞
n=0 an(z − z0)n,
onde an =
f (n)(z0)
n!
( [1], [5], [15], [22]).
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E´ de constatar que podemos estabelecer uma equivaleˆncia entre estes dois conceitos,
isto e´, holomorfia e analiticidade, pois as func¸o˜es definidas por se´ries de poteˆncias sa˜o
holomorfas, assim como toda func¸a˜o anal´ıtica tambe´m e´ holomorfa.
Na verdade, podemos estabelecer va´rias equivaleˆncias com abordagens diferentes a ho-
lomorfia como podemos verificar a seguir.
Sejam Ω um domı´nio em C e f : Ω → C uma func¸a˜o complexa. Enta˜o as seguintes
afirmac¸o˜es sa˜o equivalentes:
i) f e´ holomorfa em Ω.
ii) f = f(x+ iy) = u(x, y) + iv(x, y) e´ diferencia´vel real em ordem a x e y e satisfaz as
equac¸o˜es de Cauchy-Riemann: 
ux = vy
uy = −vx.
iii) f e´ localmente a soma de uma se´rie de poteˆncias.
iv) f e´ localmente integra´vel, isto e´, f e´ cont´ınua em Ω e permite uma primitiva local.
Podemos encontrar a demonstrac¸a˜o das equivaleˆncias (i, ii, iii e iv) em ([7], [11]).
Portanto, em geral quando falamos do princ´ıpio do mo´dulo ma´ximo ou de teoremas do
tipo Phragme´n-Lindelo¨f, a analiticidade ou qualquer outro termo equivalente usado para
as func¸o˜es em estudo, e´ o mesmo que a holomorfia dos mesmos nos seus domı´nios.
Todavia, e sem perda de generalidade, neste trabalho vamos adoptar o termo func¸a˜o
holomorfa no seu domı´nio, em detrimento de func¸a˜o anal´ıtica ou qualquer outro termo
equivalente acima mencionado.
Relembremos a seguir, a propriedade do valor me´dio.
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1.4 Propriedade do valor me´dio
Teorema 1.4.1 (Do valor me´dio)
Sejam Ω um domı´nio em C e f : Ω → C uma func¸a˜o holomorfa. Diz-se que f goza da
propriedade do valor me´dio se ∀z ∈ Ω existe r > 0 tal que,
f(z) =
1
2pi
∫ 2pi
0
f(z + reiθ)dθ.
Demonstrac¸a˜o:
Pela fo´rmula de integral de Cauchy ([4]) sabemos que:
f(z) =
1
2pii
∫
∂D(z0;r)
f(ξ)
ξ − zdξ, (1.2)
e em particular, se z = z0, ficamos com:
f(z0) =
1
2pii
∫
|ξ−z0|=r
f(ξ)
ξ − z0dξ. (1.3)
Com uma parametrizac¸a˜o de |ξ − z0| = r temos que, ξ = z0 + reiθ onde 0 ≤ θ ≤ 2pi.
Fazendo uma mudanc¸a de varia´vel na expressa˜o (1.3), obtemos
f(z0) =
1
2pi
∫ 2pi
0
f(z0 + re
iθ)dθ. (1.4)
A expressa˜o (1.4) fornece-nos o valor de f no ponto central z0, ou seja, e´ o valor me´dio
de g(θ) = f(z0 + re
iθ) (θ ∈ [0 2pi]) na circunfereˆncia ∂D(z0; r) = |ξ − z0| = r e e´ indepen-
dente do raio r ([11]). 
Para finalizar este cap´ıtulo, consideremos dois teoremas importantes neste trabalho.
1.5 Teorema da identidade e desigualdade de Cauchy
O teorema da identidade, bem como a desigualdade de Cauchy constituem ferramen-
tas importantes neste trabalho. Atrave´s dos seus resultados, e´ poss´ıvel tirar concluso˜es
interessantes referentes ao estudo do princ´ıpio do mo´dulo ma´ximo.
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Enuncie-se, enta˜o o teorema da identidade e de seguida a desigualdade de Cauchy.
Teorema 1.5.1 (Teorema da Identidade)
Sejam f e g duas func¸o˜es holomorfas no domı´nio Ω. Enta˜o as seguintes afirmac¸o˜es sa˜o
equivalentes:
i) f ≡ g.
ii) Existe um conjunto infinito de pontos S ⊂ Ω com (pelo menos) um ponto de acu-
mulac¸a˜o em Ω onde f e g coincidem.
Demonstrac¸a˜o:
i) Seja a um ponto de acumulac¸a˜o de S. Enta˜o existem uma sucessa˜o {zn} e um r > 0
tal que zn → a
n→∞
em D(a; r). Defina-se f e g da seguinte forma:
f(z) = a0 + a1(z − a) + a2(z − a)2 + ...
g(z) = b0 + b1(z − a) + b2(z − a)2 + ...
e seja ainda f(zn) = g(zn). Seguidamente, por continuidade de g e f (sa˜o func¸o˜es holo-
morfas) ([16]), obte´m-se f(a) = g(a), isto e´, a0 = b0 (ver Figura 1.2).
Portanto, segue-se que,
a1(z−a)+a2(z−a)2+... = b1(z−a)+b2(z−a)2+...⇔ a1+a2(z−a)+... = b1+b2(z−a)+...,
como zn → a
n→∞
em D(a; r) enta˜o a1 = b1.
Replicando o processo, ao fim de k vezes conclui-se que
ak = bk, (k = 0, 1, 2, ...).
Assim, f(z) = g(z) em D(a; r) ⊂ Ω.
ii) Seja z∗ um ponto arbitra´rio de S ⊂ Ω e L uma curva cont´ınua. Enta˜o continuando
o mesmo processo descrito em (i) ao longo da curva L como representada na figura 1.3,
e´ poss´ıvel chegar a f(z∗) = g(z∗). Como z∗ e´ arbitra´rio, conclu´ımos que f ≡ g em Ω
([18]). 
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Figura 1.2: Ilustrac¸a˜o da convergeˆncia de zn para o ponto a
Figura 1.3: Ilustrac¸a˜o da continuidade da curva L
O resultado anterior garante-nos que, uma func¸a˜o holomorfa num domı´nio, so´ e´ de-
terminada pelos seus valores em qualquer conjunto que tenha pelo menos um ponto de
acumulac¸a˜o (limite) no seu domı´nio de holomorfia. Isto implica que uma func¸a˜o holomorfa
f em Ω e igual a zero num subconjunto aberto e conexo e´ identicamente zero em Ω. Assim,
se uma func¸a˜o e´ holomorfa num subconjunto de Ω, onde esta na˜o e´ identicamente nula,
enta˜o existem zeros isolados da mesma. Analogamente, se f e´ igual a uma constante C
num subdomı´nio D de Ω, enta˜o f e´ igual a constante C em todo o Ω.
Teorema 1.5.2 (Desigualdade de Cauchy)
Sejam f uma func¸a˜o holomorfa no disco fechado {z : |z − z0| ≤ r} e δ tal que 0 < δ ≤ r.
A func¸a˜o f e suas derivadas satisfazem a desigualdade
|f (n)(z)| ≤ r · n!
δn+1
·M (n = 0, 1, 2, ...),
9
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para qualquer z : |z − z0| ≤ r − δ e onde M = max|f(ξ)|
|ξ−z0|=r
.
Demonstrac¸a˜o:
Da relac¸a˜o de func¸o˜es holomorfas e se´ries de poteˆncias ([18]), sabe-se que no disco
D(z0; r) podemos estabelecer a seguinte igualdade:
f (n)(z0) =
n!
2pii
∫
∂D(z0;r)
f(ξ)
(ξ − z)n+1dξ. (1.5)
Figura 1.4: Disco de raio r centrado em z0
Da Figura 1.4 podemos enta˜o estabelecer as seguintes desigualdades:
|z − z0| ≤ r − δ
⇒ |ξ − z| ≥ δ
⇒ |f (n)(z)| ≤ n!
2pi
· 2pir · 1
δn+1
·M ⇔ |f (n)(z)| ≤ r · n!
δn+1
·M (n = 0, 1, 2, ...), (1.6)
uma vez que max
γ
|f(ξ)|
|ξ−z|n+1 ≤ Mδn+1 e 2pir = L(trγ) (comprimento da circunfereˆncia na figura
1.4 representada por uma curva qualquer γ) ([15], [21], [25], [26])). 
Da desigualdade (1.6) podemos tirar algumas consequeˆncias. Por exemplo, fazendo
δ = r e z = z0 sai que,
|f (n)(z0)| ≤ n!
rn
·M, (n = 0, 1, 2, ...), (1.7)
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e para a se´rie de poteˆncias convergente f(z) =
∑∞
n=0 an(z − z0)n obte´m-se,
|an| = |f
(n)(z0)|
n!
≤ M
rn
([18]). (1.8)
Uma vez esclarecidos alguns conceitos, passemos ao cap´ıtulo central sobre o princ´ıpio
do mo´dulo ma´ximo.
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Cap´ıtulo 2
Princ´ıpio do mo´dulo ma´ximo e
me´todos da sua demonstrac¸a˜o
No presente cap´ıtulo pretende-se dar uma visa˜o global do princ´ıpio do mo´dulo ma´ximo.
Neste sentido, sera˜o apresentadas algumas variac¸o˜es deste mesmo princ´ıpio, em concreto, no
que diz respeito a enunciados e suas demonstrac¸o˜es. Genericamente falando, o enunciado do
princ´ıpio do mo´dulo ma´ximo garante-nos que, sendo uma func¸a˜o holomorfa num domı´nio
limitado e cont´ınua na sua fronteira, o ma´ximo do mo´dulo da func¸a˜o, nunca pode ser
atingido no interior do referido domı´nio, mas sim, so´ na sua fronteira.
Portanto, estamos a afirmar que uma func¸a˜o nas condic¸o˜es acima mencionadas e´ cons-
tante, ou, para qualquer ponto arbitra´rio pertencente ao interior do seu domı´nio, existem
pontos na sua vizinhanc¸a tais que, o mo´dulo da func¸a˜o tem valores maiores nesses pontos.
Como anteriormente foi referido na introduc¸a˜o, e´ objectivo neste cap´ıtulo efectuar um
estudo do princ´ıpio do mo´dulo ma´ximo de func¸o˜es holomorfas em domı´nios limitados, sendo
este generalizado no cap´ıtulo 3, onde expandimos este princ´ıpio a func¸o˜es holomorfas em
domı´nios ilimitados. Estas generalizac¸o˜es sa˜o conhecidas como teoremas de tipo Phragme´n-
Lindelo¨f.
2.1 Princ´ıpio do mo´dulo ma´ximo, versa˜o 1
A primeira versa˜o do princ´ıpio do mo´dulo ma´ximo, baseia-se na aplicac¸a˜o da proprie-
dade do valor me´dio, que resultou da representac¸a˜o integral de Cauchy.
Teorema 2.1.1
Sejam Ω um domı´nio limitado em C e f : Ω → C uma func¸a˜o holomorfa e cont´ınua na
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fronteira ∂Ω de Ω. Se existir um ponto z0 ∈ int(Ω) tal que |f(z0)| ≥ |f(z)| ∀z ∈ Ω, enta˜o∣∣f ∣∣ e´ constante em Ω. Caso contra´rio, o ponto z0 onde f assume seu ma´ximo, e´ um ponto
da fronteira, isto e´, z0 ∈ ∂Ω
Demonstrac¸a˜o:
Por hipo´tese, f e´ cont´ınua em Ω e pelo teorema de Weierstrass temos a garantia da
existeˆncia de um valor ma´ximo de
∣∣f(z)∣∣. Portanto, existe um qualquer z0 ∈ Ω, tal que,∣∣f(z0)∣∣ ≥ ∣∣f(z)∣∣ ∀z ∈ Ω.
Mostremos que, existe um ponto z0 ∈ int(Ω) com |f(z0)| ≥ |f(z)|, para todo z ∈ Ω
significa que f(z) = const. Caso contra´rio, o teorema de Weierstrass implica imediatamente
que o ma´ximo do mo´dulo e´ atingido na fronteira.
Pela propriedade do valor me´dio, ∀z0 ∈ int(Ω) existe um r > 0 tal que D(z0; r) ⊂ Ω,
enta˜o
f(z0) =
1
2pi
∫ 2pi
0
f(z0 + re
iθ)dθ.
Por conseguinte, ∣∣f(z0)∣∣ ≤ 1
2pi
∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ,
ou seja,
2pi|f(z0)| ≤
∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ.
Atendendo a que
∣∣f(z0)∣∣ e´ o valor ma´ximo de ∣∣f(z)∣∣ ∀z ∈ Ω, segue-se que
∣∣f(z0 + reiθ)∣∣ ≤ ∣∣f(z0)∣∣ ∀ θ ∈ [0, 2pi],
portanto,
2pi
∣∣f(z0)∣∣ ≤ ∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ ≤ ∫ 2pi
0
∣∣f(z0)∣∣dθ = 2pi∣∣f(z0)∣∣,
onde conclui-se que, ∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ = 2pi∣∣f(z0)∣∣. (2.1)
Nas condic¸o˜es estabelecidas pelo teorema, falta-nos mostrar que,
∣∣f(z0 + reiθ)∣∣ = ∣∣f(z0)∣∣ ∀θ ∈ [0, 2pi], (2.2)
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isto e´,
∣∣f ∣∣ e´ constante na circunfereˆncia ∣∣z − z0∣∣ = r. Para tal, admita-se que existe um
ponto da circunfereˆncia onde,
∣∣f ∣∣ na˜o assume o valor ∣∣f(z0)∣∣, ou seja,
∃ α ∈ [0, 2pi] : ∣∣f(z0 + reiα)∣∣ < ∣∣f(z0)∣∣
em concreto, para certo ε > 0 tem-se,
∣∣f(z0 + reiα)∣∣ < ∣∣f(z0)∣∣− ε.
Seja δ > 0 tal que [α−δ, α+δ] ⊂ ]0, 2pi[ e ∣∣f(z0 + reiα)∣∣ ≤ ∣∣f(z0)∣∣−ε em [α−δ, α+δ].
Enta˜o,
∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ = ∫ α−δ
0
∣∣f(z0 + reiθ)∣∣dθ + ∫ α+δ
α−δ
∣∣f(z0 + reiθ)∣∣dθ +
+
∫ 2pi
α+δ
∣∣f(z0 + reiθ)∣∣dθ
≤ ∣∣f(z0)∣∣(α− δ) + (∣∣f(z0)∣∣− ε)[(α + δ)− (α− δ)] +
+
∣∣f(z0)∣∣[2pi − (α + δ)]
= 2pi
∣∣f(z0)∣∣− 2εδ.
Como εδ > 0 conclu´ımos que,∫ 2pi
0
∣∣f(z0 + reiθ)∣∣dθ 6= 2pi∣∣f(z0)∣∣, (2.3)
o que contradiz o que hav´ıamos estabelecido em (2.1).
Assim, para qualquer ponto da circunfereˆncia
∣∣z − z0∣∣ = r,∣∣f(z0 + reiθ)∣∣ = ∣∣f(z0)∣∣ ∀ θ ∈ [0, 2pi], (2.4)
isto e´, |f | e´ constante em qualquer ponto da circunfereˆncia como pretend´ıamos.
Falta mostrarmos que o ma´ximo do mo´dulo em todo Ω e´ constante. Para isto, seja w
um ponto qualquer de Ω e γ : [0, 1]→ Ω ⊂ C uma curva que une z0 a w, isto e´, γ(0) = z0
e γ(1) = w.
Se
∣∣f(w)∣∣ = ∣∣f(γ(1))∣∣ < ∣∣f(z0)∣∣, seja t∗ = sup{t > 0 : ∣∣f(γ(t))∣∣ = ∣∣f(z0)∣∣}. Enta˜o, para
0 < t∗ < 1 e por continuidade temos que,
∣∣f(γ(t∗))∣∣ = ∣∣f(z0)∣∣ e o mesmo numa vizinhanc¸a
14
Cap 2. Princ´ıpio do mo´dulo ma´ximo
de γ(t∗). Conclu´ımos assim, que na˜o existe z0 ∈ Ω tal que
∣∣f(z0)∣∣ seja o valor ma´ximo de∣∣f ∣∣, ou seja, e´ sempre constante. Mas pelo teorema de Weierstrass, o ma´ximo existe e tem
que ser atingido na fronteira de Ω como pretend´ıamos ([5]). 
O teorema que acabamos de demonstrar acima, resume praticamente toda a teoria por
detra´s do princ´ıpio do mo´dulo ma´ximo. Outras verso˜es do teorema enunciam o mesmo
resultado, mas de forma variada com condic¸o˜es acrescidas ou na˜o.
Por exemplo, uma outra maneira de enunciar o princ´ıpio do mo´dulo ma´ximo consiste
em admitir que a func¸a˜o |f | na˜o tem ma´ximo em Ω, a na˜o ser que, f seja constante em Ω.
Vejamos, a seguir a demonstrac¸a˜o da segunda versa˜o que usa outros argumentos.
2.2 Princ´ıpio do mo´dulo ma´ximo, versa˜o 2
Como anteriormente vimos, se tivermos, Ω um domı´nio em C, f : Ω → C uma func¸a˜o
holomorfa, enta˜o se existir um r > 0 e D(z0; r) ⊂ Ω, pela propriedade do valor me´dio,
podemos estabelecer que
f(z0) =
1
2pi
∫ 2pi
0
f(z0 + re
iθ)dθ. (2.5)
Portanto,
|f(z0)| ≤ 1
2pi
∫ 2pi
0
|f(z0 + reiθ)|dθ. (2.6)
Tendo em conta o que anteriormente foi dito, passamos a enunciar a segunda versa˜o do
princ´ıpio do mo´dulo ma´ximo:
Teorema 2.2.1
Sejam Ω um domı´nio em C e f : Ω→ C uma func¸a˜o holomorfa. Enta˜o ∀z ∈ Ω, a menos
que f(z) seja constante em Ω, |f(z)| na˜o assume ma´ximo em Ω.
Demonstrac¸a˜o:
Admita-se que o ma´ximo de f(z) e´ M e e´ atingido em z = z0 ∈ int(Ω). Pretendemos
mostrar que f(z) (nesse caso o mesmo que |f(z)|) e´ constante em Ω. Escolhendo r, tal que
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D(z0; r) ⊂ Ω, enta˜o por (2.6) tem-se,
1
2pi
∫ 2pi
0
(M − ∣∣f(z0 + reiθ)∣∣)dθ ≤M − ∣∣f(z0)∣∣ = 0.
Seja M − |f(z0 + reiθ)| uma func¸a˜o cont´ınua de θ satisfazendo M − |f(z0 + reiθ)| ≥ 0.
Escolhendo ε > 0 tal que D(z0; r) ⊂ Ω, enta˜o |f(z0 + reiθ)| = M para todo z0 + reiθ com
0 < r < ε, isto e´, |f(z)| = M em D(z0; ε).
Seja Υ = {z ∈ Ω : |f(z)| = M}. Se z0 ∈ Υ, enta˜o existe um ε > 0 tal que D(z0; ε) ⊂ Υ,
portanto Υ e´ aberto.
Por outro lado, uma vez que |f(z)| e´ uma func¸a˜o cont´ınua de z, Υ tambe´m e´ fechado.
Uma vez que Ω e´ um domı´nio, conclu´ımos que Ω = Υ, isto e´, |f(z)| = M ∀z ∈ Ω.
Se M = 0, nada se pode fazer. Enta˜o assuma-se que M > 0. Fazendo f(z) = f(x+iy) =
u(x, y) + iv(x, y), ficamos com u2 + v2 = |f(z)|2 = M2 em Ω, de onde sai que
uux + vvx =
1
2
∂
∂x
(u2 + v2) = 0, (2.7)
uuy + vvy =
1
2
∂
∂y
(u2 + v2) = 0. (2.8)
Combinando as equac¸o˜es em (2.7) e (2.8) com as de Cauchy-Riemann, isto e´, ux = vy
e uy = −vx ([16]), obtemos dois sistemas de equac¸o˜es. Um com inco´gnitas ux e uyuux − vuy = 0vux + uuy = 0 (2.9)
e outro com inco´gnitas vx e vy vvx − uvy = 0−uvx + vvy = 0. (2.10)
Representando os sistemas de equac¸o˜es (2.9) e (2.10) matricialmente, temos respecti-
vamente (
u −v
v u
)
·
(
ux
uy
)
=
(
0
0
)
(2.11)
e (
v u
−u v
)
·
(
vx
vy
)
=
(
0
0
)
. (2.12)
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Como ∣∣∣∣∣u −vv u
∣∣∣∣∣ = u2 + v2 = M2 > 0⇒ ux = uy = 0⇒ u = const
e ∣∣∣∣∣ v u−u v
∣∣∣∣∣ = u2 + v2 = M2 > 0⇒ vx = vy = 0⇒ v = const.
Desse modo, f(z) = u+ iv tem que ser constante como pretend´ıamos ([12]). 
Resumindo, o mo´dulo de func¸o˜es holomorfas e na˜o constantes definidas em domı´nios
limitados, na˜o pode atingir ma´ximos no interior destes domı´nios.
Referimos de seguida a demonstrac¸a˜o de uma terceira versa˜o do princ´ıpio do mo´dulo
ma´ximo, usando se´ries de poteˆncias e uma fo´rmula de Gutzmer ([21]) pouco conhecida.
2.3 Princ´ıpio do mo´dulo ma´ximo, versa˜o 3
Para demonstrar o princ´ıpio do mo´dulo ma´ximo atrave´s de se´ries de poteˆncias teremos
de recorrer antes a dois resultados que apresentamos de seguida.
Sejam Ω um domı´nio em C, f : Ω → C uma func¸a˜o holomorfa e r > 0. Consideremos
a parametrizac¸a˜o da circunfereˆncia |z − z0| = r, dado por z = z0 + reiθ com 0 ≤ θ ≤ 2pi.
Assim, substituindo z = z0 + re
iθ na func¸a˜o de se´rie de poteˆncias
f(z) =
∞∑
n=0
an(z − z0)n
obtemos a func¸a˜o de se´rie trigonome´trica
f(z0 + re
iθ) =
∞∑
n=0
an(re
iθ)
n
=
∞∑
n=0
anr
neiθn. (2.13)
Por conseguinte, a se´rie
∑∞
n=0 anr
nei(n−m)θ obtida atrave´s da multiplicac¸a˜o de (2.13)
com e−imθ converge uniformemente para a func¸a˜o f(z0 + reiθ)e−imθ no intervalo [0, 2pi].
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Isto permite uma integrac¸a˜o termo a termo ([8]), o que resulta em
1
2pi
∫ 2pi
0
f(z0 + re
iθ)e−imθdθ =
∞∑
n=0
anr
n 1
2pi
∫ 2pi
0
ei(n−m)θdθ. (2.14)
Ora, enta˜o para um R qualquer tal que 0 < r < R e f(z) =
∑∞
n=0 an(z − z0)n para
z ∈ D(z0;R) a igualdade (2.14) resume-se na seguinte igualdade:
anr
n =
1
2pi
∫ 2pi
0
f(z0 + re
iθ)e−inθdθ n ∈ N, (2.15)
pois,
1
2pi
∫ 2pi
0
ei(n−m)θdθ =
{
1, se n = m
0, se n 6= m.
Notemos que este tratamento da se´rie de poteˆncias relembra alguns factos sobre a or-
togonalidade em espac¸os vectoriais de func¸o˜es, usados na teoria das se´ries de Fourier.
Partindo dos resultados apresentados ate´ agora, vamos demonstrar a fo´rmula de Gutz-
mer, e de seguida estabelecer a sua ligac¸a˜o com o princ´ıpio do mo´dulo ma´ximo ([21]).
Teorema 2.3.1 (Fo´rmula de Gutzmer)
Sejam f(z) =
∑∞
n=0 an(z − z0)n com 0 < r < R, z ∈ D(z0;R) e M = max|f(z)|
|z−z0|=r
. Enta˜o e´
va´lida a fo´rmula de Gutzmer
∞∑
n=0
|an|2r2n = 1
2pi
∫ 2pi
0
|f(z0 + reiθ)|2dθ ≤M2.
Demonstrac¸a˜o:
Por definic¸a˜o de conjugado complexo segue-se
f(z0 + reiθ) =
∞∑
n=0
anr
ne−inθ. (2.16)
Temos ainda,
f(z0 + reiθ)f(z0 + re
iθ) = |f(z0 + reiθ)|2. (2.17)
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De (2.16) e (2.17) resulta que
|f(z0 + reiθ)|2 =
∞∑
n=0
anr
nf(z0 + re
iθ)e−inθ, (2.18)
onde a se´rie em (2.18) converge uniformemente no intervalo [0, 2pi].
Mas enta˜o, integrando termo a termo (2.18) ([8]) obtemos
1
2pi
∫ 2pi
0
|f(z0 + reiθ)|2dθ =
∞∑
n=0
anr
n 1
2pi
∫ 2pi
0
f(z0 + re
iθ)e−inθdθ,
e por (2.15) conclui-se
∞∑
n=0
anr
n 1
2pi
∫ 2pi
0
f(z0 + re
iθ)e−inθdθ =
∞∑
n=0
anr
nanr
n =
∞∑
n=0
|an|2r2n. (2.19)
Como M = max|f(z)|
|z−z0|=r
, logo
∑∞
n=0 |an|2r2n = 12pi
∫ 2pi
0
|f(z0 + reiθ)|2dθ ≤ M2, como
pretend´ıamos ([21]). 
Da fo´rmula de Gutzmer, podem obter-se alguns resultados interessantes relacionados
com o princ´ıpio do mo´dulo ma´ximo. Por exemplo notemos que particularizando a desi-
gualdade
∞∑
n=0
|an|2r2n ≤M2, (2.20)
ficamos com a seguinte expressa˜o
|an|2r2n ≤M2. (2.21)
Consequentemente,
|an|2 ≤ M
2
r2n
⇒ |an| ≤ M
rn
, (2.22)
que e´ exactamente a desigualdade de Cauchy, conforme vimos nos preliminares no Teorema
1.5.2.
Outro resultado directo e´ o pro´prio princ´ıpio do mo´dulo ma´ximo, como se pode notar
no teorema a seguir.
Teorema 2.3.2
19
Cap 2. Princ´ıpio do mo´dulo ma´ximo
Sejam Ω um domı´nio em C, z0 ∈ Ω arbitra´rio e f : Ω→ C uma func¸a˜o holomorfa. Enta˜o
f e´ constante em Ω, ou cada vizinhanc¸a de z0 conte´m um ponto z1 tal que |f(z0)| ≤ |f(z1)|,
isto e´, f e´ constante ou |f | na˜o tem ma´ximo local para qualquer ponto no interior de Ω.
Demonstrac¸a˜o:
Assuma-se que existe um R > 0 tal que D(z0;R) ⊂ Ω e |f(z)| ≤ |f(z0)|, ∀z ∈ D(z0;R).
Representando f(z) pela se´rie de Taylor, tem-se
f(z) =
∞∑
n=0
an(z − z0)n.
Logo, para todo r < R e usando a fo´rmula de Gutzmer sai que
∞∑
n=0
|an|2r2n ≤ |f(z0)|2 = |a0|2. (2.23)
Consequentemente, por (2.23) a1 = a2 = a3 = ... = an = ... = 0 e f(z) = f(z0) = a0
no disco D(z0;R) contido em Ω. Mas, como D(z0;R) e´ um subconjunto de Ω, por um
resultado do teorema 1.5.1 (teorema da identidade) conclu´ımos que f e´ constante em Ω
([22]). 
Tal como nas verso˜es anteriores, esta versa˜o do princ´ıpio do mo´dulo ma´ximo, garante-
nos que func¸o˜es na˜o constantes holomorfas em domı´nios limitados, na˜o podem alcanc¸ar
ma´ximos no interior destes domı´nios.
Este facto, tambe´m e´ reforc¸ada na quarta versa˜o do princ´ıpio do mo´dulo ma´ximo, onde
analogamente usamos se´ries de poteˆncias na sua demonstrac¸a˜o, no entanto, e´ totalmente
diferente como veremos.
2.4 Princ´ıpio do mo´dulo ma´ximo, versa˜o 4
A presente secc¸a˜o, tem como objectivo demonstrar o princ´ıpio do mo´dulo ma´ximo, utili-
zando uma outra te´cnica pouco conhecida baseada em propriedades de se´ries de poteˆncias.
Salienta-se que nesta versa˜o a demonstrac¸a˜o e´ feita por reduc¸a˜o ao absurdo, como podemos
constatar a seguir.
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Teorema 2.4.1
Sejam Ω um domı´nio limitado em C e f : Ω → C uma func¸a˜o holomorfa em Ω. Enta˜o
|f(z)| na˜o pode atingir o seu ma´ximo em nenhum ponto interior de Ω, excepto no caso em
que f(z) e´ constante.
Demonstrac¸a˜o:
A demonstrac¸a˜o e´ feita por reduc¸a˜o ao absurdo. Por isso, suponhamos que f(z) na˜o
e´ constante e que em z0 ∈ int(Ω) e´ igual a f(z0) = a0 6= 0. Ale´m disso, suponhamos que
∀z ∈ Ω, |f(z)| ≤ a0.
Escolhemos ε > 0 e ∀z ∈ Ω, na vizinhanc¸a de z0 : |z − z0| < ε, e seja
f(z) = a0 + ak(z − z0)k + ak+1(z − z0)k+1 + ..., onde ak 6= 0.
Obte´m-se,
f(z) = a0 + ak(z − z0)k + (z − z0)k
[
ak+1(z − z0) + ak+2(z − z0)2 + ...
]︸ ︷︷ ︸
pz
. (2.24)
Consideremos uma vizinhanc¸a de z0 D(z0; δ), com 0 < δ < ε, |pz| < 12 |ak|.
Seja ainda, θ = arg a0
ak
, onde 0 ≤ arg a0
ak
< 2pi. Enta˜o para algum ξ na vizinhanc¸a
D(z0; δ), com ξ = z0 + δe
i θ
k temos que arg(ξ − z0) = θk .
Adicionalmente, temos
arg
[
ak(ξ − z0)k
]
= arg ak + k arg(ξ − z0) = arg ak + arg a0
ak
= arg a0,
e ao longo do raio correspondente arg a0 temos
|a0 + ak(ξ − z0)k| = |a0|+ |ak||ξ − z0|k. (2.25)
Assim,
|f(ξ)| = |a0 + ak(ξ − z0)k + ak+1(ξ − z0)k+1 + ...| (2.26)
≥ |a0 + ak(ξ − z0)k| − |ak+1(ξ − z0)k+1 + ...|︸ ︷︷ ︸
pξ
. (2.27)
Observemos que pξ = |(ξ − z0)k|| ak+1(ξ − z0) + ak+2(ξ − z0)2 + ...︸ ︷︷ ︸
< 1
2
|ak|
|.
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Enta˜o, por (2.25) e (2.27) temos
|f(ξ)| > |a0|+ |ak|δk − δk| ak+1(ξ − z0) + ak+2(ξ − z0)2 + ...︸ ︷︷ ︸
< 1
2
|ak|
| (2.28)
> |a0|+ |ak|δk − δk 1
2
|ak| = |a0|+ 1
2
|ak|δk. (2.29)
Sendo assim, conclu´ımos que |f(ξ)| > |a0| = f(z0), o que e´ uma contradic¸a˜o, pois es-
tamos a afirmar que na vizinhanc¸a do ma´ximo existe um elemento maior que o pro´prio
ma´ximo ([20]). 
A demonstrac¸a˜o do princ´ıpio do mo´dulo ma´ximo, na quinta versa˜o e´ de cara´cter topo-
lo´gico e baseia-se no teorema da aplicac¸a˜o aberta.
2.5 Princ´ıpio do mo´dulo ma´ximo, versa˜o 5
Nesta secc¸a˜o iremos dar continuidade ao estudo do princ´ıpio do mo´dulo ma´ximo, para
tal, usaremos como ferramenta alguns resultados.
Para comec¸ar segue-se o primeiro resultado.
Lema 2.5.1
Seja f uma func¸a˜o holomorfa em D(z0; r). Se
|f(z0)| < min|ξ−z0|=r|f(ξ)|,
enta˜o f possui um zero em D(z0; r).
Demonstrac¸a˜o:
Suponhamos, por reduc¸a˜o ao absurdo, que a func¸a˜o f na˜o possui nenhum zero em
D(z0; r). Enta˜o, a func¸a˜o g(z) =
1
f(z)
e´ holomorfa em D(z0; r). Consideremos a desigual-
dade de Cauchy para n = 0,
|g(z0)| ≤ max|ξ−z0|=r|g(ξ)| , (2.30)
isto e´,
|g(z0)| = 1|f(z0)| ≤ max|ξ−z0|=r
1
|f(ξ)| =
1
min
|ξ−z0|=r
|f(ξ)| . (2.31)
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Da expressa˜o (2.31) conclui-se que,
min
|ξ−z0|=r
|f(ξ)| ≤ |f(z0)| , (2.32)
que e´ uma contradic¸a˜o. Portanto, f possui um zero no disco D(z0; r) ([21]). 
Uma consequeˆncia evidente do Lema 2.5.1, e´ que, sendo f uma func¸a˜o holomorfa em
D(z0; r) e sendo d ∈ C uma constante arbitra´ria, se
|f(z0)− d| < min|ξ−z0|=r|f(ξ)− d| , (2.33)
enta˜o f e´ igual a d pelo menos num ponto z∗ em D(z0; r). Isso e´ o´bvio, basta aplicar o
lema 2.5.1para a func¸a˜o g(z) = f(z)− d.
Teorema 2.5.1 (Teorema da aplicac¸a˜o aberta)
Seja f uma func¸a˜o holomorfa e na˜o constante no domı´nio Ω, enta˜o a imagem de Ω, isto
e´, f(Ω), tambe´m e´ um domı´nio.
Demonstrac¸a˜o:
Para demonstrar este teorema basta mostrarmos que a imagem de Ω, f(Ω) e´ um con-
junto conexo e aberto, que na verdade e´ a definic¸a˜o de um domı´nio como vimos nos preli-
minares.
i) Sejam w1, w2 ∈ f(Ω) e z1, z2 ∈ Ω arbitra´rios, tais que w1 = f(z1), w2 = f(z2) e γ
uma curva (caminho) em Ω que liga z1 com z2.
Como por hipo´tese f e´ holomorfa logo e´ cont´ınua, por isso
γ1 = f ◦ γ ⊂ f(Ω) (2.34)
e´ um caminho que liga w1 com w2. Portanto, f(Ω) e´ conexo. Falta mostrar que f(Ω) e´
aberto.
ii) Sejam w0 ∈ f(Ω) e z0 ∈ Ω arbitra´rios, tal que f(z0) = w0. Seja ainda, z0 um zero
da func¸a˜o holomorfa g(z) = f(z)− w0.
Como sabemos, existe um r > 0 tal que z0 e´ o u´nico ponto em |z − z0| ≤ r onde
f(z0) = w0, ou seja, a func¸a˜o g tem zeros isolados (consequeˆncia do teorema da identidade).
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Figura 2.1: Imagem de f(z0) = w0
Por conseguinte, usando o Lema 2.5.1, sabemos que
0 < µ = min
|z−z0|=r
|f(z)− w0| = min|z−z0|=r|g(z)| . (2.35)
Consideremos
Vµ = {w : |w − w0| < µ
2
} , (2.36)
isto e´, uma vizinhanc¸a de w0 em f(Ω). Seja w1 ∈ Vµ arbitra´rio, enta˜o
f(z)− w1 = f(z)− w0 + (w0 − w1). (2.37)
Sendo assim, pelas expresso˜es (2.35), (2.36) e (2.37), deduzimos que,
|f(z)− w1| ≥
∣∣∣|f(z)− w0| − |w0 − w1|∣∣∣ > µ− µ
2
=
µ
2
. (2.38)
Tendo em conta que,
|f(z0)− w1| = |w0 − w1| < µ
2
, (2.39)
obtemos que,
|f(z0)− w1| < µ
2
= min
|z−z0|=r
|f(z)− w1| . (2.40)
Aplicando o Lema 2.5.1, sabemos que existe um ponto z∗ em |z − z0| < r tal que
f(z∗) = w1, ou seja, z∗ e´ zero da func¸a˜o g(z) = f(z) − w1, isto e´, w1 ∈ f(Ω). Uma vez
que, w1 e´ um ponto arbitra´rio de Vµ, conclu´ımos que, Vµ ⊂ f(Ω) logo, f(Ω) e´ aberto, como
pretend´ıamos demonstrar ([1], [3], [21]). 
Estamos agora em condic¸o˜es de demonstrar o princ´ıpio do mo´dulo ma´ximo, usando o
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teorema da aplicac¸a˜o aberta.
Teorema 2.5.2 (Princ´ıpio do mo´dulo ma´ximo)
Sejam Ω um domı´nio e f : Ω ⊆ C → C uma func¸a˜o holomorfa. Se |f | tem um ma´ximo
local em z0 ∈ Ω, enta˜o f e´ constante em Ω. Se Ω e´ um domı´nio limitado e f e´ cont´ınua
em Ω, enta˜o o ma´ximo de |f | em Ω e´ atingida em ∂Ω, isto e´,
|f(z)| ≤ max
ξ∈∂Ω
|f(ξ)| .
Demonstrac¸a˜o:
Suponhamos que f na˜o e´ constante.
Figura 2.2: Ilustrac¸a˜o da aplicac¸a˜o aberta
Tendo em conta a definic¸a˜o de Vµ usada no Teorema 2.5.1 (da aplicac¸a˜o aberta), enta˜o
existe um w1 e um Vµ(w0) tal que, |w1| > |w0|. Tambe´m existe z∗ ∈ D(z0; r) tal que,
f(z∗) = w1. Com efeito, se |f(z0)| ≥ |f(z)| em D(z0; r), temos neste caso um ma´ximo
local, enta˜o, isto implica que |f(z0)| = |w0| < |f(z∗)| ≤ |f(z0)|. Portanto, f na˜o pode ser
na˜o constante.
Demonstremos a segunda parte do teorema. Suponhamos que f na˜o e´ constante, mas
cont´ınua em Ω, enta˜o na˜o existe um ponto z∗ ∈ Ω tal que f(z∗) = max
z∈Ω
|f(z)|. Por outro
lado, |f(z)| e´ cont´ınua e o seu ma´ximo deve ser atingido em Ω = Ω∪ ∂Ω. Por conseguinte,
conclu´ımos que max
z∈Ω
|f(z)| = max
ξ∈∂Ω
|f(ξ)|, como pretend´ıamos demonstrar ([1], [21]). 
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A seguir, apresenta-se a u´ltima versa˜o do princ´ıpio do mo´dulo ma´ximo.
2.6 Princ´ıpio do mo´dulo ma´ximo, versa˜o 6
Teorema 2.6.1
Sejam Ω um domı´nio limitado em C e f : Ω → C uma func¸a˜o holomorfa e cont´ınua na
fronteira de Ω. Enta˜o o ma´ximo de |f | e´ assumido na fronteira de Ω.
Demonstrac¸a˜o:
Como Ω e´ fechado e limitado, neste caso o teorema de Weierstrass garante-nos que
|f(z)| tem um ma´ximo em Ω. Suponha-se que este ma´ximo e´ atingido num ponto qualquer
z0 ∈ Ω. Se z0 e´ um ponto da fronteira, enta˜o na˜o ha´ nada a provar. Se z0 e´ um ponto do
interior, enta˜o |f(z0)| e´ tambe´m o ma´ximo de |f(z)| no disco |z − z0| < ε contido em Ω.
Mas pelo teorema da identidade, isso na˜o e´ poss´ıvel, a menos que f(z) seja constante no
interior de Ω que conte´m z0. Segue-se por continuidade que |f(z)| e´ igual ao seu ma´ximo
em toda a fronteira. Esta fronteira na˜o e´ vazia e conte´m a fronteira de Ω. Assim sendo, o
ma´ximo e´ sempre assumido no ponto situado na fronteira ([1]). 
Como podemos ver, de forma sucinta e simples, fica evidente que o ma´ximo da func¸a˜o
mo´dulo quando este na˜o e´ constante, so´ e´ verificado na fronteira do domı´nio onde a func¸a˜o
esta´ definida.
2.7 Aplicac¸o˜es do princ´ıpio do mo´dulo ma´ximo
2.7.1 Princ´ıpio do mo´dulo mı´nimo
Nas secc¸o˜es anteriores abordou-se o princ´ıpio do mo´dulo ma´ximo. Tambe´m, se pode
falar do princ´ıpio do mo´dulo mı´nimo, desde que, se acrescente uma pequena condic¸a˜o. A
func¸a˜o na˜o se deve anular em nenhum ponto pertencente a adereˆncia do seu domı´nio.
O corola´rio salienta este facto.
Corola´rio 2.7.1 (Princ´ıpio do mo´dulo mı´nimo)
Seja f uma func¸a˜o na˜o constante, holomorfa no domı´nio limitado Ω ⊆ C, e cont´ınua
na fronteira ∂Ω. Se f(z) 6= 0 ∀z ∈ Ω, enta˜o existe um z0 ∈ ∂Ω arbitra´rio, tal que
|f(z0)| ≤ |f(z)|, ou seja, o mı´nimo do mo´dulo e´ atingido na fronteira de Ω.
26
Cap 2. Princ´ıpio do mo´dulo ma´ximo
Demonstrac¸a˜o:
Seja f uma func¸a˜o arbitra´ria holomorfa num domı´nio limitado Ω e cont´ınua na fronteira
do mesmo. Queremos mostrar que existe um ponto z0 ∈ ∂Ω tal que |f(z0)| ≤ |f(z)|,∀z ∈ Ω.
Consideremos g(z) = 1
f(z)
. Enta˜o, como por hipo´tese f(z) 6= 0, conclu´ımos que g satisfaz
o princ´ıpio do mo´dulo ma´ximo. Sendo assim, existe um z0 ∈ ∂Ω, tal que 1|f(z0)| ≥ 1|f(z)| ,
ou seja, |g(z0)| ≥ |g(z)|, ∀z ∈ Ω. Por conseguinte, 1|g(z0)| = |f(z0)| ≤ |f(z)| = 1|g(z)| , como
pretend´ıamos provar. 
E´ de salientar que os pontos onde f(z) = 0, sa˜o os mı´nimos locais de |f |. Assim, os u´ni-
cos pontos onde a func¸a˜o mo´dulo pode atingir mı´nimos sa˜o pontos na fronteira do domı´nio,
desde que as func¸o˜es sejam cont´ınuas neste mesmo domı´nio, ou pontos onde a func¸a˜o e´ zero.
Torna-se interessante reter deste corola´rio que sendo f uma func¸a˜o na˜o nula em qual-
quer ponto de adereˆncia do seu domı´nio enta˜o existira´ sempre outra func¸a˜o g, tambe´m
na˜o nula em nenhum ponto deste mesmo domı´nio, e um ponto qualquer na fronteira que e´
ma´ximo de |f | e mı´nimo de |g| ou vice-versa.
Ainda se pode dizer que f e g sa˜o tais que, g(z) ·f(z) = 1, para qualquer z no respectivo
domı´nio. Portanto, conclu´ımos que o ma´ximo do mo´dulo de uma func¸a˜o nunca pode ser
zero.
Visualizac¸a˜o das formas poss´ıveis e imposs´ıveis para o gra´fico (superf´ıcie) Γ =
{(x, y, w) : w = |f(z)|, z = x+ iy}
A Figura 2.3 ilustra 4 casos poss´ıveis quando consideramos os princ´ıpios do mo´dulo
ma´ximo ou mı´nimo.
Como podemos observar na Figura 2.3, nos casos a e b, o ma´ximo e mı´nimo do mo´dulo
de uma func¸a˜o holomorfa num dado domı´nio limitado, nunca podem ser alcanc¸ados no
interior do referido domı´nio. No caso c, podemos observar que a func¸a˜o mo´dulo pode
alcanc¸ar mı´nimos locais iguais a zero para pontos onde a func¸a˜o se anula (esta´ assente no
domı´nio). E por fim, no caso d (sela) onde se apresenta um ponto de sela da func¸a˜o mo´dulo
no domı´nio, isto e´, quando numa direcc¸a˜o se atinge um ma´ximo (ma´ximo na direcc¸a˜o das
pernas) e, na outra direcc¸a˜o, um mı´nimo (mı´nimo na direcc¸a˜o longitudinal) no mesmo
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Figura 2.3: Ilustrac¸a˜o de 4 casos no princ´ıpio do mo´dulo ma´ximo (mı´nimo)
ponto.
2.7.2 Lema de Schwarz
O lema de Schwarz, e´ uma consequeˆncia do princ´ıpio do mo´dulo ma´ximo, e basicamente
afirma que se considerarmos uma func¸a˜o f holomorfa no disco D(0; r), onde f e´ cont´ınua
no fecho D(0; r), e se |f | for majorada por uma constante M > 0 na fronteira do disco,
enta˜o M continuara´ maior que f no interior do disco e a igualdade so´ sera´ verificada se a
func¸a˜o f for uma constante com valor absoluto igual a M .
Lema 2.7.1 (Lema De Schwarz)
Seja r > 0 arbitra´rio e f uma func¸a˜o holomorfa no disco D(0; r) = {z : |z| < r}, cont´ınua
em D(0; r) tal que f(0) = 0. Suponhamos ainda que, |f(z)| ≤ M < ∞ ∀z ∈ D(0; r).
Enta˜o, para todo z ∈ D(0; r) e´ va´lido
|f(z)| ≤ M
r
|z|, (2.41)
e ale´m disso
|f ′(0)| ≤ M
r
. (2.42)
A igualdade em ( 2.41) ∀z 6= 0 ou em ( 2.42) e´ verificada se e somente se f(z) e´ uma
func¸a˜o da seguinte forma:
f(z) =
M
r
eiθz, θ ∈ R. (2.43)
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Demonstrac¸a˜o:
Consideremos em D(0; r) a func¸a˜o g definida da seguinte forma:
g(z) =

f(z)
z
se z 6= 0
f ′(0) se z = 0
Podemos observar que:
lim
z→0
g(z) = lim
z→0
f(z)
z
= lim
z→0
f(z)− f(0)
z
= f ′(0) = g(0),
logo esta func¸a˜o e´ cont´ınua em D(0; r).
Por ser cont´ınua em D(0; r), a func¸a˜o e´ holomorfa em D(0; r) ([5]).
Ao longo da circunfereˆncia |z| = r tem-se
|g(z)| = |f(z)||z| =
|f(z)|
r
⇒ |f(z)| = |f(z)||r| |z| ≤
M
r
|z|. (2.44)
Aplicando o princ´ıpio do mo´dulo ma´ximo a` func¸a˜o g em D(0; r), sabemos que o valor
ma´ximo de |g| e´ atingido na fronteira de D(0; r), ou seja, na circunfereˆncia |z| = r. Assim,
|g(z)| ≤ |M |
r
∀z ∈ D(0; r), e uma vez que,
∣∣∣f(z)
z
∣∣∣ ≤ M
r
⇔ |f(z)| ≤ M
r
|z|
para z 6= 0, ainda temos que
|g(0)| ≤ |M |
r
⇔ |f ′(0)| ≤ M
r
. (2.45)
Como, por hipo´tese, f(0) = 0, conclu´ımos que ∀z ∈ D(0; r), |f(z)| ≤ M
r
|z|.
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Agora prove-se a segunda parte do lema, isto e´, que a igualdade em (2.41) ∀z 6= 0 ou
em (2.42) e´ verificada, se e somente se, f(z) e´ uma func¸a˜o da seguinte forma:
f(z) =
M
r
eiθz, ∀ θ ∈ R.
Pelo princ´ıpio do mo´dulo ma´ximo, a desigualdade |g(z)| ≤ M
r
e´ uma igualdade, se e
somente se, g(z) ≡ const em D(0; r). Uma vez que, esta constante tem valor absoluto, M
r
,
e como, ∀ θ ∈ R, sabemos que |eiθ| = | cos θ+ i sin θ| =
√
cos2 θ + sin2 θ = 1, logo obte´m-se
o resultado,
g(z) =
M
r
eiθ ⇔ f(z) = M
r
eiθz ⇔ |f(z)| = M
r
|z|,
como pretend´ıamos ([15], [22]). 
Geometricamente, o lema de Schwarz afirma que f e´ uma aplicac¸a˜o holomorfa do disco
D(0; r) para o mesmo disco D(0; r) que deixa fixa a origem, contraindo a distaˆncia a` origem
ou f e´ uma rotac¸a˜o. As Figuras 2.4 e 2.5 ilustram um caso particular deste Lema, isto e´,
onde r = M = 1.
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i) f aplica um disco de centro na origem, noutro disco de centro na origem, contraindo
as distaˆncias a` origem.
Figura 2.4: Contracc¸a˜o de distaˆncias a` origem
ii) Se a` distaˆncia a origem de algum ponto z0 se mante´m invariante por f , ou seja, se
|f(z0)| = |z0|, enta˜o f e´ uma rotac¸a˜o em torno da origem.
Figura 2.5: Rotac¸a˜o em torno da origem
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Cap´ıtulo 3
Teoremas do tipo Phragme´n-Lindelo¨f
como generalizac¸a˜o do princ´ıpio do
mo´dulo ma´ximo
Como ja´ se tinha mencionado na introduc¸a˜o deste trabalho, pretende-se neste cap´ıtulo
continuar a abordagem do princ´ıpio do mo´dulo ma´ximo, em concreto pretende-se dar uma
generalizac¸a˜o conhecida como teorema do tipo Phragme´n-Lindelo¨f.
Estudar-se-a´ esta generalizac¸a˜o sobre um sector no plano complexo e, em seguida, sobre
uma faixa.
3.1 Teorema do tipo Phragme´n-Lindelo¨f para um sec-
tor
No cap´ıtulo anterior, viu-se atrave´s das diferentes verso˜es do teorema do princ´ıpio do
mo´dulo ma´ximo, que sendo a func¸a˜o f : Ω ⊆ C → C holomorfa no domı´nio limitado Ω e
cont´ınua na fronteira do mesmo domı´nio, enta˜o o ma´ximo de |f | e´ atingido na fronteira do
domı´nio Ω.
Pore´m notemos que, caso o domı´nio Ω na˜o seja limitado, o que foi dito anteriormente,
na˜o e´ sempre verdade. Ora analisemos o seguinte exemplo:
Seja f = ee
z
definida na faixa
{ − pi
2
< Im(z) < pi
2
}
. O problema em questa˜o, e´ que a
func¸a˜o f tende para infinito muito mais ra´pido do que z tende para infinito ao longo do
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eixo real positivo.
Como sabemos |eez | = |eex+iy | = eRe(ex+iy) = eex. cos y, onde z = x+ iy, y = Im(z) e´ fixo
e cos y > 0. Ao analisarmos esta func¸a˜o podemos notar que esta “expande”, uma vez que,
x = Re(z) → ∞. Por outro lado, para cos y = 0, a func¸a˜o e´ limitada. Sendo assim, na
faixa
{− pi
2
≤ y ≤ pi
2
}
a func¸a˜o f = ee
z
e´ limitada nos limites da faixa (orlas), no entanto,
tende para infinito, quando x→∞ ([22]).
O teorema Phragme´n-Lindelo¨f resolve-nos problemas descritos em circunstaˆncias como
as do exemplo anterior. De facto, este teorema mostra-nos que podemos limitar ou diminuir
a rapidez com que as func¸o˜es tendem para infinito e, consequentemente, mostrar que e´
poss´ıvel limitar func¸o˜es em domı´nios ilimitados.
Teorema 3.1.1 (Phragme´n-Lindelo¨f para um sector)
Seja G um sector com uma abertura de αpi onde 0 < α ≤ 2 como se mostra na Figura
3.1.
Figura 3.1: Sector G com abertura de αpi
Seja f uma func¸a˜o holomorfa em G e para qual as seguintes propriedades sa˜o va´lidas
∀ζ na fronteira de G :
i)
lim
z→ζ
∣∣f(z)∣∣ ≤ C <∞. (3.1)
ii)
% = lim
r→∞
ln lnM(r)
ln r
<
1
α
, (3.2)
onde M(r) = max
[
e, sup
∣∣f(z)∣∣ ]
|z|=r
, ∀z ∈ G.
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Enta˜o, segue-se que
|f(z)| ≤ C, (3.3)
em todo o domı´nio G e o sinal da igualdade so´ e´ poss´ıvel se
∣∣f(z)∣∣ ≡ const.
Demonstrac¸a˜o:
A desigualdade (3.2) significa que: ∀%1 tal que % < %1 < 1α existe {Rn}∞n=1 tal que
Rn < Rn+1 e
lim
n→∞
Rn =∞ e
∣∣f(z)∣∣ < e∣∣z∣∣%1 para ∣∣z∣∣ = Rn, n = 1, 2, · · · . (3.4)
Figura 3.2: Ilustrac¸a˜o de Rn e Rn+1
Embora o sector G pode estar numa posic¸a˜o arbitra´ria, considere-se agora a posic¸a˜o de
G tal como se mostra na Figura 3.3.
Figura 3.3: Ilustrac¸a˜o de G numa outra posic¸a˜o
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Consideremos a func¸a˜o auxiliar:
Fε(z) = f(z) · e(−εz%2 ), ε > 0, (3.5)
onde %1 < %2 <
1
α
e z%2 representa o ramo de z%2 = e%2Lnz que tem valores positivos se z
for real e positivo , isto e´, z%2 = e%2 ln z.
Tomemos um sub-sector gRn de G com fronteira dado por Rn, tal que
∣∣z∣∣ < Rn.
Enta˜o, em cada ponto ζ nas “semi-rectas”da fronteira temos pelas expresso˜es (3.1) e
(3.5) que :
lim
z→ζ
∣∣Fε(z)∣∣ ≤ C · lim
z→ζ
∣∣ e−εz%2 ∣∣ = C · e−εr%2 cos %2θ ≤ C,
uma vez que, se z = reiθ enta˜o −εz%2 = −ε(r%2 [cos(%2θ) + i sin(%2θ)]), logo Re(−εz%2) =
−εr%2 cos(%2θ).
E´ de salientar que, em G tem-se que |%2θ| < αpi2α = pi2 , por isso cos %2θ > 0. Na fronteira
circular (arco do sector) de gRn ,
∣∣z∣∣ = Rn e pelas expresso˜es (3.4) e (3.5) obtem-se:∣∣Fε(z)∣∣ < e(R%1n −εR%2n cos %2θ) ≤ e[R%1n −εR%2n cos(%2 αpi2 )], (3.6)
e uma vez que cos(%2
αpi
2
) > 0 e %1 < %2 o lado direito da desigualdade da expressa˜o
(3.6) converge para 0 quando Rn → ∞. Escolhendo Rn suficientemente grande, de forma
que qualquer ponto arbitra´rio z0 escolhido em G, fique dentro de gRn e o lado direito da
desigualdade (3.6) fique menor do que C. Enta˜o, em todo gRn tem-se na fronteira:
lim
z→ζ
∣∣Fε(z)∣∣ ≤ C, (3.7)
por outro lado, aplicando o princ´ıpio do mo´dulo ma´ximo conclu´ımos que
∣∣Fε(z0)∣∣ ≤ C, (3.8)
Notemos que a desigualdade da expressa˜o (3.8) e´ uma igualdade se Fε(z0) = C. Escre-
vendo Fε(z0) explicitamente, e se deixarmos ε tender para 0, obtemos atrave´s das expresso˜es
(3.5) e (3.8) que
lim
ε→0
∣∣f(z0) · e−εz%20 ∣∣ = ∣∣f(z0)∣∣ ≤ C. (3.9)
35
Cap 3. Teoremas do tipo Phragme´n-Lindelo¨f
No caso de
∣∣f(z0)∣∣ = C, tem-se que o mo´dulo de f atinge o seu valor ma´ximo no interior
de G e consequentemente, f(z) ≡ const ([15]). 
3.2 Teorema do tipo Phragme´n-Lindelo¨f para uma faixa
Teorema 3.2.1 (Teorema do tipo Phragme´n-Lindelo¨f para uma faixa (strip))
Seja D a faixa
−hpi
2
< y <
hpi
2
de largura h como se mostra na Figura 3.4.
Figura 3.4: Faixa D
Seja f uma func¸a˜o holomorfa em D. Suponhamos ainda que as seguintes propriedades
sa˜o va´lidas para todo ζ na fronteira de D:
i)
lim
z→ζ
∣∣f(z)∣∣ ≤ C <∞, (3.10)
ii)
lim
x→−∞
∣∣f(x+ iy)∣∣ ≤ C, (3.11)
iii)
lim
x→+∞
lnµ(x)
e
x
h
≤ 0, (3.12)
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onde
µ(x) = sup
−hpi
2
<y<hpi
2
∣∣f(x+ iy)∣∣. (3.13)
Enta˜o
∣∣f(z)∣∣ ≤ C para todo o z ∈ D. Se ale´m disso, ∣∣f(z0)∣∣ = C para algum z0 ∈ D, enta˜o
f(z) ≡ C.
Demonstrac¸a˜o:
A func¸a˜o
z′ = e
z
h
transforma a faixa D na metade direita do plano G, onde G e´ o interior de qualquer aˆngulo
de pi radianos. As extremidades da faixa, x = −∞ e x =∞ sa˜o transformadas nos pontos
z′ = 0 e z′ = ∞, respectivamente. A func¸a˜o ainda transforma cada segmento de recta
x = const em sem-c´ırculos com centro em 0. A Figura 3.5 ilustra isso.
Figura 3.5: Ilustrac¸a˜o da transformac¸a˜o da faixa em semic´ırculos
Portanto, se escrevermos
f(lnhz′) = F (z′),
enta˜o, como F (z′) e´ uma transformac¸a˜o conforme e´ holomorfa em G e pelo princ´ıpio do
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mo´dulo ma´ximo satisfaz a desigualdade
lim
z′→ζ′
∣∣F (z′)∣∣ ≤ C (3.14)
para todo ζ ′ na fronteira de G. Seja r′ = |z′| e x = Rez, onde r′ = e xh , enta˜o
M(r′) = sup
|z′|=r′
∣∣F (z′)∣∣ = sup
Rez=x
∣∣f(z)∣∣ = µ(x), (3.15)
assim sendo,
lnM(r′)
r′
=
lnµ(x)
e
x
h
. (3.16)
Segue-se que,
lim
r′→∞
lnM(r′)
r′
= lim
x→+∞
lnµ(x)
e
x
h
≤ 0. (3.17)
Se aplicarmos Phragme´n-Lindelo¨f para o domı´nio G com α = 1, sabemos que
∣∣F (z′)∣∣ ≤ C
para todo z′ ∈ G. Ora, enta˜o ∣∣f(z)∣∣ ≤ C para todo z ∈ D. Analogamente, se ∣∣f(z0)∣∣ = C
para algum z0 ∈ D enta˜o,
∣∣F (z′0)∣∣ = C para z′0 = e z′0h portanto, F (z′) ≡ C implica que
f(z) ≡ C ([15]). 
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O princ´ıpio do mo´dulo ma´ximo e´ um dos mais fundamentais teoremas na Teoria das Fun-
c¸o˜es e permite atrave´s das suas diferentes demonstrac¸o˜es estudar me´todos espec´ıficos que
resultam das diferentes abordagens de Cauchy, de Weierstrass e de Riemann a` Ana´lise
Complexa. Ale´m disso, permitiram as suas generalizac¸o˜es na forma de teoremas do tipo
Phragme´n-Lindelo¨f, estudar um dos mais poderosos me´todos geome´tricos da Ana´lise Com-
plexa, nomeadamente o me´todo das transformac¸o˜es conformes.
No Cap´ıtulo 2 abordamos va´rias e diferentes verso˜es do princ´ıpio do mo´dulo ma´ximo
como base para as suas generalizac¸o˜es, os teoremas do tipo Phragme´n-Lindelo¨f. Neste
cap´ıtulo, ainda se considerou, na u´ltima secc¸a˜o, tambe´m duas importantes consequeˆncias
do princ´ıpio do mo´dulo ma´ximo: o princ´ıpio do mo´dulo mı´nimo e o lema de Schwarz.
Finalmente, no Cap´ıtulo 3 estudamos duas formas diferentes de generalizar o princ´ıpio
do mo´dulo ma´ximo: num domı´nio dado como um sector e num outro dado como uma
faixa. Ambos teoremas esta˜o ligadas atrave´s de transformac¸o˜es conformes entre o sector e
a faixa. Sa˜o denominadas teoremas do tipo Phragme´n-Lindelo¨f e generalizam o princ´ıpio
do mo´dulo ma´ximo, pois, com os teoremas do tipo Phragme´n-Lindelo¨f foi poss´ıvel expandir
o princ´ıpio de mo´dulo ma´ximo para func¸o˜es holomorfas em domı´nios ilimitados. Como se
observou ao longo do mesmo cap´ıtulo, a te´cnica adoptada por Phragme´n e Lindelo¨f foi
limitar a rapidez de crescimento da func¸a˜o holomorfa para infinito no interior do sector ou
da faixa.
Para concluir, ressalta-se que o princ´ıpio do mo´dulo ma´ximo e sua expansa˜o permitem
resultados com aplicac¸o˜es em diversas a´reas da matema´tica, entre estes, figuram problemas
sobre equac¸o˜es diferenciais parciais el´ıpticas na˜o lineares, problemas da ana´lise harmo´nica,
o estudo da func¸a˜o zeta, a teoria anal´ıtica dos nu´meros, etc. Actualmente, encontramos a
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aplicac¸a˜o dos teoremas do tipo Phragme´n-Lindelo¨f na forma do princ´ıpio de Saint-Venant,
que esta´ no centro de va´rios trabalhos cient´ıficos, que por sua vez, tem resultados interes-
santes na F´ısica e Mecaˆnica ([2], [10]).
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