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Resumo
O tema desta dissertac¸a˜o e´ o Teorema de Robinson, que trata da relac¸a˜o entre os chamados cam-
pos eletromagne´ticos nulos e as congrueˆncias de geode´sicas nulas shear-free no espac¸o de Minkowski.
Atualmente, muito tem sido feito nos estudos de propriedades topolo´gicas de campos eletromagne´ticos
nulos, como feito por W. Irvine em 2008 e H. Kedia 2013. Ale´m disso, Adamo e Newman, em 2009,
utilizaram as congrueˆncias de geode´sicas nulas shear-free para o estudo e interpretac¸a˜o de problemas re-
lacionados com a relatividade geral. Estes estudos sa˜o baseados no Teorema de Robinson, que relaciona
toda congrueˆncia de geode´sicas nulas shear-free com uma famı´lia de campos eletromagne´ticos nulos e,
reciprocamente, todo campo eletromagne´tico nulo com uma congrueˆncia nula de geode´sicas shear-free, e
o Teorema de Kerr, que caracteriza toda congrueˆncia de geode´sicas nulas como os zeros de uma func¸a˜o
anal´ıtica arbitra´ria.
Palavras-chave: Spinors, Campos Eletromagne´ticos Nulos, Congrueˆncia Nula de Geode´sicas Shear-
free, Teorema de Robinson, Teorema de Kerr.
Abstract
The theme of this work is the relation between null electromagnetic fields and congruence of
null geodesic shear-free in Minkowski space-time, known as the Robinson Theorem. Recently studies
have been done about topologic properties of null electromagnetic fields, such as W. Irvine in 2008 and
H. Kedia 2013. Also, Adamo and Newman, in 2009, used the congruence of null geodesic shear-free to
study and understand problems related to General Relativity. These studies are based in Robinson’s
Theorem, which states that each congruence of null geodesic shear-free is related to a family of null
electromagnetic fields and, conversely, each null electromagnetic field is related to a congruence of null
geodesic shear-free, and Kerr’s Theorem, which relates a congruence of null geodesic shear-free to the
zeros of an arbitrary analytic function.
Keywords: Spinors, Null Electromagnetic Fields, Congruence of Null Geodesic Shear-free, Robinson’s
Theorem, Kerr’s Theorem.
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Introduc¸a˜o
O tema desta dissertac¸a˜o e´ a relac¸a˜o entre os chamados campos eletromagne´ticos nulos e as con-
grueˆncias de geode´sicas nulas shear-free no espac¸o de Minkowski.
Campos eletromagne´ticos nulos sa˜o soluc¸o˜es especiais das equac¸o˜es de Maxwell tais que os campos
ele´tricos e magne´ticos, E e B, tem pontualmente a mesma norma e sa˜o ortogonais. Tais campos foram
estudados nos anos 1950, ver por exemplo (H. Bateman, [2]), e ressurgiram em publicac¸o˜es recentes asso-
ciadas a configurac¸o˜es topologicamente interessantes envolvendo as linhas dos campos eletromagne´ticos
(W. Irvine [10], A. Ran˜ada [16], J. Dalhuisen [7], H. Kedia [11] entre outros).
Em 1961, Robinson [17] mostrou que os campos eletromagne´ticos nulos esta˜o relacionados com as
chamadas congrueˆncias de geode´sicas nulas shear-free no espac¸o de Minkowski de dimensa˜o 4. Observa-
mos que o conceito de congrueˆncia de geode´sicas nulas shear-free tem sido utilizado em contextos mais
gerais no estudo da relatividade geral (Adamo e Newman, [1]). Curiosamente, por volta de 1963, Roger
Penrose se interessou pelo trabalho de Robinson e como Penrose conta em Origins of Twistor Theory
(1987), o estudo das congrueˆncias foi fundamental para que Penrose desenvolvesse as suas ide´ias sobre
twistor.
Ainda segundo Penrose, o seu colega de departamento Roy Kerr, que tinha uma sala vizinha a` de
Penrose, mostrou como se poderia construir todas as congrueˆncias de geode´sicas nulas shear free no
espac¸o de Minkowski e Penrose, interpretando geometricamente o trabalho de Kerr, percebeu a forca
dos twistors para relacionar geometria com soluc¸o˜es de certas equac¸o˜es diferenciais parciais.
O objetivo desta dissertac¸a˜o e´ apresentar com detalhes alguns dos resultados mencionados acima.
Uma dificuldade ba´sica para entender esses resultados e´ que a maior parte deles foi formulada em termos
de spinors. Outra dificuldade inerente ao tema e´ tentar entender a notac¸a˜o e o grau de rigor utilizados
por f´ısicos ao tratar do tema.
Uma refereˆncia que nos pareceu equilibrada e escrita de maneira adequada para um matema´tico e´ o
trabalho de Nagatomo [13], ja´ para os pre´-requisitos ba´sicos sobre spinors e eletromagnetismo utilizamos
o livro de Naber [12].
Dividimos a dissertac¸a˜o em 6 cap´ıtulos. Os primeiros treˆs cap´ıtulos e´ baseado no livro de G. Naber
[12]. O cap´ıtulo 4 e´ baseado no que e´ discutido no livro de S. Huggett e K. Tod [9]. O cap´ıtulo 5 e 6
sera´ baseado em diversos artigos, mas principalmente em K. Nagatomo [13].
No cap´ıtulo 1, apresentaremos o espac¸o de Minkowski, onde ambientara´ uma parte dos nossos objetos
de estudos. Em seguida, sera´ introduzido o conceito de campos eletromagne´ticos.
No cap´ıtulo 2, sera´ motivado e definido um spinor, ale´m de explicado algumas ferramentas alge´bricas
necessa´rias para trabalharmos com estes elementos. Finalmente, sera´ feito a relac¸a˜o entre spinors e o
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espac¸o de Minkowski.
No cap´ıtulo 3 discutiremos as relac¸o˜es entre campos eletromagne´ticos e spinors. Concluiremos com
a representac¸a˜o das equac¸o˜es de Maxwell na forma de spinor.
No cap´ıtulo 4, definiremos um campo de spinor. Em seguida, estudaremos o que e´ uma congrueˆncia
nula de geode´sicas shear-free no espac¸o de Minkowski e como podemos relaciona´-la com campos de
spinors no espac¸o de Minkowski.
No cap´ıtulo 5, o Teorema de Robinson e´ discutido. Obtemos a relac¸a˜o entre congrueˆncias nulas de
geode´sicas shear-free e os campos eletromagne´ticos nulos shear-free.
No cap´ıtulo 6, mostramos o teorema de Kerr em duas formas distintas. Uma envolvendo campos
spinors e uma segunda versa˜o, escrita na forma de twistors nulos. Esta forma do teorema e´ impor-
tant´ıssima e esta´ presente em va´rios artigos importantes, como em [13], onde Nagatomo escreve uma
maneira expl´ıcita de se obter a relac¸a˜o do Teorema de Robinson e em [11], onde o me´todo de Naga-




O Espac¸o de Minkowski, Aplicac¸a˜o Spinor
e Campos Eletromagne´ticos
Neste cap´ıtulo, baseado no livro de G. Naber, [12], introduziremos o Espac¸o de Minkowski como um
espac¸o vetorial, munido de um tensor bilinear sime´trico. Vamos considerar as transformac¸o˜es lineares
com relac¸a˜o a g, as chamadas transformac¸o˜es de Lorentz, e ver como essas transformac¸o˜es se relacionam
com o grupo de matrizes SL(2,C), via a chamada Aplicac¸a˜o Spinor. Na sec¸a˜o 2.3, definiremos os campos
eletromagne´ticos em M.
1.1 O Espac¸o de Minkowski e algumas propriedades
Comec¸aremos com as noc¸o˜es ba´sicas.
Definic¸a˜o 1.1.1. O Espac¸o de Minkowski M e´ um espac¸o vetorial real de dimensa˜o 4, R4, onde esta´
definido o tensor sime´trico e bilinear g, tal que
g(v, w) = v1w1 + v2w2 + v3w3 − v4w4.
Os elementos de M sa˜o chamados de eventos e g e´ chamado de produto interno de Lorentz. A norma
em M e´ definida de maneira natural como ||u|| = sgn(g)√|g(u, u)|, ∀u ∈ M, onde sgn(g) e´ o sinal de
g(u, u).
Por convenieˆncia, introduziremos agora a matriz η como:
η =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
Note que ηab = η
ab, onde ηab = η−1ab .
Pela natureza do produto interno de Lorentz, existem eventos diferentes da origem que possuem
norma zero. Isso motiva a seguinte definic¸a˜o.
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Definic¸a˜o 1.1.2. Um evento que possui norma zero e´ chamado de evento nulo, ou vetor nulo. Eventos
que possuem norma estritamente positivas sa˜o chamados de eventos espaciais e eventos que possuem
norma estritamente negativas sa˜o chamados de eventos temporais.
Vamos considerar agora as transformac¸o˜es lineares ortogonais em M.
Definic¸a˜o 1.1.3. Uma transformac¸a˜o linear L : M → M e´ dita uma transformac¸a˜o ortogonal se
g(Lx, Ly) = g(x, y),∀x, y ∈M.
Segue da definic¸a˜o de g como tensor bilinear sime´trico na˜o degenerado, isto e´, se g(v, w) = 0,∀w ∈M,
enta˜o v = 0, que uma transformac¸a˜o ortogonal e´ um isomorfismo. Assim, L tambe´m preserva formas
quadra´ticas e L leva bases ortonormais deM em bases ortonormais deM. Portanto, existe uma matriz





onde a convenc¸a˜o de Einstein para somato´rios e´ utilizada, isto e´, se o mesmo ı´ndice aparecer “em
cima ” e “em baixo”, enta˜o eles esta˜o somando para os seus valores definidos. Por exemplo, se v, w ∈M,
enta˜o, para a = 1, 2, 3, 4,
g(u, v) = v1w1 + v2w2 + v3w3 − v4w4





Em forma matricial, a equac¸a˜o acima pode ser reescrita como
ΛTηΛ = η, (1.1.1)
o que motiva a seguinte definic¸a˜o:
Definic¸a˜o 1.1.4. Uma matriz 4 × 4 satisfazendo (1.1.1) e´ chamada de transformac¸a˜o de Lorentz (ho-
mogeˆnea).










Ale´m disso, como as transformac¸o˜es de Lorentz sa˜o isomorfismos, segue que cada Λ possui inversa.
Isso motiva a seguinte definic¸a˜o:
Definic¸a˜o 1.1.5. As transformac¸o˜es de Lorentz formam um grupo com o produto usual de matrizes e
a este grupo sera´ chamado Grupo de Lorentz e denotado por L.
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1.2 O Grupo de Lorentz e a Aplicac¸a˜o Spinor
Iremos agora desenvolver uma nova te´cnica para a construc¸a˜o e investigac¸a˜o de transformac¸o˜es de
Lorentz. A ferramenta principal sera´ um homomorfismo de grupo, chamado de Mapa ou Aplicac¸a˜o
Spinor, do grupo de matrizes 2× 2 com determinante 1 sobre o grupo de Lorentz L.
Seja C2×2 o conjunto de todas as matrizes 2×2 com entradas complexas. Dado A ∈ C2×2, denotamos
a sua conjugada transposta por ACT .
Definic¸a˜o 1.2.1. H ∈ C2×2 e´ chamada Hermitiana se HCT = H e denotaremos por H2 o conjunto de
todas as matrizes Hermitianas.
Solucionando o sistema de 8 equac¸o˜es de H = HCT obtemos que toda matriz Hermitiana pode ser
expressa de maneira u´nica como
H =
[
x3 + x4 x1 + ix2
x1 − ix2 −x3 + x4
]
, x1, x2, x3, x4 ∈ R.
Denotamos por (SL(2,C), ·) o grupo formado por todas as matrizes em C2×2 com determinante igual
a 1 e com o produto usual. Notemos que A ∈ SL(2,C) gera uma aplicac¸a˜o MA : H2 → H2 definida por:
MA(H) = AHA
CT ,
para todo H ∈ H2. Notemos que MA(H) ⊂ H2 pois
(AHACT )CT = (ACT )CT (AH)CT ,
= AHCTACT ,
= AHACT .





Pore´m, MA(H) pode ser escrita de maneira u´nica como uma matriz Hermitiana, isto e´, na forma
MA(H) =
[
xˆ3 + xˆ4 xˆ1 + ixˆ2
xˆ1 − ixˆ2 −xˆ3 + xˆ4
]
para nu´meros reais xˆa, a = 1, 2, 3, 4. Como det(MA(H)) = det(H), obtemos que
(xˆ1)2 + (xˆ2)2 + (xˆ3)2 − (xˆ4)2 = (x1)2 + (x2)2 + (x3)2 − (x4)2. (1.2.1)
Portanto, a aplicac¸a˜o [xa]→ [xˆa] definida por
12
[
xˆ3 + xˆ4 xˆ1 + ixˆ2




x3 + x4 x1 + ix2
x1 − ix2 −x3 + x4
]
ACT ,
que e´ claramente linear, preserva a forma quadra´tica η. Logo, esta aplicac¸a˜o e´ uma transformac¸a˜o







denotemos por h11 = x
3 +x4, h12 = x
1 + ix2, h21 = x
1− ix2, h22 = −x3 +x4 e suas respectivas formas
com “chape´u” (hˆ11 = xˆ







0 0 1 1
1 i 0 0
1 −i 0 0








O qual escreveremos de maneira mais sucinta
[hij] = G[x
i],
e similarmente para [hˆij]. Ale´m disso, obtemos que G





0 1 1 0
0 −i i 0
1 0 0 −1
1 0 0 1
 .












nos diz que MA(H) = AHA







αα¯ αβ¯ α¯β ββ¯
αγ¯ αδ¯ βγ¯ βδ¯
α¯γ β¯γ α¯δ β¯δ








o que novamente no´s iremos escrever de maneira sucinta como
[hˆij] = RA[hij].









Isso tudo motiva a seguinte definic¸a˜o:
Definic¸a˜o 1.2.2. Chamamos de Aplicac¸a˜o Spinor a aplicac¸a˜o S definida por
S : SL(2,C)→ L
A 7→ ΛA.
Notemos que se A,B ∈ SL(2,C), enta˜o
ΛAΛB = (G










concluimos que MAB = MA ◦MB e portanto RAB = RARB. Assim, (1.2.2) nos da´ que ΛAΛB =
G−1RABG e portanto
ΛAΛB = ΛAB. (1.2.3)
Assim, a aplicac¸a˜o Spinor preserva a operac¸a˜o, isto e´, e´ um homomorfismo de grupo de SL(2,C) em
L. Notemos que ela na˜o e´ injetiva, pois tanto A quanto −A tem a mesma imagem sobre L. De fato, a
aplicac¸a˜o Spinor e´ exatamente dois-para-um, isto e´, o conjunto imagem inversa possui dois elementos, e
neste caso e´ sempre composta por {A,−A}. Isto segue do fato de que se A,B ∈ SL(2,C) e ΛA = ΛB,




A = Id. Logo A = ±B.
1.3 Campos Eletromagne´ticos
Comec¸aremos definido uma transformac¸a˜o linear anti-sime´trica, F , que sera´ posteriormente inter-
pretada em termos de um campo eletromagne´tico.
Definic¸a˜o 1.3.1. Uma transformac¸a˜o linear F :M→M e´ dita anti-sime´trica se
g(Fx, y) = −g(x, Fy), ∀x, y ∈M
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Nesta sec¸a˜o, F representara´ uma transformac¸a˜o linear anti-sime´trica, na˜o identicamente nula, em
M. Uma consequ¨eˆncia imediata da anti-simetria e´ que
g(Fx, x) = g(x, Fx) = 0, ∀x ∈M. (1.3.1)
Se {ea}4a=1 e´ uma base admiss´ıvel arbitra´ria deM, isto e´, uma base ortonormal tal que e4 e´ temporal
e com a u´ltima coordenada t > 0, e {e1, e2, e3} sa˜o vetores espaciais e orientados pela regra da ma˜o
direita. Temos que Feb = F
a
bea e como consequeˆncia de (1.3.1), temos que F
a
a = 0, o que implica que
a diagonal principal da matriz que representa F possui todas as suas entradas iguais a zero. Ale´m disso,
para i, j = 1, 2, 3, F j i = −F ij e F 4i = F i4, pois:
Fei = g(F
4
i, e4)⇒ g(Fei, e4) = (F 4i(g(e4, e4)) = −F 4i, por outro lado − g(ei, Fe4) = −F i4.
Se definirmos dois 3−vetores E = E1e1 + E2e2 + E3e3 e B = B1e1 + B2e2 + B3e3, onde E1 = F 14,
E2 = F 24, E
3 = F 34, B
1 = F 23, B
2 = −F 13 e B3 = F 12, enta˜o [F a b] pode ser escrita como
[F ab] =

0 B3 −B2 E1
−B3 0 B1 E2
B2 −B1 0 E3
E1 E2 E3 0
 . (1.3.2)
Escrito dessa forma, e lembrando que |E|2 = (E1)2 + (E2)2 + (E3)2, |B|2 = (B1)2 + (B2)2 + (B3)2,
E ·B = E1B1 +E2B2 +E3B3 e denotando por I a matriz identidade 4×4 , temos que um ca´lculo direto
mostra que
det([F ab]− λI) = λ4 + (|B|2 − |E|2)λ2 − (E ·B)2. (1.3.3)
Consequentemente, os autovalores de F sa˜o as soluc¸o˜es reais do polinoˆmio caracter´ıstico (1.3.3).
Como as ra´ızes do polinoˆmio caracter´ıstico sa˜o independentes da escolha da base e como o coeficiente
l´ıder e´ 1, temos que |B|2 − |E|2 e E ·B sa˜o invariantes de Lorentz, ou seja, sa˜o iguais em qualquer base
admiss´ıvel. Tudo isso motiva a seguinte definic¸a˜o.
Definic¸a˜o 1.3.2. Seja F uma transformac¸a˜o linear em M anti-sime´trica definida pela matriz (1.3.2).
Enta˜o, F e´ dita nula se |B|2 − |E|2 = E ·B = 0
Para continuarmos o estudo dos campos eletromagne´ticos, precisaremos de algumas definic¸o˜es ba´sicas
de ana´lise.
Definic¸a˜o 1.3.3. Dizemos que o subconjunto R ⊂ M e´ aberto em M se para todo p ∈ R, existe um
nu´mero real positivo  tal que B(p) = {x ∈M; ((x1− p1)2 + (x2− p2)2 + (x3− p3)2 + (x4− p4)2) 12 < }
esta´ contido em R.
Abertos em M sera˜o chamados de regio˜es em M. Um func¸a˜o real f : R→ R definida numa regia˜o
R ⊂ M e´ dita suave se possui derivadas parciais cont´ınuas de todas as ordens e tipos com respeito a
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x1, x2, x3 e x4 para todos os sistemas de coordenadas. Admitiremos a seguinte notac¸a˜o para indicar uma
derivada parcial: ∂f
∂xa
sera´ denotado por f ,a. Agora, suponha que tenhamos atribu´ıdo para cada ponto
p ∈ R uma transformac¸a˜o linear F (p) : M → M. Relativa a uma base, cada F (p) tera´ uma matriz
[F ab(p)]. Se as entradas dessa matriz forem suaves em R, dizemos que a atribuic¸a˜o p
F→ F (p) e´ em si,
suave.
Se cada uma das transformac¸o˜es lineares F (p) for anti-sime´trica, estaremos pro´ximo do que seria um
“campo eletromagne´tico em R”. Para isso, e´ necessa´rio que F satisfac¸a tambe´m as equac¸o˜es de Maxwell,
que numa regia˜o livre de carga e assumindo que as constantes f´ısicas que aparecem nas equac¸o˜es todas
iguais a 1, se resume a:
divE = 0, rotB − ∂E
∂x4
= 0; (1.3.4)




Traduziremos estas equac¸o˜es para o Espac¸o de Minkowski. Para mostrar uma relac¸a˜o entre as
Equac¸o˜es de Maxwell e a definic¸a˜o de F dada neste cap´ıtulo e´ mais conveniente expressar a equac¸a˜o
(1.3.4) e (1.3.5) em termos de um objeto matema´tico relacionado com F , representado por um campo de
matrizes anti-sime´tricas. Assim, para cada campo de transformac¸o˜es lineares anti-sime´tricas F :M→
M, definimos uma forma bilinear associada como:
G :M×M→ R
(u, v) 7→ G(u, v) = g(u, Fv)
para todos u e v em M. Claramente, G e´ anti-sime´trica. A matriz [Fab] de G relativo a uma base
admiss´ıvel {ea} tem entradas dadas por
Fab = G(ea, eb) = g(ea, Feb) = ηacF
c
b. (1.3.6)
Logo, dados quaisquer dois eventos u = uaea e v = v
beb, enta˜o, pela linearidade de “g” e de “F”,
segue que G(u, v) = Fabu
avb. As entradas Fab sa˜o frequentemente chamados de componentes de G na
base {ea}. Isso motiva a seguinte proposic¸a˜o:
Proposic¸a˜o 1.3.4. Se {eˆa} e´ outra base admiss´ıvel, relacionado a {ea} pela transformac¸a˜o de Lorentz
[Λab], enta˜o os componentes de G nessas duas bases esta˜o relacionados por
Fˆab = Λa
αΛb
βFαβ, a, b = 1, 2, 3, 4. (1.3.7)
Demonstrac¸a˜o. Primeiro, mostraremos que Fˆ cb = Λ
c
γΛb
βF γβ. Se eˆb = Λ
β
b eβ e eˆc = Λ
γ
c eγ, temos por
definic¸a˜o que
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F (eˆb) = Fˆ
c
beˆc






















E o resultado segue. Notemos que Λab = η
acηbdΛc
























Calculando as quantidades ηacF
c
b em termos de E e B obtemos
[Fab] =

0 B3 −B2 E1
−B3 0 B1 E2
B2 −B1 0 E3
−E1 −E2 −E3 0
 .
Assim, cada associac¸a˜o p
F→ F (p) de uma transformac¸a˜o linear anti-sime´trica para cada ponto de
uma regia˜o de M gera uma associac¸a˜o p G→ G(p) que e´ suave no sentido de que as entradas de sua
matriz sa˜o func¸o˜es reais suaves. Uma das consequ¨eˆncias mais importante e´ a seguinte:
Proposic¸a˜o 1.3.5. A equac¸a˜o
Fab,c + Fbc,a + Fca,b = 0, a, b, c = 1, 2, 3, 4 e a 6= b 6= c (1.3.8)
e´ equivalente a` segunda equac¸a˜o das Equac¸o˜es de Maxwell (1.3.5).
Demonstrac¸a˜o. A prova segue do ca´lculo direto. Notemos que div(B) = B1,1 +B2,2 +B3,3, onde usamos







= (E3,2 − E2,3 +B1,4 , E1,3 − E3,1 +B2,4 , E2,1 − E1,2 +B3,4)
Isto e´, as equac¸o˜es de Maxwell sa˜o escritas como o seguinte sistema
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
B1,1 +B2,2 +B3,3 = 0,
E3,2 − E2,3 +B1,4 = 0,
E1,3 − E3,1 +B2,4 = 0,
E2,1 − E1,2 +B3,4 = 0.
Relembrando que
E1 = F14, E
2 = F24, E
3 = F34, (1.3.9)
B1 = F23, B
2 = −F13, B3 = F12, (1.3.10)
Temos enta˜o que as equac¸o˜es sa˜o escritas como

F23,1 + F31,2 + F12,3 = 0,
F34,2 + E42,3 + F23,4 = 0,
F14,3 + F43,1 + F31,4 = 0,
F24,1 + F41,2 + F12,4 = 0.
Que sa˜o exatamente as quatro equac¸o˜es descritas por Fab,c + Fbc,a + Fca,b = 0.
Notemos que a proposic¸a˜o acima (1.3.5) implica que dG = 0, onde dG e´ a 3-forma diferencial
associada a 2-forma G dada explicitamente por Fab,c + Fbc,a + Fca,b, a, b, c = 1, 2, 3, 4, a 6= b 6= c, e´
equivalente a segunda equac¸a˜o de Maxwell (1.3.5). Definiremos agora uma outra associac¸a˜o que sera´
u´til na obtenc¸a˜o de uma equac¸a˜o equivalente a primeira Equac¸a˜o de Maxwell (1.3.4) o que finalmente
motivara´ na definic¸a˜o de um Campo Eletromagne´tico Nulo.
Para comec¸ar, notemos que existe uma certa “dualidade” entre as duas Equac¸o˜es de Maxwell. Es-
pecificamente, o primeiro par de equac¸o˜es pode ser obtido a partir do segundo fazendo uma troca entre
B com E e E por −B. Isso sugere uma definic¸a˜o de um “dual” da 2-forma G como sendo uma ou-
tra 2-forma ∗G cuja matriz em cada ponto e´ obtida atrave´s da matriz [Fab] fazendo formalmente as
substituic¸o˜es. Para isso, primeiramente, iremos introduzir os s´ımbolos de Levi-Civita abcd definidos por:
abcd =

1, se abcd for uma permutac¸a˜o par de 1234,
−1, se abcd for uma permutac¸a˜o ı´mpar de 1234,
0, caso contra´rio.






onde Fαβ = ηαµηβυFµυ.
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Fazendo um ca´lculo semelhante a da proposic¸a˜o (1.3.8), obtemos o desejado, isto e´, que em termos
de E e B, a matriz [∗Fab] e´ dada por
[∗Fab] =

0 E3 −E2 −B1
−E3 0 E1 −B2
E2 −E1 0 −B3
B1 B2 B3 0
 .
Ale´m disso, segue da linearidade da definic¸a˜o de ∗F que ∗F na˜o depende da escolha da base. Assim,
temos que ∗G(u, v) = ∗Fabuabb e isto esta´ bem definido.
Finalmente, pela pro´pria maneira como esta´ definido [∗Fab], obtemos que o primeiro par das equac¸o˜es
de Maxwell (1.3.4) e´ equivalente a
∗Fab,c + ∗Fbc,a + ∗Fca,b = 0, a, b, c = 1, 2, 3, 4 e a 6= b 6= c,
e consequentemente
d(∗G) = 0.
Assim, podemos resumir tudo que foi dito neste cap´ıtulo no seguinte teorema:
Teorema 1.3.7. Seja F um campo de transformac¸o˜es lineares anti-sime´tricas F : M → M, G a sua
2-forma associada e ∗G o dual da 2-forma. Enta˜o, as Equac¸o˜es de Maxwell dadas por
divE = 0, rotB − ∂E
∂x4
= 0,





dG = 0, d(∗G) = 0.
Assim, podemos finalmente definir um campo eletromagne´tico nulo como sendo
Definic¸a˜o 1.3.8. Um campo eletromagne´tico numa regia˜o R em M e´ uma associac¸a˜o suave p F→ F (p)
de uma transformac¸a˜o linear anti-sime´trica em cada ponto p ∈ R tal que suas formas bilineares anti-
sime´tricas associadas G(p) e ∗G(p) satisfazem as Equac¸o˜es de Maxwell equivalentes dG = 0 e d ∗G = 0.
Mais ainda, se o campo eletromagne´tico satisfaz |E|− |B| = E ·B = 0 para todo ponto p ∈M, dizemos




Neste cap´ıtulo, baseado no livro de G. Naber, [12], introduziremos a noc¸a˜o de Spinor e mostraremos
como rescrever as equac¸o˜es de Maxwell em forma de Spinors.
2.1 O Espac¸o Spin
Definic¸a˜o 2.1.1. O espac¸o Spin e´ um espac¸o vetorial B sobre C, que esta´ definido a 2-forma:
· : B × B → C
satisfazendo as seguintes propriedades:
i) Existem φ, ψ ∈ B tal que φ · ψ 6= 0;
ii) φ · ψ = −ψ · φ, ∀φ, ψ ∈ B;
iii) “·” e´ linear em cada entrada sobre C ;
iv) (φ · ψ)ξ + (ξ · φ)ψ + (ψ · ξ)φ = 0, ∀φ, ψ, ξ ∈ B.
Um elemento de B e´ chamado de vetor spin.
Lema 2.1.2. As seguintes propriedades sa˜o va´lidas em B:
a) φ · φ = 0, ∀φ ∈ B ;
b) Qualquer par {φ, ψ} ∈ B que satisfaz φ · ψ 6= 0 e´ uma base para B, em particular, dim B = 2;
c) Existe uma base em B, {s1, s0}, que satisfaz s1 · s0 = 1. Chamaremos tal base de spin frame;
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d) Se {s1, s0} e´ um spin frame, e φ = φ1s1 + φ0s0 = φAsA, enta˜o φ1 = φ · s0 e φ0 = −φ · s1 ;
e) Se {s1, s0} e´ um spin frame e φ = φAsA e ψ = ψAsA, enta˜o





= φ1ψ0 − φ0ψ1;
f) φ, ψ ∈ B sa˜o linearmente independentes se, e somente se, φ · ψ 6= 0;
g) Se {s1, s0} e {sˆ1, sˆ0} sa˜o dois spin frames, com s1 = G11sˆ1 +G01sˆ0 = GA1sˆA e s0 = G10sˆ1 +G00sˆ0 =
GA
0sˆA, o que sera´ denotado por
sB = GA
B sˆA, B = 1, 0






























BφB, A = 1, 0;
i) Uma transformac¸a˜o linear T : B → B preserva · se, e somente se, a matriz relativa a T em qualquer
spin frame pertence a SL(2,C).
Demonstrac¸a˜o. a) Segue do fato que somente o zero satisfaz a equac¸a˜o φ · φ = −φ · φ.
b) Segue do item a) que (λφ) · φ = φ · (λφ) = 0, ∀λ ∈ C, ∀φ ∈ B. Consequentemente, se φ · ψ 6= 0,
nem φ, nem ψ pode ser um mu´ltiplo de outro. Ale´m disso, ∀ξ ∈ B, segue da quarta propriedade
do produto interno ·, que qualquer ξ pode ser escrito como combinac¸a˜o linear de {φ, ψ}, ja´ que se
φ · ψ 6= 0, enta˜o (φ · ψ)ξ = −(ξ · φ)ψ − (ψ · ξ)φ. Assim, {φ, ψ} e´ uma base de B.
c) Suponha sem perda de generalidade que φ · ψ 6= 0. Assuma que φ · ψ ∈ R e que φ · ψ > 0. Por b),
{φ, ψ} formam uma base de B. Defina λ = (φ · ψ)−12 . Assim, se s1 = λφ e s0 = λψ formam uma
base tal que s1 · s0 = 1.
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d) φ = φ1s
1 + φ0s
0 ⇒ φ · s0 = φ1(s1 · s0) = φ1. Analogamente, φ · s1 = −φ0.
e) φ · ψ = φAsA · ψBsB = φAψB(sA · sB) = φ1ψ0 − φ0ψ1.
f) φ · ψ 6= 0 implica que φ e ψ sa˜o linearmente independentes. Suponha agora que φ · ψ = 0. Se
um dos dois vetores spin for igual a 0, enta˜o eles sa˜o linearmente dependentes. Selecione um spin
frame {s1, s0} e escrevamos φ = φAsA e ψ = ψAsA. Sem perda de generalidade, suponha que
φ1 6= 0.
Por e), temos que











φ. Logo, ψ e φ sa˜o linearmente dependentes.
















0. Logo, igualando os dois lados e usando o fato de que o spin frame e´ uma base, obtemos
que
φˆA = GA
BφB, A = 1, 0.
i) Seja T : B → B uma transformac¸a˜o linear e {s1, s0} um spin frame. Seja [TAB] a matriz de T
relativa a {s1, s0}. Enta˜o, para todo φ e ψ ∈ B, Tφ = TABφB, Tψ = TABψB e calculando:
Tφ · Tψ =
∣∣∣∣ T11φ1 + T10φ0 T11ψ1 + T10ψ0T01φ1 + T00φ0 T01ψ1 + T00ψ0
∣∣∣∣
=






∣∣∣∣ T11 T10T01 T00
∣∣∣∣ ∣∣∣∣ φ1 ψ1φ0 ψ0
∣∣∣∣ .
Portanto, Tφ · Tψ = φ · ψ se, e somente se det [TAB] = 1, ou seja, se [TAB] ∈ SL(2,C).
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De maneira ana´loga, definimos o espac¸o dual de B e seus elementos da seguinte maneira
Definic¸a˜o 2.1.3. Denotamos por B∗ o espac¸o dual de B, que, relativo a um spin frame {s1, s0} de B,
possui o spin frame dual {s1, s0} definido como
sA(s
B) = δBA , A,B = 1, 0.
Chamaremos de os elementos de B∗ de covetores spin. Para cada φ ∈ B, definimos a sua contrac¸a˜o
φ∗ como
φ∗(ψ) = φ · ψ,
para cada ψ ∈ B.
Consequeˆncias imediatas da definic¸a˜o de covetor spin e´ que φ∗ e´ linear e que cada elemento de
φ∗ ∈ B∗ e´ o dual de algum φ ∈ B. Agora, notemos que se φ = φAsA e φ∗ = φAsA, enta˜o, temos que
φ∗(s1) = (φAsA)(s1) = φ1s1(s1) = φ1, analogamente φ∗(s0) = φ0. Por outro lado, φ∗(s1) = φ · s1 = −φ0






















para todo φ = φAs
A = φˆAsˆ














































φˆA = GABφB, A = 1, 0.
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A partir da equac¸a˜o acima obtemos que sˆA = GABφB. Ale´m disso, pelo Lema (2.1.2), temos que
sˆA = GA
BsB. Ambos os fatos seguem da definic¸a˜o de GA
B e de GAB, que possuem determinante igual




Portanto, pelo lema anterior, sB = GA
B sˆA e por uma conta ana´loga do φ feito anteriormente, temos
que sB = GAB sˆA.
Dessas duas equac¸o˜es para sB, multiplicamos G ou G dos dois lados para obtermos δAB, isto e´
sC = GB
C sˆB
GACsC = GACGBC sˆB
GACsC = δCB sˆB
GABsB = sˆB
Para cada φ ∈ B, se definirmos φ∗∗ : B∗ → C por φ∗∗(f) = f(φ) teremos um funcional linear em B∗ e
portanto, o mapa φ 7→ φ∗∗ e´ um isomorfismo entre B em B∗∗. Portanto, assim como B∗ e´ formado pelos
funcionais lineares de B, podemos pensar em B como sendo os funcionais lineares de B∗.
Agora, considere o funcional bilinear em ξ : B × B → C. Este funcional sera´ o que definiremos em
breve como um tipo de spinor, muito semelhante com a ide´ia de um tensor. Defina agora, dado um
spin frame {s1, s0}, ξAB = ξ(sA, sB). Enta˜o, temos que ξ(φ, ψ) = ξ(φAsA, ψBsB) = ξ(sA, sB)φAψB =
ξABφAψB. Bilinearidade de ξ garante que em qualquer outro spin frame, teremos que
ξˆC1C2 = GC1D1GC2D2ξD1D2 , C1, C2 = 1, 0.
Analogamente, poder´ıamos definir ξ : B∗ × B∗ → C, tal que, se ξAB = ξ(sA, sB), enta˜o ξ(φ, ψ) =
ξ(φAsA, ψ
BsB) = ξ(sA, sB)φ
AψB = ξABφ
AψB. Ale´m disso, em qualquer outro spin frame dual,
ξˆA1A2 = GA1B1GA2B2ξB1B2 , B1, B2 = 1, 0.
E´ poss´ıvel tambe´m, definir um funcional bilinear ξ : B∗ × B → C. Dessa forma, seguindo os
mesmos passos anteriores, com {sA}, {sˆA} spin frames e {sA}, {sˆA} seus respectivos duais, ter´ıamos
que ξA
B = ξ(sA, s
B) e dado a mudanc¸a de spin frames por GA
C e GBD ter´ıamos
ξˆ B1A1 = GA1
C1GB1D1ξC1D1 , A1, B1 = 1, 0.
Ale´m do que ja´ foi falado sobre B, precisaremos de outro Espac¸o Spin que seja uma co´pia distinta
de B. Para isso, definiremos B′.
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Definic¸a˜o 2.1.4. Seja B′ o Espac¸o Spin dado por
B′ = B × 1,
tal que cada vetor spin de B′ e´ do tipo φ¯ = (φ, 1). A estrutura de espac¸o linear em B′ e´ dada por
φ¯+ ψ¯ = φ+ ψ
e
cφ¯ = c¯φ,
onde c¯ e´ o conjugado complexo de c. Os elementos de B′ sa˜o chamados de vetores spin conjugados.
Assim, temos um isomorfismo φ 7→ φ¯ entre B e B′ chamado de isomorfismo conjugado. Segue das
propriedades do isomorfismo entre espac¸os vetoriais que se {s1, s0} e´ um spin frame de B, enta˜o sua
imagem pelo isomorfismo conjugado, denotado por {s¯1′ , s¯0′}, e´ uma base para B′. Ale´m disso, se φ =
φAs
A, enta˜o sua imagem pelo ismorfismo conjugado e´ dada por φ¯ = φ¯1′ s¯
1′ + φ¯0′ s¯
0′ = φ¯X′ s¯
X′ , X ′ = 0′, 1′.
Assim, todas as equac¸o˜es anteriores de mudanc¸a de base possui verso˜es com “linha”, isto e´, que se {¯ˆsX′}
e´ outro spin frame relativo a B′, enta˜o
¯ˆsX
′
= G¯X′Y ′ s¯Y
′









, Y ′ = 1′, 0′,
Os elementos do dual B′∗ de B′ sa˜o chamados de covetores spin conjugados. Todas as equac¸o˜es de
mudanc¸as de base sa˜o satisfeitas para o dual, onde a base dual para {s¯X′} e {¯ˆsX′} sa˜o denotadas por
{s¯X′} e {¯ˆsX′}, respectivamente.
Consideremos agora o funcional multilinear ξ : B×B′×B∗×B′∗ → C. Se φ = φAsA, ψ¯ = ψ¯X′ s¯X′ , ζ =
ζBsB e υ¯ = υ¯
Y ′ s¯Y ′ pertencem, respectivamente, a B,B′,B∗,B′∗, enta˜o
ξ(φ, ψ¯, ζ, υ¯) = ξ(φAs
A, ψ¯X′ s¯
X′ , ζBsB, υ¯
Y ′ s¯Y ′)
= ξ(sA, s¯X
′











, sB, s¯Y ′) = ξ
AX′
BY ′ sa˜o os componentes de ξ relativo a um spin frame {sA} e suas











BY ′ = ξ(sˆ
A, ¯ˆsX
′
, sˆB, ¯ˆsY ′) (2.1.3)















B1Y ′1 . (2.1.5)
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. Finalmente, podemos definir o que veˆm a ser um spinor.





e´ um funcional linear
ξ : B × · · · × B︸ ︷︷ ︸
r fatores
×B′ × · · · × B′︸ ︷︷ ︸
s fatores
×B∗ × · · · × B∗︸ ︷︷ ︸
m fatores
×B′∗ × · · · × B′∗︸ ︷︷ ︸
n fatores
→ C.
tal que, dado um spin frame de B, {sA}, e suas bases associadas a B′,B∗,B′∗, os componentes de ξ




B1···BmY ′1···Y ′n = ξ(s
A1 , · · · , sAr , s¯X′1 , · · · , s¯X′s , sB1 , · · · , sBm , s¯Y ′1 , · · · , s¯Y ′n)
A1 · · ·Ar, B1 · · ·Bm = 1, 0,
X ′1 · · ·X ′s, Y ′1 · · ·Y ′n = 1′, 0′.
Segue direto da definic¸a˜o que se {sˆA} e´ outro spin frame, enta˜o o spinor ξˆ segue as mesmas relac¸o˜es







2.2 A´lgebra dos Spinors
Para a demonstrac¸a˜o das propriedades alge´bricas ba´sicas, e´ necessa´rio primeiramente introduzir uma












Dependendo do contexto e da necessidade de utilizar a convenc¸a˜o de somato´rio, os ı´ndices de 
podera˜o vir tanto em cima, quanto em baixo, usando tanto AB, quanto X ′Y ′, isto e´
 = [AB] = [
AB] = [¯X′Y ′ ] = [¯
X′Y ′ ]
Ale´m disso, notemos que 2 = −Id e, portanto, −1 = −.
Se φ e ψ sa˜o dois vetores spin, e {s1, s0} e´ um spin frame, enta˜o, usando a convenc¸a˜o de somato´rio,
ABψAφB = 
10ψ1φ0 + 
01ψ0φ1 = φ1ψ0−φ0ψ1 = φ ·ψ. Outras propriedades tambe´m sa˜o satisfeitas, como
descrito a seguir:
Proposic¸a˜o 2.2.1. Usando a mesma notac¸a˜o para spin frames, vetores spin e covetores spin, as seguintes
relac¸o˜es sa˜o satisfeitas:
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φ · ψ = ABψAφB = −ABφAψB; (2.2.1)
φA = ABφB = −φBBA; (2.2.2)
φA = φ
BBA = −ABφB; (2.2.3)










AB = 2. (2.2.7)
Demonstrac¸a˜o. Notemos que todas as propriedades seguem do ca´lculo direto.
(2.2.1) Foi provado anteriormente.
(2.2.2) A equac¸a˜o representa dois sistemas, um para A = 0 e outro para A = 1,
φ0 = 0BφB = 
00φ0 + 
01φ1 = (0)φ0 + (1)φ1 = φ1
φ1 = 1BφB = 
10φ0 + 
11φ1 = (−1)φ0 + (0)φ1 −φ0
Que esta´ de acordo com o obtido em (2.1.1).
(2.2.3) Demonstrac¸a˜o ana´loga ao item anterior.
(2.2.4) Usando novamente (2.1.1)
φAψA = φ
0ψ0 + φ









Se B = 0, enta˜o 0101 = 1 e Se B = 1, enta˜o 
0111 = 0.




















= (1)(1) + (−1)(−1)
= 2.
Obviamente, todas as identidades acima possuem verso˜es “com barras e linha”.
Proposic¸a˜o 2.2.2. Se G = [GA
B] ∈ SL(2,C), enta˜o
GA
A1GB
B1A1B1 = AB, A,B = 1, 0. (2.2.8)













0 , se A = B
det(G) , se A = 0, B = 1
−det(G) , se A = 1, B = 0
= ABdet(G)
= AB.
Pois det(G) = 1.
Proposic¸a˜o 2.2.3. Se G = [GAB] ∈ SL(2,C), enta˜o
GAA1GBB1A1B1 = AB, A,B = 1, 0. (2.2.9)






e possui componentes em qualquer spin frame dado por sA ·sB = −AB. Portanto,
a proposic¸a˜o acima so´ confirma a boa escolha de  quando comparado com a fo´rmula de mudanc¸a de
base para spinor dada por (2.1.5).
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As equac¸o˜es demonstradas em (2.2.2) sa˜o conhecidas como subir ou levantar o ı´ndice de φB e as
equac¸o˜es de (2.2.3) sa˜o conhecidas como descer o ı´ndice de φB. Elas fazem um elo entre os coeficientes
de um vetor spin com o seu dual. Essas operac¸o˜es sera˜o bastante utilizadas nos pro´ximos cap´ıtulos.
Importante notar que as igualdades de (2.2.3) nos mostram que essas operac¸o˜es sa˜o consistentes. Ale´m
disso, vale ressaltar que essas operac¸o˜es sa˜o va´lidas para spinors de valeˆncia maior, como demonstrado
a seguir.
Proposic¸a˜o 2.2.4. Dado um spinor ξA1···ArX
′
1···X′s





. Enta˜o, os com-
ponentes ξA1
A2···ArX′1···X′s
B1···BmY ′1···Y ′n dados por
ξA
A2···ArX′1···X′s
B1···BmY ′1···Y ′n = ξ
A1···ArX′1···X′s
B1···BmY ′1···Y ′nA1A
definem um spinor ξ de valeˆncia
(




Demonstrac¸a˜o. Para isso, precisamos mostrar somente se ele esta´ bem definido, isto e´, se em algum
outro spin frame no´s temos que ξˆ A2···ArX
′
1···X′s
A B1···BmY ′1···Y ′n = ξˆ
A1···ArX′1···X′s




A B1···BmY ′1···Y ′n = GA
A1GA2 Aˆ2 · · · GX
′
1
Xˆ′1 · · ·GB1 Bˆ1 · · ·GY ′1 Yˆ
′






Como as matrizes G e G pertencem a SL(2,C), enta˜o o seu produto comuta. Assim, para evitar o











. Lembramos que, como [G] = [(G)−1]T , temos que o produto de
uma linha de G com uma outra linha de G e´ igual a δAB, isto e´, GADGBC = δCD. Assim, se definirmos
ξ BA C = ξ
A1B
CA1A queremos ele esteja bem definido. Isso segue do fato de que
ξˆ BA C = ξˆ
A1B




= (GBB1GCC1GAA4)(ξ B1A4 C1)
= (GBB1GCC1GAA1)(ξ B1A1 C1).
Para o caso geral, a demonstrac¸a˜o e´ semelhante, mas carregando um produto´rio de matrizes maior
que na˜o interfere nos ca´lculos.
Usando a outra igualdade de AB, obtemos que podemos tambe´m “levantar” ı´ndices de spinors.
Como AB e 
AB sa˜o, em si, spinors, usando (2.2.5) vale enta˜o as seguintes identidades:
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A




ACCB = −δAC .
Introduziremos agora uma matriz importante para a continuac¸a˜o do trabalho
Definic¸a˜o 2.2.5. Chamaremos de [GAB] a matriz associada a [GA
B] ∈ SL(2,C) dada por
GAB = 
























A1B1 = AB, A,B = 1, 0.
Assim como no caso dos tensores, podemos dar a B uma estrutura de espac¸o vetorial de maneira
natural. Especificamente, se ξ, ζ ∈ Brsmn e
1︷︸︸︷








µ , · · · ,
m︷︸︸︷
µ ∈ B∗ e
1︷︸︸︷
υ¯ , · · · ,
n︷︸︸︷
υ¯ ∈ B′∗, enta˜o
(ξ + ζ)(
1︷︸︸︷
φ , · · · ,
n︷︸︸︷
υ¯ ) = ξ(
1︷︸︸︷
φ , · · · ,
n︷︸︸︷
υ¯ ) + ζ(
1︷︸︸︷





φ , · · · ,
n︷︸︸︷
υ¯ ) = α(ξ(
1︷︸︸︷
φ , · · · ,
n︷︸︸︷
υ¯ )), α ∈ C.
Se {sA} e´ um spin frame, e considerando os seus correspondentes duais e e conjugados, definimos
sA1 ⊗ · · · ⊗ sAr ⊗ s¯X′1 ⊗ · · · ⊗ s¯X′s ⊗ sB1 ⊗ · · · ⊗ sBm ⊗ s¯Y ′1 ⊗ · · · ⊗ s¯Y ′n , abreviadamente denotado por
sA1 ⊗ · · · ⊗ s¯Y ′n por
sA1 ⊗ · · · ⊗ s¯Y ′n(
1︷︸︸︷
φ , · · · ,
n︷︸︸︷
υ¯ ) = sA1(
1︷︸︸︷





φ A1 · · ·
n︷︸︸︷
υ¯ Y ′n .











B1···Y ′n = ξ(s
A1 , · · · , s¯X′s , sB1 , · · · , s¯Y ′n), Ai, Bi = 1, 0, X ′iY ′i = 1, 0′.






que desempenhara´ um papel fundamental no entendimento de campos eletromagne´ticos
escritos na forma de um spinor.





com componentes em algum spin frame
dados por φAB. Enta˜o valem as seguintes identidades:
1. φ1
1 = −φ10, φ00 = φ01, φ10 = φ11, φ01 = −φ00 ;
2. φ11 = φ00, φ
00 = φ11, φ

















Demonstrac¸a˜o. 1. Usando AB para subir os ı´ndices, temos que:
φA
B = BCφAC .
Logo,
φ1
1 = 1Cφ1C = 
10φ10 + 
11φ11 = −φ10.
Analogamente para os outros casos.




= 000CφC0 + 
010CφC1






Analogamente para os outros casos.
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= φ00φ11 + φ10(−φ01) + φ01(−φ10) + φ11φ00
= 2(φ00φ11 − φ10φ01)
= 2(det[φAB]).
Para as considerac¸o˜es finais dessa sec¸a˜o, seguem algumas definic¸o˜es importantes:





, definimos o conjugado de ξ, denotado por
ξ¯, como sendo o spinor que possui seus componentes em qualquer spin frame dado por
ξ¯A
′
1···A′rX1···Xr = ξA1···ArX′1···X′r .
Definic¸a˜o 2.2.8. Um spinor ξ e´ dito Hermitiano se ξ¯ = ξ.
Definic¸a˜o 2.2.9. Um spinor ξ e´ dito sime´trico, se dado dois ı´ndices que representam o mesmo espac¸o
(B, B∗, B¯ ou B¯∗), a sua permutac¸a˜o na˜o altera o seu valor, isto e´, se ξ(· · · , p, · · · , q, · · · ) = ξ(· · · , q, · · · , p · · · ).
Definic¸a˜o 2.2.10. Um spinor ξ e´ dito anti-sime´trico, se dado dois ı´ndices que representam o mesmo
espac¸o (B, B∗, B¯ ou B¯∗), a sua permutac¸a˜o altera o seu sinal, isto e´, se ξ(· · · , p, · · · , q, · · · ) =
−ξ(· · · , q, · · · , p · · · ).











2.3 Spinors e o Espac¸o de Minkowski






espac¸o de Minkowski. Para isso, precisaremos das matrizes spin de Pauli:
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Elas servem de base para as seguintes matrizes que desempenhara˜o um papel importante nos
pro´ximos cap´ıtulos.
Definic¸a˜o 2.3.2. Definimos as matrizes σa





σa, a = 1, 2, 3, 4
Notemos que essas matrizes na˜o dependem de A, nem de X ′. Ale´m disso, como anteriormente, na˜o
faremos distinc¸a˜o em que a ordem de A e X ′ aparecem. Agora, descreveremos o processo que transforma





. Para isso, dado uma base {ea} deM, definimos




AX′va, A = 1, 0, X ′ = 1′, 0′.




















(v3 + v4) (v1 + iv2)
(v1 − iv2) (−v3 + v4)
]
Notemos que V AX
′
e´ um spinor Hermitiano, pois V¯ AX
′







AX′ e´ Hermitiana e va sa˜o reais.
Proposic¸a˜o 2.3.3. Seja G ∈ SL(2,C) e seu correspondente pela aplicac¸a˜o spin Λ = ΛG ∈ L. Enta˜o
σa





AX′ , a = 1, 2, 3, 4, A = 1, 0, X ′ = 1′, 0′.
Isto e´, σa
AX′ e´ constate quando mudamos de Spinor por G e por seu correspondente em L.








































Como v foi arbitra´rio, segue o resultado.




De maneira expl´ıcita, obtemos que































BY ′ = Λα
aσaAX′ (2.3.1)
A partir disso, vemos que σa
AX′ comporta-se formalmente com um evento e um Spinor. Assim,
podemos garantir que podemos usar as fo´rmulas ja´ obtidas de levantar ı´ndices e abaixar ı´ndices.
Tambe´m chamamos σaAX′ de s´ımbolos de Infeld-van der Waerden. Algumas propriedades desses






























E como V AX
′
e´ Hermitiano, segue que V AX′σaAX′ = V
AX′σaAX′ e portanto, real. Assim,
va = −V AX′σaAX′ , a = 1, 2, 3, 4.
Ale´m disso, segue das propriedades de σaAX′ e da definic¸a˜o de V
AX′ que esta associac¸a˜o e´ bem
definida, isto e´, que se vˆa = Λabv
b, enta˜o −Vˆ AX′σaAX′ = Λabvb. Tudo isso se resume no seguinte
teorema:
Teorema 2.3.5. Seja {ea} uma base admiss´ıvel para M e {sA} um spin frame de B. Enta˜o, o mapa
que atribui a cada evento v ∈M em seu equivalente Spinor V = V AX′sA ⊗ s¯X′ e´ uma bijec¸a˜o entre M






De maneira ana´loga ao desenvolvido ate´ aqui, obtemos que o mapa que leva cada covetor v∗ ∈ M∗
no seu spinor equivalente VAX′s







Agora, notemos que, fixado uma base admiss´ıvel {ea} e um spin frame {sA}. Se v = vbeb, u = uaea ∈











= −u · v.
Portanto
VAX′V
AX′ = 2det[V AX
′
] = −v · v.
Consequentemente, se v e´ nulo diferente de zero, enta˜o det[V AX
′
] = 0 e [V AX
′
] possui posto 1.





e´ uma matriz 2× 2 com entradas em C com posto 1, enta˜o






























, ou seja, V = φ ⊗ ψ¯. Mais ainda pode
ser dito. Resolvendo um sistema linear de duas equac¸o˜es, e´ fa´cil ver que se z1 e z2 sa˜o dois nu´meros




′ ∈ R, e portanto, φ1ψ¯1′ e φ0ψ¯0′ sa˜o reais e na˜o podem ser simultaneamente nulos. Logo, existe
r1, r2 ∈ R tal que ψ1 = r1φ1 ou φ1 = r1ψ1 e ψ0 = r0φ0 ou φ0 = r0ψ0. Como pelo menos um entre r1, r0






















Demonstrac¸a˜o. Primeiro, suponha que φ1 = 0. Enta˜o φ1 = 0. Enta˜o r0 e´ o valor real escolhido.
Similarmente para φ = 0. Suponha enta˜o que nem φ1, nem φ0 sejam iguais a zero. Enta˜o, como















Logo, ψ0 e ψ¯1
′



















Portanto r1 = r0.







= ±(|r| 12φA)(|r| 12 φ¯X′).














2v4 = r(|φ1| 12 + |φ0| 12 ).
Como isso vale para qualquer base admiss´ıvel, temos o seguinte teorema:
Teorema 2.3.7. Seja {ea} uma base admiss´ıvel para M e {sA} um spin frame de B. Seja v ∈ M um
vetor nulo diferente de zero, v = vaea e V seu spinor equivalente. Enta˜o, existe um vetor spin ξ tal que:












Spinors e Campos Eletromagne´ticos
Relembramos que um bivetor emM e´ uma forma bilinear real G :M×M→ R que e´ anti-sime´trica.
O objetivo deste cap´ıtulo, que e´ baseado no livro de G. Naber, [12], e´ entendermos a ligac¸a˜o entre G e
Spinors e finalmente obtermos a representac¸a˜o das equac¸o˜es de Maxwell na forma de spinor.
3.1 Bivetores e Spinors
Comecemos com uma base admiss´ıvel {ea} para M e um spin frame {sA} para B. Os componentes




(Fab − Fba) = F[ab].
Definic¸a˜o 3.1.1. Para A,B = 1, 0 e X ′, Y ′ = 1′, 0′ definimos os componentes do equivalente spinor de
G relativo a {sa} como sendo:





FAX′BY ′ esta´ bem definido, pois se {sˆa} e´ outro spin frame relacionado com {sa} por Λ ∈ L temos
que











































∴ FˆAX′BY ′ = σaAX′σbBY ′Fˆαβ.




BY ′FAX′BY ′ (3.1.1)
F¯AX′BY ′ = FAX′BY ′ (3.1.2)
FBY ′AX′ = −FAX′BY ′ . (3.1.3)
Todas as propriedades seguem do ca´lculo direto e das propriedades envolvendo os s´ımbolos de de
Infeld-van der Waerden. A segunda equac¸a˜o nos diz que FAX′BY ′ e´ um spinor Hermitiano.












[FAX′BY ′ − FBX′AY ′ ] + 1
2
[FBX′AY ′ − FBY ′AX′ ].
Observe que como AB
CD = δCAδ
D
B − δDA δCB , temos que ABCDFCX′DY ′ = (δCAδDB − δDA δCB)FCX′DY ′ =











































U ′A B, A,B = 1, 0





U ′A B, enta˜o, φAB = φBA e φ¯X′Y ′ =
1
2
F CCX′ Y ′













































Ja´ para a segunda equac¸a˜o, temos














F CCX′ Y ′ .
Assim, podemos escrever FAX′BY ′ como
FAX′BY ′ = ABφ¯X′Y ′ + φAB ¯X′Y ′ .










satisfazendo (3.1.2) e (3.1.3). Agora, usando (3.1.1), isto e´,
Fab = σa
AX′σb
BY ′FAX′BY ′ .
Tudo isso se resume no seguinte teorema:
Teorema 3.1.3. Dado um bivetor G anti-sime´trico, com componentes relativo a {ea} dado por Fab e seja





. Enta˜o a composic¸a˜o de relac¸o˜es Fab 7→ FAX′BY ′ 7→ φAB






forma bilinear real G.
3.2 Campos Eletromagne´ticos e as Equac¸o˜es de Maxwell para
Spinors
Finalmente, chegamos a principal sec¸a˜o ate´ agora. As equac¸o˜es de Maxwell em forma de Spinor e´
o motivo pelo qual tudo ate´ agora foi feito. Comec¸amos com uma transformac¸a˜o linear anti-sime´trica
diferente de zero F :M→M. Fixe uma base admiss´ıvel arbitra´ria {ea} e um spin fram {sA}. Conforme
definimos anteriormente, o bivetor associado a F tem componentes em {ea} iguais a Fab = G(ea, eb). O




BY ′Fab. Associado a FAX′BY ′ esta´ o spinor






FAX′BY ′ = ABφ¯X′Y ′ + φAB ¯X′Y ′
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Chamaremos φAB como sendo o spinor eletromagne´tico associado com F . Como GAA1GAA2 = δA2A1 ,
onde GAA1 e´ como definido em 2.1.2, segue que relativo a qualquer outro spin frame, e dado qualquer





AξB e´ um invariante. Assim, o primeiro objetivo e´ obter uma decomposic¸a˜o canonica
para φAB como um produto exterior sime´trico de vetores spin. Logo, calcularemos primeiramente os


















2 + φ10z + φ01z + φ00
= φ11z
2 + 2φ10z + φ00.
Pois φ e´ sime´trica. Como este polinoˆmio esta´ em C[x], ele possui uma fatorizac¸a˜o em C. Portanto,
existem α1, α0, β1, β0 tal que
φ11z
2 + 2φ10z + φ00 = (α1z + α0)(β1z + β0).
Assim, obtemos que:

















Notemos que em qualquer outro spin frame, αˆA = GAA1αA1 , βˆB = GBB1βB1 , temos que
1
2
(αˆAβˆB + αˆBβˆA) = GAA1GBB1φA1B1 = φˆAB.





(αAβB + αBβA), notac¸a˜o motivada pela Definic¸a˜o 2.2.11.
Os vetores spin α e β esta˜o intimamente conectados com os campos eletromagne´ticos. Iremos agora
mostrar que os vetores nulos com direc¸o˜es futuras (com t > 0) associados com α e β sa˜o autovetores do
campo eletromagne´tico F .
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Definic¸a˜o 3.2.1. Chamaremos de direc¸o˜es nulas principais de φAB os vetores v e w definidos por
va = −σaAX′αAα¯X′ ;
wa = −σaAX′βAβ¯X′ .
Mostraremos agora o seguinte lema:










(α1β0 − α0β1)α¯X′ .


























Analogamente para o segundo caso. Chamaremos de µ = 1
2
(α1β0 − α0β1).
Relembramos que, dos ca´lculos feitos no cap´ıtulo anterior, F ab = η
acFcb como as entradas da matriz
F relativa a {ea}. Segue enta˜o uma importante proposic¸a˜o deste cap´ıtulo:
Proposic¸a˜o 3.2.3. As direc¸o˜es nulas principais de φAB, v e w, sa˜o autovetores (talvez coincidentes) da
matriz de F .








= −ηacσcAX′σbBY ′(ABφ¯X′Y ′ + φAB ¯X′Y ′)(σbDZ′αDα¯Z′)
= −ηacσcAX′(σbBY ′σbDZ′)(ABφ¯X′Y ′ + φAB ¯X′Y ′)(αDα¯Z′)
= −ηacσcAX′(−δBDδY
′
















AX′ [(−αA)(µ¯α¯X′) + (µαA)α¯X′)]








Fv = λv = −Re(α · β)v.
Analogamente segue o caso para w, com λ = Re(α · β), isto e´
Fw = −λw.




∴ φAC(CBαB) = λαA
∴ (φACCB)αB = λαA
∴ −(CBφAC)αB = λαA
∴ φABαB = λαA.
O que motiva a seguinte definic¸a˜o:
Definic¸a˜o 3.2.4. Um nu´mero complexo λ ∈ C e´ um autovalor de φAB se existe um vetor spin α ∈ B,
chamado de autospinor de φAB, tal que φA
BαB = λαA.
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Pensando agora em [φA
B] como uma matriz, relativa a {sA}, de uma transformac¸a˜o linear φ : B → B
















o que e´ equivalente a
λ2 − (φ11 + φ00)λ+ det[φAB] = 0.
Pore´m, como foi provado anteriormente, (φ1
1 +φ0
0) = 0 e det[φA
B] = det[φAB]. Portanto, concluimos
que















U ′A B obtemos que, usando ¯




(FA0′B1′ − FA1′B0′). (3.2.1)
Relembrando que
E1 = F14, E
2 = F24, E
3 = F34, (3.2.2)
B1 = F23, B
2 = −F13, B3 = F12, (3.2.3)
temos o seguinte lema:




[(E1 −B2)− i(E2 +B1)];







[−(E1 +B2)− i(−E2 +B1)].



































































[(E1 −B2)− i(E2 +B1)].
Os outros dois casos seguem de maneira ana´loga.
Lema 3.2.7. det[φAB] =
1
4







[(E1 −B2)− i(E2 +B1)]1
2




(−(E1 −B2)(E1 +B2)− i(E1 −B2)(−E2 +B1)
+i(E2 +B1)(E1 +B2)− (E2 +B1)(B1 − E2))
= [(B1)2 + (B2)2 − (E1)2 − (E2)2 + 2i(B2E2 + E1B1)].










((E3)2 − (B3)2 − 2i(E3B3))
Logo,
φ11φ00 − φ10φ01 = 1
4
(|B|2 − |E|2) + i
2
(E ·B),
e o resultado segue.
Tudo isso se resume no seguinte teorema, que e´ um dos mais importantes desse trabalho.
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Teorema 3.2.8. Seja F : M → M uma transformac¸a˜o linear anti-sime´trica diferente de zero, G,
definido como G(u, v) = g(Fx, y), seu bivetor associado, FAX′BY ′ o spinor equivalente a G e φAB o
spinor sime´trico tal que FAX′BY ′ = ABφ¯X′Y ′ + φAB ¯X′Y ′ . Enta˜o, F e´ nula, se e somente se λ = 0 e´ o
u´nico autovalor de φAB.
Demonstrac¸a˜o. Lembrando que φABφ
AB = det[φAB], usando o Lema (3.2.5) e o Lema (3.2.7), temos que











Logo, λ = 0 se, e somente se, (|B|2 − |E|2) = E · B = 0. Logo, F e´ nula se, e somente se, o u´nico
autovalor de φAB e´ 0.
Para finalizar este cap´ıtulo, iremos finalmente concluir as Equac¸o˜es de Maxwell na forma de spinors.




Motivado pelo uso da matriz ηaα para subir ou descer ı´ndices, definimos ∂a = ηaα∂α.
Definic¸a˜o 3.2.9. Definimos, para cada A = 1, 0 e X ′ = 1′, 0′ o operador ∇AX′ como sendo
∇AX′ = σaAX′∂a = σaAX′(ηaα∂α)
Segue da definic¸a˜o de∇AX′ , por ser uma combinac¸a˜o linear de ∂a, que todas as regras de diferenciac¸a˜o
sa˜o va´lidas para o operador ∇, em particular, a famosa “regra do produto”. Ale´m disso, escreveremos
de forma expl´ıcita cada uma das equac¸o˜es de ∇ em termos de x1, x2, x3, x4:
∇11′ = 1√
2
(∂3 − ∂4), ∇10′ = 1√2(∂1 + i∂2), (3.2.4)
∇01′ = 1√
2
(∂1 − i∂2), ∇00′ = − 1√2(∂3 + ∂4). (3.2.5)




[(F13 + F14)− i(F32 + F42)];







[(F41 + F13) + i(F42 + F23)].
Lema 3.2.10. As seguintes igualdades sa˜o satisfeitas:
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rot(E) · e3 + ∂B3∂x4
])}
;
2) ∇A1′φA1 = 12√2
{











3) ∇A0′φA1 = 12√2
{
−rot(B) · e3 + div(E) + ∂E3∂x4 + i
(
−div(B)− rot(E) · e3 − ∂B3∂x4
)}
;
4) ∇A0′φA0 = 12√2
{










Demonstrac¸a˜o. Novamente, a demonstrac¸a˜o segue pelo ca´lculo direto. Lembramos que, em termos de
Fab, os rotacionais e os divergentes de E e B se escrevem como:
rot(B) = (F12,2 + F13,3) · e1 − (F12,1 − F23,3) · e2 − (F13,1 + F23,2) · e3;
rot(E) = (F34,2 − F24,3) · e1 − (F34,1 − F14,3) · e2 + (F24,1 − F14,2) · e3;
div(B) = F23,1 − F13,2 + F12,3;
div(E) = F14,1 − F24,2 + F34,3;
1)












{−[(F14,1 + F24,2 + F34,3) + (F13,1 + F23,2 − F43,4)]


































































































































































Finalmente, podemos rescrever as Equac¸o˜es de Maxwell usando Spinors.
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Teorema 3.2.11. Seja F : M → M um campo eletromagne´tico descrito como uma transformac¸a˜o
linear anti-sime´trica diferente de zero, G seu bivetor associado, FAX′BY ′ o spinor equivalente a G e φAB
o spinor sime´trico tal que FAX′BY ′ = ABφ¯X′Y ′ + φAB ¯X′Y ′ . Nestas condic¸o˜es, as Equac¸o˜es de Maxwell
sa˜o equivalentes a:
∇AX′φAB = 0, A = 1, 0, X ′ = 1′, 0′.
Demonstrac¸a˜o. Analisando somente o lado direito de cada equac¸a˜o do lema (3.2.10), iremos definir
as operac¸o˜es elementares de soma de equac¸o˜es de sistema lineares da seguinte forma: Re(j) e Im(j)



























Assim, procedendo desta maneira, obtemos que:
i) Re(3)−Re(1) = 1√
2
div(E);
ii) Im(1)− Im(3) = 1√
2
div(B) ;
iii) −(Re(3) +Re(1)) = 1√
2
(rot(B) · e3 − ∂E3∂x4 );
iv) −(Im(2) + Im(4)) = 1√
2
(rot(B) · e2 − ∂E2∂x4 );
v) Re(4)−Re(2) = 1√
2
(rot(B) · e1 − ∂E1∂x4 );
vi) −(Im(1) + Im(3)) = 1√
2
(rot(E) · e3 + ∂B3∂x4 );
vii) Re(4) +Re(2) = 1√
2
(rot(E) · e2 + ∂B2∂x4 );
viii) Im(2)− Im(4) = 1√
2
(rot(E) · e1 + ∂B1∂x4 ).
Portanto, como o sistema acima e´ equivalente ao gerado pelas equac¸o˜es ∇AX′φAB, segue que as
Equac¸o˜es de Maxwell sa˜o satisfeitas se, e somente se, o sistema ∇AX′φAB = 0 e´ satisfeito.
49
Cap´ıtulo 4
Congrueˆncias Nulas de Geode´sicas
Shear-free
O objetivo deste cap´ıtulo e´ definir uma congrueˆncia nula de geode´sicas shear-free e obter uma relac¸a˜o
com os spinors. Vimos que todo spinor esta´ relacionado a uma direc¸a˜o nula em M pelo Teorema 2.3.7.
Ale´m disso, toda direc¸a˜o nula esta´ associada a dois spinors ξA e −ξA. Se tivermos um campo vetorial
nulo sobre M, isto e´, um campo vetorial L onde para todo v ∈ M o vetor direc¸a˜o L(v) e´ um vetor
nulo, poderemos fazer a associac¸a˜o de cada vetor nulo em TvM a um spinor ξ(v). Assim com no caso
de Geometria de Superf´ıcies, onde temos a liberdade de escolha para o campo normal a superf´ıcie entre
N e −N , podemos escolher entre ξA(v) e −ξA(v) de tal forma que variando o ponto v temos um campo
suave.
Neste cap´ıtulo, exceto quando expresso o contra´rio, U ⊂M sera´ um aberto em M, .
Definic¸a˜o 4.0.12. Um campo spinor nA e´ uma aplicac¸a˜o
nA : U 7→ B∗,
tal que para cada ponto de U associamos a um vetor spinor nA(v). Dizemos que o campo e´ suave se
para cada A = 1, 0, nA(v) e´ uma func¸a˜o complexa suave em v.
Observac¸a˜o: Se trocarmos B∗ por B,B′∗ ou B′ na Definic¸a˜o 4.0.12, obter´ıamos campos spinors con-
jugados e duais, respectivamente definidos como nA, n
X′ , nX′ . Dado um campo spinor n
A obtemos o seu




Algumas definic¸o˜es importantes seguem.
Definic¸a˜o 4.0.13. Uma congrueˆncia em U ⊂ M e´ uma famı´lia de curvas que cobrem U , isto e´, para
cada v ∈ U existe uma u´nica curva r diferencia´vel e regular da famı´lia passando pelo ponto v. Dizemos
que a congrueˆncia e´ nula se elas sa˜o curvas integrais de um campo nulo, ou seja, se para cada ponto da
curva r, o seu vetor tangente l(v) e´ um vetor nulo e se o campo L = {l(v); v ∈ U} e´ um campo vetorial
suave em M.
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Definic¸a˜o 4.0.14. Uma pre´-geode´sica e´ uma curva diferencia´vel regular que admite uma reparame-
trizac¸a˜o tal que a curva reparametrizada e´ uma geode´sica.
Definic¸a˜o 4.0.15. Uma congrueˆncia nula e´ dita geode´sica se cada curva da congrueˆncia e´ uma pre´-
geode´sica em U .
Relembramos que para uma curva ser pre´-geode´sica e´ necessa´rio e suficiente que para todo v ∈ U
o vetor lb∂bl
a deve ser paralelo a la, onde l = (la) = (l1, l2, l3, l4), isto e´, lb∂bl
a = λ(v)la, para alguma
func¸a˜o escalar λ(v).
O objetivo agora e´ criar a ponte entre o campo L e um campo de spinors nA.
Definic¸a˜o 4.0.16. O Espac¸o de Minkowski complexificado, denotado por MC, e´ o espac¸o C4 munido
do tensor complexo
gC(z, w) = z1w1 + z2w2 + z3w3 − z4w4,
com z, w ∈MC.
As definic¸o˜es relacionadas com a norma de Lorentz sa˜o estendidos para o caso emMC, em particular,
a de um vetor nulo.
Um referencial mo´vel ortonormal {ea} = {e1, e2, e3, e4} e´ formado por quatro campos vetoriais em
M tal que para cada v ∈ U , ηab = g(ea(v), eb(v)) e´ dada por
η =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
Devido a Penrose e Newman, existe uma “boa escolha” de espac¸o para estudar campos nulos emM.
Este espac¸o e´ chamado de tetrad nulo e e´ definido a seguir
Definic¸a˜o 4.0.17. Um tetrad nulo e´ uma sec¸a˜o do fibrado tangente de MC, denotado por {l, n,m, m¯}
formado por dois vetores nulos reais, l e n, e por um vetor nulo complexo m e o seu conjugado m¯. Ale´m
disso, pedimos que
gC(l, n) = −1 (4.0.2)
gC(m, m¯) = 1. (4.0.3)

































Por causa da relac¸a˜o biun´ıvoca entre o tetrad nulo e referencial mo´vel ortonormal, podemos definir
um operador diferencial linear associado a base do tetrad nulo, isto e´, se a derivada parcial na direc¸a˜o
e1 e´ ∂e1 = ∂1, enta˜o, podemos definir a derivada parcial na direc¸a˜o l como sendo ∂l =
1√
2
(∂e3 − ∂e4) e
analogamente para os outros casos. Notemos que esta definic¸a˜o esta´ de acordo com o operador definido
anteriormente para campos eletromagne´ticos em (3.2.5) .
Observemos que dado um campo nulo L, podemos fazer com que l(v) = L(v), isto e´, que o campo
L seja um dos campos nulos do tetrad nulo. O objetivo agora e´ juntar essas definic¸o˜es com o campo
spinor.
Como B = C2 possui dimensa˜o 4 sobre R, podemos definir campos de spin frames {oA(v), iA(v)},
onde v ∈ U . Pedimos que {oA(v), iA(v)} satisfac¸a algumas condic¸o˜es: primeiramente, que ABoAiB = 1,
e consequentemente sejam linearmente independentes; exigimos tambe´m uma condic¸a˜o a mais sobre
iA, que sera´ equivalente a ele ser transportado paralelamente ao longo das geode´sicas geradas por l.
Chamaremos estes campos {oA(v), iA(v)} como um dyad sobre U ⊂M.
Definic¸a˜o 4.0.18. Chamaremos de dyad como os pares de campos spinors {oA, iA} tal que oAiA =
ABo
AiB = 1 e lb∂bi
A = 0 para A = 0, 1.
Podemos relacionar cada tetrad nulo com um dyad e vice e versa. Seja {l(v), n(v),m(v), m¯(v)} um
tetrad nulo. Enta˜o l(v) e´ um vetor nulo e portanto podemos definir um spinor relacionado com l(v)
para todo v ∈ U . Definimos enta˜o oA(v) como sendo o spinor equivalente a l, satisfazendo as equac¸o˜es















m¯a = σaAX′ o¯
X′iA.
A mesma relac¸a˜o pode ser usada para que dado um dyad possamos definir um tetrad nulo.
Uma observac¸a˜o importante e´ que, por convenieˆncia, a`s vezes interpretaremos cada campo de spinor











(x− iy), υ = − 1√
2
(z + t). (4.0.5)
Assim, nessas coordenadas, nA(v) = nA(u, ζ, ζ¯, υ) e portanto, podemos definir o operador diferencial
nos campos spinors.
Definic¸a˜o 4.0.19. O operador ∇AX′ nos campos spinors e´ dado por
∇11′ = ∂u,
∇00′ = ∂υ,
∇10′ = ∂ζ ,
∇01′ = ∂ζ¯ .
O que coincide com a definic¸a˜o dada no caso dos campos eletromagne´ticos (3.2.5) e consequentemente
com a do tetrad nulo.
Vamos agora definir a noc¸a˜o de “shear-free” para uma congrueˆncia de geode´sicas nulas. Seja γ uma
geode´sica de uma congrueˆncia de geode´sicas nulas e considere l = γ′ o campo tangente a γ. Escolha um
referencial ortonormal paralelo ao longo de γ, {e1, e2, e3, e4}, de forma que l = 1√2(e3 − e4) e g(e1, l) = 0
e g(e2, l) = 0. Chamamos o espac¸o gerado por e1, e2 de Screen Space.
Considere agora um campo de Jacobi J ao longo de γ que esteja contido no Screen Space. Associado
ao referencial mo´vel {e1, e2, e3, e4}, considere o tetrad nulo {l,m, m¯, n}. O plano gerado por e1, e2 pode
ser escrito em termos de m e m¯ e como estamos supondo que o campo de Jacobi J esta´ nesse plano,
escreveremos
Ja = z¯ma + zm¯a, z ∈ C, (4.0.6)
Como o campo de Jacobi esta´ naturalmente associado a uma variac¸a˜o ([4], pg 95) e pelo chamado
Lema de Simetria ([4], pg 59) segue que
lb∂bJ
a = J b∂bl
a. (4.0.7)
Substituindo a equac¸a˜o acima (4.0.6) em (4.0.7) obtemos que
lb∂bJ
a = J b∂bl
a
∴ lb∂b(z¯ma + zm¯a) = (z¯mb + zm¯b)∂bla
∴ malb∂bz¯ + m¯alb∂bz = z¯mb∂bla + zm¯b∂bla
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Multiplicando os dois lados por ma, relembrando que m
a e´ nulo e por (4.0.3) mam¯
a = 1, obtemos
que
⇔ ma(malb∂bz¯ + m¯alb∂bz) = ma(z¯mb∂bla + zm¯b∂bla)
⇔ (1)lb∂bz = z¯mamb∂bla + zmam¯b∂bla








Em σ, podemos subir e descer o ı´ndice a. Isso e´ feito da mesma maneira que emM, pore´m usando a
matriz ηαaC , onde η
αa
C e´ a matriz relacionada com o tensor gC aplicada no tetrad nulo. Assim, l











E isto motiva a seguinte definic¸a˜o
Definic¸a˜o 4.0.20. Seja γ uma geode´sica em U ⊂M e {l,m, m¯, n} seu tetrad nulo associado. Chama-
remos de shear, denotado por σ, como sendo o valor
σ = mamb∂bla (4.0.8)
Definic¸a˜o 4.0.21. Dizemos que γ e´ shear-free se em γ e´ satisfeito a equac¸a˜o σ = 0, isto e´
mamb∂bla = 0 (4.0.9)
Uma representac¸a˜o geome´trica do que veˆm a ser shear-free pode ser encontrada em ([9], pg 46-48).
Podemos enta˜o definir uma congrueˆncia nula de geode´sicas shear-free.
Definic¸a˜o 4.0.22. Uma congrueˆncia nula de geode´sicas shear-free e´ um campo vetorial nulo suave L
em U ⊂ M tal que suas curvas integrais sa˜o pre´-geode´sicas que cobrem U , e os vetores L(v) em cada
ponto v ∈ U satisfazem as equac¸o˜es de serem shear-free.
Finalmente estamos aptos a criar a relac¸a˜o entre congrueˆncias de geode´sicas nulas shear-free e spi-
nors. Queremos encontrar uma condic¸a˜o necessa´ria e suficiente para representar a congrueˆncia nula de
geode´sicas shear-free como uma equac¸a˜o “simples” na forma de spinors e finalmente juntarmos com as
54
equac¸o˜es em forma de spinors para campos eletromagne´ticos dada pelo Teorema 3.2.11 e assim concluir-
mos o Teorema de Robinson.
Voltamos agora para o caso da congrueˆncia nula por geode´sicas shear-free. Dada uma congrueˆncia
nula, L(v), podemos enta˜o definir o primeiro termo do tetrad nulo como l(v) = L(v). Isso define um
campo spinor nA(v). Escolhemos um spinor iA de tal forma que {nA, iA} seja um dyad. A partir desse
dyad, podemos definir um tetrad nulo {l, n,m, m¯}. Dessa forma, temos que




onde relembramos que σaAX′ sa˜o iguais a





























A condic¸a˜o para que L(v) seja pre´-geode´sica e´ equivalente a Lb∂bL
a ser paralelo a La para todo
v ∈ U ⊂M. Segue enta˜o uma pequena proposic¸a˜o:
Proposic¸a˜o 4.0.23. O operador diferencial lb∂b = L
b∂b e´ equivalente em campos spinors a nBn¯Y ′∇BY ′ .
Demonstrac¸a˜o. Notemos que La(v) = la = σaAX′n
An¯X
′


































Pore´m ABAB = 
2
AB = −δAB, e assim temos que nBn¯Y ′∇BY ′ = (−1)2nBn¯Y ′∇BY ′ .
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Proposic¸a˜o 4.0.24. A equac¸a˜o da pre´-geode´sica para campos spinors e´ equivalente a exigir que nBn¯Y ′∇BY ′nA
seja paralelo a nA, ou seja, que
nAnBn¯Y ′∇BY ′nA = 0.
Demonstrac¸a˜o. Temos que
lb(v)∂bl
a = nBn¯Y ′∇BY ′(σaAX′nAn¯X
′
)




A∇BY ′n¯X′ + nBn¯Y ′n¯X′∇BY ′nA).
Se queremos que nBn¯Y ′∇BY ′(nAn¯X′) seja paralelo a nA, queremos que nBn¯Y ′∇BY ′(nAn¯X′) = λ(v)nA,
onde λ(v) e´ uma func¸a˜o complexa diferencia´vel emM. Por causa do Lema 2.1.2, itens a e b, uma condic¸a˜o
necessa´ria e suficiente para dois spinors ξA e nA sejam linearmente dependentes e´ que ξAn





A∇BY ′n¯X′ + nBn¯Y ′n¯X′∇BY ′nA)
]
= 0
⇔ nA(nBn¯Y ′nA∇BY ′n¯X′ + nBn¯Y ′n¯X′∇BY ′nA) = 0
⇔ nAnBn¯Y ′n¯X′∇BY ′nA = 0
⇔ n¯X′(nAnBn¯Y ′∇BY ′nA) = 0
⇔ (nAnBn¯Y ′∇BY ′nA) = 0.
Onde na terceira linha usamos que nAn
A = 0 e na quarta comprimimos n¯X
′
, isto e´, multiplicamos
por um spinor ξ¯X′ dos dois lados tal que ξX′n¯
X′ = 1, como feito no Lema 2.1.2.
Analogamente, obtemos que a condic¸a˜o de ser shear-free e´ equivalente a
σ = nAnB i¯Y ′∇BY ′nA = 0.
Como {nA, iA} formam um dyad, enta˜o {n¯Y ′ , i¯Y ′} formam um dyad em B′∗. Assim, a mesma curva
sera´ parte de uma congrueˆncia nula de geode´sicas shear-free se, e somente se, ela satisfizer as equac¸o˜es
de ser geode´sica e shear-free ao mesmo tempo, ou seja,{
i¯Y ′(nAnB∇BY ′nA) = 0
n¯Y ′(nAnB∇BY ′nA) = 0.
Pore´m, como {n¯Y ′ , i¯Y ′} sa˜o linearmente independente, a u´nica maneira desse sistema ser satisfeito
e´ se nAnB∇BY ′nA = 0. Assim, uma congrueˆncia nula nA sera´ de geode´sicas e shear-free se satisfizer o
seguinte sistema de equac¸o˜es:
nAnB∇BY ′nA = 0, Y ′ = 0′, 1′. (4.0.10)
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4.0.1 Exemplo
Um exemplo e´ o seguinte: considere o campo spinor constante ao longo de todo v ∈ M dado por
nA(v) = (0,−1). Para que {nA, iA} forme um dyad, podemos escolher iA(v) = (1, 0). Usando o fato de




l1 = − 1√
2
(0(n1n¯1) + 1(n1n¯0) + 1(n0n¯1) + 0(n0n¯0))
= − 1√
2
(0 + 1(0)(−1) + 1(−1)(0) + 0(−1)(−1))
= 0.
Analogamente, obtemos que l2 = 0, l3 = 1√
2











define emM uma campo nulo, onde suas linhas integrais sa˜o geode´sicas nulas shear-free. Isso segue
imediatamente do fato que, por ser constante, ∇BY ′nA = 0. Ale´m disso, as linhas integrais sa˜o retas que
possuem l como vetor tangente em cada ponto, o que sa˜o geode´sicas shear-free. Como todas as retas
sa˜o paralelas, na˜o existe um ponto v ∈ M que possui duas retas dessa famı´lia e todo M e´ coberto por
essas retas. Logo l e´ realmente uma congrueˆncia nula shear-free.















































e1(v) = (1, 0, 0, 0),
e2(v) = (0, 1, 0, 0),
e3(v) = (0, 0, 1, 0),
e4(v) = (0, 0, 0, 1).
Uma observac¸a˜o: uma definic¸a˜o formal do que veˆm a ser um campo spinor sobre uma n−variedade
envolve um formalismo que vai muito ale´m das necessidades deste trabalho. De fato, assim como os
campos vetoriais sa˜o definidos a partir de uma sec¸a˜o do fibrado vetorial, os campos spinors sa˜o formal-
mente definidos como uma sec¸a˜o do fibrado spinor (um fibrado vetorial complexo sobre a n−variedade
relacionado com o fibrado principal tal que o levantamento do Mapa Spin sobre SO(n) e´ um recobri-
mento duplo). Pore´m, nossa variedade e´ o R4, que e´ flat e admite uma paralelizac¸a˜o, e essa definic¸a˜o
coincide com a definic¸a˜o feita neste trabalho.
58
Cap´ıtulo 5
Sobre a relac¸a˜o entre Campos
Eletromagne´ticos Nulos e Congrueˆncias de
Geode´sicas Shear-free
Neste cap´ıtulo, iremos mostrar que podemos associar um campo eletromagne´tico nulo a uma con-
grueˆncia nula por geode´sicas shear-free e que, reciprocamente, dada uma congrueˆncia nula por geode´sicas
shear-free, existe uma famı´lia de campos eletromagne´ticos nulos associados. Na segunda sec¸a˜o, prova-
remos, atrave´s de uma generalizac¸a˜o do teorema de Frobenius, que o sistema sempre possui soluc¸a˜o e
assim, teoricamente, conclu´ımos que toda congrueˆncia nula de geode´sicas shear-free esta´ associada a
uma famı´lia de campos eletromagne´ticos nulos.
Existe uma ambiguidade na notac¸a˜o de Penrose-Newman. O s´ımbolo nA por vezes denota um campo
spinor e outras vezes denota os componentes de um campo spinor. Portanto, cuidado deve ser tomado
sobre o que representa o s´ımbolo nA.Ale´m disso, falaremos que nA e´ uma congrueˆncia nula por geode´sicas
shear-free se o campo spinor nA define uma congrueˆncia nula por geode´sicas shear-free.
Devido aos ca´lculos e a necessidade de usar diversas varia´veis como ı´ndices, a notac¸a˜o sofrera´ algumas
mudanc¸as. Primeiramente, a distinc¸a˜o entre os ı´ndices dos espac¸os B e B′ sera´ feita unicamente pelo
s´ımbolo ′. Isto e´, ate´ agora, usamos ı´ndices A,B,C, · · · para spinors em B ou B∗ e X ′, Y ′, · · · para
os espac¸os B′, ou B′∗. Pore´m, agora poderemos usar A′ como ı´ndice para indicar um spinor em B′ ou
algo relacionado a B′. Por exemplo, podemos denotar nX′ por nA′ , ∇AX′ por ∇AA′ , ou ∇JJ ′ , onde a
“linha” e´ que faz a distinc¸a˜o entre os espac¸os. Outra observac¸a˜o importante e´ que a partir desta sec¸a˜o,
exceto expresso contra´rio, nA sera´ um campo spinor e, num abuso de notac¸a˜o, o chamaremos somente
de spinor. Nesta sec¸a˜o, um (campo) spinor nA e´, para cada escolha de A = 0, 1, interpretada como uma
func¸a˜o complexa diferencia´vel do espac¸o de Minkowski, isto e´ n1 :M 7→ C e n0 :M 7→ C.
Aproveitamos para relemebrar as relac¸o˜es entre nA e nA, isto e´, um (campo) spinor e o seu dual:{
n1 = −n0,
n0 = n1.
Considere um spinor sime´trico φAB que representa um campo eletromagne´tico nulo F . Pela Pro-
posic¸a˜o 3.2.8 , segue que φABφ
AB = 0 e portanto existe um autospinor nA tal que φABn
A = 0.
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Lema 5.0.25. Se φAB e´ um spinor sime´trico que representa um campo eletromagne´tico nulo e n
A seu
autospinor, enta˜o a condic¸a˜o φABn
A = 0 e´ equivalente ao sistema
φJBnC − φBCnJ = 0. (5.0.1)







= φ0An1 − φA1n0 (5.0.4)
(5.0.5)
Notemos que os outros casos, como se C = J , sa˜o zero por simetria de φAB. Segue enta˜o que se
φABn
B = 0⇔ φJBnC − φBCnJ = 0.
Proposic¸a˜o 5.0.26. Seja φAB um spinor sime´trico na˜o nulo e n
B seu autospinor nulo associado. Se
φAB satisfaz ∇AA′φAB = 0, enta˜o nBnJ∇JJ ′nB = 0.
Demonstrac¸a˜o. Por hipo´tese, temos que
φABn
B = 0 (5.0.6)
Segue do Lema 5.0.25 que, diferenciando a equac¸a˜o acima (5.0.6) por∇JJ ′ , usando a regra do produto
e posteriormente multiplicando os dois lados da igualdade por nJ ,obtemos que:
φABn
B = 0 (5.0.7)
(∇JJ ′φAB)nB + φAB(∇JJ ′nB) = 0 (5.0.8)
nJ(∇JJ ′φAB)nB + nJφAB(∇JJ ′nB) = 0 (5.0.9)
(nJ∇JJ ′φAB)nB + φABnJ∇JJ ′nB = 0. (5.0.10)
Analogamente, diferenciando (5.0.1) por ∇JJ ′ :
(∇JJ ′φJB)nC + φJB∇JJ ′nC − (∇JJ ′φBC)nJ − φBC∇JJ ′nJ = 0 (5.0.11)
Como por hipo´tese ∇JJ ′φJB = 0, a equac¸a˜o de (5.0.11) e´ igual a:
φJB∇JJ ′nC − φBC∇JJ ′nJ = (∇JJ ′φBC)nJ (5.0.12)
Usando o fato que φBC = φCB e que por hipo´tese φCBn
B = 0 e φJBn
B = 0, obtemos ao multiplicar
(5.0.12) por nB que
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φJBn
B∇JJ ′nC − φCBnB∇JJ ′nJ = nBnJ(∇JJ ′φBC) (5.0.13)
0 = nBnJ(∇JJ ′φBC) (5.0.14)
0 = (nJ(∇JJ ′φBC))nB. (5.0.15)
Renomeando C por A e novamente usando a simetria de φBC , obtemos que
(nJ(∇JJ ′φAB))nB = 0. (5.0.16)
Substituindo essa informac¸a˜o de (5.0.16) na primeira equac¸a˜o (5.0.10), obtemos enta˜o que
φABnJ∇JJ ′nB = 0.
Portanto, nJ∇JJ ′nB e´ um autospinor de φAB que possui 0 como autovalor e portanto e´ paralelo a
nB, isto e´, nJ∇JJ ′nB = λnB, para alguma func¸a˜o complexa diferencia´vel λ :M 7→ C . Isto implica que,
como nBn
B = 0,
nB(nJ∇JJ ′nB) = 0.
Definic¸a˜o 5.0.27. Dizemos que um spinor nA e´ uma congrueˆncia (de geode´sicas) nula shear-free se nA
satisfaz
nBnJ∇JJ ′nB = 0 para J ′ = 0′, 1′. (5.0.17)
Vemos que esta definic¸a˜o e´ a mesma que (4.0.10). Uma consequeˆncia imediata da proposic¸a˜o (5.0.26)
e´ que um spinor nA tal que φABn
B = 0 e´ uma congrueˆncia nula shear-free se φAB for um campo
eletromagne´tico nulo. Esta e´ a primeira relac¸a˜o entre campos eletromagne´ticos nulos e congrueˆncia de
geode´sicas nulas shear-free, isto e´, se um spinor sime´trico φAB define um campo eletromagne´tico nulo,
enta˜o seu autospinor e´ uma congrueˆncia de geode´sicas nulas shear-free. Para obtermos uma rec´ıproca
precisaremos de alguns lemas importantes.
Lema 5.0.28. Seja nA um spinor. Se nJ∇JJ ′nB e´ paralelo a nB, enta˜o existe um spinor ζJ ′ tal que
nJ∇JJ ′nB = ζJ ′nB. Chamaremos este argumento de argumento do paralelismo.




Pelo Lema 2.1.2, existe um spinor ξA tal que ξBn




















Uma observac¸a˜o: a ferramenta alge´brica usada na construc¸a˜o do argumento do paralelismo motiva
a seguinte terminologia: seja nA um spinor e ξA o spinor que satisfaz nAξA = 1. Dada uma equac¸a˜o que
depende de nA, chamaremos de comprimir um spinor nA como multiplicar ambos os lados da igualdade
pelo spinor ξA.
No Lema 5.0.28 comprimimos o spinor nB a fim de isolar ζ1
′
. Pore´m, muito cuidado deve-se ter
quando se comprime um spinor para que a notac¸a˜o de somato´rio na˜o seja prejudicada. Voltemos
nosso foco para a construc¸a˜o de campos eletromagne´ticos. Podemos tambe´m construir campos eletro-
magne´ticos nulos a partir de congrueˆncias (de geode´sicas) nulas shear-free como explicado a seguir:
Proposic¸a˜o 5.0.29. Seja nA um congrueˆncia nula shear-free. Se um spinor sime´trico φAB satisfaz
φABn
B = 0, enta˜o (∇AA′φAB)nB = 0.
Demonstrac¸a˜o. Aplicando o operador diferencial ∇AA′ em φBCnB = 0, temos que:
(∇AA′φBC)nB + φBC(∇AA′nB) = 0.
Multiplicando os dois lados por nA obtemos que:
(nA∇AA′φBC)nB + φBCnA(∇AA′nB) = 0. (5.0.18)
Como demonstrado anteriormente no Lema 5.0.25, φABn
B = 0 implica que
φABnC − φBCnA = 0 (5.0.19)
Diferenciando a equac¸a˜o (5.0.19) com o operador ∇AA′ , multiplicando ambos os lados por nB e
usando o fato de que φABn
B = 0, como feito anteriormente, temos:
φABnC − φBCnA = 0 (5.0.20)
⇔ nC∇AA′φAB + φAB∇AA′nC − nA∇AA′φBC − φBC∇AA′nA = 0 (5.0.21)
⇔ nBnC∇AA′φAB + φABnB∇AA′nC − nAnB∇AA′φBC − φBCnB∇AA′nA = 0 (5.0.22)
⇔ nAnB(∇AA′φBC) = nBnC(∇AA′φAB) (5.0.23)
⇔ nA(∇AA′φBC)nB = nB(∇AA′φAB)nC . (5.0.24)
Usando a igualdade acima (5.0.24), segue de (5.0.18) que
nB(∇AA′φAB)nC = −φBCnA(∇AA′nB). (5.0.25)
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Pelo argumento do paralelismo, Lema 5.0.28, a natureza shear-free de nA implica na existeˆncia de
um campo de spinor ζA
′
tal que
nA(∇AA′nB) = ζA′nB, (5.0.26)
Como φBCn
B = 0, (5.0.25) e´ equivalente a
nB(∇AA′φAB)nC = −φBCnBζA′ = 0.
Logo, comprimindo nC (pois na˜o esta´ em somato´rio), temos que
nB(∇AA′φAB) = 0.
Seja φAB o mesmo que o definido na Proposic¸a˜o 5.0.29 acima e defina ηA como o campo de spinor tal
que φAB = ηAnB. A natureza sime´trica de φAB implica que 0 = φAB − φBA = ηAnB − ηBnA e portanto,
quando B 6= A, temos que 0 = ηAnB − ηBnA = ηAnA.
Enta˜o, existe uma func¸a˜o escalar κ tal que ηA = κnA. Temos enta˜o que φAB = κnAnB. Como
nB(∇AA′φAB) = 0, de maneira similar ao argumento do paralelismo, existe um campo de spinor ξA′
tal que ∇AA′φAB = ξA′nB. Enta˜o, ξA′ pode ser representada em termos de κ, nA e ζA′ (definida
implicitamente em (5.0.26) pela equac¸a˜o nA(∇AA′nB) = ζA′nB) da seguinte maneira:
Diferenciando φAB = κnAnB, obtemos que:
∇AA′φAB = (nA∇AA′κ)nB + κ(nA∇AA′nB + nB∇AA′nA)
= {nA∇AA′κ+ (∇AA′nA + ζA′)κ}nB,
onde descemos B nos dois lados da equac¸a˜o de ζA
′






∇AA′φAB = {nA∇AA′κ+ (∇AA′nA + ζA′)κ}nB
ξA
′
nB = {nA∇AA′κ+ (∇AA′nA + ζA′)κ}nB.
Comprimindo nB dos dois lados, obtemos que
ξA
′
= nA∇AA′κ+ (∇AA′nA + ζA′)κ.
Logo, se a func¸a˜o κ satisfaz
nA∇AA′κ+ (∇AA′nA + ζA′)κ = 0.
teremos que ξA
′
= 0 e, consequentemente, ∇AA′φAB = 0. Portanto, φAB = κnAnB sera´ um campo
eletromagne´tico. Resumindo, temos o seguinte teorema
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Teorema 5.0.30 (Robinson). Seja nA um campo spinor, tal que suas func¸o˜es n1 e n0 sa˜o func¸o˜es
complexas anal´ıticas, que define uma congrueˆncia de geode´sicas nulas shear-free em U ⊂M e ζA′ o spinor
definido como nA∇AA′nB = ζA′nB. Seja κ : U 7→ C uma func¸a˜o complexa, κ(v) = κ(u, ζ, ζ¯, υ), v ∈ U ,










(x− iy), υ = − 1√
2
(z + t),
enta˜o, se κ(v) satisfaz
nA∇AA′κ+ (∇AA′nA + ζA′)κ = 0 (5.0.27)
temos que φAB = κnAnB e´ um campo eletromagne´tico. Ale´m disso, se φAB e´ o spinor sime´trico que
define um campo eletromagne´tico nulo, enta˜o seu autospinor associado nA define uma congrueˆncia nula
por geode´sicas shear-free.
A equac¸a˜o (5.0.27) acima e´ um sistema cuja existeˆncia de soluc¸a˜o na˜o e´ o´bvia. Mostraremos agora
que tal sistema possui sempre soluc¸a˜o, assumindo que os componentes de nA sa˜o func¸o˜es anal´ıticas em
{u, ζ, ζ¯, υ} e assim conclu´ımos o Teorema de Robinson.
5.1 Existeˆncia de soluc¸o˜es para (5.0.27)
O objetivo desta sec¸a˜o e´ demonstrar que o sistema (5.0.27) sempre possui soluc¸a˜o. Para isso, iremos
usar ferramentas de soluc¸o˜es de sistema de EDP’s quasilineares para obter um sistema equivalente.
Depois, usaremos o famoso Teorema de Fro¨benius para obter uma condic¸a˜o suficiente para a existeˆncia
de soluc¸o˜es para o sistema equivalente e assim demonstrar que o sistema (5.0.27) sempre possui soluc¸a˜o.
Queremos resolver o sistema (5.0.27) para κ. Para isso precisaremos de algumas ferramentas de
resoluc¸a˜o de equac¸o˜es diferenciais. Como a teoria por tra´s destes me´todos foge um pouco do objetivo
deste trabalho, iremos citar a teoria com suas respectivas refereˆncias. Em primeiro lugar, notemos que
o sistema (5.0.27) e´ um sistema de equac¸o˜es diferenciais quasi-lineares. Ale´m disso, procuraremos uma
soluc¸a˜o para κ dependendo de {u, ζ, ζ¯, υ} vendo cada uma dessas varia´veis como varia´veis complexas
independentes. Se obtivermos uma soluc¸a˜o (num aberto de C4), podemos restringir para quando u e υ
sa˜o reais e ζ¯ sendo o conjugado de ζ.
Podemos, como explicado no livro de Courant e Hilbert ([5], pg 31), pensar em κ como uma nova
varia´vel independente em C e dessa maneira obter um novo sistema de equac¸o˜es diferenciais, agora
linear, que e´ equivalente ao sistema quasi-linar (5.0.27). Este novo sistema esta´ definido em C5, pois
dependera´ das inco´gnitas {u, ζ, ζ¯, υ, κ}. Apesar de ser escrito para o caso real, o teorema usa como
hipo´tese func¸o˜es anal´ıticas e uma extensa˜o para a teoria complexa existe quando tratarmos de func¸o˜es
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complexas anal´ıticas (holomorfas). Assim, o sistema (5.0.27) e´ equivalente a obtermos uma soluc¸a˜o
implicitamente dada por uma func¸a˜o φ(u, ζ, ζ¯, υ, κ) = ci, onde ci sa˜o constantes, que satisfaz o sistema(
nA∇AA′ − (∇AA′nA + ζA′)κ ∂
∂κ
)
φ = 0 (5.1.1)





= nA∇AA′ − (∇AA′nA + ζA′)κ ∂
∂κ
A′ = 0′, 1′.
Definic¸a˜o 5.1.1. Seja Xi(i = 1, 2, ...,m) operadores diferenciais em Cn, onde m < n. Dizemos que o
conjunto desses operadores {Xi}mi=1 e´ involutivo, ou um sistema completo, se existem func¸o˜es λijk, para






[Xi, Xj] = XiXj −XjXi
Existe uma generalizac¸a˜o do teorema de Frobenius para func¸o˜es complexas holomorfas em ([3], pg
14) como enunciado a seguir:
Teorema 5.1.2 (Frobenius). Seja L1, · · · , Ln campos vetoriais lineramente independentes holomo´rfos
numa vizinhanc¸a V ⊂ Cm. Suponha que o subfibrado V de TC gerado por L1, · · · , Ln e´ involutivo.





, · · · , ∂
∂wn
.
A estrate´gia para resolver o sistema equivalente (5.1.1) e´ a seguinte: se provarmos que {XA′} e´
involutivo, teremos, por Frobenius, que existira´ um aberto U ⊂ C5 e um novo sistema de coordenadas
{w1, · · · , w5} relacionado de maneira holomorfa a {u, ζ, ζ¯, υ, κ}, tal que o plano gerado por ∂∂w1 , ∂∂w2 sera´
o mesmo que o gerado por {X1′ , X0′}. Podemos, por Frobenius tambe´m, construir localmente uma





Esta hiper-superf´ıcie define a func¸a˜o φ(u, ζ, ζ¯, υ, κ) e que satisfaz o sistema (5.1.1). Podemos, sem perda
de generalidade, assumir que ∂
∂w5
e´ o campo associado ao vetor normal a hiper-superf´ıcie e que ∂
∂κ
na˜o
pertence ao hiper-plano tangente. Assim como feito no caso de superf´ıcies em R3, podemos enta˜o escrever
localmente a hiper-superf´ıcie como gra´fico da func¸a˜o κ, isto e´, a hiper-superf´ıcie sera´, localmente, escrita
como (u, ζ, ζ¯, υ, κ(u, ζ, ζ¯, υ)) e, por construc¸a˜o, κ esta´ relacionado com φ soluc¸a˜o do sistema (5.1.1) que
e´ equivalente ao sistema (5.0.27) e, portanto, κ sera´ a soluc¸a˜o desejada.
Assim, existira´ uma soluc¸a˜o κ se o sistema Xi for involutivo.
Teorema 5.1.3. Seja nA uma congrueˆncia nula shear-free e ζA
′
o spinor definido como nA∇AA′nB =
ζA
′








[Xi, Xi] = 0;
[Xi, Xj] = −[Xj, Xi].
Primeiramente, notemos que κ agora e´ uma varia´vel independente e que nA e ζ
A′ sa˜o func¸o˜es que
na˜o dependem de κ. Como
X0
′




= nB∇B1′ − (∇B1′nB + ζ1′)κ ∂
∂κ
.









= nA(∇A0′nB)∇B1′ + nAnB∇A0′∇B1′
−nA∇A0′(∇B1′nB + ζ1′)κ ∂
∂κ
−nA(∇B1′nB + ζ1′)κ∇A0′ ∂
∂κ
−(∇A0′nA + ζ0′)κnB ∂
∂κ
∇B1′
+(∇A0′nA + ζ0′)κ(∇B1′nB + ζ1′) ∂
∂κ









= nB(∇B1′nA)∇A0′ + nBnA∇B1′∇A0′
−nB∇B1′(∇A0′nA + ζ0′)κ ∂
∂κ
−nB(∇A0′nA + ζ0′)κ∇B1′ ∂
∂κ
−(∇B1′nB + ζ1′)κnA ∂
∂κ
∇A0′
+(∇B1′nB + ζ1′)κ(∇A0′nA + ζ0′) ∂
∂κ
























nA∇A0′(∇B1′nB + ζ1′)κ ∂
∂κ




Simplificaremos cada uma das expresso˜es em chaves. Primeiramente, como nB∇BB′nA = nAζB′ ,
temos que:
nAζA′∇AA′ = nAζ0′∇A0′ + nAζ1′∇A1′
= (nAζ
1′)∇A0′ − (nAζ0′)∇A1′
= nB∇B1′nA∇A0′ − nB∇B0′nA∇A1′ ,





Uma conta ana´loga mostra que
[
nA∇A0′(∇B1′nB + ζ1′)κ ∂
∂κ














] = −nAζA′∇AA′ − (nA∇BA′∇AA′nB + nA∇AA′ζA′)κ ∂
∂κ
(5.1.2)
Simplificaremos o segundo termo em pareˆnteses. Diferenciando com o operador ∇BA′ a relac¸a˜o
nA∇AA′nB = ζA′nB, obtemos que









nA∇BA′∇AA′nB + (∇BA′nA)(∇AA′nB) = ζA′∇BA′nB − nB∇BB′ζB′
nA∇BA′∇AA′nB + nA∇AA′ζA′ = ζA′∇BA′nB − (∇BA′nA)(∇AA′nB).
Mostraremos agora que:
(∇BA′nA)(∇AA′nB) = 0.
Como (∇BA′nA) = B′A′∇BB′nA, calculamos os sistema para A′ = 0′ e B′ = 1′ e obtemos que
(B′A′∇BB′nA)(∇AA′nB) = (∇B1′nA)(∇A0′nB)− (∇B1′nA)(∇A0′nB).
Substituindo os valores em A e B por 0, 1, temos que a soma e´ zero. Logo,
nA∇BA′∇AA′nB + nA∇AA′ζA′ = ζA′∇BA′nB = ζA′∇BA′nB. (5.1.3)
Relembramos que ζA′ζ





] = −ζ0′X0′ − ζ1′X1′
Portanto, {XA′}A′=0′,1′ e´ involutivo e assim fica demonstrado o Teorema de Robinson.
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Cap´ıtulo 6
O Teorema de Kerr
Neste cap´ıtulo iremos demonstrar o Teorema de Kerr, que basicamente nos diz como encontrar as
congrueˆncias nulas de geode´sicas shear-free no espac¸o de Minkowski a partir de uma func¸a˜o anal´ıtica
arbitra´ria de 3 varia´veis complexas. Logo em seguida, demonstraremos uma versa˜o do Teorema escrito
na forma de Twistors, que e´ a maneira utilizada na maioria dos artigos relacionados com o tema.
Relembramos que uma congrueˆncia de geode´sicas shear-free sera´ nula se, e somente se, (5.0.17)
ocorre, isto e´
nBnJ∇JJ ′nB = 0 para J ′ = 0′, 1′.
Lema 6.0.4. Se nA e´ uma congrueˆncia de geode´sicas nulas shear-free e se λ e´ uma func¸a˜o complexa
diferencia´vel, enta˜o λnA tambe´m e´ uma congrueˆncia de geode´sicas nulas shear-free.
Demonstrac¸a˜o. Relembramos que nAn
A = 0, Logo, segue que








Considere o dual nA de uma congrueˆncia nula de geode´sicas shear-free e o escreva na forma nˆA = λ˜nA.










. Por causa do Lema 6.0.4, quando tratado
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. Neste caso, a equac¸a˜o (5.0.17) se torna
nˆJ∇JJ ′(Y ) = 0.
Demonstrac¸a˜o. Isso segue diretamente do ca´lculo
nBnJ∇JJ ′nB = 0
nˆ1nˆJ∇JJ ′nˆ1 + nˆ0nˆJ∇JJ ′nˆ0 = 0
nˆ0nˆJ∇JJ ′nˆ0 = 0
nˆJ∇JJ ′(Y ) = 0,
onde lembramos que ∇JJ ′nˆ1 = 0, pois nˆ1 = 1 e nˆ0 = Y .
Agora, expandindo a equac¸a˜o acima, temos que
nˆJ∇JJ ′(Y ) = 0
nˆ0∇0J ′(Y ) + nˆ1∇1J ′(Y ) = 0.
Substituindo os valores dos operadores, obtemos que o sistema e´ equivalente a
{
Y ∂uY − ∂ζ¯Y = 0




(Y ∂u − ∂ζ¯)Y = 0
(Y ∂ζ − ∂υ)Y = 0
(6.0.2)
Podemos enta˜o demonstrar o famoso Teorema de Kerr
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Teorema 6.0.6 (Kerr). Seja F uma func¸a˜o anal´ıtica de treˆs varia´veis tal que a equac¸a˜o
F (Y, ζ + Y υ, u+ Y ζ¯) = 0





e´ uma congrueˆncia nula
de geode´sicas shear-free. Reciprocamente, toda congrueˆncia nula de geode´sicas shear-free pode ser
representada localmente nessa forma.
Demonstrac¸a˜o. Seja Y uma soluc¸a˜o arbitra´ria do sistema (6.0.2). Considere enta˜o o sistema:
{
(Y ∂u − ∂ζ¯)X = 0
(Y ∂ζ − ∂υ)X = 0
(6.0.3)
onde X e´ func¸a˜o inco´gnita. Vamos verificar que este sistema e´ completamente integra´vel. De fato,
calculando o comutador [(Y ∂u−∂ζ¯), (Y ∂ζ−∂υ)]φ, onde φ e´ uma func¸a˜o diferencia´vel arbitra´ria, obtemos
que
[(Y ∂u − ∂ζ¯), (Y ∂ζ − ∂υ)]φ = (Y ∂uY ∂ζ − ∂ζ¯Y ∂ζ − Y ∂ζY ∂u + ∂υY ∂u)φ
= −(∂uφ)(∂υ − Y ∂ζ)Y − (∂ζφ)(∂ζ¯ − Y ∂u)Y
= 0,
pois Y e´ soluc¸a˜o (6.0.2). Segue da teoria em ([18], pg 294) que a soluc¸a˜o geral de (6.0.3) tem a
seguinte forma
X = f(X1, X2),
onde X1 e X2 sa˜o soluc¸o˜es independentes de (6.0.3) e f e´ uma func¸a˜o diferencia´vel arbitra´ria. Duas
soluc¸o˜es independentes do sistema (6.0.3) sa˜o encontradas diretamente, a saber: X1 = ζ + Y υ e X2 =
u+ Y ζ¯, pois
{
Y ∂uX1 − ∂ζ¯X1 = υ(Y ∂uY − ∂ζ¯Y ) = 0
Y ∂ζX1 − ∂υX1 = υ(Y ∂ζY − ∂υY ) = 0.
Analogamente para X2. Assim a soluc¸a˜o anal´ıtica mais gene´rica X deve ser dada na forma
X = f(X1, X2) = f(ζ + Y υ, u+ Y ζ¯). (6.0.4)
Portanto, como Y e´ soluc¸a˜o, podemos escreveˆ-lo como
Y = f(ζ + Y υ, u+ Y ζ¯)
para alguma f anal´ıtica, ou equivalentemente definindo F como
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F (Y, ζ + Y υ, u+ Y ζ¯) = Y − f(ζ + Y υ, u+ Y ζ¯) = 0.
Reciprocamente, se Y = g(ζ + Y υ, u + Y ζ¯), para alguma func¸a˜o anal´ıtica arbitra´ria g, um ca´lculo
direto mostra que
{
(Y ∂u − ∂ζ¯)Y = 0
(Y ∂ζ − ∂υ)Y = 0
(6.0.5)
Pois, se g1 e´ a derivada de g na primeira coordenada e analogamente para g2, e usando a notac¸a˜o
para derivada parcial ∂
∂u
Y = Yu e analogamente para as outras varia´veis, temos que
Yu = g1(Yuυ) + g2(1 + Yuζ¯) ⇔ Yu = g2
1− g1υ + g2ζ¯
Yζ¯ = g1(Yζ¯υ) + g2(Y + Yζ¯ ζ¯) ⇔ Yζ¯ =
Y g2
1− g1υ + g2ζ¯
Segue enta˜o que Y = g(ζ+Y υ, u+Y ζ¯) e´ soluc¸a˜o da primeira equac¸a˜o. Analogamente para a segunda
equac¸a˜o e, portanto, conclu´ımos o primeiro Teorema de Kerr.












Definic¸a˜o 6.0.7. Chamaremos de (campo) twistor, denotado por Z, como um elemento de C4 formado
por um par de dois (campos) spinors Z = (ωA, piA′), onde ωA e piA′ sa˜o campos spinors.
Estaremos interessados num tipo espec´ıfico de twistor, que e´ conhecido como um tipo de twistor
nulo. Este twistor e´ escrito da seguinte forma Z = (nA,−inAxAA′) = (n1, n0,−inAxA1′ ,−inAxA0′) =
(Zα), (α = 0, 1, 2, 3).
Desta forma, podemos rescrever o teorema de Kerr na forma de twistors. Seja F a func¸a˜o anal´ıtica
como no teorema de Kerr, isto e´, F (n
0
n1
, ζ + n
0
n1
υ, u + n
0
n1
ζ¯) = 0, onde nA e´ um spinor que define uma


















































Como F = 0, temos que existe uma func¸a˜o f , homogeˆnea de grau n, tal que
f(nA,−inAxAA′) = 0,
onde (nA,−inAxAA′) e´ um twistor nulo Z = (nA,−inAxAA′). Portanto, o teorema de Kerr pode ser
reformulado da seguinte maneira.
Teorema 6.0.8 (Kerr). Os zeros de uma func¸a˜o homogeˆnea anal´ıtica arbitra´ria f(Zα), onde Z =
(nA,−inAxAA′), definem uma congrueˆncia de geode´sica nulas shear-free nA. Reciprocamente, toda
congrueˆncia de geode´sicas nulas shear-free nA sa˜o as raizes de alguma func¸a˜o homogeˆnea anal´ıtica
f(nA,−inAxAA′).
Podemos citar algumas refereˆncias onde este teorema e´ provado de maneira mais curta e menos
formal, como em ([9], pg 50), ou de maneira mais geome´trica, como em ([14], pg 360 - 362).
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