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Abstract
The “principle of the fermionic projector” provides a new mathematical frame-
work for the formulation of physical theories and is a promising approach for
physics beyond the standard model. The book begins with a brief review of
relativity, relativistic quantum mechanics and classical gauge theories, with the
emphasis on the basic physical concepts and the mathematical foundations. The
external field problem and Klein’s paradox are discussed and then resolved by
introducing the so-called fermionic projector, a global object in space-time which
generalizes the notion of the Dirac sea. The mathematical core of the book is
to give a precise definition of the fermionic projector and to employ methods of
hyperbolic differential equations for its detailed analysis. The fermionic projector
makes it possible to formulate a new type of variational principles in space-time.
The mathematical tools for the analysis of the corresponding Euler-Lagrange
equations are developed. A particular variational principle is proposed which
gives rise to an effective interaction showing many similarities to the interactions
of the standard model.
The main chapters of the book are easily accessible for beginning graduate
students in mathematics or physics. Several appendices provide supplementary
material which will be useful to the experienced researcher.
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Preface to the Second Online Edition
In the almost twelve years since this book was completed, the fermionic projector
approach evolved to what is known today as the theory of causal fermion systems.
There has been progress in several directions: the mathematical setting was general-
ized, the mathematical methods were improved and enriched, and the physical appli-
cations have been concretized and worked out in more detail. The current status of
the theory is presented in a coherent way in the recent monograph [5]. An untechnical
physical introduction is given in [9].
Due to these developments, parts of the present book are superseded by the more
recent research papers or the monograph [5]. However, other parts of this book have
not been developed further and are still up to date. For some aspects not covered
in [5], the present book is still the best reference. Furthermore, the present book is
still of interest as being the first publication in which the causal action principle was
presented. Indeed, comparing the presentation in the present book to the later devel-
opments should give the reader a deeper understanding of why certain constructions
were modified and how they were improved. In order to facilitate such a study, we
now outline the developments which led from the present book to the monograph [5].
In order not to change the original bibliography, a list of references to more recent
research papers is given at the end of this preface, where numbers are used (whereas
the original bibliography using letters is still at the end of the book). Similar as in
the first online edition, I took the opportunity to correct a few typos. Also, I added a
few footnotes beginning with “Online version:”. Apart from these changes, the online
version coincides precisely with the printed book in the AMS/IP series. In particular,
all equation numbers are the same.
Maybe the most important change in the mathematical setup was the move from
indefinite inner product spaces to Hilbert spaces, as we now explain in detail. Clearly,
the starting point of all my considerations was Dirac theory. On Dirac wave functions
in Minkowski space, one can introduce the two inner products
(Ψ|Φ) =
∫
IR3
(Ψγ0Φ)(t, ~x) d3x (1)
<Ψ|Φ> =
∫
IR4
Ψ(x)Φ(x) d4x . (2)
The first inner product (1) is positive definite and thus defines a scalar product. For
solutions of the Dirac equation, it is time independent due to current conservation,
making the solution space of the Dirac equation to a Hilbert space (more generally,
the scalar product can be computed by integrating the normal component of the Dirac
current over any Cauchy surface). The inner product (2), on the other hand, is indef-
inite. It is well-defined and covariant even on wave functions which do not satisfy the
Dirac equation, giving rise to an indefinite inner product space (which can be given
a Krein space structure). It should be pointed out that the time integral in (2) in
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general diverges for solutions of the Dirac equation, a problem which I always consid-
ered to be more of technical than of fundamental nature (this technical problem can
be resolved for example by working as in (2.2.26)–(2.2.29) with a δ-normalization in
the mass parameter or by making use of the mass oscillation property as introduced
in [12]).
The fermionic projector approach is based on the belief that on a microscopic scale
(like the Planck scale), space-time should not be modeled by Minkowski space but
should have a different, possibly discrete structure. Consequently, the Dirac equation
in Minkowski space should not be considered as being fundamental, but it should be
replaced by equations of different type. For such a more fundamental description, the
scalar product (1) is problematic, because it is not clear how the analog of an integral
over a hypersurface should be defined, and why this integral should be independent of
the choice of the hypersurface. The indefinite inner product (2), however, can easily
be generalized to for example a discrete space-time if one simply replaces the integral
in (2) by a sum over all space-time points. Such considerations led me to regard the
indefinite inner product (2) as being more fundamental than (1). This is the reason
why throughout this book, we work preferably with indefinite inner product spaces.
In particular, the structure of “discrete space-time” is introduced on an underlying
indefinite inner product space (see §3.3).
My views changed gradually over the past few years. The first input which trig-
gered this process was obtained when developing the existence theory for the causal
action principle. While working on this problem in the simplest setting of a finite
number of space-time points [1], it became clear that in order to ensure the existence
of minimizers, one needs to assume that the image of the fermionic projector P is a
negative definite subspace of the indefinite inner product space (H,<.|.>). The fact
that P has a definite image makes it possible to introduce a Hilbert space (H, 〈.|.〉H)
by setting 〈.|.〉H = −<.|P .> and dividing out the null space. This construction, which
was first given in [7, Section 1.2.2], gave an underlying Hilbert space structure. How-
ever, at this time, the connection of the corresponding scalar product to integrals over
hypersurfaces as in (1) remained obscure.
From the mathematical point of view, having an underlying Hilbert space struc-
ture has the major benefit that functional analytic methods in Hilbert spaces become
applicable. When thinking about how to apply these methods, it became clear that
also measure-theoretic methods are useful. This led me to generalize the mathematical
setting such as to allow for the description of not only discrete, but also continuous
space-times. This setting was first introduced in [3] when working out the existence
theory. This analysis also clarified which constraints one must impose in order to
obtain a mathematically well-posed variational problem.
The constructions in [3] also inspired the notion of the universal measure, as we now
outline. When working out the existence theory, it became clear that instead of using
the kernel of the fermionic projector, the causal action principle can be formulated
equivalently in terms of the local correlation operators F (x) which relate the Hilbert
space scalar product to the spin scalar product by
〈ψ|F (x)φ〉H = −≺ψ(x)|φ(x)x .
In this formulation, the only a-priori structure of space-time is that of being a measure
space (M,µ). The local correlation operators give rise to a mapping
F : M → F , x 7→ F (x) ,
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where F is the subset of finite rank operators on H which are symmetric and (counting
multiplicities) have at most 2N positive and at most 2N negative eigenvalues (where N
denotes the number of sectors). Then, instead of working with the measure µ, the
causal action can be expressed in terms of the push-forward measure ρ = F∗µ, being a
measure on F (defined by ρ(Ω) = µ(F−1(Ω))). As a consequence, it seems natural to
leave out the measure space (M,µ) and to work instead directly with the measure ρ
on F, referred to as the universal measure. We remark that working with (M,µ) has
the potential benefit that it is possible to prescribe properties of the measure ρ. In
particular, if µ is a discrete measure, then so is ρ (for details see [3, Section 1.2]).
However, the analysis of the causal action principle in [13] suggests that minimizing
measures are always discrete, even if one varies over all regular Borel measures (which
may have discrete and continuous components). With this in mind, it seems unneces-
sary to arrange the discreteness of the measure ρ by starting with a discrete measure
space (M,µ). Then the measure space (M,µ) becomes obsolete. These considerations
led me to the conviction that one should work with the universal measure ρ, which
should be varied within the class of all regular Borel measures. Working with general
regular Borel measures also has the advantage that it becomes possible to take convex
combinations of universal measures, which seems essential for getting the connection
to second-quantized bosonic fields (see the notions of decoherent replicas of space-time
and of microscopic mixing of wave functions in [4] and [15]).
Combining all the above results led to the framework of causal fermion systems,
where a physical system is described by a Hilbert space (H, 〈.|.〉H) and the universal
measure ρ on F. This framework was first introduced in [7]. Subsequently, the analytic,
geometric and topological structures encoded in a causal fermion system were worked
out systematically; for an overview see [5, Chapter 1].
From the conceptual point of view, the setting of causal fermion systems and the
notion of the universal measure considerably changed both the role of the causal action
principle and the concept of what space-time is. Namely, in the causal action principle
in this book, one varies the fermionic projector P in a given discrete space-time.
In the setting of causal fermion systems, however, one varies instead the universal
measure ρ, being a measure on linear operators on an abstract Hilbert space. In the
latter formulation, there is no space-time to begin with. On the contrary, space-time
is introduced later as the support of the universal measure. In this way, the causal
action principle evolved from a variational principle for wave functions in space-time
to a variational principle for space-time itself as well as for all structures therein.
In order to complete the summary of the conceptual modifications, we remark that
the connection between the scalar product 〈.|.〉H and surface integrals as in (1), which
had been obscure for quite a while, was finally clarified when working out Noether-
like theorems for causal variational principles [10]. Namely, surface integrals now
have a proper generalization to causal fermion systems in terms of so-called surface
layer integrals. It was shown that the symmetry of the causal action under unitary
transformations acting on F gives rise to conserved charges which can be expressed by
surface layer integrals. For Dirac sea configurations, these conserved charges coincide
with the surface integrals (1).
Another major development concerns the description of neutrinos. In order to
explain how these developments came about, we first note that in this book, neutrinos
are modelled as left-handed massless Dirac particles (see §5.1). This has the benefit
that the neutrinos drop out of the closed chain due to chiral cancellations (see §5.3
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and §5.4). When writing this book, I liked chiral cancellations, and I even regarded
them as a possible explanation for the fact that neutrinos appear only with one chi-
rality. As a side remark, I would like to mention that I was never concerned about
experimental observations which indicate that neutrinos do have a rest mass, because
I felt that these experiments are too indirect for making a clear case. Namely, mea-
surements only tell us that there are fewer neutrinos on earth than expected from the
number of neutrinos generated in fusion processes in the sun. The conventional ex-
planation for this seeming disappearance of solar neutrinos is via neutrino oscillations,
making it necessary to consider massive neutrinos. However, it always seemed to me
that there could be other explanations for the lack of neutrinos on earth (for example,
a modification of the weak interaction or other, yet unknown fundamental forces), in
which case the neutrinos could well be massless.
My motivation for departing from massless neutrinos was not related to experi-
mental evidence, but had to do with problems of mathematical consistency. Namely,
I noticed that left-handed neutrinos do not give rise to stable minimizers of the causal
action (see [5, Section 4.2]). This general result led me to incorporate right-handed
neutrino components, and to explain the fact that only the left-handed component is
observed by the postulate that the regularization breaks the chiral symmetry. This
procedure cured the mathematical consistency problems and had the desired side effect
that neutrinos could have a rest mass, in agreement with neutrino oscillations.
We now comment on other developments which are of more technical nature. These
developments were mainly triggered by minor errors or shortcomings in the present
book. First, Andreas Grotz noticed when working on his master thesis in 2007 that the
normalization conditions for the fermionic projector as given in (2.6.11) and (2.6.12)
are in general violated to higher order in perturbation theory. This error was cor-
rected in [6] by a rescaling procedure. This construction showed that there are two
different perturbation expansions: with and without rescaling. The deeper meaning of
these two expansions became clearer later when working out different normalizations
of the fermionic projector. This study was initiated by the quest for a non-perturbative
construction of the fermionic projector, as was carried out in globally hyperbolic space-
times in [11, 12]. It turned out that in space-times of finite lifetime, one cannot work
with the δ-normalization in the mass parameter as used in (2.2.26)–(2.2.29) (the “mass
normalization”). Instead, a proper normalization is obtained by using a scalar prod-
uct (.|.) which is represented similar to (1) by an integral over a spacelike hypersurface
(the “spatial normalization”). As worked out in detail in [14] with a convenient con-
tour integral method, the causal perturbation expansion without rescaling realizes the
spatial normalization condition, whereas the rescaling procedure in [6] gives rise to
the mass normalization. The constructions in curved space-time in [11, 12] as well as
the general connection between the scalar product (.|.) and the surface layer integrals
in [10] showed that the physically correct and mathematically consistent normalization
condition is the spatial normalization condition. With this in mind, the combinatorics
of the causal perturbation expansion in this book is indeed correct, but the resulting
fermionic projector does not satisfy the mass but the spatial normalization condition.
Clearly, the analysis of the continuum limit in Chapters 6–8 is superseded by the
much more detailed analysis in [5, Chapters 3-5]. A major change concerns the treat-
ment of the logarithmic singularities on the light cone, as we now point out. In the
present book, some of the contributions involving logarithms are arranged to vanish
by imposing that the regularization should satisfy the relation (6.2.9). I tried for quite
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a while to construct an example of a regularization which realizes this relation, until I
finally realized that there is no such regularization, for the following reason:
Lemma I. There is no regularization which satisfies the condition (6.2.9).
Proof. The linear combination of monomials M in (6.2.6) involves a factor T
(1)
[2] ,
which has a logarithmic pole on the light cone (see (2.5.43), (2.5.42) and (2.5.41)).
Restricting attention to the corresponding contribution ∼ log |~ξ|, we have
M  − 1
16pi3
T
(−1)
[0] T
(−1)
[0] T
(0)
[0] log |~ξ| .
As a consequence,
(M −M) T (0)[0]
−1
= − log |
~ξ|
16pi3
∣∣T (−1)[0] ∣∣2
T
(0)
[0]
(
T
(0)
[0] − T
(0)
[0]
)
= − log |
~ξ|
16pi3
∣∣∣∣T (−1)[0]
T
(0)
[0]
∣∣∣∣2(∣∣T (0)[0] ∣∣2 − (T (0)[0] )2) = − log |~ξ|8pi3
∣∣∣∣T (−1)[0]
T
(0)
[0]
∣∣∣∣2 (ImT (0)[0] )2 ≤ 0 .
Since this expression has a fixed sign, it vanishes in a weak evaluation on the light
cone only if it vanishes identically to the required degree. According to (2.5.41), the
function ImT
(0)
[0] is a regularization of the distribution −ipiδ(ξ2) ε(ξ0)/(8pi3) on the
scale ε. Hence on the light cone it is of the order ε−1. This gives the claim.
This no-go result led me to reconsider the whole procedure of the continuum limit.
At the same time, I tried to avoid imposing relations between the regularization pa-
rameters, which I never felt comfortable with because I wanted the continuum limit
to work for at least a generic class of regularizations. Resolving this important issue
took me a lot of time and effort. My considerations eventually led to the method
of compensating the logarithmic poles by a microlocal chiral transformation. These
construction as well as many preliminary considerations are given in [5, Section 3.7].
Finally, I would like to make a few comments on each chapter of the book. Chap-
ters 1–3 are still up to date, except for the generalizations and modifications mentioned
above. Compared to the presentation in [5], I see the benefit that these chapters might
be easier to read and might convey a more intuitive picture of the underlying physical
ideas. Chapter 4 is still the best reference for the general derivation of the formalism of
the continuum limit. In [5, Chapter 2] I merely explained the regularization effects in
examples and gave an overview of the methods and results in Chapter 4, but without
repeating the detailed constructions. Chapter 5 is still the only reference where the
form of the causal action is motivated and derived step by step. Also, the notion of
state stability is introduced in detail, thus providing the basis for the later analysis
in [2, 8]. As already mentioned above, the analysis in Chapters 6–8 is outdated. I
recommend the reader to study instead [5, Chapters 3–5]. The Appendices are still
valuable. I added a few footnotes which point to later improvements and further de-
velopments.
Felix Finster, Regensburg, August 2016
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APPENDIX A
Connection to the Fock Space Formalism
In this appendix it is shown that for an observer who is making measurements
only in a subsystem of the whole physical system, the description of a many-fermion
system with the fermionic projector is equivalent to the fermionic Fock space formalism,
provided that the number of fermions of the whole system (including the particles of
the sea) is infinite. The following consideration applies in the same way to either a
space-time continuum or to discrete space-time. Before beginning we point out that
the action principle, from which the fundamental physical equations can be deduced,
involves the fermions only via the Dirac action<Ψ, (i∂/+B−m)Ψ>. For the formulation
of the Dirac action one only needs on the fermionic Fock space the time/position
operators and the operator ∂/, which are all one-particle operators. Therefore, we can
say that many-particle operators (like for example in the four-fermion coupling of the
Fermi model) are not essential for the formulation of the quantum field theory of the
standard model. Having this in mind, we may here restrict attention to one-particle
operators1.
Let P be a fermionic projector acting on the vector space H. The one-particle
observables correspond to operators O on H. Our subsystem is described by a non-
degenerate subspace K ⊂ H; we decompose H as a direct sum H = K ⊕ L with
L = K⊥. We assume that the observables are localized in N ; i.e. they are trivial on
L,
O|L = 0|L . (A.1)
We choose a (properly normalized) basis Ψ1, . . . ,Ψn of the subspace P (H) ⊂ H, and
decompose the states Ψj in the form
Ψj = Ψ
K
j + Ψ
L
j with Ψ
K
j ∈ K,ΨLj ∈ L.
Substituting into (3.2.1), we obtain for the many-particle wave function the expression
Ψ =
∑
pi∈P(n)
(−1)|pi|
∧
j∈pi
ΨKj
 ∧
∧
j 6∈pi
ΨLj
 , (A.2)
where P(n) denotes the set of all subsets of {1, . . . , n}. For measurements in our
subsystem, we must calculate the expectation value <Ψ|O|Ψ>F 2, where the operators
1Online version: For the description of entanglement, it is indeed necessary to consider two-particle
observables; see the paper “Entanglement and second quantization in the framework of the fermionic
projector” (arXiv:0911.0076 [math-ph]).
2We remark for clarity that this expectation value does not coincide with that of a measurement
in nonrelativistic quantum mechanics. Namely, in the continuum, the scalar product <.|.> involves
a time integration. But one can get a connection to nonrelativistic measurements by considering
operators O with a special time dependence (which, for example, act on the wave functions only in a
short time interval [t, t+ ∆t]).
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O act on the Fock space according to
O(Ψ1∧ · · ·∧Ψn) = (OΨ1)∧ · · ·∧Ψn + Ψ1∧ (OΨ2) · · · ∧Ψn + · · ·+ Ψ1∧ · · ·∧ (OΨn) ,
and where <.|.>F is the scalar product on the Fock space, induced by the scalar
product <.|.> on H. It is useful to rewrite the expectation value with the statistical
operator S, i.e.
<Ψ|O|Ψ>F = trF (S O) with S = |Ψ><Ψ|F ,
where trF denotes the trace in the Fock space. Using (A.1), we can take the partial
trace over L and obtain, applying (A.2),
<Ψ|O|Ψ>F = trFK (SK O) with (A.3)
SK =
n∑
k=0
∑
pi, pi′ ∈ P(n),
#pi = #pi′ = k
cpi,pi′ | ∧i∈pi ΨKi >< ∧j∈pi′ ΨKj |FK (A.4)
cpi,pi′ = (−1)|pi|+|pi′| < ∧i 6∈pi ΨLi | ∧j 6∈pi′ ΨLj >F ,
where trFK is the trace in the Fock space FK = ⊕∞k=0 ∧k K generated by K. Thus
our subsystem is described by a statistical operator SK on FK , which is composed
of mixed states consisting of different numbers of particles. Since the constants cpi,pi′
depend on the wave functions ΨL outside our subsystem, we can consider them as
arbitrary numbers.
In the limit when the number n of particles of the whole system tends to infinity,
(A.4) goes over to a statistical operator of the form
SK =
∞∑
k=0
∞∑
α,β=0
c
(k)
αβ |Ψ(k)α ><Ψ(k)β |FK (A.5)
with arbitrary complex coefficients c
(k)
αβ and k-particle states Ψ
(k)
α ∈ F kK . This statistical
operator differs from a general statistical operator SKgen in that it is diagonal on the
k-particle subspaces (i.e. that the wave functions in the “bra” and in the “ket” of
(A.5) are both k-particle states); more precisely, SKgen has, compared to (A.5), the
more general form
SKgen =
∞∑
k,l=0
∞∑
α,β=0
c
(k,l)
αβ |Ψ(k)α ><Ψ(l)β |FK . (A.6)
We remark for clarity that a pure state of the Fock space Ψ ∈ FK has a decomposition
Ψ =
∑∞
k=0 λkΨ
(k), and thus the corresponding statistical operator is
S = |Ψ><Ψ|FK =
∞∑
k,l=0
λk λl |Ψ(k)><Ψ(l)|FK .
This statistical operator is a special case of (A.6), but it is not of the form (A.5).
The difference between (A.5) and (A.6) becomes irrelevant if we keep in mind
that all physically relevant observables commute with the particle number operator.
Namely in this case, every expectation value reduces to the sum of the expectation
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values in the k-particle Fock spaces,
trFK (S
K
gen O) =
∞∑
k,l=0
∞∑
α,β=0
c
(k,l)
αβ <Ψ
(l)
β | O |Ψ(k)α >FK
=
∞∑
k=0
∞∑
α,β=0
c
(k,k)
αβ <Ψ
(k)
β | O |Ψ(k)α >FK .
If we choose the coefficients c
(k)
αβ in (A.5) to be c
(k)
αβ = c
(k,k)
αβ , these expectation values
are also obtained from the statistical operator SK ,
trFK (S
K
gen O) = trFK (SK O) .
We conclude that it is no loss of generality to describe the subsystem by the statistical
operator SK .

APPENDIX B
Some Formulas of the Light-Cone Expansion
This appendix is a compilation of some formulas of the light-cone expansion. More
precisely, we list the phase-free contribution to the light-cone expansion of the Green’s
functions (cf. Def. 2.5.5). According to Def. 2.5.5 and Theorem 2.5.6, the light-cone
expansion of the Green’s functions is immediately obtained by inserting ordered expo-
nentials into the line integrals. Furthermore, as explained after (2.5.45), the formulas
can be applied directly to the fermionic projector; they then describe the singularities
of P˜ (x, y) on the light cone. Without loss of generality, we restrict attention to the left
handed component of the Green’s functions. We compute precisely those contributions
which will be of relevance in Appendix G and in Chapters 6–8. The following formulas
were all generated by a computer program, see [F6] for details.
We begin with the perturbation by a chiral perturbation to first order. The phase-
free contribution (denoted by a corresponding superscript on the equal sign) is
χL (−s (χLA/R + χRA/L) s)(x, y)
phase-free
= ξ/O((y − x)0) +O((y − x)2)
+χL S
(0)(x, y) ξi
∫ y
x
dz [0, 1 | 0] (∂/ALi) (B.1)
−χL S(0)(x, y)
∫ y
x
dz [0, 0 | 0]A/L (B.2)
+χL S
(0)(x, y)A/L(x) (B.3)
+
1
2
χL S
(0)(x, y) ξ/
∫ y
x
dz [0, 0 | 0] (∂/A/L) (B.4)
−χL S(0)(x, y) ξ/
∫ y
x
dz [1, 0 | 0] (∂iALi) (B.5)
+
1
2
χL S
(0)(x, y) ξ/ ξi
∫ y
x
dz [0, 0 | 1] ( ALi) (B.6)
+χL S
(1)(x, y) ξi
∫ y
x
dz [0, 1 | 1] (∂/ ALi) (B.7)
+χL S
(1)(x, y)
∫ y
x
dz [0, 2 | 0] ( A/L) (B.8)
−2χL S(1)(x, y)
∫ y
x
dz [0, 0 | 1] (∂/∂iALi) , (B.9)
where again ξ ≡ (y − x). The notation ξ/ O((y − x)2) means that we leave out all
contributions which are of the order O((y − x)0) and have a leading factor ξ/. This
formula has the disadvantage that it contains partial derivatives of the chiral potential;
it would be better for physical applications to work instead with the Yang-Mills field
tensor and the Yang-Mills current. Therefore, we introduce left and right handed
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gauge-covariant derivatives DL/R,
DLj =
∂
∂xj
− iALj , DRj =
∂
∂xj
− iARj ,
and define the corresponding field tensor and current as usual by the commutators
F cjk = i
[
Dcj , D
c
k
]
, jcl =
[
Dc k, F clk
]
(c = L or R). (B.10)
In the case of an Abelian gauge field, this formula reduces to the familiar formulas for
the electromagnetic field tensor and current,
F cjk = ∂jAc k − ∂kAc j , jcl = ∂lkAkc − Ac l .
Notice, however, that in the general case of a system of Dirac seas, (B.10) involves
quadratic and cubic terms in the potential.
By substituting (B.10) into (B.1–B.9) and manipulating the line integrals with
integrations by parts, one can rewrite the phase-free contribution in a way where the
linear terms in the potential are gauge invariant. For example, we can combine (B.1–
B.3) by transforming the line integrals as
ξk
∫ y
x
dz [0, 1 | 0] (∂/ALk) = ξk
∫ y
x
dz [0, 1 | 0] (γjFLjk + ∂kA/L) + O(A2L)
= ξk
∫ y
x
dz [0, 1 | 0] γjFLjk − A/L(x) +
∫ y
x
dz [0, 0 | 0]A/L + O(A2L) . (B.11)
This procedure yields (in the non-Abelian case) quadratic and cubic terms in the
potential which are not gauge invariant. Fortunately, these gauge-dependent terms are
all compensated by corresponding contributions to the higher order Feynman diagrams.
We thus obtain
χL
∞∑
k=0
((−s (χLA/R + χRA/L))k s)(x, y)
phase-free
= ξ/O((y − x)0) +O((y − x)2)
+χL S
(0)(x, y) ξi
∫ y
x
dz [0, 1 | 0] γlFLli
+
1
4
χL S
(0)(x, y) ξ/
∫ y
x
dz [0, 0 | 0] γjγk FLjk
−1
2
χL S
(0)(x, y) ξ/ ξi
∫ y
x
dz [0, 0 | 1] jLi
−iχL S(0)(x, y) ξ/ ξiξj
∫ y
x
dz1 [0, 1 | 1] FLkj
∫ y
z1
dz2 [0, 1 | 0] F kiL
+χL S
(1)(x, y) ξi
∫ y
x
dz [0, 1 | 1] (∂/jLi )
+χL S
(1)(x, y)
∫ y
x
dz [0, 2 | 0] jLk γk
−iχL S(0)(x, y) ξ/ ξiξj
∫ y
x
dz1 [0, 1 | 1] FLkj
∫ y
z1
dz2 [0, 1 | 0] F kiL
+iχL S
(1)(x, y) ξiξj
∫ y
x
dz1 [0, 3 | 0] γk FLkj
∫ y
z1
dz2 [0, 0 | 1] jLi
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+iχL S
(1)(x, y) ξiξj
∫ y
x
dz1 [0, 2 | 1] jLj
∫ y
z1
dz2 [0, 1 | 0] γl FLli
−2iχL S(1)(x, y) ξiξj
∫ y
x
dz1 [0, 2 | 1] FLmj
∫ y
z1
dz2 [0, 2 | 0] (∂/FmiL )
−2iχL S(1)(x, y) ξiξj
∫ y
x
dz1 [0, 2 | 1] (∂/FLkj)
∫ y
z1
dz2 [0, 1 | 0] F kiL
+iχL S
(1)(x, y) ξiξj
∫ y
x
dz1 [0, 2 | 1] γkFLkj
∫ y
z1
dz2 [0, 2 | 0] jLi
− i
2
χL S
(1)(x, y) ξi
∫ y
x
dz1 [0, 2 | 0] γjFLji
∫ y
z1
dz2 [0, 0 | 0] γkγlFLkl
− i
2
χL S
(1)(x, y) ξi
∫ y
x
dz1 [0, 2 | 0] γjγkFLjk
∫ y
z1
dz2 [0, 1 | 0] γlFLli
+2iχL S
(1)(x, y) ξi
∫ y
x
dz1 [0, 3 | 0] γjFLjk
∫ y
z1
dz2 [0, 1 | 0] F kiL
−2iχL S(1)(x, y) ξj
∫ y
x
dz1 [0, 1 | 1] FLij
∫ y
z1
dz2 [0, 1 | 0] γkF kiL
−2χL S(1)(x, y) ξiξjξk
×
∫ y
x
dz1 [0, 4 | 0] γlFLlk
∫ y
z1
dz2 [0, 1 | 1] FLmj
∫ y
z2
dz3 [0, 1 | 0] FmiL
−2χL S(1)(x, y) ξiξjξk
×
∫ y
x
dz1 [0, 3 | 1] γlFLlk
∫ y
z1
dz2 [0, 3 | 0] FLmj
∫ y
z2
dz3 [0, 1 | 0] FmiL
−2χL S(1)(x, y) ξiξjξk
×
∫ y
x
dz1 [0, 3 | 1] FLmk
∫ y
z1
dz2 [0, 3 | 0] γlFLlj
∫ y
z2
dz3 [0, 1 | 0] FmiL
−2χL S(1)(x, y) ξiξjξk
×
∫ y
x
dz1 [0, 3 | 1] FLmk
∫ y
z1
dz2 [0, 3 | 0] FmjL
∫ y
z2
dz3 [0, 1 | 0] γlFLli .
We call this formulation of the phase-free contributions purely in terms of the Yang-
Mills field tensor and the Yang-Mills current the gauge invariant form of the light-cone
expansion.
It remains to consider the scalar/pseudoscalar perturbation; i.e. we must study
how the dynamic mass matrices YL/R(x) show up in the light-cone expansion. We
begin with the case of a single mass matrix. To first order in the external potential,
the corresponding Feynman diagram has the light-cone expansion
χL m (−s (−χLYR − χRYL) s)(x, y)
phase-free
=
1
2
χL mS
(0)(x, y) ξ/
∫ y
x
dz [0, 0 | 0] (∂/YL)
+χL mS
(0)(x, y) YL(x) + O((y − x)0) . (B.12)
The higher orders in the chiral potentials yield no phase-free contributions. The next
orders in the mass parameter are treated similarly. The contributions quadratic in m
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are
χL m
2
∞∑
n1,n2,n3=0
((−s A/L)n1 s YL s (−A/R s)n2 YR s (−A/R s)n3)(x, y)
phase-free
=
i
2
χL m
2 S(0)(x, y) ξ/
∫ y
x
dz [0, 0 | 0] YL YR
+iχL m
2 S(1)(x, y)
∫ y
x
dz [0, 1 | 0] YL γj(DjYR)
+iχL m
2 S(1)(x, y)
∫ y
x
dz [0, 1 | 0] γj(DjYL) YR
−iχL m2 S(1)(x, y) YL
∫ y
x
dz [0, 0 | 0] γj(DjYR)
+χL m
2 S(1)(x, y) ξi
∫ y
x
dz1 [0, 2 | 0] γjFLji
∫ y
z1
dz2 [0, 0 | 0] YL YR
+χL m
2 S(1)(x, y) ξi
∫ y
x
dz1 [0, 2 | 0] YL YR
∫ y
z1
dz2 [0, 1 | 0] γjFLji
+ξ/O((y − x)0) +O((y − x)2) ,
whereas there is only one terms cubic in m,
χL m
3
∞∑
n1,n2,n3,n4=0
((−s A/L)n1 s YL s (−A/R s)n2 YR s (−A/L s)n3 YL s (−A/R s)n4)(x, y)
phase-free
= χL m
3 S(1)(x, y) YL
∫ y
x
dz [0, 0 | 0] YR YL
+ ξ/O((y − x)0) +O((y − x)2) .
To the order ∼ m4 and higher all contributions are on the light cone of the or-
der ξ/O((y − x)0) +O((y − x)2).
The above Feynman diagrams completely characterize the Green’s functions to the
order O((y − x)0) on the light cone. Notice that in agreement with Theorem 2.5.6 we
get only a finite number of phase-free contributions.
APPENDIX C
Normalization of Chiral Fermions
In this appendix we describe a method for normalizing chiral fermions. The main
difficulty is that for a proper normalization one needs to give the chiral fermions a small
rest mass; this will be discussed in Section C.1 for a single Dirac sea in Minkowski space.
In Section C.2 we develop a method for analyzing the normalization of chiral fermions
with a small generalized “mass,” whereas Section C.3 gives the general construction
including the infrared regularization and the interaction.
C.1. Massive Chiral Fermions – Preparatory Discussion
Before introducing the infrared regularization, we need to understand how a chiral
Dirac sea can be normalized in infinite volume using some kind of “δ-normalization.”
To this end we consider a non-interacting left-handed fermionic projector in Minkowski
space,
P (x, y) = χL tm(x, y)|m=0 , (C.1.1)
where we set
tm =
1
2
(pm − km)
with pm and km according to (2.2.4, 2.2.5). Naively, products of this fermionic projec-
tor vanish due to chiral cancellations,
P 2(x, y) =
∫
d4z P (x, z) P (z, y) =
∫
d4z χL t0(x, z) χL t0(z, y)
=
∫
d4z χL χR t0(x, z) t0(z, y)
formally
= 0 . (C.1.2)
However, this formal calculation has no meaning in the formalism of causal perturba-
tion theory §2.2 because in this formalism we are not allowed to multiply Dirac seas of
the same fixed mass. Instead, we must treat the masses as variable parameters. Thus
before we can give a mathematical meaning to products of chiral Dirac seas, we must
extend the definition of a chiral Dirac sea to non-zero rest mass.
Giving chiral Dirac particles a mass is a delicate issue which often leads to confusion
and misunderstandings. Therefore, we discuss the situation in the example (C.1.1) in
detail. In momentum space, the distribution tm, m ≥ 0, takes the form
tm(k) = (k/+m) δ(k
2 −m2) Θ(−k0) .
On the mass shell, the range of the (4 × 4)-matrix k/ + m is two-dimensional; this
corresponds to a twofold degeneracy of the eigenspaces of the Dirac operator (k/−m)
for any fixed k. If m = 0, the Dirac equation splits into two separate equations for the
left- and right-handed component of the spinor, and this makes it possible to project
out half of the eigenvectors simply by multiplying by χL,
P (k) = χL k/ δ(k
2) Θ(−k0) . (C.1.3)
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If m > 0, this method cannot be applied because the left- and right-handed subspaces
are no longer invariant. In particular, the product χLtm for m > 0 is not Hermitian
and is not a solution of the Dirac equation. Nevertheless, we can project out one of
the degenerate eigenvectors as follows. For given k on the lower mass shell we choose
a vector q with
kq = 0 and q2 = −1 . (C.1.4)
A short calculation shows that
[tm(k), ρq/] = 0 and (ρq/)
2 = 1
(where ρ is again the pseudoscalar matrix (1.2.13)). This means that the matrix ρq/
has eigenvalues ±1, and that the Dirac equation is invariant on the corresponding
eigenspaces. Projecting for example onto the eigenspace corresponding to the eigen-
value −1 gives
Pm(k) :=
1
2
(1 − ρq/) (k/+m) δ(k2 −m2) Θ(−k0) . (C.1.5)
Thus, similar to the procedure in the massless case (C.1.3), Pm is obtained from tm by
projecting out half of the Dirac eigenstates on the lower mass shell. But in contrast
to (C.1.3), the construction of Pm depends on the vector field q, which apart from
the conditions (C.1.4) can be chosen arbitrarily. A short calculation shows that Pm is
idempotent in the sense that
Pm Pm′ = δ(m−m′) Pm . (C.1.6)
The distribution (C.1.5) can be regarded as a generalization of the chiral Dirac
sea (C.1.3) to the massive case. In order to make this connection clearer, we now show
that (C.1.5) reduces to (C.1.3) in the limit m↘ 0. Thus, for fixed ~k 6= 0 and variable
m > 0, we let k be on the lower mass shell, k(m) = (−
√
|~k|2 +m2,~k), and choose q(m)
such that (C.1.4) is satisfied. A simple example for q is
q(m) =
1
m
(
−|~k|,
√
|~k|2 +m2
~k
|~k|
)
. (C.1.7)
In this example, k and mq coincide as m↘ 0; more precisely,
k −mq = O(m2) .
This relation holds for a large class of functions q(m). Therefore, it seems general
enough to concentrate on the situation where
k −mq = m2 v with v(m) = O(m0) . (C.1.8)
Solving this relation for q and substituting into (C.1.5) gives
Pm(k) =
1
2
(
1 − ρ k/
m
+mρv/
)
(k/+m) δ(k2 −m2) Θ(−k0) . (C.1.9)
Using that on the mass shell k/(k/+m) = m(k/+m), we get
Pm(k) =
1
2
(1 − ρ+mρv/) (k/+m) δ(k2 −m2) Θ(−k0) . (C.1.10)
If now we take the limit m↘ 0, we obtain precisely (C.1.3), i.e.
lim
m↘0
Pm = P (C.1.11)
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with convergence in the sense of distributions. This calculation shows that (C.1.5)
indeed includes (C.1.3) as a limiting case and that the dependence on q drops out as
m↘ 0.
The distribution (C.1.5) gives a possible definition of a massive chiral Dirac sea.
However, it would be too restrictive to use only (C.1.5) as the basis of our construction,
because there are other common ways to give chiral Dirac particles a rest mass. These
alternatives are more general than (C.1.5) in that the wave functions are no longer
solutions of the Dirac equation. To give a simple example, one could describe a massive
left-handed Dirac sea for m > 0 by
Pm(k) =
(
χL k/+
m
4
)
δ
(
k2 − m
2
4
)
Θ(−k0) . (C.1.12)
This distribution has the advantage over (C.1.5) that it is Lorentz invariant, but it is
clearly not a solution of the Dirac equation. As m↘ 0, we again recover the massless
chiral Dirac sea (C.1.1). We compute the operator product PmPm′ in momentum
space,
(Pm Pm′)(k) =
(
χL k/+
m
4
)(
χL k/+
m′
4
)
δ
(
k2 − m
2
4
)
δ
(
k2 − m
′2
4
)
Θ(−k0)
= δ
(
m2
4
− m
′2
4
)(
m+m′
4
χL k/+
mm′
16
)
δ
(
k2 − m
2
4
)
Θ(−k0)
= δ(m−m′)
(
χL k/+
m
8
)
δ
(
k2 − m
2
4
)
Θ(−k0) ,
where in the last step we used that m,m′ > 0. Note that in the last line the sum-
mand m/8 appears (instead of the summand m/4 in (C.1.12)), and therefore Pm is
not idempotent in the sense (C.1.6). On the other hand, one can argue that (C.1.6) is
a too strong normalization condition, because we are interested in the situation when
the masses of the chiral particles are arbitrarily small, and thus it seems sufficient
that (C.1.6) should hold in the limit m,m′ ↘ 0. In this limit, the problematic sum-
mands m/4 and m/8 both drop out, and thus we can state the idempotence of Pm as
follows,
lim
m,m′↘0
(
Pm Pm′ − δ(m−m′) Pm
)
= 0 . (C.1.13)
The above example shows that, in order to have more flexibility to give the chiral
Dirac particles a mass, it is preferable to work with the weaker normalization condi-
tion (C.1.13) instead of (C.1.6). Comparing with the naive calculation (C.1.2), one sees
that introducing the mass changes the behavior of the operator products completely,
even if the masses are arbitrarily small. Therefore, we refer to the limit m,m′ ↘ 0
in (C.1.13) as the singular mass limit.
For the correct understanding of the singular mass limit, it is important to observe
that, in contrast to operator products as considered in (C.1.13), the formalism of
the continuum limit is well-behaved as m ↘ 0. Namely, in the continuum limit we
consider an expansion in powers of m. The different orders in m have a different
singular behavior on the light cone. In particular, to every order on the light cone only
a finite number of orders in m contribute. Thus to every order on the light cone, the
m-dependence is polynomial and therefore smooth. Expressed in terms of the kernel,
the limit m ↘ 0 is singular when we form the product P (x, z) P (z, y) and integrate
over z (as in (C.1.2)). But if we take the closed chain P (x, y) P (y, x) and consider
210 C. NORMALIZATION OF CHIRAL FERMIONS
the singularities on the light cone, the limit m↘ 0 is regular and well-behaved. This
justifies why in Chapters 6–8 it was unnecessary to give the neutrinos a mass and
take the limit m ↘ 0 afterwards. We could treat the neutrino sector simply as being
composed of massless chiral particles. In particular, the chiral cancellations in the
formalism of the continuum limit are consistent with the singular mass limit.
Our next goal is to develop the mathematical framework for analyzing the singular
mass limit for a fermionic projector with interaction. Clearly, this framework should
be general enough to include the examples (C.1.5) and (C.1.12). Thus we first return
to (C.1.5). After writing Pm in the form (C.1.10), it seems natural to interpret the
leading factor as a generalization of the chiral asymmetry matrix X. This is indeed
convenient in the vacuum, because introducing the operator Xm by
Xm(k) =
1
2
(1 − ρ−mρv/(k)) , (C.1.14)
we obtain in analogy to the corresponding formulas for massless chiral particles that
Pm = Xm tm = tm X
∗
m .
Unfortunately, the operator Xm does not seem to be useful in the case with interaction.
The reason is that Xm depends on the momentum k, and this leads to the following
serious difficulties. First, the k-dependence of Xm makes it very difficult to satisfy the
analogue of the causality compatibility condition
X∗m (i∂/+ B −m) = (i∂/+ B −m)Xm .
As a consequence, it is in general not possible to commute the chiral asymmetry matrix
through the operator products of the causal perturbation expansion; in particular
Xm t˜m and t˜m Xm do in general not coincide (where t˜m is the interacting Dirac sea
as defined via the causal perturbation expansion). Even if we assume that there is
a canonical definition of the fermionic projector Pm obtained by suitably inserting
factors of Xm and X
∗
m into the operator product expansion for t˜m, we cannot expect
that the correspondence to the massless Dirac sea is respected; i.e. in the case with
interaction,(C.1.11) will in general be violated. In order to explain how this comes
about, we point out that our argument leading to (C.1.8) was based on the assumption
that k converges to the mass cone as m ↘ 0. More precisely, if limm↘0 k(m) is not
on the mass cone, the function v will diverge like v(m) ∼ m−2, and so Xm(k) will not
converge to X as m↘ 0. Thus limm↘0Xm = X only if in this limit all the momenta
are on the mass cone. But in the causal perturbation expansion off-shell momenta also
appear (note that the Green’s functions are non-zero away from the mass cone). This
means that in the limit m ↘ 0, the momenta are in general not on the lower mass
cone, and so Xm will not converge to X. Because of these problems, we conclude that
it is not admissible to first perform the perturbation expansion for tm and to multiply
by Xm afterwards. Instead, the k-dependence of Xm must be taken into account in
the perturbation expansion.
At this point it is very helpful that we stated the normalization condition for a chi-
ral Dirac sea in the form (C.1.13). The key observation is that if we substitute (C.1.10)
into (C.1.13), compute the operator product and take the limits m,m′ ↘ 0, all con-
tributions to (C.1.10) which are at least quadratic in m drop out. More precisely, if
we expand Pm in the form
Pm =
(
χL k/ +
m
2
(1 − ρ) + m
2
ρv/k/+O(m2)
)
δ(k2 −m2) Θ(−k0) , (C.1.15)
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the error term is of no relevance for the normalization condition (C.1.13). Taking the
inner product of (C.1.8) with k and using the first part of (C.1.4) together with the
relation k2 = m2, one sees that vk = 1. We use this identity in (C.1.15) to obtain
Pm =
(
χL k/ +
m
2
+
m
4
ρ [v/, k/]
)
δ(k2 −m2) Θ(−k0) . (C.1.16)
Writing Pm in this form has the advantage that we can pull out the chiral projectors
by setting
Pm =
1
2
(X t˜m + t˜m X
∗) (C.1.17)
with X = χL and
t˜m =
(
k/+m+
m
2
ρ [v/, k/]
)
δ(k2 −m2) Θ(−k0) .
Again neglecting terms quadratic in m, t˜m is a solution of the Dirac equation,
(i∂/+ B0 −m) t˜m = 0 , (C.1.18)
where
B0(k) = −m
2
ρ [v/, k/] . (C.1.19)
The formulation of the vacuum (C.1.17) and (C.1.18, C.1.19) has the advantage that
the interaction can easily be introduced. Namely, in order to describe the interaction
we simply insert the external potentials into the Dirac equation (C.1.18). In this way,
the problems mentioned after (C.1.14) get resolved. Instead of working with a k-
dependent chiral asymmetry matrix Xm, the k-dependent vector field v in (C.1.10) is
now taken into account by a perturbation B0 of the Dirac equation, making it possible
to apply perturbative methods in the spirit of §2.2.
An obvious technical problem in this approach is that the perturbation operator
B0, (C.1.19), is not of a form previously considered in that it is nonlocal, is not causality
compatible and does not decay at infinity. This problem will be analyzed in detail in
Section C.2. What makes the problem tractible is that B0 tends to zero as m↘ 0 and
is homogeneous, meaning that its kernel B0(x, y) depends only on the difference x− y.
Let us verify in which generality the above method (C.1.17, C.1.18) applies. In the
example (C.1.12), we can write the chiral Dirac sea in the form (C.1.17) with
t˜m =
(
k/+
m
2
)
δ
(
k2 − m
2
4
)
Θ(−k0) , (C.1.20)
and t˜m is a solution of the Dirac equation (C.1.18) with B0 = m/2. Thus in this case,
B0 is a homogeneous local operator. More generally, the method of pulling out the
chiral asymmetry (C.1.17) applies to any distribution Pm of the form
Pm(k) =
(
χL (odd) + (even) +O(m2)
)
δ(k2 − c m2) Θ(−k0) ,
where “(odd)” and “(even)” refer to a product of an odd and even number of Dirac
matrices, respectively (and c is a constant). Namely, the corresponding t˜m is
t˜m(k) =
(
(odd) + 2 (even) +O(m2)) δ(k2 − c m2) Θ(−k0) .
Hence the only restriction of the method (C.1.17, C.1.18) is that the right-handed odd
contribution to Pm should be of the order O(m2). For example, our method does not
apply to
Pm(k) =
(
χL k/+mχR f k/+m+O(m2)
)
δ(k2 −m2) Θ(−k0)
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with a scalar function f(k), although in this case the normalization condition (C.1.13)
is satisfied. Dropping this restriction would make it necessary to give up (C.1.17) and
thus to treat the trace compatibility on a level which goes far beyond what we can
accomplish here. It is our view that assuming that the right-handed odd contribution
to Pm is of the order O(m2) is a reasonable technical simplification.
We close our discussion with a comment on the example (C.1.12). We saw above
that Pm can be written in the form (C.1.17) with t˜m according to (C.1.20), and that
t˜m is a solution of the Dirac equation (C.1.18) with the perturbation B0 = m/2. An
alternative point of view is that t˜m is a solution of the free Dirac equation of half the
mass,
(i∂/−M) t˜m = 0 with M = m
2
. (C.1.21)
We refer to the method of considering a Dirac equation in which the mass parameter
is multiplied by a constant as the modified mass scaling. The modified mass scaling
has the advantage that one can satisfy the normalization conditions for chiral Dirac
seas (C.1.13) with Pm according to (C.1.17) and t˜m a solution of the free Dirac equa-
tion.
C.2. The Homogeneous Perturbation Expansion
In the above examples we saw that there are different methods for giving a chiral
Dirac sea a rest mass, which all correspond to inserting a suitable homogeneous oper-
ator B0 into the Dirac equation. Furthermore, we found that the terms quadratic in
the mass were irrelevant for the normalization of the Dirac sea, and this suggests that
it should be possible to treat B0 perturbatively. This is indeed possible, as we shall
now show for a general class of operators B0.
For simplicity, we again consider a single Dirac sea. We let B0 be a homogeneous
operator, whose further properties will be specified below. In order to keep track of
the different orders in perturbation theory, we multiply B0 by a small parameter ε > 0.
Exactly as in (2.6.10), we insert a parameter µ into the Dirac equation, which then
reads
(i∂/+ ε B0 − µ 1) Ψ = 0 .
Here the Dirac operator is homogeneous and is therefore diagonal in momentum space.
Thus for given momentum k, the Dirac equation reduces to the 4× 4 matrix equation
(k/+ ε B0(k)− µ) Ψ(k) = 0 . (C.2.1)
Our aim is to introduce and analyze the spectral projectors and Green’s functions of
the Dirac operator i∂/+ εB0, where we regard µ as the eigenvalue. In preparation, we
shall now analyze the matrix equation (C.2.1) for fixed k in a perturbation expansion
to first order in ε. If k2 6= 0, the matrix k/ is diagonalizable with eigenvalues and
spectral projectors
µ± = ±µk , E± = 1
2
(
1 ± k/
µk
)
, (C.2.2)
where we set µk =
√
k2 (if k2 < 0, our sign convention is such that µk lies in the
upper complex half plane). The eigenspaces ImE± are two-dimensional. The spectral
projectors E± become singular as k2 → 0. The reason is that on the mass cone
C := {k | k2 = 0}, the matrix k/ is not diagonalizable. We will address this problem
later and for the moment simply assume that k2 6= 0. We next consider the Dirac
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operator k/ + εB0 for small ε. Perturbing the eigenspaces Im E± gives rise to two-
dimensional invariant subspaces, and a standard calculation shows that the projectors
Eε± onto these subspaces are given by
Eεs = Es + s
ε
2µk
(Es B0 Es¯ + Es¯ B0 Es) + O(ε2) (C.2.3)
with s = ± and s¯ = −s = ∓. It remains to diagonalize the operator k/ + εB0 on the
invariant subspaces Im Eεs . This is carried out in the next lemma. We choose three
(possibly complex) Lorentz vectors (qi)i=1,2,3 such that
〈qi, k〉 = 0 and 〈qi, qj〉 = −δij . (C.2.4)
More precisely, if k is time-like, we choose the (qi) as a real orthonormal basis of the
space-like hypersurface <k>⊥. If on the other hand q is space-like, we choose q1 and q2
real and space-like, whereas q3 is time-like and imaginary. We use the vector notation
~q = (q1, q2, q3) and introduce the matrices Σ1,2,3 by
~Σ = ρ ~q/ . (C.2.5)
Lemma C.2.1. Suppose that k2 6= 0 and that for small ε, the matrix k/ + εB0 is
diagonalizable. Then its eigenvalues (µas)s=±,a=1/2 are given by
µ
1/2
+ = µk + ε (ν+ ± τ+) + O(ε2) (C.2.6)
µ
1/2
− = −µk + ε (ν− ∓ τ−) + O(ε2) , (C.2.7)
where
νs =
1
2
Tr (Es B0) (C.2.8)
~τs =
1
2
Tr(~Σ Es B0) (C.2.9)
τs =
√
(τ1s )
2 + (τ2s )
2 + (τ3s )
2 . (C.2.10)
The corresponding spectral projectors can be written as
Eas = Π
a Es + s
ε
2µk
(Πa Es B0 Es¯ + Es¯ B0 Πa Es) + O(ε2) (C.2.11)
with
Π1/2 =
1
2
(
1 ± 1
τs
~τs~Σ
)
. (C.2.12)
If ~τs = 0, the invariant subspace Im E
ε
s is an eigenspace to first order in ε; i.e.
(k/+ εB0)|Im Eεs = (s µk + ε νs) 1 |Im Eεs + O(ε
2) .
Proof. We restrict attention to the invariant subspace ImEε+; for E
ε− the proof is
similar. A short calculation using (C.2.5) and (C.2.2, C.2.4) shows that
[Σi, E+] = 0 , Σ
2
i = 1 , Tr(Σi Σj E+) = 2 δij .
This means that the matrices Σi are invariant on Im E+, have the eigenvalues ±1 on
this subspace and are orthogonal. Thus by choosing a suitable basis (and possibly
after changing the orientation of ~Σ by exchanging Σ1 with Σ2), we can arrange that
the matrices ~Σ|Im E+ coincide with the Pauli matrices ~σ. To first order in ε, the eigen-
values are obtained by diagonalizing B0 on the unperturbed invariant subspace ImE+.
A short calculation shows that the 2× 2 matrix ν1 +~τ~σ has the eigenvalues ν± τ and
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corresponding spectral projectors Π1/2 =
1
2(1 +
1
τ ~τ~σ) with τ =
√
(τ1)2 + (τ2)2 + (τ3)2.
This gives (C.2.6, C.2.7). Finally, (C.2.11) follows from standard perturbation theory
without degeneracies.
To avoid confusion, we point out that in general τs 6= |~τs| because (C.2.10) involves
ordinary squares instead of absolute squares. In particular, it is possible that τs = 0
although ~τs 6= 0. However, in this case the 2×2 matrix εB0|Im Es is not diagonalizable,
and thus the above lemma does not apply.
Remark C.2.2. In the proof of the previous lemma we used that the three matrices
Σi|Im E+ can be represented as the Pauli matrices σi. It is instructive to verify explicitly
that these matrices satisfy the correct commutation relations, for example
i
2
[Σ1, Σ2]|Im E+ = Σ3|Im E+ .
We now give this calculation in detail. By a choice of coordinates, we can arrange
that k = (ω, ~p) and q1/2 = (0, ~q1/2). The standard identity between the Dirac matrices
iσjk =
ρ
2 jklm σ
lm yields that (possibly after changing the orientation of ~Σ),
iq1/ q2/ =
ρ
2|~p| [k/, γ
0] . (C.2.13)
From the definition of ~Σ, (C.2.5), one sees that [Σ1,Σ2] = −2q1/ q2/ , and using (C.2.13)
as well as the identity [µk, γ
0] = 0, we conclude that
i
2
[Σ1, Σ2] = − ρ
2|~p| [k/− µk, γ
0] . (C.2.14)
In order to simplify the rhs of (C.2.14) on Im E+, we use that E+ satisfies the
Dirac equation
(k/− µk) E+ = 0 . (C.2.15)
This identity allows us to replace the commutator with k/−µk by an anti-commutator,
[k/− µk, γ0] E+ = {k/− µk, γ0} E+ = (2ω − 2µkγ0) E+ . (C.2.16)
Multiplying (C.2.15) by 2ω/µk and adding (C.2.16) gives
[k/− µk, γ0] E+ = 2ω
µk
(
k/− µ
2
ω
γ0
)
E+ .
Using this identity in (C.2.14) gives
i
2
[Σ1, Σ2]|Im E+ = ρ q3/ |Im E+
with
q3 = − ω
µk |~p|
(
k/− µ
2
k
ω
γ0
)
,
and a short calculation shows that this vector q3 has indeed all the properties listed
after (C.2.4).
We shall now define the spectral projectors and Green’s functions corresponding
to the Dirac operator i∂/ + εB0. We denote the spectrum of the matrix in (C.2.1) by
σε(k),
σε(k) = σ(k/+ εB0(k)) .
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It is natural to define the spectrum σε of the Dirac operator i∂/+ εB0 as the union of
the σε(k)s,
σε =
⋃
k∈IR4
σε(k) .
As we saw above, the matrix k/ + εB0(k) in general is not diagonalizable, and thus
we cannot introduce the spectral projectors for all k pointwise. But since the diag-
onalizable matrices are dense in Gl(C4), it is reasonable to assume that the matrix
k/ + εB0(k) is diagonalizable for almost all (a.a.) k. Our formalism will involve mo-
mentum integrals where sets of measure zero are irrelevant. Therefore, we may in what
follows restrict attention to those k for which the matrix k/+ εB0(k) is diagonalizable.
Moreover, we shall assume that B0 is smooth and bounded. According to (C.2.2), the
spectrum of the unperturbed Dirac operator is σε=0 = R∪ iR. The next lemma shows
that the real part of the spectrum is stable under perturbations.
Lemma C.2.3. Suppose that k2 > 0. Then for ε sufficiently small, σε(k) ⊂ R.
Proof. Choosing coordinates such that k = (ω,~0), it is obvious that the eigenspaces
of k/ are definite, i.e.
≺Ψ |Ψ 6= 0 for all eigenvectors Ψ.
By continuity, the eigenspaces of k/+ εB0(k) will also be definite for sufficiently small
ε. As a consequence, the corresponding eigenvalues are real, because
λ≺Ψ |Ψ = ≺Ψ | (k/+ εB0) Ψ = ≺(k/+ εB0) Ψ |Ψ = λ≺Ψ |Ψ .
Unfortunately, we have a-priori no control of how the imaginary part of the spec-
trum changes with ε. For this reason, it is most convenient to introduce the spectral
projectors for all µ ∈ C, such that they vanish identically for µ 6∈ σε. For the nor-
malization, we work with δ-distributions supported at one point in the complex plane.
More precisely, we set
δ2(z) = δ(Re z) δ(Im z)∫
C
d2z · · · =
∫
IR2
d(Re z) d(Im z) · · · .
Def. C.2.4. For µ ∈ C and k ∈ R4 we set
pεµ(k) =
∑
s=±, a=1/2
Eas (k) δ
2(µ− µas(k)) (C.2.17)
kεµ(k) = (k
0) pεµ(k) (C.2.18)
sεµ(k) =
∫
C
d2ν
PP
µ− ν p
ε
ν(k) . (C.2.19)
We also consider pεµ, k
ε
µ, and s
ε
µ as multiplication operators in momentum space.
In formal calculations, the operators pεµ and k
ε
µ are solutions of the Dirac equation,
(i∂/+ εB0 − µ) pεµ = 0 = (i∂/+ εB0 − µ) kεµ ,
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and satisfy in analogy to (2.2.26–2.2.29) the multiplication rules
pεµ p
ε
µ′ = k
ε
µ k
ε
µ′ = δ
2(µ− µ′) pεµ (C.2.20)
pεµ k
ε
µ′ = k
ε
µ p
ε
µ′ = δ
2(µ− µ′) kεµ (C.2.21)
as well as the “completeness relation”∫
C
pεµ d
2µ = 1 .
Using these identities in (C.2.19) yields that
(i∂/+ εB0 − µ) sεµ = 1 .
Thus on a formal level, the operators pεµ, k
ε
µ and s
ε
µ are the spectral projectors and
Green’s functions of the Dirac operator, respectively. In order to give these operators
a mathematical meaning, we can proceed as follows. Let k be such that the matrix
k/ + εB0(k) can be diagonalized. Then the functional calculus for finite matrices (as
defined e.g. via the approximation by polynomials) allows us to introduce for f ∈ C1(C)
the matrix f(k/ + εB0(k)). Formally, we can write the functional calculus with the
spectral projectors, ∫
C
f(µ) pεµ(k) d
2µ = f(k/+ εB0(k)) . (C.2.22)
We can use this relation to give the integral in (C.2.22) a rigorous sense for a.a. k.
The same argument applies to kεµ. For s
ε
µ, we can similarly use the formal identity∫
C
f(µ) sεµ(k) d
2µ
(C.2.19)
=
∫
C
g(µ) pεν(k) d
2µ (C.2.23)
with
g(ν) =
∫
C
PP
µ− ν f(µ) d
2µ .
In this way, one sees that the operators pεµ, k
ε
µ and s
ε
µ are well-defined when evaluated
weakly in µ and k.
Under additional assumptions, we can make sense of the operators in Def. C.2.4
even for fixed real µ. We first justify the δ-distribution and the principal part.
Lemma C.2.5. Suppose that for a given interval I ⊂ R, the spectral projectors Eas
in (C.2.17) are bounded uniformly in µ ∈ I and k ∈ R4. Then for a.a. µ ∈ I, the
operators pεµ, k
ε
µ, and s
ε
µ are well-defined distributions in momentum space.
Proof. We write the Dirac equation (k/+ εB0(k))Ψ = 0 in the Hamiltonian form
ω Ψ = H(ω, µ) Ψ with H(ω, µ) = −γ0 (~k/+ εB0(ω,~k)− µ1)
and k = (ω,~k). In what follows we keep ~k fixed and consider this equation for variable
parameters ω, µ ∈ R. The matrix H(ω, µ) is Hermitian with respect to the positive
scalar product (.|.) = ≺.|γ0|.. Thus it can be diagonalized; we denote its eigenvalues
(counting multiplicities) by Ω1 ≤ · · · ≤ Ω4. The min-max principle (see [RS]) allows
us to write Ωn as
Ωn = min
U, dimU=n
max
u∈U, ‖u‖=1
‖Hu‖ ,
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where ‖.‖ is the norm induced by (.|.) and U denotes a subspace of C4. It follows from
this representation that the Ωn depend Lipschitz-continuously on ω and µ. Namely,
Ωn(ω) = min
U, dimU=n
max
u∈U, ‖u‖=1
‖H(ω) u‖
= min
U, dimU=n
max
u∈U, ‖u‖=1
‖H(ω′) u+ (H(ω)−H(ω′)) u‖
≤ min
U, dimU=n
max
u∈U, ‖u‖=1
(‖H(ω′) u‖+ ‖H(ω)−H(ω′)‖ ‖u‖)
= Ωn(ω
′) + ‖H(ω)−H(ω′)‖ .
Using that B0(k) is C1 with bounded derivatives, we obtain the estimate
‖H(ω)−H(ω′)‖ ≤ ‖εγ0 (B0(ω)− B0(ω′))‖ ≤ εc |ω − ω′|
and thus Ωn(ω) − Ωn(ω′) ≤ εc|ω − ω′|. Exchanging the roles of ω and ω′ gives the
bound
|Ωn(ω)− Ωn(ω′)| ≤ εc |ω − ω′| . (C.2.24)
A similar calculation shows that
|Ωn(µ)− Ωn(µ′)| ≤ |µ− µ′| . (C.2.25)
We next consider for given n the equation
ω = Ωn(ω, µ) . (C.2.26)
The following argument shows that for sufficiently small ε, this equation has a unique
solution ωn, which depends Lipschitz-continuously on µ. Let φ (for fixed µ and n) be
the mapping
φ : R→ R : ω 7→ Ωn(ω, µ) .
According to (C.2.24),
|φ(ω)− φ(ω′)| = |Ωn(ω)− Ωn(ω′)| ≤ εc |ω − ω′| .
Thus if we choose ε small enough, φ is a contraction. The Banach fixed point theorem
yields a unique fixed point ωn. The dependence on the parameter µ is controlled
by (C.2.24) and (C.2.25). Namely,
|ωn(µ)− ωn(µ′)| = |Ωn(ωn(µ), µ)− Ωn(ωn(µ′), µ′)|
≤ εc |ωn(µ)− ωn(µ′)| + |µ− µ′|
and thus
|ωn(µ)− ωn(µ′)| ≤ (1− εc)−1 |µ− µ′| . (C.2.27)
If we regard the spectral projector (C.2.17) as a distribution in ω, it is supported
at those ω for which the Dirac equation (k/+ εB0−µ)Ψ = 0 has a non-trivial solution.
These are precisely the solutions ωn of the equation (C.2.26). Thus we can write p
ε
µ as
pεµ =
4∑
n=1
Eas (ωn) δ(ω − ωn) δ(Im µ)
∣∣∣∣∂ω(µ)∂µ
∣∣∣∣ , (C.2.28)
where the parameters a = a(n) and s = s(n) must be chosen such that µas(ωn) = µ.
Since ωn(µ) is Lipschitz (C.2.27), the factor |∂µωn(µ)| in (C.2.28) is well-defined for
a.a. µ and is uniformly bounded. Thus pεµ(ω) is a well-defined distribution for a.a. µ.
The same argument applies to kεµ.
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It remains to justify the Green’s function sεµ. We can write it in the Hamiltonian
framework as
sεµ =
PP
k/+ εB0 − µ 1 =
PP
ω −H(ω, µ) γ
0 .
Thus denoting the spectral projectors of H by (Fn)n=1,...,4, we have
sεµ(ω) =
4∑
n=1
PP
ω − Ωn(ω, µ) Fn(ω, µ) γ
0 . (C.2.29)
According to (C.2.24), Ωn(ω) is Lipschitz and thus differentiable almost everywhere
with |∂ωΩn| ≤ εc. The spectral projectors Fn(ω) can also be chosen to be Lipschitz.
As a consequence, the principal part in (C.2.29) is well-defined for a.a. µ.
This lemma involves the strong assumption that the spectral projectors Eas must be
uniformly bounded. We shall now analyze this assumption in detail. As one sees
from (C.2.2) in the limit µ → 0, the spectral projectors can have poles and thus in
general are not uniformly bounded. Thus we need to impose an extra condition, which
we will formulate using the following notion.
Def. C.2.6. Let A be a 4× 4 matrix, which is Hermitian (with respect to ≺.|.).
A point µ ∈ σ(A) is called ε-definite if there is a subset σ+ ⊂ σ(A) such that
(i) The invariant subspace I+ corresponding to σ+ is definite.
(ii) dist(σ+, σ(A) \ σ+) > ε.
Lemma C.2.7. If µ ∈ σ(A) is ε-definite, the matrix A is diagonalizable on I+, and
its spectral projectors Ea are bounded by
‖Ea‖ ≤ c
(‖A‖
ε
)3
, (C.2.30)
where ‖.‖ is a matrix norm and c is a constant which depends only on the choice of
the norm ‖.‖.
Proof. It clearly suffices to consider a particular matrix norm. We introduce the
positive scalar product (.|.) = ≺.|γ0|., let ‖.‖ = (.|.) 12 be the corresponding norm,
and set
‖A‖ = sup
Ψ with ‖Ψ‖=1
‖AΨ‖ .
We denote the projector onto I+ by E. E can be constructed with a functional calculus.
Namely, let P(z) be a complex polynomial satisfying the conditions
P|σ+ = 1 and P|σ− = 0 .
Since these are at most four conditions, P can be chosen to be of degree three,
P(z) =
3∑
n=0
cn z
n .
Furthermore, the fact that A is ε-definite can be used to bound the coefficients cn by
|cn| ≤ C
εn
(C.2.31)
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with a suitable constant C (this is easily seen from a scaling argument). The projector
E is given by E = P(A), and (C.2.31) gives the estimate
‖E‖ ≤
3∑
n=0
C
εn
‖A‖n ≤ C
(‖A‖
ε
)3
, (C.2.32)
where we used ε < ‖A‖ in the last step.
By definition, Im E = I+ is a definite subspace. We can assume without loss of
generality that it is positive, i.e.
≺Ψ | E Ψ ≥ 0 for all Ψ.
The matrix A|I+ is Hermitian with respect to the positive scalar product ≺.|.|I+ .
Thus it has a spectral decomposition with eigenvalues µa and corresponding spectral
projectors Ea, a = 1, . . . , N ,
A|I+ =
n∑
a=1
µa Ea|I+ .
Extending the Ea by zero to the invariant subspace corresponding to σ(A) \ σ+, the
spectral projectors satisfy the relations
E∗a = Ea = E
2
a ,
N∑
a=1
Ea = E , ≺Ψ | Ea Ψ ≥ 0 for all Ψ,
where the star denotes the adjoint with respect to ≺.|..
We introduce the operators F and Fa by
F = γ0 E , Fa = γ
0 Ea .
It is straightforward to check that these operators have the following properties,
F+a = Fa , (Ψ | Fa Ψ) ≥ 0 (C.2.33)∑
a
Fa = F , (C.2.34)
where “+” denotes the adjoint with respect to (.|.). The relations (C.2.33) mean that
the Fa are positive self-adjoint operators on a Hilbert space. This makes it possible to
estimate the norm of the spectral projectors as follows,
‖Ea‖ = ‖γ0 Fa‖ ≤ ‖γ0‖ ‖Fa‖ ≤ ‖Fa‖ = sup
Ψ with ‖Ψ‖=1
(Ψ | Fa Ψ)
≤ sup
Ψ with ‖Ψ‖=1
N∑
b=1
(Ψ | Fb Ψ) = sup
Ψ with ‖Ψ‖=1
(Ψ | F Ψ)
= ‖F‖ = ‖γ0 E‖ ≤ ‖E‖ .
We now apply (C.2.32) to obtain (C.2.30).
Def. C.2.8. The Dirac operator i∂/ + εB0 has an ε-definite kernel if for all
µ ∈ (−ε, ε) and all k with µ ∈ σε(k), µ is in the ε-definite spectrum of the matrix
k/+ εB0(k).
Combining Lemma C.2.5 and Lemma C.2.7 gives the following result.
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Theorem C.2.9. If the Dirac operator i∂/ + εB0 has an ε-definite kernel, then
its spectral projectors and Green’s functions (as given in Def. C.2.4) are well-defined
distributions in momentum space for a.a. µ ∈ (−ε, ε) .
It remains to specify under which assumptions on B0 the Dirac operator has an
ε-definite kernel. We decompose B0 as
B0(k) = α 1 + iβ ρ+ v/+ ρ a/+ iρ
2
wij σ
ij . (C.2.35)
Here α, β, v, a, and w are real potentials (namely the scalar, pseudoscalar, vector,
axial, and bilinear potentials, respectively; clearly we assume w to be anti-symmetric).
We introduce the function ∆(k) as the following combination of the axial and bilinear
potentials,
∆2 = −k2 〈a, a〉+ 〈a, k〉2 − wijkj wilkl . (C.2.36)
The first two summands can also be written as
− k2 〈a, a〉+ 〈a, k〉2 = −k2
(
a− 1
k2
〈a, k〉 k
)2
. (C.2.37)
For timelike k, the vector inside the round brackets is spacelike, and thus (C.2.37) ≥ 0.
Similarly, the vector wijk
j is spacelike for k timelike. We conclude that
∆(k) ≥ 0 if k2 > 0. (C.2.38)
Furthermore, ∆(q) vanishes on the mass cone C = {q2 = 0} if and only if q is collinear
to the vector a and is an eigenvector of w,
a = νq and wijq
j = λ qi (ν, λ ∈ R, q ∈ C). (C.2.39)
Expanding (C.2.36), one sees that in this case, ∆ is finite to the next order on the
light cone, i.e.
∆(q) = 0 =⇒ l ≡ lim
k→q
1
k2
∆(k) exists. (C.2.40)
Qualitatively speaking, the next theorem states that the Dirac operator has an ε-
definite kernel if and only if the scalar potential is non-zero and dominates the axial
and bilinear potentials.
Theorem C.2.10. Suppose that for all q ∈ C,
|α(q)| > 3
2
+

∣∣∣∣wij(q)aiqj∆(q)
∣∣∣∣ if ∆(q) 6= 0(
1 + Θ(1− 2
√
|l(q)|
) √
|l(q)| if ∆(q) = 0.
(C.2.41)
Then for sufficiently small ε, the Dirac operator i∂/+ εB0 has an ε-definite kernel. If
conversely there is q ∈ C for which the opposite inequality holds (i.e. (C.2.41) with
“>” replaced by “<”), then the Dirac operator has no ε-definite kernel.
Proof. A short calculation using (C.2.8, C.2.2, C.2.35) gives
ν± = α± 1
µk
〈v, k〉 . (C.2.42)
In the special case k/ = µk γ
0 and ~q/ = ~γ, we obtain furthermore from (C.2.9) that
(τ±)r = ar ± wr0 (r = 1, 2, 3).
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Thus, according to (C.2.10),
(τ±)2 =
3∑
r=1
(ar)
2 ± 2 ar wr0 + (wr0)2 ,
and this can be written covariantly as
(τ±)2 = −〈a, a〉+ 1
µ2k
〈a, k〉2 − 1
µ2k
wijk
i wilkl ∓ 2
µk
wija
ikj . (C.2.43)
This tensor equation is valid for any time-like k, and it is easy to check that it holds
for spacelike k as well.
Let q ∈ C. We first consider the case ∆(q) 6= 0. By continuity, ∆ 6= 0 in a neigh-
borhood U of q, and according to (C.2.38), ∆ is positive in U . We substitute (C.2.42)
and (C.2.43) into (C.2.6) and (C.2.7). In order to remove the singularities at µk = 0,
we write the eigenvalues µas in the form
µ
1/2
+ =
√
k2 + 2εδ1/2 + ε (α± κ+) +O(ε2)
µ
1/2
− = −
√
k2 + 2εδ1/2 + ε (α∓ κ−) +O(ε2)
 , (C.2.44)
where we set
δ1/2 = 〈v, k〉 ±∆ , κ± = τ± −
1
µk
∆ .
The functions κ± have the following expansion,
κ± =
1
µk
(√
∆2 ∓ 2µk wijaikj −∆
)
= ∓wija
ikj
∆
+ O(µk) . (C.2.45)
In particular, one sees that these functions are bounded locally uniformly in µk. Let
us verify under which conditions the Dirac operator restricted to U has an ε-definite
kernel. Suppose that µ1+ ∈ (−ε, ε). Then, due to the square root in (C.2.44),
k2 + 2εδ1 = O(ε2) .
It follows from (C.2.44) that
µ2± =
√
k2 + 2εδ2 +O(ε) =
√
O(ε2) + 2ε(δ2 − δ1) +O(ε)
=
√−4ε∆ +O(ε) ∼ √ε
and therefore
|µ1+ − µ2+| ∼
√
ε  ε .
Moreover, we obtain from (C.2.44) and (C.2.45) that
µ1+ − µ1− = 2µ1+ + 2εα− ε(κ+ − κ−) +O(ε2)
= 2µ1+ + 2ε
(
α+
wij a
ikj
∆
+O(µk)
)
+O(ε2) .
Thus the condition |µ1+ − µ1−| > ε is satisfied if∣∣∣∣α+ wijaikj∆
∣∣∣∣ > 32 .
As is proved in Lemma C.2.11 below, the eigenspace corresponding to µ1+ is definite.
We conclude that µ1+ is an ε-definite eigenvalue of A. Repeating the above argument
in the three other cases µ2−, µ2± ∈ (−ε, ε), one obtains that for sufficiently small ε, the
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kernel of the Dirac operator is ε-definite in U . If conversely (C.2.41) holds with “>”
replaced by “<”, it is straightforward to check that the Dirac operator for small ε has
no ε-definite kernel.
It remains to consider the case ∆(q) = 0. We write the eigenvalues µas as
µ
1/2
+ =
√
k2 + 2ε 〈v, k〉+ ε (α± τ+)
µ
1/2
− = −
√
k2 + 2ε 〈v, k〉+ ε (α∓ τ−) .
 (C.2.46)
According to (C.2.40), the first three summands in (C.2.43) have a finite limit at q.
Furthermore, (C.2.39) yields that
2
µk
wija
ikj = O(µk) .
We conclude that the functions τ± in a neighborhood of q have the expansion
τ± =
√
|l|+O(
√
|µk|) . (C.2.47)
For small ε, µk ∼
√
ε, and so the term O(√µk) is of higher order in ε and can be
omitted. Furthermore, the following continuity argument varying l shows that the
eigenvalues µa+ and µ
a− correspond to positive and negative eigenvectors, respectively:
If l = 0, only the scalar and vector potentials enter the perturbation calculation to
first order in ε (see (C.2.46, C.2.47)). If only scalar and vector potentials are present,
the spectral decomposition of the matrix k/+ εB0 is easily obtained from the identity
[(k/+ εv/+ εα)− εα]2 = (k + εv)2 1 .
One sees that the eigenvalues are twofold degenerate, σε(k) = {µ+, µ−}, and that if
they are real, the corresponding eigenspaces are definite. The parameter l removes the
degeneracy of these eigenspaces, but the resulting invariant subspaces remain definite.
Suppose that µ1+ ∈ (−ε, ε). We consider the two subcases 2
√|l| > ε and 2√|l| < ε
separately. In the first case, |µ1s − µ2s| > ε, and thus we must arrange that
|µ1+ − µ2∓| > ε (2
√
l > ε). (C.2.48)
In the second case, |µ1s − µ2s| < ε. Thus we must combine the eigenvalues to pairs and
consider the definite eigenspaces corresponding to the sets σs = {µ1s, µ2s}, s = ±, and
must satisfy the condition
dist (σ+, σ−) > ε (2
√
l < ε). (C.2.49)
Evaluating (C.2.48) and (C.2.49) using (C.2.46, C.2.47) and analyzing similarly the
three other cases µ1−, µ2± ∈ (−ε, ε) gives the condition (C.2.41).
Lemma C.2.11. Let A be a Hermitian matrix (with respect to ≺.|.). If µ ∈ σ(A)
is real and the corresponding invariant eigenspace I is one-dimensional, then I is a
definite eigenspace.
Proof. Since each invariant subspace contains at least one eigenvector, I is clearly
an eigenspace. We must show that I is definite. Assume to the contrary that I = <Ψ>
is null, i.e.
AΨ = λΨ with λ ∈ R and ≺Ψ|Ψ = 0.
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We denote the invariant subspaces of A by (Iµ)µ∈σ(A). Since Iλ = <Ψ> is one-
dimensional and null, there must be an invariant subspace Iµ, µ 6= λ, which is not
orthogonal to Ψ,
Iµ ∩<Ψ>⊥ 6= ∅ .
We choose on Iµ a basis (e1, . . . , en) such that A is in the Jordan form, i.e.
A|Iµ =

µ 1 · · · 0
0 µ · · · 0
...
...
. . . 1
0 0 · · · µ
 .
Let k ∈ {1, . . . , n} be the smallest index such that ≺ek|Ψ 6= 0. Then
λ≺ek|Ψ = ≺ek |AΨ = ≺Aek |Ψ
= µ≺ek |Ψ + ≺ek−1 |Ψ = µ≺ek |Ψ .
This is a contradiction.
Suppose that the homogeneous operator B0 satisfies the condition (C.2.41) in The-
orem C.2.10. Then the Dirac operator has an ε-definite kernel. As a consequence,
the distributions tεµ =
1
2(p
ε
µ− kεµ) are well-defined (see Def. C.2.4 and Theorem C.2.9).
Following (C.1.17), we introduce the fermionic projector by
P εµ =
1
2
(
X tεµ + t
ε
µ X
∗) (C.2.50)
with X = χL. In order to analyze the normalization of P
ε
µ, we consider the product
P εµ P
ε
µ′ =
1
4
(
X tεµ t
ε
µ′ X
∗ +X tεµ X t
ε
µ′ + t
ε
µ X
∗ tεµ′ X
∗) . (C.2.51)
According to (C.2.20) and (C.2.21),
tεµ t
ε
µ′ = δ
2(µ− µ′) tεµ . (C.2.52)
Thus the only problem is to compute the products tεµXt
ε
µ′ and t
ε
µX
∗tεµ′ . Using the
relations χL / R =
1
2(1 ∓ ρ) together with (C.2.52), this problem reduces to making
mathematical sense of the operator product
tεµ ρ t
ε
µ′ .
It seems impossible to give this expression a meaning without making additional as-
sumptions on B0. For simplicity, we shall impose a quite strong condition, which is
motivated as follows. The spectral projectors pµ corresponding to the unperturbed
Dirac operator i∂/− µ satisfy the relations ρ pµ ρ = p−µ and thus pµ ρ pµ = 0 (µ > 0).
It is natural to demand that the last identity should also hold in the presence of the
homogeneous perturbation for small ε.
Def. C.2.12. The kernel of the homogeneous Dirac operator i∂/ + B(ε, k) is ε-
orthogonal to ρ if for all µ, µ′ ∈ σε(k)∩(− ε2 , ε2), the corresponding spectral projectors
Eµ(k) and Eµ′(k) satisfy the condition
Eµ ρ Eµ′ = 0 . (C.2.53)
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If the kernel of the Dirac operator is ε-definite and ε-orthogonal to ρ, it follows
immediately that for all µ, µ′ ∈ (− ε2 , ε2),
tεµ ρ t
ε
µ′ = 0 . (C.2.54)
Using (C.2.52) and (C.2.54) in (C.2.51), we see that
P εµ P
ε
µ′ = δ
2(µ− µ′) 1
8
(
X P εµ + P
ε
µ X
∗ + 2X P εµ X
∗) .
Now we can take the limits ε, µ↘ 0 to obtain
lim
ε↘0
lim
µ,µ′↘0
(
P εµ P
ε
µ′ −
1
2
δ2(µ− µ′) P εµ
)
= 0 . (C.2.55)
In analogy to (C.1.13), this relation states that the fermionic projector is idempotent
(apart from the factor 12 which will be treated in Section C.3 using the modified mass
scaling).
In the remainder of this section, we analyze under which assumptions on B0 the
kernel of the Dirac operator is ε-orthogonal to ρ. We begin with a simple calculation
in first order perturbation theory.
Lemma C.2.13. Suppose that the Dirac operator i∂/+ εB0 has an ε-definite kernel
and that the homogeneous potentials in (C.2.35) satisfy for all k ∈ R4 the relations
β(k) = 0 and ijlm w
ij(k) kl = 0 . (C.2.56)
Then for all k and µ, µ′ ∈ σε(k) ∩ (− ε2 , ε2),
Eµ(k) ρ Eµ(k) = O(ε2) . (C.2.57)
Proof. Choose k and µ, µ′ ∈ σε(k) ∩ (− ε2 , ε2). Since the Dirac operator has an ε-
definite kernel, the invariant subspace I corresponding to the set {µ, µ′} ⊂ σε(k) is def-
inite (notice that µ ∈ (−ε, ε) and |µ−µ′| < ε). We saw in the proof of Theorem C.2.10
that the invariant subspaces Im Eε+ and Im E
ε
+ (with E
ε± according to (C.2.3)) are
definite. Thus I ⊂ Im Eε+ or I ⊂ Im Eε−. Therefore, it suffices to show that for all
s = ±,
Eεs ρ E
ε
s = O(ε2) . (C.2.58)
Substituting (C.2.3) and using the relations ρE±ρ = E∓, we obtain the equivalent
condition
Es {B0, ρ} Es = 0 . (C.2.59)
This equation means that the matrix {B0, ρ} must vanish on the two-dimensional
subspace ImEs. Since on this subspace, the matrices ~Σ, (C.2.5), have a representation
as the Pauli matrices, we can restate (C.2.59) as the four conditions
Tr (Es {B0, ρ}) = 0 = Tr
(
~Σ Es {B0, ρ}
)
.
Evaluating these relations using (C.2.2, C.2.5, C.2.35) gives (C.2.56).
This lemma is not satisfactory because it gives no information on how the error term
in (C.2.57) depends on k. More specifically, the error term may have poles on the mass
cone (and explicit calculations show that such poles ∼ k−2n indeed occur for n = 1
and n = 2). Since in the limit ε ↘ 0 the kernel of the Dirac operator is the mass
cone, it is far from obvious how to control the error term in this limit. In other words,
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(C.2.57) cannot be interpreted as “the kernel of the Dirac operator is ε-orthogonal to
ρ up to a small error term.”
In order to resolve this difficulty, we must proceed non-perturbatively. In general-
ization of our previous ansatz i∂/+ εB0, we shall consider the Dirac operator i∂/+ Bε,
where we assume that Bε(k) is a homogeneous potential which is smooth in both
arguments and has the power expansion
Bε(k) = ε B0(k) + ε2 B1(k) + ε3 B2(k) + · · · . (C.2.60)
The higher order potentials B1,B2, . . . are irrelevant for Def. C.2.8 because they are
negligible for small ε. In particular, the statement of Theorem C.2.10 remains valid
without changes. Furthermore, the potentials B1,B2, . . . should be irrelevant for the
statement of idempotence (C.2.55) because (C.2.55) involves a limit ε↘ 0. Therefore,
it seems unnecessary to enter a detailed study of these potentials. The only point of
interest is under which assumptions on B0 there exist smooth potentials B1, B2,. . . such
that the spectral projectors corresponding to the Dirac operator i∂/ + Bε satisfy the
conditions (C.2.53) exactly.
Theorem C.2.14. Suppose that the Dirac operator i∂/+εB0 has an ε-definite kernel
and that the homogeneous potentials in (C.2.35) satisfy for all k the relations (C.2.56).
Then there is an ε > 0 and a smooth potential Bε(k) having the expansion (C.2.60)
such that the kernel of the Dirac operator i∂/+ Bε is ε-orthogonal to ρ.
Proof. Choose k and µ, µ′ ∈ σε(k) ∩ (− ε2 , ε2). Similar to what was described
before (C.2.58), we know from the proof of Theorem C.2.10 that the matrix A ≡
k/ + Bε(k) has a positive and a negative definite invariant subspace, one of which
contains Im Eµ ∪ Im Eµ′ . Again denoting the projectors onto these subspaces by Eε+
and Eε−, respectively, it thus suffices to show that for s = ±,
Eεs ρ E
ε
s = 0 . (C.2.61)
We first evaluate these conditions in a special spinor basis. Namely, we let e1 and e2
be an orthonormal basis of ImEε+ and set e3 = ρe1, e4 = ρe2. The conditions (C.2.61)
imply that e3 and e4 span Im E
ε−. Using the relation ρ2 = 1 as well as that the
subspaces <{e1, e2}> and <{e3, e4}> are invariant under A, we conclude that the
matrices ρ and A are of the form
ρ =
(
0 1
1 0
)
, A =
( ∗ 0
0 ∗
)
, (C.2.62)
where we used a block matrix notation corresponding to the splitting
C4 = <{e1, e2}>⊕<{e3, e4}> ,
and “∗” denotes an arbitrary block matrix entry. Furthermore, the relation ρ∗ = −1
yields that
≺e3 | e3 = −1 = ≺e4 | e4 ,
and thus the basis (eα) is pseudo-orthonormal,
≺Ψ | Φ =
4∑
α=1
sα Ψα Φ
α with s1 = s2 = 1, s3 = s4 = −1. (C.2.63)
We see that the matrix ρ and the spin scalar product are in the usual Dirac repre-
sentation. In this representation, the fact that A is block diagonal (C.2.62) can be
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expressed by saying that A must be a real linear combination of the 8 matrices
1 , γ0, ρ~γ, ργ0~γ . (C.2.64)
We next express this result in a general basis, but again in the Dirac representa-
tion. Since the representations of the matrix ρ, (C.2.62), and of the scalar product,
(C.2.63), are fixed, the freedom in choosing the basis is described by even U(2, 2) trans-
formations. This group, which we denote by U(2, 2)even, contains the normal Abelian
subgroup U = {exp(ϑρ/2) : ϑ ∈ R}. Acting by U on (C.2.64) gives the matrices
1 , ((coshϑ+ ρ sinhϑ) γ0, ((coshϑ+ ρ sinhϑ) ρ~γ, ργ0~γ . (C.2.65)
When the factor group U(2, 2)even/U acts on (C.2.65), the resulting transformations
correspond precisely to Lorentz transformations of the tensor indices (see Lemma 1.2.1
for details). Thus the conditions (C.2.61) are satisfied if and only if A is of the form
A = α 1 + ((coshϑ+ ρ sinhϑ) u/+ ((ρ coshϑ+ sinhϑ) a/+ ρu/b/ (C.2.66)
with a time-like vector field u and two vector fields a and b, which are orthogonal to
u,
〈u, a〉 = 0 = 〈u, b〉 . (C.2.67)
We substitute the identity A = k/+Bε(k) into (C.2.66) and solve for Bε(k). Expanding
in powers of ε gives the result.
C.3. The General Construction, Proof of Idempotence
In this section we shall make precise what “idempotence” means for a fermionic
projector with chiral asymmetry in the presence of a general interaction. We proceed
in several steps. We begin with a straightforward extension of the results of Section C.2
to systems of Dirac seas. Then we introduce the interaction and perform the causal
perturbation expansion. After putting in an infrared regularization, we can define the
fermionic projector. Finally, idempotence is established via a singular mass limit.
We begin with a system of Dirac seas in the vacuum, described by the mass matrix
Y and the chiral asymmetry matrix X (see §2.3). In order to give the chiral fermions
a “small generalized mass,” we introduce a homogeneous operator B0 and consider for
ε > 0 the Dirac operator i∂/+ εB0−mY . For simplicity, we assume that B0 is diagonal
on the sectors and is non-trivial only in the chiral blocks, i.e.
(B0)(aα)(bβ) = δab δαβ B
(aα)
0 with B(aα)0 = 0 if Xa = 1 .
Then on each sector the methods of Section C.2 apply; let us collect the assumptions
on B0 and the main results: For every index (aα) with X(aα) 6= 1 we assume that
(1) B(aα)0 (k) depends smoothly on k ∈ R4 and grows at most polynomially at
infinity.
(2) The (4× 4)-matrix k/+ εB(aα)0 (k) is diagonalizable for a.a. k.
(3) B(aα)0 has the decomposition into scalar, vector, axial, and bilinear potentials,
B(aα)0 (k) = α 1 + v/+ ρ a/+
iρ
2
wij σ
ij ,
C.3. THE GENERAL CONSTRUCTION, PROOF OF IDEMPOTENCE 227
such that for all k ∈ R4 and q ∈ C the following conditions are satisfied,
ijlm w
ij(k) kl = 0
|α(q)| > 3
2
+

∣∣∣∣wij(q)aiqj∆(q)
∣∣∣∣ if ∆(q) 6= 0(
1 + Θ(1− 2
√
|l(q)|
) √
|l(q)| if ∆(q) = 0.
(with ∆ and l defined by (C.2.36) and (C.2.40), C = {k | k2 = 0} is the mass
cone).
Then for sufficiently small ε, the Dirac operator i∂/ + εB(aα)0 has an ε-definite kernel
(see Def. C.2.8 and Theorem C.2.10). Thus for a.a. µ ∈ (−ε, ε), the spectral projec-
tors p
ε,(aα)
µ , k
ε,(aα)
µ and the Green’s functions s
ε,(aα)
µ are well-defined distributions in
momentum space (see Def. C.2.4 and Theorem C.2.9). Furthermore, the kernel of the
Dirac operator is ε-orthogonal to ρ (see Def. C.2.12 and Theorem C.2.14; for simplicity
we here omit the higher order potentials B1,B2, . . . in (C.2.60), this is justified because
these potentials obviously drop out in the singular mass limit), and this can be stated
in the form (cf. (C.2.17))
pε,(aα)µ ρ p
ε,(aα)
µ′ = 0 for all µ, µ
′ ∈ (− ε2 , ε2) .
We build up the spectral projectors pε+µ, k
ε
+µ and the Green’s function s
ε
+µ of the
whole system by taking direct sums; namely,
Aε+µ =
⊕
a,α
{
Amaα+µ if Xa = 1
A
ε,(aα)
µ
2
if Xa 6= 1 , (C.3.1)
where A stands for p, k, or s. Note that in the chiral blocks the mass parameter µ2
(and not µ) is used. The purpose of this modified mass scaling is to get rid of the
factor 12 in the normalization of a chiral Dirac sea (C.2.55) (also see the paragraph
after (C.1.21)). The corresponding Dirac operator is
i∂/+ εB0 −mY − µZ ,
where the matrix Z ≡ 12(X + X∗) takes into account the modified mass scaling. The
spectral projectors satisfy the multiplication rules
pε+µ p
ε
+µ′ = k
ε
+µ k
ε
+µ′ = δ
2(µ− µ′) Z−1 pε+µ
pε+µ k
ε
+µ′ = k
ε
+µ p
ε
+µ′ = δ
2(µ− µ′) Z−1 kε+µ
}
(C.3.2)
Cε+µ ρ C
ε
+µ′ = 0 for µ, µ
′ ∈ (− ε2 , ε2) , (C.3.3)
where C stands for k or p. The Green’s functions satisfy the relations
Cε+µ s
ε
+µ′ = s
ε
+µ C
ε
+µ′ =
PP
µ− µ′ Z
−1 Cε+µ
sε+µ s
ε
+µ′ =
PP
µ− µ′ Z
−1 (sε+µ − sε+µ′) .
 (C.3.4)
These multiplication rules differ from those in §2.2 only by the additional factor Z−1.
To describe the interaction, we insert a potential B into the Dirac operator, which
then reads
i∂/+ B + εB0 −mY − µZ . (C.3.5)
We assume that Y and B have the following properties:
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(a) Only the chiral particles are massless, i.e.
Y (aα) > 0 if Xa = 1 .
(b) B is the operator of multiplication with the Schwartz function B(x).
(c) Y and B are causality compatible, i.e.
X∗ (i∂/+ B −mY ) = (i∂/+ B −mY )X . (C.3.6)
In order to introduce the spectral projectors with interaction p˜ε+µ and k˜
ε
+µ, we take
the operator expansion of causal perturbation theory §2.3 and replace the operators
according to A→ Aε+µ (with A = p, k, or s). All the operator products of the resulting
expansion are well-defined for a.a. µ (note that B˜(k) has rapid decay and Aε+µ(k) grows
at most polynomially at infinity).
For the infrared regularization, we proceed exactly as in §2.6 and replace space by
the three-dimensional torus (2.6.2). Furthermore, we “average” the mass parameter
µ. More precisely, combining (2.6.13) with (C.2.50), the auxiliary fermionic projector
is defined by
P ε,δ =
1
2
∫
(0,δ)×(−δ,δ)
(X t˜ε+µ + t˜
ε
+µ X
∗) d2µ , (C.3.7)
where as usual t˜ε+µ =
1
2(p˜
ε
+µ − k˜ε+µ). Finally, the regularized fermionic projector is
obtained by taking the partial trace,
(P ε,δ)ab =
g(a)∑
α=1
g(b)∑
β=1
(P ε,δ)
(aα)
(bβ) . (C.3.8)
Before we can prove idempotence, we need to impose the following extension of
the non-degeneracy assumption (2.6.1). We set
σε(aα) = σ(k/+ εB(aα)0 ) .
Def. C.3.1. The Dirac operator i∂/+ εB0 −mY has ε-non-degenerate masses
if for all a and β 6= γ,
σε(bβ) ∩ (−
ε
2
,
ε
2
) 6= ∅ =⇒ σε(bγ) ∩ (−ε, ε) = ∅ . (C.3.9)
Roughly speaking, the next theorem states that the masses are ε-non-degenerate
if they are non-degenerate in the massive sectors and if the homogeneous potentials in
the chiral sectors are sufficiently different from each other.
Theorem C.3.2. Suppose that Y and B0 have the following properties:
(i) In the massive blocks (i.e. Xa = 1), the masses are non-degenerate,
Y (bβ) 6= Y (bγ) if β 6= γ.
(ii) In the chiral blocks (i.e. Xa 6= 1), for all β 6= γ and all q ∈ C either
〈v(bβ), q〉+ s∆(bβ)(q) 6= 〈v(bγ), q〉+ s′ ∆(bγ)(q) for all s, s′ ∈ {±1} (C.3.10)
or else
|α(bβ)(q)− α(bγ)(q)| > 2 + 2 |d(bβ)(q) + d(bγ)(q)| (C.3.11)
C.3. THE GENERAL CONSTRUCTION, PROOF OF IDEMPOTENCE 229
with
d(q) =

∣∣∣∣wij(q)aiqj∆(q)
∣∣∣∣ if ∆(q) 6= 0√
|l(q)| if ∆(q) = 0
(and ∆, l according to (C.2.36) and (C.2.40)).
Then for sufficiently small ε, the Dirac operator has ε-non-degenerate masses.
Proof. The condition in (i) follows immediately from the fact that the eigenvalues
µas in the two sectors differ precisely by m(Y
(bβ)−Y (bγ)). For part (ii) we consider the
formulas for the eigenvalues (C.2.44) and (C.2.46). If (C.3.10) holds, the eigenvalues
in the two sectors all differ by contributions of the order
√
ε, and so (C.3.9) is satisfied
for small ε. If on the other hand (C.3.10) is violated, there are eigenvalues in two
different sectors such that the square roots in (C.2.44) and/or (C.2.46) coincide. Thus
these eigenvalues differ by (α+ σ)(bβ) − (α+ σ)(bγ), where each σ is an element of the
set {±κ+,±κ−,±τ+,±τ−}. The condition (C.3.11) guarantees that this difference is
greater than 2ε, and so (C.3.9) is again satisfied.
We can now state the main result of this chapter.
Theorem C.3.3. (Idempotence) Consider the Dirac operator (C.3.5) under the
above assumptions (1)–(3) and (a)–(c). Assume furthermore that the masses are ε-
non-degenerate (see Def. C.3.1 and Theorem C.3.2). Then the corresponding fermionic
projector (C.3.7, C.3.8) satisfies the identity
lim
ε↘0
lim
δ↘0
δ
(∫
IR×T 3
N∑
b=1
P ab (x, z) P
b
c (z, y) d
4z − P ac (x, y)
)
= 0 (C.3.12)
with convergence as a distribution to every order in perturbation theory.
Proof. Similar to (C.2.19), the Green’s function sε+µ has a spectral representation
in a mass parameter ν. We want to decompose sε+µ into contributions s˙
ε
+µ and s˘
ε
+µ
where |ν − µ| is small and large, respectively. To this end, we introduce in each sector
the operator 
s˙
ε,(aα)
µ =
∫
Bε/4(µ)
PP
ν − µ p
ε
µ d
2ν if X1 6= 1
s˙maα+µ =
∫
Bε/2(µ)
PP
ν − µ pmaα+ν d
2ν if X1 = 1
and define s˙ε+µ by taking as in (C.3.1) the direct sum. Setting s˘
ε
+µ = s
ε
+µ − s˙ε+µ, we
obtain the decomposition
sε+µ = s˙
ε
+µ + s˘
ε
+µ . (C.3.13)
Our first step is to show that for small µ, the matrix s˘ε+µ(k) is bounded, more
precisely that
‖sε+µ(k)‖ ≤
C(k)
ε7
for µ ∈ (−ε
2
,
ε
2
) (C.3.14)
with C(k) a smooth function with at most polynomial growth at infinity (the exponent
7 is probably not optimal, but (C.3.14) is sufficient for our purpose). It clearly suffices
to prove (C.3.14) in a given sector (aα); for simplicity the sector index will be omitted
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(i.e. B0 ≡ B(aα)0 ). Furthermore, we only consider the case Xa 6= 1; the other case is
analogous (and even simpler, because in the massive sectors no homogeneous potentials
are present). We introduce the projector E(k) by
E =
∑
(a,s)∈S
Eas with S =
{
(a, s) with |µas − µ| <
ε
4
}
According to Lemma C.2.7,
‖E‖ ≤ C1(k)
ε3
(C.3.15)
with C1(k) smooth with at most polynomial growth at infinity. The matrix s˘
ε
+µ has a
simple spectral representation,
s˘ε+µ =
∑
(a,s) 6∈S
1
µas − µ
Eas .
Unfortunately, this representation is not suitable for estimates, because we have no
control of ‖Eas ‖ for (a, s) 6∈ S. To avoid this problem, we rewrite s˘ε+µ as follows,
s˘ε+µ =
 ∑
(a,s)6∈S
1
µas − µ
Eas +
∑
(a,s)∈S
1
µas − µ+ ε
Eas
 (1 − E)
= (k/+ εB0 − µ+ εE)−1 (1 − E) .
Introducing the “Hamiltonian” H = −γ0 (~k/+ εB0(ω,~k)− µ+ εE), we obtain
s˘ε+µ = (ω −H)−1 γ0 (1 − E) . (C.3.16)
The matrix H(k) is Hermitian with respect to the positive scalar product (.|.) =
≺.|γ0|. and can thus be diagonalized, i.e.
H =
4∑
n=1
Ωn Fn
with real eigenvalues Ωn and spectral projectors Fn. Substituting into (C.3.16) gives
s˘ε+µ =
4∑
n=1
1
ω − Ωn Fn γ
0 (1 − E) ,
and (C.3.15) yields the bound
‖s˘ε+µ‖ ≤ 2 maxn
1
|ω − Ωn| ‖1 − E‖ ≤
C2(k)
ε3
max
n
1
|ω − Ωn| . (C.3.17)
It remains to estimate the factors |ω − Ωn| from below. We use that the determinant
is multiplicative to obtain
4∏
n=1
(ω − Ωn) = det(ω −H) = det(γ0 (ω −H))
= det(k/+ εB0 − µ+ εE) =
∏
(a,c)6∈S
(µac − µ)
∏
(a,c)∈S
(µac − µ+ ε) .
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Taking the absolute value, the factors |µac − µ| and |µac − µ+ ε| are all greater than ε4 ,
and thus
4∏
n=1
|ω − Ωn| ≥
(ε
4
)4
. (C.3.18)
Since the eigenvalues of the Hermitian matrix ω−H can be estimated by the sup-norm
of the matrix,
|ω − Ωn| ≤ ‖ω −H‖ ,
we can deduce from (C.3.18) that each factor |ω − Ωn| is bounded by
|ω − Ωn| ≥ ‖ω −H‖−3
(ε
4
)4
.
Substituting this inequality into (C.3.17) gives (C.3.14).
The causal perturbation expansion expresses t˜ε+µ as a sum of operator products of
the form
t˜ε+µ  Aε+µ B0 Aε+µ · · · Aε+µ B0 Aε+µ , (C.3.19)
where each factor A stands for p, k, or s. Since B0(k) has rapid decay and Aεµ(k) grows
at most polynomially, these operator products are well-defined. According to (C.3.7)
and (C.3.8), the first summand inside the brackets in (C.3.12) can be written as
1
4
∫ δ
0
dµ
∫ δ
0
dµ′
∑
b
∑
β,γ
(
Xa (t
ε
+µ)
(aα)
(bβ) (t
ε
+µ′)
(bγ)
(cδ) X
∗
c + Xa (t
ε
+µ)
(aα)
(bβ) Xb (t
ε
+µ′)
(bγ)
(cδ)
+(tε+µ)
(aα)
(bβ) X
∗
b (t
ε
+µ′)
(bγ)
(cδ) X
∗
c + (t
ε
+µ)
(aα)
(bβ) X
∗
b Xb (t
ε
+µ′)
(bγ)
(cδ)
)
. (C.3.20)
When we substitute (C.3.19) into (C.3.20), the difficult point is to multiply the right-
most factor A of the first factor t to the leftmost factor A of the second factor t. More
precisely, we must analyze the following operator products,
(· · · Aε+µ)(aα)(bβ) (Aε+µ′ · · · )
(bγ)
(cδ) (C.3.21)
(· · · Aε+µ)(aα)(bβ) ρ (Aε+µ′ · · · )
(bγ)
(cδ) (C.3.22)
with A = p, k, or s.
If one of the factors A in (C.3.21) or (C.3.22) is the Green’s function, we substi-
tute (C.3.13) and expand. Since s˘ε+µ is bounded (C.3.14), the products involving s˘
ε
+µ
have a finite limit as δ ↘ 0. Since the two integrals in (C.3.20) give a factor δ2, these
products all drop out when the limit δ ↘ 0 is taken in (C.3.12). Thus it suffices to
consider the case when the factors A in (C.3.21) and (C.3.22) stand for p, k, or s˙.
Since the Dirac operator has ε-non-degenerate masses, the distributions Aε+µ(k)
have disjoint supports in different sectors. More precisely, for all µ, µ′ ∈ (− ε2 , ε2),
supp (Aε,(bβ)µ ) ∩ supp (Aε,(bγ)µ′ ) = ∅ if β 6= γ and Xb 6= 1 ,
where each factor A stands for p, k, or s˙. A similar relation holds in the massive
blocks. Therefore, (C.3.21) and (C.3.22) vanish if β 6= γ.
In the case β = γ, (C.3.22) is zero because the Dirac operator is ε-orthogonal to
ρ (C.3.3). Thus, using a matrix notation in the sectors, we only need to take into
account the operator products
(· · · Aε+µ)(Aε+µ′ · · · )
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with A = p, k, or s (here we may again consider s instead of s˙ because, as we saw
above, all factors s˘ drop out in the limit δ ↘ 0). Now we can apply the multiplication
rules (C.3.2) and (C.3.4). Applying (C.3.2) gives a factor δ2(µ−µ′), and we can carry
out the µ′-integral. After dividing by δ, we can take the limits δ ↘ 0 and ε ↘ 0.
Using that in this limit the Dirac operator is causality compatible (C.3.6), we can
“commute X through” the resulting operator products (see §2.3). In this way, one
recovers precisely the unregularized fermionic projector P = limε,δ↘0 P ε,δ. If (C.3.4)
is applied, the resulting principal part is bounded after the integrals over µ and µ′ are
carried out, and we can take the limits δ ↘ 0 and ε↘ 0. After commuting X through
the resulting operator products we find that all terms cancel.
For understanding better what the above results mean physically, it is instructive
to consider a cosmological situation where the 4-volume of space-time is finite. In this
case, the limits ε, δ ↘ 0 in (C.3.12) are a merely mathematical idealization correspond-
ing to the fact that the size of the universe is very large compared to the usual length
scales on earth. We can extrapolate from (C.3.7, C.3.8) to get some information on
how the properly normalized physical fermionic projector should look like: The pa-
rameter δ is to be chosen of the order T−1 with T the lifetime of the universe (also
see §2.6). Then, due to the µ-integral in (C.3.7), the Dirac seas are built up from those
fermionic states whose momenta lie in a thin strip around the mass cone. Naively, the
modified mass scaling implies that for neutrinos this strip must be thinner. However,
this naive picture is misleading because the detailed form of the chiral Dirac seas de-
pend strongly on the homogeneous operator B0, which is unknown. We point out that
in (C.3.12) the order of limits is essential: we must first take the infinite volume limit
and then the limit ε ↘ 0. This means for our cosmology in finite 4-volume that the
homogeneous perturbation εB0 must be large compared to T−1. One possibility for
realizing this is to give the neutrinos a small rest mass. But, as shown above, the same
can be achieved by more general, possibly nonlocal potentials which do not decay at
infinity.
APPENDIX D
The Regularized Causal Perturbation Theory
In §4.5 we gave a procedure for regularizing the formulas of the light-cone expan-
sion (4.5.5–4.5.10). We shall now derive this regularization procedure. The basic idea
is to extend the causal perturbation expansion of §2.2 to the case with regularization,
in such a way that the causality and gauge symmetry are preserved for macroscopic
perturbations. Using the methods of §2.5 one can then analyze the behavior of the
so-regularized Feynman diagrams near the light cone. For simplicity, we will restrict
attention to the first order in perturbation theory. But our methods could be applied
also to higher order Feynman diagrams, and the required gauge symmetry suggests
that our main result, Theorem D.2, should hold to higher order in perturbation theory
as well.
We first state our assumptions on the fermionic projector of the vacuum. As in
Chapter 4 we describe the vacuum by a fermionic projector P (x, y) of the form (4.1.3)
with vector-scalar structure (4.1.5). For small energy-momentum, Pˆ should coincide
with the unregularized fermionic projector of the vacuum, i.e.
Pˆ (k) = (k/+m) δ(k2 −m2) Θ(−k0) if |k0|  EP and |~k|  EP . (D.1)
Furthermore, we assume that the vector component is null on the light cone (i.e. that
(4.4.21) holds with εshear  1), and that P satisfies all the regularity assumptions
considered in §4.3 and §4.4. For simplicity, we finally assume that Pˆ is supported
inside the lower mass cone,
supp Pˆ ⊂ C∧ (D.2)
(with C∧ according to (5.6.15)). This last condition is quite strong, but nevertheless
reasonable. In particular, it is satisfied when P is composed of one-particle states
which are small perturbations of the Dirac eigenstates on the lower mass shell.
In this appendix we shall address the question of how one can introduce a classical
external field into the system. For clarity, we will develop our methods mainly in the
example of an electromagnetic field. As described in §4.1, we consider the regularized
fermionic projector as a model for the fermionic projector of discrete space-time. In
this sense, the regularization specifies the microscopic structure of space-time. Follow-
ing the concept of macroscopic potentials and wave functions introduced in §4.1, the
electromagnetic field should modify the fermionic projector only on length scales which
are large compared to the Planck length, but should leave the microscopic structure
of space-time unchanged. In order to fulfill this requirement, we impose the following
conditions. First of all, we assume that the electromagnetic field be “macroscopic” in
the sense that it can be described by an electromagnetic potential A which vanishes
outside the low-energy region, i.e.
Aˆ(k) = 0 unless |k0|  EP and |~k|  EP , (D.3)
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where Aˆ is the Fourier transform of A. We denote the fermionic projector in the pres-
ence of the electromagnetic field by P [A/]. In order to prevent that the electromagnetic
potential might influence the microscopic structure of space-time locally, we demand
that A can locally be made to zero by a gauge transformation. Thus we impose that
the usual behavior under U(1) gauge transformations
P [A/+ (∂/Λ)](x, y) = eiΛ(x) P [A/](x, y) e−iΛ(y) (D.4)
(with a real function Λ) should hold also for the regularized fermionic projector, as-
suming that the involved potentials A and (A+ ∂Λ) are both macroscopic (D.3). We
point out that, because of the gauge symmetry in discrete space-time (following from
the freedom in choosing the gauge (3.3.8)), the local phase transformations in (D.4)
are irrelevant in the equations of discrete space-time, and thus the transformation
law (D.4) implies the freedom to transform the electromagnetic potential according to
A/ → A/ + ∂/Λ. Finally, we must rule out the possibility that the electromagnetic po-
tential might influence the microscopic structure of space-time in a nonlocal way. For
this purpose, we impose that the perturbation expansion for the regularized fermionic
projector be causal, in the sense introduced in §2.2.
Let us consider how these conditions can be implemented in the perturbation the-
ory to first order. We first recall the standard perturbation theory for Dirac eigenstates.
For a solution Ψ of the free Dirac equation (i∂/ −m)Ψ = 0, the perturbation to first
order in A, which we denote by ∆Ψ[A/], is given by
∆Ψ[A/](x) = −
∫
d4y sm(x, y)A/(y) Ψ(y) , (D.5)
where sm(x, y) is the Dirac Green’s function (2.2.18),
sm(x, y) =
∫
d4k
(2pi)4
PP
k2 −m2 (k/+m) e
−ik(x−y) . (D.6)
If we consider sm(x, y) as the integral kernel of an operator sm and the potentials as
multiplication operators, we can calculate ∆Ψ in the case A/ = ∂/Λ to be
∆Ψ[∂/Λ] = −sm (∂/Λ) Ψ = ism [i∂/−m, Λ] Ψ
= i((i∂/−m)sm) Λ Ψ − ism Λ ((i∂/−m)Ψ) = iΛ Ψ . (D.7)
Thus in this case, ∆Ψ(x) = iΛ(x) Ψ(x) is simply the contribution linear in Λ to
the phase transformed wave function exp(iΛ(x)) Ψ(x); this shows explicitly that the
perturbation calculation is gauge invariant.
As a consequence of the regularization, the fermionic projector P (x, y) is in general
not composed of Dirac eigenstates. Therefore, we next consider a wave function Ψ
which is not necessarily a solution of the free Dirac equation. But according to (D.2),
we may assume that its Fourier transform Ψˆ has its support in the interior of the mass
cone,
supp Ψˆ ⊂ {k | k2 ≥ 0} . (D.8)
In this case we can introduce ∆Ψ[A/] as follows. The spectral projector pµ of the free
Dirac operator i∂/ corresponding to the eigenvalue µ ∈ R has the form
pµ(x, y) =
∫
d4k
(2pi)4
(µ) (k/+ µ) δ(k2 − µ2) e−ik(x−y) (D.9)
(see (2.2.4); notice that we added the step function (µ) to allow for the case µ < 0).
Since the real axis is only part of the spectrum of the free Dirac operator (namely, the
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free Dirac operator has also an imaginary spectrum), the spectral projectors (pµ)µ∈IR
are clearly not complete, i.e.
∫∞
−∞ pµdµ 6= 1. By integrating (D.9) over µ,∫ ∞
−∞
pµ(x, y) dµ =
∫
d4k
(2pi)4
Θ(k2) e−ik(x−y) , (D.10)
one sees more precisely that the operator
∫∞
−∞ pµdµ is the projector on all the momenta
in the mass cone. But according to (D.8), Ψ lies in the image of this projector, and
we can thus use the spectral projectors pµ to decompose Ψ into eigenstates of the free
Dirac operator. Each eigenstate can then be perturbed using (D.5). This leads us to
introduce ∆Ψ[A/] according to
∆Ψ[A/] = −
∫ ∞
−∞
dµ sµ A/ pµ Ψ . (D.11)
This definition of ∆Ψ shows the correct behavior under gauge transformations; namely,
similar to (D.7),
∆Ψ[∂/Λ] = i
∫ ∞
−∞
dµ sµ [i∂/− µ, Λ] pµ Ψ
= iΛ
(∫ ∞
−∞
pµ dµ
)
Ψ
(D.10,D.8)
= iΛ Ψ . (D.12)
Thinking in terms of the decomposition (2.2.1) of the fermionic projector into the
one-particle states, it seems natural to introduce the perturbation of the fermionic
projector ∆P [A/] by perturbing each one-particle state according to (D.11). This leads
to the formula
∆P [A/] = −
∫ ∞
−∞
dµ (sµ A/ pµ P + P pµ A/ sµ) . (D.13)
The gauge symmetry can again be verified explicitly. Namely, a calculation similar to
(D.12) using (D.2) yields that
∆P [∂/Λ](x, y) = iΛ(x) P (x, y)− iP (x, y) Λ(y) ,
and this is the contribution linear in Λ to (D.4). The perturbation calculation (D.13)
is immediately extended to a general perturbation operator B by setting
∆P [B] = −
∫ ∞
−∞
dµ (sµ B pµ P + P pµ B sµ) . (D.14)
Let us verify if the perturbation calculation (D.14) is causal in the sense of §2.2.
Since it seems impossible to write (D.14) in a manifestly causal form, we apply here
a different method, which allows us to analyze the causality of the perturbation ex-
pansion in momentum space. As mentioned in §2.5, the causality of the perturbation
expansion can be understood via the causality of the line integrals over the exter-
nal potentials and fields which appear in the light cone expansion. More precisely,
causality means that the light-cone expansion of ∆P (x, y) should involve only line
integrals along the line segment xy, but no unbounded line integrals like for example∫∞
0 dλ B(λy + (1− λ)x). This way of understanding the causality of the perturbation
expansion yields a simple condition in momentum space. Namely, if B has the form
of a plane wave of momentum q, i.e. B(x) = Bq exp(−iqx), then the unbounded line
integrals become infinite when q goes to zero (for Bq fixed), whereas integrals along
the line segment xy are clearly bounded in this limit. Hence we can say that the per-
turbation calculation (D.14) is causal only if it is regular in the limit q → 0. In order
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to analyze this condition, we substitute the explicit formulas (D.6, D.9) into (D.14)
and obtain
∆P [B](x, y) = −
∫ ∞
−∞
dµ (µ)
∫
d4k
(2pi)4
×
(
PP
(k + q)2 − µ2 (k/+ q/+ µ) Bq (k/+ µ) δ(k
2 − µ2) Pˆ (k) e−i(k+q)x+iky
+ Pˆ (k) δ(k2 − µ2) (k/+ µ) Bq (k/− q/+ µ) PP
(k − q)2 − µ2 e
−ikx+i(k−q)y
)
.
We set q = εqˇ with a fixed vector qˇ and consider the behavior for ↘ 0. Taking only
the leading order in ε, one can easily carry out the µ-integration and gets
∆P [B](x, y) = −1
ε
∫
d4k
(2pi)4
e−ik(x−y)
×
(
PP
2kqˇ + εqˇ2
(k/ Bq + Bq k/) Pˆ (k)
+ Pˆ (k) (k/ Bq + Bq k/) PP−2kqˇ + εqˇ2
)
+O(ε0) . (D.15)
Since
lim
↘0
PP
2kqˇ + εqˇ2
= lim
↘0
PP
2kqˇ − εqˇ2 =
PP
2kqˇ
in the sense of distributions in the argument kqˇ (notice that this kind of convergence
is sufficient using the regularity of Pˆ ), the leading singularity of (D.15) for ε↘ 0 has
the form
− 1
ε
∫
d4k
(2pi)4
e−ik(x−y)
PP
2kqˇ
[
{Bq, k/}, Pˆ (k)
]
. (D.16)
Taking the Fourier transform in the variable (x − y), it is clear that (D.16) vanishes
only if the commutator/anti-commutator combination [{Bq, k/}, Pˆ (k)] is zero for all
k. Since the perturbation Bq can be arbitrary, one sees (for example by considering
a scalar perturbation, Bq ∼ 1) that it is a necessary condition for the perturbation
calculation (D.14) to be regular in the limit q → 0 that
[k/, Pˆ (k)] = 0 for all k. (D.17)
This commutator vanishes only if the vector field v(k) in (4.1.5) is a multiple of k, or,
using the notation of §4.4, if the surface states have no shear. We conclude that the
perturbation calculation (D.14) is in general not causal.
Before resolving this causality problem, we briefly discuss how this problem comes
about. The condition (D.17) can be stated equivalently that the operator P must com-
mute with the free Dirac operator. In other words, the perturbation calculation (D.14)
is causal only if the fermionic projector of the vacuum is composed of eigenstates of
the free Dirac operator. In this formulation, our causality problem can be understood
directly. Namely, since our perturbation method is based on the perturbation calcula-
tion (D.5) for Dirac eigenstates, it is not astonishing that the method is inappropriate
for non-eigenstates, because the perturbation expansion is then performed around the
wrong unperturbed states. It is interesting to see that this shortcoming leads to a
breakdown of causality in the perturbation expansion.
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In order to comply with causality, we must modify the perturbation calculation
(D.14). Our idea is to deduce the perturbation calculation for the fermionic projector
from that for a modified fermionic projector, which satisfies the causality condition
(D.17). The simplest idea for modifying the fermionic projector would be to introduce
a unitary transformation Uˆ(k) ∈ U(2, 2) which makes the vector v(k) in (4.1.5) parallel
to k, more precisely
Uˆ(k)−1 vj(k) γj Uˆ(k) = λ(k) k/ with λ(k) ∈ R.
However, a unitary transformation is too restrictive because it keeps the Lorentzian
scalar product v(k)2 invariant, and thus it cannot be used for example in the case
when v(k) is space-like, but k is time-like. Therefore, we shall consider here a linear
combination of unitary transformations. More precisely, we introduce for L > 1 and
l = 1, . . . , L unitary operators Uˆl(k) ∈ U(2, 2) and real coefficients cl such that1
L∑
l=1
cl(k) = 1 and vj(k) γ
j =
L∑
l=1
cl(k) Uˆl(k) λ(k) k/ Uˆl(k)
−1 (D.18)
with λ(k) ∈ R. The existence of (Uˆl, cl) is guaranteed by the fact that the U(2, 2)
transformations comprise Lorentzian transformations §1.5. Clearly, the representation
(D.18) is not unique. According to (D.1), we can choose the transformation (D.18) to
be the identity in the low-energy region, and can thus assume that
Uˆl(k) = 1 if |k0|  EP and |~k|  EP . (D.19)
Furthermore, the regularity assumptions and the particular properties of the fermionic
projector mentioned before (D.2) give rise to corresponding properties of the operators
Uˆl; this will be specified below (see (D.31, D.52)). The operators obtained by multipli-
cation with Uˆl(k) in momentum space are denoted by Ul; they have in position space
the kernels
Ul(x, y) =
∫
d4k
(2pi)4
Uˆl(k) e
−ik(x−y) . (D.20)
Finally, we introduce the “modified fermionic projector” Q by replacing the vector
field v(k) in (4.1.5) by λ(k) k/, i.e.
Qˆ(k) = (λ(k) k/ + φ(k) 1) f(k) . (D.21)
According to (D.18), the fermionic projector P is obtained from Q by the transforma-
tion
P =
L∑
l=1
cl Ul Q U
−1
l . (D.22)
The modified fermionic projector (D.21) satisfies the condition [Qˆ(k), k/] = 0.
Hence the perturbation calculation for Q does not suffer from our above causality
problem, and we can introduce ∆Q[B] in analogy to (D.14) by
∆Q[B] := −
∫ ∞
−∞
dµ (sµ B pµ Q + Q pµ B sµ) . (D.23)
1Online version: Taking such linear combinations has the disadvantage that normalization and
definiteness properties are not preserved. Therefore, it is preferable to use instead the construction in
the book [5, Appendix F] (listed in the references in the preface to the second online edition).
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We now deduce the perturbation of P by applying to (D.23) a transformation analogous
to that in (D.22), namely
∆P [B] :=
L∑
l=1
cl Ul ∆Q[B] U−1l (D.24)
= −
L∑
l=1
cl
∫ ∞
−∞
dµ Ul (sµ B pµ Q + Q pµ B sµ)U−1l . (D.25)
This last transformation should not affect the causality (in the sense of §2.2) because if
(D.23) is regular when the momentum q of the bosonic potential goes to zero, then the
transformed operator (D.24) will clearly also be regular in this limit. We call (D.25)
the regularized causal perturbation of the fermionic projector to first order.
The perturbation calculation (D.25) requires a detailed explanation. Qualitatively
speaking, the difference between (D.14) and (D.25) is that the spectral projectors pµ,
the Green’s functions sµ, and the perturbation operator B have been replaced by the
unitarily transformed operators
Ul pµ U
−1
l , Ul sµ U
−1
l and Ul B U−1l , (D.26)
and that a linear combination is taken. According to (D.19), the unitary transforma-
tions in (D.26) have no influence on the macroscopic properties of these operators, i.e.
on the behavior when these operators are applied to wave functions with support in
the low-energy region. But the transformation (D.26) changes the operators on the
microscopic scale, in such a way that causality is fulfilled in the perturbation expan-
sion. We point out that in the case where B is the usual operator of multiplication
with the external potentials, the transformed operator UlBU−1l is in general no longer
a multiplication operator in position space; thus one can say that the classical poten-
tials have become nonlocal on the microscopic scale. In order to better understand
why the causality problem of (D.14) has disappeared in (D.25), it is useful to observe
that Q commutes with the spectral projectors pµ. This means that Q is composed of
eigenstates of the Dirac operator, so that the perturbation expansion is now performed
around the correct unperturbed states.
Let us consider a gauge transformation. In the case B = ∂/Λ, the perturbation
(D.25) is computed to be
∆P [∂/Λ] = i
L∑
l=1
cl
∫ ∞
−∞
dµ Ul (sµ [i∂/− µ, Λ] pµ Q + Q pµ [i∂/− µ, Λ] sµ)U−1l
= i
L∑
l=1
cl
∫ ∞
−∞
dµ Ul (Λ pµ Q − Q pµ Λ)U−1l
=
L∑
l=1
cl
(
iUlΛ
(∫ ∞
−∞
pµ dµ
)
QU−1l − iUlQ
(∫ ∞
−∞
pµ dµ
)
ΛU−1l
)
. (D.27)
By construction of Qˆ, we can assume that the distributions Pˆ and Qˆ have the same
support, and thus (D.2) holds for Qˆ as well,
supp Qˆ ⊂ C∧ . (D.28)
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Hence, according to (D.10), the projectors
∫∞
−∞ pµdµ in (D.27) can be omitted, and
we conclude that
∆P [∂/Λ] =
L∑
l=1
cl
(
iUlΛU
−1
l UlQU
−1
l − iUlQU−1l UlΛU−1l
)
. (D.29)
If in this formula we were allowed to replace the factors UlΛU
−1
l by Λ, we could
substitute in (D.22) and would obtain the contribution linear in Λ to the required
transformation law (D.4). Indeed, the difference between Λ and UlΛU
−1
l is irrelevant,
as one sees in detail as follows. We consider one summand in (D.29) and set for
ease in notation U = Ul. According to (D.19), the operators Λ and UΛU
−1 coincide
macroscopically (i.e. when applied to functions with support in the low-energy region),
and thus (D.29) yields gauge symmetry on the macroscopic scale. However, such a
macroscopic gauge symmetry is not sufficient for us: to ensure that the microscopic
structure of space-time is not influenced by the electromagnetic field, it is essential that
(D.4) holds even on the Planck scale. In order to show microscopic gauge invariance,
we consider the operator UΛU−1 in momentum space,
(UΛU−1 f)(q) =
∫
d4p
(2pi)4
Uˆ(q) Λˆ(q − p) Uˆ(p)−1 f(p) , (D.30)
where Λˆ is the Fourier transform of Λ, and f is a test function in momentum space.
Since we assume that the electromagnetic potential A/ = ∂/Λ is macroscopic (D.3), the
integrand in (D.30) vanishes unless q − p is in the low-energy region. More precisely,
we can say that
|q0 − p0|, |~q − ~p| ∼ l−1macro ,
where lmacro denotes a typical length scale of macroscopic physics. Since the vector
q − p is in this sense small, it is reasonable to expand the factor Uˆ(q) in (D.30) in a
Taylor series around p. As the operators Uˆl are characterized via (D.18), we can assume
that they have similar regularity properties as P . In particular, we may assume that
the partial derivatives of Uˆl(p) scale in powers of E
−1
P , in the sense that there should
be a constant c lmacroEP such that
|∂κUˆl(p)| ≤
(
c
EP
)|κ|
for any multi-index κ. (D.31)
From this we conclude that the Taylor expansion of Uˆ(q) around p is an expansion in
powers of (lmacroEP )
−1, and thus
(UΛU−1 f)(q) =
∫
d4p
(2pi)4
Uˆ(p) Λˆ(q − p) Uˆ(p)−1 f(p)
+ (higher orders in (lmacroEP )
−1). (D.32)
Using that Λˆ(q − p) is a multiple of the identity matrix, the factors Uˆ(p) and Uˆ(p)−1
in (D.32) cancel each other. We conclude that the operators UΛU−1 and Λ coincide
up to higher order in (lmacroEP )
−1. For the integral kernels in position space, we thus
have
(UΛU−1)(x, y) = Λ(x) δ4(x− y) + (higher orders in (lmacroEP )−1). (D.33)
We point out that this statement is much stronger than the equality of the operators
UΛU−1 and Λ on the macroscopic scale that was mentioned at the beginning of this
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paragraph. Namely, (D.33) shows that these operators coincide even microscopically,
up to a very small error term. Notice that it was essential for the derivation that Λ
is a scalar function (for example, (D.33) would in general be false if we replaced Λ by
A/). Using (D.33) in each summand of (D.29) and applying (D.22), we conclude that
∆P [∂/Λ](x, y) = iΛ(x) P (x, y) − iP (x, y) Λ(y)
+ (higher orders in (lmacroEP )
−1). (D.34)
This shows gauge symmetry of the perturbation calculation (D.25).
It is interesting that, according to (D.34), gauge symmetry holds only up to an error
term. This is unproblematic as long as the length scales of macroscopic physics are
large compared to the Planck length. But (D.34) indicates that the regularized causal
perturbation theory fails when energy or momentum of the perturbation B are of the
order of the Planck energy. In this case, the distinction between the “macroscopic” and
“microscopic” length scales, on which our constructions relied from the very beginning
(cf. (D.3)), can no longer be made, and it becomes impossible to introduce a causal
and gauge invariant perturbation theory.
We conclude the discussion of the regularized causal perturbation expansion by
pointing out that our construction was based on condition (D.17), which is only a
necessary condition for causality. Hence the causality of (D.25) has not yet been
proved. We shall now perform the light-cone expansion of (D.25). This will show
explicitly that the light-cone expansion involves, to leading orders in (lmacroEP )
−1
and (lEP )
−1, no unbounded line integrals, thereby establishing causality in the sense
of §2.2.
In the remainder of this appendix, we will analyze the regularized causal pertur-
bation calculation (D.25) near the light cone. Our method is to first perform the
light-cone expansion of ∆Q, and then to transform the resulting formulas according to
(D.24) to finally obtain the light-cone expansion of ∆P . In preparation, we describe
how a decomposition into Dirac eigenstates can be used for an analysis of the operator
Q near the light cone. A short computation using (D.21, D.28) yields that Qˆ can be
represented in the form
Qˆ(k) =
∫ ∞
−∞
dµ wµ(~k) (µ) (k/+ µ) δ(k
2 − µ2) Θ(−k0) (D.35)
with the real-valued distribution
wµ(~k) = (φ(k) + µ λ(k)) f(k) and k(~k) = (−
√
|~k|2 + µ2,~k). (D.36)
This representation can be understood as follows. According to (D.9), the distributions
(µ) (k/ + µ) δ(k2 − µ2) in the integrand of (D.35) are the spectral projectors of the
free Dirac operator in momentum space. The factor Θ(−k0) projects out all states
on the upper mass cone, and the function wµ(~k) multiplies the states on the lower
mass shell k = (−
√
|~k|2 + µ2,~k) with a scalar weight factor. In this sense, (D.35) can
be regarded as the spectral decomposition of the operator Q into Dirac eigenstates.
Notice that the factor δ(k2 − µ2) Θ(−k0) in (D.35) is the Fourier transform of the
distribution Ta, (2.5.40). Exactly as described for the scalar component in §4.3, we are
here interested only in the regularization effects for large energy or momentum and
may thus disregard the logarithmic mass problem (see §2.5 for details). Therefore, we
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“regularize” Ta according to (2.5.42) and consider instead of (D.35) the operator
Qˆreg(k) :=
∫ ∞
−∞
dµ (µ) wµ(~k) (k/+ µ) T
reg
µ2
(k) ,
where T rega (k) is the Fourier transform of (2.5.42). We expand the distribution T
reg
µ2
in
a power series in µ2,
Qˆreg(k) =
∫ ∞
−∞
dµ (µ) wµ(~k) (k/+ µ)
∞∑
n=0
1
n!
T (n)(k) µ2n
with T (n) according to (2.5.43). Commuting the integral and the sum, we obtain
Qˆreg(k) = 32pi3
∞∑
n=0
1
n!
(
g[n](~k) k/ + h[n](~k)
)
T (n)(k) (D.37)
with
g[n](~k) =
1
32pi3
∫ ∞
−∞
dµ (µ) wµ(~k) µ
2n (D.38)
h[n](~k) =
1
32pi3
∫ ∞
−∞
dµ (µ) wµ(~k) µ
2n+1 . (D.39)
The representation (D.37) is very useful because it reveals the behavior of the operator
Q near the light cone. To see this, we consider the Fourier transform of (D.37) in light-
cone coordinates (s, l, x2, x3). For the Fourier transform of the factor T
(n)(k), we have
the representation (4.5.2). This representation can immediately be extended to the
Fourier transform of k/ T (n)(k) by acting on (4.5.2) with the differential operator i∂/;
more precisely in light-cone coordinates y − x = (s, l, x2, x3),∫
d4k
(2pi)4
k/ T (n)(k) e−ik(x−y)
= − 1
32pi3
(−il)n−2
∫ ∞
0
[
il γs
(
1
un−1
)reg
− (n− 1) γl
(
1
un
)reg]
e−ius . (D.40)
In order to treat the factors g[n] and h[n] in (D.37), we note that the Fourier transform of
(D.37) can be computed similar as described in §4.3 by integrating out the transversal
momenta according to (4.3.4) and analyzing the remaining two-dimensional Fourier
integral (4.3.7) with the integration-by-parts method (4.3.14). If this is done, the
functions g[n] and h[n] appear in the integrand of (4.3.7). Our regularity assumption
on the fermionic projector of the vacuum (see §4.3 and §4.4) imply that g[n] and h[n] are
smooth functions, whose partial derivatives scale in powers of E−1P . Hence all derivative
terms of the functions g[n] and h[n] which arise in the integration-by-parts procedure
(4.3.14) are of higher order in (lEP )
−1. Taking into account only the leading order
in (lEP )
−1, we thus obtain a representation of the fermionic projector of the vacuum
involving only g[n] and h[n] at the boundary v = αu. Comparing this representation
with (4.5.2) and (D.40), we conclude that the Fourier transform of (D.37) is obtained,
to leading order in (lEP )
−1, simply by inserting the functions g[n] and h[n] into the
integrands of (4.5.2) and (D.40), evaluated along the line ~k = (kx = 2u, ky = 0, kz = 0).
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Thus
Qreg(s, l) = −
∞∑
n=0
1
n!
(−il)n−1
∫ ∞
0
(
1
un
)reg
e−ius h[n](u) du
−
∞∑
n=0
1
n!
(−il)n−2
∫ ∞
0
[
il γs
(
1
un−1
)reg
− (n− 1) γl
(
1
un
)reg]
e−ius g[n](u) du
+ (higher orders in (lEP )
−1), (D.41)
where h[n](u) and g[n](u) are the functions (D.38, D.39) with ~k = (−2u, 0, 0).
The decomposition of the operator Q into Dirac eigenstates (D.35) is also useful
for analyzing its perturbation ∆Q.
Lemma D.1. Let B(x) ∈ C2(R4) ∩ L1(R4) be a matrix potential which decays so
fast at infinity that the functions xiB(x) and xixjB(x) are also L1. Then the light-
cone expansion of the operator ∆Q[B], (D.23), is obtained by regularizing the light-
cone expansion of the Dirac sea to first order in the external potential as follows. A
summand of the light-cone expansion of the Dirac sea which is proportional to mp,
mp (iterated line integrals in bosonic potentials and fields) T (n)(s, l) ,
must be replaced by
(−1) (iterated line integrals in bosonic potentials and fields)
×(−il)n−1
∫ ∞
−∞
du
(
1
un
)reg
e−ius ×
{
h[ p−1
2
] for p odd
g[ p
2
] for p even
+ (rapid decay in l) + (higher orders in (lEP )
−1, (lmacroEP )−1). (D.42)
A contribution ∼ mp which contains a factor (y − x)jγj,
mp (iterated line integrals in bosonic potentials and fields) (y − x)jγj T (n)(s, l) ,
is to be replaced by
(−1) (iterated line integrals in bosonic potentials and fields)
×(−il)n−1
∫ ∞
−∞
du
[
2l γs
(
1
un
)reg
+ 2in γl
(
1
un+1
)reg]
× e−ius ×
{
h[ p−1
2
] for p odd
g[ p
2
] for p even
+ (contributions ∼ γ2, γ3)
+ (rapid decay in l) + (higher orders in (lEP )
−1, (lmacroEP )−1) . (D.43)
In these formulas, g[n] and h[n] are the functions (D.38, D.39) with ~k = (−2u, 0, 0).
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Proof. By substituting (D.6) and (D.35) into (D.23), we obtain the following
representation for ∆Q in momentum space,
∆Q[B]
(
k +
q
2
, k − q
2
)
= −
∫ ∞
−∞
dµ (µ) (k/+
q/
2
+ µ) Bq (k/− q/
2
+ µ)
×
(
PP
(k + q2)
2 − µ2 wµ(
~k − ~q
2
) Tµ2(k −
q
2
)
+ wµ(~k +
~q
2
) Tµ2(k +
q
2
)
PP
(k − q2)2 − µ2
)
=
∫ ∞
−∞
dµ (µ) (k/+
q/
2
+ µ) Bq (k/− q/
2
+ µ)
× PP
2kq
(
wµ(~k +
~q
2
) Tµ2(k +
q
2
) − wµ(~k − ~q
2
) Tµ2(k −
q
2
)
)
. (D.44)
Using the methods developed in [F5], we now perform the light-cone expansion in
momentum space and then transform back to position space. Since we are here in-
terested in the regularization effects for large energy or momentum, we may disregard
the logarithmic mass problem and work on the level of the formal light-cone expansion
of [F5, Section 3] (our constructions could be made rigorous using the resummation
method of [F5, Section 4]). As in [F5, Section 3], we expand the distributions Tµ2 in
a Taylor series in q and rewrite the resulting k-derivatives as derivatives with respect
to µ2. This gives
Tµ2(k ±
q
2
) =
∞∑
j,r=0
cjr (±kq)j
(
q2
4
)r
T
(j+r)
µ2
(k) (D.45)
with combinatorial factors cjr whose detailed form is not needed in what follows. Next,
we expand (D.45) in a Taylor series in µ2 and obtain
Tµ2(k ±
q
2
) =
∞∑
n,j,r=0
cnjr µ
2n (±kq)j
(
q2
4
)r
T (n+j+r)(k) (D.46)
with new combinatorial factors cnjr. We substitute the expansions (D.46) into (D.44)
and write the even and odd terms in kq together,
∆Q[B]
(
k +
q
2
, k − q
2
)
= −
∫ ∞
−∞
dµ (µ) (k/+
q/
2
+ µ) Bq (k/− q/
2
+ µ)
×
PP
2kq
∞∑
n,j,r=0, j even
cnjr µ
2n (kq)j
(
q2
4
)r
T (n+j+r)(k)
(
wµ(~k +
~q
2
)− wµ(~k − ~q
2
)
)
+
PP
2kq
∞∑
n,j,r=0, j odd
cnjr µ
2n (kq)j
(
q2
4
)r
T (n+j+r)(k)
(
wµ(~k +
~q
2
) + wµ(~k − ~q
2
)
) .
(D.47)
We first consider the contributions to (D.47) for even j. These terms contain the
factor (wµ(~k+
~q
2)−wµ(~k− ~q2)). If the distribution wµ were a smooth function and its
derivatives had the natural scaling behavior in powers of the Planck length, we could
immediately conclude that |wµ(~k + ~q2) − wµ(~k − ~q2)| ∼ |~q| |∂wµ| ∼ (lmacroEP )−1, and
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thus all the terms for even j would be negligible. Unfortunately, the situation is more
difficult because wµ is in general not a smooth function (cf. (D.36)), and we obtain
the desired regularity in ~k only after the µ-integration has been carried out. This
makes it necessary to use the following argument. Consider one summand in (D.47)
for even j. After carrying out the µ-integration, this summand yields a finite number
of contributions to ∆Q(k + q2 , k − q2) of the following form,
PP
kq
(kq)j
(
q2
4
)r
· · · Bq · · ·T (n+j+r)(k)
[
g(~k +
~q
2
)− g(~k + ~q
2
)
]
, (D.48)
where each symbol “· · · ” stands for a possible factor k/ or q/, and where g is a scalar func-
tion, which coincides with one of the functions g[n] or h[n] (see (D.38) and (D.39)). As
already mentioned after (D.40), our regularity assumptions on the fermionic projector
of the vacuum imply that the functions g[n] and h[n], and thus also g, are smooth, and
that their derivatives scale in powers of the Planck length. Applying the fundamental
theorem of calculus, we rewrite the square bracket in (D.48) as a line integral,
(D.48) =
∫ 1
2
− 1
2
dλ
PP
kq
(kq)j
(
q2
4
)r
· · · Bq · · ·T (n+j+r)(k) (~q ~∇)g(~k + λ~q) . (D.49)
We now transform (D.49) to position space. Our regularity assumptions on B mean
in momentum space that B(q) ∈ C2∩L∞. Using furthermore the regularity of ~∇g, we
can carry out the q-integration in the Fourier integral. Carrying out also the integral
over λ, we end up with a contribution to ∆Q(x, y) of the form∫
d4k
(2pi)4
T (n+j+r)(k) F (k, x+ y) e−ik(x−y) (D.50)
with a (matrix-valued) function F which is differentiable in k and is of the order
(lmacroEP )
−1. In the low-energy region, the function g in (D.48) is constant and
thus F is homogeneous in k of degree at most j + 1. After transforming to light-
cone coordinates, this implies that (D.50) is close to the light cone dominated by
the fermionic projector of the vacuum, in the sense that in light-cone coordinates,
|(D.50)| ≤ const(l) |P (s, l)|. We conclude that all summands in (D.47) for even j are
of higher order in (lmacroEP )
−1.
It remains to consider the summands in (D.47) for odd j. In this case, one factor
kq cancels the principal value, and we obtain
∆Q[B]
(
k +
q
2
, k − q
2
)
= −
∫ ∞
−∞
dµ (µ) (k/+
q/
2
+ µ) Bq (k/− q/
2
+ µ)
×
∞∑
n,j,r=0
Cnjr µ
2n (kq)2j
(
q2
4
)r
T (n+2j+1+r)(k)
(
wµ(~k +
~q
2
) + wµ(~k − ~q
2
)
)
+(higher orders in (lmacroEP )
−1) (D.51)
with some combinatorial factors Cnjr. This formula has similarities to the light-cone
expansion of the Dirac sea in momentum space [F5, equation (3.15)]. In [F5, Section
3], we proceeded by rewriting the factors kq as k-derivatives acting on T (.). When
taking the Fourier transform, these k-derivatives were integrated by parts onto the
exponential factor exp(−ik(x− y)) to yield factors (y − x). After collecting and rear-
ranging all resulting terms, we obtained the line-integrals of the light-cone expansion.
This method can be applied also to the integrand of (D.51), and we can carry out
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the µ-integration afterwards. We shall not go through all these constructions steps in
detail here, but merely consider what happens in principle. Whenever a k-derivative
∂ki acts on the factors wµ in the integration-by-parts procedure, we get instead of a
factor (y − x)i wµ (which is obtained when the k-derivative acts on the exponential
exp(−ik(x−y))) a factor ∂iwµ. After carrying out the µ-integration, one sees that the
resulting term is of higher order in (lEP )
−1. Thus we can, to leading order in (lEP )−1,
neglect all derivatives of the factors wµ. But then, the integration-by-parts procedure
reduces to the construction in [F5, Section 3], and we thus obtain precisely the line
integrals of the light-cone expansion [F5]. Furthermore, we can replace the factor
(wµ(~k+
~q
2)+wµ(
~k− ~q2)) in (D.51) by 2wµ(~k), because a Taylor expansion of this factor
around ~q = 0 amounts, again after carrying out the µ-integration, to an expansion
in powers of (lmacroEP )
−1, and it thus suffices to take into account the leading term
of this expansion. These considerations show that the light-cone expansion of (D.51)
differs from that in [F5] merely by the additional µ-integration and the factor wµ(~k).
Hence the light-cone expansion of (D.51) is obtained from that of the Dirac sea by the
following replacements,
mp T (n)(x, y) →
∫
d4k
(2pi)4
∫ ∞
−∞
dµ (µ) µp T (n)(k) e−ik(x−y) wµ(~k)
mp (y − x)jγj T (n)(x, y)
→
∫
d4k
(2pi)4
∫ ∞
−∞
dµ (µ) µp (−2ik/) T (n+1)(k) e−ik(x−y) wµ(~k)
(where we used the identity (y − x)iT (n)(x, y) = 2∂xiT (n+1)(x, y); see [F5, equa-
tion (3.5)]). The lemma follows by carrying out the µ-integrals applying (D.38, D.39)
and by analyzing the behavior near the light cone as explained before (D.41).
From this lemma we can deduce the light-cone expansion of the regularized fermionic
projector.
Theorem D.2. The light-cone expansion of the regularized causal perturbation
(D.25) is obtained by regularizing the light-cone expansion of the Dirac sea to first
order in the external potential as follows. A summand of the light-cone expansion of
the Dirac sea which is proportional to mp,
mp (iterated line integrals in bosonic potentials and fields) T (n)(s, l) ,
must be replaced by (4.5.7). A contribution ∼ mp which contains a factor (y − x)jγj,
mp (iterated line integrals in bosonic potentials and fields) (y − x)jγj T (n)(s, l) ,
is to be replaced by (4.5.9). In these formulas, g, h, a and b are the regularization
functions introduced in §4.3 and §4.4 (see (4.4.27, 4.3.25, 4.5.10, 4.4.19)).
Proof. As mentioned at the beginning of this appendix, we assume here that the
vector component is null on the light cone (4.4.21). Let us consider what this condition
tells us about the operators Ul. According to (D.19), the operators Uˆl are trivial in
the low-energy region. Conversely, for large energy or momentum, (4.4.21) yields that
the vector field v(k) is parallel to k, up to a perturbation of the order εshear. Hence
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we can assume that the transformation (D.22) is a small perturbation of the identity,
in the sense that
cl |Uˆl(k)− 1 | ∼ εshear for all k. (D.52)
We next derive the light-cone expansion of ∆P by transforming the result of
Lemma D.1 according to (D.24). Since the transformation (D.24) is small in the
sense of (D.52), it leaves the iterated line integrals in (D.42) and (D.43) unchanged
to leading order in εshear. Hence it suffices to consider the transformation of the u-
integrals in (D.42) and (D.43). The u-integral in (D.42) is as a homogeneous scalar
operator invariant under the unitary transformations. In the u-integral in (D.43), on
the other hand, only the Dirac matrices γl and γs are modified. More precisely, we
have to leading order in εshear,
L∑
l=1
cl (Uˆlγ
sUˆ−1l )(u, v = αu) = γ
s +
b1(u)
u2
γl + (contributions ∼ γ2, γ3)
L∑
l=1
cl (Uˆlγ
lUˆ−1l )(u, v = αu) = γ
l +
b2(u)
u2
γs + (contributions ∼ γ2, γ3)
with suitable regularization functions bs and bl which are small in the following sense,
b1/2(u)
u2
∼ εshear .
Notice that in the high-energy region u ∼ EP , the contribution ∼ γl in the integrand
of (D.43) is smaller than the contribution ∼ γs by a relative factor of (lEP )−1. Hence
we can neglect b2, whereas b1 must be taken into account. We conclude that the
transformation (D.24) of the contributions (D.42) and (D.43) is carried out simply by
the replacement
γs → γs + b1(u)
u2
γl . (D.53)
It remains to derive relations between the regularization functions g[n], h[n], and bs,
which appear in the transformed contributions (D.42) and (D.43), and the regulariza-
tion functions g, h, a, and b in (4.5.7) and (4.5.9). For this, we apply the transformation
(D.22) to Qreg, (D.41). Exactly as described above, this transformation reduces to the
replacement (D.53), and we obtain the following expansion of the fermionic projector
near the light cone,
P reg(s, l) = −
∞∑
n=0
1
n!
(−il)n−1
∫ ∞
0
(
1
un
)reg
e−ius h[n](u) du
−
∞∑
n=0
1
n!
(−il)n−2
∫ ∞
0
e−ius g[n](u)
×
[
il γs
(
1
un−1
)reg
− (n− 1) γl
(
1
un
)reg
+ il γs b(u)
(
1
un+1
)reg]
du
+ (higher orders in εshear, (lEP )
−1).
Comparing this result with the formulas for the fermionic projector derived in §4.3 and
§4.4 (see (4.3.27, 4.3.28) and (4.4.6, 4.4.7)), one gets the following identities between
the regularization functions,
g[n](u) = g(u) a(u)
n , h[n](u) = h(u) a(u)
n , b1(u) = b(u) .
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We finally explain in which sense the regularized causal perturbation theory is
unique. In order to ensure regularity of the perturbation theory in the limit when the
momentum q of the external field goes to zero, one must satisfy a causality condition
similar to (D.17), and to this end one has to work with a modified fermionic projector
Q. Since we must modify the direction of the vector field v, it is natural to describe
the transformation from Q to P by linear combinations of unitary transformations
(D.22). Nevertheless, we remark that one could just as well work with a different
or more general transformation Q → P . The reason is that the particular form of
this transformation enters only in the proof of Theorem D.2, and we use merely that
this transformation is close to the identity, in the sense similar to (D.52). Hence the
restriction to transformations of type (D.22) is no loss in generality. Furthermore, we
point out that the gauge symmetry (D.34) uniquely determines the precise form of
how the potential B enters into the perturbation calculation (e.g. one may not replace
B in (D.25) by U−1l BUl). We conclude that our construction of the regularized causal
perturbation theory is canonical up to the freedom in choosing the coefficients cl(k) and
the unitary transformations Uˆl(k). By assuming that the unitary transformations are
regular (D.31) and small (D.52), the arbitrariness in choosing (cl, Uˆl) was constrained
so much that it has no influence on the regularization of the light-cone expansion.
Indeed, the cl and Uˆl do not enter the statement of Theorem D.2. Thus we can say
that the regularized causal perturbation expansion is unique up to contributions of
higher order in (lEP )
−1, (lmacroEP )−1 and εshear.

APPENDIX E
Linear Independence of the Basic Fractions
In this appendix we consider simple fractions of degree L ≥ 2 of the form
T
(a1)◦ · · ·T (aα)◦ T (b1)◦ · · ·T (bβ)◦
T
(c1)
[0] · · ·T
(cγ)
[0] T
(d1)
[0] · · ·T
(dδ)
[0]
(E.1)
with integer parameters α, β ≥ 1, γ, δ ≥ 0 which satisfy the additional conditions
cj , dj ∈ {−1, 0} (E.2)
α− γ > β − δ ≥ 1 . (E.3)
We prove the following theorem which makes precise that the only relations between
the simple fractions are given by the integration-by-parts rules.
Theorem E.1. Assume that a linear combination of simple fractions (E.1–E.3)
vanishes when evaluated weakly on the light cone (4.5.29) to leading order in (lEP )
−1
and (lmacroEP )
−1, for any choice of η and the regularization functions. Then the linear
combination is trivial after suitably applying the integration-by-parts rules.
The condition (E.3) ensures that the simple fractions are asymmetric under com-
plex conjugations. Such an asymmetry is essential for our proof. However, (E.3) could
easily be weakened or replaced by other asymmetry conditions. Also, (E.2) and the
fact that the denominator involves only the square indices [0] is mainly a matter of
convenience. The reason why we are content with (E.1–E.3) is that all EL equations
in this book can be expressed in terms of simple fractions of this form.
We point out that the above theorem does not imply that the basic monomials are
independent in the sense that, by choosing suitable regularization functions, the ba-
sic regularization parameters can be given arbitrary values. Theorem E.1 states that
there are no identities between the basic fractions, but the basic regularization pa-
rameters might nevertheless be constrained by inequalities between them (e.g. certain
regularization parameters might be always positive). Furthermore, we remind that the
assumptions of positivity of the scalar component and of half occupied surface states
(see the last paragraph of §4.4) yield relations between the regularization functions
which might give additional constraints for the regularization parameters. For these
reasons, one should in applications always verify that the values for the basic regular-
ization parameters obtained in the effective continuum theory can actually be realized
by suitable regularization functions.
In the proof we will work with a class of regularization functions for which the
Fourier integrals and the weak evaluation integral can be computed explicitly; then we
will analyze in detail how the resulting formulas depend on the regularization. More
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precisely, we choose the regularization functions in (4.5.12, 4.5.14) as follows,
g(u) = uσ−1 (1 + ε uν) e−
u
2EP Θ(u) , h(u) = u4ν g(u) (E.4)
a(u) = u8ν , b(u) = u2ν (E.5)
with real parameters ε, σ, ν, EP > 0. These regularization functions have all the prop-
erties required in §2.5 if σ ≈ 1 and ε  ν  1; note that the factor e−
u
2EP gives the
desired decay on the scale of the Planck energy. Using the decay of the integrand for
large Reu, we can deform the integration contours to obtain for any ρ > 0,∫ ∞
0
uρ−1 e−
u
2EP e−ius du =
(
is+
1
2EP
)−ρ ∫ ∞
0
vρ−1 e−v dv =
Γ(ρ)
zρ
, (E.6)
where in the last step we set
z = is+
1
2EP
and used the definition of the gamma function. Here the power z−ρ is understood as
exp(−ρ log z) with the logarithm defined on the complex plane cut along the negative
real axis. By analytic continuation we we can extend (E.6) to ρ in the complex plane
with the exception of the poles of the gamma function,∫ ∞
0
uρ−1 e−
u
2EP e−ius du =
Γ(ρ)
zρ
, for ρ ∈ C \ {0,−1,−2, . . .}. (E.7)
This Fourier integral is also useful for computing the L2-scalar product of the Fourier
transform via Plancherel. Namely, under the conditions ρ, ρ′ > 12 we obtain∫ ∞
0
uρ+ρ
′−2e−EPudu =
1
2pi
∫ ∞
−∞
Γ(ρ)
zρ
Γ(ρ′)
zρ
′ ds ,
and computing the integral on the left gives∫ ∞
−∞
1
zρ zρ
′ ds = 2pi E
ρ+ρ′−1
P
Γ(ρ+ ρ′ − 1)
Γ(ρ) Γ(ρ′)
for ρ, ρ′ > 12 . (E.8)
The fact that the integral (E.7) diverges when ρ tends to a negative integer corre-
sponds precisely to the logarithmic mass problem as discussed after (4.5.1). A short
calculation shows that the infrared regularization can be introduced here simply by
subtracting the pole, i.e. for n ∈ N0∫ ∞
0
(
u−n−1
)reg
e
− u
2EP e−ius du = lim
ρ→−n
(
Γ(ρ)
zρ
− (−1)
n
n!
zn
ρ+ n
)
. (E.9)
Using this formula in (4.5.12, 4.5.14), we obtain
T
(n)
[p] = −(−il)n−1
∑
k=0,1
εk
Γ(σ − n+ (4p+ k)ν)
zσ−n+(4p+k)ν
− (IR-reg) (E.10)
T
(n)
{p} = −(−il)n−1
∑
k=0,1
εk
Γ(σ − n+ (4p+ k + 2)ν)
zσ−n+(4p+k+2)ν
− (IR-reg) , (E.11)
where “(IR-reg)” means that we subtract a counter term as in (E.9).
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For clarity we disregard the infrared regularization for the moment and consider
only the zeroth order in ε. Substituting the obtained formulas for T
(n)
◦ and their
complex conjugates into (E.1), we obtain
(E.1) =
(−1)A−C+β−δ
(−il)L
Γ(σ − a1 + ◦ν) · · ·Γ(σ − aα + ◦ν)
Γ(σ − c1) · · ·Γ(σ − cγ)
1
z(α−γ)σ−A+C+•ν
×Γ(σ − b1 + ◦ν) · · ·Γ(σ − bβ + ◦ν)
Γ(σ − d1) · · ·Γ(σ − dδ)
1
z(β−δ)σ−B+D+•ν
, (E.12)
where A =
∑α
j=1 aj , B =
∑β
j=1 bj , C =
∑γ
j=1 cj , D =
∑δ
j=1 dj . Here the parameter ◦
takes into account the lower indices of the corresponding factors T
(aj)◦ or T
(bj)◦ ; more
precisely for an index [p] and {p} it is equal to 4p and 4p + 2, respectively. The
parameter • stands for the sum of the parameters ◦ in the same line. Integrating
over s, ∫ ∞
−∞
T
(a1)◦ · · ·T (aα)◦ T (b1)◦ · · ·T (bβ)◦
T
(c1)
[0] · · ·T
(cγ)
[0] T
(d1)
[0] · · ·T
(dδ)
[0]
ds , (E.13)
using (E.8) and leaving out irrelevant prefactors, we obtain the expression
Γ(σ − a1 + ◦ν) · · ·Γ(σ − aα + ◦ν) Γ(σ − b1 + ◦ν) · · ·Γ(σ − bβ + ◦ν)
Γ(σ − c1) · · ·Γ(σ − cγ) Γ(σ − d1) · · ·Γ(σ − dδ)
× E
λ−1
P Γ(λ− 1)
Γ((α− γ)σ −A+ C + •ν) Γ((β − δ)σ −B +D + •ν) , (E.14)
where λ is the sum of the arguments of the two gamma functions in the denominator of
the second line. Since the EP -dependence tells us about λ, we are led to a combination
of gamma functions as considered in the next lemma. Although the statement of the
lemma is not surprising, the proof is a bit delicate, and we give it in detail.
Lemma E.2. Consider for given parameters N,M ∈ N quotients of gamma func-
tions of the form
Γ(σ − a1 + νb1) · · ·Γ(σ − aJ + νbJ)
Γ(σ − c1 + νd1) · · ·Γ(σ − cK + νdK)
1
Γ(n1σ − l1 + νm1) Γ(n2σ − l2 + νm2) (E.15)
with integers J,K ≥ 0 and aj , bj , cj , dj , nj , lj ,mj ∈ Z, which satisfy the relations
n1 + n2 = N , n1 > n2 ≥ 1 (E.16)
m1 +m2 = M . (E.17)
If a linear combination of expressions of the form (E.15–E.17) vanishes for all (σ, ν)
in an open set of R2, then the linear combination is trivial after suitably applying the
identity
x Γ(x) = Γ(x+ 1) . (E.18)
Proof. Assume that a linear combination of terms of the form (E.15–E.17) vanishes
for all (σ, ν) in an open set of R2. By analytic continuation we can assume that the
linear combination vanishes for σ and µ in the whole complex plane with the exception
of the poles of the gamma functions.
We first consider the asymptotics for large σ and ν. If we fix ν and choose σ large,
we can approximate the gamma functions with the Stirling formula
Γ(x) =
√
2pi xx+
1
2 e−x
(
1 +O(x−1)) (E.19)
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to obtain
log(E.15) = (J −K − n1 − n2) σ (log(σ)− 1)−
∑
i=1,2
ni log(ni) σ + O(log σ) .
Terms with a different asymptotics cannot compensate each other in the linear combi-
nation and must therefore vanish separately. Thus we can restrict attention to a linear
combination with fixed values of the parameters
J −K − n1 − n2 and
∑
i=1,2
ni log(ni) . (E.20)
More generally, we can choose ν = εσ for small fixed ε ≥ 0. Then for large σ,
log(E.15) =
 J∑
j=1
(1 + εbi)−
K∑
k=1
(1 + εdk) −
∑
i=1,2
(ni + εmi)
σ (log(σ)− 1)
+
J∑
j=1
(1 + εbj) log(1 + εbj) σ −
K∑
k=1
(1 + εdk) log(1 + εdk) σ
−
∑
i=1,2
(ni + εmi) log(ni + εmi) σ + O(log σ) .
Expanding in powers of ε, we see that the asymptotics also determines the parameter∑
i=1,2
mi log(ni) . (E.21)
We can assume that the parameters (E.20, E.21) are the same for all summands of our
linear combination. Combining (E.16) with the right of (E.20), we can compute n1
and n2. Furthermore, (E.17) and (E.21) uniquely determine m1 and m2.
By iteratively applying (E.18) we can write each term (E.15) as
P(σ, ν)
Q(σ, ν)
Γ(σ + νb1) · · ·Γ(σ + νbJ)
Γ(σ + νd1) · · ·Γ(σ + νdK)
1
Γ(n1σ + νm1) Γ(n2σ + νm2)
,
where P and Q are polynomials in σ and ν (which clearly depend also on all the integer
parameters). After bringing the summands of the linear combination on a common
denominator, the numerator must vanish identically. Thus it suffices to consider a sum
of expressions of the form
P(σ, ν) Γ(n1σ + νm1) Γ(n2σ + νm2)
L−2∏
l=1
Γ(σ + νbl) (E.22)
with new polynomials P and parameters L, bl. According to the left of (E.20), the
parameter L is the same for all summands. We denote the number of such summands
by P . For notational convenience we also write (E.22) in the more general form
P(σ, ν)
L∏
l=1
Γ(nlσ + νal) (E.23)
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with new parameters nl and al. We evaluate (E.23) at successive points σ+p with p =
0, . . . , P − 1. Again using (E.18), we obtain the expression
P(σ + p, ν)
L∏
l=1
nlp−1∏
q=0
(nlσ + q + νal)
Γ(nlσ + νal) .
We now consider the asymptotic regime
σ  ν  P .
Then (E.23) simplifies to
P(σ, ν)
L∏
l=1
(nlσ + νal)
nlp Γ(nlσ + νal)
(
1 +O(p σ−1) +O(p ν−1)) .
It is convenient to divide by
∏L
l=1(nlσ)
nlp (this is possible in view of the fact that the
parameters ni and L in (E.22) are known). This gives
P(σ, ν)
L∏
l=1
[
1 +
νal
σnl
]nlp
Γ(nlσ + νal)
(
1 +O(p σ−1) +O(p ν−1)) .
Since the parameters ni and mi in (E.22) are also known, we can finally divide by the
factors for l = 1, 2 to obtain the expressions
Fp(σ, ν) := P(σ, ν)
L−2∏
l=1
[
1 + bl
ν
σ
]p
Γ(nlσ + νbl) .
These functions satisfy the simple relations
Fp(σ, ν) = F0(σ, ν)G
(ν
σ
)p
(E.24)
with
G(λ) :=
L−2∏
l=1
[1 + λ bl] . (E.25)
Let us verify that the function G(λ) determines all the parameters bl in (E.22):
Assume that the functions G and G˜ corresponding to two choices of the parameters bl
are equal. Collecting and counting common factors, their quotient G(λ)/G˜(λ) can be
written as
G
G˜
=
I∏
i=1
[1 + λ bi]
qi
for some parameters qi ∈ Z satisfying the conditions
I∑
i=1
qi = 0 . (E.26)
Here the bi are (with a slight abuse of notation) a selection of the parameters bl and b˜l,
which are all different from each other, and I denotes the number of such parameters.
We must show that the powers qi are all zero. To this end we take the logarithm,
logG− log G˜ =
I∑
i=1
qi log (1 + λ bi) .
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Expanding in powers of λ up to the order I, we obtain the conditions
I∑
i=1
qi b
l
i = 0 for all l = 1, . . . , I.
We write these equations in the matrix form
AΨ = 0 (E.27)
with
A =

1 1 · · · 1
b1 b2 · · · bI
b21 b
2
2 · · · b2I
...
...
. . .
...
bI−11 b
I−1
2 · · · bI−1I
 , Ψ =

q1b1
q2b2
...
qIbI
 .
An elementary consideration shows that
detA =
∏
1≤i<j≤I
(bj − bi) 6= 0 (E.28)
because the bj are all different. We conclude that the matrix A is invertible and
thus Ψ = 0. Hence all the powers qi vanish whenever bi 6= 0. In the remaining
case bi = 0 the corresponding power qi is zero because of (E.26).
We now return to (E.24). By assumption the sum of the functions Fp(σ, ν) vanishes,
0 =
P∑
α=1
F (α)p (σ, ν) for p = 0, . . . , P − 1,
where the index (α) labels the summands of the linear combination. Using (E.24) and
keeping σ fixed, we can again write these equations in matrix form (E.27) with
A(ν) =

1 1 · · · 1
G(1) G(2) · · · G(P )
G2(1) G
2
(2) · · · G2(P )
...
...
. . .
...
GP−1(1) G
P−1
(2) · · · GP−1(P )
 , Ψ(ν) =

F
(1)
0
F
(2)
0
...
F
(P )
0
 .
Suppose that Ψ(ν0) 6= 0. Then there is ε > 0 such that Ψ(ν) 6= 0 for all ν ∈ Bε(ν0).
Computing the determinant of A again using the formula (E.28) we conclude that for
each ν ∈ Bε(ν0), at least two of the functions G(α) coincide. Since there is only a finite
number of combinations to choose the indices, there must be two indices (α) 6= (β)
such that the function G(α) − G(β) has an infinite number of zeros on Bε(ν0)Bε(ν0).
Due to analyticity, it follows that G(α) ≡ G(β), in contradiction to our above result
that the functions G(α) are all different. We conclude that Ψ(ν0) = 0 and thus
F
(α)
0 (σ, ν) = 0 for all α = 1, . . . P .
This means that the terms (E.22) all vanish identically.
Proof of Theorem E.1. Consider a linear combination L of simple fractions which
satisfies the assumptions of the theorem. We regularize according to (E.4, E.5, E.10,
E.11), expand in powers of ε and evaluate weakly on the light cone (E.13). This
gives a series of terms of the general form (E.14) (note that due to (E.2) no infrared
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regularization is necessary in the denominator, and so the counter terms appear only
in the numerator). The scaling in EP distinguishes between the contributions with
different values of λ. For every basic fractions (E.1) we introduce the parameter
N = α− γ + β − δ (E.29)
and let Nmax be the maximum which this parameter attains for the basic fractions
in L. We restrict attention to those contributions (E.14) where λ can be written as
λ = Nσ − l +mν (E.30)
with integer parameters l,m. These contributions all come from those simple fractions
for which the parameter (E.29) is equal to N . Furthermore, since the counter terms
in (E.10, E.11) involve no factor z−σ (see (E.9)), they contribute only for λ = nσ+ · · ·
with n < Nmax and thus do not show up in our analysis. By considering the con-
tributions (E.14) with λ of the form (E.30), we will show that all simple fractions
with N = Nmax vanish after suitably applying the integration-by-parts rules. Then
the corresponding counter terms also drop out, because the infrared regularization
is compatible with the integration-by-parts rules. Hence these simple fractions com-
pletely drop out of L, and we can proceed inductively to the analysis of the simple
fractions with N < Nmax. This argument allows us to completely ignore the infrared
regularization in what follows.
Since the summands with different value of λ scale differently in EP , we can as-
sume that the parameter λ is the same for all simple fractions in L. Dividing (E.14)
through Eλ−1P Γ(λ − 1) and using (E.3), we obtain terms which are precisely of the
form as considered in Lemma E.2. Therefore, our representation of L as a linear com-
bination of quotients of gamma functions (E.14) is unique up to applying (E.18). We
will consider this arbitrariness later and for the moment consider a fixed choice of
summands of the form (E.14).
Our goal is to get a one-to-one connection between quotients of gamma functions of
the form (E.14) and our original simple fractions. Unfortunately, to zeroth order in ε
one cannot reconstruct the simple fraction from the expression (E.14), because (E.14)
is symmetric in the parameters aj and bk, and thus it is impossible to tell which of these
parameters came from a factor T
(.)
◦ or T
(.)
◦ . This is the reason why we need to consider
the higher orders in ε as well. Out of the many terms of the general form (E.13) we
select a few terms according to the following rules, which we apply one after the other:
(i) No factors Γ(σ + ν) or Γ(σ + 1 + ν) appear.
(ii) For the factor Γ((α− γ)σ − n+mν) the parameter m is maximal.
(iii) The number of factors Γ(σ − n+ (2m+ 1)ν) in the numerator is minimal.
By “maximal” (and similarly “minimal”) we mean that there is no summand for which
the corresponding parameter is larger (no matter how all other parameters look like).
Note that the factor Γ((α − γ)σ − n + mν) in (E.14) is uniquely determined because
of (E.3).
Assuming that L is non-trivial, the above procedure gives us at least one term of
the form (E.13) (note that the zero-order term in ε clearly satisfies (i)). The point is
that we can uniquely construct from this term a corresponding simple fraction from L,
as the following consideration shows. According to (i), the factors T
(−1)
[0] and T
(0)
[0]
are taken into account only to lowest order in ε, because otherwise a factor of the
form Γ(σ−n+ν), n = −1, 0, would appear. In particular, one sees from (E.2) that we
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do not get ε-terms of the denominator. Hence the higher orders in ε are obtained simply
by expanding the numerator in (E.1) in powers of ε. With the rule (ii) we arranged
that all factors T
(n)
◦ with n > 0 or ◦ 6= [0] are taken into account linearly in ε. On the
other hand, (iii) ensures that none of the factors T
(n)
◦ is taken into account linearly
in ε. Therefore, all gamma functions in the numerator whose argument contains an
odd number times ν belong to a factor T
(n)
◦ . Conversely, the gamma functions of the
form Γ(σ − n + 2mν) belong to a factor T (n)◦ , at least when n > 0 or ◦ 6= [0]. In
this way, the gamma functions determine the simple fraction up to factors of T
(−1)
[0] ,
T
(0)
[0] and T
(−1)
[0] , T
(0)
[0] . But the factors T
(−1)
[0] and T
(0)
[0] can easily be determined from
the argument of the factor Γ((α − γ)σ − n + mν), because α − γ gives us how many
factors T
(.)
[0] we muse use, whereas n tells us about how many factors T
(−1)
[0] we must use.
Since λ is known, we also know the arguments of the factor Γ((β − δ)σ−B +D+ •ν)
in (E.13), and this determines in turn the factors T
(−1)
[0] and T
(0)
[0] .
We conclude that the above construction allows us to determine one summand
of L. Subtracting this summand, we can proceed iteratively to determine all other
summands of L. This construction is unique up to the transformation of the gamma
functions with (E.18).
We conclude the proof by establishing a one-to-one correspondence between the
transformation (E.18) of the gamma functions and the integration-by-parts rule for the
simple fraction. To every simple fraction (E.1) we can associate a contribution of the
form (E.14) which satisfies the rules (i)–(iii) with the following symbolic replacements,
T
(−1)
[0] , T
(−1)
[0] −→ Γ(σ + 1) , T
(0)
[0] , T
(0)
[0] −→ Γ(σ)
T
(n)
[p] −→ Γ(σ − n+ (4p+ 1)ν)
T
(n)
[p] −→ Γ(σ − n+ 4pν)
 (if n > 0 or p > 0)
T
(n)
{p} −→ Γ(σ − n+ (4p+ 3)ν) , T
(n)
{p} −→ Γ(σ − n+ (4p+ 2)ν) .
These replacement rules determine the first line in (E.14), whereas the arguments of
the gamma functions in the second line are obtained as explained above by adding the
arguments of the gamma functions in the first line. If (E.18) is applied to the gamma
functions in the first line of (E.14),
Γ(σ − n+ ◦ν) −→ (σ − (n+ 1) + ◦ν) Γ(σ − (n+ 1) + ◦ν) ,
we take this into account with the following symbolic transformation inside the simple
fraction,
T
(n)
◦ −→ ∇T (n+1)◦ .
Here ∇ is the derivation as introduced in (4.5.34). Using the Leibniz rule this corre-
spondence can be extended to composite expressions; for example,
∇
(
1
T
(n)
◦
)
= − ∇T
(n)
◦
(T
(n)
◦ )2
←→ −(σ − n+ ◦σ) Γ(σ − n+ ◦σ)
Γ(σ − n+ ◦σ)2 = −
(σ − n+ ◦σ)
Γ(σ − n+ ◦σ)
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∇(T (n1)◦1 T (n2)◦2 ) = ∇(T (n1)◦1 ) T (n2)◦2 + T (n1)◦1 ∇(T (n2)◦2 )
←→ (2σ − (n1 + n2 − 2) + (◦1 + ◦2)ν) Γ(σ − n1 + ◦1ν) Γ(σ − n1 + ◦1ν)
and similarly for other composite expressions. It remains to consider the transforma-
tions of the gamma functions in the second line of (E.14). Since λ is fixed, we can only
increment the argument of one gamma function in the denominator and at the same
time decrement the argument of the other, for example
(α− γ)σ − (n+ 1) + •1ν
Γ((α− γ)σ − n+ •1ν) Γ((β − δ)σ −m+ •2ν)
−→ (β − δ)σ −m+ •2ν)
Γ((α− γ)σ − (n+ 1) + •1ν) Γ((β − δ)σ − (m− 1) + •2ν) .
This transformation can be related to the integration by parts rule∫ ∞
−∞
∇(· · · ) (· · · ) ds −→ −
∫ ∞
−∞
(· · · ) ∇(· · · ) ds ,
where (· · · ) and (· · · ) stand for simple fractions composed of T (n)◦ and T (n)◦ , respec-
tively. As is easily verified, these replacements rules are all compatible with each other
and with the Leibniz rule. They allow us to identify the transformation (E.18) with
the integration-by-parts rules.

APPENDIX F
The Commutator [P,Q]
The Euler-Lagrange equations corresponding to our variational principles involve
the commutator [P,Q] (5.2.9), where Q is a composite expression in the fermionic
projector. In Chapter 4 we developed a method with which composite expressions in
the fermionic projector can be evaluated weakly on the light cone. In this appendix
we shall describe in detail how these methods can be used to evaluate the commuta-
tor [P,Q] in the continuum limit. We begin by collecting a few formulas from §4.5 and
bring them into a form convenient for what follows. The kernel Q(x, y) can be written
as a linear combination of terms of the form (4.5.22)
f(x, y)
T
(a1)◦ · · ·T (aα)◦ T (b1)◦ · · ·T (bβ)◦
T
(c1)◦ · · ·T (cγ)◦ T (d1)◦ · · ·T (dδ)◦
, (F.1)
where f is a smooth function composed of the bosonic fields and fermionic wave func-
tions. Here the factors T
(aj)◦ and T
(bk)◦ are the regularized distributions of the light-cone
expansion. The quotient of monomials is called a simple fraction, and its degree L is de-
fined by (4.5.27). If L > 1, the monomial becomes singular on the light cone when the
regularization is removed by letting EP → ∞. In light-cone coordinates (s, l, x2, x3),
this singular behavior on the light cone is quantified by a weak integral over s for fixed
x2, x3, and l E−1P . More precisely (4.5.29),∫ ∞
−∞
ds (ηf)(s)
T
(a1)◦ · · ·T (aα)◦ T (b1)◦ · · ·T (bβ)◦
T
(c1)◦ · · ·T (cγ)◦ T (d1)◦ · · ·T (dδ)◦
=
creg
(il)L
(ηf)(s = 0) logg(EP ) E
L−1
P
+ (higher orders in (lEP )
−1 and (lmacroEP )−1) , (F.2)
where g is an integer, creg is the so-called regularization parameter, and η is a test
function, which must be macroscopic in the sense that its derivatives scale in powers
of l−1 or l−1macro. The asymptotic formula (F.2) applies on the upper light cone s = 0,
but by taking the adjoint and using that Q is Hermitian, Q(x, y)∗ = Q(y, x), it is
immediately extended to the lower light cone. Furthermore, we can integrate (F.2) over
l, x2, and x3, provided that l E−1P . In polar coordinates (y− x) = (t, r,Ω = (ϑ, ϕ)),
we thus have∫ ∞
−∞
dt
∫ ∞
r0
r2 dr
∫
S2
dΩ η(t, r,Ω) f(x, y)
T
(a1)◦ · · ·T (aα)◦ T (b1)◦ · · ·T (bβ)◦
T
(c1)◦ · · ·T (cγ)◦ T (d1)◦ · · ·T (dδ)◦
= logg(EP ) E
L−1
P
∫
IR\[−r0,r0]
t2 dt
∫
S2
dΩ (ηf)|r=|t|
creg(Ω)
(it)L
+ (higher orders in (rEP )
−1 and (lmacroEP )−1) ,
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valid for every r0  E−1P . Next we expand the function f in a Taylor series around
(y − x) ≡ ξ = 0,
f(x, y) =
∑
J
fJ(x) ξ
J (F.3)
with J a multi-index, and write the Taylor coefficients together with the regularization
parameter. Collecting all contributions, we obtain for Q the weak evaluation formula∫ ∞
−∞
dt
∫ ∞
r0
r2 dr
∫
S2
dΩ η(t, r,Ω)Q(x, y)
=
Lmax∑
L=2
gmax∑
g=0
logg(EP ) E
L−1
P
∑
J
∫
IR\[−r0,r0]
dt t2−L
∫
S2
dΩ η hJ(Ω) ξ
J
+ (higher orders in ((r + |t|) EP )−1 and (lmacroEP )−1) + o(EP ) (F.4)
with suitable functions hJ(Ω), which depend on L and g. The integrand on the right
side of (F.4) is evaluated on the light cone r = |t|. The maximal degree of the mono-
mials Lmax as well as gmax are clearly finite parameters. Notice that the monomials of
degree L < 2 are omitted in (F.4); this is justified as follows. For L < 2, the integral
(F.2) diverges at most logarithmically as EP →∞, and furthermore has a pole in l of
order at most one. Thus the corresponding contribution to (F.4) is at most logarith-
mically divergent as EP → ∞, with bounds uniform in r0. This is what we mean by
o(EP ).
We point out that the asymptotic expansion near the light cone (F.4) does not
give any information on the behavior of Q(x, y) near the origin, i.e. when x and y are
so close that r, |t| ∼ E−1P . Namely, due to the restriction r0  E−1P , the region near
the origin is excluded from the integration domain. Also, near the origin the terms of
higher order in ((r + |t|)EP )−1, which are left out in (F.4), cannot be neglected. As
explained in detail in Appendix D, the reason for this limitation is that near the origin,
Q depends essentially on the detailed form of the fermionic projector on the Planck
scale and thus remains undetermined within the method of variable regularization.
Our aim is to evaluate the commutator [P,Q] using the expansion (F.4). The main
difficulty is that products of the operators P and Q, like for example
(Q P )(x, y) =
∫
d4z Q(x, z) P (z, y) , (F.5)
involve Q(x, z) near the origin x = z, where (F.4) does not apply. In order to explain
our strategy for dealing with this so-called problem at the origin, we briefly discuss a
simple one-dimensional example. Assume that we are given a function f(x), x ∈ R,
and a positive integer n such that for all x0  E−1P and test functions η,∫
IR\[−x0,x0]
f(x) η(x) dx
=
∫
IR\[−x0,x0]
η(x)
xn
dx + (higher orders in (xEP )
−1). (F.6)
In analogy to (F.4), this formula does not give any information on the behavior of
f(x) near the origin x = 0. Thus there are many different functions satisfying (F.6),
a typical example is
f(x) =
1
(x− iE−1P )n
. (F.7)
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The question is if (F.6) is useful for analyzing the weak integral∫ ∞
−∞
f(x) η(x) dx . (F.8)
The answer to this question depends very much on the properties of η. If η is an
arbitrary test function with compact support, we can restrict attention to test functions
with support away from the origin, supp η ⊂ R \ [−x0, x0]. Then (F.6) applies, and
we find that f(x) ∼ x−n. Thus by evaluating (F.8) for suitable test functions, we
can find out that, as long as |x|  E−1P , f(x) behaves like the function x−n, which
has a pole of order n at the origin. We refer to this statement as we can detect the
pole of f by testing with η. Unfortunately, the situation becomes more difficult if we
assume that η belongs to a more restricted class of functions. Assume for example
that η(x) is rational, goes to zero at infinity and has all its poles in the upper half
plane {Im x > 0}. Then for f as in (F.7), the integral (F.8) can be closed to a contour
integral in the lower complex plane, and we get zero, independent of η. This shows
that when testing only with rational functions with poles in the upper half plane, the
formula (F.6) is of no use, and we cannot detect the pole of f . Indeed, the problem
in (F.5) can be understood in a similar way. If we apply the operator product QP to a
test function η and write the result as (QP )η = Q(Pη), the problem of making sense
out of the integral (F.5) can be restated by saying that Q may be tested only with the
functions Pη. In other words, the test functions must lie in the image of P , i.e. they
must be negative-energy solutions of the Dirac equation. Thus the question is if by
evaluating only with such special functions, can we nevertheless detect the poles of Q,
and if yes, how can this be done? Once these questions are settled, we can compute
the operator products PQ,QP and take their difference.
For clarity we begin the analysis with the simplified situation where both P and
Q are homogeneous, i.e.
P (x, y) = P (y − x) , Q(x, y) = Q(y − x) . (F.9)
Under this assumption, the operators P and Q are diagonal in momentum space,
P (x, y) =
∫
d4k
(2pi)4
Pˆ (k) e−ik(x−y) , Q(x, y) =
∫
d4k
(2pi)4
Qˆ(k) e−ik(x−y) ,
and their products can be taken “pointwise” in k, i.e. in the example (F.5),
(QP )(x, y) =
∫
d4k
(2pi)4
Qˆ(k) Pˆ (k) e−ik(x−y) . (F.10)
Due to this simplification, it is preferable to work in momentum space. Now the
problem at the origin becomes apparent in the Fourier integral
Qˆ(k) =
∫
d4ξ Q(ξ) e−ikξ (ξ ≡ y − x), (F.11)
where we must integrate over a neighborhood of ξ = 0. In order to handle this problem,
we must carefully keep track of how the unknown behavior of Q near the origin effects
the Fourier integral: If we consider the integral in position space∫
d4ξ η(ξ)Q(ξ) (F.12)
with a smooth, macroscopic function η, we can make the unknown contribution near
the origin to the integral small by assuming that η goes to zero sufficiently fast near
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ξ = 0. Thus we expect that (F.12) is well-defined provided that the partial derivatives
of η(ξ) at ξ = 0 vanish up to the order n,
∂Iη(0) = 0 for all I with |I| ≤ n, (F.13)
where n is a sufficiently large parameter (which we shall specify below). In momentum
space, the conditions (F.13) take the form∫
d4k kI ηˆ(k) = 0 , |I| ≤ n.
This means that the Fourier transform of Q is well-defined by (F.11), as long as it is
evaluated weakly only with test functions ηˆ(k) which are orthogonal to the polynomials
kI . Equivalently, we can say that Qˆ(k) is defined only up to the polynomials kI ,
Qˆ(k) =
∫
d4ξ Q(ξ) e−ikξ mod Pn(k) , (F.14)
where Pn(k) denotes the polynomials in k of degree at most n. Let us compute the
Fourier integral (F.14) using the expansion (F.4), and at the same time determine the
parameter n. Our method is to consider (F.4) for η = exp(−ikξ) and to choose n so
large that we can take the limit r0 ↘ 0 to obtain the Fourier integral (F.14). For each
summand in (F.4), the resulting t-integral is of the form
lim
r0↘0
∫
IR\[−r0,r0]
dt t2−L+|J | e−iωt mod Pn(ω) .
Here in the integrand one may distinguish between the two regions |t| > ω−1, where
the factor t2−L+|J | is regular and e−iωt is oscillating, and |t| < ω−1, where the pole
of t2−L+|J | must be taken into account and the exponential is well-approximated by a
Taylor polynomial. Since we are interested in the scaling behavior of the integral over
the pole, it suffices to consider the region |t| < ω−1, and calculating modulo Pn(ω),
the leading contribution to the integral is
lim
r0↘0
∫
[−ω−1,ω−1] \ [−r0,r0]
dt t2−L+|J |
(−iωt)n+1
(n+ 1)!
. (F.15)
If n ≥ L− |J | − 3, the integrand is bounded near t = 0. In the case n = L− |J | − 4,
the limit in (F.15) may be defined as a principal value, whereas for n < L − |J | − 4,
(F.15) is ill-defined. Thus we need to assume that n ≥ L−|J |− 4. Moreover, we must
ensure that the terms of higher order in ((r + |t|)EP )−1, which are omitted in (F.4),
are negligible in the Fourier integral. Since these terms are regularized on the Planck
scale, the scaling behavior of these higher order terms is in analogy to (F.15) given by
the integrals ∫
[−ω−1,ω−1] \ [−E−1P ,E−1P ]
dt
t3−L+|J |+n
(tEP )n
, n ≥ 1.
A simple calculation shows that these integrals are negligible compared to (F.15) if
and only if n ≥ L − |J | − 3, and under this assumption, they are of higher order in
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ω/EP . We conclude that the Fourier transform of Q has the expansion
Qˆ(k) =
Lmax∑
L=2
gmax∑
g=0
logg(EP ) E
L−1
P
∑
J
×
∫ ∞
−∞
dt t−L+|J |+2
∫
S2
dΩ hJ(ξˇ) ξˇ
J e−ikξˇt mod PL−|J |−3(k)
+ (higher orders in k/EP and (lmacroEP )
−1) + o(EP ) , (F.16)
where ξˇ is the “unit null vector” ξˇ = (1, Ω ∈ S2 ⊂ R3) and hJ(ξˇ = (1,Ω)) ≡ hJ(Ω).
Carrying out the t-integration gives the following result.
Lemma F.1. Suppose that the operator Q is homogeneous. Then its Fourier trans-
form Qˆ is of the form
Qˆ(k) =
Lmax∑
L=2
gmax∑
g=0
logg(EP ) E
L−1
P
∑
J
QˆLgJ (k) mod PL−|J |−3(k)
+ (higher orders in k/EP and (lmacroEP )
−1) + o(EP ) (F.17)
with
QˆLgJ (k) = −2pii (−iω)L−|J |−3
×
∫
S2
dΩ hJ(ξˇ) ξˇ
J ×

(kˇξˇ)L−|J |−3
(L− |J | − 3)! Θ(ωkˇξˇ) if |J | < L− 2
(ω)L−|J |−3 δ(2+|J |−L)(kˇξˇ) if |J | ≥ L− 2 ,
(F.18)
where ω = k0 is the energy and kˇ ≡ k/ω ( is again the step function (x) = 1 for
x ≥ 0 and (x) = −1 otherwise).
Proof. The t-integral in (F.16) is of the form∫ ∞
−∞
t−n e−iλt dt mod Pn−1(k)
with n = L− |J | − 2 and λ = kξˇ. For n = 0, we have∫ ∞
−∞
e−iλt dt = 2pi δ(λ) . (F.19)
The case n < 0 follows by differentiating this equation (−n) times with respect to λ.
In order to treat the case n > 0, we integrate (F.19) n times in the variable λ. The
integration constant is a polynomial in λ of degree n− 1 and can thus be omitted.
Let us briefly discuss the above expansion. The parameters L and g give the scaling
behavior in the Planck energy. The multi-index J enters at two different points: it
determines via the factor ω−|J | the dependence on the energy, and it also influences the
S2-integral. This integral gives detailed information on the behavior of Qˆ(k) in kˇ, but
it is independent of |ω|. Integrating over S2 takes into account the angular dependence
of the regularization functions and of the macroscopic physical objects and tells about
how the different angles contribute to Qˆ. In the case |J | ≥ L − 2, the integrand has
a δ-like singularity localized at kˇξˇ = 0, and so the S2-integral reduces to integrating
over the intersection of the hyperplane {ξ | kξ = 0} with the two-sphere t = 1 = r.
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This intersection is empty for time-like k, and is a one-sphere for space-like k. As a
consequence, QˆLgJ (k) is zero inside the mass cone C and in general non-zero outside,
without being regular on its boundary {k2 = 0}. If on the other hand |J | < L − 2,
the factor Θ(ωkˇξˇ) is essential, because without this factor, we would simply have a
polynomial in k of degree L−|J |−3, being zero modulo PL−|J |−3(k). Note that for any
ξˇ, the factor Θ(ωkˇξˇ) vanishes inside the lower mass cone {kˇ2 > 0, ω < 0}, whereas it is
in general non-zero otherwise. This means that QˆLgJ (k) again vanishes in the interior
of the lower mass cone and is not regular on the mass cone {k2 = 0}. The singular
behavior on the lower mass cone is made more explicit in the following lemma.
Lemma F.2. The operators QˆLgJ (k), (F.18), vanish inside the lower mass cone
{kˇ2 > 0, ω < 0}. Near the lower mass cone, they have the asymptotic form
QˆLgJ (k) = 2pi
2 i
(
− iω
2
)L−|J |−3
hJ(kˇ) kˇ
J (1 +O(kˇ2))
×

kˇ2(L−|J |−2)
(L− |J | − 2)! Θ(−kˇ
2) if |J | ≤ L− 2
(−1)1+|J |−L δ(1+|J |−L)(kˇ2) if |J | > L− 2 .
(F.20)
Proof. Without loss of generality, we can assume that kˇ points in the tx-direction
of our Cartesian coordinate system, i.e. kˇ = (1, λ, 0, 0) with λ ≥ 0. Then kˇξˇ =
1− λ cosϑ, and we can write (F.18) in the region ω < 0 as
QˆLgJ (k) = −2pii (−iω)L−|J |−3
∫ 1
−1
d cosϑ
∫ 2pi
0
dϕ hJ(ξˇ) ξˇ
J
×

(1− λ cosϑ)L−|J |−3
(L− |J | − 3)! Θ(λ cosϑ− 1) if |J | < L− 2
(−1)L−|J |−3 δ(2+|J |−L)(1− λ cosϑ) if |J | ≥ L− 2 .
Inside the lower mass cone, the parameter λ < 1, and the integrand is identically equal
to zero. Outside and near the lower mass cone, 1 ≤ λ ≈ 1, and the integrand vanishes
unless cosϑ ≈ 1. Hence to leading order in kˇ2, we may replace hJ(ξˇ) ξˇJ by its value
at the coordinate pole ϑ = 0 and carry out the ϕ-integration,
QˆLgJ (k) = −4pi2 i (−iω)L−|J |−3 hJ(kˇ) kˇJ (1 +O(kˇ2))
×
∫ 1
−1
du ×

(1− λu)L−|J |−3
(L− |J | − 3)! Θ(λu− 1) if |J | < L− 2
(−1)L−|J |−3 δ(2+|J |−L)(1− λu) if |J | ≥ L− 2 .
In the case |J | < L− 2, the remaining integral is of the form∫ 1
−1
(1− λu)n Θ(λu− 1) du = − 1
λ(n+ 1)
(1− λ)n+1 Θ(λ− 1) ,
whereas in the case |J | ≥ L− 2,∫ 1
−1
δ(n)(1− λu) du =
(
− d
dλ
)n ∫ 1
−1
u−n δ(1− λu) du
=
(
− d
dλ
)n
(λn−1 Θ(λ− 1)) .
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Finally, we use that λ = 1 +O(kˇ2) and kˇ2 = 1− λ2 = 2(1− λ) +O(kˇ4).
According to Lemma F.1 and Lemma F.2, all the information on the behavior of Q
on the light cone contained in (F.4) is encoded in momentum space in a neighborhood
of the lower mass cone. More precisely, this information can be retrieved as follows.
Due to the factor ω−|J | in (F.18) and (F.20), the sum over the multi-index J in (F.17)
is an expansion in powers of ω−1. Thus by considering Qˆ for large energies, more
precisely for ω in the range
m2 lmacro, l
−1
macro  |ω|  EP , (F.21)
we can make the contributions for large |J | small (the restriction |ω|  EP is clearly
necessary because the terms of higher order in k/EP are omitted in (F.17)). Hence in
this energy range, the series in (F.17) converges fast, and the scaling behavior in EP
and ω, as well as the dependence on kˇ given explicitly in (F.20), allow us to determine
the functions hJ(Ω) completely.
Having computed the Fourier transform of Q, we can now take the product with
the operator P according to (F.10). We begin with the simplest case where we take
for P one massive Dirac sea in the vacuum (2.6.13) with m > 0. In this case, Pˆ (k)
is supported inside the lower mass cone C∧. According to Lemma F.2, the operators
QˆLgJ vanish identically inside the lower mass cone. Hence the supports of Qˆ
Lg
J and Pˆ
do not intersect, and it follows immediately that
QˆLgJ Pˆ = 0 . (F.22)
This means that after multiplying by Pˆ , all the information contained in the expansion
of Lemma F.1 is lost. We refer to this difficulty as the problem of disjoint supports.
Using the notion introduced after (F.8), it is impossible to detect the poles of Q by
testing with the negative-energy solutions of the free Dirac equation. This situation
is indeed quite similar to the example (F.6, F.8) for f according to (F.7) and rational
test functions with support in the upper half plane, in particular since the Fourier
transform η(k) =
∫∞
−∞ η(x) exp(−ikx) of such a test function is supported in the half
line k < 0, and can thus be regarded as a one-dimensional analogue of the negative-
energy solutions of the free Dirac equation.
It is an instructive cross-check to see how the problem of disjoint supports comes
about if instead of analyzing the behavior of Q in position space (F.4) and then trans-
forming to momentum space, we work exclusively in momentum space. For simplicity
we give this qualitative argument, which will not enter the subsequent analysis, only
in the special case of a monomial, i.e. instead of (F.1) for an expression of the form
f(x, y) T
(a1)◦ · · ·T (ap)◦ T (b1)◦ · · ·T (bq)◦ . (F.23)
In this case, we can, instead of taking the product of the factors T
(a)
◦ and T
(b)
◦ in position
space, also compute their convolution in momentum space. As explained in §4.2, the
singular behavior of the fermionic projector on the light cone is determined by states
near the lower mass cone. More precisely, the main contribution to P (x, y) comes
from states close to the hypersurface H = {k | kξ = 0}, which for ξ on the light cone is
tangential to the mass cone C = {k2 = 0}, so that the singularity on the light cone can
be associated to the states in a neighborhood of the straight line H ∩ C. For objects
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derived from the fermionic projector like the regularized distributions T
(aj)◦ and T
(bk)◦ ,
this qualitative picture applies just as well. The Fourier transforms of the factors T
(aj)◦
and T
(bk)◦ are supported in the the interior of the lower mass cone. Thus when forming
their convolution,
gˆ1 :=
1
(2pi)4p
Tˆ
(a1)◦ ∗ · · · ∗ Tˆ (ap)◦ , gˆ2 := 1
(2pi)4q
Tˆ
(b1)◦ ∗ · · · ∗ Tˆ (bq)◦ , (F.24)
the resulting convolution integrals are all finite integrals over a compact domain (e.g.,
the integrand in (Tˆ
(a1)◦ ∗ Tˆ (a2)◦ )(k) =
∫
d4q Tˆ
(a1)◦ (q) Tˆ
(a2)◦ (k − q) vanishes unless q lies
in the “diamond” {q2 ≥ 0, q0 > 0} ∩ {(q − k)2 ≥ 0, (q − k)0 < 0}). Moreover, the
supports of gˆ1 and gˆ2 are again inside the lower mass cone. Exactly as described for
the fermionic projector in Section C.3, the behavior of gˆ1 and gˆ2 near the lower mass
cone determines the well known singularities of g1 and g2 on the light cone, whereas
the form of gˆ1 and gˆ2 in the high-energy region away from the mass cone depends
essentially on the details of the regularization and is thus unknown. Using gˆ1 and gˆ2,
we can write the Fourier transform of the monomial as
MˆLg(k) :=
1
(2pi)4
∫
d4ξ Tˆ
(a1)◦ ∗ · · · ∗ Tˆ (ap)◦ Tˆ (b1)◦ ∗ · · · ∗ Tˆ (bq)◦ e−ikξ (F.25)
=
∫
d4q gˆ1(q) gˆ2(q − k) . (F.26)
In (F.1) the monomial is multiplied by the smooth function f . Thus the corresponding
contribution to Qˆ is obtained by taking the convolution of fˆ with MˆLg,
Qˆ  fˆ ∗ MˆLg . (F.27)
Since f is a macroscopic function, its Fourier transform fˆ(q) is localized in a neigh-
borhood of the origin, i.e. in the region |q0|, |~q| ∼ l−1macro. The Taylor expansion (F.3)
corresponds to expanding fˆ in terms of distributions supported at the origin, more
precisely
fˆ =
∑
J
fˆJ with fˆJ(k) = (2pi)
4 fJ (i∂k)
Jδ4(k) , (F.28)
and substituting this expansion into (F.27) yields the expansion of Lemma F.1,
QˆLgJ = fˆJ ∗ MˆLg . (F.29)
Since the distributions fˆJ(q) are supported at q = 0, the support of Qˆ
Lg
J coincides with
that of MˆLg. Hence to discuss the problem of disjoint supports, we must consider MˆLg
as given by the integral in (F.26). Note that this integral differs from a convolution in
that the argument of gˆ2 has the opposite sign; this accounts for the complex conjugation
in (F.25). As a consequence, the integration domain is now not compact, and the
integral is finite only due to the regularization. More precisely, the integration range
is the intersection of two cones, as shown in Figure F.1 in a typical example. We
have information on the integrand only when both q and q − k are close to the lower
mass cone, i.e. when q lies in the intersection of the dark shaded regions in Figure 4.1.
Outside of this so-called intersection region, however, the integrand depends on the
unknown high-energy behavior of gˆ1 or gˆ2. Since the intersection region becomes large
when k comes close to the mass cone and does not depend smoothly in k for k on the
mass cone, the contribution of the intersection region to the integral is localized in a
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k
EP
−EP
q0 ~q
g˜1(q)
g˜2(q − k)
Figure F.1. Example for the integrand of MˆLg.
neighborhood of and is not regular on the mass cone {k2 = 0}. The contribution of
the high-energy regions to the integral, on the other hand, is regular in k and thus
well-approximated by a polynomial in k. This qualitative argument illustrates why in
Lemma F.1, Qˆ is determined only modulo a polynomial, and why the singular behavior
on the light cone (F.4) is in momentum space encoded near the lower mass cone (see
Lemma F.2 and the discussion thereafter). An important conclusion from Figure F.1
is that Qˆ(k) is in general not zero in the interior of the lower mass cone, and even the
intersection region gives a contribution there. Thus for generic regularizations or for
simple regularizations like mollifying with a smooth function, the supports of Qˆ and
Pˆ will have a non-empty intersection, and even the singularities of Q on the light cone
will contribute to the product QP . On the other hand, it seems possible that there
are special regularizations for which the contributions from the high energy regions
and the intersection region compensate each other in the integral (F.26) in such a way
that MˆLg indeed vanishes inside the lower mass cone. We call such a regularization an
optimal regularization. According to the method of variable regularization (see §4.1),
we want to keep the regularization as general as possible. Therefore, we must allow
for the possibility that the regularization is optimal, and this leads to the problem of
disjoint supports.
The above consideration in momentum space gives a hint on how to resolve the
problem of disjoint supports. Namely, let us assume for a moment that the macroscopic
function f has nice decay properties at infinity. Then its Fourier transform fˆ is a
regular function. As a consequence, the convolution (F.27) mollifies MˆLg on the scale
l−1macro, and the support of Qˆ will be larger than that of MˆLg. Clearly, l−1macro is very
small on the Planck scale, but since the mass shell {k2 = m2} and the mass cone
{k2 = 0} come asymptotically close as the energy |k0| gets large, mollifying even on a
small scale leads to an overlap of the supports of Qˆ and Pˆ . This is an effect which is
not apparent in the expansion of Lemma F.1 because by expanding f in a Taylor series
around ξ = 0, we did not use the decay properties of f at infinity, and thus we did not
see the smoothing in momentum space (cf. also (F.28) and (F.29)). More generally,
the above “mollifying argument” shows that the supports of Qˆ and Pˆ should overlap
if we take into account the macroscopic perturbations of P and Q more carefully. Thus
in order to solve the problem of disjoint supports, we shall now compute the product
QP in the case of general interaction, without assuming that P or Q are homogeneous.
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Our key result will be an expansion of the operator product around the light cone (see
Theorem F.5 below).
Let us specify our assumptions on P and Q. For Q we merely assume that the
weak evaluation formula (F.4) holds. For P , on the other hand, we work with the
formulas of the light-cone expansion, which are of the general form
P (x, y) =
∞∑
p=−1
gp(x, y) T
(p)(x, y) + (smooth contributions) . (F.30)
Here the gp are smooth functions involving the bosonic potentials and fields, and the
unspecified smooth contributions are composed of the fermionic wave functions as well
as the non-causal contributions to the Dirac seas (see (2.3.19, 2.5.45) and Appendix B).
For clarity, we shall consider the product of Q with each of the summands in (F.30)
separately, i.e. we will for given p ≥ −1 compute the product
QR with R(x, y) = g(x, y) T (p)(x, y) (F.31)
and a smooth function g. To avoid confusion, we recall that in the case p = −1, T (p)
is defined via a distributional derivative; more precisely, we assume in this case that
g(x, y) has the form g = ξj f
j with smooth functions f j(x, y) and set similar to (2.5.21)
g(x, y) T (−1)(x, y) = −2 f j(x, y) ∂
∂yj
T (0)(x, y) . (F.32)
For technical convenience, we assume furthermore that g is a Schwartz function, g ∈
S(R4×R4), but this assumption is not essential and could be relaxed by approximation
(see the discussion after (F.81) below).
The contributions to Q in (F.4) are supported on the light cone. Thus we can
write them in the form
Q(x, y) = h(x, y)Ka=0(x, y) (F.33)
with
Ka=0(x, y) =
i
4pi2
δ(ξ2) (ξ0) (F.34)
and a function h(x, y), which in general will have a pole at the origin x = y. This
representation is useful because Ka is a solution of the Klein-Gordon equation, namely
in momentum space
Ka(k) = δ(k
2 − a) (k0) , a ∈ [0,∞). (F.35)
In what follows, we will also need the Green’s function Sa of the Klein-Gordon equation
defined by
Sa(k) =
PP
k2 − a ≡
1
2
lim
ε↘0
∑
±
1
k2 − a± iε , a ∈ R. (F.36)
As is immediately verified with contour integrals, this Green’s function is for a > 0
causal in the sense that Sa(x, y) vanishes for space-like ξ. On the contrary if a < 0,
Sa(x, y) vanishes for time-like ξ. More precisely, the Green’s function can be written
as
Sa(x, y) = − 1
4pi
δ(ξ2) + Θ(aξ2) (a)Ha(x, y) , (F.37)
F. THE COMMUTATOR [P,Q] 269
where Ha is a smooth solution of the Klein-Gordon equation with power expansion
Ha(x, y) =
a
16pi
∞∑
j=0
(−1)j
j! (j + 1)!
aj ξ2j
4j
. (F.38)
It is convenient to also introduce the Green’s function
S1a = Sa −Θ(a)Ha , (F.39)
which for all a ∈ R vanishes in time-like directions. As one sees explicitly using (F.38)
and (F.37), both Ha(x, y) and S
1
a (x, y) are analytic in a for all a ∈ R. Similarly, a
short explicit calculation shows that Ka(x, y) is analytic for a ∈ [0,∞). We set
K(n) = lim
a↘0
(
d
da
)n
Ka , S
(n)
1 =
(
d
da
)n
S1a | a=0 , H
(n) =
(
d
da
)n
Ha | a=0 .
The following lemma gives the light-cone expansion for an operator product involving
two factors K(.). A major difference to Lemma 2.5.2 is that the expansion now contains
unbounded line integrals; this also requires a different method of the proof.
Lemma F.3. The operator product K(l)V K(r) with l, r ≥ 0 and a scalar function
V ∈ S has the light-cone expansion
(K(l) V K(r))(x, y)
=− 1
2pi2
∞∑
n=0
1
n!
∫ 1
0
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x H(l+r+n+1)(x, y)
− 1
2pi2
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x S(l+r+n+1)1 (x, y)
+(non-causal contributions, smooth for x 6= y). (F.40)
We point out that, exactly as in §2.5, we do not study the convergence of the
infinite series in (F.40), which are merely a convenient notation for the approximation
by the partial sums.
Proof of Lemma F.3. We first consider the operator product KaV Kb for a, b > 0
in the case when V is a plane wave, V (x) = exp(−iqx). Then in momentum space
(similar to [F6, eqn (3.9)]), the operator product takes the form
(Ka V Kb)
(
p+
q
2
, p− q
2
)
= Ka
(
p+
q
2
)
Kb
(
p− q
2
)
. (F.41)
If q2 < 0, we get contributions when either the two upper mass shells of the factors
Ka and Kb intersect, or the two lower mass shells. Conversely if q
2 > 0, we only get
cross terms between the upper and lower mass shells. Thus setting
u =
a+ b
2
, v =
a− b
2
, (F.42)
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we have
(Ka V Kb)
(
p+
q
2
, p− q
2
)
= −(q2) δ
(
(p+
q
2
)2 − a
)
δ
(
(p− q
2
)2 − b
)
= −(q2) δ
(
((p− q
2
)2 − b) + (2pq − 2v)
)
δ
(
(p− q
2
)2 − b
)
= −(q2) δ(2pq − 2v) δ
(
p2 − pq + q
2
4
− b
)
= −1
2
(q2) δ(pq − v) δ
(
p2 +
q2
4
− u
)
.
Hence we can write our operator product as
Ka V Kb =
d
du
Auv (F.43)
where Auv is the operator
Auv
(
p+
q
2
, p− q
2
)
=
1
2
δ(pq − v) Θ
(
q2 (p2 +
q2
4
− u)
)
. (F.44)
Our strategy is to first derive an expansion for Auv. Then we will differentiate this
expansion with respect to u and v and take the limits a, b ↘ 0 to get the desired
expansion for K(l)V K(r).
The right side of (F.44) involves a product of the form δ(α) Θ(β). This product
can be transformed into a line integral as follows. Consider for ε > 0 the function
fε(α, β) =
1
pi
Θ(εβ − α2) (εβ − α2)− 12 . (F.45)
This function is zero unless β > 0 and α ∈ [−√εβ,√εβ]. As ε↘ 0, the size of this last
interval tends to zero, and so α is confined to a smaller and smaller neighborhood of
the origin. On the other hand, the integral over α stays bounded in this limit; namely,∫ ∞
−∞
fε(α, β) dα = Θ(β) for all ε > 0.
From this we conclude that
lim
ε↘0
fε(α, β) = δ(α) Θ(β) (F.46)
with convergence as a distribution. Moreover, the formula∫ ∞
−∞
PP
τ2 + γ
dτ = pi Θ(γ) γ−
1
2 (F.47)
allows one to write (F.45) as a contour integral. Putting these relations together, we
obtain for Auv,
Auv
(
p+
q
2
, p− q
2
)
(F.44,F.46)
=
1
2
lim
ε↘0
fε
(
pq − v, q2 (p2 + q
2
4
− u)
)
(F.45)
=
1
2pi
lim
ε↘0
1
|εq2| Θ
(
p2 + q
2
4 − u
εq2
− (pq − v)
2
ε2q4
)(
p2 + q
2
4 − u
εq2
− (pq − v)
2
ε2q4
)− 1
2
(F.47)
=
(q2)
2pi2
lim
ε↘0
∫ ∞
−∞
PP
εq2τ2 + p2 +
q2
4
− u− (pq − v)
2
εq2
dτ . (F.48)
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After shifting the integration variable according to τ → τ + (pq − v)/(εq2), we can
identify the integrand with the Green’s function (F.36),
Auv
(
p+
q
2
, p− q
2
)
=
(q2)
2pi2
lim
ε↘0
∫ ∞
−∞
PP
p2 + 2τ(pq − v) + ε2q2τ2 + q
2
4
− u
dτ
=
(q2)
2pi2
lim
ε↘0
∫ ∞
−∞
Sz(ε,τ)(p+ τq) , (F.49)
where z is the “mass function”
z(ε, τ) = u + 2τv + (1− ε2) τ2 q2 − q
2
4
.
If we solve (F.39) for Sa and substitute into (F.49), we can take the limit ε ↘ 0 to
obtain
Auv
(
p+
q
2
, p− q
2
)
=
(q2)
2pi2
∫ ∞
−∞
(S1z + Θ(z)Hz)(p+ τq) dτ (F.50)
with
z ≡ u + 2τv + (τ2 − 1
4
) q2 . (F.51)
The calculation so far was carried out for fixed momentum q of the potential. In
order to describe the case of general V ∈ S, we must integrate over q. Furthermore,
we transform to position space by integrating over p (similar to [F5, eqn (3.10)]) and
obtain
Auv(x, y) =
∫
d4q
(2pi)4
Vˆ (q)
∫
d4p
(2pi)4
Auv(p+
q
2
, p− q
2
) e−ip(x−y) e−i
q
2
(x+y) ,
where Vˆ is the Fourier transform of V . Substituting in (F.50) and pulling out the
τ -integral gives
Auv(x, y) =
1
2pi2
∫ ∞
−∞
dτ
∫
d4q
(2pi)4
Vˆ (q) (q2) e−i
q
2
(x+y)
×
∫
d4p
(2pi)4
(S1z + Θ(z)Hz)(p+ τq) e
−ip(x−y) ,
and, after shifting the integration variable p according to p+ τq → p, we can carry out
the Fourier integral,∫
d4p
(2pi)4
(S1z + Θ(z)Hz)(p+ τq) e
−ip(x−y) = eiqτ(x−y) (S1z + Θ(z)Hz)(x, y) ,
and thus obtain
Auv(x, y) =
1
2pi2
∫ ∞
−∞
dτ
∫
d4q
(2pi)4
Vˆ (q) (q2)
× e−iq(( 12−τ)x+( 12+τ)y) (S1z + Θ(z)Hz)(x, y) . (F.52)
In this way, we have transformed the line integral, which appeared in (F.48) as a
contour integral in momentum space, into an integral along the straight line (12 −
τ)x+ (12 + τ)y through the space-time points x and y.
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The operator product K(l)V K(r) is obtained from Auv by differentiating with re-
spect to u, v and setting u = 0 = v. More precisely, using (F.42) and (F.43),
(K(l) V K(r))(x, y) =
1
2l+r
(
∂
∂u
+
∂
∂v
)l ( ∂
∂u
− ∂
∂v
)r ∂
∂u
Auv|u=0=v . (F.53)
According to (F.51), the factors S1z , Θ(z), and Hz in (F.52) depend implicitly on
u and v. Thus when substituting (F.52) into (F.53), we can carry out the partial
derivatives with the sum, product, and chain rules. Let us first collect the terms for
which all the derivatives act on the factors S1z or Hz. This gives the contributions to
(K(l)V K(r))(x, y)
1
2pi2
∫ ∞
−∞
dτ (
1
2
+ τ)l (
1
2
− τ)r
∫
d4q
(2pi)4
Vˆ (q) (q2) e−i
q
2
(x+y)
× eiqτ (x−y) (S1 (l+r+1)z + Θ(z)H(l+r+1)z )(x, y)
with z = (τ2−14)q2. After expanding in powers of z and introducing the new integration
variable α = τ + 12 , we obtain
1
2pi2
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n
∫
d4q
(2pi)4
(q2) (−q2)n Vˆ (q)
× e−iq(αy+(1−α)x) (S1 (l+r+n+1)z + Θ((α2 − α) q2)H(l+r+n+1)z )(x, y) . (F.54)
If Vˆ is supported outside the mass cone, supp Vˆ ⊂ {q2 < 0}, we can carry out the
q-integral in (F.54) and obtain precisely the two series in (F.40). Conversely if Vˆ is
supported inside the mass cone {q2 > 0}, we get
1
2pi2
∞∑
n=0
1
n!
∫
IR\[0,1]
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x H(l+r+n+1)(x, y)
+
1
2pi2
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x S(l+r+n+1)1 (x, y) .
This does not coincide with the series in (F.40). Using (F.39) and (F.37), the difference
can be written as
− 1
2pi2
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n
× (2nV )|αy+(1−α)x (ξ2)H(l+r+n+1)(x, y) .
(F.55)
Since unbounded line integrals are involved, this expression is clearly non-causal. We
shall now prove that (F.55) is smooth for x 6= y. Notice that the line integrals in (F.55)
are supported on the hyperplane {q | qξ = 0}, e.g.∫ ∞
−∞
V (αy + (1− α)x) dα =
∫
d4q
(2pi)4
Vˆ (q) 2piδ(qξ) e−i
q
2
(x+y) . (F.56)
For time-like ξ, this hyperplane does not intersect the support of Vˆ , and thus (F.55)
vanishes identically inside the light cone. Furthermore, (F.55) is clearly smooth in the
region {ξ2 < 0} away from the light cone. Thus it remains to show that all the partial
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derivatives of (F.55) vanish on the light cone. The boundary values of these partial
derivatives on the light cone {ξ2 = 0} involve integrals of the form∫ ∞
−∞
dα αl+k1 (1− α)r+k2 (α− α2)n (∂K2nV )|αy+(1−α)x ξL
with parameters k1, k2 ≥ 0 and multi-indices K, L. Similar to (F.56), these inte-
grals are supported on the hypersurface {q | qξ} = 0, and for ξ on the light cone
(and ξ 6= 0), this hypersurface does not intersect the support of Vˆ . We conclude
that (F.54) coincides with (F.40), both in the case when supp Vˆ ⊂ {q2 < 0} and when
supp Vˆ ⊂ {q2 > 0}. Linearity and an approximation argument near the light cone
yield that (F.54) coincides with (F.40) for general V ∈ S.
It remains to consider the contributions when some of the derivatives in (F.53) act
on the factor Θ(z) in (F.52). The resulting expressions are of the form∫
d4q
(2pi)4
Vˆ (q) e−i
q
2
(x+y)
∫ ∞
−∞
dτ (q2) δ(α)(z)H(β)z (x, y) P(τ) e−iqτ(y−x) (F.57)
with integers α, β ≥ 0 and a polynomial P(τ). Using the formula
δ(z) =
1
2pii
lim
ε↘0
(
1
z − iε −
1
z + iε
)
,
we can write the τ -integral in terms of the complex integrals
lim
ε↘0
(q2)
∫ ∞
−∞
dτ
1
((τ2 − 14) q2 ± iε)α+1
H(β)z P(τ) e−iqτ(y−x) .
Depending on the sign of q(y − x), the integration contour can be closed either in the
upper or in the lower half plane, and the residue theorem yields expressions of the
form
lim
ε↘0
1
(q2 ± iε)γ H
(κ)(x− y) P(τ) e−iqτ(y−x) with τ = ±1
2
(F.58)
and γ ≤ 2α + 1, β ≤ κ ≤ β + α. These expressions are well-defined distributions,
and thus the q-integral in (F.57) is finite. Due to the powers of 1/q2 in (F.58), the
resulting contributions to the operator product K(l)V K(r) are non-causal. Since the
factor H(κ) in (F.58) is a polynomial in ξ and Vˆ (q) in (F.57) has rapid decay, these
contributions are also smooth.
The above lemma can be used to derive the light-cone expansion for the operator
product K(l)V T (r).
Lemma F.4. For l, r ≥ 0 and V ∈ S,
(K(l) V T (r))(x, y)
=
1
2pii
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x
× (y0 − x0) T (l+r+n+1)(x, y) + (contributions smooth for x 6= y) . (F.59)
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Proof. Using (F.39) and the fact that Ha(x, y) is smooth in x and y according
to (F.38), the light-cone expansion (F.40) yields that for p, q ≥ 0,
(K(l) V K(r))(x, y)
= − 1
2pi2
∞∑
n=0
1
n!
∫ ∞
−∞
dα αl (1− α)r (α− α2)n (2nV )|αy+(1−α)x S(l+r+n+1)(x, y)
+(contributions smooth for x 6= y) , (F.60)
where S(n) = lima↘0 S
(n)
a . The main difference between (F.59) and (F.60) is that the
factors K(r) and S(l+r+n+1) are replaced by corresponding factors T (.). The method
of the proof is to realize these replacements by multiplying (F.60) with a suitable
operator from the right.
In preparation, we rewrite the operators S(.) in (F.60) in terms of K(.) as follows.
Using that multiplication in position space corresponds to convolution in momentum
space, we have for a > 0,∫
Ka(x, y) (y
0 − x0) e−ik ξ d4ξ
=
∫ ∞
−∞
dω
2pi
δ(ω2 − |~k|2 − a) (ω) (−2i) PP
k0 − ω
=
1
ipi
1
2 |ω|
PP
k0 − ω
∣∣∣∣ω=
√
|~k|2+a
ω=−
√
|~k|2+a
=
1
ipi
PP
k2 − a =
1
ipi
Sa(k) ,
and thus
Sa(x, y) = ipi Ka(x, y) (y
0 − x0) .
We differentiate with respect to a and let a↘ 0 to obtain
S(n)(x, y) = ipi K(n)(x, y) (y0 − x0) .
Substituting into (F.60) gives
(K(l) V K(r))(x, y) = (contributions smooth for x 6= y)
+
1
2pii
∞∑
n=0
1
n!
∫ ∞
−∞
dα (y0 − x0) αl (1− α)r (α− α2)n
× (2nV )|αy+(1−α)x K(l+r+n+1)(x, y) . (F.61)
The operator Ta, a ≥ 0, is obtained from Ka by projecting on the negative-energy
states, more precisely
Ta = Ka χ , (F.62)
where χ is the multiplication operator in momentum space
χ(k) = −Θ(−k0) .
In position space, χ has the kernel
χ(x, y) =
∫
d4k
(2pi)4
χ(k) e−ik(x−y) = − 1
2pii
lim
ε↘0
1
y0 − x0 − iε δ
3(~y − ~x) . (F.63)
If a is positive, the mass shell {k2 = a} does not intersect the hyperplane {k0 = 0}
where χ is not smooth, and thus we may differentiate (F.62) with respect to a to obtain
T (n)a = K
(n)
a χ , a > 0. (F.64)
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However, difficulties arise in (F.64) in the limit a↘ 0. Namely, the limit of the left side
exist only after “regularizing” T
(n)
a by subtracting a polynomial in (y−x) (see (2.5.42,
2.5.43). On the right side, the problem is that K(n)(x, y) behaves polynomially at
timelike infinity, whereas χ(x, y) decays for large (y0 − x0) only as (y0 − x0)−1, and
so the product K(n)χ does not exist. To cure this problem, we insert into (F.63) an
exponentially decaying factor by introducing for κ > 0 the kernel
χκ(x, y) = − 1
2pii
lim
ε↘0
e−κ |y0−x0|
y0 − x0 − iε δ
3(~y − ~x) . (F.65)
The exponential factor changes the product with K
(n)
a only by a contribution smooth
in y − x, and thus
T (n)a (x, y) + (smooth contributions)
= T (n)a (x, y) = (K
(n)
a χ)(x, y) = (K
(n)
a χκ)(x, y) + (smooth contributions) .
The very left and right of this equation converge for a↘ 0, and we conclude that
(K(n) χκ)(x, y) = T
(n)(x, y) + (smooth contributions). (F.66)
We multiply the operator product on the left of (F.61) by the operator χκ. Apply-
ing (F.66) and using that multiplying by a smooth operator gives something smooth,
we get
(K(l) V K(r) χκ)(x, y) = (K
(l) V T (r))(x, y) + (smooth contributions). (F.67)
It remains to show that multiplying the right side of (F.61) by the operator χκ gives
the right side of (F.59). When we multiply the summands on the right side of (F.61)
by χκ, we get according to (F.65) a convolution in the time coordinate of the form
lim
ε↘0
∫ ∞
−∞
dτ
e−κ |τ |
τ − iε F (x; y
0 − τ, ~y)K(l+r+n+1)(x; y0 − τ, ~y) . (F.68)
Here the function F stands for the line integral in (F.61); it is smooth unless y0−τ = x0.
We write the convolution integral (F.67) as
lim
ε↘0
∫ ∞
−∞
dτ e−κ |τ |
F (x; y0 − τ, ~y)− F (x, y)
τ − iε K
(l+r+n+1)(x; y0 − τ, ~y) (F.69)
+F (x, y) lim
ε↘0
∫ ∞
−∞
dτ
e−κ |τ |
τ − iε K
(l+r+n+1)(x; y0 − τ, ~y) . (F.70)
The term (F.70) can be written as F (x, y) (K(l+r+n+1) χκ)(x, y), and applying (F.66)
gives precisely the summands on the right side of (F.59). Let us prove that (F.69)
is smooth for x 6= y. Thus assume that x 6= y. Our above construction is Lorentz
invariant in the sense that we may introduce the operator χκ in any reference frame,
without influence on our operator products. Thus we can choose the reference frame
such that ~x 6= ~y. The τ -integral in (F.69) can be regarded as an integral along the
straight line {(y0 − τ, ~y)}. Since ~x 6= ~y, this straight line does not intersect the point
x. Due to causality of K(.), the integrand vanishes unless |(y0 − τ) − x0| ≥ |~y − ~x|.
Thus if ξ is spacelike, i.e. |y0−x0| < |~y−~x|, the integrand vanishes in a neighborhood
of τ = 0, and as a consequence the integral (F.69) is smooth in x and y. On the other
hand if ξ lies inside the cone |y0 − x0| > 12 |~y − ~x|, the straight line {(y0 − τ, ~y)} does
for small enough τ not intersect the hyperplane {z | z0 = x0} where F is not smooth.
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Thus the function F (x; y0− τ, ~y) is smooth in a neighborhood of τ = 0, and the mean
value theorem yields that the bracket in (F.69) is smooth. This implies that (F.69) is
again smooth in x and y.
It remains to show that multiplying the contributions smooth for x 6= y, which
are not specified in (F.61), by the operator χκ, gives terms which are again smooth
for x 6= y. Again using Lorentz invariance, we can choose a reference frame such that
~x 6= ~y. Then multiplying by χκ yields a convolution along the straight line {(y0−τ, ~y)},
and this line integral does not intersect the point x. In this way, we can avoid inte-
grating across the origin where the contributions in (F.61) may be singular. We get
a convolution of χκ with a smooth function, and this is clearly finite and depends
smoothly on x and y.
After these preliminaries, we are ready to compute the operator product QR in
an expansion around the light cone. For the statement of the result, we need to
analytically extend hJ(Ω) in (F.4) from a function on S
2 to a function on Minkowski
space and also regularize it at the origin: As a smooth function on S2, hJ can be
expanded in spherical harmonics. Since the spherical harmonics are the boundary
values on S2 of the harmonic polynomials on R3, we have the unique expansion
hJ(~x) =
∞∑
n=0
Pn(~x)|~x∈S2 , (F.71)
where Pn(~x) are suitable harmonic polynomials of degree n. The smoothness of hJ
implies that the summands in (F.71) decay in n faster than any polynomial. As a
consequence, the series in (F.71) converges absolutely for any ~x ∈ R3, and we can even
extend hJ(~x) to a unique function on C3. For ε > 0, we define the regularization hεJ
of hJ by
hεJ(ξ) = hJ
(
~ξ
ξ0 − iε
)
. (F.72)
Theorem F.5. Assume that the operator Q satisfies the weak evaluation for-
mula (F.4). Then the operator product QR with R according to (F.31) with p ≥ −1
and g ∈ S(R4 × R4) has the expansion
(QR)(x, y) =
Lmax∑
L=2
gmax∑
g=0
logg(EP ) E
L−1
P
∑
J
(F.73)
× (−2pi)
∞∑
n=0
lim
ε↘0
∫ ∞
−∞
dα (1− α)p (α− α2)n 2nz
(
hεJ(ζ) ζ
J
(ζ0 − iε)L−1 g(z, y)
)
|z=αy+(1−α)x
× (y0 − x0) T (p+n+1)(x, y) mod PL−|J |−3(∂x)R(x, y) + o(EP ) (F.74)
+ (contributions smooth for x 6= y) + (higher orders in (lmacroEP )−1) (F.75)
with ζ ≡ z − x.
Proof. We first consider the case p ≥ 0. We fix two space-time points x0, y0 and
set
Q(ξ) := Q(x0, x0 + ξ) , R(ξ) := R(y0 − ξ, y0) .
We regard Q(ξ) and R(ξ) as the integral kernels of corresponding homogeneous op-
erators, which with slight abuse of notation we denote again by Q and R. Then
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in momentum space (F.11), the operator Q has the expansion of Lemma F.1 and
Lemma F.2. Let us compute the product QLgJ R. According to its construction in
Lemma F.1, QLgJ (ξ) behaves for ξ 6= 0 like
QLgJ (ξ) = δ(ξ
2) (ξ0) t−L+1 hJ(ξˇ) ξJ ,
and furthermore its Fourier transform QˆLgJ (k) vanishes inside the lower mass cone (cf.
Lemma F.2). The distribution
lim
ε↘0
K(0)(x, y)
[−4pi2i (y0 − x0 − iε)−L+1 hJ(ξˇ) ξJ] (F.76)
has these two properties, as one sees immediately from (F.34) and when computing the
Fourier transform of (F.76) with contour integrals. Indeed, a short calculation shows
that (F.76) even coincides with QLgJ (ξ).
We introduce for ε > 0 the potential
Vε(z) = −4pi2i (z0 − x00 − iε)−L+1 hεJ(z − x0) (z − x0)J g(z, y0) ,
where hεJ is the regularization of hJ (F.72). This potential is a Schwartz function, and
thus Lemma F.4 yields that
(K(0) V ε T (p))(x, y)
=
1
2pii
∞∑
n=0
1
n!
∫ ∞
−∞
dα (1− α)p (α− α2)n (2nVε)|αy+(1−α)x
× (y0 − x0) T (p+n+1)(x, y) + (contributions smooth for x 6= y) . (F.77)
We now set x = x0, y = y0 and take the limit ε↘ 0. On the left side of (F.77), we can
use that (F.76) = QLgJ (ξ) to obtain the operator product (Q
Lg
J R)(x0, y0). Furthermore,
due to our regularization of hεJ , the factors (2
nVε)(z) on the right side of (F.77) are
of the form smooth function times (z0 − x0 − iε)−l, and thus the limit ε↘ 0 exists in
each line integral in (F.77). We conclude that (QLgJ R)(x, y) coincides precisely with
the series (F.74). Since in (F.77) we integrate across the origin, the higher orders
in ((r + |t|)EP )−1 in (F.4) (or equivalently the higher orders in k/EP in (F.16)) yield
contributions of higher order in (lmacroEP )
−1. Finally, calculating modulo polynomials
in (F.17) means in position space that Q(x, y) is determined only modulo partial
derivatives of δ4(x − y), and this gives rise to the term mod PL−|J |−3(∂x) R(x, y)
in (F.74). This concludes the derivation of (F.73–F.75) in the case p ≥ 0.
In the above derivation we neglected the contributions smooth for x 6= y, which
are not specified in (F.77), implicitly assuming that they remain smooth in the limit
ε ↘ 0. This is justified as follows. As ε ↘ 0, the potential Vε(z) becomes singular
only at z = x0. Thus if the contributions smooth for x 6= y in (F.77) had a non-
smooth limit, the resulting non-smooth contributions to (QLgJ R)(x0, y0) would depend
on g(z, y0) and its partial derivatives only at z = x0; i.e. they would be of the form
∂Jx0g(x0, y0)WJ(x0, y0) , (F.78)
where WJ are distributions independent of g. Suppose that the Fourier transform gˆ of
g(x0 + ., y0) is supported inside the upper mass shell {k | k2 > 0, k0 > 0}. Then due to
our (−iε)-regularization, also the support of Vˆε is inside the upper mass shell. As a con-
sequence, the Fourier transforms of the distributions K(0)(x0, .) and (VεT
reg (p))(., y0)
have disjoint supports, and the left side of (F.77) is zero. Furthermore for ξ close to
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the light cone, the unbounded line integrals in (F.77) vanish (notice that they are sup-
ported on the hypersurface {k |kξ = 0}). We conclude that if gˆ is supported inside the
upper mass shell, then the contributions smooth for x 6= y in (F.77) are zero. Taking
the limit ε↘ 0 yields that the contributions (F.78) vanish if gˆ is supported inside the
upper mass shell, i.e. ∫
d4k kJ gˆ(k) WJ(x0, y0) = 0 (F.79)
for all gˆ with supp gˆ ⊂ {k | k2 = 0, k0 > 0}. Since the polynomials restricted to the
upper mass cone are linearly independent, (F.79) implies that the contributions (F.78)
are all identically zero.
The extension to the case p = −1 follows exactly as in [F6, Lemma 2.2]: We pull
one derivative out of the operator product,∫
d4z Q(x0, z) g(z, y0) T
(−1)(z, y)
(F.32)
= −2 ∂
∂yj
∫
d4z Q(x0, z) f
j(z, y0) T
(0)(z, y)|y=y0 ,
substitute for the integral the expansion (F.73–F.75) for p = 0, and differentiate
through.
The above theorem gives the clue for understanding the operator product QP as
well as the commutator [P,Q], as we shall now explain. Using that the product of Q
with a smooth operator is smooth, we can write the operator product QP according
to (F.30) in the form
(Q P )(x, y) =
∞∑
p=−1
(Q P p)(x, y) + (smooth contributions) (F.80)
with
P p(x, y) = gp(x, y) T
(p)(x, y) . (F.81)
The summands in (F.80) are precisely of the form considered in Theorem F.5, with
the only exception that the functions gp in (F.81) in general have no rapid decay at
infinity. Fortunately, the behavior of the functions gp at infinity is of no relevance to
us, and we can apply Theorem F.5 to each summand in (F.80) using the following
approximation argument. For fixed x and y, we choose a Schwartz function η which
is identically equal to one on a compact set K 3 x, y. Then the function (gpη) has
rapid decay at infinity, and Theorem F.5 applies to the operator product (F.31) with
g := gpη. In the discussion below leading to Corollary F.6, the function g(z) enters
only for z in a neighborhood of x and y. In this neighborhood, g and gp coincide, and
thus the dependence on η drops out. This shows that the behavior of the function gp
at infinity is indeed of no importance for Corollary F.6 below.
Let us briefly discuss the expansion (F.73–F.75). First of all, we point out that
we calculate modulo terms of the form ∂Kx R(x, y) with |K| ≤ L − |J | − 3. This
corresponds to the fact that we have no information on the behavior of Q near the
origin. For generic regularizations or simple regularizations like a cutoff in momentum
space, the terms ∂Kx R(x, y) will not be zero. Thus in this case, the operator product
QR does not vanish, even when we take for R a Dirac sea of the vacuum; this is
in agreement with our consideration in momentum space after (F.29). However, the
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situation is much different if we assume that we have a regularization where the terms
∂Kx R(x, y) all vanish. Namely, if we then take for R a Dirac sea of the vacuum, for
example
R(x, y) =
i
2
ξ/ T (−1)(x, y) ,
the integrand of the line integral in (F.74) is a rational function with poles in the up-
per half plane, and QR is zero (up to the contributions not specified in Theorem F.5).
This corresponds to our observation made after (F.22) that the poles of Q cannot be
detected when testing with solutions of the free Dirac equation. The regularizations
for which the terms ∂Kx R(x, y) vanish are just the optimal regularizations introduced
after (F.29). The main advantage compared to our earlier consideration in momentum
space after (F.29) is that the expansion (F.73–F.75) tells how the macroscopic per-
turbations of P and Q effect the operator product. In particular one sees that, when
taking into account the macroscopic perturbations, the operator product QP does in
general not vanish (even for optimal regularizations), and thus the problem of disjoint
supports disappears.
In an interacting system, the factor g(z, y) in (F.74) is composed of the bosonic po-
tentials and fields. Thus in the generic situation, the line integrals in (F.74) will vanish
only if the operator Q is identically zero. In order to make this argument clearer, it is
useful not to think of P as a fixed object, but to consider small dynamic perturbations
of P . More precisely, we consider perturbations of P induced by perturbations of the
bosonic potentials of our physical system. In order not to disturb the Euler-Lagrange
equations, these perturbations must not be arbitrary, but should satisfy the physical
equations; a typical example are perturbations by an electromagnetic wave. Thus we
consider variations of our system by small, physically admissible perturbations of P
and study the effect on the operator product QP . We refer to this procedure for an-
alyzing the operator product that we test with physical perturbations of P . Clearly,
the requirement that the perturbation should satisfy the physical equations is a strong
restriction (in particular, such perturbations are not dense in the L2 topology). The
reason why it is nevertheless a reasonable concept to use physical perturbations for
testing is that these perturbations enter into (F.74) only along the one-dimensional
line {λy + (1− λ)x}. In the example of the perturbation by an electromagnetic wave,
the electromagnetic field appears in the function g in (F.74), and by changing the
location and amplitude of the wave, we can completely determine the function hJ(Ω)
as well as the order L − |J | − 1 of the pole of the integrand at the origin. Notice
furthermore that the summands in (F.73) scale in the Planck energy exactly as the
corresponding summands in the expansion (F.4). We conclude that by testing the
operator product QP with physical perturbations of P , we can reconstruct the weak
evaluation formula (F.4) completely.
Next, it is instructive to consider the behavior of the summands in (F.74) as y−x
gets small. If y − x is scaled like (y − x) → λ (y − x) with λ > 0, the variable trans-
formation α → λ−1α shows that as λ↘ 0, the line integral blows up like λ−(2n+p+1).
On the other hand, the factor T (p+n+1) goes to zero like λ2n+2p in this limit. Thus
each summand in (F.74) scales like λ−1+p. It is remarkable that, no matter how large
the order of the pole of Q at the origin is, the operator product QP has at the origin
a pole of at most the order one. The reason is that in (F.74), we integrate over the
pole of Q, and this regularizes the singularity at the origin. Since a pole of order one
is integrable in three space dimensions, we do not need to study the operator product
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(QP )(x, y) at the origin x = y. According to the light-cone expansion of Theorem F.5,
the information contained in the weak evaluation formula (F.4) is retrieved in the op-
erator product QP by considering the singularities on the light cone away from the
origin.
The expansion of Theorem F.5 immediately allows us to study also the commutator
[P,Q]. Namely, by taking the adjoint, (QR)(x, y)∗ = (RQ)(y, x), the formula (F.73–
F.75) applies to the operator product PQ as well, and we can take the difference
[P,Q] = PQ − QP . The key observation is that in the product (QR)(x, y), the pole
of Q at the origin appears in (F.74) together with the factor g(z, y) and z ≈ x,
whereas in the product (RQ)(x, y), this pole is multiplied by g(x, z) and z ≈ y. Thus
when testing [P,Q](x, y) with perturbations of P , one can distinguish between the
contributions from PQ and QP by considering perturbations which are localized near
y and x, respectively.
These results are summarized as follows1.
Corollary F.6. To every order in EP , the poles of Q(x, y) at the origin x = y
can be detected in the commutator [P,Q] by testing with physical perturbations of P .
We close with a general comment on the significance of the constructions in this
appendix. Due to the problem of disjoint supports, we could make sense out of the
commutator [P,Q] only after taking into account the macroscopic perturbations of
P and Q. As a consequence, the relevant contributions to the commutator [P,Q]
are by several orders of (lmacroEP )
−1 smaller than expected from a simple scaling
argument. This can be interpreted that the causal structure of Minkowski space and
the structure of the Dirac seas, which are the underlying reason for the problem of
disjoint supports, have a tendency to making the commutator [P,Q] small. In this
way, the causal structure and the structure of the Dirac seas seem to correspond nicely
to Euler-Lagrange equations of the form [P,Q] = 0.
1Online version: A simpler and cleaner method to obtain this result is to use the so-called method
of testing on null lines as worked out in §3.5.2 in the book [5] (listed in the references in the preface
to the second online edition).
APPENDIX G
Perturbation Calculation for the Spectral Decomposition
of P (x, y) P (y, x)
In this appendix we shall develop a convenient method for analyzing the eigen-
values and spectral projectors of the matrix Axy ≡ P (x, y) P (y, x) and compute all
contributions to the eigenvalues needed for the derivation of the effective gauge group
in Chapter 7. Our strategy is as follows. We decompose the fermionic projector as
P = P0 + ∆P
with P0 according to (6.1.1). This gives rise to the decomposition of A
A = A0 + ∆A (G.1)
with
A0 = P0(x, y) P0(y, x) (G.2)
∆A = ∆P (x, y) P0(y, x) + P0(x, y) ∆P (y, x) + ∆P (x, y) ∆P (y, x) . (G.3)
The eigenvalues and spectral projectors of A0 were computed explicitly in Chapter 6,
see (6.1.9, 6.1.10). On the light cone, P0(x, y) has singularities of order O((y − x)−4),
whereas ∆P (x, y) = O((y − x)−2). Likewise, ∆A is compared to A0 of lower degree
on the light cone. For this reason, ∆A can be treated perturbatively in the sense
that the eigenvalues and spectral projectors of A can be expressed to any given degree
on the light cone by a finite order perturbation calculation. Apart from the purely
computational aspects, the main difficulty is that A0 may have degenerate eigenvalues,
and in this case we need to carefully analyze whether the degeneracy is removed by
the perturbation. Our method is to first compute projectors on invariant subspaces of
A (§G.1). Analyzing the perturbation on these invariant subspaces will then give the
spectral decomposition of A (§G.4).
G.1. Perturbation of Invariant Subspaces
We write the spectral decomposition of A0 as
A0 =
K∑
k=1
λk Fk
with distinct eigenvalues λk and corresponding spectral projectors Fk. As in §5.3 we
use the convention λ1 = 0. Clearly, the Fk are the sum of the spectral projectors
counting multiplicities,
Fk =
∑
n,c,s with λncs=λk
Fncs (G.4)
with λncs and Fncs according to (6.1.10). Since the perturbation ∆A will in general
split up the degenerate eigenvalues, we cannot expect that by perturbing Fk we obtain
spectral projectors of the matrix A. But we can form projectors Gk on the space
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spanned by all eigenvectors of A whose eigenvalues are sufficiently close to λk. The Gk
are most conveniently introduced using contour integrals. We choose ε > 0 such that
|λi − λj | < 2ε for all i, j = 1, . . . ,K and i 6= j.
Then we set
Gk =
1
2pii
∮
|z−λk|=ε
(z −A)−1 dz , (G.5)
The Cauchy integral formula shows that Gk is indeed a projector on the desired sub-
space.
The integral formula (G.5) is very useful for a perturbation expansion. To this
end, we substitute (G.1) into (G.5) and compute the inverse with the Neumann series,
Gk =
1
2pii
∮
|z−λk|=ε
(z −A0 −∆A)−1 dz
=
1
2pii
∮
|z−λk|=ε
(
1 − (z −A0)−1 ∆A
)−1
(z −A0)−1 dz
=
1
2pii
∮
|z−λk|=ε
∞∑
n=0
(
(z −A0)−1 ∆A
)n
(z −A0)−1 dz .
Interchanging the integral with the infinite sum gives the perturbation expansion,
Gk =
∞∑
n=0
1
2pii
∮
|z−λk|=ε
(
(z −A0)−1 ∆A
)n
(z −A0)−1 dz , (G.6)
where n is the order in perturbation theory. After substituting in the spectral repre-
sentation for (z −A0)−1,
(z −A0)−1 =
K∑
l=1
Fl
z − λl , (G.7)
the contour integral in (G.6) can be carried out with residues. For example, we obtain
to second order,
Gk = Fk +
∑
l 6=k
1
λk − λl (Fk ∆A Fl + Fl ∆A Fk) + O((∆A)
3)
+
∑
l,m6=k
1
(λk − λl)(λk − λm)
× (Fk ∆A Fl ∆A Fm + Fl ∆A Fk ∆A Fm + Fl ∆A Fm ∆A Fk)
−
∑
l 6=k
1
(λk − λl)2
× (Fk ∆A Fk ∆A Fl + Fk ∆A Fl ∆A Fk + Fl ∆A Fk ∆A Fk) . (G.8)
To order n > 2, the corresponding formulas are clearly more complicated, but even
then they involve matrix products which are all of the form
Fk1 ∆A Fk2 ∆A · · · Fkn ∆A Fkn+1 . (G.9)
Substituting in (G.4) and expanding, we can just as well consider matrix products of
the form (G.9) with the factors Fk replaced by Fncs. Furthermore, for the computation
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of the eigenvalues we need to take the expectation values of Gk with certain matrix
elements of ∆A. This leads us to traces of matrix products of the form
Tr (Fn1c1s1 ∆A1 Fn2c2s2 ∆A2 · · · Fnlclsl ∆Al) (G.10)
with l = n+ 1. We refer to a trace of the form (G.10) as a matrix trace. Our first task
is to develop an efficient method for computing matrix traces (§G.2 and §G.3); after
that we will proceed with the calculation of the eigenvalues of A (§G.4).
G.2. Factorization of Matrix Traces
If one attempts to calculate a matrix trace (G.10) directly by substituting in the
formulas of the light-cone expansion, the resulting expressions become so complicated
and involve so many Dirac matrices that they are almost impossible to handle. We
shall now simplify the situation by giving a procedure which allows us to factor matrix
traces into a product of so-called elementary traces, which are much easier to compute1.
According to (G.3), we can assume that each factor ∆Aj in (G.10) is the product of a
contribution to P (x, y) with a contribution to P (y, x). Denoting the contributions to
P (x, y) by Bj and using that the corresponding contributions to P (y, x) are obtained
by taking the adjoint with respect to the spin scalar product, we can write each ∆Aj
in the form
∆Aj = Bj1 B
∗
j2 .
Inserting the completeness relation ∑
ncs
Fncs = 1
and expanding gives for (G.10) a sum of terms of the form
Tr
(
Fn1c1s1 B1 Fn2c2s2 B
∗
2 · · · Fnk−1ck−1sk−1 Bk−1 Fnkcksk B∗k
)
(G.11)
with indices (nj , sj , cj) (which are in general different from those in (G.10)) and k = 2l.
In order to handle the sector indices in (G.11), we introduce operators Kn1,n2 which
act on the sector index and map sector n2 to sector n1, i.e. in components
(Kn1n2)
n
n′ = δ
n
n1 δn′n2 . (G.12)
Then
Fncs = Kn1 F1cs K1n . (G.13)
If we substitute this relation into (G.11) and combine the operators K· and Bj to
“new” operators Bj , we obtain a matrix trace again of the form (G.11), but with all
indices nj equal to one. Therefore in what follows we can restrict attention to the case
of one sector and omit the sector indices. The generalization to several sectors will be
straightforward by inserting operators K· into the end formulas.
We choose a space-like unit vector u which is orthogonal to ξ and ξ. Then the
imaginary vector v = iu satisfies the relations
vj ξ
j = 0 = vj ξj , v
2 = 1 , v = −v . (G.14)
An explicit calculation using (6.1.10) yields that
FR+ = v/ FL+ v/ , FL− =
1
z
ξ/ v/ FL+ v/ ξ/ , FR− =
1
z
ξ/ FL+ ξ/ . (G.15)
1Online version: This factorization method is obtained in a somewhat easier way by computing
the matrix elements in a double null spinor frame as explained in [5, §2.6.2] (see the references in the
preface to the second online edition).
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Substituting these formulas into (G.11), we obtain an expression involving only the
spectral projector FL+, namely
(G.11) = Tr (FL+ C1 FL+ C2 · · ·FL+ Ck) (G.16)
with suitable matrices Cj . Since the FL+ are projectors on one-dimensional subspaces,
FL+ C FL+ = Tr(FL+ C) FL+ .
By iteratively applying this relation in (G.16), we get the product of traces
Tr (FL+ C1) Tr (FL+ C2) · · · Tr (FL+ Ck) .
If we express the matrices Cj explicitly in terms of Bj and B
∗
j , we obtain the following
factorization formula,
Tr (Fc1s1 B1 Fc2s2 F
∗
2 · · · Bk−1 Fcksk B∗k)
= F c1c2s1s2 (B1) F
c2c3
s2s3 (B
∗
2) · · · F ck−1cksk−1sk (Bk−1) F ckc1sks1 (B∗k) , (G.17)
where F
cicj
sisj are the so-called elementary traces defined by
FLL++(B) = Tr(F+ χL B) , F
LR
++(B) = Tr(F+ v/ χL B)
FLL+−(B) = Tr(ξ/ F+ v/ χL B) , FLR+−(B) = Tr(ξ/ F+ χL B)
FLL−+(B) =
1
z
Tr(F+ v/ ξ/χL B) , F
LR−+(B) =
1
z
Tr(F+ ξ/ χL B)
FLL−−(B) =
1
z
Tr(ξ/ F+ ξ/ χL B) , F
LR−−(B) =
1
z
Tr(ξ/ F+ v/ ξ/ χL B) .

(G.18)
These formulas are also valid for the opposite chirality after the replacements L↔ R.
The elementary traces of B∗ are obtained by taking the complex conjugate,
FLL++(B
∗) = FRR−− (B) , FLR++(B∗) = FLR−−(B)
FLL+−(B∗) = FRR+− (B) , FLR+−(B∗) = FLR+−(B)
FRR−+ (B∗) = FLL−+(B) , FLR−+(B∗) = FLR−+(B)
FLL−−(B∗) = FRR++ (B) , FLR−−(B∗) = FLR++(B) .

(G.19)
The relations (G.17–G.19) are verified by a straightforward calculation using (6.1.10,
6.1.8, G.14).
To summarize, the above procedure reduces the calculation of the matrix trace
(G.10) to the computation of the elementary traces (G.18) for the contributions B
to the light-cone expansion of P (x, y). Taking the complex conjugate (G.19), one
obtains the elementary traces of the corresponding contributions to P (y, x). By ap-
plying (G.17) and, in the case of several sectors, by suitably inserting the operators K·,
every matrix trace can be written as a linear combination of products of elementary
traces.
G.3. Calculation of the Matrix Traces
We decompose ∆P (x, y) into its odd and even parts, denoted by Bo and Be,
∆P (x, y) = Bo(x, y) + Be(x, y) .
Explicit formulas for the fermionic projector in the presence of chiral and scalar po-
tentials are listed in Appendix B. For the purpose of this paper, only the contributions
involving the mass matrices YL/R and their derivatives are of importance. But for
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completeness and for later use, we will also compute the contributions which contain
the chiral field strength and the chiral currents. However, we will omit all contribu-
tions quadratic in the field strength. Namely, these contributions are related to the
energy-momentum tensor of the chiral fields, and it is therefore reasonable to post-
pone their analysis until gravity is also taken into consideration. Thus the phase-free
contributions relevant here are
χL Be =
1
2
χL m T
(0)(x, y) ξ/
∫ y
x
dz γj (DjYL)
+χL m T
(0)(x, y) YL(x) + O(log |ξ2| ξ0)
χL Bo =
i
2
χL m
2 T (0)(x, y) ξ/
∫ y
x
dz YL YR
+iχL m
2 T (1)(x, y)
∫ y
x
dz [0, 1 | 0] YL γj(DjYR)
+iχL m
2 T (1)(x, y)
∫ y
x
dz [0, 1 | 0] γj(DjYL) YR
−iχL m2 T (1)(x, y) YL(x)
∫ y
x
dz γj(DjYR)
+χL T
(0)(x, y) ξi
∫ y
x
dz [0, 1 | 0] γlFLli
+
1
4
χL T
(0)(x, y) ξ/
∫ y
x
dz γjγk FLjk
−1
2
χL T
(0)(x, y) ξ/ ξi
∫ y
x
dz [0, 0 | 1] jLi
−χL T (1)(x, y) ξi
∫ y
x
dz [0, 1 | 1] (∂/jLi )
−χL T (1)(x, y)
∫ y
x
dz [0, 2 | 0] jLk γk
+ ξ/O(ξ−2) + γj FLjkξk O(ξ−2) + O(F 2L) + O(log |ξ2| ξ0) .
A straightforward calculation yields for the elementary traces
FLR+−(P0) = (deg ≤ 1) =
i
2
XL (z T
(−1)
[0] ) (G.20)
FLR−+(P0) = (deg ≤ 2) =
i
2
XL T
(−1)
[0] (G.21)
FLL++(Be) = (deg ≤ 1) = YL(x) T (0)[1] + (deg < 1) (G.22)
FLL+−(Be) = (deg ≤ 0) (G.23)
FLL−+(Be) = (deg ≤ 1) (G.24)
FLL−−(Be) = (deg ≤ 1) = YL(y) T (0)[1] + (deg < 1) (G.25)
FLR++(Bo) = (deg ≤ 1) (G.26)
= vjξk
∫ y
x
dz [0, 1 | 0] FLjk T (0)[0] + (deg < 1) (G.27)
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+
2i
z − z ijkl ξ
i ξ
j
vk
∫ y
x
dz [0, 1 | 0] F lmL (ξm T (0)[0] ) (G.28)
+
i
z − z 
ijkl (ξiξj + ξiξ
(0)
j − ξiξ(0)j ) vk
∫ y
x
dz ξnFLnl T
(0)
[0] (G.29)
FLR+−(Bo) = (deg ≤ 0)
=
i
2
∫ y
x
dz YL YR ((z T
(0)
[2] ) + 4 T
(1)
[2] ) + (deg < 0) (G.30)
−2i YL(x) YR(y) T (1)[2] (G.31)
−1
2
ξi
∫ y
x
dz [0, 0 | 1] jiL ((z T (0)[0] ) + 8 T
(1)
[0] ) (G.32)
+
i
2
ijkl
z ξ
i − z ξi
z − z
∫ y
x
F jkL (ξ
l T
(0)
[0] ) (G.33)
FLR−+(Bo) = (deg ≤ 1)
=
i
2
∫ y
x
dz YL YR T
(0)
[2] + (deg < 1) (G.34)
−1
2
ξi
∫ y
x
dz [0, 0 | 1] jiL T (0)[0] (G.35)
− i
2
ijkl
ξ
i − ξi
z − z
∫ y
x
F jkL (ξ
l T
(0)
[0] ) (G.36)
FLR−−(Bo) = (deg ≤ 1)
= vjξk
∫ y
x
dz [1, 0 | 0] FLjk T (0)[0] + (deg < 1) (G.37)
+
i
2
ijkl ξi vj
∫ y
x
FLkl T
(0)
[0] (G.38)
+
2i
z − z ijkl ξ
i ξ
j
vk
∫ y
x
dz [0, 1 | 0] F lmL (ξm T (0)[0] ) (G.39)
+
i
z − z 
ijkl (ξiξj + ξiξ
(0)
j − ξiξ(0)j ) vk
∫ y
x
dz ξnFnl T
(0)
[0] . (G.40)
Here the totally anti-symmetric symbol ijkl appears because we applied the identity
Tr(χL/R a/ b/ c/ d/) = 2 ((ab)(cd) + (da)(bc)− (ac)(bd)) ∓ 2i ijkl aibjckdl .
Therefore, the corresponding formulas for the opposite chirality are now obtained by
the replacements
L ←→ R , ijkl −→ − ijkl . (G.41)
The elementary traces of the adjoints are computed via (G.19). All other elementary
traces vanish.
Applying (G.17) and the degree estimates for the elementary traces and omitting
all terms quadratic in the field strength, we can factor and estimate the following
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matrix traces,
Tr(FL+ ∆A) = F
LR
+−(P0) F
RL
−+(B
∗
o) + F
LR
+−(Bo) F
RL
−+(P
∗
0 )
+ FLL++(Be) F
LL
++(B
∗
e ) + (deg < 2) (G.42)
Tr(FL− ∆A) = FLR−+(P0) F
RL
+−(B
∗
o) + F
LR
−+(Bo) F
RL
+−(P
∗
0 )
+ FLL−−(Be) F
LL
−−(B
∗
e ) + (deg < 2) (G.43)
Tr(FLs ∆A FLs ∆A) = Tr(FLs ∆A) Tr(FLs ∆A) = (deg < 5) (G.44)
Tr(FLs ∆A FRs ∆A) = (deg < 5) (G.45)
Tr(FL+ ∆A FR− ∆A) = (FLL++(Be) F
LR
+−(P
∗
0 ) + F
LR
+−(P0) F
RR
−− (B
∗
e ))
×(FRR−− (Be) FRL−+(P ∗0 ) + FRL−+(P0) FLL++(B∗e )) + (deg < 5) (G.46)
Tr(FL− ∆A FR+ ∆A) = (FLL−−(Be) F
LR
−+(P
∗
0 ) + F
LR
−+(P0) F
RR
++ (B
∗
e ))
×(FRR++ (Be) FRL+−(P ∗0 ) + FRL+−(P0) FLL−−(B∗e )) + (deg < 5) (G.47)
Tr(FL+ ∆A FL− ∆A) = 0 = Tr(FL− ∆A FL+ ∆A) . (G.48)
If we consider more generally the matrix trace of order l, factorization gives a linear
combination of products of elementary traces as in (G.17) (with k = 2l). Let us esti-
mate the degree of each of these products. Clearly, the number of factors F ·+− equals
the number of factors F ·−+, we denote the number of such pairs by p. Furthermore,
let q be the number of factors F ·· (∆P ·) (where ∆P · stands for either ∆P or ∆P ∗).
According to (G.3), each ∆A contains at least one factor ∆P ·, hence q ≥ l. The num-
ber of factors F ·++ and F ·−− is 2(l − p), and we saw above that each of these factors
must involve ∆P ·, thus q ≥ 2(l − p). Adding our two upper bounds for q gives the
inequality q+p ≥ 3l/2. To estimate the degrees we first note that the degree of the pair
F ·+−(P ·0) F ·−+(P ·0) is three, and is decreased at least by one each time a P ·0 is replaced
by ∆P ·. The total number of factors F ·+−(∆P ·) and F ·−+(∆P ·) is q− 2(l− p). On the
other hand, the degree of each factor F ·++ and F ·−− is at most one. Hence the degree
of the matrix is bounded from below by 3p − (q − 2(l − p)) + 2(l − p) = 4l − (q + p).
Substituting in our above lower bound for q + p gives the degree estimate
Tr(Fc1s1 ∆A · · · Fclsl ∆A) =
(
deg <
5
2
l
)
= (deg < 3l − 1) for l ≥ 3. (G.49)
The above formulas are valid in the case N = 1 of one sector. The generalization
to several sectors is done by inserting suitable operators K· into the traces. This has
no effect on the degree on the light cone, and thus the estimates of the matrix traces
in (G.42–G.49) hold in the general case as well. We substitute the above results for
the elementary traces (G.20–G.40) into (G.42–G.47) and insert the operators K· to
obtain the following explicit formulas:
Tr(FnL+ ∆A) = (deg < 2)
+TrS
{
In YˆL(x) YˆL(y)
}
T
(0)
[1] T
(0)
[1] (G.50)
+
1
4
∫ y
x
dz TrS
{
In Y´L Y`R XR
}
((z T
(0)
[2] ) + 4 T
(1)
[2] ) T
(−1)
[0] (G.51)
−TrS
{
In Y´L(x) Y`R(y) XR
}
T
(1)
[2] T
(−1)
[0] (G.52)
+
1
4
∫ x
y
dz TrS
{
In XL Y´R Y`L
}
(z T
(−1)
[0] ) T
(0)
[2] (G.53)
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+
i
4
ξi
∫ y
x
dz [0, 0 | 1] TrS
{
In j
i
L XR
}
((z T
(0)
[0] ) + 8 T
(1)
[0] ) T
(−1)
[0] (G.54)
− i
4
ξi
∫ x
y
dz [0, 0 | 1] TrS
{
In XL j
i
R
}
(z T
(−1)
[0] ) T
(0)
[0] (G.55)
+
1
4
ijkl
z ξ
i − z ξi
z − z ξ
l
∫ y
x
TrS
{
In F
jk
L XR
}
T
(0)
[0] T
(−1)
[0] (G.56)
+
1
4
ijkl
ξ
i − ξi
z − z ξl
∫ x
y
Trx
{
In XL F
jk
R
}
(z T
(−1)
[0] ) (T
(0)
[0] ) (G.57)
Tr(FnL− ∆A) = (deg < 2)
+TrS
{
In YˆL(y) YˆL(x)
}
T
(0)
[1] T
(0)
[1] (G.58)
+
1
4
∫ y
x
dz TrS
{
In Y´L Y`R XR
}
T
(0)
[2] (z T
(−1)
[0] ) (G.59)
+
1
4
∫ x
y
dz TrS
{
In XL Y´R Y`L
}
T
(−1)
[0] ((z T
(0)
[2] ) + 4 T
(1)
[2] ) (G.60)
−TrS
{
In XL Y´R(y) Y`L(x)
}
T
(−1)
[0] T
(1)
[2] (G.61)
− i
4
ξi
∫ x
y
dz [0, 0 | 1] TrS
{
In XL j
i
R
}
T
(−1)
[0] ((z T
(0)
[0] ) + 8 T
(1)
[0] ) (G.62)
+
i
4
ξi
∫ y
x
dz [0, 0 | 1] TrS
{
In j
i
L XR
}
T
(0)
[0] (z T
(−1)
[0] ) (G.63)
−1
4
ijkl
ξ
i − ξi
z − z ξ
l
∫ y
x
TrS
{
In F
jk
L XR
}
T
(0)
[0] (z T
(−1)
[0] ) (G.64)
−1
4
ijkl
z ξ
i − z ξi
z − z ξ
l
∫ x
y
TrS
{
In XL F
jk
R
}
T
(−1)
[0] T
(0)
[0] (G.65)
Tr(FnL+ ∆A Fn′R− ∆A) = (deg < 5)
−1
4
TrS
{
In
(
YˆL(x)XL T
(0)
[1] (z T
(−1)
[0] ) − XL YˆR(x)(z T
(−1)
[0] ) T
(0)
[1]
)
× In′
(
YˆR(y)XR T
(0)
[1] T
(−1)
[0] − XR YˆL(y) T
(−1)
[0] T
(0)
[1]
)}
(G.66)
Tr(FnL− ∆A Fn′R+ ∆A) = (deg < 5)
−1
4
TrS
{
In
(
YˆL(y)XL T
(0)
[1] T
(−1)
[0] − XL YˆR(y) T
(−1)
[0] T
(0)
[1]
)
× In′
(
YˆR(x)XR T
(0)
[1] (z T
(−1)
[0] ) − XR YˆL(x) (z T
(−1)
[0] ) T
(0)
[1]
)}
(G.67)
G.4. Perturbation of the Non-Zero Eigenvalues
In §7 we calculated the eigenvalues λncs of A in the presence of chiral and scalar
potentials to the leading degree 3, (6.1.10). Now we shall compute the contributions
to the non-zero eigenvalues of degree two, denoted by ∆λncs, n = 1, . . . , 7 (the kernel
of A will be considered in §G.5). To this end, we need to analyze the matrix A on the
invariant subspaces ImGk. First, we choose for fixed k > 1 a convenient basis of ImGk
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as follows. The degeneracy of the unperturbed eigenspace ImFk can be described by
the index set I,
I = {(ncs) with λncs = λk} . (G.68)
Note that, according to (6.1.10), s is the same for all elements (ncs) ∈ I, provided
that the eigenvalue is non-zero. The index c, however, may take both values L and R,
giving rise to the partition of I into IL and IR,
IL/R = {(ncs) ∈ I with c = L/R} .
The set I can be used to index a basis of Fk; namely we choose
(φncs)(ncs)∈I with 0 6= φncs ∈ Im Fncs . (G.69)
It is convenient to assume that the basis vectors are related to each other by
φn′cs = Kn′n φncs , φn′c¯s = Kn′n v/ φncs ; (G.70)
this can clearly arranged according to (G.13–G.15). Since Fk projects onto a null
space, the inner product of any two basis vectors φncs vanishes. Thus in order to be
able to evaluate vectors in ImFk using the scalar product, we choose a “dual basis”
(φncs)(ncs)∈I of ImF ∗k given by
φncs ∈ Im F ∗ncs , φn
′cs = Kn′n φ
ncs , φn
′c¯s = Kn′n v/ φ
ncs . (G.71)
The basis vectors and their duals are orthogonal in the sense that for (ncs) 6= (n′c′s),
<φncs | φn′c′s> = <F ∗ncs φncs | Fn′c′s φn′c′s> = <φncs | Fncs Fn′c′s φn′c′s> = 0 .
We normalize the basis vectors such that
<φncs | φn′c′s> = δnn′ δcc′ for all (ncs), (n′c′s) ∈ I. (G.72)
Next we introduce a basis (ψncs)(ncs)∈I of the invariant subspace ImGk by applying
the projector Pk to the φncs,
ψncs = Gk φncs . (G.73)
Finally, we introduce a basis (ψncs)(ncs)∈I which is dual to (ψncs). We must be care-
ful because projecting on Im(Gk) and Im(Gk), respectively, does not preserve the
orthonormality; more precisely,
Sncsn′c′s ≡ <G∗k φncs | ψn′c′s> = <G∗k φncs |Gk φn′c′s>
= < φncs |Gk | φn′c′s>
in general
6= δnn′ δcc′ . (G.74)
But S is a perturbation of the identity, and thus it can be inverted within the perturba-
tion expansion by a Neumann series. This makes it possible to introduce (ψncs)(ncs)∈I
by
ψncs =
∑
(n′c′s)∈I
(S−1)ncsn′c′s G
∗
k φ
n′c′s . (G.75)
A short calculation shows that this basis of ImG∗k is indeed dual to (ψncs) in the sense
that
<ψncs | ψn′c′s> = δnn′ δcc′ for all (ncs), (n′c′s) ∈ I. (G.76)
Using the basis (ψncs) and its dual (ψ
ncs), we can write down matrix elements of
A,
Ancsn′c′s = <ψ
ncs |A | ψn′c′s> for (ncs), (n′c′s) ∈ I. (G.77)
From the orthonormality (G.76) one sees that Ancsn′c′s is indeed a matrix representation
for A in the basis (ψncs), and thus the eigenvalues of A on the invariant subspace
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ImGk are obtained simply by diagonalizing this matrix. In the unperturbed case (i.e.
if ∆A = 0), the matrix Ancsn′c′s simplifies to
Ancsn′c′s = <φ
ncs |A0 | φn′c′s> = <φncs |A0 Fn′c′s φn′c′s>
= λk <φ
ncs | φn′c′s> = λk δnn′ δcc′ ,
in agreement with the fact that ImFk is an eigenspace of A0 corresponding to the
eigenvalue λk. Thus we see that the matrix elements A
ncs
n′c′s are to leading order on the
light cone of degree 3. In the following theorem we compute the matrix elements up
to contributions of degree < 2.
Theorem G.4.1. We consider the fermionic projector in the presence of chiral and
scalar potentials (6.0.5) and in composite expressions disregard all terms quadratic in
the field strength. Then for all k = 2, . . . ,K and (ncs), (n′c′s) ∈ I,
Ancsn′c′s = λk δ
n
n′ δ
c
c′ + δ
c
c′ Tr (Fncs ∆AKn′n)
+δcc′
∑
l 6=k
1
λk − λl Tr (Fncs ∆A Fl ∆AKn
′n) + (deg < 2). (G.78)
Proof. We begin by computing the matrix S, (G.74), and its inverse. This
calculation will also illustrate how the relations (G.70) and (G.71) make it possible
to rewrite expectation values as matrix traces and thus to apply the results of §G.2
and §G.3. In the case c = c′, we obtain from (G.74) and (G.70),
Sncsn′cs = <φ
ncs |Gk | φn′cs> = <φncs |Gk |Kn′n φncs>
(G.69,G.71)
= <F ∗ncs φ
ncs |Gk Kn′n | Fncs φncs>
= <φncs | Fncs Gk Kn′n Fncs | φncs>
(∗)
= Tr (Fncs Gk Kn′n) <φ
ncs | Fncs | φncs>
= Tr (Fncs Gk Kn′n) <φ
ncs | φncs> (G.72)= Tr (Fncs Gk Kn′n) ,
where in (*) we used that Fncs projects on a one-dimensional subspace. If we sub-
stitute the perturbation expansion for Gk, (G.6), into the obtained matrix trace, the
estimate (G.49) shows that the orders n > 2 yield contributions to S of degree < −1.
Thus it suffices to consider for Gk the second order expansion (G.8). This gives
Sncsn′cs = δ
n
n′ −
∑
l 6=k
1
(λk − λl)2 Tr (Fncs ∆A Fl ∆AKn
′n) + (deg < −1) . (G.79)
Note that of the matrix trace appearing here we need to take into account only the
leading contributions of degree 5; these are easily obtained from (G.66) and (G.67).
In the case c 6= c′, we obtain similarly
Sncsn′c¯s = <φ
ncs |Gk Kn′n v/ φncs> = Tr (Fncs Gk Kn′n v/) .
We again substitute in the expansion for Gk (G.8). As a consequence of the additional
factor v/, the contribution to zeroth order in ∆A now drops out. The first order
contribution to Sncsn′c¯s is∑
l 6=k
1
λk − λl (Fncs ∆A Fl Kn
′n v/) =
1
λncs − λn′c¯s (Fncs ∆A Fn
′c¯s Kn′n v/)
=
1
λncs − λn′c¯s (Fncs ∆AKn
′n v/) = (deg < −1) ,
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because according to (G.18) and (G.26) the last matrix trace has degree ≤ 1. Here we
implicitly assumed that λncs 6= λn′c¯s, because otherwise we clearly get zero. A straight-
forward calculation using the factorization formula (G.17) as well as the estimates for
the elementary traces following (G.20) shows that the second order contribution to
Sncsn′c¯s also is of degree < −1. We conclude that
Sncsn′c¯s = (deg < −1) . (G.80)
Now we can take the inverse of the expansions (G.79) and (G.80). This gives
(S−1)ncsn′c′s = δ
n
n′δ
c
c′+δ
c
c′
∑
l 6=k
1
(λk − λl)2 Tr (Fncs ∆A Fl ∆AKn
′n)+(deg < −1). (G.81)
We next compute the expectation values
<φncs |AGk | φn′c′s>
up to contributions of degree < 2. The method is the same as for the above calculation
of the matrix S. In the case c = c′, we obtain the following matrix trace,
<φncs |AGk | φn′cs> = <φncs |AGk Kn′n | φncs>
= <φncs | Fncs AGk Kn′n Fncs | φncs> = Tr (Fncs AGk Kn′n) .
Substituting in (G.1) and (G.6), the estimate (G.49) shows that it suffices to take into
account Gk to second order (G.8). We get
<φncs |AGk | φn′cs> = λk δnn′ δcc′ + Tr (Fncs ∆AKn′n)
+
∑
l 6=k
1
λk − λl Tr (Fncs ∆A Fl ∆AKn
′n)
−
∑
l 6=k
λk
(λk − λl)2 Tr (Fncs ∆A Fl ∆AKn
′n) + (deg < 2). (G.82)
In the case c 6= c′, we can rewrite the expectation value as follows,
<φncs |AGk | φn′c¯s> = <φncs |AGk Kn′n v/ | φncs> = Tr (Fncs AGk Kn′n v/) .
If we substitute in (G.1) and (G.8), factor the resulting matrix traces and use the
estimates of the elementary traces of §G.3, we obtain that
<φncs |AGk | φn′c¯s> = (deg < 2) . (G.83)
In order to bring the matrix elements (G.77) into a suitable form, we substitute
the definitions (G.73) and (G.75) into (G.77) to obtain
Ancsn′c′s =
∑
(n˜c˜s)∈I
(S−1)ncsn˜c˜s <G
∗
k φ
n˜c˜x |A |Gk φn′c′s>
=
∑
(n˜c˜s)∈I
(S−1)ncsn˜c˜s <φ
n˜c˜x |AGk | φn′c′s> ,
where in the last step we used that Gk commutes with A (as the projector on an
invariant subspace). Putting in the expansions (G.81) and (G.82, G.83) gives the
result.
If there are no degeneracies, the above theorem reduces to the well-known formula
of second order perturbation theory. The important result is that to the considered
degree on the light cone, the matrix elements Ancsn′c′s are all zero if c 6= c′. In other
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words, the left- and right-handed components are invariant subspaces of A. This fact
immediately gives the following corollary.
Corollary G.4.2. Consider the fermionic projector in the presence of chiral and
scalar potentials (6.0.5), were in composite expressions we disregard all terms quadratic
in the field strength. Suppose that the matrix Ancsn′c′s, (G.78), is diagonal in the sector
indices n, n′ for all k = 2, . . . ,K. Then for n = 1, . . . , 7, the contributions to the
eigenvalues of degree two are
∆λnL+ = Tr(FnL+ ∆A) +
8∑
n′=1
1
λnL+ − λn′R− Tr(FnL+ ∆A Fn
′R− ∆A) (G.84)
∆λnL− = Tr(FnL− ∆A) +
8∑
n′=1
1
λnL− − λn′R+ Tr(FnL− ∆A Fn
′R+ ∆A) . (G.85)
The traces appearing here are given explicitly by (G.50–G.67), where the line inte-
grals are in phase-free form. The corresponding formulas for the opposite chirality are
obtained by the replacements (G.41).
Proof. The result is an immediate consequence of Theorem G.4.1 and the esti-
mates (G.42–G.48).
G.5. Perturbation of the Kernel
The results of the previous section do not apply to the kernel of A. The reason is
that for k = 1, the index set I, (G.68), is
I = {(ncs) with n = 8, c = L/R, s = ±} ,
and this index set contains both elements with s = + and s = −, giving rise to
different types of matrix elements. On the other hand, the situation for the kernel is
easier because the unperturbed spectral projector on the kernel satisfies the relations
X∗ F1 X = 0 (G.86)
χR F1 X = 0 = X
∗ F1 χL , (G.87)
and furthermore we can simplify the calculations using that λ1 = 0. Using these
relations, it follows that, neglecting all contributions of degree < 2, the dimension of
the kernel is not affected by the perturbation.
Theorem G.5.1. Consider the fermionic projector in the presence of chiral and
scalar potentials (6.0.5) and assume that the fermionic projector is weakly causality
compatible (see Def. 7.1.1). Suppose that in composite expressions all terms quadratic
in the field strength are discarded. Then
AG1 = (deg < 2) .
Proof. Using the definition (G.5),
AG1 =
1
2pii
∮
|z|=ε
A (z −A)−1 dz = 1
2pii
∮
|z|=ε
(
z (z −A)−1 − 1) dz
=
1
2pii
∮
|z|=ε
z (z −A)−1 dz .
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Performing the perturbation expansion gives, similar to (G.6),
AG1 =
∞∑
n=0
1
2pii
∮
|z|=ε
z
(
(z −A0)−1 ∆A
)n
(z −A0)−1 dz . (G.88)
When we substitute in (G.7) and carry out the contour integral with residues, we get
zero unless the factor z is differentiated. For this to occur, the pole at z = 0 must
be at least of order two, and thus we need to take into account only the orders in
perturbation theory n ≥ 2. If n > 2, we can as in the previous section transform the
matrix products into matrix traces, and the estimate (G.49) yields that the resulting
contributions to AG1 are of degree < 2. Thus it suffices to consider the second order
in perturbation theory,
AG1 =
1
2pii
∮
|z|=ε
z (z −A0)−1 ∆A (z −A0)−1 ∆A (z −A0)−1 dz + (deg < 2)
= −
K∑
l=2
1
λl
(Fl ∆A F1 ∆A F1 + F1 ∆A F1 ∆A Fl + F1 ∆A Fl ∆A F1)
+ (deg < 2) (G.89)
The weak causality compatibility condition implies that
X P (x, y) = P (x, y) = P (x, y)X∗ , (G.90)
and similarly for composite expressions in the fermionic projector. As a consequence,
the first two matrix products in (G.89) vanish; namely,
∆A F1 ∆A = (∆AX
∗) F1 (X ∆A) = ∆A (X∗ F1 X) ∆A
(G.86)
= 0 .
In the last matrix product in (G.89) we can apply (G.87),
F1 ∆A Fl ∆A F1 = F1 (X ∆A) Fl (∆AX
∗) F1 = χL F1 ∆A Fl ∆A F1 χR . (G.91)
Next we substitute (G.4), rewrite the resulting operator products as matrix traces, fac-
tor these matrix traces into elementary traces, and apply the estimates of §G.3. This
straightforward calculation shows that the matrix product (G.91) is of degree < 5 on
the light cone. From (G.89) we conclude that AG1 is of degree < 2.
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