Abstract. Early olfactory pathway responses to the presentation of an odor exhibit remarkably similar characteristics across phyla from insects to mammals, and frequently involve transitions among quiescence, collective network oscillations, and asynchronous firing. We investigate whether a robust bifurcation structure can describe such transitions, and take the locust, which appears to have one of the simpler early olfactory pathway architectures, as a representative example. Using an integrate-and-fire (I&F) model, we reproduce relevant results of both experimental measurements and detailed models of early olfaction dynamics and odor discrimination. By further idealizing the I&F description and finally reducing it to a firing-rate (FR) model, we find the bifurcation structure underlying a transition typical of the early odor response to be a slow passage through a saddle-node-on-an-invariant-circle (SNIC) bifurcation, which arises due to the interaction among the fast-varying excitation and fast and slowly-varying inhibition.
Introduction
The detection of odors appears to follow fairly universal principles across several animal phyla ranging from insects to mammals, as witnessed by the fact that a number of shared anatomical and functional attributes of the olfactory pathways appear to have evolved or convergently co-evolved in these phyla [23, 14, 31, 34] . Partly due to such shared attributes, a significant effort has been focused on experimentally studying insects as animal models for olfaction [59, 25, 12, 71] . One widely shared physiological attribute is the presence of fast, synchronized, collective oscillations in the dynamics taking place along early olfactory pathways [31, 65, 29] .
Despite the many similarities, precise details of early olfaction differ from species to species, even just among insects [9, 2, 46, 52, 71, 22] . For example, the neuronal network connectivity architecture in the antennal lobe (AL) of frequently-studied insect species appears to increase in complexity from the locust [46] , fruit fly [52, 71] , and sphynx moth [22] to the honey bee [9, 2] . (The AL is the insect analog of the mammalian olfactory bulb [31] , and is where the neuronal computations that are believed to reformat the olfactory stimuli take place before the stimuli are transmitted to the appropriate downstream brain area [23, 69, 14, 11, 1, 31, 77] .) In addition, different types of excitatory and inhibitory currents on time scales varying from a few to few hundreds of milliseconds are believed to be involved [82, 2, 21] .
The above interspecies architectural and physiological differences are reflected in the properties of the AL network dynamics, and, in particular, the degree to which synchronized collective oscillations are present as part of these dynamics. Network oscillations seem to play less of a role in the AL dynamics of the fruit fly [74, 71] , while they appear with varying degrees of prominence in the early olfactory pathway dynamics of the locust [35] , honey bee [67] , and sphinx moth [22] . Many of these architectural, physiological, and dynamical differences are captured by recent theoretical models of the AL in the fruit fly [56] , moth [44] and locust [53, 4] .
We are interested in uncovering possible basic, robust network mechanisms that may underlie collective insect AL dynamics, such as the interaction among a set of different time scales of excitation and inhibition in the corresponding neuronal network, as well as mathematical structures that can be used to describe such mechanisms. In this paper, we begin this task by investigating the simplest AL and its corresponding dynamics, which appear to be those of the locust.
The dynamics and stimulus processing taking place in the locust AL have been studied especially thoroughly, both experimentally and theoretically [46, 36, 40, 38, 37, 3, 4, 53, 54, 65] . A hypothesized network architecture and dynamical scenario that emerge from these studies are as follows: The locust AL network is composed of excitatory projection neurons (PNs) and inhibitory local neurons (LNs), which are believed to communicate through fast excitatory (2-5 ms) and fast (30-40 ms) and slow (200-300 ms) inhibitory currents [38, 4, 3] . (The origin of the slow inhibitory current has not yet been determined in the locust, but has been found in other species, for example in the cultured honey bee AL [2] and in the moth [50, 51] .) The PNs generate action potentials while the LNs generate long, 20-30 ms calcium spikes [46, 3, 4] . Upon receiving the stimulus from the olfactory receptor neurons that reside on the antennae, the AL network begins generating collective oscillations with frequency ∼ 20 Hz [36, 38, 22] , detectable from the local field potential, which is related to the average excitatory neuron voltage over the network [37, 41] . Following a brief quiescent period [39] , the neurons' firing rates modulate slowly in a manner determined by the stimulus for about 1 second until they reach a steady state [80] . After the odor subsides, the excitatory neuronal firing rates again exhibit such slow modulation while they settle back into baseline equilibrium during the next few seconds [48] .
As previously mentioned, a number of theoretical and computational works have tackled the question of accurately reproducing the above dynamical scenario using model neuronal networks with a great amount of detail, employing Hodgkin-Huxley equations with detailed current dynamics [3, 4, 64, 65, 53, 54] , in particular, in an attempt to identify the olfactory neural code in the locust. Two complementary hypotheses for odor-encoding mechanisms have emerged from these studies. The first is temporal binding [63, 76, 12, 42] , expressed by a group of neurons that consistently participate in all the cycles of the initial AL network oscillations within about 500 ms from the stimulus onset [54] . These oscillations appear to be generated by the interaction between the excitation and fast inhibition, and damped by the growing presence of slow inhibition. The second is slow patterning, the collective time dependence of the firing-rate trajectories traced out by the excitatory neurons in the AL over 2-4 seconds, generated by the interplay between the excitation and slow inhibition in the lobe [3, 4, 68] . The first mechanism is believed to help the insect detect a brief plume of a transient odor, while the second may sharpen the identification of a persistent odor [53, 54] .
Here, we further dissect the dynamical scenario discussed in the previous two paragraphs. Specifically, as stated above, we investigate whether the three stages of its dynamical evolution may be generated by a robust network mechanism primarily mediated by the interplay among the fast excitatory and fast and slow inhibitory synaptic current pulses driving the neuronal dynamics in the locust AL. Following the approach outlined in ref. [57] for the example of the primary visual cortex, we seek the answer by embarking on a progression of idealizations, beginning with recasting the description of the AL dynamics in terms of a conductance-based I&F model point-neuron network [6, 7] . After we have chosen the appropriate rise and decay time scales of the stereotyped postsynaptic conductance responses that reflect both the presynaptic input and synaptic receptor time courses, we see that this model indeed reproduces the above three-stage dynamical scenario, including its time scales, and thus confirms the presence of a robust network mechanism. Moreover, an appropriately driven, sparsely-coupled I&F network also reproduces the dynamical behavior conjectured to underlie the above two hypothesized odor-encoding mechanisms, and, in particular, is able to capture odor discriminability via these two mechanisms.
In order to yet better isolate the structure of the above three-stage dynamical scenario, and possibly its underlying physiological mechanism, we give up on modeling specific odors and instead apply a white odor, which is assumed to drive all excitatory and all inhibitory neurons in the network uniformly. We also replace sparse with all-to-all network coupling, thus idealizing the network architecture. With each of these subsequent idealizations, the dynamical scenario only becomes more pronounced in that the initial oscillations become better synchronized and the quiescent period less noisy, with this period still followed by an interval of slowly-modulated neuronal firing rates that reach a steady state before the odor subsides.
Synchronization of network oscillations and their subsequent desynchronization due to the interaction of fast and slow inhibitory time scales was already described using the quadratic I&F model in ref. [47] . Our aim is to take the idealization process yet further and reveal a simple bifurcation structure underlying the above three-stage dynamical scenario. In particular, stimulating the system with a white odor-like input, we coarse grain the dynamics of the aggregate excitatory and fast and slow inhibitory network conductance responses using a four-dimensional, slow-fast firing-rate (FR) model [72, 60, 61, 8] . This model again reproduces the three-stage dynamical scenario, thus pointing to the underlying physiological mechanism as the interplay among the fast excitatory and fast and slow inhibitory time scales, and also leads us to identify the corresponding mathematical structure as a slow passage through a SNIC bifurcation.
The remainder of the paper is organized as follows. In Section 2, we present the I&F model, diagnostic tools that we use to highlight and quantify the model's ability to reproduce experimentally observed dynamics, and a heuristic derivation of the four-dimensional FR model (with details in Appendix A). In Section 3.1, we confirm that our I&F model reproduces the features of the more realistic models and experiments by reproducing the three-stage dynamical scenario, different slow patterns of neuronal firing-rate trajectories as a result of different odor stimuli, and the presence of temporally bound neurons that discriminate among the odors. In Section 3.2, we submit the point-neuron model to a sequence of idealizations, the last one of which will allow for coarse graining, and yet will retain the above three-stage dynamical scenario. In particular, the last network is all-to-all coupled, receives a "white odor stimulus," and is mean-driven. In Section 3.3, we describe how the FR model reveals the mathematical structure underlying the network mechanism as a slow passage through a SNIC bifurcation. Conclusions and further discussion can be found in Section 4. The details of the FR model derivation can be found in Appendix A. A linearized version of the FR model is presented in Appendix B. Its derivation is presented in Appendix B.1 and the presence of a unique limit cycle in this linearized model is verified in detail in Appendix B.2.
Methods

2.1.
Integrate-and-Fire Model. We build a model of N conductance-based, integrate-and-fire (I&F) point neurons with two time scales for inhibitory postsynaptic responses. The evolution of the membrane potential of the i th neuron in the network, v i (t) for i = 1, . . . , N , is governed by the equation
whenever v i (t) is below the firing threshold, V T . Here, τ is the membrane time constant, g E i (t), g F i (t), and g S i (t) are the neuron's time-dependent excitatory, fast inhibitory, and slow inhibitory conductances, respectively, and ε R , ε E , ε F , and ε S , are the reversal potentials corresponding to the leakage, excitatory, fast inhibitory, and slow inhibitory conductances, respectively, with ε S < ε F < ε R < V T < ε E . The event when v i (t) reaches the firing threshold, v i (t) = V T , represents the neuron firing an action potential. We do not model this action potential explicitly, but rather reset v i (t) to ε R , hold it there for a refractory period of 5 ms, and update the postsynaptic conductances according to the rule described below.
In the locust, the excitatory neurotransmitter is acetylcholine [32] . A detailed model of the corresponding receptor response is used in [4, 3, 53, 54] . In our idealization, and with an eye on further coarse graining our model, we instead model the postsynaptic excitatory-response shape using the stereotypical form of te −t/σ E . What we do need to capture accurately, however, is the time scale of the excitatory conductance, which is still achieved using the stereotypical form of the conductance response. Thus, we use the excitatory conductance decay rate σ E = 1-2 ms, corresponding to the excitatory time scale of 2-4 ms [53] . (Note that in the response form te −t/σ , the decay rate σ is not the true length of the response; the response is longer.) This stereotyped form is widely used, for example, in the modeling of the mammalian primary visual cortex [66, 49, 6] , and is similar to that generated by an AMPA receptor [26] .
The inhibitory neurons generate calcium-dependent "spikes" [40] , which, in contrast to action potentials, are prolonged increased levels of activity, lasting approximately 20 ms. Nonetheless, in our I&F model network, we give up on accurately modeling the inhibitory neurons' membrane potentials, and focus on capturing the correct time scale of the postsynaptic inhibitory conductance response. We thus again model the fast inhibitory conductances by the stereotypical form te −t/σ F , adjusting its decay rate to match the corresponding correct time scale and therefore we take σ F = 4-8 ms. This amounts to a lengthening of the time scale of the fast conductance response as compared to the true GABA A receptor response time of 3-5 ms [53] , to account for the duration of the calcium spike. (Again, note that the response time scale is longer than the decay constant, σ F .)
A slow, inhibitory current with a response time of several hundred milliseconds and the corresponding GABA B receptors have been determined to exist in the honey bee and moth, but not yet in the locust, although these insects all appear to have similar olfactory systems [21, 2, 22] . Thus, as in refs. [3, 4, 53, 54] , we include such a current in our model. To conform with the rest of our modeling approach, we drive this current by a stereotyped slowly-changing, inhibitory conductance response of the form (e −t/ρ S − e −t/σ S )/(ρ S − σ S ) [73, 6] , with rise time scale ρ S = 420-500 ms and decay time scale σ S = 600-800 ms, that is initiated concurrently with the fast inhibitory conductance response. (A more realistic slow conductance response is described in refs. [3, 4, 53, 54] ).
The stereotyped excitatory, fast inhibitory, and slow inhibitory conductance responses for the i th neuron are governed by second-order kinetics, described by the equations
with P = E, F , and S and δ(·) the Dirac-delta function. The synaptic strengths are encoded in the coefficients S E i , S F i and S S i ; they each take one of two values depending on the i th neuron's type (E or I), and are scaled by the size of the corresponding population (N E or N I ) in anticipation of future coarse graining over large networks. We keep the ratio N E /N I = 3 constant, as has been observed in the locust [45] .
The parameters p E ji , p F ji , and p S ji are the elements of three different network adjacency matrices: p P ji = 1 (recall P = E, F , and S) if the corresponding type of synaptic connection is present from neuron j to neuron i, and p P ji = 0 otherwise. The network is constructed by randomly choosing synaptic connections between pairs of neurons with the following probabilities: p E E and p E I for excitatory connections to excitatory and inhibitory neurons, respectively, p F E and p S E (p F I and p S I ) for fast and slow inhibitory connections to excitatory (inhibitory) neurons. Ample experimental evidence (for now only in insects other than the locust) points to the fact that the fast and slow inhibitory receptors are colocalized [2, 15, 13, 10] , so we take p F ji = p S ji in Section 3.1. However, our model also lets us explore the possibility of non-colocalized receptors (p F ji = p S ji ), which we do in Section 3.2.
The times t j µ appearing in the Dirac-delta functions of Eq. (2) represent the µ th spike-time of the j th neuron. At such times, the corresponding h P i of the postsynaptic neurons jump by the prescribed amounts, S P i /N Q , (Q = E, or I). Equation (2) also includes external-drive spikes from both an odor-specific source with strength f odor i and a background source with strength f i . We model the presentation of an odor by driving a subset of neurons (typically 1/3 of them) with a set of excitatory external spikes at times τ i l , generated by a set of independent Poisson processes with common rate ν odor and strength f odor E or f odor I , depending on the i th neuron's type (E or I). The external spikes drive only the excitatory conductance, but are received by both the excitatory and inhibitory neuronal populations.
While it is experimentally known that both excitatory PNs and inhibitory LNs receive the same input from odor receptor neurons [2, 31] , if we were to drive the neurons with equal strength in the I&F model, they would statistically fire at the same time. The firing of the model inhibitory neurons in our I&F network would thus artificially suppress the firing of the model excitatory neurons due to the strong, immediate inhibitory receptor response, as opposed to the more gradual inhibitory response in the insect, which is due to the lower intensity but longer duration of the calcium spikes. Due to this slower time scale and lower intensity of the inhibitory transmitter release, such suppression is therefore not observed in the insect. The resulting inhibitory currents instead depress the voltages of most excitatory neurons within a specific time period after they fired, thus setting the time scale for fast oscillations [5] . In order to properly model this scenario, in particular to prevent premature effects of firings of inhibitory neurons from suppressing the voltages of too many excitatory neurons before they fired, we need to drive the model inhibitory neurons at a slightly lower strength than the model excitatory neurons, i.e., f odor I < f odor E , so that the bulk of them fire after the excitatory neurons have fired.
The background noise drives the excitatory conductances of all neurons with spikes of strength f i , taking one of two values, f E or f I , depending on the i th neuron's type (E or I). We model the arrival times of the background spikes, γ i k , to each neuron with independent Poisson processes, all with an identical rate, ν.
The model is normalized such that ε R = 0, ε E = 14/3, ε F = −2/3, ε S = −9/5, and V T = 1. We integrate the model equations numerically using an algorithm developed in ref. [62] , which employs the second-order Runge-Kutta method for integrating the potential equation between neuronal spikes, linear interpolation to find the spike times and reset the membrane potential, and an exact solution for the conductance equations.
Diagnostic Tools.
Here we describe the tools that we use to confirm that our I&F model captures realistic dynamics exhibited by more intricate network models and the antennal lobe itself. We use the same tools as in refs. [48, 53, 54] for ease of comparison.
2.2.1. Power Spectral Density (PSD). We use the PSD to determine the dominant frequencies at which the model network oscillates and the time dependence of the instantaneous power contained in them [19, 75] . We measure network activity as the average voltage across all the excitatory neurons in the network, which is roughly related to the local field potential (LFP) measured experimentally [35, 53] . We thus refer to this average excitatory neuron voltage as the LFP of the simulation. We compute the PSD as the magnitude of the discrete Fourier transform calculated using MatLab's built-in fft routine (which is based on the FFTW algorithm [18] ) over a given time window of the LFP data.
We compute the amount of power in a given frequency band as a function of time by applying a moving time window to the LFP data. Specifically, we move a 300 ms time window in increments of 50 ms over the LFP and extract the amount of power in three dominant frequency bands: 6 to 14 Hz, 16 to 24 Hz, and 26 to 34 Hz, by integrating the PSD over each of these frequency bands. We then average this total power of the PSD within each frequency band over 20 simulations of the dynamics. In each simulation, we vary the realization of the external drive to the network.
Binding Index (BI)
. This value, introduced in ref. [54] , is used to determine odor-specific triplets of excitatory neurons (PNs) that with high probability fire together during each cycle in the initial oscillatory phase of the network dynamics. The binding index is defined as
where P j,k|i is the conditional probability that excitatory neurons j and k spike, given that excitatory neuron i spikes. Numerically, P j,k|i is calculated by creating a 20 ms window around each spike time of neuron i and determining if neurons j and k both spike within that window. The number of times this occurs divided by the total number of times neuron i spikes is our estimate of the conditional probability P j,k|i . For a given i, j, k triplet (order non-specific), if BI i,j,k ≥ b, where b is a specified threshold, then we consider the triplet temporally bound.
Principal Component Analysis (PCA).
We use PCA [27] to visualize the dynamics of the entire network in a reduced three-dimensional space, highlighting the odor-specific trajectory that the I&F dynamics traverse after odor presentation. (Cf. refs. [48, 53] .) For a fixed network structure, we created three odors by stimulating three different subsets of 1/3 of the neurons. For each odor, we ran 50 realizations of the dynamics and sorted the firing times of each of the PNs into 50 ms bins. We applied MatLab's PCA function to this trial-averaged matrix of spike-count data to extract the first three dominant components.
2.3.
Firing-Rate Model. We achieve a further idealization of the network dynamics by using a firing-rate (FR) model, which we describe here. In particular, in this FR model, we replace the detailed neuronal voltages and spike trains generated by the I&F model by the time-dependent neuronal firing rates, m E (t) and m I (t), for typical excitatory and inhibitory neurons, respectively. Having reduced the dynamics to two populations of statistically equivalent neurons, we consider only the case in which all neurons in a population are equally driven when an odor is presented, i.e., there is a uniform external-drive term for each population. The firing rates for these two populations in turn, drive the neuronal conductances, g E (t), g F (t) and g S (t), which feed back into the firing rates, thus closing the system. Specifically, we heuristically derive the FR model by employing the following assumptions:
(i) We consider the mean-driven regime, in which both network-generated and external-drive spikes are small and arrive at high rates. Sums over incoming spike trains in Eqs. (2) are thus replaced by continuous functions representing the incoming firing rates, since they produce the same conductance dynamics. (ii) Individual synaptic connections are replaced by the corresponding connection probabilities, p E i , p F i , and p S i , where each probability takes one of the corresponding two values, p P Q , P = E, F , and S, Q = E or I, depending on the i th neuron's type, as described in the second paragraph below Eqs. (2) . In this way, firing rates are scaled by the average number of synaptic connections. Together with the coupling strengths, S E i , S F i , and S S i , where each coupling strength likewise takes one of the corresponding two values, S P Q , P = E, F , and S, Q = E or I, the network-drive terms in Eqs. (2) become
, and
We assume that the per-neuron firing rates, m E (t) and m I (t), vary slowly in comparison to changes in the membrane potential and further assume that the total conductance is high, allowing us to treat the voltage in Eq. (1) as a constant coefficient differential equation. We can then directly solve for m E (t) and m I (t) as the multiplicative inverses of the time for the corresponding voltage solutions to reach threshold from reset. (iv) We neglect the refractory period.
(v) Additionally, we assume that the excitatory and fast inhibitory conductances have infinitely fast rise times so that the secondary variables h E (t) and h F (t) are adiabatically eliminated, and only the dynamics of the fast conductance variables themselves are considered. In contrast to the I&F model, we thus use only first-order kinetics for the fast variables here. Consequently, the values of the excitatory and fast inhibitory conductance decay rates, σ E and σ F , respectively, must be readjusted so that the conductance responses have the appropriate duration lengths.
Note that, in the FR model, it is even more important to drive the inhibitory neuron population somewhat less than the excitatory neuron population, since otherwise they would want to fire together and so all the firing would be suppressed.
With the above assumptions (i) through (v), the equations for the conductances become
with Q = E or I for the excitatory or inhibitory population, respectively. (Details of the derivation are presented in Appendix A.)
In Appendix A, we show that the two firing rates are given by the equation
Here, {x} + = x if x > 0, and zero otherwise, and
When the denominator inside the logarithm in Eq. (4) vanishes, we define the corresponding firing rate, m Q , Q ∈ {E, I}, to also vanish. Thus, m Q (t) is a piecewise-defined, continuous function with m Q (t) = 0 when
and given by Eq. (4) otherwise.
We use the following simple relations between pairs of variables in Eqs. (3):
to define the effective conductance variables g E , g F , and g S , and transform the firing rates in Eq. (4) to become
,
The conditions for which the firing rates in Eq. (8a) do not vanish become
As in Eq. (4), when the denominator of M Q vanishes, the corresponding firing rate, m Q (t) in Eq. (8a), is set to zero. Using the relations in Eqs. (7), pairs of equations in Eqs. (3) for each type of conductance become redundant and the system can be reduced to a four-equation model for the effective conductance variables g E , g F , g S , and h, given by the equations
Here, the firing rates m E and m I are expressed in terms of the effective conductances as described in Eq. (8) above, which makes Eqs. (10) a closed system.
We remark on assumption (iii) above, that the dynamically-induced membrane-potential time scales are taken to be faster than the conductance time scales. This is rarely the case. In particular, the voltage time scale almost never falls below 50% of the conductance time scale; nevertheless, the frozen-conductance approximation in the voltage equation is quite accurate [61] . Therefore, despite this accurate agreement, the derivation of the FR model in Appendix A is not systematic in terms of any small parameter, and thus the FR model cannot be considered as a limit of the I&F model. While we can expect qualitative agreement between the dynamics of the I&F model and the FR model, we can only expect to achieve a more quantitative agreement after possibly tuning some of the model parameters.
Results
We first demonstrate that our I&F model is capable of capturing the accurate firing patterns observed experimentally in insect olfaction [35, 48, 17] and detailed modeling [53, 54] . In Section 3.1 we show our model network's ability to discriminate among different odors in a manner consistent with the two neural-code mechanisms conjectured in detailed models [4, 3, 53, 54] . Then, in Section 3.2, we focus on the robust underlying feature of the dynamics -a three-stage progression of activity characterized by 20 Hz oscillations, followed by quiescence, and then followed by slow patterning, being preserved through a sequence of idealizations. Finally, in Section 3.3, this progression is shown to undergo a SNIC bifurcation in the FR model as the underlying bifurcation structure.
3.1. Insect Olfaction. While the I&F model does not represent the true time course of the inhibitory calcium spikes, it is nonetheless designed to capture the dynamics of the network conductances and firing patterns of the inhibitory neurons accurately. Therefore, as we demonstrate computationally in this section, it indeed captures the network firing-pattern behavior observed experimentally in insect olfaction [35, 48] and detailed modeling [53, 54] . In particular, our model excitatory and fast-inhibitory currents produce the initial 20 Hz oscillations in the local field potential. During this initial oscillatory stage, we also find odor-specific, temporally bound PNs, which may be used in odor identification. This initial dynamics is followed by a short quiescent period, and that is followed by slow, odor-specific patterning of the neuronal firing rates. Both (8), showing g E (red solid line) as a proxy for the excitatory and g F (blue dotted line) as a proxy for the inhibitory populations. Parameters for all panels can be found in Table 1. of these last two stages of dynamics are at least in part induced by the model's slow inhibitory currents.
Our model reproduces these three stages as shown in the the raster plot of Fig. 1 (a) when presented with an odor at time 500 ms. When an odor is presented to a subset of neurons in the model, their voltages are driven towards threshold, with the bulk of the excitatory neurons reaching it slightly ahead of the bulk of the inhibitory neurons (from our assumption f odor E > f odor I ). The excitatory firing recruits other neurons into a synchronous firing event, in which the inhibitory neurons fire, shutting down for a time all neuronal activity due to the fast inhibitory conductances before the firing resumes again. This is the basic principle underlying the pyramidal-interneuronal network gamma (PING) like oscillation [81, 5] .
While these oscillations take place, the slow inhibitory conductances are also building up. However, their slowly-rising nature results in the affects of the slow inhibition building up over several synchronous PING-like firing events. At the conclusion of that build-up, almost all of the firing is shut down by the slow inhibitory currents. Subsequently, as the excitatory membrane potentials recover, the network settles into a new regime of firing, which involves all three conductances. The three main stages of the above I&F model dynamics are similarly captured by the FR model in Eqs. (10) and (8), as shown in Fig. 1(c) . The window-averaged value of the PSD within the ranges of 6 to 14 Hz, 16 to 24Hz, and 26 to 34 Hz, averaged over 20 simulations, as a time window of length 300 ms is moved across the LFP time course in 50 ms steps. The parameters used to generate the LFP are the same as those in Fig. 1(a) , which can be found in Table 1 .
To further explore the 20 Hz oscillations, at least initially exhibited by both models, we compute the network LFP as the average voltage across all excitatory neurons, shown in Fig. 2(a) for the first 500 ms of time after odor onset. The PSD of this 500 ms LFP window is shown in Fig. 2(b) , exhibiting the peak frequency near 20 Hz. In Fig. 2(c) we show how the power in this 20 Hz peak changes as the dynamics evolve in time. As described in Section 2.2, we move a 300 ms time window across the LFP in 50 ms steps, computing the PSD of the 300 ms long window at each step. We integrate the power within each prescribed frequency band, 6-14 Hz, 16-24Hz, and 26-34 Hz, for each window location. Finally, we average this power over 20 realizations and plot the average PSD power versus the center of the time window in which it was calculated, shown in Fig. 2(c) .
The results indicate that the 20 Hz network oscillations are strongest during the initial 0.5 seconds of odor presentation, followed by a clear decrease in all activity between 1 and 2 seconds, before activity, characterized by oscillations in the LFP with a broad peak around 10 Hz in the associated PSD, resumes.
Within the initial oscillatory stage, we find temporally-bound neurons specific to the set of odor-driven neurons. Such bound neurons have been proposed in ref. [54] as a mechanism of encoding the odor. The temporally-bound neurons fire together with high probability during each oscillation cycle. To identify these neurons, following ref. [54] , we compute the binding index (BI), a measure for triplets of excitatory neurons that equals 1 if these neurons always fire together and never independently, and zero if they always fire independently. We classify temporally-bound neurons as those belonging to triplets with BI i,j,k ≥ b, where b = 0.65. The spike-times of these bound neurons are indicated by the colored symbols within the raster plots in Fig. 3 , as opposed to the black dots representing the unbound neurons. Of particular interest are those neurons that are bound not because they are driven directly by the excited odor-receptor neurons (stars), but are instead bound due to the network structure (open symbols). For example, neuron 5 is uniquely bound to the odor in Fig. 3(a) , neurons 61 and 63 are uniquely bound to the odor in Fig. 3(b) , and neurons 38 and 51 are uniquely bound to the odor in Fig. 3(c) . In this way we see that our I&F model clearly reproduces the results of the more realistic HH-type model in ref. [54] .
At longer time scales, our I&F model also reproduces results of a more realistic HH-type model in ref. [53] and experiments in ref. [48] , in that our model shows slow neuronal firing-rate patterns that differ among presentations of different odors. A means to visualize the different network responses to different odors is to plot reduced-dimensional firing-rate trajectories of the network. First, the single-neuron simulation-averaged spike counts in 50 ms bins, shown in Fig. 4(a), (b) , and (c) for the three different odors also used to produce Fig. 3 , already display differences. These differences are enhanced by considering the PCA decomposition of the high-dimensional firing-rate trajectory for the entire set of excitatory neurons in the network. Using the binned spike counts of these excitatory model neurons, averaged over 50 simulations, as the excitatory network trajectory, we see in Fig. 4(d) , (e), and (f) that the first three components of the PCA decomposition already discriminate among different odors. These reduced trajectories follow different transients to a stationary point over the first second of odor presentation. The trajectories then remain near this stationary point, corresponding to the lull in firing, until about 1.75 seconds after the odor onset. Then, the stationary point begins to drift until at 3 seconds the odor is turned off and the trajectories return directly to zero (not shown).
3.2.
Idealizations of I&F Model. We now turn our focus away from the details of the response to, and discrimination of, specific odors, and instead focus on the progression of the dynamics through three stages of behavior: 20 Hz oscillations, followed by quiescence, and then followed by slow patterning. We are interested in determining if there is a simple, robust structure underlying this progression, drawing from the observation that the above three stages appear robust under the presentations of different odors and their different realizations. Here, we first test the robustness of this neuronal activity by making the I&F model progressively more idealized through the gradual systematic removal of realistic aspects. These idealizations of the I&F model still maintain the three-stage network dynamical scenario. Thus, we are led to believe that there exists a robust Table 1. underlying network mechanism responsible for this scenario, and that a robust bifurcation structure can be employed to describe this mechanism. Table 1 .
Raster plots in the left column of Fig. 5 show network activity for different variations of our I&F model network. In each case, we consider an increasingly idealized version of our model by progressively eliminating some realistic features, thus bringing the model structure closer to a form more easily described by the FR model, as discussed in Section 2.3. The network in Fig. 5(a) contains the realistic aspects of the model that the odor input is presented to a specific one-third of the neurons and that the excitatory synaptic connections are sparse. It also contains the theoretical option of sparse inhibitory connections for which the slow and fast inhibitory synapses are not colocalized. We see that, as long as the fast and slow inhibitory synaptic connections are not too sparse, the results qualitatively agree with those for a network with colocalized fast and slow inhibitory synapses, shown in Figs. 1 and 2. From Fig. 5(b) on, rather than just a subset of neurons receiving an odor input, all neurons receive statistically equivalent odor input. (We call this "white odor," as it contains all possible odors in much the same way that white noise contains all frequencies.) Presenting a white odor eliminates the question of discrimination among odors, allowing practically the entire network to participate in each of the initial 20 Hz synchronous firing events. In Fig. 5(c) , the slow and fast inhibitory synapses are colocalized, and the rate of the incoming random spikes is increased, making the neurons more mean-driven and so yet more similar to the constant drive considered in the FR model. The result is yet more regular synchronous firing events with most of the network participating in every oscillation cycle. The network in Fig. 5(d) is the most idealized, now being all-to-all connected, and its dynamics are the closest to that of the FR model. This stage of idealization produces the clearest oscillations, with no neurons firing outside of the synchronous events.
Notwithstanding the obvious differences in network dynamics among the four types of networks with increasingly idealized properties displayed in Fig. 5 , the three prominent stages of network dynamics remain, as illustrated in the corresponding moving-window-averaged PSD plots, shown in the right column of Fig. 5 . In all four cases shown, the power in the frequency interval centered at 20 Hz is strongest during the first 0.5 seconds of odor presentation. The second stage of suppressed activity is seen in all cases beginning around 1 second into the simulation. By 2 to 3 seconds, the third stage of activity, characterized by slower oscillations, emerges. During this stage, the moving-window-averaged PSD plots indicate a shift towards power in the frequency interval centered at 10 Hz, with the average values of the PSD centered at 20 Hz taking values lower than immediately after odor onset.
In the next section, we move from the idealized, all-to-all connected network model to the FR model and describe the underlying bifurcation structure associated with the robust behavior established above.
3.3. Bifurcation Mechanism. The three dynamical stages of time evolution exhibited by the results of numerical simulations displayed in Fig. 1 -oscillations followed by quiescence, followed by slower oscillations -can be explained by a bifurcation scenario following the amount of slow inhibitory conductance present in the FR model in Eqs. (10) and (8) . We highlight the relevance of this FR model as a coarse-grained version of the I&F model by the progression of cases in Fig. 5 , where we show that the three dynamical stages persist as the I&F network model transitions through the parameter regimes used in the heuristic derivation of the FR model. By comparing the dynamics of the effective fast conductances, g E and g F , for a fixed value of the effective slow conductance, g S , to those of the intact FR model, we show in this section that the underlying bifurcation mechanism Table 2. for these three stages is a slow passage through a SNIC bifurcation [70, 24, 16] , with the bifurcation parameter g S .
Oscillations in the FR model in Eqs. (10) and (8) appear to occur due to the presence of a modulated limit-cycle-like object in the g E -g F variables. An attracting limit cycle can indeed be found numerically by holding the slow effective conductance g S constant (eliminating the need for Table 2 . Parameters used for raster plots in Fig. 5 . Denoted by * indicates that the external drive for panel (a) stimulates an odor drive only presented to one-third of the network neurons; all neurons receive background input at ν = 10, 000 Hz and f E ν = 0.8 (f I = 0). In all other panels, all neurons receive the odor input at the given rate, and no background stimulus. Denoted by †, the same network structure is utilized for both the slow and fast inhibitory connections; the corresponding synaptic receptors are colocalized. the auxiliary variable h), and evolving the remaining two-dimensional system. Such a limit cycle was found for different fixed values of g S and the corresponding limit cycles are shown in Fig. 6 as the colored trajectories. The limit cycle trajectories form a cylindrical object which exists until the bifurcation point in g S is reached and the two-dimensional dynamics change to approaching a stable fixed point. Overlaid on this cylindrical object is a trajectory of the intact FR model given by Eqs. (10) and (8), such as the one whose dynamics are shown in Fig. 1(c) . As the slow effective conductance variable g S increases after the stimulus onset, the trajectory moves up the set of limit cycles until it passes the bifurcation point, suppressing all firing while the trajectory stays near the line at g E = g F = 0. At this time, the slow effective conductance variable, g S , starts to decay, moving the system back towards and past the bifurcation point. The trajectory settles near a limit cycle whose location is controlled by small changes in the value of g S . Figure 6 . The colored tube depicts limit cycles in the g E -g F -plane of the nonlinear system in Eqs. (10) and (8) with g S held constant, ranging from 0 to 0.07. The solid black line represents the full evolution of the system given by in Eqs. (10) and (8) . Parameters are listed in Table 1 .
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We further investigate the bifurcation with the slow effective conductance variable, g S , held constant, reducing the four-dimensional FR model in Eqs. (10) and (8) to a two-dimensional system for the fast effective conductances, g E and g F , with the slow effective conductance, g S , as a parameter. The exploration of the dynamics of this two-dimensional system is summarized in the phase portraits in Fig. 7 . Figure 7 (a) shows the attracting limit cycle surrounding a source, with no other fixed point in the first quadrant of the g E -g F -plane. (Note that the first quadrant in the g E -g F -plane minus the source can easily be shown to be a trapping region, within which at least one limit cycle must exist by the Poincaré-Bendixson theorem.) As g S increases, this limit cycle approaches both the g E and g F axes. As shown in Fig. 7(b) , the limit cycle first reaches these axes at the origin, and its dynamics stop there. The origin becomes a degenerate saddle point, with a homoclinic orbit, connecting this point to itself, replacing the limit cycle. When g S is increased further, we see in Fig. 7 (c) that this saddle point becomes a true saddle, moves away from the origin along the positive g E -axis, and the origin becomes a sink. A pair of heteroclinic orbits connects the newly-created saddle and sink, lying where pieces of the limit cycle existed before the bifurcation. Thus, we see that the reduced two-dimensional FR model undergoes a SNIC bifurcation, with increasing frozen conductance parameter, g S , as the bifurcation parameter.
In Appendix B, we verify the existence of a unique limit cycle in g E -g F -plane for the linearized version of Eq. (10), using an alternative approach. (10) and (8) with g S held constant, the phase-portraits are shown for three values of constant g S . (a) Before the bifurcation point, (b) at the bifurcation point and (c) after the bifurcation point. The limit cycle has turned into a pair of heteroclinic orbits between the saddle and the sink. Parameters in Table 1 .
The above-described bifurcation mechanism explains the transition of the I&F model dynamics through the three stages of behavior described for the I&F network in Section 3.2. To demonstrate this claim, we compute the trajectory of network-averaged effective conductances based on definitions analogous to those given by Eqs. (7), and show that it closely resembles the corresponding dynamical trajectory of the I&F network. Specifically, we consider the quantities
where the connection probabilities, p E i , p F i , and p S i , and coupling strengths, S E i , S F i , and S S i , are described in the paragraphs below Eqs. (2) and are also the same as in assumption (ii) in Section 2.3. The trajectory of these network-averaged conductance variables, generated using the I&F model dynamics shown in Fig. 1(a) (with parameters given in Table 1 ), is plotted in Fig. 8 . This trajectory highlights how the three-stage dynamical scenario in Fig. 1(a) can be viewed as underpinned by a slow passage through the SNIC bifurcation described above.
As we see in Fig. 8 , initially, the value of the slow inhibitory network-averaged conductance,ḡ S , is near zero, while the values of the excitatory and fast inhibitory network-averaged conductances,ḡ E andḡ F , respectively, change in a cyclical manner. This behavior roughly corresponds to the initial oscillatory dynamics of the FR model, during which the slow inhibitory effective conductance has a slow rise time and the system operates in a regime corresponding to the presence of the limit cycle in the fast-variable system with frozen slow effective conductance, g S . Then, the slow network-averaged conductance rises and the activity of the fast network-averaged conductances decreases as the trajectory passes near the bifurcation point and the network firing is greatly reduced, similarly to the corresponding FR model dynamics. Subsequently, the slow network-averaged inhibitory conductanceḡ S decreases and the activity of the fast network-averaged conductancesḡ E andḡ F again increases, but the values of the later two remain below their initial activity levels. We also see that the trajectory in Fig. 8 is subject to fluctuations present in the simulations, which are absent from the FR model.
Note that in the two-dimensional model in which the slow effective conductance, g S , is held frozen as a parameter, increasing the constant g S value has the same effect as decreasing the values of the external drives f E ν and f I ν. The suppressed firing state is equivalent to the system receiving little or no external drive, as one might expect.
Discussion
In summary, for what we believe is the simplest well-studied example of insect early olfactory system dynamics, that of the locust, we have identified a plausible basic underlying network mechanism, which is the interaction among a fast excitatory and inhibitory and a slow inhibitory time scale. We have found that the most highly idealized description of this mechanism consists of a four-component, slow-fast FR model, which reproduces the neuronal network dynamics corresponding to odor detection as a slow passage through a SNIC bifurcation. The geometric framework on which this bifurcation takes place consists of a cylinder of modulated fast limit cycles, Figure 8 . Similarly to Fig. 6 , we plot the time evolution of the network-averaged effective conductancesḡ E ,ḡ F , andḡ S given by Eqs. (11) for the N = 100 neurons in the I&F model, simulated via Eqs. (1) and (2) . Parameters in Table 1. which, after the bifurcation, turn into attracting modulated equilibria. The modulation consists of a drift along the slow conductances. By monitoring, during the most realistic I&F network simulations, the same effective, network-wide conductance variables as those we use in the idealized FR model, we provide in Fig. 8 strong numerical evidence of the identified mechanism and the associated bifurcation structure.
As stated in the Introduction, we are primarily interested in idealized mechanisms governing the dynamics of early olfactory pathways, in particular, both their common attributes and their differences. Specifically, we would like to understand whether, underneath their apparent differences, there lie in fact some similarities that can be uncovered by further idealization. As one of the simplest generalizations, we can consider a firing-rate description of several distinct neuronal populations in the locust AL, driven at different strengths due to the appearance of a realistic stimulus [53] . The simulation results depicted in Fig. 8 indicate that the bifurcation structure of this more general model should probably not differ much from that discussed in Section 3.3, but this conjecture still needs to be confirmed.
More generally, again as already mentioned in the Introduction, in insects other than the locust, the anatomical complexity of the neuronal network in the AL increases. For example, glomeruli, densely connected subnetworks of neurons that receive input from one or a very small number of ORN types, feature much more prominently in these other insects, and so their existence and role cannot effectively be neglected in the AL modeling as it has been for the locust [20, 31] . Their inclusion brings additional structure to the model network architecture, perhaps one resembling "small world" connectivity [79] , with the glomeruli modeled by densely connected clusters that are loosely connected to one-another [56, 44] . Yet further degrees of network complexity arise from sources such as dual inhibitory networks (GABA and glutamatergic) and segregated antennal nerve tracts in the honey bee [9] and cockroach [78] , or separate pathways for pheromone detection in the sphinx moth [43] . Developing new models for different insects, and coarse graining them or some existing ones [56, 44] , should reveal a hierarchy of idealizations, in which the common structural underpinnings should, as we hope, be easy to discern, hypothesize, and single out for their robustness.
On a yet broader scale, again as mentioned in the Introduction, early olfaction is similar even across different phyla [23] . For example, glomeruli [23, 31] and collective network oscillations are present in the dynamics within early olfaction pathways in vertebrates and molluscs [28, 58, 30, 29] and so it would be of interest to explore further parallels between the mechanisms and structures we describe and propose here and their possible analogs present in the olfactory systems in other phyla. Idealized modeling of olfactory systems across animal phyla, again followed by coarse graining, may thus enable us to formulate hypotheses of possible yet more general common structural underpinnings and plausible physiological mechanisms of early olfaction that would supplement the wealth of common features brought out by the experimental data. The interplay among the fast and slow scales in the dynamics, as well as the onset and extinction of synchronous oscillations, point to a possible underlying idealized bifurcation structure consisting of slowly-modulated periodic solutions and fixed points, that is, a structure closely related to that described in this paper. Investigating its possible presence will be the task of future work.
Appendix Appendix A. Firing-Rate Model Derivation
In this appendix, we present the details of obtaining the FR model, Eqs. (3) and (4), starting from the I&F model in Eqs. (1) and (2) . Our heuristic derivation relies on assumptions (i) through (v) in Section 2.3.
The first step is to assume that the excitatory and fast inhibitory conductances rise instantaneously compared to the slow inhibitory conductance. Thus, we remove the variables h E i and h F i , allowing the incoming spikes to cause instantaneous jumps in the fast conductances, g E i and g F i instead. We thus replace Eqs. (2) with the equations
where all variables and parameters are defined for Eq. (2) in Section 2.1. The next step is to consider the mean-driven limit of the incoming spikes in the model driven by a "white odor" stimulus. To mimic the "white odor" stimulus, the external spikes from the background and odor are combined to form one source of external input with Poisson rate ν, and spike strengths f E and f I for the excitatory and inhibitory neurons, respectively. We then further assume that the external drive operates in the mean-driven regime, in which each individual spike is small but the spikes arrive at high rates (i.e., f i → 0, ν → ∞ with f i ν held constant), replacing the sums over the incoming spike trains in Eq. (12a), f odor
, with its statistical average, the constant function f i ν, where f i = f E or f I depending on if the i th neuron is in the excitatory or inhibitory population, respectively.
The resulting equations describe the conductance activity of a typical (excitatory or inhibitory) neuron that is statistically equivalent to all other neurons of the same type. Thus, we replace the individual neuronal equations in Eqs. (12) by equations for neuronal populations. This replacement eliminates the need for the index i and lets us introduce the subscript notation of Q in its place, where Q is either E or I to represent quantities associated with the typical excitatory or inhibitory neuron, or the corresponding populations, respectively.
Furthermore, as we consider typical neurons and their populations, we assume that the synaptic connections between any pair of neurons of given types will be equivalent to all other synaptic connections between the same types of neurons. Thus, we replace the individual synaptic connection weights, p E ij , p F ij , and p S ij , by the corresponding connection probabilities between populations, p E Q , p F Q , and p S Q , respectively. We apply the same mean-driven limit to the network-generated spikes as we did to the external spikes. Taking the average per-neuron firing rates to be m E (t) and m I (t) for each excitatory and inhibitory neuron, respectively, and scaling by the number of neurons of each type in the network and their synaptic connection probabilities, we find the population-averaged firing rates,
, and N I p S Q m I (t), arriving at the acetycholine, GABA A , and GABA B receptors, respectively, on the postsynaptic excitatory (Q = E) and inhibitory (Q = I) neurons. Thus, the sums over the network spikes, 
, and S S Q p S Q m I (t), respectively. In this way, since each excitatory or inhibitory neuron is statistically equivalent to all other neurons of the same type, the set of 4N equations for the neurons' conductances can be replaced by the 8 representative equations for the two populations appearing in Eqs. (3) . In what follows, we describe how to obtain equations for the firing rates, m Q (t), appearing in Eq. (4).
To solve for the firing rates, we treat the voltage equation in Eq. (1) as a constant-coefficient differential equation; we have one such equation for each of the two populations. This is justified by assuming that the per-neuron firing rates, m E (t) and m I (t), and therefore also the associated conductances, vary slowly, while additionally assuming that the conductances are relatively high. This means that the total-conductance-induced time scale of the voltage is shorter than the shortest conductance time scale (see ref. [61] ). For constant parameters g E Q , g F Q , and g S Q , the first-order linear equation in Eq. (1) becomes a constant coefficient equation, and takes the form
which has the solution
with arbitrary constant of integration, C. This constant is determined by the initial condition that the membrane potential starts at its resting potential value, ε R , just after spiking,
and thus,
At the time t spike Q , the membrane potential in Eq. (14) with C in Eq. (16), reaches the threshold,
Therefore, t is thus the firing rate of the typical neuron in the population, m Q , at those conductance values.
The membrane potential, v Q , only crosses the firing threshold when the corresponding slaving potential,
is larger than the spiking threshold, V T , as the membrane potential is always being drawn toward V s,Q . The condition V s,Q > V T can be rewritten as a condition on the effective excitatory conductance g E Q such that
Using Eqs. (14) through (17), we can calculate the spike time t spike Q for the effective conductance region where these conditions hold, arriving at the expression
where ∆ε Z = ε Z − V T for Z ∈ {R, E, F, S} and {·} + is defined as after Eq. (4). As stated above, the reciprocal of t spike Q in Eq. (20) is the per-neuron firing rate m Q , appearing in Eq. (4). It follows reasonably then, that in the case when V s,Q < V T , no spiking occurs and the average time to spike, t spike Q , would be taken as infinite, so that the per-neuron firing rate vanishes. The firing rate, m Q is inserted into the conductance equations in Eqs. (3) to close the FR model in Eqs. (10) and (8), as presented in Section 2.3.
Appendix B. Limit Cycle in the Linearized Firing-Rate Model
In this appendix, we study a linearization of the FR model in Eqs. (10) and (8), with an eye on providing a demonstration that a unique, attracting limit cycle exists in the two-dimensional FR model for the fast effective conductances g E and g F with frozen slow effective conductance, g S . Thus, in Appendix B.1, we derive this linearization, and in Appendix B.2 we semi-numerically verify the existence of a unique limit cycle in the resulting planar piecewise-linear system for g E and g F with frozen g S . In particular, we show that we can find the trajectories explicitly in the four effective-conductance regions in which this system is linear, but we can only splice these trajectories together using a numerical solution of a transcendental equation at each boundary between two such regions. We use these spliced trajectories to construct a Poincaré map, and demonstrate the existence of the unique limit cycle by finding a unique fixed point of this map.
B.1. Derivation of the Linearized Model. In this section, we present the details of linearizing the FR model in Eqs. (10) and (8), which results in a piecewise-linear model.
Our procedure is to first note that if a firing rate m Q , Q ∈ {E, I}, vanishes, the corresponding equation(s) in Eqs. (10) is (are) already linear. If however, a firing rate is nonzero, we linearize it as a function of the conductances in order to linearize the corresponding equation(s) (10a), (10b), or (10d). This procedure creates a piecewise-linear function for the derivative of each effective conductance variable: g E , g F , and h; the firing-rate term does not appear in the differential equation for the slow effective conductance g S , and thus Eq. (10c) does not take a piecewise form. A crucial step involves determining the boundaries between the four regions created by the various combinations of parts of the piecewise-defined firing rates: m E = m I = 0, m E = 0 and m I = 0, m E = 0 and m I = 0, m E , m I = 0, along which the system switches among the differential equations that govern the trajectory.
When a slaving voltage V s,Q in Eq. (18) is subthreshold, V s,Q < V T , the inequality in Eq. (19) is not satisfied, and the corresponding firing rate vanishes, m Q (t) = 0, (Q ∈ {E, I}). It would follow then that each equation in Eqs. (10) would take a linear form. In the superthreshold case when V s,Q > V T , m Q (t) is nonlinear for each Q ∈ {E, I}. We linearize about large values of the effective excitatory conductance g E . (We explain why we do that at the end of this section.) In order for our linearization to proceed more systematically, we first expand the firing rates m Q (t) about large values of the conductances g E Q , where Q ∈ {E, I}, and only then express g E Q in terms of the effective conductance g E using formulas in Eqs. (7) .
By linearizing the firing rates in the superthreshold case, we can produce a system of piecewiselinear equations for the derivatives of the effective conductances. We then use the reduced twodimensional fast model, in which g S is treated as a frozen parameter, to demonstrate the existence of a limit cycle analytically, save for four root-finding calculations. The details of this analysis are given in Appendix B.2, below.
To more easily identify the large parameter g E Q , it is helpful to rearrange the fraction inside of the logarithm in Eq. (4) as follows:
with A, B, and X defined as
The logarithm of Eq. (21) can be rearranged so that the resulting expression may be expanded for
When the expression in Eq. (23) replaces the logarithm in the denominator of Eq. (4), the resulting version of the firing rate, m Q (t), can be expanded once again for large g E Q to produce the expression
To complete the linearization, we neglect higher order terms in Eq. (24) and thus arrive at a linear firing-rate equation for the superthreshold case (V s,Q > V T ). Considering again that the firing rate is taken as vanishing in the subthreshold case, when linearized about large g E Q , Eq. (4) turns into the equatioñ
where, again, {x} + = x if x > 0, and zero otherwise. The inequality condition form Q not to vanish, similarly to the condition for the nonlinear firing-rates in Eq. (9), is given by the inequality
Using the relations in Eqs. (7), the piecewise-linear, per-neuron firing rate for each excitatory neuron (taking Q = E) becomes a function of the effective conductance variables, g E , g F , and g S :
Likewise, taking Q = I, the piecewise-linear, per-neuron, inhibitory firing rate is defined as
The linearized, four-dimensional system for the derivatives of the effective conductance variables, incorporating Eqs. (27) and (28), is
As the only nonlinearities in Eqs. (10) appear in the firing-rate terms, the equations in Eqs. (29) are piecewise-linear due to the piecewise-linear nature of the linearized firing ratesm E andm I . The conditions upon which different parts of the piecewise-linear differential equations apply are thus the conditions required form Q not to vanish, given in Eq. (26) with the relations in Eqs. (7) . The three-dimensional g E g F g S -space is thus divided into four regions by the two interesting planes spanned by g E , g F , and g S , and defined by setting the conditions in Eqs. (26) to zero. As solutions of Eq. (29) are computed, the region within which the trajectory moves dictates which parts of the piecewise-defined derivatives describe the behavior in that region.
We now comment on why we linearize the FR model by expanding about large values of the excitatory conductances. This is because, in that regime, firing rates are also large. At large firing rates, in turn, the response of a neuronal network (such as an I&F model) asymptotically becomes independent of the amount of fluctuations in the dynamics; see ref. [33] , especially the results of numerical simulations shown in Fig. 8 . Additionally, the response of the linearized FR model discussed in this section turns out to resemble that of a neuronal network in the fluctuation-driven regime. Therefore, the linearized FR model has a convenient physiological interpretation: it provides a FR model corresponding to an I&F model in the fluctuation-driven regime.
When the slow effective conductance g S is held fixed, we can depict the nonlinear and linearized derivatives of the excitatory and fast inhibitory effective conductance variables g E and g F given in Eqs. (10) and (29), as surfaces over the g E -g F -plane. In Fig. 9 , we show representative slices through these surfaces, and thus compare each of the nonlinear derivatives of the effective fast conductances g E and g F , shown by solid red lines, with their respective linearized derivatives, shown by dashed black lines, over an interval of g E , for a fixed value of g F . Notice that the two sets of curves are tangential in the limit of large excitatory effective conductance g E . Figure 9 . The curves representing the nonlinear (solid red lines) and piecewiselinear (dashed black lines) functions that define (a) dg E /dt, in Eqs. (10a) and (29a) as g E varies, with g F = 4, and (b) dg F /dt in Eqs. (10b) and (29b), versus g E for g F = 9.6. Note the agreement between the nonlinear and piecewise-linear curves for large g E in both cases. Parameters in Table 1 , except for the parameters pertaining to the slow effective conductance g S . The slow effective conductance g S is fixed at g S = 0. B.2. Existence of a Unique Limit Cycle. In this section, we use an approach alternative to that presented in Section 3.3 in order to verify the existence of a unique limit cycle in the piecewise-linear FR model, Eqs. (29) , with the effective slow conductance variable, g S , held fixed at a constant value. We achieve this verification with a combination of analytical solutions within each of the above-described regions in which the piecewise-defined linearized FR model has a linear form, and numerical solves of single-variable transcendental equations at each boundary between two such regions. Lastly, we confirm the existence of a limit cycle through an iterative process of possible initial conditions and associated solution trajectories.
With the simplification of the effective slow conductance, g S , as a fixed value, the piecewise-linear system in Eq. (29) becomes a two-dimensional system of the excitatory and fast inhibitory effective conductances g E and g F , respectively. The variable h is also no longer necessary when g S is held fixed. The two-dimensional system is given by the equations
withm E (t) andm I (t) given in Eqs. (27) and (28) , respectively, for a fixed value of g S .
Additionally, the three-dimensional boundary surfaces described in Appendix B.1 for the intact linearized FR model, become two intersecting lines in the g E -g F -plane given by the equations of the firing rates with the slow effective conductance g S fixed,
with the firing ratesm E andm I given in Eqs. (27) and (28), respectively.
Within each of the four regions determined by the above boundary lines, the system in Eqs. (30) is described by a different subset of parts of the piecewise-defined functions on its right-hand sides. We solve each system explicitly up to arbitrary constants of integration, determined by initial conditions. As the trajectory moves through one region and meets a boundary line, new initial conditions are determined by the intersection of the trajectory and the boundary, and the trajectory is then computed for the next region. Computing the new initial conditions as the trajectory crosses each boundary requires solving for the roots of a transcendental function, for which we employ Matlab's built-in root-finding algorithm, fzero. Proceeding in this manner through all four regions, the solution trajectory can be determined analytically, except for these four solves.
Specifically, we consider the two-dimensional system in Eq. (30) with fixed slow inhibitory effective conductance g S , and begin with an initial value for the fast inhibitory effective conductance, g F (0) = l. For convenience, we consider that the initial condition for the solution lies on the inhibitory boundary line,m I = 0, from Eq. (31b), and thus the excitatory effective conductance begins at the value given by 
Starting at the above-described point, (g E (0), g F (0)), the trajectory is determined by the system of equations, , and C 1 and C 2 are constants of integration determined by the initial condition established above. The value of t at which this trajectory meets the excitatory boundary in Eq. (31a) is determined using Matlab's built-in root-finding algorithm, and the value of Eq. (34) at that point becomes the initial condition for the solution calculation in the next region. Similar systems of equations and solutions to these systems can be determined explicitly in the same fashion. The trajectory moves through the second region where the linearized firing-rate equations, m E andm I are nonzero, then through the third region wherem E is nonzero andm I = 0, and finally moves through the fourth region wherem E =m I = 0, until the trajectory reaches the first region again. At each point where the trajectory meets a boundary line, new initial conditions are determined. Explicit systems that determine the dynamics of the solution trajectory with explicit solutions, up to constants of integration, determined later by initial conditions, for each region of the two-dimensional g E -g F -plane, can be written down. (See ref. [55] for the complete set of systems and solutions.) Note that the first initial condition choice is made for convenience and that it could be made along any of the boundaries dividing the regions in which Eqs. (30) are linear.
The process by which we calculate the trajectory for a given value, g F (0) = l, may be repeated for a range of different values of l. We then consider the value of the fast inhibitory effective conductance, g F (t), when the trajectory returns to the part of the boundary line,m I = 0, from which it originated. In this way, we generate a Poincaré map, P (l), of this boundary line into itself. Investigating P (l) − l for a range of values of l, we conclude that the map P (l) has a unique fixed point. In other words, there is a particular value of l such that the trajectory will begin and end at the same point, which indicates the existence of a unique limit cycle for a given parameter set.
One example of this process is described in Fig. 10 , where the slow effective conductance is fixed at g S = 0 (i.e., no slow inhibition), illustrating the case with the largest oscillations. As shown in Figs. 10(a) and (b), for l = 0.8 and l = 0.28, respectively, the trajectory progresses counter-clockwise in the g E -g F -plane through the four regions determined by the boundary lines given in Eqs. (31) , until it returns to the portion of the linem I = 0 above its intersection with the linem E = 0. The blue, cyan, green, and red trajectories refer to the solutions to the systems of equations for g E and g F given by all combinations of the piecewise portions of Eqs. (30a) and (30b). Figs. 10(c) and (d) illustrate how the limit cycle is identified. Different values of l lead to different ending points P (l) back on the same side of the boundary line (Fig. 10(c) ) and Matlab's built-in root finding algorithm is employed to determine the value of l leading to zero difference, P (l) − l, (within numerically set tolerance) between the initial and final points on the linem I = 0, as depicted in Fig. 10(d) . Thus, the existence of a limit cycle, given a particular set of parameter values can be confirmed. Figure 10 . The solid (dashed) black line represents the inhibitory (excitatory) boundary line given bym I = 0 (m E = 0). The colored, dashed curves illustrate the solution trajectories for the linearized firing rate system with g S frozen, through the bounded regions, corresponding dots indicate the initial conditions for that part of the trajectory, and the pink dot is the point at which the trajectory returns to the initial part of the boundary line. Example solution trajectories are shown in (a) and (b) with many trajectories shown in (c). In (d), initial values for g F (0) = l are compared with final values of g F when the trajectory returns to the starting part of the boundary line; their difference, P (l) − l is plotted, with the matching value of l, P (l) − l = 0, indicated by the intersection of the curve and the dashed line. Parameters found in Table 3 . Table 3 . Parameters used for visualizing boundary lines and computing solutions to the firing-rate system in Eq. (30) with g S held constant in Fig. 10 .
