
























Let N ≥ 1 be integer, P ≥ 1 be square-free integer and SP (N, x) be the number of n between 1 and x
such that (N − n)(N + n) is co-prime to P . In this paper we propose one hypothesis on upper bound of
SP (N,x) and prove that, under hypothesis (3), SP (N,N − 2) ≥ 1 if N ≥ 312 and P is the product of all
primes ≤
√
2N . Consequently, Goldbach conjecture is true under hypothesis (3): there exists n between
1 and N − 2 such that both N −n and N +n are prime and even number 2N = (N −n)+ (N +n), sum
of two distinct primes if N ≥ 312. Also, we propose a similar hypothesis on upper bound of SP (N,x)
and prove that, under hypothesis (19), the generalized twin prime conjecture is true: for each N ≥ 1,
there are infinitely many pairs of primes p and q such that q − p = 2N .
Notations We use ⊥ to indicate two integers are co-prime: a ⊥ b means gcd(a, b) = 1. [a, b] is the least
common multiplier of a and b. p and q are primes, x and y are real. ⌊x⌋ is the integer part of x and {x} is
the fractional part of x. We denote Ix,y to be the set of integers n: x ≤ n ≤ y. For any finite set W , we
denote |W | to be the size of set W . We use , to define new symbols in equation of either side.
1 Introduction
Assume N ≥ 1 is integer and P ≥ 1 is square-free integer. Goldbach counting function, SP (N, x) for x > 0,
is defined to be the number of n ∈ I1,x (integers between 1 and x) such that (N − n)(N + n) ⊥ P . For
application to Goldbach conjecture, we take P to be the product of all primes ≤ √2N . If SP (N,N − 2) > 0,
then there is n ∈ I1,N−2 such that (N − n)(N + n) ⊥ P ; it means both N − n and N + n are prime and
even number 2N = (N − n) + (N + n), sum of two distinct primes. For application to the generalized twin
prime conjecture, we take a large M and P to be the product of all primes ≤ M . If SP (N,M2 − N) > 0,
then there is n ∈ I1,M2−N such that (n − N)(n + N) ⊥ P ; it means both q = n + N and p = n − N are
prime and difference of them, 2N = q− p, is constant regardless of choice of M . If there are infinitely many
of such M , then there are infinitely many pairs of primes p and q such that q − p = 2N .
Two basic properties of SP (N, x) are discussed here: (i) Decomposition of Goldbach counting function:
SP (N, x) is sum of S
d
P (N, x) for all factors d | P with respect to d ⊥ 6N , and SP (N, x) > 0 if and only
if SdP (N, x) > 0 for some d. (ii) Deduction formula: SP (N, x) can be expressed in terms of SP ′(N, x) for
P ′ = P/p where prime p | P and p ∤ 2N . Deduction formula for SdP (N, x) does exist and a hypothesis is
proposed according to the deduction formula for SpP (N, x) for prime p | P and p ∤ 6N .
Denote NP = gcd(N,P ) and Pn = P/ gcd(P, n) for n ≥ 1. For examples, P6N = P/ gcd(P, 6N) and








For x > 0, let SP (N, x) be the number of n ∈ I1,x such that (N − n)(N + n) ⊥ P . For d | P6N , a factor
of P6N , let S
d
P (N, x) be the number of n ∈ I1,x such that (N − n)(N + n) ⊥ P and gcd(P6N , n) = d.
Both SP (N, x) and S
d
P (N, x) are called Goldbach counting functions. For d | P6N , let W dP (N) be the set
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of n ∈ WP (N) such that gcd(P6N , n) = d. It is clear that WP (N) is the disjoint union of W dP (N) for all
d | P6N . We will prove that size of W dP (N) is







UBH: First upper bound hypothesis on SpP (N, x). Assume N ≥ 312 and P is the product of all primes
≤
√
2N . For any p | P6N and any reals y > x and N/2 ≤ x < N − 1, the following inequality holds:
SpP (N, y + x)− SpP (N, y − x) ≤
3x
P
|W pP (N)| (3)
This hypothesis says that the number of n ∈ Iy−x,y+x such that (N −n)(N +n) ⊥ P and gcd(P6N , n) = p is
no more than 150% of its average. UBH (3) fails for some small N ; however, numerical calculation strongly
supports this hypothesis for N ≥ 100, 000, 000.
Theorem 1.1. Assume N ≥ 312 and P is the product of all primes ≤
√
2N . If UBH (3) is true, then
SP (N,N − 2) ≥ 1 (4)
One of major steps in the proof of this theorem is deduction formula (5) for Goldbach counting function. It
is a formula for SP (N, x) in terms of SPp(N, x) for p | P2N . For prime p | P , let Pp be an inverse of Pp in p,
satisfying PpPp ≡ 1 mod p, and p¯ be an inverse of p in Pp, satisfying p¯p ≡ 1 mod Pp.
Theorem 1.2. (Deduction formula for SP (N, x)) For p | P2N , if x is not integer and x < NPpPp, then













Proof. Let m = NPpPp. We only need to prove for x = n+
1
2 where n = 0, 1, · · · ,m− 1. For n = 0, we have










. For 0 < n < m, we need to prove


















increases by 1 from
x = n− 12 to x = n+ 12 . In this case, n′ = m+x
′
p
is integer for some x′ and (p¯N + n′)(p¯N − n′) ⊥ Pp. Since
m+x′
p
is integer, then x′ = n. p | m + x′ = NPpPp + n means p | N + n. Since (p¯N + n′)(p¯N − n′) ⊥ Pp,
then (N + pn′)(N − pn′) ⊥ Pp and (N + n)(N − n) ⊥ Pp. Thus, SPp(N, x) − SP (N, x) increases by 1 from





has no change. The rest of proof is to verify the other cases.
It is not hard to check the other cases; however, we skip the verification here since we will give an “analytic”
proof after the Goldbach cosine sum-product formula is established. For p | P , we define
αp(P,m) =
{
p− 2 if p | m,
−2 cos 2mPppi
p
if p ∤ m
(7)
We are going to show the Goldbach cosine sum-product formula over WP (N) for integer k:













where µ is the Mo¨bius function, and the Goldbach cosine sum-product formula over W dP (N) for d | P6N :














(αp(P, kN)− 1) (9)
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Next we will prove the Goldbach counting formula when x is not integer:
SP (N, x) = |WP (N)| x
P





2 if NP = 1,
0 if NP > 1









By Goldbach cosine sum-product formula over WP (N), we can get the deduction formula for CP (N, k):
CP (N, k) = CPp(p¯N, k)αp(P, kN) (12)
for p | P2N . By this formula, we are able to show
Theorem 1.3. (Deduction formula for TP (N, x)) For p | P2N , if x is not integer and x < NPpPp, then













Deduction formula for SP (N, x) can be derived from deduction formula for TP (N, x). TP (N, x) is called error
term; however, it is not small in general. We will see TP (N,N)/SP (N,N) ≈ 0.26 by numerical calculations
for large N . For d | P6N , we define another error term:









and will prove that
SdP (N, x) = |W dP (N)|
x
P
− tdP (N)− T dP (N, x) (15)
where tdP (N) = 0 if d < P6N and t
d
P (N) = tP (N) if d = P6N . By this formula, UBH (3) can be given
equivalently as, for p | P6N ,
T pP (N, y − x)− T pP (N, y + x) ≤
x
P
|W pP (N)| (16)
We will show CdP (N, k) = C
dp
P (N, k)(αp(P, kN)− 1) for d | P6N and p | P6dN , and
T dP (N, x) = T
d
Pp
(N, x)− T dpP (N, x) − T dpP (N,NPpPp + x) + T dpP (N,NPpPp − x) (17)
By taking d = 1, we get the following after UBH (16) is applied with y = NPpPp:
T 1P (N, x) ≤ T 1Pp(N, x) − T pP (N, x) +
x
P
|W pP (N)| (18)
for N/2 ≤ x < N − 1. If T pP (N, x) < xP |W pP (N)|, then SpP (N, x) > 0 and SP (N,N − 2) ≥ 1. Otherwise, we
have T pP (N, x) ≥ xP |W pP (N)| and T 1P (N, x) ≤ T 1Pp(N, x). It is the time to present the following:
Theorem 1.4. Assume x > 0. If T 1P (N, x) ≤ T 1Pp(N, x) for each p | P6N , then T 1P (N, x) ≤ T 1Pd(N, x) +
t1Pd(N) for any d | P6N .
It turns out the proof of this theorem is quite simple. Now we have a small error term T 1P (N, x) ≤
T 1Pd(N, x) + t
d
P (N) by selecting d = P6N and N/2 ≤ x < N − 1. This is the outline of our major steps
to prove Theorem 1.1. Similarly, we will prove the generalized twin prime conjecture under UBH′:
UBH′: Second upper bound hypothesis on SpP (N, x). For given N ≥ 1, there are infinitely many inte-
gers M ≥ 2N + 1 such that for M2 − 7N ≤ x < M2 −N < y and for each p | P6N where P is the product
of all primes ≤M , the following inequality holds:
SpP (N, y + x)− SpP (N, y − x) ≤
3x
P
|W pP (N)| (19)
Theorem 1.5. If UBH′ (19) is true for given N ≥ 1, then there are infinitely many pairs of primes p and
q such that q − p = 2N .
Let’s start with the decomposition of set WP (N).
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2 Decomposition of WP (N)
There are several ways to obtain the formula for |WP (N)|. By use of Chinese remainder theorem, we get it
easily. Here it is.














Proof. If 2 | PN , let J2 = {0}. For p | P2N , let Jp = I0,p−1 \ {a, b} where a and b ∈ I1,p−1 are the solutions
s of p | s + N and p | s − N respectively. Since a 6= b, then |Jp| = p − 2. For n ∈ WP (N) and p | P , let
hp ≡ n mod p and hp ∈ I0,p−1. We are going to prove hp ∈ I1,p−1 if p | NP and hp ∈ Jp if p | PN . First we
assume p | NP , then p ∤ (N −n)(N +n) means p ∤ n and hp ∈ I1,p−1. Next we assume p | PN . If p = 2, then
2 ∤ N and 2 ∤ (N −n)(N +n) mean n is even and h2 = 0. If p > 2, then p ∤ (N −n)(N +n) means hp 6≡ ±N














Here we have |J2| = 1 if 2 | PN . Now we pick one value fp ∈ I1,p−1 for p | NP and one value fp ∈ Jp for
p | PN , then the system of equations
z ≡ fp mod p for all p | P (22)














Here we have |J3| = 1 if 3 | P2N . That completes the proof.
Definition For d | P6N , a factor of P6N , let W dP (N) be the set of n ∈ WP (N) such that gcd(P6N , n) = d.
Theorem 2.2. (Decomposition of WP (N)) WP (N) is the disjoint union of W
d
P (N) for all d | P6N .
Proof. For n ∈ WP (N), let d = gcd(P6N , n), then n ∈ W dP (N) and WP (N) is the union of W dP (N) for all
d | P6N . If n ∈W dP (N) ∩W d
′
P (N), then d = gcd(P6N , n) = d
′ and W dP (N) is distinct for each d | P6N .
We define c = gcd(NP,6)gcd(N,6) , the index of (P,N). Clearly c | 6.
Lemma 2.3. i. c | n if n ∈WP (N). ii. c ⊥ N . iii. PcN = P6N .
Proof. Assume n ∈WP (N), then P ⊥ (N − n)(N + n). If 2 | c, then, by definition of c, N is odd, P is even
and 2 | n since 2 ∤ (N − n). If 3 | c, then 3 | P , 3 ∤ N and 3 | n since 3 ∤ (N − n)(N + n). Thus, part i and
part ii are proved. For part iii, we only need to prove 2 ∤ PcN and 3 ∤ PcN ; it is obvious by definition of c.
Definition For d | P6N , let P⊥cd be the set of k ⊥ Pcd and 1 ≤ k ≤ Pcd.
Theorem 2.4. Assume n ∈ WP and d | P6N . n ∈W dP if and only if n = cdk and k ∈ P⊥cd.
Proof. Assume n ∈ W dP , then d = gcd(P6N , n). Since cd | n ≤ P then n = cdk for some k ≤ Pcd. Since
n ∈ WP , then n ⊥ NP and k ⊥ NP . Since gcd(PcN , cdk) = d, then gcd(PcdN , k) = 1 and k ⊥ PcdN . Thus,
k ⊥ NPPcdN = Pcd and k ∈ P⊥cd. Now assume n = cdk and k ∈ P⊥cd. Let d′ = gcd(P6N , n) = gcd(PcN , cdk),
then d′/d = gcd(PcdN , ck) = gcd(PcdN , k). Since gcd(Pcd, k) = 1, then gcd(PcdN , k) = 1 and d
′ = d.
For d | P6N , let V dP (N) be the set of k ∈ P⊥cd such that cdk ∈W dP (N). Clearly |V dP (N)| = |W dP (N)|.
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Theorem 2.5. For d | P6N , size of V dP (N) is







Proof. For p | P6dN , let Kp = I1,p−1 \ {a, b} where a and b ∈ I1,p−1 are the solutions s of p | cds + N and
p | cds−N respectively. Since a 6= b, then |Kp| = p− 3. For k ∈ V dP (N), let hp ≡ k mod p and hp ∈ I0,p−1
for p | P . Since V dP (N) ⊂ P⊥cd, then hp ∈ I1,p−1. For p | P6dN , we have p ∤ (N − cdk)(N + cdk); thus,
cdhp 6≡ ±N mod p and hp ∈ Kp. Therefore,













Now we pick one value fp ∈ I1,p−1 for p | NP and one value fp ∈ Kp for p | P6dN . Since Pcd = NPP6dN ,
then the system of equations
z ≡ fp mod p for all p | Pcd (26)
has one solution k between 1 and Pcd by Chinese remainder theorem. Thus, z = k ∈ V dP (N) and the size of
V dP (N) is













That completes the proof.
Theorem 2.6. Let K be a square-free integer and let hp be given for prime p | K, then∏
p|K






where d goes over all factors of K and Kd = K/d.
An easy way to understand this formula is to treat each hp as an indeterminate in polynomial. This formula
will be applied to the proof of Goldbach cosine sum-product formula over W dP (N) and two more places: one
is in the following example and one in the proof of Goldbach momentum formula.

























|W dP (N)| (31)

















Proof. For p | P and given fp, we define
hp =
fp − 1
p− 1 (p− 3) = fp − 2
fp − 1
p− 1 − 1 (33)

























































































































and Goldbach momentum formula follows.
Goldbach momentum formula was first discovered for fp = p
s by another method [6]. We are going to prove
the Goldbach cosine sum-product formula in the next several sections.
3 Modulo Set over Square-Free Integer
Let us start with the following theorem.
Theorem 3.1. Let N ≥ 1 be an integer and P ≥ 1 be a square-free integer. For a | P and b | P , there exists
an integer n such that a | N − n and b | N + n if and only if gcd(a, b) | 2N .
Proof. If there is n such that a | N − n and b | N + n, then n = N − ak for some k and n = bl−N for some
l. Thus, n = N − ak = bl−N and 2N = ak+ bl. Therefore, gcd(a, b) | 2N . Now assume gcd(a, b) | 2N . Let
n1 be the least integer n ≥ 0 such that b | N + n and N1 = (N + n1)/b. If b | N + n, then n = n1 + bk for
some k and
N − n = N − n1 − bk = 2N − (N + n1)− bk = 2N − bN1 − bk (41)
Let d = gcd(a, b), a′ = a/d and b′ = b/d, then a′ ⊥ b′. Since d | 2N , then a | N − n is equivalent to
a′ | N2 − b′N1 − b′k where N2 = 2N/d. Let k1 be the least integer k ≥ 0 such that a′ | N2 − b′N1 − b′k (the
existence of such k is due to a′ ⊥ b′), then n = n1 + bk1 meets the requirement.
Definition Let N ≥ 1 be an integer and P ≥ 1 be a square-free integer. Let Q be the set of pairs (a, b) of
positive integers such that [a, b] | P and gcd(a, b) | 2N . For (a, b) ∈ Q, let mab be the least integer n ≥ 0
such that a | N − n and b | N + n. We call {mab} the modulo set in respect of N and P .
We assume N and P are given throughout this paper; therefore so is Q. The following three theorems
uncover some properties on the modulo set {mab}.
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Theorem 3.2. If (a, b), (a′, b) ∈ Q and a | a′, then ma′b = mab + k[a, b] for some k ≥ 0. Likewise, if
(a, b), (a, b′) ∈ Q and b | b′, then mab′ = mab + k′[a, b] for some k′ ≥ 0.
Proof. Since a | a′ | N − ma′b and a | N − mab, then a | ma′b − mab. Similarly, b | ma′b − mab and
[a, b] | ma′b −mab. Thus, ma′b = mab + k[a, b] and k ≥ 0 since ma′b ≥ mab.
Theorem 3.3. Assume (a, b) ∈ Q and prime p | gcd(2N, b). Let
a′ =
{
a/p if p | a,
ap if p ∤ a
(42)
then (a′, b) ∈ Q and ma′b = mab.
Proof. First, gcd(a′, b) = gcd(a, b) and (a′, b) ∈ Q. Next we assume p = 2. Since 2 | b | N + mab, then
2 | N −mab and a′ | N −mab. Now we assume p is odd and p | N . Since p | b | N +mab, then p | mab,
p | N −mab and a′ | N −mab. In either case we have ma′b ≤ mab. If a′ = ap then we have ma′b = mab. If
a′ = a/p, then a′′ , (a′)′ and ma′′b = ma′b. Since a = a
′′, then the proof is complete.
Theorem 3.4. For (a, b) ∈ Q, we have
mab +mba =
{
0 if [a, b] | N,
[a, b] if [a, b] ∤ N
(43)
Proof. If [a, b] | N , then it is clear that mab = mba = 0. If [a, b] ∤ N , then mab > 0. Let n = [a, b] −mab,
then n > 0, a | N + n and b | N − n; thus, mba = n.
Definition For n ≥ 1, let Un, the unit set at n, be the set of (a, b) ∈ Q such that [a, b] | n−mab, let U∗n be
the set of (a, b) ∈ Q such that [a, b] | n+mab, called the dual of unit set Un.
It is clear that (a, b) ∈ Un if and only if (b, a) ∈ U∗n. Mo¨bius function µ is widely used in the classic sieve





Theorem 3.5. For n ≥ 1, the unit value un is given as follows:
un =
{
1 if (N − n)(N + n) ⊥ P,
0 otherwise
(45)
Proof. First, we define an = gcd(N − n, P ) and bn = gcd(N + n, P ). If (a, b) ∈ Un, then n = mab + k[a, b]
for some k. Since a | N −mab and a | n−mab, then a | N − n, therefore a | an; similarly, b | bn. Conversely,
if a | an and b | bn, then a | N − n and b | N + n. Thus, n = mab + k[a, b] for some k and (a, b) ∈ Un. Thus,











Since an = bn = 1 if and only if (N − n)(N + n) ⊥ P , then the theorem follows.
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4 Sum-Sieve Equation




















Since nab(n) 6= nab(n−) if and only if [a, b] | n+mab, then we have the following lemma:
Lemma 4.1. For n ≥ 1, nab(n) 6= nab(n−) if and only if (a, b) ∈ U∗n.
For (a, b) ∈ Q and x ≥ 0, we define
Aab = [a, b]− 2mab and Bab(x) = Aab + 2nab(x)[a, b] (50)
Theorem 4.2. (Sum-sieve equation) Assume N , P and Q are given. For x ≥ 0 and real s such that













√−1 is the imaginary unit of complex number.
Proof. The equation is true for x = 0. E(x, s), as a function of x, is a step function jumping probably at
x = n, the positive integers. For 0 < n ≤ x, if (a, b) ∈ U∗n, then nab(n−) = nab(n) − 1, Bab(n) = 2n+ [a, b]
and Bab(n
−) = 2n− [a, b]. By Lemma 4.1, we have






















Thus, step function E(x, s) is the sum of all these terms.




















un sin 2ns (56)
E1(x, s) and E2(x, s) are called cosine and sine formula on modulo set respectively.
Definition For any factor d | P , let Qd be the set of (a, b) ∈ Q such that ab = Pd and b ⊥ 2N .
Lemma 4.3. For any function F (n,m) defined on integers n and m, we have∑
(a,b)∈Q






F (mab, [a, b]) (57)
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Proof. For d | P and (a, b) ∈ Qd, µ(a)µ(b) = µ(Pd). Let Q′d be the set of (a, b) ∈ Q\Qd such that [a, b] = Pd,
then∑
(a,b)∈Q












µ(a)µ(b)F (mab, [a, b]) (58)
We need to prove the second term is 0. Let Pd = p1 · · · pnq1 · · · qm be all the prime factors such that
p1 · · · pn | 2N and q1 · · · qm ⊥ 2N . Since (a, b) ∈ Qd if and only if b | q1 · · · qm and a = Pd/b, then (a, b) | Q′d
if and only if pj | b for some j and [a, b] = Pd. For (a, b) ∈ Q′d, let l be the maximal index of j such that
pj | b. Therefore, pl | gcd(2N, b); we define a′ = a/pl if pl | a and a′ = apl if pl ∤ a. Thus, (a′, b) | Q′d,









(µ(a) + µ(a′))µ(b)F (mab, [a, b]) = 0 (59)
This completes the proof.













5 Goldbach Cosine Sum-Product Formula
First, we present the following cosine formula:



































Since Bab(P ) = Aab + 2P = [a, b]− 2mab + 2P , then
sinBab(P )s− sinAabs = cosAabs sin 2Ps+ sinAabs(cos 2Ps− 1) (63)
= cosAabs sin 2Ps− 2 sinAabs sin2 Ps (64)
Now we let s → kpi
P
in E1(P, s). It is clear that sinBab(P )s − sinAabs → 0 as s → kpiP . Let d | P . If d ∤ k,





























By taking s→ kpi
P
in equation (62), we have the theorem.
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For each p | P , let p¯ be the inverse of p in P/p = Pp, that is the solution z ∈ A1,P of systems:
zp ≡ 1 mod Pp and z ≡ 1 mod p (68)




p¯p ≡ 1 mod Pd (69)
and d¯ ⊥ P . For d = 1, we understand d¯ = 1. Let
δ2(a, b) =
{
1 if 2 | [a, b] and N is odd,
0 otherwise
(70)
and e(x) = e2piix.
Theorem 5.2. For (a, b) ∈ Q, let a′ = a/ gcd(2N, a), b′ = b/ gcd(2N, b) and





























Proof. First, we prove a | N −m′ab. Assume prime q | a. If q | N , then q | N −m′ab. Now assume q ∤ N .
Notice that q | Pp unless p = q and q | PqPq − 1. If q is odd, then q | a′ and q | N −m′ab. If q ∤ N and q = 2,
then δ2(a, b) = 1, m
′
ab is odd and 2 | N −m′ab. Therefore, a | N −m′ab. Similarly, we have b | N + m′ab.



























This completes the proof.













Proof. For (a, b) ∈ Qd, let a′ = a/ gcd(2N, a) and b′ = b/ gcd(2N, b), then P2dN = [a′, b′]. In fact, by the
definition of Qd, we have b
′ = b and P2dN = a
′b′. If PdN is odd, then PdN = P2dN and δ2(a, b) = 0. By the
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= (−1)k when PdN is even, then we complete the proof.
















p− 2 if p | k,
−2 cos 2kNPppi
p
if p ∤ k
(81)











































































































1 if 2 ∤ P,
(−1)k−1 if 2 | P and 2 | N,
−1 if 2 | P and 2 ∤ N
(91)




(1 − p) (92)
If 2 | gcd(k,NP ), then 2 | gcd(k,N, P ) and it is simple to verify the formula above is also valid. Since
µ(P )µ(P2N )(−1)PN+1 = µ(gcd(P, 2N))(−1)PN+1 = µ(NP ), we complete the proof.
Goldbach cosine sum-product formula has been verified numerically for P ≤ 30030 = 2 · 3 · 5 · 7 · 11 · 13.


















Since αp(P, kN) = 1 for any integer k if p = 3 | P2N , then we also have













6 Goldbach Decomposition Theorem
Let us recall that d¯ is the inverse of d in Pd: d¯d ≡ 1 mod Pd, and V dP (N) is the set of k ∈ P⊥cd such that
cdk ∈W dP (N). Purpose of this section is to prove the Goldbach cosine sum-product formula over W dP (N).
Theorem 6.1. For d | P6N , V dP (N) = V 1Pd(d¯N).
Proof. Let c be the index of (P,N). For d | P6N , k ∈ V dP (N) if and only if (cdk − N)(cdk + N) ⊥ P and
k ∈ P⊥cd. Since (cdk − N)(cdk + N) ⊥ P is equivalent to (cdk − N)(cdk + N) ⊥ Pd and is equivalent to
(ck − d¯N)(ck + d¯N) ⊥ Pd, then V dP (N) = V 1Pd(d¯N).
It is clear that |W dP (N)| = |V dP (N)| = |V 1Pd(d¯N)| = |W 1Pd(d¯N)|.
Lemma 6.2. Assume g(P,N) is defined for all square-free integers P ≥ 1 and all integers N ≥ 1. If∑
d|P6N
g(Pd, d¯N) = 0 (95)
for each square-free integer P ≥ 1 and each integer N ≥ 1, then g(Pd, d¯N) = 0 for any d | P6N .
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Proof. We prove this lemma by induction on #P , the number of prime factors in P . First, we take P = 1
and #P = 0. In this case the lemma is obvious: g(1, N) = 0 for all integer N ≥ 1. Now we assume the
lemma is true for #P ≤ n, then g(Pd, d¯N) = 0 if #Pd ≤ n and d | P6N . Let P be square-free integer having
n+ 1 prime factors. By assumption, we have∑
d|P6N
g(Pd, d¯N) = 0 (96)




g(Pd, d¯N) = g(P,N) (97)
and the lemma is proved.
Theorem 6.3. (Goldbach decomposition theorem) Assume f(t) is defined for 0 ≤ t ≤ 1 and g(P,N)









































































































Thus, by the previous lemma, we have g(Pd, d¯N) = g
′(Pd, d¯N) for all d | P6N .
Lemma 6.4. For d | P6N , p | P6dN and k ≥ 1, αp(P, kN) = αp(Pd, kd¯N).
Proof. If p | k, then αp(P, kN) = αp(Pd, kd¯N) = p− 2. Now we assume p ∤ k. Let P ′ = Pd and P ′p = P ′/p,
then P ′p = Pdp. Let P
′
p be the inverse of P
′




p ≡ 1 mod p. Since
Pp = dPdp = d¯ · Pdp ≡ d¯ · PdpP ′pP ′p = d¯ · PdpPdp · P ′p ≡ d¯ · P ′p mod p (104)
then by the definition, we have
αp(P, kN) = −2 cos kNPppi
p




= αp(Pd, kd¯N) (105)
Thus, the proof is complete.
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Theorem 6.5. (Goldbach cosine sum-product formula on W dP (N)) For d | P6N and k ≥ 1,




































(αp(P, kN)− 1) (108)
Let




then h(Pd, d¯N, k) = h(P,N, k) , ak is constant for d | P6N . Since αp(P, kN) = αp(Pd, kd¯N) for any d | P6pN ,
then


































(αp(P, kN) − 1) (112)
This completes the proof.


































7 Goldbach Counting Function
For x > 0, let SP (N, x) be the number of n ∈ I1,x such that (N − n)(N + n) ⊥ P . For d | P6N , SdP (N, x) be
the number of n ∈ I1,x such that (N − n)(N + n) ⊥ P and gcd(P6N , n) = d. Both of them are called the




2 if P ∈ WP (N),











Theorem 7.1. Goldbach counting function can be given as follows:
SP (N, x) = |WP (N)| x
P
− tP (N)− TP (N, x) (115)
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Proof. We only need to prove the formula for 0 < x ≤ P . For 0 < x ≤ P , we have
























































− tP (N) (119)
That completes the proof.
By this theorem, we now extend the range of x in TP (N, x) and SP (N, x) to the whole reals.
Theorem 7.2. If Pt is not integer, then







Proof. For 0 < t < 1, we have
{−t} − 1
2








Thus, {t}− 12 is an odd function of t and its Fourier transform has only sine terms. We calculate its coefficient


















cos(2kpit)dt = − 1
kpi
(122)
Thus, if t 6= n
P

































sin 2kpit− sin 2nkpi
P
cos 2kpit (124)
and P − n ∈WP (N) if n ∈WP (N) and n > 0, then

















Since TP (N,Pt) is a periodic function of t with period 1, then we have the theorem.
For d | P6N , we define
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By calculation of its Fourier coefficients, if Pt is not integer, we have











2 if n | 6 and n ⊥ m,
0 otherwise
(128)
and tdP (N) = δ6(Pd, d¯N) for d | P6N .








Proof. Let d′ = P6N . If d | P6N and d < P6N , then Pd ∤ 6, δ6(Pd, d¯N) = 0 and∑
d|P6N
δ6(Pd, d¯N) = δ6(Pd′ , d¯
′N) (130)
Since Pd′ = P/d
′ = P/P6N = gcd(P, 6N) and d¯
′d′ ⊥ Pd′ , then
gcd(Pd′ , d¯
′N) = gcd(Pd′ , N) = gcd(P, 6N,N) = gcd(P,N) = NP (131)
If tP (N) = 0, then NP > 1 and δ6(Pd′ , d¯
′N) = 0. If tP (N) =
1
2 , then NP = 1. Thus, Pd′ = gcd(P, 6) | 6 and
Pd′ ⊥ d¯N . By definition, δ6(Pd′ , d¯′N) = 12 . Hence, δ6(Pd′ , d¯′N) = tP (N).
Theorem 7.4. For d | P6N , SdP (N,Pt) = S1Pd(d¯N, Pdt) and T dP (N,Pt) = T 1Pd(d¯N, Pdt).
Proof. We need to prove the theorem only for 0 < t < 1 and now we assume 0 < t < 1. Since cdk ∈ W dP (N)
and cdk ≤ Pt if and only if ck ∈ W 1Pd(d¯N) and ck ≤ Pdt, then SdP (N,Pt) = S1Pd(d¯N, Pdt). Since CdP (N, k) =
C1Pd(d¯N, k) for d | P6N , then T dP (N,Pt) = T 1Pd(d¯N, Pdt).
Corollary 7.5. For d | P6N and d′ | P6dN , T d′Pd(d¯N, Pdt) = T 1Pdd′ (dd′N,Pdd′t) = T dd
′
P (N,Pt).
Theorem 7.6. (Decomposition of SP (N,Pt)) For d | P6N ,
SdP (N,Pt) = |W dP (N)|t− tdP (N)− T dP (N,Pt) (132)
Proof. Since we have the following:











(|W 1Pd(d¯N)|t− δ6(Pd, d¯N)− T 1Pd(d¯N, Pdt)) (135)
Then the theorem follows by Goldbach decomposition theorem.
By this theorem, again, for each d | P6N , we now extend the range of x in T dP (N, x) and SdP (N, x) to the
whole reals.
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8 Deduction Formula for Goldbach Counting Function
Let us start with deduction formula for TP (N, x) in terms of TPp(N, x) for p | P2N .
Lemma 8.1. CP (N, k) = CPp(p¯N, k)αp(P, kN) for p | P2N and k ≥ 1.
Proof. Let P ′ = Pp and P
′
n = P
′/ gcd(P ′, n). Thus, we have














Let P ′q be the inverse of P
′
q in q for q | P ′2N = P2pN : P ′qP ′q ≡ 1 mod q. Since
p¯P ′q ≡ p¯P ′qPpqPpq = p¯P ′qP ′qPpq ≡ p¯ · Ppq = pPpq = Pq mod q (138)
then αq(P, kN) = αq(P
′, kp¯N). This completes the proof.
Similarly, we have
Lemma 8.2. CdP (N, k) = C
d
Pp
(p¯N, k)(αp(P, kN)− 1) for d | P6N , p | P6dN and k ≥ 1.
Theorem 8.3. (First deduction formula for TP (N, x)) If p | P2N and x is not integer, then













Proof. For p | P2N , we have CP (N, k) = CPp(p¯N, k)αp(P, kN). Let t = x/P and y = NPp/p. Since x is not
integer, then by the definition of αp(P, kN),


































Since p¯p ≡ 1 mod q for any prime q | P2pN , then CPp(p¯N, pk) = CPp(N, k) and
TP (N, x) = 2
∞∑
k=1













CPp(p¯N, k) cos 2kypi
sin 2kpit
kpi
+ TPp(N, x) (144)
Since 2 cos 2kypi sin 2kpit = sin 2kpi(y + t)− sin 2kpi(y − t),
Pp(y + t) =
NPpPp + x
p
and Pp(y − t) = NPpPp − x
p
(145)
then we have the proof.
Theorem 8.4. (First deduction formula for SP (N, x)) If p | P2N and x is not integer, then
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Proof. Let t = x/P and z = NPpPp. Since |WP (N)| = |WPp(N)|(p− 2) and |WPp(p¯N)| = |WPp(N)|, then
SP (N, x) = |WPp(N)|(p− 2)t− tP (N)− TP (N, x) (147)

































Since tP (N) = tPp(N), then by the previous theorem, we have the formula.
Again, this formula is verified numerically for several cases.
Theorem 8.5. (First deduction formula for T dP (N, x)) If p | P6N , d | P6pN and x is not integer, then
T dP (N, x) = T
d
Pp
(N, x)− T dpP (N, x) − T dpP (N,NPpPp + x) + T dpP (N,NPpPp − x) (151)
Proof. For d | P6pN , CdP (N, k) = CdPp(p¯N, k)(αp(P, kN)− 1). Let t = x/P , then
T dP (N, x) = −
∞∑
k=1










− T dPp(p¯N, Ppt) (153)



































Since 2 cos 2kypi sin 2kpit = sin 2kpi(y + t)− sin 2kpi(y − t) and CdPp(p¯N, pk) = CdPp(N, k), then
T dP (N, x) = T
d
Pp



















= T dPp(N, x)− T dpP (N,NPpPp + x) + T dpP (N,NPpPp − x) − T dpP (N, x) (158)
This completes the proof.
We have a similar result for p | NP as follows:
Theorem 8.6. (Second deduction formula for TP (N, x)) If p | NP and x is not integer, then







Proof. If p | NP , then µ(NP ) = −µ(NPp) and














= −CPp(p¯N, k)pk (162)
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where pk = 1 if p ∤ k and pk = 1− p if p | k. Thus,








































+ TPp(N, x) (166)
and we have the proof.
Since CdP (N, k) = −CdPp(p¯N, k)pk for p | NP and d | P6N , then
Theorem 8.7. (Second deduction formula for T dP (N, x)) If p | NP and x is not integer, then for
d | P6N ,
T dP (N, x) = T
d
Pp







Theorem 8.8. (Third deduction formula for TP (N, x)) Let c be the index of (P,N). If x is not integer
and d | P6N , then















This is because CP (N, k) = CPc(c¯N, k) and C
d
P (N, k) = C
d
Pc
(c¯N, k) for any integer k.
9 Densities of WP (N) and W
d
P (N)
We give an estimate of |WP (N)|/P when P is the product of all primes ≤ z. First let us define
C1 = e
γ ≈ 1.781072418 (169)






























where c′ = gcd(NP,2)gcd(N,2) .
Theorem 9.1. If P is the product of all primes ≤ z, then




















The asymptotic formula holds for large z.
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First product approaches to C2 as z approaches to infinity and second product approaches to dN . Third











That completes the proof.
Hardy and Littlewood made the following assertion: asymptotic formula [3] and [5]:





2N . Since ωP (N)N = SP (N,N) + TP (N,N) + tP (N) and




then, we will have, if Hardy and Littlewood are correct,
TP (N,N)
SP (N,N)







It means the error term TP (N,N) holds 26% of target function SP (N,N). Numerical calculation strongly
supports this assertion.



















where c = gcd(NP,6)gcd(N,6) , the index of (P,N). By use of this density, we have
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The asymptotic formula holds for large z.
































































we have the theorem.
Let #N be the number of prime factors in N . It is easy to see that 2#N <
√
N when N is large. Thus,
by taking z =
√
2N in the previous theorem, we have (N − 2)ω1P (N) > 2#N−1 for large N . Also, we have
Nω1P (N) > 4 for large N . Numerical calculation shows that N ≥ 312 will meet these conditions.
Theorem 9.4. For N ≥ N0 , 312, (N − 2)ω1P (N) > 2#N−1 and Nω1P (N) > 4.
We need this result in the next section.
10 Even Number as a Sum of Two Distinct Primes
We will prove in this section that, under UBH, even number 2N is a sum of two distinct primes for
N ≥ N0 = 312, more specifically, SP (N,N − 2) ≥ 1 where P is the product of all primes ≤
√
2N . First we
introduce three lemmas. We assume x > 0 in the following three lemmas.
Lemma 10.1. Assume p | P6N and d | P6pN . If T 1P (N, x) ≤ T 1Pp(N, x) and T 1P (N, x) ≤ T 1Pd(N, x), then
T 1P (N, x) ≤ T 1Pdp(N, x) + t1Pdp(N).
Proof. By assumption, T 1Pd(N, x) + T
1
Pp
(N, x)− 2T 1P (N, x) ≥ 0 and t1P (N) = t1Pp(N) = t1Pd(N) = 0. Thus,
S1Pd(N, x) + S
1
Pp
(N, x)− 2S1P (N, x) ≤ xω1Pd(N) + xω1Pp(N)− 2xω1P (N) (188)
Since S1Pd(N, x) + S
1
Pp
(N, x)− S1P (N, x) = S1Pdp(N, x) by the inclusion-exclusion principle, then






































) ≤ ω1Pdp(N) (191)
Thus, S1Pdp(N, x) − S1P (N, x) ≤ xω1Pdp(N)− xω1P (N) and T 1P (N, x) ≤ T 1Pdp(N, x) + t1Pdp(N).
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By this lemma, we get the following by induction method on d | P6N :
Lemma 10.2. If T 1P (N, x) ≤ T 1Pp(N, x) for each p | P6N , then T 1P (N, x) ≤ T 1Pd(N, x) + t1Pd(N) for any
d | P6N .
Lemma 10.3. Assume c | 6, N is square-free and c ⊥ N . Let P ′ = cN . If x is not integer, then
|T 1P ′(N, x)| ≤ 2#N−1 where #N is the number of prime factors in N .
Proof. First P ′ is squre-free and NP ′ = N . For any p | N , we have T 1P ′(N, x) = T 1P ′p(N, x) − T 1P ′p(p¯N, x/p).
Thus, we get the following after repeating use of this formula for all p | N :










Since T 1c (d¯N, x/d) = T
1
1 (cdN, x/(cd)) and∣∣∣T 11 (cdN, xcd




∣∣∣∣ ≤ 12 (193)
for any d | N , then


















This completes the proof.
Let us start with the first upper bound hypothesis in terms of density.
UBH: First upper bound hypothesis on SpP (N, x). Assume N ≥ N0 and P is the product of all primes
≤
√
2N . For p | P6N and N/2 ≤ x < N − 1, the following inequality holds:
SpP (N,NPpPp + x)− SpP (N,NPpPp − x) ≤ 3xωpP (N) (195)
where y = NPpPp is constant. UBH can be given equivalently in terms of T
p
P (N, x):
UBH: First upper bound hypothesis on T pP (N, x). Assume N ≥ N0 and P is the product of all primes
≤
√
2N . For p | P6N and N/2 ≤ x < N − 1, the following inequality holds:
T pP (N,NPpPp − x)− T pP (N,NPpPp + x) ≤ xωpP (N) (196)
Theorem 10.4. Assume N ≥ N0 and P is the product of all primes ≤
√
2N . If UBH (196) is true, then
SP (N,N − 2) ≥ 1 (197)
Proof. It is sufficient to prove SdP (N, x) > 0 for some d | P6N and some non-integer x between N/2 and
N − 1. If there is p | P6N such that T pP (N, x) < xωpP (N), then
SpP (N, x) = xω
p
P (N)− T pP (N, x) > 0 (198)
and the theorem is proved. Otherwise, we have T pP (N, x) ≥ xωpP (N) for each p | P6N . From the first
deduction formula for T 1P (N, x) and by UBH (196), we have
T 1P (N, x) = T
1
Pp
(N, x) − T pP (N, x)− T pP (N,NPpPp + x) + T pP (N,NPpPp − x) (199)
≤ T 1Pp(N, x) − T pP (N, x) + xωpP (N) ≤ T 1Pp(N, x) (200)
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By Lemma 10.2, we have T 1P (N, x) ≤ T 1Pd(N, x) + t1Pd(N) for any d | P6N . Let d′ = P6N and P ′ = Pd′ ,
then P ′ | 6N and T 1P (N, x) ≤ T 1P ′(N, x) + t1P ′(N) for any non-integer x between N/2 and N − 1. If
T 1P ′(N, x) + t
1
P ′(N) ≤ 2, then for N ≥ N0 = 312,
S1P (N, x) = xω
1
P (N)− T 1P (N, x) − t1P ′(N) ≥ xω1P (N)− 2 > 0 (201)
and the theorem is proved. Now we assume P ′ ≤ N . Let n = ⌊N/P ′⌋ and y = nP ′+ 12 , then N/2 ≤ nP ′ ≤ N
and y < N + 1. Since T 1P ′(N, x) is periodic with period P
′, then

















and T 1P ′(N, y) + t
1
P ′(N) ≤ 1 since t1P ′(N) ≤ 12 . Now we have
T 1P ′(N, y − 2) = (y − 2)ω1P ′(N)− t1P ′(N)− S1P ′(N, y − 2) (203)
= T 1P ′(N, y)− 2ω1P ′(N) + S1P ′(N, y)− S1P ′(N, y − 2) (204)
Since d′ is odd, P ′ is even and S1P ′(N, y) − S1P ′(N, y − 2) ≤ 1, then T 1P ′(N, y − 2) ≤ T 1P ′(N, y) + 1 and
T 1P ′(N, y − 2) + t1P ′(N) ≤ 2. If y < N − 1, then we take x = y; otherwise we take x = y − 2 < N − 1. In
either case we have T 1P ′(N, x) + t
1
P ′(N) ≤ 2 and the theorem is proved. Next we assume P ′ > N ≥ N0. In
this case P ′ has at least one odd prime factor > 3. Let P ′′ = P ′/2 = P2d′ , then P
′′ | 3N and P ′′ > N/2.
Since W 1P ′(N) is symmetric in the middle between 1 and P
′, then
S1P ′(N,P









and T 1P ′(N,P
′′) = 0. If P ′′ ≤ N , we take y = P ′′ + 12 , then T 1P ′(N, y) + t1P ′(N) ≤ 1. If y < N − 1, then we
take x = y; otherwise we take x = y − 2. In either case we have T 1P ′(N, x) + t1P ′(N) ≤ 2 and the theorem is
proved. Finally, we assume P ′′ > N . In this case, P ′′ = 3N or P ′ = 3N ; or P ′ = cN where c is the index of
(P,N) and c = 3 or 6. Let x = N − 32 , then by Lemma 10.3, we have T 1P ′(N, x) ≤ 2#N−1 and
S1P (N, x) = xω
1
P (N)− T 1P (N, x) > (N − 2)ω1P (N)− 2#N−1 > 0 (206)
since N ≥ N0 = 312. That completes the proof.
We can further add one term on inequality (196) as follows:
T pP (N,NPpPp − x)− T pP (N,NPpPp + x) ≤ xωpP (N) + θ(N) (207)
where θ(N) =
√
Nω1P (N). No example is found that this inequality fails for N ≥ 30, 000, 000.
Lemma 10.5. Assume x > 0 and P is the product of all primes ≤ √2N . If T 1P (N, x) ≤ T 1Pp(N, x) + θ(N)
for each p | P6N , then
T 1P (N, x) ≤ T 1Pd(N, x) + θ(N)pi(
√
2N) + t1Pd(N) (208)
for any d | P6N .
Under the condition of this lemma, we have,











and expect SP (N,N − 2) > 0 for N larger than another fixed number.
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11 Twin Primes
Goldbach conjecture says that for every N ≥ 4, there is a pair of distinct primes p and q such that q+p = 2N .
The generalized twin prime conjecture says that for every N ≥ 1, there are infinitely many pairs of primes
p and q such that q− p = 2N . This similarity gives the similar answer to both conjectures. Now we present
the second upper bound hypothesis:
UBH′: Second upper bound hypothesis on T pP (N, x). For given N ≥ 1, there are infinitely many inte-
gers M ≥ 2N +1 such that, for M2 − 7N ≤ x < M2 −N and for each p | P6N where P is the product of all
primes ≤M , the following inequality holds:
T pP (N,NPpPp − x)− T pP (N,NPpPp + x) ≤ xωpP (N) (211)
Lemma 11.1. Let M ≥ 2N + 1 and P the product of all primes ≤ M . If SP (N,M2 −N) ≥ 1, then there
exists n ≤M2 −N such that both n+N and n−N are prime, and n−N > M .
Proof. Since SP (N,M
2 −N) ≥ 1, then there is n between 1 and M2 − N such that (n+N)(n −N) ⊥ P .
Since M ≥ 2N +1 and n+N ⊥ P , then n+N ≥M +1 ≥ 2N +2 and n−N ≥ 2. Since n+N ≤M2, then
both n+N and n−N are prime. Since n−N ⊥ P , then n−N > M .
Lemma 11.2. If there are infinitely many integers M ≥ 2N + 1 such that SP (N,M2 −N) ≥ 1 where P is
the product of all primes ≤M , then there are infinitely many pairs of primes p and q such that q− p = 2N .
Proof. We chooseM1 ≥ 2N+1 andMm+1 ≥M2m for each m ≥ 1. By the assumption, we have SP (N,M2m−
N) ≥ 1 where P is the product of all primes ≤ Mm. Thus, there is nm between 1 and M2m −N such that,
by the previous lemma, both pm = nm −N and qm = nm +N are prime and qm − pm = 2N . Since
qm = nm +N ≤M2m ≤Mm+1 < nm+1 −N = pm+1 < qm+1 (212)
then qm < qm+1. Thus, there are infinitely many pairs of primes p and q such that q − p = 2N .
Theorem 11.3. If UBH′ (211) is true for given N ≥ 1, then there are infinitely many pairs of primes p
and q such that q − p = 2N .
Proof. Let M be the one of integers in UBH′ and P the product of all primes ≤M . It is sufficient to prove
SP (N,M
2 −N) ≥ 1 due to the previous lemma. Assume x is not integer and M2 − 7N < x < M2 −N . If
there is p | P6N such that T pP (N, x) < xωpP (N), then
SpP (N, x) = xω
p
P (N)− T pP (N, x) > 0 (213)
and the theorem is proved. Otherwise, for each p | P6N , we have T pP (N, x) ≥ xωpP (N). From the first
deduction formula for T 1P (N, x) and by UBH
′ (211), we have
T 1P (N, x) = T
1
Pp
(N, x) − T pP (N, x)− T pP (N,NPpPp + x) + T pP (N,NPpPp − x) (214)
≤ T 1Pp(N, x) − T pP (N, x) + xωpP (N) ≤ T 1Pp(N, x) (215)
By Lemma 10.2, we have T 1P (N, x) ≤ T 1Pd(N, x) + t1Pd(N) for any d | P6N . Let d′ = P6N and P ′ = Pd′ , then
P ′ | 6N . Thus, there is n such thatM2−7N ≤ nP ′ < M2−N . Let x = nP ′+ 12 , then T 1P ′(N, x)+t1Pd(N) ≤ 1
and
S1P (N, x) = xω
1
P (N)− T 1P (N, x) ≥ (M2 − 7N)ω1P (N)− 1 > 0 (216)
That completes the proof.
We can further add one term on inequality (211) as follows:
T pP (N,NPpPp − x)− T pP (N,NPpPp + x) ≤ xωpP (N) + θ′(M) (217)
where θ′(M) =Mω1P (N), and have the following lemma:
REFERENCES 25
Lemma 11.4. Assume x > 0 and P is the product of primes ≤ M . If T 1P (N, x) ≤ T 1Pp(N, x) + θ′(M) for
each p | P6N , then
T 1P (N, x) ≤ T 1Pd(N, x) + θ′(M)pi(M) + t1Pd(N) (218)
for any d | P6N .
Under the condition of this lemma, we have
S1P (N,M







and expect S1P (N,M
2 −N) > 0 for M larger than a fixed number.
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