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Abstract
Knowledge representation and extraction are very important tasks in data mining. In this work, we proposed a variety of rule-based
greedy algorithms that able to obtain knowledge contained in a given dataset as a series of inhibitory rules containing an expression
“attribute  value” on the right-hand side. The main goal of this paper is to determine based on rule characteristics, rule length
and coverage, whether the proposed rule heuristics are statistically signiﬁcantly diﬀerent or not; if so, we aim to identify the best
performing rule heuristics for minimization of rule length and maximization of rule coverage.
Friedman test with Nemenyi post-hoc are used to compare the greedy algorithms statistically against each other for length and
coverage. The experiments are carried out on real datasets from UCI Machine Learning Repository. For leading heuristics, the
constructed rules are compared with optimal ones obtained based on dynamic programming approach. The results seem to be
promising for the best heuristics: the average relative diﬀerence between length (coverage) of constructed and optimal rules is
at most 2.27% (7%, respectively). Furthermore, the quality of classiﬁers based on sets of inhibitory rules constructed by the
considered heuristics are compared against each other, and the results show that the three best heuristics from the point of view
classiﬁcation accuracy coincides with the three well-performed heuristics from the point of view of rule length minimization.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Rule sets (systems) are widely used as techniques to solve problems, as classiﬁers for unseen instances (objects),
and as tools to comprehend data. In data mining, rules often allow people to gain insight into data signiﬁcantly more
than other representations (models) such as neural networks, etc.
On the one hand, deterministic (usual) rules with relation “attribute = value” on the right-hand side are well-known
tools for knowledge representation and pattern discovery1,2,3. On the other hand, inhibitory (nondeterministic) rules
have in the consequent part a relation “attribute  value”4. For the case of a binary decision attribute, inhibitory rules
are equivalent to the deterministic ones; however, the situation is diﬀerent for k-valued decision attribute, k ≥ 3. It was
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shown in5,6, for some datasets, deterministic rules cannot describe the whole information contained in the datasets
whereas inhibitory rules are able to describe the whole information for every dataset4. Moreover, classiﬁers based on
inhibitory rules can often acheive accuracy as good as classiﬁers based on deterministic rules4,7,8,9.
Obtaining rules directly from a dataset is usually more easiser than deriving rules from a model. Diﬀerent ap-
proaches have been proposed in the literature to obtain (induce) rules whether directly from datasets, for example,
boolean reasoning10,11, sequential covering12,13,14,15,16,17, or from models such as decision trees2,3,18. Sequential cov-
ering approaches are based on learning (inducing) sequentially a set of rules in greedily manner. In short, a sequential
covering algorithm searches (learns) for a single rule that covers a large number of positive examples (rows), elim-
inates the examples (rows) that in compliance with such rule, and learns recursively additional rules to cover the
available examples. However, such approach does not guarantee to ﬁnd as few as possible the number of learned
rules, indeed, it is an instance of set covering problem. Our work has connections to test theory, rough set theory, and
logical analysis of data theory. The three theories share the same concept of representing data using decision tables.
Moreover, the notion of rules are known under various names such as representative tuples in test theory, patterns in
logical analysis of data, and decision rules in rough set theory19,20.
In this work, we concentrate on problem of minimization of rule length, the number of conditions (constraints)
on the left-hand side, since shorter rules are usually more understandable. Similarly, we also focus on problem of
maximization of rule coverage, the number of rows (objects) for which a rule applies to, because rule coverage is
important for discovering major patterns in a given decision table (dataset). Of course, exact algorithms for the
considered problems are computationally expensive. Thus, we propose a variety of heuristics for minimization of
length of inhibitory rules and maximization of rule coverage. Statistical tests are applied on these algorithms to
draw out the signiﬁcant diﬀerences among them. Speciﬁcally, we compare the greedy algorithms for construction of
inhibitory rules separately for length and coverage over multiple datasets from UCI Machine Learning Repository21.
We perform this comparison using a Friedman test with Nemenyi post-hoc test22,23 based on computing mean ranks
of the algorithms. For leading heuristics, we compare the constructed rules with optimal ones obtained by dynamic
programming algorithms24. For the best heuristics, the average relative diﬀerence between length of constructed
and optimal rules is at most 2.27%. For coverage, the average relative diﬀerence is at most 7%. We compare the
considered heuristics from the point of view of accuracy of classiﬁcation based on constructed sets of inhibitory rules.
The results show that three best greedy algorithms are those heuristics that can minimize on average the length of
obtained rules compared to the other rule heuristics.
The paper consists of six sections. Section 2 contains deﬁnitions of main notions that employ throughout this
paper. We present procedures of a variety of greedy algorithms in Section 3 and constructions of systems of rules in
Section 4. The experiments setup and the results of the experiments are described in Section 5. Finally, Section 6
concludes the paper.
2. Main notions
A decision table T is a rectangular table with n columns labeled with conditional attributes f1, . . . , fn. Rows of this
table contain values of corresponding attributes. Rows of T are pairwise diﬀerent and each row is labeled with a value
of the decision attribute d. We denote by D(T ) the set of decisions attached to rows of the table T .
Let f j1 , . . . , f jm ∈ { f1, . . . , fn} and a1, . . . , am are values of the attributes f j1 , . . . , f jm respectively. We denote by
T ( f j1 , a1) . . . ( f jm , am) the subtable of T which contains only rows that have a1, . . . , am at the intersection with columns
f j1 , . . . , f jm respectively.
The expression
f j1 = a1 ∧ . . . ∧ f jm = am → d  q (1)
is called an inhibitory rule over T if f j1 , . . . , f jm ∈ { f1, . . . , fn}, a1, . . . am are values of f j1 , . . . , f jm , and q ∈ D(T ); we
denote this rule (expression) by τ. Thus, the left-hand side of the rule τ consists of conditions (constraints) where each
constraint takes the form ( f ji = ai).
Let r = (v1, . . . , vn) be a row of T labeled with a decision p. We say that the rule τ covers the row r if a1 =
v j1 , . . . , am = v jm . We say that the rule τ is true for T if any row of T covered by τ is labeled with a decision from
D (T ) \ {q}. If the rule τ is true for T and realizable for row r, then the rule will be called an inhibitory rule for T ,
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r, and q. The length of the rule τ is the number of conditions on the left-hand side, which is denoted by l(τ). The
coverage of the rule τ is the number of rows of T covered by τ, which is denote by c(τ).
3. Greedy algorithms for rule construction
In this section, we present a description of rule heuristics algorithms for an inhibitory rule construction. In general,
all the proposed eight greedy algorithms perform the same search procedure for best conditions (constraints) to be
added to the left-hand side based on a given attribute selection strategy. In other words, building an inhibitory rule
follows the top-down fashion where in each search step a constraint is chosen according to attribute selection strategy
of the considered rule heuristic. Thus, given a decision table T with n conditional attributes f1, . . . , fn each heuristic
search algorithm generates for a row (instance) r ∈ T an inhibitory rule labeled with decision (class label) q ∈
D (T ) \ {p}, where p is the decision of the row r.
Algorithm 1 Alg1H ,H ∈
{
H1 = ba+1 ,H2 = blog2 (a+2)
}
Require: Decision table T with conditional attributes f1, . . . , fn, row r = (v1, . . . , vn) of T labeled with a decision p,
and a decision q ∈ D (T ) \ {p}
Ensure: Inhibitory rule for T, r and q
1: Q← ∅
2: T ′ ← T
3: while T ′ contains rows labeled with decision q do
4: select f j ∈ { f1 . . . fn} such that maximizesH
5: T ′ ← T ′
(
f j, v j
)
6: Q← Q ∪
{
f j
}
7: end while
8:
∧
f j∈Q
(
f j = v j
)
→ d  q
First, we describe two algorithms: an algorithm Alg1H1 , denoted by max b div a, and an algorithm Alg
1
H2 , denoted
by max b div log a, (see Algorithm 1). We will explain the work of the algorithms Alg1H1 and Alg
1
H2 for generating
an inhibitory rule for the row r = (v1, . . . , vn) ∈ T that labeled with a decision p for a ﬁxed decision q ∈ D (T ) \ {p}
in the consequent part. Algorithms Alg1H1 and Alg
1
H2 start with the initialization step in line 2 where they assign the
given decision table T to the subtable T ′. The latter gets updated inside the while-loop to be a subtable formed
by T ′( f j, v j). In line 4, both algorithms Alg1H1 and Alg
1
H2 select the best attribute value ( f j, v j) that optimizes the
considered attribute selection strategy H . Then the chosen attribute value is added to the body of the rule being
constructed. Speciﬁcally, the algorithm Alg1H1 aims to ﬁnd the attribute value that optimizes the ratio H1 = ba+1
whereas Alg1H2 optimizes this ratioH2 = blog2 (a+2) , where b is diﬀerence between the number of improperly classiﬁed
rows or cases by the current rule before and after adding the chosen constraint ( f j, v j). Similarly, a is diﬀerence
between the number of properly classiﬁed rows or cases by the current rule before and after adding the constraint
( f j, v j).
Thus, the algorithms Alg1H1 and Alg
1
H2 choose the best attribute value that separates from the row r a maximum
number of rows labeled with decision q and a minimum number of rows with decision other than q in every search
step. In addition, both rule heuristics stop adding new constraints to the rule being constructed when there is no any
row labeled with the decision q.
Analogously, the work of the algorithm Alg2, denoted by min a, is similar to the previous rule heuristics algorithms
and shown in Algorithm 2. However, the algorithm Alg2 considers only a single criterion for the attribute selection
strategy. Speciﬁcally, Alg2 chooses in every iteration of the while-loop the attribute value ( f j, v j) that decreases
the number of improperly classiﬁed rows or cases after adding the constraint ( f j, v j) by at least one and removes the
minimum number of properly classiﬁed rows or cases. Where improperly classiﬁed rows have the same decisions as
in the right part of the rule and properly classiﬁed rows have diﬀerent decisions.
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Algorithm 2 Alg2
Require: Decision table T with conditional attributes f1, . . . , fn, row r = (v1, . . . , vn) of T labeled with a decision p,
and a decision q ∈ D (T ) \ {p}
Ensure: Inhibitory rule for T, r and q
1: Q← ∅
2: T ′ ← T
3: while T ′ contains rows labeled with decision q do
4: select f j ∈ { f1 . . . fn} such that b ≥ 1 and a is minimum
5: T ′ ← T ′
(
f j, v j
)
6: Q← Q ∪
{
f j
}
7: end while
8:
∧
f j∈Q
(
f j = v j
)
→ d  q
Algorithm 3 Alg3U ,U ∈ {ent, gini,me, rme,R}
Require: Decision table T with conditional attributes f1, . . . , fn, row r = (v1, . . . , vn) of T labeled with a decision p,
and a decision q ∈ D (T ) \ {p}
Ensure: Inhibitory rule for T, r and q
1: Q← ∅
2: T ′ ← T
3: while T ′ contains rows labeled with decision q do
4: select f j ∈ { f1 . . . fn} such thatU
(
T ′
(
f j, v j
)
, q
)
is minimum
5: T ′ ← T ′
(
f j, v j
)
6: Q← Q ∪
{
f j
}
7: end while
8:
∧
f j∈Q
(
f j = v j
)
→ d  q
Last family of attribute selection strategies depend on minimizing given uncertainty measures. In particular, the
constraint
(
f j, v j
)
that minimizes a given uncertainty measureU is added to the left part of the rule being constructed
for the row r = (v1, . . . , vn), during each iteration of the while-loop as shown in Algorithm 3.
Let T ′ be a subtable that contains all rows from a given decision table T satisfying all conditions in the left part of
current rule. For each t ∈ D(T ), we denote by Nt the number of rows in T ′ labeled with the decision t. Let pt = NtN
where N is the total number of rows in the subtable T ′. We describe ﬁve uncertainty measures where two of them
depend both on the subtable T ′ and the ﬁxed decision of the right part of the rule q ∈ D(T ). The other three depend
only on the subtable T ′. In Algorithm 3, we consider general case whereU depends on both parameters.
• Entropy: ent(T ′) = −
∑
t∈D(T )
pt log2 pt. We denote Alg
3
ent algorithm by min ent.
• Gini Index : gini(T ′) = 1 −
∑
t∈D(T )
(pt)2. We denote Alg3gini algorithm by min gini.
• R(T ′) = N2gini(T ′)2 (the number of unordered pairs of rows with diﬀerent decisions in T ′). We denote Alg3R
algorithm by min R.
• Misclassiﬁcation error: me(T ′, q) = Nq. We denote Alg3me algorithm by min me.
• Relative misclassiﬁcation error: rme(T ′, q) = NqN . We denote Alg3rme algorithm by min rme.
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4. Construction of systems of rules
In this paper, two problems of optimization of the model cost are considered: length and coverage of inhibitory
rules. Let A be one of the eight algorithms described in the previous section. Then, the algorithm A constructs a set
of inhibitory rules for each row r of T in the following way. If r is labeled with a decision p, then the algorithm A
generates an inhibitory rule for each decision q ∈ D (T ) \ {p}. Finally, among the set of rules generated for the row r,
the rule with the minimum length is added to the system of minimum rule length lA for T . Similarly, the rule with the
maximum coverage from the set of generated rules to the row r is added to the system of maximum rule coverage cA
for T .
Let T contain N rows {r1, . . . , rN}, and S be a system of N rules either lA or cA. We consider two performance
scores for rules from S : average length Lavg (S ) and average coverage Cavg (S ) where
Lavg(S ) =
∑
τ∈S l (τ)
N
and Cavg(S ) =
∑
τ∈S c (τ)
N
. (2)
To solve exactly the two problems of optimization of the model cost are considered: length and coverage of inhibitory
rules, we can use dynamic programming approach24. However, such algorithms are computationally complex and
they cannot work on large decision tables. For i = 1, . . . ,N, let l (ri) be the minimum length of an inhibitory rule
which is true for T and covers ri, and c (ri) be the maximum coverage of an inhibitory rule which is true for T and
covers ri. Then
Loptavg(T ) =
1
N
N∑
i=1
l (ri) and C
opt
avg(T ) =
1
N
N∑
i=1
c (ri). (3)
5. Experimental results
In this section, the experimental setups for this comparative study are described in terms of data sets (decision
tables) and statistical tests. Additionally, the results connected with real decision tables and the accuracy of prediction
are presented. For analysis purpose, each algorithm is named by the template 〈l〉 〈name of the considered algorithm〉
when the performance score is the average length of rules. In a similar way, each algorithm is named by the template
〈c〉 〈name of the considered algorithm〉 when the performance score is the average coverage of rules.
5.1. Comparison of rule heuristics: statistical tests
To compare the algorithms statistically, we use Friedman test with Nemenyi post-hoc test as suggested in22. Let
we have k algorithms A1, . . . , Ak for building systems of rules and M decision tables T1, . . . ,TM . For each decision
table Ti, i = 1, . . . ,M, we rank the algorithms A1, . . . , Ak on Ti based on their performance scores (from the point of
view either average length or average coverage), where we assign the best performing algorithm the rank of 1, the
second best rank 2, and so on. We break ties by computing the average of ranks. Let r ji be the rank of the j-th of k
algorithms on the decision table Ti. For j = 1, . . . , k, we correspond to the algorithm Aj the average rank
Rj =
1
M
M∑
i=1
r ji . (4)
For a ﬁxed signiﬁcance level α (in our work α = 0.10 mainly), the performance of two algorithms is signiﬁcantly
diﬀerent if the corresponding average ranks diﬀer by at least the critical diﬀerence
CD = qα
√
k (k + 1)
6M
(5)
where qα is a critical value for the two-tailed Nemenyi test depending on α and k (see22).
We can also compare performance scores of algorithms A1, . . . , Ak with optimal results obtained by dynamic pro-
gramming24. For j = 1, . . . , k and i = 1, . . . ,M, we denote, respectively, by li j and ci j average length and average
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Table 1: Decision tables from UCI Machine Learning Repository for study of length and coverage
Decision table # Rows #Attributes # Decisions
1 adult-stretch 16 4 2
2 agaricus-lepiota 8124 22 2
3 balance-scale 625 4 3
4 breast-cancer 266 9 2
5 cars 1727 6 4
6 ﬂags 193 26 6
7 hayes-roth 69 4 3
8 kr-vs-kp 3196 36 2
9 lymphography 148 18 4
10 nursery 12960 8 5
11 shuttle-landing 15 6 2
12 soybean-small 47 35 4
13 spect-test 169 22 2
14 tic-tac-toe 958 9 2
15 zoo-data 59 16 7
coverage of the system of rules constructed by the algorithm Aj on the decision table Ti. For i = 1, . . . ,M, we denote
by lopti the value of L
opt
avg (Ti) which is the minimum possible average length of a system of rules for Ti, and c
opt
i the
value of Coptavg (Ti) which is the maximum possible average coverage of a system of rules for Ti. Thus, we can compute
the average relative diﬀerence (for length and coverage) as follows:
ARDlj =
1
M
M∑
i=1
li j − lopti
lopti
, ARDcj =
1
M
M∑
i=1
copti − ci j
copti
. (6)
The average relative diﬀerence shows how close on average a performance (length or coverage) of an approximate
solution to the optimal solution.
5.2. Real data sets
We performed the experiments on 15 decision tables from UCI Machine Learning Repository21 as shown in Ta-
ble 1. Sampling was used 100 times to select randomly 70% of rows of each table. We remove from the obtained set
of tables the decision tables in which all rows were labeled with the same decision, and make experiments with the
remaining tables.
First, we compare the performance scores of rule heuristics algorithms: l max b div a, l max b div log a, l min a,
l min ent, l min R, l min me, l min rme, and l min gini according to average length of obtained rules. Figure 1 shows
the critical diﬀerence diagram containing average (mean) rank for each heuristic on the x-axis for signiﬁcance level at
α = 0.10. When Nemenyi test is not enough to identify any signiﬁcant diﬀerence between some algorithms, the algo-
rithms are clustered (connected). One can see that the algorithm l min a leads to generate on average rules with large
number of constraints on left part. The best three algorithms are l min me, l min rme (these two algorithms are in
the same cluster), and l max b div log a. Table 2 contains the average relative diﬀerence ARDl for these algorithms.
Thus, it is clear that the best three algorithms can produce on average close to the optimal.
Similarly, we compare average coverage scores of rule heuristics algorithms c max b div a, c max b div log a,
c min a, c min ent, c min gini, c min me, c min rme, and c min R as shown in Figure 2. Note that it is convenient
for us to rank as the ﬁrst the algorithm which constructs system of rules with minimum average coverage, and so
on. In other words, it means that the best performing algorithm corresponds to the maximum average rank. The
average relative diﬀerence ARDc for the three best algorithms c max b div a, c max b div log a, and c min rme can
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87654321
CD=0.25
2.861 l_min_me
2.948 l_min_rme
3.606 l_max_b_div_log_a
4.224 l_min_R4.993l_max_b_div_a
5.094l_min_ent
5.137l_min_gini
7.138l_min_a
Fig. 1: Comparison of length minimization (tables from21)
87654321
CD=0.25
2.354 c_min_R
3.415 c_min_me
3.526 c_min_gini
3.549 c_min_ent3.981c_min_a
4.865c_min_rme
6.893c_max_b_div_log_a
7.417c_max_b_div_a
Fig. 2: Comparison of coverage maximization (tables from21)
Table 2: Leading algorithms for minimizing length (tables from21)
Algorithm Average relative diﬀerence
l min me 2.27%
l min rme 3.8%
l max b div log a 6.1%
Table 3: Leading algorithms for maximizing coverage (tables from21)
Algorithm Average relative diﬀerence
c max b div a 7%
c max b div log a 11%
c min rme 28%
be found in Table 3. Thus, it is clear that the best three algorithms can produce rules with coverage relatively close to
optimal.
5.3. Classiﬁers based on sets of inhibitory rules
In this section, we compare the prediction power of classiﬁers based on sets of inhibitory rules constructed by the
presented algorithms. Let A be one of the considered algorithms and T be a decision table. For each row r of T
labeled with a decision p and a decision q ∈ D(T ) \ {p} we add to the set of rules an inhibitory rule for T, r and q
constructed by A. This set of rules can be considered as a classiﬁer that uses a voting scheme procedure where each
rule votes against the decision in its right-hand side.
We evaluate the accuracy of considered classiﬁers for decision tables described in Table 4 using two-fold cross
validation approach where a given decision table is randomly partitioned into two folds of equal size. In all eight
rule heuristics algorithms, 30% of samples of the ﬁrst fold are reserved for validation. Train and validation subtables
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Table 4: Data sets from UCI Machine Learning Repository for study of classiﬁers
Decision table # Rows #Attributes # Decisions
1 balance scale 625 4 3
2 DNA 3186 60 3
3 ﬂags 193 26 6
4 hayes-roth 69 4 3
5 kr-vs-kp 3196 36 2
6 German 1334 20 2
7 mammographic 961 5 2
8 vehicle 846 18 4
(samples) are passed to the considered rule heuristic algorithm that builds a model as rulesets. The model is applied
to predict decisions for all samples from the second fold. Then the folds are swapped: the model is constructed from
the samples of the second fold and makes prediction for all samples from the ﬁrst fold. Finally, misclassiﬁcation error
is estimated as the average of misclassiﬁcation error of the ﬁrst and the second fold. In order to reduce variation of
the estimate, 50 experiments for each model and each data set were performed.
A post-pruning technique is applied to a set of rules R generated by one of the present algorithms. For each rule in
R that has uncertainty less than the predeﬁned threshold t, we keep removing constraints from the end of the rule until
the uncertainty of the resulted rule is greater than or equal the threshold t. The threshold that shows the minimum
misclassiﬁcation error on the validation subtables (samples) is selected.
Figure 3 shows the critical diﬀerence diagrams at level α = 0.1 for the considered classiﬁers where a classiﬁer with
a small average rank has low error rate. One can see that a system of inhibitory rules built by the algorithms min rme
and max b div log a have signiﬁcantly more accuracy than others.
It is interesting to note that the three well-performed heuristics are heuristics mentioned in Table 2 as the best
heuristics for rule length minimization.
8 7 6 5 4 3 2 1
CD=0.567
3.279 min_rme
3.403 max_b_div_log_a
3.921 min_me
4.567 min_ent4.623min_gini
4.716min_R
4.881max_b_div_a
6.61min_a
Fig. 3: Comparison of greedy algorithms for construction of classiﬁers
Table 5: Comparison of C4.5 algorithm with AlgH2 on some benchmark data sets
Decision table Testing Mode #Examples C4.5 Alg1H2
DNA Train & Test 3186 92.4 94.3
Vehicle Cross-validation 846 73.4 70
sleep Train & Test 105908 72.3 73.09
Finally, we compare the algorithm AlgH2 , also called max b div log, with C4.5 algorithm on some benchmark
datasets1 25 and results of comparison are shown on Table 5. One can see that the algorithm AlgH2 can achieve
accuracy as good as the C4.5 classiﬁer.
1 http://www.sgi.com/tech/mlc/db/
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The Nemenyi test shows that the rule heuristic algorithm Alg1H2 is better than all the other proposed heuristics
since it can produce on average rules with relatively short length, good coverage and accuracy on a par with the C4.5
classiﬁer.
6. Conclusions
In this paper, we compare statistically a variety of greedy algorithms for construction inhibitory rules for deci-
sion tables from UCI Machine Learning Repository. Statistical tests allow us to identify well performed algorithms
and recognize signiﬁcant diﬀerence between the algorithms. Presented results show some of the greedy algorithms
can obtain inhibitory rules with average length or coverage close to the optimal obtained by dynamic programming
algorithms. Additionally, we compare classiﬁers based on sets of inhibitory rules constructed by the considered
heuristics, and found that the three best heuristics from the point of view classiﬁcation accuracy coincides with the
three well-performed heuristics from the point of view of rule length minimization. The Nemenyi test shows that the
rule heuristic algorithm Alg1H2 is better than all the other proposed heuristics since it can produce on average rules
with relatively short length, good coverage and accuracy on a par with the C4.5 classiﬁer.
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