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LARGE DEVIATIONS FOR QUASI-PERIODIC
COCYCLES WITH SINGULARITIES
PEDRO DUARTE AND SILVIUS KLEIN
Abstract. We derive large deviations type (LDT) estimates for
linear cocycles over an ergodic multifrequency torus translation.
These models are called quasi-periodic cocycles. We make the
following assumptions on the model: the translation vector satisfies
a generic Diophantine condition, and the fiber action is given by
a matrix valued analytic function of several variables which is not
identically singular. The LDT estimates obtained here depend on
some uniform measurements on the cocycle.
Our general results derived in [9] regarding the continuity prop-
erties of the Lyapunov exponents (LE) and of the Oseledets filtra-
tion and decompositions are then applicable, and we obtain local
weak-Ho¨lder continuity of these quantities in the presence of gaps
in the Lyapunov spectrum. The main new feature of this work
is allowing a cocycle depending on several variables to have sin-
gularities, i.e. points of non invertibility. This requires a careful
analysis of the set of zeros of certain analytic functions of several
variables and of the singularities (i.e. negative infinity values) of
pluri-subharmonic functions related to the iterates of the cocycle.
A refinement of this method in the one variable case leads to
a stronger LDT estimate and in turn to a stronger, nearly-Ho¨lder
modulus of continuity of the LE, Oseledets filtration and Oseledets
decomposition.
This is a draft of a chapter in our forthcoming research mono-
graph [9].
1. Introduction and statements
We define the quasi-periodic cocycles and describe our assumptions
on them. We then formulate the main statements and relate them to
recent results for similar models.
1.1. Description of the model. Let T = R/Z be the one variable
torus, which we may regard as the unit circle in the complex plane.
We use the notation e(x) = e2πix and in fact we write f(x) instead of
f(e(x)) whenever f is a function on T.
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Throughout this paper, a . b will stand for a ≤ C b for some context-
universal constant C, which may be discarded from subsequent esti-
mates.
Let Td = (R/Z)d be the torus with d ≥ 1 variables. We denote by |·|
the Haar measure on Td. Let Tx = x+ω be the translation on the torus
T
d by the vector ω = (ω1, ω2, . . . , ωd). We assume that 1, ω1, ω2, . . . , ωd
are rationally independent, hence T is ergodic. The map T defines the
base dynamics and it is assumed fixed.
Let A : Td → Mat(m,R) be a matrix valued real analytic function.
The pair (T,A), acting on the vector bundle Td × Rm by (x, v) 7→
(Tx, A(x)v) is called an analytic, quasi-periodic linear cocycle (quasi-
periodic because of the base dynamics, linear due to the linear fiber
action, and analytic due to the analytic dependence on the base point).
As before, the frequency vector ω will be fixed, hence we identify the
cocycle with its fiber action given my the function A(x).
In order to be able to treat occurrences of small denominators, the
translation vector will be assumed to satisfy a generic Diophantine
condition:
‖k · ω‖ ≥
t
|k|d+δ0
(1.1)
for some t > 0, δ0 > 0 and for all k ∈ Z
d \ {0}, where for any real
number x we denote ‖x‖ := mink∈Z
∣∣x− k∣∣.
Note that if δ0 is fixed and if for every t > 0, DCt denotes the set
of frequency vectors satisfying the condition (1.1) above, then the set
DC := ∪t>0 DCt has full measure.
Since A(x) is analytic on Td, it has an extension A(z) to Adr = Ar ×
. . .×Ar, whereAr = {z ∈ C : 1−r <
∣∣z∣∣ < 1+r} is the annulus of width
2r. Note that the iterates A(n)(x) := A(x+(n−1)ω) . . . A(x+ω)A(x)
of the cocycle are also analytic functions on Adr .
We denote by Cωr (T
d,R) the Banach space of real valued analytic
functions on Adr with continuous extension up to the boundary and
norm ‖f‖r := supz∈Adr
∣∣f(z)∣∣.
For every integer m ≥ 1, let Cωr (T
d,Mat(m,R)) be the vector space
of matrix valued analytic functions on Adr , with continuous extension
up to the boundary. Endowed with the norm ‖A‖r := supz∈Adr ‖A(z)‖,
it is a Banach space.
In a previous work (see [5]) we studied GL(m,R)-valued analytic
cocycles. Here we will allow our cocycles to have singularities (i.e.
points of non-invertibility), as long as they are not identically singular.
This in particular ensures that all Lyapunov exponents are finite.
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Let us then define Cm to be the set of cocycles A ∈ C
ω
r (T
d,Mat(m,R))
with det[A(x)] 6≡ 0. This condition implies in particular that all LE
are finite.
The set Cm is open in C
ω
r (T
d,Mat(m,R)) and we let dist(A,B) :=
‖A − B‖r be the induced distance on it. Then the collection C :=
{(Cm, dist)}m≥1 is the space of cocycles for our quasi-periodic model.
For the reader’s convenience we briefly recall some definitions and
notations regarding the Lyapunov exponents, Oseledets filtrations and
decompositions of a cocycle A in any space of cocycles Cm.
The ergodic theorem of Kingman allows us to define the Lyapunov
exponents Lj(A) with 1 ≤ j ≤ m as Lj(A) := Λj(A)− Λj−1(A) where
Λj(A) := lim
n→∞
1
n
log‖∧jA(x)‖ for µ-a.e. x ∈ X .
Let τ = (1 ≤ τ1 < . . . < τk < m) be a signature. If A ∈ Cm has a
τ -gap pattern, i.e., Lτj (A) > Lτj+1(A) for all j, we define the Lyapunov
τ -block
Λτ(A) := (Λτ1(A), . . . ,Λτk(A)) ∈ R
k .
A flag of Rm is any increasing sequence of linear subspaces. The
corresponding sequence of dimensions is called its signature. A mea-
surable filtration is a measurable function on X , taking values in the
space of flags of Rm with almost sure constant signature. We denote by
F(X,Rm) the space of measurable filtrations. Note that the Oseledets
filtration of A, which we denote by F (A), is an element of this space.
We denote by F⊃τ (X,R
m) the subset of measurable filtrations with
a signature τ or finer. If F ∈ F⊃τ (X,R
m) there is a natural projection
F τ with signature τ , obtained from F by simply ‘forgetting’ some of its
components. This space is endowed with the following pseudo-metric
distτ (F, F
′) :=
∫
X
dτ(F
τ (x), (F ′)τ (x))µ(dx) ,
where dτ refers to the metric on the τ -flag manifold.
On the space F(X,Rm) we consider the coarsest topology that makes
the sets F⊃τ (X,R
m) open, and the pseudo-metrics distτ continuous.
A decomposition of Rm is a sequence of linear subspaces {Ej}1≤j≤k+1
whose direct sum is Rm. This determines the flag E1 ⊂ E1⊕E2 ⊂ . . . ⊂
E1 ⊕ . . . ⊕ Ek, whose signature τ also designates the signature of the
decomposition.
A measurable decomposition is a measurable function on X , taking
values in the space of decompositions of Rm with almost sure constant
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signature. We denote by D(X,Rm) the space of measurable decompo-
sitions. Note that the Oseledets decomposition of A, which we denote
by E·(A), is an element of this space.
We denote by D⊃τ (X,R
m) the subset of measurable decompositions
with a signature τ or finer. If E· ∈ D⊃τ (X,R
m) there is a natural re-
striction Eτ· with signature τ , obtained from E· by simply ‘patching up’
the appropriate components. This space is endowed with the following
pseudo-metric
distτ (E·, E
′
·) :=
∫
X
dτ (E
τ
· (x), (E
′
·)
τ (x))µ(dx) ,
where dτ refers to the metric on the manifold of τ -decompositions.
On the spaceD(X,Rm) we consider the coarsest topology that makes
the sets D⊃τ (X,R
m) open, and the pseudo-metrics distτ continuous.
We are ready to state a general result on the continuity of the LE, the
Oseledets filtration and the Oseledets decomposition for quasi-periodic
cocycles.
Theorem 1.1. Assume that the translation ω ∈ DCt for some t > 0
and let m ≥ 1.
Then all Lyapunov exponents Lj : Cm → R, with 1 ≤ j ≤ m, the Os-
eledets filtration F : Cm → F(X,R
m), and the Oseledets decomposition
E· : Cm → D(X,R
m), are continuous functions of the cocycle A ∈ Cm.
Moreover, if A ∈ Cm has a τ -gap pattern then the functions Λ
τ , F τ
and Eτ· are weak-Ho¨lder continuous in a neighborhood of A.
In the one-variable case d = 1, and for translations that satisfy a
slightly stronger (but still generic) Diophantine condition, we obtain a
stronger modulus of continuity (see Section 5).
1.2. Brief literature review. In some sense the strongest result on
continuity of the Lyapunov exponents for quasi-periodic cocycles for
the one-frequency translation d = 1 case, is due to A. A´vila, S. Jito-
mirskaya and C. Sadel (see [1]). The space of cocycles considered in
this paper is the whole Cωr (T
1,Mat(m,C)) (hence identically singular
cocycles are not excluded) and the authors prove joint continuity in
cocycle and frequency at all points (A, ω) with ω irrational. A previ-
ous work of S. Jitomirskaya and C. Marx in [15] established a similar
result for Mat(2,C)-valued cocycles, using a different approach. We
note here that both approaches rely crucially on the convexity of the
top Lyapunov exponent of the complexified cocycle, as a function of
the imaginary variable, by establishing first continuity away from the
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torus. This method immediately breaks down in the several variables
d > 1 case treated here.
The approaches of [1] and [15] are independent of any arithmetic
constraints on the translation frequency ω and they do not use large
deviations. However, the results are not quantitative, in the sense
that the they do not provide any modulus of continuity of the LE. All
available quantitative results, from the classic result of M. Goldstein
and W.Schlag (see [11]) to more recent results such as [21, 22, 24, 5] or
our current work, use some type of large deviations, whose derivation
depends upon imposing appropriate arithmetic conditions on ω.
We note that in the (more particular) context of Schro¨dinger cocy-
cles, joint continuity in the energy parameter and the frequency trans-
lation was proven for the one variable d = 1 case by J. Bourgain and
S. Jitomirskaya (see [4]) and for the several variables d > 1 case by J.
Bourgain (see [3]). Both papers used weaker versions of large deviation
estimates, proven under weak arithmetic (i.e. restricted Diophantine)
conditions on ω, although eventually the results were made indepen-
dent of any such restrictions.
Continuity properties of the Lyapunov exponents were also estab-
lished for certain non-analytic quasi-periodic models (see [16, 17, 23]).
Here we are dealing with both a base dynamics given by a translation
on the several variables torus and a fiber action which has singularities.
Our approach is based in an essential way upon establishing certain
uniform estimates on analytic functions of several variables and on pluri
subharmonic functions.
The issue of singularity is especially delicate for several variables
functions. One obstacle, for instance, is the fact that an analytic func-
tion of several variables may vanish identically along hyperplanes, while
not being globally identically zero. Related to this, a pluri subharmonic
function may be −∞ along hyperplanes, while not being globally −∞.
A crucial tool in our analysis is Theorem 2.1, that shows that the
obstacle described above for an analytic function can be removed with
an appropriate change of coordinates. Another crucial tool in our anal-
ysis is the observation that for the pluri subharmonic functions corre-
sponding to iterates of a cocycle, while they may have singularities as
described above, these singularities can be captured by certain analytic
functions.
Most of the work in this paper is devoted to proving a uniform LDT
estimate for iterates of the cocycle. Uniform LDT estimates for cocycles
with singularities were obtained before by S. Jitomirskaya and C. Marx
(see [14]) for Mat(2,C)-valued cocycles. Again, the approach in [14] is
one-variable specific.
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Let us now phrase the LDT estimate obtained in this paper.
Theorem 1.2. Given A ∈ Cm and ω ∈ DCt, there are constants δ =
δ(A) > 0, n0 = n0(A, t) ∈ N, C = C(A) < ∞, a = a(d) > 0 and
b = b(d) > 0 such that if ‖B −A‖r ≤ δ and n ≥ n0 then∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L
(n)
1 (B)
∣∣ > Cn−a}∣∣ < e−nb (1.2)
Once (1.2) is established, we only need to verify that we are in the
context of the abstract continuity Theorem 3.1 in [9], see also Theorem
1.1 in [6].
We note that the above LDT estimate is of independent interest.
Such estimates have been widely used in the study of discrete quasi-
periodic Schro¨dinger operators, to establish positivity of Lyapunov ex-
ponents, estimates on Green’s functions, continuity of the integrated
density of states and spectral properties (such as Anderson localization)
for such operators (see J. Bourgain’s monograph [2], see also [16, 17]
and references therein).
The LDTs proven here, along with the other technical analytic tools,
may then prove useful for future projects on topics in mathematical
physics related to larger classes of discrete, quasiperiodic operators.
The rest of this paper is organized as follows. In Section 2 we prove
general uniform estimates on analytic and pluri subharmonic functions.
These abstract results are then applied in Section 3 to quantities related
to cocycles iterates, leading to the proof of the LDT. In Section 4 we
explain how our system satisfies the assumptions of the general criterion
in Chapter 3 of [9] (see also [6]). Finally, in Section 5 we show that
in the one-variable case, the LDT proven in Section 3 can be used in
an inductive argument that eventually leads to a sharper LDT, and in
turn, to a stronger modulus of continuity for the Lyapunov exponents.
2. Estimates on unbounded pluri-subharmonic functions
In this section we derive certain uniform estimates on analytic func-
tions of severable variables and on pluri-subharmonic functions. These
estimates are of a general nature, and they will be applied in the next
section to quantities related to iterates of analytic cocycles. Uniformity
is understood relative to some measurements which are stable under
small perturbations of the functions being measured. The main tech-
nical difficulties in establishing these estimates are related to the non-
trivial nature of the zeros of an analytic function of several variables,
and correspondingly, to the unboundedness of the pluri-subharmonic
functions we study.
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2.1. The uniform  Lojasiewicz inequality. Throughout this paper,
a quantitative description of quasi-analyticity, the  Lojasiewicz inequal-
ity, will play a crucial role. We make the observation that this property
is uniform in a small neighborhood of such a function.
Lemma 2.1. Let f(x) ∈ Cωr (T
d,R) such that f(x) 6≡ 0. Then there
are constants δ = δ(f) > 0, S = S(f) > 0 and b = b(f) > 0 such that
if g(x) ∈ Cωr (T
d,R) with ‖g − f‖r < δ then∣∣{x ∈ Td : ∣∣g(x)∣∣ < t}∣∣ < S tb for all t > 0 . (2.1)
Proof. We may assume that f(x) is not constant, otherwise f(x) ≡ C,∣∣C∣∣ > 0 and (2.1) is then obvious.
 Lojasiewicz inequality (2.1) for a fixed, non-constant analytic func-
tion f(x) of several variables has been established for instance in [11]
(see Lemma 11.4), and for smooth, transversal functions in [16] for
d = 1 (see Lemma 5.3) and in [17] for d > 1 (see Theorem 5.1). More-
over, the constants S and b in [16, 17] depend explicitly on some
measurements of f , and it is easy to see that these measurements are
uniform.
Assume for simplicity that d = 2, although a similar argument holds
for any d ≥ 1. Then recall from [17] that a smooth function f(x)
is called transversal if for any point x ∈ T2 there is a multi-index
α = (α1, α2) ∈ N
2, α 6= (0, 0) such that the corresponding partial
derivative is non-zero: ∂αf(x) 6= 0. Clearly, non-constant analytic
functions are smooth and transversal.
By Lemma 5.1 in [17], for such a function f , there are m = m(f) =
(m1, m2) ∈ N
2, m 6= (0, 0) and c = c(f) > 0 such that for any x ∈ T2
we have ∣∣∂αf(x)∣∣ ≥ c (2.2)
for some multi-index α = (α1, α2) with α1 ≤ m1, α2 ≤ m2.
Let
A(f) := max{
∣∣∂αf(x)∣∣ : x ∈ Td, α = (α1, α2), α1 ≤ m1+1, α2 ≤ m2+1} .
(2.3)
Theorem 5.1 in [17] says that∣∣{x ∈ T2 : ∣∣f(x)∣∣ < t}∣∣ < Stb for all t > 0
where, according to the last line of its proof (see also Remark 5.1)
S = S(f) ∼ A(f) ·m(f) and b = b(f) = 1
3m(f)
.
Therefore, in order to obtain the uniform estimate (2.1), all we need
to show is that the above constants m = m(f), c = c(f), A = A(f)
depend uniformly on the function f .
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Indeed, let g ∈ Cωr (T
2,R) such that ‖g − f‖r < δ. By analyticity,
for some constant B = B(f) depending only on α and r,
‖∂αg − ∂αf‖0 ≤ B δ ,
hence if α = (α1, α2) with α1 ≤ m1 + 1, α2 ≤ m2 + 1 and m =
(m1, m2) = m(f) from above, then
‖∂αg − ∂αf‖0 ≤ B(f)δ =
c(f)
2
,
provided δ = δ(f) := c(f)
2B(f)
.
From (2.2) we conclude that if ‖g − f‖r < δ, then for every x ∈ T
2
∣∣∂αg(x)∣∣ ≥ c
2
holds for some multi-index α = (α1, α2) with α1 ≤ m1, α2 ≤ m2.
Moreover, for such functions g, the upper bound A(g) satisfies
A(g) ≤ A(f) +
c
2
∼ A(f) ,
which concludes the proof of the lemma. 
Lemma 2.2. Let f be a bounded function satisfying  Lojasiewicz in-
equality with constants S, b:∣∣{x ∈ Td : ∣∣f(x)∣∣ < t}∣∣ < S tb for all t > 0 . (2.4)
Then
‖log
∣∣f ∣∣‖L2(Td) ≤ C , (2.5)
where C is a finite explicit constant depending only on ‖f‖∞, S and b,
i.e. on some measurements of f .
Proof. The argument is straightforward. From (2.4), the set {x : f(x) =
0} has zero measure. Split the rest of the phase space into
E :={x :
∣∣f(x)∣∣ ≥ 1} ,
En :={x :
1
2n+1
≤
∣∣f(x)∣∣ ≤ 1
2n
}
for all n ≥ 0.
If x ∈ E, then
∣∣log∣∣f(x)∣∣∣∣ ≤ ∣∣log‖f‖∞∣∣ <∞.
If x ∈ En, then
∣∣log∣∣f(x)∣∣∣∣ . n+ 1.
Moreover, from (2.4),
∣∣En∣∣ < S ( 12n )b = S ( 12b )n.
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Then
‖log
∣∣f ∣∣‖2L2(Td) =
∫
E
∣∣log ∣∣f ∣∣∣∣2 + ∞∑
n=0
∫
En
∣∣log ∣∣f ∣∣∣∣2
≤
∣∣log‖f‖∣∣2
∞
+ S
∞∑
n=0
(n + 1)2
(2b)n
=
∣∣log‖f‖∣∣2
∞
+ S
22b(2b + 1)
(2b − 1)3
.
We then conclude:
‖log
∣∣f ∣∣‖L2(Td) . ∣∣log‖f‖∞∣∣+ S(2b − 1)−3/2 .

Remark 2.1. The previous two lemmas imply that if f ∈ Cωr (T
d,R),
f 6≡ 0, then there are constants δ = δ(f), C = C(f) <∞ such that
‖log
∣∣g∣∣‖L2(Td) ≤ C
holds for any g ∈ Cωr (T
d,R) with ‖g − f‖r < δ.
2.2. Uniform L2-bounds on analytic functions. Consider the fol-
lowing norm on measurable functions f : Td → R
|||f ||| := sup
x1,...,xj−1,xj+1,...,xd∈T
1≤j≤d
(∫
T
∣∣f(x1, . . . , xj−1, t, xj+1, . . . , xd)∣∣2 dt
)1/2
.
We say that a measurable function f : Td → R is uniformly separately
L2-bounded if |||f ||| < +∞.
Lemma 2.3. Given a translation T on Td, for any measurable function
f : Td → R, |||f ◦ T ||| = |||f |||.
Proof. Just use (in each variable) the translation invariance of the
Lebesgue measure on T. 
Definition 2.1. We say that a function f : Td → R vanishes along an
axis if there are 1 ≤ j ≤ d and x1, . . . , xj−1, xj+1, . . . , xd ∈ T so that
f(x1, . . . , xj−1, t, xj+1, . . . , xd) = 0 for every t ∈ T.
Lemma 2.4. Given an analytic function f : Td → R, if f does not
vanish along any axis then log
∣∣f ∣∣ is uniformly separately L2-bounded.
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Proof. The assumption implies that for all 1 ≤ j ≤ d and for all
x1, . . . , xj−1, xj+1, . . . , xd ∈ T, the analytic function
ϕj;x1,...,xj−1,xj+1,...,xd(t) := f(x1, . . . , xj−1, t, xj+1, . . . , xd)
is not identically zero. Since clearly for all 1 ≤ j ≤ d, the set
{ϕj;x1,...,xj−1,xj+1,...,xd(t) : x1, . . . , xj−1, xj+1, . . . , xd ∈ T}
is compact, applying Remark 2.1 (with d = 1) to the one-variable
functions above, we conclude that there is C = C(f) < ∞ such that
‖log
∣∣ϕj;x1,...,xj−1,xj+1,...,xd∣∣‖L2 < C, which shows that log∣∣f ∣∣ is uniformly
separately L2-bounded.
We note that in fact more can be shown, namely that for all 1 ≤
j ≤ d, the function Hj : T
d−1 → R, Hj(x1, . . . , xj−1, xj+1, . . . , xd) :=
‖log
∣∣ϕj;x1,...,xj−1,xj+1,...,xd∣∣‖L2 is continuous, hence it has a maximum
value, which leads to the same conclusion. 
Theorem 2.1. For any analytic function f ∈ Cωr (T
d,R) with f 6≡0,
there are ε = ε(f, r) > 0, C = C(f, r) > 0 and there is a matrix
M ∈ SL(d,Z) such that for any g ∈ Cωr (T
d,R) with ‖f − g‖r < ε, and
for any x1, . . . , xj−1, xj+1, . . . , xd ∈ T with 1 ≤ j ≤ d,
‖log
∣∣g ◦M(x1, . . . , xj−1, · , xj+1, . . . , xd)∣∣‖L2xj (T) ≤ C .
In other words, up to some linear change of coordinates in the torus Td,
the functions log
∣∣g∣∣ with g near f are uniformly separately L2-bounded.
Given δ > 0, define Σδ to be the set of all k ∈ Z
d such that any
geodesic circle parallel to the vector through k is δ-dense in Td.
Proposition 2.5. Given δ > 0, there is a matrix M ∈ SL(d,Z) such
that every column of M is in Σδ.
Proof. Take any matrix M ∈ SL(d,Z) with non-negative entries which
is primitive, and has a characteristic polynomial pM(λ) = det(M −λI)
irreducible over Z (see Lemma 2.6). Then M has a dominant eigen-
vector ω ∈ int(Rd+). Consider the canonical projection π : R
d → Td
and define H = π(〈ω〉) (topological closure in Td), where 〈ω〉 = { t ω :
t ∈ R }. Define also h = π−1(H). The set H is a compact con-
nected subgroup of Td, while h is a linear subspace of Rd, the Lie
algebra of H . The group H is invariant under the torus automorphism
φM : T
d → Td, φM(x) = Mx (modZ
d), and hence (by restriction and
quotient) the map φM induces the tori automorphisms φH : H → H
and φ̂H : T
d/H → Td/H . Thus M h = h, and the linear maps of
these tori automorphisms at the level of Lie algebras are Φh : h → h,
Φh(x) = M x, and Φ̂h : R
d/h → Rd/h, Φ̂h(x + h) = M x + h. The
QUASI-PERIODIC COCYCLES WITH SINGULARITIES 11
characteristic polynomials of these linear automorphisms have integer
coefficients because they are associated with tori automorphisms. Fi-
nally, because h is invariant under M , the characteristic polynomial
pM(λ) factors as the product of the characteristic polynomials of Φh
and Φ̂h. Since the polynomial pM(λ) is irreducible, we conclude that
H = Td, which implies that the line spanned by ω is dense in Td.
Because M is irreducible, the lines spanned by the columns of Mn ap-
proach the line spanned by ω as n → +∞. Hence for n large enough,
every column of Mn lies in Σδ. 
Consider the following family of matrices in SL(d,Z)
Md =


1 0 0 · · · 0 1
1 1 0 · · · 0 1
0 1 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 1 0
0 0 0 · · · 1 1


if d > 2, M2 =
(
1 1
1 2
)
(2.6)
Lemma 2.6. The matrix Md is primitive and its characteristic poly-
nomial is irreducible over Z.
Proof. Computing the characteristic polynomial of the matrix Md with
the Laplace determinant rule, we obtain
pd(λ) = det(Md − λI) = (−1)
d((λ− 1)d − λ) .
In particular, det(Md) = pd(0) = (−1)
d(−1)d = 1. Considering the
permutation matrix
P =


0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0


we have Md ≥ I + P , where the partial order ≥ refers to component-
wise comparison of the entries of the two matrices. Hence
(Md)
d ≥ (I + P )d =
d∑
j=0
(
d
j
)
P j ,
and since the right-hand-side has all entries positive, it follows that Md
is primitive.
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Writing µ = λ − 1, we get (λ − 1)d − λ = µd − µ − 1. Hence
the irreducibility of pd(λ) is equivalent to that of µ
d − µ − 1, which
was established to hold for every d ≥ 2 by Selmer (see Theorem 1
in [20]). 
Proof of Theorem 2.1. Let f : Td → R be an analytic function such
that f 6 ≡0. Take constants c and C such that 0 < c < ‖f‖∞ and
‖Df‖∞ < C < +∞. Let ε > 0 be such that for every g ∈ C
ω
r (T
d,R)
with ‖g − f‖r < δ, one still has 0 < c < ‖g‖∞ and ‖Dg‖∞ < C.
Choose δ > 0 such that C δ < c, and pick a matrix M ∈ SL(d,Z) such
that every column of M lies in Σδ. Then any axis γ of T
d along the
coordinate system defined by M has homotopy type in Σδ. We cannot
have g|γ ≡ 0, because the δ-density of γ implies the contradiction
c < ‖g‖∞ ≤ C δ < c. Therefore, g ◦M does not vanish along any axis,
which implies that log
∣∣g ◦M∣∣ is uniformly separately L2-bounded.
As before, by a compactness argument, Remark 2.1 (with d = 1)
implies that for some constant C = C(f) <∞, the inequality
‖log
∣∣g(x1, . . . , xj−1, · , xj+1, . . . , xd)∣∣‖L2xj (T) < C
holds for all (x1, . . . , xj−1, xj+1, . . . , xd) ∈ T
d−1 and g ∈ Cωr (T
d,R) near
f .
Therefore,
∣∣∣∣∣∣log∣∣g∣∣∣∣∣∣∣∣ is uniformly bounded in a neighborhood of f .

Remark 2.2. There is an alternative argument that does not require a
change of coordinates, but which is technically much more complicated.
It involves proving, using the uniform  Lojasiewicz inequality (2.1), that
for any g ∈ Cωr (T
d,R) which is close enough to an f ∈ Cωr (T
d,R) with
f 6≡ 0, and for any n≫ 1,
‖log
∣∣g(x1, . . . , xj−1, · , xj+1, . . . , xd)∣∣‖L2xj (T) ≤ n
holds for all (x1, . . . , xj−1, xj+1, . . . , xd) ∈ T
d−1 outside of a set of mea-
sure < e−cn
1/2
.
In other words, without a change of variables, while the uniform L2-
bound in Theorem 2.1 may not hold, we still get a polynomial bound
off of an exponentially small set of inputs and in each variable. When
applying these estimates to quantities related to cocycles iterates, the
number n above will be correlated with the number of iterates, and
this non-uniform but polynomial L2-bound will be manageable.
Remark 2.3. Besides being a very helpful technical tool in this paper,
the fact that after a change of coordinates, a two variables analytic
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function which is not identically zero, will not vanish identically along
any horizontal or vertical line, could be of independent use elsewhere.
We note here, for instance, that it can be used to derive the  Lojasiewicz
inequality in two variables from the one-variable statement. That is be-
cause after a change of coordinates, the one-variable statement is ap-
plicable along any horizontal line, hence via a compactness argument
and Fubini, the two-variables statement follows.
Of course, once one has a uniform  Lojasiewicz inequality in one vari-
able (see [16] or [14]), this argument also provides a uniform statement
in two-variables.
The several (instead of two) variables situation is similar.
2.3. Estimates on unbounded subharmonic functions. In this
subsection we review some crucial estimates on subharmonic functions.
That is, we list the one variable tools to be employed later in the deriva-
tion of the base LDT estimates for pluri-subharmonic observables.
We begin by reminding the reader some elementary facts about sub-
harmonic functions. She may consult the monographs [13] or [18] for
the classical theory.
Definition 2.2. Let Ω be a domain of C. A function u : Ω→ [−∞,∞)
is called subharmonic in Ω if for every z ∈ Ω, u is upper semicontinuous
at z and it satisfies the sub-mean value property:
u(z) ≤
∫ 1
0
u(z + re(θ))dθ ,
for some r0(z) > 0 and for all r ≤ r0(z).
Basic examples of subharmonic functions are log |z − z0| or more gen-
erally, log |f(z)| for some analytic function f(z) or
∫
log |z − ζ | dµ(ζ)
for some positive measure with compact support in C.
The maximum of a finite collection of subharmonic functions is sub-
harmonic, while the supremum of a collection (not necessarily finite) of
subharmonic functions is subharmonic provided it is upper semicontin-
uous. In particular this implies that if A : Ω→ Mat(m,C) is a matrix
valued analytic function, then
u(z) := log‖A(z)‖ = sup
‖v‖,‖w‖≤1
log
∣∣〈A(z) v, w〉∣∣
is subharmonic in Ω.
Note that the function u(z) defined above is bounded from above
on any compact subdomain. However, unless say A : Ω → GL(m,C),
the subharmonic function u(z) = log‖A(z)‖ may be unbounded from
below or it may assume the value −∞.
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A fundamental result in the theory of subharmonic functions is the
Riesz representation theorem, which we formulate below.
Theorem 2.2. Let u(z) be a subharmonic function in a domain Ω,
and assume that u(z) 6≡ −∞. Then there is a unique Borel measure
µ on Ω called the Riesz measure of u, such that for every compactly
contained subdomain Ω1,
u(z) =
∫
Ω1
log |z − ζ | dµ(ζ) + h(z) ,
where h(z) is a harmonic function on Ω1.
Let us assume for now that the subharmonic function u(z) is bounded:
|u(z)| ≤ C for all z ∈ Ω .
Using Jensen’s formula for subharmonic functions (see Section 7.2 in
[18]), for every z ∈ Ω and r > 0, if the disk D(z, r) ⊂ Ω, then we have∫ r
0
µ(D(z, t))
t
dt =
∫ 1
0
u(z + re(θ))dθ − u(z) .
Since clearly∫ r
0
µ(D(z, t))
t
dt ≥
∫ r
r/2
µ(D(z, t))
t
dt & µ(D(z, r/2)) ,
we conclude that
µ(D(z, r/2)) . C . (2.7)
Therefore, we obtain the following measurement on the total Riesz
mass of u:
µ(Ω1) . C(Ω,Ω1)C ,
where C is the bound on u(z) and C(Ω,Ω1) is a constant that depends
on how the subdomain Ω1 is covered by disks contained in Ω.
An argument that uses the Poisson-Jensen representation formula
(see Section 3.7 in [13]) leads to a similar bound on the L∞-norm (on a
slightly smaller compactly contained subdomain Ω2) for the harmonic
part h(z) in the Riesz representation of u(z). We conclude that if
|u(z)| ≤ C on Ω, then
µ(Ω1) + ‖h‖L∞(Ω2) ≤ C(Ω,Ω1,Ω2)C . (2.8)
We refer to the quantity in (2.8) as a uniform measurement on the
bounded subharmonic function u(z), since it only depends on its bound
and on its domain. It is precisely this measurement that determines
the parameters in the base-LDT estimates for the observable u(x).
This paper requires similar estimates for subharmonic functions that
are unbounded from below. A uniform measurement like (2.8) on the
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Riesz mass and on the harmonic part of such a subharmonic function
were obtained by M. Goldstein and W. Schlag (see Lemma 2.2 in [12]).
The derivation is based on the Poisson-Jensen formula and on consid-
erations that involve Green’s functions. The result in [12] is formulated
for functions u : Ω → R. It holds, however, also for u : Ω→ [−∞,∞),
as long as u 6≡ −∞. That is because u 6≡ −∞, along with some as-
sumptions on the boundary of Ω, are the only requirements for the
applicability of the Poisson-Jensen formula (see Section 3.7 in [13]).
We formulate the aforementioned result in [12] for a subharmonic
function on an annulus, as this is the context of our model.
Lemma 2.7. Let u : Ar → [−∞,∞) be a subharmonic function, and
let
u(z) =
∫
Ar/2
log |z − ζ | dµ(ζ) + h(z)
be its Riesz representation on the smaller annulus Ar/2. Assume that
sup
z∈Ar
u(z)− sup
z∈Ar/2
u(z) ≤ C (2.9)
Then
µ(Ar/2) + ‖h‖L∞(Ar/4) ≤ Cr C , (2.10)
where Cr is a constant that depends on the width r of the annulus.
Remark 2.4. Lemma 2.7 above says that in order to obtain a uniform
measurement like (2.8) for a subharmonic function u(z), it is enough
to have an upper bound everywhere and a lower bound at some point.
Clearly assumption (2.9) is implied (up to doubling the constant) by
sup
z∈Ar
u(z) + ‖u‖L2(T) ≤ C . (2.11)
Remark 2.5. We comment on the order of magnitude of the constant
Cr C in (2.10), as r → 0.
In the bounded case |u(z| ≤ C for all z ∈ Ar, from (2.7) and the fact
that Ar/2 can be covered by O(
1
r
) many disks of radius O(r), it follows
that the total Riesz mass of u is of order 1
r
C or less. The L∞ bound
on h will be of the same order, showing that Cr C .
1
r
C.
In the unbounded case, under the assumption (2.9), an inspection
of the proof of Lemma 2.2 in [12] shows that the constant Cr in (2.10)
depends only on the annulus Ar, via certain estimates on its Green’s
function and an argument involving Harnack’s inequality. These con-
siderations lead to an estimate on Cr which is exponential in
1
r
as r → 0.
One can show, via some calculations involving elliptic integrals, that
this estimate on the order of Cr cannot be significantly improved, unless
of course (2.9) is strengthened.
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We note, however, that throughout this paper, the width r of the
annulus Ar is fixed. We do perform a change of coordinates of the
multivariable torus Td, which in turn affects the size of the domain of
the relevant subharmonic functions. However, this change of coordi-
nates is performed only once. Hence for all intents and purposes, the
constant Cr in this paper may be treated as a universal constant, and
so the uniform measurement on u(z) given by (2.10) depends only on
the bound in (2.9) or in (2.11).
We formulate the crucial estimates on a subharmonic function u(z)
which are needed in the proof of the LDT: a rate of decay of the Fourier
coefficients of u(x) and an estimate on its BMO norm derived under
an appropriate splitting assumption. The reader may consult [19] or
[10] for background on the relevant harmonic analysis topics.
Let u : Ar → [−∞,∞) be a subharmonic function, and let
u(z) =
∫
Ar/2
log |z − ζ | dµ(ζ) + h(z)
be its Riesz representation on the smaller annulus Ar/2.
Assume that
µ(Ar/2) + ‖h‖L∞(Ar/4) + ‖∂xh‖L∞(T) ≤ S . (2.12)
Lemma 2.8. Under the assumptions above, the following estimate on
the Fourier coefficients of u(x) as a function on T holds:∣∣uˆ(k)∣∣ . S 1∣∣k∣∣ for all k ∈ Z, k 6= 0. (2.13)
Lemma 2.9. Let u(z) be a subharmonic function satisfying (2.12).
Assume moreover that there is a splitting u = u0+u1 with ‖u0‖L∞(T) <
ǫ0 and ‖u1‖L1(T) < ǫ1. Then u(x) has the following BMO bound:
‖u‖BMO(T) . ǫ0 + (S ǫ1)
1/2 . (2.14)
We make some comments regarding the proofs of these lemmas.
These types of results are available for bounded subharmonic func-
tions, see Chapter 4 in J. Bourgain’s monograph [2] or Section 1 in
[3].
A careful inspection of their proofs shows that boundedness of the
subharmonic function u(z) is not strictly necessary: it is only used to
derive estimates on the Riesz mass µ(Ar/2) and on the L
∞-norm of the
harmonic part h in the Riesz representation of u, that is, to derive the
uniform measurement (2.8) on the annulus.
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Moreover, the resulting constants appearing in the estimates on the
Fourier coefficients and on the BMO norm of u(x) depend precisely on
this uniform measurement on u and on the bound on the derivative of
h, that is, on ‖∂xh‖L∞(T).
Therefore, the bound in (2.12) can be substituted for the bounded-
ness of u(z) and Lemmas 2.8 and 2.9 are proven along the same lines
as their counterparts in [2, 3].
Remark 2.6. Let u : Ar → [−∞,∞) be a subharmonic function and
assume that (2.11) holds, that is
sup
z∈Ar
u(z) + ‖u‖L2(T) ≤ C . (2.15)
Then from Lemma 2.7 we have
µ(Ar/2) + ‖h‖L∞(Ar/4) ≤ Cr C .
Using the Poisson integral representation for harmonic functions
and scaling, it is easy to see that since ‖h‖L∞(Ar/4) ≤ Cr C, then
‖∂xh‖L∞(T) .
Cr
r
C.
We conclude that
µ(Ar/2) + ‖h‖L∞(Ar/4) + ‖∂xh‖L∞(T) .
Cr
r
C ,
or in other words, the assumption (2.12) above holds with S = O
(
Cr
r
C
)
.
We also note that since the annulus Ar will be fixed throughout
the paper, the uniform measurement in (2.12) will depend only on the
bound C in (2.15). That is, we may write
µ(Ar/2) + ‖h‖L∞(Ar/4) + ‖∂xh‖L∞(T) . C .
The following result is an immediate consequence of Lemma 2.9 and
it shows that a a weak a-priori concentration inequality for a subhar-
monic function can always be boosted to a stronger estimate. We use
the notation 〈u〉 to denote the space average
∫
T
u(x)dx of the function
u(x) on T.
Lemma 2.10. Let u(z) be a subharmonic function such that the bound
(2.12) holds. If u(x) satisfies the weak a-priori estimate:∣∣{x ∈ T : ∣∣u(x)− 〈u〉∣∣ > ǫ0}∣∣ < ǫ1 (2.16)
with ǫ1 ≤ ǫ
4
0, then for some absolute constant c > 0,∣∣{x ∈ T : ∣∣u(x)− 〈u〉∣∣ > ǫ1/20 }∣∣ < e−c[ǫ1/20 +S ǫ1/41 ǫ−1/20 ]−1 < e−c S−1 ǫ−1/20 .
(2.17)
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Proof. We may of course assume that 〈u〉 = 0. Denote the set in (2.16)
by B, so
∣∣B∣∣ < ǫ1. Then u = u0 + u1 for u0 := u · 1
B
∁ and u1 := u · 1B.
Clearly ‖u0‖L∞(T) ≤ ǫ0. Since (2.12) holds, we may apply Lemma 2.8
and (2.13) implies ‖u‖L2(T) . S, so ‖u1‖L1(T) ≤ ‖u‖L2(T) · ‖1B‖L2(T) ≤
S ǫ
1/2
1 .
Lemma 2.9 applies, and we have the BMO bound:
‖u‖BMO(T) ≤ ǫ0 + S ǫ
1/4
1 .
The conclusion then follows directly from John-Nirenberg inequality.

2.4. Base LDT estimates for pluri-subharmonic observables.
The Birkhoff ergodic theorem implies that if the translation by ω is
ergodic, then for any observable ξ ∈ L1(Td), as n → ∞ the Birkhoff
average
1
n
n−1∑
j=0
ξ(x+ jω)→ 〈ξ〉 for a.e. x ∈ Td.
Moreover, if ξ is continuous, then the convergence above is uniform in
the phase x.
In order to establish fiber-LDT estimates, we need a quantitative ver-
sion of this convergence, one which applies to observables that admit a
pluri-subharmonic extension. Moreover, the parameters describing this
quantitative convergence should depend explicitly on a certain uniform
measurement of such observables.
We formulate and prove this quantitative version of the Birkhoff
ergodic theorem for pluri-subharmonic functions that are unbounded
from below but otherwise satisfy some bounds on average.
A similar result for bounded pluri-subharmonic functions was formu-
lated and proven in [17] (see also [2, 3] for results in the same spirit).
We begin with some general considerations on pluri-subharmonic
functions.
Definition 2.3. Let Ω be a domain in Cd. A function u : Ω→ [−∞,∞)
is called pluri-subharmonic if it is upper semicontinuous and its restric-
tion to any complex line is subharmonic.
It follows from the definition above that the composition of a pluri-
subharmonic function with a linear function is pluri-subharmonic as
well. Moreover, a pluri-subharmonic function is subharmonic in each
variable.
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If f(z) is holomorphic (i.e. analytic in each variable), then u(z) =
log |f(z)| is pluri-subharmonic. Moreover, if A(z) is a holomorphic
matrix-valued function, then u(z) = log‖A(z)‖ is pluri-subharmonic.
We note two important differences between subharmonic and pluri-
subharmonic functions.
Firstly, the zeros set of an analytic function of one variable is discrete,
which is of course not the case for several variables analytic functions.
Correspondingly, if the function u(z) is pluri-subharmonic, then the set
{z : u(z) = −∞} can be quite complex, i.e. a variety of co-dimension 1
in Cd. In particular, this set may contain hyperplanes or lines parallel
to the Euclidian coordinate axes.
Secondly, the Riesz representation theorem 2.2, which is an impor-
tant tool in the study of subharmonic functions, is not available for
pluri-subharmonic functions.
Crucial to proving a quantitative Birkhoff ergodic theorem for ob-
servables on T with subharmonic extension to Ar, is having the de-
cay 2.13 on its Fourier coefficients from Lemma 2.8 and the boosting
of a concentration inequality in Lemma 2.10.
Similar results for a pluri-subharmonic function u(z) on Adr can be
obtained through a slicing argument, provided we may apply Lemma 2.8
and Lemma 2.10 in each variable, and with the same measurements.
More precisely, this type of argument works if the measurement
(2.12) applies uniformly for all subharmonic functions
Ar ∋ zi → u(z1, . . . , zi−1, zi, zi+1, . . . , zd) ,
where 1 ≤ i ≤ d and z1, . . . , zi−1, zi+1, . . . , zd ∈ Ar.
Of course this would be automatic if the pluri-subharmonic function
u(z) were bounded. A weaker assumption is for (2.11) to hold uniformly
in each variable. In other words, we require that u(z) be bounded from
above on Adr and that its L
2-norm in each variable be bounded as well.
The latter assumption is equivalent to having a bound on |||u||| (see
Subsection 2.2 for the meaning of this norm).
To summarize, the assumption we make in this section on a pluri-
subharmonic function u : Adr → [−∞,∞) is that for some constant
C <∞ we have
sup
z∈Adr
u(z) + |||u||| ≤ C . (2.18)
We now state the analogue of the boosting Lemma 2.10 for several
variables. For simplicity we consider d = 2 variables, but a similar
result, proven the same way, holds for any number d of variables. The
meaning of the constant Cr below was given in Subsection 2.3 (see
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Remark 2.5). We remind the reader that Cr depends only on the
annulus Ar, hence only on r.
Lemma 2.11. Let u(z) be a pluri-subharmonic function on A2r such
that the bound (2.18) holds for some constant C <∞ and let S := Cr
r
C.
If u(x) satisfies the weak a-priori estimate:∣∣{x ∈ T2 : ∣∣u(x)− 〈u〉∣∣ > ǫ0}∣∣ < ǫ1 (2.19)
with ǫ1 ≤ ǫ
8
0, then for some absolute constant c > 0,∣∣{x ∈ T2 : ∣∣u(x)− 〈u〉∣∣ > ǫ1/40 }∣∣ <−c[ǫ1/40 +S ǫ1/81 ǫ−1/20 ]−1< e−c S−1 ǫ−1/40 .
(2.20)
For d variables, replace the powers 1/4 by 1/2d etc.
A similar result was proven in [2] (see Lemma 4.12) for bounded pluri-
subharmonic functions, using a slicing argument and the corresponding
one variable result.
The reader may verify that the argument in [2] applies as long as
the one variable result, i.e. Lemma 2.10, can be applied uniformly to
the functions u(·, z2), u(z1, ·), for all z1, z2 ∈ Ar, and provided these
functions are also uniformly bounded in say L2(T). These conditions
are of course ensured by the assumption (2.18).
We are now ready to formulate the main result of this section, a
quantitative Birkhoff ergodic theorem.
Theorem 2.3. Let u : Adr → [−∞,∞) be a pluri-subharmonic function
satisfying
sup
z∈Adr
u(z) + |||u||| ≤ C . (2.21)
Let ω ∈ DCt and put n0 := t
−2. There is a = a(d) > 0 so that for
all n ≥ n0∣∣{x ∈ Td : ∣∣ 1
n
n−1∑
j=0
u(x+ jω)− 〈u〉
∣∣ > Sn−a}∣∣ < e−c na , (2.22)
where S = O
(
Cr
r
C
)
and c = O(1).
Proof. We prove this statement for d = 2 variables, but the same ar-
gument holds for any number of variables. We follow the same strat-
egy used in the proof of Proposition 4.1 in [17], as the main ingredi-
ents of the argument depend only on having a uniform decay on the
Fourier coefficients of u (separately in each variable) and on the boost-
ing Lemma, 2.11, both of which are ensured by the assumption (2.21).
For the reader’s convenience, we present the complete argument here.
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The assumption (2.21) implies that the bound (2.15) holds in each
variable and with the same constant C, i.e. for all subharmonic func-
tions u(·, z2), u(z1, ·) with z1, z2 ∈ Ar. Hence by Remark 2.6, the bound
(2.12) with S = O
(
Cr
r
C
)
holds for all these functions as well.
This ensures that we can apply Lemma 2.8 on the decay of the
Fourier coefficients in each variable and obtain
sup
x2∈T
∣∣uˆ(l1, x2)∣∣ ≤ S · 1
|l1|
and sup
x1∈T
∣∣uˆ(x1, l2)∣∣ ≤ S · 1
|l2|
(2.23)
for all l = (l1, l2) ∈ Z
2 with l1 6= 0, l2 6= 0.
Expand u(x) = u(x1, x2) into a Fourier series
u(x1, x2) = 〈u〉+
∑
(l1,l2)∈Z
2
(l1,l2) 6=(0,0)
uˆ(l1, l2) · e((l1, l2) · (x1, x2)) .
Then the Birkhoff averages have the form
1
n
n−1∑
j=0
u((x1, x2) + j(ω1, ω2))
= 〈u〉+
∑
(l1,l2)∈Z
2
(l1,l2) 6=(0,0)
uˆ(l1, l2) · e((l1, l2) · (x1, x2)) ·
( 1
n
n−1∑
j=0
e(j (l1, l2) · (ω1, ω2))
)
= 〈u〉+
∑
(l1,l2)∈Z
2
(l1,l2) 6=(0,0)
uˆ(l1, l2) · e((l1, l2) · (x1, x2)) ·Kn((l1, l2) · (ω1, ω2)) ,
where we denoted by Kn(y) the Feje´r kernel on T:
Kn(y) =
1
n
n−1∑
j=0
e(j y) =
1
n
1− e(ny)
1− e(y)
.
Clearly Kn(y) has the following bound:
∣∣Kn(y)∣∣ ≤ min{1, 1
n‖y‖
}
(2.24)
where ‖y‖ was defined in (1.1).
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We then have:
∥∥∥ 1
n
n−1∑
j=0
u((x1, x2) + j(ω1, ω2))− 〈u〉
∥∥∥2
L2(T2)
=
∑
(l1,l2)∈Z
2
(l1,l2) 6=(0,0)
∣∣uˆ(l1, l2)∣∣2 · ∣∣Kn((l1, l2) · (ω1, ω2))∣∣2
=
∑
1≤|l1|+|l2|<K
∣∣uˆ(l1, l2)∣∣2 · ∣∣Kn((l1, l2) · (ω1, ω2))∣∣2
+
∑
|l1|+|l2|≥K
∣∣uˆ(l1, l2)∣∣2 · ∣∣Kn((l1, l2) · (ω1, ω2))∣∣2 .
We will estimate the second sum above using the bounds (2.23) on the
Fourier coefficients of u(x1, x2) and the first sum using the Diophantine
condition on the frequency (ω1, ω2). The splitting point K will be
chosen to optimize the sum of these estimates.
Clearly (2.23) implies:
∑
l2∈Z
∣∣uˆ(l1, l2)∣∣2 = ‖uˆ(l1, x2)‖2L2x2(T) ≤
(
S
1
|l1|
)2
≤ S2
1
|l1|
2 ,
and
∑
l1∈Z
∣∣uˆ(l1, l2)∣∣2 = ‖uˆ(x1, l2)‖2L2x1(T) ≤
(
S
1
|l2|
)2
≤ S2
1
|l2|
2 .
Then we have:
∑
|l1|+|l2|≥K
∣∣uˆ(l1, l2)∣∣2 · ∣∣Kn((l1, l2) · (ω1, ω2))∣∣2 ≤ ∑
|l1|+|l2|≥K
∣∣uˆ(l1, l2)∣∣2
≤
∑
(l1,l2) : |l1|≥K/2
∣∣uˆ(l1, l2)∣∣2 + ∑
(l1,l2) : |l2|≥K/2
∣∣uˆ(l1, l2)∣∣2 . S2 1
K
.
Estimate (2.23) clearly impies:
∣∣uˆ(l1, l2)∣∣ ≤ S 1
|l1|+ |l2|
.
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Then using the Diophantine condition on (ω1, ω2) and (2.24), we
obtain: ∑
1≤|l1|+|l2|<K
∣∣uˆ(l1, l2)∣∣2 · ∣∣Kn((l1, l2) · (ω1, ω2))∣∣2
≤ S2
∑
1≤|l1|+|l2|<K
1
(|l1|+ |l2|)2
·
1
n2 ‖(l1, l2) · (ω1, ω2)‖2
≤ S2
∑
1≤|l1|+|l2|<K
1
(|l1|+ |l2|)2
·
(|l1|+ |l2|)
2(d+1)
n2 t2
. S2
K2(d+1)
n2 t2
.
We conclude:∥∥∥ 1
n
n−1∑
j=0
u((x1, x2)+j(ω1, ω2))−〈u〉
∥∥∥
L2(T2)
≤ S
( 1
K1/2
+
K(d+1)
n t
)
≤ Sn−a
for some positive constant a that depends on d and for n ≥ 1/t2.
Applying Chebyshev’s inequality, we have:
∣∣{x ∈ T2 : ∣∣ 1
n
n−1∑
j=0
u(x+ jω) − 〈u〉
∣∣ > Sn−a/5}∣∣ < n−8a/5 . (2.25)
This estimate is of course too weak, since the size of the exceptional
set is only polynomially small. We will boost it by using Lemma 2.11.
Consider the average
v(z) :=
1
S
1
n
n−1∑
j=0
u(z + jω) .
Then v is a pluri-subharmonic function on A2r and it clearly satisfies
the bounds sup
z∈A2r
v(z) ≤
1
S
C ≤ 1 and |||v||| ≤ 1
S
|||u||| ≤ 1, hence
sup
z∈A2r
v(z) + |||v||| . 1 .
Since 〈v〉 = 1
S
〈u〉, from (2.25) we have:∣∣{x ∈ T2 : ∣∣v(x)− 〈v〉∣∣ > n−a/5}∣∣ < n−8a/5 .
Let ǫ0 := n
−a/5, ǫ1 := n
−8a/5 = ǫ80.
Apply Lemma 2.11 to the function v(z) to obtain:∣∣{x ∈ T2 : ∣∣v(x)− 〈v〉∣∣ > n−a/20}∣∣ < e−c na/20 ,
where c = O(1). This completes the proof. 
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The assumption (2.21) in Theorem 2.3 will not necessarily be satis-
fied by the pluri-subharmonic functions associated to our model. That
is because they are of the form u(z) = log‖A(z)‖, for some matrix val-
ued analytic function A(z), and ‖A(z)‖may very well vanish identically
along some lines parallel to coordinate axes. However, they will satisfy
a weaker property that will allow us to handle their singularities via a
change of coordinates, and replace them with pluri-subharmonic func-
tions for which (2.21) does hold. We describe this idea in the following
proposition.
Proposition 2.12. Let f ∈ Cωr (T
d,R), f 6≡ 0, ω ∈ DCt and C > 0.
There are constants δ = δ(f, r) > 0, a = a(d) > 0, k0 = k0(f, r, d) ∈ N
and S = S(f, r, C) < ∞ such that if u : Adr → [−∞,∞) is a pluri-
subharmonic function satisfying the bounds
− C +
1
m
m−1∑
j=0
log
∣∣g(z + jω)∣∣ ≤ u(z) ≤ C for all z ∈ Adr , (2.26)
for some g ∈ Cωr (T
d,R) with ‖g − f‖r < δ and for some m ≥ 1, then∣∣{x ∈ Td : ∣∣ 1
n
n−1∑
j=0
u(x+ jω)− 〈u〉
∣∣ > Sn−a}∣∣ < e−na (2.27)
holds for all n ≥ n0 := t
−2 k0.
Proof. By Theorem 2.1, since f 6≡ 0, there is M ∈ SL(d,Z) such that
in the new coordinates x′ = Mx, the analytic function f(x′) does not
vanish identically along any hyperplane, and in fact, log |f(x′)| has the
property that its L2-norms separately in each variable are uniformly
bounded, or in other words that |||log |f(x′)|||| is bounded. Moreover,
this holds uniformly in a neighborhood of f .
We note that the conclusion (2.27) of the theorem is coordinate ag-
nostic. Indeed, if M ∈ SL(d,Z) then M−1 preserves the measure while
if ω ∈ DCt then ω
′ = M−1ω ∈ DCt′ for t
′ = t/‖M‖d+11 , hence the
Diophantine condition is preserved up to a constant.
Furthermore, since M is linear, u ◦M(z) is also pluri-subharmonic,
and its domain contains Ar′, where r
′ ∼ r/‖M‖. That is because the
linear map induced by M expands the imaginary direction, hence the
width of the domain of u ◦M(z) is proportionally smaller. However,
‖M‖ is a fixed constant depending upon M , hence only upon f .
Hence it is enough to prove (2.27) for u(x) replaced by u◦M(x) and
for ω replaced by M−1ω.
Moreover, the assumption (2.26) holds for u ◦ M(x) provided we
replace g(x) by g ◦M(x), which is still δ-close to f ◦M(x).
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Therefore, with no loss of generality, we may assume that for δ =
δ(f, r) small enough, and for some finite constant C0 = C0(f, r) we
have: if g ∈ Cωr (T
d,R) with ‖g − f‖r < δ, then
|||log |g|||| ≤ C0 . (2.28)
From (2.26) we have:
∣∣u(x)∣∣ ≤ 2C + 1
m
m−1∑
j=0
∣∣log∣∣g(x+ jω)∣∣∣∣ for all x ∈ Td.
Then using Lemma 2.3,
|||u||| ≤ 2C + |||log |g|||| ≤ 2C + C0,
hence
sup
z∈Adr
u(z) + |||u||| ≤ C .
This shows that the assumption (2.21) in Theorem 2.3 is now (after
a change of coordinates) satisfied
We apply Theorem 2.3 to conclude that (2.27) holds with S =
O
(
Cr
r
(3C + C0)
)
= S(f, r, C) and for all n ≥ n0, where n0 := t
−2 k0.
We choose k0 = k0(f, r, d) such that k0 ≥ ‖M‖
2(d+1)
1 and such that the
constant c = O(1) in (2.22) is absorbed. 
3. The proof of the fiber LDT estimate
Given any cocycle A ∈ Cm, we derive some uniform measurements
on A which will allow us to apply the base LDT estimate in Proposi-
tion 2.12 to all the iterates of any cocycle B near A, in a uniform way.
This, combined with an almost invariance under the base dynamics
property for the iterates of the cocycle, will lead to the proof of the
uniform fiber LDT estimate.
3.1. Uniform measurements on the cocycle. We introduce some
notations. For a cocycle A ∈ Cωr (T
d,Mat(m,R)), let
fA(z) := det[A(z)] .
Then clearly fA ∈ C
ω
r (T
d,R).
Moreover, for every scale n ≥ 1, let
u
(n)
A (z) :=
1
n
log‖A(n)(z)‖ .
Note that due to the analyticity of the cocycle A(z), the functions
u
(n)
A (z) are pluri-subharmonic on A
d
r . This property is crucial in estab-
lishing the fiber LDT estimate.
26 P. DUARTE AND S. KLEIN
We denote the space averages of these functions by
L
(n)
1 (A) =
∫
Td
u
(n)
A (x) dx =
∫
Td
1
n
log‖A(n)(x)‖ dx .
The following proposition introduces some locally uniform measure-
ments on a cocycle. It shows that the above functions are bounded in
the L2 - norm, uniformly in the scale, and uniformly in a neighborhood
of a given non identically singular cocycle. It also shows that the fail-
ure of the above functions to be bounded in the L∞-norm is captured
by Birkhoff averages of a one dimensional cocycle.
Proposition 3.1. Given a cocycle A ∈ Cωr (T
d,Mat(m,R)) with fA =
det[A] 6≡ 0, there are constants δ = δ(A) > 0 and C = C(A) < ∞,
such that for any cocycle B ∈ Cωr (T
d,Mat(m,R)), if ‖B − A‖r < δ,
then
fB = det[B] 6≡ 0 , (3.1)
‖log
∣∣fB∣∣‖L2(Td) ≤ C (3.2)
and for all n ≥ 1 we have
− C +
1
n
n−1∑
i=0
log
∣∣fB(T iz)∣∣ ≤ u(n)B (z) ≤ C , (3.3)
‖u
(n)
B ‖L2(Td) ≤ C . (3.4)
Proof. Clearly the map Cωr (T
d,Mat(m,R)) ∋ B 7→ det[B] ∈ Cωr (T
d,R)
is locally Lipschitz, hence we can choose δ = δ(A) > 0 small enough
such that if ‖B −A‖r < δ, then the analytic function g := fB satisfies
the  Lojasiewicz inequality (2.1) with the same constants S = S(fA),
b = b(fA) as f := fA (see Lemma 2.1). In particular, fB 6≡ 0 and from
Remark 2.1 we have the uniform L2 - bound:
‖log
∣∣fB∣∣‖L2(Td) ≤ C(‖fA‖∞, S, b) ≤ C2(A) .
The upper bound in (3.3) is clear: if ‖B − A‖r < δ, then ‖B‖r ∼
‖A‖r, and since for every z ∈ A
d
r we have
‖B(n)(z)‖ ≤
n−1∏
i=0
‖B(T iz)‖ ≤ ‖B‖nr ,
we conclude that
u
(n)
B (z) =
1
n
log‖B(n)(z)‖ ≤ log‖B‖r < C1(A) .
To establish the lower bound, we use Cramer’s rule:
det[B(z)] · I = B(z) · adj(B(z)) .
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Hence
n−1∏
i=0
fB(T
iz) · I =
n−1∏
i=0
det[B(T iz)] · I
= B(T n−1z) . . . B(z) · adj(B(z)) . . . adj(B(T n−1z))
= B(n)(z) · adj(B(z)) . . . adj(B(T n−1z)) .
Clearly
‖adj(B(z))‖ . ‖B(z)‖m−1 ≤ ‖B‖m−1r for all z .
This implies, for some C1 = C1(A) ∼
∣∣log‖A‖r∣∣,
u
(n)
B (z) =
1
n
log‖B(n)(z)‖ ≥ −C1 +
1
n
n−1∑
i=0
log
∣∣fB(T iz)∣∣ ,
which establishes (3.3). Moreover, (3.3) also implies that for all x ∈ Td,
∣∣u(n)B (x)∣∣ ≤ 2C1 + 1n
n−1∑
i=0
∣∣log∣∣fB(T ix)∣∣∣∣ .
Hence by (3.2) and the measure invariance of the translation T ,
‖u
(n)
B ‖L2(Td) ≤ 2C1 + ‖log
∣∣fB∣∣‖L2(Td) . C1 + C2 .

3.2. The nearly almost invariance property. For GL(m,R)-valued
cocycles, the functions u
(n)
A (x) are almost invariant under the base dy-
namics T , in the sense that for all x ∈ Td,∣∣u(n)A (x)− u(n)A (Tx)∣∣ ≤ C 1n
For a cocycle that has singularities but it is not identically singular,
we establish this property off of an exponentially small set of phases.
It is in fact crucial to obtain a uniform in the cocycle bound on the
measure of this exceptional set of phases.
Proposition 3.2. Let A ∈ Cωr (T
d,Mat(m,R)) such that det[A(x)] 6≡
0. Then there are constants δ = δ(A) > 0 and C = C(A) < ∞, such
that for any a ∈ (0, 1), if B ∈ Cωr (T
d,Mat(m,R)) with ‖B − A‖r < δ,
then ∣∣u(n)B (x)− u(n)B (Tx)∣∣ ≤ C 1na (3.5)
holds for all n ≥ 1 and for all x /∈ Bn, where
∣∣Bn∣∣ < e−n1−a .
The exceptional set Bn may depend on the coycle B, but its measure
does not.
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Proof. For any cocycle B ∈ Cωr (T
d,Mat(m,R)), let fB(x) := det[B(x)] ∈
Cωr (T
d,R). Then if ‖B − A‖r < δ we have ‖fB − fA‖r < C δ, where
C = C(A) > 0.
Using Lemma 2.1, there are constants δ, C, b > 0, all depending only
on A, such that if ‖B −A‖r < δ then∣∣{x ∈ Td : ∣∣fB(x)∣∣ < t}∣∣ < Ctb for all t > 0 . (3.6)
In particular (or by Fubini), the set Z0(B) := {x ∈ T
d : fB(x) = 0} has
zero measure, and so does ∪n≥0 T
−nZ0(B) =: Z(B).
Hence if x /∈ Z(B), then B(T nx) is invertible for all n ≥ 0 and we
can write:
1
n
log‖B(n)(x)‖ −
1
n
log‖B(n)(Tx)‖
=
1
n
log
‖B(T nx)−1 · [B(T nx) · B(T n−1x) · . . . · B(Tx)] · B(x)‖
‖B(T nx) · B(T n−1x) · . . . · B(Tx)‖
≤
1
n
log[‖B(T nx)−1‖ · ‖B(x)‖] ≤
C
n
+
1
n
log‖B(T nx)−1‖ .
The last inequality follows from
‖B(x)‖ ≤ ‖B − A‖r + ‖A‖r < δ + ‖A‖r ∼ ‖A‖r ,
thus log‖B(x)‖ ≤ C(A) for all x ∈ Td.
Similarly,
1
n
log‖B(n)(Tx)‖ −
1
n
log‖B(n)(x)‖
=
1
n
log
‖B(T nx) · [B(T n−1x) · . . . · B(Tx) · B(x)] · B(x)−1‖
‖B(T n−1x) · . . . · B(x)‖
≤
1
n
log[‖B(T nx)‖ · ‖B(x)−1‖] ≤
C
n
+
1
n
log‖B(x)−1‖ .
We conclude that if x /∈ Z(B), then∣∣ 1
n
log‖B(n)(x)‖ −
1
n
log‖B(n)(Tx)‖
∣∣ <
C
n
+
1
n
log‖B(T nx)−1‖+
1
n
log‖B(x)−1‖ . (3.7)
Therefore, in to prove (3.5) we need to obtain a uniform in B upper
bound for ‖B(x)−1‖, where x is outside an exponentially small set.
Upper bounds on the norm of the inverse of a matrix are obtained
from lower bounds on the determinant via Cramer’s rule. Indeed, if
x /∈ Z(B) then
‖B(x)−1‖ = ‖adj(B(x))‖ ·
1∣∣det[B(x)]∣∣ ≤ C1 · 1∣∣fB(x)∣∣ ,
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which holds because
‖adj(B(x))‖ . ‖B(x)‖m−1 ≤ ‖B‖m−1r ≤ C1(A) .
Fix a ∈ (0, 1) and apply (3.6) with
t :=
(
1
C
)1/b
e−1/b n
1−a
.
Then there is a set Bn ⊂ T
d with
∣∣Bn∣∣ < Ctb = e−n1−a , such that if
x /∈ Bn then
∣∣fB(x)∣∣ ≥ t. Thus
‖B(x)−1‖ ≤ C1
1
t
= C1C
1/b e1/b n
1−a
= C2(A) e
1/b n1−a ,
hence
1
n
log‖B(x)−1‖ ≤
logC2
n
+ 1/b
n1−a
n
= C3(A)
1
na
which, combined with (3.7), proves the proposition. 
3.3. The statement and proof of the LDT.
Theorem 3.1. Given A ∈ Cωr (T
d,Mat(m,R)) with det[A(x)] 6≡ 0 and
ω ∈ DCt, there are constants δ = δ(A) > 0, k0 = k0(A) ∈ N, C =
C(A, r) <∞, a = a(d) > 0 and b = b(d) > 0 such that if ‖B−A‖r ≤ δ
and n ≥ n0 := t
−2 k0, then∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L(n)(B)
∣∣ > Cn−a}∣∣ < e−nb. (3.8)
Proof. Using Proposition 3.1, there are constants δ = δ(A), C = C(A),
such that if B is a cocycle near A: ‖B − A‖r < δ, then for all scales
n ≥ 1
−C +
1
n
n−1∑
i=0
log
∣∣fB(T iz)∣∣ ≤ u(n)B (z) ≤ C .
We apply Proposition 2.12 with f = fA, C = C(A), so the de-
pendence of the constants on the data will be: δ = δ(fA, r) = δ(A),
a = a(d), k0 = k0(fA, r, d) = k0(A) and S = S(fA, r, C) = S(A).
Since the map Cωr (T
d,Mat(m,R)) ∋ B 7→ fB ∈ C
ω
r (T
d,R) is locally
Lipschitz, by possibly decreasing δ, we may assume that whenever ‖B−
A‖r < δ we have that ‖fB − fA‖r is small enough that the pluri-
subharmonic function u(z) = u
(n)
B (z) satisfies the assumption (2.26)
with g = fB. Hence (2.27) applied to our context says that for all
R ≥ n0 we have:∣∣{x ∈ Td : ∣∣ 1
R
R−1∑
j=0
u
(n)
B (x+ jω)−
〈
u
(n)
B
〉∣∣ > SR−a}∣∣ < e−cRa (3.9)
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From the nearly almost invariance property given by Proposition 3.2,
after possibly decreasing δ and for a constant C ′ = C ′(A) <∞, we have
that if ‖B − A‖r < δ, then∣∣u(n)B (x)− u(n)B (Tx)∣∣ ≤ C ′ 1na
for all n ≥ 1 and for all x /∈ Bn, where
∣∣Bn∣∣ < e−n1−a .
Let B¯n := ∪
R−1
i=0 T
−iBn. Hence
∣∣B¯n∣∣ ≤ Re−n1−a and if x /∈ B¯n then
∣∣u(n)B (x)− 1R
R−1∑
j=0
u
(n)
B (x+ jω)
∣∣ ≤ C ′ R
na
(3.10)
Pick R≪ na, say R = ⌊na/(a+1)⌋ and let C = 2(C ′+ S). The conclu-
sion (3.8) of the theorem then follows from (3.9) and (3.10) for some
easily computable choice of the new parameter a and the parameter b.

Remark 3.1. What determines all constants in the LDT estimate
above, are precisely some measurements on the function fA(x) :=
det[A(x)] and the parameter t of the Diophantine condition DCt on
the frequency ω.
We also note that unlike in the case of random cocycles, the fiber-
LDT estimate above was proven without assuming the existence of a
gap between the first two Lyapunov exponents. In particular, using
exterior powers, we can derive an LDT estimate for every Lyapunov
exponent.
4. Deriving continuity of the Lyapunov exponents
To prove the continuity of the LE, we use the abstract criterion given
by Theorem 3.1 in Chapter 3 of our monograph [9] (or Theorem 1.1 in
our preprint [6]). Under the same assumptions, in Chapter 4 of [9] (see
also our preprint [8]) we obtained abstract criteria for the continuity
of the Oseledets filtration (Theorem 4.7 in [9] or Theorem 3.2 in [8])
and of the Oseledets decomposition (Theorem 4.8 in [9] or Theorem
3.3 in [8]).
For the reader’s convenience, we briefly review the relevant defini-
tions. We then explain how the aforementioned continuity results are
applicable to the context of this chapter.
Proof. (of Theorem 1.1) The torus Td together with the σ-algebra of
Borel sets, the Haar measure and the translation by a rationally in-
dependent vector ω form an ergodic system. Let C =
⋃
m≥1 Cm be
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the space of analytic, not identically singular cocycles over this ergodic
system defined in Section 1.1.
We say that a cocycle A is uniformly L2-bounded if there are con-
stants C = C(A) <∞ and δ = δ(A) > 0 such that∥∥∥ 1
n
log‖B(n)(·)‖
∥∥∥
L2(Td)
< C
for all cocycles B that are close enough to A (in the given topology on
the space of cocycles) and for all scales n ≥ 1.
Estimate (3.4) in proposition 3.1 shows that all cocycles in C are
uniformly L2-bounded.
Given a cocycle A ∈ Cm and N ∈ N, note that the sets {x ∈
Td : ‖A(n)(x)‖ ≤ c} or {x ∈ Td : ‖A(n)(x)‖ ≥ c} for some 1 ≤ n ≤ N
and c > 0 are closed Jordan measurable, so the algebra FN(A) gener-
ated by them consists only of Jordan measurable sets.
We say that a set Ξ of observables and a cocycle A ∈ C are compat-
ible, if for any N ∈ N, F ∈ FN(A), ǫ > 0, there is ξ ∈ Ξ such that
1F ≤ ξ and
∫
Td
ξ dx ≤
∣∣F ∣∣+ ǫ.
Let Ξ := C0(T
d) be the set of all continuous observables ξ : Td → R.
By the regularity of the Borel measure, there is an open set U ⊇ F
such that
∣∣U∣∣ ≤ ∣∣F ∣∣ + ǫ. By Urysohn’s lemma, there is a continuous
function ξ ∈ Ξ such that 0 ≤ ξ ≤ 1, ξ ≡ 1 on F and ξ ≡ 0 on U∁.
Then
1F ≤ ξ and
∫
Td
ξ dx ≤
∣∣U∣∣ ≤ ∣∣F ∣∣+ ǫ ,
which shows that Ξ is compatible with every cocycle in C, a property
we call the compatibility condition.
We call deviation size function any non-increasing map ǫ : (0,∞)→
(0,∞), and deviation measure function any sufficiently fast decreasing
function ι : (0,∞) → (0,∞). A triplet (n0, ǫ, ι), where n0 ∈ N and
ǫ, ι are deviation size or measure functions is called an LDT param-
eter, while any set P containing such triplets is called a set of LDT
parameters.
We say than an observable ξ ∈ Ξ satisfies a base-LDT estimate
with parameter space P, if for every ǫ > 0 there is an LDT parameter
(n0, ǫ, ι) ∈ P such that for all n ≥ n0 we have ǫ(n) ≤ ǫ and
∣∣{x ∈ Td : 1
n
n−1∑
j=0
ξ(T jx)−
∫
X
ξ dx > ǫ(n)}
∣∣ < ι(n) .
A torus translation by a rationally independent vector ω is uniquely
ergodic, hence the convergence in Birkhoff’s ergodic theorem is uniform
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for continuous observables. This shows that the base-LDT estimate
holds trivially for ξ ∈ Ξ, with ǫ ≡ ǫ and ι ≡ 0.
Finally, a cocycle A ∈ Cm is said to satisfy a uniform fiber-LDT with
parameter space P, if for every ǫ > 0 there are δ > 0 and an LDT
parameter (n0, ǫ, ι) ∈ P which may only depend upon A and ǫ, such
that for any B ∈ Cm with dist(B,A) < δ and for all n ≥ n0, we have
ǫ(n) ≤ ǫ and∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L
(n)
1 (B)
∣∣ > ǫ(n)}∣∣ < ι(n) .
Theorem 3.1 shows that a uniform fiber-LDT estimate holds for all
cocycles in C, with the parameter space P being the set of all triplets
(n0, ǫ, ι) with n0 ∈ N, ǫ(t) ≡ C t
−a and ι(t) ≡ et
b
where the constants
n0, a, b are explicitly described in terms of some measurements of A
and the Diophantine condition on ω.
Theorem 1.1 in [6] says that given an ergodic system, a space of
cocycles, a set of observables and a set of LDT parameters, if the com-
patibility condition, the uniform L2-boundedness, the base-LDT and
the uniform fiber-LDT estimates hold, then all Lyapunov exponents
are continuous. Moreover, if A ∈ Cm has a Lyapunov spectrum gap,
i.e. for some 1 ≤ k ≤ m, Lk(A) > Lk+1(A), then locally near A, the
map B 7→ Λk(B) = (L1 + . . . + Lk)(B) has a modulus of continuity
ω(h) := [ι (c log 1
h
)]1/2, for some c > 0 and some deviation measure
function ι corresponding to an LDT parameter in P.
Given that the deviation measure functions obtained in this chap-
ter have the form ι(t) ≡ e−t
b
, the modulus of continuity is ω(h) =
e−c [log(1/h)]
b
, i.e. we obtain weak-Ho¨lder continuity.
The statements on the Oseledets filtration and decomposition follow
directly from the corresponding general criteria. 
5. Refinements in the one-variable case
Let us consider now the case of a one-variable torus translation by a
frequency ω that satisfies a stronger Diophantine condition, namely:
‖kω‖ ≥
t∣∣k∣∣ (log ∣∣k∣∣)1+ (5.1)
for some t > 0 and for all k ∈ Z \ {0}.
Using the already established fiber-LDT estimate in Theorem 3.1
and the corresponding continuity result for Lyapunov exponents, we
derive a sharper fiber-LDT estimate under the additional assumption
that the cocycle A has the property L1(A) > L2(A). This in turn leads
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to a stronger modulus of continuity of the LE, the Oseledets filtration
and the Oseledets decomposition.
We note that our argument for proving this sharper fiber-LDT does
require the gap condition L1(A) > L2(A), since it depends essentially
on the Avalanche Principle proven in Chapter 2 of our monograph [9],
see also [7]. In fact, the argument requires the full strength of the
continuity results in Chapter 3 of [9] (or of [6]), specifically the finite
scale uniform estimates in Lemma 3.4 in [9] (or Lemma 5.1 in [6]).
We remind the reader the particular estimate in the general AP
which we use here (see Proposition 2.37 in [9] or Proposition 4.2 in [7]).
We recall the notation gr(g) = s1(g)
s2(g)
∈ [1,∞] for the ratio of the first
two singular values of a matrix g ∈ Mat(m,R).
Proposition 5.1. There exists c > 0 such that given 0 < ε < 1,
0 < κ ≤ c ε2 and g0, g1, . . . , gn−1 ∈ Mat(m,R), if
gr(gi) >
1
κ
for all 0 ≤ i ≤ n− 1
‖gi · gi−1‖
‖gi‖ ‖gi−1‖
> ε for all 1 ≤ i ≤ n− 1
then ∣∣∣∣∣log‖g(n)‖+
n−2∑
i=1
log‖gi‖ −
n−1∑
i=1
log‖gi · gi−1‖
∣∣∣∣∣ . n · κε2 .
The argument we are about to present works only for one-variable
translations because it requires the following sharp version of the quan-
titative Birkhoff ergodic Theorem 2.3, and this sharp version is only
available in the one-variable setting.
Proposition 5.2. Let ω ∈ T satisfying the strong Diophantine condi-
tion (5.1) for some t > 0 and let u : Ar → [−∞,∞) be a subharmonic
function satisfying the bound
sup
z∈Ar
u(z) + ‖u‖L2(T) ≤ C .
There are constants c1, c2 > 0 that depend only on C and r and there
is n0 ∈ N that depends on t such that for all ǫ > 0 and n ≥ n0 we have:∣∣{x ∈ T : ∣∣ 1
n
n−1∑
j=0
u(x+ jω)− 〈u〉
∣∣ > ǫ}∣∣ < e−c1ǫn+c2(logn)4 .
This result was proven in [11] (see Theorem 3.8) for bounded subhar-
monic functions. It remains valid in our setting, by the same argument
following Lemma 2.9.
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We can now phrase the sharper fiber-LDT in the one-variable case.
Theorem 5.1. Let A ∈ Cωr (T,Matm(R)) with det[A(x)] 6≡ 0, and let
ω ∈ T be a frequency satisfying the strong Diophantine condition (5.1).
Assume that L1(A) > L2(A) and let ǫ > 0. There are δ = δ(A) >
0, p = p(A) < ∞, n¯1 = n¯1(A, ω, ǫ) ∈ N such that for all B ∈
Cωr (T,Matm(R)) with ‖B − A‖r < δ and for all n ≥ n¯1 we have:∣∣∣∣{x ∈ T : ∣∣ 1n log ‖B(n)(x)‖ − L(n)1 (B)∣∣ > ǫ}
∣∣∣∣ < e−ǫ n/(log n)p.
Before starting the proof of this sharper fiber-LDT, we note that it
cannot be obtained along the same lines as Theorem 3.1, by using the
sharper estimate in Proposition 5.2, precisely because the nearly almost
invariance property (Proposition 3.2) is too weak, as a consequence of
the singularities of the cocycle.
Proof. We first explain the mechanics of the proof, then we detail the
argument, which bears some similarities with an argument used in [12].
We already have a version of the fiber-LDT estimate in Theorem 3.1,
where the deviation functions ǫ(t) ≡ C t−a, ι(t) ≡ e−t
b
are both rela-
tively coarse. Using this LDT at a scale n0 and the avalanche prin-
ciple in Proposition 5.1, we derive an LDT estimate at a larger scale
n1 ≍ e
n
b1
0 (where 0 < b1 < b), which has a much sharper deviation size
function ǫ(t), but a very coarse deviation measure function ι(t). This
will lead, via Lemma 2.9, to BMO estimates, which with the help of
John-Nirenberg’s inequality will prove the desired stronger LDT esti-
mate.
Let γ := L1(A) − L2(A) > 0. Let n¯0 ∈ N, δ > 0 be such that
the fiber-LDT estimate in Theorem 3.1 holds for all cocycles B ∈
Cωr (T,Matm(R)) with ‖B − A‖r < δ and for all n ≥ n¯0.
Moreover, the Lyapunov exponents are already known to be contin-
uous, and in fact, the more precise finite scale uniform estimates from
Lemma 5.1 in [6] hold as well. Therefore, we can choose n¯0 and δ so
that the following conditions hold for all B ∈ Cωr (T,Matm(R)) with
‖B −A‖r < δ. Firstly,
1
m
log gr(B(m)(x)) ≥ γ/2 (5.2)
holds for all x outside a set of measure < e−m
b
and for all m ≥ n¯0.
Also ∣∣L(m1)1 (B)− L(m2)1 (B)∣∣ < γ/30 (5.3)
for all m1, m2 ≥ n¯0.
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Fix any integer n0 ≥ n¯0. We will use the notation m ≍ n0 for scales
m such that n0 ≤ m ≤ 3n0.
When it comes to other quantities a and b, a ≍ b simply means
K−1 a ≤ b ≤ K a, where the constant K is context-universal.
Using (5.3) and the LDT estimate (3.8) applied at scalesm1, m2, m1+
m2, it follows from Lemma 4.2 in [6] that if m1, m2 ≍ n0, then
‖B(m2+m1)(x)‖
‖B(m2)(Tm1x)‖ · ‖B(m1)(x)‖
≥ e−n0 γ/5 =: ε (5.4)
holds for all x outside a set of measure . e−n
b
0.
Moreover, from (5.2) we have, for m ≍ n0
gr(B(m)(x)) ≥ en0 γ/2 =:
1
κ
, (5.5)
for all x outside a set of measure < e−n
b
0.
Note also that
κ
ε2
= e−n0 γ/10 ≪ 1 . (5.6)
Let 0 < b1 < b and let n1 ≍ e
n
b1
0 , hence n0 ≍ (log n1)
1/b1 .
Consider the n1-st iterate B
(n1)(x) = B(T n1−1 ) · . . . · B(Tx) · B(x).
We will break down this block (i.e. product of matrices) of length n1
into (different configurations of) blocks of length ≍ n0, and apply the
avalanche principle in Proposition 5.1 to the resulting configurations.
The estimates (5.4), (5.5), (5.6) will ensure that the hypotheses of the
avalanche principle are satisfied outside a relatively small set of phases.
Pick any n ≍ n1
n0
many integers m0, m1, . . . , mn−1 such that
mi ≍ n0 and n1 =
n−1∑
i=0
mi .
Let q0 := 0 and qi := mi−1+ . . .+m0 = mi−1+qi−1 for 1 ≤ i ≤ n−1.
Define gi = gi(x) := B
(mi)(T qix) for 0 ≤ i ≤ n− 1.
Then g(n) = gn−1 . . . g0 = B
(n1)(x) and gigi−1 = B
(mi+mi−1)(T qi−1x).
Using (5.4), if x is outside a set of measure < e−n
b
0 we have
‖gigi−1‖
‖gi‖ ‖gi−1‖
=
‖B(mi+mi−1)(T qi−1x)‖
‖B(mi)(Tmi−1 T qi−1x)‖ ‖B(mi−1)(T qi−1x)‖
> ε , (5.7)
while from (5.5), for a similar set,
gr(gi) = gr(B
(mi)(T qix)) >
1
κ
. (5.8)
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By excluding a set of measure < ne−n
b
0 < e−1/2n
b
0 the estimates
(5.7) and (5.8) will hold for all indices i, so the avalanche principle of
Proposition 5.1 applies and we have:∣∣∣∣∣log‖g(n)‖+
n−2∑
i=1
log‖gi‖ −
n−1∑
i=1
log‖gi gi−1‖
∣∣∣∣∣ . n · κǫ2 < ne−n0 γ/10,
which becomes∣∣∣ log‖B(n1)(x)‖ + n−2∑
i=1
log‖B(mi)(T qix)‖ (5.9)
−
n−1∑
i=1
log‖B(mi+mi−1)(T qi−1x)‖
∣∣∣ < ne−n0 γ/10 .
We will compute an average of (5.9) to establish a relation between
the finite scale Lyapunov exponents L
(n1)
1 (B) , L
(n0)
1 (B) and L
(2n0)
1 (B)
(see formula (5.15) below). In this average, the first and the last terms
appearing in the second sum of (5.9) will be discarded. Let us now
explain why these two terms are negligible.
First note that if m ≍ n0, then applying (3.8), we have that for x
outside a set of measure < e−n
b
0 ,
1
m
log ‖B(m)(x)‖ > L
(m)
1 (B)−m
−a > −C ,
for some C = C(A) < ∞, where the lower bound on L
(m)
1 (B) follows
from (3.4).
Moreover, since by (3.3) we have that for all x ∈ T,
1
m
log ‖B(m)(x)‖ ≤ C ,
we conclude that for x outside a set of measure < e−n
b
0 , we have∣∣log ‖B(m)(x)‖∣∣ ≤ C m . C n0 .
This estimate clearly applies to the functions x 7→ log ‖B(m2+m1)(x)‖
and x 7→ log ‖B(mn−1+mn−2)(T qn−2x)‖ which represent the terms corre-
sponding to i = 1 and i = n− 1 in the second sum in (5.9).
Let v(x) := log ‖B(m2+m1)(x)‖ + log ‖B(mn−1+mn−2)(T qn−2x)‖. Then
for x outside a set of measure . e−n
b
0 , the function v(x) has the bound∣∣v(x)∣∣ . Cn0 .
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Since n1 ≍ e
n
b1
0 , with b1 < 1, estimate (5.9) then implies that for all
x outside a set of measure . e−1/2n
b
0 we have:
∣∣∣ 1
n1
log‖B(n1)(x)‖ +
1
n1
n−2∑
i=1
log‖B(mi)(T qix)‖ (5.10)
−
1
n1
n−2∑
i=2
log‖B(mi+mi−1)(T qi−1x)‖
∣∣∣ < ne−n0 γ/10 + Cn0
n1
.
n0
n1
.
We are now ready to average (5.10) over some specific choices of the
integers m0, m1, . . . , mn−1.
The goal is to apply Proposition 5.2 to u
(m)
B (z) =
1
m
log ‖B(m)(z)‖
for m = n0 and m = 2n0, which will allow us to replace the two sums
in (5.10) by L
(n0)
1 (B) and L
(2n0)
1 (B) respectively.
The reason we will not simply choose all integers mi to be n0, but
instead we will consider n0-many configurations and then average, is
that otherwise the translates T qi x = x+qi ω would only be by multiples
of n0, i.e. qi = i n0. However, Proposition 5.2 involves all translations
T jx = x + jω, 0 ≤ j < n1 and not just the translations by i n0 ω,
0 ≤ i ≤ n− 1.
Firstly, pick all integers mi to be n0 except for the last one, mn−1,
which is chosen such that 2n0 ≤ mn−1 ≤ 3n0. Note that in this case
q0 = 0, qi = i n0 for 1 ≤ i ≤ n− 1, hence we are getting the translates
by multiples of n0.
Secondly, increase by 1 the size of the first block, decrease by 1 the
size of the last block, and keep all the other blocks the same. In other
words, let m0 = n0 + 1, m1 = m2 = . . . = mn−2 = n0 and mn−1 ≍ n0
is chosen so that all integers mi add up to n1. In this case q0 = 0,
qi = in0 + 1 for 1 ≤ i ≤ n − 1, so we are getting the translates by
multiples of n0 plus 1.
Continue to increase the first block by 1, decrease the last by 1 and
keep the rest the same, for n0 steps.
In other words, for each 0 ≤ j ≤ n0−1, choose the following integers:
m0 = n0 + j, m1 = m2 = . . . = mn−2 = n0 and mn−1 ≍ n0 ,
so that they all add up to n1. Then q0 = 0 and qi = in0 + j.
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Apply (5.10) for each of these n0 configurations of integers mi, 0 ≤
i ≤ n− 1, add up all the estimates and divide by n0 to get:
∣∣∣ 1
n1
log‖B(n1)(x)‖+
1
n1
n0−1∑
j=0
n−2∑
i=1
1
n0
log‖B(n0)(T i n0+jx)‖ (5.11)
−
2
n1
n0−1∑
j=0
n−2∑
i=2
1
2n0
log‖B(2n0)(T (i−1)n0+jx)‖
∣∣∣ < Cn0
n1
for all x outside a set of measure < n0 e
−1/2nb0.
Estimate (5.11) can be written as:
∣∣∣ 1
n1
log‖B(n1)(x)‖+
1
n1
(n−1)n0−1∑
k=n0
1
n0
log‖B(n0)(T kx)‖ (5.12)
−
2
n1
(n−2)n0−1∑
k=n0
1
2n0
log‖B(2n0)(T kx)‖
∣∣∣ < Cn0
n1
≍
(logn1)
1/b1
n1
for all x outside a set of measure < e−1/3n
b
0 .
Due to the uniform estimates (3.3), (3.4) in Proposition 3.1, Propo-
sition 5.2 can be applied to the functions
u
(n0)
B (z) =
1
n0
log ‖B(n0)(z)‖ and u
(2n0)
B (z) =
1
2n0
log ‖B(n0)(z)‖ .
Let ǫ ≍ (log n1)
1/b1
n1
and we may of course assume that 1/b1 > 1.
Moreover, since the number (n − 2)n0 and respectively (n − 3)n0 of
translates in (5.12) are ≍ n1, then up to an additional error of order
n0
n1
, using Proposition 5.2 we obtain:
∣∣∣ 1
n1
(n−1)n0−1∑
k=n0
1
n0
log‖B(n0)(T kx)‖−L
(n0)
1 (B)
∣∣∣ < ǫ ≍ (logn1)1/b1
n1
(5.13)
for x outside a set of measure < e−c1ǫn1+c2(log n1)
4
< e−c3 (logn1)
1/b1 .
Similarly we have:
∣∣∣ 1
n1
(n−2)n0−1∑
k=n0
1
2n0
log‖B(2n0)(T kx)‖ − L
(2n0)
1 (B)
∣∣∣ < (log n1)1/b1
n1
(5.14)
for x outside a set of measure < e−c3 (log n1)
1/b1 .
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Now integrate (5.12) to get:∣∣L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣
< C
n0
n1
+ C e−1/3n
b
0 .
(log n1)
1/b1
n1
. (5.15)
Combine (5.12), (5.13), (5.14), (5.15) to conclude that for x outside
a set of measure . e−c3 (log n1)
1/b1 , we have∣∣∣∣ 1n1 log‖B(n1)(x)‖ − L(n1)1 (B)
∣∣∣∣ . (log n1)1/b1n1 . (5.16)
Let
ǫ0 ≍
(log n1)
1/b1
n1
, ǫ1 ≍ e
−c3 (logn1)1/b1 ≪ ǫ80
and let
u(z) = u
(n1)
B (z) =
1
n1
log ‖B(n1)(z)‖ .
Then u(z) is subharmonic on Ar, and by Proposition 3.1, for some
C = C(A) <∞ we have the bound
sup
z∈Ar
u(z) + ‖u‖L2(T) ≤ C ,
which via Remark 2.6 implies (2.12) with S = O
(
Cr
r
C
)
.
Moreover, from (5.16)∣∣{x ∈ T : ∣∣u(x)− 〈u〉∣∣ > ǫ0}∣∣ < ǫ1 .
All the assumptions of Lemma 2.9 are then satisfied and we conclude
that
‖u‖BMO(T) . ǫ0 + (S ǫ1)
1/2 . ǫ0 ,
provided n1 is large enough, depending on A, so that ǫ1 absorbs the
constant S.
Therefore,
‖u‖BMO(T) . ǫ0 ≍
(log n1)
1/b1
n1
,
and so John-Nirenberg’s inequality implies that for all ǫ > 0∣∣{x ∈ T : ∣∣u(x)− 〈u〉∣∣ > ǫ}∣∣ < e−c0 ǫ/‖u‖BMO(T) .
Writing the last estimate in terms of iterates of our cocycle we have:∣∣∣∣{x ∈ T : ∣∣ 1n1 log‖B(n1)(x)‖ − L(n1)1 (B)
∣∣ > ǫ}∣∣∣∣ < e−c0 ǫ n1/(logn1)1/b1 .
(5.17)
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We ran this argument starting at any scale n0 ≥ n¯0 and we obtained
(5.17) for n1 ≍ e
n
b1
0 . Therefore, if n¯1 ≍ e
n¯
b1
0 , then the estimate (5.17)
holds for all n1 ≥ n¯1, which proves our theorem. 
Remark 5.1. Using the terminology in Section 4, we have shown that
for a one-variable torus translation by a (strongly) Diophantine fre-
quency, a uniform fiber-LDT holds with deviation measure function
ι(t) ≡ e−c t/[log t]
b
, for some c, b > 0 .
We may then conclude, as in the proof of Theorem 1.1, that if A ∈ Cm
has a τ -gap pattern, then in a neighborhood of A the functions Λτ , F τ
and Eτ· have the modulus of continuity
ω(h) := e−c [log 1/h]/[log log 1/h]
b
.
That is, in the presence of gaps in the Lyapunov spectrum, the LE,
the Oseledets filtration and the Oseledets decomposition are locally
nearly-Ho¨lder continuous.
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