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Abstract
Using the framework first presented by Ruf and Sani in [26], we give a proof of an Adams type
inequality which can be applied to the functional
Jǫ (u) = 12
∫
R2m
|∇mu|2 +
m−1∑
γ=0
aγ(x)|∇γu|2
 dx −
∫
R2m
F(x, u)
|x|β dx − ǫ
∫
R2m
hudx.
Under two kinds of assumptions on the nonlinearity, we estimate the min-max level of the func-
tional. As an application, a multiplicity result for the related singular quasilinear elliptic equation
is proved.
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1. Introduction and main results
Let ∇γu, γ ∈ {0, 1, 2, · · · ,m}, be the γ-th order gradient of a function u ∈ Wm,2(R2m) which is
defined by
∇γu :=

∆
γ
2 u γ even,
∇∆ γ−12 u γ odd.
Here and throughout this paper, we use the notations that
∆0u = ∇0u = u.
Consider the following nonlinear functional
Jǫ(u) = 12
∫
R2m
|∇mu|2 +
m−1∑
γ=0
aγ(x)|∇γu|2
 dx −
∫
R2m
F(x, u)
|x|β dx − ǫ
∫
R2m
hudx (1.1)
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which is related to the higher order partial differential equation
(−∆)mu +
m−1∑
γ=0
(−1)γ∇γ · (aγ(x)∇γu) = f (x, u)|x|β + ǫh(x). (1.2)
Here m ≥ 2 is an even integer, ǫ is a small constant, the equation is defined on the whole
Euclidean space of dimension 2m, 0 ≤ β < 2m, h(x) . 0 belongs to the dual space of E which
will be defined later, f (x, s) : R2m×R → R is a continuous function which satisfies some growth
conditions and aγ(x) are continuous functions satisfying
(A1)there exist positive constants aγ, γ = 0, 1, 2, · · · ,m − 1, such that aγ(x) ≥ aγ for all x ∈ R2m;
(A2) (a0(x))−1 ∈ L1(R2m).
This kind of equations has been extensively studied by many authors. When m = 1, for the
case β = 0, the equation on a bounded domain Ω has been investigated in [4, 10, 11, 34]. The
corresponding n-Laplacian problem on a bounded domain also appears in many contexts, for
example, in [8, 23]. For an unbounded domain, the problem becomes different and for this case
one can refer to [3, 7, 9] and the references therein. For the singular case, namely 0 < β < n,
one can refer to [5, 16, 30, 33] and the references therein. Due to the the variational structure of
this kind of equations, when m = 1, usually the existence of solutions is related to the Moser-
Trudinger type inequality. The inequality was first established by Truidinger [28] and Moser [22]
and it says that, for a bounded domain Ω ⊂ Rn and any 0 ≤ α ≤ αn = nω
1
n−1
n−1,
sup
u∈W1,n0 (Ω),‖∇u‖Ln (Ω)≤1
∫
Ω
eα|u|
n
n−1 dx < ∞, (1.3)
where ωn−1 is the area of the unit sphere in Rn.
When m ≥ 2, related results about the corresponding higher order equations on bounded
domains can be found in [13, 15, 17, 24]. To deal with the higher order equations, we need a
generalization of the Moser-Trudinger type inequality which is called the Adams type inequality.
The classical Adams inequality given by Adams [2] reads, for a bounded domain Ω ⊂ Rn and
any 0 ≤ α ≤ α(m, n),
sup
u∈Wm,
n
m
0 (Ω),‖∇mu‖L nm (Ω)≤1
∫
Ω
eα|u|
n
n−m dx < ∞, (1.4)
where
α(m, n) =

n
ωn−1
(
π
n
2 2mΓ( m+12 )
Γ( n−m+12 )
) n
n−m
m odd,
n
ωn−1
(
π
n
2 2mΓ( m2 )
Γ( n−m2 )
) n
n−m
m even.
After Adams’ work, many authors extended the inequality on a bounded domain from different
points of view, for example, one can see [6, 12, 27, 32]. In particular, we mention the following
singular Adams type inequality on a bounded domain [19] which will be used later in our proof.
Theorem A Let 0 ≤ β < n and Ω ⊂ Rn be a bounded domain. Then for any 0 ≤ α ≤(
1 − β
n
)
α(m, n), we have
sup
u∈Wm,
n
m
0 (Ω),‖∇mu‖L nm (Ω)≤1
∫
Ω
eα|u|
n
n−m
|x|β dx < ∞. (1.5)
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Moreover, when m is an even number, the Sobolev space Wm,
n
m
0 (Ω) in the above supremum can be
replaced by the Sobolev space Wm,
n
m
N (Ω).
In Theorem A, Wm,
n
m
N (Ω) is used to denote the space of functions with homogeneous Navier
boundary conditions, namely,
Wm,
n
m
N (Ω) :=
{
u ∈ Wm, nm (Ω) | ∆γu|∂Ω = 0 in the sense of traces for 0 ≤ γ < m2
}
.
By definition, we have Wm,
n
m
0 (Ω) ⊂ W
m, n
m
N (Ω),thus W
m, n
m
N (Ω) is a larger Sobolev space.
It is easy to see that, when Ω ⊆ Rn has infinite volume, the problem is that the integrals
in both (1.3) and (1.4) become infinite and the inequalities do not make sense. For the Moser-
Trudinger type inequality, this problem was solved in [7, 25] for dimension n = 2 and in [1, 20]
for general dimension. Recently, for the Adams type inequality on an unbounded domain, Ruf
and Sani [26] got the following result
Theorem B Let m be an even integer less than n and φ(t) := et − ∑γ nm −2
γ=0
tγ
γ! , where γ nm :=
min
{
γ ∈ N|γ ≥ n
m
}
≥ n
m
. There exists a constant Cm,n > 0 such that, for any domain Ω ⊆ Rn,
sup
u∈Wm,
n
m
0 (Ω),‖u‖m,n≤1
∫
Ω
φ
(
α(m, n)|u| nn−m
)
dx ≤ Cm,n (1.6)
and this inequality is sharp.
Hereafter we use ‖u‖m,n to denote the norm of u which is defined by
‖u‖m,n := ‖(−∆ + I) m2 u‖L nm ,
where I denotes the identity operator.
After this, based on the ideas in Ruf and Sani’s paper [26], there are several generalizations
of this result from different points of view. Lam and Lu [18] improved Theorem B to the case
that m is an odd integer. When n = 2m and m ≥ 2 is an even integer, ‖u‖m,n becomes
‖u‖m,2m := ‖(−∆ + I) m2 u‖L2 .
But to be more suitable to use when considering equation (1.2), it is better to establish a singular
Adams type inequality using the norm
‖u‖2
˜E :=
∫
R2m

m∑
γ=0
τγ |∇γu|2
 dx
instead of the norm ‖ · ‖m,2m. Here τm = 1 and τγ > 0 for γ = 0, 1, 2, · · · ,m − 1. For the
nonsingular case, namely β = 0, this was done in [29] for n = 2m = 4 and in [18] for general
n = 2m. When 0 < β < n, there are only results for the special dimension n = 2m = 4. In [29],
Yang proved a result for the subcritical case α < α(2, 4) and in [18], Lam and Lu generalized the
result to the critical case α = α(2, 4). In this paper, we consider the general case n = 2m and get
the following theorem
3
Theorem 1.1 Let m ≥ 2 be an even integer, τm = 1, τγ > 0 for γ = 0, 1, 2, · · · ,m − 1 and
0 ≤ β < 2m, then for any 0 ≤ α ≤
(
1 − β2m
)
α(m, 2m),
sup
u∈Wm,2(R2m),‖u‖
˜E≤1
∫
R2m
eαu
2 − 1
|x|β dx < ∞, (1.7)
where α(m, 2m) = (4π)mm!. Furthermore, the inequality is sharp.
From now on we assume that m ≥ 2 is an even integer and the dimension n of the domain
satisfies n = 2m. Motivated by the Adams type inequality above, we assume the following
growth condition on the nonlinearity f (x, s) of equation (1.2).
(H1) There exist constants α0, b1, b2 > 0 and θ ≥ 1 such that for all (x, s) ∈ R2m × R,
| f (x, s)| ≤ b1|s| + b2|s|θ(eα0 s2 − 1).
(H2) There exists µ > 2 such that for all x ∈ R2m and s , 0,
0 < µF(x, s) ≡ µ
∫ s
0
f (x, t)dt ≤ s f (x, s).
(H3) There exist constants R0, M0 > 0 such that for all x ∈ R2m and |s| ≥ R0,
0 < F(x, x) ≤ M0| f (x, s)|.
Define a function space
E :=
u ∈ Wm,2(R2m) :
∫
R2m
(|∇mu|2 +
m−1∑
γ=0
aγ(x)|∇γu|2)dx < ∞

and denote the norm of u ∈ E by
‖u‖E :=

∫
R2m
(|∇mu|2 +
m−1∑
γ=0
aγ(x)|∇γu|2)dx

1
2
.
Here and in the sequel we use E∗ to denote the dual space of E and assume h(x) ∈ E∗. Define a
singular eigenvalue λβ by
λβ := inf
u∈E\{0}
‖u‖2E∫
R2m
u2
|x|β dx
. (1.8)
Moreover, we assume
(H4) lim sups→0 2|F(x,s)|s2 < λβ uniformly with respect to x ∈ R2m.
The functional Jǫ satisfies the geometric conditions of the mountain-pass theorem. The proof
is similar to those in [29] and [33]. Namely, there exist two constant rǫ > 0 and ϑǫ > 0 such that
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Jǫ (u) ≥ ϑǫ when ‖u‖E = rǫ and there exists some e ∈ E satisfying ‖e‖E > rǫ such that Jǫ(e) < 0.
Moreover, Jǫ (0) = 0. Then the min-max level CM of Jǫ is defined by
CM = min
l∈L
max
u∈l
Jǫ(u),
where L = {l ∈ C([0, 1], E) : l(0) = 0, l(1) = e}. It is obvious that CM has a lower bound ϑǫ ,
namely CM ≥ ϑǫ . We also want to give an explicit upper bound of CM . To this end, we need the
following additional assumptions
(H5) lim infs→+∞ s f (x, s)e−α0 s2 = +∞ uniformly with respect to x ∈ R2m
or
(H5)′ There exist constants p > 2 and Cp such that
| f (s)| ≥ Cp|s|p−1,
where
Cp >
(
p − 2
p
) p−2
2
 α0(1 − β2m ) (4π)mm!

p−2
2
S pp,
S pp := inf
u∈E\{0}
‖u‖E(∫
R2m
up
|x|β dx
) 1
p
. (1.9)
Under each of these two assumptions, we can get the same estimate on the min-max level of
(1.1). Precisely, we have
Theorem 1.2 Assume either (H5) or (H5)′, together with (H2) and (H3), then there exists ǫ0 > 0
such that, for any 0 < ǫ ≤ ǫ0, the min-max level CM of (1.1) satisfies
CM <
(
1 − β
2m
) (4π)mm!
2α0
. (1.10)
We remark that the above two assumptions on f (x, s) can not cover each other. For details,
one can refer to [31, 33] for examples of f (x, s) which can not satisfy these two assumptions
simultaneously. As an application of the above estimate, we can get the following multiplicity
result of equation (1.2). We can see later that the estimate on CM plays a crucial role in the proof
of Theorem 1.3.
Theorem 1.3 Assume either (H5) or (H5)′, together with (H1) − (H4), then there exists ǫ1 > 0
such that, for any 0 < ǫ ≤ ǫ1, the equation (1.2) has at least two distinct weak solutions.
We organize this paper as follows: In Section 2, we prove the Adams type inequality (Theo-
rem 1.1). In Section 3, we estimate the min-max level of functional (1.1) (Theorem 1.2). As an
application of these two theorems, we prove the multiplicity result in Section 4 (Theorem 1.3).
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2. Adams type inequality
Before the proof of Theorem 1.1, we point out that for τγ ≤ aγ, γ = 0, 1, 2, · · · ,m − 1,
‖u‖
˜E ≤ ‖u‖E .
This is the reason why Theorem 1.1 can be used in the study of equation (1.2). Using the Sobolev
norm
‖u‖Wm,2 :=

m∑
γ=0
‖∇γu‖2L2

1/2
,
it is easy to see that the norm ‖ · ‖
˜E is equivalent to the norm ‖ · ‖Wm,2 . Another fact worth to
emphasize is the following lemma
Lemma 2.1. Under assumptions (A1) and (A2), we have that the space E is compactly embedded
into the space Lq(R2m) for any q ≥ 1.
The proof of this lemma is essentially the same as the proof of Lemma 3.6 in [29]. But for
the convenience of readers, we give a proof here.
Proof. When q ≥ 2, it is easy to see that the embedding E →֒ Lq(R2m) is continuous. When
q = 1, Ho¨lder’s inequality and (A2) imply that
∫
R2m
|u|dx ≤
(∫
R2m
1
a0(x)dx
) 1
2
(∫
R2m
a0(x)u2dx
) 1
2
≤
(∫
R2m
1
a0(x)dx
) 1
2
‖u‖E .
When 1 < q < 2, we have
∫
R2m
|u|qdx ≤
∫
R2m
(|u| + u2)dx ≤
(∫
R2m
1
a0(x)dx
) 1
2
‖u‖E +
1
a0
‖u‖2E .
Thus we have that, for any q ≥ 1, the embedding E →֒ Lq(R2m) is continuous.
Next we prove that the embedding is also compact. Suppose {uk} ⊂ E is a bounded sequence,
we need to prove that uk converges to some u ∈ E strongly in Lq(R2m) up to a subsequence for
any q ≥ 1.
(A2) implies that, for any ǫ > 0, there exists Rǫ > 0 such that∫
|x|>Rǫ
1
a0(x)dx < ǫ
2.
Since {uk} is a bounded sequence, up to subsequence, we can assume that uk converges to some
u strongly in L1(BRǫ). When q = 1, we have∫
R2m
|uk − u|dx =
∫
|x|≤Rǫ
|uk − u|dx +
∫
|x|>Rǫ
|uk − u|dx
≤
∫
|x|≤Rǫ
|uk − u|dx +
(∫
|x|>Rǫ
1
a0(x)dx
) 1
2
(∫
|x|>Rǫ
a0(x)|uk − u|2dx
) 1
2
≤
∫
|x|≤Rǫ
|uk − u|dx + ǫ‖uk − u‖E . (2.1)
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Noticing that ǫ can be arbitrarily small, we get from (2.1) that
lim
k→∞
∫
R2m
|uk − u|dx = 0.
When q > 1, we have∫
R2m
|uk − u|qdx ≤
(∫
R2m
|uk − u|dx
) 1
2
(∫
R2m
|uk − u|2q−1dx
) 1
2
≤ C
(∫
R2m
|uk − u|dx
) 1
2
→ 0 (2.2)
as k → ∞. Here we used the continuous embedding E →֒ L2q−1(R2m). 
We remark here that the singular eigenvalue λβ defined in (1.8) and S p defined in (1.9) are
both positive constants for any 0 ≤ β < 2m. When β = 0, (A1) gives us that λ0 ≥ a0 > 0. When
0 < β < 2m, we have∫
R2m
u2
|x|β dx ≤
∫
|x|>1
u2dx +
(∫
|x|≤1
|u|2qdx
) 1
q
(∫
|x|≤1
1
|x|βq′ dx
) 1
q′
≤ C‖u‖2E ,
where 1q +
1
q′ = 1 and 0 < βq
′ < 2m. This implies that λβ ≥ 1C > 0. Similarly, we can prove
S p > 0.
To prove Theorem 1.1, we first give several definitions. Let BR be an open ball centered at
0 with radius R > 0. If u : BR → R is a measurable function, the distribution function of u is
defined by
µu(t) :=M ({x ∈ BR | |u(x)| > t}) ∀t ≥ 0,
where M(·) denotes the Lebesgue measure of a set in Rn. The decreasing rearrangement of u is
defined by
u⋆(s) := inf{t ≥ 0 | µu(t) < s} ∀s ∈ [0,M(BR)].
Finally, the spherically symmetric decreasing rearrangement of u is defined by
u∗(x) := u⋆(σn|x|n) ∀x ∈ BR,
where σn is the volume of the unit ball in Rn.
Now we begin to prove Theorem 1.1 by using the framework of Ruf and Sani’s work [26].
After [26], similar ideas were also used in [18], [19] and [29] .
Proof of Theorem 1.1. For any u ∈ Wm,2(R2m) and ρ˜ > 0, direct computations give that∫
R2m
(
(−∆ + ρ˜I) m2 u
)2
dx =
m∑
γ=0
C(m, γ)ρ˜m−γ
∫
R2m
|∇γu|2dx, (2.3)
where C(m, γ) = m!
γ!(m−γ)! . In particular, C(m,m) = C(m, 0) = 1 and C(m, 1) = m. Define
ργ =
(
τγ
C(m,γ)
) 1
m−γ
, γ = {0, 1, 2, · · · ,m} and let ρ = min{ρ0, ρ1, · · · , ρm}. Then (2.3) tells us that∫
R2m
(
(−∆ + ρI) m2 u
)2
dx ≤ ‖u‖2
˜E .
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So if we can prove that
sup
u∈Wm,2(R2m),
∫
R2m
(
(−∆+ρI) m2 u
)2
dx≤1
∫
R2m
eαu
2 − 1
|x|β dx < ∞,
the inequality in Theorem 1.1 is proved immediately.
By density of C∞0 (R2m) in Wm,2(R2m), we can find a sequence {uk} ⊂ C∞0 (R2m) such that uk →
u in Wm,2(R2m). Without loss of generality, we can assume that
∫
R2m
(
(−∆ + ρI) m2 uk
)2
dx = 1, for
otherwise we can use u˜k = uk(∫
R2m
(
(−∆+ρI) m2 uk
)2
dx
) 1
2
instead of uk.
Suppose, for a fixed k, supp uk ⊂ BRk . Define
fk = (−∆ + ρI) m2 uk
and use f ∗k to denote the spherically symmetric decreasing rearrangement of fk. Consider the
equation 
(−∆ + ρI) m2 vk = f ∗k in BRk ,
vk ∈ Wm,2N (BRk).
By properties of rearrangement (see [14, 19, 26]), we have∫
BRk
(
(−∆ + ρI) m2 vk
)2
dx = ‖ f ∗k ‖2L2(BRk ) = ‖ fk‖
2
L2(BRk )
=
∫
BRk
(
(−∆ + ρI) m2 uk
)2
dx = 1 (2.4)
and ∫
BRk
eαu
2
k − 1
|x|β dx ≤
∫
BRk
eαv
2
k − 1
|x|β dx. (2.5)
Let r0 ≥ 1 be a constant to be determined later. If Rk ≤ r0, since
‖∇mvk‖2L2(BRk ) ≤
∫
BRk
(
(−∆ + ρI) m2 vk
)2
dx = 1,
by Theorem A, we get ∫
BRk
eαv
2
k − 1
|x|β dx < Cm,r0 ,
where Cm,r0 is some constant depending on m and r0 but not depending on k.
If Rk > r0, rewrite
∫
BRk
e
αv2k−1
|x|β dx into
∫
Br0
eαv
2
k − 1
|x|β dx +
∫
BRk \Br0
eαv
2
k − 1
|x|β dx := I1 + I2.
Firstly, we estimate I1. Define, for γ = {1, 2, · · · , m2 } and x ∈ Br0 ,
ξγ(|x|) = |x|m−2γ.
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Let
gk(x) =
m
2∑
γ=1
dk,γξγ(|x|),
where
dk,γ =
∆
m
2 −γvk(r0) −∑γ−1η=1 dk,η∆ m2 −γξη(r0)
∆
m
2 −γξγ(r0)
.
Denote (vk(x) − gk(x)) by µk(x). By construction, we have (see Lemma 4.3 in [26]) ∇mµk = ∇mνk
in Br0 , µk is a radial function with homogeneous Navier boundary conditions and for 0 < |x| ≤ r0,
v2k(x) ≤ µ2k(x)
1 +Cm
m
2∑
γ=1
r
1−4γ
0 ‖∆
m
2 −γvk‖2W1,2(Br0 )

2
+Cm,r0 . (2.6)
Since r0 > 1, (2.6) implies that
v2k(x) ≤ µ2k(x)
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )

2
+Cm,r0 . (2.7)
Define
µ˜k(x) := µk(x)
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2 (Br0 )

and
Cmin := min{C(m, γ)ρm−γ | 0 ≤ γ ≤ m − 1}.
Then we have
‖∇mµ˜k‖2L2(Br0 ) =
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )

2
‖∇mµk‖2L2(Br0 )
=
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )

2
‖∇mνk‖2L2(Br0 )
=
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )

2 1 −
m−1∑
γ=0
C(m, γ)ρm−γ‖∇γvk‖2L2 (Br0 )

≤
1 +Cmr−30
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )

2 1 −Cmin
m−1∑
γ=0
‖∇γvk‖2L2(Br0 )
 , (2.8)
where we have used (2.3) and (2.4) at the third equality. Choose r30 ≥ max{1, CmCmin }, we get from(2.8) that
‖∇mµ˜k‖2L2(Br0 ) ≤ 1. (2.9)
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Now by (2.7), we have
I1 ≤
∫
Br0
e
αµ2k (x)
(
1+Cmr−30
∑m−1
γ=0 ‖∇γvk‖2L2 (Br0 )
)2
+αCm,r0 − 1
|x|β dx
=
∫
Br0
eαµ˜
2
k (x)+αCm,r0 − 1
|x|β dx
≤ eαCm,r0
∫
Br0
eαµ˜
2
k (x)
|x|β dx.
Then (2.9) and Theorem A imply that
I1 ≤ Cm,r0,α,ρ. (2.10)
Secondly, we deal with I2. The radial lemma (see Chapter 6 in [14]) tells us that for vk ∈
Wm,2N (BRk) ⊂ W1,2(R2m), we have
|vk(x)| ≤
√
(m − 1)!
πm
|x| 12−m‖vk‖W1,2(R2m) a.e. in R2m. (2.11)
Take r2m−10 ≥ (m−1)!πm 1min{mρm−1,ρm} . If |x| ≥ r0, by (2.11), we have
|vk(x)| ≤
√
min{mρm−1, ρm}‖vk‖W1,2(R2m). (2.12)
On the other hand, we have
min{mρm−1, ρm}‖vk‖2W1,2(R2m) ≤
∫
BRk
(
mρm−1|∇vk|2 + ρmv2k
)
dx
≤
∫
BRk
(
(−∆ + ρI) m2 vk
)2
dx
= 1. (2.13)
Obviously, (2.12) and (2.13) imply that |vk(x)| ≤ 1 for any |x| ≥ r0. It follows that
I2 ≤ 1
r
β
0
∫
BRk \Br0
(eαv2k − 1)dx
=
1
r
β
0
∫
BRk \Br0
∞∑
l=1
αlv2lk
l! dx
≤ 1
r
β
0
∫
BRk \Br0
∞∑
l=1
αlv2k
l! dx
≤ 1
r
β
0
∞∑
l=1
αl
l! ‖vk‖
2
W1,2(R2m)
≤ 1
min{mρm−1, ρm}rβ0
∞∑
l=1
αl
l!
≤ Cm,r0,α,ρ. (2.14)
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Take r0 ≥ max{1,
(
Cm
Cmin
) 1
3 ,
( (m−1)!
πm
1
min{mρm−1,ρm}
) 1
2m−1 }. Then Fatou’s lemma together with (2.5),
(2.10) and (2.14) tells that
∫
R2m
eαu
2 − 1
|x|β dx ≤ lim infk→∞
∫
R2m
eαu
2
k − 1
|x|β dx ≤ Cm,r0,α,ρ
and the proof of the inequality is finished.
To prove the sharpness of the inequality, we need a sequence of test functions. For this rea-
son, we postpone the proof of sharpness till the end of Section 3. 
3. Min-max level
In this section, we estimate the min-max level of Jǫ . Firstly, we define a sequence of functions
˜φk(x) by
˜φk(x) =

√
log k
2M +
1√
2M log k
∑m−1
γ=1
(1−k|x|2)γ
γ
|x| ∈ [0, 1√
k
),
−
√
2
M log k log |x| |x| ∈ [ 1√k , 1),
ζk(x) |x| ∈ [1,∞)
where
M =
(4π)m(m − 1)!
2
, ζk ∈ C∞0 (B2(0)), ζk |∂B1(0)= ζk |∂B2(0)= 0.
Moreover, for γ = {1, 2, · · · ,m − 1}, ∂γζk
∂rγ
|∂B1(0)= (−1)γ(γ − 1)!
√
2
M log k ,
∂γζk
∂rγ
|∂B2(0)= 0 and ζk,
|∇γζk | and |∇mζk | are all O
(
1√
log k
)
. Obviously, ˜φk(x) are continuous functions defined on R2m
with compact supports .
To estimate the Wm,2 norms of ˜φk, we need the following lemma.
Lemma 3.1. For γ = {1, 2, · · · ,m − 1}, the γ-th order derivatives of ˜φk with respect to r satisfy
lim
r→ 1√
k
−
∂γ ˜φk
∂rγ
= lim
r→ 1√
k
+
∂γ ˜φk
∂rγ
(3.1)
and
lim
r→1−
∂γ ˜φk
∂rγ
= lim
r→1+
∂γ ˜φk
∂rγ
, (3.2)
where r = |x|.
Proof. Direct computations give that, when 1√
k
≤ r < 1, the γ-th order derivatives of ˜φk with
respect to r are
(−1)γ(γ − 1)!
√
2
M log k r
−γ.
Combining this with our assumptions on ζk, we get (3.2).
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To get (3.1), we consider the following functions of r
tk(r) = − 1√
2M log k
log r.
The Taylor series of tk(r) at 1k is
tk(r) =
∞∑
γ=0
t(γ)k ( 1k )
γ!
(r − 1k )
γ
=
√
log k
2M
+
1√
2M log k
∞∑
γ=1
(1 − kr)γ
γ
.
We use t˜k(r) to denote the summation of the first m terms of the series, namely,
t˜k(r) =
√
log k
2M
+
1√
2M log k
m−1∑
γ=1
(1 − kr)γ
γ
.
It is easy to know that, at r = 1k , for γ = {1, 2, · · · ,m− 1}, the γ-th order derivatives of tk(r) equal
to those of t˜k(r) respectively. By the definitions of ˜φk, we have
˜φk(x) =

t˜k(r2) r ∈ [0, 1√k ),
tk(r2) r ∈ [ 1√k , 1).
This fact implies (3.1) immediately. 
We remark that to find the extremal of Adams inequality, Adams has constructed a sequence
of functions in [2] which has properties similar to our sequence. But at first, Adams’ functions
have no explicit expressions. Moreover, our functions are defined on the whole space R2m instead
of a bounded domain Ω ⊂ R2m.
We claim that ˜φk(x) ∈ Wm,20 (R2m) and, for γ = {0, 1, · · · ,m − 1},
‖∇γ ˜φk‖2L2 = O
(
1
log k
)
,
while
‖∇m ˜φk‖2L2 = ‖∆
m
2 ˜φk‖2L2 = 1 + O
(
1
log k
)
.
To prove the claim, we first point out that, by Lemma 3.1 and the formula for integration by
parts, we can get the weak derivatives of ˜φk(x) until order m by computations on each part of the
domain. Therefore, we can estimate the Wm,2 norms of ˜φk respectively.
Part I R2m \ B1(0).
By definitions, since ζk ∈ C∞0 (B2(0)), we have, on R2m \ B1(0),
‖ ˜φk‖2L2 = ‖ζk‖2L2 = O
(
1
log k
)
(3.3)
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and, for γ = {1, 2, · · · ,m},
‖∇γ ˜φk‖2L2 = ‖∇γζk‖2L2 = O
(
1
log k
)
. (3.4)
Part II B1(0) \ B 1√
k
(0).
When γ = 1, it is easy to get
|∇γ ˜φk | = |∇ ˜φk | = −
√
2
M log k r
−1. (3.5)
For higher order derivatives, noticing the fact that, for any integer 1 ≤ l ≤ m2 ,
∆l log r = (−1)l−122l−1 (l − 1)!(m − 1)!(m − l − 1)! r
−2l,
we have, when γ is odd and 1 < γ < m,
|∇γ ˜φk | =
∣∣∣∣∣ ∂∂r (∆ γ−12 ˜φk)
∣∣∣∣∣
=
∣∣∣∣∣∣∣∣(−1)
γ+1
2 2γ−2(γ − 1)
√
2
M log k
(m − 1)!
(
γ−3
2
)
!(
m − γ+12
)
!
r−(γ+1)~x
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣2γ−2(γ − 1)
√
2
M log k
(m − 1)!
(
γ−3
2
)
!(
m − γ+12
)
!
r−γ
∣∣∣∣∣∣∣∣ . (3.6)
When γ is even and 2 ≤ γ ≤ m,
∇γ ˜φk = ∆
γ
2 ˜φk = (−1)
γ
2 2γ−1
√
2
M log k
(m − 1)!
(
γ
2 − 1
)
!(
m − γ2 − 1
)
!
r−γ. (3.7)
In particular, we have
∇m ˜φk = ∆
m
2 ˜φk = (−1) m2 2m−1
√
2
M log k (m − 1)!r
−m,
which gives us that, on B1(0) \ B 1√
k
(0),
‖∇m ˜φk‖2L2 =
∫
B1(0)\B 1√
k
(0)
22m−1 ((m − 1)!)2
M log k r
−2mdx
=
22m−1 ((m − 1)!)2
M log k
∫ 1
1√
k
ω2m−1r−1dr
=
4m−1 ((m − 1)!)2 ω2m−1
M
.
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Substituting M = (4π)
m(m−1)!
2 and ω2m−1 =
2πm
(m−1)! , we get
‖∇m ˜φk‖2L2 = 1. (3.8)
When γ = 0, by integrating by parts and the definitions of ˜φk, we get
‖ ˜φk‖2L2 =
∫
B1(0)\B 1√
k
(0)
2 log2 r
M log k dx
=
ω2m−1
M log k
(
1
2m3
− log
2 k
4mkm −
log k
2m2km
− 1
2m3km
)
= O
(
1
log k
)
. (3.9)
Similarly, when γ = 1, (3.5)gives us that
‖∇ ˜φk‖2L2 =
∫
B1(0)\B 1√
k
(0)
2r−2
M log k dx
=
ω2m−1
(m − 1)M log k
(
1 − 1
km−1
)
= O
(
1
log k
)
. (3.10)
When γ is odd and 1 < γ < m, by (3.6), we have
‖∇γ ˜φk‖2L2 =
∫
B1(0)\B 1√
k
(0)
(γ − 1)222γ−3
M log k
 (m − 1)!
(
γ−3
2
)
!(
m − γ+12
)
!

2
r−2γdx
=
(γ − 1)24γ−2ω2m−1
(m − γ)M log k
 (m − 1)!
(
γ−3
2
)
!(
m − γ+12
)
!

2 (
1 − 1km−γ
)
= O
(
1
log k
)
. (3.11)
When γ is even and 2 ≤ γ ≤ m − 2, by (3.7), we have
‖∇γ ˜φk‖2L2 =
∫
B1(0)\B 1√
k
(0)
22γ−1
M log k
 (m − 1)!
(
γ
2 − 1
)
!(
m − γ2 − 1
)
!

2
r−2γdx
=
4γ−1ω2m−1
M log k(m − γ)
 (m − 1)!
(
γ
2 − 1
)
!(
m − γ2 − 1
)
!

2 (
1 − 1km−γ
)
= O
(
1
log k
)
. (3.12)
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Part III B 1√
k
(0).
We have
‖ ˜φk‖Wm,2 ≤
∥∥∥∥∥∥∥
√
log k
2M
∥∥∥∥∥∥∥
Wm,2
+
m−1∑
γ=1
∥∥∥∥∥∥∥ k
γ
γ
√
2M log k
(1k − |x|
2)γ
∥∥∥∥∥∥∥
Wm,2
.
Direct computations show that∥∥∥∥∥∥∥
√
log k
2M
∥∥∥∥∥∥∥
2
Wm,2(B 1√
k
)
=
∫
B 1√
k
log k
2M
dx
=
ω2m−1 log k
4mMkm
= o
(
1
log k
)
. (3.13)
Furthermore, by integrating by parts, we have∥∥∥∥∥∥∥ k
γ
γ
√
2M log k
(1k − |x|
2)γ
∥∥∥∥∥∥∥
2
Wm,2
=
m∑
η=0
∥∥∥∥∥∥∥ k
γ
γ
√
2M log k
∇η
(
(1k − |x|
2)γ
)∥∥∥∥∥∥∥
2
L2(B 1√
k
(0))
=

∑2γ
η=0 O
(
1
km−η log k
)
γ < m2 ,∑m
η=0 O
(
1
km−η log k
)
γ ≥ m2
= O
(
1
log k
)
. (3.14)
Combining (3.3), (3.4) and (3.8-3.14), we prove the claim that
‖ ˜φk‖2Wm,2(R2m) = 1 + O
(
1
log k
)
,
or equivalently,
‖ ˜φk‖2E = 1 + O
(
1
log k
)
,
Define
φk(x) =
˜φk(x)
‖ ˜φk‖E
.
We have ‖φk‖E = 1. Furthermore, we have that
φ2k(x) ≥
log k
2M
+ O(1) for |x| ≤ 1√
k
. (3.15)
Now we can begin the proof of Theorem 1.2.
Proof of Theorem 1.2. By (H2), we have F(x, tφk) ≥ 0 for all t ≥ 0 and x ∈ R2m. This implies
that ∫
R2m
F(x, tφk)
|x|β dx ≥
∫
|x|≤ 1√
k
F(x, tφk)
|x|β dx.
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By (3.15), we have, for t and k sufficiently large, there exists a constant Cφ > 0 such that
tφk > Cφ for |x| ≤ 1√
k
.
Since (H2) implies that, for s > Cφ2 ,∫ s
Cφ
2
µ
t
dt ≤
∫ s
Cφ
2
f (x, t)
F(x, t)dt,
we have, if t and k sufficiently large, for |x| ≤ 1√
k
,
F(x, tφk) ≥ Ctµφµk .
Therefore,
Jǫ (tφk) = t
2
2
∫
R2m
|∇mφk|2 +
m−1∑
γ=0
aγ(x)|∇γφk |2
 dx −
∫
R2m
F(x, tφk)
|x|β dx − ǫt
∫
R2m
hφkdx
≤ t
2
2
∫
R2m
|∇mφk|2 +
m−1∑
γ=0
aγ(x)|∇γφk |2
 dx −
∫
|x|≤ 1√
k
F(x, tφk)
|x|β dx − ǫt
∫
R2m
hφkdx
≤ t
2
2
∫
R2m
|∇mφk|2 +
m−1∑
γ=0
aγ(x)|∇γφk |2
 dx −Ctµ
∫
|x|≤ 1√
k
φ
µ
k
|x|β dx − ǫt
∫
R2m
hφkdx
Since µ > 2, we get
lim
t→+∞
Jǫ (tφk) = −∞. (3.16)
Suppose (1.10) is not correct. Then we have, for all k and ǫ > 0,
max
t≥0
Jǫ(tφk) ≥
(
1 − β
2m
) (4π)mm!
2α0
. (3.17)
(3.16) and (3.17) imply that, for any fixed k, there exists tk > 0 such that
Jǫ(tkφk) = max
t≥0
Jǫ(tφk).
It follows that ddt Jǫ(tφk) = 0 at t = tk, or equivalently,
t2k = t
2
k‖φk‖2E =
∫
R2m
tkφk f (x, tkφk)
|x|β dx + ǫtk
∫
R2m
hφkdx. (3.18)
Now we claim that {tk} is a bounded sequence and its upper bound is independent of ǫ.
Suppose not. (H5) implies that, for any σ > 0, there exists Rσ > 0 such that, for all s ≥ Rσ, it
holds that
s f (x, s) ≥ σeα0 s2 .
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Then by (3.15) and (3.18), we have, for sufficiently large k,
t2k ≥ σ
∫
|x|≤ 1√
k
eα0t
2
kφ
2
k
|x|β dx − ǫtk‖h‖E∗ ‖φk‖E
≥ σ
∫
|x|≤ 1√
k
eα0t
2
k
( log k
2M +O(1)
)
|x|β dx − ǫtk‖h‖E∗ ‖φk‖E
=
σω2m−1
(2m − β)km− β2
eα0t
2
k
( log k
2M +O(1)
)
− ǫtk‖h‖E∗‖φk‖E , (3.19)
(3.19) is equivalent to
1 ≥ σω2m−1(2m − β)k
α0 t2k
2M +o(1)−m+ β2−
2 log tk
log k − ǫ‖h‖E∗ ‖φk‖Ek
log tk
log k
≥ σω2m−1(2m − β)k
α0 t2k
2M +o(1)−m+ β2−
2 log tk
log k − ‖h‖E∗‖φk‖Ek
log tk
log k .
Let k → ∞, we get a contradiction because the right hand side of the inequality tends to +∞.
Thus the claim is proved.
From(3.17), we get that
t2k ≥
(
1 − β
2m
) (4π)mm!
α0
+ 2ǫtk
∫
R2m
hφkdx. (3.20)
Here we have used the fact that ‖φk‖E = 1 and F(x, s) ≥ 0. Since∣∣∣∣∣ǫtk
∫
R2m
hφkdx
∣∣∣∣∣ ≤ ǫtk‖h‖E∗ ‖φk‖E = ǫtk‖h‖E∗ ,
tk is bounded and ǫ can be arbitrarily small, (3.20) implies that
t2k ≥
(
1 − β
2m
) (4π)mm!
α0
.
If
lim
k→∞
t2k >
(
1 − β
2m
) (4π)mm!
α0
,
we get, for sufficiently large k,
α0t
2
k
log k
2M
>
(
m − β
2
)
log k.
This is a contradiction with the fact that {tk} is a bounded sequence because the right hand side
of (3.19) tends to +∞ as k → +∞. Thus we have
lim
k→∞
t2k =
(
1 − β
2m
) (4π)mm!
α0
.
Let k → ∞ and ǫ → 0 in (3.19), we obtain(
1 − β
2m
) (4π)mm!
α0
≥ σω2m−1(2m − β) .
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This is a contradiction because σ can be chosen arbitrarily large. Thus Theorem 1.2 is proved
under assumption (H5).
If f (x, s) satisfies (H5)′ instead of (H5). We can choose a bounded sequence of functions
{uk} ⊂ E such that ∫
R2m
|uk|p
|x|β dx = 1 and ‖uk‖E → S p.
Then by Lemma 2.1, we can assume that there exists a function up such that
uk ⇀ up in E,
uk → up in Lq(R2m) for all q ∈ [1,+∞),
uk(x) → up(x) almost everywhere.
These imply that ∫
R2m
|uk|p
|x|β dx →
∫
R2m
|up|p
|x|β dx = 1.
On the other hand, we have
‖up‖E ≤ lim inf
k→∞
‖uk‖E = S p.
Thus we get ‖up‖E = S p. Define a function Mǫ (t) : [0,+∞) → R by
Mǫ(t) := t
2
2
∫
R2m
|∇mup|2 +
m−1∑
γ=0
aγ(x)|∇γup|2
 dx −
∫
R2m
F(x, tup)
|x|β dx − tǫ
∫
R2m
hupdx
By (H2), (H5)′ and
∫
R2m
|up |p
|x|β dx = 1, we have
Mǫ (t) ≤ t
2
2
∫
R2m
|∇mup|2 +
m−1∑
i=0
ai(x)|∇iup|2
 dx −Cp tpp
∫
R2m
|up|p
|x|β dx + ǫt‖h‖E∗ ‖up‖
=
t2
2
S 2p −Cp
tp
p
+ ǫtS p‖h‖E∗
≤ (p − 2)
2p
S 2p/(p−2)p
C2/(p−2)p
+ ǫt0S p‖h‖E∗ ,
where t0 is a constant which belongs to [0,+∞) and is independent of the choice of ǫ. By
choosing ǫ small enough, we get the desired results from the definitions of Cp and S p in (H5)′
immediately. 
The sharpness of the Adams inequality.
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Define ϕk =
˜φk
‖ ˜φk‖ ˜E . Obviously, we have
sup
u∈Wm,2(R2m),‖u‖
˜E≤1
∫
R2m
eαu
2 − 1
|x|β dx ≥
∫
R2m
eαϕ
2
k − 1
|x|β dx
≥
∫
|x|≤ 1√
k
eαϕ
2
k − 1
|x|β dx
≥
∫
|x|≤ 1√
k
(Ck α2M + β2 − k β2 )dx
=
ω2m−1(Ck α2M +
β
2 − k β2 )
2mkm . (3.21)
When α >
(
1 − β2m
)
α(m, 2m), substituting M = (4π)m (m−1)!2 , we get
α
2M
+
β
2
> m.
This implies that the right hand side of (3.21) tends to infinity as k → ∞. Thus the inequality
(1.7) is sharp.
4. Multiplicity result of the related elliptic equation
To deal with equation (1.2), the main difference between our general case and the special
case n = 2m = 4 is the function space E. As our proof of Lemma 2.1, the proofs of the following
three lemmas are essentially the same as those in [29]. The different definitions of E do not cause
difficulties and so we omit the proofs here.
Lemma 4.1. Assume (A1), (A2) and (H1) − (H3). Then for any Palais-Smale sequence {uk} ⊂ E
of Jǫ , i.e.,
Jǫ (uk) → C, J′ǫ(uk) → 0 as k → ∞,
up to subsequence, there exists u ∈ E such that
uk ⇀ u in E and uk → u in Lq(R2m) for any q ≥ 1.
Furthermore, we have 
f (x,uk)
|x|β →
f (x,u)
|x|β in L
1(R2m),
F(x,uk)
|x|β → F(x,u)|x|β in L1(R2m)
and u is a weak solution of (1.2).
Lemma 4.2. Assume (A1), (A2), (H1), (H2) and (H4). Then there exists ǫ2 > 0 such that, for
any 0 < ǫ < ǫ2, there exists a Palais-Smale sequence {uk} ⊂ E at level C0 < 0 which converges
strongly in E to a minimum type solution u0 of (1.2). Furthermore, we have C0 → 0 as ǫ → 0.
Lemma 4.3. Assume (H5) or (H5)′, together with (A1), (A2) and (H1) − (H4). Then there exists
ǫ3 > 0 such that, for any 0 < ǫ < ǫ3, there exists a Palais-Smale sequence {vk} ⊂ E at level
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CM > 0 which converges weakly in E to a mountain-pass type solution v0 of (1.2) with min-max
level CM .
By Lemma 4.2 and 4.3, to prove Theorem 1.3, we only need to prove that u0 and v0 are
distinct weak solutions. During the proof, we need the following singular version of Lions’
inequality. This kind of inequality was first proved by Lions in [21].
Lemma 4.4. Let {wk} be a sequence in E. Suppose ‖wk‖E = 1 and wk ⇀ w0 in E. Then, for any
0 < p <
(
1 − β2m
)
α(m,2m)
1−‖w0‖2E
, we have
sup
k
∫
R2m
epw
2
k − 1
|x|β dx < ∞.
Proof of Lemma 4.4. If w0 ≡ 0, the lemma is a direct consequence of Theorem 1.1. Otherwise,
by our assumptions on wk, we have
‖wk − w0‖2E = 1 + ‖w0‖2E − 2
∫
R2m
∇mwk∇mw0 +
m−1∑
γ=0
aγ(x)∇γwk∇γw0
 dx
→ 1 − ‖w0‖2E as k → ∞. (4.1)
Using Young’s inequality, we have, for any δ > 0,
∫
R2m
epw
2
k − 1
|x|β dx ≤
∫
R2m
ep((1+δ)(wk−w0)2+(1+δ−1)w20) − 1
|x|β dx
≤ 1
µ
∫
R2m
eµp(1+δ)(wk−w0)
2−1
|x|β dx +
1
ν
∫
R2m
eνp(1+δ
−1)w20−1
|x|β dx
=: W1 + W2. (4.2)
where µ > 1, ν > 1 and 1
µ
+ 1
ν
= 1.
We can choose δ sufficiently small and µ sufficiently close to 1 such that
µp(1 + δ)(1 − ‖w0‖2E) <
(
1 − β
2m
)
α(m, 2m).
Then, by Theorem 1.1 and (4.1), we have W1 < C for some universal constant C.
To estimate W2, we first claim that , for any α > 0 and u ∈ E, we have∫
R2m
eαu
2 − 1
|x|β dx < ∞.
In fact, since E ⊆ Wm,2(R2m), by the density of C∞0 (R2m) in Wm,2(R2m), we can choose some
u0 ∈ C∞0 (R2m) such that
‖u − u0‖2Wm,2(R2m) <
(
1 − β
2m
)
α(m, 2m)
2α
. (4.3)
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We get from (4.3) that ∥∥∥∥∥∥∥∥
√(
2m
2m − β
)
2α
α(m, 2m) (u − u0)
∥∥∥∥∥∥∥∥
Wm,2(R2m)
< 1. (4.4)
Assume Ru and Cu are positive constants such that suppu0 ⊂ BRu and |u0| ≤ Cu. Then we have∫
R2m
eαu
2 − 1
|x|β dx ≤
∫
R2m
e2α(u−u0)
2+2αu20 − 1
|x|β dx
=
∫
R2m
e2α(u−u0)
2+2αu20 − e2αu20 + e2αu20 − 1
|x|β dx
≤ e2αC2u
∫
R2m
e2α(u−u0)
2 − 1
|x|β dx +
∫
BRu
e2αu
2
0 − 1
|x|β dx
≤ e2αC2u
∫
R2m
e2α(u−u0)
2 − 1
|x|β dx + (e
2αC2u − 1)
∫
BRu
1
|x|β dx
= e2αC
2
u
∫
R2m
e2α(u−u0)
2 − 1
|x|β dx +
ω2m−1(e2αC2u − 1)
2m − β R
2m−β
u
By (1.7) with τγ = 1 for 0 ≤ γ ≤ m and (4.4), we have
∫
R2m
e2α(u−u0)
2 − 1
|x|β dx ≤ C
for some universal constant C. Thus we get our claim proved and it is easy to see that W2 < C
follows from the claim immediately. 
Proof of Theorem 1.3. Suppose that u0 and v0 are the minimum and mountain-pass type solu-
tions of (1.2) respectively. By Lemma 4.2 and 4.3, we have that, for ǫ small enough, there are
two sequences {uk} and {vk} in E such that
uk → u0 and vk ⇀ v0,
Jǫ(uk) → C0 < 0 and Jǫ(vk) → CM > 0,
J′ǫ (uk)uk → 0 and J′ǫ(vk)vk → 0.
Theorem 1.2 tells us that 0 < CM < C0 +
(
1 − β2m
) (4π)mm!
2α0 . We will show a contradiction under
the assumption u0 = v0.
Let
wk =
vk
‖vk‖E
and w0 =
u0
lim
k→∞
‖vk‖E
.
We have ‖wk‖ = 1 and wk ⇀ w0 in E. In particular ‖w0‖E ≤ 1. To proceed, we distinguish two
cases.
Case 1. ‖w0‖E = 1.
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In this case, we have
lim
k→∞
‖vk‖E = ‖u0‖E .
Therefore, vk → u0 in E. Lemma 4.1 tells us that
F(vk)
|x|β →
F(u0)
|x|β in L
1(R2m).
Then we have
Jǫ (vk) → Jǫ(u0) = C0,
which is a contradiction with our assumption.
Case 2. ‖w0‖E < 1.
Since 0 < CM < C0 +
(
1 − β2m
) (4π)mm!
2α0 = Jǫ(u0) +
(
1 − β2m
) (4π)mm!
2α0 , we can choose some q > 1
sufficiently close to 1 and δ > 0 such that
qα0‖vk‖2E ≤
(
1 − β
2m
) (4π)mm!‖vk‖2E
2(CM − Jǫ(u0)) − δ.
Since vk ⇀ u0 in E and F(x,vk )|x|β → F(x,u0)|x|β in L1(R2m), we have
lim
k→∞
‖vk‖2E(1 − ‖w0‖2E) = limk→∞ ‖vk‖
2
E − ‖u0‖2E = 2(CM − Jǫ(u0)).
Then we get, for k sufficiently large,
qα0‖vk‖2E <
(
1 − β
2m
) (4π)mm!
1 − ‖w0‖2E
. (4.5)
Suppose α > 0, p > 1 and p′ > p, using L’Hospital’s rule, we have that there exists a positive
constant Cα which only depends on α, such that for all s > 0,
(eαs2 − 1)p ≤ Cα(eαp′ s2 − 1).
In fact this is a result proved by the first author in [33]. Then by (H1) and Ho¨lder’s inequality,
we have∫
R2m
| f (x, vk)|p
|x|β dx ≤ C
∫
R2m
|vk|p + |vk|pθ(eα0v2k − 1)p
|x|pβ dx
≤ C
∫
R2m
|vk|p
|x|pβ dx +C
∫
R2m
|vk|pp1θ
|x|pβ dx
∫
R2m
(eα0v2k − 1)pp2
|x|pβ dx
≤ C
∫
R2m
|vk|p
|x|pβ dx +C
∫
R2m
|vk|pp1θ
|x|pβ dx
∫
R2m
eα0 pp
′
2v
2
k − 1
|x|pβ dx,
where 1p1 +
1
p2 = 1 and p2 < p
′
2. Since 0 ≤ β < 2m, (4.5) and the continuous embedding
E →֒ Lp(R2m) for any p ≥ 1 imply that there exists some p : 1 < p < q such that f (x,vk)|x|β is
bounded in Lp(R2m). It follows that∣∣∣∣∣
∫
R2m
f (x, vk)(vk − u0)
|x|β dx
∣∣∣∣∣ ≤ C‖vk − u0‖L p1−p → 0.
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From this convergence and J′ε(vk)(vk − u0) → 0, we get∫
R2m
∇mvk∇m(vk − u0) +
m−1∑
γ=0
aγ(x)∇γvk∇γ(vk − u0)
 dx → 0.
Moreover, since vk ⇀ u0, we have∫
R2m
∇mu0∇m(vk − u0) +
m−1∑
γ=0
aγ(x)∇γu0∇γ(vk − u0)
 dx → 0.
These two limitations tell us that vk → u0 in E. From the continuity of the functional Jǫ , we get
Jǫ (vk) → Jǫ(u0) = C0, which is still a contradiction and the proof is finished. 
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