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Abstract 
Intrusion detection system (IDS) is an inseparable part of each computer networks to monitor the events and attacks, which 
many researchers proposed variety of models to improve the performance of IDS. In this paper we present a new method 
based on multiple criteria linear programming and particle swarm optimization to enhance the accuracy of attacks detection. 
Multiple criteria linear programming is a classification method based on mathematical programming which has been 
showed a potential ability to solve real-life data mining problems. However, tuning its parameters is an essential steps in 
training phase. Particle swarm optimization (PSO) is a robust and simple to implement optimization technique has been 
used in order to improve the performance of MCLP classifier. KDD CUP 99 dataset used to evaluate the performance of 
proposed method. The result demonstrated the proposed model has comparable performance based on detection rate, false 
alarm rate and running time compare to two other benchmark classifiers. 
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1.  Introduction 
Obviously organizations for doing their daily business depend on Internet and computer networks, therefore 
protecting their business from potential attacks or abnormal activities aimed at compromising their networks 
needs to be carefully concerned [1-2]. Different systems such as firewall, user authentication, antivirus and data 
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encryption designed to protect computers networks [2], however these traditional network intrusion systems 
have failed to completely protect networks because of increasing and sophisticated nature of new attacks [3]. 
 Therefore, intrusion detection system (IDS) become an inseparable part of each computer networks to 
monitors and analyses network traffics to detects the threats, attacks and abnormal events before they damage 
organizations’ valuable information assets [1-4].  An intrusion detection system consist of data collection, data 
clearing and pre-processing, detecting the intrusion, reporting and do a reasonable action which in these 
process detecting the attack is an essential part [4]. According to [5], IDS defined as a software that have an 
ability to automate the intrusion detection. High classification accuracy and a low false alarm rate are the two 
main characteristics of well-developed IDS [1].  
In general, IDSs are categorised into two main group based on their detection approaches: anomaly and 
misuse (signature) detection [2-4]. In anomaly detection systems, it suppose that abnormal behaviour is 
uncommon and different from normal behaviour, so any deviations from normal activities considered as an 
intrusive behaviour and the model will be build based on the normal data [1-4]. On the other hand, misused 
detection system marked the audit data as an intrusion if it is matched with the predefined signature of attacks 
[4]. Both of these approaches have some pros and cons. Anomaly detection systems has better performance in 
detecting the previously unknown attacks, but also has high false alarm rates, since any deviation from normal 
activities classified as abnormal behaviour [1]. Misuse detection systems, however has a low false alarm rate 
but fail when facing previously unknown attacks [1-4].  
Although many efforts has been done on building an effective detection systems, nevertheless it is also an 
open research area. Because intrusion detection problem has different aspect such as large scale of traffic data, 
unbalanced data sets, ambiguous boundaries between normal and intrusive behaviour and highly dynamic 
environment, so each researcher address some of this aspects [4]. Support Vector Machine (SVM) as a well-
known classification techniques has been used to improve the accuracy of IDS. [6] used SVM to improve 
intrusion system in wireless local area network. To improve the performance of SVM, [7] used both SVM and 
Artificial Neural Networks (ANN). However, to enhance low-frequent attack’s detection and detection stability 
of ANN-based IDS, [8] proposed an approach called FC-ANN, based on ANN and fuzzy clustering. Most 
recently, an IDS was introduced by integrating intelligent dynamic swarm based rough set (IDS-RS) for feature 
selection and simplified swarm optimization for classification [3]. As state in [4], application of computational 
intelligence (CI) in intrusion detection systems attracted the attention of many researches to itself. CI methods 
such as artificial immune systems, artificial neural networks, swarm intelligence and soft computing showed a 
better performance compare with the traditional methods in high computational speed, fault tolerance and 
handling noisy data sets. Since recently could computing has been addressed by researchers, [5] provide a 
comprehensive review on intrusion detection and prevention systems (IDPS) in cloud computing systems. As 
proposed in [9], integrating swarm intelligence, especially particle swarm optimization with the other machine 
learning classifier to decrease the training time and improve the efficiency of IDS is an opening research area.  
Multiple Criteria Linear Programming (MCLP) is an optimization-based classification model proposed and 
extended by Shi et al [10]. MCLP seeks to minimizing the sum of the all overlapping with the separating hyper-
plane and maximizing the sum of the distances from a point to the separating hyper-plane [11].This method 
showed a good performance in different applications such as Credit Card Risk Analysis, Firm Bankruptcy 
Prediction, VIP E-Mail Behaviour Analysis and so on [11-13]. But the performance of MCLP model will be 
affected, if the parameters do not select and tune properly [14]. Although many techniques have been proposed 
for parameters optimizing, grid algorithm and genetic algorithm. Particle swarm optimization shown a better 
performance in short-time searching, less computationally intensive and ability to find global optimum [14]. 
So, we apply PSO to tuning the parameters of MCLP model. The remainder of this paper is organized as 
follow. In section 2, we describe the multiple criteria linear programming method. Section 3 gives an overview 
on particle swarm optimization and the result of proposed model are shown in section 4. Finally, we conclude 
and provide future works in Section 5.  
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2. Multiple criteria linear programming 
Multiple criteria linear programming method is an optimization based classification algorithm which has 
been proposed and developed by Shi since 1998. This method construct a linear programing model based on 
two main objectives and some constraints to solve a classification problem. Consider X as an n-dimensional 
attribute vector, ܺ ൌ ሺݔଵǡ ݔଶǡ ǥ ǡ ݔ௡ሻ that each sample, X, is assumed to belong to a predefined class that called 
the class label attribute. Hence, this classifier try to find the best hyper-plane which can accurately separate the 
training samples as a different classes and then decided whether a data belong to a specific class or not [12]. In 
this case, if the samples are linearly separable, an appropriate hyper-plane here ݓǤ ݔ ൌ ܾ which w defined as 
weights for a subset of variables ݓ ൌ ሺݓଵǡ ݓଶǡ ǥ ǡ ݓ௡ሻ்and ܾdefined as threshold can be find to separate the 
two classes. Suppose G denoted as class label Good and B denoted as class label Bad. The separable hyper-
planes can be fined as:  
ሺݓǤ ݔ௜ሻ ൑ ܾǡ ׊ݔ௜ א ܩ                                                                                                                                (1) 
ሺݓǤ ݔ௜ሻ ൒ ܾǡ ׊ݔ௜ א ܤ                                                                                                                                (2)  
Two opposite objective can be consider to define a classification problem based upon a linear programing 
modelling. The first objective is to minimize the sum of the samples overlapping degree from the separating 
hyper-plane, which it also called minimizing the sum of the distance (MSD) and the second objective is to 
maximize the sum of the distances of each samples from the separating hyper-plane which it considered as 
maximizing the minimum distance (MMD).  
In MCLP modeling, ߦ௜ defined as the overlapping with respect of the training sample ݔ௜which should be 
minimized, while ߚ௜ defined as distance from the training sample ݔ௜ to the separating hyper-plane. Hence, the 
constraint can be formulated as following: 
ሺݓǤ ݔ௜ሻ ൑ ܾ ൅ ߦ௜ െ ߚ௜ǡ ׊ݔ௜ǡ ݕ ൌ ܩ݋݋݀                                                                                                    (3) 
ሺݓǤ ݔ௜ሻ ൒ ܾ െ ߦ௜ ൅ ߚ௜ǡ ׊ݔ௜ǡ ݕ ൌ ܤܽ݀                                                                                                       (4) 
 These two variable can be rewritten as ܻሺܺݓ െ ܾ݁ሻ ൒ ߚ௜ െ ߦ௜  where e defined as vector of ones. The first 
Multiple Criteria Linear Programming (MCLP) model can be described as follows [15]: 
σ ߦ௜௡௜ୀଵ                                                                                                                                                   (5) 
 σ ߚ௜௡௜ୀଵ   
s.t. ሺݔ௜ǡ ݓሻ ൌ ܾ ൅ ݕ௜ሺߦ௜ െ ߚ௜ሻǡ ݅ ൌ ͳǡǥ ǡ ݊ 
      ߦǡ ߚ ൒ Ͳ 
According to shi et al [11-16-17], “the best trade-off between -σ ߦ௜௡௜ୀଵ iand 6iEi is identified for an “optimal” 
solution. To explain this, assume the “ideal value” of -6iߦi  be ߦ* > 0 and the “ideal value” of 6iEi be E* > 0. 
Then, if -6iߦi >ߦ*, the regret measure is defined as -݀క+ = σ ߦ௜௡௜ୀଵ + ߦ*. Otherwise, it is defined as 0.  If -
σ ߦ௜௡௜ୀଵ i <ߦ*, the regret measure is defined as ݀కି= ߦ* + 6iߦi; otherwise, it is 0.  Thus, the relationship of these 
measures are (i) ߦ* + σ ߦ௜௡௜ୀଵ i = ݀కି- ݀కା, (ii) |ߦ* + σ ߦ௜௡௜ୀଵ |= ݀కି+ ݀కା, and (iii) ݀కି, ݀కାt 0.  Similarly, we derive 
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E* - 6iEi = dE- - dE+, |E* - 6iEi| = dE- + dE+, and dE- , dE+ t 0”.  An MCLP model for two-class separation is 
formulated as following[10]: 
Minimize  ݀క  - + ݀క+ + dE- + dE+                                                                                                                 (6) 
s.t.   ߦ * + σ ߦ௜௡௜ୀଵ = dξ - - dξ +, 
       E* - σ ߚ௜௡௜ୀଵ = dE- - dE+, 
ሺݔ௜ǡ ݓሻ ൌ ܾ ൅ ݕ௜ሺߦ௜ െ ߚ௜ሻǡ ݅ ൌ ͳǡǥ ǡ ݊ 
      ߦǡ ߚǡ ݀కିǡ ݀కାǡ ݀ఉିǡ ݀ఉା ൒ Ͳǡ 
Here ߦכand βכ are two parameters that we optimized them by particle swarm optimization method, w and b 
are unrestricted. The geometric meaning of model (6) is shown as in Figure.1. For more information about the 
application of MCLP in classification please refer to [10-11].  
 
Fig.1.  The geometric meaning of MCLP model optimization [11] 
3. Particle swarm optimization (PSO) 
By inspiration from animal’s collective behaviour such as bird flocking, fish   schooling   and   ant colonies, 
artificial intelligence researchers proposed some optimization techniques called Swarm intelligence (SI) [4-18]. 
Swarm intelligence is a distributed solutions to complex problems which intend to solve complicated problems 
by interactions between simple agents and their environment [4-19]. Particle swarm optimization introduced by 
Eberhart and Kennedy in 1995 has several advantages compare with the other algorithms in this group such as 
simple to implement, scalability, robustness, quick in finding approximately optimal solution and  flexibility 
[4-18-19]. 
In particle swarm optimization, each individual of population called particle. In standard PSO, after the 
initialization of the population, each particle update its velocity and its position in each iteration based on their 
own experience (pbest) and the best experience of all particles (gbest) as shown in Eql.(7 & 8).  At the end of 
each iteration the performance of all particles will be evaluated by predefined cost functions.   
ݒ௜ሾݐ ൅ ͳሿ ൌ ݓǤ ݒ௜ሾݐሿ ൅ ܿଵݎଵሺ݌௜ǡ௕௘௦௧ሾݐሿ െ ݌௜ሾݐሿሻ ൅ ܿଶݎଶሺ݌௚ǡ௕௘௦௧ሾݐሿ െ ݌௜ሾݐሿሻ                                          (7) 
݌௜ሾݐ ൅ ͳሿ ൌ ݌௜ሾݐሿ ൅ ݒ௜ሾݐ ൅ ͳሿ                                                                                                                    (8) 
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Where, ݅ ൌ ͳǡʹǡ ǥ ǡ ܰ , N is the a number of swarm population. ݒ௜ሾݐሿ  is the velocity vector in ሾݐሿݐ݄ 
iteration. ݌௜ሾݐሿrepresent the is the current position of the ݅th particle. ݌௜ǡ௕௘௦௧ሾݐሿ is the previous best position of 
݅th  particle and ݌௚ǡ௕௘௦௧ሾݐሿ is the previous best position of whole particle. To control the pressure of local and 
global search, ݓ  has been used. ܿଵܽ݊݀ܿଶare positive acceleration coefficients which respectively called 
cognitive parameter and social parameter. ݎଵܽ݊݀ݎଶ are random number between 0 and 1.  
4. Experiments and Results 
For examining the performance of our model in intrusion detection, we used a standard dataset randomly 
selected from 10% of KDD Cup 99. The KDD99 dataset was derived in 1999 from the DARPA98 network 
traffic dataset with the purpose of evaluating the performance of intrusion detection systems [3-4]. Although 
some researchers have proposed that KDD99 dataset has some draw-backs [1], it is the most popular 
benchmark that has been used for testing network intrusion detection methodologies until now [1-20]. The 
training set contain 41 features for each TCP connection with a label which determine them as normal or attack 
[20]. The training set contains normal network traffic and 24 attacks that grouping into one of the four 
categories: Denial of Service (DoS), Probe, Users to Root (U2R), and Remote to Local (R2L). However, the 
testing dataset contains 38 attacks which mean 14 of them do not exist in the training set [4].  
In this experiment, since the proposed MCLP model in this paper is a binary classification, we build a 
training data set that contain normal and DoS attack which compare with the other attacks has comparatively 
large size. Totally 5131 normal record and 6766 DoS attack has been chosen by random selection method. The 
following steps show the process of experiment and evaluation of proposed model:  
 
Step 1: Preparation of training dataset, in which ܺ ൌ ሺݔଵǡ ݔଶǡ ǥ ǡ ݔ௡ሻ represent an n-dimensional attribute 
vector, and ݕ௜ א ሼെͳǡ൅ͳሽ is the class label of which -1 and +1 respectively denoted to normal and attack 
record.  
Step 2: Initialization the PSO parameters, ǡ ܿଵǡ ܿଶǡ ݎଵǡ ݎଶǡ ݊ǡ ߦכ range and βכ range, here, we definedܿଵ ൌ
ͳ, ܿଶ ൌ ͳǤͷǡ ǡ ݊ ൌ ʹͲǡ௠௔௫ ൌ ͲǤͺͷǡ௠௜௡ ൌ ͲǤ͵Ͳ and since according to [11] ߦכ should be negative number, -
0.00001 and -0.1 respectively considered as lower and upper bound of ߦכ. Furthermore, βכ should be positive 
number, hence, 10 and 1000 respectively considered as lower and upper bound of βכ.  
Step 3:  Define the accuracy of model as a fitness function, here the ratio of correct predicted records to the 
entire records considered as an accuracy, in fact; accuracy = ሺ்௉ା்ேሻ்௉ାி௉ାிேା்ே  
Step 4:  Update the velocity and position of each particle in each iteration based on their own experience 
(pbest) and the best experience of all particles (gbest) according to equation (7) and (8).  
Step 5: Terminate the PSO iteration by satisfying the stopping criteria, which here defined as getting the 
highest accuracy and acquire the optimal MCLP parameters (ߦכ and βכ) 
Step 6:  Apply the best tuned MCLP model on training dataset.  
 
Two main popular metrics for IDSs’ performance evaluation which are accuracy (ACC) and false alarm rate 
(FAR), has been calculated to compare the performance of PSO-MCLP model with MCLP, Support Vector 
Machine and C5.0. By considering Table 1 as Confusion matrix, accuracy defined as corrected prediction 
which means the percentage of True Negatives (TN) as well as True Positives (TP) upon the total records; 
 ൌ ሺ୘୔ା୘୒ሻ୘୔ା୊୔ା୊୒ା୘୒ and false alarm rate defined as normal records predicted as attacks; 	 ൌ 
୊୔
୊୔ା୘୒Ǥ Table 2 
shows the results of different classifier performance compare with PSO based multiple criteria linear 
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Table 1. Confusion matrix 
 Predicted Class (Test Result) 
P N 
Actual Class 
P True positive (TP) False negative (FN) 
N False positive (FP) True negative (TN) 
Table 2. result of PSO-MCLP’s performance compare with MCLP, SVM and C5.0 in intrusion detection 
Classifier 
Traning Dataset Testing Dataset 
Accuracy  False Alarm Rate Accuracy  False Alarm Rate 
PSO-MCLP 0.9987 0.01724 0.9913 0.01947 
MCLP 0.9823 0.03718 0.9746 0.03633 
SVM 0.9964 0.02256 0.9897 0.02751 
C5.0 0.9777 0.06329 0.9838 0.04268 
Table 2 show the detection rate and false alarm rate for training and testing dataset. A model with a higher 
detection rate and lower false alarm rate has a better performance compare with the others. Here, PSO-MCLP 
gain 99.13 percent as an accuracy and 1.947 percent as a false alarm rate, hence stand in first position. SVM 
with accuracy of 98.97 percent and false alarm rate of 2.751 percent stand in the second position compare with 
the other methods. MCLP model gain 97.46 percent for accuracy which means that the parameters chosen by 
user were not well tuned.  
5. Conclusion 
In recent years, many research has been done to develop an effective data mining-based IDS. An effective 
IDS is defined when it can simultaneously obtain both high classification accuracy and low false alarm rates. In 
this paper we proposed a model based on multiple criteria linear programming which its parameter has been 
optimized by particle swarm optimization. The performance of the proposed model has been examined by 
KDD Cup 99. The experimental study indicated that the proposed PSO-MCLP model get better performance 
based on accuracy and running time compare with MCLP model which its parameters has been chosen by user 
or by cross validation.  
As future work, in order to extend the applicability of our model, Multi-class classification based PSO-
MCLP model will be apply on KDD Cup 99 to examine the performance of our model on detecting the 
different attacks simultaneously. Furthermore, performance of genetic algorithms for parameter tuning of 
MCLP model will compare with particle swarm optimization.  
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