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Abstract
One-Shot Neural Architecture Search (NAS)
is a promising method to significantly reduce
search time without any separate training. It
can be treated as a Network Compression prob-
lem on the architecture parameters from an over-
parameterized network. However, there are two
issues associated with most one-shot NAS meth-
ods. First, dependencies between a node and its
predecessors and successors are often disregarded
which result in improper treatment over zero op-
erations. Second, architecture parameters pruning
based on their magnitude is questionable. In this
paper, we employ the classic Bayesian learning
approach to alleviate these two issues by mod-
eling architecture parameters using hierarchical
automatic relevance determination (HARD) pri-
ors. Unlike other NAS methods, we train the over-
parameterized network for only one epoch then
update the architecture. Impressively, this enabled
us to find the architecture on CIFAR-10 within
only 0.2 GPU days using a single GPU. Competi-
tive performance can be also achieved by transfer-
ring to ImageNet. As a byproduct, our approach
can be applied directly to compress convolutional
neural networks by enforcing structural sparsity
which achieves extremely sparse networks with-
out accuracy deterioration.
1. Introduction
Neural Architecture Search (NAS), the process of automat-
ing architecture engineering, is thus a logical next step in au-
tomating machine learning since (Zoph & Le, 2017). There
are basically three existing frameworks for neural archi-
tecture search. Reinforcement learning based NAS (Baker
et al., 2017; Zoph & Le, 2017; Zhong et al., 2018; Zoph
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et al., 2018; Cai et al., 2018) methods take the generation
of a neural architecture as an agent’s action with the action
space identical to the search space. More recent neuro-
evolutionary approaches (Real et al., 2017; Liu et al., 2018b;
Real et al., 2019; Miikkulainen et al., 2019; Xie & Yuille,
2017; Elsken et al., 2019a) use gradient-based methods for
optimizing weights and solely use evolutionary algorithms
for optimizing the neural architecture itself. However, these
two frameworks take enormous computational power when
compared to a search using a single GPU. One-Shot based
NAS is a promising approach to significantly reduce search
time without any separate training, which treats all architec-
tures as different subgraphs of a supergraph (the one-shot
model) and shares weights between architectures that have
edges of this super-graph in common (Saxena & Verbeek,
2016; Brock et al., 2018; Pham et al., 2018; Bender et al.,
2018; Liu et al., 2019b; Cai et al., 2019; Xie et al., 2019;
Zhang et al., 2019a;b). A comprehensive survey on Neural
Architecture Search can be found in (Elsken et al., 2019b).
Our approach is a one-shot based NAS solution which treats
NAS as a Network Compression/pruning problem on the
architecture parameters from an over-parameterized net-
work. However, despite it’s remarkable less searching time
compared to reinforcement learning and neuro-evolutionary
approaches, we can identify a number of significant and
practical disadvantages of the current one-shot based NAS.
First, dependencies between a node and its predecessors and
successors are disregarded in the process of identifying the
redundant connections. This is mainly motivated by the im-
proper treatment of zero operations. On one hand, the logit
of zero may dominate some of the edges while the child
network still has other non-zero edges to keep it connected
(Liu et al., 2019b; Xie et al., 2019; Cai et al., 2019; Zhang
et al., 2019b), for example, node 2 in Figure1a. Similarly,
as shown in Figure 1 of (Xie et al., 2019), the probability
of invalid/disconnected graph sampled will be 5111024 when
there are three non-zero plus one zero operation. Though
post-processing to safely remove isolated nodes is possible,
e.g., for chain-like structure, it demands extensive extra com-
putations to reconstruct the graph for complex search space
with additional layer types and multiple branches and skip
connections. This may prevent the use of modern network
structure as the backbone such as DenseNet (Huang et al.,
2017), newly designed motifs (Liu et al., 2018b) and com-
plex computer vision tasks such as semantic segmentation
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(Liu et al., 2019a). On the other hand, zero operations should
have higher priority to rule out other possible operations,
since zero operations equal to all non-zero operations not
being selected. Second, most one-shot NAS methods (Liu
et al., 2019b; Cai et al., 2019; Xie et al., 2019; Zhang et al.,
2019b; Gordon et al., 2018) rely on the magnitude of archi-
tecture parameters to prune redundant parts and this is not
necessarily true. From the perspective of Network Compres-
sion (Lee et al., 2019), magnitude-based metric depends on
the scale of weights thus requiring pre-training and is very
sensitive to the architectural choices. Also the magnitude
does not necessarily imply the optimal edge. Unfortunately,
these drawbacks exist not only in Network Compression but
also in one-shot NAS.
In this work, we propose a novel, efficient and highly au-
tomated framework based on the classic Bayesian learning
approach to alleviate these two issues simultaneously. We
model architecture parameters by a hierarchical automatic
relevance determination (HARD) prior. The dependency
can be translated by multiplication and addition of some
independent Gaussian distributions. The classic Bayesian
learning framework (MacKay, 1992a; Neal, 1995; Tipping,
2001) prevents overfitting and promotes sparsity by speci-
fying sparse priors. The uncertainty of the parameter distri-
bution can be used as a new metric to prune the redundant
parts if its associated entropy 12 ln(2pieγ
o′
jk) is nonpositive.
The majority of parameters are automatically zeroed out
during the learning process.
Our Contributions
• Bayesian approach: BayesNAS is the first Bayesian
approach for one-shot NAS. Therefore, our approach
shares the advantages of Bayesian learning, which pre-
vents overfitting and does not require tuning a lot of
hyperparameters. Hierarchical sparse priors are used to
model the architecture parameters. Priors can not only
promote sparsity, but model the dependency between
a node and its predecessors and successors ensuring a
connected derived graph after pruning. Furthermore, it
provides a principled way to prioritize zero operations
over other non-zero operations. In our experiment on
CIFAR-10, we found that the variance of the prior, as
well as that of posterior, is several magnitudes smaller
than posterior mean which renders a good metric for
architecture parameters pruning.
• Simple and fast search: Our algorithm is formulated
simply as an iteratively re-weighted `1 type algorithm
(Candes et al., 2008) where the re-weighting coeffi-
cients used for the next iteration are computed not only
from the value of the current solution but also from its
posterior variance. The update of posterior variance
is based on Laplace approximation in Bayesian learn-
ing which requires computation of the inverse Hessian
of log likelihood. To make the computation for large
networks feasible, a fast Hessian calculation method
is proposed. In our experiment, we train the model
for only one epoch before calculating the Hessian to
update the posterior variance. Therefore, the search
time for very deep neural networks can be kept within
0.2 GPU days.
• Network compression: As a byproduct, our approach
can be extended directly to Network Compression by
enforcing various structural sparsity over network pa-
rameters. Extremely sparse models can be obtained at
the cost of minimal or no loss in accuracy across all
tested architectures. This can be effortlessly integrated
into BayesNAS to find sparse architecture along with
sparse kernels for resource-limited hardware.
2. Related Work
Network Compression. The de facto standard criteria to
prune redundant weights depends on their magnitude and is
designed to be incorporated with the learning process. These
methods are prohibitively slow as they require many itera-
tions of pruning and learning steps. One category is based
on the magnitude of weights. The conventional approach
to achieve sparsity is by enforcing penalty terms (Chauvin,
1989; Weigend et al., 1991; Ishikawa, 1996). Weights be-
low a certain threshold could be removed. In recent years,
impressive results have been achieved using the magnitude
of weight as the criterion (Han et al., 2016) as well as other
variations (Guo et al., 2016). The other category is based
on the magnitude of Hessian of loss with respect to weights,
i.e., higher the value of Hessian, greater the importance of
the parameters (LeCun et al., 1990; Hassibi et al., 1993).
Despite being popular, both of these categories require pre-
training and are very sensitive to architectural choices. For
instance, different normalization layers affect the magnitude
of weights in different ways. This issue has been elabo-
rated in (Lee et al., 2019) where the gradient information at
the beginning of training is utilized for ranking the relative
importance of weights’ contribution to the training loss.
One-shot Neural Architecture Search. In one-shot NAS,
redundant architecture parameters are pruned based on the
magnitude of weights similar to that used in Network Com-
pression. In DARTS, Liu et al. (2019b) applied a soft-
max function to the magnitude of w to rank the relative
importance for each operation. Similar to DARTS, there
are two related works: ProxylessNAS (Cai et al., 2019) and
SNAS (Xie et al., 2019). ProxylessNAS binarizes w using
clip((1 + w)/2, 0, 1) (Courbariaux et al., 2015) where
−1 plays the role of threshold and edge with the highest
weight will be selected in the end. While SNAS applies a
softened one-hot random variable to rank the architecture
BayesNAS
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Figure 1. An illustration of BayesNAS: (a) disconnected graph with isolated node 2 caused by disregard for dependency; (b) expected
connected graph with no connection from node 2 to 3 and from node 2 to 4; (c) illustration about dependency with predecessor’s (e12)
superior control over its successors (e23 and e24) (d) designed switches realizing the dependency and determining "on or off" of the edge;
(e) elementary multi-input-multi-output motif for a graph; (f) prioritized zero operation over other non-zero operations.
parameter, Gordon et al. (2018) treats the scaling factor of
Batch Normalization as an edge and normalization as its
associated operation. Zhang et al. (2019b) proposed DSO-
NAS which relaxes `0 norm by replacing it with `1 norm
and prunes the edges by a threshold, e.g., the learning rate is
multiplied by a predefined regularization parameter to prune
edges gradually over the course of training.
Bayesian Learning and Compression. Our approach is
based on Bayesian learning. In principle, the Bayesian ap-
proach to learn neural networks does not have problems of
tuning a large amount of hyperparameters or overfitting the
training data (MacKay, 1992b;a; Neal, 1995; Hernández-
Lobato & Adams, 2015). Recently, Bayesian learning is ap-
plied to estimate layer size and network depth in NAS prob-
lem (Dikov et al., 2019). By employing sparsity-inducing
priors, the obtained model depends only on a subset of ker-
nel functions for linear models (Tipping, 2001) and deep
neural networks where the neurons can be pruned as well
as all their ingoing and outgoing weights (Louizos et al.,
2017). Other Bayesian methods have also been applied
to network pruning (Ullrich et al., 2017; Molchanov et al.,
2017a) where the former extends the soft weight-sharing to
obtain a sparse and compressed network and the latter uses
variational inference to learn the dropout rate that can then
be used for network pruning.
3. Search Space Design
The search space defines which neural architectures a NAS
approach might discover in principle. Designing a good
search space is a challenging problem for NAS. Some works
(Zoph & Le, 2017; Zoph et al., 2018; Pham et al., 2018;
Cai et al., 2018; Zhang et al., 2019b; Liu et al., 2019b; Cai
et al., 2019) have proposed that the search space could be
represented by a Directed Acyclic Graph (DAG). We denote
eij as the edge from node i to node j and oij stands for the
operation that is associated with edge eij .
Similar to other one-shot based NAS approaches (Bender
et al., 2018; Zhang et al., 2019b; Liu et al., 2019b; Cai
et al., 2019; Gordon et al., 2018), we also include (different
or same) scaling scalars over all operations of all edges to
control the information flow, denoted as woij which also
represent architecture parameters. The output of a mixed
operation oij , i < j is defined based on the outputs of its
edge
oj(zi) =
∑
o∈O
woijoij(zi). (1)
Then zj can be obtained as
∑
i<j oj(zi).
To this end, the objective is to learn a simple/sparse sub-
graph while maintaining/improving the accuracy of the over-
parameterized DAG (Bender et al., 2018). Let us formulate
the search problem as an optimization problem. Given a
dataset D = (X,Y) = {(xn,yn)}Nn=1 and the desired
sparsity level κ (i.e., the number of non-zero edges), one-
shot NAS problem can be written as an optimization prob-
lem with the following constraints:
min
W
L(W; D) = min
W
1
N
N∑
n=1
`(yn,Net(xn,W ,w))
s.t. W ∈ Rmnet+medge , ‖w‖0 ≤ κedge
(2)
where W are split into two parts: network parameters
W = [Woij ] and architecture parameters w = [woij ] with
dimension of mnet and medge respectively, and ‖ · ‖0 is the
standard `0 norm. The formulation in equation 2 can be
substantiated by incorporating zero operations into O to
allow removal of woij (Liu et al., 2019b; Cai et al., 2019)
aiming to further reduce the size of cells and improve the
design flexibility.
To alleviate the negative effect induced by the dependency
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and magnitude-based metric whose issues have been dis-
cussed in Introduction, for each woij , we introduce a switch
soij that is analogous to the one used in an electric circuit.
There are four features associated with these switches. First,
the “on-off” status is not solely determined by its magni-
tude. Second, dependency will be taken into account, i.e.,
the predecessor has superior control over its successors as
illustrated in Figure 1c. Third, soij is an auxiliary variable
that will not be updated by gradient descent but computed
directly to switch on or off the edge. Lastly, soij should
work for both proxy and proxyless scenarios and can be
better embedded into existing algorithmic frameworks (Liu
et al., 2019b; Cai et al., 2019; Gordon et al., 2018). The
calculation method will be introduced later in Section 4.
Inspired by the hierarchical representation in a DAG (Liu
et al., 2019b; 2018b), we abstract a single motif as the build-
ing block of DAG, as shown in Figure 1e. Apparently, any
derived motif, path, or network can be constructed by such
a multi-input-multi-output motif. It shows that a successor
can have multiple predecessors and each predecessor can
have multiple operations over each of its successors. Since
the representation is general, each directed edge can be as-
sociated with some primitive operations (e.g., convolution,
pooling, etc.) and a node can represent output of motifs,
cells, or a network.
4. Dependency Based One-Shot Performance
Estimation Strategy
4.1. Encoding the Dependency Logic
In the following, we will formally state the criterion to
identify the redundant connections in Proposition 1. The
idea can be illustrated by Figure 1b in which both the blue
and red edges from node 2 to 3 and from node 2 to 4 might
be non-zeros but should be removed as a consequence. To
enable this, we have the following proposition.
Proposition 1 There is information flow from node j to k
under operation o′ as shown in Figure 1e if and only if at
least one operation of at least one predecessor of node j is
non-zero and wo
′
jk is also non-zero.
Remark 1 The same expression for Proposition 1 is: there
is no information flow from node j to k under operation o′ if
and only if all the operation of all the predecessors of node
j are zeros or wo
′
jk is zero. This explains the incompleteness
of the problem 2 as well as the possible phenomenon that
non-zero edges become dysfunctional in Figure 1b.
Remark 2 The expression to encode Proposition 1 is
not unique. Some examples include but not limited to,
e.g., wo
′
jk
∑
i<j |woij |, wo
′
jk
∑
i<j α
o
ij |woij |,∀αoij ∈ (0, 1],
wo
′
jk
∑
i<j(w
o
ij)
2. Apparently, `0 norm of these quantities
are difficult to be included in a constraint in the optimization
problem formulation in 2.
As can be seen in Remark 2, we will construct a probability
distribution jointly over wo
′
jk, w
o
ij , ∀i < j in the sequel,
denoted as
p(c(wo
′
jk, w
o
ij)),∀i < j. (3)
where c is a possible expression like in Remark 2 to encode
Proposition 1.
In the following, we will show how the “switches” s can be
used to implement Proposition 1. If we assume s has two
states {ON,OFF}, wo′jk is redundant when so
′
jk is OFF or all
soij are OFF, ∀i < j, o ∈ O. How to use s to encode the
redundancy of wo
′
jk, i.e., w
o′
jk
∑
i<j |woij | = 0? One possible
solution is⋃
i<j
⋃
o∈O
soij ∩ so
′
jk or
⋃
i<j
⋃
o∈O
soij ∪ so′jk (4)
If s is a continuous variable with s = ∞ for ON and 0
for OFF, set union and intersection can be arithmetically
represented by addition and multiplication respectively. s
does not directly determine the magnitude of w but plays
the role as uncertainty or confidence for zero magnitude.
A straightforward way to encode this logic is to assign a
probability distribution, for example Gaussian distribution,
over wo
′
jk
p(wo
′
jk) = N (wo
′
jk|0, so
′
jk),
∑
i<j
p(woij) =
∑
i<j
N (woij |0, soij)
Since woij ,∀i, j, o are independent with each other, we con-
struct the following distribution to express equation 3:
p(c(wo
′
jk, w
o
ij)) , N (wo
′
jk|0, so
′
jk)
∑
i<j
N (woij |0, soij)
= N (wo′jk|0, so
′
jk)N
∑
i<j
soijw
o
ij∑
i<j s
o
ij
|0, soij

= N
wo′jk∑
i<j
soijw
o
ij∑
i<j s
o
ij
|0, γo′jk

(5)
where
γo
′
jk ,
 1∑
i<j
∑
o∈O
soij
+
1
so
′
jk

−1
. (6)
Since soij > 0 in equation 5 always holds, regardless of
what soij is, we can use the following simpler alternative to
substitute equation 5 to encode Proposition 1:
p(c(wo
′
jk, w
o
ij)) , N
wo′jk∑
i<j
woij |0, γo
′
jk
 . (7)
Interestingly, equation 7 and 4 are equivalent. This means
that we may find an algorithm that is able to find the sparse
solution in a probabilistic manner. However, Gaussian dis-
tribution, in general, does not promote sparsity. Fortunately,
BayesNAS
some classic yet powerful techniques in Bayesian learning
are applicable, i.e., sparse Bayesian learning (SBL) (Tip-
ping, 2001; Pan, 2017) and automatic relevance determina-
tion (ARD) prior (MacKay, 1996; Neal, 1995) in Bayesian
neural networks.
4.2. Zero Operation Ruling All
In our paper, we do not include zero operation as a primitive
operation. Instead, between node i and j we compulsively
add one more node i′ and allow only a single identity opera-
tion (see Figure 1f). The associated weight wii′ is trainable
and initialized to 1 as well as its switch sii′ . The idea is that
if sii′ is OFF, all the operations from i′ to j will be disabled
as a consequence. Then γo
′
jk in equation 6 can be substituted
by
γo
′
jk ,
 1
sii′
+
1∑
i′<j
∑
o∈O
soi′j
+
1
so
′
jk

−1
. (8)
5. Bayesian Learning Search Strategy
5.1. Bayesian Neural Network
The likelihood for the network weightsW and the noise
precision σ−2 with data D = (X,Y) is
p(Y |W,w,X, σ2) =
N∏
n=1
N (yn |Net(xn;W,w);σ2) . (9)
To complete our probabilistic model, we specify a Gaus-
sian prior distribution for each entry in each of the weight
matrices inW . In particular,
p(W |λ) =
∏
i<j
∏
o∈O
N (Woij | 0, λ−1) (10)
p(w | s) =
∏
j<k
∏
o∈O
∏
o′∈O
N
wo′jk∑
i<j
woij |0, γo
′
jk
 (11)
where γo
′
jk is defined in equation 8. σ
−2, λ and s are hy-
perparameters. Importantly, there is an individual hyperpa-
rameter associated independently with every edge weight
and a single one with all network weight. Follow Mackay’s
evidence framework (MacKay, 1992a), ’hierarchical pri-
ors’ are employed on the latent variables using Gamma
priors on the inverse variances. The hyper-priors for σ−2, λ
and s are chosen to be a gamma distribution (Berger, 2013),
i.e., p(λ) = Gam(λ | aλ, bλ), p(β) = Gam(β | aβ , bβ) with
β = σ−2, and p(soij) = Gam(s
o
ij | as
o
ij , bs
o
ij ). Essentially,
the choice of Gamma priors has the effect of making the
marginal distribution of the latent variable prior the non-
Gaussian StudentâA˘Z´s t therefore promoting the sparsity
(Tipping, 2001, Section 2 and 5.1). To make these priors
non-informative (i.e., flat), we simply fix a and b to zero by
assuming uniform scale priors for analysis and implemen-
tation. This formulation of prior distributions is a type of
hierarchically constructed automatic relevance determina-
tion (HARD) prior which is built upon classic ARD prior
(Neal, 1995; Tipping, 2001).
The posterior distribution for the parametersW , γ and λ
can then be obtained by applying Bayes’ rule:
p(W,w, λ, s, σ2 | D)
=
p(Y |X,W,w, λ, s, σ2)p(W |λ)p(w | s)p(λ)p(γ)p(σ2)
p(Y |X) ,
(12)
where p(Y |X) is a normalization constant. Given a new
input vector x?, we can make predictions for its output y?
using the predictive distribution given by
p(y? |x?,D)
=
∫
p(y?|x?,W,w, λ, s, σ2)p(W,w, λ, s, σ2 | D)
dσ2 dλ ds dWdw,
(13)
where p(y?|x?,W ,w, λ, s, σ2) = N (y? |Net(x?), σ2).
However, the exact computation of p(W ,w, λ, s, σ2 | D)
and p(y? |x?) is not tractable in most cases. Therefore,
in practice, we have to resort to approximate inference
methods.
It should be noted that λ is the same for all network parame-
ters. However, it can be different forW or constructed to
represent the structural sparsity for Convolutional kernels in
NN aiming for Network Compression, which is related to
Bayesian compression (Louizos et al., 2017) and structural
sparsity compression (Wen et al., 2016). We give some
examples in Figure 2 and more can be found in the Ap-
pendix B.2 where extremely sparse networks on MNIST
and CIFAR-10 can be obtained without accuracy deterio-
ration. Since our main focus is on architecture parameters,
without breaking the flow, we will fix λ which is equivalent
to the weight decay coefficient in SGD and σ2 = 0.01 that
is equivalent to the regularization coefficient for network
parameters.
In case of uniform hyperpriors, we only need to maximize
the term p(Y |λ, s, σ2) (MacKay, 1992a; Berger, 2013)∫ ∫
p(Y |W,w,X, σ2)p(W |λ)p(w | s)dWdw. (14)
We assume that the distribution of data likelihood belongs
to the exponential family
p(Y |W,w,X, σ2) ∼ exp
(
−ED(Y;Net(X;W,w);σ2)
)
(15)
where ED(∗) is the energy function over data.
5.2. Laplace Approximation and Efficient Hessian
Computation
In related Bayesian models, the quantity in equation 14
is known as the marginal likelihood and its maximiza-
tion is known as the type-II maximum likelihood method
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Figure 2. Structural Sparsity
(Berger, 2013). And neural networks can also be treated
in a Bayesian manner known as Bayesian learning for neu-
ral networks (MacKay, 1992b; Neal, 1995). Several ap-
proaches have been proposed based on, e.g., the Laplace
approximation (MacKay, 1992b), Hamiltonian Monte Carlo
(Neal, 1995), expectation propagation (Jylänki et al., 2014;
Hernández-Lobato & Adams, 2015), and variational infer-
ence (Hinton & Van Camp, 1993; Graves, 2011). Among
these methods, we adopt Laplace approximation. How-
ever, Laplace approximation requires computation of the
inverse Hessian of log-likelihood, which can be infeasible
to compute for large networks. Nevertheless, we are moti-
vated by 1) its easy implementation, especially using recent
popular deep learning open source software; 2) versatility
for modern NN structures such as CNN and RNN as well
as their modern variations; 3) close relationship between
computation of Hessian and Network Compression using
Hessian metric (LeCun et al., 1990; Hassibi et al., 1993);
4) acceleration effect to training convergence by second-
order optimization algorithm (Botev et al., 2017) to which
it is related. In this paper, we propose the efficient calcula-
tion/approximation of Hessian for convolutional layer and
architecture parameter. The detailed calculation procedures
are explained in Appendix C.2 and C.3 respectively.
5.3. Optimization Algorithm
As analyzed before, the optimization objective of searching
architecture becomes removing redundant edges. The train-
ing algorithm is iteratively indexed by t. Each iteration may
contain several epochs. The pseudo code is summarized in
Algorithm 1. The cost function is simply maximum likeli-
hood over the data D with regularization whose intensity is
controlled by the re-weighted coefficient ω
LD = ED(·) + λw
∑
j<k
∑
o′∈O
‖ωo′jk(t)wo
′
jk‖1 + λ‖W‖22 (16)
The derivation can be found in Appendix A.1 and A.2. The
algorithm mainly includes five parts. The first part is to
jointly train W and w. The second part is to freeze the
architecture parameters and prepare to compute their Hes-
sian. The third part is to update the variables associated with
the architecture parameters. The fourth part is to prune the
architecture parameters and the pruned net will be trained
in a standard way in the fifth part. As discussed previously
on the drawback of magnitude based pruning metric, we
propose a new metric based on maximum entropy of the dis-
Algorithm 1 BayesNAS Algorithm.
Initialization: γ(0),ω(0),w(0) = 1; λ = 0.01; sparsity
intensity λow ∈ R+
Iteration:
for t = 1 to Tmax do
1. Update w andW by minimizing LD in equation 16
2. Compute Hessian for w (equation C.2.2, C.3.1,
C.3.2)
3. Update variables associated with w
while i < j < k, o, o′ ∈ O do
Co
′
jk(t) =
(
1
γo
′
jk(t− 1)
+Ho
′
jk(t)
)−1
(17)
ωo
′
jk(t) =
√
γo
′
jk(t− 1)− Co′jk(t)
γo
′
jk(t− 1)
(18)
so
′
jk(t) =
∣∣∣∣∣wo
′
jk(t)
ωo
′
jk(t)
∣∣∣∣∣ (19)
γo
′
jk(t) is given by 6 or 8 (20)
end while
4. Prune the architecture if the entropy
ln(2pieγo
′
jk)
2 ≤ 0
5. Fix w = 1, train the pruned net in the standard way
end for
tribution. Since p(wo
′
jk) in equation 5 is Gaussian with zero
mean γo
′
jk variance, the maximum entropy is
1
2 ln(2pieγ
o′
jk).
We set the threshold for γo
′
jk to prune related edges when
1
2 ln(2pieγ
o′
jk) ≤ 0, i.e., γo
′
jk ≤ 0.0585.
The algorithm can be easily transferred to other scenarios.
One scenario involves proxy tasks to find the cell. Simi-
lar to equation 16, we group same edge/operation in the
repeated stacked cells where g is the index. The cost func-
tion for proxy tasks is then given as follows in the form of
re-weighted group Lasso:
LD = ED(·) + λw
∑
g
∑
j<k
∑
o′∈O
‖ωo′jk,g(t)wo
′
jk,g‖2 + λ‖W‖22
(21)
The details are summarized in Algorithm 2 of Appendix A.3.
Another scenario is on Network Compression with structural
sparsity, which is summarized in Algorithm 3 of Appendix
B.
6. Experiments
The experiments focus on two scenarios in NAS: proxy NAS
and proxyless NAS. For proxy NAS, we follow the pipeline
in DARTS (Liu et al., 2019b) and SNAS (Xie et al., 2019).
First BayesNAS is applied to search for the best convolu-
tional cells in a complete network on CIFAR-10. Then a
network constructed by stacking learned cells is retrained
BayesNAS
Table 1. Classification errors of BayesNAS and state-of-the-art image classifiers on CIFAR-10.
Architecture Test Error(%)
Params
(M)
Search Cost
(GPU days)
Search
Method
DenseNet-BC (Huang et al., 2017) 3.46 25.6 - manual
NASNet-A + cutout (Zoph et al., 2018) 2.65 3.3 1800 RL
AmoebaNet-B + cutout (Real et al., 2019) 2.55 ± 0.05 2.8 3150 evolution
Hierarchical Evo (Liu et al., 2018b) 3.75 ± 0.12 15.7 300 evolution
PNAS (Liu et al., 2018a) 3.41 ± 0.09 3.2 225 SMBO
ENAS + cutout (Pham et al., 2018) 2.89 4.6 0.5 RL
Random search baseline + cutout (Liu et al., 2019b) 3.29 ± 0.15 3.2 1 random
DARTS (2nd order bi-level) + cutout (Liu et al., 2019b) 2.76 ± 0.09 3.4 1 gradient
SNAS (single-level) + moderate con + cutout (Xie et al., 2019) 2.85 ± 0.02 2.8 1.5 gradient
DSO-NAS-share+cutout (Zhang et al., 2019b) 2.84 ± 0.07 3.0 1 gradient
Proxyless-G + cutout (Cai et al., 2019) 2.08 5.7 - gradient
BayesNAS + cutout + λow = 0.01 3.02±0.04 2.59±0.23 0.2 gradient
BayesNAS + cutout + λow = 0.007 2.90±0.05 3.10±0.15 0.2 gradient
BayesNAS + cutout + λow = 0.005 2.81±0.04 3.40±0.62 0.2 gradient
BayesNAS + TreeCell-A + Pyrimaid backbone + cutout 2.41 3.4 0.1 gradient
for performance comparison. For proxyless NAS, we follow
the pipeline in ProxylessNAS (Cai et al., 2019). First, the
tree-like cell from (Cai et al., 2018) with multiple paths is
integrated into the PyramidNet (Han et al., 2017). Then we
search for the optimal path(s) within each cell by BayesNAS.
Finally, the network is reconstructed by retaining only the
optimal path(s) and retrained on CIFAR-10 for performance
comparison. Detailed experiments setting is in Appendix
D.1.
6.1. Proxy Search
Motivation Unlike DARTS and SNAS that rely on valida-
tion accuracy during or after search, we use γ in BayesNAS
as performance evaluation criterion which enables us to
achieve it in an one-shot manner.
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Figure 3. Normal and reduction cell found by BayesNAS with
λow = 0.01.
Search Space Our setup follows DARTS and SNAS,
where convolutional cells of 7 nodes are stacked for mul-
tiple times to form a network. The input nodes, i.e., the
first and second nodes, of cell k are set equal to the outputs
of cell k − 1 and cell k − 2 respectively, with 1 × 1 con-
volutions inserted as necessary, and the output node is the
depthwise concatenation of all the intermediate nodes. Re-
duction cells are located at the 1/3 and 2/3 of the total depth
of the network to reduce the spatial resolution of feature
maps. Details about all operations included are shown in
Appendix D.1. Unlike DARTS and SNAS, we exclude zero
operations.
Training Settings In the searching stage, we train a small
network stacked by 8 cells using BayesNAS with different
λw. This network size is determined to fit into a single
GPU. Since we cache the feature maps in memory, we can
only set batch size as 18. The optimizer we use is SGD
optimizer with momentum 0.9 and fixed learning rate 0.1.
Other training setups follow DARTS and SNAS (Appendix
D.1). The search takes about 3 hours on a single GPU1.
Search Results The normal and reduction cells learned
on CIFAR-10 using BayesNAS are shown in Figure 3a and
3b. A large network of 20 cells where cells at 1/3 and 2/3
are reduction cells is trained from scratch with the batch
size of 128. The validation accuracy is presented in Table
1. The test error rate of BayesNAS is competitive against
state-of-the-art techniques and BayesNAS is able to find
convolutional cells with fewer parameters when compared
to DARTS and SNAS.
6.2. Proxyless Search
Motivation Using existing tree-like cell, we apply
BayesNAS to search for the optimal path(s) within each
cell. Varying from proxy search, cells do not share architec-
ture in proxyless search.
1All the experiments were performed using NVIDIA TITAN V
GPUs
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Table 2. Comparison with state-of-the-art image classifiers on ImageNet in the mobile setting.
Architecture Test Error (%) Params Search Cost Search Methodtop-1 top-5 (M) (GPU days)
Inception-v1 (Szegedy et al., 2015) 30.2 10.1 6.6 – manual
MobileNet (Howard et al., 2017) 29.4 10.5 4.2 – manual
ShuffleNet 2× (v1) (Zhang et al., 2018) 29.1 10.2 ∼5 – manual
ShuffleNet 2× (v2) (Zhang et al., 2018) 26.3 – ∼5 – manual
NASNet-A (Zoph et al., 2018) 26.0 8.4 5.3 1800 RL
NASNet-B (Zoph et al., 2018) 27.2 8.7 5.3 1800 RL
NASNet-C (Zoph et al., 2018) 27.5 9.0 4.9 1800 RL
AmoebaNet-A (Real et al., 2019) 25.5 8.0 5.1 3150 evolution
AmoebaNet-B (Real et al., 2019) 26.0 8.5 5.3 3150 evolution
AmoebaNet-C (Real et al., 2019) 24.3 7.6 6.4 3150 evolution
PNAS (Liu et al., 2018a) 25.8 8.1 5.1 ∼225 SMBO
DARTS (Liu et al., 2019b) 26.9 9.0 4.9 4 gradient
BayesNAS (λow = 0.01) 28.1 9.4 4.0 0.2 gradient
BayesNAS (λow = 0.007) 27.3 8.4 3.3 0.2 gradient
BayesNAS (λow = 0.005) 26.5 8.9 3.9 0.2 gradient
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Figure 4. The pruned tree-cell: (a) The chain-like where only one
path exists in the cell connecting the input of the cell to its output.
(b) The inception structure where divergence and convergence both
exist in the cell. The solid directed lines denote the path found by
BayesNAS while the dashed ones denote the paths discarded.
Search Space The backbone used is PyramidNet with
three layers each consisting of 18 bottleneck blocks and
α = 84. All 3 × 3 convolution in bottleneck blocks are
replaced by the tree-cell that has in total 9 possible paths
within. The groups for grouped convolution is set to 2. For
the detailed structure of the tree-cell, we refer to (Cai et al.,
2018).
Training Settings In the searching stage, we set batch
size to 32 and learning rate to 0.1. We use the same opti-
mizer as for proxy search. The λ of BayesNAS for each
possible path is set to 1× 10−2.
Search Results Because each cell can have a different
structure in proxyless setting, we demonstrate only two
typical types of cell structure among all of them in Figure
4a and Figure 4b. The first type is a chain-like structure
where only one path exists in the cell connecting the input
of the cell to its output. The second type is an inception
structure where divergence and convergence both exist in
the cell. Our further observation reveals that some cells
are dispensable with respect to the entire network. After
the architecture is determined, the network is trained from
scratch with the batch size of 64, learning rate as 0.1 and
cosine annealing learning rate decay schedule (Loshchilov
& Hutter, 2017). The validation accuracy is also presented
in Table 1. Although test error increases slightly compared
to (Cai et al., 2019), there is a significant drop in the number
of model parameters to be learned which is beneficial for
both training and inference.
7. Transferability to ImageNet
For ImageNet mobile setting, the input images are of size
224×224. A network of 14 cells is trained for 250 epochs
with batch size 128, weight decay 3× 10−5 and initial SGD
learning rate 0.1 (decayed by a factor of 0.97 after each
epoch). Results in Table 2 show that the cell learned on
CIFAR-10 can be transfered to ImageNet and is capable of
achieving competitive performance.
8. Conclusion and Future Work
We introduce BayesNAS that can directly learn a sparse
neural network architecture. We significantly reduce the
search time by using only one epoch to get the candidate
architecture. Our current implementation is inefficient by
caching all the feature maps in memory to compute the
Hessian. However, Hessian computation can be done along
with backpropagation which will potentially further reduce
the searching time and scale our approach to larger search
spaces.
BayesNAS
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Appendix
A. BayesNAS Algorithm Derivation
A.1. Algorithm Derivation
In this subsection, we explain the detailed algorithm of updating hyper-parameters for the abstracted single motif as shown
in Figure 1e. The proposition about optimization objective will be illustrated firstly.
Proposition 2 Suppose the likelihood of the architecture parameters of a neural network w could be formulated as one
exponential family distribution p(Y |w,X, s) ∼ exp (−ED(Y; Net(X; w); s)), where D = (X,Y) is the given dataset,
s stands for the uncertainty and ED(∗) represents the energy function over data. The sparse prior with super Gaussian
distribution for each architecture parameter has been defined in equation 11. The unknown architecture parameter of the
network w and hyperparameter s can be approximately obtained by solving the following optimization problem
min
w,s
L(w, s) (A.1.1)
specially, for the architecture parameter wo
′
jk which is associated with one operation of the edge ejk (j < k), the optimization
problem could be reformulated as:
L(wo′jk, so
′
jk) = w
o′
jkH(w
o′
jk
∗
)wo
′
jk + 2w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗]
+ wo
′
jks
o′
jk
−1
wo
′
jk
+ log |so′jk|+ log |H(wo
′
jk
∗
) + so
′
jk
−1| − 2 log b(wo′jk
∗
)
(A.1.2)
where wo
′
jk
∗
is arbitrary, and
g(wo
′
jk
∗
) , ∇ED(wo′jk)|wo′jk∗ ,H(w
o′
jk
∗
) , ∇∇ED(wo′jk)|wo′jk∗
and
b(wo
′
jk
∗
) , exp
{
−
(
1
2
wo
′
jk
∗
H(wo
′
jk
∗
)wo
′
jk
∗ −wo′jk
∗
g(wo
′
jk
∗
) + ED(w
o′
jk
∗
)
)}
It should also be noted that so
′
jk represents the uncertainty of w
o′
jk without considering the dependency between edge e
o′
jk and∑
i<j e
o
ij , where o
′ and o stands for one possible operation in corresponding edges.
Proof Given the likelihood with exponential family distribution
p(Y |wo′jk,X, so
′
jk) ∼ exp
(
−ED(Y; Net(X; wo′jk); so
′
jk)
)
as explained in equation 5, we define the prior of wo
′
jk with Gaussian distribution
p(wo
′
jk) = N (wo
′
jk|0, so
′
jk)
The marginal likelihood could be calculated as:
p(Y |wo′jk)N (wo
′
jk|0, so
′
jk)dw
o′
jk =
∫
exp{−ED(wo′jk)}N (wo
′
jk|0, so
′
jk)dw
o′
jk (A.1.3)
Typically, this integral is intractable or has no analytical solution.
The mean and covariance can be fixed if the family is Gaussian. Performing a Taylor series expansion around some point
wo
′
jk
∗
, ED(wo
′
jk) can be approximated as
ED(w
o′
jk) ≈ ED(wo
′
jk
∗
) + (wo
′
jk −wo
′
jk
∗
)g(wo
′
jk
∗
) +
1
2
(wo
′
jk −wo
′
jk
∗
)H(wo
′
jk
∗
)(wo
′
jk −wo
′
jk
∗
) (A.1.4)
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where g(·) is the gradient and H(·) is the Hessian of the energy function E
g(wo
′
jk
∗
) , ∇ED(wo′jk)|wo′jk∗ (A.1.5a)
H(wo
′
jk
∗
) , ∇∇ED(wo′jk)|wo′jk∗ (A.1.5b)
To derive the cost function in equation A.1.2, we introduce the posterior mean and covariance:
mo
′
jk = C
o′
jk ·
[
g(wo
′
jk
∗
) + H(wo
′
jk
∗
)wo
′
jk
∗]
, (A.1.6a)
Co
′
jk =
[
so
′
jk
−1
+ H(wo
′
jk
∗
)
]−1
. (A.1.6b)
Then define the following quantities
b(wo
′
jk
∗
) , exp
{
−
(
1
2
wo
′
jk
∗
H(wo
′
jk
∗
)wo
′
jk
∗ −wo′jk
∗
g(wo
′
jk
∗
) + ED(w
o′
jk
∗
)
)}
, (A.1.7a)
c(wo
′
jk
∗
) , exp
{
1
2
gˆ(wo
′
jk
∗
)H(wo
′
jk
∗
)gˆ(wo
′
jk
∗
)
}
, (A.1.7b)
d(wo
′
jk
∗
) ,
√
|H(wo′jk
∗
)|, (A.1.7c)
gˆ(wo
′
jk
∗
) , g(wo′jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗
. (A.1.7d)
Now the approximated likelihood p(Y|wo′jk) is a exponential of quadratic, then Gaussian,
p(Y|wo′jk)
= exp{−ED(wo′jk)}
≈ exp
{
−
(
1
2
(W −W ∗)>H(W ∗)(W −W ∗) + (W −W ∗)>g(W ∗) + ED(wo′jk
∗
)
)}
= exp
{
−
(
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗])}
· exp
{
−
(
1
2
wo
′
jk
∗
H(wo
′
jk
∗
)wo
′
jk
∗ −wo′jk
∗
g(wo
′
jk
∗
) + ED(w
o′
jk
∗
)
)}
=b(wo
′
jk
∗
) · exp
{
−
(
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jkgˆ(w
o′
jk
∗
)
)}
· exp
{
1
2
gˆ(wo
′
jk
∗
)H(wo
′
jk
∗
)gˆ(wo
′
jk
∗
)− 1
2
gˆ(wo
′
jk
∗
)H(wo
′
jk
∗
)gˆ(wo
′
jk
∗
)
}
=b(wo
′
jk
∗
) · c(wo′jk
∗
)
· exp
{
−
(
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jkgˆ(w
o′
jk
∗
) +
1
2
gˆ(wo
′
jk
∗
)H(wo
′
jk
∗
)gˆ(wo
′
jk
∗
)
)}
=(2pi)M/2b(wo
′
jk
∗
)c(wo
′
jk
∗
)d(wo
′
jk
∗
) · N (wo′jk|wˆo′jk
∗
,H−1(wo
′
jk
∗
))
,A(wo′jk
∗
) · N (wo′jk|wˆo′jk
∗
,H−1(wo
′
jk
∗
)),
(A.1.8)
where
A(wo
′
jk
∗
) = (2pi)M/2b(wo
′
jk
∗
)c(wo
′
jk
∗
)d(wo
′
jk
∗
),
wˆo
′
jk
∗
= −H−1(wo′jk
∗
)gˆ(wo
′
jk
∗
) = wo
′
jk
∗ −H−1(wo′jk
∗
)g(wo
′
jk
∗
).
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We can write the approximate marginal likelihood as
A(wo
′
jk
∗
)
∫
N (wo′jk|wˆo′jk
∗
,H−1(wo
′
jk
∗
)) · N (wo′jk|0, so
′
jk)dw
o′
jk
=b(wo
′
jk
∗
) ·
∫
exp
{
−
(
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jkgˆ(w
o′
jk
∗
)
)}
N (wo′jk|0, so
′
jk)dw
o′
jk
=
b(wo
′
jk
∗
)
(2pi)
1/2 |so′jk|1/2
∫
exp{−Eˆ(wo′jk)}dwo
′
jk,
(A.1.9)
where
Eˆ(wo
′
jk) =
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jkgˆ(w
o′
jk
∗
) +
1
2
wo
′
jks
o′
jk
−1
wo
′
jk. (A.1.10)
Equivalently, we get
Eˆ(wo
′
jk) =
1
2
(wo
′
jk −mo
′
jk)(C
o′
jk)
−1(wo
′
jk −mo
′
jk) + Eˆ(Y), (A.1.11)
where mo
′
jk and C
o′
jk are given in equation A.1.6. From equation A.1.6a and equation A.1.6b, the data-dependent term can
be re-expressed as
Eˆ(Y) =
1
2
mo
′
jkH(w
o′
jk
∗
)mo
′
jk + m
o′
jkg(w
o′
jk
∗
) +
1
2
mo
′
jks
o′
jk
−1
mo
′
jk
= min
wo
′
jk
[
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jkgˆ(w
o′
jk
∗
) +
1
2
wo
′
jks
o′
jk
−1
wo
′
jk
]
= min
wo
′
jk
[
1
2
wo
′
jkH(w
o′
jk
∗
)wo
′
jk + w
o′
jk
(
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗)
+
1
2
wo
′
jks
o′
jk
−1
wo
′
jk
]
.
(A.1.12)
Using equation A.1.11, we can evaluate the integral in equation A.1.9 to obtain∫
exp
{
−Eˆ(wo′jk)
}
dwo
′
jk = exp
{
−Eˆ(Y)
}
2pi|Co′jk|1/2. (A.1.13)
Applying a −2 log(·) transformation to equation A.1.9, we have
− 2 log
 b(wo′jk∗)
(2pi)
1/2 |so′jk|1/2
∫
exp{−Eˆ(wo′jk)}dwo
′
jk

∝− 2 log b(wo′jk
∗
) + Eˆ(Y)+
log |so′jk|+ log |H(wo
′
jk
∗
) + so
′
jk
−1|
∝wo′jkH(wo
′
jk
∗
)wo
′
jk + 2w
o′
jkgˆ(w
o′
jk
∗
) + wo
′
jks
o′
jk
−1
wo
′
jk
+ log |so′jk|+ log |H(wo
′
jk
∗
) + so
′
jk
−1| − 2 log b(wo′jk
∗
).
(A.1.14)
Therefore we get the following cost function to be minimised in equation A.1.2 over wo
′
jk, s
o′
jk,
L(wo′jk, so
′
jk) = w
o′
jkH(w
o′
jk
∗
)wo
′
jk + 2w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗]
+ wo
′
jks
o′
jk
−1
wo
′
jk
+ log |so′jk|+ log |H(wo
′
jk
∗
) + so
′
jk
−1| − 2 log b(wo′jk
∗
).
It can be easily found that the first line of L is quadratic programming with `2 regularizer. The second line is all about the
hyperparameter so
′
jk.
Once the estimation on wo
′
jk and s
o′
jk are obtained, the cost function is alternatively optimised. The new estimated w
o′
jk can
substitute wo
′
jk
∗
and repeat the estimation iteratively.

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We note that in equation A.1.5, wo
′
jk
∗
may not be the mode (i.e., the lowest energy state), which means the gradient term g
may not be zero. Therefore the selection of wo
′
jk(1)
∗
remains to be problematic. We give the following Corollary to address
this issue, which is more general.
Corollary 1 Suppose
wo
′
jk
∗
= arg min
wo
′
jk
ED(w
o′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk, (A.1.15)
we define a new cost function
Lˆ(wo′jk, so
′
jk) , ED(wo
′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk + log |so
′
jk|+ log |H(wo
′
jk
∗
) + so
′
jk
−1| − 2 log b(wo′jk
∗
). (A.1.16)
Instead of minimising L(wo′jk, so
′
jk), we can solve the following optimization problem to get w
o′
jk, s
o′
jk,
min
wo
′
jk,s
o′
jk,
Lˆ(wo′jk, so
′
jk).
Proof Since the likelihood is
p(Y|wo′jk) = exp{−ED(wo
′
jk)},
then
min
wo
′
jk
ED(w
o′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk
is exactly the regularised maximum likelihood estimation with `2 type regulariser.
We look at the first part of L(wo′jk, so
′
jk) in equation A.1.2, and define them as
L0(wo′jk, so
′
jk) , wo
′
jkH(w
o′
jk
∗
)wo
′
jk + 2w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗]
+ wo
′
jks
o′
jk
−1
wo
′
jk,
then
min
wo
′
jk
L0(wo′jk, so
′
jk)
= min
wo
′
jk
1
2
(W −W ∗)>H(W ∗)(W −W ∗) + (W −W ∗)>g(W ∗) + ED(wo′jk
∗
) + wo
′
jks
o′
jk
−1
wo
′
jk
≈min
wo
′
jk
ED(w
o′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk
(A.1.17)
where, given equation A.1.5,
g(wo
′
jk) = ∇ED(wo
′
jk)
H(wo
′
jk) = ∇∇ED(wo
′
jk).
(A.1.18)
Such quadratic approximation to ED(wo
′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk is actually the same as the approximation procedure in Trust-
Region Methods where a region is defined around the current iterate within which they trust the model to be an adequate
representation of the objective function (Nocedal & Wright, 2006, pp.65).
To obtain each step, we seek a solution of the subproblem at iteration t
min
wo
′
jk
ED(w
o′
jk(t− 1)) + wo
′
jks
o′
jk(t− 1)
−1
wo
′
jk
= min
wo
′
jk
1
2
(wo
′
jk −wo
′
jk(t− 1))H(wo
′
jk(t− 1))(wo
′
jk −wo
′
jk(t− 1)) + (wo
′
jk −wo
′
jk(t− 1))g(wo
′
jk(t− 1))
+ wo
′
jks
o′
jk(t− 1)
−1
wo
′
jk
(A.1.19)
Suppose
wo
′
jk
∗
= arg min
wo
′
jk
ED(w
o′
jk) + w
o′
jks
o′
jk
−1
wo
′
jk,
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then inject wo
′
jk
∗
into minwo′jk,so
′
jk,
L(wo′jk, so
′
jk), we can optimise equation A.1.16 instead of equation A.1.2, i.e.,
minwo′jk,so
′
jk,
Lˆ(wo′jk, so
′
jk).

A.2. Algorithm for Proxyless Tasks
In this Section, we propose iterative optimization algorithms to estimate wo
′
jk and s
o′
jk alternatively.
A.2.1. OPTIMIZATION FOR ARCHITECTURE PARAMETER wo
′
jk AND SWITCH s
o′
jk
We first target for the estimation of unknown parameter wo
′
jk and hyperparameter s
o′
jk. In the sequel, we show that the stated
program can be formulated as a convex-concave procedure (CCCP) for wo
′
jk and s
o′
jk.
Proposition 3 The following programme
min
wo
′
jk,s
o′
jk
L(wo′jk, so
′
jk)
with the cost function defined as
L(wo′jk, so
′
jk) , wo
′
jkH(w
o′
jk
∗
)wo
′
jk + 2w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗]
+ wo
′
jks
o′
jk
−1
wo
′
jk
+ log |so′jk|+ log |so
′
jk
−1
+ H(wo
′
jk
∗
)|
(A.2.1)
can be formulated as a convex-concave procedure (CCCP), where wo
′
jk
∗
can be arbitrary real vector.
Proof Fact on convexity: the function
u
(
wo
′
jk, s
o′
jk
)
=wo
′
jkH(w
o′
jk
∗
)wo
′
jk + 2w
o′
jk
[
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk
∗]
+ wo
′
jks
o′
jk
−1
wo
′
jk
∝(wo′jk −wo
′
jk
∗
)H(wo
′
jk
∗
)(wo
′
jk −wo
′
jk
∗
) + 2wo
′
jkg(w
o′
jk
∗
) + wo
′
jks
o′
jk
−1
wo
′
jk
(A.2.2)
is convex jointly in wo
′
jk, s
o′
jk due to the fact that f(x, Y ) = xY
−1x is jointly convex in x, Y (see, (Boyd & Vandenberghe,
2004, p.76)). Hence u as a sum of convex functions is convex.
Fact on concavity: the function
v(so
′
jk) = log |so
′
jk|+ log |so
′
jk
−1
+ H(wo
′
jk
∗
)| (A.2.3)
is jointly concave in so
′
jk, Π. We exploit the properties of the determinant of a matrix
|A22||A11 −A12A−122 A21| =
∣∣∣∣∣
(
A11 A12
A21 A22
)∣∣∣∣∣ = |A11||A22 −A21A−111 A12|.
Then we have
v(so
′
jk) = log |so
′
jk|+ log |so
′
jk
−1
+ H(wo
′
jk
∗
)|
= log
(
|so′jk||so
′
jk
−1
+ H(wo
′
jk
∗
)|
)
= log
∣∣∣∣∣∣
(
H(wo
′
jk
∗
)
−so′jk
)∣∣∣∣∣∣
= log
∣∣∣so′jk + H−1(wo′jk∗)∣∣∣+ log ∣∣∣H(wo′jk∗)∣∣∣
(A.2.4)
which is a log-determinant of an affine function of semidefinite matrices Π, so
′
jk and hence concave.
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Therefore, we can derive the iterative algorithm solving the CCCP. We have the following iterative convex optimization
program by calculating the gradient of concave part.
wo
′
jk(t) = arg min
wo
′
jk
u(wo
′
jk, s
o′
jk(t− 1),H(wo
′
jk
∗
)), (A.2.5)
so
′
jk(t) = arg min
so
′
jk0
u(wo
′
jk, s
o′
jk(t− 1),H(wo
′
jk
∗
)) +∇so′jkv(s
o′
jk(t− 1),H(wo
′
jk
∗
))so
′
jk(t− 1). (A.2.6)

A.2.2. DERIVATION OF ITERATIVE REWEIGHTED `1 ALGORITHM
Using basic principles in convex analysis, we then obtain the following analytic form for the negative gradient of v(so
′
jk) at
so
′
jk is (using chain rule):
∇so′jkv
(
so
′
jk,H(w
o′
jk
∗
)
)
|so′jk=so′jk(t−1)
=∇so′jk
(
log |so′jk
−1
+ H(wo
′
jk
∗
)|+ log |so′jk|
)
|so′jk=so′jk(t−1)
=− ((s
o′
jk(t− 1))−1 + H(wo
′
jk
∗
))−1
(so
′
jk(t− 1))2
+
1
so
′
jk(t− 1)
(A.2.7)
Combined with equation A.1.6b, we denote a new hyper-parameter wo
′
ij as following:
ωo
′
jk(t) =
√
− ((s
o′
jk(t− 1))−1 + H(wo′jk(t)))−1
(so
′
jk(t− 1))2
+
1
so
′
jk(t− 1)
=
√
so
′
jk(t− 1)− Co′jk(t)
so
′
jk(t− 1)
(A.2.8)
Therefore, the iterative procedures equation A.2.5 and equation A.2.6 for wo
′
jk(t) and s
o′
jk(t) can be formulated as[
wo
′
jk(t), s
o′
jk(t)
]
= arg min
so
′
jk(t)0,wo
′
jk(t)
(wo
′
jk(t)−wo
′
jk
∗
)H(wo
′
jk
∗
)(wo
′
jk(t)−wo
′
jk
∗
)
+ 2wo
′
jk(t)g(w
o′
jk
∗
) +
 wo′jk(t)2
so
′
jk(t− 1)
+ ωo
′
jk(t)
2
so
′
jk(t− 1)

= arg min
wo
′
jk(t)
wo
′
jk(t)H(w
o′
jk
∗
)wo
′
jk(t)
+ 2wo
′
jk(t)
(
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk(t)
∗
)
+
wo′jk(t)2
so
′
jk(t)
+ ωo
′
jk(t)
2
so
′
jk(t)
 .
(A.2.9)
Or in the compact form [
wo
′
jk(t), s
o′
jk(t)
]
= arg min
wo
′
jk(t)
wo
′
jk(t)H(w
o′
jk
∗
)wo
′
jk(t) + 2w
o′
jk(t)
(
g(wo
′
jk
∗
)−H(wo′jk
∗
)wo
′
jk(t)
∗
)
+ wo
′
jk(t)
2
so
′
jk(t)
−1
+ ωo
′
jk(t)
2
so
′
jk(t).
(A.2.10)
BayesNAS
Since
wo
′
jk(t)
2
so
′
jk(t)
+ ωo
′
jk(t)
2so
′
jk(t) ≥ 2
∣∣∣∣√ωo′jk(t)2 ·wo′jk(t)∣∣∣∣ ,
the optimal so
′
jk(t) can be obtained as:
so
′
jk(t) =
|wo′jk(t)|√
ωo
′
jk(t)
2
,∀i. (A.2.11)
wo
′
jk(t) can be obtained as follows
wo
′
jk(t) = arg min
wo
′
jk
1
2
wo
′
jk(t)H(w
o′
jk(t)
∗
)wo
′
jk(t) + w
o′
jk(t)
(
g(wo
′
jk(t)
∗
)−H(wo′jk(t)
∗
)wo
′
jk(t)
∗)
+ ‖ωo′jk ·wo
′
jk(t)‖`1 .
(A.2.12)
We can then inject this into equation A.2.11, which yields
so
′
jk(t) =
wo
′
jk(t)
ωo
′
jk(t)
(A.2.13)
The update rules for so
′
jk without considering the dependency has been explained above. However, as illustrated in Sec .4,
the dependency between a node and its predecessors should not be disregarded. It means the dependency between edge eo
′
jk
and
∑
i<j e
o
ij should be taken into consideration, then Gaussian prior could be defined as equation 5 and equation 11:
p(w | s) =
∏
j<k
∏
o∈O
∏
o′∈O
p(wo
′
jk
∑
i<j
wojk) =
∏
j<k
∏
o∈O
∏
o′∈O
N (wo′jk
∑
i<j
woij |0, so
′
jk)
based on this prior, the uncertainty of wo
′
jk(t) should be computed as:
γo
′
ij (t) =
 1∑
i<j
∑
o∈O
soij(t)
+
1
so
′
jk(t)

−1
(A.2.14)
As we found the expression of equation A.2.8, ωo
′
jk(t) is function of s
o′
jk(t− 1), therefore so
′
jk(t) is function of s
o′
jk(t− 1)
and wo
′
jk(t). We notice that the update for w
o′
jk(t) is to use the lasso or `1-regularised regression type optimization. The
pseudo code is summarised in Algorithm 1.
A.3. Algorithm for Proxy Tasks
Our algorithm can be easily transferred to the scenario of proxy tasks to find the cell. Suppose a network is assembled by
stacking O different kinds of cells together, such as ℵ1 normal cells and ℵO reduction cells in (Liu et al., 2019b). Then
optimal O cells are required to be designed in a NAS task. As explained before, we design a switch s for each architecture
parameter w to determine the “on-off” of the corresponding edge in our method. In order to find such optimal cells, we
propose that switches on the same position of the identical kind of cells should also be same. Based on this, the architecture
parameters could be divided into different groups. The general grouped architecture parameters are given as follows:
wo
′
jk(t) =
[
wo
′1
jk,1(t), . . . ,w
o′ℵ1
jk,1 (t)︸ ︷︷ ︸
ℵ1 elements
. . . wo
′1
jk,O(t), . . . ,w
o′ℵO
jk,O (t)︸ ︷︷ ︸
ℵO elements
]
. (A.3.6)
Similar to equation A.2.11, if the group o is consist of ℵo elements, where o = 1, . . . , O, the optimal so′jk,o can be obtained
as:
ℵo∑
i=1
wo′jk,o>(t)wo′jk,o(t)
so
′
jk,o(t)
+ ωo
′i
jk,o(t)
2
so
′
jk,o(t)
 ≥ 2
∥∥∥∥∥∥∥
√√√√ ℵo∑
i=1
ωo
′i
jk,o(t)
2 ·wo′jk,o(t)
∥∥∥∥∥∥∥
`2
, (A.3.7)
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Algorithm 2 The proposed Algorithm is transferable for cell selection on proxy tasks.
Initialization: γo
′
jk(0),ω
o′
jk(0),w(0) = 1; sparsity intensity λ
o
w ∈ R+; λ = 0.01; cost function LD in equation 16
Iteration:
for t = 1 to Tmax do
1. Maximum likelihood with regularization:
min
W,w
ED(·) + λw
∑
g
∑
j<k
∑
o′∈O
‖ωo′jk,g(t)wo
′
jk,g‖2 + λ‖W‖22 (A.3.1)
2. Compute Hessian for w (equation C.2.2, C.3.1, C.3.2)
3. Update variables associated with w
while g ∈ (1, O); i < j < k; o, o′ ∈ O do
Co
′
jk(t) =
(
1
γo
′
jk(t− 1)
+ Ho
′
jk(t)
)−1
(A.3.2)
ωo
′
jk(t) is given by A.3.9 and A.3.11 (A.3.3)
so
′
jk(t) is given by A.3.8 and A.3.10 (A.3.4)
γo
′
jk(t) is given by 6 or 8, γ
o′
jk(t) =
[
γo
′
jk,1(t), . . . , γ
o′
jk,1(t)︸ ︷︷ ︸
ℵ1 elements
. . . γo
′
jk,O(t), . . . , γ
o′
jk,O(t)︸ ︷︷ ︸
ℵO elements
]
(A.3.5)
end while
4. Prune the architecture if the entropy
ln(2pieγo
′
jk)
2 ≤ 0
5. Fix w = 1, train the pruned net in the standard way
end for
then
so
′
jk,o(t) =
∥∥∥wo′jk,o(t)∥∥∥
`2√∑ℵo
i=1 ω
o′i
jk,o(t)
2
,∀i. (A.3.8)
The calculation of ωo
′
jk,g for group o is:
ωo
′
jk,o(t) =
√√√√√ ℵo∑
i=1
√
γo
′i
jk,o(t− 1)− Co′ijk,o(t)
γo
′i
jk,o(t− 1)
2
(A.3.9)
and both s and ω for the different elements in identity group should keep the same:
so
′
jk(t) =
[
so
′
jk,1(t), . . . , s
o′
jk,1(t)︸ ︷︷ ︸
ℵ1 elements
. . . so
′
jk,O(t), . . . , s
o′
jk,O(t)︸ ︷︷ ︸
ℵO elements
]
(A.3.10)
ωo
′
jk(t) =
[
ωo
′
jk,1(t), . . . , ω
o′
jk,1(t)︸ ︷︷ ︸
ℵ1 elements
. . . ωo
′
jk,O(t), . . . , ω
o′
jk,O(t)︸ ︷︷ ︸
ℵO elements
]
(A.3.11)
It should be noted that the detailed derivation procedures can be referred to A.1 and A.2. The pseudo code is summarised in
Algorithm 2.
B. Structural Bayesian Deep Compression
In addition to applying the proposed Bayesian approach to address NAS problem, we also explore the possibility of our
method on network structural compression problem. In this section, we extend to compress deep neural networks by
proposing a series of generic and easily implemented reweighted group Lasso algorithms to solve maximization of marginal
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Algorithm 3 The proposed Algorithm is transferable for neural network compression.
Initialization: Initialization: ∀l = 1, . . . , L, ωl(0), γl(0) = 1; λl ∈ R+;
Iteration:
for t = 1 to Tmax do
1. Maximum likelihood with regularization:
min
W
ED(·) +
L∑
l=1
λlR(ωl(t) ◦W l) (B.0.1)
2. Compute the Hessian for fully connected layer and convolutional layers as Appendix. C.1 and C.2 respectively.
3. Update hyper-parameters:
{Update() specifies how to update parameters, detailed update rules are in Table S3}
γl(t)← Update(ωl(t− 1),W l(t)),Γl(t) = [γl(t)] (B.0.2)
Cl(t)←
(
(Γl(t))−1 + diag(Hl(t))
)−1
, (B.0.3)
αl(t)← − C
l(t)
γl(t)
2 +
1
γl(t)
{element-wise division} (B.0.4)
ωl(t)← Update(αl(t)) (B.0.5)
4. Prune the unimportant connections.
end for
likelihood
∫
p(Y |W)p(W)dW where p(W) can be specified as various sparse structured priors over network weights as
shown in Table S3. The proposed Algorithm is generic for the weights in fully connected and convolutional neural networks.
The training algorithm is iteratively indexed by t. Each iteration contains several epochs. Within each iteration t, there are
three parts, The first part is simply a reweighted group Lasso type optimization. In the regularization terms R(ωl ◦ W l),
each weight of layer l is scaled by a factor (ωl). The update of (ωl) needs the Hessian of eachW l. The Hessian of each
layer can be computed recursively given the Hessian in the next layer through backward passing. The hyper-parameters
γl, Cl and ωl will be updated every iteration t with Tmax being the maximal iterations. αl is an introduced intermediate
variable during the update process. The pseudo code is summarized in Algorithm 3.
B.1. Structured Sparse Prior for Fully Connected and Convolutional Networks
For weight in the l-th convolutional layer W l ∈ RNl×Cl×ml×kl , some examples of the structured sparsity are shown in
Fig.S5. The corresponding sparse prior is given in the second column of Table S3. It should be noted that the prior for the
weight in fc layer could also be represented as this table with ml = kl = 1, Nl and Cl stands for the size of input feature
and output feature respectively.
B.2. Experiments
B.2.1. LENET-300-100 AND LENET-5 ON MNIST
We first perform LeNet-300-100 and LeNet-5 on MNIST dataset (LeCun, 1998). For LeNet-300-100, we apply shape-wise,
row-wise and column-wise regularization as shown in Fig. S5(a), S5(b) and S5(c), for the 2D weight matrices. The hyper-
parameters γ, ω and α are updated every ten epochs for a total of Tmax = 10 loops. The learned structure is 465− 37− 90
with 1.54% test error and 0.04 FLOPS (Molchanov et al., 2017b). Comparison with other methods can be found in Table S4.
For LeNet-5, we apply shape-wise and filter-wise regularization for the conv layer as shown in Fig. S5(a) and S5(j); row-wise
and column-wise regularization for fc layer as shown in Fig. S5(b) and S5(c). The learned structure is 5− 10− 65− 25
with 1.00% test error and 0.57 FLOPS. Comparison with other methods can be found in Table S5.
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(e) channel-wise(a) shape-wise (b) row-wise (c) column-wise (d) row & column-wise
(j) filter-wise(f) stack shape-wise (g) stack row-wise (h) stack column-wise (i) stack row & column-wise
Figure S5. some examples of structured sparsity for the 3D filters in Conv layer with extensions of (Wen et al., 2016). Coloured squares
mean the weights to be pruned. It should be noted that the FC layer can be easily enforced by (a)-(e).
B.2.2. RESNET-18 ON CIFAR-10
We also evaluate our algorithm on Cifar10 dataset using ResNet-18 as initialized backbone (He et al., 2016). In addition to
the input conv layer and output fc layer, the other 16 conv layers are separated into 8 blocks with 2 layers each. We apply
shape-wise and filter-wise regularization to the conv layer as shown in Fig. S5(a) and S5(j); row-wise and column-wise
regularization to the fc layer as shown in Fig. S5(b) and S5(c). The result is given in Table S6. It can be found that two Conv
layers in block 4 are pruned away which shows the potential of our method to reduce the number of layers.
C. Efficient Hessian Computation
C.1. Compute the Hessian of FC Layer
The mathematical operation in a fully-connected layer could be formulated as:
hoj = W
o
ijai, ai = σ(hi) (C.1.1)
where hi is the pre-activation value for node i and ai is the activation value. σ() is the element-wise activation function.
Woij stands for the weight matrix associated with operation o in edge eoij . In (Botev et al., 2017), a recursive method is
proposed to compute the Hessian H forWoij :
Hoij = ai · (ai)> ⊗Hoj (C.1.2)
where ⊗ stands for Kronecker product; The pre-activation Hessian Hoj is known and could be used to compute the
pre-activation Hessian recursively for the previous layer:
Hi = Bi(Woij)>HojWoijBi +Di, Bi = diag(σ′(hi)), Di = diag(σ′′(hi) ◦
∂L
∂ai
) (C.1.3)
In order to reduce computation complexity, the original pre-activation Hessian H and Hessian H in Eq C.1.2-C.1.3 are
replaced with their diagonal values for recursive computation. Thus the matrix multiplication could be reduced to vector
multiplication. The hessian calculation process could be reformulated as:
Hoij = a
2
i ⊗Hoj (C.1.4)
Hi = B
2
i ◦ (((Woij)>)2Hoj ) +Di, Bi = σ′(Hi), Di = σ′′(Hi) ◦
∂L
∂ai
(C.1.5)
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Table S3. Hyper-parameter update rule in Algorithm3 for CNN
Category sparse prior Rl(ω ◦W) ωl γl
(a) Shape-wise
∏
cl
∏
ml
∏
kl
N (0, γcl,ml,klInl)
Cl∑
cl=1
Ml∑
ml=1
Kl∑
kl=1
‖ωl:,cl,ml,kl ◦W l:,cl,ml,kl‖2
ωlo =
√∑
cl
∑
ml
∑
kl
|αl:,cl,ml,kl |
ωl:,cl,ml,kl = ω
l
o · Il:,cl,ml,kl
γlo =
‖Wl:,cl,ml,kl‖2
ωl:,cl,ml,kl
(t−1)
γl:,cl,ml,kl = γ
l
o · Il:,cl,ml,kl
(b) Row-wise
∏
cl
∏
ml
N (0, γcl,mlInlkl)
Cl∑
cl=1
Ml∑
ml=1
‖ω:,cl,ml,: ◦W l:,cl,ml,:‖2
ωlo =
√∑
cl
∑
ml
|αl:,cl,ml,:|
ωl:,cl,ml,: = ω
l
o · Il:,cl,ml,:
γlo =
‖Wl:,cl,ml,:‖2
ωl:,cl,ml,:
(t−1)
γl:,cl,ml,: = γ
l
o · Il:,cl,ml,:
(c) Column-wise
∏
cl
∏
kl
N (0, γcl,klInlml)
Cl∑
cl=1
Kl∑
kl=1
‖ωl:,cl,:,kl ◦W l:,cl,:,kl‖2
ωlo =
√∑
cl
∑
kl
|αl:,cl,:,kl |
ωl:,cl,:,kl = ω
l
o · Il:,cl,:,kl
γlo =
‖Wl:,cl,:,kl‖2
ωl:,cl,:,kl
(t−1)
γl:,cl,:,kl = γ
l
o · Il:,cl,:,kl
(d) Row & column-wise
∏
cl
∏
mlkl
N (0, γcl,mlklInl)
W¯ l = [W l:,cl,ml,:,W l:,cl,:,kl ]
ω¯l = [ωl:,cl,ml,:, ω
l
:,cl,:,kl
]
Cl∑
cl=1
∑ ‖ω¯l ◦ W¯ l‖2
ωlo =
√∑
cl
∑
ml
|αl:,cl,ml,:|+
∑
cl
∑
kl
|αl:,cl,:,kl |
ωl:,cl,ml,: = ω
l
o · Il:,cl,ml,:
ωl:,cl,:,kl = ω
l
o · Il:,cl,:,kl
γlo =
‖W¯ l‖2
ω¯l(t−1)
γl:,cl,ml,: = γ
l
o · Il:,cl,ml,:
γl:,cl,:,kl = γ
l
o · Il:,cl,:,kl
(e) Channel-wise
∏
cl
N (0, γclInlmlkl)
Cl∑
cl=1
‖ωl:,cl,:,: ◦W l:,cl,:,:‖2
ωlo =
√∑
cl
|αl:,cl,:,:|
ωl:,cl,:,: = ω
l
o · Il:,cl,:,:
γlo =
‖Wl:,cl,:,:‖2
ωl:,cl,:,:
(t−1)
γl:,cl,:,: = γ
l
o · Il:,cl,:,:
(f) Group shape-wise
∏
ml
∏
kl
N (0, γml,klInlcl)
Ml∑
ml=1
Kl∑
kl=1
‖ωl:,:,ml,kl ◦W l:,:,ml,kl‖2
ωlo =
√∑
ml
∑
kl
|αl:,:,ml,kl |
ωl:,:,ml,kl = ω
l
o · Il:,:,ml,kl
γlo =
‖Wl:,:,ml,kl‖2
ωl:,:,ml,kl
(t−1)
γl:,:,ml,kl = γ
l
o · Il:,:,ml,kl
(g) Group row-wise
∏
ml
N (0, γmlInlclkl)
Ml∑
ml=1
‖ωl:,:,ml,: ◦W l:,:,ml,:‖2
ωlo =
√∑
ml
|αl:,:,ml,:|
ωl:,:,ml,: = ω
l
o · Il:,:,ml,:
γlo =
‖Wl:,:,ml,:‖2
ωl:,:,ml,:
(t−1)
γl:,:,ml,: = γ
l
o · Il:,:,ml,:
(h) Group column-wise
∏
kl
N (0, γklInlclml)
Kl∑
kl=1
‖ωl:,:,:,kl ◦W l:,:,:,kl‖2
ωlo =
√∑
kl
|αl:,:,:,kl |
ωl:,:,:,kl = ω
l
o · Il:,:,:,kl
γlo =
‖Wl:,:,:,kl‖2
ωl:,:,:,kl
(t−1)
γl:,:,:,kl = γ
l
o · Il:,:,:,kl
(i) Group row & column-wise
∏
mlkl
N (0, γmlklInlcl)
W¯ l = [W l:,:,ml,:,W l:,:,:,kl ]
ω¯l = [ωl:,:,ml,:, ω
l
:,:,:,kl
]∑ ‖ω¯l ◦ W¯ l‖2
ωlo =
√∑
ml
|αl:,:,ml,:|+
∑
kl
|αl:,:,:,kl |
ωl:,:,ml,: = ω
l
o · Il:,:,ml,:
ωl:,:,:,kl = ω
l
o · Il:,:,:,kl
γlo =
‖W¯ l‖2
ω¯l(t−1)
γl:,:,ml,: = γ
l
o · Il:,:,ml,:
γl:,:,:,kl = γ
l
o · Il:,:,:,kl
(j) Filter-wise
∏
nl
N (0, γnlIclmlkl)
Nl∑
nl=1
‖ωlnl,:,:,: ◦W lnl,:,:,:‖2
ωlo =
√∑
nl
|αlnl,:,:,:|
ωlnl,:,:,: = ω
l
o · Ilnl,:,:,:
γlo =
‖Wlnl,:,:,:‖2
ωlnl,:,:,:
(t−1)
γlnl,:,:,: = γ
l
o · Ilnl,:,:,:
Table S4. Comparison of the learned architecture with other methods using LeNet-300-100 on MNIST dataset
Method Pruned Architecture Error Rate (%) FLOPs (M)
Baseline 784-300-100 1.39 0.53
SBP ((Neklyudov et al., 2017)) 245-160-55 1.60 0.10
BC-GNJ ((Louizos et al., 2017)) 278-98-13 1.80 0.06
BC-GHS ((Louizos et al., 2017)) 311-86-14 1.80 0.06
Practical `0((Louizos et al., 2018)) 219-214-100 1.40 0.14
Practical `0 ((Louizos et al., 2018)) 266-88-33 1.80 0.05
Proposed method 465-37-90 1.54 0.04
Where diag() means the operation to extract the diagonal values of input variable. If we compute Hessian with the
approximate method as Eq C.1.4-C.1.5, the multiply accumulate operation (MACs) for the pre-activatiion Hessian H
and Hessian H could be reduced from n(2m2 + 2n2 + 4mn + 3m − 1) to n(2 + 4m) with W ∈ Rn×m. (e.g. with
n = 100,m = 100, the original method requires 107.97 MMACs compared with only 0.04 MMACs for the approximate
method.)
C.2. Compute the Hessian of Conv Layer
Although the Hessian of weight matrix has been widely used in second-order optimization techniques to speed up the
training process (LeCun et al., 1990; Amari, 1998), it still remains infeasible to calculate explicit Hessian directly due to
the intensive computation burden (Martens & Grosse, 2015; Botev et al., 2017). Moreover, as most of current deep neural
networks include plenty of Convolutional (Conv) layers, it further increases the difficulty of calculation due to the indirect
convolution operation. Inspired by the Hessian calculation methods for Fully Connected (FC) layers as shown in (Botev
et al., 2017), we propose a recursive and efficient method to compute the Hessian of Conv layers by converting Conv layers
to FC layers (Ma & Lu, 2017). Therefore Hessian of the resulting equivalent FC layer is ready to be obtained. The detailed
calculation procedures are explained in the following:
Suppose a convolution operation o is selected between node i and j (i < j). The corresponding input vector, weight
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Table S5. Comparison of the learned architecture with other methods using LeNet-5 on MNIST dataset
Method Pruned Architecture Error Rate (%) FLOPs (M)
Baseline 20-50-800-500 0.83 8.85
SBP ((Neklyudov et al., 2017)) 3-18-284-283 0.90 0.69
BC-GNJ ((Louizos et al., 2017)) 8-13-88-13 1.00 1.09
BC-GHS ((Louizos et al., 2017)) 5-10-76-16 1.00 0.57
Practical `0((Louizos et al., 2018)) 20-25-45-462 0.90 4.49
Practical `0 ((Louizos et al., 2018)) 9-18-65-25 1.00 1.55
Proposed method 5-10-65-25 1.00 0.57
Table S6. Sparsity for each layer in ResNet-18 on Cifar10 dataset
conv1 conv2-5 conv6-9 conv10-13 con14-17 FC layer Total Test error
22.80%
10.06%
22.87%
20.05%
12.99%
9.24%
5.45%
4.94%
10.73%
20.64%
15.04%
10.77%
4.61%
1.43%
0.19%
0
0
10.33% 2.96%
6.58%
(baseline)
6.23%
(our method)
and output vector of this edge are denoted as Bi ∈ Rb×Ci×Hi×Wi ,Woij ∈ RC
o
j×Ci×moij×koij and Boj ∈ Rb×C
o
j×Hoj×W oj
respectively, where b is the batch size, Ci, Hi, Wi are the size of input channel, height and width; Coj is the size of output
channel, moij × koij is the kernel dimension; Hoj and W oj are the size of output height and width.
As in (Ma & Lu, 2017), Bi is converted to two dimensional matrix for FC layer, with dimension (bHojW
o
j )× (Cimoijkoij).
Similarly, the dimension of Boj is changed from b× Coj ×Hoj ×W oj to (bHojW oj )× Coj . The dimension ofWoij is changed
to R(Cim
o
ijk
o
ij)×Coj . The input vector, output vector and weight for the FC layer are denoted as Mi, Moj andWoMij .
Secondly, Mi, Moj and H
oM
j are decomposed into a total of bH
o
jW
o
j row vectors with (Mi)
n ∈ RCimoijkoij , (Moj )n ∈ RC
o
j
and (HoMj )
n ∈ RCoj (n = 1, . . . , bHojW oj ) respectively. It is easy to understand that (Mi)n, (Moj )n could be regarded as
the input vector and output vector of a FC layer with weight matrixWoMij . Then we can obtain the Hessian Hoij forWoij as
follows:
(HoMij )
n = (Mi)
n · (Mi)n> ⊗ (HoMj )n (C.2.1)
(HoMj )
n is the pre-activation Hessian which could be computed recursively. With (HoMj )
n known, the pre-activation
Hessian for (Mi)n could be calculated as:
(HMi )
n = (Bi)
nWoMij
>
(HoMj )
nWoMij (Bi)n + (Di)n
(Bi)
n = diag
(
σ′((hi)n)
)
(Di)
n = diag
(
σ′′((hi)n)
∂L
∂(Mi)n
)
where (hi)n is the pre-activation value for FC layer and L means the loss function. The pre-activation Hessian HMi could
be obtained after concatenating all (HMi )
n as
HMi = [diag((H
M
i )
1); . . . ; diag((HMi )
bHojW
o
j )] (C.2.2)
the Hessian HoMij forWoMij can be obtained as:
HoMij =
1
bHojW
o
j
bHojW
o
j∑
n=1
(HoMij )
n (C.2.3)
It should be noted that as pre-activation Hessian is a recursive variable for convolutional layer and Hessian will be used for
updating hyper-parameters which will be introduced later, both HMi and H
oM
ij should be converted back to conv type before
imparting to next layer with dimension Rb×Ci×Hi×Wi and RC
o
j×Ci×moij×koij .
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As analyzed in Sec C.1, the Hessian calculation may cost a lot of time and resource. In order to address this problem, we
propose the following approximate method:
HoMij = E(Mi)2 ⊗ E(HoMj ) (C.2.4)
HMi =
[
HˆMi ; . . . ; Hˆ
M
i
]
︸ ︷︷ ︸
(bHoutWout)
, HˆMi = (Bi)
2 ◦ ((WoMij )2E(HoMj )>) +Di (C.2.5)
where Bi = E(σ′(hi)), Di = E(σ′′(hi) ◦ ∂L∂Mi ); E() returns a vector which stands for the mean value of input variable
along feature map. An approximate pre-activation Hessian is calculated without decomposition of input variables, which
saves more than bHojW
o
j times multiply-accumulate operations (MACs).
C.3. Compute the Hessian of Architecture Parameter
After we have the computation method for the Hessian of a Convolutional layer, we need to consider the Hessian of an
architecture parameter. Now the output from node i to j under operation o becomes woijBi, where w
o
ij is the architecture
parameter and Bi stands for the input vector.
Inspired by (Botev et al., 2017), the Hessian for woij could be computed recursively as H
o
ij = E(
∑
(Bi)
2Hj), where Hj is
supposed to be the known pre-activation Hessian for Bj and Hi is the pre-activation Hessian for Bi.
Hi =
∑
o∈O
(woij)
2Hj . (C.3.1)
Since Bi and Hj are independent of each other, the Hessian Hoij could also be calculated more efficiently:
Hoij = (E(|Bi|)2Hj (C.3.2)
where E will return the mean.
D. Detailed Settings of Experiments
D.1. Architecture Search on CIFAR-10
Data Pre-processing and Augmentation Techniques We employ the following techniques in our experiments: centrally
padding the training images to 40× 40 and then randomly cropping them back to 32× 32; randomly flipping the training
images horizontally; normalizing the training and validation images by subtracting the channel mean and dividing by the
channel standard deviation.
Implementation Details of Operations The operations include: 3 × 3 and 5 × 5 separable convolutions, 3 × 3 and 5 ×
5 dilated convolutions, 3 × 3 max pooling, 3 × 3 average pooling, and skip connection. All operations are of stride one
(excluded the ones adjacent to the input nodes in the reduction cell, which are of stride two) and the convolved feature maps
are padded to preserve their spatial resolution. Convolutions are applied in the order of BN-ReLU-Conv and the depthwise
separable convolution is always applied twice (Zoph et al., 2018; Real et al., 2019; Liu et al., 2018a; 2019b).
Detailed Training Settings The network parameters are optimized using momentum SGD, with initial learning rate
ηθ = 0.1, momentum 0.9, and weight decay 1× 10−4. The batch size employed is 16 and the initial number of channels is
16.
D.2. Architecture evaluation on CIFAR-10
Additional Enhancement Techniques Following existing works (Zoph et al., 2018; Liu et al., 2018a; Pham et al., 2018;
Real et al., 2019; Liu et al., 2019b), we employ the following additional enhancements: cutout (DeVries & Taylor, 2017).
D.3. Architecture transferability evaluation on CIFAR-10
Detailed Training Settings The network is trained with batch size 128, SGD optimizer with weight decay 3 × 10−4,
momentum 0.9 and initial learning rate 0.1, which is decayed using cosine annealing.
D.4. Cells for λow = 0.007
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Figure S6. Normal cell found by BayesNAS with λow = 0.007.
Figure S7. Reduction cell found by BayesNAS with λow = 0.007.
