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Abstract-A method for automatic generation of triangnlar finite element meshes for starshaped domains i  
introduced. The mesh is simply obtained by inputting, besides the data defining the boundary of the domain, 
a positive integer parameter p for specification f the wished degree of refinement. 
It is proved that, for a very wide class of starshaped two dimensional domains, the following necessary 
condition for convergence of the finite element method is satisfied: 
There exists a strictly positive constant c, independent of p. such that: 
minm>c 
T m(T) 
vp, p=l,Z,... 
p(T) and h(T) being respectively the dieter of the inscribed circle and the largest edge of a generated 
triangle T. 
1. INTRODUCTION 
The use of finite element echniques for solving partial differential equations is even more 
suitable than other classical discretixation methods for the case when the equation is defined on 
curved or irregular domains. This is mainly due to their versatility for fitting boundary 
conditions. 
In the case of two-dimensional domains, triangular elements enable this adjustment in a 
specially easy way. 
In general, however, it is necessary to define the triangulation of the domain empirically, 
which means that data related to the discretization, such as coordinates of the vertices of the 
triangles and their numbering, must be input when running a finite element program. 
This turns out to be an even more inconvenient drawback if one wishes to improve the 
precision of approximate solutions by using finer grids. In fact, in this case, it would be 
necessary to interrupt he processing in order to redefine the partition and to input again all data 
mentioned above. 
So, it seems worthwhile to establish processes to generate partitions automatically, inwhich, 
besides the data defining the boundary, only a parameter representing the degree of refinement 
of the mesh would be given. 
In this work we present one such a method for automatic generation of triangulations 
applied to the case of starshaped two-dimensional domains. 
Let us first recall the definition of this class of domains, as it is given in [l]. 
Definition 1. Let n be a bounded open set of R” with boundary I; fl is said to be 
starshaped if there exists a point x0, x0 E R, such that for every x, x E R, the set Y 
2 = {y ] y = ax0 + (1 - a)x for some a, a E [0, I]} 
is a subset of R. 
It is well known that 2’ represents the line segment joining x0 to x. So, otherwise stated, 
Definition 1 means that for starstaped omains, every line segment joining any point x of R to a 
certain well chosen point x0, x0 E R, lies entirely in R, as suggested in Fig. 1. 
We shall call the set of all such points x0, the convex kernel of R, since it can be proved that 
it is always convex. We shall denote it by X and we clearly have # C R. 
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Fig. 1. 
The applicability of the process is related to N in the following sense: 
If p(N) # 0, p(A) being the Borel-Lebesgue measure of a set A of R’, the automatic 
triangulation method will be feasible. For instance, if 0 is convex, one can easily verify that 
N = 0. In this case the process can certainly be applied (as we will see in Section 3, it can be 
recommended if the convex domain is not too elongated). 
For non-convex domains whose concavities are not too sharp, as shown in Fig. 2(b), the 
process can still be applied. 
Now, if the domain has an empty convex kernel, our triangulation method could only be 
applied in a modified version that will be discussed in Section 5. This is the case of the 
non-convex domain shown in Fig. 2(c). 
Another case in which the method fails to apply is the one illustrated in Fig. 2(d) of a 
non-simply connected omain, also having an empty convex kernel. 
Notice that both domains of Figs. 2(c) and (d) are not starshaped 
Moreover in some cases of starshaped omains (i.e. having non-empty convex kernels) but 
for which CL(N) = 0, the method cannot be applied either. ActualIy, the applicability of the 
method depends on the possibility of expressing I by an equation in polar coordinates 
whose origin ~3 is 
non-empty closed 
)p=f(e) (1) 
suitably chosen in N, f; being a mapping from [0,27r] to [N, Ml, a bounded 
interval of R+, with N > 0, where 
(2) 
(a) 
W 
Fig. 2. (a) Convex domain; (b) Admissible non-convex domain; (c) Non-admissible non-convex domain; (d) 
Non-simply coanected domain. 
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Fig. 3. 
DejInition 2. A starshaped omain is said to be singular if there exists no mapping f as 
defined in (I), for any origin lying in JV. Conversely, if there exists at least one point 0, 0 E N, 
for which the mapping f exists, n is said to be non-singular. 
If p(N) # 0 it can be easily verified that the mapping f exists for any origin lying in k, where 
k represents the interior of N. On the other hand, if p(N) = 0, the domain may be either 
singular or non-singular. In Fig. 4(a) we show examples of singular starshaped omains and in 
Fig. 4(b) examples of non-singular ones with p(N) = 0, for which the method can be applied. 
2. THE METHOD OF PARTITIONING 
Let R be a non-singular starshaped omain of R’. So, we can choose a point 0 in K as the 
origin and (1) holds. 
We choose next an angle j3 such that 
(4) 
for a given integer n, n 2 3. 
Dejiinition 3. Given a positive integer parameter p, we define the vertices I-‘,,,, of the partition 
by 
where 
Poe = (090) and P,,,I = (pmr, k,) 
&I, =+ m = 1,2,. . . , nl 
pm,=@Q, 
P 
l=l,2 ,..., p. 
Fig. 4. (a) Singular starshaped domains with w(X) = 0; (b) Non-singular starshaped domains with c(K) = 0. 
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Fig. 5. 
In order to illustrate the aspect of the so generated mesh, we show in Fig. 5 partitions for 
fl = T/4. 
One can notice that in the case of Fig. 5 the triangulation is analogous to that of a square 
given in Fig. 6, although the latter is performed by dividing Cartesian coordinates rather than 
polar coordinates. 
P’2 p-3 
Fig. 6. 
Described in simpler terms, the method of partioning consists of homotetically reducing R 
with rate l/p, I = 1,2,. . . , p. Each one of the p reduced boundaries is divided into nl curved 
segments by the straight line passing by the origin, with slopes multiples of p/l. 
By definition, the partition is uniquely determined by the positive integer parameters p and n. 
However, only the first one determines the degree of refinement of the mesh. 
Notice that, by this process, the boundary is successively approximated by polygons tending 
to r as p increases. Although this approximation implies changes in the original boundary 
conditions, one can prove that in many cases it does not bring in any significant additional 
error[2]. In any case, if necessary, one can use isoparametric finite elements. 
It should also be pointed out that this process generates basically two kinds of triangles as 
shown in Fig. 7: 
(1) Those having two vertices on a reduced boundary with ratio (I+ 1)/p and the third one 
on the reduced boundary with ratio l/p, I= 0, 1, . . . , p - 1. 
. .. ‘:. . ,. 
. - ;; 
. ..‘. 
.;... 
:,.: ., 
. * *_ ‘.‘, . 
I st kind 
2 nd kind 
8=(m+ 
Fig. 7. 
f(8)/P 
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Fig. 8. 
(2) Those having two vertices on a reduced boundary with ratio l/p and the third one on the 
reduced boundary with ratio (I + 1)/p, I = 1,2,. . . , p - 1. 
However it may happen that triangles overlap as in the case of the domain shown in Fig. 8 
where the common parts are shown on the triangles eparately with the same drawing. 
This occurs in this case because triangle 2 of the second kind happens to be oriented in the 
same way as one of the first kind. 
We can correct this by changing the sign of contributions of integrals over such triangles. In 
order to achieve this, in practice, all we have to do is the following: 
Suppose that the Cartesian coordinates (xi, yi), i = 1,2,3 of the Vertices of the triangles have 
been calculated and that we number these so that (xi, yr) is the vertex lying alone on one of the 
two reduced boundaries. Now using the fact that key data for the processing is the area 0.5 JSI 
of each triangle, it suffices to calculate it by means of 
s = IS231 - (ISZI + ISnl) 
where Sij is twice the area of the triangle with vertices (xi, yi), (xi, yj), (0,O). We have: 
So if the triangle is of the first kind S should be positive. If not we change the sign of 
integrals that are calculated over this triangle. 
Analogously, if the triangle is of the second kind, S should be negative. If not, the same 
change of sign must be applied. 
Fig. 9. 
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Fig. 10. 
Here it seems useful to introduce an integer variable IKIND associated with the triangles, 
taking the value + I for the first kind or - 1 for the second kind. So we can calculate the area 
simply by 0.5 S, its sign being adjusted by multiplication by IKIND. 
We finally make some remarks concerning the computer implementation of our dis- 
cretization process in the case in which the boundary is given by a certain finite number of 
points Pi = (Xi, yi). 
We can simulate I’ by interpolating the Pi’s linearly, for instance. Thus all we have to do, in 
order to simulate also the equation p =f(f?) is the following: 
(1) Choose Pi such that xl > 0 and yI = 0. 
(2) Number the other Pi’s sequentially along F and calculate their polar coordinates (pi, 0i). 
(3) If 0i 5 0 I ei+i then f(0) = v, where P is the intersection of the line y = (&0)x with the 
segment pipi,l. 
In this case, however, increasing the value of p excessively is not convenient, since after a 
certain degree of refinement, no further reduction of the discretization error can be expected. 
3. CONDITIONS OF REGULARITY OF THE PARTITION 
One of the main purposes of a discretization method of differential equations is providing 
convergence of the sequence of approximate solutions to the exact solution as the mesh is 
made arbitrarily fine. 
In the case of the Finite Element Method, the standard convergence results are the 
following[2]: 
If we denote by ef the error expressed in a suitable norm of an approximate solution 
calculated with a given partition P, we have 
hp” 
ep 5 C p,where 
-hp and pp are such that 
h(T) and p(T) being, respectively, the diameter of the circumscribed and inscribed circles for a 
given element T of the partition P. 
-C is a positive constant independent of P. 
-k and m are positive real numbers, k > tn. 
So, if we use a family 9 of successively refined partitions P, for which there exists a strictly 
positive constant c such that: 
I,,g,,,,i (5) 
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convergence of the process is assured, for in this case 
lim ep = 0 as required. 
hp-6 
Definition 4. If condition (5) is satisfied, we say that C? is a regular family of partitions of R. 
For triangles, the regularity of a family of partitions can be equivalently expressed as 
follows: 
There exists a strictly positive constant c such that: 
VP E 9 (6) 
where 
L(T) being the semi-perimeter of triangle T. 
Now we shall discuss the questions that immediately arise from Definition 4. 
(1) Is there a family of partitions constructed according to Definition 3, for p = 1,2,3,. . . , 
satisfying (6)? 
(2) If so, for which kind of domain would (6) be satisfied? 
In order to get a proper answer to both questions, we shall derive sufficient conditions for 
the regularity of the family of partitions {P p } ,,_ ,, 2, 3,. in the sense of Definition 4. 
In the following we assume that f is Lipschitzcontinuous over each Ii, where 
I Zj-[(J-l)fi,Jfl] j=l,2 ,..., tl. (7) 
THEOREM 1. If for the chosen origin and value of n, n B 4, the function f given by (1) is such 
that: 
(1) There exist Lj L 0, j = 1,2, . . . , n such that 
If(e) -f(e’)l 5 Ljle - 8’1 ve, 8’ E Zj. 
(2) 14x1 given by 
/ y(x)=Ax2-p-v 1 
is strictly positive for x = (NJLi), j = 1,2,. . . , n, where 
/cL=3B2 I 
3 P2 v=3/3 +qsin/3 
(8) 
(9) 
(10) 
(11) 
and 
W = $f(e) 
I 
(12) 
then the family of partitions of Definition 3 for p = 1,2,. . . , is regular. 
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Furthermore, the value of c can be given by 
min Y L, l----l c = I+- ( ,) 55 ( > !!i max a Lj lajsn (13) 
where 
;I (14) 
and 
Proof. According to (6), the theorem will be proved, if we can find strictly positive upper 
and lower bounds for Lp and pp respectively, so that pp/Lp will be bounded away from zero 
independently of p. Taking into account hat L(T)p(T) = 2S(T), S(T) being the area of triangle 
T, we have 
p(T) _ WV _+ 
L(T) [Luv 
So we derive first of all an upper bound for the semi-perimeters of triangles of partition P. 
Without loss of generality, we shall restrict the discussion to the first sector, i.e. 0 5 8 I /3. We 
have basically three kinds of sides a, b and c, as shown in Fig. 7 (m = 0, 1, . . . , I - 1). 
Here we consider 
and L the Lipschitz constant of f on [0, /3]. 
Now we consider the triangle having one side coinciding with side a and the opposite vertex 
at the origin. 
From Fig. 11 we get 
where 
Fig. 11. 
tThe convenience of using the ratio 23 T)/[L( T)]' for proving this theorem was pointed out to US by C. TomeiD]. 
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So we get 
On the other hand, from elementary geometry we get 
h 2’ = --f(&) sin 6. 
Thus we have 
Since the maximum of the function sinx/x is one we get: 
which finally gives: 
For side b we use a similar argument and from Fig. 
bld+g+h 
Thus we have 
12 we get: 
and 
Finally we have 
which gives 
133 
(16) 
Fig. I?. 
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Similar calculations give also for side c 
So (16), (17) and (18) give: 
Let us now derive a lower bound for 2S(T). Here we must consider separately the two kinds of 
triangles of the partition as shown in Fig. 7. With the usual indexation of the vertices we obtain 
for triangles of the first kind: 
2pZS(T) = (I + l)2f(t?,)f(0,) sin (62 - 03) - W f l)f OM_f(~2~ sin (62 - @I) +f (03) sin (01 - 6311 
where 
ef = W. 
i ’ 
f12=frn; e,=-@- for m=O,l,..., i, 
1-I-l 1+1 
f=O,l,..., p-l. 
Since 
and 
we get, after simple calculations: 
2p*S(T)z((I+ l)2sin~-(~2+~)[sin~+sin~]][f(~,)]z 
-f(&)L$ 
I 
(f-m)sinw+m sin$$j+(f+l)sinj-&] 
_pZL2(wm . _&. 
i2 ?+1* 
Now we have: 
and 
(l-T)m sin&s$sinjX 
1 
On the other hand 
(i+l)2sinj-$- (12+O[sin 1(1+1) +sinl(I+l) 
(I 4 1 
= (I + l)* sin j-$-i - 2(12 + I) sin 5@%) cos (~~~~~~ 
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B B z2(1+1)*sin2(1Cos-- -_!L 2(1+ 1) 2(1* + 0 sin 2(1 + ,) 
z(l+l)sin&-2(12+0sin&[l-cos&] 
2(1*+I) sinB 82 2(1+ 1)8(1+ l)** 
Since sin x/x is a decreasing function and sin x an increasing function on [0, /3] we get: 
(I + I)* sin &-(l*+l)[sin~+sinl(l”+B,) 1 B2 . B rsinfl--sm-. 4 2 
Thus we have: 
2p*S(T) 2 (sin B - $ sin t 
> 
N* - 3S2ML - $ sin /3L*. 
Since M 5 N + L/3 we finally get for triangles of the first kind: 
2p*S(T)r (sin/3 -$sin$) .z 4 -3#J*NjLj-($sin/3+3/3’)L,‘. 
Fortrianglesofthesecondkindwehavem=O,l,..., l-1,1=1,2 ,..., p-1,and 
(20) 
2p*S(V = (I*+ Of(WW2) sin (f-92 - 61) +fW3) sin (01 - @3)1- r*f(e,)j(ed sin (et - e,), 
where 
0 I _(m+l)B: 1+1 ’ 
e2_(m+1)B. 
1 ’ 
Similar arguments lead to: 
2p*S(T) 5 [ 2(1* + I) sin$ cos (I $r+-li)” - I2 sin f] [f(e,)*] 
- (m+I)Sin$j$++(l-m)sin(:(~+mf+Isin@]@f(e,) 
[ 1 
-B 
zO-m)(m t- IIsingL2 
(1 f u* I * 
Thus setting m = 1 in the coefficient [f(&)J* we get 
2p2S(T)~lsin~N2-3~(1+1)sin~LM-~sin~L2 
which gives, just as in the previous case 
2p*S(T) 2 sin ~N~-3~*NiLj - ($ sin p + 3p3)~F . 
From (21) we conclude that (20) holds for any triangle of the partition P. 
(21) 
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Now noting that 
P2 . P sin p - -j- sm 5 > 0 for any value of n, n 2 4, 
according to (20), S(T), and consequently c, will be bounded away from zero whenever 
assumption 2 is fulfilled, and the theorem is proved. 
Remark. One can verify from the proof of Theorem 1, that assumptions 1 and 2 immediately 
exclude overlapping of triangles. 
As we see, the only condition imposed on a non-singular starshaped omain so that the 
family of partitions generated by the process described in Definition 3 is regular, is the 
following: 
One can find an origin lying in N and a value of jI for which the positive root r(p) of y(x) 
given by (8) is such that: 
min [Nj-r(P)Ljl>O - (22) 
ISjSll 
Notice that, according to (9), (10) and (1 l), r(b) can be made arbitrarily small as /3 
decreases. So, for a certain origin, it is always possible to choose n such that: 
(23) 
Thus, the regularity condition (6) can be automatically satisfied, provided that f is Lipschitz- 
continuous. Notice that it is so in all but cases such as those of the domains hown in Fig. 4(b). 
We prefer however to consider such cases as rather unlikely to occur in practice. 
A final remark on this regularity condition is the following: 
Even excluding the case of non-Lipschitz continuous f, one should not take small values of 
p, as the corresponding discretization error could become too large. Notice that values of j3 
satisfying assumption 2of Theorem 1 are only sufficient o provide convergence, and this only 
theoretically. In practice, larger values of p could eventually be used. 
CPROCEDURES FORCOMPUTERIMPLEMENTION 
Since the process we introduced in this paper has the main purpose of rendering com- 
putation with finite elements as automatic as possible, we give a short account of the treatment 
of essential data for the processing. 
It is well known that running a finite element program can basically be carried out by simply 
inputting, besides the data of the differential equation, the data defining precisely the elements. 
In this case the coordinates of the 3 vertices of the triangles are the data normally used. So 
we give here a process for calculating these coordinates given the number of a triangle. Of 
course, a rational process of numbering should also be used. However, this we perform only for 
n = 8 (/3 = 7r/4) for, as we mentioned earlier, in this case we have correspondence between our 
partition and the standard one of a square, as shown in Fig. 13 for the value p = 2. 
The way of numbering the triangles illustrated in Fig. 13 corresponds to a process of 
numbering degrees of freedom that is usually considered an efficient one, in the sense of 
minimizing the maximal band width of the matrix of the discrete problem[4]: the numbering 
should be performed so that, along parallel trails containing approximately an equal number of 
elements, the numbers increase in a fixed direction, the trails being numbered sequentially. 
Since this is optimally achieved in the case of a square, we pied to follow the same principle for 
general domains. More details concerning the problem of numbering degrees of freedom can be 
found in [3] and [4] where maximal band widths in terms of p are given for some finite 
elements. 
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Fig. 13. 
Fig. 14. 
We give next FORTRAN procedures for calculating the coordinates of the vertices of a 
given triangle with number IT, for a certain value of p, /3 = r/4. Here we suppose that the domain 
has two axes of symmetry. In this case, if the other data of the differential equation also have this 
symmetry property, we can work in one quarter of the domain, reducing significantly the 
computational effort. 
The numbering of the triangles would be now of the form shown in Fig. 14. 
Of course, changing the procedure below for the non-symmetric case or the case with one 
axis of symmetry is not a difficult matter. 
Another subroutine for relating the numberings of both triangles and degrees of freedom 
should also be written. This may be done by storing the data in an integer matrix N(Z, .Z), where 
Z stands for the number of the triangle and J for the order of the degree of freedom related to 
this triangle. So N(Z,.Z) is the Jth degree of freedom of the Zth triangle. 
The following procedure is to be used in the case when the boundary is given by a finite 
number of points whose coordinates are stored in the vectors 21 and 22. If the boundary were 
given by an equation p = f(0), the FUNCTION given below would have to be replaced 
accordingly. 
SUBROUTINE TRANS 
COMMON 21(20),Z2(20),ANG(20),N 
DC 1 I=l,N 
AN;(I)=ATAN(Z2(I)/Zl(I)) 
1 CONTINUE 
RETURN 
END 
FUNCTION F(TETA) 
COMMON z1(20),22(20),ANG(20),N 
DO 3 I=l.N 
IF ?TETA~ANG(I)) 5,4,3 
3 CONTINUE 
K=l 
L=N 
GOT0 8 
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4 F=SQRT(Zl(I)**2+Z2(1)**2) 
RETURN ' 
5 K=I 
L=I-1 
8 Z~~=(Zl(K)*z2(L)-z2(K)*Zl(L))/(TETA*(Zl(K)-Zl(L))-Z2(K)+Z2(L)) 
Z2~=(Z~(K)*Z2(L)-z2(K)*zl(L))/(Zl(K)-Zl(L)-l./TETA*(Z2(K)-Z2(L))) 
F=SQRT(ZlG**2+22G**2) 
RETURN 
END 
SUBROUTIrJE COORD(IT,X,Y,H,P) 
COMMON z1(20),22(20),Ax(20),N 
DIMENSION X(3),Y(3) 
INTEGER P 
IC=(IT-1)/(2*P) +l 
IQ=2 
IR=-(IC-1)*2*P+IT 
IR=2*P-IR+l 
IF ((IR/2)*2 . NE .IR) IQ=1 
IR=(IR+1)/2 
TETA=ATAN(l.) 
IO=IR 
IF(IR.GT.IC) IO=IC 
IO=P-IO+1 
IF(IO.EQ.l) COT0 9 
Al=TETA*(l.+FLOAT(IC-IR)/FLOAT(IO-1)) 
GOT0 19 
9 A!=TETA 
10 Rl=F(Al)*FLOAT(IO-l)*H 
IF (IR-IC) 3,4,5 
3 IF(IQ.EQ.l) GOT0 6 
A2=TETA*(l.+FLOAT(IC-IR -l)/FLOAT(IO-1)) 
)/FLOAT(IO)) A3=TETA*il.+FLOAT(IC-IR 
R2=F(A2)*FLOAT(IO-l)*H 
R3=F(Aj)*FLOAT(IO)*H 
GOT0 7 
6 A2=TETA*(l.+FLOAT(IC-IR 
Aj=TETA*(l.tFLOAT(IC-IR 
R2=F(A2)*FLOAT(IO)*H 
)/FLOAT(IO)) 
tl)/FLOAT(IO)) 
R3=F(Aj)*FLOAT(IO)*H 
GOT0 7 
4 ALFA=TETA/FLOAT(IO) 
IF(1Q.EQ.i) GOTC 8 
A2=TETA-ALFA 
A 3 =TETA 
R2=F(A2)*FLOAT(IO)*H 
R3=F(A3)*FLOAT(IO)*H 
GOT0 7 
8 A2=TETA 
Aj=TETAtALFA 
R2=F(A2)*FLOAT(IO)*H 
R?=F(A3)*FLOAT(IO)*H 
GOT0 7 
5 IF(IQ.EQ.l) GOT0 11 
A2=TETA*(l.+FLOAT(IC-IR-l)/FLOAT(IO)) 
Aj=TETA*(l.tFLOAT(IC-IR)/FLOAT(IO)) 
R2=F(A2)*FLOAT(IO)*H 
Rj=F(A3)*FLOAT(IO)*H 
GOTO 7 ---_ , 
11 A2=TETA*(l.+FLOAT(IC-IR)/FLOAT(IO)) 
Aj=TETA*(l.+FLOAT(IC-IR+l)/FLOAT(I&l)) 
R2=F(A2)*FLOAT(IC)*H 
Rj=F(Aj)*FLOAT(IO-l,*H 
7 X(l)=Rl*COS(Al) 
Y(l)=Rl*SIil(Al) 
X(2)=R2*COS(A2) 
Y(2)=R2*SI?!(AZ) .~, 
X(3)=R3*COStA3j 
Y(J)=R3"SIiJ(A3) 
RETURN 
END 
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(1) Let us tirst consider the problem of choosing the origin of coordinates. As we know, it 
must lie in the convex kernel of the domain. But one should try to choose this point optimally 
so that the discretization error becomes as small as possible. In other words, taking into 
account he convergence results for finite elements, all we have to do is maximize the constant 
c given by (13). 
However, we do not believe that using standard or even simplified algorithms for searching 
for the optimal origin make up for the reduction of the error that one can expect. So, we only 
suggest arather rough method of choosing the origin to be used just in case one simply does not 
want to do it empirically. 
We first take a set of points {Oi}i,r,t,.. ,m lying in the convex kernel N, for instance, the 
nodes of a rectangular mesh. 
Now we choose as the origin that Oi which maximizes a discretized expression of c. This 
discretization can be achieved by means of the following process: 
We choose some points Pi, j = 1,2,. . . , N, of I, so that the domain is reasonably ap- 
proximated by a polygon with vertices Pi. 
We next calculate the distances: 
f(e/) = 01Pj; Oi = (Uiy Oi); Pj = (xj7 Yj) 
( f(e,i) = d(Xj - Ui)* + (Yj - Ui)* ] (24) 
and the approximate derivatives: 
where 
(25) 
PjPj+l = d/cXj - Xj+t)* + (Yj - Yj+l)* (26) 
andi=1,2 ,..., m;j=l,2 ,..., N. 
Now we look for the maximum over i, 1: i zs m, of the following expression (corresponding 
to case n 2 4) 
(27) 
where the maxima and the minima are taken over j, 11 j IN. Notice that the obtained 
maximum should be strictly positive. The idea is illustrated in Fig. 15. 
(2) We would also like to suggest apossible modification of the discretization process to be 
used in the case of non-starshaped domains (or singular starshaped). Here we suppose that it is 
possible to divide the domain in non-singular starshaped subdomains. 
A typical case is shown in Fig. 16. We choose origins Or and 4 in both subdomains R, 
and R2, respectively, so that in the triangles having the common edge fi, n fi2, the opposite 
angles are equal to: 
Pi =%3 ?Ji being an integer, i = 1,2, respectively. 
1 
Except for those two sectors, the triangulation is performed normally. However, the 
compatibility condition for finite elements will no longer be satisfied if we triangulate these 
neighboring sectors by dividing the angles as prescribed by Definition 3. That is why we use a 
partition based upon the division of the common edge instead, as illustrated in Fig. 17. 
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Fig. 17. 
Of course, now the procedure of automatic numbering of the elements and degrees of 
freedom become, in general, much more complex than in the.case of starshaped omains. 
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