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ABSTRACT 
The objective of this paper' is to  provide a robust re- 
presentation of moving images based on layers. To that 
goal, we have designed efficient motion estimation and 
segmentation techniques by affine model fitting suitable 
for the construction of layers. Layered representations, 
originally introduced in [4] are important in several ap- 
plications. In particular, they are very appropriate for 
object tracking, object manipulation and content-based 
scalability which are among the main functionalities of 
the future standard MPEG-4. In addition a variety of 
examples are provided that give a deep insight into the 
performance bounds of the representation of moving 
images using layers. 
1. INTRODUCTION 
The basic idea behind the new standard MPEG-4 [l] is 
to represent the world understood as a composition of 
audio-visual objects, following a script that describes 
their spatial and temporal relationship. This type of 
representation should provide the possibility that the 
user interacts with the various audio-visual objects in 
the scene, in a way similar to the actions taken in every- 
day life. Although this content-based approach to the 
scene representation may be considered evident for a 
human being, it represents in fact a revolution in terms 
of video representation architecture used in the availa- 
ble standards, since it allows a jump in the type of 
functionalities that may be provided to the user. A 
scene represented as a composition of (more or less 
independent) audio- visual objects offers to  the user 
the possibility to  p lay  with the scene content, by chan- 
ging some of the objects characteristics (e.g. position, 
motion, texture or shape), by accessing only selected 
parts of scene or even by cut and pasting objects from 
one scene to  another. Content and interaction are thus 
central concepts in MPEG-4 [2, 31. 
An approach to represent the visual world in terms of 
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Figure 1. Representation of moving images 
using layers 
objects (called Video Object Planes, VOP's, in MPEG- 
4) is the representation in layers proposed by Wang and 
Adelson [4]. Each layer contains three different maps: 
1) the intensity map, 2) the alpha map, which defines 
the opacity or transparency of the layer at each point 
and 3) the velocity map which describes how the map 
should be warped over time. To clearly show the con- 
cepts behind the layered representation, Figure 1 ad- 
vances our own results on the layered representation of 
the Flower Garden sequence. The representation has 
been able to extract four different layers corresponding 
to the tree, the houses, the garden and the background. 
The last image represents the reconstruction obtained 
from the different layers. In each layer all the visible 
information of the corresponding object is accumula- 
ted in one single extended frame. Notice that this re- 
presentation allows manipulation of the content of the 
scene and besides each frame is defined only through 
the motion parameters what gives a very compact re- 
presentation very useful in video coding applications. 
Our construction of the layers follows conceptually 
the approach presented in [4], but using more efficient 
and robust techniques. The process implies two ba- 
sic operations: 1) a local motion estimation and 2) a 
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motion segmentation by affine model fitting. We have 
developed a simple and yet robust method to find the 
motion field. The technique is presented in Section 
2. Once a set of affine models has been found, simi- 
lar models are grouped based in a mean-square dis- 
tance between the motion vectors of the pixels belon- 
ging to each of the models being compared. This gives 
an efficient motion segmentation strategy which is ex- 
plained in Section 3. Section 4 provides some results 
of reconstructed sequences using this layered approach 
along with an example of object manipulation. Finally, 
Section 5 draws some conclusions. 
2. ROBUST M O T I O N  ESTIMATION 
In order to estimate the motion field of the scene, we 
estimate first an initial approximation of the motion of 
some pixels located in a rectangular grid using block 
matching techniques. Given the position r' of a pi- 
xel and a vector motion v' = (zl,,zly) 1 Izlzl,]wyl < 
maximum displacement, the following cost function 
is defined: 
where W ( 3  is a neighboorhod of ?and I t ,  It-1 are the 
actual and previous images. The motion vectors of the 
remaining pixels are interpolated from these first ones. 
Due to local minima of the cost function, some motion 
vectors may be erroneous. To improve these motion 
vectors, a motion gradient is found for each pixel: 
Then for those pixels whose motion vectors are above 
the mean of all the gradients, the motion vectors are 
recalculated using a bigger W ( 3 .  The interpolated mo- 
tion vectors are refined with integer precision. The fi- 
nal motion vector for each pixel of the whole image is 
obtained through a refinement process based on one 
third-pixel accuracy. 
Please notice that if occluded areas of It-l are unco- 
vered in I t ,  the cost function G(F,i?) cannot give the 
correct motion estimation vector. To minimize this 
problem, the above explained technique is applied to 
estimate the motion field between It y It+l. This in- 
formation is used to compensate for the errors of the 
first motion field (It-1 and It) .  Figure 2 shows the 
motion field obtained for the first two images of the 
Flower Garden sequence. This figure shows a motion 
vector per pixel, an acceptable motion field and a quite 
good performance in the contours. 
Figure 2. 
sequence between the first two images 
Motion field of the Flower Garden 
3. ROBUST MOTION SEGMENTATION 
The next step is to segment the motion vector field by 
fitting an affine motion model. The objective is that 
those regions of the image with the same affine mo- 
del will be grouped. As we do not have a reliable ini- 
tial image partition, the image is initially partitioned 
in rectangular regions. For each of these rectangular 
regions, the best affine model in the minimum square 
sense is found. Once a set of affine models have been 
found, similar models are grouped based in a mean- 
square distance between the motion vectors of the pi- 
xels belonging to  each of the models being compa- 
red. Then, a motion segmentation process is applied 
through an iterative k-means clustering algoritm. Two 
models are grouped each time. The ordering in which 
all the model pairs are grouped is of paramount im- 
portance as it will fix the stability and convergence of 
the technique. The distance between two given affine 
models a, and aj belonging respectively to  the regions 
R, and R3, is defined as 
where n indicates the number of pixels of Ri U Rj, 
V,, (3 and VaJ (3 the motion vectors represented by ai 
and aj in the position r'. Once the distance between 
two affine models is defined, the grouping of models is 
done according to the following steps: 
1. Find the pair ( i , j )  such that the distance between 
the corresponding models is minimum: 
dist(ai,aj) 5 dist(ak,al) V (k,l) # ( i , j )  
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2. 
3. 
Group ai and aj in a single model, which gives the 
best estimation of the motion field of the regions 
Ri and Rj. 
Iterate the process while dist(dist(ai, aj) is less 
than a prespecified threshold. A threshold of 1 
pixel is a very reasonable option for most of the 
sequences. 
Using this grouping technique, the segmentation algo- 
rithm proves to be very efficient as it gives very reliable 
final models at a fast convergence rate. We believe that 
this technique represents also an important improve- 
ment with respect to  the original technique presented 
in [4]. After the completion of the k-means, unassigned 
pixels of the segmentation process are assigned using lu- 
minance criteria. As an example, Figure 3 has only nee- 
ded four iterations to  segment the motion field, starting 
from a list of affine models obtained from an original 
decomposition of the image in rectangular regions of 
36 x 24 pixels. The motion information obtained in the 
first image is used as initial condition of the k-means al- 
goritm in the following image, and so forth. Thanks to 
this projection process, the following images need only 
two iterations. Figure 4 and Figure 5 show the original 
sequence Flower Garden and its corresponding segmen- 
tation. We are currently working with better initial 
segmentations other than rectangular regions. In ad- 
dition we have performed a series of experiments using 
an initial manual segmentation of the first image, that 
greatly improves the stability of the motion estimation 
process over time. This may show that for some appli- 
cations, a semi-automatic procedure can be developed 
for the representation of moving images with layers. 
4. RESULTS 
The robust segmentation technique explained above 
provides a series of non-overlapped regions that will be 
used to form the final layers. Our layer synthesis ap- 
proach follows very closely to  the original one presented 
in [4]. To prove the feasibility of our approach, Figure 6 
and Figure 7-b present the reconstruction of three con- 
secutives frames of the Flower Garden sequence and 
the 15th frame of the Mobile Calendar sequence using 
the approach described above. Although it is not pos- 
sible to fully appreciate in these still images the im- 
provements of our method over the time domain, the 
reconstruction of the image it is believed to be of a very 
good quality. As a very basic example of object ma- 
nipulation, Figure 7-c shows the same image with the 
ball removed. Please also notice the quality of the re- 
constructed image, specially in the location of the ball. 
All these sequences have been obtained using a rectan- 
gular initial partition. Improvements may be expected 
using more efficient initial segmentations. 
a) Initial, n = 0. b) n = 1. 
c) n = 3. d) Post-processed 
after n = 4. 
Figure 3. Results of the motion segmentation 
between frames #1 and #2 of Flower Garden af- 
ter different iterations. White zones represent 
unassigned pixels 
5. CONCLUSIONS 
A robust representation of images using layers has been 
presented in this paper. To that end, robust motion es- 
timation and segmentation techniques have been pre- 
sented. Examples of image reconstruction and object 
manipulation have been provided which proves the fe- 
asibility of the approach. 
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4 #5 b) #15 c) #25 
Figure 4. Original Flower Garden Sequence 
a) #5 b) #15 c) #25 
Figure 5. Segmentation of Flower Garden 
4 #5 b) #15 c) #25 
Figure 6. Reconstruction of FZower Garden using the proposed approach 
a) Original b) Reconstruction c) Object manipulation 
Figure 7. Reconstruction of Mobile Calendar and object manipulation using layers 
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