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The k-Coloring problem is to decide whether a graph can be colored with at most k colors
such that no two adjacent vertices receive the same color. The List k-Coloring problem
requires in addition that every vertex u must receive a color from some given set L(u) ⊆
{1, . . . ,k}. Let Pn denote the path on n vertices, and G+H and rH the disjoint union of two
graphs G and H and r copies of H , respectively. We show that List k-Coloring is ﬁxed-
parameter tractable on graphs with no induced r P1 + P2 when parameterized by k + r,
and that for any ﬁxed integer r, the problem k-Coloring restricted to such graphs allows
a polynomial kernel when parameterized by k. Finally, we show that List k-Coloring is
ﬁxed-parameter tractable on graphs with no induced P1 + P3 when parameterized by k.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Graph coloring involves the labeling of the vertices of some given graph by integers called colors such that no two
adjacent vertices receive the same color. The corresponding k-Coloring problem is to decide whether a graph can be
colored with at most k colors. Because k-Coloring is NP-complete for any ﬁxed k 3, there has been considerable interest
in studying its complexity when restricted to certain graph classes. One of the most well-known results in this respect
is due to Grötschel, Lovász, and Schrijver [11] who show that k-Coloring is polynomial-time solvable for perfect graphs.
More information on this classic result and on the general motivation, background and related work on coloring problems
restricted to special graph classes can be found in several surveys [24,26] on this topic. In this paper we consider graph
classes deﬁned by a forbidden induced subgraph. In contrast to previous papers on this topic [3–6,8,10,12,15–19,21,23,27],
we focus on the parameterized complexity. Before we summarize these results and explain our new results, we ﬁrst state
the necessary terminology and notations.
1.1. Terminology
We only consider ﬁnite undirected graphs G = (V , E) without loops and multiple edges. We sometimes denote the vertex
set of G by VG . We write G[U ] to denote the subgraph of G induced by the vertices in U , i.e., the subgraph of G with vertex
✩ The results of this paper can also be found in an extended abstract that was presented at the 37th International Workshop on Graph-Theoretic Concepts
in Computer Science (WG 2011).
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neighbors of a vertex u ∈ V , whereas N(S) = {v ∈ V \ S | uv ∈ E for some u ∈ S} denotes the set of neighbors of a set S ⊆ V ,
and N[S] = N(S) ∪ S . A subset D ⊆ V is a dominating set of G if every vertex in G belongs to D or is adjacent to a vertex
of D . In that case we also say that G[D] is dominating. A subset X ⊆ V is independent if there is no edge between any two
vertices of X . We refer to the textbook by Bondy and Murty [2] for any undeﬁned graph terminology.
The graph Pn denotes the path on n vertices. The disjoint union of two graphs G and H is denoted G + H , and the
disjoint union of r copies of G is denoted rG . A linear forest is the disjoint union of a collection of paths. Let H be a graph.
We say that a graph G is H-free if G has no induced subgraph isomorphic to H .
A (vertex) coloring of a graph G = (V , E) is a mapping φ : V → {1,2, . . .} such that φ(u) = φ(v) whenever uv ∈ E .
We call φ(u) the color of u. A k-coloring of G is a coloring φ of G with φ(V ) ⊆ {1, . . . ,k}, where we used the notation
φ(U ) = {φ(u) | u ∈ U } for U ⊆ V . If G has a k-coloring, then G is called k-colorable. Recall that the problem k-Coloring is to
decide whether a given graph admits a k-coloring. Here, k is ﬁxed, i.e., not part of the input. If k is part of the input, then we
denote the problem as Coloring. The optimization version of this problem is to determine the chromatic number of a graph,
i.e., the smallest k such that G has a k-coloring. A list assignment of a graph G = (V , E) is a function L that assigns a list
L(u) of so-called admissible colors to each u ∈ V . If L(u) ⊆ {1, . . . ,k} for each u ∈ V , then L is also called a k-list assignment.
Equivalently, L is a k-list assignment if |⋃u∈V L(u)| k. We say that a coloring φ: V → {1,2, . . .} respects L if φ(u) ∈ L(u)
for all u ∈ V . For a ﬁxed integer k, the List k-Coloring problem has as input a graph G with a k-list assignment L and asks
whether G has a coloring that respects L.
We ﬁnish this section with a short introduction to parameterized complexity; for a more in-depth discussion we refer
to Downey and Fellows [9] and Niedermeier [22]. In parameterized complexity theory, we consider the problem input as
a pair (I,k), where I is the main part and k the parameter. The complexity class XP consists of parameterized decision
problems Π such that for each instance (I,k) it can be decided in O ( f (k)|I|g(k)) time whether (I,k) ∈ Π , where f and g
are computable functions depending only on the parameter k, and |I| denotes the size of I . So XP consists of parameterized
decision problems which can be solved in polynomial time if the parameter is a constant. A problem is ﬁxed-parameter
tractable if an instance (I,k) can be solved in time O ( f (k)|I|c), where f denotes a computable function and c is a constant
independent of k. The class FPT ⊆ XP is the class of all ﬁxed-parameter tractable decision problems.
A well-known technique to show that a parameterized problem Π is ﬁxed-parameter tractable is to ﬁnd a reduction to a
problem kernel. This technique replaces an instance (I,k) of Π with a reduced instance (I ′,k′) of Π called a (problem) kernel
such that the following three conditions hold:
(i) k′  k and |I ′| g(k) for some computable function g;
(ii) the reduction from (I,k) to (I ′,k′) is computable in polynomial time;
(iii) (I,k) is a Yes-instance of Π if and only if (I ′,k′) is a Yes-instance of Π .
An upper bound g(k) on |I ′| is called the kernel size, and a kernel is called polynomial if the kernel size is polynomial in k.
It is well known that a parameterized problem is ﬁxed-parameter tractable if and only if it is kernelizable (cf. [22]).
1.2. Related work
Král’, Kratochvíl, Tuza and Woeginger [17] completely determined the computational complexity of Coloring for graph
classes characterized by a forbidden induced subgraph and achieved the following dichotomy.
Theorem 1. (See [17].) Let H be a ﬁxed graph. If H is a (not necessarily proper) induced subgraph of P4 or of P1 + P3 , then Coloring
can be solved in polynomial time for H-free graphs; otherwise it is NP-complete for H-free graphs.
Theorem 1 justiﬁes a study into the computational complexity of the k-Coloring problem for H-free graphs. Combining
results of Holyer [13], Kamin´ski and Lozin [15] and Leven and Galil [20] implies the following theorem (cf. [10]).
Theorem 2. For any k 3, the k-Coloring problem is NP-complete for the class of H-free graphs whenever H is not a linear forest.
We now consider the case when H is a linear forest. It is known that 4-Coloring is NP-complete for P8-free graphs [4]
and that 6-Coloring is NP-complete for P7-free graphs [3]. On the positive side, it is known that k-Coloring is polynomial-
time solvable on sP2-free graphs for any two integers k and s by combining a result of Balas and Yu [1] on the maximal
number of independent sets in an sP2-free graph with a result from Tsukiyama et al. [25] on the enumeration of such
sets. Combining this result with the results of the papers by Broersma et al. [4], Couturier et al. [7], Hoàng et al. [12], and
Randerath and Schiermeyer [23] leads to the following theorem (cf. [10]).
Theorem 3. The k-Coloring problem can be solved in polynomial time for H-free graphs if
• H = r P1 + P2 + P4 for all k 3 and all r  0;
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• H = r P3 for all k 3 and all r ;
• H = P2 + P3 for all k 4;
• H = r P1 + P5 for all k 0 and all r  0;
• H = r P2 for all k 0 and all r  0.
In particular, Theorems 2 and 3 imply the following two results. First, for any ﬁxed graph H on at most 6 vertices,
3-Coloring is polynomial-time solvable on H-free graphs whenever H is a linear forest and NP-complete otherwise. Second,
for any ﬁxed graph H on at most 5 vertices, 4-Coloring is polynomial-time solvable on H-free graphs whenever H is a
linear forest and NP-complete otherwise.
As a matter of fact, all cases in Theorem 3 also hold for the List k-Coloring problem except for the case when
H = P2 + P3 and k = 4. The computational complexity of List 4-Coloring for (P2 + P3)-free graphs is still open. Also
all aforementioned NP-completeness results for k-Coloring on H-free graphs carry over to List k-Coloring. In addition,
it is known that List 5-Coloring is NP-complete for P6-free graphs [3] and for (P2 + P4)-free graphs [7].
1.3. Our results
The aim of our paper is to initiate a parameterized complexity study for the k-Coloring and List k-Coloring problem
restricted to H-free graphs, when H is some ﬁxed linear forest, in order to obtain a more subtle classiﬁcation for those
graphs H , for which these problems are NP-complete. We prove the following three results:
(i) List k-Coloring is ﬁxed-parameter tractable on (r P1 + P2)-free graphs when parameterized by k + r;
(ii) for any ﬁxed integer r, k-Coloring restricted to (r P1 + P2)-free graphs allows a polynomial kernel when parameterized
by k;
(iii) List k-Coloring is ﬁxed-parameter tractable on (P1 + P3)-free graphs when parameterized by k.
2. (rP1 + P2)-Free graphs
First we consider (r P1 + P2)-free graphs. Theorem 1 tells us that already Coloring is NP-complete for (r P1 + P2)-free
graphs whenever r  2.
We use the following lemma.
Lemma 1. (See [7].) Let G be an (r P1 + P)-free graph for integers r  1 and   1. If G contains an induced P , then G contains
a dominating induced sP1 + P for some s < r.
We also need the following lemma.
Lemma 2. Let G = (V , E) be an (r P1 + P2)-free graph for some r  0. If S is an independent set with |S| r, then X = V \ N(S) is
a maximal independent set. Moreover, X is the unique maximal independent set containing S.
Proof. Let S be an independent set with at least r vertices. Let X = V \ N(S). Because G is (r P1 + P2)-free and S is
independent, V \ N[S] is independent. Because a neighbor of a vertex of S does not belong to any independent set that
contains S , the set X is the unique maximal independent set containing S . 
Let G be a graph with a k-list assignment L. Let G = {G1, . . . ,Gp} be a set of graphs, where each Gi has a (k − 1)-list
assignment Li . Then we say that G and G are (k− 1)-compatible if the following holds: G has a coloring respecting L if and
only if there exists a graph Gi ∈ G that has a coloring respecting Li .
We now prove the following two lemmas.
Lemma 3. Let k 2 and r  1. Let G = (V , E) be an (r P1 + P2)-free graph on n vertices with a k-list assignment L. If G has a maximal
independent set X with at least (r − 1)k+ 1 vertices, then it is possible to ﬁnd in O (k2n) time a (k− 1)-compatible set G that consists
of at most k induced subgraphs of G.
Proof. Let X be a maximal independent set with at least (r − 1)k + 1 vertices. We perform the following procedure for
every color 1 i  k.
1 For each vertex v ∈ X , we check whether i ∈ L(v). If so, then we color v by i and delete v afterwards. If not, we set
Li(v) = L(v).
2 For each vertex v ∈ V \ X , we set Li(v) = L(v) \ {i}.
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assignment Li . The running time of this procedure is O (k2n). We are left to show that G and G are (k − 1)-compatible.
First suppose that G has a coloring respecting L. Then at least r vertices in X must have the same color. Suppose that
this color is i, and let S be the set of all vertices of X colored by i. Because S is an independent set with at least r vertices
and X is a maximal independent set containing S , we ﬁnd that X = V \ N(S) due to Lemma 2. Because every vertex in S
has color i, no vertex in N(S) can be colored with color i. This means that we can remove color i from the list of every
vertex in N(S). Then every vertex v ∈ X \ N[S] with i ∈ L(v) can safely be recolored by i if it was not colored by i already.
So, in the end, every vertex in X with color i in its list gets color i, and we have removed i from the list of each vertex not
in X . This means that we obtain the subgraph Gi after deleting all vertices with color i from G .
To prove the reverse implication, suppose that G contains a graph Gi that has a coloring respecting Li . By construction
of Gi , there is no vertex of Gi that has color i in its list. Hence, color i is not used on Gi . Because we only deleted vertices
from G that were independent and that had color i in their list, we can safely color these deleted vertices by color i. In this
way we obtain a coloring of G that respects L. 
Lemma 4. Let k 2 and r  1. Let G be an (r P1 + P2)-free graph with n (r + 1)k−1((r − 1)k+ 1)+ (r + 1) (r+1)k−1−1r vertices and
m edges. Then either G has a clique of size k + 1 or a maximal independent set X of size at least (r − 1)k + 1. Moreover, it is possible
to ﬁnd such a clique or independent set in O (k(n +m)) time.
Proof. The case m = 0 is trivial. Suppose that m 1. We apply Lemma 1 for  = 2. This yields a dominating sP1 + P2 of G
for some s < r. The vertex set of this subgraph is a dominating set of G that has size s+2 r+1. Hence, it contains a vertex
v of degree at least n−(r+1)r+1  (r + 1)k−2((r − 1)k+ 1) + (r + 1) (r+1)
k−2−1
r . We can apply the same arguments inductively for
the subgraph of G induced by N(v). Then after at most k − 1 steps we either obtain a clique of size k + 1, or else we ﬁnd
that we cannot apply Lemma 1 any longer. The latter case means that the graph under consideration has no edges. Then its
vertices form an independent set Y of size at least (r−1)k+1 r, as k 2. Hence, X = V \N(Y ) is a maximal independent
set due to Lemma 2. By the same lemma, X contains Y , and thus X has size at least (r − 1)k + 1.
Because a vertex of maximum degree can be found in O (n + m) time, the total running time of our procedure is
O (k(n +m)). This completes the proof of Lemma 4. 
Now we are ready to prove the following result.
Theorem 4. The List k-Coloring problem is in FPT for (r P1 + P2)-free graphs when parameterized by k and r.
Proof. Let G be an (r P1 + P2)-free graph on n vertices that has a k-list assignment L. If k  2, then we can solve the
problem in polynomial time. If n < f (k, r) = (r + 1)k−1((r − 1)k + 1) + (r + 1) (r+1)k−1−1r , then we can solve it in O ( f (k, r)k)
time by brute force. Otherwise, by Lemma 4, we either ﬁnd a clique of size k + 1 or a maximal independent set of size at
least (r − 1)k + 1 in O (k(n +m)) time. In the ﬁrst case, G has no coloring respecting L. In the second case, we construct in
O (k2n) time a (k − 1)-compatible set G of at most k subgraphs of G by using Lemma 3. We branch on each of them and
repeat the same steps. Since the depth of the search tree is bounded by k, the desired result follows. 
If we ﬁx r and only choose k as the parameter, then we can improve our result for the k-Coloring problem as follows.
Here, we assume that r  2, because Coloring can be solved in polynomial time for (r P1 + P2)-free graphs with r  1, due
to Theorem 1.
Theorem 5. For any ﬁxed integer r  2, the k-Coloring problem restricted to (r P1 + P2)-free graphs has a kernel of size k2(r − 1)
when parameterized by k.
Proof. Let k be a positive integer, and let G = (V , E) be an (r P1 + P2)-free graph for some ﬁxed integer r  2. If k 2 then
we can solve k-Coloring in polynomial time. Suppose that k  3. If G has at most k2(r − 1) vertices, then we are done.
Suppose that G has at least k2(r − 1) + 1 vertices. We check if G has an independent set S of r vertices such that V \ N(S)
contains at least k(r−1)+1 vertices. If not then we output No. Otherwise we give every vertex in V \N(S) color k. We then
delete V \ N(S) from G and check if the resulting graph G ′ has a (k − 1)-coloring recursively. In this way, we either solve
the problem or get an instance (G ′,k′) of k′-Coloring where k′ is an integer that is at most k and G ′ is a graph that has at
most k′2(r − 1) vertices, as desired.
We now prove that the above approach is correct. Suppose that G has at least k2(r −1)+1 vertices. For every k-coloring
of G , there must exist an independent set X with at least k(r − 1) + 1 vertices in G that all get the same color. We may
without loss of generality assume that X is a maximal independent set. Because k 3, we ﬁnd that k(r − 1) + 1 r. Hence,
X contains an independent set S of size r. By Lemma 2, we ﬁnd that V \ N(S) is the unique maximal independent set
containing S . Because X is maximal as well and S ⊆ X , we deduce that X = V \ N(S). Hence, G has no k-coloring if G
has no independent set S with |S| = r and |V \ N(S)| k(r − 1) + 1. Suppose that we ﬁnd such a set S . Let X = V \ N(S).
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k(r − 1) + 1 vertices. We may assume without loss of generality that this color is k. By Lemma 2, we ﬁnd that V \ N(S ′)
is the unique maximal independent set containing S ′ . Because X contains S ′ as well, we ﬁnd that X = V \ N(S ′). Because
every vertex in S ′ received color k, no vertex in N(S ′) will receive color k. This means that we can safely color every vertex
in X \ S ′ with color k as well. Consequently the graph G ′ obtained after deleting X must have a (k − 1)-coloring, should G
have a k-coloring.
We are left to show that the running time of our kernelization algorithm is polynomial. This follows from the following
observations. First, there are at most |V |r sets of size r and r is ﬁxed. Hence, we can check in polynomial time if G contains
an independent set S of size r. Second, checking if V \ N(S) contains at least k(r − 1)+ 1 vertices and removing V \ N(S) if
this is the case can also been done in polynomial time. This completes the proof of Theorem 5. 
Whether List k-Coloring restricted to (r P1 + P2)-free graphs for ﬁxed r has a polynomial kernel when parameterized
by k is an open problem.
3. (P1 + P3)-Free graphs
In this section we consider (P1 + P3)-free graphs. Recall that Coloring is polynomial-time solvable for (P1 + P3)-free
graphs due to Theorem 1. However, when k is part of the input, Jansen and Scheﬄer [14] showed that List k-Coloring is
NP-complete, already for complete bipartite graphs which form a subclass of the class of (P1 + P3)-free graphs. We will
show that List k-Coloring is ﬁxed-parameter tractable on (P1 + P3)-free graphs when parameterized by k. For this purpose,
we ﬁrst introduce some extra terminology.
Let G = (V , E) be a graph with a dominating set D . Suppose that we have ordered the vertices of D as d1, . . . ,dp . Then
we can deﬁne (possibly empty) sets Fi for i = 1, . . . , p as follows. Let F1 be the set of vertices in V \ D adjacent to d1, and
for i = 2, . . . , p, let Fi be the set of vertices in V \ D adjacent to di but not to any dh with h i − 1. The sets F1, . . . , F p are
called ﬁxed sets for D . By this deﬁnition and because D is dominating, every vertex in V \ D belongs to exactly one ﬁxed
set Fi . We note, however, that D can have several collections of ﬁxed sets, depending on the ordering of the vertices of D .
Fixed sets have been introduced by Hoàng et al. [12] to prove that k-Coloring can be solved in polynomial time for P5-free
graphs for all ﬁxed k 1. We use them in a different way to prove the following result.
Theorem 6. The List k-Coloring problem is in FPT for (P1 + P3)-free graphs when parameterized by k.
Proof. Let G = (V , E) be a (P1 + P3)-free graph with a k-list assignment L. If G is disconnected, then we consider each
connected component separately. Hence, we may assume without loss of generality that G is connected.
First suppose that G has no induced P3. Then V is a clique. If V has at least k + 1 vertices, then G has no coloring that
satisﬁes L. If V has at most k vertices, then we try to color V in every possible way by brute force.
Now suppose that G contains an induced P3 = d1d2d3. Because G is (P1 + P3)-free, G contains no vertex that is not
adjacent to any of d1,d2,d3. Hence, D = {d1,d2,d3} is a dominating set. We construct ﬁxed sets F1, F2, F3 for D and prove
a number of properties of these sets by a sequence of four claims.
Claim 1. If G has a coloring that respects L, then F3 is a clique on at most k − 1 vertices.
We prove Claim 1 as follows. We assume that G has a coloring that respects L. First suppose that F3 is not a clique.
Then there exist two vertices x and y in F3 that are not adjacent. Consequently, d1 and the path xd3 y form an induced
P1 + P3, which is not possible. Hence F3 is a clique. Now suppose that |F3| k. Then F3 ∪ {d3} is a clique on at least k + 1
vertices implying that G has no coloring respecting L. This is not possible either. Hence, |F3|  k − 1. This completes the
proof of Claim 1.
Claim 2. If G has a coloring that respects L, then G[F2] is a disjoint union of complete graphs, each of which has at most k− 1 vertices.
We prove Claim 2 as follows. We assume that G has a coloring that respects L. First suppose that G[F2] contains a
connected component with two non-adjacent vertices. Then this component contains an induced P3. However, d1 is not
adjacent to any vertex of F2. Consequently, this induced P3 and d1 form an induced P1 + P3, which is not possible. Hence,
G[F2] is a disjoint union of complete graphs. Now suppose that G[F2] contains a connected component F of size at least k.
Then F ∪ {d2} is a clique on at least k + 1 vertices implying that G has no coloring respecting L. This is not possible either.
Hence, every connected component of G[F2] has at most k − 1 vertices. This completes the proof of Claim 2.
Let X ⊆ F1 be the set of all vertices of F1 that are not adjacent to any vertex of F2.
Claim 3. If G has a coloring that respects L and F2 = ∅, then X is a clique on at most k − 1 vertices.
J.-F. Couturier et al. / Journal of Discrete Algorithms 15 (2012) 56–62 61We prove Claim 3 as follows. We assume that G has a coloring that respects L and that F2 = ∅. First suppose that X
contains two non-adjacent vertices x and y. Because F2 = ∅, there exists a vertex z ∈ F2. Then z and the path xd1 y form an
induced P1 + P3, which is not possible. Hence, X is a clique. Now suppose that |X | k. Then X ∪ {d1} is a clique on at least
k + 1 vertices implying that G has no coloring respecting L. This is not possible either. Hence, |X | k − 1. This completes
the proof of Claim 3.
Claim 4. If G[F2] has at least two connected components, then every vertex of F2 is adjacent to every vertex of F1 \ X.
We prove Claim 4 as follows. We assume that G[F2] has at least two connected components. Suppose that there is a
vertex x ∈ F2 that is not adjacent to a vertex y ∈ F1 \ X . Because y /∈ X , we ﬁnd that y is adjacent to a vertex z ∈ F2. If
xz /∈ E , then the path zyd1 and the vertex x would form an induced P1 + P3. This is not possible. Hence, xz ∈ E . So, y can
only be adjacent to the vertices of the connected component of G[F2] that contains x. Recall that G[F2] has at least two
connected components. Let v be a vertex of another connected component of G[F2]. Then v and the path xzy form an
induced P1 + P3, which is not possible. Hence, every vertex of F2 is adjacent to every vertex of F1 \ X . This completes the
proof of Claim 4.
We are now ready to describe our algorithm. We ﬁrst branch by coloring the vertices of F3 and the vertices d1,d2,d3.
We then consider the following three cases.
Case 1. F2 = ∅. For each vertex v ∈ F1, we remove those colors from its list L(v) that are a color of a neighbor of v in
F3 ∪ {d1,d2,d3}. We remove all vertices not in F1 from G .
Case 2. F2 = ∅ and G[F2] is connected. We branch by coloring the vertices of F2. Then we do the same as in Case 1.
Case 3. G[F2] has at least two components. We ﬁrst ﬁnd the set X and then branch by coloring the vertices of X . Then we
branch by choosing a set C of colors that will be used for the coloring of the vertices of F2. For each vertex u ∈ F2, we
remove those colors from its list L(u) that are not a color of C or that are a color of a neighbor of u in F3 ∪ {d2,d3}. For
each vertex v ∈ F1 \ X we remove those colors from its list L(v) that are a color in C or that are a color of a neighbor of v
in F3 ∪ X ∪ {d1,d2,d3}. We remove all vertices not in (F1 \ X) ∪ F2 from G .
Afterwards, we consider G[F2] and G[F1 \ X] independently and repeat the procedure above; note that G[F2] or X may
be empty, depending on which case we are in.
We now prove that our algorithm is correct. Recall that V = {d1,d2,d3} ∪ F1 ∪ F2 ∪ F3. By construction, we consider all
possible colorings of the vertices of F3 ∪ {d1,d2,d3}. Moreover, we consider all possible colorings of the vertices of F2 if
Case 2 applies. We also consider all possible colorings of the vertices of X if Case 3 applies. In the latter case we must also
show that we consider all possible colorings of F2 and F1 \ X by choosing the color set C to be used on the vertices of F2.
This follows from Claim 4, which tells us that every vertex of F2 is adjacent to every vertex of F1 \ X . Hence, a vertex in
F1 \ X does not have the same color as a vertex in F2 in any coloring of G . By construction of our algorithm, we ﬁnd that
F2 and F1 \ X are separated, i.e., L(u) ∩ L(v) = ∅ for all u ∈ F2 and v ∈ F1 \ X . Note that our algorithm also ensures that
no vertex in (F1 \ X) ∪ F2 receives the same color as one if its neighbors in {d1,d2,d3} ∪ F3 ∪ X . Hence, afterward we may
indeed consider G[F2] and G[F1 \ X] independently.
In order to show that our algorithm runs in FPT time, we consider Case 3, which is the worst case. In this case we have
chosen a coloring of d1,d2,d3, F3, X and a set of colors C that are to be used on the vertices of F2. Note that there are
at most 2k different sets C . By Claims 1 and 3 we ﬁnd that F3 ∪ {d1,d2,d3} ∪ X consists of at most 2k + 1 vertices. Hence,
there are at most k2k+1 · 2k choices to branch on. For each branch we solve the problem for G[F2] in O (kk−1|F2|) time, due
to Claim 2. Because d1 is adjacent to all vertices of F1, at least one color cannot be used on F1. Hence, we must solve the
List (k− 1)-Coloring problem with input G[F1 \ X] in every branch. Then, because the depth of the search tree is bounded
by k, the desired result follows. This completes the proof of Theorem 6. 
4. Future work
Jansen and Scheﬄer [14] showed that List k-Coloring is in FPT for P4-free graphs when parameterized by k. This result
together with Theorems 4 and 6 implies that the two smallest open cases parameterized by k are the cases H = 2P2 and
H = 2P1 + P3.
1. Is List k-Coloring parameterized by k in FPT for 2P2-free graphs?
2. Is List k-Coloring parameterized by k in FPT for (2P1 + P3)-free graphs?
Acknowledgements
We thank the anonymous referees for useful comments that helped us to improve the readability of our paper.
62 J.-F. Couturier et al. / Journal of Discrete Algorithms 15 (2012) 56–62References
[1] E. Balas, C.S. Yu, On graphs with polynomially solvable maximum-weight clique problem, Networks 19 (1989) 247–253.
[2] J.A. Bondy, U.S.R. Murty, Graph Theory, Springer Graduate Texts in Mathematics, vol. 244, Springer, New York, 2008.
[3] H.J. Broersma, F.V. Fomin, P.A. Golovach, D. Paulusma, Three complexity results on coloring Pk-free graphs, in: Proceedings of IWOCA 2009, in: LNCS,
vol. 5874, Springer, Heidelberg, 2009, pp. 95–104.
[4] H.J. Broersma, P.A. Golovach, D. Paulusma, J. Song, Updating the complexity status of coloring graphs without a ﬁxed induced linear forest, Theoretical
Computer Science 414 (2012) 9–19.
[5] H.J. Broersma, P.A. Golovach, D. Paulusma, J. Song, Determining the chromatic number of triangle-free 2P3-free graphs in polynomial time, Theoretical
Computer Science 423 (2012) 1–10.
[6] D. Bruce, C.T. Hoàng, J. Sawada, A certifying algorithm for 3-colorability of P5-free graphs, in: Proceedings of ISAAC 2009, in: LNCS, vol. 5878, Springer,
Heidelberg, 2009, pp. 594–604.
[7] J.F. Couturier, P.A. Golovach, D. Kratsch, D. Paulusma, List coloring in the absence of a linear forest, in: Proceedings of WG 2011, in: LNCS, vol. 6986,
Springer, Heidelberg, 2011, pp. 119–130.
[8] K. Dabrowski, V. Lozin, R. Raman, B. Ries, Colouring vertices of triangle-free graphs, in: Proceedings of WG 2010, in: LNCS, vol. 6410, Springer, Heidel-
berg, 2010, pp. 184–195.
[9] R.G. Downey, M.R. Fellows, Parameterized Complexity, Springer, 1999.
[10] P.A. Golovach, D. Paulusma, J. Song, 4-Coloring H-free graphs when H is small, in: Proceedings of SOFSEM 2012, in: LNCS, vol. 7147, Springer, Heidel-
berg, 2012, pp. 289–300.
[11] M. Grötschel, L. Lovász, A. Schrijver, Polynomial algorithms for perfect graphs, Annals of Discrete Mathematics, Topics on Perfect Graphs 21 (1984)
325–356.
[12] C.T. Hoàng, M. Kamin´ski, V. Lozin, J. Sawada, X. Shu, Deciding k-colorability of P5-free graphs in polynomial time, Algorithmica 57 (2010) 74–81.
[13] I. Holyer, The NP-completeness of edge-coloring, SIAM Journal on Computing 10 (1981) 718–720.
[14] K. Jansen, P. Scheﬄer, Generalized coloring for tree-like graphs, Discrete Applied Mathematics 75 (1997) 135–155.
[15] M. Kamin´ski, V.V. Lozin, Coloring edges and vertices of graphs without short or long cycles, Contributions to Discrete Mathematics 2 (2007) 61–66.
[16] M. Kamin´ski, V.V. Lozin, Vertex 3-colorability of law-free graphs, Algorithmic Operations Research 2 (2007) 15–21.
[17] D. Král’, J. Kratochvíl, Zs. Tuza, G.J. Woeginger, Complexity of coloring graphs without forbidden induced subgraphs, in: Proceedings of WG 2001, in:
LNCS, vol. 2204, Springer, Heidelberg, 2001, pp. 254–262.
[18] J. Kratochvíl, Precoloring extension with ﬁxed color bound, Acta Mathematica Universitatis Comenianae 62 (1993) 139–153.
[19] V.B. Le, B. Randerath, I. Schiermeyer, On the complexity of 4-coloring graphs without long induced paths, Theoretical Computer Science 389 (2007)
330–335.
[20] D. Leven, Z. Galil, NP completeness of ﬁnding the chromatic index of regular graphs, Journal of Algorithms 4 (1983) 35–44.
[21] F. Maffray, M. Preissmann, On the NP-completeness of the k-colorability problem for triangle-free graphs, Discrete Mathematics 162 (1996) 313–317.
[22] R. Niedermeier, Invitation to Fixed-Parameter Algorithms, Oxford Lecture Series in Mathematics and Its Applications, Oxford University Press, 2006.
[23] B. Randerath, I. Schiermeyer, 3-Colorability ∈ P for P6-free graphs, Discrete Applied Mathematics 136 (2004) 299–313.
[24] B. Randerath, I. Schiermeyer, Vertex colouring and forbidden subgraphs – a survey, Graphs and Combinatorics 20 (2004) 1–40.
[25] S. Tsukiyama, M. Ide, H. Ariyoshi, I. Shirakawa, A new algorithm for generating all the maximal independent sets, SIAM Journal on Computing 6 (1977)
505–517.
[26] Zs. Tuza, Graph colorings with local restrictions – a survey, Discussiones Mathematicae. Graph Theory 17 (1997) 161–228.
[27] G.J. Woeginger, J. Sgall, The complexity of coloring graphs without long induced paths, Acta Cybernetica 15 (2001) 107–117.
