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Abstract
This paper contributes to modeling and supervision of multi-stage centrifugal compressors coping with real-gas pro-
cesses and steady to highly transient operating conditions. A novel dynamic model is derived, and the incorporation
of the generic Lee-Kesler-Plo¨cker real-gas equation of state and its derivatives is presented. The model allows for
embedding arbitrarily shaped performance maps, based on state-of-the-art polytropic change-of-state compressor char-
acteristics. As the validity of these maps is a key issue for simulation and model-based monitoring, performance maps
are treated as time-variant, and their shape is to be identified and monitored during operation. The proposed real-time
map estimation scheme comprises an Unscented Kalman Filter and a newly proposed algorithm, referred to as Recursive
Map Estimation. The combination yields a novel parameter and state estimator, which is expected to be superior if
some parameters are characterized by a distinct operating point dependency. Two additional time-variant parameters
are provided for monitoring: The first indicates the level of confidence in the local estimate, and the second points to
drastic performance map alterations, which may be further exploited in fault detection. A modified reference simulation
of a two-stage supercritical carbon dioxide compressor with known state trajectories, performance maps, and alterations
demonstrates the successful application of the entire monitoring scheme, and serves for a discussion of the results.
Keywords: Compressor modeling, Model-based supervision, Flexible operation, Real-gas processes, Map identification,
Unscented Kalman Filter
1. Introduction
Off-design, and in particular, flexible operation of indus-
trial plants arises as a consequence of economic interests,
and the integration of volatile, highly dynamic fossil-free
resources in power generation that has to be complemented
for by quickly responding conventional gas turbines. Like-
wise, industries start to dynamically adapt their produc-
tion to the current prizes of the energy market, e.g., in air
separation. This again results in the dynamic operation of
the air compressors used. Consequently, the design philos-
ophy, as well as the supervision and maintenance of these
machines, has to be adapted properly. Concerning super-
vision for flexible operation, the common “steady-state”
assumption is likely to provide erroneous results, e.g., fre-
quent false alarms, if the plant’s transient behavior com-
prises any dynamic within a relevant time scale. The same
issue applies if inappropriate model assumptions are used,
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e.g., the integration of the ideal-gas equation for real-gas
processes in supervision algorithms.
In this context, this paper deals with modeling (see Sec-
tion 2) and supervision (see Section 3) of multi-stage (cen-
trifugal) compressors coping with real-gas processes and
flexible operation. For geared compressors, these machines
comprise large pipes as the connection between (com-
pressor stage)–(compressor stage), (compressor stage)–
(intercooler), (compressor stage)–(valve), etc. The strat-
egy pursued here is picking out (multi-stage) compression
units that are not interrupted by other plant components
(intercooler, valves, etc.). For such compression units (Fig.
1), a model structure is introduced in Section 2.1. The
other plant components could be included readily in the
concept proposed, but this is not done here. Likewise,
to keep the presented equations compact, additional de-
pendence on potentially installed inlet guide vanes is dis-
carded.
The proposed model will be applied within the model-
based monitoring scheme. But it might be used for dy-
namic process simulations as well, as it is designed to cope
with highly flexible operating conditions. However, for the
simulation task, a quasi-steady-state behavior of a com-
pressor stage is assumed, i.e., the validity of a compressor
stage specific performance map remains unaffected, even
for transients. The investigation in [1] supports this gen-
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eral practice, with the exception for power calculated from
such a static map. A multitude of publications deals with
the concrete shape of such maps, i.e., the concrete cor-
relations between head, compression work, volume flow,
and speed, or respective representatives of this compressor
characteristics. In [2], a set of equations is presented that
aims to describe the performance map far away from the
design point. As in the present contribution, the method-
ology in [2] is based on a static dependence of the same
dimensionless compressor characteristics as they are used
here. Similarly, a map prediction and modification scheme
is proposed in [3]. The prediction is based on several mod-
els that are originally introduced by Moore and Gre-
itzer [4], Dixon [5], and Gravdahl [6]. An exhaustive
description of traditional models for axial and centrifugal
compressors can be found in [7]. However, starting point
for a simulation with the dynamic model proposed herein,
is a given set of discrete operating points, which may be
derived from the mentioned approaches. The current oper-
ating point within the performance map is then calculated
via an interpolation scheme. This enables the integration
of arbitrarily shaped maps, facilitating a high degree of
freedom for the task of learning a map in the framework
of the model-based monitoring proposed.
As mentioned in [8], almost all process fluids that
are used in centrifugal compressors have distinct real-gas
behavior. This applies in particular to carbon dioxide
(CO2), and to an even greater extent, to supercritical
CO2, which has to be handled in a Carbon Capture and
Storage application, for example. With the purpose of
providing a versatile compressor model, the generic and
easy-to-parametrize Lee-Kesler-Plo¨cker (LKP) real-
gas model (see [9]) is embedded in this contribution. The
LKP model is capable of describing the thermal relations
for a multitude of relevant process fluids and conceivable
mixtures properly. The specific integration of the respec-
tive equation of state and its derivatives is introduced in
Section 2.2.
Subject to the existence of the instrumentation, de-
picted in Fig. 1, the monitoring scheme developed in this
contribution is capable of tracking common compressor
characteristics (polytropic head, efficiency, etc.) sepa-
rately for each compressor stage. Moreover, several fluid
temperature estimates are provided, which is desired for
considerably delayed temperature measurements, as is the
case for many high-pressure applications. Since the cal-
culation of compressor characteristics is based on stage-
specific performance maps (see Section 2.3), which can
change, e.g., due to fouling, or which are not known exactly
initially, the validity of these maps is a key issue for sim-
ulation and model-based monitoring. Therefore, perfor-
mance maps are treated as time-variant, and the proposed
approach aims to identify and monitor their shapes during
operation. Online adaption of performance maps for cen-
trifugal compressors has been presented in [10]. There, an
automated decision unit, based on the deviation between
measurements and the current map, triggers a (sequen-
tial) quadratic program from time to time to calculate the
new map. Therefore, a proper set of past measurements
is stored in a buffer. In contrast to this batch approach,
which is not stated to be designed for real-gas processes
and transient operation, the proposed algorithm in this
contribution is characterized by a constant computational
load and storage requirement for every time interval be-
tween two measurement samples. Likewise, this applies to
the work of Ho¨ckerdal et al. [11]. The core concept of
their contribution, as is the case for the monitoring scheme
here, is the preservation of the operating point dependence
of parameters via estimated grid points of a parameter
map. Their approach is a joint estimation of the model
states and the grid points, which are treated as extended
model states, within a proper observer or filter scheme,
e.g., the Extended Kalman Filter scheme. Although this
is a very elegant approach, it is rather inappropriate for
the application considered here, due to the following rea-
sons: i) As a consequence of the real-gas model integra-
tion, every execution of the overall multi-stage compressor
model is relative costly compared to more simple models;
and ii) much more grid points are necessary to shape the
multidimensional performance maps properly compared to
the application in [11]. Considering that every grid point,
treated as extended model state within the joint estimation
scheme, increases the number of model executions in every
estimation step, an unacceptable increase of the computa-
tional load arises for the present application.
Therefore, we will present an alternative approach to
map adaption that comprises a filter for state and param-
eter estimation and a coupled map estimation, which will
not trigger additional model executions. For the first is-
sue, a constrained Unscented Kalman Filter (UKF, e.g.,
see [12, 13]) is applied (see Section 3.1). The UKF is a
real-time state estimator for nonlinear systems, applicable
even if no Jacobian matrix could be achieved. In this pa-
per, the term “real-time” refers to a situation where the
measurement sampling rate is assumed to be low enough
to complete all calculation steps between two measurement
samples in real time. For this, all presented algorithms are
formulated in an effective, recursive manner. For real-time
performance map estimation, an algorithm referred to as
Recursive Map Estimation (RME) is presented in Section
3.2, and combined with the UKF in Section 3.3. The over-
all monitoring performance is assessed in Section 4 for a
simulative experiment with known state trajectories, per-
formance maps, and alterations. A two-stage supercritical
CO2 compressor acts as the reference process.
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Figure 1: Compression unit with mass flow (F), temperature (T), and pressure (p) instrumentation
2. Model Building
2.1. Model Structure and Nomenclature
The starting point for the model-based monitoring ap-
proach is a nonlinear, dynamic system description
dx(t)
d t
= f (x, u, θ, t ) , x(t0) = x0 , (1)
y(t) = g (x, u, θ, t ) , (2)
where y ∈ Rny , x ∈ Rnx , u ∈ Rnu , and θ ∈ Rnθ are
the measurable outputs, the states, the inputs, and the
parameters of the model, respectively. In general, all of
these values are time-variant, but the model parameters
are assumed to vary much slower than the other variables.
To increase readability of the equations, the time argument
t is suppressed in what follows.
Consider the N -stage compression unit depicted in Fig.
1, with a suction pipe P0 and a discharge pipe PN. The
model states and outputs might be structured as follows:
x =

xP0
xS1
xP1
xS2
xP2
...
xSN

, y =

m˙P0
yP0
T S1s
yP1
T S2s
yP2
...
T SNs

, (3)
where the individual state vectors of a single component
xPj =
T¯
Pj
f
T¯Pjs
v¯Pj
 , yPj = [TPjs
pPj
]
, xSi =

T¯ Sif
T¯ Sis
∆µSi
∆ϕSi
 (4)
are detailed below. The known or measured model inputs
are the speeds of the compressor shafts and the discharge
pressure:
u =
[
nS1 nS2 · · · nSN pPN]T . (5)
Here, [ ]
T
denotes the transpose of a vector. Model param-
eters θ result from first-principle modeling, and are speci-
fied below when they appear. The superscripts Pj and Si
denote whether the respective physical quantity belongs
to the suction pipe (P0), the ith compressor stage, the jth
intermediate pipe, or the discharge pipe (PN). The phys-
ical quantities are the temperatures T , pressures p, and
specific volumes v, or their dimensionless counterparts:
T¯ =
T
Tc
, p¯ =
p
pc
, v¯ = v
pc
RTc
, (6)
respectively. For scaling, R is the specific gas constant,
and Tc and pc are the critical temperature and pressure of
the process fluid, respectively. Thus, for (T¯ > 1, p¯ > 1),
the process fluid is at a supercritical state. The follow-
ing sections contain further dimensionless thermodynamic
quantities:
h¯ =
h
RTc
, u¯ =
u
RTc
, c¯v =
cv
R
. (7)
h is the specific enthalpy, u is the specific internal energy,
and cv is the specific isochoric heat capacity.
Additional variables are mass flows m˙ and deviations
(∆) from nominal compressor specific quantities µ and ϕ,
which are introduced in Section 2.3. For the temperature
values modeled, a distinction is drawn between fluid tem-
peratures and temperatures at the sensor location (for the
same pipe cross-section), denoted by subscripts f and s,
respectively. This distinction is necessary, because tem-
perature sensors are quite often shielded by thick-walled
casings, especially for high-pressure applications, leading
to considerably delayed measurements. Temperature val-
ues assigned to a compressor stage are discharge temper-
atures always; for example, T S1f and T
S1
s denote the dis-
charge temperatures (the fluid and sensor position) of the
first stage. Elsewhere, if a local assignment in the context
of a single plant component (compressor stage or pipe) is
needed, entry values are indicated with a subscript 1, and
exit values with a subscript 2.
2.2. Calculation of Real-Gas Values
For the sake of adaptability of the approach to fluids
other than that considered in the example below, a generic
real-gas state equation with a low parametrization effort is
chosen. For a multitude of relevant process fluids (air, hy-
drocarbons, carbon dioxid, hydrogen, and ammonia), the
3
LKP state equation shows good agreement with published
gas property tables [8]. The equation is based on the three-
parameter corresponding states principle [9] featuring re-
duced temperature T¯ , reduced pressure p¯, and acentric fac-
tor ω. For a given real gas (mixture), its (pseudo-)critical
temperature Tc and pressure pc, as well as its acentric fac-
tor ω and its specific gas constant R, determine all ther-
mal relations for the LKP model. The thermal relations
are formulated as follows:
p¯ = p¯S
(
T¯ , v¯S
)
, p¯ = p¯R
(
T¯ , v¯R
)
, (8)
and v¯ = δ
(
v¯S , v¯R,
ω
ωR
)
, (9)
where p¯S and p¯R are separated Benedict-Webb-Rubin-
Starling (BWRS)-type equations for a simple fluid and
a reference fluid, respectively, ωR is the acentric factor of
the reference fluid, and v¯S and v¯R are the reduced specific
volumes of these fluids, which are used to interpolate the
reduced real gas (mixture) specific volume v¯ according to
δ
(
v¯S , v¯R,
ω
ωR
)
:= v¯S +
ω
ωR
· [v¯R − v¯S ] . (10)
The common, originally stated way to resolve the thermal
relations (8)–(9) is as follows (see [9]): Given a thermo-
dynamic state (T¯ , p¯), a typically multiple-step numerical
procedure is applied to determine the pair (v¯S , v¯R) that
fulfills the equality constraint (8). We refer to this as the
pressure explicit approach. At this point, we recommend
the method described in [14], which is excellent in terms of
numerical convergence and reliability in the whole range
of valid thermodynamic states3. Once (v¯S , v¯R) is deter-
mined, all thermodynamic properties (e.g., reduced spe-
cific enthalpy h¯) and their derivatives (e.g., isochoric pres-
sure variation (∂p¯/∂T¯ )v¯) can be calculated directly. Calcu-
lations in this pressure explicit approach are abbreviated in
a respective manner, e.g., h¯(T¯ , p¯) or (∂p¯/∂T¯ )v¯(T¯ , p¯). For
the sake of completeness, a thermal state equation, such
as the LKP state equation, is able to determine the devia-
tion of the ideal-gas caloric properties only. Thus, caloric
ideal-gas data, e.g., the thermal dependence of the iso-
choric heat capacity cidv = c
id
v (T ), is necessary to calculate
absolute caloric values.
If the range of possible thermodynamic states is
restricted to the gaseous and supercritical regions,
and if the thermodynamic state can be determined
by (T¯ , v¯), we found an alternative approach, which
is less computationally intensive and sufficiently accu-
rate. Within this approach, given (T¯ , v¯), but with-
out knowing p¯ a priori, it is clear from (8) that
p¯ = p¯S(T¯ , v¯S) = p¯R(T¯ , v¯R), or in an alternative mathemat-
ical description, (v¯S , v¯R) = p¯S(T¯ , v¯S)− p¯R(T¯ , v¯R) = 0
3The LKP state equation is valid for (T¯ , p¯) ∈ [0.3; 4] × ]0; 10].
Due to its continuous pressure explicit formulation, it is improper to
describe the multiphase region correctly. The recommended method
guarantees an (always existing) solution outside this region.
has to be fulfilled. Treating formula (9) as equality con-
straint, the problem boils down to a scalar root determi-
nation of  with merely one independent variable, e.g., v¯S .
Applying a second-order root determination scheme, we
found that a single step (iteration) results in a sufficiently
small || if the fluid is in a gaseous or supercritical phase
and if the starting point of the root determination algo-
rithm is set to v¯S,0 = v¯. Finally, this approach yields the
(one-step solvable) solution:
(v¯S , v¯R) =
(
v¯S,1, δ
(
v¯S,1, v¯,
ωR
ω
))
, (11)
where
v¯S,1 = v¯ −
′ +
√
( ′ )2 − 2  ′′
′′
, (12)
 = p¯S
(
T¯ , v¯
)− p¯R ( T¯ , v¯ ) , (13)
′ =
∂ p¯S(T¯ , v¯S)
∂ v¯S
∣∣∣
v¯S=v¯
−
[
1− ωR
ω
] ∂ p¯R(T¯ , v¯R)
∂ v¯R
∣∣∣
v¯R=v¯
,
(14)
′′ =
∂2 p¯S(T¯ , v¯S)
∂ v¯2S
∣∣∣
v¯S=v¯
−
[
1− ωR
ω
]2 ∂2 p¯R(T¯ , v¯R)
∂ v¯2R
∣∣∣
v¯R=v¯
.
(15)
Calculations based on the latter approach are abbreviated
as h¯(T¯ , v¯) or (∂p¯/∂T¯ )v¯(T¯ , v¯), for example. We refer to this
as the volume explicit approach.
2.3. Compressor Stage Model
Following the basic design philosophy for (real-gas)
centrifugal compressors in [8], a static dependency be-
tween dimensionless characteristic compressor numbers
Ψp–ϕ–µ–Md2 of a specific compressor stage is postulated.
The dimensionless numbers are
the polytropic head coefficient Ψp = 2
yp
[pi n d2]
2 , (16)
the flow coefficient ϕ =
4
pi
V˙s
d22 [pi n d2]
,
(17)
the work input factor µ =
∆h
[pi n d2]
2 , (18)
and the machine Mach number Md2 =
[pi n d2]
a1
. (19)
The variables used are listed in Table 1. With these terms,
the polytropic efficiency can be introduced that serves as
a meaningful assessment measure, concerning not only the
efficiency of the current operating point but also the health
status of the respective compressor stage:
ηp =
yp
∆h
=
Ψp
2µ
. (20)
4
Polytropic work yp J kg
−1
Actual compression work ∆h J kg−1
Impeller diameter d2 m
Blade speed at impeller exit [pi n d2] m s
−1
Suction volume flow V˙s m
3 s−1
Sonic inlet velocity a1 m s
−1
Table 1: Compressor characteristics and their physical units
For real compressors, a generically structured mapping
function, e.g., a fixed-order polynomial, is improper for de-
scribing the multitude of possible shapes of specific com-
pressor performance maps Ψp–ϕ–µ–Md2 accurately. That
is why we present an interpolation-based technique in Sec-
tion 3.2 to approximate arbitrary shapes. In this section,
the actual shape is irrelevant, and we focus on the solu-
tion strategy to determine the current operating point of a
compressor stage within its performance map. To this end,
one has to ask, “Which of the properties of Ψp, ϕ, µ, and
Md2 are a priori accessible and determine the remaining
properties uniquely?” Given the predefined model struc-
ture (see Section 2.1), the dynamic simulation will supply
the suction and discharge states, as well as the rotational
speeds for every time instant. Thus, Md2 and Ψp can be
calculated readily; see below. As a result, we propose
an interpolation-based mapping M : (Md2 ,Ψp)→ (ϕ, µ),
to uniquely determine ϕ and µ. With this information,
the compressor map can be displayed in the conventional
way as Ψp as a function of ϕ; see Section 4.4 as well. The
shape of M is addressed in Section 3.2.
To determine an operating point within such a poly-
tropic performance map, an iterative multiple-step proce-
dure is unavoidable, because it is infeasible to determine
the discharge temperature without prior knowledge of the
operating point, and vice versa. Within the framework of
the entire monitoring scheme, it turned out to be advan-
tageous to resolve this dependence with the formulation
of a dynamic problem. To this end, an energy balance
for an appropriately defined hypothetical volume element
featuring the artificial dynamic state variables T¯ Sjf is for-
mulated as a physically motivated approach; see Eq. (4)
as well. The model should ensure that such temperatures
tend rapidly toward values that are consistent with the
converged operating point. As an example for the jth
stage, the approach results in
d T¯ Sjf
d t
=
∣∣m˙Sj∣∣ [h¯Sj1 + ∆h¯Sj − h¯Sj2 ] v¯Sj2
V Sj2 c¯v
Sj
2
· RTc
pc
. (21)
A steady discharge temperature T¯ Sjf is obtained if and only
if the actual reduced compression work ∆h¯Sj, computed
from the performance map, equals the direct reduced en-
thalpy increase over the compressor stage h¯Sj2 − h¯Sj1 , i.e.,
the calculation is converged. Within this concept, shown
in Fig. 2 for the first stage, T¯ Sjf is the temperature, corre-
sponding to the reduced enthalpy h¯Sj2 , of the small, fixed-
size fluid volume V Sj2 , which can be interpreted as a short
pipe section, connected to the discharge side of the com-
pressor stage. For the sake of consistency, this artificial
fluid volume is under the same pressure as the actual vol-
ume within the downstream pipe. V Sj2 /V
Pj must be small
enough to guarantee the desired “rapid” solution, but large
enough to avoid dynamic stiffness. This trade-off is ad-
dressed within Section 3.3, where we present an approach,
which is proven to handle V Sj2 /V
Pj ≈ 0.01.
Here, for the jth compressor stage, the concrete, pro-
posed solution strategy to determine an operating point
within the performance map and the right side of Eq. (21),
given the thermodynamic states (T¯
P[j-1]
f , v¯
P[j-1]) at the suc-
tion side and (T¯Pjf , v¯
Pj) at the discharge side, which is an
intermediate pipe in the global scheme for j 6= N (cf. Fig.
1), as well as the current discharge temperature T¯ Sjf , is as
follows:
1. Determine the reduced specific enthalpy, pressure, and
speed of sound at the inlet, utilizing the volume explicit
approach (see Section 2.2)
zSj1 = z
(
T¯
P[j-1]
f , v¯
P[j-1]
)
, for z = {h¯, p¯, a} ,
which, inter alia, leads to the machine Mach number
MSjd2 if the given compressor shaft speed n
Sj and impeller
diameter dSj2 are taken into account.
2. Determine the reduced discharge pressure, utilizing the
volume explicit approach
p¯Sj2 = p¯
(
T¯Pjf , v¯
Pj
)
.
3. Determine the reduced specific enthalpy, volume, and
isochoric heat capacity at the discharge pipe-section,
utilizing the pressure explicit approach (see Section 2.2)
as p¯Sj2 is given from the last step
zSj2 = z
(
T¯ Sjf , p¯
Sj
2
)
, for z = {h¯, v¯, c¯v} .
4. Calculate the polytropic volume exponent
nSjv = −
ln(p¯Sj2 /p¯
Sj
1 )
ln(v¯Sj2 /v¯
P[j-1])
.
5. Calculate the polytropic work
ySjp = p¯
Sj
1 v¯
P[j-1] n
Sj
v
nSjv − 1
( p¯Sj2
p¯Sj1
)nSjv −1
n
Sj
v
− 1
RTc ,
which leads to the polytropic head coefficient ΨSjp .
5
(
T¯ P0f , v¯
P0
) (
T¯ P1f , v¯
P1
)
ΨS1p ,MS1d2
(
T¯ S1f , p¯
S1
2
)T¯ P0f , p¯S11 m˙S1,∆h¯S1 m˙S1, T¯ S1f
p¯S12
nS1
T¯ S1f , p¯
S1
2
suction pipe
discharge
pipe-section 1st intermediate pipe1st stage
Figure 2: The dynamic compressor stage model concept exemplified for the first stage;
in-block values denote current states, values displayed on the paths represent drivers for changing linked in-block states
6. Apply the mapping MSj : (MSjd2 ,Ψ
Sj
p ) → (ϕSj, µSj) to
determine the remaining properties ϕSj and µSj.
Note that steps 4 and 5 are consistent with the definition of
a polytropic change {pvnv = const. , nv = const.} accord-
ing to Zeuner (cf. [15]), which is occasionally considered
an approximation for real gases only, although an approxi-
mation of a polytropic change {ηp = v dp/dh , ηp = const.}
according to Stodola (cf. [16]) is actually meant. How-
ever, according to the authors, both definitions are ap-
proximations of the real change-of-state path, and choos-
ing Zeuner’s approach is inevitable in the given context,
to enable real-time capability. References [17, pp. 385–386]
and [18] are given as indications for further discussion on
this topic.
To determine the right side of Eq. (21), the remaining
terms, namely, the mass flow and the reduced compression
work, follow from:
m˙Sj =
V˙ Sjs
vP[j-1]
=
ϕSj + ∆ϕSj
v¯P[j-1]
pi
4
dSj2
2
[
pi nSj dSj2
]
· pc
RTc
,
(22)
∆h¯Sj =
[
µSj + ∆µSj
] [
pi nSj dSj2
]2
· 1
RTc
. (23)
Note the incorporation of the model states ∆ϕSj and
∆µSj, which represent deviations from the (nominal) per-
formance map, and which will be estimated below.
For the Nth compressor stage, the procedure is analo-
gous, with the exception of step 2, which is obsolete due
to the given model input pPN (cf. Eq. (5)). Note that the
multi-stage model can be programmed efficiently, because
many interim results, e.g., the pressure within the inter-
mediate pipe p¯
S[j-1]
2 = p¯
Sj
1 , and terms from the thermal
relations that are not shown here appear multiple times.
2.4. Dynamic State Equations
In addition to the artificial state equations dT¯ Sjf /dt (see
Eq. (21)), dynamic equations for the remaining states have
to be derived. For quantities, representing the thermody-
namic state within intermediate pipes, T¯Pj and v¯Pj for
j = {1, . . . , N − 1}, appropriate balance equations are uti-
lized. To ensure real-time capability, each fluid volume
within such pipes is modeled as an open, well-mixed reser-
voir. The change of state for such a reservoir, considering
real-gas behavior, and expressed in a differential manner,
results in
cv dT =
v
V
[
dU − u · dm+
(
∂ u
∂ v
)
T
· v · dm
]
, (24)
d v = −v
2
V
· dm. (25)
V is the fixed-size reservoir volume, U is the extensive
internal energy, m is the volume’s total mass, and further,(
∂ u
∂ v
)
T
= T
(
∂ p
∂ T
)
v
− p (26)
is a universal caloric relation (cf. [17, p. 140]). The energy
and mass balance, given a single upstream input cross-
section (subscript 1) and a single downstream outlet cross-
section (subscript 2), yield
dU = h1 · dm1 − h · dm2 + dQ , (27)
dm = dm1 − dm2 , (28)
where dQ might be used to model additional energy trans-
fer, e.g., heat transfer in the case of a diabatic pipe cas-
ing. The combination of Eqs. (24)–(28), expressed with
dimensionless quantities, leads to the dynamic evolution
equations of the thermodynamic state of an intermediate
pipe volume:
d T¯Pjf
d t
=
v¯Pj
V Pj c¯v(T¯
Pj
f , v¯
Pj)
[
dQPj
d t
· 1
RTc
+ m˙Sj
·
[
h¯Sj2 − h¯S[j+1]1
]
+ T¯Pjf
(
∂ p¯
∂ T¯
)
v¯
(T¯Pjf , v¯
Pj)
·
[
m˙Sj − m˙S[j+1]
]
v¯Pj
]
· RTc
pc
,
(29)
d v¯Pj
d t
=− (v¯
Pj)2
V Pj
[
m˙Sj − m˙S[j+1]
]
· RTc
pc
, (30)
In Eqs. (29) and (30), leakage mass flows might be con-
sidered, which is not done here. Note that many terms,
including hidden ones such as (v¯S , v¯R)
Pj (cf. Section 2.2),
have already been calculated within the compressor stage
model (see Section 2.3).
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For considering delayed temperature measurements, ar-
bitrary sensor models can be applied. However, as sensor
modeling is not the focus of this article, we choose a simple
linear, first-order approach:
d T¯Pjs
d t
=
1
τPj
[
T¯Pjf − T¯Pjs
]
,
d T¯ Sjs
d t
=
1
τSj
[
T¯ Sjf − T¯ Sjs
]
.
(31)
τ denotes time constants, which are the parameters to be
adjusted later.
To fully describe the system (1)–(2), more variables have
to be known for which balance equations cannot be for-
mulated. Most prominently, this applies to the deviation
variables ∆ϕSj and ∆µSj of the performance map. Within
the modeling scheme, they are treated as constants. The
monitoring scheme described in Section 3.1 will be able to
estimate such quantities. For this purpose, and for apply-
ing an Unscented Kalman Filter, dynamic equations must
be formulated for these “constants”, namely
d T¯P0f
d t
=
d v¯P0
d t
=
d ∆ϕSj
d t
=
d ∆µSj
d t
= 0 . (32)
The entire dynamic equation set f of the multi-stage model
(cf. Eq. (1)) consists of Eqs. (21) and (29)–(32).
2.5. Output Equations
Considering the terms already calculated within the
compressor stage model (Section 2.3), the entire set of
output equations g of the multi-stage model (cf. Eq. (2))
simply comprises:
m˙P0 = m˙S1 , TPjs = T¯
Pj
s Tc , p
Pj = p¯
S[j+1]
1 pc ,
T Sjs = T¯
Sj
s Tc .
(33)
3. Monitoring
3.1. Constrained Unscented Kalman Filter
Because the aim is to focus on the novelty of our contri-
bution, i.e., the modeling approach and the performance
map estimation below, the reader is referred to [19, 12]
for an introduction to the well-known UKF. However, as
the UKF is a fundamental part of the overall monitoring
scheme, some remarks are in order. The objective of the
UKF approach is to provide an estimate xˆ of the true,
partly unmeasurable states x of a nonlinear system that
is given by Eqs. (1) and (2). Readers who are more in-
terested in the basics of implementing this method might
prefer the brief presentation in [20].
There are several concepts of the UKF that differ in de-
tail; cf. [21, 13, 22, 23]. For the multi-stage monitoring
scheme of a compressor considered here, the Constrained
Unscented Kalman Filter (CUKF) with the reformulated
correction step proposed in [13] is combined with an addi-
tive noise assumption. Therefore, the following stochastic,
Entry in χ represents Valid domain, such that
temperature T¯ max(0.3, T¯l) ≤ T¯ ≤ min(4, T¯u)
specific volume v¯ 111.7 ≤ v¯
work input deviation ∆µ 0 ≤ µ and ηp = Ψp2µ ≤ 1
flow deviation ∆ϕ 0 ≤ ϕ
Table 2: Sigma point constraints; T¯l and T¯u represent any known
lower and upper temperature bounds for the underlying process
nonlinear, discrete-time system description is derived from
Eqs. (1) and (2): xk = F
(
xk−1, uk−1, θ, k
)
+ rxk−1 , x0 – given, (34)
y
k
= G
(
xk, uk−1, θ, k
)
+ ryk . (35)
A variable with an index k denotes a discrete-time quan-
tity; e.g., zk would be an abbreviation for a time-sampled
value z(t = tk) (usually, tk = k × “fixed sample time”,
k ∈ N), rx is an additive system noise, and ry represents
measurement noise. rxk and r
y
k are stochastic, zero-mean,
uncorrelated, discrete signals with time-variant covariance
matrices Rxk and R
y
k, respectively. Applying the expecta-
tion operator E{},
E{ rxi (rxj )T } = Rxk δij , E{ ryi (ryj )T } = Ryk δij ,
E{ rxi (ryj )T } = 0 , ∀ i, j ,
(36)
follows, where δii = 1 and δij = 0 for i 6= j.
The core of the UKF is the Unscented Transformation
(UT). The UT gives an estimate of statistical moments,
inter alia, the mean and the covariance, of a density func-
tion that is the outcome of a nonlinear transformation (via
F or G) of a prior density function. The estimate is based
on specific representatives of the density function, called
sigma points. The sigma points of a distribution of x or y
are typically denoted with χ or γ, respectively.
For the multi-stage compressor introduced, physical
constraints must be respected. The valid domains are
given in Table 2. Different types of constraint handling
within the Kalman Filter approach are discussed in [24].
In this contribution, a simple approach is chosen: Check
that every sigma point calculated within the UT and the
reformulated correction step is in a valid physical domain,
and if not, place the entries involved on the nearest el-
ement inside the valid domain. This ad-hoc approach,
called clipping, is an essential element of the entire moni-
toring algorithm, because it has a superior stabilizing ef-
fect, compared to any internal constraint handling within
the general model F and G.
3.2. Recursive Map Estimation
In Section 2.3, a generic mapping function
M : (Md2 ,Ψp)→ (ϕ, µ) was introduced to determine
an operating point within the dimensionless performance
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map Ψp–ϕ–µ–Md2 of a single compressor stage. The aim
of this work is an estimation of this performance map,
even when it changes over time, e.g., due to fouling,
or when it is completely unknown from the beginning.
Before going into details, the general idea of the RME is
sketched in Fig. 3:
Assume that at time t an estimate of the map exists, as
is displayed in Fig. 3a, for an arbitrary map with two inde-
pendent variables and one dependent variable. For t = 0,
the initial guess might be a nominal map or just a hori-
zontal plane z(x, y) = constant. Data of the actual map is
stored for individual pairs of the independent variables x
and y on a rectangular grid, as shown as well. By interpo-
lation, z can be calculated for every pair (x, y). Now, at
time t, with the help of the CUKF, an estimate of the pro-
cess state is obtained that can be exploited to calculate
an estimate of the local dependent variable z(t) marked
by in Fig. 3. This estimate will be used in the RME to
adapt the dependent variable z of the map in an optimal
manner, in which neighboring z-grid values will be more
affected than distant ones, and x-y-grid values will remain
in their initial position, as depicted in Fig. 3b. By this,
the shape of a time-invariant map can be learned, or a
time-variant map can be estimated.
In this sense, for allowing almost arbitrary shapes, we
define a performance map via a set of NM discrete oper-
ating points that are initialized for t = 0, and updated for
all future time instants. The corresponding coordinates
MMd2,i, Ψ
M
p,i, ϕ
M
i , and µ
M
i for these operating points i are
captured in respective column vectors MMd2 , Ψ
M
p , ϕ
M, and
µM ∈ RNM . Using an interpolation scheme to merge the
set of grid points into a coherent map, the mapping func-
tion boils down to:
ϕ = mT
(
MMd2 ,Ψ
M
p ,Md2 ,Ψp
)
· ϕM , (37)
µ = mT
(
MMd2 ,Ψ
M
p ,Md2 ,Ψp
)
· µM , (38)
where mT ∈ RNM is a row vector containing interpola-
tion coefficients that depend on the point to be interpo-
lated (Md2 ,Ψp) and (usually a subset of) grid points M
M
d2
and ΨMp . Further dependencies, e.g., describing the effect
of potential inlet guide vanes, might be included as well.
Note that the structure of mT depends on the selected
interpolation method. The proposed RME is restricted
to interpolation methods, where mTk is not a function of
the dependent variables, ϕM or µM. We utilize a bilinear
interpolation method based on a rectangular, normalized
interpolation grid to enable efficient programming.
To exemplify the RME, we return to the x-y-z notation
from the beginning of this section. Consider a mapping
function z = mT
(
xM, yM, x, y
) · zM, which represents one
of the expressions (37) or (38), with a rectangular grid, as
shown in Fig. 4. The objective is to estimate the perfor-
mance map by an optimal adjustment of zM considering
any (new) information collected. The grid vectors are ar-
ranged as follows:

yM1 y
M
2 y
M
Ny
xM1 z11 z12 · · · z1Ny
xM2 z21 z22 · · · z2Ny
...
. . .
...
xMNx zNx1 zNx2 · · · zNxNy
 =

zy1
T
zy2
T
...
zyNx
T

=
[
zx1 z
x
2 · · · zxNy
]
.
(39)
With the introduced notation, it is easy to see that
z1j
z2j
...
zNxj

︸ ︷︷ ︸
zxj
=

mT
(
xM, yM, xM1 , y
M
j
)
mT
(
xM, yM, xM2 , y
M
j
)
...
mT
(
xM, yM, xMNx , y
M
j
)

︸ ︷︷ ︸
MyMj
·

zx1
zx2
...
zxNy

︸ ︷︷ ︸
zM
, (40)

zi1
zi2
...
ziNy

︸ ︷︷ ︸
zyi
=

mT
(
xM, yM, xMi , y
M
1
)
mT
(
xM, yM, xMi , y
M
2
)
...
mT
(
xM, yM, xMi , y
M
Ny
)

︸ ︷︷ ︸
MxMi
·

zx1
zx2
...
zxNy

︸ ︷︷ ︸
zM
(41)
is true. After k time instants, a respective amount
of information {z1, z2, . . . , zk} (usually, from measure-
ments; below, from CUKF estimates) has been col-
lected, corresponding to k independent operating points
{(x1, y1), (x2, y2), . . . , (xk, yk)}. The information col-
lected, stored in vector zk, will now be used to adapt the
z-grid values, which are stored in the time-variant vector
zMk . It follows:
z1
z2
...
zk

︸ ︷︷ ︸
zk
=

mT
(
xM, yM, x1, y1
)
mT
(
xM, yM, x2, y2
)
...
mT
(
xM, yM, xk, yk
)

︸ ︷︷ ︸
Mk
·

zx1,k
zx2,k
...
zxNy,k

︸ ︷︷ ︸
zMk
+

ez1
ez2
...
ezk

︸ ︷︷ ︸
ezk
. (42)
The objective is to minimize the weighted sum of squared
errors ezk
TWz1,ke
z
k, where
ezk = zk −Mk · zMk = zk −Mk ·
[
zM∗ + ∆z
M
k
]
. (43)
If prior knowledge concerning the map is available, this
is stored in zM∗ . Consequently, z
M
∗ is fixed, and ∆z
M
k is
the actual design variable of the optimization problem, the
cost function of which is:
Jz1,k
(
∆zMk
)
= ∆zMk
T
MTkW
z
1,kMk∆z
M
k
+ 2
[
zM∗
T
MTk − zTk
]
W1,kMk∆z
M
k .
(44)
A unique minimum of Jz1,k exists under very strict con-
ditions only. To stress this issue, consider a situation,
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Figure 3: Scheme of local map adaption;
a) the new information deviates considerably from the current map; b) the map is adapted by incorporating the new information
xM1 x
M
2 x
M
3 x
M
4
yM1
yM2
yM3
xMNx
yMNy
Figure 4: Rectangular grid; the significance of the colors is given in
the text
where all information collected relates to the green area
within the grid space, shown in Fig. 4. A variation of
z-values corresponding to grid points within the red area
does not affect the interpolated z-surface within the green
area, and, thus, it has no impact on ezk and J
z
1,k, conse-
quently.4 Within the joint estimation scheme proposed by
Ho¨ckerdal et al., see [11], the explained issue transforms
into the loss of observability of the respective grid point
“states”. To overcome this issue, they suggest a specific
restriction to the estimated covariance matrix of their ap-
proach, with the intention to prevent the divergence of
the filter. The countermeasure here is, to extend the cost
function by several regularization terms that add
i) the cost of deviations to the a priori map (zM∗ )
Jz2
(
∆zMk
)
= ∆zMk
T
Wz2∆z
M
k ,
ii) the cost of a mean gradient of the entire performance
map (zM∗ + ∆z
M
k )
Jz3
(
∆zMk
)
= ∆zMk
T
Lzg∆z
M
k + 2 z
M
∗
T
Lzg∆z
M
k ,
iii) and the cost of a mean curvature of the entire perfor-
mance map (zM∗ + ∆z
M
k )
Jz4
(
∆zMk
)
= ∆zMk
T
Lzc∆z
M
k + 2 z
M
∗
T
Lzc∆z
M
k .
4 To be precise, the illustration applies only to a C0 continuous
interpolation method, e.g., a bilinear interpolation, but the issue still
exists—to a lesser extent—for Cn continuous interpolation functions.
Costs (ii) and (iii) provide the smooth shape of a character-
istic performance map. Matrices Lzg and L
z
c are computed
as follows:
Lzg =
1
Ny − 1
Ny−1∑
j=1
∆MT
yMj
∆yMj
Wzgy
∆MyMj
∆yMj
+
1
Nx − 1
Nx−1∑
i=1
∆MT
xMi
∆xMi
Wzgx
∆MxMi
∆xMi
,
(45)
Lzc =
1
Ny − 2 ·
Ny−2∑
j=1
[
∆M
yM
j+1
∆yMj+1
−
∆M
yM
j
∆yMj
]T
yMj+2−yMj
2
Wzcy
·
∆M
yM
j+1
∆yMj+1
−
∆M
yM
j
∆yMj
yMj+2−yMj
2
+
1
Nx − 2
·
Nx−2∑
i=1
[
∆M
xM
i+1
∆xMi+1
− ∆MxMi
∆xMi
]T
xMi+2−xMi
2
Wzcx
∆M
xM
i+1
∆xMi+1
− ∆MxMi
∆xMi
xMi+2−xMi
2
,
(46)
where ∆MyMj = MyMj+1 −MyMj (cf. Eq. 41) and
∆yMj = y
M
j+1 − yMj , and ∆MxMi and ∆xMi are de-
fined analogously. All introduced weighting matrices W
are symmetric and positive definite. Note that Lg and
Lc are time-invariant, and thus, they can be computed
offline.
For the purpose of real-time estimation, a recursive algo-
rithm can be derived to solve the final optimization prob-
lem
min
zMk
[
Jz1,k
(
zMk − zM∗
)
+ Jz2
(
zMk − zM∗
)
+ Jz3
(
zMk − zM∗
)
+ Jz4
(
zMk − zM∗
) ] (47)
based on the recent optimal solution zMk−1:
1. Initialize with:
zM0 = P
z
0W
z
2 z
M
∗ , P
z
0 =
[
Wz2 + L
z
g + L
z
c
]−1
.
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2. For k ∈ N \ {0}:
zMk = z
M
k−1 +P
z
kmkw
z
1,k
[
zk −mTk zMk−1
]
,
Pzk = P
z
k−1 −
Pzk−1mkm
T
kP
z
k−1
T
wz1,k
−1 +mTkP
z
k−1mk
,
where zk is the new information (the last element
of zk, cf. Eq. (42)), mk is an abbreviation for
m
(
xM, yM, xk, yk
)
, and w1,k is the last element of
Wz1,k:
Wz1,k =
 Wz1,k−1
0
...
0
0 · · · 0 wz1,k
 .
Clearly, step 2 does not differ from the well-known Recur-
sive Least Squares (RLS) algorithm; cf. [25, pp. 363 ff.].
Consequently, any known issue and modification of the
RLS algorithm that can be found in the literature may
apply. The distinguishing feature is the initialization, step
1, where the time-invariant regularization terms are incor-
porated. Within the RLS approach, Pzk is the covariance
matrix of the estimation error if wz1,k = 1 ∀k and the infor-
mation zk is a normally distributed, uncorrelated signal.
Although this does not apply here, Pzk provides informa-
tion about the uncertainty of the current estimate zMk . A
low diagonal element indicates a reliable estimate of the
corresponding element in zMk ; i.e., considerable informa-
tion has already been collected within the vicinity of the
corresponding grid point. We refer to these diagonal ele-
ments as uncertainty levels.
3.3. Coupled State and Map Estimation
Thus far, the model (f, g), a state estimator (CUKF),
and the RME have been presented. In this section, a com-
bination is presented leading to a novel real-time param-
eter and state estimation scheme, referred to as Coupled
State and Map Estimator (CSME), which is expected to
be superior if the map parameters have a distinct oper-
ating point dependency. As the overall performance will
be sensitive to some implementation details, we propose a
specific algorithm, and provide design suggestions.
To avoid an extensive use of indexes, we denote the en-
try of vector x that corresponds to the physical quantity
z with x{z}. Analogously, P{z} denotes the diagonal el-
ement of matrix P that corresponds to z. Furthermore,
D{P} represents a column vector containing all diagonal
elements—in corresponding order—of matrix P. The pro-
posed scheme of the CSME is as follows:
1. Declare the required variables, e.g.,
CUKF: xˆ0 , R
x
0 , R
y
0 ,
RME (ϕ & µ) : MMd2 , Ψ
M
p ,
RME (ϕ) : ϕM∗ , W
ϕ
2 = w
ϕ
2 · INM ,
Wϕgx = w
ϕ
g · INy , Wϕgy = wϕg · INx ,
Wϕcx = w
ϕ
c · INy , Wϕcy = wϕc · INx ,
RME (µ) : µM∗ , W
µ
2 = w
µ
2 · INM ,
Wµgx = w
µ
g · INy , Wµgy = wµg · INx ,
Wµcx = w
µ
c · INy , Wµcy = wµc · INx .
The initial state xˆ0 of the dynamic system refers to all
state variables, i.e., normalized temperatures and specific
volumes, and variables describing deviations in the work
input factor and flow coefficient. IN denotes an N ×N
identity matrix. Remember that MMd2 and Ψ
M
p are fixed
time-invariant grid vectors. They have to be preset prop-
erly; i.e., they should span the entire range of possible op-
erating points. Naturally, the number and distribution of
the declared grid points determine the flexibility of the per-
formance map and the storage requirement of the routine.
Concerning this trade-off, the aim is to put the maximum
compatible number of grid points within the actual domain
of possible operating points. Therefore, we use a rectangu-
lar grid with normalized grid points between Ψp = 0 and
the expected surge line Ψp = Ψp(Md2), near which the
density of the points increases. However, if an actual op-
erating point is found to lie outside the preset domain, one
could think of applying an extrapolation scheme (the same
structure as Eqs (37) or Eq. (38)) instead of redesigning
the interpolation grid.
Note that every individual compressor stage has its own
performance map, and if map variations should be mon-
itored, its own RME calculation steps. To avoid repe-
titions, the stage-number superscript Sj is suppressed in
this section.
With the scalar weights wϕ2 and w
µ
2 , the user de-
clares whether to trust the a priori performance map
ΨMp –ϕ
M
∗ –µ
M
∗ –M
M
d2
(high weights) or not (low weights).
Even in cases where there is no a priori knowledge,
they have to be declared positive. For these cases,
we set wϕ2 = w
µ
2 = 10
−4 and ϕM∗ = µ
M
∗ =
0NM×1. Otherwise, with w2 = 0, the matrix inverse
within the initialization step of the RME may not ex-
ist. Concerning the adjustment of the remaining weights
for the presented test case below (see Section 4), we
found a proper balance for wϕg = w
ϕ
c = 10
−4/Rx0{∆ϕ} and
wµg = w
µ
c = 10
−4/Rx0{∆µ}.
2. Initialize the CUKF and the RME:
CUKF: xˆ0{∆ϕ} = 0 , xˆ0{∆µ} = 0 ,
Px0 = wP ·Rx0 ,
RME (ϕ) : ϕM
0
= Pϕ0W
ϕ
2 ϕ
M
∗ ,
Pϕ0 =
[
Wϕ2 + L
ϕ
g + L
ϕ
c
]−1
,
RME (µ) : µM
0
= Pµ0W
µ
2 µ
M
∗ ,
Pµ0 =
[
Wµ2 + L
µ
g + L
µ
c
]−1
.
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Most UT algorithms (cf. Section 3.1) require wP > 0.
Without prior knowledge of Px0 , wP  1 is a common
choice that allows the state estimator to apply large ad-
justment steps during the initial phase. Since large ad-
justments may have a destabilizing effect on the CSME,
especially if the prior performance map knowledge is very
uncertain (w2 small), we recommend waiting for an ini-
tial period before enabling map estimation. Following this
advice, the initial transient behavior of the CUKF, config-
ured via wP , is rather irrelevant in the CSME scheme.
3. Initialize the revised map vectors (the explanation fol-
lows, see step (4f)):
ϕ˜M
0
= ϕM
0
, µ˜M
0
= µM
0
.
4. For k ∈ N \ {0}:
(a) Adjust time-variant system noise for the CUKF:
Rxk{∆ϕ} = wR,k ·Rx0{∆ϕ} ,
Rxk{∆µ} = wR,k ·Rx0{∆µ} ,
Rxk{T¯ Sf } = wT¯ ·
(
f
k−1{T¯ Sf }
)2
,
where f
k−1 = f
(
xˆk−1, uk−1, θ, tk−1
)
,
and θ{ϕMi } = ϕ˜Mi,k−1 , θ{µMi } = µ˜Mi,k−1 .
The latter line should clarify that the revised map vectors
are applied within the compressor stage model. As a re-
minder, f
k−1{T¯ Sf } was introduced in Section 2.3, Eq. (21),
as an artificial model equation with the purpose of deter-
mining the converged compressor stage’s discharge tem-
perature T¯ Sf within a small time interval. If fk−1{T¯ Sf } = 0,
then T¯ Sf is in a converged state. In contrast, if (fk−1{T¯ Sf })2
is large, then T¯ Sf is far from the converged state. Enlarg-
ing the corresponding model equation uncertainty Rxk{T¯ Sf }
in the latter situation, enables the state estimator to ap-
ply large adjustment steps of xˆk{T¯ Sf }, thus, increasing the
speed of convergence. We apply wT¯ = 10
−2.
Further, it is advisable to inform the state estimator
whether the current operating point lies within a cer-
tain known region (low uncertainty level) of the perfor-
mance map. If not, the estimator should be allowed to ap-
ply larger deviations from the nominal performance map
(xˆk{∆ϕ}, xˆk{∆µ}). For instance,
wR,k = m
T
k−1 ·
D{Pµk−1}
min D{Pµk−1}
serves this purpose, where mk−1 is an abbreviation for
m
(
MMd2 ,Ψ
M
p , M̂d2,k−1, Ψ̂p,k−1
)
, which contains the inter-
polation coefficients depending on the location of the re-
cent operating point within the performance map, which
is assumed to lie within the vicinity of the current oper-
ating point. The hat symbol ̂ denotes the consistent
calculation according to the state estimate xˆ; i.e., respec-
tive entries from xˆ are used to calculate the hat marked
values according to the presented formulae. Considering
that D{Pµk−1} is consistently ordered to the interpolation
grid, mTk−1 ·D{Pµk−1} gives the interpolated uncertainty
level of the recent operating point. If the applied interpola-
tion scheme for calculating the interpolation coefficients in
mTk−1 is comonotone (monotone between neighbored grid
points), wR,k ≥ 1 is fulfilled within the entire grid domain
(no extrapolation). In this case, one could define a Local
Information Level
LILk :=
1√
wR,k
, 0 % < LILk ≤ 100 % (48)
serving as a meaningful monitoring indicator that corre-
lates with the amount of information collected within the
vicinity of the current operating point (“amount of confi-
dence” in the local estimation).
(b) Update the state estimate and the covariance ma-
trix considering the current measurements y
k
by
applying the proposed CUKF scheme:
(xˆk, Pxk) = CUKF
(
xˆk−1, Pxk−1 , yk, R
x
k, R
y
k
)
.
The incorporation of the model (f, g) into the CUKF
scheme is quite clear (cf. Section 3.1):
F
(
xk−1, uk−1, θ, k
)
= xk−1
+
tk∫
tk−1
f (x, u∗, θ, t ) d t ,
G
(
xk, uk−1, θ, k
)
= g (x, u, θ, tk ) .
From the user’s point of view, note that we end up using
a simple forward Euler method for numerical integration
that provides acceptable performance in terms of stability,
accuracy, and computational speed, at least with step sizes
≈ 5× 10−2 s for volumes ≥ 10−2 m3, as chosen here. Fur-
ther, since entries in the input vector u that comprises the
individual shaft speeds and the last stage’s discharge pres-
sure may arise from time-sampled measurements (cf. Eq.
(5)), it is not advisable to ignore their changes through-
out the prediction horizon, especially in cases of highly
transient operation or large tk − tk−1. Therefore,
u∗( t ) =
[
1− t− tk−1
tk − tk−1
]
· uk−1 +
t− tk−1
tk − tk−1 · uk
is embedded in the numerical integration scheme.
(c) If the initial transient phase of the state estimator
is concluded, continue with step (4d); otherwise,
skip steps (4d)–(4f).
For a proper indication, condition∥∥[D{Pxk} −D{Pxk−1}]D{Pxk−1}∥∥∞
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< “threshold”
may be checked, where the operator  denotes the
Hadamard division (element-wise division).
(d) Concerning the weighted map estimation error (cf.
Eq. (43)), adjust the time-variant weights for the
RME:
wϕ1,k =
1
Pxk{∆ϕ}
, wµ1,k =
1
Pxk{∆µ}
.
In a standard Least Squares approach without regulariza-
tion terms, Wz1,k = (C
z
k)
−1 gives the optimal (minimum
covariance) estimate of zMk if C
z
k is the true covariance
matrix of the collected information zk that arises from a
stochastic, uncorrelated process. We already stated that
such a premise does not apply here. The current informa-
tion to be considered will arise from the CUKF estimate
xˆk{z}, which is treated as the expected mean of an un-
specified distribution with an expected variance Pxk{z}.
However, the proposed weighting wϕ1,k and w
µ
1,k clearly in-
dicates the underlying intention.
(e) Incorporate the updated state estimates xˆk{∆ϕ}
and xˆk{∆µ} into the performance map applying
the recursive step of the RME scheme:
RME (ϕ) : ϕM
k
= ϕM
k−1 +P
ϕ
kmkw
ϕ
1,k
[
ϕ̂k
−mTk ϕMk−1
]
,
Pϕk = P
ϕ
k−1 −
Pϕk−1mkm
T
kP
ϕ
k−1
T
wϕ1,k
−1
+mTkP
ϕ
k−1mk
,
RME (µ) : µM
k
= µM
k−1 +P
µ
kmkw
µ
1,k
[
µ̂k
−mTk µMk−1
]
,
Pµk = P
µ
k−1 −
Pµk−1mkm
T
kP
µ
k−1
T
wµ1,k
−1
+mTkP
µ
k−1mk
,
where the “new information” to be considered arises from
RME (ϕ) : ϕ̂k = m
T
k · ϕ˜Mk−1 + xˆk{∆ϕ} ,
RME (µ) : µ̂k = m
T
k · µ˜Mk−1 + xˆk{∆µ} ,
and mk is an abbreviation for m
(
MMd2 ,Ψ
M
p , M̂d2,k, Ψ̂p,k
)
.
Note that, for instance, mTk · ϕ˜Mk−1 is embedded in the
model in place of ϕSj from Eq. (22), and xˆk{∆ϕ} repre-
sents ∆ϕSj in this context; i.e., the CUKF calculates the
displacement in relation to the former revised map.
(f) Update the revised map vectors with the approach
described below:
ϕ˜M
k
= Ak
[
ATkW
ϕ˜
kAk
]−1
ATkW
ϕ˜
k
[
ϕM
k
− bϕk
]
+ bϕk ,
µ˜M
k
= Ak
[
ATkW
µ˜
kAk
]−1
ATkW
µ˜
k
[
µM
k
− bµk
]
+ bµk ;
Ψp
ϕ
ϕM
k−1
ϕ˜M
k−1
ϕM
k
ϕ˜M
k
xˆk{∆ϕ}
mTk · ϕ˜Mk−1
ϕ̂k
Ψ̂p,k
ϕ̂k−1
Ψ̂p,k−1
M̂d2,k−1 = M̂d2,k =M
M
d2,i
Figure 5: Update of revised map vector ϕ˜M applying a scalar C0
continuous linear interpolation approach (dependence on Md2 ne-
glected); symbols denote uncertainty levels at grid points
and reset the a priori performance map deviations
of the next iteration afterward:
xˆk{∆ϕ} = 0 , xˆk{∆µ} = 0 .
Before the newly introduced variables are declared, the
conceptual idea behind the revised map vectors and step
(4f) needs clarification. A sketch of this concept is shown
in Fig. 5 for the simplified situation M̂d2,k−1 = M̂d2,k =
MMd2,i; i.e., the dimension along machine Mach number
variation becomes neglectable, yielding a scalar interpola-
tion approach along Ψp only. For the current time stamp
k, the CUKF estimates a deviation xˆk{∆ϕ} to the for-
mer revised map, the ϕ-coordinates of which are stored
in ϕ˜M
k−1. In step (4e) this deviation is incorporated into
the actual map, the ϕ-coordinates of which are stored in
ϕM
k
, by recursively solving the optimization problem, as
described in Section 3.2. As is the situation in Fig. 5, the
estimated flow coefficient ϕ̂k is unlikely to have no bias to
the actual map (normally, an interpolated surface; here,
an interpolated line); i.e., mTk · ϕMk 6= ϕ̂k. In other words,
the actual map is not consistent with the estimated state.
This is expected, since the CUKF presumes the map to
be time-invariant. Instead of advancing the model states
by ϕ
k
, etc., and applying a joint estimation within the
CUKF scheme, which would be in accordance with the
approach in [11] and raise a massive increase in the com-
putational burden in the present context, we derived the
Coupled State and Map Estimator and provide the revised
map vectors for this purpose. These vectors, ϕ˜M
k
and µ˜M
k
,
are consistent to the CUKF estimate, i.e.,
mTk · ϕ˜Mk = ϕ̂k , mTk · µ˜
M
k
= µ̂k , (49)
which is assured via step (4f). Metaphorically speaking,
the estimated deviation is preserved within the revised
map. Therefore, the respective CUKF states must be
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reinitialized for the next iteration, to be consistent with
the revised situation itself. Consequently, the revised map
and the CUKF estimates are capable of tracking sponta-
neous and wide map deviations quickly, even if the actual
map, calculated within the RME scheme, is in a nearly
converged state, where adjustments to changed circum-
stances are typically sluggish.5 The diverging response
times of actual and revised map vectors may be exploited
for fault detection. As an example for µ, if condition∥∥∥µM
j
− µ˜M
j
∥∥∥
∞
> wf
√
Pxj{∆µ} (50)
is fulfilled for (Nf + 1) consecutive time stamps
(j = {k −Nf , . . . , k − 1, k}), a drastic change in behav-
ior, i.e., a fault at time stamp k−Nf , of the corresponding
compressor stage is plausible.
The proposed calculation of ϕ˜M
k
or µ˜M
k
minimizes the
weighted sum of squared errors between ϕM
k
and ϕ˜M
k
or
between µM
k
and µ˜M
k
, respectively, subjected to (49). We
found it reasonable to keep revised points with a low un-
certainty level close to the actual map (cf. Fig. 5). There-
fore, weighting matrices Wz˜k are constructed as diagonal
matrices that fulfill D{Wz˜k
−1} = D{Pzk}.
Ak, b
ϕ
k , and b
µ
k are as follows:
Ak =

Ijk−1 0(jk−1)×(NM−jk)
−m−1k,jk ·mTjk,k
0(NM−jk)×(jk−1) INM−jk
 ,
bϕk =

0(jk−1)×1
ϕ̂k ·m−1k,jk
0(NM−jk)×1
 , bµk =

0(jk−1)×1
µ̂k ·m−1k,jk
0(NM−jk)×1
 .
mk,jk is the jkth element of mk, and mjk,k ∈ RNM−1 is
a subvector of mk, constructed by removing mk,jk , and
jk is an arbitrary index that fulfills mk,jk 6= 0. Be aware
that—applying a C0 continuous interpolation method—
the matrix inversion in step (4f) can be reformulated; thus,
the actual matrix to be inverted is of dimension 3× 3.
4. Results
4.1. Test Case
For validation purposes, a reference process with known
performance maps and state trajectories is mandatory,
and distinct real-gas behavior is desired to emphasize the
scope of this research. Therefore, a numerical, i.e., sim-
ulative experiment (SE) of a two-stage supercritical CO2
5 Forgetting factors may be incorporated in the RME to keep the
actual map flexible. Within the presented context, global forgetting
does not make sense, and—as far as our experience goes—local for-
getting is hard to adjust properly. Alternatively, the CSME might
be restarted frequently, e.g., with ϕM∗ = ϕ
M
k−1, etc.
(Tc = 31.13
◦C, pc = 73.77 bar) compressor acts as refer-
ence and “measurement” generator. The “measurements”
are sampled at a rate of 1 Hz. At a reasonable effort, sev-
eral modifications have been implemented compared to the
model that is applied within the monitoring scheme (cf.
Section 2), to draw a somewhat more realistic situation
for the CSME:
• In contrast to the approximative but versatile real-gas
model that is applied within the CSME (cf. Section 2.2),
the CO2-specific model presented in [26], which matches
the real-gas behavior of CO2 closely, is embedded within
the SE.
• The assumption of well-mixed volumes within the con-
necting pipes is discarded, and the delay of the tempera-
ture information due to (1D) transportation of the mass
inside the pipes is considered in the SE.
• For the mapping functionM, a C1 continuous (piecewise
cubic) interpolation method is applied based on 350 grid
points vs. C0 continuous (bilinear) interpolation with
NM = 140 grid points in the CSME.
• For every time stamp, the converged discharge temper-
ature is calculated vs. the artificial state approach ac-
cording to Eq. (21) of Section 2.3, in the CSME.
The preset simulation inputs, the compressor-shaft
speed and the discharge pressure, can be found in Fig.
6. We do not claim to have designed a realistic operat-
ing scenario. The intention was to run the machine across
varying operating points, as in a highly flexible operation,
connected via transients with a supposedly realistic, non-
stepwise shape. The suction conditions of the SE are fixed
at pP0 = 100 bar, TP0 = 80 ◦C. All calculated values that
are treated as “measurements” for the CSME are affected
by artificial, normally distributed noise with a standard
deviation of 0.1 bar, 0.1 K, or 0.1 kg s−1, respectively. The
time stamp index k is suppressed in this section, since
the physical time, e.g., measured in minutes, seems more
natural. Such a dependence is obvious from the following
figures anyway.
4.2. Process Tracking
Concerning the tracking performance, i.e., the capabil-
ity of the CSME to track reference process states, we fo-
cus on the unmeasured, in reality unknown states. The
CSME is able to track the measurement values as well,
while significantly reducing the (artificial) measurement
noise. Some exemplary results are shown in Fig. 7. The
delay between the fluid’s temperature in the intermediate
pipe TP1f and the corresponding “measured” value T
P1
s ,
both calculated in the SE, can be seen in Fig. 7a for the
intermediate temperature. In the SE and the CSME, a
time constant of τP1 = 10 s is assumed for a first-order
system; see Section 2.4, Eq. (31). The CSME is capable of
tracking the actual temperature of interest TP1f (slightly
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Figure 6: Simulation inputs; a) identical compressor-shaft speed for both stages S1 and S2; b) discharge pressure pP2 of discharge pipe P2.
noisy), revealing any temperature peak, which is hidden
from the measurements. For the remaining temperature
positions, the tracking performance is very similar; thus,
they are omitted here.
Fig. 7b–d shows the estimation of several compressor
characteristics. Obviously, the generic real-gas model, pre-
sented in Section 2.2, is sufficiently accurate; otherwise,
the estimates would have to be biased from the reference.
None of the values shown in Fig. 7b–d are declared model
states for the CUKF scheme; thus, the values arise from
the presented formulae (see Section 2.3), embedding the
“direct estimates” preserved in xˆ. Since xˆ{∆µ} enters the
denominator of
ηˆp =
Ψ̂p
2 µ̂
=
Ψ̂p,k
2
(
mTk · µ˜Mk−1 + xˆk{∆µ}
)
(cf. Eq. (20) and step (4e) of Section 3.3), this value is
particularly prone to noise transmission, as can be seen in
Fig. 7d. Note that the tuning parameters, e.g., Rx0 , R
y
k,
weights, etc., are manually tuned, and thus, the existence
of an alternative parameter set that provides a “better”
performance is very likely.
4.3. Fault Indication and Isolation
Although the term alteration would be much better
suited in the context of this work, the common term fault
is used consistently. To investigate the simple fault de-
tection scheme stated in Section 3.3 (cf. Eq. (50)), the
reference performance map of the first compressor stage
is modified within the SE from t = 40 min on, referred to
as a fault event in the present section. More specifically,
the first stage’s work input factor, calculated via a refer-
ence mapping function, is increased by 0.1 for t ≥ 40 min
in the SE. A respective, spontaneous efficiency decline can
already be found in Fig. 7d, while it is hard to detect an in-
crease in the temperature measurement in Fig. 7a during
flexible operation. Altogether, the tracking performance
seems unaffected by the fault, which indicates a correct
fault isolation. Generally, fault isolation is the capability
to assign a fault to the correct cause. Here, due to the lack
of defining particular failure sets, the term fault isolation
is used for the local assignment to a specific plant com-
ponent, i.e., the correct compressor stage. Because the
proposed fault detection is based on component-specific
parameters, fault isolation is a straightforward task.
Situations where the fault condition (50) is fulfilled for
the current time stamp (Nf = 0) setting wf = 2 are re-
ferred to as fault indication. A fault indication is marked
by a colored background in Fig. 8b. The proposed scheme
clearly indicates the fault assigned to the first compressor
stage. For Nf = 5 (six consecutive fault indications), an
automated fault detection would have raised the failure
flag for “compressor stage 1” for the first time 7 s after the
actual fault event, while failure flag “compressor stage 2”
would remain deactivated for the entire experiment. Natu-
rally, the frequency of the fault indications diminishes over
time, since the actual map estimate µM is never in a con-
verged state if a failure has occurred. Consequently, the
faulty behavior is gradually incorporated into the actual
map estimate.
In Fig. 8, the advantage of defining a time-variant
threshold (2
√
Pxk{∆µ}) for fault indication is quite obvi-
ous. Every time the compressor stage runs into an uncer-
tain operating range, i.e., the Local Information Level LIL
is low (Fig. 8a), the amplitude of adaption, recognizable
via µMj∞ − µ˜Mj∞ (Fig. 8b), increases, which is enhanced by
step (4a) of the CSME algorithm (cf. Section 3.3). Large
adaption steps are facilitated by large entries in Pxk ; thus,
the proposed threshold is logical. For a nominal situa-
tion, the mismatch between actual map µM and revised
map µ˜M vanishes as additional information is collected,
yielding a noisy, nearly zero-mean signal µMj∞ − µ˜Mj∞ . For
the faulty situation, the signal characteristic completely
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changes, which might serve as an indication whether for
manual monitoring or some augmented and automated
fault detection schemes, the investigation of which is be-
yond the scope of this paper.
4.4. Performance Map Monitoring
As denoted in Fig. 8, we utilize the delayed activation of
the RME, which was suggested in step (4c) of Section 3.3.
The preset “threshold” of 2 % enables the map estimation
after 125 s. For this time stamp, the initialized map esti-
mate (dashed speed curves), free of any reasonable a priori
shape, can be found in Fig. 9a. In this figure, polytropic
work yp and suction volume flow V˙s are displayed instead
of their dimensionless counterparts. Thus far, the infor-
mation of merely one operating point (OP) marked by
has been considered. The introduced regularization terms
provide the “straight” shape, since gradients (Lg) and cur-
vatures (Lc) have a relative high cost to this moment.
The presented shape is mapped into the typical yp–V˙s–n
diagram. In contrast, the true map and the (actual and
revised) map estimate6 are preserved in the dimension-
less counterpart Ψp–ϕ–Md2 , which is not really suitable
for the intended presentation here.7 Due to the basic
model assumption that presupposes a static dependency
between Ψp–ϕ–µ–Md2 (cf. Section 2.3), it is necessary to
6 For the presentation of estimates in Fig. 9 and Fig. 10, the
revised map is used (cf. Section 3.3).
7 The µ-dimension becomes visible via ηp or, to be precise, via
∆ηp (filled contours, an explanation follows).
use an artificial, time-invariant suction condition (index r)
for conversion (Ψp–ϕ–Md2 → yp–V˙s–n)8 according to rela-
tions (16)–(19) if the true performance map yp–V˙s–n (solid
speed curves) is to be fixed for the supervision monitor. As
a result, the projected OP (related to Tr and pr) of the
first and second stages do not lie on the same (projected)
speed curve, even if the stages are mechanically coupled
(nS1 = nS2, cf. Fig. 6a). Note that both shapes, true and
estimated, are depicted for the same Ψp and Md2 domain.
As the operating point varies, the shape adapts quickly,
as can be seen in Fig. 9b. Here, 55 s after map initial-
ization, 55 respective measurements have been incorpo-
rated. Every 30 s, the corresponding OP estimated is
drawn into the present diagram. As a result of the flexible
interpolation-based mapping scheme, it seems unreason-
able to expect a correct shape adjustment for map regions
in which no information has been collected thus far. Con-
sequently, the speed curve shape of the first stage does
not converge correctly in the region where the surge line
would be anticipated, as this region was not accessed thus
far. However, near the operating points, good estimation
results can be seen. Whenever a “new” region is entered,
the supervisor may recognize this by the rapid decline of
the LIL.
As time passes, and the amount of information collected
increases (Fig. 9c, Fig. 10a), not only the estimated shape
of speed curves but also the estimated shape of the effi-
8 The real-gas models differ, whether the conversion refers to the
true or the estimated map; see Section 4.1.
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Figure 9: True and estimated (revised) performance map of the first (left column) and second (right column) compressor stages in relation
to the reference suction conditions (Tr, pr) at three time stamps (rows); every 30 s (after enabling map estimation at t = 125 s), a new
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ciency map improves, which becomes obvious by the drawn
levels of the efficiency estimation error ∆ηp = |ηp − ηˆp|, de-
picted as filled contours within the estimated speed curve
shape. Concerning these levels, a systematic estimation
error remains, due to the different mapping functions used
in the SE and the CSME, as mentioned in Section 4.1.
The fault event at t = 40 min, a spontaneous decline in
the first stage’s µ map vectors of the reference (SE), af-
fects neither the speed curve shapes nor the second stage’s
performance map at all (Fig. 10b,c). This complies with
the correct behavior, facilitating the further improvement
of the second stage’s performance map beyond the fault
event (cf. Fig. 10c). The low level of ∆ηp within the vicin-
ity of the current (red) operating point, 2 s after the fault
event (Fig. 10b), proves the fast adaptability of the revised
map, which is presented for all time stamps in Fig. 9 and
Fig. 10. A further issue, already stated, can be seen in
Fig. 10c for the first stage. Within regions where much in-
formations had already been collected (high concentration
of past, black OP), the estimated map is highly inflexible.
However, if the fault had been detected, a reinitialization
(after potential interventions) would be advisable anyway.
5. Conclusions
From the methodological aspect, two main issues have
been presented.
Model building. A novel, low-order dynamic model for cen-
trifugal multi-stage compressors has been derived. Real-
gas behavior is taken into account explicitly. To this end,
the generic LKP real-gas equation of state [9] is applied.
Several refinements are provided to embed this equation
and its derivatives properly into the overall model scheme,
in terms of accuracy and computational speed. A compres-
sor stage’s behavior arises from its possibly time-variant
performance map. The proposed approach utilizes an in-
terpolation scheme based on four grid vectors, i.e., poly-
tropic head coefficient, flow coefficient, work input factor,
and machine Mach number, which allows for the descrip-
tion of nearly arbitrary performance map shapes. The
proposed scheme may easily be extended by further de-
pendencies, e.g., for variable inlet guide vanes.
Monitoring. The Unscented Kalman Filter approach and
a new Recursive Map Estimation are combined, yielding a
novel real-time estimation scheme, which is expected to be
superior if the parameters to be estimated have a distinct
operating point dependency, as is the case for the grid
vectors of a compressor stage’s performance map. Real-
time capability is addressed via
• a first-principle, but—in detail—approximate and con-
sequently less computationally intensive model;
• a recursive formulation of all estimation steps, yielding
a constant calculation workload;
• an optimal preservation of past estimates concerning the
operating point dependency within fixed-size grid vec-
tors, yielding a constant memory requirement.
As a by-product, three time-variant supplementary obser-
vations can be provided for the monitoring task in the
context of monitoring of a multi-stage compressor:
1. a performance map for every compressor stage, i.e., the
estimated shape of speed and efficiency curves;
2. a Local Information Level, indicating the reliability of
estimates at the local operating point;
3. a fault indicator for every compressor stage, which
might be extended for fault detection and isolation if
conceivable faults have been defined.
The estimator is able to handle a priori knowledge
optionally, whether the task is to monitor deviations from
the a priori presumed performance map or to identify the
performance map during operation.
The model-based monitoring scheme was validated
via numerical simulations of a two-stage carbon dioxide
compressor operating in the supercritical phase of the
fluid. The reference simulation, which replaces the real
“measurements”, was modified considerably; e.g., the
real-gas model was interchanged, and the mass trans-
portation delay was considered. In spite of this adverse
situation, the proposed estimator performed well. The
estimator was capable of tracking every state or variable,
whether it was measured or not, without noticeable bias.
For operating ranges that have already been reached,
the estimated performance maps converged correctly.
Within the remaining regions, the map shape maintains
its flexibility. A preset fault event was isolated (to the
respective compressor stage) correctly, and the overall
behavior of the estimates and fault indicators was as
desired.
Subjects of future research may arise from the following:
• The request to continuously incorporate an alteration,
which might be detectable with the proposed scheme
already, into a nearly converged map estimate. Since
the integration of common (global) forgetting factors is
considered unreasonable within the given context, the
approach of local forgetting might be further investi-
gated.
• The demand to recover from an erroneous map status,
which may be triggered from faulty measurements or
extreme deviations between plant and model behavior,
e.g., due to a short period of compressor surge. Strate-
gies for recovering as well as surge modeling, may con-
tribute to this issue.
• Augmented fault detection and isolation schemes, i.e.,
the real-time classification of conceivable failure sets.
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