first introduced the exponentially weighted moving average (EWMA) control scheme. Using simulation to evaluate its properties, he showed that the EWMA is useful for detecting small shifts in the mean of a process. The recognition that an EWMA control scheme can be represented as a Markov chain allows its properties to be evaluated more easily and completely than has previously been done. In this article, we evaluate the properties of an EWMA control scheme used to monitor the mean of a normally distributed process that may experience shifts away from the target value. A design procedure for EWMA control schemes is given. Parameter values not commonly used in the literature are shown to be useful for detecting small shifts in a process. In addition, several enhancements to EWMA control schemes are considered. These include a fast initial response feature that makes the EWMA control scheme more sensitive to start-up problems, a combined Shewhart EWMA that provides protection against both large and small shifts in a process, and a robust EWMA that provides protection against occasional outliers in the data that might otherwise cause an out-of-control signal. An extensive comparison reveals that EWMA control schemes have average run length properties similar to those for cumulative sum control schemes.
INTRODUCTION
Since Walter Shewhart introduced the controlchart technique in 1924, control schemes have found widespread application in improving the quality of manufacturing processes. Although the exponentially weighted moving average (EWMA) is known to have optimal properties in some forecasting and control applications (Box, Jenkins, and MacGregor 1974; Muth 1960) , it has been largely neglected as a tool by quality-control analysts. Only recently has the EWMA control scheme been exploited and its properties evaluated analytically (Crowder 1987; Hunter 1986; Lucas and Saccucci 1987; Montgomery, Gardiner, and Pizzano 1987; Robinson and Ho 1978; Waldmann 1986 ).
Like Shewhart and cumulative sum (CUSUM) control schemes, an EWMA control scheme is easy to implement and interpret. It is based on the statistic Zj = 3.Y, + (1 -E.)Zi-l, 0 < 2 5 1, (1.1) together with upper control limits (UCL's) and lower control limits (LCL's). The starting value Zo, which we shall discuss in more detail later, is often taken to be the target value. The sequentially recorded observations, Y,, can be individually observed values from the process, although they are often sample averages obtained from a designated sampling plan. The process is considered out of control and action should be taken whenever Z, falls outside the range of the control limits. An EWMA has alternatively been referred to as a geometric moving average because Z, can be equiv-alently written as a moving average of the current and past observations: 1-l 2, = E. C (1 -/.)'Y;-j + (1 -E.) 'ZO, (1.2) ,=(I where the weights of the past observations fall off exponentially as in a geometric series. In addition, many of the properties of EWMA's can be obtained from the formula for the sum of a geometric series. When the Y, are iid with common variance, a$, the variance of the control statistic is given by d(Z,) = [{l -(1 -E.)?'}E.l(2 -%)]o$.
Unless E. is small, the effect of the starting value soon dissipates and the variance quickly converges to its asymptotic value, o$ = {I./(2 -).)}a$. The control limits are usually based on the asymptotic standard deviation of the control statistic as LCL = Target -Llaz and UCL = Target + Lzoz, respectively. In general, the control limits are chosen symmetrically about the process target value so that L = L, = Lz. For a discussion of one-sided EWMA control schemes, see Robinson and Ho (1978) . Roberts (1959) first described the use of EWMA control schemes. Using simulation, he developed nomograms of average run lengths (ARL's) for the case of normally distributed observations. In a subsequent article, Roberts (1966) compared their performance to other procedures, including CUSUM and Shewhart control schemes. More recently, Robinson and Ho (1978) numerically evaluated the ARL's of EWMA control schemes using an Edgeworth series expansion. Although they considered a wider range of parameter values than did Roberts, their results are inaccurate for small values of 1.. Crowder (1987) evaluated the properties of EWMA's by formulating and solving a system of integral equations. Tables of the first and second moments of the run-length distribution are given in his article.
In this article, we evaluate the run-length properties of EWMA control schemes by representing the EWMA statistic as a continuous-state Markov chain. Its properties can be approximated by a finitestate Markov chain following a procedure similar to that of Brook and Evans (1972) . This allows the properties of EWMA's to be evaluated more easily and completely than has previously been done (Lucas and Saccucci 1986; Yashchin 1987) . A detailed discussion of the Markov-chain approach is given in Appendix A.
In Section 2, we give an example of an EWMA control scheme. In Section 3, we discuss the ARL tables that were obtained using the Markov-chain approach, and in Section 4, we give a design pro-TECHNOMETRICS, FEBRUARY 1990, VOL. 32, NO. 1 cedure based on these tables. Although ARL's can be evaluated for iid observations from any distribution, the ARL's provided here are evaluated for normally distributed observations. In Section 5, we evaluate and discuss the properties of several enhancements for EWMA's. These include a fast initial response (FIR) feature, a combined Shewhart EWMA, and a robust EWMA. Lucas and Crosier (1982a,b) and Lucas (1982) evaluated these enhancements for CUSUM control schemes. In Section 6, we compare EWMA and CUSUM control schemes. EWMA control schemes are shown to have ARL properties similar to those of CUSUM control schemes.
EXAMPLE
To illustrate an EWMA control scheme, we use a set of simulated observations taken from Lucas and Crosier (1982a) . The data, together with the corresponding EWMA values, are shown in Table 1 . The target value is taken to be 0, so the process is in control for the first 10 observations. The mean level was shifted upward by approximately one standard deviation for the last nine observations.
The parameters of the EWMA are chosen to be % = .25 and L = 3.0, giving control limits of k1.134 (+L[E.l(2 -J.)]"%J~) when oy = 1. For normally distributed observations, the in-control ARL is equal to 500.
The third column of Table 1 
of the EWMA control statistic, Zi = .25Yj + .75Z,-,. This statistic remains close to the target value for the first 10 observations but then grows in size after the shift in the process occurs. Like the CUSUM control scheme that was originally used with this data, the EWMA gives an out-of-control signal at the 16th observation. A Shewhart control scheme with the same in-control ARL has control limits of k3.09. The Shewhart control scheme does not give an out-of-control signal within the first 19 observations. In fact, for a one-standard deviation shift in the process mean, the EWMA control scheme will give an out-of-control signal in an average of 10.9 observations, whereas the Shewhart control scheme will give an out-of-control signal in an average of 54.6 observations.
In quality-control applications, it is often useful to graphically display control schemes. Figure 1 is a plot of the EWMA control statistic, together with the original data given in Table 1 . The solid line connects the EWMA values, and the individual observations are represented by X's. Roberts (1959) provided a manual plotting procedure that does not require evaluation of the EWMA values. Hunter (1986) suggested writing the current EWMA as the previous EWMA plus a fraction of the difference between the current observation and the previous EWMA, Z, = Z;-, + i.(Y! -Z,-,). In this form, the EWMA can be considered a one-step-ahead forecast for the process so that Z, should be plotted at the (i + 1)st sequential position. Table 2 illustrates the use of an EWMA control scheme for a process with a mean level that is initially off target. It will be discussed in more detail in Section 4. Figure 2 illustrates the run-length distribution for an EWMA control scheme with L = 2.414 and E. = .25. This control scheme has an in-control zero-state ARL equal to 100. Zero-state run lengths refer to the run lengths of control schemes initialized at the target value. Figure 2 also illustrates the run-length distribution for a geometric random variable with an ARL equal to 100 and an EWMA control scheme with a FIR feature. The FIR feature is discussed in detail in Section 5.
THE RUN-LENGTH DISTRIBUTION
The run-length distribution for the EWMA control scheme was obtained using the Markov-chain approach given in Appendix A. The run-length distribution for the FIR EWMA was obtained by simulation. Examination of Figure 2 shows that, except for small run lengths, the in-control run-length distribution is nearly geometric. Hence, for an incontrol process, the run-length distribution of an EWMA can be adequately characterized by its ARL. Figure 3 illustrates the run-length distributions for a process that is off aim by two (TV. The EWMA's in Figure 3 have the same parameter values [L, 1.) and HS (head start)] as those in Figure 2 , and the geometric distribution was chosen to match the ARL of the zero-state EWMA. Although the run-length distributions for the EWMA's are clearly not geometric, they are closely centered about their average values of 2.81 and 1.93, respectively. Hence the ARL also characterizes the run-length distribution for an outof-control process.
Using the Markov-chain approach described in Appendix A, we have calculated zero-state and cyclical steady-state ARL's for a wide range of parameters. Steady-state run lengths refer to the run lengths of control schemes evaluated after the control statistic has reached steady state. A control statistic is in steady state if the process has been in control long enough for the effect of the starting value to become negligible. See Appendix A for a detailed discussion of steady-state run lengths.
With the exception of those of Ho (1978) , ARL tables are usually given for fixed values of 1. and L. We feel that it is convenient to have tables with fixed values of j. and in-control ARL's. Table 3 gives ARL values for EWMA control schemes with 3. equal to 1.00, . 75, .50, .40, .30, .25, .20, .lO, .05, and . 03. More detail is given for values of 1. less than .5 because small values of 1. are useful for detecting small shifts in a process. The corresponding values of L were obtained so that the in-control zero-state ARL's are equal to 500. The same values of 2 and L were used for both zero-state and steady-state ARL's so that a direct comparison is possible. Lucas and Saccucci (1987) also provided tables for in-control ARL's of 100, 300, 1,000, 2,000, and 5,000. The complete set of tables indicates that the differences between zero-state and steady-state ARL's depend on both i. and the in-control ARL.
For large values of E., there is essentially no difference in ARL's. For small values of /1, however, the percentage of difference increases as the in-control ARL decreases. Within the range of parameters considered, the difference between zero-state and steadystate ARL's ranges from less than 2% for an EWMA control scheme with an in-control ARL of 5,000 to approximately 10% for an EWMA control scheme with an in-control ARL of 100. For most practical purposes, the difference between zero-state and steady-state ARL's is unimportant and either one suffices. For subtle comparisons, such as those between EWMA and CUSUM control schemes given later, however, it is helpful to have both sets of ARL values.
DESIGN PROCEDURE
In addition to characterizing the run-length distribution of an EWMA control scheme, the ARL is also proportional to the amount of production from a process. Hence design procedures are usually based on the ARL properties of control schemes. The ARL should be long when the process is operating near its target value and short when the process shifts to an unacceptable level. Depending on the particular needs of the analyst, control schemes can be evaluated using zero-state and/or steady-state ARL's.
To facilitate the design of EWMA control schemes, Table 4 contains a list of "optimal" parameters. For a specified in-control ARL and shift in the process, these parameters will give an EWMA control scheme having the minimum ARL at the specified shift. Whenever the minimum ARL's were nearly equivalent over a range of ,I values, the entire range of Iti was given. An EWMA control scheme designed with the smallest valus of 3. in this range will provide more protection against small shifts in the process, but an EWMA control scheme designed with the largest value of E. will provide more protection against large shifts in the process.
Examination of Table 4 illustrates that, for a fixed in-control ARL, the optimal value of 1. increases as the shift in the process increases. Lucas (1973) proved that a Shewhart control scheme, an EWMA with 2 equal to 1, is optimal for detecting large shifts. Consequently, if 0: = &ln and there is no restriction on choosing n, there is little need to consider control schemes other than standard Shewhart control schemes. Shewhart control schemes can be optimized for detecting a given size shift by increasing the number of samples included in each observation. On the other hand, it is often appropriate to consider more complicated error structures. For many chemical processes, the error structure can be approximated as a$ = oietween + a~,,hi,ln. In this situation, only short-term variation is reduced when multiple samples are taken, and the EWMA control scheme is useful for detecting small shifts in the process. For a further discussion of this point, see Goel (1968) or Lucas (1976) .
To design an EWMA control scheme, we recommend the following procedure. First, specify the desired in-control ARL and the shift in the process that is to be detected quickly. Using Table 4 , obtain the EWMA parameters that will result in the minimum ARL for the specified shift in the process. Finally, the entire ARL profile for this EWMA should be evaluated to determine whether it provides sufficient protection against other shifts. The ARL profile can be obtained from the ARL tables given by Lucas and Saccucci (1987) .
Note that the values of 1. recommended for detecting one-cY shifts in the process are small relative to the values between .25 and SO that have often been suggested in the literature. ARLm,n NOTE:
The In-control average run length is based on zero-state average run lengths that this range is optimal for detecting two-a, shifts. Furthermore, our design suggestions differ from those of Hunter (1986) . He suggested choosing E. to minimize the one-step-ahead forecast error by using the past history of the data. Although past history provides guidance, we feel that it is important to design the EWMA to guard against possible future shifts in the process mean.
ENHANCEMENTS
5.1 FIR Feature Lucas and Crosier (1982a) showed that a FIR feature is useful for CUSUM control schemes because processes are more likely to be away from the target value when a control scheme is initiated due to startup problems or because of ineffective control action after the previous out-of-control signal. A FIR feature is especially useful for EWMA control schemes designed with small values of 1.. When 1. is small, the variance of the control statistic converges slowly to its asymptotic value so that control schemes based on the asymptotic standard deviation tend to be insensitive at start-up.
A FIR feature for an EWMA control scheme can be obtained by simultaneously implementing two one-sided EWMA's, each with a head start (HS). One EWMA has an HS, or starting value, above the target value and the other EWMA has an HS below the target value. If the process is off aim at start-up, TECHNOMETRICS, FEBRUARY 1990 , VOL. 32, NO. 1 the EWMA with the appropriate HS will tend to give an out-of-control signal more quickly. On the other hand, if the process is initially in control, the two EWMA's will tend to converge. In practice, one of the control schemes can be discontinued when they are sufficiently close-for example, whenever they differ by less than .l oz. Table 1 gives an example of the FIR feature for a process that is initially in control. The two simultaneous EWMA control statistics are represented by Z' and Z-. For purposes of illustration, the starting values are taken halfway between the process target value and the control limits (i.e., 50% HS). Since the process is initially in control, both EWMA's remain well within the control limits as they converge toward each other. By the 12th observation, both schemes are within .1 CT~ and Z-could be discontinued. Although the HS value never completely disappears, the performances of the EWMA and the FIR EWMA are similar after the first seven observations.
To illustrate the advantage of the FIR feature when the process is initially out of control, Table 2 contains the last nine observations from Table 1 . Although both EWMA's immediately start to increase, the FIR EWMA with a 50% HS gives an out-ofcontrol signal at the 3rd observation, whereas the EWMA does not signal until the 6th observation.
Appendix B describes the method used to evaluate the properties of the FIR feature. Table 5 gives FIR ARL's for EWMA control schemes with an in-control ARL equal to 500 and HS's of O%, 25%, 50%, and 75%. ARL's for other HS values can be obtained by interpolation.
In general, we find that this FIR feature is most useful for EWMA control schemes with 1. less than or equal to .25. Unlike CUSUM control schemes, there is no theory that suggests the appropriate HS value, so the HS value is obtained by examining the trade-off between the percentage of decrease in the in-control ARL and the percentage of decrease in the out-of-control ARL's. An HS value of approximately 50% works well in the situations that we have examined.
(1973) showed that Shewhart control schemes are superior for detecting large shifts. A combined Shewhart EWMA often gives improved properties when both large and small shifts are to be detected. This is achieved by adding Shewhart limits to an EWMA control scheme so that an out-of-control signal is given if the EWMA statistic is outside the control limits or if the current observation is outside the Shewhart limits.
A disadvantage of this approach is that it requires two separate EWMA's for each process being monitored. This can be cumbersome when the number of processes being monitored is large. Moreover, this procedure is not easily generalized to multivariate EWMA's. An alternative FIR feature can be achieved by using tighter control limits for the initial few observations. A detailed discussion of this approach will be given in a future article.
Tables of ARL's for the combined Shewhart EWMA were given by Lucas and Saccucci (1987) . Examination of these tables indicates that the combined Shewhart EWMA shows improved ARL values similar to those obtained by a combined Shewhart CUSUM (Lucas 1982) . In general, we suggest choosing Shewhart limits larger than would be used for a standard Shewhart control scheme to prevent the Shewhart limits from causing a large reduction in the in-control ARL. Although the recommended Shewhart control limits depend on the in-control ARL and the value of E., Shewhart control limits between 4.0 and 4.5 CJ~ work well for an EWMA with an in-control ARL equal to 500. Although EWMA control schemes can be deIt is useful to consider a robust EWMA whenever signed to quickly detect small shifts in level, Lucas the process produces occasional outliers. The com-bined Shewhart EWMA should not be used in these situations because the addition of Shewhart limits causes the combined Shewhart EWMA to be sensitive to the occurrence of outliers. In this article, we examined the two-in-a-row rule, which worked well for CUSUM control schemes (Lucas and Crosier 1982b) . This procedure requires the specification of outlier limits for the observations entering the EWMA (i.e., Y,). In practice, these limits are often set at ?4 oy about the target value. A single observation outside of the outlier limits does not enter the EWMA, but two outliers in a row are considered to be an out-of-control signal. More complicated rules are generally not as useful; they decrease the sensitivity of the scheme when large shifts occur.
The performance of the two-in-a-row outlier rule was evaluated using a contaminated normal distribution, formed by combining two normal random variables with common mean. The standard deviation of the first normal random variable was chosen to be (1 + 8,))"' gy, where (Y is the proportion of contamination of the second normal random vari-EWMA were given by Lucas and Saccucci (1987) . Examination of the robust ARL tables indicates that the ARL's for the robust EWMA are always larger than the ARL's for the EWMA at the same level of contamination. Furthermore, the effect of outliers depends on both the level of contamination and the parameters of the EWMA control scheme. For large values of E., the ARL's substantially decrease as the levelof contamination increases, indicating that Shewhart control schemes are extremely sensitive to outliers. For small values of E., the ARL's tend to increase as the level of contamination increases.
We consider robust control procedures applicable for situations in which outliers are known to exist, such as those involving tough analytical procedures. We do not recommend the routine implementation of robust control procedures, however. The presence of outliers is itself an indication of quality problems, and work should be done to reduce these problems.
COMPARISONS
BETWEEN EWMA AND CUSUM CONTROL SCHEMES able. The standard deviation of the second normal Lucas and Saccucci (1987) compared the ARL's random variable was taken to be three times that of of EWMA and CUSUM control schemes over a wide the first normal random variable. Although the overrange of parameter values. These comparisons inall standard deviation of the contaminated distribudicate that there is little practical difference between tion remains constant, the tails of the distribution the ARL properties of the two control schemes. Albecome heavier as the percentage of contamination though one scheme may be superior in terms of other increases.
properties, it seems likely that nonstatistical criteria The ARL properties of the robust EWMA were could be used to decide which particular procedure examined for distributions with O%, l%, 3%, and should be used in a given situation. If one scheme is 10% levels of contamination. This is identical to the currently being used in most applications, we would approach used by Lucas and Crosier (1982b) in evalrecommend using the same scheme throughout. uating robust CUSUM control schemes, so a com- Table 6 provides a specific comparison between an parison can be made between the two schemes.
EWMA and a CUSUM control scheme. The paramTables of ARL's for the two-in-a-row robust eters of the EWMA's were chosen so that the in- EWMA IS compared to a CUSUM with h = 5.00 and k = .50. aFlR feature with a 50% HS. bEWMAl with L = 2.856 and , = ,133; in-control zero-state.ARL equated to CUSUM. CEWMA2 with L = 2.866 and, = ,139; in-control steady-state ARL equated to CUSUM. control ARL's would match those of a CUSUM control scheme with h = 5.0 and k = .5. The matching was done for both zero-state and steady-state ARL's, so two EWMA's were evaluated. Both EWMA's ended up with similar properties. The first EWMA was obtained using parameters 1. = .133 and L = 2.856, and the second EWMA was obtained using parameters 1. = .139 and L = 2.864. Each of these schemes was designed to detect a 1-ay shift in the process. Our comparisons showed that the ARL's for the EWMA are usually smaller than the ARL's of the CUSUM up to a value of the shift near the one that the scheme was designed to detect. Beyond this shift, the ARL's of the EWMA are larger than the ARL's of the corresponding CUSUM. The steady-state comparisons favor the CUSUM more strongly than the zero-state comparisons because random observations on one side of the target value can delay detection of a shift to the other side for an EWMA.
Following a referee's suggestion, we evaluated worst-case ARL's for EWMA control schemes. In this situation, the EWMA control statistic is at or near one of its control limits when a shift occurs in the opposite direction. An example of worst-case ARL's is shown in Table 6 . For small values of /. and moderate to large shifts, the worst-case ARL's are slightly larger than the steady-state ARL's. In this worst-case situation, the EWMA requires a few observations to overcome its initial inertia. Although this situation is highly unlikely, it can be guarded against by using the combined Shewhart EWMA.
SUMMARY AND CONCLUSIONS
We have described the properties of EWMA control schemes and have compared them with CUSUM control schemes. The results show that the properties of EWMA's are very close to those of CUSUM schemes.
Both schemes include the one-parameter Shewhart control scheme as a special case. The two parameters in the EWMA and CUSUM control schemes are used to average observations over time. This makes them less sensitive to outliers and enables them to detect small shifts more quickly than the standard Shewhart control scheme.
Several enhancements to EWMA control schemes were evaluated. These include a FIR feature that makes the scheme more sensitive at start-up, a combined Shewhart EWMA that provides protection against both large and small shifts in the process, and a robust EWMA that provides extra protection against outliers. These enhancements work as well for EWMA control schemes as they do for CUSUM control schemes.
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The properties of an EWMA control scheme can be approximated using a procedure similar to that described by Brook and Evans (1972) . Although they suggested discretizing the control statistic and then evaluating the exact properties of the discretized statistic, we evaluate the properties of the continuousstate Markov chain by discretizing the infinite-state transition probability matrix. This procedure involves dividing the interval between the upper and lower control limits into t = 2m + 1 subintervals of width 26. The control statistic, Z,, is said to be in transient state (j) at time (i) if S, -S < Z, f S, + dforj = -m, -m + 1, . . ,m, whereS,represents the midpoint of the jth interval. The control statistic is in the absorbing state (a) if Z, falls outside the control limits. The process is assumed to be in control whenever Z, is in a transient state and is assumed to be out of control whenever Z, is in the absorbing state. For obvious reasons, the transient states are often referred to as in-control states and the absorbing state is often referred to as the out-of-control state.
The run-length distribution of an EWMA is completely determined by its initial probability vector and transition probability matrix. The initial probability vector can be represented by piit = (p-m, . . , p-1, PO, PI, . . 1 Pm IO) = (P' I 01, where p, represents the probability that Z starts in state (j). Note that pu is equal to 0 because the control statistic is assumed to start in control. In practice, the initial probability vector will usually either contain a single element equal to 1, representing the initial starting state, or it will be a vector of steadystate probabilities.
The transition probability matrix, represented in partitioned matrix form, is given by where the submatrix R contains the probabilities of going from one transient state to another, I is the identity matrix, and 1 is a column vector of ones. Hence pjk represents the probability that the control statistic goes from state (i) to state (k) in one step. To approximate this probability, we assume that the control statistic is equal to S, whenever it is in state ( j). This yields The rows of the transition probability matrix must add to 1 so that the probabilities of going from an in-control state to the out-of-control state are found by subtraction. For the special case of iid normal observations with mean pcv and standard deviation gY, the in-control transition probabilities are given by
where @ represents the standard normal distribution function.
Crosier (1986) suggested methods for calculating both conditional and cyclical steady-state probability vectors. Note, however, that an exact steady-state probability vector does not exist because the transition probability matrix is not ergodic. The steadystate probability vector that we feel best models the way control schemes are used is a cyclical steadystate probability vector that is obtained by altering the transition probability matrix so that the control statistic is reset to state (0) whenever it goes into the out-of-control state; that is, p* = R (I -R)l 0 1.s.o 0 . . . This transition probability matrix is ergodic. The steady-state probability vector, ps,, is found by solving p = P*Tp subject to lTp = 1. Then, pss = (lTq)-'q, where q is a vector of length t obtained from p by deleting the entry corresponding to the absorbing state; that is, pss is the probability vector obtained from p by deleting the entry corresponding to absorbing state and normalizing so that the probabilities sum to 1.
The ith-stage transition probability matrix is useful for evaluating the run-length distribution because it contains the probabilities that the control statistic goes from one state to another state in i steps, In general, higher-order moments of the run-length distribution can easily be obtained using a recursive formula given by Brook and Evans (1972) .
The discretized ARL's were evaluated for t = 51, 59, 67, 75, and 83. As t goes to infinity, ARL(t) approaches the continuous-state ARL for an EWMA control scheme. Following the procedure of Brook and Evans (1972) , the continuous-state ARL's were approximated as the least squares intercept of the quadratic equation in the reciprocal of t, ARL(t) = asymptotic ARL + B/t + C/t*. Except for small values of 1. (e.g., R < .25), the discretized ARL's quickly converged to the continuous-state ARL's. For small values of 1, we found the convergence to be slow. As a numerical accuracy check, we compared our zero-state ARL's with those given by Crowder (1987) and our steady-state ARL's with those given by Robinson and Ho (1978 The FIR feature requires the simultaneous implementation of two one-sided EWMA control schemes with different starting values. One EWMA is started above the target value, and the other is started below the target value. An out-of-control signal is given if the EWMA started on the high side falls outside the upper control limit or if the EWMA started on the low side falls outside the lower control limit.
The transition probability matrix requires tZ incontrol states, withp,k,'k ' representing the probability that the EWMA with an HS on the high side moves from state j to state k and the EWMA with an HS on the low side moves from state j' to state k'. An upper bound for the FIR ARL's can be obtained using only t in-control states. This approach requires two initial probability vectors, where p[ represents the initial probability vector for the EWMA with an HS on the low side and p; represents the initial probability vector for the EWMA with an HS on the high side. When the desired HS does not correspond to the midpoint of any discrete state, the AR.L can be approximated using quadratic interpolation of the three closest states.
Similarly, the transition probability matrix requires two out-of-control states, 1 or 0 P = 1, R hl , ( 1 0 OT 1 where the vector lr contains the probabilities that the EWMA of the low-sided scheme goes out-ofcontrol on the low side and h1 contains the probabilities that the EWMA of the high-sided scheme goes out-of-control on the high side. The upper bound for the FIR ARL's is given by where 1, = 1,m1 + R'-'1, and hi = himI + R'-'h,. Using simulation, we found that this upper bound closely approximates the FIR ARL's whenever the shift in the process target value is larger than .25 gy. The FIR ARL's for shifts equal to 0 were obtained by simulation. We plan to implement the exact method for calculating FIR ARL's in our future work when we compare and optimize methods of selecting a FIR feature.
B.2 Combined Shewhart EWMA
The properties of the combined Shewhart EWMA can be obtained by modifying the transition probability matrix for an EWMA control scheme. The run-length properties of a robust EWMA using a two-in-a-row rule can be obtained by modifying the transition probability matrix of a combined Shewhart EWMA. The in-control transition probabilities will be identical to the in-control transition probabilities for the combined Shewhart EWMA, with the Shewhart limits representing outlier limits. When a single outlier is observed, the control statistic remains in the same state and a counter is set. If the next observation lies within the outlier limits, the counter is reset to 0; otherwise an out-of-control signal is given.
The exact form of the transition probability matrix was given by Lucas and Crosier (1982b) . Although they also gave the ARL vector associated with this transition probability matrix, a simplified form of the ARL vector is given by ARL = (P;, PO
(1 + c){I -(1 + c)R,}-'1 {I -(1 + c)R,}-'1 .
A similar result also applies to the modified cyclical steady-state probability vector discussed in Appendix A. [Received September 1987 . Revised April 1989 
