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In this brief report we study numerically the spontaneous emergence of rogue waves in (i) mod-
ulationally unstable plane wave at its long-time statistically stationary state and (ii) bound-state
multi-soliton solutions representing the solitonic model of this state [Gelash et al, PRL 123, 234102
(2019)]. Focusing our analysis on the cohort of the largest rogue waves, we find their practically
identical dynamical and statistical properties for both systems, that strongly suggests that the main
mechanism of rogue wave formation for the modulational instability case is multi-soliton interaction.
Additionally, we demonstrate that most of the largest rogue waves are very well approximated –
simultaneously in space and in time – by the amplitude-scaled rational breather solution of the
second order.
PACS numbers:
I. INTRODUCTION
The phenomenon of rogue waves (RWs) – unusually
large waves that appear suddenly from moderate wave
background – was intensively studied in the recent years.
A number of mechanisms were suggested to explain their
emergence, see e.g. the reviews [1–3], with the most gen-
eral idea stating that RWs could be related to breather-
type solutions of the underlying nonlinear evolution equa-
tions [4–6]. Currently, ones of the most popular models
for RWs are the Peregrine rational breather [7] and the
higher-order rational breather [8] solutions of the one-
dimensional nonlinear Schro¨dinger equation (1D-NLSE)
of the focusing type,
iψt + ψxx + |ψ|2ψ = 0. (1)
These rational breathers represent a family of localized
in space and time algebraic solutions, which evolve on a
finite background and lead to three-fold, five-fold, seven-
fold, and so on, increase in amplitude at the time of their
maximum elevation. Taking specific and carefully de-
signed initial conditions, they were reproduced in well-
controlled experiments performed in different physical
systems [9–13].
The 1D-NLSE is integrable in terms of the inverse
scattering transform (IST), as it allows transformation
to the so-called scattering data, which is in one-to-one
correspondence with the wavefield and, similarly to the
Fourier harmonics in the linear wave theory, changes triv-
ially during the motion. Thanks to its properties, the
scattering data can be used to characterize the wavefield.
For spatially localized case, the scattering data consists of
the discrete (solitons) and the continuous (nonlinear dis-
persive waves) parts of eigenvalue spectrum, calculated
for specific auxiliary linear system. For strongly nonlin-
ear wavefields, such as the ones where emergence of ra-
∗Electronic address: dmitrij@itp.ac.ru
tional breathers can be expected, the solitons provide the
main contribution to the energy [14] and should therefore
play the dominant role in the dynamics. In particular, as
has been recently demonstrated in [15], the modulation-
ally unstable plane wave (the condensate) at its long-time
statistically stationary state can be accurately modeled
(in the statistical sense) with a certain soliton gas, de-
signed to follow the solitonic structure of the condensate.
The latter naturally raises a question of whether there is
a difference between the RWs emerging in the two sys-
tems. Indeed, in a soliton gas all RWs are multi-soliton
interactions by construction. Hence, if there is no sig-
nificant difference, then we can draw a hypothesis that
for the asymptotic stationary state of the MI (and, pos-
sibly, for other strongly nonlinear wavefields) the main
mechanism of RW formation is interaction of solitons.
With the present paper, we contribute to the answer on
this question by summarizing our observations of RWs for
both systems. Specifically, we compute time evolution for
1000 random realizations of the noise-induced MI of the
condensate and also for 1000 random realizations of 128-
soliton solutions modeling the asymptotic state of the MI.
For each realization, we analyze one largest RW emerging
in the course of the evolution, thus focusing our analysis
on the largest RWs. For both systems, we observe practi-
cally identical dynamical and statistical properties of the
collected RWs. In particular, most of the RWs turn out
to be very well approximated – simultaneously in space
and in time – by the amplitude-scaled rational breather
solution (RBS) of the second order. By measuring the de-
viation between the RWs and their fits with RBS as an
integral of the difference in the (x, t)-space, we find that,
in general, the larger the maximum amplitude of the RW,
the better its convergence to the RBS of the second or-
der (RBS2). The collected RWs for the two systems turn
out to be identically distributed by their maximum am-
plitude and deviation from the RBS2. Additionally, we
demonstrate that the observed quasi-rational profiles ap-
pear already for synchronized three-soliton interactions
and discuss the next steps in the ongoing research of the
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Note that in the present paper we consider solutions of
the 1D-NLSE for three different types of boundary con-
ditions: the MI of the condensate for which we use the
periodic boundary, the multi-soliton solutions with van-
ishing border conditions and the RBS having constant
border conditions at infinity. Globally, these solutions
are fundamentally different, and the different border con-
ditions require application of separate IST techniques,
see e.g. [5, 14, 16, 17]. For instance, formally our MI
case corresponds to finite-band scattering data. How-
ever, the characteristic widths of the structures (RWs,
solitons, RBS) are small compared to the sizes of the
studied wavefields, so that the eigenvalue bands are very
narrow and we neglect their difference from solitons. The
similar idea was suggested in [18], where, vice versa, the
soliton gas was considered as a limit of finite-band solu-
tions. Effectively, we assume that formation of a RW, as
a local phenomenon, represents a similar process for all
three cases of border conditions. As we demonstrate in
the paper, this assumption is supported by the presented
results, that raises an important problem that we leave
for future studies – explanation of how the three models
may exhibit locally similar nonlinear patterns.
The paper is organized as follows. In the next Section
we describe our numerical methods and initial conditions,
and also discuss how we approximate a RW with a RBS.
In Section 3 we summarize our observations. Section 4
is devoted to discussion, and the final Section 5 contains
conclusions.
II. NUMERICAL METHODS
We solve Eq. (1) in a large box x ∈ [−L/2, L/2], L
1, with periodic boundary conditions using the pseudo-
spectral Runge-Kutta fourth-order method in adaptive
grid with the grid size ∆x set from the analysis of the
Fourier spectrum of the solution; see [19] for detail. As an
integrable equation, the 1D-NLSE conserves an infinite
set of integrals of motion, see e.g. [14]. We have checked
that the first ten integrals are conserved by our numerical
scheme up to the relative errors from 10−10 (the first
three invariants) to 10−6 (the tenth invariant) orders.
Without loss of generality, the initial conditions for the
noise-induced MI of the condensate can be written as
ψ|t=0 = 1 + (x), (2)
where (x) represents a small initial noise. We use statis-
tically homogeneous in space noise with Gaussian Fourier
spectrum,
(x) = a0
(√
8pi
θL
)1/2∑
k
e−k
2/θ2+iφk+ikx, (3)
where a0 is the average noise amplitude in the x-space,
k = 2pim/L is the wavenumber, m ∈ Z is integer, θ is
the characteristic noise width in the k-space and φk are
random phases for each k and each realization of the ini-
tial conditions; the average intensity of such noise equals
to a20, 〈||2〉 = a20. For the numerical experiment, we
take the box of length L = 256pi and small initial noise,
a0 = 10
−5, with wide spectrum, θ = 5. Note that these
parameters match those used in [19].
To generate the solitonic model of the asymptotic sta-
tionary state of the noise-induced MI, we create 128-
soliton solutions with the combination of the dressing
method and 100-digits precision arithmetics as described
in [20]. Each soliton has four parameters: amplitude
aj , velocity vj , space position x0j and phase Θj ; here
j = 1, ...,M , M = 128, and the one-soliton solution reads
as
ψs(x, t) = a
exp
[
iv
2 (x− x0) + i2
(
a2 − v22
)
t+ iΘ
]
cosh a(x−x0)−avt√
2
.
Following [15], we distribute soliton amplitudes according
to the Bohr-Sommerfeld quantization rule,
aj = 2
√
1−
(
j − 1/2
M
)2
, (4)
and set soliton velocities to zero, vj = 0, using uniformly-
distributed soliton phases Θj in the interval [0, 2pi) and
uniformly-distributed space position parameters x0j in
a narrow interval at the center of the computational
box. Zero velocities mean that these multi-soliton so-
lutions are bound-state. For the 1D-NLSE in normal-
ization (1), the Bohr-Sommerfeld rule describes am-
plitudes for the bound-state solitonic content of the
rectangular box wavefield of unit amplitude ψ = 1
and width Lo =
√
2piM , calculated with the semi-
classical Zakharov-Shabat direct scattering problem, see
e.g. [14, 21, 22]. The generated 128-soliton solutions
take values of unity order approximately within the in-
terval x ∈ [−Lo/2, Lo/2] and remain small outside of it.
For more detail on the soliton gas, we refer the reader
to [15], where it has been demonstrated that its spectral
(Fourier) and statistical properties match those of the
long-time statistically stationary state of the MI.
For the soliton gas, we gather the RWs by simulat-
ing the time evolution of the 128-soliton solutions in the
interval t ∈ [0, 50] and then collecting one largest RW
for each of the 1000 realizations of initial conditions.
For time evolution, we use the same pseudo-spectral
Runge-Kutta numerical scheme as for the MI of the con-
densate, since application of the dressing method with
evolving scattering data takes too much computational
time and provides the same result. The pseudo-spectral
scheme uses periodic boundary conditions, so that so-
lution ψ(x, t) needs to be small near the edges of the
computational box. We achieve this by taking the box
of length L = 384
√
2pi, so that our 128-soliton solutions
are of 10−16 order near its edges and take values of unity
order, |ψ| ∼ 1, only within its central 1/3 part (≡ Lo/L).
3For the MI of the condensate, we collect the RWs sim-
ilarly, but in the time interval t ∈ [174, 200]. From the
one hand, the end of this interval is far enough, so that
the system is sufficiently close to its asymptotic station-
ary state, see [19] where the same initial conditions were
used. From the other hand, a chance to detect a large RW
is higher in larger simulation boxes and if we wait longer.
To make RW events for the two systems comparable, we
impose a restriction L(MI) ·∆T (MI) = L(SG) ·∆T (SG) on
the lengths L(MI,SG) of the regions where RWs may ap-
pear and on the time intervals ∆T (MI,SG) during which
we wait for the largest RW. For the soliton gas, the col-
lected RWs appear approximately in the space interval
x ∈ [−210, 210] with practically uniform distribution of
their position, so that L(SG) = 420. We believe that this
property is connected with the behavior of the ensemble-
and time-averaged intensity I(x) = 〈|ψ(x, t)|2〉, which re-
mains flat I = 1 inside this interval and starts to deviate
from unity at its edges. For the MI, the RWs may appear
anywhere within the computational box L(MI) = 256pi;
together with the observation time for the soliton gas
case ∆T (SG) = 50, this yields ∆T (MI) = 26 and the time
interval t ∈ [174, 200] for the MI.
The rational breather solution of the first order (RBS1)
– the Peregrine breather [7] – reads as
ψ(1)p (x, t) = e
it
[
1− 4(1 + 2it)
1 + 2x2 + 4t2
]
. (5)
The RBS of the second order (RBS2) ψ
(2)
p is too complex
and we refer the reader to [8] where it was first found.
Both solutions are localized in space and in time, and
evolve on a finite background (the condensate). For ap-
proximation of a RW with a RBS, we use the scaling,
translation and gauge symmetries of the 1D-NLSE: in-
deed, if u(x, t) is a solution of Eq. (1), then A0e
iΘ·u(χ, τ),
where χ = A0(x − x0), τ = A20(t − t0) and A0,Θ ∈ R,
is also a solution. Technically, we detect the maximum
amplitude A of a RW together with its position x0 and
time t0 of occurrence, and also the phase at maximum
amplitude Θ = argψ(x0, t0), and then use the scaling
coefficient A0 = −A/3 for the RBS1 and A0 = A/5 for
the RBS2.
Note that, in general, RBS may have nonzero velocity
v 6= 0. To account its influence, one can make a trans-
formation u(x, t)→ eivx/2−iv2t/4 ·u(x− vt, t), which also
prompts a simple way to find the velocity. Indeed, at the
time of the maximum elevation t0, a RBS with zero veloc-
ity, v = 0, has constant phase argψ(x, t0) = const in the
region between the two zeros closest to the maximum am-
plitude. In contrast, a RBS with nonzero velocity, v 6= 0,
has constant phase slope, argψ(x, t0)− ivx/2 = const, in
the same region. Hence, by computing the phase slope
one can approximate RWs with RBS of nonzero velocity.
For all the RW studied in this paper, we have checked
that taking into account velocity improves our approxi-
mations only very slightly, and for this reason we have
decided to use RBS with zero velocity only.
Also note that in addition to the RBS1 and the RBS2,
we have examined approximation with the RBS of the
3rd order [8], as well. However, we have found that it
works worse than either RBS1, or RBS2 for all the 2000
examined RWs, and thereby excluded it from the analy-
sis.
III. ROGUE WAVES WITH RATIONAL
PROFILES
We start this Section with the description of one RW
event for the soliton gas case, and then continue with
examination of RW properties for both systems – the
noise-induced MI close to its asymptotic stationary state
and the soliton gas representing the solitonic model of
this state.
An example of one of the 10 largest RWs collected for
the soliton gas case is shown in Fig. 1. The space pro-
file |ψ(x, t0)| and the phase argψ(x, t0) at the time of
the maximum elevation t0 ≈ 39.2 are demonstrated in
Fig. 1(A), the temporal evolution of the maximum am-
plitude maxx |ψ| – in Fig. 1(B), and the space-time repre-
sentation of the amplitude |ψ(x, t)| near the RW event –
in Fig. 1(C). As indicated in the figures, the space profile
|ψ(x, t0)| and the maximum amplitude maxx |ψ| are very
well approximated by the amplitude-scaled RBS2, and
the space-time representation strongly resembles that of
the RBS2 as well. At the time of the maximum elevation,
the RBS2 has four zeros; the RW presented in Fig. 1 also
has four local minimums that are very close to zero and
where the phase argψ(x, t0) jumps approximately by pi,
see Fig. 1(A). Note that the phase is practically constant
between the two local minimums closest to the maxi-
mum amplitude, as for the velocity-free RBS1 and RBS2.
The described phase pattern is sometimes considered as
a characteristic feature of RW formation, see [23, 24].
The deviation between a RW and its approximation
with a RBS can be measured locally as
d(1,2)p (x, t) =
|ψ − ψ(1,2)p |
|ψ| . (6)
Fig. 1(D) shows this deviation d
(2)
p for the RBS2 in the
(x, t)-plane: in space – between the two local minimums
closest to the maximum amplitude x ∈ Ω, and in time
– in the interval t − t0 ∈ [−0.5, 0.5], since outside the
maximum amplitude noticeably deviates from the fit with
the RBS2 in Fig. 1(C). The deviation d
(2)
p remains well
within 5% for most of the area demonstrated in figure, so
that the RBS2 turns out to be a very good approximation
for the presented RW – simultaneously in space and in
time.
As an integral measure reflecting the deviation between
a RW and a RBS, one can consider the quantity
D(1,2)p =
[∫
x∈Ω
∫ t0+∆T
t0−∆T |ψ − ψ
(1,2)
p |2 dxdt∫
x∈Ω
∫ t0+∆T
t0−∆T |ψ|2 dxdt
]1/2
. (7)
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FIG. 1: (Color on-line) One of the 10 largest RWs (the coordinate of maximum amplitude is shifted to zero for better
visualization) for the soliton gas case with time of occurrence t0 ≈ 39.2, maximum amplitude A ≈ 4.4 and deviation (7) from
the RBS2 D(2)p ≈ 0.02: (A) space profile of the RW |ψ(x, t0)| at the time t0 of its maximum elevation, (B) time dependency
of the maximum amplitude maxx |ψ|, (C) space-time representation of the amplitude |ψ(x, t)| near the RW event, and (D)
relative deviation (6) between the wavefield and the fit with the RBS2 in the (x, t)-plane. In the panel (A), the thick black
and thin dash-dot red lines indicate the space profile |ψ(x, t0)| and the phase argψ(x, t0). In the panels (A,B), the dashed
blue and green lines show the fits with the RBS1 and the RBS2, respectively. In the panel (D), the deviations d
(2)
p ≥ 0.1 are
demonstrated with constant deep red color.
Here we choose the region of integration over time t ∈
[t0 − ∆T, t0 + ∆T ] from the condition that at t0 ± ∆T
the RBS2 fit halves its maximum amplitude. Indeed, as
demonstrated below, the collected RWs have maximum
amplitudes roughly between 3.3 and 5, and their halving
translates the waves below the RW threshold |ψ| > 2.8,
see e.g. [19]; also, for most of the RWs, the best fit is the
RBS2. For the RW presented in Fig. 1, the interval of
integration in time is |t − t0| ≤ 0.31 and the deviations
are D(1)p ≈ 0.2 for the RBS1 and D(2)p ≈ 0.02 for the
RBS2.
The quantity (7) can be used to assess how well a RW
can be approximated by a RBS. Fig. 2(A) shows the min-
imum deviation Dp = min{D(1)p ,D(2)p } versus the maxi-
mum amplitude of the RW A = max |ψ|, for all 1000 RWs
collected for the soliton gas case; the RWs better approxi-
mated with the RBS1 are indicated with blue squares and
those with the RBS2 – with green circles. For 57 RWs
the best fit turned out to be the RBS1 – the Peregrine
breather, while the other 943 RWs were better approxi-
mated by the RBS2. According to our observations, the
value of deviation (7) below 0.05 typically means that
the RW is very well approximated with the correspond-
ing RBS; for 0.05 . D(1,2)p . 0.1 the approximation is
satisfactory, and for D(1,2)p & 0.1 – poor. Of 57 RWs bet-
ter approximated with the RBS1, only 4 have deviations
below 0.1 and none – below 0.05; hence, the collected
RWs can be approximated with the RBS1 satisfactory
at best. For the RBS2 we have completely different pic-
ture: 768 RWs show deviations from the RBS2 below 0.1
and 220 – below 0.05. As demonstrated in Fig. 2(A),
larger RWs are typically better approximated with the
RBS2. In particular, of 143 RWs having maximum am-
plitude above 4, 68 have deviation from the RBS2 below
0.05, and the mean deviation for the entire group of 143
RWs is 〈D(2)p 〉 ≈ 0.055. Hence, we can conclude that the
largest RWs are typically very well approximated by the
RBS2.
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FIG. 2: (Color on-line) (A,B) Deviation Dp = min{D(1)p ,D(2)p } between RWs and their best fits with either the RBS1 or the
RBS2 versus the maximum amplitude A of the RW: (A) for the soliton gas and (B) for the MI of the condensate close to
its statistically stationary state. The blue squares indicate that the best fit is achieved with the RBS1 and the green circles –
with the RBS2. (C,D) The PDFs of (C) the maximum amplitude A for all the RWs and (D) the deviation D(2)p for the RWs
better approximated with the RBS2, for the soliton gas (blue) and the MI of the condensate close to its statistically stationary
state (red).
RWs collected close to the statistically stationary state
of the noise-induced MI show the same general properties
as those for the soliton gas case. Fig. 2(B) demonstrates
very similar “clouds” of RWs approximated with either
the RBS1, or the RBS2 on the diagram representing the
minimum deviation Dp versus the maximum amplitude
A. Of the 1000 RWs in total, 36 are better approximated
with the RBS1 and 964 – with the RBS2. Of those bet-
ter approximated with the RBS1, only 3 have deviations
below 0.1 and none – below 0.05. Of 964 RWs better
approximated with the RBS2, 792 have deviations below
0.1 and 215 – below 0.05. In total, 150 RWs have am-
plitudes above 4; out of them – 64 have deviation from
the RBS2 below 0.05, and the mean deviation among the
group of 150 RWs equals to 〈D(2)p 〉 ≈ 0.059.
The RWs for the two systems turn out to be practically
identically distributed by their maximum amplitude, as
demonstrated in Fig. 2(C) with the corresponding prob-
ability density functions (PDFs). The PDFs of the de-
viation D(2)p for the RWs better approximated by the
RBS2 (green circles in Fig. 2(A,B)) are also nearly iden-
tical, Fig. 2(D). Hence, we conclude that the largest RWs
for the two systems show practically identical dynamical
(resemblance with the RBS2) and statistical properties.
Note that we have repeated simulations for the MI case
with smaller and larger computational boxes and time
windows for collecting the RWs. As a result, we have
obtained the PDF of the maximum amplitude shifted to
smaller or larger amplitudes, respectively. The nearly
perfect correspondence of the two PDFs in Fig. 2(C) ad-
ditionally justifies the usage of the simulation parameters
discussed in the previous Section.
IV. DISCUSSION
As we have mentioned in [20], some soliton collisions
at the time of their maximum elevation have space pro-
files remarkably similar to those of the RBS1 and the
RBS2. Moreover, we have presented an example of
a phase-synchronized three-soliton collision, for which
both the space profile and the temporal evolution of
6the maximum amplitude were very well approximated
by the RBS2. The solitons in [20] had nonzero velocities;
here we modify the two- and three-soliton examples for
the case of zero velocities and examine the local devia-
tions d
(1,2)
p (x, t) (6) together with the integral deviations
D(1,2)p (7).
Fig. 3 shows an example of three-soliton interaction
with solitons having amplitudes a1 = 1, a2 = 1.5 and
a3 = 2, zero velocities vj = 0, zero space position pa-
rameters x0j = 0 and, at the initial time t = 0, zero
phases Θj = 0. The space profile |ψ(x, t0)| at the time
of the maximum elevation t0 = 0 is remarkably similar
to that of the RBS2, and the local deviation d
(2)
p (x, t)
remains well within 5% for most of the area presented
in the figure as well. The integral deviation (7) equals
to D(2)p ≈ 0.016, that is even smaller than for the RW
presented in Fig. 1.
To analyze how often the phase-synchronized interac-
tions of two and three solitons of various amplitudes may
lead to such quasi-rational profiles, we have created 20
two-soliton and 20 three-soliton interactions with solitons
of random amplitudes, zero velocities vj = 0, zero space
positions parameters x0j = 0 and phases Θj = 0. For the
two-soliton interactions, the minimum deviations from
the RBS1 and the RBS2 turned out to be D(1)p ≈ 0.077
and D(2)p ≈ 0.061, and the average ones – 〈D(1)p 〉 ≈ 0.14
and 〈D(2)p 〉 ≈ 0.075, respectively. For the three-soliton
case, the minimum deviations were D(1)p ≈ 0.18 and
D(2)p ≈ 0.003, and the average ones – 〈D(1)p 〉 ≈ 0.23 and
〈D(2)p 〉 ≈ 0.022; the maximum deviation from the RBS2
equaled to D(2)p ≈ 0.03, that is still very good for com-
parison with the RBS2. Hence, we conclude that quasi-
rational profiles very similar to that of the RBS2 appear
already for three-soliton interactions, provided that the
solitons are properly synchronized (that is, have coincid-
ing positions and phases).
We think that the presented elementary three-soliton
model might provide an explanation of RW formation
inside multi-soliton solutions. The most direct way for
future studies might be a demonstration of a RW for syn-
chronized many-soliton solution. Here, however, we face
a new question, that is, whether formation of a RW is
a collective phenomenon that requires synchronization of
all the solitons, or a “local” event that can be achieved by
synchronizing of a few. Note that even the latter case rep-
resents a challenging problem. Indeed, the solitons gen-
erating a RW acquire space and phase shifts due to pres-
ence of the remaining solitons, that should influence their
optimal synchronization condition. For remote solitons,
the shifts can be computed analytically using the well-
known asymptotic formulas, see e.g. [14], which however
do not work for our case of a dense soliton gas where all
solitons effectively interact with each other. This leaves
us two options: (i) the local numerical synchronization
of a small group with “trial and error” method and (ii)
the calculation of the generalized space-phase shifts ex-
pressions for the closely located solitons.
Also note that our study is limited with respect to
statistical analysis of RWs, as we have focused on the
largest RWs, while the “common” RWs may have differ-
ent dynamical and statistical properties. Nevertheless,
we believe that, since the largest RWs for the two sys-
tems show identical properties, the “common” RWs have
the same properties too. Identification of all the RWs ac-
cording to the standard criterion A ≥ 2.8 is a nontrivial
problem by itself, and we plan to return to it in the near
future.
V. CONCLUSIONS
In this brief report we have presented our observations
of RWs within the 1D-NLSE model for (i) the modula-
tionally unstable plane wave at its long-time statistically
stationary state and (ii) the bound-state multi-soliton
solutions representing the solitonic model of this state.
Focusing our analysis on the largest RWs, we have found
their practically identical dynamical and statistical prop-
erties for both systems. In particular, most of the RWs
turn out to be very well approximated – simultaneously
in space and in time – by the amplitude-scaled rational
breather solution of the second order (RBS2), and the
two sets of the collected RWs are identically distributed
by their maximum amplitude and deviation from the
RBS2. Additionally, we have demonstrated the appear-
ance of quasi-rational profiles very similar to that of the
RBS2 already for synchronized three-soliton interactions.
The main messages of the present paper can be summa-
rized as follows. First, a quasi-rational profile very simi-
lar to a RBS does not necessarily mean emergence of the
corresponding rational breather, as it can be a manifesta-
tion of a multi-soliton interaction. Second, the identical
dynamical and statistical properties of RWs collected for
the two examined systems strongly suggest that the main
mechanism of RW formation should be the same, i.e.,
that RWs emerging in the asymptotic stationary state of
the MI (and, possibly, in other strongly nonlinear wave-
fields) are formed as interaction of solitons. However,
more study is necessary to clarify how exactly interaction
of solitons within a large wavefield may lead to formation
of a RW, and we plan to continue this research in future
publications.
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FIG. 3: (Color on-line) Synchronized three-soliton interaction of solitons having amplitudes a1 = 1, a2 = 1.5 and a3 = 2,
zero velocities vj = 0, zero space positions parameters x0j = 0 and, at the initial time t = 0, zero phases Θj = 0: (A) space
profile |ψ(x, t0)| and phase argψ(x, t0) at the time of the maximum elevation t0 = 0, and (B) relative deviation (6) between
the wavefield and the fit with the RBS2 in the (x, t)-plane. All notations are the same as in Fig. 1(A,D). The deviation (7)
from the RBS2 fit equals to D(2)p ≈ 0.016.
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