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INTRODUCTION
For more than two decades, Takagi-Sugeno (TS) models [1] have been the subject of an intensive research by the control community, since they can exactly represent a broad class of nonlinear models allowing systematic control and observer design via linear matrix inequalities (LMIs) [3] . LMIs are efficiently solved by convex programming techniques already implemented in commercially available software [6] . Through the sector nonlinearity methodology [2] , nonlinear models are rewritten as weighted convex sums of linear ones whose weights capture the nonlinearities into membership functions (MFs) [3] . TS models are combined with different control laws, among which parallel distributed compensation (PDC) is considered a natural option for it reproduces the convex structure of the TS model [4] . Once a TS model and a control law are proposed, the direct Lyapunov method is applied to obtain LMI conditions for control, observer and performance design [3] , [36] .
Nevertheless, the aforementioned LMI conditions are only sufficient. It may be the case that the choice of Lyapunov function, the way the MFs are included or discarded from the analysis as well as the model construction, seriously restrict the problem feasibility [7] , [5] . The last decade witnessed the development of many results aimed to alleviate these drawbacks: different ways to drop the convex sums as to take advantage of the MF information [24] , [12] , [19] , [21] ; more inclusive convex models such as the descriptor forms [28] , [8] or the polynomial ones [9] , [31] ; more general Lyapunov functions such as piecewise [10] , [11] and fuzzy ones [16] , [15] .
In the latter direction, numerous fruitful non-quadratic schemes with increasing generality have appeared for discretetime TS models: k-sample variations of the Lyapunov function [27] , consideration of the model state over several samples [18] , improvement of conditions through the Finsler's lemma [27] . So far, continuous-time counterparts of these results have not appeared due to a single obstacle: the time-derivative of the Lyapunov function obliges to deal with the time-derivatives of the MFs which are not easy to cast as a convex problem [13] . Originally, simple bounds of these time-derivatives were used to obtain sufficient conditions which proved to be very conservative and not readily available [14] , [32] . Recently, a way to escape from this limitation and provide sound generalizations using a priori known bounds has appeared [26] , [22] , [23] , [33] thus providing an opening to reconsider continuous-time counterparts. This paper is organized as follows: Section II establishes notation and definitions used throughout this work; section III considers the non-PDC controller design showing that the link between controller and Lyapunov function can be cut in a convenient manner via Finsler's lemma. It is done both for quadratic and non quadratic Lyapunov functions. Section IV gives some examples.
II. DEFINITIONS AND NOTATIONS
In this work, affine-in-control nonlinear systems of the following form will be considered: 
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be the set of bounded nonlinearities of (1) in C. Sector nonlinearity approach [2] will be used to construct a TS model of (1) . To that end, the following weighting functions are defined
, from which the following MFs are systematically constructed:
These MFs satisfy the convex sum property
Then, the following TS model is derived with 2 A star ( * ) in a symmetric matrix denotes the transpose of its symmetric element; in a sum it is the transpose of the terms on its left-hand side. In matrix expressions, symbols ">" and "<" stand for positive and negative-definiteness, respectively. When convenient, arguments will be omitted.
MFs will be dropped out from nested convex sums to obtain LMI conditions; they must share at least the same MFs in a double convex sum to use the next relaxation lemma which does not add slack variables:
Relaxation Lemma [24] : Let ij ϒ be matrices of proper
The following well-known matrix property will play an essential role in obtaining the results presented in this paper: 
III. NON-PDC CONTROLLER DESIGN
A central idea in this paper is to somehow "cut" the link between the Lyapunov function and a non-PDC control law. To that end, quadratic and non-quadratic Lyapunov functions will be considered. This treatment intends to gradually introduce the use of Finsler's Lemma as to suggest the way time-derivatives of the MFs can be handled.
A. Quadratic Lyapunov function
Consider the following quadratic Lyapunov function candidate with 0
and the non-PDC control law
so as to produce the following closed-loop TS model:
Theorem 1: The TS model (4) under the control law (7) is globally asymptotically stable if 0, ε ∃ > and matrices 0
Proof: Consider the Lyapunov function candidate (6); proving that its time-derivative is negative can be written as
which combined with the following expression from (8)
yields, by Finsler's Lemma, the next inequality:
( )
with U and W being matrices of proper dimension. Premultiplying by 0
allows the following to be obtained: 
Applying the Relaxation Lemma to (13) ends the proof.
Important Remark 1:
Of course, the problem is not strictly LMI because of the parameter ε . This one is employed in several works concerning linear parameter varying (LPV) systems [34] , [35] . It is normally a prefixed value belonging to a family such as:
{ } Why is it interesting to use? In [35] the authors showed that for 1000s of LPV models and comparing with numerous results (classical Q approach, Finsler application, and several variants) this way of doing was outperforming in a large way the existing results. Therefore we will follow the same line.
In the next sections parameter ε (or subscript versions of it) will reappear and preserve the same meaning.
Remark 2:
Another important fact is why do we need to introduce the parameter ε ? This is due to the fact that results in theorem 1 include the ordinary PDC control scheme only if the term W in (12) can be arbitrarily small. To underling this property, consider z H P = in (13), then using Schur complement allows the following expression to be obtained
which for sufficiently small 0 ε > is equivalent to the quadratic condition.
B. Quadratic case: introducing constraints
Consider again the quadratic Lyapunov function candidate (6) together with the control law (7) . A way to introduce extra degrees of freedom is to use the control law as another equality constraint via Finsler's lemma. Thus, the open-loop TS model writes: 
which combined with the following expressions from (15) and (7):
( ) 
Applying the Relaxation Lemma to (20) ends the proof.
The same discussion as remarks 1 & 2 holds in this case. This last result will be extended to a non-quadratic Lyapunov function in the next part.
C. Non-quadratic Lyapunov function
Consider the following non-quadratic Lyapunov function candidate with
The corresponding closed-loop TS model is: 
hold with Proof: Consider the Lyapunov function candidate (21) ; in order to guarantee that its time-derivative is negative the following condition must hold:
which combined with the equality constraint (17) yields, by a similar procedure of that employed in theorem 2, the next inequality with 0
In order to deal with
under the following relationship:
Thus, by Schur complement it can be taken into account to guarantee (26) if
The previous expression is a double convex-sum of MFs
. Thus, the Relaxation Lemma can be applied to (28) .
Considering the definition of z Q above and the property 1 z z z z P P P P − = − , it follows that (27) can be rewritten as:
It has been shown in [22] that:
Then as in [37] , we have to find a way to obtain LMI constraints in order to fulfill:
Thus, (29) holds if conditions (24) hold, which concludes the proof. The following TS model can be constructed from (39) in the compact set . The time evolution of the states is shown in Fig. 3 . The outermost Lyapunov level is also plotted Fig. 4 .
V. CONCLUSIONS
A new scheme for non-PDC controller design for continuous-time nonlinear models in the TS form has been presented. The basis is to "cut" the link between the Lyapunov function and the controller via Finsler's Lemma, thus providing additional flexibility to the design. Quadratic cases as well as former non-quadratic approaches have been included through a suitable choice of the MFs; these choices allow the well-known problem of handling the time-derivatives of the MFs to be circumvented in a simple way. Examples illustrating the effectiveness of this technique have been provided.
