We give sufficient criteria for the existence of convergence of solutions for a certain class of fourth-order nonlinear differential equations using Lyapunov's second method. A complete Lyapunov function is employed in this work which makes the results to include and improve some existing results in literature.
Introduction
In this paper, we will consider the fourth-order differential equation
where a > 0, the functions f , g, h, p are continuous in the respective arguments displayed explicitly,ẋ = dx/dt,ẍ = d 2 x/dt 2 , ... 3 , and x (iv) = d 4 x/dt 4 . The conditions on f , g, h, and p are such that the existence of solutions of (1.1) corresponding to any preassigned initial solutions is guaranteed.
Solutions of the equation of the form (1.1) have been investigated by several researchers on the account of boundedness, stability, and global asymptotic stability (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] ). Some results on these can be found in [10] . Out of the numerous works on this class of equations only a few were devoted to the convergence of the solutions (see, e.g., [11, 12] ).
By convergence of solutions we mean, given any two solutions x 1 (t) and x 2 (t) of (1.1), x 2 (t) − x 1 (t) → 0,ẋ 2 (t) −ẋ 1 (t) → 0,ẍ 2 (t) −ẍ 1 (t) → 0, and ... x 2 (t) − ... x 1 (t) → 0 as t → ∞.
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In [13] [14] [15] [16] , certain classes of third-order nonlinear differential equations were investigated and their solutions were proved to converge under certain conditions.
In [15] , the author considered the equation ... x + aẍ + bẋ + h(x) = p(t,x,ẋ,ẍ) (1.2) and established that the boundedness of both p(t) and p(τ)dτ together with the differentiability of the function h guaranteed the convergence of the solutions of the considered equation. This result was improved upon in [16] when the stringent conditions placed on the function h in [15] were dispensed with. Similarly in [14] , the author established that the solutions of the considered equation converged without many restrictions on the nonlinear terms that were involved.
In [11] , the author considered (1.1) with g(ẋ) = cẋ (c > 0), and further with the assumption that h was not necessarily differentiable but satisfied an incrementary ratio 
The author in [12] considered (1.1) with f (x,ẋ) = b and criteria for the existence of convergent solutions were established, whereas in [11] he considered (1.1) with f (x,ẋ) = b and g(ẋ) = c. The work in [12] extends [11] from equation with one nonlinearity to the one having two nonlinearities which makes it an extension of [11] as well as an extension of [15] to an analogous fourth-order equation.
In all these studies, Lyapunov's second method has been the main tool of investigation. In the literature, the incomplete Lyapunov functions are frequent and used by a quite appreciable number of researchers due to the nature of construction and simplicity. The works with the complete Lyapunov functions are not as frequent as the ones with incomplete Lyapunov function.
In this present work, we will extend the work in [14] to (1.1). With a suitable complete Lyapunov function and less stringent assumptions on the nonlinear terms f , g, h, and p, we will show that the solutions of (1.1) converge.
This work is organized in this order, the main result is presented in Section 2 as formulation of results. Section 3 deals with the tools needed to the proof of the main result. The proof of the main theorem is presented is Section 4.
Formulation of results
The following is the main result.
Theorem 2.1. Suppose that x 1 (t) and x 2 (t) are two solutions of (1.1), suppose further that for arbitrary ξ,η (η = 0),
where
Furthermore, all solutions of (1.1) converge.
We have the following corollaries as the consequences of Theorem 2.1 when x 1 (t) = 0 and t 1 = 0. 
Remark 2.4. The corresponding linear equation to (1.1) given as
), is known to have convergent solutions if the Routh-Hurwitz conditions/criteria ab
Notations 2.5. Throughout this paper, K 3 , K 4 , and K 5 will denote finite positive constants whose magnitudes depend only on the constants a, b, c, d, δ, and Δ but are independent of solutions of (1.1). K i 's are not necessarily the same for each time they occur, but each K i , i = 1,2,...,5 retains its identity throughout.
Preliminary results
On settingẋ = y,ẏ = z,ż = w, (1.1) can be replaced by an equivalent systeṁ
Following Cartwright [17] and Reissig et al. [10] , a possible Lyapunov function is a quadratic function in the variables for which the coefficients are suitably chosen. In this regard, we will assume a Lyapunov function of the form 2V (x, y,z,w) = Ax 2 + By 2 + Cz 2 + Dw 2 + 2Exy + 2Fxz
Our investigation rests mainly on the properties of the function 
International Journal of Mathematics and Mathematical Sciences with V (x(t), y(t),z(t),w(t)) written as V (x, y,z,w), where
We will prove the following. 
hold.
Proof of Lemma 3.1. Clearly, W(0,0,0,0) ≡ 0. By rearranging (3.5), we have
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from which we obtain
Therefore,
By using the the Schwartz inequality |xy| ≤ (1/2) x 2 + y 2 on (3.2), we have
From inequalities (3.10) and (3.11), we have
This proves Lemma 3.1.
Lemma 3.2. Suppose that (x 1 (t), y 1 (t),z 1 (t),w 1 (t)), and (x 2 (t), y 2 (t),z 2 (t),w 2 (t)) are any two distinct solutions of system (3.1) such that
for all t > 0 (0 < t < ∞), where I 0 carries its usual meaning as I 0 = [δ,Δ], then the function
Proof of Lemma 3.2. Differentiating W with respect to t using system (3.1), we obtain after some simplificationṡ
Using the conditions on h(x 1 − x 2 ) and g(y 1 − y 2 ), (3.17) becomeṡ with With these conditions, we have that Since x 1 (t) and x 2 (t) are solutions to be considered, we want to establish that the two solutions converge. Next is to establish that the solutions x 1 (t) and x 2 (t) converge.
Proof of the main result
We will now give the proof of the main result. respectively.
