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ON THE ALGEBRAIC COBORDISM SPECTRA MSL AND
MSp
IVAN PANIN AND CHARLES WALTER
Abstract. We construct algebraic cobordism spectra MSL and MSp.
They are commutative monoids in the category of symmetric T∧2-spectra.
The spectrum MSp comes with a natural symplectic orientation given
either by a tautological Thom class thMSp ∈MSp4,2(MSp2), a tauto-
logical Borel class bMSp1 ∈MSp
4,2(HP∞) or any of six other equivalent
structures. For a commutative monoid E in the category SH(S) we
prove that assignment ϕ 7→ ϕ(thMSp) identifies the set of homomor-
phisms of monoids ϕ : MSp → E in the motivic stable homotopy cat-
egory SH(S) with the set of tautological Thom elements of symplectic
orientations of E. A weaker universality result is obtained for MSL and
special linear orientations.
1. Introduction
A dozen years ago Voevodsky [15] constructed the algebraic cobordism
spectrum MGL in the motivic stable homotopy category SH(S). This
gave a new cohomology theory MGL∗,∗ on smooth schemes and on motivic
spaces. Later Vezzosi [14] put a commutative monoid structure on MGL.
This gave a product to MGL∗,∗. The commutative monoid structure can
even be constructed in the symmetric monoidal model category of symmet-
ric T -spectra, with T = A1/(A1 − 0) the Morel-Voevodsky object (Panin,
Pimenov and Ro¨ndigs [10]).
In this paper we construct the algebraic special linear and symplectic
cobordism spectra MSL and MSp. The construction of MSL is straight-
forward although there is one slightly subtle point. We equip each space
BSLn and MSLn with an action of GLn which is compatible with the
monoid structure BSLm×BSLn → BSLm+n induced by the direct sum of
subbundles. This gives an action of the subgroup Σn ⊂ GLn of permuta-
tion matrices. But to define the unit of the monoid structure we need the
action on BSLn to have fixed points. The natural action of SLn has fixed
points, but the natural action of GLn does not. So we use an embedding
Σn ⊂ Sp2n ⊂ SL2n. This means that our MSL is a commutative monoid
in the category of symmetric T∧2-spectra. The categories of symmetric
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T -spectra and of symmetric T∧2-spectra are both symmetrical monoidal,
and their homotopy categories are equivalent symmetric monoidal categories
(Theorem 3.2). So a symmetric T∧2-spectrum structure is quite satisfactory,
and it seems to be a natural structure for this spectrum.
Cobordism spectra and the cohomology theories they define are expected
to have some universal properties among certain classes of cohomology the-
ories. For instance Voevodsky’s and Levine and Morel’s algebraic cobordism
theories are universal among oriented cohomology theories [6, 10, 14]. We
should therefore expectMSL to have some degree of universality for special
linearly oriented theories. Recall that a special linear bundle (E,λ) over X
is a pair consisting of a vector bundle E and an isomorphism of line bundles
λ : OX ∼= detE. A special linear orientation on a cohomology theory A
∗,∗
is an assignment to every special linear bundle of a Thom class th(E,λ) ∈
A2n,n(E,E − X) = A2n,nX (E) with n = rkE which is functorial, multi-
plicative, and such that the multiplication maps − ∪ th(E,λ) : A∗,∗(X) →
A∗+2n,∗+n(E,E−X) are isomorphisms. In the motivic context we generally
also require that the Thom class of the trivial line bundle over a point be
ΣT1A ∈ A
2,1(T ) = A2,1(A1,A1 − 0). Hermitian K-theory and Balmer’s
derived Witt groups are examples of special linearly oriented theories which
are not oriented.
The universality properties we show for MSL are as follows. A mor-
phism of commutative monoids ϕ : (MSL, µSL, eSL) → (A,µ, e) in SH(S)
determines naturally a special linear orientation on A∗,∗ with Thom classes
written thϕ(E,λ). The compatibility of ϕ with the monoid structure ensures
the multiplicativity of the Thom classes (Theorem 5.5).
Conversely, a special linear orientation on A∗,∗ with Thom classes th(E,λ)
determines a morphism ϕ : MSL→ A in SH(S) with thϕ(E,λ) = th(E,λ)
for all (E,λ). This ϕ is unique modulo a certain subgroup lim
←−
1A2n−1,n(MSL
〈n〉
n ) ⊂
HomSH(S)(MSL, A). The obstruction ϕ◦µ
SL−µA◦(ϕ∧ϕ) to having a mor-
phism of monoids lies in a similarly defined subgroup of HomSH(S)(MSL∧
MSL, A) (Theorem 5.9).
It would be interesting to know if these obstruction subgroups vanish
for Witt groups and hermitian K-theory. The necessary calculations are
likely very close to Balmer and Calme`s’s computation of Witt groups of
Grassmannians [1].
OurMSp is defined similarly with an action of Sp2n on the spaces BSp2n
andMSp2n. The actions of the subgroups Σn ⊂ Sp2n makeMSp a commu-
tative monoid in the category of symmetric T∧2-spectra. For MSp we can
do much more than for MSL because we have the quaternionic projective
bundle theorem [13, Theorem 8.2] for symplectically oriented cohomology
theories. Therefore for any symplectically oriented cohomology theory A∗,∗
we have Borel classes for symplectic bundles, and we can compute the co-
homology of quaternionic Grassmannians [13, §11] and of the spaces BSp2r
and MSp2r (§§8–9). Our main result is the following theorem.
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Theorem 1.1. Let (A,µ, e) be a commutative monoid in SH(S). Then the
following sets are in canonical bijection:
(a) symplectic Thom structures on the bigraded ǫ-commutative ring coho-
mology theory (A∗,∗, ∂,×, 1A) such that for the trivial rank 2 bundle A
2 → pt
we have th(A2, ω2) = Σ
2
T 1A in A
4,2(T∧2),
(b) Borel structures on (A∗,∗, ∂,×, 1A) for which b1(UHP 1 , φHP 1) ∈ A
4,2(HP 1, h∞) ⊂
A4,2(HP 1) corresponds to −Σ2T1A in A
4,2(T∧2) under the canonical motivic
homotopy equivalence (HP 1, h∞) ≃ T
∧2,
(c) Borel classes theories on (A∗,∗, ∂,×, 1A) with the same normalization
condition on b1(UHP 1 , φHP 1) as in (b),
(d) symplectic Thom classes theories on (A∗,∗, ∂,×, 1A) such that for the
trivial rank 2 bundle A2 → pt we have th(A2, ω2) = Σ
2
T1A in A
4,2(T∧2),
(α) classes ϑ ∈ A4,2(MSp2) with ϑ|T∧2 = Σ
2
T1A in A
4,2(T∧2),
(β) classes ̺ ∈ A4,2(HP∞, h∞) with ̺|HP 1 ∈ A
4,2(HP 1, h∞) correspond-
ing to −Σ2T1A ∈ A
4,2(T∧2) under the canonical motivic homotopy equiva-
lence (HP 1, h∞) ∼= T
∧2,
(δ) sequences of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) with ϑr ∈ A
4r,2r(MSp2r) for
each r satisfying µ∗rsϑr+s = ϑr × ϑs for all r, s, and ϑ1|T∧2 = Σ
2
T1A,
(ε) morphisms ϕ : (MSp, µSp, eSp) → (A,µ, e) of commutative monoids
in SH(S).
The bijections are explicit and are given in a series of theorems in the
last part of the paper. The presence of (ε) among them is the universality
of MSp as a symplectically oriented theory.
The equivalence of (a), (b), (c) and (d) was already shown in [13] in a
different axiomatic context. The ability of the motivic language used here
to handle tautological classes such as the (α), (β) and (δ) is very useful
by itself. But our main new observation is that in the motivic unstable
homotopy category H•(S) we have a commutative diagram (Theorem 7.7).
BSp2r
structure map

quotient
$$
MSp2r
oo
∼=
AN -bundles and excision
// BSp2r/BSp2r−2.
What is surprising about this diagram is that it is the homotopy colimit of
diagrams (7.5) of finite-dimensional schemes and their quotient spaces which
have a fourth side which is an inclusion of quaternionic Grassmannians of
different dimensions which is in no way a motivic equivalence. But in the
infinite-dimensional colimit the fourth side becomes A1-homotopic to the
identity map of BSp2r, and the picture simplifies significantly.
The fact that this diagram is three-sided instead of four-sided helps us
to see more conceptual proofs of two of the trickier points of [13]. One
is the construction of the higher-rank symplectic Thom classes and the
proof of their multiplicativity. The commutativity of the diagram and
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the computations of the cohomology of quaternionic Grassmannians im-
ply that given a symplectic Thom structure on A∗,∗, the pullback along
the structure map gives an injection A∗,∗(MSp2r)→ A
∗,∗(BSp2r), and the
isomorphism A∗,∗(pt)[[b1, . . . , br]]
hom ∼= A∗,∗(BSp2r) defined by the symplec-
tic Thom structure identifies the image of A∗,∗(MSp2r) with the principal
two-sided ideal generated by br. This makes it easy to define the higher-
rank tautological symplectic Thom classes (the ϑr of (δ)) with the classes
of A∗,∗(MSp2r) identified with (−1)
rbr ∈ A
∗,∗(pt)[[b1, . . . , br]]
hom . Their
multiplicativity is also easily established.
The other tricky point of [13] for which the diagram helps is the reconsti-
tution of the symplectic Thom structure from the Borel structure. The
tautological rank 2 Thom class is a ϑ ∈ A4,2(MSp2), and it is tempt-
ing to identify it (up to sign) with the tautological rank 2 Borel class
̺ ∈ A4,2(BSp2/BSp0) = A
4,2(HP∞, h∞) using the horizontal motivic ho-
motopy equivalence. But the Borel is actually (up to sign) the pullback
of ϑ along the structure map of the Thom space. For the three-sided dia-
gram this is no problem: in H•(S) the structure map HP
∞ →MSp2 is the
composition of the horizontal isomorphism (HP∞, h∞) ∼= MSp2 with the
pointing map.
It is not difficult to define spectraMO andMSO which resemble formally
MGL and our MSL and MSp. However, our proof of even our most basic
result about MSL (Theorem 5.5) uses the fact that special linear bundles
are locally trivial in the Zariski topology. So we omit MO and MSO.
2. Preliminaries
Let S be a noetherian scheme of finite Krull dimension, and let Sm/S
be the category of smooth quasi-projective schemes over S. We will assume
that S admits an ample family of line bundles so that for any X in Sm/S
there exists an affine bundle Y → X with Y an affine scheme. This condition
is used a number of times in this paper, and it was also used in the proof of
the symplectic splitting principle in [13, Theorem 10.2].
The category SmOp/S has objects (X,U) whereX is in Sm/S and U ⊂ X
is an open subscheme. A morphism f : (X,U) → (X ′, U ′) in SmOp/S is a
morphism f : X → X ′ of S-schemes with f(U) ⊂ U ′. We often write X in
place of (X,∅).
A bigraded ring cohomology theory (A∗,∗, ∂,×, 1) on SmOp/S is a con-
travariant functor A∗,∗ from SmOp/S to the category of bigraded abelian
groups which satisfies e´tale excision and A1-homotopy invariance and which
has localization long exact sequences
· · · → A∗,∗(X,U)→ A∗,∗(X)→ A∗,∗(U)
∂
−→ A∗+1,∗(X,U)→ · · · .
The × product is assumed to be functorial, bilinear, associative, and com-
patible with the bigrading with a two-sided unit 1.
ON THE ALGEBRAIC COBORDISM SPECTRA MSL AND MSp 5
In this paper we work mainly with the motivic unstable and stable ho-
motopy categories H•(S) and SH(S). The former is the homotopy category
of a model category M•(S) of pointed motivic spaces over S with motivic
weak equivalences. There are several versions of this model category with
different underlying categories and with different choices of fibrations and
cofibrations. See [2, 4, 5, 8, 11, 15, 16] among other papers. It is not essential
which of these model category structures is used. However, we give geometric
constructions symmetric T - and T∧2-spectra using the the Morel-Voevodsky
object T = A1/(A1− 0) itself. So the best adapted model structures is per-
haps the flasque motivic model category of [4] which is known to be cellular
(so we can apply Hovey’s results [3] in the proof of Theorem 3.2) but for
which T is cofibrant.
The category M•(S) is equipped with a symmetric monoidal structure
(M•(S),∧, S
0). The smash-product is taken sectionwise, and S0 is the con-
stant simplicial zero-sphere. This smash-product induces a smash-product
on H•(S) such that the natural functor M•(S) → H•(S) becomes a strict
symmetric monoidal functor (M•(S),∧, S
0)→ (H•(S),∧, S
0).
We set T = A1/(A1 − 0). A T -spectrum E is a sequence (E0, E1, . . . ) of
pointed motivic spaces equipped with a sequence of structure maps σn : En∧
T → En+1 of pointed motivic spaces. A morphism of T -spectra E → E
′ is
a sequence of maps fn : En → E
′
n of pointed motivic spaces which commute
with the structure maps. The category of T -spectra Sp(M•(S), T ) can be
equipped with a motivic stable model structure as in [5, 15, 16]. Its homo-
topy category is SH(S). This category can be equipped with a structure of
a symmetric monoidal category (SH(S),∧,1), satisfying the conclusions of
[15, Theorem 5.6]. The unit 1 of that monoidal structure is the T -sphere
spectrum S = (S0, T, T ∧ T, . . . ).
Every T -spectrum E = (E0, E1, . . . ) represents a cohomology theory on
the category of pointed motivic spaces M•(S). Namely, let S
n
s and S
n
t be
as in [15, (16)]. Let Sp,q = Sp−qs ∧ S
q
t . We write
Ep,q(A) = HomSH(S)(Σ
∞
T A,E ∧ S
p,q)
as in [15, §6]. There is a canonical element in E2n,n(En), denoted as
Σ∞T En(−n)
un−→ E.
It is represented by the canonical map (∗, . . . , ∗, En, En∧T, . . . )→ (E0, E1, . . . , En, . . . )
of T -spectra.
A T -ring spectrum is a monoid (E,µ, e) in (SH(S),∧,1). The cohomol-
ogy theory E∗,∗ defined by a T -ring spectrum is a ring cohomology theory
on M•(S). To see recall the standard isomorphism S
i,j ∧ Sk,l ∼= Si+k,j+l
given by the composition
(Si−js ∧ S
j
t ) ∧ (S
k−l
s ∧ S
l
t)
∼= (Si−js ∧ S
k−l
s ) ∧ (S
j
t ∧ S
l
t)
∼= Si−j+k−ls ∧ S
j+l
t .
For X,Y ∈ M•(k) let α : Σ
∞(X) → Si,j ∧ E and β : Σ∞(Y ) → Sk,l ∧ E
be elements of Ei,j(X) and Ek,l(Y ) respectively. Following Voevodsky [15]
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define α× β ∈ Ei+k,j+l(X ∧ Y ) as the composition
Σ∞(X∧Y ) ∼= Σ∞(X)∧Σ∞(Y )
α∧β
−−→ E∧Si,j∧E∧Sk,l ∼= E∧E∧Si+k,j+l
id∧µ
−−−→ E∧Si+k,j+l.
This gives a functorial product which is associative, has a two-sided unit,
and takes cofibration sequences to long exact sequences.
A commutative T -ring spectrum is a commutative monoid (E,µ, e) in
(SH(S),∧,1). To describe the properties of the associated cohomology the-
ory we make some definitions.
Definition 2.1. Let inT : T → T be a morphism of pointed motivic spaces
induced by the morphism A1 → A1 sending t 7→ −t. One has the equality
HomSH(S)(pt+, pt+) = HomSH(S)(T, T ).
We write in for inT regarded as an element of HomSH(S)(pt+, pt+). For a
commutative monoid (A,m, e) set ǫ = in∗(e) ∈ A0,0(pt+).
Remark 2.2. The morphism A2 → A2 which sends (t1, t2) 7→ (−t1,−t2)
is A1-homotopic to the identity morphism because
(
−1 0
0 −1
)
∈ SL2(Z) is a
product of elementary matrices. Whence we have ǫ× ǫ = e ∈ A0,0(pt+).
Definition 2.3. A ring cohomology theory on M•(S) is ǫ-commutative if
for α ∈ Ei,j(X), β ∈ Ek,l(Y ) one has σ∗X,Y (α × β) = (−1)
ikǫjl(β × α) ∈
Ei+k,j+l(X ∧ Y ) where σX,Y : X ∧ Y → Y ∧X switches the factors.
Thus ǫ-commutativity is a specific form of bigraded commutativity.
Theorem 2.4 (Morel). Let (E,µ, e) be a commutative monoid in SH(S).
Then the data (E∗,∗, ∂,×, e) is an associative and ǫ-commutative ring co-
homology theory on M•(k); e ∈ E
0,0(S0) is the two-sided unit of the ring
structure.
Note, that if (i, j) = (2m, 2n) or (k, l) = (2m, 2n), then σ∗A,B(α × β) =
β × α.
3. Commutative T - and T∧2T- and Tˆ2-monoids
We compare the categories of symmetric T -spectra and symmetric T∧2-
spectra. Recall the definition for K = T or K = T∧2.
Definition 3.1. A symmetric K-spectrum E is a sequence of pointed spaces
(E0, E1, E2, . . . ) with each En equipped with an action of the symmetric
group Σn × En → En and with a morphism σn : En ∧K → En+1 such that
the induced maps En ∧K
∧m → En+m are (Σn × Σm)-equivariant for all n
and m.
The categories of symmetric T - and T∧2-spectra both have a symmetric
monoidal product ∧. They are symmetric monoidal model categories for the
stable model structure [3, 5].
Theorem 3.2. The homotopy categories of SpΣ(M•(S), T ) and of Sp
Σ(M•(S), T
∧2)
are equivalent symmetric monoidal categories.
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Proof. The proof of this theorem is essentially the same as that given for
topological S1- and S2-spectra in [11, Theorem A.44]. The inclusion SpΣ(M•(S), T )→
SpΣ(SpΣ(M•(S), T ), T
∧2) is a Quillen equivalence by [3, Theorem 9.1] be-
cause −∧T∧2 is a Quillen self-equivalence of SpΣ(M•(S), T ). Similarly the
inclusion SpΣ(M•(S), T
∧2)→ SpΣ(SpΣ(M•(S), T
∧2), T ) is a Quillen equiv-
alence. The two categories of symmetric bispectra are isomorphic with the
identical stable model structure by arguments like those used in the proof
of [3, Theorem 10.1]. Hovey’s work requires that the model structure have
certain properties, but in the flasque model structure [4] these properties
hold, and T and T∧2 are cofibrant.
The symmetric monoidal structures are the same because (i) the inclusions
of the categories of symmetric spectra in the categories of symmetric bispec-
tra are symmetric monoidal functors like any inclusion Σ∞K : C→ Sp
Σ(C,K),
and (ii) the symmetric monoidal structures on the two isomorphic categories
of symmetric bispectra are the same. 
For natural numbers m,n we denote by cm,n ∈ Σm+n the (m,n)-shuffle
permutation. It acts by cm,n(i) = i + n for 1 ≤ i ≤ m and cm,n(i) = i −m
for m+ 1 ≤ i ≤ m+ n.
Definition 3.3. A commutative K-monoid E in M•(S) is a sequence of
pointed motivic spaces (E0, E1, E2, . . . ) with each space equipped with an
action Σn × En → En of the symmetric group, plus morphisms
e0 : 1M•(S) → E0,
e1 : K → E1
µmn : Em ∧En → Em+n
(3.1)
in M•(S) such that each µmn is (Σm × Σn)-equivariant and such that the
compositions
En
∼=
−→ En ∧ 1M•(S)
1∧e0−−−→ En ∧ E0
µn0
−−→ En
En
∼=
−→ 1M•(S) ∧ En
e0∧1−−−→ E0 ∧ En
µ0n
−−→ En
(3.2)
are the identity maps, and the diagrams
Eℓ ∧ Em ∧En
µℓm∧1
//
1∧µmn

Eℓ+m ∧ En
µℓ+m,n

Eℓ ∧Em+n
µℓ,m+n
// Eℓ+m+n
Em ∧ En
switch

µmn
// Em+n
∼= cm,n

En ∧Em
µnm
// En+m
(3.3)
commute in M•(S) with cm,n the isomorphism given by the action of the
(m,n)-shuffle permutation.
Theorem 3.4. Let E be a commutative K-monoid. Define maps σn as the
compositions
σn : En ∧K
1∧e1−−−→ En ∧E1
µn1
−−→ En+1. (3.4)
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Then the spaces (E0, E1, E2, . . . ) equipped with the actions Σn × En → En
and the bonding maps σn form a symmetric K-spectrum E. Moreover, the
morphisms µ : E ∧ E → E induced by the µmn and e : Σ
∞
K1M•(S) → E
composed of the maps en : K
∧n → En induced by e0, e1 and the µmn make
(E,µ, e) a commutative monoid in SpΣ(M•(S),K).
Sketch of proof. To show that E is a symmetric K-spectrum one has to ver-
ify that the induced maps En ∧K
∧j → En+j are (Σn ×Σj)-equivariant. To
show that the maps µmn define a morphism E∧E → E one has to verify that
they are K-linear and K-bilinear in the sense of [5, (4.6)–(4.7)]. One has to
verify that each en is Σn-equivariant. Finally, one has to verify the commu-
tative monoid axioms. All the verifications are formal, straightforward and
left to the reader. 
4. The symmetric T∧2Tˆ2-spectrum MSLMSL
We construct a commutative T -monoid MSL. Each space MSLn comes
equipped with an action of GLn such that the multiplication maps µmn of
the monoid structure are (GLm × GLn)-equivariant. We then get actions
of the Σn from the embeddings Σn → GLn given by permutation matrices.
The need for an action of GLn with fixed points — necessary for the proper
definition of the unit maps — rather than merely of SLn is the delicate part
of the construction.
We begin by reviewing the construction of MGL originally done in [15,
§6.3] and of its monoid structure given in [10, 14].
For each integer n ≥ 0 let Γn = O
⊕n
S be the trivial rank-n vector bun-
dle. For each integer p ≥ 1 let Gr(n, np) = Gr(n,Γ⊕pn ). Let TGLn,np →
Gr(n, np) be the tautological subbundle. The inclusions (1, 0): Γ⊕pn →
Γ⊕pn ⊕ Γn = Γ
⊕p+1
n induce closed embeddings Gr(n, np) →֒ Gr(n, np + n)
and monomorphisms ThTGLn,np → ThTGLn,np+n of Thom spaces. We set
BGLn = colimp∈NGr(n, np),
TGLn,n∞ = colimp∈N TGLn,np,
MGLn = colimp∈NThTGLn,np.
The diagonal action of GLn = GL(Γn) on each Gr(n, np) = Gr(n,Γ
⊕p
n ) is
compatible with the inclusions over increasing p. Moreover, the TGLn,np
are GLn-equivariant vector bundles. This induces actions
Σn ×MGLn ⊂ GLn ×MGLn →MGLn .
Concatenation of bases induces isomorphisms Γm⊕Γn = Γm+n which induce
(GLm ×GLn)-equivariant maps
⊕ : Gr(m,mp)×Gr(n, np)→ Gr(m+ n,mp+ np)
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and therefore (GLm ×GLn)-equivariant maps
⊕ : BGLm ×BGLn → BGLm+n,
µGLmn : MGLm ∧MGLn →MGLm+n .
Finally each Gr(n, np) is pointed by the point corresponding to the trivial
rank-n subbundle
Γn
(1,0,...,0)
−−−−−→ Γ⊕pn .
In the colimit this gives a S-valued point xn of BGLn, which is fixed by
the action of GLn. The Thom space of the fiber of T(n, n∞) over xn is
Γn ∼= A
n, and the inclusion xn →֒ BGLn induces a map of Thom spaces
eGLn : T
∧n →MGLn .
Definition 4.1. The algebraic cobordism spectrum MGL is the commu-
tative monoid in the category of symmetric T -spectra associated to the
commutative T -monoid composed of the spaces MGLn, the actions Σn ×
MGLn → MGLn, the maps e
GL
0 : pt+ → MGL0 and e
GL
1 : T → MGL1
and the maps µGLmn : MGLm ∧MGLn →MGLm+n.
We now move on to definingMSL. We begin with the spaces. For n = 0
we have SL0 = GL0 = {1}. So we set BSL0 = pt. The Thom space of a
zero vector bundle over a scheme X is the externally pointed space X+. So
we set MSL0 = pt+.
Now suppose n > 0. Over each Gr(n, np) there is the line bundleOGr(n,np)(−1) =
detTGLn,np. Removing the zero section gives a smooth scheme
SGr(n, np) = OGr(n,np)(−1)−Gr(n, np).
The projection
π = πn,np : SGr(n, np)→ Gr(n, np)
is a principal Gm-bundle. Write
TSLn,np = π
∗
TGLn,np.
The inclusion SGr(n, np) →֒ OGr(n,np)(−1) and the cartesian diagram
π∗OGr(n,np)(−1) //


OGr(n,np)(−1)

SGr(n, np)
π
// Gr(n, np)
gives a nowhere vanishing section of π∗OGr(n,np)(−1) = detTSLn,np. The
corresponding isomorphism λn,np : OSGr(n,np) ∼= detTSLn,np makes (TSLn,np, λn,np)
the tautological special linear bundle over SGr(n, np).
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We set
BSLn = colimp∈N SGr(n, np),
TSLn,n∞ = colimp∈N TSLn,np,
MSLn = colimp∈NThTSLn,np.
We next define the multiplication maps. Morphisms of S-schemes X →
SGr(n, np) are in bijection with pairs (f, λ) with f : X → Gr(n, np) a mor-
phism and λ : OX ∼= det f
∗
TGLn,np an isomorphism. There are unique maps
(⊕,⊗) : SGr(m,mp)× SGr(n, np)→ SGr(m+ n,mp+ np)
corresponding to the morphisms of representable functors
Hom(X,SGr(m,mp)) ×Hom(X,SGr(n, np)) −→ Hom(X,SGr(m + n,mp+ np))
((f, λ), (g, λ1)) 7−→ (f ⊕ g, λ⊗ λ1).
They induce maps
(⊕,⊗) : BSLm ×BSLn → BSLm+n
µSLmn : MSLm ∧MSLn →MSLm+n.
We now discuss the group actions. Since TGLn,np is a GLn-equivariant
bundle over Gr(n, np), there is an induced action of GLn on the comple-
ment of the zero section of the determinant line bundle. This is an ac-
tion GLn × SGr(n, np) → SGr(n, np). In the colimit this gives an action
GLn ×BSLn → BSLn. But there is a problem.
The unit maps eGLn : T
∧n → MGLn were defined using points xn : pt →
BGLn which were fixed under the action of GLn. To define unit maps for a
T -monoidMSL we need fixed points for the action of at least Σn on BSLn,
preferably lying over xn. We have a cartesian diagram
Gm
//


BSLn

pt
xn
// BGLn.
The action of GLn = GL(Γn) on the fiber Γn of TGLn,n∞ over the fixed
point xn is the standard representation of GLn. So the induced action on
the fiber Gm over xn is g · t = det(g)t. Thus there are fixed points for the
action of the alternating group An ⊂ SLn on BSLn lying over the fixed
point xn ∈ BGLn(pt) used to define the unit maps on MGLn but not for
the action of Σn ⊂ GLn (except in characteristic 2).
So we use the embedding Σn ⊂ Sp2n ⊂ SL2n which sends σ ∈ Σn to
the permutation matrix associated to σ¯ ∈ Σ2n where we have σ¯(2i − 1) =
2σ(i)− 1 and σ¯(2i) = 2σ(i). This gives us an action Σn×BSL2n → BSL2n
which fixes pointwise the fiber over xn.
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Therefore we define the spaces of the commutative T∧2-monoid MSL to
be theMSL2n. Each is equipped with the action of Σn×MSL2n →MSL2n
induced by the action of SL2n.
We now define the unit maps. Points pt → BSLn lifting the point
xn : pt→ BGLn are in bijection with isomorphisms λ : OS ∼= det x
∗
nTGLn,n∞ =
ΛnΓn. Let f1, . . . , fn be the standard basis of Γn = O
⊕n
S . We let yn : pt →
BSLn be the lifting of xn corresponding to λ = f1 ∧ · · · ∧ fn. The fiber of
TSLn,n∞ over yn is Γn ∼= A
n, and we let
eSLn : T
∧n →MSLn
be the map of Thom spaces induced by yn. It is SLn-equivariant. Note that
eSL0 : pt+ →MSL0 = pt+ is the identity.
Having identified the components of the structure MSL, we have to as-
semble them. It appears as ifMSL is a commutative monoid in the category
of alternating T -spectra. We do not know how to work in that category. But
there is underlying structure.
Definition 4.2. The algebraic special linear cobordism spectrum MSL refers
to three related objects.
(a) The commutative monoid in the category of symmetric T∧2-spectra
associated to the commutative T∧2-monoid composed of the spacesMSL2n,
the actions Σn ×MSL2n → MSL2n, the maps e
SL
0 : pt+ → MSL0 and
eSL2 : T
∧2 →MSL2 and the maps µ
SL
2m,2n : MSL2m∧MSL2n →MSL2m+2n.
(b) The T -spectrum with spaces MSLn, bonding maps MSLn ∧ T →
MSLn ∧MSL1 → MSLn+1 induced by e
SL
1 and µ
SL
n,1, equipped with the
morphism of T -spectra e : Σ∞T pt+ →MSL and the structural maps µ
SL
mn.
(c) Their common underlying T∧2-spectrum.
The properties of the commutative monoid structure that we require are
given in the following theorem.
Theorem 4.3. The (MSL, µSL, eSL) is a commutative monoid in SH(S),
and the canonical maps un : Σ
∞
T MSLn(−n)→MSL and the µ
SL
mn make the
following diagram commute for all m and n
Σ∞T MSLm(−m) ∧ Σ
∞
T MSLn(−n)
Σ∞
T
µSLmn
//
um∧un

Σ∞T MSLm+n(−m− n)
um+n

MSL ∧MSL
µSL
// MSL.
(4.1)
Proof. A commutative monoid in SpΣ(M•(S), T
∧2) gives a commutative
monoid in SH(S) by Theorem 3.2. When m and n are even, the diagram
in SpΣ(M•(S), T
∧2) corresponding to (4.1) commutes by formal arguments.
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When say m is even and n is odd, the diagram
Σ∞T MSLm(−m) ∧ Σ
∞
T MSLn(−n) ∧ Σ
∞
T T
Σ∞
T
µSLmn∧1
//
1∧Σ∞T σn

Σ∞T MSLm+n(−m− n) ∧ Σ
∞
T T
Σ∞T σm+1

Σ∞T MSLm(−m) ∧ Σ
∞
T MSLn+1(−n)
Σ∞T µ
SL
m,n+1
//
um∧un+1

Σ∞T MSLm+n+1(−m− n)
um+n+1

MSL ∧MSL(1)
µSL
// MSL(1)
commutes because m and n + 1 are even. One may desuspend. The other
cases are similar. 
5. Special linear orientations
We now investigate the relationship between special linear orientations
on a ring cohomology theory E, as defined in [12, Definition 3.1] and homo-
morphisms ϕ : MSL→ A of commutative monoids in SH(S).
A special linear vector bundle over X is a pair (E,λ) with E → X a vec-
tor bundle and λ : OX ∼= detE an isomorphism of line bundles. An isomor-
phism φ : (E,λ) ∼= (E′, λ′) of special linear vector bundles is an isomorphism
φ : E ∼= E′ of vector bundles such that (detφ) ◦ λ = λ′.
Definition 5.1. A special linear orientation on a bigraded ǫ-commutative
ring cohomology theory A∗,∗ on SmOp/S is a rule which assigns to every
special linear vector bundle (E,λ) of rank n over an X in Sm/S a class
th(E,λ) ∈ A2n,n(E,E −X) satisfying the following conditions:
(1) For an isomorphism f : (E,λ) ∼= (E1, λ1) we have th(E,λ) = f
∗ th(E1, λ1).
(2) For u : Y → X we have u∗ th(E,λ) = th(u∗(E,λ)) in A2n,n(u∗E, u∗E−
Y ).
(3) The maps − ∪ th(E,λ) : A∗,∗(X) → A∗+2n,∗+n(E,E − X) are iso-
morphisms.
(4) We have
th(E1 ⊕E2, λ1 ⊗ λ2) = q
∗
1 th(E1, λ1) ∪ q
∗
2 th(E2, λ2),
where q1, q2 are the projections from E1 ⊕ E2 onto its summands.
Moreover, for the zero bundle 0→ pt we have th(0) = 1A ∈ A
0,0(pt).
The class th(E,λ) is the Thom class of the special linear bundle, and
e(E,λ) = z∗ th(E,λ) ∈ A2n,n(X) is its Euler class.
This definition is analogous to the Thom classes theory version of the
definition of an orientation [9, Definition 3.32].
For any n the functor − ∧ T∧n : SH(S) → SH(S) is a self-equivalence.
So it induces isomorphisms
− ∧ T∧n : HomSH(S)(X,A ∧ S
p,q)
∼=
−→ HomSH(S)(X ∧ T
∧n, A ∧ Sp,q ∧ T∧n)
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for any X and (p, q) and any cohomology theory on Sm/S defined by a
commutative monoid (A,µ, e) in SH(S). We also write these isomorphisms
as
ΣnT : A
p,q(X)
∼=
−→ Ap+2n,q+n(X ×An,X × (An − 0))
This isomorphism coincides with − × ΣnT 1A. Thus A
∗,∗ automatically has
Thom classes for trivial bundles: the pullbacks of ΣnT 1A.
Definition 5.2. A special linear orientation on a bigraded ring cohomology
theory A∗,∗ on SmOp/S which is representable by a commutative monoid in
SH(S) is normalized if
(5) for the trivial line bundle A1 → pt we have th(A1, 1) = ΣT 1A ∈
A2,1(A1,A1 − 0).
From the multiplicativity and functoriality conditions (4) and (2) in the
definition of a special linear orientation one deduces the following result.
Lemma 5.3. Suppose A∗,∗ is a bigraded ring cohomology theory on SmOp/S
representable by a commutative monoid in SH(S) with a normalized special
linear orientation. For X ∈ Sm/S let (O⊕nX , λn) be the trivial special linear
bundle of rank n over X. Then th(O⊕nX , λn) is the pullback to X of Σ
n
T 1A,
and
− ∪ th(O⊕nX , λn) : A
∗,∗(X)
∼=
−→ A∗+2n,∗+n(X ×An,X × (An − 0))
is an isomorphism.
Now suppose ϕ : MSL → A is a morphism in SH(S). We associate to
ϕ and a special linear bundle (E,λ) of rank n over an X in Sm/S a class
thϕ(E,λ) defined as follows. By assumption the scheme X admits an ample
family of line bundles. So there exists an affine bundle f : Y → X with Y
an affine scheme. Then for some p there exist global sections s1, . . . , snp of
f∗E∨ generating f∗E∨. The data (f∗E, s1, . . . , snp) determine a morphism
ψ : Y → Gr(n, np), and the data (ψ, f∗λ) determine a morphism ψ˜ : Y →
SGr(n, np). We have ψ˜∗TSLn,np ∼= f
∗E. We deduce maps
ThE
f
←−−−
∼mot
Th f∗E ∼= Th ψ˜∗TSLn,np
ψ
−→ ThTSLn,np (5.1)
of pointed motivic spaces, which can be composed with the maps
ThTSLn,np
inclusion
−−−−−→MSLn
un−→MSL ∧ T∧n
1∧ϕ
−−→ A ∧ T∧n. (5.2)
in SH(S). The composition of (5.1) and (5.2) gives a class
thϕ(E,λ) ∈ HomSH(S)(ThE,A ∧ T
∧n) = A2n,n(E,E −X).
Lemma 5.4. The classes thϕ(E,λ) depend only on the special linear bundle
(E,λ) and the morphism ϕ : MSL→ A in SH(S).
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Proof. First suppose f fixed. Let (s1, . . . , snp) and (t1, . . . , tnq) be two fam-
ilies of sections generating f∗E∨ with p ≥ q. There are A1-homotopies
between the morphisms Th f∗E →MSLn in M•(S) defined by the family
(s1, . . . , snp), the family (s1, . . . , snp, t1, . . . , tnq), the family (t1, . . . , tnq, 0, . . . , 0, t1, . . . , tnq),
and the family (t1, . . . , tnq). So we get the same morphism Th f
∗E →MSLn
in H•(S) and the same morphism ThE → A ∧ T
∧n in SH(S).
Now suppose given a second affine bundle g : Z → X with Z affine and
sections (u1, . . . , unr) generating g
∗E∨. Let g′ : Y ×X Z → Y and f
′ : Y ×X
Z → Z be the projections. The morphisms ThE → MSLn in H•(S)
defined by f and (s1, . . . , snp), by g
′f and (g′∗s1, . . . , g
′∗snp), by f
′g and
(f ′∗u1, . . . , f
′∗unr) and by g and (u1, . . . , unr) are then the same. So we
again get the same morphism ThE → A ∧ T∧n in SH(S). 
Theorem 5.5. For a homomorphism ϕ : MSL→ A of commutative monoids
in SH(S), the classes thϕ(E,λ) define a normalized special linear orienta-
tion on the bigraded ring cohomology theory A∗,∗ on SmOp(S).
In particular the identity homomorphism induces a normalized special
linear orientation on MSL∗,∗.
Proof. The functoriality conditions (1) and (2) follow easily from the con-
struction of the classes thϕ(E,λ). The multiplicativity condition (4) holds
because of Theorem 4.3 and because ϕ is a homomorphism of monoids. The
normalization condition (5) holds because thϕ(A1, 1) and ΣT1A are both
equal to the composition
T
eSL
1−−→MSL1
u1−→MSL ∧ T
ϕ∧1
−−→ A ∧ T.
The isomorphism condition (3) holds for trivial special linear bundles be-
cause of the normalization condition and Lemma 5.3. It then holds for
general special linear bundles by a Mayer-Vietoris argument because special
linear bundles are locally trivial in the Zariski topology. 
Now suppose that M and A are (symmetric) T -spectra. Then we have
an inverse system of abelian groups
· · · → A2n+2,n+1(Mn+1)
αn+1
−−−→ A2n,n(Mn)→ · · · → A
0,0(M0) (5.3)
where the map αn associates to the map v : Mn+1 → A ∧ T
∧n+1 in SH(S)
the composition
Mn
σ∗n−→ ΩTMn+1
v
−→ ΩT (A ∧ T
∧n+1) ∼= A ∧ T∧n
in SH(S). There is a similar inverse system
· · · → A4n+4,2n+2(Mn+1∧Mn+1)→ A
4n,2n(Mn∧Mn)→ · · · → A
0,0(M0∧M0).
(5.4)
For the following theorem see for example [11, Corollaries 3.4 and 3.5].
ON THE ALGEBRAIC COBORDISM SPECTRA MSL AND MSp 15
Theorem 5.6. For any (symmetric) T - or T∧2-spectra M and A we have
exact sequences of abelian groups
0→ lim
←−
1A2n−1,n(Mn)→ HomSH(S)(M,A)→ lim←−
A2n,n(Mn)→ 0,
0→ lim
←−
1A4n−1,2n(Mn ∧Mn)→ HomSH(S)(M ∧M,A)→ lim←−
A4n,2n(Mn ∧Mn)→ 0.
This theorem is actually a special case of the following result [11, Lemma
3.3].
Theorem 5.7. Let E = hocolimi∈NE
〈i〉 be a sequential homotopy colimit
of T -spectra. Then for any T -spectrum A and any (p, q) we have an exact
sequence of abelian groups
0→ lim
←−
1
i∈N
Ap−1,q(E〈i〉)→ Ap,q(E)→ lim
←−
i∈N
Ap,q(E〈i〉)→ 0.
We wish to apply Theorem 5.6 when A is a commutative monoid in SH(S)
with a normalized special linear orientation on A∗,∗ and when M is a com-
mutative monoid isomorphic to MSL in SH(S). (Note that the exact se-
quences depend on the levelwise weak equivalence class of M , which is a
finer invariant than its isomorphism class in SH(S).) However, the spe-
cial linear orientation provides Thom classes for special linear bundles over
finite-dimensional smooth schemes and not over the infinite-dimensional ind-
schemes BSLn. So the orientation does not provide us with classes in the
A2n,n(MSLn). But we can solve this problem as follows.
For each n and p write
MSL〈p〉n = ThTSLn,np.
For n = 0 this is MSL
〈p〉
0 = pt+. The actions of Σn on MSLn and the
structural maps eSLn and µ
SL
mn constructed in the previous section are colimits
of actions and structural maps
Σn ×MSL
〈p〉
n →MSL
〈p〉
n ,
e〈p〉n : T
∧n →MSL〈p〉n ,
µ〈p〉mn : MSL
〈p〉
m ∧MSL
〈p〉
n →MSL
〈p〉
m+n.
We thus get a direct system of commutative T -monoids
MSL〈1〉 →MSL〈2〉 → · · · →MSL〈p〉 → · · ·
whose colimit is MSL. We can now define a “diagonal” commutative T -
monoid MSLfin with spaces
MSLfinn =MSL
〈n〉
n
with the actions Σn ×MSL
〈n〉
n → MSL
〈n〉
n and unit maps e
〈n〉
n given above
and with multiplication maps the compositions
µfinmn : MSL
〈m〉
m ∧MSL
〈n〉
n
inclusion
−−−−−→MSL〈m+n〉m ∧MSL
〈m+n〉
n
µ
〈m+n〉
mn
−−−−→MSL
〈m+n〉
m+n .
A cofinality argument now gives the nontrivial part of the following result.
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Theorem 5.8. The inclusion MSLfin →֒ MSL defines a homomorphism
of commutative monoids in the category of symmetric T -spectra which is a
motivic stable weak equivalence.
Thus the inclusion becomes an isomorphism of commutative monoids in
SH(S). So Theorem 5.6 gives us an exact sequence
0→ lim
←−
1A2n−1,n(MSL〈n〉n )→ HomSH(S)(MSL, A)→ lim←−
A2n,n(MSL〈n〉n )→ 0
(5.5)
and a similar exact sequence for HomSH(S)(MSL ∧MSL, A).
Theorem 5.9. Suppose (A,µA, eA) is a commutative monoid in SH(S)
with a normalized special linear orientation on A∗,∗ given by Thom classes
th(E,λ). Then there exists a morphism ϕ : MSL→ A in SH(S) such that
thϕ(E,λ) = th(E,λ) for all special linear bundles over all X in Sm/S. This
ϕ is unique modulo the subgroup
lim
←−
1A2n−1,n(MSL〈n〉n ) ⊂ HomSH(S)(MSL, A).
It satisfies ϕ(eMSL) = eA. The obstruction ϕ ◦ µMSL − µA ◦ (ϕ ∧ ϕ) to ϕ
being a homomorphism of monoids lies in the subgroup
lim
←−
1A4n−1,2n(MSL〈n〉n ∧MSL
〈n〉
n ) ⊂ HomSH(S)(MSL ∧MSL, A).
Proof. For every n and p the tautological special linear bundle (TSLn,np, λn,np)
over the scheme SGr(n, np) has a Thom class, which we will abbreviate to
thn,np ∈ A
2n,n(MSL
〈p〉
n ). Pullback along the inclusionMSL
〈p−1〉
n →֒MSL
〈p〉
n
sends
thn,np 7→ thn,n(p−1) . (5.6)
Pullback along the bonding map MSL
〈p〉
n−1 ∧ T → MSL
〈p〉
n induced by e
〈p〉
1
and µ
〈p〉
n−1,1 sends
thn,np 7→ thn−1,(n−1)p× th(A
1, 1) = ΣT thn−1,(n−1)p . (5.7)
So as n and p vary, we get an element
ϕ¯ = (thn,np)n,p ∈ lim←−
n,p
A2n,n(MSL〈p〉n ) = lim←−
n
A2n,n(MSL〈n〉n ).
Let ϕ ∈ HomSH(S)(MSL, A) be an element mapping onto ϕ¯ under the
surjection in the exact sequence (5.5).
The image of ϕ under the composition
HomSH(S)(MSL, A)→ lim←−
A2n,n(MSL〈n〉n )→ A
2n,n(MSL〈n〉n )
is the composition
ThTSLn,n2 =MSL
〈n〉
n
un−→MSLfin ∧ T∧n
∼
−→MSL ∧ T∧n
ϕ∧1
−−→ A ∧ T∧n
which is the thϕ(TSLn,n2 , λn,n2) defined by (5.1)–(5.2). Thus we have th
ϕ(E,λ) =
th(E,λ) for (E,λ) = (TSLn,n2 , λn,n2). The Thom classes for the (TSLn,n2 , λn,n2)
determine the Thom classes for all (TSLn,np, λn,np) by formulas (5.6)–(5.7).
ON THE ALGEBRAIC COBORDISM SPECTRA MSL AND MSp 17
These in turn determine the Thom classes for all (E,λ) by formulas (5.1)–
(5.2). So we have thϕ(E,λ) = th(E,λ) for all special linear bundles.
Similarly for ψ : MSL→ A we have thψ(E,λ) = thϕ(E,λ) for all special
linear bundles if and only if ψ and ϕ have the same image in lim
←−
A2n,n(MSL
〈n〉
n ).
This happens if and only if ψ − ϕ is in the kernel, which is the first lim
←−
1 of
the statement of the theorem.
By construction eMSL is the canonical map Σ
∞
T pt+ = Σ
∞
T MSL0 →MSL.
Therefore we have ϕ(eMSL) = th0,0 = th(0) = eA ∈ A
0,0(pt) as declared.
By multiplicativity and functoriality we have an equality
thn,n2 × thn,n2 = th(b
∗
1TSLn,n2⊕p
∗
2TSLn,n2 , b
∗
1λn,n2⊗p
∗
2λn,n2) = µ
fin∗
nn th2n,4n2
of members of A4n,2n(MSL
〈n〉
n ∧MSL
〈n〉
n ). This equality means that the
outer perimeter of the diagram
Σ∞T MSL
〈n〉
n (−n) ∧ Σ∞T MSL
〈n〉
n (−n)
µ
fin
nn
//
un∧un

th
n,n2
∧ th
n,n2
&&
Σ∞T MSL
〈2n〉
2n (−2n)
u2n

th
2n,4n2
ww
MSLfin ∧MSLfin
µ
fin
MSL //
inclusion

MSLfin
inclusion

MSL ∧MSL
µMSL
//
ϕ∧ϕ

MSL
ϕ

A ∧A
µA
// A
commutes. The half-circles commute by the previous calculations, and the
top two squares commute. Therefore we have
(
ϕ ◦ µMSL − µA ◦ (ϕ ∧ ϕ)
)
◦ inclusion ◦ (un ∧ un) = 0
for all n. So the image of the obstruction class ϕ◦µMSL−µA ◦(ϕ∧ϕ) under
the surjection
HomSH(S)(MSL ∧MSL, A) −→ lim←−
A4n,2n(MSL〈n〉n ∧MSL
〈n〉
n ) −→ 0
vanishes. Therefore the obstruction class lies in the kernel, which is the
second lim
←−
1 of the statement of the theorem. 
6. The symmetric T∧2Tˆ2-spectrum MSpMSp
We now define the commutative T∧2-monoid and symmetric T∧2-spectrum
MSp.
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We write the standard symplectic form on the trivial vector bundle of
rank 2n as
ω2n =


0 1
−1 0
0
. . .
0
0 1
−1 0


From the symplectic isometry (O⊕2nS , ω2n)
∼= (O⊕2S , ω2)
⊕n we see that the
action of Σn given by permutations of the n orthogonal direct summands
(O⊕2S , ω2) gives an embedding Σn → Sp2n. Hence Sp2n-actions restrict to
Σn-actions.
In [13] we defined the quaternionic Grassmannian HGr(r, n) as the open
subscheme of the Grassmannian Gr(2r, 2n) parametrizing rank 2r subspaces
of O⊕2nS on which the restriction of ω2n is nondegenerate. The restric-
tion of the tautological subbundle over the Grassmannian is the tauto-
logical symplectic subbundle TSpr,n. It is equipped with the symplectic
form φr,n = ω2n|TSpr,n . For r = 1 we write HP
n = HGr(1, n + 1) and
HP∞ = colimnHP
n.
To construct MSp we look at the particular schemes HGr(n, np) =
HGr(n, (O⊕2nS , ω2n)
⊕p). Each has a natural action of Sp2n induced by
the diagonal action of Sp2n on the p summands of (O
⊕2n
S , ω2n)
⊕p. The
vector bundles TSpn,np → HGr(n, np) and the inclusions HGr(n, np) →
HGr(n, np+ n) are Sp2n-equivariant. We set
BSp2n = colimp∈NHGr(n, np),
TSpn,n∞ = colimp∈N TSpn,np,
MSp2n = colimp∈NThTSpn,np.
As with MGL and MSL the isomorphisms
(O⊕2mS , ω2m)⊕ (O
⊕2n
S , ω2n)
∼= (O⊕2m+2nS , ω2m+2n)
and the direct sum induce (Sp2m × Sp2n)-equivariant maps
⊕ : BSp2m ×BSp2n → BSp2m+2n,
µSpmn : MSp2m ∧MSp2n →MSp2m+2n.
(6.1)
Each HGr(n, np) is pointed by the point corresponding to the symplec-
tic subbundle which is the first direct summand (O⊕2nS , ω2n) ⊕ 0
⊕p−1 ⊂
(O⊕2nS , ω2n)
⊕p. In the colimit this yields points z2n : pt→ BSp2n. The point
z2n is fixed by the Sp2n-action. The action of Sp2n on the fiber of TSpn,n∞
over z2n is the standard representation of Sp2n. The inclusion of the fiber
induces an inclusion of Thom spaces
eSp2n : T
∧2n →MSp2n (6.2)
which is Sp2n-equivariant. The action of the subgroup Σn ⊂ Sp2n on T
∧2n =
(T∧2)∧n permutes the n factors T∧2.
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The spacesMSp2n with the actions and structural maps verify the axioms
of a commutative T∧2-monoid.
Definition 6.1. The algebraic symplectic cobordism spectrum MSp is the
commutative monoid in the category of symmetric T∧2-spectra associated to
the commutative T∧2-monoid composed of the spaces MSp2n, the actions
Σn×MSp2n →MSp2n the maps e
Sp
0 : pt+ →MSp0 and e
Sp
2 : T
∧2 →MSp2
and the maps µSpmn : MSp2m ∧MSp2n →MSp2m+2n.
This MSp defines a commutative monoid in SH(S) by Theorem 3.2.
7. Quaternionic Grassmannian bundles
We review the geometry of quaternionic projective bundles and Grass-
mannian bundles studied in [13, §§3–5]. We then translate some of the
results into a more motivic language.
Given (E,φ) a symplectic bundle of rank 2n over a scheme X and an inte-
ger 0 ≤ r ≤ n, there is a quaternionic Grassmannian bundle p : HGr(r,E, φ) →
X whose fiber over x ∈ X is the quaternionic Grassmannian parametriz-
ing 2r-dimensional subspaces of Ex on which φx is nondegenerate. We
write Ur,E ⊂ p
∗E for the tautological rank 2r subbundle over HGr(r,E, φ).
Morphisms f : Y → HGr(r,E, φ) are in bijection with pairs (g, U) where
g : Y → X is a morphism and U ⊂ g∗(E,φ) is a symplectic subbundle of
rank 2r over Y .
Since Ur,E is a subbundle on which the symplectic form is fiberwise non-
degenerate, it has an orthogonal complement such that Ur,E ⊕ U
⊥
r,E = p
∗E.
The symplectic subbundle U⊥r,E ⊂ p
∗E classifies an isomorphism
HGr(r,E, φ)
∼=
−→ HGr(n− r,E, φ). (7.1)
Now let (F,ψ) = (O⊕2X , ω2)⊕ (E,φ). We have a natural embedding
HGr(r,E, φ) →֒ HGr(r, F, ψ) (7.2)
classified by the symplectic subbundle 0 ⊕ Ur,E ⊂ O
⊕2
X ⊕ E = F . The
normal bundle of this embedding can be naturally identified with the vector
bundle N = Hom(Ur,E ,O
⊕2
X ) over HGr(r,E, φ). This bundle is a direct
sum decomposition N = N+ ⊕N− where
N+ = Hom(Ur,E,OX ⊕ 0), N
− = Hom(Ur,E, 0⊕ OX).
The basic result concerning the geometry of the closed embedding (7.2) is
the following.
Theorem 7.1 ([13, Theorem 4.1]). (a) The normal bundle of the embedding
(7.2) has a canonical open embedding ν : N →֒ Gr(2r, F ). The zero section
is sent identically onto HGr(r,E, φ).
(b) We have ν(N+) = HGr(r, F, ψ)∩GrS (2r,OX ⊕0⊕E). Consequently
ν(N+) ⊂ HGr(r, F, ψ) is a closed subscheme, as is ν(N−) ⊂ HGr(r, F, ψ).
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(c) There are natural isomorphisms of vector bundles N+ ∼= N− ∼= U∨r,E
∼=
Ur,E.
(d) There is a natural section s+ of Ur,F intersecting the zero section
transversally in N+ and similarly for N−.
(e) Let π+ : N
+ → HGr(r,E, φ) be the structural map. Then π∗+(Ur,E , φ|Ur,E )
is isometric to (Ur,F , ψ|Ur,F )|N+ and similarly for N
−.
The second basic result about the geometry of symplectic Grassmannian
bundles involves the following embeddings
HGr(r − 1, E, φ) 
 σ
closed
// HGr(r, F, ψ) − ν(N+) 
 open
// HGr(r, F, ψ).
(7.3)
The composition is the closed embedding classified by the symplectic sub-
bundle O⊕2 ⊕ Ur−1,E ⊂ O
⊕2 ⊕E = F .
Theorem 7.2 ([13, Theorems 5.1 and 5.2]). There are morphisms over X
HGr(r, F, ψ) − ν(N+)
g1
←− Y1
g2
←− Y2
q
−→ HGr(r − 1, E, φ)
with g1 an A
2r−1-bundle, g2 an A
2r−2-bundle, and q an A4n+1-bundle.
Moreover, there is a section s of q such that the composition g1g2s : HGr(r−
1, E, φ)→ HGr(r, F, ψ) − ν(N+) is the closed embedding σ of (7.3).
The section s appears at the end of the proof of [13, Theorem 5.2]. The
statement of the theorem only contains the consequence that σ induces
isomorphisms of cohomology groups.
These two theorems have the following consequence.
Theorem 7.3. Let (E,φ) be a symplectic bundle of rank 2n over a smooth
S-scheme X, and let (F,ψ) = (O⊕2X , ω2) ⊕ (E,φ). For 1 ≤ r ≤ n let Ur,E
be the tautological symplectic subbundle over HGr(r,E, φ). Let HGr(r −
1, E, φ) →֒ HGr(r, F, ψ) be the closed embedding of (7.3). Then there is a
canonical zigzag of motivic weak equivalences
ThUr,E
∼
−→ HGr(r, F, ψ)/(HGr(r, F, ψ)−ν(N+))
∼
←− HGr(r, F, ψ)/HGr(r−1, E, φ)
inducing an isomorphism in the motivic unstable homotopy category H•(S).
These isomorphisms commute with the maps induced by inclusions (E,φ) →֒
(E,φ) ⊕ (E1, φ1) of symplectic bundles and with the maps induced by base
changes Y → X.
Proof. In the geometry of Theorem 7.1 we identify N , N+ and N− with
their images in Gr(2r, F ) under the open embedding ν. Then there are
motivic weak equivalences
N/(N −N+) (N ∩HGr(r, F, ψ))/(N ∩HGr(r, F, ψ) −N+)
∼
excision
oo
∼ excision

ThUr,E ∼= N
−/(N− −HGr(r,E, φ))
∼section of vector bundle
OO 22❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡❡
inclusion
// HGr(r, F, ψ)/(HGr(r, F, ψ) −N+)
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The arrows not explicitly labeled ∼ are nevertheless motivic weak equiva-
lences by the 2-out-of-3 axiom. The morphisms g1, g2 and q of Theorem 7.2
are affine bundles, so they, the section s, the composition σ, and the map
HGr(r, F, ψ)/HGr(r − 1, E, φ)
∼
−→ HGr(r, F, ψ)/(HGr(r, F, ψ) −N+)
of quotient spaces induced by σ are all motivic weak equivalences.
The functoriality is straightforward. 
Because of (7.1) the quotient appearing in Theorem 7.3 is also isomorphic
to
HGr(n− r + 1, F, ψ)/HGr(n − r + 1, E, φ).
The case r = n of Theorem 7.3 therefore gives the following result. The
corresponding result for ordinary Grassmannian bundles is [8, Proposition
3.2.17(3)].
Theorem 7.4. Suppose that (E,φ) is a symplectic bundle of rank 2n over a
smooth S-scheme X. Let HP (E,φ) →֒ HP (O⊕2X ⊕E,ω2 ⊕ φ) be the natural
closed embedding. Then we have isomorphisms in H•(S)
ThE ∼= HGr(n, (O⊕2X , ω2)⊕(E,φ))/HGr(n−1, E, φ) = HP ((O
⊕2
X , ω2)⊕(E,φ))/HP (E,φ).
For X = pt and trivial E Theorem 7.3 gives the following result.
Theorem 7.5. There are canonical isomorphisms
ThUHGr(r,n) ∼= HGr(r, 1 + n)/HGr(r − 1, n)
in H•(S). These isomorphisms are compatible with the inclusions of quater-
nionic projective spaces. Therefore we have commutative diagrams of inclu-
sions and isomorphisms in H•(S)
T∧2r
e
Sp
r //
∼=

MSp2r
∼=

HP r/HP r−1
inclusion
// BSp2r/BSp2r−2
(7.4)
The motivic weak equivalences of Theorem 7.5 fit into a commutative
diagram
HGr(r, n)
inclusion //
section map

HGr(r, 1 + n)
quotient

ThUHGr(r,n)
∼mot // Yr,n HGr(r, 1 + n)/HGr(r − 1, n)
∼motoo
(7.5)
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The section map is the structure map of the Thom space induced by a
section of the vector bundle. We have a colimit as n→∞:
BSp2r = HGr(r,∞)
shift //
section map

BSp2r = HGr(r, 1 +∞)
quotient

MSp2r
∼mot // Yr,∞ BSp2r/BSp2r−2
∼motoo
(7.6)
The shift map is the map induced by the shift endomorphism of (O⊕2, ω2)
⊕∞
acting on sequences of sections of O by
(s1, s2, s3, s4, . . . ) 7→ (0, 0, s1, s2, s3, s4, . . . ).
Lemma 7.6. There is an A1-homotopy of symplectic endomorphisms of
(O⊕2, ω2)
⊕∞ linking the shift endomorphism of (O⊕2, ω2)
⊕∞ to the identity.
Proof. Any matrix in any Sp2r(Z) is a product of elementary symplectic
matrices. So there exists an M(t) ∈ Sp4(Z[t]) with
M(0) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , M(1) =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ,
for example
M(t) =


1− t2 0 −2t+ 13t3 − 14t5 + 4t7 8t2 − 12t4 + 4t6
0 1− t2 −2t2 + 2t4 −t+ 2t3
t 0 1− 7t2 + 10t4 − 4t6 −4t+ 8t3 − 4t5
0 2t− t3 2t− 4t3 + 2t5 1− 3t2 + 2t4

 .
Consider the sequence of infinite matrices
fn(t) =

I2n−2 0 00 M(t) 0
0 0 I∞

 .
Then fn(1) acts on (O
⊕2, ω2)
⊕∞ by exchanging the nth and (n + 1)st sum-
mands (O⊕2, ω2), while fn(0) is the identity. The infinite product
F (t) = f1(t)f2(t)f3(t) · · ·
is well-defined because the first 2n columns of f1f2 · · · fN are independent
of N for all N ≥ n. Each column of F (t) contains only a finite num-
ber of nonzero entries. (More precisely, writing F (t) = (aij(t)), we have
ai,2n−1(t) = ai,2n(t) = 0 for i > 2n+2.) The endomorphism F (t) is preserves
the symplectic form ω⊕∞2 because the automorphisms fn(t) all do. Clearly
F (0) is the identity. The finite product f1(1)f2(1) · · · fN (1) permutes cycli-
cally the first N + 1 summands of (O⊕2, ω2)
∞ and fixes the others. The
infinite product F (1) is the shift map. 
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Theorem 7.7. In the motivic unstable homotopy category H•(S) we have
a commutative diagram
BSp2r
structure map

quotient
$$
MSp2r
oo
∼=
AN -bundles and excision
// BSp2r/BSp2r−2.
8. The quaternionic projective bundle theorem
The most basic form a symplectic orientation is a symplectic Thom struc-
ture [13, Definition 7.1]. The version of the definition for bigraded ǫ-commutative
theories is as follows.
Definition 8.1. A symplectic Thom structure on a bigraded ǫ-commutative
ring cohomology theory (A∗,∗, ∂,×, 1A) on SmOp/S is a rule which assigns
to each rank 2 symplectic bundle (E,φ) over an X in Sm/S an element
th(E,φ) ∈ A4,2(E,E −X) with the following properties:
(1) For an isomorphism u : (E,φ) ∼= (E1, φ1) one has th(E,φ) = u
∗ th(E1, φ1).
(2) For a morphism f : Y → X with pullback map fE : f
∗E → E one
has f∗E th(E,φ) = th(f
∗E, f∗φ).
(3) For the trivial rank 2 bundle A2 → pt with the symplectic form
ω2 =
(
0 1
−1 0
)
the map
−× th(A2, ω2) : A
∗,∗(X)→ A∗+4,∗+2(X ×A2,X × (A2 − 0))
is an isomorphism for all X.
The Borel class of (E,φ) is b1(E,φ) = −z
∗ th(E,φ) ∈ A4,2(X) where
z : X → E is the zero section.
The quaternionic projective bundle theorem is proven in [13] using the
symplectic Thom structure and not any other version of a symplectic orien-
tation. It is proven first for trivial bundles.
Theorem 8.2 ([13, Theorem 8.1]). Let (A∗,∗, ∂,×, 1A) be a bigraded ǫ-
commutative ring cohomology theory with a symplectic Thom structure. Let
(UHPn , φHPn) be the tautological rank 2 symplectic subbundle over HP
n and
ζ = b1(UHPn , φHPn) its Borel class. Then for any X in Sm/S we have an
isomorphism of bigraded rings
A∗,∗(HPn ×X) ∼= A∗,∗(X)[ζ]/(ζn+1).
A Mayer-Vietoris argument gives the more general theorem [13, Theorem
8.2].
Theorem 8.3 (Quaternionic projective bundle theorem). Let (A∗,∗, ∂,×, 1A)
be a bigraded ǫ-commutative ring cohomology theory with a symplectic Thom
structure. Let (E,φ) be a symplectic bundle of rank 2n over X, let (U, φ|U)
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be the tautological rank 2 symplectic subbundle over the quaternionic projec-
tive bundle HP (E,φ), and let ζ = b1(U, φ|U) be its Borel class. Then we
have an isomorphism of bigraded A∗,∗(X)-modules
(1, ζ, . . . , ζn−1) : A∗,∗(X)⊕A∗,∗(X)⊕ · · · ⊕A∗,∗(X)→ A∗,∗(HP (E,φ)).
Definition 8.4. Under the hypotheses of Theorem 8.3 there are unique
elements bi(E,φ) ∈ A
4i,2i(X) for i = 1, 2, . . . , n such that
ζn − b1(E,φ) ∪ ζ
n−1 + b2(E,φ) ∪ ζ
n−2 − · · ·+ (−1)nbn(E,φ) = 0.
The classes bi(E,φ) are called the Borel classes of (E,φ) with respect to the
symplectic Thom structure of the cohomology theory (A, ∂). For i > n one
sets bi(E,φ) = 0, and one sets b0(E,φ) = 1.
For a rank 2 symplectic bundle (E,φ) the classes b1(E,φ) defined by
Definitions 8.1 and 8.4 coincide.
Corollary 8.5. The Borel classes of a trivial symplectic bundle vanish.
Among the consequences of the quaternionic projective bundle theorem
is the symplectic splitting principle [13, Theorem 10.2]. We used it to prove
the Cartan sum formula for Borel classes [13, Theorem 10.5].
Theorem 8.6. Let (A∗,∗, ∂,×, 1A) be a bigraded ǫ-commutative ring coho-
mology theory with a symplectic Thom structure. Suppose (F,ψ) ∼= (E1, φ1)⊕
(E2, φ2) is an orthogonal direct sum of symplectic bundles over an X in
Sm/S. Then for all i we have
bi(F,ψ) = bi(E1, φ1) +
i−1∑
j=1
bi−j(E1, φ1)bj(E2, φ2) + bi(E2, φ2). (8.1)
The quaternionic projective bundle theorem also allowed us to compute
the cohomology of quaternionic Grassmannians. To explain our results we
need to recall a number of facts about symmetric polynomials. They may
be found in for example [7, Chap. 1, §§1–3].
Let Λr ⊂ Z[x1, . . . , xr] be the ring of symmetric polynomials in r vari-
ables. Let ei denote the i
th elementary symmetric polynomial, and hi the
ith complete symmetric polynomial, the sum of all the monomials of de-
gree i. Set e0 = h0 = 1 and ei = hi = 0 for i < 0 and also ei = 0
for i > r. We have Λr = Z[e1, . . . , er]. There is a recurrence relation
hm +
∑r
i=1(−1)
reihm−i = 0.
Let
Πr = {partitions λ = (λ1, λ2, . . . , λr) of length l(λ) ≤ r}.
Write δ = (r− 1, r− 2, . . . , 1, 0). For λ ∈ Πr let aλ+δ = det(x
λj+r−j
i )1≤i,j≤r.
Then aλ+δ is a skew-symmetric polynomial and therefore divisible by the
Vandermonde determinant aδ. The quotient sλ = aλ+δ/aδ is the Schur
polynomial for λ. It is symmetric of degree |λ| =
∑
λi. One has s(1i) = ei
and s(i) = hi. The aλ+δ with l(λ) ≤ r form a Z-basis of the skew-symmetric
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polynomials in r variables, so the sλ with l(λ) ≤ r form a Z-basis of Λr.
Denote by λ′ the partition dual to λ. We have formulas
sλ = det(eλ′i−i+j)1≤i,j≤m = det(hλi−i+j)1≤i,j,≤r, (8.2)
for m ≥ l(λ′) and r ≥ l(λ). Set
Πr,n−r = {partitions λ of length l(λ) = λ
′
1 ≤ r and with λ1 ≤ n− r}
The set Πr,n−r has
(
n
r
)
members. We will use the following results.
Proposition 8.7. The quotient map
Z[e1, . . . , er]→ Z[e1, . . . , er]/(hn−r+1, . . . , hn)
sends {sλ | λ ∈ Πr − Πr,n−r} 7→ 0, and it sends {sλ | λ ∈ Πr,n−r} onto a
homogeneous Z-basis of the quotient ring.
Proof. For λ ∈ Πr−Πr,n−r the first line of the determinant sλ = det(hλi−i+j)
consists of hk with k ≥ n− r+ 1. These are all in (hn−r+1, . . . , hn) because
of the recurrence relation satisfied by the hk. So they are sent to 0 in the
quotient.
The rank of the quotient as a Z-module is
∏
deg hi/
∏
deg ei =
(
n
r
)
. Since
this is the same as the cardinality of Πr,n−r, and since the images of the sλ
with λ ∈ Πr,n−r generate the quotient as a Z-module, they form a Z-basis
of the quotient. 
Let the ei and the hi be, respectively, the elementary and complete sym-
metric polynomials in r − 1 variables. The natural quotient map sends
ei 7→ ei for i < r and er 7→ 0, while it sends hi 7→ hi for all i.
Proposition 8.8. The kernel of the quotient map
Z[e1, . . . , er]/(hn−r+1, . . . , hn)→ Z[e1, . . . , er−1]/(hn−r+1, . . . , hn−1)→ 0
is the image of the injection
0→ Z[e1, . . . , er]/(hn−r, . . . , hn−1)
er×−−−−→ Z[e1, . . . , er]/(hn−r+1, . . . , hn).
Proof. The kernel is the free Z-module with basis {sλ | λ ∈ Πr,n−r −
Πr−1,n−r}. These are the λ with λr ≥ 1 and thus λ
′
1 = r. The for-
mula sλ = det(eλ′
i
−i+j) shows that for such λ one has sλ = ersµ with
µ = (λ1 − 1, . . . , λr − 1) ∈ Πr,n−r−1. These sµ form a basis of the ring on
the left of the second displayed line. 
Theorem 8.9 ([13, Theorem 11.2]). Let (Ur,n, φr,n) be the tautological sym-
plectic bundle of rank 2r on HGr(r, n). Then for any bigraded ǫ-commutative
ring cohomology theory (A∗,∗, ∂,×, 1A) with a symplectic Thom structure and
any X in Sm/S the map
A∗,∗(X)[e1, . . . , er]/(hn−r+1, . . . , hn)
∼=
−→ A∗,∗(HGr(r, n)×X) (8.3)
sending ei 7→ bi(Ur,n, φr,n) for all i is an isomorphism of bigraded rings.
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Theorem 8.10 ([13, Theorem 11.4]). Let αr,n : HGr(r, n) →֒ HGr(r, n+1)
be the usual inclusion. For any bigraded ǫ-commutative ring cohomology
theory (A∗,∗, ∂,×, 1A) with a symplectic Thom structure and any X in Sm/S
the map
(αr,n × 1)
∗ : A∗,∗(HGr(r, n + 1)×X)→ A∗,∗(HGr(r, n) ×X)
is a surjection which the isomorphisms (8.3) identify with the natural sur-
jection
A∗,∗(X)[e1, . . . , er]/(hn−r+2, . . . , hn, hn+1)→ A
∗,∗(X)[e1, . . . , er]/(hn−r+1, hn−r+2, . . . , hn).
Theorem 8.11 ([13, Theorem 11.4]). Let βr,n : HGr(r, n)→ HGr(1+r, 1+
n) be the usual inclusion. For any bigraded ǫ-commutative ring cohomology
theory (A∗,∗, ∂,×, 1A) with a symplectic Thom structure and any X in Sm/S
the map
(βr,n × 1)
∗ : A∗,∗(HGr(1 + r, 1 + n)×X)→ A∗,∗(HGr(r, n) ×X)
is a surjection which the isomorphisms (8.3) identify with the surjection
A∗,∗(pt)[e1, . . . , er, er+1]/(hn−r+1, . . . , hn, hn+1)→ A
∗,∗(pt)[e1, . . . , er]/(hn−r+1, . . . , hn)
of A∗,∗(pt)[e1, . . . , er]-algebras sending er+1 7→ 0.
9. The cohomology of BSp2r and MSp2r BSp 2r and MSp 2r
Theorem 9.1. Let (A,µ, e) be a commutative T -ring spectrum with a sym-
plectic Thom structure on A∗,∗. Then the isomorphism BSp2r = colimnHGr(r, n)
induces isomorphisms
A∗,∗(BSp2r)
∼=
−→ lim
←−
n→∞
A∗,∗(HGr(r, n))
∼=
←− A∗,∗(pt)[[b1, . . . , br]]
hom
of bigraded rings. The second isomorphism sends the variable bi to the in-
verse system of ith Borel classes (bi(Ur,n))n≥r.
Here A∗,∗(pt)[[b1, . . . , br]]
hom is the bigraded ring of homogeneous power
series. The lim
←−
is taken in the category of bigraded rings.
Proof. We have BSp2r = colimnHGr(r, n), so by Theorem 5.7 we have an
exact sequence
0→ lim
←−
1
n∈N
A∗−1,∗(HGr(r, n))→ A∗,∗(BSp2r)→ lim←−
n∈N
A∗,∗(HGr(r, n))→ 0.
The connecting maps are the α∗r,n of Theorem 8.10, which are surjective. So
the lim
←−
1 vanishes, and the first map of the statement of the theorem is an
isomorphism.
Let Id ⊂ A
∗,∗(pt)[b1, . . . , br] be the two-sided ideal generated by the
monomials ba11 p
a2
2 . . . b
ar
r with
∑
iai ≥ d. We have inclusions Ir(n−r)+1 ⊂
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(hn−r+1, . . . , hn) ⊂ In−r+1 because all partitions λ ∈ Πr,n−r have |λ| ≤
r(n− r). So we have
lim
←−
n
A∗,∗(HGr(r, n)) ∼= lim←−
n
A∗,∗(pt)[b1, . . . , br]/(hn−r+1, . . . , hn)
∼= lim←−
d
A∗,∗(pt)[b1, . . . , br]/Id = A
∗,∗(pt)[[b1, . . . , br]]
hom . 
Theorem 9.2. Let (A,µ, e) be a commutative T -ring spectrum with a sym-
plectic Thom structure on A∗,∗. Then for any r and n the motivic homotopy
equivalence
ThUHGr(r,n) ∼= HGr(r, 1 + n)/HGr(r − 1, n)
of Theorem 7.5 induces isomorphisms
A∗,∗(pt)[b1, . . . , br]/(hn−r+1, . . . , hn)
∪br−−→
∼=
A∗+4r,∗+2r(ThUHGr(r,n)) (9.1)
of two-sided bigraded modules over A∗,∗(HGr(r, n)) ∼= A∗,∗(pt)[b1, . . . , br]/(hn−r+1, . . . , hn).
Moreover, the isomorphism MSp2r = colimnThUHGr(r,n) induces isomor-
phisms of bigraded modules over A∗,∗(BSp2r) ∼= A
∗,∗(pt)[[b1, . . . , br]]
hom
A∗+4r,∗+2r(MSp2r)
∼=
−→ lim
←−
n→∞
A∗+4r,∗+2r(ThUHGr(r,n))
∼=
←− brA
∗,∗(pt)[[b1, . . . , br]]
hom
(9.2)
Proof. Applying A∗,∗ to the cofiber sequence
HGr(r − 1, n)
βr−1,n
−−−−→ HGr(r, 1 + n) −→ ThUHGr(r,n)
gives a long exact sequence of cohomology. The map βr−1,n induces a surjec-
tion of cohomology groups by Theorem 8.11, so we have A∗,∗(ThUHGr(r,n)) ∼=
ker β∗r−1,n. This kernel is identified by Proposition 8.8, giving the isomor-
phism (9.1). In principle this is an isomorphism of two-sided modules over
A∗,∗(HGr(r, 1+n)) ∼= A∗,∗(pt)[b1, . . . , br]/(hn−r+2, . . . , hn+1). But the mod-
ules are annihilated by hn−r+1, so they are also two-sided modules over the
quotient ring A∗,∗(HGr(r, n)).
The inclusion ThUHGr(r,n) →֒ ThUHGr(r,n+1) induces a commutative di-
agram
A∗,∗(pt)[b1, . . . , br]/(hn−r+2, . . . , hn, hn+1) ∼=
∪br //

A∗+4r,∗+2r(ThUHGr(r,n+1))

A∗,∗(pt)[b1, . . . , br]/(hn−r+1, hn−r+1 . . . , hn) ∼=
∪br
// A∗+4r,∗+2r(ThUHGr(r,n)).
The inverse limit gives the righthand isomorphism of (9.2). The vertical
map on the left is surjective, so the vertical map on the right is as well.
Therefore the lim
←−
1 vanishes in the exact sequence
0→ lim
←−
1
n∈N
A∗−1,∗(ThUHGr(r,n))→ A
∗,∗(MSp2r)→ lim←−
n∈N
A∗,∗(ThUHGr(r,n))→ 0.
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obtained from Theorem 5.7. 
For any r let z2r : BSp2r → ThUBSp2r = MSp2r be the structure map
induced by the zero section of the tautological symplectic bundle UBSp2r →
BSp2r.
Theorem 9.3. Let (A,µ, e) be a commutative T -ring spectrum with a sym-
plectic Thom structure on A∗,∗. The map z∗2r : A
∗,∗(MSp2r)→ A
∗,∗(BSp2r)
of two-sided A∗,∗(BSp2r)-modules is injective and identifies A
∗,∗(MSp2r)
with the two-sided principal ideal generated by br ∈ A
4r,2r(BSp2r).
Proof. By Theorem 7.7 we have cofiber sequence BSp2r−2
i2r−−→ BSp2r
z2r−−→
MSp2r yielding a long exact sequence of cohomology groups. By the previ-
ous theorems these are isomorphic to (in simplified notation)
· · · → A∗−4r,∗−2r[[b1, . . . , br]]
z∗
2r−−→ A∗,∗[[b1, . . . , br]]
i∗
2r−−→ A∗,∗[[b1, . . . , br−1]]→ · · ·
(9.3)
Since i2r is the colimit of the inclusion maps βr−1,n : A(r−1, n)→ A(r, 1+n)
of Theorem 8.11, i∗2r is the quotient by the ideal generated by br. It is
surjective in all bidegrees. It follows that z∗2r is injective in all bidegees and
is the inclusion of that ideal. 
The direct sum of symplectic bundle induces compatible monoid struc-
tures on the BSp2r and theMSp2r. So the following diagram commutes for
all r and s
BSp2r ×BSp2s
mrs
//
z2r×z2s

BSp2r+2s
z2r+2s

MSp2r ∧MSp2s
µrs
// MSp2r+2s.
(9.4)
Theorem 9.4. Let (A,µ, e) be a commutative T -ring spectrum with a sym-
plectic Thom structure on A∗,∗. Then the isomorphisms
BSp2r ×BSp2s = colimn
(
HGr(r, rn)×HGr(s, sn)
)
MSp2r ∧MSp2s = colimn(ThUHGr(r,rn) ∧ThUHGr(s,sn))
induces a commutative diagram of isomorphisms and monomorphisms of
two-sided graded A∗,∗(BSp2r ×BSp2s)-modules
A∗,∗(MSp2r ∧MSp2s)
∼= //
_
(z2r×z2s)
∗

lim
←−
n→∞
A∗,∗(ThUr,rn ∧ ThUs,sn)
_

p′
r
p′′
s
A∗,∗[[p′1, . . . , p
′
r
, p′′1 , . . . , p
′′
s
]]
∼=oo
_
inclusion

A∗,∗(BSp2r ×BSp2s)
∼= //
lim
←−
n→∞
A∗,∗(HGr(r, rn)×HGr(s, sn))
A∗,∗[[p′1, . . . , p
′
r
, p′′1 , . . . , p
′′
s
]].
∼=oo
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Moreover, these isomorphisms identify the diagram obtained by applying A∗,∗
to (9.4) with the diagram of rings and ideals
pr+sA
∗,∗(pt)[[b1, . . . , pr+s]]
hom //
_

p′rp
′′
sA
∗,∗(pt)[[p′1, . . . , p
′
r, p
′′
1 , . . . , p
′′
s ]]
hom
_

A∗,∗(pt)[[b1, . . . , pr+s]]
hom // A∗,∗(pt)[[p′1, . . . , p
′
r, p
′′
1 , . . . , p
′′
s ]]
hom
where the horizontal maps send bi 7→ p
′
i +
∑i−1
j=1 p
′
i−jp
′′
j + p
′′
i . Moreover, the
horizontal maps of the last diagram are also injective.
Proof. The construction of the first diagram is much the same as in the
previous theorems. The second diagram follows. For the last statement
of the theorem, let t1, . . . , tr+s be independent indeterminates of bidegree
(2, 1). Then the composition of the bottom horizontal map with the map
A∗,∗(pt)[[p′1, . . . , p
′
r, p
′′
1, . . . , p
′′
s ]]
hom → A∗,∗(pt)[[t1, . . . , tr+s]]
hom
sending p′i 7→ ei(t1, . . . , tr) and p
′′
j 7→ ej(tr+1, . . . , tr+s) is the inclusion of
the ring of symmetric homogeneous power series in the ring of homogeneous
power series. That is injective. 
The final calculation in this section ought to be that of A∗,∗(MSp). How-
ever, we will put this off until Theorem 13.1 because we wish to make the
calculation using a symplectic Thom classes theory and not just a symplectic
Thom structure.
10. Tautological Thom elements
Suppose that (A,µ, e) is a commutative T -ring spectrum. Let ϑ ∈ A4,2(MSp2).
We associate to ϑ and a symplectic bundle (E,φ) of rank 2 over an X
in Sm/S a class thϑ(E,φ) defined as follows. By assumption the scheme
X admits an ample family of line bundles. So there exists an affine bundle
f : Y → X with Y an affine scheme. Then for some p there exist global sec-
tions s1, . . . , sp of f
∗E∨ generating f∗E∨. There then exist global functions
aij on Y such that f
∗φ =
∑
1≤i<j≤p aijsi ∧ sj . We set ti =
∑p
j=i+1 aijsj
so that we have
∑
i si ∧ ti = f
∗φ. The map (s1, t1, . . . , sp, tp) : f
∗E → O⊕2pY
embeds (f∗E, f∗φ) as a symplectic subbundle of (O⊕2pY , ω2p). So it is clas-
sified by a map ψ : Y → HGr(1, p) = HP p−1 such that ψ∗(TSp1,p, φ1,p) =
f∗(E,φ). This gives us maps of (ind)-schemes
X
f
←−−−−−−−
AN -bundle
Y
ψ
−→ HP p−1
inclusion
−−−−−→ BSp2 = HP
∞ (10.1)
and of pointed motivic spaces
ThE
f
←−−−
∼mot
Th f∗E ∼= Th ψ˜∗TSp1,p
ψ
−→ ThTSp1,p (10.2)
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of pointed motivic spaces, which can be composed with the maps
ThTSp1,p
inclusion
−−−−−→MSp2
ϑ
−→ A ∧ T∧2. (10.3)
in SH(S). The composition of (10.2) and (10.3) gives a class
thϑ(E,φ) ∈ HomSH(S)(ThE,A ∧ T
∧2) = A4,2(E,E −X).
The following lemma is proven in the same way as Lemma 5.4.
Lemma 10.1. The classes thϑ(E,φ) depend only on the rank 2 symplectic
bundle (E,φ) and the morphism ϑ : Σ∞T MSp2(−2)→ A in SH(S).
Recall the inclusion eSp2 : T
∧2 →MSp2 of (6.2).
Theorem 10.2. Let (A,µ, e) be a commutative T -ring spectrum. Then the
map which assigns to a class ϑ as above the family of classes thϑ(E,φ) is a
bijection between the sets of
(α) classes ϑ ∈ A4,2(MSp2) with ϑ|T∧2 = Σ
2
T1A in A
4,2(T∧2), and
(a) symplectic Thom structures on the bigraded ǫ-commutative ring coho-
mology theory (A∗,∗, ∂,×, 1A) such that for the trivial rank 2 bundle A
2 → pt
we have th(A2, ω2) = Σ
2
T 1A in A
4,2(T∧2).
Proof. A proof similar to that of Theorem 5.5 shows that for a ϑ as in
(α), the family of classes thϑ(E,φ) form a symplectic Thom structure with
the stated normalization condition. Note that this uses the fact that all
symplectic bundles are locally trivial in the Zariski topology.
Now suppose we have a symplectic Thom structure with the stated nor-
malization condition. For every n the tautological rank 2 symplectic bundle
bundle over HPn−1 has a Thom class which we will abbreviate as
thn = th(UHPn−1 , φHPn−1) ∈ A
4,2(ThUHPn−1).
Pullback along the inclusion ThUHPn−1 → ThUHPn sends thn+1 7→ thn.
So as n varies, we get an element
ϑ¯ = (thn)n∈N ∈ lim←−
A4,2(ThUHPn−1).
We have MSp2 = colimThUHPn−1 , and by Theorem 9.2 the natural map
A∗,∗(MSp2)
∼=
−→ lim
←−
A∗,∗(ThUHPn−1).
is an isomorphism. Let ϑ ∈ A4,2(MSp2) be the unique class lifting ϑ¯. As in
the proof of Theorem 5.9 we have thϑ(E,φ) = th(E,φ) for all rank 2 sym-
plectic bundles. Moreover, for ϑ and ξ in A4,2(MSp2) we have th
ϑ(E,φ) =
thξ(E,φ) for all symplectic bundles if and only if ϑ and ξ have the same
image in the inverse limit. But that happens only for ϑ = ξ. 
Definition 10.3. The class ϑ ∈ A4,2(MSp2) is the tautological Thom ele-
ment of the symplectic orientation on A∗,∗ whose rank 2 symplectic Thom
classes are the thϑ(E,φ).
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The canonical morphism u2 : Σ
∞
T MSp2(−2)→MSp which is part of the
counit of the adjunction between Σ∞T (−2) and its right adjoint the forget-
ful functor Ev2 defines an element ϑMSp ∈ MSp
4,2(MSp2). It satisfies
ϑMSp|T∧2 = Σ
2
T1MSp because both elements correspond to the composition
u2 ◦ e
Sp
2 : T
∧2 →MSp ∧ T∧2.
Definition 10.4. The standard symplectic Thom structure on MSp∗,∗ is
the one whose universal Thom element is the ϑMSp we have just described.
11. Tautological Borel elements
The bigraded version of the definition of a Borel structure [13, Definition
12.1] is as follows.
Definition 11.1. A Borel structure on a bigraded ǫ-commutative ring co-
homology theory (A∗,∗, ∂,×, 1A) on SmOp/S is a rule which assigns to each
rank 2 symplectic bundle (E,φ) over an X in Sm/S an element b1(E,φ) ∈
A4,2(X) with the following properties:
(1) For (E1, φ1) ∼= (E2, φ2) we have b1(E1, φ1) = b1(E2, φ2).
(2) For a morphism f : Y → X we have f∗b1(E,φ)) = b1(f
∗E, f∗φ).
(3) For the tautological rank 2 symplectic subbundle (UHP 1 , φHP 1) on
HP 1 the map
(1, b1(UHP 1 , φHP 1)) : A
∗,∗(X)⊕A∗−4,∗−2(X)→ A∗,∗(HP 1 ×X)
is an isomorphism for all X in Sm/S.
(4) For the trivial rank 2 symplectic bundle (A2, ω2) over pt we have
b1(A
2, ω2) = 0 in A
4,2(pt).
The Borel classes associated to a symplectic Thom structure by the for-
mula b1(E,φ) = −z
∗ th(E,φ) ∈ A4,2(X) of Definition 8.1 form a Borel
structure because of the functoriality of the Thom classes, the quaternionic
projective bundle theorem 8.2 and Corollary 8.5.
For r = 1 the diagram (7.4) of morphisms in H•(S) becomes
T∧2
e
Sp
1 //
∼=

MSp2
∼=

(HP 1, h∞)
inclusion
// (HP∞, h∞)
(11.1)
with h∞ = pt → HP
1 a point such that h∗∞(UHP 1 , φHP 1) is a trivial sym-
plectic bundle. We will call the two vertical arrows the canonical motivic
homotopy equivalences.
Suppose that (A,µ, e) is a commutative T -ring spectrum. Let ̺ ∈ A4,2(HP∞, h∞).
For a rank 2 symplectic bundle (E,φ) over X the construction of (10.1) com-
posed with the quotient by the pointing and with ̺ gives us a zigzag
X
AN -bundle
←−−−−−−−
∼
Y → HP∞ → (HP∞, h∞)
̺
−→ A ∧ T∧2 (11.2)
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in which the pullbacks to Y of (E,φ) and of (UHP∞ , φHP∞) are isomorphic.
The composition is a class b̺1(E,φ) ∈ A
4,2(X). This class depends only on
(E,φ) and ̺ by arguments similar to those of Lemmas 5.4 and 10.1.
Theorem 11.2. Let (A,µ, e) be a commutative T -ring spectrum. Then the
map which assigns to a class ̺ as above the family of classes b̺1(E,φ) is a
bijection between the sets of
(β) classes ̺ ∈ A4,2(HP∞, h∞) with ̺|HP 1 ∈ A
4,2(HP 1, h∞) correspond-
ing to −Σ2T1A ∈ A
4,2(T∧2) under the canonical motivic homotopy equiva-
lence (HP 1, h∞) ∼= T
∧2, and
(b) Borel structures on (A∗,∗, ∂,×, 1A) for which b1(UHP 1 , φHP 1) ∈ A
4,2(HP 1, h∞) ⊂
A4,2(HP 1) corresponds to −Σ2T1A in A
4,2(T∧2) under the canonical motivic
homotopy equivalence (HP 1, h∞) ≃ T
∧2.
The proof is like that of Theorem 10.2. The classes b̺1(E,φ) satisfy con-
dition (3) of Definition 11.1 because of an argument like Lemma 5.3 and
the isomorphism T∧2 ∼= (HP 1, h∞). They satisfy condition (4) because
b̺1(A
2, ω2) = h
∗
∞̺ = 0. The proof that there is a unique ̺ corresponding to
each Borel structure invokes the isomorphism A∗,∗(HP∞) ∼= lim←−
A∗,∗(HPn)
which is the case r = 1 of Theorem 9.1.
Definition 11.3. The class ̺ ∈ A4,2(HP∞, h∞) is the tautological Borel
element of the symplectic orientation on A∗,∗ whose rank 2 Borel classes are
the b̺1(E,φ).
Theorem 11.4. Let (A,µ, e) be a commutative T -ring spectrum. Then the
canonical motivic homotopy equivalence MSp2
∼= (HP∞, h∞) plus change-
of-sign gives a bijection between the sets of
(α) the tautological Thom elements ϑ of Theorem 10.2 and
(β) the tautological Borel elements ̺ of Theorem 11.2.
The composition (a) ↔ (α) ↔ (β) ↔ (b) with the bijections of Theorems
10.2 and 11.2 is the same as the rule which assigns to a symplectic Thom
structure with classes th(E,φ) the Borel structure with classes b1(E,φ) =
−z∗ th(E,φ) for z : X → ThE the structural map of the Thom space.
Proof. The first statement follows from the existence and compatibility of
the canonical motivic homotopy equivalences of (11.1). For the second,
given a rank 2 symplectic bundle (E,φ) on X we have a diagram
X
z

Y
f
∼
oo //

HP∞ //

(HP∞, h∞)
̺

∼=
xxrr
r
r
r
r
r
r
r
r
ThE Th f∗E
∼oo // MSp2
−ϑ
// A ∧ T∧2
in which the squares commute by compatibility of the structural maps of
Thom spaces with pullbacks, the upper triangle commutes by Theorem
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7.7, and the lower triangle commutes because of the rule giving the bi-
jection (α) ↔ (β). We deduce the equality b̺1(E,φ) = −z
∗ thϑ(E,φ) in
HomSH(S)(X,A ∧ T
∧2) = A4,2(X). 
The bigraded version of the definition of a Borel classes theory [13, Defi-
nition 14.1] is as follows.
Definition 11.5. A Borel classes theory on a bigraded ǫ-commutative ring
cohomology theory (A∗,∗, ∂,×, 1A) on SmOp/S is a rule assigning to every
symplectic bundle (F,ψ) over everyX in Sm/S elements bi(F,ψ) ∈ A
4i,2i(X)
for all i ≥ 1 satisfying
(1) For (F1, ψ1) ∼= (F2, ψ2) we have bi(F1, ψ1) = bi(F2, ψ2) for all i.
(2) For a morphism f : Y → S we have f∗bi(F,ψ) = bi(f
∗E, f∗ψ) for all
i.
(3) For the tautological rank 2 symplectic subbundle (UHP 1 , φHP 1) on
HP 1 the maps
(1, b1(UHP 1 , φHP 1)) : A
∗,∗(X)⊕A∗−4,∗−2(X)→ A∗,∗(HP 1 ×X)
are isomorphisms for all X.
(4) For the trivial rank 2 symplectic bundle (A2, ω2) over pt we have
b1(A
2, ω2) = 0 in A
4,2(pt).
(5) For an orthogonal direct sum of symplectic bundles (F,ψ) ∼= (F1, ψ1)⊕
(F2, ψ2) we have bi(F,ψ) = bi(F1, ψ1)+
∑i−1
j=1 bi−j(F1, ψ1)bj(F2, ψ2)+
bi(F2, ψ2) for all i.
(6) For (F,ψ) of rank 2r we have bi(F,ψ) = 0 for i > r.
One may also set p0(F,ψ) = 1 and even bi(F,ψ) = 0 for i < 0.
Definition 8.4 associates Borel classes to a symplectic Thom structure on
(A∗,∗, ∂,×, 1A). They form a Borel classes theory because the quaternionic
projective bundle Theorems 8.2 and 8.3, Corollary 8.5 and the Cartan sum
formula (Theorem 8.6).
Theorem 11.6. Let (A,µ, e) be a commutative T -ring spectrum. Then the
forgetful map gives a bijection between the sets of
(c) Borel classes theories on (A∗,∗, ∂,×, 1A) with the normalization con-
dition on b1(UHP 1 , φHP 1) of Theorem 11.2 and
(b) Borel structures on (A∗,∗, ∂,×, 1A) with the same normalization con-
dition.
The inverse bijection is given by assigning to a Borel structure first the
symplectic Thom structure associated to it by Theorem 11.4 and then the
the Borel classes theory associated to the symplectic Thom structure by Def-
inition 8.4.
Proof. The chain of associations (b) → (a) → (c) → (b) gives the identity
because for rank 2 symplectic bundles the classes b1(E,φ) given in Defini-
tions 8.1 and 8.4 coincide.
The chain of associations (c)→ (b)→ (a)→ (c) gives the identity because
for a symplectic bundle (F,ψ) of rank 2r on X if we let π : HP (F,ψ) → X
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be the associated quaternionic projective bundle with rank 2 tautological
subbundle (U, φ), then from the orthogonal direct sum π∗(F,ψ) = (U, φ) ⊕
(U, φ)⊥ and the axioms we get
0 = (−1)rbr
(
(U, φ)⊥
)
= b1(U, φ)
r−π∗b1(F,ψ)∪b1(U, φ)
r−1+· · ·+(−1)rπ∗br(F,ψ).
Hence the Borel classes defined by (c)→ (b)→ (a) → (c) coincide with the
original ones. 
12. Higher rank symplectic Thom classes
The bigraded version of the definition of a symplectic Thom classes theory
[13, Definition 14.2] is as follows.
Definition 12.1. A symplectic Thom classes theory on a bigraded ǫ-commutative
ring cohomology theory (A∗,∗, ∂,×, 1A) on SmOp/S is a rule assigning to
every symplectic bundle (F,ψ) over every scheme X in Sm/S an element
th(F,ψ) ∈ A4r,2r(F,F −X) with 2r = rkF with the following properties:
(1) For an isomorphism u : (F,ψ) ∼= (F1, ψ1) we have th(F,ψ) = u
∗ th(F1, ψ1).
(2) For f : Y → X, writing fF : f
∗F → F for the pullback, we have
f∗F th(F,ψ) = th(f
∗F, f∗ψ)) ∈ A4r,2r(f∗F, f∗F − Y ).
(3) The maps ∪ th(F,ψ) : A∗,∗(X) → A∗+4r,∗+2r(F,F −X) are isomor-
phisms.
(4) We have th
(
(F1, ψ1)⊕(F2, ψ2)
)
= q∗1 th(F1, ψ1)∪q
∗
2 th(F2, ψ2), where
q1, q2 are the projections from F1 ⊕ F2 onto its factors. Moreover,
for the zero bundle 0→ pt we have th(0) = 1A ∈ A
0,0(pt).
The classes th(F,ψ) are symplectic Thom classes.
Let (A,µ, e) be a commutative T -ring spectrum. Suppose we have a
sequence of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) with ϑr ∈ A
4r,2r(MSp2r) for each
r. Then for any symplectic bundle (F,ψ) of rank 2r over X one can use ϑr
to define a class thϑ(F,ψ) by the construction already described in (10.1)–
(10.3) for rank 2. For a rank 0 bundle 0X → X we set th(0X) = 1X ∈
A0,0(X). These classes are well-defined by the same argument as in Lemma
5.4 and 10.1.
Recall the inclusion eSp2 : T
∧2 → MSp2 of (6.2) and the monoid maps
µrs : MSp2r ∧MSp2s →MSp2r+2s of (6.1).
Theorem 12.2. Let (A,µ, e) be a commutative T -ring spectrum. Then the
map which assigns to a sequence of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) as above the
family of classes thϑ(F,ψ) is a bijection between the sets of
(δ) sequences of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) with ϑr ∈ A
4r,2r(MSp2r) for
each r satisfying µ∗rsϑr+s = ϑr × ϑs for all r, s, and ϑ1|T∧2 = Σ
2
T1A, and
(d) symplectic Thom classes theories on (A∗,∗, ∂,×, 1A) such that for the
trivial rank 2 bundle A2 → pt we have th(A2, ω2) = Σ
2
T1A in A
4,2(T∧2).
The proof is essentially the same as that of Theorem 10.2. The class ϑr
is the tautological symplectic Thom element of rank 2r.
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Recall that for a commutative T -ring spectrum (A,µ, e) with a sym-
plectic Thom structure on (A∗,∗, ∂,×, 1A) the Thom space structural map
zr : BSp2r →MSp2r has the property that z
∗
r : A
∗,∗(MSp2r)→ A
∗,∗(BSp2r)
is injective, and that the isomorphism
A∗,∗(BSp2r)
∼=
←− A∗,∗(pt)[[b1, . . . , br]] (12.1)
derived from the symplectic Thom structure identifies the image of z∗r with
the two-sided ideal generated by br (Theorems 9.1, 9.2 and 9.3).
Theorem 12.3. Let (A,µ, e) be a commutative T -ring spectrum. Then the
assignment ϑ = (ϑ1, ϑ2, ϑ3, . . . ) 7→ ϑ1 gives a bijection between the sets of
(δ) sequences of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) satisfying the conditions of
Theorem 12.2 and
(α) the tautological rank 2 Thom elements ϑ of Theorem 10.2.
The inverse bijection sends ϑ 7→ ϑ = (ϑ1, ϑ2, ϑ3, . . . ) where z
∗
rϑr ∈
A4r,2r(BSp2r) is the element corresponding to (−1)
rbr under the isomor-
phism (12.1) derived from the symplectic Thom structure associated to ϑ by
Theorem 10.2.
Proof. Clearly the mapping (δ)→ (α) is well-defined.
We will show that (α) → (δ) is well-defined. Suppose ϑ satisfies the
conditions of (α). The classes (ϑ1, ϑ2, ϑ3, . . . ) verify the condition µ
∗
rsϑr+s =
ϑr × ϑs because in Theorem 9.4 the classes in the second diagram verify
pr+s 7→ p
′
rp
′′
s . The class ϑ1 is obtained by the construction corresponding
to the assignments (α) → (β) → (α) of Theorem 11.4. So by that theorem
we have ϑ1 = ϑ. So we have ϑ1|T∧2 = Σ
2
T1A. Therefore (α) → (δ) is
well-defined. In addition this shows that (α)→ (δ)→ (α) is the identity.
Now suppose given ϑ = (ϑ1, ϑ2, ϑ3, . . . ) satisfying (δ), and let ϑ
′ =
(ϑ′1, ϑ
′
2, ϑ
′
3, . . . ) be the result obtained by applying (δ) → (α) → (δ). We
have already seen that we have ϑ1 = ϑ
′
1. The equalities ϑr = ϑ
′
r follow by
induction using the injectivity of the maps m∗rs of Theorem 9.4. 
For a symplectic bundle (F,ψ) of rank 2r over X the Borel classes (γ)
and the symplectic Thom classes (δ) are related by
br(F,ψ) = (−1)
rz∗ th(F,ψ). (12.2)
13. The universality of MSpMSp
Theorem 13.1. Let (A,µ, e) be a commutative T -ring spectrum with a sym-
plectic Thom classes theory on A∗,∗. Then we have isomorphisms of bigraded
rings
A∗,∗(MSp)
∼=
−→ lim
←−
A∗+4r,∗+2r(MSp2r)
∼=
←− A∗,∗(pt)[[b1, b2, b3, . . . ]]
hom,
A∗,∗(MSp ∧MSp)
∼=
−→ lim
←−
A∗+8r,∗+4r(MSp2r ∧MSp2r)
∼=
←− A∗,∗(pt)[[b′1, b
′
2, . . . , b
′′
1 , b
′′
2 , . . . ]]
hom.
Proof. By Theorem 12.2 the symplectic Thom classes theory has associated
to it a sequence ϑ = (ϑ1, ϑ2, ϑ3, . . . ) of tautological symplectic Thom classes
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with the property that ϑr ∈ A
4r,2r(MSp2r) is the Thom class of the tau-
tological symplectic subbundle (UBSp2r , φBSp2r) over BSp2r = HGr(r,∞)
and with ϑ1|T∧2 = Σ
2
T 1A. Set also ϑ0 = 1A ∈ A
0,0(pt) = A0,0(MSp0).
By Theorem 5.6 the group A∗,∗(MSp) fits into the short exact sequence
0→ lim
←−
1A∗+4r−1,∗+2r(MSp2r)→ A
∗,∗(MSp)→ lim
←−
A∗+4r,∗+2r(MSp2r)→ 0
where the connecting maps in the tower are given by the top line of the
commutative diagram
A∗+4r−4,∗+2r−2(MSp2r−2) A
∗+4r,∗+2r(MSp2r−2 ∧ T
∧2)
Σ−2
Too A∗+4r,∗+2r(MSp2r)
σ∗oo
A∗,∗(BSp2r−2)
−∪ϑr−1∼=
OO
A∗,∗(BSp2r−2)
idoo
−∪σ∗ϑr∼=
OO
A∗,∗(BSp2r).
i∗
2roo
−∪ϑr∼=
OO
The map σ∗ is the pullback along the bonding map
MSp2r−2 ∧ T
∧2 1×e1−−−→MSp2r−2 ∧MSp2
µr−1,1
−−−−→MSp2r
of the symmetric T∧2-spectrum. Thus we have σ∗ϑr = ϑr−1 × Σ
2
T1A. The
diagram therefore commutes. The vertical maps are isomorphisms by condi-
tion (3) of the definition of a symplectic Thom classes theory. The map i∗2r
is the surjection A∗,∗[[b1, . . . , br]] ։ A
∗,∗[[b1, . . . , br−1]] of (9.3). This gives
us the second isomorphism of the theorem, while the surjectivity of the con-
necting maps in the inverse system gives the vanishing of the lim
←−
1 and the
first isomorphism.
The calculations for A∗,∗(MSp ∧MSp) are similar. 
Let ϕ : MSp → A be a morphism in SH(S). For each r ≥ 1 let ϑϕr ∈
A4r,2r(MSp2r) be the composition
Σ∞T MSp2r(−2r)
u2r−−→MSp
ϕ
−→ A,
and let ϑϕ = (ϑϕ1 , ϑ
ϕ
2 , ϑ
ϕ
3 , . . . ).
Theorem 13.2. Suppose (A,µ, e) is a commutative monoid in (SH(S),∧,1).
Then the assignment ϕ 7→ ϑϕ = (ϑϕ1 , ϑ
ϕ
2 , ϑ
ϕ
3 , . . . ) gives a bijection between
the sets of
(ε) morphisms ϕ : (MSp, µSp, eSp) → (A,µ, e) of commutative monoids
in SH(S), and
(δ) sequences of classes ϑ = (ϑ1, ϑ2, ϑ3, . . . ) satisfying the conditions of
Theorem 12.2.
The proof of this theorem is substantially the same as that of Theorem
5.9. The differences are, first, that the ϑ comes from a unique ϕ : MSp→ A
because the map A0,0(MSp) → lim
←−
A4r,2r(MSp2r) of Theorem 13.1 is an
isomorphism. Second, the obstruction to ϕ being a morphism of monoids
vanishes because A0,0(MSp ∧MSp)→ lim
←−
A8r,4r(MSp2r ∧MSp2r) is also
an isomorphism.
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