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1. Introduction and main results
A fundamental problem in the theory of Hamiltonian partial differential equations (PDEs) is to
determine whether the equation possesses time-periodic solutions or time-quasi-periodic solutions.
Such a problem can be studied in either the forced or unforced context. In the unforced case, for
nonresonant PDEs, a developed existence theory of periodic and quasi-periodic solutions has been
established by Kuksin [1], Wayne [2], Craig and Wayne [3], Pöschel [4,5], and Bourgain [6] and ref-
erences therein. For completely resonant autonomous PDEs, existence of periodic solutions has been
proven in [7–13], and the existence of quasi-periodic solutions with two frequencies has been recently
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J. Si / J. Differential Equations 252 (2012) 5274–5360 5275obtained in [14] and [15]. In particular, Yuan [16] obtained quasi-periodic solutions of the completely
resonant wave equations utt − uxx + u3 = 0 subject to periodic boundary conditions via KAM theory.
Forced problems include an external force in the PDE that is time-periodic or time-quasi-periodic;
time-periodic solutions or time-quasi-periodic solutions are then sought. In [17], M. Zhang and the
author of this paper investigated the existence of quasi-periodic solutions for quasi-periodically forced
nonlinear wave equation
utt = uxx −μu − εφ(t)h(u), μ > 0
under Dirichlet boundary conditions by making use of KAM theory. In [18], Jiao and Wang considered
the existence of quasi-periodic solutions for quasi-periodically forced Schrödinger equation
iut = uxx −mu − f (βt, x)|u|2u
under the boundary conditions u(t,0) = u(t,aπ) = 0 by using the KAM method. Periodic solutions for
completely resonant wave equations with periodic forcing and Dirichlet boundary conditions was the
ﬁrst time constructed by Rabinowita [21,22] using global variational methods and a Lyapunov–Schmidt
decomposition. In this directions, we refer to [23–26] and references therein for a detailed description.
More recently, by using the Lyapunov–Schmidt decomposition method, M. Berti and M. Procesi [27]
proved existence of small amplitude quasi-periodic solutions with two frequencies ω = (ω1,ω2) =
(ω1,1+ ε) for the completely resonant wave equations with periodic forcing{
utt − uxx + f (ω1t,u) = 0,
u(t, x) = u(t, x+ 2π), (1.1)
where the nonlinear forcing term




, d ∈N= {1,2, . . .}
is 2π/ω1-periodic in time, when ω1 ∈Q or ω1 ∈R \Q.
Naturally, we should ask that whether or not there is any quasi-periodic solution with multi-
frequencies to (1.1) when the nonlinear term depends on time in a quasi-periodic way. In this paper,
we will give an answer to this question under some appropriate hypotheses. Concretely, we are
concerned with existence of quasi-periodic solutions for non-autonomous quasi-periodically forced
nonlinear wave equation
utt − uxx + φ(t, ε)u3 = 0 (1.2)
subject to periodic boundary conditions
u(t, x) = u(t, x+ 2π), (1.3)
where ε is a small parameter and φ(t, ε) is real analytic quasi-periodic function in t with frequency
vector ω = (ω1,ω2, . . . ,ωm).
The result of this paper under review seem to coincided with the result by M. Berti and M. Pro-
cesi [27]. However, the strategy of proof is quite different. Our approach is based on KAM theory,
while the proof in [27] is based on Lyapunov–Schmidt decomposition. The two techniques are some-
how complementary. Compared with the Lyapunov–Schmidt reduction method, the KAM approach
has its own advantages. Besides obtaining the existence of quasi-periodic solutions it allows one to
construct a local normal form in a neighborhood the obtained solution. This would allow, in principle,
to study the dynamics of the PDE in its neighborhood. The results obtained in [27] show that at the
ﬁrst order the quasi-periodic solution of Eq. (1.1) is the superposition of two waves traveling q+(·)
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equation
utt − uxx = 0,
where q+(·) and q−(·) are 2π -periodic. While our result shows that (1.2) possesses many quasi-
periodic solutions in the neighborhood of a quasi-periodic solution of nonlinear ODE with quasi-
periodic forcing:
x¨+ φ(t, ε)x3 = 0.
The method used in this paper is based on inﬁnite-dimensional KAM theory as developed by
Kuksin [1,31] and Pöschel [4]. Thus the main step is to reduce the equation to a setting where KAM
theory for PDE can be applied. This needs to reduce the linear part of Hamiltonian system to constant
coeﬃcients by a linear quasi-periodic change of variables with the same basic frequencies as the
initial system. However, we cannot guarantee in general such reducibility. A large part of the present
paper will be devoted to the proof of reducibility of an inﬁnite-dimensional linear quasi-periodic
systems. In general, the question of reducibility of inﬁnite-dimensional linear quasi-periodic systems
remains open and very attracting. Such kind of reducibility result for PDE using KAM machinery was
ﬁrst obtained by Bambusi and Graﬃ [19], later, Yuan [16], and more recent, Eliasson and Kuksin [20].
However, it would seem that the results in [19] and [20] cannot be directly applied to our problems
because of the difference in the orders of corresponding morphism of the Hilbert scales between
Schrödinger equations and wave equations, and the work in [16] cannot also be directly applied to
the case with quasi-periodic forcing.
For our purpose, we ﬁrst introduce a deﬁnition and a hypothesis.
We denote by Q (ω) the set of real analytic quasi-periodic functions with the frequencies ω.
Deﬁnition 1.1. Let Qσ (ω) ⊂ Q (ω) be the set of real analytic functions f (ϑ) which are bounded on
the subset Πσ = {(ϑ1, . . . , ϑm) ∈Cm: |Imϑ j | σ }, with the supremum norm









the average of f , where F is the shell function of f .
(H) φ(t, ε) = B+εφ˜(t), B > 0 and φ˜(t) is a real analytic quasi-periodic function in t with frequency
vector ω = (ω1,ω2, . . . ,ωm), where ω ∈ DΛ:
DΛ :=
{






α ∈R: ∣∣〈k,ω〉 + lα∣∣> γ (|k| + |l|)−(m+1)},
k = (k1, . . . ,km) ∈ Zm, l ∈ Z, |k| + |l| = |k1| + · · · + |km| + |l| > 0, γ > 0.
The following theorem is the main result of this paper.
J. Si / J. Differential Equations 252 (2012) 5274–5360 5277Theorem 1.2 (Main theorem). Assume that (H) is satisﬁed. For index set J˜ = {1,2, . . . ,n} with n  1, there
is small enough positive ε∗∗ such that for any 0 < ε < ε∗∗ , there are the setsJ ⊂ Jˆ ⊂ [π/T ,3π/T ] and
Σε ⊂ Σ := DΛ × Aγ × [0,1]n+1 with meas Jˆ > 0, measJ > 0 and meas(Σ \ Σε) ε, such that for any
ξ¯ ∈J and (ω,α(ξ¯ ), ξ˜0, ξ˜1, . . . , ξ˜n) ∈ Σε , the nonlinear wave equation (1.2)+(1.3) possess a solution of the
form







1+ ε2/3 f ∗0
(












1+ ε2/3 f ∗j (ω˜(ξ¯ )t, ξ¯ , ε)
4
√




















u0(t, ξ¯ , ε) is a non-trivial quasi-periodic solution of the form (2.17) of (2.1) and f ∗j (θ, ξ¯ , ε) is of period 2π
in each component of θ and for 0  j  n, θ ∈ Θ(σ0/3), ξ¯ ∈J , we have | f ∗j (θ, ξ¯ , ε)|  C (an absolute
constant). Furthermore, the obtained solution u(t, x) is quasi-periodic in time t with the frequency vector
ˆˆω = (ω˜(ξ¯ ), (ωˆ j)0 jn), and there is an absolute constant c such that























ξ¯ , ω˜(ξ¯ ), ε
)+ ε3 ∑
kl∈J˜
Ak jkl ξ˜l, j,k j ∈ J˜







(i2+ε2/3[V¯ ])( j2+ε2/3[V¯ ]) +O(ε




(i2+ε3/2[V¯ ])( j2+ε3/2[V¯ ]) +O(ε
3/2), i = j,
here C > 0 is a constant, Vˆ is deﬁned in (3.2) and limε→0 o(1) = 0.
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In this section, we will apply the results in [28] (see also [29]) to show the existence of quasi-
periodic solution for the following nonlinear ordinary differential equation with quasi-periodic coeﬃ-
cient
x¨+ φ(t, ε)x3 = 0. (2.1)
From (H), Eq. (2.1) is equivalent to the system
x˙= −y, y˙ = Bx3 + εφ˜(t)x3. (2.2)
We have the following lemma.
Lemma 2.1. For any ω ∈ DΛ , there exists an ε∗ such that for any positive 0 < ε < ε∗ and suﬃciently small
γ > 0 there exist a real analytic function a0(α) : Aγ → R and a set Jˆ ⊂ [π/T ,3π/T ] with meas Jˆ > 0,
such that for α ∈ Aγ , ξ¯ ∈ Jˆ and some σ > 0, Eq. (2.1) has a quasi-periodic solution x(t, ξ¯ , ε) ∈ Qσ (ω˜) with
ω˜(ξ¯ ) = (ω1,ω2, . . . ,ωm,α(ξ¯ )) satisfying x(t, ξ¯ , ε) =O(ε1/3).
Proof. Let us consider the auxiliary equation
x¨+ Bx3 = 0, (2.3)
which is equivalent to the system {
x˙= −y,
y˙ = Bx3. (2.4)













Clearly h > 0 on R2 except at the only equilibrium point (0,0) where h = 0. All the solutions of (2.4)
are periodic, the periods tending to zero as h = H0 tends to inﬁnity. Let (C(t), S(t)) be the solution
of the system (2.4) satisfying the initial condition (C(0), S(0)) = (1,0). Let T be its minimal period,
then we have




B/2(1− x4) dx< +∞.
From (2.4), one can easily see that there is a σ > 0 such that S(t) and C(t) are analytic in the strip
{|Im t| < σ }. From (2.3), these analytic functions satisfy
(i) S(t + T ) = S(t), C(t + T ) = C(t);
(ii) C ′(t) = −S(t), S ′(t) = BC3(t);
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(iv) C(−t) = C(t), S(−t) = −S(t).
The action and angle variables are now by the map Φ+ :R+ × S1 →R2, where (x, y) = Φ+(ρ,ϕ)
with ρ > 0 and ϕ(mod2π) is given the formula
Φ+ : x= c1/3ρ1/3C(ϕT ), y = c2/3ρ2/3S(ϕT ), (2.7)
where c = 3/(BT ), and S1 =R1/2πZ. One can easily verify that the transformation Φ+ is a symplec-
tic diffeomorphism from R+ × S1 to R2 \ {0}. In fact, it follows that | ∂(x,y)
∂(ρ,ϕ) | = 1.
Under this transformation, the system (2.4) is transformed into the simpler form
{
ρ˙ = − ∂h0
∂ϕ = 0,
ϕ˙ = ∂h0
∂ρ = 4s3 ρ1/3,
(2.8)
where h0(ρ,ϕ, t) = sρ4/3 and s = 14 B · c4/3.















Under the canonical transformation Φ+ , the system (2.9) is transformed into the form
{






h(ρ,ϕ, t) = sρ4/3 + ε
4
c4/3ρ4/3φ˜(t)C4(ϕT ).






< σ¯ < 1, (2.11)
cf. [28] or [29]. This amounts for every 0< ε < ε∗ to the transformation
Θε :
(−ε− σ¯4 ξ¯ , ε− σ¯4 ξ¯)×T→R+ ×T
(I,ϕ) → (ρ,ϕ)
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{
I˙ =O(ε 43−σ¯ ),




3 +O(ε 13+ 3σ¯4 ) (2.12)
with the Hamiltonian




3 ξ¯1/3 I + H(I,ϕ, t, ε), H =O(ε 43−σ¯ ). (2.13)
Replacing the parameter ξ¯ by the parameter a = 43 sε
1
3 ξ¯1/3 in (2.13), we can obtain the Hamiltonian
system with the Hamiltonian
G(I,ϕ, t, ε) = aI + ε 43−σ¯ Hˆ
with |Hˆ| < M .
Let us take γ = K (ε∗) 13 and μ = (ε∗) 13 , then condition (1.2) in [28] is satisﬁed if (ε∗)1−σ¯ M <
pm+30 Kδ20 , where p0 and δ0 deﬁned in [28]. Consequently, by reducing ε∗ we can inﬁnitely decrease K .
From argumentations of Section 1 in [28], there exists a real analytic function Γ∞ such that




3 ξ¯1/3, α ∈ Aγ
and a0(α) is invertible. Denote the inverse function of a0 by a
−1
0 , we have










α′(ξ¯ ) =O(ε 13 ) = 0, for ε > 0. (2.15)
It follows from Lemma 2 in [28] that for ω0 = 2πT , there exists a set
Jˆ = {ξ¯ ∈ [ω0/2,3ω0/2]: ∣∣〈k,ω〉 + lξ¯ ∣∣ Kω0|k|−(m+1)},
whose measure tends to ω0 as K → 0. If ξ¯ ∈ Jˆ , by using Lemma 1 in [28], it follows that the system
(2.12) with Hamiltonian (2.13) has quasi-periodic solutions
I = v(0,α(ξ¯ )t + ψ0,ωt,α(ξ¯ )), ϕ = α(ξ¯ )t + ψ0 + u(α(ξ¯ )t + ψ0,ωt,α(ξ¯ )), (2.16)
where α ∈ Aγ , ψ0 is an arbitrary constant, and u and v are deﬁned as in [28], as ε  1. Hence,
Eq. (2.1) has quasi-periodic solutions
x(t, ξ¯ , ε) = c1/3[ε(ξ¯ + εσ¯ I)] 13 C(ϕT ), α(ξ¯ ) ∈ Aγ , ξ¯ ∈ Jˆ (2.17)
with frequency vector ω˜(ξ¯ ) = (ω1,ω2, . . . ,ωm,α(ξ¯ )). Moreover, by (2.17) we have
x(t, ξ¯ , ε) = O (ε1/3). 
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From Lemma 2.1 we know that for every ε ∈ (0, ε∗) Eq. (2.1) has a non-trivial quasi-periodic so-
lution u0(t, ξ¯ , ε) of the form (2.17) with frequency vector ω˜(ξ¯ ) and satisfying u0(t, ξ¯ , ε) =O(ε1/3).
Taking u = u0(t, ξ¯ , ε) + εv(t, x) in (1.2), we get the following equation
vtt − vxx + V
(
ω˜(ξ¯ )t, ξ¯ , ε
)
v + εW (ω˜(ξ¯ )t, ξ¯ , ε)v2 + ε2φˆ(ωt, ε)v3 = 0, (3.1)
where V (ω˜(ξ¯ )t, ξ¯ , ε) := 3φˆ(ωt, ε)u¯20(ω˜(ξ¯ )t, ξ¯ , ε) and W (ω˜(ξ¯ )t, ξ¯ , ε) := 3φˆ(ωt, ε)u¯0(ω˜(ξ¯ )t, ξ¯ , ε) are
quasi-periodic in time t with frequency vector ω˜(ξ¯ ), and φˆ and u¯0 are the shell functions of φ and
u0, respectively. Let us write
Vˆ (θ, ξ¯ , ε) = 3c2/3φˆ(ωt, ε)[(ξ¯ + εσ¯ I) 13 C(ϕT )]2 (3.2)
with θ = ω˜(ξ¯ )t ∈ Tm+1, and
d
dξ¯
Vˆ (θ, ξ¯ , ε) = 6c2/3φˆ(ωt, ε)[(ξ¯ + εσ¯ I) 13 C(ϕT )][1
3
(












0 (0)t + ψ0 + u
(










α′(ξ¯ )t + ∂u
∂(α(ξ¯ )t + ψ0)


































Vˆ (θ, ξ¯ , ε)dθ = 2B(c1/3C(ϕ0T ))2ξ¯−1/3.
Thus, there exists 0< ε1 < ε∗ such that for any ε ∈ (0, ε1)
[



















ξ¯−1/3 := I2 > 0. (3.4)∂ξ
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Vˆ (θ, ξ¯ , ε) := [Vˆ (θ, ξ¯ , ε)]+ V˜ (θ, ξ¯ , ε)
with [V˜ (θ, ξ¯ , ε)] = 0, and mε := ε 23 [Vˆ (θ, ξ¯ , ε)] > 0, then
V (θ, ξ¯ , ε) = ε 23 Vˆ (θ, ξ¯ , ε) =mε + ε 23 V˜ (θ, ξ¯ , ε).
Furthermore, we can show that
V˜ (θ, ξ¯ , ε) =O(ε 3σ¯4 ) (3.5)
as ε  1. In fact, from (3.2), we have
Vˆ (θ, ξ¯ , ε) = 3c2/3ξ¯ 23 φˆ(ωt, ε)C2(ϕT ) +O(ε 3σ¯4 )
and
[
Vˆ (θ, ξ¯ , ε)
]= 3(B + ε[φ˜])c2/3ξ¯ 23 C2(ϕT ) +O(ε 3σ¯4 ).
Thus, we get
V˜ (θ, ξ¯ , ε) = Vˆ (θ, ξ¯ , ε) − [Vˆ (θ, ξ¯ , ε)]
= 3c2/3ξ¯ 23 C2(ϕT )(ε(φ˜ − [φ˜]))+O(ε 3σ¯4 )
=O(ε) +O(ε 3σ¯4 )=O(ε 3σ¯4 ).
We can rewrite Eq. (3.1) as follows
v˙ = w, w˙ + Av = −ε 23 V˜ (ω˜(ξ¯ )t, ξ¯ , ε)v − εW (ω˜(ξ¯ )t, ξ¯ , ε)v2 − ε2φˆ(ωt, ε)v3, (3.6)
where A = −d2/dx2 +mε, t ∈R. As is well known, Eq. (3.1) can be studied as an inﬁnite-dimensional
Hamiltonian system by taking the phase space to be product of the Sobolev spaces H10([0,2π ]) ×




























here 〈·,·〉 denotes the usual scalar product in L2([0,2π ]).
By a simple computation, the eigenvalues λ j and eigenfunctions φ j(x) ∈ L2[0,2π ] of the operator
A with the periodic boundary condition are, respectively,





cos jx, j > 0,
− 1√
π
sin jx, j < 0,
1√
2π
, j = 0.
(3.8)
In order to avoid the double eigenvalues we restrict ourselves to ﬁnd some solutions which are even
in x. Note the eigenfunctions φ j(x)′s with j  0 are a complete orthogonal basis of the subspace
consisting of all even functions of L2(0,2π).













λ j p j(t)φ j(x). (3.9)
The coordinates are taken from some real Hilbert space:
la,s = la,s(R) :=
{






Below we will assume that a  0 and s > 1/2. One rewrites the Hamiltonian (3.7) in the coordi-
nates (q, p),










































The equations of motion are
q˙ j = ∂H
∂p j
=√λ j p j, p˙ j = − ∂H
∂q j
= −√λ jq j − ε 23 V˜ (θ, ξ¯ , ε)√
λ j
q j − ∂G
∂q j
, j  0 (3.11)
with respect to the symplectic structure
∑
dqi ∧ dpi on la,s × la,s .
Lemma 3.1. Let I be an interval and let
t ∈ I → (q(t), p(t))≡ ({q j(t)} j0,{p j(t)} j0)









is a classical solution of (3.1) that is real analytic on I × [0,2π ].
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Hence, we have, by (3.11) and (3.12)






















−√λ jq j − ε 23 V˜ (ω˜(ξ¯ )t, ξ¯ , ε)√
λ j























= −ε 23 V˜ (ω˜(ξ¯ )t, ξ¯ , ε)v − εW (ω˜(ξ¯ )t, ξ¯ , ε)v2 − ε2φˆ(ωt, ε)v3
as required. 
One introduces a pair of action-angle variables ( J , θ), where J ∈Rm+1 is canonically conjugate to
θ = ω˜(ξ¯ )t ∈ Tm+1. Then (3.6) can be written as a Hamiltonian system
q˙ j = ∂H
∂p j
, p˙ j = − ∂H
∂q j












)+ ε 23 V˜ (θ, ξ¯ , ε)√
λ j
q2j
+ εG3(q, θ, ξ¯ , ε) + ε2G4(q,ϑ), (3.14)
where ϑ = ωt ,
G3(q, θ, ξ¯ , ε) =
∑
i, j,d0
G3i, j,d(θ, ξ¯ , ε)qiq jqd (3.15)
with
G3i, j,d(θ, ξ¯ , ε) =
1
3











G4i, j,d,l(ϑ)qiq jqdql (3.17)











It is not diﬃcult to verify that, from (3.8),
G3i, j,d(θ, ξ¯ , ε) = 0, unless i ± j ± d = 0 (3.19)
and
G4i, j,d,l(ϑ) = 0, unless i ± j ± d ± l = 0. (3.20)
We introduce complex coordinate
z j = 1√
2
(q j − i p j), z¯ j = 1√
2
(q j + i p j), j  0,
that live in the now complex Hilbert space:
la,s = la,s(C) :=
{
z = (z0, z1, z2, . . .), z j ∈C, j  0 s.t. ‖z‖2a,s = |z0| +
∑
j1
|z j|2 j2se2aj < ∞
}
.
This transformation is symplectic with dq ∧ dp = √−1dz ∧ dz¯, and then (3.14) is changed into








λ j z j z¯ j + ε
2




(z j + z¯ j)2, (3.22)








G30, j,d(θ, ξ¯ , ε)
(















































































4. Reducibility of linear Hamiltonian system (3.22)
In this section, we will be concerned with the reducibility of linear quasi-periodic Hamiltonian
system (4.2). Our result shows that system (3.22) can be reduced to constant coeﬃcients for any ﬁxed
ω ∈ DΛ .
4.1. Notations
For given σ > 0, r > 0, we deﬁne sequences {σν} and {rν}:






, ν = 1,2, . . . . It is easy to see σν >
σν+1 > σ/2.
(2) r0 = r, rν = r0(1− τν), ν = 1,2, . . . . It is easy to see rν > rν+1 > r/2.
In addition, we need the following notations:
(3 ) We let
Θ(σ) = {θ = (θ1, . . . , θm, θm+1) ∈Cm+1/2πZm+1: |Im θ | < σ}
and
Da,s(σ , r) = {(θ, J , z, z¯) ∈Cm+1/2πZm+1 ×Cm+1 × la,s × la,s: |Im θ | < σ,
| J | < r2, ‖z‖a,s < r, ‖z¯‖a,s < r
}
,
where | · | denotes the sup-norm for complex vectors and la,s denotes now complex Hilbert space.
Thus, we get a family of domains:















(4) We write Θl := Θ(σl), Da,sl = Da,s(σl, rl), l = 0,1, . . . .
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|w˜|a,s = |θ | + 1
r2





If F (η; ξ¯ ) is a vector function from Da,s × J∗ to la,s(orRm1×m2 ) which is one order Whitney smooth
on ξ¯ , we deﬁne









To function F , associate a Hamiltonian vector ﬁeld deﬁned as XF = {F J ,−Fθ , i F z¯,−i Fz}, we denote
the weighted norm for XF by letting










Let A(η; ξ¯ ) be an operator from la,sb to la,s¯b for (η; ξ¯ ) ∈ Da,s × J∗ , we deﬁne the operator norm





‖w‖a,s ,∥∥A(η; ξ¯ )∥∥∗opa,s¯,s,Da,s× J∗ =max{‖A‖opa,s¯,s,Da,s× J∗ ,‖∂ξ¯ A‖opa,s¯,s,Da,s× J∗}.
Let B(η; ξ¯ ) be an operator from Da,s to Da,s¯ for (η; ξ¯ ) ∈ Da,s × J∗ , we deﬁne the operator norm





|w˜|a,s ,∣∣B(η; ξ¯ )∣∣∗opa,s¯,s,Da,s× J∗ =max{|B|opa,s¯,s,Da,s× J∗ , |∂ξ¯ B|opa,s¯,s,Da,s× J∗}.
In view of (3.5), it follows that V˜ (θ, ξ¯ , ε) there is C > 0 such thatV˜ (θ, ξ¯ , ε) is analytic on Θ0 and
∣∣V˜ (θ, ξ¯ , ε)∣∣
Θ0× Jˆ < Cε
3σ¯
4 (4.1)
for σ > 0 and r > 0. Let us rewrite Hamiltonian (3.22) as








λ j z j z¯ j and H1 =
∑
j0




(z j + z¯ j)2.
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Theorem 4.1. Consider the Hamiltonian H˜ as given by Eq. (4.2). Assume that (4.1) is satisﬁed. Then there are
a 0 < ε∗∗ < ε∗ , 0 <  < 1 and a set J¯ ⊂ Jˆ with meas J¯  meas Jˆ (1 −O()) such that for any 0 < ε <
ε∗∗, ξ¯ ∈ J¯ and α(ξ¯) ∈ Aγ there is a linear symplectic transformation
Σ∞ :Da,s(σ/2, r/2) × J¯ →Da,s(σ , r)
such that the following statements hold:
(i) There is some absolute constant C > 0 such that
∣∣Σ∞ − id∣∣∗a,s+1,Da,s(σ /2,r/2)× J¯  Cε2/3,
where id is identity mapping.
(ii) The transformation Σ∞ changes Hamiltonian (4.2) into
H˜ ◦ Σ∞ = 〈ω˜(ξ¯ ), J 〉+∑
j0











ξ¯ , ω˜(ξ¯ ), ε
)
, (4.3)
λ˜ j,1(ξ¯ , ω˜(ξ¯ ), ε) = [V˜ (θ,ξ¯ ,ε)]2√λ j = 0 and |λ˜ j,k(ξ¯ , ω˜(ξ¯ ), ε)| C, k = 2,3, . . . .
Proof. Step 1. Constructing iterative sequence. We will construct iteratively a series {H˜l} of Hamilto-








ξ¯ , ω˜(ξ¯ ), ε
)
z j z¯ j + ε 23 (l+1)Rl+1
(
z, z¯, θ, ω˜(ξ¯ ), ξ¯ , ε
)
,















j , l = 0,1, . . . , ν
with ζ j,l,n1,n2 (θ, ξ, ω˜(ξ¯ ), ε) =
∑
k∈Zm+1 ζ j,l,k,n1,n2 (ξ¯ , ω˜(ξ¯ ), ε)ei〈k,θ〉, ζ j,0,2,0 = ζ j,0,0,2 = 14√λ j V˜ (θ, ξ¯ , ε)
and ζ j,0,1,1 = 12√λ j V˜ (θ, ξ¯ , ε). Furthermore, the functions ζ j,l,n1,n2 (θ, ξ¯ , ω˜(ξ¯ ), ε) are analytic on the
domain Θl × J¯ l ,








∥∥ζ ∗j,l,n1,n2∥∥∗Θl× J¯ l  C, n1,n2 ∈N,




ξ¯ , ω˜(ξ¯ ), ε
)=√λ j,
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(
ξ¯ , ω˜(ξ¯ ), ε






ξ¯ , ω˜(ξ¯ ), ε
)











θ, ξ¯ , ω˜(ξ¯ ), ε
)
dθ, k = 1,2, . . . , l. (4.4)
Clearly, we have that H˜0 = H˜ for l = 0. The functions ζ j,0,n1,n2 (θ, ξ¯ , ω˜(ξ¯ ), ε) are analytic on the
domain Θ0 × Jˆ and satisfy (4.1)0, and
λ˜ j,1
(










V˜ (θ, ξ¯ , ε)
]= 0.





k jω j + km+1α(ξ¯ ),
then we can show that following fact: for ε small suﬃciently there exist a family of closed subsets
J¯ l(l = 0, . . . , ν)
J¯ν ⊂ · · · ⊂ J¯ l+1 ⊂ J¯ l ⊂ · · · ⊂ J¯0 ⊂ Jˆ ⊂ [π/T ,3π/T ]
such that for ξ¯ ∈ J¯ l ,
∣∣〈k, ω˜(ξ¯ )〉± 2λ0,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣ ε
1
3 meas Jˆ
(1+ l2)(|k| + 1)m+3 (4.3)l
and










(1+l2)(|k|+1)m+3 , km+1 = 0,
j  1, l = 0, . . . , ν, (4.4)l
and









where C is a constant depending on m and ξ¯ . Moreover, let us assume that J¯ =⋂∞l=0 J¯ l , then
meas J¯ meas Jˆ
(
1−O())
provided that  is small enough. The proof will give out in Lemma 4.2 below.
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ξ¯ , ω˜(ξ¯ ), ε
)
ei 〈k,θ〉 (4.5)
and [β j,ν,1,1] = 0, and let XtFν denote its time-t map.
We look for a change of variables Sν deﬁned in a domain D
a,s
ν+1 by the time-one map X1Fν of the
Hamiltonian vector ﬁeld XFν , such that the system (E)ν is transformed into the form (E)ν+1 and
satisﬁes (4.1)ν+1, (4.2)ν+1, (4.3)ν+1, (4.4)ν+1 and (4.5)ν+1. In fact, the new Hamiltonian H˜l+1 can
be written as







ξ¯ , ω˜(ξ¯ ), ε
)








ξ¯ , ω˜(ξ¯ ), ε
)
z j z¯ j,Fν
}
+ ε 23 (ν+1)Rν+1
(
z, z¯, θ, ξ¯ , ω˜(ξ¯ ), ε




(1− t){{H˜ν,Fν},Fν} ◦ XtFν dt. (4.6)







ξ¯ , ω˜(ξ¯ ), ε
)
z j z¯ j,Fν
}
+ ε 23 (ν+1)Rν+1
(
z, z¯, θ, ξ¯ , ω˜(ξ¯ ), ε
)
= ε 23 (ν+1)
∑
j0
[ζ j,ν,1,1]z j z¯ j, (4.7)




ω˜(ξ¯ ), ∂θβ j,ν,1,1
(
θ, ξ¯ , ω˜(ξ¯ ), ε
)〉+ ζ j,ν,1,1(θ, ξ¯ , ω˜(ξ¯ ), ε)= [ζ j,ν,1,1],
2iλ j,ν
(




θ, ξ¯ , ω˜(ξ¯ ), ε
)+ 〈ω˜(ξ¯ ), ∂θβ j,ν,0,2(θ, ξ¯ , ω˜(ξ¯ ), ε)〉
+ ζ j,ν,0,2
(








θ, ξ¯ , ω˜(ξ¯ ), ε
)+ 〈ω˜(ξ¯ ), ∂θβ j,ν,2,0(θ, ξ¯ , ω˜(ξ¯ ), ε)〉
+ ζ (θ, ξ¯ , ω˜(ξ¯ ), ε)= 0.
(4.8)j,ν,2,0







β j,ν,k,1,1 = −ζ j,ν,k,1,1
(
ξ¯ , ω˜(ξ¯ ), ε
)












θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
0 =k∈Zm+1
−ζ j,ν,k,1,1(ξ¯ , ω˜(ξ¯ ), ε)




θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,0,2(ξ¯ , ω˜(ξ¯ ), ε)





θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,2,0(ξ¯ , ω˜(ξ¯ ), ε)
i(〈k, ω˜(ξ¯ )〉 − 2λ j,ν(ξ¯ , ω˜(ξ¯ ), ε))
ei〈k,θ〉. (4.11)
We can get by Cauchy’s estimate and (4.1)ν
|ζ j,ν,k,n1,n2 | ‖ζ j,ν,n1,n2‖∗Θν× J¯ν e
−|k|σν  Cε 3σ¯4 λ−1/2j e
−|k|σν (4.12)
and
|∂ξ¯ ζ j,ν,k,n1,n2 | ‖ζ j,ν,n1,n2‖∗Θν× J¯ν e
−|k|σν  Cε 3σ¯4 λ−1/2j e
−|k|σν . (4.13)
Note that α ∈ Aγ , we have
sup
(θ;ξ¯ )∈Θν+1× J¯ν











































0 =k∈Zm+1 |k|m+3e−|k|(σν−σν+1)), km+1 = 0,
(ε
1






(1+ ν2)(1+∑ m+1 |k|m+3e−|k|(σν−σν+1)), km+1 = 0,T j 0 =k∈Z
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Θν+1 × J¯ν
|β0,ν,1,1|, |β0,ν,2,0|, |β0,ν,0,2| Cε 3σ¯4 − 13 λ−1/2j (ν + 1)4m+8, (4.14)





4 − 23 λ−1/2j (ν + 1)4m+8, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)4m+8, km+1 = 0,
j  1. (4.15)




〉)∓ 2∂ξ¯ λ j,ν =
{
O(ε 23 ), km+1 = 0,
O(ε 13 ), km+1 = 0.




(∣∣∣∣∂ξ¯ ζ j,ν,k,1,1(ξ¯ , ω˜(ξ¯ ), ε)〈k, ω˜(ξ¯ )〉
∣∣∣∣+












 Cε 3σ¯4 λ−1/2j
(
(ν + 1)4m+8 + (ν + 1)6m+16)




(∣∣∣∣ ∂ξ¯ ζ0,ν,k,n1,n2(ξ¯ , ω˜(ξ¯ ), ε)〈k, ω˜(ξ¯ )〉 ∓ 2λ0,ν(ξ¯ , ω˜(ξ¯ ), ε))
∣∣∣∣
+
∣∣∣∣ζ0,ν,k,n1,n2(ξ¯ , ω˜(ξ¯ ), ε)(∂ξ¯ (〈k, ω˜(ξ¯ )〉) ∓ 2∂ξ¯ λ0,ν(ξ¯ , ω˜(ξ¯ ), ε))(〈k, ω˜(ξ¯ )〉 ∓ 2λ0,ν(ξ¯ , ω˜(ξ¯ ), ε))2
∣∣∣∣
)∣∣ei 〈k,θ〉∣∣












 Cε 3σ¯4 − 13 λ−1/2j (ν + 1)4m+10 + Cε
3σ¯
4 − 13 λ−1/20 (ν + 1)6m+20
 Cε 3σ¯4 − 13 λ−1/20 (ν + 1)6m+20. (4.17)
Similarly, for j  1 and n1 = 0, n2 = 2 or n1 = 2, n2 = 0, we get





4 − 23 λ−1/2j (ν + 1)6m+20, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2(ν + 1)6m+20, km+1 = 0.
(4.18)
j





Θν+1× J¯ν  Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+20 (4.19)
and
‖β j,ν,1,1‖∗Θν+1× J¯ν , ‖β j,ν,2,0‖
∗








4 − 23 λ−1/2j (ν + 1)6m+20, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+20, km+1 = 0,
j  1. (4.20)
In view of (4.9),(4.10) and (4.11), we have
∂θβ j,ν,1,1
(
θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
0 =k∈Zm+1
−ζ j,ν,k,1,1(ξ¯ , ω˜(ξ¯ ), ε)




θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,0,2(ξ¯ , ω˜(ξ¯ ), ε)




θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,2,0(ξ¯ , ω˜(ξ¯ ), ε)




θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
0 =k∈Zm+1
−ζ j,ν,k,1,1(ξ¯ , ω˜(ξ¯ ), ε)
〈k, ω˜(ξ¯ )〉 e
i〈k,θ〉 · ikkT ,
∂θθβ j,ν,0,2
(
θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,0,2(ξ¯ , ω˜(ξ¯ ), ε)
〈k, ω˜(ξ¯ )〉 + 2λ j,ν(ξ¯ , ω˜(ξ¯ ), ε)
ei〈k,θ〉 · ikkT ,
∂θθβ j,ν,2,0
(
θ, ξ¯ , ω˜(ξ¯ ), ε
)= ∑
k∈Zm+1
−ζ j,ν,k,2,0(ξ¯ , ω˜(ξ¯ ), ε)
〈k, ω˜(ξ¯ )〉 − 2λ j,ν(ξ¯ , ω˜(ξ¯ ), ε)
ei〈k,θ〉 · ikkT ,
where k is a m+ 1 column vector and kkT is a m+ 1×m+ 1 matrix. Similar to above discussion, we
get the following estimates
‖∂θβ0,ν,1,1‖∗Θν+1× Jν , ‖∂θβ0,ν,2,0‖
∗
Θν+1× Jν , ‖∂θβ0,ν,0,2‖
∗
Θν+1× Jν
 Cε 3σ¯4 − 13 λ−1/2j (ν + 1)6m+22, (4.21)
‖∂θβ j,ν,1,1‖∗Θν+1× Jν , ‖∂θβ j,ν,2,0‖
∗








4 − 23 λ−1/2j (ν + 1)6m+22, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+22, km+1 = 0,
j  1, (4.22)
and
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∗
Θν+1× J¯ν , ‖∂θθβ0,ν,0,2‖
∗
Θν+1× J¯ν
 Cε 3σ¯4 − 13 λ−1/2j (ν + 1)6m+24, (4.23)
‖∂θθβ j,ν,1,1‖∗Θν+1× J¯ν , ‖∂θθβ j,ν,2,0‖
∗








4 − 23 λ−1/2j (ν + 1)6m+24, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+24, km+1 = 0,
j  1. (4.24)
Step 3. The estimates of the ﬂow XtFν . To get the estimates for the ﬂow X
t
Fν , we let
B j,ν
(
θ, ξ¯ , ω˜(ξ¯ ), ε
)= (2β j,ν,2,0(θ, ξ¯ , ω˜(ξ¯ ), ε) β j,ν,1,1(θ, ξ¯ , ω˜(ξ¯ ), ε)









In view of (4.19)–(4.24), we have
‖B0,ν‖∗Θν+1× J¯ν  Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+20, (4.26)





4 − 23 λ−1/2j (ν + 1)6m+20, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+20, km+1 = 0,
j  1, (4.27)
‖∂θ B0,ν‖∗Θν+1× J¯ν  Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+22, (4.28)





4 − 23 λ−1/2j (ν + 1)6m+22, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+22, km+1 = 0,
j  1, (4.29)
‖∂θθ B0,ν‖∗Θν+1× J¯ν  Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+24, (4.30)





4 − 23 λ−1/2j (ν + 1)6m+24, km+1 = 0,
Cε
3σ¯
4 − 13 λ−1/2j (ν + 1)6m+24, km+1 = 0,
j  1. (4.31)

















= ε 23 (ν+1)J B j,ν
(
θ, ξ¯ , ω˜(ξ¯ ), ε
) · ( z j
z¯ j
)
, j = 0,1,2, . . .
J˙ = − ∂Fν
∂θ
= −ε 23 (ν+1)∑ j0∑n1+n2=2 ∂θβ j,ν,n1,n2(θ, ξ¯ , ω˜(ξ¯ ), ε)zn1j z¯n2j .
(4.32)
It is easy to see that
∣∣ε ν3 + 3σ¯4 (ν + 1)6m+20∣∣ C, ∣∣ε ν3 + 3σ¯4 − 13 (ν + 1)6m+20∣∣ C, ν = 0,1, . . . (4.33)
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(θ, ξ¯ ) ∈ Θν+1 × J¯ν ,
∥∥ε 23 (ν+1)J B j,ν(θ, ξ¯ , ω˜(ξ¯ ), ε)∥∥∗Θν+1× J¯ν  Cλ−1/2j ε 13 (ν+1). (4.34)
It follows from (4.32) and (4.34) that
∥∥(Fν)z¯ j∥∥∗Θν+1× Jν ,∥∥(Fν)z j∥∥∗Θν+1× J¯ν  ∥∥ε 23 (ν+1)J B j,ν(θ, ξ¯ , ω˜(ξ¯ ), ε)∥∥∗Θν+1× J¯ν |z j|
 Cλ−1/2j ε
1
3 (ν+1)|z j|. (4.35)
Similarly, from (4.21), (4.22) and (4.32) we get that




j |z j|2. (4.36)












, j = 0,1,2, . . .
J (t) = J (0) − ε 23 (ν+1) ∫ t0 ∑ j0∑n1+n2=2 ∂θβ j,ν,n1,n2(θC, ξ¯ , ω˜(ξ¯ ), ε) · (z j(t))n1 · (z¯ j(t))n2 dt,
(4.37)
















, t ∈ [0,1], (4.38)
where Id is the unit matrix and
f j,ν :=
(
f j,ν,11 f j,ν,12
f j,ν,21 f j,ν,22
)
.
By using of (4.34), therefore, we have
∥∥ f j,ν(θ, ξ¯ , ω˜(ξ¯ ), ε, t)∥∥∗Θν+1× J¯ν  Cλ−1/2j ε 13 (ν+1) (4.39)
and
∥∥∂θ ( f j,ν(θ, ξ¯ , ω˜(ξ¯ ), ε, t) · z j)∥∥∗Θν+1× J¯ν , ∥∥∂θ ( f j,ν(θ, ξ¯ , ω˜(ξ¯ ), ε, t) · z¯ j)∥∥∗Θν+1× Jν
 Cλ−1/2j ε
1
3 (ν+1)|z j|, t ∈ [0,1]. (4.40)
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f J ,ν
(















J (t) = J (0) + f J ,ν
(
θ, ξ¯ , ω˜(ξ¯ ), ε; z, z¯, t), t ∈ [0,1]. (4.41)
From (4.32) and (4.36), we get





j |z j|2. (4.42)
Furthermore, from (4.22), (4.24) and (4.37), we have





j |z j|2 (4.43)
and
∥∥∂z j f Jν(θ, ξ¯ , ω˜(ξ¯ ), ε; z, z¯, t)∥∥∗Da,sν+1× J¯ν ,
∥∥∂z¯ j f Jν(θ, ξ¯ , ω˜(ξ¯ ), ε; z, z¯, t)∥∥∗Da,sν+1× J¯ν
 Cλ−1/2j ε
1
3 (ν+1)|z j|. (4.44)
Therefore, by using of (4.35) and (4.36), we obtain that






















 Cε 13 (ν+1). (4.45)




XFν ◦ XsFν ds, 0 t  1.
Hence, we obtain from (4.45)
∣∣X1Fν − id∣∣∗a,s+1,Da,s × J¯ν+1  |XFν |∗a,s+1,Da,s × J¯  Cε 13 (ν+1). (4.46)ν+1 ν+1 ν+1
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θ, J , z, z¯; ξ¯ , ω˜(ξ¯ ), ε),z(θ, z, z¯; ξ¯ , ω˜(ξ¯ ), ε), z¯(θ, z, z¯; ξ¯ , ω˜(ξ¯ ), ε)).




































∂ f J ,ν
∂z0
,
∂ f J ,ν
∂z1
,
∂ f J ,ν
∂z2











∂ f J ,ν
∂ z¯0
,
∂ f J ,ν
∂ z¯1
,
∂ f J ,ν
∂ z¯2




Since (4.38) holds, we have






∂( f0,ν,11z0 + f0,ν,12 z¯0)
∂θ
,
∂( f1,ν,11z1 + f1,ν,12 z¯1)
∂θ
,
∂( f2,ν,11z2 + f2,ν,12 z¯2)
∂θ









1+ f0,ν,11 0 0 · · ·















f0,ν,12 0 0 · · ·









Since (4.38) holds, we have






∂( f0,ν,21z0 + f0,ν,22 z¯0)
∂θ
,
∂( f1,ν,21z1 + f1,ν,22 z¯1)
∂θ
,
∂( f2,ν,21z2 + f2,ν,22 z¯2)
∂θ
, . . .
)T)
,∞×(m+1)





f0,ν,21 0 0 · · ·















1+ f0,ν,22 0 0 · · ·









So, from (4.39), (4.40), (4.43) and (4.44), we get, for 0 = w˜ = (θ ′, J ′, z′, z¯′)T ∈ Da,sν+1,
∣∣(DX1Fν − Id)w˜∣∣a,s+1  Cε 13 (ν+1)|w˜|a,s,
where D is the differentiation operator with respect to (θ, J , z, z¯) and Id is unit matrix. Hence,
∣∣DX1Fν − Id∣∣opa,s+1,s,Da,sν+1× J¯ν+1  Cε 13 (ν+1).
Similarly,
∣∣DX1Fν − Id∣∣∗opa,s+1,s,Da,sν+1× J¯ν+1  Cε 13 (ν+1). (4.47)
Step 4. The estimates of the term Rν+2. We now estimate the smaller term Rν+2 and we will ﬁnish
one cycle of the iteration. Let
λ˜ j,ν+1
(
ξ¯ , ω˜(ξ¯ ), ε












ξ¯ , ω˜(ξ¯ ), ε
)= λ j,ν(ξ¯ , ω˜(ξ¯ ), ε)+ ε 23 (ν+1)λ˜ j,ν+1(ξ¯ , ω˜(ξ¯ ), ε),
then it is easy to see that λ j,ν+1(ξ¯ , ω˜(ξ¯ ), ε) satisﬁes the conditions (4.2)ν+1. Moreover, from the








ξ¯ , ω˜(ξ¯ ), ε
)
z j z¯ j + ε 23 (ν+1)Rν+2
(






z, z¯, θ, ξ¯ , ω˜(ξ¯ ), ε












(1− t){{H˜ν,Fν},Fν} ◦ XtFν dt
)
.0
J. Si / J. Differential Equations 252 (2012) 5274–5360 5299By a direct calculation we can get that
Rν+2
(
z, z¯, θ, ξ¯ , ω˜(ξ¯ ), ε











where ζ˜ j,ν+1,n1,n2 (θ, ξ¯ , ω˜(ξ¯ ), ε)
,
s are a linear combination of the product of β j,ν,n1,n2 (θ, ξ¯ , ω˜(ξ¯ ), ε)
and ζ j,ν,m1,m2 (θ, ξ¯ , ω˜(ξ¯ ), ε)
,
s, with n1,n2,m1,m2 ∈N and n1 +n2 = 2, m1 +m2 = 2. Thus, by using of
(4.1)ν , (4.19) and (4.20),
‖ζ˜0,ν+1,n1,n2‖∗Θν+1× Jν  Cε
3σ¯
2 − 23 λ−1/20 (ν + 1)6m+20 (4.48)
and





2 − 23 λ−1/2j (ν + 1)6m+20, km+1 = 0,
Cε
3σ¯
2 − 13 λ−1/2j (ν + 1)6m+20, km+1 = 0,
j  1 (4.49)
is true. We can suppose that
ζ j,ν+1,n1,n2 := ε
2ν
3 ζ˜ j,ν+1,n1,n2 , j  0.
Note that Cε
2ν
3 + 3σ¯4 − 13 (ν + 1)6m+20, Cε 2ν3 + 3σ¯4 − 23 (ν + 1)6m+20  1 as ε < 1, it follows from (4.48) and
(4.49) that




j , j  0.
This implies (E)ν+1 is deﬁned in Da,sν+1 and ζ j,ν+1,n1,n2 ,s satisfy (4.1)ν+1.
Step 5. The convergence of transformations ΣN . In view of (4.46) and (4.47), by letting
Sν = X1Fν : Da,sν+1 × J¯ν+1 → Da,sν × J¯ν (4.50)
we have
|Sν − id|∗a,s+1,Da,sν+1× J¯ν+1  Cε
1
3 (ν+1), |DSν − Id|∗opa,s+1,s,Da,sν+1× J¯ν+1  Cε
1
3 (ν+1). (4.51)
Now we are ready to prove the limiting transformation S0 ◦ S1 ◦ · · · convergent to a transformation
Σ∞ and that this transformation integrates Eq. (4.2). For any ξ¯ ∈ J¯ ,N  0, we denote by ΣN the map
ΣN(·; ξ¯ ) = S0(·; ξ¯ ) ◦ · · · ◦ SN−1(·; ξ¯ ) : Da,sN → Da,s(σ , r)
as usual, Σ0 is the identity mapping. From the second inequality of (4.51), we have







1+ Cε 13 (μ+1)) 2
provided that ε is small enough. Thus, by using the ﬁrst inequality of (4.51), we have
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∣∣DΣN ∣∣∗op
a,s+1,s,Da,sN × J · |SN − id|
∗
a,s+1,Da,sN+1× J¯
 Cε 13 (N+2).
So the sequence {ΣN } converges uniformly in Da,sN to an analytic map
Σ∞ : Da,s(σ/2, r/2) → Da,s(σ , r).
We remark that the Hamiltonian (4.2) satisﬁes (Eν), (4.1)ν and (4.2)ν with ν = 0, the above iterative
procedure can run repeatedly. So
μ j =
√












3 λ˜ j,k(ξ¯ , ω˜, ε)




3 λ˜ j,k(ξ¯ , ω˜, ε),
where |λ˜ j,k(ξ¯ , ω˜, ε)|  Cεσ¯ λ−1/2j ,k = 2,3, . . . . So (i) and (ii) are obtained. This completes the
proof. 
4.3. Proof of the small divisors lemma
Now we show the following the small divisors lemma which have been applied in proving the
above reducibility theorem.
Lemma 4.2. For k ∈ Zm+1 , j, l ∈N= {0,1,2, . . .}, there exists a family of closed subsets J¯ l(l = 0, . . . , ν)
J¯ν ⊂ · · · ⊂ J¯ l+1 ⊂ J¯ l ⊂ · · · ⊂ J¯0 ⊂ Jˆ ⊂ [π/T ,3π/T ]
such that for ξ¯ ∈ J¯ l ,
∣∣〈k, ω˜(ξ¯ )〉± 2λ0,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣ ε
1
3 meas Jˆ
(1+ l2)(|k| + 1)m+3
and










(1+l2)(|k|+1)m+3 , km+1 = 0,
j  1, l = 0, . . . , ν,
and









where C is a constant depending on m and ξ¯ . Moreover, let J¯ =⋂∞l=0 J¯ l , then
meas J¯ meas Jˆ
(
1−O()) (4.52)
provided that  is small enough.
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∣∣∂ξ¯ λ˜ j,k(ξ¯ , ω˜(ξ¯ ), ε)∣∣ Cε 3σ¯4 λ− 12j .
From (4.2)l , it follows that λ j,l(ξ¯ , ω˜(ξ¯ ), ε) =
√
λ j +O(ε 43 ) and




[Vˆ (θ, ξ¯ , ε)]
2
√






3 ∂ξ¯ λ˜ j,k
(






〉± 2λ j,l(ξ¯ , ω˜(ξ¯ ), ε)=
{
±2√λ j +O(ε 43 ) + 〈k, ω˜(ξ¯ )〉, l = 2, . . . , ν,
±2√λ j + 〈k, ω˜(ξ¯ )〉, l = 0,1. (4.53)
Let k = 0, then









holds provided that ε and  are small enough.
Now, we let that k = 0. Note that α(ξ¯) ∈ Aγ , we have
∣∣〈k, ω˜(ξ¯ )〉∣∣ γ|k|m+1 . (4.54)
Hence, for j = 0, we have
∣∣〈k, ω˜(ξ¯ )〉± 2λ0,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− 2ε 13
√
[Vˆ ] − ∣∣O(ε 43 )∣∣








(1+ l2)(|k| + 1)m+3
when ε small enough. For j  1, when km+1 = 0, we assume that
J¯0±j,k,l =
{
ξ¯ ∈ Jˆ : ∣∣〈k, ω˜(ξ¯ )〉± 2λ j,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣< ε
2
3 meas Jˆ











and when km+1 = 0, we assume that
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{
ξ¯ ∈ Jˆ : ∣∣〈k, ω˜(ξ¯ )〉± 2λ j,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣< ε
1
3 meas Jˆ












We have known that |O(ε 43 ) + 〈k, ω˜(ξ¯ )〉|  1 + |k||ω˜(ξ¯ )| holds when ε small enough. Thus, when
j > 1+ |k||ω˜(ξ¯ )|, we have, from (4.53)
∣∣〈k, ω˜(ξ¯ )〉± 2λ j,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣ ∣∣±2λ j,l(ξ¯ , ω˜(ξ¯ ), ε)∣∣− ∣∣O(ε 43 )+ 〈k, ω˜(ξ¯ )〉∣∣
 2
√
j2 − (1+ |k|∣∣ω˜(ξ¯ )∣∣)
> 2
(
1+ |k|∣∣ω˜(ξ¯ )∣∣)− (1+ |k|∣∣ω˜(ξ¯ )∣∣)
> 1+ |k|∣∣ω˜(ξ¯ )∣∣,
which implies the set J¯0±j,k,l and J¯
±
j,k,l are empty. So, we only need to consider the case 1  j 
1 + |k||ω˜(ξ¯ )| in order to calculate J¯02l and J¯2l , where · stands for the integer part of ·. For 1 
j  1+ |k||ω˜(ξ¯ )|, we let
f ±j,k,l(ξ¯ ) =
〈
k, ω˜(ξ¯ )






kiωi + km+1α(ξ¯ ).
If km+1 = 0, we have












ξ¯ , ω˜(ξ¯ ), ε
)∣∣∣∣∣
= 2
∣∣∣∣ ddξ¯ λ j,l
(






[Vˆ (θ, ξ¯ , ε)]√







3 ∂ξ¯ λ˜ j,k
(

























provided that ε is small enough. By using Lemma 7.8 in [32], we get
meas J¯0±j,k,l 
2meas Jˆ
¯ 2 m+3 . (4.55)C2(ξ)(1+ l )(|k| + 1)













1+ |k||ω|) 4meas Jˆ
C2(ξ¯ )(1+ l2)(|k| + 1)m+3






where C(ξ¯ ) is a constant depending on ξ¯ only. Let |k|∞ := max{|k1|, |k2|, . . . , |km+1|}. From the in-
equalities
|k|∞  |k| (m+ 1)|k|∞, (4.56)
and ∑
|k|∞=p
1 2(m+ 1)(2p + 1)m, (4.57)
we get
meas J¯02l 





= C(ξ¯ )meas Jˆ
1+ l2
by using of the convergence of
∑∞
p=1(2p + 1)mp−(m+2) . Letting
J¯0 = Jˆ \ J¯020 , and J¯ l+1 = J¯ l \ J¯02l+1, l = 0,1, . . . , ν − 1, (4.58)
then (4.39)l and (4.40)l hold true. let J¯ =⋂∞l=0 J¯ l , then
meas J¯ = lim
l→∞









Let km+1 = 0. From (2.14), we have









= C3(ξ¯ )ε 13 (4.59)






|a′ (α(ξ¯ ))| > 0. Thus, we have0












ξ¯ , ω˜(ξ¯ ), ε
)∣∣∣∣∣
 |km+1|
∣∣α′(ξ¯ )∣∣− 2∣∣∣∣ ddξ¯ λ j,l
(
ξ¯ , ω˜(ξ¯ ), ε
)∣∣∣∣





[Vˆ (θ, ξ¯ , ε)]√
j2 + ε 23 [Vˆ (θ, ξ¯ , ε)]
− C1ε 43
 |km+1|C3(ξ¯ )ε 13 − ε 23 ∂
∂ξ¯
[
Vˆ (θ, ξ¯ , ε)
]− C1ε 43
 C(ξ¯ )ε 13 .
By the same argument as the above case, we have
meas J¯±j,k,l 
2meas Jˆ





where C(ξ¯ ) is a constant depending on ξ¯ only. Letting
J¯0 = Jˆ \ J¯20, and J¯ l+1 = J¯ l \ J¯2l+1, l = 0,1, . . . , ν − 1, (4.61)
then (4.39)l and (4.40)l hold true. Let J¯ =⋂∞l=0 J¯ l , then
meas J¯ = lim
l→∞









4.4. The regularity of perturbation term
Set G3i, j,d = G3|i|,| j|,|d| and G4i jdl = G4|i|| j||d||l| . Noting that the transformation Σ∞ is linear, and from
(4.38) and (i) of Theorem 4.1 we get for j = 0,1,2, . . .
z j ◦ Σ∞ = z j + ε2/3 f˜ ∗j,∞(θ; ξ¯ , ε)z j + ε2/3 f˜ ∗∞, j(θ; ξ¯ , ε)z¯ j
where
∥∥ f˜ ∗j,∞(θ; ξ¯ , ε)∥∥∗ ¯ , ∥∥ f˜ ∗∞, j(θ; ξ¯ , ε)∥∥∗ ¯  C .Θ(σ/2)× J Θ(σ/2)× J
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z0 = w0, z¯0 = w−0, z j = w j , z¯ j = w− j where lsb consists of all bi-inﬁnite sequence with ﬁnite norm
‖w‖2a,s = |w0|2 + |w−0|2 +
∞∑
| j|1
|w j|2| j|2se2a| j|.
Hamiltonian (3.22) is changed into
Hˆ := H˜ ◦ Σ∞ = 〈ω˜(ξ¯ ), J 〉+∑
j0
μ j w jw− j, (4.62)
and
(z0 + z¯0) ◦ Σ∞ = S11(θ, ξ¯ , ε)w0 + S12(θ, ξ¯ , ε)w−0,
where
S11(θ, ξ¯ , ε) := 1+ ε2/3 f˜ 10,∞(θ; ξ¯ , ε), S12(θ, ξ¯ , ε) := 1+ ε2/3 f˜ 20,∞(θ; ξ¯ , ε)
with ∥∥ f˜ 10,∞(θ; ξ¯ , ε)∥∥∗Θ(σ/2)× J¯ , ∥∥ f˜ 20,∞(θ; ξ¯ , ε)∥∥∗Θ(σ/2)× J¯  C .
Moreover, (3.23) and (3.24) are changed, respectively, into





G30,0,0(θ, ξ¯ , ε)
[



















G˜3j,d,l(θ, ξ¯ , ε)w jwdwl (4.63)
and
G˜4 = G4(z,ϑ) ◦ Σ∞ = 1
4
G40000(θ, ξ¯ , ε)
[









G˜400 jd(θ, ξ¯ , ε)w jwd
+ [S11(θ, ξ¯ , ε)w0 + S12(θ, ξ¯ , ε)w−0] ∑
j±d±l=0
j,d,l =0






G˜4i jdl(θ, ξ¯ , ε)wiw jwdwl, (4.64)
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(




∥∥G3∗i jd(θ, ξ¯ , ε)∥∥∗Θ(σ/2)× J¯  C, (4.66)
and
G˜4i jdl(θ, ξ¯ , ε) = G4i, j,d,l(ϑ)
(




∥∥G4∗i jdl(θ, ξ¯ , ε)∥∥∗Θ(σ/2)× J¯  C . (4.68)
This implies the Hamiltonian (3.21) is changed by the transformation Σ∞ into
H = Hˆ + εG˜3 + ε2G˜4. (4.69)
Next we consider the regularity of the gradient of G˜3 and G˜4. Following Pöschel [5], we have the
following lemma.
The following lemma was proved in [5], we only give the result.
Lemma 4.3. For a  0 and s > 1/2, the space la,s is a Hilbert algebra with respect to convolution of the
sequences, (q ∗ p) j :=∑k q j−k pk, and
‖q ∗ p‖a,s  C‖q‖a,s‖p‖a,s
with a constant C depending only on s.
Using the above lemma, we can prove the following lemma.
Lemma 4.4. For a  0 and s > 1, the gradient G˜3w and G˜4w are real analytic for real argument as a map from
some neighborhood of origin in la,s into la,s+1/2 , with
∥∥G˜3w∥∥a,s+1/2  C‖w‖2a,s, ∥∥G˜4w∥∥a,s+1/2  C‖w‖3a,s (4.70)
uniformly for (θ, ξ¯ ) ∈ Θ(σ/2) × Jˆ , where C is a constant large enough as ε small enough. The Hamiltonian
G˜3 and G˜4 depend on the “time” θ = (θ1, . . . , θm, θm+1) = (ω1t, . . . ,ωmt,α(ξ¯ )t).
Proof. Due to (4.63), then for (θ, ξ¯ ) ∈ Θ(σ/2) × Jˆ ,
∣∣∣∣ ∂ G˜3∂w0
∣∣∣∣ 32√2





∣∣S11(θ, ξ¯ , ε)∣∣ ∑
j±d=0
j,d =0
∣∣G˜30, j,d(θ, ξ¯ , ε)∣∣|w j||wd|
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∣∣∣∣ ∂ G˜3∂w−0









and for l = 0,
∣∣∣∣∂ G˜3∂wl
∣∣∣∣ C(|w0| + |w−0|) ∑
±d=l
∣∣G˜30,l,d(θ, ξ¯ , ε)∣∣|wd| + C ∑
±i± j=l
∣∣G˜3i, j,l(θ, ξ¯ , ε)∣∣|wiw j|
 C














From Lemma 4.3, (4.65) and (3.16), and with w˜ j = |w j |+|w− j |4√λ j , we have







































∣∣(w˜ ∗ w˜)0∣∣2 + ∑
|l|1
(w˜ ∗ w˜)2l |l|2se2a|l|
)
 C‖w˜ ∗ w˜‖2a,s  C
(‖w˜‖2a,s)2  C(‖w‖2a,s)2
as required, where C is a large constant when ε is small enough. Similarly, we can prove that
∥∥G˜4w∥∥a,s+1/2  C‖w‖3a,s. 
5. The Birkhoff normal form
In this section, we will transform the Hamiltonian (4.69) into some partial Birkhoff normal form
of order four so that it appears, in a suﬃciently small neighborhood of the origin, as a small pertur-
bation of some nonlinear integrable system. To this end we have to kill the perturbation G˜3 and the
nonresonant part of the perturbation G˜4 by Birkhoff normal form.
5.1. Elimination of Hamiltonian G˜3 via Birkhoff normal form
Consider a Hamilton function














f 3j,d,l(θ, ξ¯ , ε)w jwdwl
with
ζi j(θ, ξ¯ , ε) =
∑
k∈Zm+1
ζi j;k(ξ¯ , ε)ei〈k,θ〉 (5.1)
and
f 3j,d,l(θ, ξ¯ , ε) =
∑
k∈Zm+1
f 3jdl;k(ξ¯ , ε)e
i〈k,θ〉. (5.2)
By XF3 denote the time-1 map of the vector ﬁeld of the Hamiltonian εF3. Then























(1− s){{G˜4, F3}, F3} ◦ XsF3 ds, (5.3)
where {·,·} is Poisson bracket with respect to the symplectic structure idz ∧ dz¯ + dθ ∧ d J . Now let us
write μ′i = sgn i ·μ|i| and compute {Hˆ, F3}.

























































































































G˜3 + {Hˆ, F3} = 0,





G30,0,0(θ, ξ¯ , ε)S
3












G30,0,0(θ, ξ¯ , ε)S
2












G30,0,0(θ, ξ¯ , ε)S11(θ, ξ¯ , ε)S
2












G30,0,0(θ, ξ¯ , ε)S
3

























































G30,0,0(θ, ξ¯ , ε)S
3
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2





G30,0,0(θ, ξ¯ , ε)S11(θ, ξ¯ , ε)S
2





G30,0,0(θ, ξ¯ , ε)S
3




















then from the above seven equations we get the following formal solutions:






2 i(3μ0 + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.4)






2 i(μ0 + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.5)






2 i(−μ0 + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.6)






2 i(−3μ0 + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.7)






2 i(μ0 +μ′j +μ′d + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.8)






2 i(−μ0 +μ′j +μ′d + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉, (5.9)
f 3i, j,d(θ, ξ¯ , ε) =
∑
k∈Zm+1
G˜3i jd;k(ξ¯ , ε)
2
√
2 i(μ′i +μ′j +μ′d + 〈k, ω˜(ξ¯ )〉)
ei〈k,θ〉. (5.10)
Now we show that the convergence of (5.4)–(5.10). First of all, it is easy to see that, for any positive
integer N ,
∣∣±Nμ0 ± 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
(|k| + 1)2m+6 (5.11)
as ε  1. In fact, if k = 0, then
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√









(|k| + 1)2m+6 ,
and if k = 0, then
∣∣±Nμ0 ± 〈k, ω˜(ξ¯ )〉∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ∣∣O(ε 13 )∣∣− ∣∣O(ε 43 )∣∣
 γ|k|m+1 −





provided that ε is small enough.
From (3.16) we get
∣∣G3i, j,d(θ, ξ¯ , ε)∣∣ Cε 13 (λiλ jλd)− 14 ,
and by the deﬁnitions of S11 and S12, (4.65), and the Cauchy estimate, we have
∣∣ζ30(θ, ξ¯ , ε)∣∣ Cε− 712 , ∣∣ζ21(θ, ξ¯ , ε)∣∣ Cε− 712 ,






In order to show the convergence of (5.8)–(5.10) we need the following two lemmas which be proved
in Appendix A.
Lemma 5.1. Let j,d be non-zero integers, such that j ± d = 0. For the parameter set Jˆ , there is a set J¯0 ⊂ Jˆ
with
meas J¯0 meas Jˆ (1− Cˆ) (5.12)
such that, for any ξ¯ ∈ J¯0 and  > 0 small enough,
∣∣±μ0 +μ′j +μ′d + 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
(|k| + 1)2m+6 , ∀k ∈ Z
m+1, (5.13)
where Cˆ is a constant depending on ξ¯ .
Lemma 5.2. Let i, j,d be non-zero integers, such that i ± j ± d = 0. For the parameter set Jˆ , there is a set
J¯1 ⊂ Jˆ with
meas J¯1 meas Jˆ (1− Cˆ) (5.14)
such that, for any ξ¯ ∈ J¯1 and  > 0 small enough,
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2
3 meas Jˆ
C∗(|k| + 1)2m+6 , ∀k ∈ Z
m+1, (5.15)
where Cˆ is a constant depending on ξ¯ and C∗ is a constant suﬃciently large.
Using (3.16), (4.65), Lemma 5.1 and Lemma 5.2, we get






Consequently we have found a quasi-periodic function F3 analytic in Θ(
σ0
2 ) for ξ¯ ∈ J¯ ∩ J¯0 ∩ J¯1
such that G˜3 + {Hˆ, F3} = 0. Therefore, we obtain the new Hamiltonian
H = Hˆ + ε2G4 + ε3R11 + ε4R12, (5.16)
where













(1− s){{G˜3, F3}, F3}− 1
2






(1− s){{G˜4, F3}, F3} ◦ XsF3 ds.
5.2. Elimination of all terms of degree 4
In this subsection, we will eliminate some resonant terms in G4. We ﬁrst give the following three
lemmas which will be applied in the sequel and will be proved in Appendix A.
Lemma 5.3. Let j,d be non-zero integers, such that j ± d = 0. For the parameter set Jˆ , there is a set J¯2 ⊂ Jˆ
with
meas J¯2 meas Jˆ (1− Cˆ) (5.17)
such that, for any ξ¯ ∈ J¯2 and  > 0 small enough, if μ′j +μ′d = 0, then
∣∣μ′j +μ′d + 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
(|k| + 1)2m+6 , ∀k ∈ Z
m+1, (5.18)
where Cˆ is a constant depending on ξ¯ .
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meas J¯3 meas Jˆ (1− Cˆ) (5.19)
such that, for any ξ¯ ∈ J¯3 and  > 0 small enough,
∣∣2μ0 ± (μ′j +μ′d)± 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
(|k| + 1)2m+6 , ∀k ∈ Z
m+1, (5.20)
where Cˆ is a constant depending on ξ¯ .
Lemma 5.5. Let i, j,d be non-zero integers, such that i ± j ± d = 0. For the parameter set Jˆ , there is a set
J¯4 ⊂ Jˆ with
meas J¯4 meas Jˆ (1− Cˆ) (5.21)
such that, for any ξ¯ ∈ J¯4 and  > 0 small enough,
∣∣μ0 ± (μ′i +μ′j +μ′d)± 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
C∗(|k| + 1)2m+6 , ∀k ∈ Z
m+1, (5.22)
where Cˆ is a constant depending on ξ¯ and C∗ is a constant suﬃciently large.
Let Ln = {(i, j,d, l) ∈ Z4: 0 =min(|i|, | j|, |d|, |l|) n}, and Nn ⊂Ln be the subset of all (i, j,d, l) ≡
(p,−p,q,−q). That is, they are of the form (p,−p,q,−q) or some permutation of it.
Lemma 5.6. If i, j,d, l are non-zero integers, such that i± j±d± l = 0, (i, j,d, l) ∈Ln \Nn or (i, j,d, l) ∈Nn
and k = 0. Then, for the parameter set Jˆ , there is a subset J¯5 ⊂ Jˆ with
meas J¯5 meas Jˆ · (1− Cˆ) (5.23)
such that, for any ξ¯ ∈ J¯5 and  > 0 small enough,
∣∣μ′i +μ′j +μ′d +μ′l + 〈k, ω˜(ξ¯ )〉∣∣ ε
2
3 meas Jˆ
C∗(|k| + 1)2m+6 , ∀k ∈ Z
m+1 (5.24)
where Cˆ is a constant depending on ξ¯ and C∗ is a constant suﬃciently large.
Let J = J¯2 ∩ J¯3 ∩ J¯4 ∩ J¯5 and
J = J¯ ∩ J ,
it is obvious that
measJ meas Jˆ · (1− Cˆ).
By the above three lemmas, we can prove the following proposition.
5314 J. Si / J. Differential Equations 252 (2012) 5274–5360Proposition 5.7. For each ﬁnite n  1, there exists a real analytic, symplectic change of coordinates X1F4 in
some neighborhood of the origin on the complex Hilbert space la,s such that the Hamiltonian (5.16) is changed
into
H ◦ X1F4 = Hˆ + c¯ε2z20 z¯20 + ε2z0 z¯0
∑
1 jn
c j z j z¯ j + ε2z0 z¯0
∑
j>n
c j z j z¯ j
+ ε2G˜ + ε2Gˆ + ε3K ,
where
K = R11 + εR22,
c¯ = 3[φ]
16[Vˆ ]π ε
− 13 (1+O(ε 23 ))+O(ε− 12 ),











G˜i j|zi |2|z j|2




24[G4ii j j] = Ba0π√λiλ j +i j(ξ¯ , ε), i = j,





+ o(1), b0 = −27
16
+ o(1)
with limε→0 o(1) = 0, and i j(ξ¯ , ε) depends smoothly on ξ¯ and ε and there is an absolute constant C such
that ‖i j(ξ¯ , ε)‖∗J  Cε2/3 for ε small enough, while Gˆ is independent on the coordinates in {z0, z1, . . . , zn},
and we have
|Gˆ| = O (‖zˆ‖4a,s), |K | = O (‖z‖5a,s),
uniformly for |Im θ | < σ/3, ξ¯ ∈J , zˆ = (zn+1, zn+2, . . .).
Proof. Let
G4 = χ40(θ, ξ¯ , ε)w40 + χ31(θ, ξ¯ , ε)w30w−0 + χ22(θ, ξ¯ , ε)w20w2−0









G422 jd(θ, ξ¯ , ε)w jwd


















G4i jdl(θ, ξ¯ , ε)wiw jwdwl (5.26)
with
χi j(θ, ξ¯ , ε) =
∑
k∈Zm+1
χi j,k(ξ¯ , ε)e
i〈k,θ〉,
G4st jd(θ, ξ¯ , ε) =
∑
k∈Zm+1
G4st jd,k(ξ¯ , ε)ei〈k,θ〉,





G4i jdl(θ, ξ¯ , ε) =
∑
k∈Zm+1
G4i jdl,k(ξ¯ , ε)ei〈k,θ〉.
Consider a Hamilton function
F4 = δ40(θ, ξ¯ , ε)w40 + δ31(θ, ξ¯ , ε)w30w−0 + δ22(θ, ξ¯ , ε)w20w2−0




























f 4i jdl(θ, ξ¯ , ε)wiw jwdwl (5.27)
with
δi j(θ, ξ¯ , ε) =
∑
m+1
δi j,k(ξ¯ , ε)e
i〈k,θ〉,
k∈Z
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∑
k∈Zm+1
f¯ 4st jd,k(ξ¯ , ε)e
i〈k,θ〉,
fˆ 4sjdl(θ, ξ¯ , ε) =
∑
k∈Zm+1
fˆ 4sjdl,k(ξ¯ , ε)e
i〈k,θ〉,
and
f 4i jdl(θ, ξ¯ , ε) =
∑
k∈Zm+1
f 4i jdl,k(ξ¯ , ε)e
i〈k,θ〉,
where
δ40,k(ξ¯ , ε) = χ40,k(ξ¯ , ε)
i(4μ0 + 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
δ31,k(ξ¯ , ε) = χ31,k(ξ¯ , ε)
i(2μ0 + 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
δ22,k(ξ¯ , ε) =
{
χ22,k(ξ¯ ,ε)
i〈k,ω˜(ξ¯ )〉 , k = 0,
arbitrary constant, k = 0,
δ13,k(ξ¯ , ε) = χ13,k(ξ¯ , ε)−i(2μ0 − 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
δ04,k(ξ¯ , ε) = χ04,k(ξ¯ , ε)−i(4μ0 − 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
f¯ 420 jd,k(ξ¯ , ε) =
G420 jd,k(ξ¯ , ε)
i(2μ0 +μ′j +μ′d + 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,





, k = 0 or k = 0, μ′j +μ′d = 0,
arbitrary constant, k = 0, μ′j +μ′d = 0,
f¯ 402 jd,k(ξ¯ , ε) =
G402 jd,k(ξ¯ , ε)
−i(2μ0 −μ′j −μ′d − 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
fˆ 41 jdl,k(ξ¯ , ε) =
Gˆ41 jdl,k(ξ¯ , ε)
i(μ0 +μ′j +μ′d +μ′l + 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1,
fˆ 42 jdl,k(ξ¯ , ε) =
Gˆ42 jdl,k(ξ¯ , ε)
−i(μ0 −μ′j −μ′d −μ′l − 〈k, ω˜(ξ¯ )〉)
, k ∈ Zm+1
and





, for (i, j,d, l) ∈ Ln \Nn
or (i, j,d, l) ∈Nn and k = 0,
0, for (i, j,d, l) /∈ Ln or (i, j,d, l) ∈Nn, k = 0
and μ′i +μ′j +μ′d +μ′l = 0,
arbitrary constant, for (i, j,d, l) ∈Nn, k = 0 and μ′i +μ′j +μ′d +μ′l = 0.
(5.28)
By X1F4 denotes the time-1 map of the vector ﬁeld of the Hamiltonian ε
2F4. Then
H ◦ X1F4 = Hˆ + ε2
(G4 + {Hˆ, F4})+ ε3R11 + ε4R22,





εR11 + G4, F4
} ◦ XsF4 ds + R12 ◦ XsF4 +
1∫
0
(1− s){{Hˆ, F4}, F4} ◦ XsF4 ds, (5.29)
where {·,·} denotes the Poisson bracket with respect to the symplectic structure idz ∧ dz¯ + dϑ ∧ d J .
Now let us compute G4 + {Hˆ, F4}.
G4 + {Hˆ, F4} =
(


































































































f¯ 402 jd(θ, ξ¯ , ε)















Gˆ41 jdl(θ, ξ¯ , ε) − i
(
μ0 +μ′j +μ′d +μ′l
)














Gˆ42 jdl(θ, ξ¯ , ε) + i
(
μ0 −μ′j −μ′d −μ′l
)
















[G4i jdl,k(ξ¯ , ε) − i(μ′i +μ′j +μ′d +μ′l
+ 〈k, ω˜(ξ¯ )〉) f 4i jdl,k(ξ¯ , ε)]ei〈k,θ〉
}
wiw jwdwl










[G4i jdl,k(ξ¯ , ε) − i(μ′i +μ′j +μ′d +μ′l








[G4i jdl,k(ξ¯ , ε) − i(μ′i +μ′j +μ′d +μ′l








[G4i jdl,k(ξ¯ , ε) − i(μ′i +μ′j +μ′d +μ′l
+ 〈k, ω˜(ξ¯ )〉) f 4i jdl,k(ξ, ε)]ei〈k,θ〉
}
wiw jwdwl




[G4i jdl]wiw jwdwl + ∑
(i, j,d,l)/∈Ln
G4i jdlwiw jwdwl
= [χ22(θ, ξ¯ , ε)]w20w2−0 + w0w−0∑
j =0
G422 j j,0(ξ¯ , ε)w jw− j








= [χ22(θ, ξ¯ , ε)]w20w2−0 + w0w−0∑
j =0
G422 j j,0(ξ¯ , ε)w jw− j + G˜ + Gˆ.










24[G4ii j j] = Ba0π√λiλ j +i j(ξ¯ , ε), i = j,





+ o(1), b0 = −27
16
+ o(1)
with limε→0 o(1) = 0, and i j(ξ¯ , ε) depends smoothly on ξ¯ and ε and there is an absolute constant
C such that ‖i j(ξ¯ , ε)‖∗J  Cε2/3 for ε small enough, while Gˆ is independent on the ﬁrst n + 1
coordinates. By a direct calculation we get
[








G40000(θ, ξ¯ , ε)S
2
11(θ, ξ¯ , ε)S
2






G3000(θ, ξ¯ , ε)
(
S211(θ, ξ¯ , ε)S12(θ, ξ¯ , ε)ζ12(θ, ξ¯ , ε)
+ S311(θ, ξ¯ , ε)ζ03(θ, ξ¯ , ε)





− 13 (1+O(ε 23 ))+O(ε− 12 )=O(ε− 12 ) := c¯
and











S11(θ, ξ¯ , ε)ζ12(θ, ξ¯ , ε)G˜
3
0, j, j(θ, ξ¯ , ε)
+ G3000(θ, ξ¯ , ε)S211(θ, ξ¯ , ε)S12(θ, ξ¯ , ε) f 3−0, j, j(θ, ξ¯ , ε)
− S12(θ, ξ¯ , ε)ζ21(θ, ξ¯ , ε)G˜30, j, j(θ, ξ¯ , ε)







1+O(ε 23 ))+O(ε− 13 )=O(ε− 13 ) := c j, j = 0.
Hence, we have
H ◦ X1F4 = Hˆ + c¯ε2z20 z¯20 + ε2z0 z¯0
∑
1 jn
c j z j z¯ j + ε2z0 z¯0
∑
j>n
c j z j z¯ j
+ ε2G˜ + ε2Gˆ + ε3K ,
where K = R11 + εR22. 
We introduce the action-angle variable by setting
z j =
{√
I je−i θˆ j , 0 j  n,
z j, j  n+ 1.
(5.31)
By the symplectic change (5.31), the normal form becomes
Hˆ + c¯ε2z20 z¯20 + ε2z0 z¯0
∑
1 jn
c j z j z¯ j + ε2z0 z¯0
∑
j>n
c j z j z¯ j + ε2G˜
= 〈ω˜(ξ¯ ), J 〉+μ0 I0 + c¯ε2 I20 + ∑
1 jn
(






μ j + ε2 I0c j
)




〈AI, I〉 + ε2〈B I, Zˆ〉,
with I = (I1, . . . , In), A = (G˜i j)1i, jn, B = (G˜i j)1 jn<i and Zˆ = (|zn+1|2, |zn+2|2, . . .).
Now let us introduce the parameter vector ξ˜ = (ξ˜ j)0 jn and the new action variable and ρ˜ =
(ρ˜ j)0 jn as follows
I j = εξ˜ j + ρ˜ j, ξ˜ j ∈ [0,1], |ρ˜ j| < ε2, 0 j  n.
Clearly, dθˆ j ∧ dI j = dθˆ j ∧ dρ˜ j . So the transformation is symplectic. Then the normal form is changed
into
Hˆ + c¯ε2z20 z¯20 + ε2z0 z¯0
∑




c j z j z¯ j + ε2G˜
= 〈ω˜(ξ¯ ), J 〉+(μ0 + 2c¯ε3ξ˜0 + ε3 ∑
1 jn






μ j + ε3ξ˜0c j
)








μ j + ε2(εξ˜0 + ρ˜0)c j
)
















G˜i jρ˜iρ˜ j + ε3
∑
1in< j
G˜i j ξ˜i|z j|2 + ε2
∑
1in< j
G˜i jρ˜i |z j|2.
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H = 〈ω˜(ξ¯ ), J 〉+ ωˇ0ρ˜0 + ∑
1 jn
ωˇ jρ˜ j +
∑
j>n















G˜i j ξ˜i|z j|2 + P , (5.32)
where
ωˇ0 = μ0 + 2c¯ε3ξ˜0 + ε3
∑
1 jn
c j ξ˜ j,
ωˇ j = μ j + ε3ξ˜0c j, j = 1,2, . . . ,n,
λˇ j = μ j + ε3ξ˜0c j, j > n,
P = ε2G˘ + ε2Gˆ + ε3K
with G˘ =O(|ρ˜|2) +O(|ρ˜|‖ Zˆ‖).
Next, we will give out the estimates of the perturbed term P . To this end we need some
notations which are taken from [4]. Let la,s is now the Hilbert space of all complex sequence




|w j|2| j|2se2a| j| < ∞, a, s > 0.
Set x = (θˆ0, θ) ⊕ θˆ , with θˆ = (θˆ j)1 jn, y = ( J , ρ˜0) ⊕ ρ˜ , ρ˜ = (ρ˜ j)1 jn , Z = (z j) jn+1, and let us
introduce the phase space
Pa,s = Tˆm+n+2 ×Cm+n+2 × la,s × la,s  (x, y, Z , Z¯)




) := {(x, y, Z , Z¯) ∈ Pa,s: |Im x| < s′, |y| < r2, ‖Z‖a,s + ‖ Z¯‖a,s < r}.
We deﬁne the weighted phase norms




‖Z‖a,s¯ + 1r ‖ Z¯‖a,s¯
for W = (x, y, Z , Z¯) ∈ Pa,s¯ with s¯ = s + 1. Denote by Σ the parameter set J × [0,1]m+n+1. For a
map U : D(s′, r) × Σ →Pa,s¯ , deﬁne its Lipschitz semi-norm |U |Lr :





|ξˆ − ξ | ,
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ξˆξ
U = U (·, ξˆ ) − U (·, ξ), and where the supremum is taken over Σ . Denote by XP the vector
ﬁeld corresponding the Hamiltonian P with respect to the symplectic structure dx ∧ dy + idZ ∧ dZ¯ ,
namely,
XP = (∂y P ,−∂x P ,∇ Z¯ P ,−∇Z P ).
Lemma 5.8. The Perturbation P (x, y, Z , Z¯; ζ ) is real analytic for real argument (x, y, Z , Z¯) ∈ D(s′, r) for
some given s′, r > 0, and Lipschitz in the parameters ξ ∈ Σ , and for each ξ ∈ Σ its gradients with respect to
Z , Z¯ satisfy





whereA(la,s, la,s+1/2) denotes the class of all maps from some neighborhood of the origin in la,s into la,s+1/2 ,
which is real analytic in the real and imaginary parts of the complex coordinate Z . In addition, for the perturbed
term P we have the following estimates
sup
D(s′,r)×Σ
|XP |r  Cε 72 sup
D(s′,r)×Σ
|∂ξ XP |r  Cε 72 ,
where s′ = σ/3 and r = ε.
Proof. For 0  j  n, it follows from (5.31) that |∂
θˆ j
w j | Cε 12 and |∂ρ˜ j w j | Cε−
1
2 , where w j = z j
or w j = z¯ j . From (5.31) and ‖Z‖a,s  r = ε, we get ‖z‖a,s  Cε 12 where z = (z0, z) ⊕ Z with
z = (z1, . . . , zn). In view of |G˘| = O(ε4), |Gˆ| = O(ε4) and K = O(ε 52 ), it follows that |P | = O(ε 112 )
on D(s′,2r). Using Cauchy estimates for ∂x P , ∂y P , ∂ Z¯ P and ∂Z P , we obtain |∂x P | =O(ε
11
2 ), |∂y P | =
O(ε 72 ), |∂ Z¯ P | = O(ε
9
2 ), |∂Z P | = O(ε 92 ) on D(s′, r). Hence, we have supD(s,r)×Σ |XP |r  Cε 72 . Using
again Cauchy estimates with respect to ξ , we also have supD(s,r)×Σ |∂ξ XP |r  Cε 72 . 
6. An inﬁnite-dimensional KAM theorem for partial differential equations
In order to prove our main result (Theorem 1.2), we need to state a KAM theorem which was ﬁrst
proved by Kuksin [1,31]. Also see Pöschel [4]. Here we recite the theorem from [4].
















dx j ∧ dy j +
∞∑
j=n+1
du j ∧ dv j.
The tangent frequencies ωˆ = (ωˆ1, . . . , ωˆn) and normal ones Ωˆ = (Ωˆn+1, Ωˆn+2 . . .) depend on n pa-
rameters
ξ ∈ Π ⊂Rn,
with Π a closed bounded set of positive Lebesgue measure.
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space described by the uv-coordinates the origin is an elliptic ﬁxed point with characteristic frequen-
cies Ωˆ(ξ). Hence T n0 is linear stable. The aim is to prove the persistence of a large portion of this
family of linearly stable rotational tori under small perturbations H = H0 + P of H0. To this end the
following assumptions are made.
Assumption A (Non-degeneracy). The map ξ → ωˆ(ξ) is a lipeomorphism between Π and its image,
that is, a homomorphism which is Lipschitz continuous in both directions. Moreover, for all integer










〉 = 0 on Π,
where meas denotes Lebesgue measure for sets, |l| =∑ j |l j | for integer vectors, and 〈·,·〉 is the usual
scalar product.
Assumption B (Spectral asymptotics and the Lipschitz property). There exist ς  1 and δ < τ − 1 such
that





where the dots stands for ﬁxed lower order term in j, allowing also negative exponents. More pre-
cisely, there exists a ﬁxed, parameter-independent sequence Ω˜ with Ω˜ j = jς + . . . such that the tails
Ωˆ j − Ω˜ j give rise to a Lipschitz map
Ωˆ j − Ω˜ j : Π → l−δ∞ ,
where lp∞ is the space of all real sequence with ﬁnite norm |w|p = sup j |w j | jp .
Assumption C (Regularity). The perturbation P (x, y, Z , Z¯; ξ) is real analytic for real argument
(x, y, Z , Z¯) ∈ D(s, r) for given s, r > 0, and Lipschitz in the parameters ξ ∈ Π , and for each ξ ∈ Π
its gradients with respect to Z , Z¯ satisfy






p¯  p, for ς > 1,
p¯ > p, for ς = 1,
where A(la,p, la,p¯) denotes the class of all maps from some neighborhood of the origin in la,p into la,p¯ ,
which is real analytic in the real and imaginary parts of the complex coordinate Z .
We assume that
|ωˆ|LΠ + |Ωˆ|L−δ,Π  M < ∞,
∣∣(ωˆ)−1∣∣L
ωˆ(Π)
 L < ∞. (6.1)









, Ak = 1+ |k|τ ,
where τ > n+ 1 is ﬁxed later. Finally, let Z = {(k, l) = 0, |l| 2} ⊂ Zn ×Z∞ .
We can now state the basic KAM theorem which is attributed to Pöschel [4] (see also [5,31]).
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$ = sup
D(s,r)×Π




|XP |Lr  γ α, (6.2)
where 0 < α  1 is a parameter, and γ depends on the parameters described below. Then there is a Cantor
set Πα ⊂ Π with meas(Π \ Πα) → 0 as α → 0, a Lipschitz continuous family of torus embedding Φ : Tn ×
Πα →Pa,p¯ , and a Lipschitz continuous map ˆˆω : Πα →Rn, such that for each ξ ∈ Πα the mapΦ restricted to
Tn × {ξ} is a real analytic embedding of an elliptic rotational torus with frequencies ˆˆω(ξ) for the Hamiltonian
H at ξ .
Each embedding is analytic on |Im x| < s2 , and
|Φ − Φ0|r + α
M




| ˆˆω − ωˆ| + α
M
| ˆˆω − ωˆ|L  c$, (6.3)
uniformly on that domain and Πα , where Φ0 : Tn × Π → T n0 is the trivial embedding, and c  γ−1 depends
on the same parameters as γ .
Moreover, there exist a family of Lipschitz maps ωˆ j and Λ j on Π for 0 j ∈ Z satisfying ωˆ0 = ωˆ,Λ0 = Ωˆ
and
|ωˆ j − ωˆ| + α
M
|ωˆ j − ωˆ|L  c$,
|Λ j − Ωˆ|−δ + α
M
|Λ j − Ωˆ|L−δ  c$,
such that Π \ Πα ⊂⋃R jk,l(α), where
R jk,l(α) =
{




and the union is taken over all j  0 and (k, l) ∈Z such that |k| > K02 j−1 for j  1 with a constant K0  1
depending only on n and τ .
Concerning the measure of the “bad” frequency set Π \ Πα , we recite Pöschel’s theorem [4]
Theorem 6.2. (See [4, Theorem D].) Suppose that in Theorem 6.1 the unperturbed frequencies are aﬃne func-
tions of the parameters. Then there is a constant c˜ such that
meas(Π \ Πα) c˜(diamΠ)n−1αμ˜, μ˜ =
{
1, for ς > 1,
κ
κ+1−(/4) , for ς = 1,
for all suﬃciently small α, where  is any number in [0,min(p¯ − p,1)), and where, in the case ς = 1, κ is a
positive constant such that
Ωˆi − Ωˆ j




, i > j (6.4)
uniformly on Π .
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below.
For any ξ¯ ∈J , we have α(ξ¯) ∈ Aγ . Hence, for ﬁxed ω− = (ω1−,ω2−, . . . ,ωm−) ∈ DΛ and ωm+1− (ξ¯ ) ∈
Aγ arbitrarily. For
ω˜(ξ¯ ) ∈ ¯¯Ω := {ω˜(ξ¯ ) = (ω1, . . . ,ωm,α(ξ¯ )) ∈ DΛ × Aγ ∣∣ ∣∣ωi −ωi−∣∣ ε, ∣∣α(ξ¯ ) −ωm+1− (ξ¯ )∣∣ ε},
we can introduce new parameter ω¯ = (ω¯1, ω¯2, . . . , ω¯m, ω¯m+1) by the following
ω j = ω j− + ε3ω¯ j, ω¯ j ∈ [0,1], j = 1,2, . . . ,m,
α(ξ¯ ) = ωm+1− (ξ¯ ) + ε3ω¯m+1, ω¯m+1 ∈ [0,1].
Hence, the Hamiltonian (5.32) becomes
H = 〈ωˆ(ξ), yˆ〉+ 〈Ωˆ(ξ), Zˆ 〉+ P (6.5)
where ωˆ(ξ) = ω˜(ξ¯ ) ⊕ ωˇ0 ⊕ ω˘ with ω˘ = α˜ + ε3Aξ˜ , Ωˆ(ξ) = β˜ + ε3B ξ˜ , and ξ = ω¯ ⊕ ξ˜0 ⊕ ξ˜ and ξ˜ =
(ξ˜1, . . . , ξ˜n),
yˆ = J ⊕ ρ˜0 ⊕ ρ˜, α˜ = (ωˇ1, . . . , ωˇn), β˜ = (λˇn+1, λˇn+2, . . .).
Lemma 6.3. Let Π = [0,1]m+n+2 . Then we have XP ∈A(la,s, la,s+1/2) and
sup
D(s,r)×Π
|XP |r  Cε 72 sup
D(s,r)×Π
|∂ζ XP |r  Cε 72 .
The proof of the above lemma is the same as one of Lemma 5.8.
7. Proof of main theorem
In the following, we will verify Assumptions A, B and C for the above Hamiltonian (6.5). Recalling
(5.25), we have




































































2×2 · · · 52×n
· · · · · · · · · · · ·
5 5 9
⎞
⎟⎟⎠ := D,n×1 n×2 · · · n×n
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(n+1)×1 · · · 1(n+1)×n
1








Setting uˆ = (1,2, . . . ,n) and vˆ = (n+ 1,n+ 2, . . .), and deﬁning the matrices
E¯ := diag[uˆ] and F¯ := diag[vˆ],
we can rewrite D and D˜ as
D = − 3B
16π







9 5 · · · 5
5 9 · · · 5
· · · · · · · · · · · ·
5 5 · · · 9
⎞
⎟⎟⎠ , B =
⎛
⎜⎝
1 · · · 1








We know that det D = 0 since det A = 4n−1(4+ 5n) = 0. Therefore, we get det A = 0 provided that





⎝ Im+1 0 00 2c¯ Y
0 YT A
⎞
⎠ , for ξ ∈ Π,
where Im+1 denotes the unit (m+ 1)× (m+ 1)-matrix, Y= (c1, c2, . . . , cn) and YT denotes the trans-
























provided that 0 < ε  1. Therefore, the real map ξ → ωˆ(ξ) is a lipeomorphism between Π and its
imagine.
For any k ∈ Zm+2+n , we write
k = (k1,k2,k3), k1 ∈ Zm+1, k2 ∈ Z, k3 ∈ Zn.
Let
Y(ξ) = 〈k, ωˆ(ξ)〉+ 〈l, Ωˆ(ξ)〉= 〈k1, ω˜(ξ¯ )〉+ k2ωˇ0 + 〈k3, α˜〉+ 〈k3, ε3Aξ˜ 〉+ 〈l, β˜ + ε3B ξ˜ 〉,
! := {ξ ∈ Π : Y(ξ) = 0}.
We need to prove that meas! = 0. To this end we divide two cases.





kiωi + km+1α(ξ¯ ),




= ki0ε3 = 0, 0< ε  1.
This implies meas! = 0.
Case 2. Let k2 = 0, then
∂Y(ξ)
∂ξ˜0
= 2c¯ε3 +O(ε 73 ) = 0
which implies meas! = 0.
Case 3. Let k1 = k2 = 0, then




〉+ 〈l, β˜ + ε3B ξ˜ 〉




〉+ 〈l, β˜ + ε3B ξ˜ 〉
= 〈k3, α˜〉 + 〈l, β˜〉 + ε3
〈
Ak3 + BT l, ξ˜
〉
,
where BT is the transpose of B . (Note that A is symmetric.) We claim that either 〈k3, α˜〉 + 〈l, β˜〉 = 0





Ak3 + BT l




(〈k3, α˜〉 + 〈l, β˜〉)= 〈k3, αˆ〉 + 〈l, βˆ〉
with αˆ = (1,2, . . . ,n) and βˆ = (n + 1,n + 2, . . .), it suﬃces to show that 〈k3, αˆ〉 + 〈l, βˆ〉 = 0 or Dk3 +
D˜T l = 0. The result is proved in [5] (see Lemma 6 in [5]). Hence, we get that 〈k3, α˜〉 + 〈l, β˜〉 = 0 or
Ak3 + BT l = 0 as 0 < ε  1. Moreover, it is easy to that 〈l, Ωˆ(ξ)〉 = 0 as 0 < ε  1, with 1  |l| 2
and ξ ∈ Π . This completes the veriﬁcation of Assumption A.










ξ¯ , ω˜(ξ¯ ), ε
)
,
we have Ωˆ j = jς + · · · with ς = 1, and Ω˜ j := Ωˆ j − j is a Lipschitz map Ω˜ : Π → l−δ∞ with δ = −1.
Thus, Assumption B is fulﬁlled for Ωˆ with δ = −1 and ς = 1. Assumption C can be veriﬁed easily
fulﬁlled by Lemma 5.8, letting p¯ = s + 1/2, p = s. Using ωˆ(ξ) = ω˜(ξ¯ ) ⊕ ωˇ0 ⊕ (α˜ + ε3Aξ˜ ) and Ωˆ(ξ) =
β˜ + ε3B ξ˜ we ﬁnd that (6.1) is satisﬁed with M = C1ε2 and L = C2ε−1/2.
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ﬁxed and Lemma 6.3, we have
sup
D(s,r)×Π




|XP |Lr  γ α,
if 0 < ε < ε∗∗ with a constant ε∗∗ = ε∗∗(γ ,C). This implies the smallness condition (6.2) is satisﬁed.
Next, Let us check the conditions of Theorem 6.2 for the Hamiltonian (6.5). First of all, we remark
that ωˆ(ξ) is aﬃne function of the parameter ξ . And by
Ωˆ j = μ j + ε3(B ξ˜ ) j, j  n+ 1,
we have Ωˆ j = j + O ( j−1). Thus, for i > j,
Ωˆi − Ωˆ j





This gives κ = 2 in (6.4), and we can choose μ˜ = 37−2ι in Theorem 6.2.
Let us run Theorems 6.1 and 6.2 for Hamiltonian (6.5). Then there is a subset Πα ⊂ Π with
meas(Π \ Πα) cˆLn+m+2Mn+m+1(diamΠ)n+m+1αμ˜  Cε−1/2αμ˜ < ε,
and a Lipschitz continuous family of torus embedding Φ : Tn+m+2 × Πα → Pa,s+1/2, and a Lipschitz
continuous map ˆˆω : Πα →Rn+m+2, such that for each ξ ∈ Πα the map Φ restricted to Tn+m+2 × {ξ}
is a real analytic embedding of an elliptic rotational torus with frequencies ˆˆω(ξ) for the Hamiltonian














where ω−,ωm+1− are chosen such that Π∗(ω∗−,ωm+1−
∗
) ∩ Π∗(ω∗∗− ,ωm+1− ∗∗) = ∅ if (ω∗−,ωm+1− ∗) =
(ω∗∗− ,ωm+1−
∗∗
). Hence, we get a subset Π∗α ⊂ Π∗ such that
Σα = Π∗α ⊂ DΛ × Aγ × [0,1]n+1 ⊂ Σ
with
meas(Σ \ Σε) ε.
Therefore, for the new parameter set, we have that there are a Lipschitz continuous family of torus
embedding Φ : Tm+n+2 × Σε →Pa,s+1, and a Lipschitz continuous map ˆˆω : Σε →Rm+n+2, such that
for each ξ ∈ Σε the map Φ restricted to Tm+n+2 × {ξ} is a real analytic embedding of an elliptic
rotational torus with frequencies ˆˆω(ξ) = (ω˜(ξ¯ ), (ωˆ j)0 jn) for the Hamiltonian H at ξ . And
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M
|Φ − Φ0|Lr  cε
7
2−( 72−ι) = cει, (7.1)
∣∣ ˆˆω −ω0∣∣r + αM
∣∣ ˆˆω(ξ) −ω0(ξ)∣∣L  cε 72 , (7.2)
where ω0(ξ) = ωˆ(ξ) and ξ = (ω,α(ξ¯ ), ξ˜0, ξ˜1, . . . , ξ˜n). Therefore, all motions starting from the torus



















, j = 1,2, . . . ,n,∥∥Z(t)∥∥a,s+1 = O (ε), θ(t) = ω˜(ξ¯ )t,
where Z = (z j) j>n and we have taken the initial phase θˆ j(0) = 0. Returning the original equation (1.2),
we may get the solution described in Theorem 1.2. 
Appendix A
In the whole of this section, we denote by Cˆ , the universal constant depending on ξ¯ if we do not
care its value. Recall (4.3)
μ j =
√







ξ¯ , ω˜(ξ¯ ), ε






kmωm + km+1α(ξ¯ ).
Proof of Lemma 5.1. Let
g jd(ε, ξ¯ ) = μ′j +μ′d.
Then

















ξ¯ , ω˜(ξ¯ ), ε
))±
(√


















ξ¯ , ω˜(ξ¯ ), ε
))+ 〈k, ω˜(ξ¯ )〉. (A.2)
Case 1. k = 0. We have
















[Vˆ ] +O(ε 43 ).
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∣∣g1(ε, ξ¯ )∣∣= ε 13
√
[Vˆ ] − ε
2
3 [Vˆ ]√




d2 + ε 23 [Vˆ ] + d
− ∣∣O (ε 43 )∣∣
 Cε 13  ε
2
3 meas Jˆ
(|k| + 1)2m+6 .
If ± j ± d = 0, then
∣∣g1(ε, ξ¯ )∣∣ 1− ∣∣O (ε 13 )∣∣ ε
2
3 meas Jˆ
(|k| + 1)2m+6 .
It follows that inequality (5.13) holds true in the case k = 0.
Case 2. k = 0. It suﬃces to investigate the following two cases.
Case 2.1. Let g jd(ε, ξ¯ ) = μ j +μd . Assume j,d > 0 without loss of generality. Then
g1(ε, ξ¯ ) = g jd(ε, ξ¯ ) ±μ0 +
〈
k, ω˜(ξ¯ )
〉= j + d + ε 23 [Vˆ ]√




d2 + ε 23 [Vˆ ] + d
± ε 13
√
















Case 2.1.1. If km+1 = 0, then we have


























d2 + ε 23 [Vˆ ]










− Cε 23  Cˆε 23 .

























d2 + ε 23 [Vˆ ]
+ O (ε 43 )=O(ε 23 ) = 0, ε → 0,
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∣∣∣∣ ∂∂ξ¯ g1(ε, ξ¯ )
∣∣∣∣
∣∣∣∣
























d2 + ε 23 [Vˆ ]
+ O (ε 43 )∣∣∣∣
∣∣∣∣
= ε 13 ∣∣∣∣ε− 13 η±(ξ¯ )∣∣− ∣∣O(ε 13 )∣∣∣∣
and
∣∣∣∣ ∂∂ξ¯ g1(ε, ξ¯ )
∣∣∣∣
{
|O(ε 23 )| > 0, if η±(ξ¯ ) = 0,
Cˆε
2
3 , if η±(ξ¯ ) = 0
(A.4)
provided that ε is small enough. By using Lemma 7.8 in [32], we have
meas R10jd,k 
2meas Jˆ
Cˆ(|k| + 1)2m+6 . (A.5)


















Let |k|∞ :=max{|k1|, |k2|, . . . , |km+1|}. From the inequalities
|k|∞  |k| (m+ 1)|k|∞,
and ∑
|k|∞=p
1 2(m+ 1)(2p + 1)m,
we get




= Cˆmeas Jˆ  Cˆmeas Jˆ ,
by using of the convergence of
∑∞
p=1(2p + 1)mp−(m+2) . Let
J¯0 = Jˆ \ J10.
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meas J¯0 meas Jˆ (1− Cˆ). (A.6)
Case 2.2. Let g jd(ε, ξ¯ ) = μ j −μd . Assume j,d > 0 without loss of generality. Then
g1(ε, ξ¯ ) = g jd(ε, ξ¯ ) ∓μ0 +
〈
k, ω˜(ξ¯ )
〉= j − d + ε 23 [Vˆ ]√




d2 + ε 23 [Vˆ ] + d
± ε 13
√
[Vˆ ] +O(ε 43 )+ 〈k, ω˜(ξ¯ )〉.
In view of j ± d = 0, we have only the case j − d = 0, that is μ j −μd = 0. Therefore,
∣∣g1(ε, ξ¯ )∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ∣∣O(ε 13 )∣∣ γ|k|m+1 − Cˆε 13  ε
2
3 meas Jˆ
(|k| + 1)2m+6 ,
from which follows that the inequality (5.13) holds true. 








with μ = ε 23 [Vˆ ].
For i ± j ± d = 0, we can show that
∣∣δ(μ)∣∣ Cˆε 23 . (A.7)
In fact, we may restrict to positive integers such that i  j  d. The condition i ± j ± d = 0 then
reduces to two possibilities, either i + j − d = 0 or i − j + d = 0. We have to study δ(μ) for all
possible combinations of plus and minus signs. To do this, we distinguish them according to their
number of plus and minus signs.
(1) No minus sign.
∣∣δ(μ)∣∣= ∣∣√i2 +μ+√ j2 +μ+√d2 +μ∣∣
 3ε 13
√
[Vˆ ] Cˆε 23 .








We have the following terms:
δ+−+, δ−++  δ++−,
so it suﬃces to study δ(μ) = δ++− . We notice that
δ(0) = i + j − d 0




































provided that ε is small enough.
(3) Two and three minus signs. These ones reduce to the case (2) and (1), respectively.
Let us write g2(ε, ξ¯ ) = ±μi ±μ j ±μd , then we have
∣∣g2(ε, ξ¯ )∣∣ Cˆε 23 . (A.8)
In fact,
∣∣g2(ε, ξ¯ )∣∣= | ±μi ±μ j ±μd|
= ±(√i2 + ε 23 [Vˆ ] +O(ε 43 ))
± (√ j2 + ε 23 [Vˆ ] +O(ε 43 ))
± (√d2 + ε 23 [Vˆ ] +O(ε 43 ))

∣∣δ(μ)∣∣− ∣∣O(ε 43 )∣∣ Cˆε 23 − Cˆε 43  Cˆε 23 .
Therefore, (5.15) is true for k = 0 provided that ε and  are small enough.
Now let us consider the case k = 0. We distinguish two cases:
Case 1. g2(ε, ξ¯ ) = μi +μ j +μd . Let

















We have known that |O(ε 43 ) + 〈k, ω˜(ξ¯ )〉| 1+ |k||ω˜(ξ¯ )| holds when ε small enough. Thus, when
i > 1+ |k||ω˜(ξ¯ )|, we have
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= ∣∣√i2 + ε 23 [Vˆ ] +√ j2 + ε 23 [Vˆ ] +√d2 + ε 23 [Vˆ ] +O(ε 43 )+ 〈k, ω˜(ξ¯ )〉∣∣




which implies the set R11i jd,k is empty. So, we only need to consider the case 1 i, j,d 1+|k||ω˜(ξ¯ )|
in order to calculate meas J11. Since









































































































ξ¯ , ω˜(ξ¯ ), ε
))+ km+1α′(ξ¯ ). (A.10)
Thus, when km+1 = 0, we get























d2 + ε 23 [Vˆ ]








(1+ |k||ω˜(ξ¯ )|)2 + ε 23 [Vˆ ]
− ∣∣O(ε 43 )∣∣ ε 23 I2
2
√
2(1+ |k||ω˜(ξ¯ )|)2 − Cε
4
3
 Cˆε 23 , (A.11)
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∣∣∣∣ |km+1|∣∣α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣
 |km+1|C3(ξ¯ )ε 13 − Cε 23
 Cˆε 23 , (A.12)
here C3(ξ¯ ) is deﬁned in (4.59). Hence, for 1 i, j,d 1+ |k||ω˜(ξ¯ )|, from (A.11) and (A.12) we have
meas R11i jd,k 
2meas Jˆ
Cˆ C∗(|k| + 1)2m+6
(A.13)











1+ [[|k|∣∣ω˜(ξ¯ )∣∣]])3 2ε 53 meas Jˆ






Let |k|∞ :=max{|k1|, |k2|, . . . , |km+1|}. From the inequalities
|k|∞  |k| (m+ 1)|k|∞,
and ∑
|k|∞=p
1 2(m+ 1)(2p + 1)m,
we get




= Cˆmeas Jˆ  Cˆmeas Jˆ
by using of the convergence of
∑∞
p=1(2p + 1)mp−(m+2) .
Case 2. gˆ(ε, ξ¯ ) = μi +μ j −μd . Let
fˆ (ξ¯ ) = gˆ(ε, ξ¯ ) + 〈k, ω˜(ξ¯ )〉,
R12i jd,k =
{






ξ¯ ∈ Jˆ : ∣∣ fˆ (ξ¯ )∣∣< ε 23 meas Jˆ
C (|k| + 1)2m+6
}
,∗







Case 2.1. i + j − d = 0.
















































ξ¯ , ω˜(ξ¯ ), ε
))+ 〈k, ω˜(ξ¯ )〉
= 〈k, ω˜(ξ¯ )〉+O(ε 23 ).
This implies the set R13i jd,k is empty.
Case 2.2. i − j + d = 0. If d > dˆ := (Cd meas Jˆ )−1[Vˆ ](|k| + 1)m+2 for Cd
√













































ξ¯ , ω˜(ξ¯ ), ε








f˜1(ξ¯ ) = 2i + ε
2
3 [Vˆ ]√
























ξ¯ , ω˜(ξ¯ ), ε
)+ 〈k, ω˜(ξ¯ )〉.
Then, when km+1 = 0,




i2 + ε 23 [Vˆ ] + i
)
+O(ε 43 )+ km+1α′(ξ¯ )
∣∣∣∣ Cˆε 23 ,
and when km+1 = 0,
∣∣∣∣ ∂∂ξ¯ f˜1(ξ¯ )
∣∣∣∣ |km+1|∣∣α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23























 Cˆmeas Jˆ .
Now let us consider d dˆ. By j = i + d we can write
fˆ (ξ¯ ) =
(
j − d + ε
2
3 [Vˆ ]√






































ξ¯ , ω˜(ξ¯ ), ε
))+ 〈k, ω˜(ξ¯ )〉.
Writing
f˜2(ξ¯ ) = ε
2
3 [Vˆ ]√
































ξ¯ , ω˜(ξ¯ ), ε
)+ 〈k, ω˜(ξ¯ )〉,
we have
∣∣ f˜2(ξ¯ )∣∣= ∣∣o(ε 23 )+ 〈k, ω˜(ξ¯ )〉∣∣ 1+ |k|∣∣ω˜(ξ¯ )∣∣
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R13i jd,k ⊂
{






From j − d = i  d, it follows that
1









When km+1 = 0, we get



























d2 + ε 23 [Vˆ ]

















3  Cˆε 23
and when km+1 = 0, we get
∣∣∣∣ ∂∂ξ¯ fˆ (ξ¯ )
∣∣∣∣ |km+1|∣∣α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23
















(Cd meas Jˆ )
−1[Vˆ ](|k| + 1)m+2) · 2meas Jˆ







(|k|)m+2  Cˆmeas Jˆ ,
where Cˆ is small as C∗ is large enough.
So, we have
meas J13  Cˆmeas Jˆ
Let
J¯1 = Jˆ \
(
J11 ∪ J13).
Therefore, we can get
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provided that  is small enough. 
Proof of Lemma 5.3. Let
g3(ε, ξ¯ ) = μ′j +μ′d.
And assume that j,d > 0 without loss of generality. Then by (A.1)
g3(ε, ξ¯ ) = ±
(√













d2 + ε 23 [Vˆ ] + d
)
+O(ε 43 ).
Case 1. k = 0 and g3(ε, ξ¯ ) = 0.
Case 1.1. g3(ε, ξ¯ ) = μ j +μd .
In this case, we have
∣∣g3(ε, ξ¯ ) + 〈k, ω˜(ξ¯ )〉∣∣ | j + d| − ∣∣O(ε 23 )∣∣ 1
2
,
from which follows that inequality (5.18) holds true.
Case 1.2. g3(ε, ξ¯ ) = μ j −μd .
In this case, we have only j − d = 0, otherwise g3(ε, ξ¯ ) = 0. Therefore, we get
∣∣g3(ε, ξ¯ ) + 〈k, ω˜(ξ¯ )〉∣∣ | j − d| − ∣∣O(ε 23 )∣∣ 1
2
.
Other cases can be reduced to case 1.1 or case 1.2.
Case 2. k = 0.
Case 2.1. If ± j ± d = 0, then
∣∣g3(ε, ξ¯ ) + 〈k, ω˜(ξ¯ )〉∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ε
2
3 [Vˆ ]√




d2 + ε 23 [Vˆ ] + d
− ∣∣O(ε 43 )∣∣
 γ|k|m+1 −
∣∣O(ε 23 )∣∣ ε 23 meas Jˆ
(|k| + 1)2m+6 ,
from which follows also that inequality (5.18) holds true.
Case 2.2. Assume ± j ± d = 0. Let
R20jd,k =
{
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Then, when km+1 = 0,













d2 + ε 23 [Vˆ ]
+O(ε 43 )+ km+1α′(ξ¯ )
∣∣∣∣ Cˆε 23 ,
when km+1 = 0,∣∣∣∣ ∂∂ξ¯ f3(ε, ξ¯ )
∣∣∣∣ |km+1|∣∣α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23 .
Case 2.2.2. One minus sign. Then, when km+1 = 0,













d2 + ε 23 [Vˆ ]
∣∣∣∣− ∣∣O(ε 43 )+ km+1α′(ξ¯ )∣∣
 Cˆε 23 − ∣∣O(ε 43 )∣∣ Cˆε 23
and when km+1 = 0,∣∣∣∣ ∂∂ξ¯ f3(ε, ξ¯ )
∣∣∣∣ |km+1|∣∣α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23 .
Case 2.2.3. Two minus signs. These ones reduce to the case 2.2.1.
By using Lemma 7.8 in [32], we have
meas R20jd,k 
2meas Jˆ
Cˆ(|k| + 1)2m+6 . (A.16)



















Similar to the proof of Lemma 5.1, we get
meas J20  Cˆ(m+ 1)meas Jˆ
∞∑
p=1
(2p + 1)mp−(m+2)  Cˆmeas Jˆ ,
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∑∞
p=1(2p + 1)mp−(m+2) . Let
J¯2 = Jˆ \ J20.
We get
meas J¯2 meas Jˆ (1− Cˆ).  (A.17)
Proof of Lemma 5.4. Let










j2 + ε 23 [Vˆ ] ±
√















d2 + ε 23 [Vˆ ] + d
)
+O(ε 43 ).
Case 1. k = 0.
Case 1.1. If ± j ± d = 0, then
∣∣g4(ε, ξ¯ ) ± 〈k, ω˜(ξ¯ )〉∣∣ | ± j ± d| − ∣∣O(ε 13 )∣∣ 1
2
,
from which follows that inequality (5.20) holds true.
Case 1.2. If ± j ± d = 0, then
∣∣g4(ε, ξ¯ ) ± 〈k, ω˜(ξ¯ )〉∣∣ 2ε 13
√
[Vˆ ] − ∣∣O(ε 23 )∣∣ Cˆε 23 ,
from which follows also that inequality (5.20) holds true.
Case 2. k = 0.
Case 2.1. If ± j ± d = 0, then
∣∣g4(ε, ξ¯ ) ± 〈k, ω˜(ξ¯ )〉∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ∣∣O(ε 13 )∣∣
 γ|k|m+1 −
∣∣O(ε 13 )∣∣ ε 23 meas Jˆ
(|k| + 1)2m+6 ,
from which follows that inequality (5.20) holds true.
Case 2.2. Let ± j ± d = 0. And assume j,d > 0 without loss of generality. Let
R30jd,k =
{
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Then, when km+1 = 0,




















d2 + ε 23 [Vˆ ]









− ∣∣O(ε 23 )∣∣ Cˆε 23 ,












d2 + ε 23 [Vˆ ]
+O(ε 43 )=O(ε 23 ) = 0.








∣∣∣∣ ∂∂ξ¯ f4(ε, ξ¯ )
∣∣∣∣
∣∣∣∣























∣∣ε− 13 ∣∣ηˆ±(ξ¯ )∣∣− ∣∣O(ε 13 )∣∣∣∣ Cˆε 23 ,
∣∣∣∣ ∂∂ξ¯ f4(ε, ξ¯ )
∣∣∣∣
{
|O(ε 23 )| > 0, if ηˆ±(ξ¯ ) = 0,
Cˆε
2
3 , if ηˆ±(ξ¯ ) = 0
(A.19)
provided that ε is small enough. By using Lemma 7.8 in [32],
By using Lemma 7.8 in [32], we have
meas R30jd,k 
2meas Jˆ
Cˆ(|k| + 1)2m+6 . (A.20)
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J¯3 = Jˆ \ J30.
Similar to the proof of Lemma 5.1, we get
meas J¯3 meas Jˆ (1− Cˆ).  (A.21)
Proof of Lemma 5.5. Let
g±5 (ε, ξ¯ ) := μ0 ±
(
μ′i +μ′j +μ′d
)± 〈k, ω˜(ξ¯ )〉.
Then by (A.1)




























d2 + ε 23 [Vˆ ] + d
)]
+O(ε 43 )± 〈k, ω˜(ξ¯ )〉.
Case 1. k = 0.
Case 1.1. If ±i ± j ± d = 0, then
∣∣g±5 (ε, ξ¯ )∣∣ ε 13
√
[Vˆ ] − ∣∣O(ε 23 )∣∣ Cˆε 13  ε 23 meas Jˆ
C∗(|k| + 1)2m+6 ,
from which follows that inequality (5.22) holds true.
Case 1.2. If ±i ± j ± d = 0, then
∣∣g±5 (ε, ξ¯ )∣∣ | ± i ± j ± d| − ∣∣O(ε 13 )∣∣ 1− Cˆε 13  ε
2
3 meas Jˆ
C∗(|k| + 1)2m+6 ,
from which follows also that inequality (5.22) holds true.
Case 2. k = 0. We distinguish two cases:
Case 2.1. Let gijd(ε, ξ¯ ) = μi +μ j +μd . Assume i, j,d > 0 without loss of generality. Let



















5344 J. Si / J. Differential Equations 252 (2012) 5274–5360We have known that |O(ε 43 ) + μ0 ∓ 〈k, ω˜(ξ¯ )〉| 1 + |k||ω˜(ξ¯ )| holds when ε small enough. Thus,
when min{i, j,d} > 1+ |k||ω˜(ξ¯ )|, we have
∣∣g±5 (ε, ξ¯ )∣∣= ∣∣±(μi +μ j +μd) +μ0 ± 〈k, ω˜(ξ¯ )〉∣∣
= ∣∣±(√i2 + ε 23 [Vˆ ] +√ j2 + ε 23 [Vˆ ] +√d2 + ε 23 [Vˆ ])+O(ε 43 )+μ0 ± 〈k, ω˜(ξ¯ )〉∣∣




which implies the set R41i jd,k is empty. So, we only need to consider the case 1 i, j,d 1+|k||ω˜(ξ¯ )|
in order to calculate meas J41. Since

























































































































ξ¯ , ω˜(ξ¯ ), ε
)]













ξ¯ , ω˜(ξ¯ ), ε
)
± km+1α′(ξ¯ ). (A.23)
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∣∣∣∣ ddξ¯ g±5 (ε, ξ¯ )
∣∣∣∣ ε 13 ∂∂ξ¯
√
[Vˆ ] − ∣∣O(ε 23 )∣∣ Cˆε 23 . (A.24)
When km+1 = 0, similar to the proof of (A.19), we can show that
∣∣∣∣ ∂∂ξ¯ g±5 (ε, ξ¯ )
∣∣∣∣
{
|O(ε 23 )| > 0, if ηˆ±(ξ¯ ) = 0,
Cˆε
2
3 , if ηˆ±(ξ¯ ) = 0
(A.25)
provided that ε is small enough. Hence, for 1 i, j,d 1+ |k||ω˜(ξ¯ )|, from (A.24) we have
meas R41i jd,k 
2meas Jˆ
Cˆ C∗(|k| + 1)2m+6
(A.26)











1+ |k|∣∣ω˜(ξ¯ )∣∣)3 2meas Jˆ






Similar to the proof of Lemma 5.1, we get
meas J41  Cˆmeas Jˆ .
Case 2.2. Let gijd(ε, ξ¯ ) = μi +μ j −μd and
R42i jd,k =
{














In view of i ± j ± d = 0, it suﬃces to investigate the following two cases:
Case 2.2.1. Let i + j − d = 0. From

















ξ¯ , ω˜(ξ¯ ), ε
))











































ξ¯ , ω˜(ξ¯ ), ε
))
± 〈k, ω˜(ξ¯ )〉,
we get
∣∣g±5 (ε, ξ¯ )∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ∣∣O(ε 13 )∣∣ γ|k|m+1 − Cε 13 .
This implies the set R43i jd,k is empty.
Case 2.2.2. i − j + d = 0. And assume i, j,d > 0 without loss of generality. If d > dˆ :=
(Cdmeas Jˆ )−1[Vˆ ](|k| + 1)2m+2 for Cd
√























i2 + ε 23 [Vˆ ] + i
)












i2 + ε 23 [Vˆ ] + i
)
+ ε 13 [Vˆ ] +O(ε 43 )∓ 〈k, ω˜(ξ¯ )〉,
then when km+1 = 0 we have




i2 + ε 23 [Vˆ ] + i
)
+ ε 13 ∂
∂ξ¯
[Vˆ ] +O(ε 43 )∓ km+1α′(ξ¯ )
∣∣∣∣





i2 + ε 23 [Vˆ ] + i
)
+O(ε 43 )∣∣∣∣
 ε 13 ∂
∂ξ¯
[Vˆ ] − Cˆε 23  Cˆε 23
and when km+1 = 0 we have by the same proof as (A.25)
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∣∣∣∣
{
|O(ε 23 )| > 0, if ηˆ±(ξ¯ ) = 0,
Cˆε
2
3 , if ηˆ±(ξ¯ ) = 0
(A.27)






by using Lemma 7.8 in [32].
























 Cˆmeas Jˆ .
Now let us consider d dˆ. By j = i + d we can write






2( j − d) + ε
2
3 [Vˆ ]√












[Vˆ ] +O(ε 43 )± 〈k, ω˜(ξ¯ )〉.
Writing

















[Vˆ ] +O(ε 43 )± 〈k, ω˜(ξ¯ )〉,
we have




ξ¯ ∈ Jˆ : ∣∣±2( j − d) + f˜5(ξ¯ )∣∣< ε
2
3 meas Jˆ
C (|k| + 1)2m+3
}
:=R142i jd,k.∗
5348 J. Si / J. Differential Equations 252 (2012) 5274–5360Furthermore, we have∣∣±2( j − d) + f˜5(ξ¯ )∣∣ 2( j − d) − ∣∣ f˜5(ξ¯ )∣∣ 2( j − d) − (1+ |k|∣∣ω˜(ξ¯ )∣∣)
which implies the set R131i jd,k is empty when j−d > 12 (1+|k||ω˜(ξ¯ )|). So, we only need to consider the
case j − d 12 (1+ |k||ω˜(ξ¯ )|) and 1 d dˆ. Therefore, when km+1 = 0 we get∣∣∣∣ ∂∂ξ¯ g±5 (ε, ξ¯ )
∣∣∣∣=













































− Cˆε 23  Cˆε 23
and when km+1 = 0 we have by the same proof as (A.19)∣∣∣∣ ∂∂ξ¯ g±5 (ε, ξ¯ )
∣∣∣∣
{
|O(ε 23 )| > 0, if ηˆ±(ξ¯ ) = 0,
Cˆε
2
3 , if ηˆ±(ξ¯ ) = 0
(A.28)
provided that ε is small enough. Thus, we have
measR142i jd,k 
2meas Jˆ














(Cd meas Jˆ )
−1[Vˆ ](|k| + 1)2m+2) · 2meas Jˆ
Cˆ C∗(|k| + 1)2m+3
 Cˆmeas Jˆ ,
where Cˆ is small as C∗ is large enough.
Let
J¯4 = Jˆ \
(
J42 ∪ J43).
Therefore, we can get
meas J¯4 >meas Jˆ (1− Cˆ)
provided that  is small enough. 
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h2 +μ)3 , h =min
{|i|, | j|, |d|, |l|}.
Let














ξ¯ , ω˜(ξ¯ ), ε
)=√ j2 + ε 23 [Vˆ ] +O(ε 43 ). (A.29)
Case 1.1. Assume k = 0. then




∣∣O(ε 43 )∣∣ ε 23 meas Jˆ
C∗(|k| + 1)2m+6 (A.30)
provided that ε and  are small enough. he inequality (A.30) holds true in the case.
Case 1.2. Assume k = 0. And assume i, j,d, l > 0 and i = min{i, j,d, l} without loss of generality.





kυωυ + km+1α(ξ¯ ).
Case 1.2.1. Assume f jdl(ε, ξ¯ ) = ±(μ j +μd +μl). Then
h(ε, ξ¯ ) = f jdl(ε, ξ¯ ) +
(±μi + 〈k, ω˜(ξ¯ )〉)
= ±(√ j2 + ε 23 [Vˆ ] +√d2 + ε 23 [Vˆ ]
+
√
l2 + ε 23 [Vˆ ])+ (±√i2 + ε 23 [Vˆ ] + 〈k, ω˜(ξ¯ )〉)+O(ε 43 )
= ±
(


























i2 + ε 23 [Vˆ ] + i
+ 〈k, ω˜(ξ¯ )〉)+O(ε 43 ).
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R21i jdl,k =
{










First of all, we have | ±μi + 〈k, ω˜(ξ¯ )〉| 1+
√
1+ ( n2 )2 + |k||ω˜(ξ¯ )| if 1 i  n2 . Thus, the set R21i jdl,k is
empty when | f jdl(ε, ξ¯ )| 2+
√
1+ ( n2 )2 + |k||ω˜(ξ¯ )|. If l n2 + 2+ |k||ω˜(ξ¯ )|, d n and j  n, then









as ε  1. So, we only need to consider 1 j, d < n, 1 l < n2 + 2+ |k||ω˜(ξ¯ )| and n2 < i  n in order
to calculate meas J21. Since
∂
∂ξ¯
h(ε, ξ¯ ) = ±





























i2 + ε 23 [Vˆ ]
+O(ε 43 )+ km+1α′(ξ¯ ),
when km+1 = 0 we get































i2 + ε 23 [Vˆ ]






























and when km+1 = 0 we get
∣∣∣∣ ∂∂ξ¯ h(ε, ξ¯ )
∣∣∣∣ ∣∣km+1α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23 .
J. Si / J. Differential Equations 252 (2012) 5274–5360 5351Therefore, we have
measR21i jdl,k 
2meas Jˆ
Cˆ C∗(|k| + 1)2m+6
(A.32)














+ 2+ |k|∣∣ω˜(ξ¯ )∣∣) 2meas Jˆ






Similar to the proof of Lemma 5.1, we get
meas J21  Cˆmeas Jˆ .
Case 1.2.2. Assume f jdl(ε, ξ¯ ) = μ j +μd −μl . Then h(ε, ξ¯ ) = f jdl(ε, ξ¯ )+ (±μi +〈k, ω˜(ξ¯ )〉). Observe
that there is a combination of plus and minus such that i ± j ± d ± l = 0. It suﬃces to consider the
following two cases (a) and (b) as follows.
Case (a). If l = j − d± i, then
h(ε, ξ¯ ) =
√
j2 + ε 23 [Vˆ ] +
√
d2 + ε 23 [Vˆ ] −
√
l2 + ε 23 [Vˆ ] ±
√
i2 + ε 23 [Vˆ ] +O(ε 43 )+ 〈k, ω˜(ξ¯ )〉.
From l = j − d ± i, it follows that l j.
Case (a1). Let l = j, then i = d. Therefore, we have
(i) h(ε, ξ¯ ) = 〈k, ω˜(ξ¯ )〉 or
(ii) h(ε, ξ¯ ) = 〈k, ω˜(ξ¯ )〉 + 2μi .
If h(ε, ξ¯ ) = 〈k, ω˜(ξ¯ )〉, then the inequality (5.24) holds true. Now we consider the second case. Let
R3,1i,k =
{










When km+1 = 0, we have







i2 + ε 23 [Vˆ ]
+O(ε 43 )+ km+1α′(ξ¯ )
∣∣∣∣ Cˆε 23
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∣∣∣∣ ∂∂ξ¯ h(ε, ξ¯ )






















|k|m+2  Cˆmeas Jˆ .
Case (a2). Let l < j, then i < d. Then
h(ε, ξ¯ ) =
√
j2 + ε 23 [Vˆ ] +
√
d2 + ε 23 [Vˆ ] −
√
l2 + ε 23 [Vˆ ] ±
√
i2 + ε 23 [Vˆ ] +O(ε 43 )+ 〈k, ω˜(ξ¯ )〉
= 2d + i]]+ ε 23 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i
+O(ε 43 )+ 〈k, ω˜(ξ¯ )〉,
where i is equal to ±2i or 0. Obviously, there does not exist any difference in the measure estimate
whether i= ±2i or i= 0. Thereby, we only consider the case i= 0 for convenience. Let
R3,1,1i jdl,k =
{






















We consider the following two cases:
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√

















ξ¯ ∈ Jˆ :
∣∣∣∣2d + 〈k, ω˜(ξ¯ )〉+ ε
2
3 [Vˆ ]√





















h˜(ε, ξ¯ ) = 2d + 〈k, ω˜(ξ¯ )〉+ ε 23 [Vˆ ]√




i2 + ε 23 [Vˆ ] + i
+O(ε 43 ),
when km+1 = 0, we have















d2 + ε 23 [Vˆ ] + d












and when km+1 = 0, we have
∣∣∣∣ ∂∂ξ¯ h˜(ε, ξ¯ )





















































|k|m+2  Cˆmeas Jˆ .
Case (a22). 1 l lˆ. At this time, by l = j − d± i, we get
R3,1,2i jdl,k ⊂
{
ξ¯ ∈ Jˆ :
∣∣∣∣2d + 〈k, ω˜(ξ¯ )〉+ ε
2
3 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i





: =R3,1,2i jd,k .











h(ε, ξ¯ ) = 2d + 〈k, ω˜(ξ¯ )〉+ ε 23 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i
+O(ε 43 ),
when km+1 = 0, we have































i2 + ε 23 [Vˆ ] + i
)∣∣∣∣






∣∣∣∣1j + 1d − 1l ± 1i
∣∣∣∣
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∣∣∣∣ ∂∂ξ¯ h(ε, ξ¯ )
∣∣∣∣ ∣∣km+1α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23 .
Thus, we get
∣∣∣∣ ∂∂ξ¯ h(ε, ξ¯ )
∣∣∣∣ Cˆε 23
provided that ε is small enough. Therefore, we get
measR3,1,2i jd,k <
6meas Jˆ
Cˆ C∗(|k| + 1)2m+5
.











































1+ |k|∣∣ω˜(ξ¯ )∣∣) jˆ 6meas Jˆ
Cˆ C∗(|k| + 1)2m+5
 Cˆmeas Jˆ ,
where Cˆ is small as C∗ is large enough.
It is obvious that
J3,1 ⊂ ( J3,1,1 ∪ J3,1,2),
therefore
meas J3,1 meas J3,1,1 +meas J3,1,2  Cˆmeas Jˆ + Cˆmeas Jˆ  Cˆmeas Jˆ .
Case (b). If l = j + d± i, then
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√
j2 + ε 23 [Vˆ ] +
√
d2 + ε 23 [Vˆ ] −
√
l2 + ε 23 [Vˆ ] ±
√
i2 + ε 23 [Vˆ ] +O(ε 43 )+ 〈k, ω˜(ξ¯ )〉
= [|i|] + ε
2
3 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i
+O(ε 43 )+ 〈k, ω˜(ξ¯ )〉,
where [|i|] is equal to either ±2i or 0. If [|i|] = 0, then
∣∣h(ε, ξ¯ )∣∣ ∣∣〈k, ω˜(ξ¯ )〉∣∣− ∣∣O(ε 23 )∣∣ γ|k|m+1 − Cε 23  ε
2
3 meas Jˆ
C∗(|k| + 1)2m+6 ,
which follows that the inequality (5.24) holds true. Now we consider the case [|i|] = ±2i. Let
R3,3,1i jdl,k =
{
























We consider the following two cases:



















C∗(|k| + 1)2m+2 .
It follows that, for ﬁxed i,d,
R3,3,1i jdl,k ⊂
{
ξ¯ ∈ Jˆ :
∣∣∣∣±2i + 〈k, ω˜(ξ¯ )〉+ ε
2
3 [Vˆ ]√




i2 + ε 23 [Vˆ ] + i
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h˜(ε, ξ¯ ) = ±2i + 〈k, ω˜(ξ¯ )〉+ ε 23 [Vˆ ]√




i2 + ε 23 [Vˆ ] + i
+O(ε 43 ),
when km+1 = 0, we have















d2 + ε 23 [Vˆ ] + d












and when km+1 = 0, we have
∣∣∣∣ ∂∂ξ¯ h˜(ε, ξ¯ )
∣∣∣∣ ∣∣km+1α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23




















































 Cˆmeas Jˆ .
Case (b2). 1 j  jˆ. At this time, by l = j + d ± i, we get
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{
ξ¯ ∈ Jˆ :
∣∣∣∣±2i + 〈k, ω˜(ξ¯ )〉+ ε
2
3 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i





: =R3,3,2i jd,k .











h(ε, ξ¯ ) = ±2i + 〈k, ω˜(ξ¯ )〉+ ε 23 [Vˆ ]√












i2 + ε 23 [Vˆ ] + i
+O(ε 43 ),
when km+1 = 0, we have































i2 + ε 23 [Vˆ ] + i
)∣∣∣∣






∣∣∣∣1j + 1d − 1l ± 1i
∣∣∣∣
and when km+1 = 0, we have∣∣∣∣ ∂∂ξ¯ h(ε, ξ¯ )
∣∣∣∣ ∣∣km+1α′(ξ¯ )∣∣− ∣∣O(ε 23 )∣∣ |km+1|C3(ξ¯ )ε 13 − Cε 23  Cˆε 23
provided that ε is small enough. Therefore, we get
measR3,3,2i jd,k <
6meas Jˆ
Cˆ C∗(|k| + 1)2m+5
.










































1+ |k|∣∣ω˜(ξ¯ )∣∣) jˆ 6meas Jˆ










 Cˆmeas Jˆ ,
where Cˆ is small as C∗ is large enough.
It is obvious that
J3,3 ⊂ ( J3,3,1 ∪ J3,3,2),
therefore
meas J3,3 meas J3,3,1 +meas J3,3,2  Cˆmeas Jˆ + Cˆmeas Jˆ  Cˆmeas Jˆ .
Case II. Assume (i, j,d, l) ∈Nn and k = 0. In this case, obviously, we have




provided ε small enough.
Let
J¯5 = Jˆ \
(
J2,1 ∪ J3,0 ∪ J3,1 ∪ J3,3),
then
meas J¯5 meas Jˆ · (1− Cˆ).
Let
J = J¯2 ∩ J¯3 ∩ J¯4 ∩ J¯5,
then we get
measJ =meas( J¯ ∩ J )meas Jˆ · (1− Cˆ)
provided that ε and  are small enough. 
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