The retrieval of near-receiver mantle structure from scattered waves associated with teleseismic P and S and recorded on three-component, linear seismic arrays is considered in the context of inverse scattering theory. A RayzBorn formulation is proposed which admits linearization of the forward problem and economy in the computation of the elastic wave Green's function. The high-frequency approximation further simpli¢es the problem by enabling (1) the use of an earth-£attened, 1-D reference model, (2) a reduction in computations to 2-D through the assumption of 2.5-D experimental geometry, and (3) band-diagonalization of the Hessian matrix in the inverse formulation. The ¢nal expressions are in a form reminiscent of the classical di¡raction stack of seismic migration. Implementation of this procedure demands an accurate estimate of the scattered wave contribution to the impulse response, and thus requires the removal of both the reference wave¢eld and the source time signature from the raw record sections. An approximate separation of direct and scattered waves is achieved through application of the inverse free-surface transfer operator to individual station records and a Karhunen^Loeve transform to the resulting record sections. This procedure takes the full displacement ¢eld to a wave vector space wherein the ¢rst principal component of the incident wave-type section is identi¢ed with the direct wave and is used as an estimate of the source time function. The scattered displacement ¢eld is reconstituted from the remaining principal components using the forward freesurface transfer operator, and may be reduced to a scattering impulse response upon deconvolution of the source estimate. An example employing pseudo-spectral synthetic seismograms demonstrates an application of the methodology.
INTRODUCTION
Recent years have seen the proliferation of portable, broad-band, seismic experiments deploying increasing numbers of threecomponent seismometers and focused on the retrieval of crust, mantle and core structure (e.g. Nolet & Vlaar 1982; Nabelek et al. 1993; Silver & Kaneshima 1993; Wysession et al. 1996; Dueker & Sheehan 1997 ). An important objective in many of these experiments has been the delineation of mantle interfaces, most notably the Mohorovicic and transition zone (410 and 660 km) discontinuities. In general, this goal is most e¡ectively achieved through the analysis of steeply propagating P D s phases converted from P to S at discontinuities in shear velocity (Vinnik 1977; Langston 1979) . Recent work (Bostock 1998) has shown that where large quantities of data are available from a single location, it is possible to identify similar scattered phases from intervening discontinuities in the subcontinental mantle which provide insight into the tectonic assembly and evolution of individual lithospheric blocks. Near-vertically propagating, scattered teleseismic phases, including P D s and analogous S phases, share a number of characteristics with the topside re£ected waves used in exploration seismology, notably a con¢ned sampling of subhorizontal interfaces which contributes to enhanced lateral resolution over other seismic methods. This raises the prospect of detailed lithospheric pro¢ling with broad-band, three-component seismic arrays to depths an order of magnitude greater than are generally possible with active source techniques. Indeed, the analogy has already begun to be exploited in some processing schemes using teleseismic phases (Troitskiy et al. 1981; Hedlin et al. 1994; Revenaugh 1995; Dueker & Sheehan 1997) . In this study we extend such work by outlining a linear, inverse-scattering formalism which permits the retrieval of variations in crust and mantle elastic properties from array observations of body wave teleseismic waveforms.
FORWARD PROBLEM
In this section we present the forward problem of describing the singly scattered teleseismic wave¢eld from an arbitrary heterogeneous region located within the upper mantle in the vicinity of a linear receiver array (see Fig. 1 ). The single scattering (Born) approximation has been formulated and examined in numerous previous studies (e.g. Hudson 1977; Wu & Aki 1985; Beylkin & Burridge 1990) , and therefore only those steps necessary to an understanding of the ¢nal expressions will be presented here. We begin with the frequency-domain elastic wave equation for an isotropic medium, (jG jk , j ), i z(k(G ik , j zG jk , i )), j zou 2 G ik~dik d(x{x 0 ) .
Here j~j(x), k~k(x) are the Lame¨parameters, o~o(x) is density and G ik~Gik (x, x 0 , u) is the Green's function or displacement impulse response observed in direction i at x due to a point source in direction k at x 0 . We further consider a reference medium which di¡ers only slightly from the medium of interest (i.e. the true receiver-side upper mantle). This leads to the de¢nition of perturbation quantities *j, *k, *o and *G ik as follows:
and
where the material properties in the reference medium are denoted with the superscript 0 and the Green's function G 0 ik satis¢es an equation similar to (1) but with the material property parameters replaced by their reference counterparts, i.e.
By subtracting (4) from (1) we obtain a wave equation for the scattered ¢eld *G ik in terms involving the reference material parameters and with a source term that depends on the material property perturbations and Green's function for the medium of interest. Superposition is then exploited to derive a Lippman^Schwinger integral equation for *G jk ,
where an integration by parts has been performed to transfer derivatives in material properties to derivatives over the Green's function G ik under the assumption that material perturbations vanish at the free surface. This equation is linearized by assuming that Figure 1 . Schematic diagram identifying geometrical quantities referred to in the text. (a) Ray path geometry of teleseismic phase originating at source point s and recorded at receiver point r. (b) Portion of incident wave ray path to scatterer location x and scattered wave path from x to receiver location r. Mode interaction m~3 (i.e. incident S wave scattered into P wave) is shown for purposes of illustration. Note here that h~Q {Qª and t~(1{C)Qª zCQ , where C~C(h) for m~2, 3 and C~0X5 for m~1, 4, 5. The two-way slowness vector +T (3) (r, x, s)~+t S (x, s)z+tª P (r, x) is perpendicular to an isochronal surface (dashed line) which identi¢es the locus of all subsurface scatter points that could give rise to energy on the seismogram at the same time as the scattered wave from x. ß 1999 RAS, GJI 137, 732^746 G ik^G 0 ik (the Born approximation) when the material property perturbations in (2) are small, such that
where we have set
for brevity in notation. The signi¢cance of the spatial coordinates r, s, x in the context of near-receiver, upper-mantle scattering is illustrated in Fig. 1 . Note that variables with a caret ( ) are associated with spatial dependence (x, s) and thus represent propagation from the source point s through the source-side upper mantle and lower mantle to a scattering point x beneath the receiver array. Quantities with a circum£ex () represent propagation between x and a surface receiver position at r within the receiver-side upper mantle and are assigned a spatial dependence (r, x). We will further adopt the high-frequency asymptotic or ray approximation to the Green's functions in (6), and set e.g.
Here t P , t S are phase functions which satisfy eikonal equations for P and S waves, respectively, while A í P ij , A í S ij satisfy P-and S-wave transport equations. Incorporating these forms within the Born integral in (6) and isolating only contributions of highest order in frequency results in ¢ve integrals which describe scattering interactions amongst di¡erent combinations of incident and scattering modes. For example, the contribution of P-to-P scattering to *G jk may be written as
where we have exploited relations such as
Here u k , uª k are unit vectors in the directions of the incident and scattered rays at the scattering point x and h is the angle between them (see Fig. 1 ). Similar quantities are exploited to derive expressions for scattering interactions involving S modes [however, an additional complication in the form of S-wave polarization must be accounted for; see e.g. Beylkin & Burridge (1990) ]. These expressions are posed in terms of material properties *j, *k, and *o, a formulation which, from the point of view of inversion, may not be optimal (Tarantola 1986; Beydoun & Mendes 1989; de Nicolao et al. 1993; Forgues & Lambare¨1997) . For backscattering (e.g. seismic re£ection) problems, it is widely appreciated that perturbations in P-and S-wave impedances together with *o constitute a better combination of model parameters. In the forward scattering case [*a/a 0 , *b/b 0 , *o/o 0 ] are a preferable choice (see discussion in the following section). Eq. (9) and its analogues can be transformed from [*j, *k, *o] to [*a, *b, *o] through the ¢rst-order relations
We will need to make two further assumptions. Within the context of the high-frequency approximation, we will adopt a 1-D reference model. This is a reasonable approach for the upper mantle where the magnitudes of velocity perturbations from standard reference earth models are generally smaller than those in near-surface environments, i.e.`10 per cent. We may then simplify the computations considerably by noting that, at high frequencies, wave propagation in a 1-D spherical earth can be e¡ectively modelled in an equivalent, horizontally strati¢ed medium (Chapman 1973) . Thus in the ensuing development all reference material properties are referred to in the earth-£attened (Cartesian) domain, e.g. a 0~a0 (x 3 ). In addition, we will assume that material property perturbations are 2-D with strike perpendicular to the plane of propagation and the linear array of receivers at the surface (Fig. 1) , such that e.g. *a~*a(x 1 , x 3 ). This con¢guration permits a stationary phase evaluation of the integrals such as (9) with respect to the transverse coordinate x 2 (Bleistein 1986). Thus the P?P scattering integral in (9) can be posed in terms of material property variations which vary only in x 1 , x 3 :
The p quantities are de¢ned by e.g.
where p is the ray parameter (horizontal slowness in the earth-£attened medium) associated with the (x, s) coordinate pair. The corresponding expressions for the remaining four scattering interactions are as follows:
*G
( 1 7 ) Note that h in (12) and (14)^ (17) is implicitly referenced to the corresponding scattering mode interaction as the angle between the incident and scattered rays.
INVERSE PROBLEM
There are several approaches (Beylkin 1985; Miller et al. 1987; Beylkin & Burridge 1990; Jin et al. 1992) to the design of an inverse operator for eqs (12) and (14)^ (17) which exploit the high-frequency assumption used in their derivation. We follow that of and Jin et al. (1992) who consider the problem from the point of view of classical inverse theory (Tarantola 1987) . Eqs (12) and (14)^ (17) can be written in a more compact form as
where m~1, 2, 3, 4, 5 correspond, respectively, to scattering interactions P?P, P?S, S?P, SV ?SV and SH?SH; M n (x) is a three-element vector of material property perturbations [*a/a 0 , *b/b 0 , *o/o 0 ]; W mn (r, x, s) is a 5|3 matrix whose entries correspond to the coe¤cients of M n (x) in eqs (12) and ( 
At this juncture we note that the continuous and discrete independent variables r, s, u, i, j, m enumerate the data space, whilst the model space is represented by x and n. Practical inversion for M n (x) will require discretization of the relation in (18) from the point of view of both computational implementation and the restriction of a ¢nite sampling in s and r. We will consider a data mis¢t function
where *G m jk and D m jk are the forward modelled and observed seismograms, respectively (and where the latter have been preprocessed as described in the following section). As explained by Jin et al. (1992) , Q m (r, x, s, u) plays the role of a data covariance matrix but di¡ers from that of more traditional applications through a dependence on x which will be speci¢ed below. In discrete form we may write the elements of *G m jk (r, s, u) as
where
[note here that we have absorbed the area elements *x within an implicit, rectangular cell basis expansion for W mn (r, x, s)].
Least-squares minimization of the discretized form of (22) yields the matrix relation
where { indicates conjugate transpose, and matrix quantities B, Q, m, d correspond to elements
, respectively. The inversion of the full Hessian matrix, H~B { QB, is computationally intensive, and this has motivated the derivation of approximate diagonal or band-diagonal forms (Beylkin 1985; Beylkin & Burridge 1990; Jin et al. 1992) justi¢ed through the use of the high-frequency approximation in the forward problem. To see this we write the elements of the Hessian H nn 0 (x, x 0 ) explicitly as
An approximation may be derived through a Taylor series expansion of x 0 about x wherein only the most signi¢cant quantities are retained in accordance with the high-frequency assumption. Explicitly,
With these modi¢cations it is possible to identify within eq. (26) a form resembling the 2-D Fourier integral expansion of a delta function, i.e.
where k~k(sin t e 1 zcos t e 2 ), k~k j j and e 1 , e 2 are mutually perpendicular unit vectors. This identi¢cation requires
and the de¢nition of an angle t as shown in Fig. 1 . The quantities c , cª in (31) represent the velocities of the incident and scattered modes, respectively, and thus take values of either a 0 or b 0 . Partial diagonalization of the Hessian is then achieved by requiring that the elements of the covariance matrix Q satisfy
where *s, *r are the source and receiver intervals, respectively, and
Here, J 2 2D (s, x), J 2 2D (r, x) are the 2-D geometrical spreading functions from the scatterer to the surface sources and receivers, and wí , wê are the angles subtended by the incident and scattered rays with the vertical at the surface points s and r (see Fig. 1 ). Note that the 2-D geometrical spreading functions satisfy reciprocity relations of the form J Identi¢cation of the spatial delta function yields the band-diagonalized Hessian
where h min , h max are the minimum and maximum di¡raction angles represented within the data. It must be noted that this de¢nition is exact only in the event that (1) the distribution of sources and receivers permits 180 0 angular coverage in t, and (2) we record in¢nite bandwidth. Neither of these requirements is realizable in practice owing to ¢nite aperture and seismometry, and hence (34) must be viewed as a further approximation. The gradient of the mis¢t function, g n (x) (or in matrix form g~B { Qd), can, under this de¢nition of Q, be written as
where 6 denotes convolution and n(t) is the inverse Fourier transform of u j j/N(u). Finally, combining (34) and (35) the model parameters are solved for as follows:
where W represents a 5|3 matrix whose entries are W mn (h) (if not all scattering interactions, m~1?5, are represented within a given data set then the row dimension of W is reduced accordingly). Eq. (35) demonstrates the similarity of the current formulation with classical, di¡raction-stack migration through the summation of data along the traveltime moveout curve corresponding to the arrival of scattered energy (see the discussion by Miller et al. 1987) . The denominator A m (r, x, s) j j 2 corrects for geometrical spreading e¡ects while the obliquity factor
commonly ignored in more rudimentary stacking schemes, is essential to the proper focusing of energy in the imaging process (e.g. Esmersoy & Miller 1987) . It is interesting to note in this context that forward scattering (i.e. h~n) into the same mode (i.e. m~1, 4, 5) does not contribute to the imaging of structure (since +T m (n) j j0) even though the scattered wave amplitudes are in general large (see expressions 12, 16 and 17). Although it may appear as though the denominator in (35) would lend instability to the computation of g at large r{x j j, this is not the case. The transformation of coordinates from (u, r, s) to (k, t, h) counteracts the e¡ect of A m (r, x, s) j j {2 and results in a weighting of individual seismograms which generally diminishes with horizontal distance from the scatterer. Fig. 2 illustrates this point using an example taken from the synthetic model treated in a later section, and also provides an indication of the e¡ect of ¢nite aperture on resolution of structure as a function of depth.
The eigenvalue spectrum of hmax h min dh W T W governs the stability of the inverse problem and the reliability with which various combinations of material parameters can be recovered (see e.g. de Nicolao et al. 1993; Forgues & Lambare¨1997) . This is illustrated in Fig. 3 , where scattering interactions m~1, 2 (i.e. scattering of incident P into di¡racted P and di¡racted S) are considered. The Fig. 5 and a scattering point at (a) (x, z)~(0, 10) km and (b) (x, z)~(0, 100) km. Mode interaction m~1(P?P) is shown as a solid line while interaction m~2(P?S) is shown dashed. Note that for the shallower (10 km) scatter point the array encompasses the full range of signi¢cant contributions to (35), while resolution of structure at 100 km depth is compromised by insu¤cient aperture. The minima located slightly to the right of x~0 km for m~1, 2 at both depths results from a minimum in +T m (h) j jat h~n.
condition numbers for this problem are de¢ned as the ratios of the largest eigenvalue p 1 to the intermediate and smallest eigenvalues, p 2 and p 3 , and are shown in the top panel as a function of minimum di¡raction angle h min (the maximum di¡raction angle h max is taken to be 180 0 ). Note that p 1 /p 2 decreases rapidly to values less than 10 for h min less than 150 0 indicating that the parameter combinations illuminated by the ¢rst two eigenvectors are resolved to near-comparable levels. The parameter combination corresponding to the third eigenvector is, however, poorly resolved to much smaller h min , and for realistic experimental con¢gurations will remain indeterminate. It is clear from Figs 3(b)^(d) that for 100 0`h min`1 80 0 the three eigenvectors e¡ectively point to *a/a 0 , *b/b 0 and *o/o 0 , respectively, thereby justifying their selection in the previous section as a suitable set of independent physical parameters. Moreover, this indicates that whereas we may hope to determine both velocities from analysis of scattered phases in the coda of P, we are unlikely to resolve density. To relate m as de¢ned in (36) to the true Earth, we apply a local inverse earth-£attening transformation along a vertical axis at the horizontal position of interest. This is not strictly valid beyond 1-D earth models but while we are concerned with structure con¢ned to upper-mantle depths the induced distortion will be small. Finally, as noted previously by Beylkin & Burridge (1990) and Jin et al. (1992) , this procedure may be incorporated as a ¢rst step in iterative non-linear waveform inversion, although we will not explore this extension here. (36) provide a formalism for the retrieval of receiver-side mantle structure from the inversion of broad-band seismograms recorded on a linear array of receivers oriented within the plane of propagation. However, their implementation is predicated upon the application of several important preprocessing steps to the raw record sections including (1) separation of the scattered wave¢eld from the total ¢eld U m jk (r, s, u); (2) deconvolution of the event source time function from the scattered ¢eld to yield the scattering Green's function D m jk (r, s, u); and (3) isolation of the discrete scattering modes, m~1, F F F , 5. A procedure for meeting these prerequisites is outlined below.
Partial isolation of scattering modes is naturally accomplished for teleseismic phases through the large time interval separating P and S waves arriving at epicentral distances greater than 30 0 [although multiply scattered waves following direct P and generated by a variety of structures between source and receiver do pose a signi¢cant source of signal-generated noise in the analysis of teleseismic S (Vinnik & Romanowicz 1991; Bock 1994) ]. Separation of scattered modes from the same incident mode (e.g. m~1, 2; or m~3, 4; or m~5) is possible where a very dense sampling of the wave¢eld is a¡orded (Wapenaar et al. 1990 ), but may be less e¡ective in the present context where the spatial distribution of sources and receivers can be somewhat sparse and irregular. We choose rather to rely on the contraction & j A m jk D m jk in (35), which, as noted by Beylkin & Burridge (1990) , achieves a natural suppression of unwanted energy through the steering of particle motion to the vector displacement of the expected signal. The k subscript in this summation has been intentionally omitted. It represents the e¡ect of radiation pattern and impacts on our problem in two important ways. First, it governs the relative amplitude of P and S phases, which, because of their time separation, is signi¢cant only insofar as the aforementioned problem of signal-generated noise prior to and during the arrival of teleseismic S is concerned. This problem may be avoided by considering only events for S waves which exhibit low levels of signal-generated noise in a time interval prior to the arrival of the direct S wave. Second, it controls variations in amplitude of the incident wave¢eld across the receiver array at r; one may assume that the recorded wave¢eld samples a small portion of the focal sphere away from nodal planes/points such that the amplitude of the incident wave across receivers varies only through geometrical spreading. Alternatively, and if strong local variations in near-surface structure are present along the array which cannot be resolved using available station spacing, one may choose to weight seismograms by some measure of the magnitude of the direct wave (see below) which normalizes its contribution but retains proportionality with scattered wave amplitudes. In this case one should set A í j (x, s)~1 in (20) and 1/s (x, s)~0 in (21).
In the following we detail the estimation of source signature and scattered wave¢eld for incident P waves; however, the extension to teleseismic S follows along similar lines. To separate the scattered and incident waves requires that we exploit prior information concerning the origin and propagation characteristics of the incident wave. We must assume that the 1-D reference medium properly accounts for propagation of the direct wave through the mantle and for near-receiver velocity structure. Accordingly, each surface recording may be associated with a speci¢c horizontal slowness p characterizing the direct wave at a location r. Further, we assume that the recorded data have been rotated into radial, transverse and vertical components such that the displacement U m jk (r, s, u) may be represented by the triple u~[U R , U T , U Z ] T . In this form the data may be subsequently transformed into an upgoing wave vector, w~[P, SV , SH] T , wherein those plane wave components in the data with horizontal slowness p (notably the direct P arrival) are e¡ectively separated into wavetype. This is accomplished through a procedure described by Kennett (1991) which employs the analytic inverse of the free-surface transfer matrix F, i.e.
In general, we will consider all energy on the SV component to represent scattered signal, whereas that on P will include contributions from both scattered P and S phases and the direct P wave. Note that non-zero energy on the SH component indicates a violation of the assumptions of 2.5-dimensionality and/or isotropy; the implications thereof will be discussed in a later section. To separate direct and scattered waves we exploit the spatial correlation structure of the waveform data. An optimum set of relative delay times is determined for the P-component time-series (i.e. for all available r) using multichannel cross-correlation (VanDecar & Crosson 1990 ) over a window bracketing the arrival of the direct wave and ¢ltered to the frequency band of interest. These time-series are then aligned by their delay times and assembled in a matrix P whose rows are indexed by location r and whose columns enumerate time samples. This matrix may be decomposed into principal components through a Karhunen^Loeve transform, which is, conceptually, most readily accomplished via singular value decomposition [we use the terminology KarhunenL oeve transform interchangeably with principal component analysis; however, there exist some philosophical distinctions between the two approaches (see Ulrych et al. 1998) ]. In practice, however, the column dimension of P (i.e. the number of time samples) generally renders this approach computationally impractical and an alternative route involves calculating the eigenvectors of the outer covariance matrix PP T and assembling them as column vectors in a matrix R (Ulrych et al. 1998) . A new data matrix P l containing, for example, only a single principal component l is computed as
where R l is formed from R with all eigenvectors except that corresponding to the lth eigenvalue set to zero. Inclusion of more than one principal component follows in an analogous manner (note that when all principle components are retained we have RR T~I , where I is the identity matrix). The ¢rst principal component (l~1, corresponding to the largest eigenvalue of PP T ) represents that ß 1999 RAS, GJI 137, 732^746 component of the section most strongly correlated from trace to trace and so may be used as an estimate of the source time function after windowing to exclude later phases such as PP. By similar reasoning we may identify the data matrix P 2?L , formed from the remaining principal components, with the scattered ¢eld. In an analysis of synthetics, we have found that the second principal component includes primarily structure corresponding to minor misalignments of the direct P wave and so reconstruct the scattered wave¢eld using components 3?L. The scattered wave vector, say w 3?L formed from P 3?L , is then transformed back to displacement using the free-surface transfer matrix F (see Appendix A), as follows:
Deconvolution with the estimated source time function (derived from P 1 ) thereupon yields the observed scattered displacement
T which is in a form appropriate for use as D m jk (r, s, u) for m~1, 2 in eq. (35). Alternatively, if data from a number of di¡erent earthquake sources are employed, better results may be achieved, albeit at slightly greater computational expense, through simultaneous deconvolution of multiple source time functions performed synchronously with the trace summation step in (35) (Gurrola et al. 1995; Bostock 1998) .
We have elected not to reposition the scattered displacement seismograms to their true times after processing, although this might easily be done. As a result, information pertaining to the long-wavelength components of the material property perturbations will be lost. This is, however, of little consequence since the RayzBorn formulation permits only the recovery of sharp, discontinuous changes in material properties (Beylkin & Burridge 1990) . By implementing the algorithm using di¡erential (i.e. with respect to the primary phase, P or S) rather than absolute times, the degree of proximity required between the reference medium and the true Earth is relaxed somewhat since the opportunity for timing misalignment from more gradual variations in velocity structure is reduced.
We also note that the approximation to the source time function, made by using the ¢rst principal component of the aligned P-wave section, will be inaccurate in several respects. Any phase which exhibits low levels of moveout with respect to the direct wave will be included to some extent in the estimate. This includes the ¢rst crustal reverberation (termed here Pp M p) in the case of a nearhorizontal Moho, as well as scattered phases generated near the source. In both of these cases the net result may in fact be bene¢cial; the crustal reverberation represents a form of multiple scattering which is not accounted for by the present (single-scattering) migration formulation and so inclusion of at least some contribution from Pp M p in the source time function will attenuate its e¡ect on the deconvolved seismograms (Langston 1979) . Moreover, as we are interested in the present study only in near-receiver, upper-mantle structure, it is clearly desirable to remove the e¡ects of source-side structure to the greatest degree possible.
APPLICATION TO SYNTHETIC DATA
In this section we demonstrate an application of the preprocessing and migration procedures outlined above. A data set of twocomponent synthetic seismograms was computed using an elastic, 2-D pseudo-spectral code (Koslo¡ et al. 1990 ) provided courtesy of David Kessler. Numerical (versus RayzBorn) synthetics were chosen to examine the resilience of the approach to ¢nite frequency wave propagation and slight multiple scattering. The model, shown Fig. 4 , is de¢ned over a 350|200 km grid discretized at 2 km intervals, and comprises two heterogeneous bodies within an otherwise homogeneous crust (thickness 35.4 km, a 0~6 X2 km s {1 , 
. Heterogeneity takes the form of a 9 km deep, V-shaped crustal depression 18 km in lateral extent, and a positive, cylindrical perturbation in shear velocity (b~5X4 km s {1 ) with a diameter of 7 km. A plane P wave (horizontal slowness p~0X03 s km {1 ) characterized by a Gaussian pulse of the form e {18t 2 (t measured in s) illuminates the region from the lower left.
Synthetic waveforms are shown in Fig. 5 and are dominated by the initial plane wave. Strong arrivals exhibiting large moveout are arti¢cial re£ections generated along grid boundaries. Other lower-amplitude arrivals are conversions and free-surface reverberations from the Moho arriving with the same slowness as the incident wave, and waves exhibiting strong traveltime curvature scattered and converted from the two heterogeneous zones. In Fig. 6 , the synthetics have been convolved with an e¡ective source waveform (Fig. 7) formed as the sum of three Berlage wavelets (Aldridge 1990) with dominant frequencies at 0.2, 0.4 and 1 Hz. These data have been subject to the procedure described above to isolate the scattered waves (Fig. 8) and source time function (Fig. 7) , and subsequently deconvolved using the source estimate to arrive at the scattering contribution to the impulse response (Fig. 9) . The source time function is closely approximated by the ¢rst principal component of the P section but with some loss of high frequency and, as discussed earlier, the inclusion of some component of Pp M p. Preprocessing has strongly attenuated the direct wave (a) (b) and deconvolution has collapsed the secondary arrivals such that their polarity is now readily identi¢able. Fig. 10 shows di¡erential seismograms computed by subtracting the synthetic seismograms in Fig. 5 from those determined from a 1-D ( i.e. crust and mantle) model without lateral heterogeneity. Comparison of Figs 9 and 10 is quite favourable for waves scattered from the heterogeneity; however, the di¡erential seismograms show much less contamination from arti¢cial grid re£ections, and Moho conversions/ reverberations have been e¡ectively muted. The presence of some reverberation contribution for traces 60^120 in Fig. 10 is the result of a slight mismatch in crustal thickness between the two models over this interval.
We have employed the di¡erential seismograms in Fig. 10 as input to the Ray+Born inversion/migration procedure rather than the sections in Fig. 9 in order to obviate the e¡ects of arti¢cial re£ections which would not be present in real data and to concentrate on the ability of the migration to focus scattered energy into images of the heterogeneity. The migration formulation for two dimensions di¡ers slightly from that for 2.5 dimensions in the form of the amplitude function A m jk and the frequency phase shift N(u) but in other respects is very similar. Results are shown in Fig. 11 . The main feature apparent on the P-velocity image is a lowvelocity, triangular perturbation coinciding with the crustal trough. The primary anomaly is well localized but there is smearing evident both above and below the true location extending along di¡use arms. Note that very little leakage of the mantle positive shear velocity perturbation appears in the P-velocity image. Although slightly noisier than the P-wave image when plotted at the same scale, the S-velocity image nicely de¢nes the low-velocity trough in addition to localizing the positive shear velocity perturbation embedded within the mantle. We note that much of the extraneous velocity structure present in Figs 11(a) and (b) would be further attenuated through the inclusion of additional data representing incident plane waves with di¡ering slownesses. As expected, the density image in Fig. 11(c) is dominated by artefacts arising from the ill-posedness of the inverse problem. 
CONCLUDING REMARKS
This study represents an extension of theory developed in the ¢eld of seismic exploration to the problem of forward scattering within the Earth's crust and upper mantle. As such, it must be regarded as preliminary and proof-of-concept in nature, providing a framework for more detailed studies of crust and upper-mantle heterogeneity encompassing both theory and observation. An obvious shortcoming of the current formulation stems from the increasingly widespread recognition that the upper mantle is seismically anisotropic over a wide range of scales (e.g. Silver & Kaneshima 1993; Bostock 1998) . This poses problems for the 2.5-D treatment since out-of-plane propagation will, in general, in£uence the wave¢eld recorded on a linear array over a 2-D anisotropic medium; thus 2-D anisotropy will generally demand a fully 3-D treatment (e.g. Burridge et al. 1998 ; only if one assumes that the incoming wavefront is planar in the transverse coordinate do the forward and inverse problems become strictly 2-D). Nonetheless, the isotropic formulation may prove useful for qualitative mapping of structural variations just as the acoustic approximation was exploited in early exploration practice. Another complication which must be assessed is the importance and treatment of multiple scattering arising, in particular, through the interaction of the teleseismic wave¢eld with the free surface (including topography) and Moho. For teleseismic P waves, the resulting reverberations generally arrive between 13 and 20 s after the direct wave in typical continental settings and thereby mask a signi¢cant depth interval within the upper mantle. In this context it is interesting to note that the presence of strong mantle anisotropy may be useful in creating strong, singly scattered signals on transverse-component seismograms which are relatively uncontaminated by these crustal waves (Bostock 1998) .
From an observational perspective, it is clear that few regions globally a¡ord 2-D geology coinciding with a perpendicular plate boundary con¢guration that would guarantee a reliable supply of earthquake sources. However, an appeal made once more to the exploration experience suggests that the assumption of 2-D geological strike may be relaxed somewhat without a major degradation in the resulting images. Moreover, anticipated advances in computing technology and improved accessibility to larger numbers of three-component, broad-band sensors may render fully 3-D experiments feasible in the longer term. It is worth noting then that the formalism presented here generalizes without major modi¢cation to three dimensions and that the aforementioned geometrical restrictions pertaining to source distribution are then less of a concern.
