We define an integer valued function of the Farey fractions which we call the index, and we prove two exact formulae involving this. We give asymptotic formulae for the second moment of the index and for the value distribution. Zagier communicated to us a remarkable formula relating the index to Dedekind sums and this yields further asymptotic formulae. 
Introduction and statement of results

Let
The sequence (x i ) may be extended onto Z by defining x i+R = x i + 1 for all i. We suppose that x i = b/s, and that the adjacent fractions are
we write r = r(x i ), s = s(x i ) and t = t(x i ). For the second formula for the index, we letb and n be such that 1 ≤b < s, bb ≡ 1 (mod s) and 0 ≤ n < s, N ≡ n (mod s). Then r ≡b (mod s) giving r = ps +b with
Definition. We define the index of the fraction x i as ν(x i
Similarly t = qs −b with
The second and third terms on the right of (1.7) can take the values −1, 0 and 0, 1, respectively. Their sum can take the values 0, ±1, but not both the values ±1.
Our investigation was initiated by one of us making a numerical observation while walking in a park. The observation led us to
We need to consider the frequency of the upper and the lower values of the index and this leads us to another exact formula.
Definition. The deficiency δ(s) is the number of fractions
takes its lower value.
Theorem 2. For all N , we have
Thus, for N = 9, the right-hand side of (1.9) has the value 171−102−56+1 = 14, which is in agreement with the 
We may enquire about the frequency with which ν(x i ) takes the value k. We define
where L(N, k) and U (N, k) count, respectively, the number of occurrences of k as a lower and upper value.
Theorem 4. For all N we have, uniformly for
in which
(1.14)
It follows at once that
where
These results are useful only when k 2 < N/ log N , but we also have, in any case, that
We next consider the partial sums of the index. One definition which seems appropriate is
where the star indicates that the end terms of the sum are each halved. For example,
We were surprised to find in our numerical trials that |D j | seemed never to exceed N − 2 and apparently was much smaller than this on average. The explanation lies in the following remarkable theorem which has been communicated to us by Don Zagier. 
Theorem 5 (D. Zagier). We have
We give our proof, which is by induction on j; it is merely a verification of the formula (1.18), and therefore does not explain how Zagier found the identity. The reader will find this secret, and much more information, in [8] . In an earlier version of our paper we had various conjectures which are now corollaries of Zagier's theorem.
Theorem 6. We have |D j | ≤ N − 2, with equality if and only if
In an earlier version of our paper, we also made following
Conjecture. There exists a function
In fact a stronger form of the conjecture has now been established in a forth coming paper by Boca, Gologan and Zaharescu [2] . here and we should be interested to discover an elementary treatment of this sum.
Proofs of Theorems 1, 2, 3 and 4
Proof of Theorem 1. We write
The sum on the right is
in which it is understood that (1) = 1 and (s) = 0 for s > 1. It follows that
where we have used the formula (1.1) for R, and we remark that another formula is
The required result (1. 
Applying Theorem 1, we find that 
Proof of Theorem 3. We put
and we have
We write
6)
so that, by Theorem 2,
Extending the range from 1 ≤ s ≤ N to 1 ≤ s ≤ 2N as in the proof of Theorem 2, we find that
The sum in (2.9) is Assembling (2.8), (2.9) and (2.10), the sum Z(N ) in the theorem becomes
We now turn our attention to the sum Y N in (2.7), which we are unable to evaluate exactly. We recall from (2.3) and (2.2) that
where τ is the divisor function. From (2.7) and (2.13), we now have
in which our largest error term arises. Extending the range of the sums here, we find that
Inserting this into (2.12) yields
and it remains to consider the sum here.
In the following, it will be convenient to let the letters s, σ, t and T be the usual symbols used in the theory of the Riemann zeta-function. The Dirichlet series for f (n) in (2.11) is given by
we find that
The integrand has a removable singularity at s = 0, and we move the line of integration to the contour C comprising the five line segments
The residue of the integrand at the pole s = 1 is given by
and we proceed to estimate the integral along our contour C. On the segments on which σ = 2 the integrand is N 3 /t 2 and the integrals are
On the line segments on which s = σ ± iT we have ζ(s) T 1 2 + , |ζ(s + 1)| 1/ log T , so that the integrals are
We set T = N 3 , so that the contributions from these integrals are O(N 3 ). On the line σ = 0 we employ the functional equation. We have
and
and the integral is
We apply Cauchy's inequality and the formula (Titchmarsh [7] : Theorem 7.2)
to see that the integral in (2.25) is log T log N . Hence, by (2.19), (2.20) , and the estimates (2.21) and (2.22), 27) and the required result follows by inserting this into (2.16).
Proof of Theorem 4. It will be sufficient to consider L(N, k) as the other case is similar; we already saw that
moreover, from (1.4), we require that
From (2.28) this reduces to
and since r is prime to s the number of choices for r in (2.31) is
and we need to sum over the range in (2.28). We proceed by partial summation, writing
Assuming that y < z to begin with, we find that
so that the end terms contribute k −1 N log N to the error. The middle terms contribute
to the error, since
The main term in (2.35) is 
It is easy to see that the error term arising from the divisor function in (2.32) is absorbed here; for example Dirichlet's theorem gives
Therefore (2.39) provides a formula for L(N, k) in the case y < z, and if y = z then L(N, k) = 0 because the range for s in (2.28) is empty and the formula remains valid. Finally we may replace 3N 2 /π 2 by R in (2.39) without affecting the error term, and this gives the first asymptotic formula in (1.12) together with the formula for k . The remaining formulae can be established similarly, and (1.15) follows at once.
Proofs of Theorems 5, 6, 7 and 8
Proof of Theorem 5. We take as induction hypothesis that (1.18) holds at j, and we begin by checking it when j = 1. We already saw that Suppose now that (1.18) is true. We have
where f 1 (s) is defined as the coefficient in a Dirichlet series, viz
from which it follows that our sum is
As Theorem 8 shows, the second error term in (3.4) is of a smaller order than the first; in any case, for our purpose here, Cauchy's inequality yields
so that the theorem is proved. 
