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Zusammenfassung
Mikrostreifengasdetektoren (MSGCs) eignen sich aufgrund ihrer guten Ortsauflösung
und ihrer hohen Ratenkapazität für den Einsatz in modernen Experimenten der Hoch-
energiephysik. Die Verwendung von Gaselektronenvervielfachungsfolien (GEM-Foli-
en) als zusätzliches Verstärkungselement erhöht die Betriebssicherheit und führt zu
sog. MSGC+GEM-Detektoren.
Der Spurdetektor des CMS-Experiments (Compact Muon Solenoid) am Beschleu-
niger LHC (Large Hadron Collider), der am europäischen Kernforschungszentrum
CERN (Genf, Schweiz) gebaut wird, sollte im Vorwärts- und Rückwärtsbereich mit
solchen MSGC+GEM-Detektoren bestückt werden. Aus diesem Grund wurde eine
Vorserie von insgesamt 18 Detektormodulen gebaut und einem sog. Meilensteinexpe-
riment unterzogen, in dem sie ihre Eignung unter LHC-ähnlichen Bedingungen unter
Beweis stellen mußten.
In dieser Arbeit werden der Bau und der Test von fünf dieser Vorserienmodule
beschrieben. Dabei werden Aspekte einer Massenproduktion behandelt, mögliche Pro-
bleme aufgezeigt und Ansätze zu ihrer Lösung vorgeschlagen.
Die fünf Detektormodule wurden zusammen mit 13 weiteren, baugleichen Modu-
len am Paul-Scherrer-Institut (Villigen, Schweiz) mit einem Pionenstrahl mit einer
maximalen Rate von 6 kHz/mm2 bestrahlt. 16 Detektormodule erfüllten die Bedin-
gungen des Meilensteinexperiments. Während einer Zeit von 376 Stunden unter LHC-
ähnlichen Bedingungen wurden 1,42‰ der Auslesestreifen beschädigt, was deutlich
unter dem geforderten Anteil von 2,3‰ liegt, der einer Reduktion der Ortsauflösung
in 5% der aktiven Detektorfläche nach 10 Jahren LHC-Betrieb entspräche.
Darüber hinaus führt die Bestrahlung mit hohen Teilchenraten zu Aufladungseffek-
ten, die einen exponentiellen Abfall der Gasverstärkung der Detektoren um 10% mit
einer Zeitkonstante von 14 Minuten zur Folge haben. Dies und etwaige Alterungsef-
fekte lassen sich allerdings kompensieren, da ein stabiler Betrieb auch noch bei zwei-
bis dreimal höheren Verstärkungen möglich ist.
Zusätzlich wurden Tests mit der für das CMS-Experiment vorgesehenen Ausle-
seelektronik durchgeführt. Diese Tests zeigen, daß die Detektorsignale in erwarteter
Weise beeinflußt werden. Somit ist die Übertragung der Ergebnisse des Meilensteinex-
periments auf das CMS-Experiment möglich. Ferner konnte im sog. Entfaltungsmodus
der Ausleseelektronik eine leichte Abweichung gemessen werden, die allerdings nur
marginale Auswirkungen beim Betrieb mit einem Detektor hat.
Obwohl MSGC+GEM-Detektoren nicht im CMS-Experiment eingesetzt werden
werden, zeigen die hier vorgestellten Ergebnisse, daß diese Detektoren geeignet gewe-
sen wären und in großen Stückzahlen hätten hergestellt werden können.

Abstract
Micro Strip Gas Chambers (MSGCs) are suited for the application in modern experi-
ments of high energy physics because of their good spatial resolution and their high
rate capability. The use of Gas Electron Multiplier (GEM) foils as an additional ampli-
fication stage increases the safety of operation, and results in so-called MSGC+GEM
detectors.
The tracker of the Compact Muon Solenoid (CMS) experiment at the Large Hadron
Collider (LHC), which is being built at the European Laboratory for Particle Physics
CERN (Geneva, Switzerland), was envisaged to be equipped with such MSGC+GEM
detectors in the forward and backward regions. For this reason, a pre-series of alto-
gether 18 detector modules was built, and underwent a so-called milestone experiment
in which they had to prove their suitability under LHC-like conditions.
In this paper, the production and the test of five of these pre-series modules are de-
scribed. Furthermore, it is dealt with aspects of a mass production, possible problems
are shown, and attempts for their solution are proposed.
The five detector modules, together with 13 identically constructed modules, have
been irradiated with a pion beam with a maximum rate of 6 kHz/mm2 at the Paul-
Scherrer-Institut (Villigen, Switzerland). 16 detector modules met the imposed criteria
of the milestone experiment. During a time of 376 hours under LHC-like conditions,
1.42‰ of the readout strips have been damaged, which is well below the required
portion of 2.3‰ that would correspond to a reduction of the spatial resolution in 5%
of the active detector area after 10 years of operation of LHC.
Furthermore, the irradiation with large particle rates leads to charging-up effects,
which result in an exponential decrease of the gas amplification of the detectors by
10% with a time constant of 14 minutes. But, this and possible ageing effects can
be compensated since a stable operation is still possible at two to three times higher
amplifications.
Additionally, tests with the envisaged readout electronics for the CMS experiment
have been done. These tests show that the detector signals are influenced in the ex-
pected manner. Thus, the transfer of the results from the milestone experiment to the
CMS experiment is possible. Furthermore, a small deviation in the so-called deconvo-
lution mode of the readout electronics has been measured. But this deviation has only
a marginal impact on the operation with a detector.
Although MSGC+GEM detectors will not be used in the CMS experiment, the
results presented here show that the detectors would be suitable and could be produced
in large quantities.
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Preface
This thesis discusses studies of micro strip gas chambers with gas electron multipli-
ers, exemplified on a pre-series of detector modules which were envisaged for the
forward/backward region of the outer tracker of the CMS (Compact Muon Solenoid)
experiment at the future Large Hadron Collider (LHC) at CERN (Geneva, Switzer-
land). The application of such detectors in modern, high rate experiments requires, on
one hand, a reliable and simple production scheme in order to allow a mass produc-
tion and, on the other hand, that the detectors can endure the enormous radiation dose
which will be accumulated during their lifetime of several years.
The first chapter will shortly introduce the standard model of high energy physics,
and will give an overview of the aims of the Large Hadron Collider as well as a brief
description of the components of the CMS experiment.
The principal of the particle detection with gaseous detectors will be described in
the following chapter. Especially, the micro strip gas chamber (MSGC) and the gas
electron multiplier (GEM), as well as their combination into an MSGC+GEM detector
will be introduced.
After that, the third chapter will deal with the design of the detector modules of the
pre-series, their components, and their assembly, and will conclude with a scenario of
a mass production of such detector modules.
The two different readout electronics used for the detector modules will be de-
scribed in the next chapter. Furthermore, the various setups of the data acquisition
systems used in the laboratory and in beam test experiments will be explained.
The fifth chapter will be dedicated to the analysis of the raw data from the detec-
tor modules. The design goals of the software as well as the algorithms for the data
corrections and for the identification of signals will be dealt with.
The results of the so-called milestone experiment, in which the pre-series of 18 de-
tector modules was irradiated with a high rate pion beam, will be presented in the sixth
chapter. After describing the commissioning of the modules as well as the test proce-
dures, the stability, the discharge behaviour with its resulting damages, the uniformity,
and the limits of stable operation will be studied.
Since the previous results are based on a different preamplifier than that which was
planned for the CMS experiment, the influence of the almost final preamplifier will be
demonstrated in the seventh chapter. The properties of its different operation modes
will be compared, and the impact on the MSGC+GEM detectors in the previously
envisaged application in the CMS experiment will be shown.
Finally, in the last chapter, conclusions will be drawn, and a brief outlook will be
given.
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Chapter 1
Introduction
1.1 The Standard Model
One of the most exciting questions in physics is the one about the constituents of our
universe. During the last century, important insights into the structure of matter could
be gained. A major part of this knowledge is summarised in the Standard Model of
high energy physics [66]. It describes the dynamics of the elementary particles of
matter, and considers three of the four types of interactions known to date. The elec-
tromagnetic, the weak, and the strong interactions are included in this theory. Gravity
as fourth fundamental force has not yet been incorporated.
1st Generation 2nd Generation 3rd Generation Charge [ e ]
Leptons
(
νe
e
) (
νµ
µ
) (
ντ
τ
)
0
−1
Quarks
(
u
d
) (
c
s
) (
t
b
)
+2/3
−1/3
Table 1.1: Fundamental fermions in the Standard Model. The antiparticles are not
included in this table.
Force Electromagnetic Weak Strong Gravitation
Interaction Interaction Interaction
Gauge Boson photon γ W± / Z0 8 gluons g graviton G
Spin 1 1 1 2
Mass 0 ≈ 80.4 GeV
c2
/ 91.2 GeV
c2
0 0
Range ∞  10−16 m 10−15 m ∞
Rel. Strength 10−2 10−14 1 10−41
Acts on electrical electroweak gauge quarks and all massive
charged particles bosons, quarks, leptons gluons particles
Table 1.2: Forces and the associated fundamental bosons in the Standard Model.
The gravitation is included for the sake of completeness.
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Figure 1.1: Examples of the four known interactions in terms of Feynman diagrams.
The Standard Model distinguishes between fermions and bosons, see tables 1.1
and 1.2. The fundamental fermions are the leptons and the quarks. Their interactions
are mediated by gauge bosons, namely the photon for the electromagnetic, the W±
and the Z0 bosons for the weak, and the gluons for the strong interaction. These gauge
bosons can be deduced from the demand of a local gauge invariance of the theory
under the symmetry group SU(3) × SU(2)L × U(1). In this model, the left-handed
fermions are grouped in doublets, as indicated in table 1.1. Figure 1.1 shows some
basic Feynman diagrams which are used to describe the different interactions.
The local gauge invariance requires all gauge bosons to be massless because an
explicit mass term would break the local gauge invariance. But the W± and Z0 bosons
are massive. Therefore another mechanism must be used to get a consistent theory.
In the Standard Model, an additional doublet, called the Higgs field, is introduced in
order to be able to give the W± and Z0 bosons their masses of about 80.4 GeV/c2 and
91.2 GeV/c2, respectively.
Since the Higgs field is a doublet, it couples to the W± and Z0 bosons. The masses
of these boson are created by a spontaneous symmetry breaking, which means that
the Higgs field has a non-vanishing vacuum expectation value [57–59]. A further
consequence is the existence of the scalar Higgs boson H , which is the only particle
in the Standard Model that is yet to be discovered.
Although the mass of the Higgs boson H is unpredicted by the theory, its range
can be restricted by theoretical arguments and experimental data [56]. The theoreti-
cal upper bound of ≈ 1 TeV/c2 is given by the requirement of unitarity. Searches for
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the Higgs boson at all four LEP1 experiments at CERN2 could exclude masses up to
114.1 GeV/c2 at 95% confidence level [7]. Assuming the Standard Model, compar-
isons between experimental results and calculations for radiative corrections lead to
an upper limit of Higgs mass of 196 GeV/c2 at 95% confidence level [73]. Last year’s
data from the four LEP experiments showed some hints the Higgs boson could have
a mass of around 115.6 GeV/c2, but the deviation from the assumption of no signal
is only 2.1 standard deviations [7]. Since the LEP experiments were terminated, the
question of the Higgs boson has to be answered elsewhere after several years of data
taking, e.g. at the Tevatron collider at Fermilab in the USA or at the Large Hadron
Collider at CERN in Switzerland.
In the Standard Model, all other massive particles gain their masses through an in-
teraction with the Higgs particle. The coupling constants are proportional to the masses
of the respective particles. Therefore the discovery of the Higgs boson is crucial for
the understanding of mass. But nevertheless the mass hierarchy problem remains: It is
unclear why the various quarks and leptons have totally different masses even within
the same doublets. Another unanswered question is why the number of generations of
quarks and leptons is exactly three.
As recent measurements showed, the Standard Model is not the final description of
nature. The interpretation of neutrino experiments led to the assumption that neutrinos,
in contrast to the theory, are not massless because oscillations between the different
generations could be observed [5,31,79]. Also, a g−2 experiment with muons showed
possible deviations from the Standard Model prediction [28]. Results like these hint
to extensions or modifications of the Standard Model. A candidate for a new model is
for example the minimal supersymmetric extension of the Standard Model (MSSM).
Supersymmetry allows the conversion of fermions into bosons and vice versa. In
this theory, each particle gets a supersymmetric partner thus doubling the number of
particles. Furthermore, the MSSM requires four additional Higgs particles compared
to the Standard Model leading to two charged bosons (H±), two scalar bosons (h0 and
H0), and a pseudo-scalar boson (A0). All these new particles have unknown masses,
which can be measured if they are produced in collider experiments.
Until now none of the existing experiments have found any supersymmetric parti-
cles, which leads to the conclusion that would-be supersymmetric particles are heavier
than the currently producible maximum mass. In order to find these particles and one
or more types of Higgs bosons as well as to test extended theories, it is necessary to
continue the search at higher energies. Therefore new colliders have to be built. One
of these is the Large Hadron Collider, which is a ring accelerator and will be described
in the next section. Another approach is to build linear colliders like the proposed Tera
Electron Volt Energy Superconducting Linear Accelerator (TESLA) [88].
1Large Electron Positron Collider
2European Laboratory for Particle Physics, Geneva, Switzerland.
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1.2 The Large Hadron Collider and the Compact Mu-
on Solenoid
1.2.1 The Large Hadron Collider
Collider experiments are built to explore the properties of matter. In these experiments,
bunches of particles collide with each other at high energies to probe the reactions
at short distances and high energies. Depending on the energy, new particles can be
produced and studied as products of the collision process.
Currently, a new collider, the Large Hadron Collider (LHC), is being built at CERN.
It is the successor of the Large Electron Positron (LEP) collider, with which the Z0 was
precisely measured at 91 GeV and which reached collision energies up to 209 GeV
during its last running period in 2000. The LHC will be built in the LEP tunnel, which
has a circumference of about 27 km. It will be able to accelerate protons to centre of
mass energies
√
s of 14 TeV and heavy ions to centre of mass energies in the regime
of 1 PeV. Figure 1.2 shows the tunnel with the four experimental sites, which are
indicated by the names of the experiments (ALICE, ATLAS, CMS, and LHC-b).
UJ 4 6
UA4 7
UJ 4 7
RA4 7
UW 4 5
US 4 5
UL4 6
TX4 6
UJ 4 4
UX4 5
RA4 3
UA4 3
UL4 4
UJ 4 3
P Z 3 3
P M3 2
UJ 3 2 UJ 3 3
RZ3 3
TZ3 2
P X4 6P Z4 5
P M4 5
RH2 3
UJ 2 2
UJ 2 3UJ 2 4
UA2 3
RA2 3
P GC2
RA2 7
UJ 2 6
P X2 4
UX2 5
P M2 5
UW 2 5
US 2 5
UL2 4
UL2 6
2 7 UA2 7
UP 2 5
UJ 2 8
P MI 2
TI  2
 
RR1 3
UJ 1 3
RT1 2
UJ 1 4
US 1 5
TI 1 2
P M1 5
P X1 4
UX1 5
UL1 4
UJ 1 2
UJ 1 7
UJ 1 8
UJ 1 6
TI 1 8
RR1 7
P M1 8 P X1 6 P X1 5
US A1 5
UL1 6
RT1 8
TI  8
UJ 8 8
P GC8
TJ  8
TT 40
TZ 40
LSS4
RH8 7
RA8 3
UA8 3
UJ 8 3
UJ 8 4
UJ 8 2
P M8 5
P X8 4
P Z8 5
UX8 5
TX8 4
UL8 6
UA8 7
RA8 7 UJ 8 6
UJ 8 7
UW 8 5
US 8 5
UL8 4
RR7 3
RR7 7
UJ 7 6
P M7 6
TZ7 6
UD6 2
UJ 6 2
UJ 6 3
P M6 5
UJ 6 4
UA6 3
RA6 3
TD6 8
UL6 4
P Z6 5
P X6 4
UJ 6 6
UJ 6 7
UJ 6 8
UX6 5
UA6 7
RA6 7
TD6 8
UD6 8
UP 6 8
UL6 6
TX6 4
UW 6 5 US 6 5
UP 6 2
RR5 3
UJ 5 3
UXC5 5
UL5 4
US C5 5
P M5 4
P X5 6
RZ5 4UP 5 3
UJ 5 6 1
UJ 5 7
RR5
UJ 5 6
P M5 6
UL5 6
TU5 6
N
Point 5
CMS
Point 6
Point 7
Point 8
LHC ‘B’
ATLAS
Point 1
Point 1.8
SPS
Point 2
Point 3.3
Point 3.2
Point 4
Existing Buildings
LHC Project Buildings
ALICE
Figure 1.2: Underground view of LHC. The tunnel and the caverns are shown. The
locations of experimental sites are indicated. Source: [33]
The ring accelerator will consist of 1,232 dipole magnets with a length of 14.2 m
each housing two beam pipes in a magnetic field of 8.4 T. The field will be generated
by superconducting coils cooled by superfluid helium at 1.9 K. In this ring, protons
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will be circulated in 2,835 bunches per ring at a beam energy of 7 TeV with a bunch
crossing frequency of 40 MHz. The design luminosity L is 1034 cm−2 s−1. [74]
For the injection of protons into the ring, the already existing accelerators at CERN
will be used. The PS booster will accelerate the protons up to 1.4 GeV. Afterwards,
the protons will be accelerated up to 25 GeV using the Proton Synchrotron (PS) and
then up to 450 GeV using the Super Proton Synchrotron (SPS). In the last step, the
protons reach 7 TeV in the LHC ring.
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Figure 1.3: Proton-proton cross sections and event rates of some characteristic pro-
cesses as a function of the centre of mass energy √s. The energies of
different colliders are indicated. The rates are given for the LHC design
luminosity. Source: [48]
The physics research program will start with a so-called low luminosity phase at
L = 1032–1033 cm−2 s−1. After the initial period, the measurements will be contin-
ued at the design luminosity. Figure 1.3 shows the cross sections and the event rates
for different processes at proton-proton colliders. The LHC environment allows the
investigations of Standard Model processes like W± and Z0 pair productions as well
as the top quark decays and their branching ratios with high precision. Furthermore,
LHC will produce 1012 to 1013 bb¯ pairs per year. This allows detailed studies of the CP
violation in the neutral B meson system, which will lead to the measurement of the
elements of the Cabbibo-Kobayashi-Maskawa matrix. Supersymmetric particles can
be searched for at LHC up to an energy of about 2 TeV. In particular, the detection of
the lightest supersymmetric particle could give new insight in the dark matter problem
of the universe.
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Figure 1.4: Higgs production cross section (a) and branching ratios (b). Source: [54]
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The search for the Higgs boson is a major goal of the experiments at LHC. Fig-
ure 1.4 shows the Higgs production cross section at LHC and branching ratios as a
function of its mass. The different production channels of the Higgs boson at a proton-
proton collider are illustrated in figure 1.5. The most important decays of the Higgs
particle for the different mass regions are depicted in figure 1.6.
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Figure 1.6: Decay modes of the Standard Model Higgs boson for different mass
ranges. The indicated leptons l are either electrons or muons.
In total, four experiments will be built at LHC: ALICE, ATLAS, CMS, and LHC-b.
ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) [37] are
both general purpose experiments. Both are designed to search for the Higgs boson in
the mass range from 90 GeV/c2 to the unitarity limit of 1 TeV/c2. ALICE (A Large Ion
Collider Experiment) is dedicated to heavy ion-ion collisions to study the strong inter-
action at very high energy densities, where the formation of a new phase of matter, the
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quark-gluon plasma, is expected. LHC-b (Large Hadron Collider Beauty Experiment)
is planned to measure CP violation and other rare phenomena in the B meson sector.
1.2.2 The Compact Muon Solenoid
The task of the CMS detector is to determine the momentum, the electric charge, and
the energy of the particles which are produced by the collisions of the particle bunches.
These pieces of information are necessary to identify the produced particles. Therefore
the particle tracks have to be measured precisely. Figure 1.7 shows an overview of the
CMS experiment. It will be built cylindrically around the interaction region with the
beam pipe as a symmetry axis. The whole detector will be 21 m long and 15 m in
diameter, and its weight will be about 12,500 t.
The CMS detector consists of several sub-detector systems: The central tracking
system as well as the electromagnetic and the hadronic calorimeter systems are located
inside a superconducting coil with a length of 13 m and a diameter of 5.9 m generat-
ing a magnetic field of 4 T. The coil is surrounded by an iron return yoke, which is
instrumented with the muon system.
A detailed description of the CMS experiment can be found in the technical pro-
posal [37] and in various technical design reports [38–44].
The Central Tracking System
Originally, it was planned to build the central tracking system with three different kinds
of detector technologies. As can be seen in figure 1.8, the innermost part should consist
of silicon pixel detectors surrounded by silicon strip detectors, while the outermost part
was designated to be built with micro strip gas chambers (MSGC)3. A modification of
the design in spring 1999 envisaged MSGC+GEM detectors4 for the forward/backward
parts.
An alternative design for the central tracker, the so-called full silicon solution, al-
lowed to build the whole system with silicon pixel and strip detectors [43]. Since there
were two competing layouts for the central tracking system, in December 1999 a deci-
sion was made for the benefit of a full silicon tracker. The principal layout of it, as can
be seen in figure 1.9, is similar to the old solution: The central tracking system can be
divided into a barrel and two forward/backward5 regions.
The LHC’s high bunch crossing rate of 40 MHz requires fast detectors that can
cope with the high particle fluxes at a luminosity of L = 1034 cm−2 s−1. For each
event of interest, a background of around 500 tracks coming from typically 20 to 30
unrelated minimum bias events per bunch crossing has to be suppressed. Therefore,
a high granularity is required to keep the occupancy well below 1% and to guarantee
a good two-track separation. Another demand for the tracker is to keep the amount
3Also called “micro strip gas detectors”.
4GEM: Gas Electron Multiplier.
5The forward and backward parts are identical since both proton beams will have the same energy.
Therefore the term “forward” will be used as synonym for both forward and backward.
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of material which is used as small as possible in order to not disturb the subsequent
detector systems in their performance.
A main purpose of the tracker is the reconstruction of high transverse momentum
(pt) muons and isolated electrons in the full acceptance range of |η| < 2.5.6
Since the central tracker is nearest to the interaction point, the radiation level will
be very high. For pixel detectors in the barrel region at a radius of 4.3 cm, a radiation
dose of around 830 kGy is estimated for ten years of LHC operation. At the outer
radius of the full silicon tracker of 115 cm, a dose of 1.85 kGy is expected. Therefore,
the radiation hardness of detectors in such environments is a main concern.
The Calorimeter System
The calorimeter system is divided into the electromagnetic and the hadronic calorime-
ters. The electromagnetic calorimeter follows the central tracker, and measures the
6The pseudorapidity η is defined as η = − ln (tan (θ/2)) with θ being the polar angle with respect
to the beam axis.
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energy of electrons and photon showers. It is made of lead-tungsten (PbWO4) crystals
read out by avalanche photo diodes compensating the low light yield of the crystals.
PbWO4 has a short scintillation decay time, which is needed because of the 25 ns bunch
crossing intervals at LHC. The most important channel for the search for a light Higgs
boson in the Standard Model or the MSSM is the decay into two photons (H → γγ)
due to its clear signature. Therefore and because of the small width of such a Higgs
boson, a good energy resolution is needed. A resolution of σE/E = 0.7% for elec-
trons and photons of 120 GeV is envisaged. To improve the separation of pi0 and γ, a
preshower detector consisting of two silicon strip planes and lead will be installed in
the area of 1.65 < |η| < 2.61.
The hadronic calorimeter is close to the electromagnetic one, and is used to mea-
sure the energy of strongly interacting particles, which produce hadronic jets. To guar-
antee a very hermetic detection (up to |η| = 5), it consists of a barrel as well as a
forward part and additionally of a very forward calorimeter 6 m away from the interac-
tion point and close to the beam pipe. The hadronic calorimeter is finely segmented in
order to be able to separate nearby jets and to measure their direction and energy. It is
constituted by alternating layers of copper plates and plastic scintillators read out by
wavelength shifting fibres. The energy resolution is σE/E = 70%/
√
E/ eV⊕ 5%.
The Muon System
The outermost part of the detector is the muon system. Its task is the identification of
muons and the measurement of their momenta. Since muons can be produced in the
leptonic decay of the Higgs boson, it is very important to trigger such events. There-
fore, signals from the muon system are regarded in the trigger decision, which requires
fast detectors to identify the corresponding bunch crossing and to be able to apply cuts
on the muon’s momentum at trigger level.
The muon system will consist of three different kinds of detectors: drift tubes
(DTs), cathode strip chambers (CSCs), and resistive plate chambers (RPCs). The drift
tubes, common drift chambers filled with Ar/CO2, are used in the barrel region. In
the forward regions of the muon spectrometer, cathode strip chambers, i.e. multi-wire
proportional counters filled with Ar/CO2/CF4, are utilised. Both in the barrel and the
forward parts, resistive plate chambers, which combine a reasonable level of spatial
resolution with excellent time resolution, are dedicated to provide an additional and
complementary trigger. Depending on the pseudorapidity, the momentum resolution
for muons is between 8 and 15% at 10 GeV and between 20 and 40% at 1 TeV. To
reach maximum momentum resolution, muon tracks found in the muon system and
in the central tracker have to be combined. Therefore, an alignment system is needed
to guarantee the matching of both track information. After matching the tracks, mo-
mentum resolutions of 1.0 to 1.5% at 10 GeV, and from 6 to 17% at 1 TeV can be
achieved.
14 CHAPTER 1. INTRODUCTION
Chapter 2
Micro Strip Gas Chambers and Gas
Electron Multipliers
Micro Strip Gas Chambers (MSGCs) are gaseous detectors for particle detection [78].
They were invented by ANTON OED in 1988 as a further development of the multi-
wire proportional counters (MWPCs), which were introduced by GEORGES CHARPAK
in 1968 [34]. The MSGCs combine an excellent spatial resolution and a high rate
capability1. These are important requirements for tracking detectors at high energy
experiments nowadays. Instabilities during the operation of MSGCs in high particle
fluxes were encountered. One possible solution is the combination of the MSGC with
a Gas Electron Multiplier (GEM), which was invented by FABIO SAULI in 1997 [91].
This chapter gives a brief discussion of the particle detection in gaseous detectors,
and introduces MSGC and MSGC+GEM detectors.
2.1 Gaseous Detectors
The detection of particles in gaseous detectors is based on the ionisation of gas mol-
ecules by an incident particle. The gas which is ionised is called counting gas. The
produced electron-ion pairs are separated by an electric field, which is set up by elec-
trodes. Usually, the electrons are multiplied by gas amplification processes in order to
be able to measure a signal electronically.
2.1.1 Interactions of Particles
The processes which lead to the charge production in the counting gas are mainly
based on the electromagnetic interaction of the incident particle with the gas mole-
cules. Depending on whether this particle is a photon or a charged particle, different
mechanisms have to be distinguished [22, 55].
1The rate capability gives the dependence of the detector’s gain and the particle flux.
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Photons
A photon always produces electron-ion pairs in a single localised event, which is the
main difference in comparison with charged particles. The photon is absorbed, and its
total energy is used to excite and ionise the gas molecules. This leads to a Gaussian
distribution of the deposited energy if it is measured with a finite resolution.
The attenuation of a photon beam with intensity Io can be described by means of
an energy and gas dependent cross section σ. The intensity I after traversing a distance
x is given by
I = Io e
−σN x
, (2.1)
where N is the number density2 of the gas molecules. As can be seen in figure 2.1,
three energy ranges of the photon energy Eγ are distinguishable. Up to energies of
100 keV the dominant process is the photoelectric effect (γ+atom → atom++e−). In
the intermediate energy range, the Compton scattering prevails, while the conversion
into electron-positron pairs in the electric field of a nucleus (γ+ nucleus → nucleus+
e−+e+) starts at the threshold of 2×me c2 ≈ 1 MeV, and dominates beyond 10 MeV.
Figure 2.1: Photon interaction coefficients for different processes in neon. Source: [6]
The primary electron3 excites and ionises the gas molecules while losing its kinetic
energy. In this way, a certain number nt of electron-ion pairs is produced, which is
proportional to the energy Ee of the initial electron:
nt =
Ee
W
, (2.2)
where W denotes the average ionisation energy4 of the gas.
2The number density N is interrelated to the atomic mass A, the density ρ, and Avogadro’s constant
NA: N = NA ρA .
3In case of the photoelectric effect for example, it is possible that the excited ion emits a secondary
electron, which also ionises the gas.
4This energy is higher than the first ionisation energy.
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Charged Particles
Charged Particles, e.g. muons or pions, do not lose their energy in a single interaction
with the gas. They lose their kinetic energy along their path through the gas volume by
excitation and ionisation of gas molecules. The mean energy loss −dE along a path
of length dx in a medium is described by the Bethe-Bloch formula5:
−dE
dx
=
1
(4pi 0)2
4pi N Z z2 e4
me c2 β2
(
ln
2me c2 β2 γ2
I0
− β2
)
, (2.3)
where z · e is the charge of the ionising particle, v = β · c its velocity, and γ =
1/
√
1− β2 the corresponding Lorentz factor. The medium is described by the atomic
number Z and the number density N .6 I0 denotes the effective ionisation potential,
which can be approximated by I0 ≈ Z0.9 × 16 eV. Values for typical gases can be
found in table A.1.
The maximum kinetic energy that the incident particle with mass m can transfer to
an electron of the medium is given by:
Emax =
2me c2 β2γ2
1 + 2 γ me
m
+
(
me
m
)2 . (2.4)
For pions with a momentum of 350 MeV/c, the maximum transferred energy is about
6 MeV. Figure 2.2 illustrates the Bethe-Bloch formula. The energy loss of a charged
particle is only a function of β. It rises in a region below the ionisation potential, which
is not described by the theory by BETHE and BLOCH. After this, the energy loss de-
creases with 1/β2 as described by the theory. The minimum is reached at β = 0.97,
which corresponds to p c ≈ 3.99mc2. Afterwards, the energy loss rises logarithmi-
cally. Additionally, the γ2 dependence of the maximum transferable energy Emax
leads to more ionisation processes in this region. Above some 100 MeV, all particles
lose about 2 MeV cm2 g−1 [91].
Particles near the minimum ionise only minimally and are therefore called mini-
mum ionising particles (MIPs). The Bethe-Bloch formula only describes the mean en-
ergy loss, while the actual energy loss can vary a lot—in particular for thin gas layers—
due to statistical fluctuations, which lead to noticeable deviations from a Gaussian
distribution at the predicted value.7 Especially, the so-called δ electrons, which are
produced by close interactions, that liberate electrons with high kinetic energies of
some keV, are the reason for this. The energy ∆E deposited in the detector can be
described by [90]:
∆E = λ ξ +∆Emp, with ξ =
1
(4pi o)2
2pi N Z z2 e4
me c2 β2
x, (2.5)
5Due to the fact that this theory describes the interactions with the electrons in the medium, in-
cident electrons have to be dealt with differently since they are indistinguishable from their collision
partners. Quantum mechanical modifications lead to a similar formula where the logarithm is replaced
by ln me c
2 β2 γ
2I0 .6For gas mixtures, proportionately weighted values have to be used [8].
7If the thickness is increased to a value where the incident particle loses all its energy inside the
detection volume, a Gaussian distribution is regained.
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where ∆Emp is the most probable energy loss along the path of length x, given by the
Bethe-Bloch formula. λ is a dimensionless variable, which is described by the Landau
distribution:
f(λ) dλ =
1√
2pi
e−
1
2(λ+e−λ) dλ. (2.6)
Figure 2.3 exemplarily shows a distribution of the total energy loss and the long tail at
energies much higher than the most probable value. The energy resolution of such a
thin gaseous detector is very poor.
The energy loss along the path of the incident particle leads to a certain number
np of primary electron-ion pairs. Some of the electrons possibly have enough energy
to liberate further, secondary, pairs by themselves. The sum of primary and secondary
pairs gives the total number nt, which approximates to
nt =
∆E
W
, (2.7)
with W denoting the average ionisation energy of the medium, as mentioned in equa-
tion (2.2). The number of primary and total electron-ion pairs per centimetre can be
approximated by
n˜p ≈ 1.45 Z¯ 1
cm
and n˜t ≈ 4.45 Z¯ 1
cm
, (2.8)
respectively, with Z¯ being the mean atomic number of the medium.
2.1.2 Drift and Diffusion
The liberated electrons and ions lose their kinetic energy very fast due to collisions
with the gas molecules. Afterwards, the mean energy E¯ of the particles is 3/2 k T ,
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whereas the individual energies are described by the Maxwell distribution:8
f(E) dE ∝
√
E e−
E
k T dE. (2.9)
The spatial distributions of the electrons and ions broadens with time due to multi-
ple scattering, and are given by Gaussian distributions:
dN
N
=
1√
4piD t
e−
x2
4D t dx, (2.10)
where dN
N
is the fraction of particles in the range from x to x+ dx at time t and D the
diffusion constant of the gas. The linear diffusion and the volume diffusion are given
by the standard deviation of the spatial distribution:
σlin =
√
2D t and σvol =
√
3σlin =
√
6D t. (2.11)
In the presence of an electric field ~E, the undirected diffusion is superimposed
by a directional drift process. The positively charged ions are accelerated towards
the cathode, while the negatively charged electrons move to the anode. Thus, the
electric field reduces the probability that electrons and ions can directly recombine.
Furthermore, the charges are transported to suitable detection regions in the detector.
Since the drifting charges are subject to collisions and scattering, their equation of
motion can be written with the assumption of a frictional force proportional to the drift
velocity ~v [22]:
m
d~v
dt
= e ~E −K ~v. (2.12)
The ratio τ = m/K gives the time between two collisions. For times t  τ , the
velocity is constant:
~v =
e
m
τ ~E = µ ~E, µ =
e
m
τ . (2.13)
Since the mobility µ is mass dependent, electrons and ions move differently. While
electrons are permanently accelerated and decelerated, ions reach a constant drift ve-
locity depending on the gas and the electric field.
Ions
The ion’s energy is barely changed by collisions with the gas molecules due to their
large mass. Therefore, the cross section for collisions is unchanged, which leads to a
constant drift velocity v+ after a short acceleration period:
v+ = µ+
∣∣∣ ~E∣∣∣ , (2.14)
with µ+ being the pressure dependent mobility of the ions. Some values for typical
gases can be found in table A.2.
The number of drifting ions can be reduced due to recombination with electrons
drifting in the opposite direction or with electrons from the walls of the detector.
8k is the BOLTZMANN factor and T the absolute temperature. At room temperature, E¯ is about
0.04 eV.
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Electrons
The mobility and thus the velocity of the electrons are not constant. Due to their
small mass, the energy of the electrons can change drastically between two collisions.
According to TOWNSEND, the average drift velocity v− of the electrons is given by
v− =
e
∣∣∣ ~E∣∣∣
2me
τ , (2.15)
with τ being the time between two collisions. Using the mean free path length λ(v),
which represents the energy dependence of the cross section for collisions with gas
molecules,9 the velocity can be written as:
v− =
e
∣∣∣ ~E∣∣∣
me
{
2
3
〈
λ
v
〉
+
1
3
〈
dλ
dv
〉}
. (2.16)
The angle brackets denote expectation values considering all possible electron veloci-
ties v.
A typical value for the drift velocity of the electrons in gases used for MSGCs is
about 50 µm/ns. The concrete value depends strongly on the gas mixture and the elec-
tric field. Various measurements were carried out, and compiled by e.g. A. PEISERT
and F. SAULI [80]. Figure 2.4 shows the drift velocity as a function of the electric field
for several gas mixtures. Depending on the gas mixture, the drift velocity reaches a
plateau at certain field.
The number of drifting electrons can be reduced by recombination with ions or by
electron capture either in the detector material or in the gas. The latter is the reason
why mainly noble gases are used. Gases with high electron affinity, such as oxygen
or steam, have a high probability for the attachment of electrons, and are therefore
usually avoided.10 Two kinds of attachments can be distinguished. The absorption of
an electron by a gas molecule leading to a negative ion is called associative attachment,
while the dissociative attachment breaks the gas molecule.
The attachment also depends on the electric field. For the neon/dimethylether
(40%/60%) gas mixture used in this thesis, the attachment is negligible, while for a
argon/carbon dioxide (70%/30%) mixture it becomes important at high electric fields
[72].11 For example over a drift distance of 3 mm in this gas mixture at an electric field
of 6 kV/cm, 10% of the primary electrons get lost due to attachment.
2.1.3 Gas Amplification
The amount of charges produced by an incident particle is very small. Nevertheless,
the drifting charges induce currents on the field generating electrodes. In principle,
9An example for the strong energy dependence is the RAMSAUER effect.
10For instance, a 1% pollution of argon with air leads to a 33% loss of electrons along a drift distance
of 1 cm [90].
11But the drift velocity in the argon/carbon dioxide mixture is much higher. At a drift field of 2 kV/cm,
which is the beginning of the plateau, the drift velocity in the argon/carbon dioxide mixture is already
about 60 µm/ns [95].
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Figure 2.4: Drift velocity versus electric field for pure dimethylether (DME) and differ-
ent neon/dimethylether gas mixtures. Source: [26]
these currents are measurable using electronic amplifiers with high gains. But due to
electronic noise, which is caused by the thermal movement of electrons in the circuits
of the amplifier, the differentiation between a particle’s signal and electronic noise is
nearly impossible. Therefore, an amplification inside the detector is desirable.
If the electric field strength is increased to a value where the electrons gain enough
energy between two collisions, so that they can excite and ionise further gas molecules,
the primary amount of charges is multiplied.12 To obtain an amplification that is inde-
pendent of the place where the primary ionisation takes place, the region with a high
electric field has to be limited to a small area near the electrodes. Therefore, the vol-
ume of gaseous detectors is often divided into a drift region with a homogeneous, low
drift field and an amplification zone with a high electric field.
Inside this amplification region, electrons gain enough kinetic energy to ionise
gas molecules, which liberate additional electrons. These electrons are able to ionise
further molecules in the next iteration. Within 1 ns, several iterations of this process
produce an avalanche of charges. The number of iterations z can be estimated by
z =
Ua − U(xcrit)
W
, (2.17)
where Ua is the potential of the anode, U(xcrit) the potential at the critical distance
12Here, the primary ionisation denotes the total number of electron-ion pairs produced by the incident
particle.
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xcrit where the amplification starts, and W the average ionisation potential. The num-
ber n of electrons after the avalanche process depends exponentially on the potential
difference, and is given by
n = n0 2z = n0 e
Ua−U(xcrit)
W
ln 2
. (2.18)
The ratio G = n/n0 is the gain of the amplification process, and can also be calculated
with
G = e
∫ x2
x1
α(x) dx
. (2.19)
x1 and x2 denote the start and the end of the amplification region, respectively. α is
inverse of the mean free path, and is called the first Townsend coefficient, which gives
the number of electron-ion pairs produced per unit length for a drifting electron. α
depends on the electric field, the gas, and its pressure [22, 90]. For gains between
around 500 and several 1,000, MSGCs operate in the proportional mode, where the
final number of electrons is proportional to the primary number.
Since the gas amplification is a statistical process, the actual amplification varies
from one passage of a particle to another. The amplification G of single electrons can
be described by the Polya distribution [19, 22]:
P (G) =
p(G/G¯)
G¯
, p(k) =
m (mk)m−1
Γ(m)
e−mk, (2.20)
with G¯ being the average gain and m a constant (O(m) = 1) depending on the field
configuration.
The processes during the avalanche formation are quite complex, apart from single
and multiple ionisations, optical and meta stable excitations as well as energy trans-
fer by collisions are possible [22]. Excited molecules lose their energy by—among
other things—the emission of photons in the UV range13. These photons are able to
ionise gas molecules at different places. If the range of the photons is larger than
the extent of the original avalanche, a second avalanche may start at a different place.
Thus, the information about the place of the primary particle’s passage and the propor-
tionality between the particle’s energy and the produced charge or signal amplitude is
destroyed. This effect is used intentionally in Geiger-Müller counters, but is not desir-
able for proportional counters. Therefore, in order to prevent this, a quenching gas is
added, which absorbs the UV photons before they can leave the avalanche region. It is
preferred that the molecules of the quenching gas have many rotational and vibrational
degrees of freedom to absorb in a wide range of wavelengths and to deliver the energy
in radiationless transitions. Typical quenching gases are for example propane (C3H8),
dimethylether (DME, (CH3)2O), but also carbon dioxide (CO2).
2.1.4 Signal Generation
The produced amount of charges is measured in case of MSGCs with a strip structure
of alternating anode and cathode strips. On one hand, this structure generates the
13Wavelength range of 100–200 nm.
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amplification region and, on the other hand, the anode strips are used to measure the
charges. Since the avalanche starts in the direct vicinity of the anodes, the electrons
have to cover only a small distance to reach the anodes, while the ions have a much
longer drift distance. Additionally, the velocity of the ions is lower. Therefore, the ions’
movement has the major stake in the induced signal at the anodes. The contribution of
the drifting electrons to the signal is only about a tenth of the total signal [19].
The induced currents can be computed in the framework of RAMO’s theorem [85].
It describes a charge q moving in the space between several electrodes. Each electrode
i is connected to a charge reservoir, which holds the electrode at a fixed potential
Ui. Following the argumentation by W. BLUM and L. ROLANDI [22], the current Ii
flowing between the ith electrode and its reservoir can be calculated using
0 = qΦi(~x)− UiQi +
∑
j
Uj Q
(i)
j . (2.21)
Φi(~x) is the potential at the place ~x generated only by the ith electrode. ~x is the location
of the moving charge. Qi is the charge on electrode i and Q(i)j the charge induced on
electrode j by the potential of electrode i alone.
The time derivative leads to
0 = −q d~x
dt
~Ei(~x) + Ui
dQi
dt
+
∑
j
Uj
dQ
(i)
j
dt
, (2.22)
with ~Ei = −∇Φi. The third term vanishes because Q(i)j does not vary with time since
it is independent of the moving charge. It follows with Ii = dQi/dt and ~v = d~x/dt
Ii = −q~v
~Ei(~x)
Ui
. (2.23)
Thus, the current Ii of an electrode i depends only on the electric field ~Ei(~x). ~Ei(~x) de-
scribes the situation that this electrode is set to the potential Ui, all others are grounded,
and the charge q is absent.
2.2 Micro Strip Gas Chamber
2.2.1 Principle of MSGCs
A micro strip gas chamber (MSGC) essentially consists of a gas volume, which is
filled with a homogeneous electric field, a glass substrate with a strip structure for the
particle detection, and a drift cathode. A schematic cross section is shown in figure 2.5.
The gas volume is confined at the upper side by the drift cathode and by the sub-
strate at the lower side. Simultaneously, both components generate the electric field
inside the volume. The drift cathode is a metallized glass plate or a metallized compos-
ite material.
24 CHAPTER 2. MSGCS AND GEMS
I
primary ionization
readout
substrate
anode cathode
7 µm 100 µm
200 µm
300 µm
U
+
−
cath
3 mm
drift cathode 300 µm
−
+
Udrift
ch
arg
ed
 pa
rti
cle
photon
Figure 2.5: Scheme of an MSGC detector. Typical dimensions are indicated in the
cross section.
The distance between the drift cathode and the substrate and thus the gas volume
is defined by a spacer frame. The frame is made of an insulating material, and glued
to both parts. Holes in the frame allow to exchange the gas.
The substrate is typically a 300 µm thick glass plate with a multitude of electrode
strips, which are produced by a photolithographic process. The substrate has a well
defined, high electrical surface resistivity in the order of 1017 Ω/2. This is necessary
to avoid the accumulation of charged particles on the surface, which would lead to
changing field configurations. A typical glass is DESAG D26314.
The material of the strips is in most cases gold, which has a good conductivity
and does not tend to oxidize. Chromium and aluminium are other materials, which
are used, but both of them have limitations in one of the two properties mentioned.
Depending on the metal, an additional, thin adhesive layer between the actual metal
and the substrate is required.
The strips on the substrate are alternatively used as anodes and cathodes, and form
a periodical structure. A typical pattern for this is indicated in figure 2.5.15 The anodes
are noticeably narrower than the cathode strips, and are used for reading out the signal
via a grounded preamplifier, while high voltage (HV) is applied on the cathode strips
(several −100 V) and on the drift cathode (a few −1000 V). To minimise the number
of connections, a certain number of cathode strips is combined into a group. These
cathode groups can be individually connected from the outside of the detector. Nor-
mally, the voltage passes an RC filter first, and is then distributed to all cathode groups
using a resistor network. This grouping has some implications on the signal detection,
which will be discussed later on (see section 5.2).
14Schott Desag AG, Deutsches Spezialglas, Hüttenstraße 1, D-31073 Grünenplan, Germany.
15A top view is shown in figure 3.4.
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The voltage between anode and cathode strips generates a strong electric field in
the vicinity of the anode strips. Figure 2.6 shows a field simulation. The electric
field is homogeneous in most areas of the detector, the inhomogeneous field region
extends only a few 100 µm above the substrate. The electrons drifting to the anodes
are multiplied by a gas avalanche process in the high field region directly above the
anodes.
Figure 2.6: Field lines in an MSGC. Left: The proportion of the drift and the amplifi-
cation regions is not to scale. Right: Detail of the field lines in the sur-
rounding of an anode strip. The anode in the middle is enframed by two
cathodes, which are only half visible at the borders of the diagram.
Source: [19]
The performance of an MSGC is determined by several parameters. Since the
substrate layout and the height of the detector are unchangeable once the detector is
built, its key parameters are the gas mixture, the voltage of the cathode strips Ucath,
and that of the drift cathode Udrift. The electric field Edrift in the gas volume, which
is given by the mean potential at the substrate and Udrift, can be used instead of the
drift cathode voltage:
Edrift =
Udrift − αUcath
d
, (2.24)
with d being the height of the gas volume and α a geometrical factor, which is deter-
mined by the substrate layout [19]:
α =
p+ wcath − wan
2 p
, (2.25)
where wcath and wan are the widths of the cathode and anode strips, respectively, and
p is the pitch of the anodes.
The polarity of the applied voltages is indicated in figure 2.5. Since only nega-
tive voltages are used, all voltage values will be denoted by their absolute value, e.g.
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Ucath = 500 V translates into a voltage of −500 V on the cathode strips with respect
to the grounded anode strips.
As shown in section 2.1.3, the gas amplification of an MSGC increases exponen-
tially with the cathode strip voltage Ucath. Furthermore, it is influenced to a small
amount by the voltage of the drift cathode since the electric field in the vicinity of the
anode strips depends also on that voltage.
2.2.2 Characteristics of MSGCs
The performance of an MSGC can be described by a set of parameters like spatial res-
olution, efficiency, rate capability, occupancy, as well as time and energy resolutions.
Spatial Resolution
The spatial resolution of an MSGC is determined by the granularity of the anode strips.
If the charge produced by a traversing particle is detected by only one anode strip,
the particle’s position is known with an accuracy of ±p/2, where p is the pitch of
the anode strips. The spatial resolution is then given by the standard deviation σ of a
uniform distribution between ±p/2:
σ =
p√
12
. (2.26)
In case of a pitch of 200 µm, this yields σ ≈ 58 µm. Normally, the produced charge is
distributed over a few neighbouring strips. Therefore, the position can be calculated by
means of the centre of gravity of charge distribution yielding a better spatial resolution.
Efficiency
The efficiency of the detector depends on the sensitivity of the readout electronics, the
signal amplitude, and thus the gas gain. Above a certain gas gain, the efficiency of
the signal detection reaches a plateau of typically 98% or more. The gas gain needed
to reach this plateau depends strongly on the readout electronics used and is usually a
few thousand.
Rate Capability and Occupancy
The rate capability describes the detector’s ability to amplify the charges independently
of the particle flux. It is limited by charging-up effects of the substrate. Especially for
experiments in environments like those foreseen for the CMS experiment, it is impor-
tant to guarantee a uniform behaviour up to particle rates of 104 Hz/mm2. Figure 2.7
shows the rate capability for three MSGC substrates with different resistivities.
The occupancy is another important parameter, which depends on the particle flux
and on the geometry of the substrate. It describes the portion of multiple hits in a
detection cell. The substrate layout for the CMS experiment allows an occupancy of
one per cent.
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Figure 2.7: Rate capability of coated and uncoated MSGCs. Source: [42]
Time Resolution
The time resolution is given by the height of the detection volume. The locations of
primary electron-ion pairs are statistically distributed over the 3 mm high drift volume.
Assuming a drift velocity of 50 µm/ns, the difference of the arrival time at the sub-
strate between an electron-ion pair produced near the drift cathode and one produced
at the substrate is 60 ns. This jitter of the arrival time leads to inefficiencies since the
charges do not necessarily arrive at the optimum sampling time, which reduces the
signal amplitude.
Energy Resolution
The energy resolution of MSGCs is very poor because of the thin gas volume. The
deposited energy and the gas amplification suffer from large statistical fluctuations.
For example, the energy resolution for an MSGC filled with argon/propane (60%/40%)
and irradiated with photons from a 55Fe source is about 20% for the full width at half
maximum [83].
2.2.3 Problems of MSGCs
A problem of MSGCs is the possibility of charging up the substrate with free charge
carriers that attain the substrate surface because of field lines ending on the bare surface
(see figure 2.6). The process of charging up changes the field configuration, and ends
when no more field lines terminate at the bare surface. The new field configuration
leads to a reduced gas gain by a factor of up to three to four [42].
For that reason, conductive glasses are used as substrate material. E.g. glasses
doped with alkali ions, which have a surface resistivity of about 1017 Ω/2 due to ionic
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conductivity, are employed. This guarantees that charges on the bare surface can flow
off to the electrodes. But at high particle rates, the conductivity of doped glasses is
too small to guarantee a fast transport of the charges on bare substrate. This leads
to—usually locally varying—charging and thus reduced gas gain. The reason for the
small conductivity is a very inhomogeneous distribution of the dopant in the glass.
Homogeneous distributions are not long-term stable [27].
A solution for this problem is an additional, conductive coating, which is applied
either before or after the metallization. One variant uses a thin layer (0.5–1 µm) of a
semiconductive glass (Pestov glass16), and achieves an electronic conductivity with a
surface resistivity of 1013–1016 Ω/2 [52]. Another possibility is the usage of diamond
like coating (DLC), which consists of a thin carbon layer [17].
As shown in test experiments for the HERA-B experiment17 at PSI18, coated sub-
strates can be damaged by interaction of so-called highly ionising particles (HIPs).
The result of the test with a 150 MeV/c pion beam with a flux of 3× 103 Hz/mm2 was
that a remarkable fraction of the anode strips were interrupted [98]. Figure 2.8 shows
small and serious damages of the strips. Sparks between anode and cathode strips that
were triggered by HIPs were the cause of this. HIPs, which generate a high ionisation
density along their path, can be produced in nuclear interactions of the pion beam with
nuclei of the detector material.
Figure 2.8: Damages of anodes strips of an MSGC which was exposed to HIPs. Left:
Small damages at the edges of the strips. Right: Interruption of an anode
strip. Source: [98]
The phenomenon could be reproduced with α particles injected inside an MSGC
[27]. It was shown that coated substrates promote the probability of destructive sparks.
Figure 2.9 shows that the electric field strength at the surface of an coated substrate is
much higher than for an uncoated substrate. Low energy hadrons, which are produced
by nuclear interaction in the anode or cathode material, can be released in the region of
16The commercial name is Schott S8900.
17HERA-B is a fixed target experiment at DESY (Deutsches Elektronen-Synchrotron), Hamburg,
Germany.
18Paul-Scherrer-Insitut, CH-5232 Villigen, Switzerland.
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the highest fields and thus highest gas gain. The high ionisation density and the high
amplification field allow that the field of the avalanche’s space charge becomes com-
parable to the surrounding field. This gives the possibility that a destructive discharge
between anode and cathode strips can occur.
(a) Insulating substrate (b) Substrate with coating
Figure 2.9: Electric field lines between an anode strip (left border) and a cathode
strip (right border) for an insulating substrate (a) and a substrate with a
thin conductive coating (b), respectively. Source: [42]
anode cathode
substrate
polyimide coating
Figure 2.10: Schematic cross section through a substrate with advanced passivation.
Two solutions for this problem were developed. The first solution is the so-called
advanced passivation [2]. This concept adds a 4 µm thin and 8 µm wide strip of an
insulating material (polyimide) on the edges of the cathode strips (see figure 2.10).
This reduces the very high electric field strengths at the cathode edge, and prevents
the occurrence of destructive sparks. Due to the small dimensions of the advanced
passivation, the field at the anode strips and thus the gas gain is only marginally influ-
enced. This concept is successful as the CMS barrel MSGC collaboration showed in
their milestone experiment at the end of 1999 where the development of sparks were
effectively suppressed [18].
The other solution against destructive sparks reduces the amplification field to a
point where none of them occurs. Since this would degrade the detection efficiency,
an additional amplification stage is necessary. Therefore, the MSGC is modified by
adding an additional amplification element, the gas electron multiplier, which will
be described in the following section. This new amplification stage compensates the
reduced gain at the substrate, and thus allows the operation of the substrate below the
point where destructive sparks occurs.
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2.3 Gas Electron Multiplier
The Gas Electron Multiplier (GEM) is a 50 µm thin foil made of polyimide, which is
copper-clad on both sides. It is perforated with a great quantity of holes in a regular
pattern. Typical patterns are square or hexagonal structures where the latter allows a
greater density of holes. The hexagonal pattern in figure 2.11 is characterized by the
hole diameter and the pitch. Typical parameters are a diameter of 70–80 µm and a
pitch of 120–130 µm. The ratio of the holes’ area to the total area is called optical or
geometrical transparency, and amounts to
η =
pi d2
2
√
3 p2
. (2.27)
Typical values lie in the range from 30% to 35%. Another characteristic is the shape
of the holes’ channels. Depending on the fabrication method, conical, double-conical,
or cylindric channels can be produced.
p
d
p
Figure 2.11: Hexagonal structure of the holes of a GEM foil. The hole diameter d and
pitch p are indicated.
The GEM foil can be used as an amplification stage in a gaseous detector. For
that purpose, a potential difference between both sides of the foil is applied leading
to high electric fields inside the channels (see figure 2.12). These electric fields are
larger for narrower holes, and allow gas avalanche processes in the channels, which
multiply the amount of electrons entering the holes. The ratio of the number of elec-
trons which enter the holes to be multiplied to the total number of primary electrons
is called electrical transparency or simply transparency. The interplay of the different
electric fields, which influence the transparency, will be discussed later in case of the
MSGC+GEM detector (see section 2.4.2).
Besides the use of GEM foils in MSGC+GEM detectors, manifold applications
exist. One or more foils can be combined with existing gaseous detector concepts.
Furthermore, even new types of detectors were invented. Apart from the studies for
the CMS experiment, other high energy physics experiments, such as HERA-B [89]
and COMPASS [12], use or plan to use the GEM technology.19
19For the TESLA experiment, the GEM technology is currently investigated as an alternative readout
for a Time Projection Chamber (TPC) [88].
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Figure 2.12: Field lines and equal potentials at a hole of GEM foil. (a) Low external
field above the foil, Edrift = 1 kV/cm. (b) High external field, Edrift =
7 kV/cm. In both cases, the potential difference ∆UGEM is 400 V and the
field Etrans below the foil is 3.5 kV/cm. The pitch of the holes is 120 µm,
the outer hole diameter 72 µm and the inner one 38 µm. Source: [72]
The GEM foils used in this thesis were produced at two different places with two
different etching techniques. The first producer is the electronics workshop at CERN,
which used wet etching. The second manufacturer is Würth Elektronik,20 which addi-
tionally used plasma etching. The basis material is in both cases a copper-clad poly-
imide foil with a thickness of 50 µm.
The manufacturing of the CERN GEM foils can be subdivided into the following
steps [60], which are illustrated in figure 2.13:
1. The surface of the copper-clad Kapton21 foil is cleaned.
2. Two identical masks with the desired pattern are produced by a computer as-
sisted laser photo composer.
3. The masks are optically aligned with an accuracy of 5 µm.
4. The foil is coated with a photoresist, and placed between the masks.
5. After exposure to UV light, the exposed photoresist is removed by etching with
Na2CO3 (see figure 2.13, step 1).
6. The fallow copper is etched with FeCl3 (step 2).
20Würth Elektronik GmbH, Rudolf-Diesel-Str. 10, 74585 Rot am See, Germany.
21DuPont, 1007 Market Street, Wilmington, DE 19898, USA.
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7. The remaining photoresist is removed (step 3).
8. The copper layers now serve as masks for the etching of the holes in the Kapton,
which is solved by 1,2-diaminoethane (H2NCH2–CH2NH2) (step 4).
9. In a last etching process with FeCl3, the copper surrounding the active area of
the GEM foil is removed, while the active area is masked.
10. Finally, the foil is cleaned using different bathes: floating water, deionised water,
demineralised water, and alcohol. After that, it is dried in air at 80 °C.
exposure and
development
photoresist
removal of
mask
etching
etching
copper
polyimide
photoresist
raw material
1)
2)
3)
4)
Figure 2.13: Manufacturing process of GEM foils. For both the CERN and Würth
GEMs, the principle steps are identical, only the chemicals, that are used,
are different. In the last stage, the narrower hole geometry of the CERN
GEM is indicated by the brighter areas.
The production steps for the Würth GEM foil are similar. In this case, the raw
material is Espanex22 clad with a 14 µm thick layer of copper on both sides. The holes
in the copper layers are wet etched as before. The removal of the photoresist also re-
duces the thickness of the copper layers to 2–8 µm. The important difference is step 4
22Espanex by Nippon Steels, distributed by Holders Technology GmbH, Mammendorf, Germany.
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in figure 2.13: The channels in the polyimide are drilled by a plasma etching process.
For this purpose, the foil is placed in an atmosphere composed of CF4, oxygen, and ni-
trogen at an absolute pressure of around 0.2 mbar. To create a plasma, this gas mixture
is ionised by microwaves. This produces radicals which react with the polyimide and
do not affect the copper. The amount of removed polyimide and therefore the shape
of the holes can be varied by changing the temperature of the plasma and the time of
process.23 As indicated in figure 2.13, the copper is undermined. To reduce the jutting
out copper, the hole is widened in an additional wet etching process.
2.4 MSGC+GEM Detectors
2.4.1 Principle of MSGC+GEM Detectors
An MSGC+GEM detector combines an MSGC with a GEM foil, as can be seen in
figure 2.14. The foil is inserted between the drift cathode and the substrate. To avoid a
reduction of the detection efficiency, which would result from splitting the gas volume
into two parts, the distance between the GEM foil and the drift cathode is the same as
the height of an MSGC. Since a minimum space is needed to mount the GEM foil, an
additional volume between the GEM foil and the substrate enlarges the total height of
the detector by typically 2 mm.
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Figure 2.14: Scheme of an MSGC+GEM detector. Typical dimensions are shown in
this cross section.
23The precise production parameters are a company secret.
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The upper part of the gas volume—between drift cathode and GEM foil—is called
drift gap and the lower part transfer gap. Electrons produced in the drift gap by ion-
ising particles drift downwards to the GEM foil. All electrons which get into the
channels in the foil are multiplied and arrive at the other side of the foil, in the transfer
gap, where they finally drift to the substrate. At the substrate the amount of charge is
again multiplied.
On one hand, the addition of the GEM gives the possibility to reduce the voltages
and thus the amplification at the substrate. On the other hand, it leads to a larger
parameter space. Besides those parameters which are conditional on the design, as the
layouts of the GEM foil and the substrate, and as the dimensions of the gas volumes,
the performance of the MSGC+GEM detector is determined by the various voltages
and the gas mixture.
As already defined for the MSGCs in section 2.2.1, all voltage settings for the
MSGC+GEM detectors will be given by their absolute value. Ucath denotes the volt-
ages of the cathode strips, UGEMdown and UGEMup those of the lower and upper GEM
electrodes, respectively, and Udrift is that of the drift cathode. The potential difference
between both sides of the GEM foil is given by
∆UGEM = UGEMup − UGEMdown. (2.28)
The anode strips are grounded via the preamplifier. In the case of the detector modules
discussed in this thesis, the electric fields Edrift and Etrans in the drift and in the
transfer gaps, respectively, can be calculated as follows:
Edrift =
Udrift − UGEMup
3 mm , (2.29)
Etrans =
UGEMdown − 0.73× Ucath
2 mm
. (2.30)
The numbers are given by the dimensions of the detector and the substrate. Since the
exact position of the GEM foil may vary for different detectors or across the active
area, these values always refer to the nominal heights of the gaps.
As for an MSGC (see section 2.2.1), the gas amplification at the substrates in-
creases exponentially with Ucath, and depends to a minor degree on the potential of
the electrode above the substrate, which is in this case UGEMdown. The gas gain of the
GEM foil rises exponentially with ∆UGEM . Additionally, the electric fields play an
important role for the effective amplification of the GEM foil since parts of the primary
and secondary electrons may be absorbed by the GEM electrodes. These phenomena
are described by the transparency and the extraction efficiency of the GEM foil.
2.4.2 Transparency and Extraction Efficiency
Depending on the electric field lines, a certain amount of electrons may be lost at the
GEM foil: Either primary electrons may be collected by the upper GEM electrode, or
secondary electrons may end on the insulating material in the channels or on the lower
GEM electrode. In all these cases, the amount of charge which can be detected at the
2.4. MSGC+GEM DETECTORS 35
substrate is reduced. The influences of the electrical fields outside the GEM foil on the
transfer of the electrons through the foil are studied in detail in [9].
The electrical transparency of the GEM foil describes the ratio of the number
of electrons which enter the GEM foil’s holes and are multiplied to the number of
primary electrons produced in the drift gap.24 The effect of the drift field on the trans-
parency can be understood using three-dimensional field simulations, which were done
by G. DE LENTDECKER using the programs MAXWELL25 and GARFIELD26. Fig-
ure 2.12 shows two different field configurations. In the configuration with the lower
drift field shown in figure 2.12(a), every field line coming from the drift volume goes
through a hole and reaches the transfer gap. This is a scenario with a transparency
close to 100%. The other situation shown in figure 2.12(b) is characterized by a high
drift field, which leads to field lines that end on the upper GEM electrode. In this case,
only part of the primary electrons can be multiplied, and the transparency is reduced.
It was found that the transparency is constant and close to 100% for drift fields
in the range of a few 0.1 kV/cm to several 1 kV/cm [9].27 This range is often called
transparency plateau. For higher drift field, the transparency decreases. Generally,
the plateau is longer for higher potential differences ∆UGEM and for higher optical
transparencies.
Apart from the transparency, the extraction efficiency of the GEM foil determines
the effective gain of the foil. Depending on the potential difference and the transfer
field, the electrons that are multiplied in the foil’s channels may reach the insulating
walls of the holes or the lower GEM electrode. In both cases, the extraction efficiency
is reduced. It increases almost linearly with the transfer field [9].28
2.4.3 Characteristics of MSGC+GEM Detectors
The characteristics that are used to describe the performance of MSGCs (see sec-
tion 2.2.2) are also important for MSGC+GEM detectors.
Spatial Resolution
The considerations about the spatial resolution for MSGCs (see section 2.2.2) can be
transferred for MSGC+GEM detectors. The GEM foil and the longer drift path lead
to an additional spread of the charge distribution, which is measured at the substrate.
Using the centre of gravity method, resolutions of 40 µm for neon/DME (40%/60%)
can be measured [75].
24Another definition for the electrical transparency, which is also used, is the ratio of the detected
signal at a given setting to the maximum possible signal obtained with the optimal field configuration.
This definition has on one hand an experimental advantage since it can be measured easily, but on the
other hand, the pure electrical transparency can be superimposed by an inefficient extraction of the
charges out of the GEM foil or by effects of prolonged charge collection times at the substrate [100].
25MAXWELL by Ansoft Corporation, Pittsburg, PA, USA.
26GARFIELD is programmed and maintained by R. VEENHOF at CERN.
27The exact values depend on the gas mixture and on parameters of the GEM foil.
28Above the point of parallel plate multiplication, this is not valid anymore.
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Efficiency
With MSGC+GEM detectors, the same efficiency as with MSGCs can be achieved (as
will be shown in figure 6.4).
Time Resolution
For a given drift velocity, the time resolution of an MSGC+GEM detector depends
primarily on the height of the drift gap since in general a particle which ionises only
in the transfer gap would not produce enough charge to be detected because of the
missing amplification by the GEM foil.
Rate Capability and Occupancy
For the rate capability and occupancy, the same as in case of MSGCs is valid (see
section 2.2.2).
Energy Resolution
The energy resolution of MSGC+GEM detectors is poorer than that for MSGCs. De-
pending on the detector settings, resolutions of 26% can be achieved [76].
Chapter 3
Production of the Detector Modules
The modules which were built and tested within the scope of this thesis were originally
proposed to be part of the central tracking system in the CMS detector. For this purpose,
a total number of 1,188 detector modules were needed in the forward and backward
parts of the tracker. The detectors which were built during this thesis were destined for
the so-called milestone experiment “MF-2” (see chapter 6) to prove their suitability
for the CMS experiment. In the face of the final goal, the production of the modules
was oriented towards a test of the tools for a future mass production.
In total, a pre-series of 18 detector modules was built, whereof five were produced
in Aachen and will be discussed here. The remaining 13 modules were produced at an
institute in Karlsruhe1.
3.1 Design of the Modules
While the original technical design report of the tracker [42] planned the application of
ordinary MSGCs in the forward region, in spring 1999 the decision was made to use
MSGC+GEM detectors instead. The principal layout of the MSGC forward tracking
system [84] remained unchanged. Figure 3.1 shows a so-called super module, which
consists of eleven disks, each equipped with 54 detector modules. The super modules
are located in the area between 1215 mm and 2760 mm in the z direction on both sides
of the interaction point, and cover the radial range from 700 mm to 1160 mm.2 The
detector modules are arranged in four concentric rings.
For the milestone experiment, detectors for the second innermost ring (“ring 2”)
were built. The inner radius is 889.6 mm and the outer one 1033.1 mm. To form a
closed ring, the modules have the shape of a sector of an annulus. 13 such modules
form a complete ring. The drawings for the frames, which define the shape of the
modules, can be found in figures B.1–B.3.
A schematic view of all components of a detector module is shown in figure 3.2.
The mechanical structure is defined by four types of frames: the top, the upper and
1Institut für Experimentelle Kernphysik, Universität Karlsruhe (TH), Karlsruhe, Germany.
2The origin of the cylindric coordinate system is in the centre of the detector. The z axis points along
the beam pipe, r is the radial and φ the azimuthal coordinate.
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disk
cooling
circuit
support profile
support ring
inner support rail
Figure 3.1: Super module of the forward MSGC tracker. On the first disk, a few detec-
tor modules are shown. In total, each disk contains four rings of detector
modules, two on the front and two on the back. Additionally, parts of the
infrastructure and the support structure are drawn. Source: [42]
lower spacer, as well as the bottom frames. The active components are the drift cathode,
the GEM foil, and the four substrates. Ceramic hybrids distribute the high voltage
(HV) to the substrates, and carry the readout electronics. Since the modules could only
be irradiated in the middle region during the test described later on (see chapter 6), both
outer substrates were not connected to the readout electronics. The readout electronics
and the high voltage supply of the substrates are on the same side of the module. This
saves space in case of the innermost and outermost rings, and results in an optimal
usage of the space avoiding dead areas. The metallized Kapton foil shields the module,
and closes the gas volume.
The gas flow through a detector module is depicted in figure 3.3. The gas enters
the detection volume above the GEM foil on the right side, flows through the holes
of the GEM foil, and leaves the active detection volume at the opposite side of the
module. To reduce the risk of harming the fragile substrates by excess pressure, the
gas flows both above and beneath the substrates to minimise the pressure difference
between both sides. This is realized by a gas diversion on the left side, which leads
the gas flow underneath the substrates. For this purpose, three holes are drilled into
the indicated struts of the lower spacer frame and the bottom frame. Finally, the gas
leaves the detector module underneath the substrates on the right side.
The gas mixture, which was envisaged for the use in the CMS experiment, was
neon/DME (40%/60%). Since DME is an aggressive chemical, all components which
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Figure 3.2: Schematic view of the detector module. The bended shape of the module
is not shown. In truth, the rear side is shorter than the front side. The gas
in and outlets are located at the rear left corner of the module, the gas
diversion (see figure 3.3) is at the right side.
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Figure 3.3: Gas flow through the detector module.
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are in contact with the gas have to be chosen carefully. Their compatibility was tested
extensively [24].
3.2 Components of the Detector
In the following paragraphs, the various components of the detector modules are de-
scribed in detail. Furthermore, the individual steps for quality check, preparation, and
cleaning are dealt with. The parts were cleaned shortly before they were used. For
short storage and during the production process, they were kept in a flowbox of class
100, which was permanently flushed with filtered air.3
3.2.1 Substrates
The substrates are made of bare (uncoated), 300 µm thick borosilicate glass DESAG
D2634. They have a trapezoidal shape (see figure B.4), and can be produced on 6"
wafers. The metallization of the substrates with 512 anode and 513 cathode strips
was done by IMT5. The thickness of the strips, which are made of gold, is 500 nm.
The anode strips are 7 µm wide and about 10 cm long, while their pitch is varying
from 181 µm at the short edge to 204 µm at the long edge. To get a homogeneous
amplification along the strips, the width of the cathode strips has to vary with the
pitch p. The gap G between anode and cathode is given by the so-called NIKHEF
formula [42], which is based on simulations of the electric field:
G = p/8 + 20 µm. (3.1)
The schematic layout of the strip pattern can be seen in figure 3.4. The cathode
strips are connected in groups of 16.6 This allows to supply the voltage separately to
the groups. Using a resistor network (see figure B.5), which distributes the voltage to
the groups, each group can be thought of separate capacitors. In case of a discharge
between anode and cathode strips, the charge is then limited to that one stored in the
particular group. Furthermore in case of a short circuit, only the concerned group
would be nonfunctional, as to be shown in section 6.6.4, and not the whole substrate.
To connect the readout electronics and the voltage from the same side, one cathode
strip per group is lengthened to the place where the bonding pads for the readout are.
Additionally, the distance between the bonding pads for the anodes is reduced in order
to have enough space for the cathode bonding pad (see figure 3.4).
The substrates were checked for broken and short-circuited strips. For this purpose,
the capacity of each anode strip to its corresponding cathode group was measured. The
mean capacitance of an anode strip inside a group is about 4.9–5.0 pF.7 A significantly
3Class 100 means less than 100 dust particles with a diameter above 0.5 µm in 28.3 l (one cubic foot)
of air.
4Schott Desag AG, Deutsches Spezialglas, Hüttenstraße 1, D-31073 Grünenplan, Germany.
5IMT Masken und Teilungen AG, Im Langacker, CH-8606 Greifensee, Switzerland.
6Since there are 513 cathode strips, the first group contains 17 strips.
7The capacitance of an anode between two cathode groups is only the half.
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cathode group
anode bonding pads
cathode bonding pad
Figure 3.4: Scheme of the substrate layout. The cathode groups can be connected
both at the upper and lower edges. The varying pitch and width of the
strips along them are not shown.
smaller value indicates an interrupted strip. Also, short circuits between anodes and
cathodes can be detected.
Furthermore, the substrates were inspected optically with a binocular magnifier8 to
search for defects again. Both the capacitive and the optical tests were able to identify
failures. The capacitive test is a lot faster, but it is nearly impossible to detect defects
near the far end of an anode strip. One of the most important problems of the optical
test is the proper illumination, so that the gold strips can be clearly identified by their
golden reflection. Since the background was white, the contrast was very low, which
made the scanning difficult and trying to the eyes.
Before mounting the substrates, they have to be cut to their final dimensions (see
figure B.4). Using a diamond under a microscope, the glass is scribed with an accuracy
of 5 µm, and afterwards cracked by hand.
To remove dust particles and glass splinters from the cutting, the substrates were
bathed in iso-propanol, and afterwards rinsed with deionised water. Subsequently, they
were cleaned in an ultrasonic bath filled with deionised water for ten minutes at 40 °C,
and dried with nitrogen.
3.2.2 GEM foils
Two kinds of GEM foils were used. Four modules were built with foils from CERN
and for the fifth module a Würth GEM foil was used9. The CERN GEM foils are
segmented into four parts corresponding to the substrates, while the Würth GEM foil
has a continuous metallization (see figure B.6). A photograph of a CERN foil can be
seen in figure 3.5.
8Magnifications of 10, 20, and 40 were used.
9The name of the module with the Würth GEM foil is 3A.
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The hole diameter of the CERN GEM foils is 72 µm in the copper layer and 38 µm
at the narrowest place in the foil’s channels and the pitch is 120 µm. For the Würth
GEM foil, the pitch is 130 µm and the diameter of the cylindrical channels is 80 µm.
The thickness of both foils is 50 µm, and their holes are arranged in a hexagonal pattern.
Figure 3.5: Test box for the GEM foils. Inside the box, a CERN GEM foil is placed,
and electrically connected with crocodile clips. The high voltage supply
can be connected in the front. The gas flows through the tubes at the
left and right sides of the box. The segmentation of the CERN foil can be
clearly seen.
Before mounting the GEM foils, they were inspected and tested. Using a binocu-
lar magnifier, faulty regions, such as missing metallization or non-etched holes, were
looked for. To remove dust particles from the foils, they were flushed with nitrogen.
The electrical properties of the foils were tested in a nitrogen flushed box (see
figure 3.5). In this dry atmosphere, different voltages were applied to the foils, while
the current was monitored with a pico-ammeter of type “CUMO” [15]. At first, the
voltage was slowly ramped to 300 V. Then, it was increased to 450 V in steps of 50 V
per hour, and held for twelve hours. Finally, the voltage was increased to 500 V in
steps of 10 V per hour. After passing this test without discharge, the foil was accepted
for use in a detector module.
3.2.3 Drift Cathodes
The drift cathode consists of 300 µm thick Ferrozell10, which is made of cotton fibres
permeated with phenolic epoxy resin. It is evaporated with 5 nm of titanium and on
top of it with 20 nm of gold, which was done at the institute in Karlsruhe.
The quality of the metallization was checked by eye. The drift cathode was cleaned
with iso-propanol.
10Ferrozell GmbH, D-86199 Augsburg, Germany.
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3.2.4 Frames
The mass production of detector modules requires a cheap production technique to
manufacture the different frames of the detector module. A cheap method is the injec-
tion moulding, which fills a negative of the frame with the melted raw material. After
cooling down, the frame can be taken from the mould. The main cost of this technique
are the production of the mould.
The bottom frames and the upper spacer frames were produced by means of injec-
tion moulding. Since only a relatively small number of frames were needed for the
milestone experiment, the top frames were machined from injection moulded bottom
frames by removing the unnecessary parts in order to reduce the cost.
These three frame types are made of Poly-Ether-Ether-Ketone (PEEK)11. The pro-
duction process of the injection moulding led to some problems. Due to the ejec-
tion mechanism which removes the frames from the mould, they were deformed and
twisted leading to non-flat frames.
Furthermore, most of the dimensions did not exactly match the specifications. The
mould of the frames is not an one-to-one copy of the final frame because the filling of
the mould has to be taken into account and the hot frames have a different size. The
quality of the frames can therefore be enhanced by optimising the shape of the mould.
Another problem, which cannot necessarily be solved by modifying the mould, is
the fact that the shape of the frames differs from frame to frame. This is, for example,
due to differences in the cool off process, which can lead to different tensions in the
material.
To get flat frames and to remove the tensions, the frames were tempered in an oven
at around 100 °C for several hours. During this process, the frames were held between
steel plates. After the tempering, the outermost points of the frames were displaced
by up to several 100 µm (see section A.3). These displacements are not due to the
tempering since measurements of a non-tempered frame show similar deformations.
Since the lower spacer frames are only 2 mm high instead of 3 mm as the upper
spacer frames, they had to be specially manufactured. The lower spacer frames are
made of Ferrozell, and were produced at the institute in Karlsruhe.12
Before the assembly, the gluing surfaces of the frames—especially those made of
PEEK—were roughened with emery paper to ensure a good splice. After that, the
frames were cleaned with iso-propanol, and put for ten minutes in an ultrasonic bath
filled with deionised water at 40 °C. Afterwards, they were dried with nitrogen.
3.3 Assembly of the Modules
The assembly procedure for the detector modules can be divided into several steps, as
can be seen in figure 3.6:
1. Alignment of the substrates and gluing them onto the bottom frame resulting in
the lower part of the module.
11Peek from Vitrex Europa GmbH, Zanggasse 6, D-65719 Hofheim, Germany.
12For the 13 modules produced in Karlsruhe, all types of frames were machined using Ferrozell.
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Figure 3.6: Assembly procedure to get a detector module.
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2. Stretching of the GEM foil and gluing it to the upper and lower spacer frames.
3. Gluing the drift cathode to the top frame for more rigidity.
4. Gluing the GEM foil with spacer frames and the rigidified drift cathode together
to get the upper part of the module.
5. Gluing the upper and lower parts together.
6. Gluing a Kapton foil beneath the bottom frame and wrapping it around one side
of the module to form a gas volume beneath the substrates and the gas diversion
(see figure 3.3).
7. Mounting the gas in and outlets.
8. Testing the gas tightness of the module and sealing the found leaks.
9. Mounting the high voltage and readout hybrids.
10. Bonding the electronics to the substrates.
11. Mounting the detector module on a support plate and cabling of the detector.
As shown in the figure, some of the assembly steps can be done in parallel. The single
steps are described in more detail in the following paragraphs as well as the tools used.
The steps one to six are all performed in the flowbox to guarantee a dirt-free handling
of the sensitive substrates and GEM foils.
The choice of the glue is very important since it can compromise the operation
of the detector. The glue must not gas out. Organic molecules of the glue can be
cracked by ionising particles, but the fragments must not polymerise on the surface
of the substrates. The glue has to withstand dimethylether, which is an aggressive
gas. Furthermore, the glue has to harden at room temperature. The glue used for the
detector modules is a two-component epoxy resin named EPO-93L by Axson13. It
adheres well on glass, polyimide, and the frames, and can be applied with a syringe.
After six hours, the glued components can be handled with care, after about 24 hours,
the polymerisation of the glue is finished.
For the gluing of components outside the gas volume of the detector module, UHU
plus sofortfest14 is used.
3.3.1 Alignment of the Substrates
For the reconstruction of the particle tracks in the CMS detector, it is important to
know the exact position of each strip in the MSGC+GEM detector modules. Therefore,
the substrates of the detector modules have to be aligned with respect to the other
substrates in the same detector module and to the supporting frames. For this purpose,
13AXSON, F-95005 Cergy, France.
14UHU GmbH & Co. KG, Herrmannstraße 7, D-77815 Bühl/Baden, Germany.
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each frame has precision holes,15 which act as reference points for the positioning of
the substrates. These holes are also used for the mounting on the disks of the super
modules. The substrate alignment with respect to the supporting frames ensures that
all strips point to defined points at the beam axis.
The alignment of the substrates with respect to each other is necessary to guarantee
a regular field configuration and thus a uniform response inside the detector module.
The gap between two adjacent substrates is called φ-crack since it interrupts the strip
pattern in the φ direction of the tracker. It has been shown experimentally [84] that
single missing anode strips do not effect the detection efficiency, but only the spatial
resolution, whereas missing cathode strips should be avoided. Therefore, the gap has to
be as small as possible while keeping the strip pattern. Two scenarios are imaginable:
Either two anode strips and one cathode strip in the strip pattern at the φ-crack are
missing, or one anode strip is absent. The latter is the better solution with respect to
the field geometry. Due to the field configuration at the φ-crack, electrons above it are
collected by the neighbouring anodes leading to a locally degraded spatial resolution.
For the previous milestone test “MF-1” [25], a special tool was developed to align
the substrates. This tool is based on a fibre optical system that detects the edges and the
strip patterns of the substrates, which are held by vacuum tables with micro positioning
devices to adjust the substrate positions [68,84]. Since the dimensions of the substrates
have changed, this tool was completely rebuilt. Withal, some improvements were
integrated into the new design.
The new alignment tool, which can be seen in figure 3.7, consists of four vacuum
tables, of which each holds one substrate and can be moved with three micro position-
ing devices back and forth, to the left and to the right, and rotated in the plane (see
figure 3.8).16 A Cardanic frame carries the bottom frame positioned by precision pins.
When the substrates are in their final position the Cardanic frame can be lifted upwards
to the substrates to glue the bottom frame to the backside of the substrates.
The optical system17 was adopted from the old alignment tool. Each fibre optical
sensor consists of 300 parallel optical fibres with a diameter of 50 µm, which are ar-
ranged in two shifted rows of 7.5 mm length each. The fibres of all sensors terminate at
a CCD camera, which is read out by a computer, that calculates 300 luminance values
per sensor, which corresponds to a virtual fibre width of 25 µm. With this resolution,
only the cathodes can be detected.
Two sensors per φ-crack monitor the alignment of the strip patterns, and one sensor
per substrate checks the position along the r direction by observing one edge of the
substrate (see figure 3.9(a)). These, in total, ten sensors are mounted on a common
carbon fibre plate, which can be lowered to the substrate plane. The sensors are illu-
minated from the Cardanic frames, which also hold LEDs at the sensor positions (see
figure 3.9(b)).
The old positioning tool showed that a good performance of the system is achieved
only if the fibre optical sensors can be positioned exactly. Especially, the distance to
the substrates has to be as small as possible without destroying the substrates when the
15These holes were drilled after the frames had been tempered.
16For the modules built in Karlsruhe, a different method was used in order to align the substrates.
17FiberVision GmbH, Hirzenrott 2, D-52076 Aachen, Germany.
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Figure 3.7: Alignment tool for the substrates. The Cardanic frame carries the bottom
frame already. The substrates will be laid onto the four white vacuum
tables, which can be moved separately by three micro positioning devices
each. The plate with the sensors is in its upper rest position.
Figure 3.8: Micro positioning devices. The vacuum
table at the top can be moved to the left
and right, forth and back, and can be ro-
tated in the plane with three micrometer
screws (from top to bottom).
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Figure 3.9: Schematic top view (a) and detail cross section (b) of the alignment tool.
(a) Positions of the fibre optical sensors 1–10. Each sensor detects the
strip pattern only along its long side. (b) The strip pattern of the substrates
is monitored by a sensor, which is illuminated by an LED in the Cardanic
frame. The substrates can be moved in the horizontal plane.
sensor plane is lifted and lowered again to the original position. Therefore, the sensor
plane can only be moved vertically, while in the old design, the plane was swayed
backwards. To guarantee a good stability of the sensor plane, the sensors are mounted
on a carbon fibre plate. Furthermore, each fibre optical sensor can now be adjusted
individually. All these points allow to position the sensors only about 0.2 mm above
the substrates with an excellent reproducibility of the sensor positions.
Another important point is the homogeneous illumination of the sensors. Therefore,
the LEDs are exactly oriented towards the sensors by means of special mountings. In
order to set the aperture of the camera and for the white light adjustment, a 300 µm
glass plate is inserted in the optical path to simulate the absorption by the substrates.
To be able not only to align the substrates relatively to each other, but to position
them absolutely with respect to the precision holes of the bottom frame, the positions
of the sensors were calibrated with a dedicated carbon fibre plate with ten crosshairs
at the positions of the sensors. This plate was positioned by means of the precision
pins to the Cardanic frame. By comparing the positions of the crosshairs measured by
the fibre optical system and by the precise measurement with an x-y table, each sensor
position is known with respect to the precision pins.
The alignment starts with the rough positioning of the substrates on the vacuum
tables after the bottom frame was placed on the Cardanic frame. The bottom frame is
lifted close to the bottom line of the substrates by raising the Cardanic frame. Then, the
plate with the sensors is lowered to its lower rest position close to the substrates (see
figure 3.10). After that, one of the outermost substrates is positioned absolutely with
respect to the precision holes of the bottom frame. Then, the neighbouring substrates
are aligned successively. Using the strip pattern measured with the two sensors at the
gap between two substrates, the position in the φ direction and the twist are corrected.
The absolute position in the r direction is controlled by the sensor at the edge. A
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Figure 3.10: Alignment tool with inserted substrates. The plate with the sensors is in
its lower rest position.
brief description of the algorithms used for the position measurements can be found in
section C.1.
After the alignment, the plate with the sensors is lifted to its upper rest position,
and the bottom frame and the Cardanic frame are lowered in order to place small drops
of EPO-93L with a syringe onto the bottom frame (see figure 3.11). Afterwards, both
frames are moved upwards to the substrates, so that they get in contact with the bottom
frame. On the next day when the glue is hardened, the bottom frame with the substrates
is turned upside down to fix the substrates finally with a closed line of EPO-93L.
Originally because of the above mentioned reasons, the aim was to position the
substrates in such a way that only one anode strip is missing in the strip pattern. But it
turned out that the substrate edges are mostly too rough, so that they touch each other
before the strips are close enough. Therefore, the distance had to be increased leaving
out two anode strips and one cathode strip in the strip pattern.
3.3.2 Preparation of the Drift Cathode
In order to rigidify the drift cathode, its backside is glued to the top frame using EPO-
93L. This is needed to minimise the deformation of the drift cathode due to the over-
pressure inside the module when it is operated.
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Figure 3.11: Alignment tool. Detail view of the substrates. The bottom frame beneath
the substrates is lowered and small drops of glue are placed on it.
The alignment does not need to be very precise. Therefore, no dedicated tool is
used to position the drift cathode with respect to the frame. The splice is hardened
after 24 hours.
3.3.3 Stretching of the GEM foil
Since the metallization of the GEM foil shall end just in front of the spacer frames, a
special tool is needed to guarantee the exact positioning of the GEM foil with respect
to the frames. A mis-alignment can lead to a bad splice and a potential gas leak because
of the bad adhesion of the glue on metal, or it can cause an increased inefficiency of
the detector at the borders of its active area.
The gluing jig18, which can be seen in figure 3.12, consists of two steel plates with
three precision pins and holes, respectively. These pins and holes allow to lower one
of the plates precisely on the other. Grooves are milled into the plates in order to hold
the spacer frames. The purpose of these grooves is twofold: They hold the twistable
frames in shape, and allow to position both frames exactly onto each other. The depth
of the grooves is only half as deep as the height of the frames. The grooves are milled
to an absolute depth, so that the frame can lie completely flat in the grooves. The
18In Karlsruhe, a different tool was used.
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grooves contain several threaded holes going through the plate, so that later the frames
can be ejected by screwing bolts into these holes. Furthermore, the lower plate has
three holes for thin precision pins to position the GEM foil exactly (see figure B.6).
precision hole
lower spacer frame GEM foil
hole with thread
upper spacer frame
screw
precision pin
steel plates with grooves
Figure 3.12: Schematic cross section of the gluing jig. Both spacer frames and the
stretched GEM foil are shown in the jig. The upper part of the jig can
be lowered in order to agglutinate the frames and the foil. The screws
are used for the ejection of the frames after the gluing, and are removed
during the gluing.
Both plates contain further precision holes and grooves for later assembly steps.
Those will be described later on.
The ground plate of the gluing jig holds the lower spacer frame. Onto its upper
side, EPO-93L is spread with a syringe. After that, the GEM foil is placed on top of
the frame using the thin precision pins. Then, the GEM foil is carefully stretched all
around with several pieces of adhesive tape running from the foil to the ground plate.
The upper spacer frame is inserted into the other plate. The adhesive area is also
spread with EPO-93L. This plate is then turned upside down, and lowered onto the
ground plate. The parts are pressed together by the weight of the upper plate. The glue
has to harden for 24 hours again.
3.3.4 Combining GEM and Drift Parts
In the next step, the upper part of the module is built. The GEM foil and the spacer
frames are still in the gluing jig. The upper frame is carefully ejected out of the upper
plate with the bolts mentioned above. The frame-GEM-frame sandwich stays on the
ground plate.
The other side of the upper plate contains a groove to hold the top frame. The
rigidified drift cathode is inserted into this groove. The upper spacer frame is spread
with EPO-93L. Figure 3.13 shows this stage. After that, the upper plate is turned, and
lowered down to the ground plate. After 24 hours, the glue is hardened.
3.3.5 Combining Upper and Lower Parts
Now, the upper part of the module and the aligned substrates are put together. The
upper part is still in the gluing jig. First, the top frame is carefully ejected out of the
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Figure 3.13: Gluing jig. On the lower metal plate, a GEM foil is stretched. The lower
and upper spacer frames are already glued onto it. The upper metal
plate holds a drift cathode glued to the top frame. This picture was taken
just before assembly step 4 (see figure 3.6).
upper plate as above. Then, the lower spacer frame is ejected with bolts out of the
ground plate. After that, the jutting out polyimide of the GEM foil is cut with a scalpel
all around the spacer frames leaving the connections for high voltage out.
The precision pins for the GEM foil in the ground plate are removed, and pins are
inserted into additional precision holes to hold the bottom frame. The bottom frame
with the substrates is then placed on the ground plate.
The upper part of the module is inserted in the upper plate of the jig and the lower
spacer frame is spread with EPO-93L. After that, the upper plate is turned, and lowered
down to the ground plate. After another 24 hours, the module can be ejected out of the
upper plate and removed from the ground plate.
3.3.6 Closing the Gas Volume
The gas volume beneath the substrates is closed by gluing the backside of the bottom
frame on a sheet of Kapton foil. The copper clad side of the foil points to the outside,
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and acts as electric shielding for the substrates. Again after 24 hours, the EPO-93L is
hardened.
The jutting out piece of foil is cut with a scalpel except for the side at which the
gas diversion will be. The Kapton foil on this side is folded to the upper frame and
glued with UHU plus sofortfest. The holes between the foil and the frames are sealed
with EPO-93L. In order to speed up the production, it is possible to close the backside
of the module and to glue the gas diversion in one step. In this case, the cutting of the
foil and the fixation at the upper frame would be done after the hardening of the glue.
3.3.7 Mounting of Gas Connections and Gas Test
The capillary tubes for the gas connections are inserted into the corresponding holes
in the bottom and the upper spacer frames and fixed with UHU plus sofortfest.
After the glue is hardened, the module can be tested for gas tightness. For this
purpose, it is connected to a gas system (see figure B.7). At first, the module is flushed
with argon for twelve hours at a rate of two chamber volumes per hour. Afterwards, it
is flushed with DME. Using a gas sniffler, it is searched for leaking DME. Additionally,
the module is pumped with DME at an overpressure of 1.5 mbar, a significant pressure
loss over one hour indicates leaks in the module. Found leaks are sealed with EPO-93L.
Finally, the module is purged with argon for two hours.
3.3.8 Bonding the Electronics and Final Mounting
The readout electronics and the high voltage distribution for the substrates are both
located on ceramic hybrids. Since the readout and the high voltage are connected from
the same side, the readout hybrid is glued on top of the high voltage hybrid. This
stack of hybrids is stuck on the mounting point on the bottom frame with wood glue.
Wood glue has the advantage that it can be easily removed to recycle or to exchange
the electronics (see chapter 7).
In the next step the hybrids are connected to the substrates by means of bonding
wires with a bonding machine from Delvotec19. The bonding was done by an institute
in Strasbourg20. The connection scheme is shown in figure 3.14. To adapt the different
pitches of the anode bonding pads and the amplifier’s input bonding pads, a fan like
pitch adapter is glued onto the readout hybrid.
The high voltage is distributed to the substrate by a resistor network (see figure B.5).
The voltage Ucath passes first an RC filter, and is then distributed in parallel to 10 MΩ
resistors, which are connected to the cathode groups.
Finally, the module is mounted on a steel plate. The steel plate has a hole of the
shape of the active area of the module to avoid a shielding of the detector. The front-
end electronics are mounted on the plate, and connected to the readout hybrids. The
support plate also holds connectors for high voltage and gas, which are cabled as well.
Figure 3.15 shows a fully equipped detector module.
19F&K Delvotec Bondtechnik GmbH, D-85521 Ottobrunn, Germany.
20Institut de Recherches Subatomiques, IN2P3-CNRS-ULP, Strasbourg, France.
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Figure 3.14: Schematic view of the hybrid bonding. The readout hybrid with the pitch
adapter is glued onto the high voltage hybrid, which juts out at the upper
and the lower edges. The high voltage connection is always in the middle
of a group of 16 anode strips.
In case of the GEM foils made at CERN, the voltages UGEMup and UGEMdown
for the upper and lower electrodes, respectively, pass separate RC filters with a time
constant of 22 ms, and are distributed to the four sectors via separate 10 MΩ resistors
for each electrode. Since the Würth GEM foil is not segmented, the electrodes are
biased via an RC filter and a 10 MΩ resistor without any distribution.
The drift cathode is biased via a 10 MΩ resistor.
3.4 Remarks on Mass Production
The production scheme described here can be used to build several modules in parallel.
With one alignment tool, it is possible to start the production of a new module each day.
But for that, three sets of the gluing jigs and enough flowboxes in order to handle the
open modules in a dust free atmosphere are necessary. After four days, the modules
are closed, and can be handled in a normal atmosphere.
Most of the assembly steps can be performed by one person. For the substrate
alignment, two persons are mandatory, one handling the micro positioning devices
and one telling the first person the measurement results of the optical system. The
operation of the bonding machine requires a specially trained worker.
The working time needed for the different production steps is now estimated. Three
hours are required for the preparation of the components, such as cutting the substrates
and cleaning the parts. A safe approximation for the time needed to align the substrates
is two hours. The different gluing steps (steps 2–7, see section 3.3) require no more
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Figure 3.15: Fully equipped detector module. The detector is mounted on a steel
plate. The gas and high voltage supplies are connected to sockets on
the plate (upper right and lower right corners). The readout electronics
are connected to the readout board at the upper left corner.
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than one hour each. The test of the gas tightness is with respect to the needed time
rather uncertain. In case of leaks, it can take several hours to find and close all of them.
Since the glue has to harden, one day is a safe upper time limit. For the mounting and
bonding of the hybrids, another day is needed at most.21 The final mounting and the
cabling of a detector module can be done within three hours.
In this scenario, which is illustrated in figure 3.16, assuming that the substrates and
GEM foils are already tested and all components are available, the whole assembly
extends over eight days, while eight detector modules are in different phases of the
assembly. In total, four persons are required for this. The times for the gas test and
the bonding are overestimated in the figure. In most cases, the concerned persons can
do other tasks additionally, such as tests of the substrates and GEM foils beforehand.
Thus, no additional manpower is needed for this.
worker C
worker Dworker B
worker A
Module
substrate alignment
GEM foil + spacer frames
drift cathode + top frame
gluing of substrates
gluing of upper part
combining lower and upper part
closing gas volume with Kapton foil
test of gas tightness
final mounting
finishing gas diversion, gas in and outlets
cutting of substrates, cleaning of components
Task
1 2 3 4 5 6 7 8
Working Hours
1
2
3
4
5
6
7
8
mounting of electronics, bonding
Figure 3.16: Mass production schedule. Eight modules in different production phases
are built in parallel. The work is distributed to four workers. The times for
the gas test and for the bonding are worst case scenarios.
After the final mounting, a so-called burn-in test is necessary to find and remove
possible defects. During this test, the voltages of the detector module are carefully
risen and kept for a few days at the final working parameters, while the module is
flushed with gas. To detect problems, the currents of the electrodes have to be moni-
tored.
Typical problems are a short circuit on the substrate or discharges between anode
and cathode strips during the first time when high voltage is applied. They stem from
21Once the optimal bonding parameters are found, it is possible that the bonding procedure takes only
a few hours.
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imperfections of the substrates, e.g. rough edges of the strips or residual dots of metal-
lization. Generally, the causes of the discharges are destroyed by the discharges them-
selves. Sometimes, several “training” passes are needed to remove the imperfections.
If a permanent short circuit is present, the only way to operate the detector without
losing a whole group of 16 anode strips is to remove the bonding wire of the particular
anode strip.
It is also possible that the GEM foil needs a training to hold the applied voltage
difference. Even though the GEM foils were tested in advance, it is possible that some
dust got into the holes and leads to instable high voltage operation. Generally, the
problem is cured after several cycles.
Normally, the drift cathode needs no special treatment during the burn-in test. Pos-
sible problems arise mostly from bad insulation outside the detection volume.
The burn-in test can be done by one person. The working time needed for it varies
a lot. Several modules can be tested in parallel using an automated test setup, that
alarms the operator if a problem is detected. For a faultless module, only a short time
for the installation at the test setup is needed. In case of a problem, it can take a few
hours or even days to locate and eliminate the problem. Since a reliable operation of
the detector modules is important, enough time has to be scheduled for a thorough test.
If the reason is a systematic problem of the assembly procedure, the production can be
affected. Therefore, a certain time reserve is needed to cope with unforeseen problems
or bottlenecks.
The tests of the detector modules showed that the stretching of the GEM foil is
a critical step. It turned out that one of the five modules22 had a problem due to a
displacement or a sag of the GEM foil towards the drift cathode. This was discovered
by means of so-called delay scans, at which the arrival time of the charge cloud at
the anode strips is measured with respect to a trigger given by a scintillator (see sec-
tion 6.1.2). This module showed a varying delay across the substrate plane. The delay
variation is due to the reduced drift gap and the increased transfer gap, which results
in increased and decreased electrical fields, respectively.
The sagging GEM foil could be attributed to an accident during the assembly of
the detector module. After the GEM foil had been glued to the spacer frames, the foil
was accidently torn off at one edge during the ejection out of the gluing jig, and was
re-glued without properly stretching the foil again.
A sagging GEM foil does not forbid the operation of the module, but leads to
a non uniform response across the substrate plane. In the pre-series of 18 modules,
seven were affected by this problem (see section 6.5).23 Either special care during the
assembly is needed to stretch the foil and to ensure that the frames glued to the foil are
not deformed, or the foil has to be fixed in its position by means of spacers. In the first
case, a measurement of the GEM foil position before and after the gluing of the foil is
imaginable. In the second case, it has to be proven that the application of spacers leads
to no unwanted effects like charging or discharges.
For a mass production of the frames, a way must be found to guarantee a better
reproducibility of their shape. Especially, the flatness and the outer dimensions of
22It is called detector module 2B.
23For the 13 modules built in Karlsruhe, a different technique was used to stretch the GEM foils.
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the frames are important for the mounting of the substrates. If an improvement of
the injection moulding process were not possible, an alternative would be to produce
blanks, which are injection moulded and afterwards milled with a CNC milling cutter
to the final shape. The milling from PEEK plates is not practicable because of the high
price of the unused material.
Besides these two problems, no other issue arose, so that a mass production of
detector modules is feasible.
Chapter 4
Readout Electronics and Test Setups
The detector modules described in the previous chapter were studied with several test
setups. Before using them in the milestone experiment, which took place at the Paul-
Scherrer-Institut at Villigen (Switzerland), they were tested in the laboratory. After-
wards, two of the detector modules were equipped with different readout electronics
and tested in a different laboratory setup and at CERN. In the following, the different
electronics and setups, mainly with respect to the electronics part, will be described.
4.1 Readout with PreMux128
In this section, the electronics used for the milestone experiment and the corresponding
test setups are described.
4.1.1 The PreMux128 Chip
To read out the detector modules, the PreMux128 chip [63] was used as front-end
electronics. This chip is built in CMOS1 technology, and contains 128 plus one internal
channels. Each channel consists of a preamplifier, a shaping amplifier, a decoupling
amplifier (buffer), and a double correlated sampling (DCS) circuit. A schematic view
of the components can be seen in figure 4.1. An analogue multiplexer outputs the
stored signals to the subsequent readout chain.
Four PreMux128 chips are needed to read out a complete substrate, and are there-
fore mounted on a common hybrid. The PreMux128 chips can be operated as a daisy
chain, so that only one flash analogue digital converter (FADC) is needed to digitize
the analogue data from the whole chain. This option is used here to read out a complete
detector module (i.e. 1,024 channels) or two of them if they are mounted back-to-back.
The 128 input channels of the PreMux128 chip are connected to a pitch adapter,
which is linked to the anodes of the substrate (see figure 3.14). Each input is equipped
with two protection diodes to avoid damaging the chip in case of discharges inside the
detector. For calibration purposes, each channel is connected to one of four calibration
1Complementary Metal-Oxide-Semiconductor.
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Figure 4.1: PreMux128 chip. The upper part of the figure shows one of the 128 ampli-
fier and shaper circuits. Here, the capacitor at switch S2 follows the signal
of the shaper, while the capacitor at S1 stores a previously sampled value.
In the lower part, the analogue multiplexer is depicted. In this example, the
charge difference of the two capacitors of the second channel is output.
Source: [84]
inputs by a 50 fF capacitor. The CR-RC shaping circuit converts a current peak at the
input into a voltage signal according to
f(t) =
{
0 if t ≤ 0,
A t
τ
e−
t
τ if t > 0,
(4.1)
with τ = RC being the shaping constant, which is about 40–50 ns. The extremum
is reached at the peaking time t = τ . Figure 4.2 shows a shaped signal from an
MSGC+GEM detector. It was measured by the PreShape32 chip [87], which uses the
same preamplifier and shaper as the PreMux128 chip.
The signal output of the shaper is connected to the DCS circuit. Two 2 pF capaci-
tors in this circuit can store the output voltage when their corresponding switches, S1
and S2, are being opened. The switches are toggled simultaneously for all channels.
The multiplexer transmits the stored data to the analogue output. Depending on the
operation mode, DCS or dummy channel mode, different data is transmitted.
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In the DCS mode, the multiplexer transfers the difference of the signals stored
in the two capacitors for all channels. Normally, the second capacitor samples the
maximum of the signal, while the first capacitor stores the baseline value either before
or after the signal depending on the setup.
In the dummy channel mode, the multiplexer transfers the difference between the
channel’s signal and the output of the additional, grounded channel, both sampled at
the time when S2 is being opened. In the setups described here, the PreMux128 chips
were operated in the dummy channel mode.
The analogue multiplexer is controlled by the token signal line and the clock signal
lines φ1 and φ2. When the multiplexer receives the token signal, it transfers with each
clock signal φ1/φ2 one signal channel to the analogue output. After transferring all 128
channels of one chip, the chip generates a token signal at its token output. In order
to operate several PreMux128 chips as a daisy chain, the token output of one chip has
to be connected to the token input of the next chip. The clock signals φ1 and φ2 are
generated by a sequencer (see sections 4.1.2 and 4.1.3). This sequencer also sends the
clock signal to the FADC.
Figure 4.3 shows a typical signal output of a PreMux128 chip. Since for each
channel only one value per trigger is read out, the sampling time has to be set prop-
erly to measure the maximum amplitude of the detector signal. Therefore during the
setting up, the amplitude is measured as a function of the delay between the trigger
and the sampling time to determine the delay which leads to the largest signal. This
measurement is called delay scan.
Figure 4.2: Analogue signal after shap-
ing from an MSGC+GEM de-
tector [76]. The maximum
with an amplitude of 250 mV
is reached after about 50 ns.
Figure 4.3: PreMux128 signal from an
MSGC. In the middle, a sig-
nal of an ionising particle is
visible. It extends over two
strips. The maximum ampli-
tude is about 200 mV.
Source: [8]
The drawback of the measurement of only one sample per channel and trigger is
that part of the signal may be lost. A charge cloud in an MSGC+GEM detector, which
arrives over an extended period of time at the substrate, leads to a convolution of the
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temporal distribution of the charges at the substrate with the CR-RC function of the
shaper. Since the temporal distribution may be different for every particle because of
the statistical character of the ionisation process, no correlation between the signal’s
integral over the whole period of time and the value sampled at a given delay exists.
It is only possible to give a correlation for the values averaged over many identical
particles. The visible charge, which is on average seen by sampling only one value,
can be related to the mean total charge, which is produced inside the detector. The
fraction of both charges is called ballistic coefficient and the portion of the unseen
charge ballistic deficit. It depends on the gas, the electric field, as well as the shaping
and sampling of the electronics. In other words, the gas amplification which is visible
for the readout electronics is smaller than the real gas amplification. For the neon/DME
(40%/60%) mixture used here and an electric field of 4 kV/cm, a simulation leads to
a ballistic deficit of 35% for the PreMux128 electronics [14].2 In case of a very long
shaping time, especially longer than the charge collection time, the ballistic deficit
would vanish.
The gas amplification which is needed to operate the detector efficiently is deter-
mined by the noise of the electronics. The higher the noise, the higher is the amplifica-
tion needed in order to distinguish a signal from the noise. The equivalent noise charge
(ENC) for a PreMux128 channel bonded to one anode strip amounts to approximately
780 electrons.
4.1.2 Laboratory Setup
The laboratory setup allows the operation of several detector modules. They are pro-
vided with gas by a closed gas system, which will be described in section B.4. The high
voltage for the detector modules is provided by a multi-channel power supply, namely
the CAEN SY-1273. To monitor the currents of the electrodes with an accuracy of
1 nA, “CUMO” current monitor modules [15] are used.
Figure 4.4 shows the data acquisition (DAQ) system for the PreMux128 at the lab-
oratory. The PreMux128 chips of a detector module are connected to the so-called
service board module (SBM) [11], which contains among other things the line drivers
to connect the front-end electronics to the readout. The SBM can operate up to eight
hybrids, i.e. up to 32 PreMux128 chips. The setup here only uses one or two detec-
tor modules with two hybrids each. The central part of the readout is the so-called
“adapter board” [46]. It contains the trigger logic, drivers for the calibration inputs of
the PreMux128 chip, and a fan-out for the S1 signal. The whole setup is controlled
by a Linux PC using a CAMAC4 crate, which contains a sequencer module to gener-
ate the clock signals φ1 and φ2, a programmable pulse generator for random triggers,
calibration signals, and test pulses, as well as several 10 bit FADCs.
This setup allows the test of the modules with cosmic muons and electrons from a
90Sr source. The readout is triggered by means of scintillators with photomultipliers.
2In case of an argon/carbon dioxide (70%/30%) mixture, the ballistic deficit is 31% [14].
3C.A.E.N. Spa, I-55049 Viareggio (LU), Italy.
4Computer Aided Measurement And Control.
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Figure 4.4: Block diagram of the PreMux128 DAQ system in the laboratory. The op-
tion to connect detectors via a so-called motherboard is not used here.
Differing from the diagram, up to two detector modules with two substrates
each are connected to the “service board module”. Source: [62]
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The DAQ system is controlled by the program “Petra” [70]. It provides a powerful
on-line user interface, with which the raw data as well as corrected data5 can be dis-
played and with which all parameters of the setup can be manipulated (see figure 4.5).
Furthermore, special tasks like delay scans are automated, and tools for finding broken
strips are included. Also, the raw data of the detector modules can be stored for later
in-depth analyses. The data of different detector modules belonging to the same trig-
ger is called an event. The collection of many events, which are taken with the same
conditions and which are stored in the same file, is named a run.
Figure 4.5: Screenshot of the DAQ program “Petra”. The two graphs show pedestal
corrected raw data from two different substrates. In the upper graph, a
small signal can be seen.
4.1.3 Milestone Experiment Setup
The milestone experiment “MF-2” was conducted at the piM-1 facility of the Paul-
Scherrer-Institut (PSI) at Villigen (Switzerland). A more complex DAQ system was
used than that in the laboratory to be able to cope with the larger number of detector
modules and the higher data rates.
5The program is able to apply a simple pedestal correction to the data (see section 5.2.3).
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Figure 4.6: Block diagram of the PreMux128 DAQ system at PSI.
The DAQ system was provided by the IPN-Lyon6 HEP group. It is realized as
a distributed system, which uses different processors, VME7 crates and PCs for the
various tasks. A block diagram is shown in figure 4.6.8 The digitization of the detector
signals was performed by CAEN V686 Sirocco FADCs. Each FADC channel was
used to read out two detector modules, which were mounted back-to-back in a daisy
chain. The trigger was generated from a coincidence of two crossed scintillators (LIF
and LIB, or HIF and HIB), and started the readout sequence, which was produced by a
SEQSI sequencer card. These VME modules were controlled by a dedicated program
running on a CES9 RIO processor.
The monitoring of the currents on the upper GEM electrodes and the cathodes
of the substrates was done by a PC with an ADC card. This card digitized the ana-
logue outputs of the pico-ammeters every two milliseconds. Three different kinds
of pico-ammeters were used, CUMOs [15] for the upper GEM electrodes as well as
pico-ammeters from Lyon (called “Lyon boxes”) and from Louvain10 (called “Louvain
6Institut de Physique Nucléaire, Lyon, France.
7Versa Module Europa.
8This block diagram shows only the detectors which are dealt with in this thesis. The system also
reads out MSGC detectors (see chapter 6).
9Creative Electronics Systems, CH-1213 Petit-Lancy, Switzerland.
10Université Catholique de Louvain, Louvain-La-Neuve, Belgium.
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boxes”) for the cathodes of the substrates. All high voltages for detector modules were
supplied by a CAEN SY-527, which is a multi-channel power supply.
The counting rates of the scintillators were recorded using scalers by a program
running on a CES FIC processor.
A Linux-based PC controlled the overall operation of the DAQ system, communi-
cated with the sub-systems using TCP/IP sockets, and collected the data to write it on
DLT tapes. On another PC, an on-line monitoring program ran, which communicated
with the event builder to show instantaneous results.
The open gas system, which supplied the detector modules with gas, will be de-
scribed in section B.4.
4.2 Readout with APV6M
Since the milestone test used a front-end electronics that were not intended for the
application in the CMS experiment, two detector modules were equipped with the
APV6M chips, which are a preliminary version of the final front-end electronics in-
tended for CMS. Therefore, the PreMux128 electronics were removed from two de-
tector modules11 in order to equip one substrate per detector with APV6M electronics.
For that, the hybrids with four APV6M chips were glued to the same position where
the previous hybrids were located. Since the APV6M hybrids were not intended for
supplying the high voltage from the same side of the substrate, an additional high volt-
age hybrid was placed at the opposite side of the substrate, from where the cathode
groups can also be connected (see figure 3.4).
4.2.1 The APV6M Chip
The APV6M chip [64,65] is a further development of the PreMux128 chip.12 It is built
in CMOS technology, and includes 128 analogue input channels. The APV design is
adjusted to the requirements of the CMS experiment at LHC. Therefore, this chip is
operated at a clock rate of 40 MHz. A block diagram of the chip is shown in figure 4.7.
The chip contains a preamplifier and a shaper for each channel. Furthermore, the
output of each shaper is connected with an analogue pipeline, which stores the signals
every 25 ns. The APV6M chip possesses different modes, which allow to read out
either the stored signal at a given time or the weighted sum of three consecutive time
slots. For the latter operation mode, an analogue pulse shape processor (APSP) is
used. A multiplexer transfers all 128 output signals to one analogue output. Via this
analogue output, also digital information about the data is transferred. Furthermore,
the APV6M chip possesses several programmable registers to modify its behaviour.
A schematic view of the preamplifier and the shaper is shown in figure 4.8. This
circuit is similar to that of the PreMux128 chip. The default settings of the APV6M
11The detector modules 2A and 3A were used for that.
12The predecessors of the APV6M are the APV5 and the APV6. The APV6M is a extended version
of the APV6 for the operation with MSGCs. It includes protection diodes against discharges of MSGCs,
and its analogue pulse shape processor is adapted to the signal shape of MSGCs.
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Figure 4.8: Schematic of the APV6M’s preamplifier and shaper circuit. Source: [65]
chip result in a shaping constant of about 50 ns. As in the PreMux128 chip, each
channel is protected against discharges by diodes.
The analogue pipeline matrix consists of 128×160 cells of 250 fF capacitors. Every
25 ns one column is written with the signals of the 128 shaper outputs. This allows to
store the signals of 4 µs. The trigger mechanism is adapted to the requirements at
CMS. A trigger request marks a column in the storage matrix for readout. The column
address results from the trigger position minus the latency13 plus a delay (depending
on the operation mode) for processing the trigger request. The content of the marked
column is then passed on to the APSP and the multiplexer.
The analogue output of the APV6M chip operates at 20 MHz. If no trigger signal
is given, only so-called idle tick marks are produced. This is a digital signal, which
generates a logic “1” level for one clock cycle every 35 clock cycles. When an event
13The latency is a programmable register of the APV6M chip, and specifies a time interval in units of
25 ns.
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has been triggered, a data block, comprising a digital header and the multiplexed ana-
logue data, is output, as shown in figure 4.9. The header contains an error flag and the
address of the column which was triggered. The analogue data of the 128 channels
is not in the original sequence due to the structure of the multiplexer, and has to be
reordered afterwards.
digital APV 
idle information
(marks digital 1)
digital APV header
(including column address and error flags)
multiplexed 128
analogue input data 
APV data block
terminating
digital 1
Figure 4.9: Analogue output of the APV. Source: [67]
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Figure 4.10: Peak mode of the APV6M. Source: [67] (slightly modified)
The APV6M chip possesses three operation modes: peak, deconvolution, and multi
mode. In peak mode, the column marked by the trigger is passed on to the multiplexer.
This allows to read out the signals of one particular time slot. Figure 4.10 illustrates
this.
In case of the deconvolution mode, the trigger marks three subsequent columns.
Using the APSP, the weighted sum of the three samples is calculated for each channel,
as depicted in figure 4.11. The weights used in the APV6M chip are −1, 0.143, and
0.714, and were optimised for the usage with MSGCs. The response14 f(t) of the
APSP to an input i(t) is given by
f(t) = −1× i(t− 50 ns) + 0.143× i(t− 25 ns) + 0.714× i(t). (4.2)
14Delays of the response due to the APSP are ignored in this formula.
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Figure 4.11: Deconvolution mode of the APV6M. Source: [67] (slightly modified)
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is computed using equation (4.2).
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The result of this deconvolution is shown in figure 4.12 for a CR-RC pulse as input
signal.
Since the trigger logic of the APV6M chip requires that two consecutive triggers
are at least 75 ns apart, it is not possible to read out two or three consecutive columns
in peak mode. Therefore, the multi mode exists. In this mode, a trigger marks three
successive columns, so that they are output in a row. It is possible to read out up to 18
subsequent columns. Figure 4.13 shows how six consecutive columns are read out.
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Figure 4.13: Multi mode of the APV6M. Source: [67] (slightly modified)
The APSP circuit is shown in figure 4.14. In deconvolution mode, the three samples
are read out in sequence from the pipeline, and are written onto the capacitors C1, C2,
and C3 by closing and opening the corresponding switches ri1, ri2, and ri3. Then, the
capacitors are simultaneously read out through the amplifier by closing the switches ro
and ro_dec. The negative weight (C1) is realized by writing onto one side and reading
out the other side.
In peak mode, a single sample is read from the pipeline, and stored into C1 by
closing and opening switch ri1. After that, it is read out through the amplifier by
closing switch ro.15
The resulting signal is buffered in one of two 1.77 pF capacitors before the ana-
logue multiplexer reads it out. The two capacitors are alternately used each readout
cycle.
The APV6M chip is controlled by several internal registers, which can be set and
read out via an I2C bus16. The default values of the APV registers are listed in table A.5.
Unless otherwise stated, only the indicated values differ from these settings. Since
each APV chip can have a unique identifier number, it is possible to connect several
APV chips to one I2C bus. Here, all APV chips on one hybrid share the same bus.
The APV6M chip has an internal calibration pulse generator in order to test its func-
tion. The 128 channels of the chip are divided into eight groups. The calibration pulse
can be injected into one of these groups, and can be activated via the trigger signal line.
The polarity, amplitude, and timing of the calibration pulse are programmable.
15As the deconvolution mode, the sample stored in C1 is inverted.
16Inter-IC (Integrated Circuit) bus. It was invented by Philips (Koninklijke Philips Electronics, the
Netherlands).
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Figure 4.14: Analogue pulse shape processor circuit of APV6M. Source: [65]
Similar to the PreMux128 readout, the correct sampling time has to be determined
to measure the maximum amplitude. Since the APV6M chip samples continuously
every 25 ns, the column corresponding to a particle’s signal has to be chosen. The
analogue of the delay scan for the PreMux128 readout is the latency scan. In this scan,
the setting of the latency register is varied in order to obtain the maximum amplitude.
The noise of the APV6M’s analogue output differs according to the operation mode.
In peak mode and in multi mode, the ENC of one channel connected to an anode strip
is about 720 electrons, while in deconvolution mode, it amounts to approximately
1,100 electrons due to the summation of the three samples. Furthermore, the peak and
the deconvolution modes differ in the ballistic deficit. For the neon/DME (40%/60%)
mixture used here and an electric field of 4 kV/cm, the ballistic deficit in peak mode
is, according to simulations, 35% and in deconvolution mode 55% [14]. Using the
same detector settings, the ratio of signal over noise in deconvolution mode is thus by
a factor of about 0.42 smaller than in peak mode. In order to obtain the same ratio, the
gas amplification has to be increased by a factor of 2.4 for the measurement with the
deconvolution mode. For the comparison between the PreMux128 and the APV6M
in deconvolution mode, the factor amounts to 2.2 because of the different noise of the
PreMux128.17
17In case of an argon/carbon dioxide (70%/30%) mixture, the ballistic deficits are 31% and 42%,
respectively, [14] and the factor by which the gas amplification has to be increased is 2.1 if the de-
convolution mode and the peak mode of the APV6M are compared. For the comparison between the
PreMux128 and the deconvolution mode, the factor is 1.9.
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To connect the APV6M chip with the DAQ system, an adapter board is needed to
adjust the signals and to supply the needed voltages for the APV6M chip. For this
purpose, the Tracker Readout Interface (TRI) board is used [35]. In the following, the
two setups and DAQ systems used here are described.
4.2.2 Laboratory Setup
The test setup for the laboratory experiments with the APV6M chip is in principle
similar to the laboratory setup for the PreMux128 readout, as described in section 4.1.2.
The main difference is the DAQ system.
The DAQ system for the APV6M readout at the laboratory was developed by
M. PETERTILL and P. SCHMITZ, and consists of three crates (VME, CAMAC, and
NIM18), as can be seen in the block diagram in figure 4.15. The VME crate houses a
four channel 8 bit VME-FADC for digitization of the TRI board’s output signals, an
I2C interface card for the communication with the APV6M chips, a sequencer, a pro-
cessor board with an Alpha CPU running Digital Unix19, and a CAMAC interface. The
CAMAC and NIM modules provide the trigger logic and analogue converters. Further
details can be found in [81, 82].
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Figure 4.15: Block diagram of the APV DAQ system at the laboratory. Source: [82]
The program “TAROT” [93] controls the DAQ system, is able to show the taken
data directly, and stores the raw data from the detector modules on disk.
18Nuclear Instrument Module.
19Compaq Computer Corporation, Houston, Texas, USA.
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4.2.3 Setup at CERN
In order to test the detector modules equipped with APV6M chips in muon and pion
beams, they were brought to CERN’s X5B area [51]. The high voltage for the detector
modules was again provided by a CAEN SY-527 and the gas was supplied by an open
gas system (see section B.4). The DAQ system was provided by a DAQ group at
CERN, and is now briefly described.
The DAQ system, as shown in figure 4.16, is oriented towards on the demands
of the CMS experiment, and serves as a test system for the final electronics compo-
nents. It is a scalable system, which is distributed over several crates and controllers.
The system is divided into two parts, one located in the beam area near the detector
modules, and the other one placed in the control room. The TRI board of the detec-
tor module is connected to the front-end driver (FED) [47], which contains eight 9 bit
ADCs, and is a prototype of the final front-end driver, which will be used in the CMS
experiment. Alternatively, the analogue signals can be transmitted via an optical link
using appropriate converters before they arrive at the FEDs. More information about
the particular components can be found in [13]. The control software stores the raw
data in a database for further analysis. The on-line monitoring program [99], which
belongs to CMS’ ORCA project [36] is able to show the data and basic analysis results.
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Figure 4.16: Block diagram of the APV DAQ system at CERN’s X5B area. This rep-
resents only a part of the system since there were also detectors in this
test, which used an optical link to the readout system. Source: [13]
Chapter 5
Data Analysis
In order to analyse the data taken at the various test setups, the framework of the
Interactive Runfile Inspection System (IRIS) [71] was used and extended. It provides
routines to read the event data from various file and database formats which were used
by the different readout systems described in the previous chapter, and hands them
over to user written analysis routines. The analysis routines were completely rewritten
to cope with the requirements of the tests.
5.1 Requirements and Concepts
The following items describe the requirements for the analysis program:
• Scalability: The program shall be able to process data from an arbitrary number
of detectors.
• Modularity: For easy maintenance of the source code, a modular concept is
important.
• Extendability: It shall be easy to extend the program without changing the al-
ready written part in order to be able to implement new functionalities without
disturbing the existing analysis. This includes the possibility to analyse data
from detectors with new properties.
• Flexibility: The parameters of the analysis functions (e.g. signal detection and
cut criteria) and the number of detectors to be analysed shall be changeable
without recompiling the whole program.
An object oriented approach, which allows a maximum of reusable code, was cho-
sen to reach these goals. The fundamental element in this analysis is an object called
“TDetector”, which includes the basic functions to analyse the data from one detector.
Special characteristics of different types of detectors can be represented by deriving a
modified object from “TDetector” which inherits all fundamental properties and adds
new characteristics. Therefore, only the differences have to be reprogrammed. Dur-
ing the course of this work, several derived classes were written. For example, the
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class “TApvDetector” takes the specialities of the APV6M chip with respect to the
PreMux128 chip into account. The complete class hierarchy with the dependencies to
other important classes or structures is shown in figure 5.1. The classes and structures
“TSubstrate”, “TChip”, “TApvChip”, and “TCluster” describe the different levels of
abstraction for a detector: A detector is composed of substrates, which are read out by
several preamplifier chips in order to detect clusters1 of signals.
TApvChip
TCluster
TChip
TSubstrate
TDetector
TCombinedDetector
TCombinedDetectorHistogramParents
TDetectorNoHistograms
TApvDetector
TApvDetectorWithMatrices
TDecon
TDeconMatrices
Figure 5.1: Class hierarchy of the analysis program. The thick lines show the descent
from the class “TDetector”. The arrows indicate other objects which are
used by the pointed objects. See table C.1 for more information about the
different objects.
The key feature of object oriented programming is that an object contains both
the data and the routines (called methods) to handle this data. The most important
methods included in the class “TDetector” are those for calculating the pedestal data,
analysing an event which comprises the data corrections, signal identification, and
filling of the results into histograms. The underlying algorithms are discussed in the
following section.
5.2 Algorithms
Different algorithms are used to extract relevant information out of the runs which
were recorded by the data acquisition systems described in chapter 4.
1The signal of a particle is generally distributed over several adjacent strips, which can be combined
to a cluster.
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5.2.1 Pedestal Calculation
The raw data coming from a readout chip is not a flat line if no signal has been mea-
sured. Apart from electronic noise, each channel’s value can be shifted by a constant
offset, called pedestal, which depends on the individual chip. For a reliable data anal-
ysis, these pedestals have to be subtracted from the raw data. Figure 5.2 shows typical
pedestal and noise information.
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Figure 5.2: Pedestal and noise values of four PreMux128 chips of one substrate.
Some strips show remarkably reduced noise values indicating interrupted
strips. The strips with an extraordinary high noise value are noisy chan-
nels in the readout electronics.
Normally, the pedestal and noise information is calculated from runs with no sig-
nals from particles, the so-called pedestal runs. In this case, a simple mean and stan-
dard deviation calculation is sufficient. In order to have the opportunity to gain these
information from runs with signals of particles, a more sophisticated approach is used.
Even if the particle source is turned off, it is always possible to detect particles from
cosmic rays.
The pedestal calculation is divided into two steps. First, provisional pedestal and
noise values are determined from a small subset of events, e.g. 100 events. For that,
the mean and the standard deviation are calculated for each channel without using any
corrections. Then, the provisional values are used to correct the raw data, and the final
values are computed.
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To avoid the problem of signals caused by particles mentioned above, the second
step makes use of histograms. For each channel, a separate histogram is filled with all
corrected data of the run (see figure 5.3). Since only the central part of the distribution
around the provisional mean is relevant, the amount of memory needed can be reduced.
Values far off the mean belong to real signals, which are not of interest here, and are
therefore ignored.
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Figure 5.3: Pedestal calculation. The histogram shows the distribution of the cor-
rected data. The mean of the distribution is indicated by the dashed line.
The filled area shows the region of ±1σ. For comparison, the solid curve
is a fitted Gaussian distribution, which leads to the same values for the
mean and σ within the errors. Possible signals would extend to the right
side of the histogram and beyond.
The final pedestal value pi for strip i results from the mean of the distribution.
Since the distribution is Gaussian, its width can be determined by finding 68.27% of
the area around the mean, which is indicated in figure 5.3. Thus, entries far off the
centre of the distribution have no effect on the computation of the width. The distance
from the left to the right border is then 2σ of the distribution. σ is used as noise value
σi of strip i.
5.2.2 Masking of Channels
The noise value of a channel is a criterion to judge it. A value which is significantly
higher than the average indicates a noisy channel, which can fake a real signal. There-
fore, such channels should be marked and handled properly.
5.2. ALGORITHMS 79
A significantly lower noise value indicates an interrupted anode strip since its
length determines the capacitance and thus the noise. It is reasonable to mark these
strips as well in order to allow the cluster identification algorithm to combine parts of
a cluster which is divided by an interrupted strip. But since such a strip is functioning
up to the interruption, it can also collect signals.
An automated search for interrupted strips and noisy channels will be discussed in
section 6.6.4. Nevertheless, the detection of strips which are interrupted near the end
opposite to the readout is always problematic since their noise is only decreased by a
small amount. Those interruptions can only be found by a precise measurement of the
inter-strip capacitance or by an optical inspection. But both methods require to partly
disassemble the detector.
5.2.3 Pedestal Correction
The first correction which is applied to the raw data ri of the ith channel subtracts the
pedestal pi:
s′i = ri − pi. (5.1)
The corresponding noise value σi is used for the following correction steps and the
signal identification.
Since the pedestal and noise values can change with time, it is necessary to take
pedestal runs in regular intervals to be able to correct the data of the other runs.
Figure 5.4 shows the different steps of the data correction.2 Sub-figures 5.4(a)
and 5.4(b) show the effect of the pedestal correction.
5.2.4 Common Mode Correction
The next correction which has to be applied is the so-called common mode correction.
The baseline of each preamplifier chip can shift independently due to the coupling of
external noise to the preamplifier.
Since all channels belonging to the same preamplifier are equally affected by this,
an average over all channels gives the correction value. Thus, individual fluctuations
of the channels due to noise cancel each other. In case of a real signal, this method
leads to wrong results. Therefore, the region of the signal has to be excluded from the
average. The criterion for channels i without a signal is:
|s′i| < cσ × σi, (5.2)
where cσ is the same cut parameter which is used later for the signal detection. Also,
strips which are known to be noisy are excluded. The average of all remaining s′i of
the jth readout chip gives the correction value −cCM,j . The corrected signal s′′i for all
strips i of chip j results from
s′′i = s
′
i + cCM,j . (5.3)
2In fact, the signal polarity of an MSGC+GEM detector is negative, as can be seen in figure 4.2.
For the analysis, the raw data is inverted to get positive signals. In case of the deconvolution mode of
the APV6M, the polarity depends on the latency setting, and accordingly, the raw data is not always
inverted.
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Figure 5.4: Raw data and data corrections. (a)–(d) Iterative corrections of the raw
data. The threshold is used for the distinction between signal and no
signal. The area of the signal from strip 336 to 338 is 1,171, which corre-
sponds to s/n = 70.1. The ordinate of (b)–(d) is stretched by a factor of
two compared to (a). (e) Magnitudes of the common mode and cross talk
corrections.
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The result of the common mode correction can be seen in figure 5.4(c). The applied
common mode correction is shown in figure 5.4(e).
5.2.5 Cross Talk Correction
The arrangement of the cathode strips leads to a disturbing reaction on the anode strips.
Here, the cathode strips are combined to groups. A signal at one anode strip leads to a
current in the neighbouring cathode strips. This results in a current in all other cathode
strips of the concerned group due to a delayed recharging of the group by the high
voltage supply because of the high impedance provided by the large resistors. The
currents in the cathode strips influence currents in the anode strips inside and next to
the group, which leads to a lowering of the strips’ baseline in the group. The effect on
the anodes can be seen in the equivalent circuit of a substrate in figure 5.5.
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100 kΩ
HV
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I/15
I/15
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16 cathode strips
15 anode strips inside the cathode groupanode betweentwo groups
anode between
two groups
Figure 5.5: Equivalent circuit of a substrate. Each capacitor C stands for an anode
strip between two cathode strips, and can be divided into two capacitors
of capacitance C/2 for the two anode-cathode gaps. The current source
replaces the effect of an incident particle.
The sum of the baseline’s lowering over the anodes of one group is as large as
the signal sum of the same group according to the absolute values. The induction on
the anodes caused by a cathode group is dependent on the number of neighbouring
cathode strips which belong to the particular group. Therefore, the induced response
on an anode strip between two groups is only half of the response induced on a strip
inside the group. On the other hand, an anode strip between two groups is influenced
by both neighbouring cathode groups.
The cross talk correction value for a group can be computed by averaging the values
which are below the signal detection threshold. The correction value for the group k,
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which encloses the anodes i0 to i0 + ng − 1, is then given by
cXT,k = −
∑i0+ng−1
i=i0
s′′i
n′g
, (5.4)
where only those values s′′i are taken into account which fulfil the following condition,
and n′g is the number of values fulfilling it:
s′′i < cσ × σi. (5.5)
The finally corrected signal values si are calculated from
si = s
′′
i +
{
cXT,k if strip i is inside group k,
cXT,k+cXT,k+1
2 if strip i is between groups k and k + 1,
(5.6)
where cXT,k denotes the correction for group k.
Figure 5.4(d) shows the data after applying all above mentioned corrections. The
cross talk corrections for each strip can be seen in figure 5.4(e).
5.2.6 Cluster Identification
After all corrections mentioned above are applied, the signal identification can start. In
order to distinguish between signal and noise, it is required that the value si exceeds
a certain threshold to be recognized as signal. The threshold is given by cσ × σi. A
typical value for cσ is 2.0. The strips fulfilling the condition are combined to clusters
of adjacent strips. Since broken strips or noisy channels can divide a cluster into two
pieces, it is allowed that the condition is violated in case of an abnormal channel if
both neighbours fulfil the condition.
A cluster is characterized by the following information:
• left (bl) and right (br) borders,
• numbers of strips with (ns) and without noisy or broken strips,
• maximum signal height h and position of it,
• integrated signal s =
∑br
i=bl
si and its centre of gravity,
• noise of the integrated signal n =
√∑br
i=bl
σ2i /ns,
• signal over noise ratio s/n, and
• status flags S and cut flags.
The status flags distinguish between clusters with cut off signals (CO), clusters includ-
ing or neighbouring broken strips or noisy channels (IB, IN, NB, NN), clusters which
are extending over two substrates (ES), and those at the border (AB) of the analysed
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area. Noisy channels are ignored in the calculation of the integrated signal and of its
noise since no reliable response can be expected.3
Whether a cluster is accepted, is determined by different cuts:
• height: h ≥ ch, h/n ≥ ch/n,
• integrated signal: s ≥ cs, s/n ≥ cs/n,
• noise: n ≥ cn,
• number of strips: ns ≤ cns ,
• status: S ∩ Cst = ∅.
The cut flags signalise which cuts excluded a given cluster.
All characteristic values of the clusters are counted in different histograms depend-
ing on the fulfilment of all cut criteria.
Setup cσ ch ch/n cs cs/n cn cns C st
Lab/PreMux128 3.0 0.0 0.0 0.0 5.0 0.0 ∞ {CO,IN,NN,AB}
Milestone “MF-2” 2.0 0.0 5.0 0.0 0.1 0.0 ∞ {CO,IN,NN,AB}
Lab/APV6M 2.0 0.0 5.0 0.0 0.0 0.0 ∞ {CO,IN,NN,AB}
CERN X5B 3.0 0.0 0.0 10.0 0.1 0.0 ∞ {CO,IN,NN,AB}
Table 5.1: Cuts used for the data analysis.
Table 5.1 shows the sets of cuts used for the analysis of the data discussed in
chapters 6 and 7. Since the readout systems are different, the cuts had to be optimised
for each system in order to achieve a good suppression of noise clusters. Nevertheless,
these sets are very similar if it is taken into account that the different cut parameters are
not independent. Only for small signals, the different sets of cuts may lead to different
results, if a significant part of the s/n distribution is cut off.
5.2.7 APV Header Detection
For the measurements with the APV6M chip, an additional step is necessary to process
the data since the raw data contains both the analogue signals from the anode strips
and the digital information about the signals, as described in section 4.2.1. Therefore,
before the procession of the analogue data can start, as depicted above, it has to be
extracted from the raw data.
The extraction of the analogue data begins with the identification of the idle peaks
(see figure 4.9). This leads to the definition of the digital “0” and “1” of the header.
The digital “0” is given by the baseline, and is determined by averaging the first ten
values which differ less than ten counts. The digital “1” is determined by the first idle
peak or the beginning of the header. For the header analysis, all values less than 40%
3For that reason, all clusters found with noisy channels and those in their vicinity are ignored in the
further analysis (see table 5.1).
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of the range between “0” and “1” are interpreted as “0”, and all values greater than
60% as “1”. The values in between lead to an error wherefore the complete event is
rejected.
The header is identified by two consecutive “1”s. Afterwards, the header is checked
for a correct column address and a possible error flag. If a detector consists of several
APV6M chips, it is required that the chips run synchronously, i.e. that the addresses
are all the same.
Since the analogue data following the header is ordered in a special way, it has
to be reordered to get the original sequence of the data. The reordered data is then
passed to the described analysis chain with the small difference that the pedestal and
noise information is stored individually for each column leading to pedestal and noise
matrices.
This data extraction is the same for data taken with the peak and the deconvolution
modes. In case of the multi mode, several blocks of header and analogue data follow
each other, and can be addressed individually.
5.3 Post Processing
The histograms which were generated by the analysis software need to be evaluated
and charted. For this purpose, the program “PAW” (Physics Analysis Workstation)
[32] was used. Typically, the mean and the standard deviation are extracted from the
histograms in case of Gaussian distributions. The distributions of the signal s and
the signal over noise ratio s/n are given by Landau distributions (see section 2.1.1).
Therefore, the distribution function
f(x) = p1 exp
{
−1
2
(
x− p2
p3
+ e
−x−p2
p3 − 1
)}
(5.7)
is fitted to the histogram data by varying the parameters pi, i = 1, 2, 3. The most
probable value of the distribution is then given by the parameter p2. In case of the s/n
distribution, p2 is called SNR (most probable signal over noise ratio). The parameter
p3 determines the width of the distribution, and p1 is a scale factor.
Chapter 6
The Milestone Experiment
The main goal of the milestone experiment was to show the suitability of MSGC and
MSGC+GEM detectors for the CMS experiment. For this purpose, a total number of
50 MSGC substrates had to be operated in an LHC-like environment for 360 hours
without losing more than 2.3‰ of the strips. After ten years of operation at LHC,
this strip loss rate would translate to a total loss of 10%, which would reduce the
spatial resolution in 5% of the whole MSGC/MSGC+GEM tracker. The experiment
was divided into two parts according to the two parts—barrel and forward—in the
CMS’ outer central tracker. The barrel milestone experiment is described in [18], and
was conducted by the barrel MSGC group from Pisa, Italy.
In the forward milestone experiment “MF-2” [3,4,77], the requirement was to test
24 MSGC substrates. Since a detector module contains four substrates and only two
of them could be irradiated at the test facility used, twelve detector modules had to
participate in the test.
6.1 Preparation
For the forward milestone experiment, 18 detector modules were built and tested from
mid August until mid October 1999. Five of them were made in Aachen, as described
in chapter 3, while the rest was built and tested in the institutes at Karlsruhe and Stras-
bourg using a similar production scheme.
6.1.1 Commissioning of the Modules
After assembling the modules, they were first tested at the laboratories, and had to
pass the so-called burn-in test. Especially, the substrates need special care, while high
voltage is applied for the first time. Possible defects and errors in the metallization
of the strip pattern can cause discharges or short circuits. In most instances, these
defects are removed by the discharges themselves. To be able to detect such problems,
the currents of all high voltage lines were monitored by pico-ammeters. The burn-in
test started with the following steps. During these steps, all voltages except for those
explicitly mentioned were set to zero:
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• Flushing the module with neon/DME (40%/60%) for 24 hours at a rate of at least
two chamber volumes per hour.
• Ramping the drift voltage. It was increased in steps of 500 V up to 3500 V.
• Ramping the GEM voltages. Both GEM voltages UGEMup and UGEMdown were
set to 1500 V in steps of 500 V (∆UGEM = 0). After that, the voltages were
lowered to 1100 V, and were kept for twelve hours. Since the potential difference
between both GEM sides had been tested before the assembly, no special training
of ∆UGEM was done.
• Burn-in of the substrates. First, the substrates were set to Ucath = 50 V to check
for short circuits between cathodes and anodes. In case of a short circuit, the
causing anode was disconnected from the readout electronics by removing the
bonding wire. Then, the voltage was slowly increased to 400 V. After two hours
at 400 V, the voltage was risen further to 600 V in steps of 25 V each hour. In
case of enhanced currents, the procedure was stopped for one hour.
After passing these steps, all voltages were set to values where the detector starts to
produce measurable signals with a 90Sr source, i.e. Ucath ≈ 400 V, ∆UGEM ≈ 350 V,
and Edrift = Etrans ≈ 4 kV/cm. These voltages were kept for twelve hours.
Subsequently, the voltages were set to the working point (see section 6.3), and kept
over night. Then, the module was studied in detail with a 90Sr source. For example,
the response across the substrate was measured. Afterwards, the voltages were risen
to reach a doubled gain. At this setting, the detector was operated for several days.
Finally, the voltages were set back to the working point to measure with cosmic
rays.
6.1.2 Status after the Burn-in Test
All five detector modules from Aachen passed the burn-in procedure. Twelve of the
13 modules which were built and tested in Karlsruhe and Strasbourg also completed
the test successfully. At this stage, the remaining module1 already showed problems,
which could be attributed to the substrates used. These substrates were produced by a
different manufacturer, and their metallization had a very poor quality. Nevertheless,
it was tried to subject this module to the complete milestone test.
A quality characteristic of the substrates is the number of faulty anode strips. Due
to the manufacturing process, about 1% of the anode strips are interrupted or electri-
cally connected to a neighbouring cathode strip. Usually, additional defects emerge
during commissioning. Short circuits between anode and cathode strips can only be
cured by removing the bonding wire which connects the particular strip to the pream-
plifier. Otherwise, the whole cathode group is affected by the short circuit, so that no
amplification field is generated at the anode strips of this group. Due to the resistor
network which supplies the high voltage, the impairment is limited to only this group.
1It is called module 1B (see section 6.2).
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In the following, the term broken strip is used to denote an interrupted anode strip or a
strip which is not connected to the preamplifier.
During the commissioning phase, one of the modules2 from Aachen showed a
peculiarity. To be able to measure ionising particles with the test setup, it is necessary
to adjust the delay between the trigger signal and the start of the readout sequence. This
module showed a timing which was completely different from the other modules. A
further investigation showed that the optimal delay varied with the position where the
particles crossed the module for the delay measurement (see section 4.1.1). Figure 6.1
shows delay curves for different positions. Near the borders of the detector module, it
behaves like the other detectors. The abnormal behaviour in the middle of the detector
is explained by varying distances of the GEM foil to the substrate and to the drift
cathode, which lead to different electric field strengths and thus to a different timing.
In this case, a sag of the GEM foil towards the drift cathode can be concluded. The sag
is independent of the detector module’s orientation in space, the behaviour stayed the
same in whatever orientation the module was rotated. Thus, the position of the sagging
GEM foil is fixed with respect to the module. A probable reason for the sagging foil
is an accident which happened during the assembly, when part of the foil was torn off
the frames and re-glued without properly stretching it again.
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Figure 6.1: Delay scans for the module with a sagging GEM foil. The measurement
of the signal height is shown for three positions of the 90Sr source along
the strips. The maximum of the curve taken at the middle is clearly shifted
indicating a GEM foil which sags towards the drift cathode.
2This module is called 2B.
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6.2 Test Conditions
The test experiment has been conducted at the piM-1 test area at PSI (see section 4.1.3).
This facility provides an almost continuous beam of 350 MeV/c pions with a small con-
tamination of protons. The maximum beam intensity was around 6 kHz/mm2 over an
area of 10 × 10 cm2.3 The intensity was varied by means of collimators. Essentially,
two settings were used: One setting with the full intensity, which is called “high inten-
sity” (HI), and another setting called “low intensity” (LI) with a particle rate of about
10 Hz/mm2. Due to the beam divergence, the intensity drops along the setup.
The detectors are mainly exposed to minimum ionising particles (MIPs), but also
to highly ionising particles (HIPs), which are produced by nuclear interaction of the
beam with the detector material. The HIPs are produced with a probability of the order
of 10−4 per pion. Their ionisation loss is 100 times larger than that of the MIPs [61].
The experimental setup can be seen in figures 6.2 and 6.3. The 18 detector modules
were mounted on a 1 m long bench, which was enclosed by two sets of barrel MSGCs.
The detector modules were mounted in pairs, back to back. The strips of the 18 forward
MSGC+GEM detectors were oriented in horizontal direction, while the barrel MSGC
detectors had vertically oriented strips. The beam axis goes through the middle of the
detector modules, i.e. between the substrates in the middle.
The detector modules are named 1A, 1B, 2A, . . . , 9B, in which the numbers indicate
the slots and the letters the front (A) or the backsides (B), as shown in figure 6.2.
Alternatively, the modules are numbered from 1 to 18 according to their position. For
detailed studies, the substrates are numbered individually starting from 33. For the
complete nomenclature and a list of peculiarities, see table A.6. The modules 1A, 2A,
2B, 3A, and 3B were built in Aachen.
For triggering, two different sets of scintillators (see figure 6.3) were used depend-
ing on the chosen beam intensity. The coincidence of the crossed scintillators LIF
and LIB (low intensity front/back, 10 × 10 cm2) was used at low intensity. For the
high intensity runs, the coincidence of the crossed scintillators HIF and HIB (high in-
tensity front/back, 1 × 5 cm2) provided the trigger information. The additional, small
scintillator HIM (high intensity middle) was only used for monitoring.
At the first MSGC+GEM detector module, the peak and the average particle rates
are about 5 kHz/mm2 and 2.2 kHz/mm2, respectively. The corresponding numbers
for the last module are about 2.5 kHz/mm2 and 1.5 kHz/mm2, respectively. Thus, the
peak intensity drops along the nine slot positions by a factor of two.
The measurements are divided into runs of up to 30 minutes. At least twice a day,
the normal operation was interrupted for approximately one hour to run at low intensity
and to get fresh pedestal information, which were taken with no beam at all. The latter
period was also used to check the status of the gas system. The primary interest at low
intensity is the measurement of the detector signals with high statistics to determine
the SNR (see section 5.3). A third kind of runs was taken at high intensity. In this
case, a continuous monitoring of the currents of the cathode strips and the upper GEM
electrodes was important to detect unwanted sparks and discharges inside the detectors.
3This high flux was measured in front of the first barrel MSGC, and exceeded the expected one at
the innermost MSGC layer at a radius of 0.7 m of the CMS tracker.
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Figure 6.2: Test setup at PSI. The 18 MSGC+GEM modules are enclosed by 16
barrel MSGCs at each side. The beam is coming from the left. The five
modules from Aachen are indicated in the sketch.
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Figure 6.3: Test setup at PSI with trigger counters. At low intensity the coincidence of
LIF and LIB is used for triggering, while at high intensity, the coincidence
of HIF and HIB triggers the readout.
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The signals of the detectors played a minor role. Therefore, only a small fraction was
stored. The duration of a low intensity run was about nine minutes and that of a high
intensity run about 27 minutes.4
6.3 Definition of the Working Point
The working point of the detector modules is defined by the demand of a detection
efficiency for MIPs of at least 98%. To determine the efficiency, two detector modules
were chosen, for which the voltage settings were varied. The remaining modules were
used as reference. The detection efficiency of 98% is reached at an SNR of about 17,
as can be seen in figure 6.4 [4].5
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Figure 6.4: Efficiency versus SNR. A detection efficiency of 98% is reached at an
SNR of around 17. Source: [4]
Since the envisaged front-end electronics for the readout of the detector modules,
namely the APV6M chip, were not available in the required quantities, the PreMux128
chip, which was already used for previous tests, was chosen. Simulations of the decon-
volution mode of the APV show that the SNR will be smaller by a factor of 2.2 com-
pared to the SNR obtained with the PreMux128 (see section 4.2.1). Since the detection
4The different durations are due to the different amounts of data.
5The efficiency analysis used other cuts than stated in table 5.1. But the SNR values of both methods
differ only for low gas amplifications, i.e. very low SNR values. For the detector settings used here, both
selection criteria yield the same SNR values.
6.4. PHASES OF THE EXPERIMENT 91
efficiency depends on the ratio of signal and noise, the SNR value is the determining
factor. Therefore, to reach the same SNR values and thus the same efficiency with the
APV, the gain has to be increased by a factor of 2.2. Thus, the working point is set
to an SNR of 37 during the milestone experiment to test the detector modules with
voltage settings which are comparable with the settings required for the APV.
6.4 Phases of the Experiment
The experiment took place in October and November 1999, and was divided into four
phases:
• Installation (Oct. 20th–30th): The detector modules were installed in the test
area, and the DAQ system was set up. The detectors were operated only at low
intensity to adjust the working point to an SNR of 37.
• Conditioning (Oct. 30th–Nov. 4th): The detectors were operated at the working
point at high intensity. During this phase, fragile strips that survived the burn-in
test in the laboratories were allowed to fail. This was done to be able to measure
the failure rate of intact strips during the next phase.
• MF-2 milestone (Nov. 4th–24th): During a period of 376 hours, the modules had
to withstand the operation at the working point at high intensity. Throughout
this phase, the number of broken strips was monitored in order to be able to
extrapolate the failure rate of the strips to the conditions at LHC.
• Exploration of the safety margin (Nov. 24th–Dec. 1st): Six of the modules were
chosen to determine working points with maximum SNR where a safe operation
is still possible. The rest of the modules was used for other reference measure-
ments.
The results of the different phases will be presented in the following sections.
6.5 Installation and Conditioning
At the beginning of the experiment, the detector modules were installed in the beam
area, and the delay settings for all detector modules were determined. Besides the
module from Aachen which had a sagging GEM foil, some modules which were not
built in Aachen showed abnormal delays, which lead to the assumption that the GEM
foils of these modules were also sagging. The detector modules 2B, 6A, 6B, 7A, 7B,
8A, and 8B were affected by this problem.6 To compensate the sag and to reach a
similar behaviour, the voltages for the drift and transfer fields were modified (as can
be seen in figure 6.17). Due to the problem of sagging GEM foils, the given values
6The first substrate (number 41) of module 3A was also affected by a sagging GEM foil (see sec-
tion 6.6.6). As a consequence, the gain for this substrate was about 15% lower than for the second
substrate.
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for the electric field inside those detector modules are not necessarily the actual values
since the distances between the electrodes vary. After the tests, one of these modules
was opened, and a sagitta of about 1 mm could be measured.
Before the modules were irradiated with high intensity, the voltages were tuned in
order to operate the modules at SNR ≈ 37. In the following analysis, detector mod-
ule 1B is excluded because of the beforehand known poor quality of the substrates used
(see section 6.1.2). During the tests, this module showed a very bad performance, and
could not be operated at the working point for the full time. Unless stated otherwise,
the given results will refer to the remaining 17 modules.
Following the installation, the modules were operated at high intensity for six days.
The purpose of this period, which is called conditioning, is to separate possible effects
which are due to the operation at high intensity for the first time. Especially, frag-
ile strips that existed since the beginning and survived the burn-in procedure shall be
destroyed and detected. During the following milestone phase, this allows the measure-
ment of the rate of new broken strips which is relevant for a long-term operation. The
comparison of the broken strips before and after the conditioning phase can be seen in
figure 6.5.
0
10
20
30
40
50
60
1A 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
substrate 1
substrate 2
detector module
# 
br
ok
en
 st
rip
s b
ef
or
e 
co
nd
iti
on
in
g
broken strips per substrate before conditioning
#
0
1
2
3
4
5
0 5 10 15 20 25 30 35 40
(a) Before conditioning
0
10
20
30
40
50
60
1A 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
substrate 1
substrate 2
detector module
# 
br
ok
en
 st
rip
s a
fte
r c
on
di
tio
ni
ng
broken strips per substrate after conditioning
#
0
1
2
3
4
5
0 5 10 15 20 25 30 35 40
(b) After conditioning
Figure 6.5: Broken strips before (a) and after conditioning (b). The upper plots show
the number of broken strips per module. The frequency of broken strips
per substrate is illustrated in the lower plots, the dashed lines indicate the
means and the dotted lines the medians.
Figure 6.5(a) shows the status of broken strips after the installation and before the
conditioning phase. At this time, 1.98% of the strips of the 17 modules were broken.
Since only a small reserve of substrates was produced, it was not possible to select
only the best ones. Therefore, the median with a portion of 1.66% broken strips per
substrate is a better measure to get an impression of what would be achievable in a
mass production scenario with a certain amount of spare substrates.
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The status after the conditioning phase is shown in figure 6.5(b). The portion
of broken strips increased to 2.15%. This increase is mainly due to a short circuit,
which developed on substrate 44 (module 3B, around strip 370) and connected two
neighbouring cathode groups with the grounded anode strips. Since two neighbouring
groups are affected, it is probable that the defect is in the middle of both groups, and
extends over at least two cathode strips. Due to this, no amplification field could build
up at the affected cathode groups leading to 32 anode strips with no gas amplification.
This large insensitive area can be seen in figure 6.6. Measurements of the strips’ noise
showed that only a group of 23 strips had a reduced noise level. Since the noise is
used to determine broken strips, only 23 new broken strips are shown in figure 6.5(b).
A removal of the bonding wires of the anodes which are connected to a cathode strip
would allow to supply the cathode groups with high voltage again, and would reduce
the insensitive area. But since it was impossible to remove single bonding wires once
the modules were installed, the complete group of 32 strips was inoperative.7 Ignoring
this substrate, the number of broken strips increased by eight leading to a portion of
broken strips of 2.02%. In both cases—with and without this substrate—, the portions’
median is 1.76%.
detector module
st
rip
 n
um
be
r
PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
0
200
400
600
800
1000
1A 1B 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
(a) Low intensity
detector module
st
rip
 n
um
be
r
PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
0
200
400
600
800
1000
1A 1B 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
(b) High intensity
Figure 6.6: Hit maps at low (a) and high (b) intensities. In each case, the line width
is proportional to the number of hits. Large white areas indicate discon-
nected cathode groups or—as for module 3B around strip 370—a short
circuit.
Right after the short circuit on substrate 44 occurred, the resistance between the af-
fected cathode groups and the affected anode strips was zero, and the current was only
limited by the resistor network which distributes the high voltage. To cure this defect,
7In an experiment like CMS, it would be impossible to repair such a defect. Even during a shutdown,
it is questionable whether the effort to get access to the faulty module can be justified.
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the current limitation by the high voltage supply was changed in order to operate this
substrate at the previous voltage setting. On one hand, this allows to use the complete
module as before with exception of the affected strips. On the other hand, the perma-
nent current of about 45 µA through the short circuit may lead to a destruction of the
connection between anode and cathode strips. In fact, a slow decrease of the current
with time and thus a rise of the resistance was observed, which will be discussed in
section 6.6.4. As a side effect, the spark detection may lead to wrong results due to the
increased current.
6.6 Milestone Test
The main phase of the experiment is the milestone period, during which the detector
modules were irradiated with high intensity for 376 hours. Different aspects of the
detector performance were studied such as the stability of the detector response, dis-
charges and sparks inside the detectors, the occurrence of broken strips, the uniformity
of the detectors, and charging-up effects.
6.6.1 General Remarks on Low and High Intensities
The general functioning of the detector modules at low and high intensities can be seen
in figure 6.6, which shows for all detectors and both beam intensities the frequency of
hits depending on the position. As mentioned above, the detector module 1B was not
fully operational, which is reflected by the comparatively small number of hits for the
first 512 strips of this module in the left plot.
The holes in both hit maps are due to disconnected cathode groups, groups of an-
odes with removed bonding wires, or—as for module 3B around strip 370—a short
circuit between cathode and anode strips (see section 6.5). Single broken strips can
hardly be seen since a broken strip can be interrupted anywhere. Thus in general, it is
still possible to detect hits with broken strips if the impact point is between the inter-
ruption and the readout electronics. A significantly reduced hit frequency compared to
the neighbouring strips is nevertheless an indication for a broken strip.
The hit map at high intensity is equivalent to the real beam profile. This was
verified with runs with a random trigger to avoid that the hit map is biased by the
“shadow” of the scintillators.
Typical events at both intensity settings and their differences can be seen in fig-
ure 6.7. During low intensity, normally only one track per event with one hit per de-
tector module is detected. At high intensity, several tracks are always present, which
result in seven to eleven hits per module.
A characteristic quantity for the operation of the detectors is the ratio of the signal
s and the noise n (see section 5.2). Since MIPs are used in this experiment, their
energy loss and therefore the measured signals are distributed according to a Landau
distribution (see section 2.1.1). Figure 6.8 shows a typical distribution at low intensity.
The effect of the previously explained cuts (see table 5.1)—except for the cut on the
noise, which is always needed to detect possible signals—is illustrated in the figure.
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Figure 6.7: Typical events at low (a) and high (b) intensities. The width of the entries
indicates the ratio s/n of the particular cluster.
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Figure 6.8: A typical signal over noise spectrum. The filled area represents all ac-
cepted clusters. The solid curve shows the fitted Landau distribution with
an SNR value of 37.0 ± 0.8, which is indicated by the dashed line. The
hatched areas indicate clusters which were found, but rejected by some
cut parameters.
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The peak at low s/n values, resulting mainly from noise which exceeded the cσ × σ
threshold, is perfectly removed if all cuts are applied. The solid curve shows the fitted
Landau distribution with its most probable value indicated by the dashed line. This
value—the SNR value—is used in the following to characterize the performance of
the detector module.
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Figure 6.9: Course of the SNR for substrate 41. The runs at low and at high intensities
are represented by closed and open points, respectively. The dotted lines
indicate times when the cathode voltage of this substrate was changed by
15 V and −10 V, respectively. The other voltages were never changed.
During the operation at high intensity, the measurement of the SNR leads to system-
atically too high values. The high cluster multiplicity of seven to eleven identified hits
per event on average and the selection criteria for the clusters are the reasons for this
effect, which can clearly be seen in figure 6.9.8 The selection criteria always choose
the cluster with the highest signal in order to reject particles which are out of time. As
shown in the figure, the SNR values taken at high intensity are roughly three times
higher than those at low intensity (SNRLI). This SNR scale factor can be determined
in dependence on the mean multiplicity.
Figure 6.10 shows a typical distribution of the multiplicity for one detector mod-
ule. The dependence of the SNR scale factor on the mean multiplicity is illustrated
in figure 6.11 for two different detector modules. The scale factor is determined from
8The plot shows the SNR for only one substrate of the detector. Since the selection of clusters rejects
all but the highest signal in the whole module (two substrates), the shift to higher values is the same for
the whole module and for one substrate.
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Figure 6.10: Typical distribution of the multiplicity of clusters per event during high
intensity.
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Figure 6.11: SNR scale factor SNR/SNRLI versus mean multiplicity m¯ of clusters per
event for two detector modules. The general trend is always the same,
but the size of the scaling effect varies for the different modules.
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low intensity runs and runs at high intensity shortly after the previous low intensity
period to avoid errors because of possibly changed environmental parameters. As can
be seen, a general dependence can be concluded, but the true factor depends also on
the individual detector module. Therefore, a simple transformation of the SNR values
at high intensity to the real values is not possible or not very precise. Additionally, a
charging-up effect is observed, which influences the gas gain of the modules and which
will be described in section 6.6.7.
Only a reconstruction of all tracks and the selection of a particular track would
lead to an unbiased SNR value. To get periodic information of the real SNR value, low
intensity periods were inserted into the schedule twice a day. In the following, these
values will be used in most cases, values from high intensity periods will be indicated
explicitly.
A Monte Carlo simulation, which takes a signal over noise distribution at low in-
tensity, the multiplicity, and the timing of particles, confirms that the SNR scale factor
is only due to the selection criteria and not due to a pile-up of signals at the pream-
plifier [49]. Furthermore, the probability that the signals of two particles arrive at the
same preamplifier channel at the same time is negligible.
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Figure 6.12: Frequency of the mean cluster multiplicity for each detector module dur-
ing the milestone phase. The size of boxes is proportional to the fre-
quency. The band at a mean multiplicity of one stems from low intensity
runs. The broad band above a mean multiplicity of six is due to runs at
high intensity. The entries in between are from a few runs with interme-
diate intensity.
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Figure 6.13: Mean SNR separately for the detector modules in the front, the middle,
and the back versus time during low intensity periods. The curve in the
lower part shows the atmospheric pressure.
The distribution of the mean multiplicity for the whole milestone period and all
detector modules can be seen in figure 6.12. The fact that in general the multiplicity
at high intensity drops with the detector position at the bench is simply due to the
reduced particle rates at the downstream end because of beam divergences and multiple
scattering. Nevertheless, the multiplicity also depends on the detector settings, for
example a higher gas amplification would increase the number of clusters because
clusters which were too small to be distinguished from the noise could then exceed the
threshold. Especially, the detector modules with the problem of a sagging GEM foil
(2B, 6A–8B) show—due to this—deviations from the general trend.
6.6.2 Detector Stability
An important issue for the reliable operation of the detector modules in a long-term
experiment is the stability of their response. The course of the SNR is subject to large
variations as could be seen for a single substrate in figure 6.9. In order to eliminate the
fluctuations of the individual SNR measurements, the averaged SNR of several detec-
tor modules will be discussed. Especially, individual changes of the voltage settings
are less prominent in the averaged values. The large variations are also visible for the
averaged SNR of the detector modules, which is shown in figure 6.13. For averaging
the SNR, the detector modules in the front, the middle, and the back are grouped in
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order to see effects which would depend on the position of the modules and thus on
different particle rates.
Figure 6.14 shows the relative mean deviation from the mean SNR for each module.
The bars indicate the standard deviations of the values. The corresponding values are
listed in table 6.1. The mean deviation from the mean SNR varies in the range from
−21% to 25%, and shows no general trend. The wide spread reflects the fact that
the detector modules were not all carefully tuned to exactly the same working point.
Especially, the problem of sagging GEM foils made such a tuning impossible. The
standard deviation from the mean SNR shows that SNR variations were different for
the various detector modules. In particular, voltage changes for single modules result
in a larger standard deviation.9
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Figure 6.14: Relative mean deviation from the mean SNR, as shown in figure 6.13.
The mean SNR was calculated separately for the three groups of mod-
ules indicated by the different symbols. The bars indicate the standard
deviations.
Although the mean SNR values partly differ from the SNR measurements of the
detector modules to a great extent, the general trend can be seen in the course of the
mean SNR (see figure 6.13). During the first three days, the nominal value of the SNR
rises by up to 38%, and returns to the original value. For the following thirteen days,
the SNR varies by about 10% around a rather constant value, which may be tolerable,
while it decreases gradually by about 20% with time during the last five days. This
9For example, voltage changes for module 2B, as can be seen in figure 6.30, which result in large
variations of the SNR, contribute to a large standard deviation.
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Relative Deviation
Detector Module Mean [%] Std. Dev. [%]
1A −2.1 5.8
2A 4.7 6.9
2B −2.8 12.5
3A −14.2 7.1
3B 14.4 9.7
4A 9.7 6.4
4B −12.5 6.8
5A 16.1 9.3
5B 3.7 10.3
6A −6.1 5.9
6B −10.9 13.8
7A −21.1 15.1
7B 14.9 13.1
8A −12.0 9.1
8B −7.1 6.3
9A 0.2 6.1
9B 25.1 9.8
Table 6.1: Deviations from the mean SNR. The mean SNR was separately calculated
for the detectors in the front, the middle, and the back. The mean deviations
from the mean SNR and the corresponding standard deviations are given
here.
general trend is present in both low and high intensity data for all detector modules. In
the following, the focus will be on the general trend and possible explanations.
First of all, the rise at the beginning is not correlated with the start of the milestone
phase. The detector modules were already irradiated with high intensity for one week
during the conditioning phase. Therefore, polarisation effects which could stem from
the first irradiation with high intensity can be excluded.
The atmospheric pressure is also shown in figure 6.13. A clear correlation between
the pressure and the SNR is not visible. The large increase of the SNR at the beginning
and the decrease to the nominal value during the first four days could be accounted for
by a corresponding pressure drop. The decrease of the signal during the last five days
could possibly be related to the raising pressure. But for the rest of the period, it is hard
to verify such a dependence. Especially, the same pressure values do not lead to the
same SNR. Also, the same is true if relative changes of the pressure are investigated.
For example, if one compares the changes of the SNR and the pressure for days 0
to 2 with those for days 8 to 10, one gets for the latter period a significantly smaller
response of the SNR at a nearly equal pressure drop. Therefore, no obvious correlation
can be concluded.
Furthermore, a possible superposition of pressure effects and voltage changes can
be excluded since substrate 41 (see figure 6.9), for which the voltages were changed
only twice, shows the same trend as the other detector modules.
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Figure 6.15: Variation of the mean noise n of the clusters with time. The fitted line
has a slope of (0.0138± 0.0002) counts/d.
Since the SNR is computed from the ratio of the signal and the noise, the evolution
of the noise can be studied. Figure 6.15 shows the mean noise of the selected clusters
for one module. A similarly slight increase of the noise is present for all detector
modules and independent of the particle rate. It can be seen in both the low and the
high intensity data. No dependence on the detector position can be found. The origin
of the increase can be due to either the front-end electronics or the changes in the
substrates, which can both be caused by the irradiation. The effect on the SNR only
amounts to an overall decrease of a few per cent during the whole period. Thus, the
change of the noise cannot explain the evolution of the SNR.
A direct study of the correlation between the SNR variations and the ambient tem-
perature is not possible since no record of this parameter is available. Nevertheless, it
is feasible to search for day-night variations of the SNR, which are due to day-night
variations of the temperature. For this analysis, the SNR data of 16 detector modules
taken at high intensity periods was averaged and expressed in the frequency domain us-
ing a special type of Fourier transformation which allows non-equidistant data points.
The result was that no day-night variation above a level of 2.1% was found in the
data [14].
Another factor which can influence the SNR is the beam intensity, which is shown
in figure 6.16. It rose after seven days by about 10%, and was gradually increased after
another nine days until the end. But it cannot explain the SNR variations since its trend
is not reflected in the SNR data. Furthermore, the variation of the SNR is visible both
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Figure 6.16: Beam intensity during the milestone phase. The trigger rate on the
counter HIF in front of the test setup during high intensity periods is
shown. The short interruptions indicate low intensity periods, whereas
the interruptions of more than half a day are due to the maintenance of
the accelerator facility.
at low and high intensities. Therefore, it is unlikely that the beam intensity is the key
factor.
A further argument against the ambient temperature and the atmospheric pressure
as cause of the SNR variations is that the course of the SNR for the barrel MSGCs,
which were tested at the same place and time, is nearly constant during the whole
period [18]. The two setups for the barrel MSGCs and the forward MSGC+GEM
detector modules used two different gas supplies. Thus, a possible explanation for
the different behaviour may be the purity of the gas mixture, although the gas stem
from gas bottles, which were not exchanged. Since the purity was not monitored, no
conclusion can be drawn.
Summarising the previous considerations, no clear causes for the peculiarities of
the evolution of the SNR could be found. Since the evolution especially during the
beginning and the end of the milestone phase is not understood, the analysis of aspects
that strongly depend on the SNR is restricted to the days 4 to 16, during which the
SNR is constant apart from fluctuations around the mean value.
The settings and the mean SNR of the detector modules for the days 4 to 16 of the
milestone phase are shown in figure 6.17. The standard deviations of the SNR values
are about 10% or less for most of the modules. These values have to be compared
104 CHAPTER 6. THE MILESTONE EXPERIMENT
0
2
4
6
1A 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
0
200
400
600
1A 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
Edrift
Etrans
detector module
E 
[k
V/
cm
]
∆UGEM
Ucath
detector module
U
 [V
]
detector module
<
SN
R> PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
30
40
50
1A 2A 2B 3A 3B 4A 4B 5A 5B 6A 6B 7A 7B 8A 8B 9A 9B
Figure 6.17: Settings and mean SNR of the detector modules during the days 4–16
of the milestone phase. The boxes in the two upper plots indicate the
ranges in which the quantity was varied. The mean SNR is shown in the
lower plot, the bars indicate the standard deviations.
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with the uncertainty of the SNR values determined from the fit, which is a few per
cent. Furthermore, the changes of the voltage settings also contribute to the standard
deviations. Therefore, a large standard deviation is not necessarily a sign for poor
quality of the detector.
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Figure 6.18: Distribution of the mean SNR of all detector modules (apart from
module 1B). Only the days 4–16 are taken into account.
The distribution of the mean SNR values can be seen in figure 6.18. The average
of the mean SNR is 38.5 ± 1.1. Since the settings of the detector modules were not
tuned to get exactly the same SNR values, the spread of the distribution has no deeper
meaning.
6.6.3 Discharges and Sparks
A very important issue is the monitoring of the detector modules’ currents to detect
sparks, which can damage the substrates. Therefore, the currents of the upper GEM
electrodes and of the cathode strips on the substrates were monitored and recorded to
be able to control the rate of sparks and discharges.
The current on the electrodes can have different reasons. The most trivial one is
the ramping up and down of the voltages. Furthermore during irradiation, the ionising
particles liberate electron-ion pairs, which move to the electrodes and cause currents.
These are normal effects and causally linked to the operation of a detector. For the
operation at SNRLI ≈ 37 and high intensity, the current of the cathode strips is typically
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between 60 and 180 nA per substrate and that of the upper GEM electrode lies in the
range of 50–150 nA. Without irradiation, the currents are less than 10 nA.
Unwanted effects are sparks and discharges between the different electrodes inside
the detector. They are not directly visible to the current monitors, but the monitors can
detect the recharging by the HV supply. Different types of sparks and discharges are
imaginable: discharges between the anode and cathode strips, between the lower GEM
electrode and the electrodes on the substrate, between both electrodes of the GEM foil,
as well as between the drift cathode and the upper GEM electrode.
The aim of the currents’ analysis is therefore to distinguish between the different
classes of effects. In order to recognize the different possible discharges, the analysis
has to differentiate the type of electrode to which the current monitor is connected and
has to compare the data from different electrodes.
The algorithms for the spark and discharge detection were originally written by
M. GOTTSCHALK [53, 75]. They take care of the various problems in the detection,
such as varying beam intensities, which result in changes of the currents, or the correct
attribution of correlated events on different electrodes. Necessary adaptations for the
characteristics of this test setup were done by A. ZANDER [100] and the author of this
thesis.
During the whole experiment, only discharges between anode and cathode strips
and between the two sides of the GEM foil were observed. Figure 6.19 shows a typical
example of a spark between anode and cathode strips. In general, during a spark,
a cathode group is discharged, and automatically recharged by the HV supply. The
difference to a harmless, so-called streamer is a larger change of the current and a
larger amount of charge which is supplied by the HV supply.
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Figure 6.19: Typical spark at the substrate. The current monitor shows the recharging
of a cathode group.
As can be seen in figure 6.20, the distinction between streamers and sparks is suc-
cessful. The capacitance of a cathode group amounts to 78.4–80 pF, which translates
to a stored charge of 34–38 nC at the given substrate voltages. The charge distribu-
tion of the sparks is in good agreement with this value, and shows that the sparks are
correctly identified. Since the shape of the signal is determining for the distinction
between sparks and streamers, this is an independent test to verify the function of the
algorithm. The systematically lower value of the detected charge can be due to the fact
that the end of a spark is detected too early.
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Figure 6.20: Charge distribution of sparks and streamers at the substrate. The charge
of sparks is represented by the filled area, and corresponds to the charge
stored in one cathode group (34–38 nC). Streamers depicted by the
hatched area are clearly separated from the sparks.
A typical discharge of the GEM foil is shown in figure 6.21. The long recharging
time of more than one second is characteristic. A current on the cathode strips of the
substrates is determined by two effects. The currents on the GEM electrodes induce a
current on the cathode strips. Furthermore, due to the discharge of the GEM foil, its
amplification is abruptly reduced, so that the number of electrons which can pass the
GEM foil from the drift to the transfer volume is reduced.
The measurement of the currents allows the detection of sparks and discharges.
Although the signature of a spark is very clean, not all of them can be detected due
to the experimental setup. The current data is stored in blocks of 4.032 s with a dead
time of 210–230 ms between each block. This leads to an inefficiency of 5.0–5.4%.
Furthermore, it is possible that a spark occurring in the vicinity of a block’s border
is not detected, which leads to an additional inefficiency of less than 1%. In addition,
a general hardware problem, which occurred sporadically during the recording of the
current values with an ADC and corrupted single blocks, is another source of ineffi-
ciency. On average, less than one block per run is affected by this. Thus, the dead time
which is caused by this is less than 0.2%. In total, the efficiency for substrate spark
detection is therefore better than 93.5%.
Since streamers have only charges of less than 5 nC and therefore a very small
amplitude at the current signal, it is very difficult to detect all of them. Furthermore,
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Figure 6.21: Discharge of the GEM foil. The upper plot shows actually the recharging
of the upper GEM electrode, most of the time the current monitor is sat-
urated. The discharge itself is not visible. The currents on the cathodes
of both substrates are illustrated in the other two plots.
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no clear criterion is given to distinguish between streamers and fluctuations of the
current due to small beam intensity variations or noise. Therefore, the efficiency of
the detection of streamers is not known, but this is irrelevant since streamers are not
harmful.
The detection of the GEM discharges is very reliable because of the long time
of more than a second, which is needed to recharge the GEM foil. Therefore, the
dead time and the detection at the block’s borders lead to no inefficiency. Only a small
inefficiency due to the hardware problem mentioned above is present leading to a GEM
discharge detection efficiency close to 100%.
The spark and discharge rates, which will be given below, are not corrected for
inefficiencies.
6.6.4 Broken Strips
The search for broken strips as well as for noisy electronic channels uses the noise
values determined in pedestal runs. A characteristic of a broken strip is a reduced
noise because the external capacitance at the preamplifier input is reduced due to the
interruption of the strip. Noisy electronic channels, on the other hand, are characterized
by a noticeably increased noise. Figure 6.22 shows two noise profiles of consecutive
pedestal runs. One new broken strip can be clearly identified.
An automated search for broken strips has to deal with different problems. The
noise values are not identical for all channels, and are themselves subject to fluctua-
tions. It was found that a noise value which is reduced by 15% compared to the mean
noise value is a sure indication for a broken strip. On the other hand, noisy channels
can be identified by an increase of at least 20%. With these thresholds, the same results
are obtained as by a judgement of the noise profile by eye.
Since the noise profile can show different shapes for each PreMux128 chip, it is
necessary to treat them individually. First of all, the mean noise value for the whole
substrate is computed. To avoid a bias from noisy channels or broken strips, only
values in the range from 85% to 120% of the mean value are used for the following
calculation of the course of the noise. For the next step, values outside this range are
set to the mean value in order not to bias the fitting procedure with possibly broken or
noisy candidates. Then for each chip, a second order polynomial is fitted to describe
the course of the noise. This polynomial is then used to calculate the true values for the
85% and 120% thresholds for each channel. In figure 6.22, the thresholds are indicated
by the dotted lines.
The comparison of the automated search with a search by eye showed that both
methods lead to the same result. Nevertheless, it is possible with both search methods
that in a single pedestal run a strip is wrongly identified as broken or noisy due to
external factors which influence the noise measurement. Therefore, it is necessary to
verify the identification with consecutive pedestal runs.
Another alternative to identify broken strips is to look at the hit maps. But this
approach is limited by the fluctuations of the hit frequency and by the facts that broken
strips are still partly functional and that at the outermost regions of the beam the strips
are hit less frequently, so that the detection of a broken strip can be difficult there.
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Figure 6.22: Automated search for broken strips. Both plots show the noise of each
channel of the same substrate at two different times. The dotted lines
show the thresholds for the detection of broken strips and noisy channels.
In the earlier pedestal run (upper plot), the strips 0, 331, 509, and 510
are broken, while the channels 129, 130, 179, and 180 are noisy. At
the later run (lower plot), strip 363 additionally became broken in the
meantime.
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Figure 6.23: Current, resistance, and SNR of substrate 44. The resistance of the
defect on the substrate increases nearly linearly with time: R = (18.18±
0.04)MΩ+ (3.269± 0.003)MΩ/d× t.
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Since substrate 44 developed a short circuit during the conditioning phase, this
gives the opportunity to study its effects on the operation of a detector module. Simi-
larly to this test, it is not possible to repair such a defect immediately if the detector is
installed in an experiment like CMS. Figure 6.23 shows the evolution of the cathode
strip current, the resistance of the substrate,10 and the SNR of this substrate. During the
whole period, the absolute value of the current decreases and the resistance increases
linearly, whereas the SNR follows the general trend of all other modules. This clearly
indicates that the operation and functionality of a detector module is not disturbed by
a short circuit apart from the insensitive area. The linearly increasing resistance shows
that the permanent current through the defect leads to its gradual destruction. Already
during the conditioning phase, the resistance increased from zero to 18 MΩ. During
the milestone phase, it rose from 18 MΩ to 81 MΩ. The negative effect of the short
circuit is the increased current, which requires the use of more tolerant thresholds for
the current monitoring and limitation. Especially, the continuously decreasing current
and the constant number of broken strips during this period show that the event which
produced the short circuit did not damage other areas of the detector.
This result shows that in principle the high voltage distribution via separate re-
sistors for each cathode group is sufficient to operate the remaining detector module
safely in case of a problem at one group. This means that the introduction of the
proposed fuses or switches which can disconnect single groups from the high voltage
supply is not necessary to guarantee the operation of the detector. But in this case, the
high voltage supply has to be able to provide higher currents.
6.6.5 Sparks and Broken Strips
The mean rates of sparks and discharges as well as the number of new broken strips
during the milestone phase are shown in figure 6.24. Unfortunately, the data from
the current monitoring is not complete because one of the two ADC cards was faulty
during the first six days. Therefore, the complete current data of the whole milestone
phase is only available for the detector modules 1A, 2A, 2B, 3B, 4A, and 4B. During
the first six days, no currents at all were recorded for the modules 3A, 6A, 7A, and 8B,
while for the rest, at least the information for the substrates was stored. Due to this,
the rates in the figure refer to the time when the current information from both the
substrates and the upper GEM electrode was available for the considered module.
The GEM discharge rate for module 5A is not available because of a faulty pico-
ammeter. Nevertheless, this module showed no instabilities and no broken strips dur-
ing the milestone phase. Therefore, it can be assumed that the GEM discharge rate for
this module is comparable with the rates of the other modules.
With the exception of the second substrate of module 3B (substrate 44), all rates
are very low. A short circuit on this substrate (see section 6.6.1) led to a permanently
increased current with fluctuations that the analysis routine interpreted as sparks. Since
no further strip on that substrate became damaged during the milestone period, it can
be presumed that most of the sparks were due to the short circuit and limited to that
10It is calculated from the current measurement and mainly determined by the resistance of the defect.
The resistance of high voltage hybrid is subtracted.
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Figure 6.24: Spark rates and numbers of broken strips during the milestone phase.
The respective portions which originate from the two substrates of a
detector module are indicated by the hatching. Due to a faulty pico-
ammeter, no GEM discharge rate for module 5A is available.
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particular region. The rest of the detector showed no remarkable behaviour, as can be
seen, for example, in figure 6.30.
The number of new broken strips cannot be correlated with the spark or discharge
rates. Nevertheless, it is possible to determine the very run when a broken strip ap-
peared the first time by comparing hit maps of the detector from high intensity runs.
For each occurrence of a broken strip, a spark at the respective substrate was found in
the same run. The inverse conclusion is not valid. A spark does not necessarily destroy
a strip.
The number of new broken strips per substrate is moderate. Only the first substrate
of module 4A (substrate 45) is an exception. In the production phase of this module,
the metallization of this substrate was damaged during the cutting of it. Most probably,
this produced metal splinters, that caused discharges, which led to the unproportionally
high number of 33 broken strips.
The frequency of the number of broken strips per detector module is shown in
figure 6.25. For most of the modules (83%), zero to two strips were damaged during
the milestone phase. 24% of the detector modules survived with no additionally broken
strip.
Figure 6.26 shows the course of the number of broken strips. Since substrate 45
behaved completely different than the other substrates and a possible reason is known
for that, it is excluded. The average slope is about 1.14 strips per day for 33 substrates.
For a single substrate, this translates into an average time of about 29 days between
two new broken strips.
The average rate of broken strips during the conditioning phase is—ignoring mod-
ule 1B, the short circuit on substrate 44, and substrate 45—five strips during five days.
This is comparable with the rate during the milestone period. This means that the
strips which were damaged during the conditioning phase were not more fragile than
the strips which broke during the milestone period. A consequence is that the burn-in
procedure for the substrate, which was done in the laboratories, is sufficient to remove
problems with particularly fragile strips. This is an important fact for a mass produc-
tion since this reduces the time needed for the commissioning. No special commission-
ing in an irradiation facility is needed. A premise for this is, of course, that obvious
mistakes like in the case of substrate 45 are avoided. The occurrence of a short circuit
during the operation can never be excluded.
As can be seen in figure 6.27, the spatial distribution of strips broken before the
milestone phase is random. Single broken strips are either due to interrupted strips or
due to removed bonding wires. The latter were removed to cure short circuits between
anode and cathode strips during the burn-in test (see section 6.1.1). Most of the initially
broken strips were known since the burn-in process, only 31 strips added during the
conditioning phase (see section 6.5).
During the milestone phase, the number of broken strips increased by 24 excluding
those from substrate 45 (module 4A, first substrate). The positions of these broken
strips are randomly distributed, as can be seen in figure 6.27. The mean width of
the intact areas is 72.5 strips, and the median is 52 strips. Normally, these regions
are separated by single broken strips. Figure 6.28 shows the distance between a new
broken strip and the nearest previously broken strip. No pronounced accumulation
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Figure 6.25: Frequencies of the number of broken strips per detector module during
the milestone phase. Detector module 4A (substrates 45 and 46) is
excluded.
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Figure 6.26: Number of broken strips versus time during the milestone phase. Mod-
ule 1B and substrate 45 are excluded from this plot. Since the occur-
rence of new broken strips is determined with pedestal data taken twice
a day, the exact point in time is always somewhere in the rising parts of
the curve. The dotted line represents a linear rise.
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Figure 6.27: Map of all broken strips—before and after the milestone phase. The
initially broken strips include those which were faulty from the beginning,
which were disconnected due to short circuits during the burn-in test,
and which became damaged during the conditioning phase.
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Figure 6.28: Distance between a new broken strip and the nearest broken strip.
for the neighbouring strips of broken strips can be seen, especially if it is taken into
account that three of the four entries at a distance of one strip stem from substrate 39
(module 2B, which has a sagging GEM foil) alone.
6.6.6 Uniformity of the Modules
The uniformity over the whole area of the detector modules is important to guarantee
a reliable particle detection. Figure 6.29 shows the uniformity of the mean ratio of the
signal s and the noise n versus the positions of the clusters at low intensity. The drop
at the left and right borders is due to the limited area which is irradiated during low
intensity. Masked channels cause the holes in the middle. The basically flat distribution
in the middle indicates the uniform response across the strips. Furthermore, the mean
s/n value fluctuates because of a lack of statistics.11
Most of the detector modules show a behaviour similar to figure 6.29(a). Modules
with a sagging GEM foil do not respond uniformly across the strips. Figure 6.29(b)
shows an extreme example. The GEM foil of detector module 3A is partly sagging,
and affects the first substrate (strips 0–511), which can clearly be seen in the figure.
The response in the area of strip 150 to 400 is very inhomogeneous, and indicates
where the GEM foil sags.
11To guarantee that the data is not biased by changed environmental parameters, only a limited num-
ber of runs can be accumulated for this study.
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Figure 6.29: Uniformity of the detector response across the strips. The mean s/n
value versus the positions of the clusters is shown. It drops at the left
and right borders because mainly the middle was irradiated. The holes
in the middle are due to masked channels. A basically uniform behaviour
is illustrated in (a), while in (b), a module with a partly sagging GEM foil
is shown.
Some modules with sagging GEM foils show a rather homogeneous response. But
this method measures only the uniformity across the strips and not along them. Es-
pecially, a comparison between measurements which irradiate only the centre and the
region near the frames, respectively, results in a clear evidence for an inhomogeneous
amplification along the strips. These tests were only conducted at the laboratory.
The homogeneity of the detector modules among each other is another aspect
which has to be investigated. Figure 6.30 shows the course of the SNR during the
milestone phase for all detector modules which were built in Aachen. Changes of the
voltage settings are indicated by vertical lines. Although the modules were partly op-
erated at different voltage settings, they show similar SNR values. Especially, if the
detector modules 2B and 3A are excluded12, the behaviour of the remaining modules
is alike.
A quantitative statement only makes sense for those modules with non-sagging
GEM foils.13 As figure 6.17 suggests, these modules have a comparable amplification
at similar voltage settings. Since no ample scans of the voltage parameter space are
available for all modules, it is impossible to quantify the variations for all modules.
Nevertheless, single pairs of modules can be compared.
12The GEM foil of detector module 2B is sagging. The foil of detector module 3A is from a different
producer and partly sagging.
13I.e. detector modules 1A, 2A, 3B, 4A, 4B, 5A, 5B, 9A, and 9B.
6.6. MILESTONE TEST 119
0
50
100
150
0
50
100
150
0
50
100
150
0
50
100
150
detector module 1A
SN
R
detector module 2A
detector module 2B
detector module 3A
detector module 3B
time [d]PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
0 7 14 21
0
50
100
150
Figure 6.30: Course of the SNR for all detector modules from Aachen. Closed points
indicate runs at low intensity and open points those at high intensity. The
vertical lines indicate changes of the voltage settings.
120 CHAPTER 6. THE MILESTONE EXPERIMENT
relative SNR difference [%]
#
mean: (1.4 ± 0.5) %
PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
comparison of module 2A and 3B
0
1
2
3
4
5
6
7
8
-20 -15 -10 -5 0 5 10 15 20
(a) Relative difference
error of the relative SNR difference [%]
#
mean: (6.2 ± 0.5) %
PreMux128, piM-1, Milestone Phase, Ne/DME 40:60
comparison of module 2A and 3B
0
1
2
3
4
5
6
7
8
0 2 4 6 8 10 12 14 16 18 20
(b) Error of the relative difference
Figure 6.31: Uniformity of two detector modules. (a) Per cent difference between the
SNR of two modules which were operated at same settings during a
period of seven days. (b) Distribution of the error of the SNR differences.
During a period of seven days, two detector modules with non-sagging GEM foils
and identical assembly procedure were operated at exactly the same voltage settings.
Thus, a direct comparison of their amplification is possible. Figure 6.31(a) shows the
per cent difference of the SNR of the two modules 2A and 3B. The mean difference is
(1.4 ± 0.5)%. This has to be compared with the errors of the SNR differences. Their
distribution can be seen in figure 6.31(b). The mean error is (6.2 ± 0.5)%. Thus, the
SNR differences are compatible with zero within the errors. This indicates that both
modules have a very similar amplification at the given voltage settings.
6.6.7 Charging-up Effects during High Intensity Periods
To investigate charging-up effects due to the high particle flux at high intensity, several
approaches have been tried. In case of charging-up effects, the gas gain should change
after the transition from low to high intensity and vice versa. Therefore, it is possible
to search for the relative SNR changes in different runs at high intensity or at low
intensity.
In principal, a comparison of the SNR of low intensity runs before and right after
a high intensity period should show this effect. Since the high intensity periods were
all at least nine hours long, the SNR could be influenced by varying parameters of the
environment. To avoid this problem, a comparison of the first high intensity run after
a long period14 of low intensity with a successive run at high intensity is thinkable.
14Normally, such a period lasted about one hour, and consisted of a low intensity run, two pedestal
runs, and one or more further low intensity runs.
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Unfortunately, at high intensity, the number of recorded events was reduced in favour
of the current monitoring. Therefore, the statistics is too bad. Furthermore, it is not
possible to increase the statistics by summing up consecutive runs, because this may
mix up runs with different gas gains. Since the changes of the SNR between the first
two runs at high intensity are minimal, it can be assumed that a possible, significant
charging-up lasts less than the duration of such a run, i.e. half an hour.
Another way to detect a charging-up effect is to investigate if a subsiding effect can
be observed at low intensity after a long high intensity period. The advantages of this
approach are the higher statistics since at low intensity the recording of detector events
had priority and the shorter duration of these runs reduces the possibility that an effect
is washed out by averaging over a too long period.
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Figure 6.32: Relative change δ of the SNR between the beginning and the end of
the low intensity periods (a) and between the last two runs of the low
intensity periods (b).
Figure 6.32(a) shows the relative change δ of the SNR between the beginning and
the end of low intensity periods for all substrates15:
δ =
SNR(t2)− SNR(t1)
SNR(t1)
, t2 > t1. (6.1)
Only data from days 4 to 16 was selected since the rise at the beginning of the mile-
stone period and the drop at the end could affect the result. Furthermore, low intensity
periods which did not immediately follow after a long, continuous period of high inten-
sity were rejected. Also, data that was biased by changes of the voltages was excluded.
15Detector module 1B is excluded.
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No correlation between δ and the length t2 − t1 of the time interval exists for the se-
lected pairs of runs. Thus, the time interval is long enough to measure the maximum
SNR change.
The centre of the resulting distribution of δ is shifted to (4.6 ± 0.5)% indicating a
very small increase of the SNR during a low intensity period. The half width at half
maximum is 10%, and reflects the errors of a single measurement. For comparison,
figure 6.32(b) shows the relative change δ of the SNR for the last two runs of the
low intensity periods (the last 15–20 minutes). The centre of this distribution is at
(0.5 ± 0.6)% meaning that the SNR at the end of a low intensity period shows no
systematic change. The error of a single measurement is ±9%.
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Figure 6.33: Typical run of the cathode strip current at the beginning of a high intensity
period. After the maximum of 166 nA when the high intensity period
started, the current decreased during about an hour to 149 nA, while the
beam intensity stayed constant.
The charging-up effect at the beginning of a high intensity period can be seen in the
measurements of the currents as well. Since the currents reflect the amount of produced
charges, an observation of fast charging processes is possible, while the determination
of the SNR is unusable because it integrates a long time period. Figure 6.33 shows the
current |Icath| of the cathode strips of one substrate. In this case, the 10% drop can
be described by the sum of an exponential decrease with a time constant of (14.1 ±
0.1)min and an offset of 148.7 nA.16 The current of the upper GEM electrode shows
16As supposed above, the time for the outstanding charging-up at the beginning of the high intensity
period is less than half an hour.
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the same behaviour. Since the gain of the detector module is proportional to the current
on the cathode strips, the current’s decrease means a reduction of the gas gain by 10%
during the first hour of a high intensity period.
Due to the very low currents during low intensity periods, it is not possible to
observe the recovery of the detector this way.
6.7 Safety Margin and Voltage Scans
The last phase of the experiment was dedicated to the exploration of the limits of stable
operation of the detector modules and to systematic scans of the voltage parameter
space.
6.7.1 Margin of the Modules
For the operation of the detector modules in a long-term experiment with strong irradi-
ation, it is important to know that the detectors have a safety margin which allows to
operate them at higher voltages in order to compensate for possible ageing effects.
Six detector modules with non-sagging GEM foils were chosen to be operated at
higher gas amplifications than the working point.17 The voltage settings were changed
in two steps. First, the SNR was increased by a factor of up to two for at least one day of
operation at high intensity. Then, the voltages were set in order to reach the maximum
SNR where a stable operation at high intensity is still possible. Two modules remained
at the previous setting because a stable operation at a higher SNR was impossible.
During both phases, the SNR values were determined during low intensity runs.
Detector Duration SNR Spark Rate Broken
Module [ h ] [1/ h ] Strips
1A 64 61.0± 4.0 1.0 ± 0.9 0
4B 48 48.3± 2.7 0.6 ± 0.1
12 72.1± 3.6 0.20± 0.06 1
5A 48 65.4± 4.8 0.01± 0.01
12 105.8± 3.6 0 ± 0 0
5B 64 63.3± 4.1 0.4 ± 0.1 0
9A 42 58.0± 6.0 0.12± 0.04
12 94.5± 9.5 0.75± 0.25 0
9B 48 68.6± 3.0 0 ± 0
12 90.5± 3.4 0 ± 0 0
Table 6.2: Results of the margin test. For each detector module, the duration of the
test, the average SNR value and spark rate during that time, as well as the
number of new broken strips are listed.
17The modules 1A, 4B, 5A, 5B, 9A, and 9B participated in this test. The modules 2A and 3A were
used for voltage scans at the same time.
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Table 6.2 shows a summary of this test. The spark rates remained at the same
level as during the milestone phase and only one strip broke during this test. Thus, the
operation of the detector modules above the working point of SNR ≈ 37 is possible
without problems. Several detector modules could even be operated with a two to three
times higher gas amplification, which yields a large safety margin.
6.7.2 Voltage Scans
The detector modules 2A and 3A were used to scan the voltage parameter space.18
Therefore, the cathode strip voltage Ucath and the GEM voltage ∆UGEM , respectively,
were varied, and the SNR and the spark rate were determined. Figures 6.34–6.36 show
the results of these measurements. The dotted lines in the figures represent exponential
functions fitted to the data. The SNR values were determined during low intensity runs,
while the spark rate was measured during high intensity runs.
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Figure 6.34: SNR (closed points) and substrate spark rate (open points) versus cath-
ode strip voltage Ucath at UGEMdown = 1000 V. The fits of exponential
functions to the SNR data are given by the dotted lines. The encircled
points indicate single new broken strips.
Figure 6.34 shows the scan of the cathode strip voltage Ucath in the range of 410–
500 V, while the other voltages were kept at UGEMdown = 1000 V, ∆UGEM = 335 V,
18Substrate 41 is ignored in this analysis because of the partly sagging GEM foil in detector mod-
ule 3A.
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and Udrift = 2800 V. The SNR values of the substrates 37 and 38 are the same within
the errors, while that of substrate 42 is 11% lower on average. The reduced gas ampli-
fication of this substrate is due to the Würth GEM foil, which differs from the CERN
GEM foils. Concordantly, the spark rate rises above Ucath = 480 V drastically for all
three substrates. At this point, the substrates start losing strips, as the two new broken
strips in the figure demonstrate.
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Figure 6.35: SNR (closed points) and substrate spark rate (open points) versus cath-
ode strip voltage Ucath at UGEMdown = 1300 V. The fits of exponential
functions to the SNR data are given by the dotted lines. The encircled
point indicates a new broken strip. Above Ucath = 480 V, no stable op-
eration at high intensity was possible. Therefore, no spark rates are
available there.
The second cathode voltage scan, shown in figure 6.35, was conducted at an in-
creased transfer field and a lower GEM voltage: UGEMdown = 1300 V, ∆UGEM =
320 V, and Udrift = 3120 V. The SNR of all three substrates is the same. Even sub-
strate 42 shows comparable results. Due to the reduced GEM voltage, the effect of
the GEM amplification is less, while the higher transfer field contributes to a larger
amplification at the substrates. The larger substrate amplification causes that the spark
rates rise already at a lower cathode strip voltage of 460 V compared to the first scan.
A GEM voltage scan in the range of ∆UGEM = 305–375 V is shown in fig-
ure 6.36. The other voltages were kept at Ucath = 450 V, UGEMdown = 1000 V, and
Udrift = 2800 V. Again, the substrates 37 and 38 have comparable SNR values, while
substrate 42 shows 14% lower values on average due to the Würth GEM foil. The dif-
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Figure 6.36: SNR (closed points) and GEM spark rate (open points) versus GEM volt-
age ∆UGEM . The fits of exponential functions to the SNR data are given
by the dotted lines. Since substrates 37 and 38 share the same GEM
foil, their GEM spark rates are the same.
ference between both types of GEM foils is further expressed by the GEM discharge
rate. The rate for the CERN GEM foil (substrates 37 and 38) remains acceptable dur-
ing the whole scan, while the Würth GEM foil starts discharging at ∆UGEM = 355 V.
The voltage scans show that the Würth GEM foil and the CERN GEM foils have
different amplification properties. Therefore, the voltage settings have to be chosen
individually for each type of foil. But since only one Würth GEM foil was tested, no
general rule can be concluded.
Combining the measurements at UGEMdown = 1000 V and Udrift = 2800 V and
assuming that both amplification zones are independent, it is possible to extract a de-
pendence of the SNR on the cathode strip voltage Ucath and the GEM voltage ∆UGEM .
The following function applies to substrate 37:
SNR = exp
(−11.16± 0.13 + (1.67± 0.01)× 10−2 V−1 × Ucath
+ (2.18± 0.05)× 10−2 V−1 ×∆UGEM
)
,
(6.2)
while for substrate 42, this equation reads:
SNR = exp
(−11.23± 0.12 + (1.75± 0.01)× 10−2 V−1 × Ucath
+ (2.20± 0.05)× 10−2 V−1 ×∆UGEM
)
.
(6.3)
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The inclusion of the dependence on UGEMdown or the transfer field is not possible due
to a lack of data.
For the measurements at UGEMdown = 1300 V, ∆UGEM = 320 V, and Udrift =
3120 V, the dependence of the SNR on the cathode strip voltage is for substrate 37:
SNR = exp
(−3.92± 0.05 + (1.70± 0.01)× 10−2 V−1 × Ucath) (6.4)
and for substrate 42:
SNR = exp
(−4.09± 0.06 + (1.73± 0.01)× 10−2 V−1 × Ucath). (6.5)
Compared to equations (6.2) and (6.3), respectively, the coefficients in front of Ucath
are similar. Since the coefficients for both substrates do not follow a common trend, it
can be assumed that the dependence on UGEMdown is mainly included in the constants
of the argument of the exponential functions in equations (6.4) and (6.5).19
6.8 Conclusion
The main result of the milestone test is that the imposed criteria on the radiation hard-
ness of the detector modules were met by 16 out of the 18 detector modules built. The
causes of the failure of the other two modules were found, and are, on one hand, a very
bad substrate quality and, on the other hand, a damaged substrate metallization, which
caused a large number of broken strips. These failures can be avoided in the future.
Thus, the MSGC+GEM detector technology is suitable for the usage in experiments in
high rate environments.
The test also showed that the stretching of the GEM foils is an important point to
guarantee a uniform detector performance, albeit the operation of a detector with a sag-
ging GEM foil is possible. The detector response across the substrates is only uniform
in case of a properly stretched GEM foil. The homogeneity among the detector mod-
ules could be demonstrated for detectors with non-sagging GEM foils and identical
voltage settings.
The detector modules reach a detection efficiency for MIPs of at least 98% at an
SNR of 17. To simulate the effect of different readout electronics, they were operated
at more than twice the gas gain. The margin studies at the end showed that a further
increase of the gain by a factor of two to three is possible. This gives sufficient safety
margin for a long-term operation in high rate experiments. Additionally, recent studies
[3] showed that the transparency of the GEM foils is only about 60% at the chosen
field configuration. Using an optimal configuration, the same SNR and efficiency can
be obtained with a lower total gas gain, which means that the cathode strip voltage and
thus the risk of sparks can be reduced.
By chance, this test experiment gave an answer to the question what kind of mech-
anism has to be provided to keep a detector module operable in case of a short circuit
on a substrate. In order to disconnect single cathode groups, fuses which can be de-
stroyed if required or electronic switches which control separate groups were proposed.
19Setting ∆UGEM = 320 V in the equations (6.2) and (6.3), the constants become−4.18 and−4.19.
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It could be shown that in principal a resistor network is sufficient to allow the operation
of a module with a short circuit.
During the milestone phase, variations of the SNR with time by about ±20% were
observed. These variations can neither be attributed to the atmospheric pressure, day-
night variations, the beam intensity, nor the detector position. No definitive reason can
be given. Most probably, the gas mixture played an important role. The noise of the
detector modules increased by 3% during the three weeks.
The spark and discharge rates were below 10−3 Hz. 1.42‰ of the strips broke dur-
ing that time. The new broken strips were randomly distributed across the substrates
and the detector modules. In total, the anode strips accumulated a charge per strip
length of 0.5 mC/cm in the beam centre.
The rates of new broken strips during the conditioning phase and during the mile-
stone phase are compatible and indicate that the conditioning phase is not necessary
in order to guarantee a good quality of a detector module. Therefore, in a mass pro-
duction scenario, it is sufficient to use the described burn-in test in order to eliminate
already damaged strips.
Charging-up effects at the beginning of high and low intensity periods with oppo-
site signs could be observed. The measurement of the cathode strip current reveals an
exponential decrease of the current with a time constant of 14 minutes. In total, the
current and thus the gas gain decrease by 10% at the given particle rate.
Chapter 7
Measurements with the APV
In order to test the detector performance with the almost final electronics planned
for the CMS experiment, two detector modules were later equipped with APV6M
electronics, as described in section 4.2. The substrates 37 and 42 of the modules 2A
and 3A, respectively, were used to test the different operation modes of the APV6M
chip at the laboratory and during a beam test experiment at CERN’s X5B area.
For the following tests, the default settings (see table A.5) of the APV6M were
used. In order to measure at the appropriate sampling time, each test series was pre-
luded by a latency scan to set the optimal latency.
Since the APV stores the data in a matrix, the analysis uses matrices for the data
correction (see section 5.2.7). This is needed to handle faulty cells appropriately. But
for the pedestal correction, a matrix is not necessarily needed as figure 7.1 proves. For
each row, a mean pedestal value can be calculated. In the histogram, the deviation from
this mean in units of the noise σ of the particular cell is shown. The standard deviation
of the distribution is 0.68σ, which means that for most of the cells the deviation is
smaller than their noise. Thus, the additional error which would be introduced due to
the averaging of the rows is small.
7.1 Laboratory Measurements
In the following sections, the peak and the deconvolution modes of the APV6M will
be compared, based on the laboratory tests. On one hand, the internal calibration
pulse generator was used in order to inject well-defined amounts of charge into the
preamplifiers. On the other hand, the detector modules were irradiated with a 90Sr
source in order to measure real signals from the detector.
7.1.1 Peak Mode
The peaking time of the APV6M in peak mode at the given register settings can be
determined from the internal calibration pulses. The pulse shapes for different magni-
tudes of the calibration signals are shown in figure 7.2. They have a peaking time of
about 48 ns, which compares to that of the PreMux128. The temporal resolution of the
129
130 CHAPTER 7. MEASUREMENTS WITH THE APV
deviation from mean [σ]
#
0
100
200
300
400
500
600
700
800
-3 -2 -1 0 1 2 3
Figure 7.1: Quality of the APV pipeline matrix. For each cell, the deviation of the
pedestal from the mean of particular row is filled into the histogram. The
deviation is measured in units of the noise (σ) of the respective cell. The
standard deviation of the distribution amounts to 0.68σ. The solid curve
shows a fitted Gaussian distribution.
pulse shape is achieved by varying the latency register and the register CSKW, which
shifts the calibration pulse in steps of 258 ns. As previously observed [82], the pulse
shapes differ from the ideal CR-RC shape mentioned in section 4.2.1.
The linearity of the APV6M and its calibration pulse generator is shown in fig-
ure 7.3. The signal amplitude depends linearly on the calibrate magnitude register
CLVL.
The pulse shapes which were shown in figure 7.2 blur if real signals from the de-
tector are measured. This is due to the varying temporal distributions of the charges.
Figure 7.4 shows the SNR, which is measured in both the neon/DME (40%/60%) mix-
ture and the argon/carbon dioxide (70%/30%) mixture with a 90Sr source, when the
sampling time is shifted with respect to the optimum. This leads to mean pulse shapes.
The rise time of the mean pulses is longer than that of the calibration pulses, and re-
flects the varying temporal distributions.
Comparing the figures 7.4(a) and 7.4(b), the influence on the mean pulse shape
of the gas mixture can be seen. The faster drift velocity of the argon/carbon dioxide
mixture leads to the different mean pulse shapes.1
1At the chosen drift fields, the drift velocity in the argon/carbon dioxide mixture is about 60 µm/ns,
while in the neon/DME mixture, the velocity amounts to about 45 µm/ns [26, 95].
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Figure 7.2: Internal calibration pulses of the APV6M in peak mode for different set-
tings of the register CLVL. The zero point of the time axis represents the
optimal sampling time.
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Figure 7.3: Linearity of the APV6M and its internal calibration pulses measured with
the peak and the deconvolution modes, respectively.
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Figure 7.4: Mean pulse shapes of real signals measured with the peak mode of the
APV6M. A neon/DME mixture (a) and an argon/carbon dioxide mixture (b)
were used. The zero points of the time axes indicate the optimal sampling
times.
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Figure 7.5: Comparison of the APV6M in peak mode and the PreMux128. The SNR
for both substrates is very similar, although different readout electronics
were used. The dotted lines represent fits of exponential functions.
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A comparison of the PreMux128 and the APV6M electronics in peak mode is
shown in figure 7.5.2 The data for both electronics was taken at the same time with
detector module 2A. One substrate was read out by a PreMux128 chip, while the other
one was connected to an APV6M chip. The SNRs for both readout electronics differ
only a few per cent for equal voltage settings, and are the same within the errors apart
from the measurement at Ucath = 490 V. Nevertheless, the slope of the dotted line for
substrate 38 is smaller than for the other substrate. As already shown in figure 6.34
when both substrates were read out by the same electronics, the slopes of the lines there
slightly differ in the same way. This indicates that the amplification of the detector
module itself is a little bit different for both substrates. Thus, this difference is not due
to the electronics.
The SNR measured with the APV6M in peak mode is comparable with the SNR
obtained by a PreMux128 readout. Since the ballistic deficits for both readouts are the
same, the lower equivalent noise charge of the APV6M (see sections 4.1.1 and 4.2.1)
leads to the expectation that the SNR measured with the APV6M is about 8% greater
than with the PreMux128. But, this does not take into account the remaining readout
chain. Since the APV readout system uses 8 bit FADCs and the noise is about one
count, this discrepancy may be due to an insufficient resolution of the noise.
7.1.2 Deconvolution Mode
In order to determine the deconvolution weights, the internal calibration pulses of the
APV6M were used. Figure 7.6 shows the pulse shapes of the calibration signals mea-
sured with the deconvolution mode. The temporal resolution is achieved in the same
way as described in section 7.1.1. The signal amplitude depends linearly on the cali-
brate magnitude register CLVL, as already shown in figure 7.3, and is on average 12%
smaller compared to the peak mode.
The peaking time in deconvolution mode is about 45 ns. This value is thus in the
same order as in peak mode. Due to the choice of the weights, as given in section 4.2.1,
the deconvolution does not lead to a substantial shortening of the peaking time as it is
achieved with the set of weights used in the APV chips designed for the usage with
silicon sensors [50, 86].3
Since the pulse shape of the calibration pulses in peak mode does not fit the ideal
CR-RC shape, the measured shapes in peak mode (see figure 7.2) are deconvoluted
with variable weights in order to fit the result to the shapes measured in deconvolu-
tion mode. Table 7.1 shows the fitted weights for three pulse shapes measured with
different calibrate magnitudes CLVL. The corresponding pulse shapes are shown in
figure 7.6 as dashed curves. The first weight is fixed at −1.4 The second weight is
2For this comparison, both data sets were processed with the selection criterion “Lab/APV6M” (see
table 5.1).
3The weights used in the APV chips for silicon sensors allow to recover the original pulse from
the shaped pulse. The temporal spread of the signals from MSGC+GEM detectors is larger than for
silicon sensors. Therefore, the weights for silicon sensors cannot be used for MSGC+GEM signals.
The criteria for the choice of the weights for the APV6M were pile-up suppression and signal to noise
performance [94].
4Thus, all weights are normalised to the absolute value of the first weight.
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Figure 7.6: Internal calibration pulses of the APV6M in deconvolution mode for differ-
ent settings of the register CLVL. The dashed lines represent fits of the de-
convoluted pulses based on the pulse shape determined from figure 7.2.
The zero point of the time axis indicates the optimal sampling time.
Weight
1 (fixed) 2 3
CLVL = 80 −1 0.131± 0.018 0.723± 0.026
CLVL = 100 −1 0.118± 0.017 0.708± 0.024
CLVL = 120 −1 0.118± 0.015 0.711± 0.021
mean −1 0.122± 0.004 0.714± 0.004
nominal −1 0.143 0.714
Table 7.1: Fitted weights of the APV6M. The corresponding signal shapes are shown
in figure 7.6 as dashed curves.
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about 15% smaller than the nominal value, while the third weight matches the specifi-
cations within the errors. The consequence of the deviation of the second weight for
real signals will be discussed in section 7.1.3.
The mean pulse shapes of real detector signals were measured as in section 7.1.1.
Figure 7.7 shows them for two different gas mixtures.5 Again, the rise time of the
mean pulse shape is longer than that of the calibration pulses.
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Figure 7.7: Mean pulse shapes of real signals measured with the deconvolution mode
of the APV6M. A neon/DME mixture (a) and an argon/carbon dioxide
mixture (b) were used. The zero points of the time axes represent the
optimal sampling times.
The comparison of figures 7.4 and 7.7 allows to determine the factor by which the
SNRs in peak mode and in deconvolution mode differ. For this calculation, only the
SNR at the optimal sampling time is relevant. For the neon/DME mixture, the ratio
between the SNR in figure 7.7(a) and that in figure 7.4(a) is 2.46 ± 0.04. The value
expected from the different noise levels and the simulations of the ballistic coefficient
(see section 4.2.1) amounts to 2.4. The difference between both values is about 2%,
which corresponds to 1.5 standard deviations.
For the argon/carbon dioxide mixture, the comparison between the SNRs in both
modes is shown in figure 7.8. On average, the SNR of the deconvolution mode is
smaller by a factor of 2.11 ± 0.07. This is compatible with the expected value of 2.1
(see section 4.2.1).
The calculation of the deconvolution weights from figures 7.4 and 7.7 is not reason-
able because the deconvolution is done on an event by event basis, while the figures
5Near the polarity change of the mean pulse shape, no measurement of the SNR is possible. There,
the statistics is very low since only a few signals can exceed the cσ × σ threshold. Furthermore, the
signal polarity may vary due to the time jitter of the signal.
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Figure 7.8: Comparison of the peak and the deconvolution modes for the argon/car-
bon dioxide mixture. The data is taken from figures 7.4(b) and 7.7(b). The
dotted lines represent exponential fits.
show only averaged data. Furthermore, the real detector signals vary a lot, so that an
additional uncertainty would be included, which is suppressed if calibration pulses are
used.
7.1.3 Multi Mode
Using the multi mode of the APV6M, it is possible to simulate the effect of different
sets of weights. Since the measurement in section 7.1.2 showed that the second weight
is lower than the specification, the effects of such a deviation on real signals can be
measured.
In multi mode, three or more consecutive samples per trigger can be read out. This
allows to calculate weighted sums on an event by event basis as in deconvolution mode
and to vary the set of weights, while the same raw data is processed.6
Figure 7.9 shows the mean pulse shape for the nominal set of weights and the set
measured in section 7.1.2. Both shapes are almost identical within the errors. Espe-
cially, the SNRs at the optimal sampling time are identical within the errors. Neverthe-
less, if only the absolute values of the SNR at the optimal sampling time are compared,
6This calculation differs in a small aspect from the method that the analogue pulse shape processor
of the APV6M uses, since the APV6M operates with analogue values, while here the data was digitized
before the calculation.
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Figure 7.9: Comparison of the measured and the nominal sets of weights. The mean
pulse shapes are simulated using the data measured with the multi mode
of the APV6M. The optimal sampling time is indicated by the zero point of
the time axis.
the values for the measured weights are always in all simulations, which were done
with different sets of raw data, by a few per cent smaller than for the nominal weights.
For an ideal CR-RC pulse, the difference is 2%, which is in the order of the accuracy
of the SNR measurement.
Since the second weight is by far the smallest one, the deviation has only this
marginal influence on the SNR. Thus, the consequence for measurements with the
deconvolution mode is only small. Also, the comparison between the expected and the
measured ratios of the SNRs in peak mode and in deconvolution mode is only slightly
influenced.
7.2 Results from the Beam Test Experiment
Besides the tests in the laboratory, both detector modules were examined in a beam
test experiment at CERN’s X5B area [51] in order to test them and the APV6M elec-
tronics under particle beam conditions. This test facility provided both muon and pion
beams with momenta of 120 GeV/c and particle rates of several 1 Hz/mm2. The de-
tector modules were mounted back-to-back on a bench together with a pair of crossed
scintillators in front. The detector response was measured, while the different voltage
settings were systematically modified.
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Figure 7.10: SNR (a) and most probable signal (b) of both modules versus cathode
strip voltage Ucath. The dotted lines represent fits of exponential func-
tions.
At first sight, the comparison of both detector modules shows a dramatic differ-
ence. On one hand, the SNR measurements of module 2A yielded significantly lower
values than for module 3A at identical settings, as can be seen in figure 7.10(a). The
reason is the higher noise of the amplifiers on the TRI board of detector module 2A.
The mean noise of the clusters of this module is 3.53, while the corresponding value
for module 3A is only 1.43. The exchange of the TRI boards between both modules
proved that the TRI board causes the higher noise. On the other hand, the compari-
son of the most probable signals, which can be seen in figure 7.10(b), shows that the
amount of charge which is produced inside both detectors is similar. The values for
module 3A are 8–15% higher than those for module 2A. In section 6.7.2, an inverted
behaviour was observed when the SNR of module 3A was 11% lower. This indicates
that additionally the gain of the amplifiers on the TRI boards of detector module 2A is
lower.
Since another TRI board with the same low-noise amplifiers as that used with de-
tector module 3A was not available, the following results are limited to detector mod-
ule 3A alone.
7.2.1 Peak Mode
Various voltage scans were conducted with detector module 3A using the peak mode
of the APV6M. Figures 7.11–7.13 show the results of these measurements.
Two cathode strip voltage scans at two different GEM voltages ∆UGEM of 350 V
and 370 V, respectively, UGEMdown = 1000 V, and Edrift = 5 kV/cm are shown in
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Figure 7.11: Scan of the cathode strip voltage Ucath at two different GEM voltages
∆UGEM . Additionally, one voltage scan with a reduced transfer field
Edrift of 4.3 kV/cm is shown. The dotted lines represent exponential fits
for each voltage scan, while the dashed lines depict the global fit (see
equation (7.1)).
figure 7.11. Combining both data sets, the following equation for the dependence
of the SNR on the cathode strip voltage Ucath and the GEM voltage ∆UGEM can be
deduced:
SNR = exp
(−11.82± 0.04 + (1.41± 0.01)× 10−2 V−1 × Ucath
+ (2.44± 0.02)× 10−2 V−1 ×∆UGEM
)
.
(7.1)
Furthermore, figure 7.11 shows a voltage scan at ∆UGEM = 350 V and at a re-
duced drift field Edrift of 4.3 kV/cm. Both scans with ∆UGEM = 350 V yield nearly
the same results, which suggests that in this range of the drift field the amplification
does not depend on it. Measurements of the transparency plateau by A. ZANDER [100]
support this. Therefore, it is possible to compare these measurements here with those
at Edrift = 4.9 kV/cm from the margin phase shown in figure 6.34. The corresponding
dependence is given by equation (6.3). Not only the constant in the argument of the
exponential function differs, which would reflect the relative difference of both SNR
measurements, but also the coefficients of the cathode strip voltage Ucath and the GEM
voltage ∆UGEM are different. There, the amplification due to the cathode strip voltage
is larger, while that due to the GEM voltage is smaller. The reason for that can be
manifold. Since the environmental parameters, such as atmospheric pressure, tempera-
ture, and exact gas composition, are unknown and the readout systems are completely
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different, a definite answer cannot be given. Most likely, several effects are superim-
posed. The different selection criteria which were used for the milestone data and the
data here (see table 5.1) have no effect on the SNR values.7
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Figure 7.12: Scan of the cathode strip voltage Ucath at two different transfer fields.
The dotted lines represent exponential fits for each scan. The dashed
and dash-dotted lines show the global fits (see equations (7.1) and (7.2),
respectively).
Figure 7.12 compares two voltage scans with different transfer fields. The points
with UGEMdown = 1000 V, ∆UGEM = 370 V, and Edrift = 5 kV/cm are taken from
figure 7.11. The other voltage scan was conducted at UGEMdown = 1300 V. It can
be calculated from this data that the increase of the lower GEM voltage UGEMdown
from 1000 V to 1300 V is equivalent to a rise of the cathode strip voltage Ucath by
20.7± 0.1 V.
The dependence on the GEM voltage ∆UGEM at Ucath = 470 V, UGEMdown =
1300 V, and Edrift = 5 kV/cm is shown in figure 7.13. A global fit of the data from
this figure and from figure 7.12 leads to the following dependence of the SNR on the
cathode strip voltage Ucath and the GEM voltage ∆UGEM for UGEMdown = 1300 V
and Edrift = 5 kV/cm:
SNR = exp
(−8.78± 0.08 + (1.52± 0.01)× 10−2 V−1 × Ucath
+ (1.56± 0.02)× 10−2 V−1 ×∆UGEM
)
.
(7.2)
7Only for SNR values below ten, both sets of cuts yield different results. In this case, the selection
criterion “MF-2” (see table 5.1) would cut off a significant part of the left side of the s/n distribution
leading to a wrong SNR value.
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Figure 7.13: Scan of the GEM voltages. The dotted line depicts an exponential fit
including only this scan, while the dash-dotted line shows the global fit
(see equation (7.2)).
As above, a comparison with the data from the margin phase (see figure 6.35 as well as
equation (6.5)) fails because of the completely different coefficients in front of Ucath.
The comparison of the equations (7.1) and (7.2) shows that the change of the
lower GEM voltage UGEMdown influences all parameters of the fit, unlike the fits in
section 6.7.2, where the constant was mainly affected by UGEMdown. Therefore, it is
not possible to extract one equation which reflects the dependence on all three voltages
from the available data.
7.2.2 Deconvolution Mode
The deconvolution and the peak modes of the APV6M are compared in figure 7.14. It
shows two cathode strip voltage scans with UGEMdown = 1000 V, ∆UGEM = 350 V,
and Udrift = 2850 V. A global fit which includes all voltage scans with UGEMdown =
1000 V and Edrift = 5 kV/cm extends equation (7.1) with a mode-dependent factor:
SNR = exp
(−11.82± 0.04 + (1.41± 0.01)× 10−2 V−1 × Ucath
+ (2.44± 0.02)× 10−2 V−1 ×∆UGEM
)
×
{
1 for peak mode,
(2.34± 0.03)−1 for deconvolution mode.
(7.3)
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Figure 7.14: Comparison of the peak and the deconvolution modes for the neon/DME
mixture. The dotted lines represent exponential fits for each scan, while
the dashed lines depict the global fit (see equation (7.3)).
The SNR in deconvolution mode is thus reduced by a factor of 2.34± 0.03 compared
to the peak mode. This reduction is about 3% or two standard deviations smaller than
expected from the different noise levels and the simulations of the ballistic coefficient
(see section 4.2.1). Combining this result and the result from section 7.1.2, the factor
becomes 2.39± 0.06, which matches the expectation.
7.2.3 Efficiency
In order to get an impression of how the detection efficiency is affected if the APV’s
operation mode is changed from peak mode to deconvolution mode, it was tried to
determine the detection efficiency. Since no hodoscope, which could predict an impact
point for each particle at the detector modules, was available, only a rough estimation
is possible.
For this purpose, detector module 2A was used as a reference, and was operated at
constant settings. The efficiency for detector module 3A is determined in the following
way: Whenever detector module 2A registered one single hit, a corresponding hit
in detector module 3A is searched for. All other events are ignored. This means
module 3A is classified as inefficient if a single hit in detector module 2A has no
counterpart in module 3A.
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Figure 7.15: Efficiency versus SNR measured with the APV6M in peak mode and in
deconvolution mode. These curves cannot be compared with the result
from figure 6.4 because different cuts for the cluster identification were
applied.
Figure 7.15 shows the efficiency curves for the peak and the deconvolution modes.
In both cases, the point where an efficiency of 98% is reached is at an SNR of around
23. In fact, the SNR needed to reach a certain efficiency threshold primarily depends
on the cluster identification algorithm and not on the way the signal was measured.
These values here cannot be compared with the threshold of SNR ≈ 17 which is
shown in figure 6.4 because the criteria for the cluster selection were different. Due to
the missing hodoscope at the X5B area, no prediction for the particle track was avail-
able. Thus, in order to suppress noise hits, which would feign better efficiencies, the
cuts had to be stronger.8 On the other hand, these strong cuts reduce the efficiency
since small signals were ignored. This means that the efficiency of 98% is only ob-
tained at higher SNR values. Nevertheless, the measurements here show that the usage
of the deconvolution mode does not change the SNR threshold with respect to the peak
mode.
7.3 Consequences for Experiments like CMS
An experiment like CMS will use high interaction rates, so that the time between two
particle transitions through the detector may be shorter than the shaping time of the
electronics. In order to attribute a detected particle to the right interaction, special
8For the determination of the efficiency at the milestone experiment, the track prediction was ex-
tracted from the measurements of the remaining detector modules.
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techniques are necessary such as the deconvolution mode of the APV6M. On one hand,
the transition from the peak to the deconvolution mode strongly degrades the SNR
depending on the gas mixture. On the other hand, the length of the signal becomes
shorter and the attribution to the right interaction better [94].
The comparison between the PreMux128 data and that of the peak and the decon-
volution modes of the APV6M shows that the degradation of the SNR in the decon-
volution mode follows the expectations. Furthermore, the transition from the peak to
the deconvolution mode does not change the SNR threshold where an efficiency of
98% is reached. Therefore, the chosen working point for the milestone experiment
(see chapter 6) allows to transfer the results of the radiation hardness of the detector
modules to the scenario when they are read out by the APV6M electronics. Thus, the
MSGC+GEM detectors can stand the higher gas amplification which is needed for the
APV6M.
Furthermore, the measurements with the APV6M demonstrate its general suitabil-
ity. The typical dependences on the voltage settings of the detector could be shown.
The quality of the APV pipeline matrix is good enough to use an averaged pedestal
value for each row, which reduces the effort needed for the particle detection. In the
CMS experiment, it was planned to use a total number of MSGC+GEM readout chan-
nels of 3,076,096 [42], which corresponds to 24,032 APV chips. Thus, an enormous
reduction of the information needed to analyse the raw data is possible.
Chapter 8
Conclusion and Outlook
This thesis dealt with the production of a pre-series of MSGC+GEM detector modules
and with tests that prove their suitability for the CMS experiment. Five detector mod-
ules were assembled in Aachen, and the tools for their production were tested. Based
on this experience, a mass production scenario has been developed, which allows to
build eight detector modules in parallel with four workers. In this scenario, every day
a new module is finished and ready for the burn-in test and a thorough characteriza-
tion. It could be demonstrated that a burn-in test is sufficient and no particle beam is
necessary in order to find initial damages on the detectors’ substrates.
During the production, two issues arose which have to be solved. On one hand, the
accuracy of the injection moulded frames must be improved. On the other hand, the
flatness of the stretched GEM foil has to be verified, or a fail-safe stretching technique
has to be found in order to guarantee a uniform detector response. Nevertheless, the
operation of a detector module with a sagging GEM foil is possible.
The modules from Aachen and another 13 detector modules built in Karlsruhe
were tested in a high rate pion beam at PSI. The main aspect of this milestone test
was to prove the radiation hardness of the detector modules in a high rate, LHC-like
environment. All five modules from Aachen and eleven from Karlsruhe passed a three
week long test with a rate of new broken strips which was well below the acceptance
limit.
Furthermore, a stable operation of the detector modules is still possible at a two to
three times higher gain, which gives sufficient safety margin for a long-term operation
in high rate experiments. During the irradiation, charging-up effects, which reduce the
SNR at high particle rates, have been observed, and may make a slight increase of the
gain necessary.
Additionally, it could be demonstrated that, in case of a short circuit on a substrate,
the resistor network for the high voltage distribution is sufficient in order to operate
the remaining functioning part of the detector.
The subsequent tests of two detector modules with the APV6M readout electron-
ics proved that the results of the milestone experiment persist and that the expected
degradation of the SNR in deconvolution mode is consistent with the measurements.
Nevertheless, the application of the APV6M for MSGC+GEM detectors is not opti-
mal because of the high ballistic deficit in deconvolution mode. Additionally, it has
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been found that the second weight of the deconvolution mode is slightly smaller than
specified. But this leads only to a marginal change of the detector signals.
Thus, the studies described in the previous chapters showed that MSGC+GEM
detectors are suitable for the application in high rate environments even though this
detector technology will not be used in the CMS experiment.
Besides the application of GEM foils in MSGC+GEM detectors, a variety of detec-
tor concepts with single or multiple GEM foils exists. For example, Micro Groove De-
tectors (MGDs), Printed Circuit Boards (PCBs), and Charge Coupled Devices (CCDs)
can be used as readout structures in combination with GEM foils [20, 23, 29, 92]. The
combination of a photocathode with a GEM-based detector allows to build a position-
sensitive GEM photomultiplier [30]. Furthermore, the GEM technology can replace,
for instance, the wire-based amplification in Time Projection Chambers (TPCs), like it
is investigated for the TESLA experiment [88]. Apart from that, different high energy
experiments, like HERA-B and COMPASS, use or plan to use the GEM technology.
Furthermore, the application of GEM foils is not limited to high energy experiments.
For example, detectors with multiple GEM foils have been developed for medical imag-
ing [10] and applications in astrophysical experiments exist [92].
Appendix A
Physical and Technical Parameters
A.1 Gas Properties
The gas properties which are used in the mathematical description of the processes in
gaseous detectors, as shown in section 2.1, are listed in tables A.1 and A.2.
Gas Z A ρ I0 W −dE/dx n˜p n˜t
[ g/cm3 ] [ eV ] [ eV ] [kV/cm ] [ cm−1] [ cm−1]
He 2 4 1.66×10−4 24.5 41 0.32 4.2 8
Ne 10 20.2 8.39×10−4 21.6 36 1.56 12 39
N2 14 28 1.17×10−3 15.5 35 1.96 10 56
O2 16 32 1.33×10−3 12.2 31 2.26 22 73
Ar 18 39.9 1.66×10−4 15.8 26 2.44 29.4 94
CO2 22 44 1.86×10−3 13.7 33 3.01 35.5 91
C3H8 26 44.1 2.4 ×10−3 10.8 23 4.27 67.6 176.5
C2H6O 26 46 2.2 ×10−3 10.0 23.9 3.9 55 160
Table A.1: Gas properties. Z: atomic number, A: atomic mass, ρ: density, I0: average
ionisation potential, W : average energy for electron-ion pair production,
−dE/dx: energy loss for MIPs, n˜p and n˜t: primary and total numbers of
electron-ion pairs. Source: [90,95]
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Gas Ion µ+
[ cm2 V−1 s−1]
He He+ 10.40
Ne Ne+ 4.14
Ar Ar+ 1.535
Ar CO+2 1.72
Ar C3H+8 2.08
CO2 CO+2 1.09
C3H8 (propane) C3H+8 0.793
C2H6O (DME) C2H6O+ 0.56
Table A.2: Mobility µ+ of ions in different gases at atmospheric pressure.
Source: [22,95]
A.2 Radio-active Source
For the measurements at the laboratory, a 90Sr source was used. Its decay properties
are listed in table A.3.
Source Decay Mode Half-Life Energy
90Sr β− 28.5 a 0.546 MeV
↪→ 90Y β− 64.8 h 2.293 MeV
Table A.3: Decay properties of the radio-active source used here.
A.3 Measurements of Injection Moulded Frames
A set of 16 bottom frames were measured after the tempering (see section 3.2.4). Fig-
ure A.1 shows the measured positions.1 The points A, B, and C are destined for the
mounting of the detector modules. Z is the centre of the middle strut, and is calculated
from the points E3, E4, F1, and F2. The other points define the support for the sub-
strates. Table A.4 gives an overview of the results. First of all, the variations from
frame to frame are very large, the measurements can vary up to 1 mm. Generally, the
distances from the centre to the more distant points are too short by several 100 µm.
Only the distances to the points E3, E4, F1, and F2 are in general too large by several
10 µm. The same holds for the frames before they were tempered.
1The dimensions of the frame are shown in figure B.1.
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Figure A.1: Measurement points of the bottom frame.
Point Deviation of Distance [ mm ] Angular Deviation [ ° ]
min mean max min mean max
A −0.586 −0.206 −0.035 −0.11 0.06 0.14
B −0.466 −0.268 0.174 −0.12 −0.04 0.04
C −0.177 −0.115 −0.067 −0.18 0.04 0.29
D1 −0.703 −0.156 0.171 −0.17 −0.03 0.12
D2 −0.821 −0.496 −0.123 −0.12 0.03 0.18
D3 −0.780 −0.466 −0.085 0.01 0.09 0.19
D4 −0.705 −0.309 −0.035 −0.19 −0.03 0.04
E1 −0.497 −0.087 0.157 −0.23 −0.07 0.02
E2 −0.600 −0.273 0.066 0.04 0.13 0.23
E3 −0.080 0.023 0.094 −0.07 0.21 0.56
E4 −0.058 0.037 0.139 −0.40 0.05 0.90
F1 −0.098 0.068 0.144 −0.44 0.16 0.55
F2 −0.059 0.079 0.179 −0.26 −0.01 0.34
F3 −0.451 −0.175 0.178 −0.20 −0.12 −0.01
F4 −0.447 −0.175 0.349 −0.01 0.08 0.13
G1 −0.758 −0.412 0.134 −0.02 0.04 0.12
G2 −0.621 −0.389 −0.060 −0.15 −0.07 0.03
G3 −0.836 −0.467 0.195 −0.12 −0.02 0.11
G4 −0.364 −0.162 0.389 −0.04 0.06 0.19
Table A.4: Measurements of the bottom frame. The deviations from the required dis-
tances and the angles to reference point Z are given.
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A.4 APV Register Settings
The complete list of the APV6M’s default register settings is shown in table A.5.
Register Description Default Value Comment
Mode sets chip configuration 15 0x0F depends on setup
Latency sets separation of pointers 132 0x84 depends on setup
IPRE Preamp bias current 111 0x6F
ISHA Shaper bias current 88 0x58
IPSP APSP bias current 84 0x54
ISFB Source follower bias current 43 0x2B
VPRE Preamp feedback bias 150 0x96
VSHA Shaper feedback bias 50 0x32
VADJ Output analogue offset 120 0x78 depends on setup
VCAS Cascode bias voltage 0 0x00
CLVL Calibrate magnitude 0 0x00 used for calibration
CSKW Calibrate fine timing 0 0x00 used for calibration
CDRV Calibrate drive register 0 0x00 used for calibration
VCMP Leakage compensation bias 150 0x96
IREF Leakage monitor reference 255 0xFF
Table A.5: APV default register settings [64]. The mode, latency, and VADJ registers
were modified according to the requirements of the setup.
A.5 Details of the Milestone Experiment
Table A.6 shows the assignment of different identifiers for the 18 detector modules.
Furthermore, their particularities are noted.
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Serial Detector Substrates Strips Remarks
Number Module
1 1A 33 0– 511 Aachen34 512–1023
2 1B 35 1023– 512 bad substrate quality36 511– 0
3 2A 37 0– 511 Aachen, tests with APV38 512–1023
4 2B 39 1023– 512 Aachen, sagging GEM foil40 511– 0
5 3A 41 0– 511 Aachen, partly sagging Würth42 512–1023 GEM foil, tests with APV
6 3B 43 1023– 512 Aachen,44 511– 0 short circuit on substrate 44
7 4A 45 0– 511 damaged metallization on46 512–1023 substrate 45
8 4B 47 1023– 51248 511– 0
9 5A 49 0– 51150 512–1023
10 5B 51 1023– 51252 511– 0
11 6A 53 0– 511 sagging GEM foil54 512–1023
12 6B 55 1023– 512 sagging GEM foil56 511– 0
13 7A 57 0– 511 sagging GEM foil58 512–1023
14 7B 59 1023– 512 sagging GEM foil60 511– 0
15 8A 61 0– 511 sagging GEM foil62 512–1023
16 8B 63 1023– 512 sagging GEM foil64 511– 0
17 9A 65 0– 51166 512–1023
18 9B 67 1023– 51268 511– 0
Table A.6: Module and substrate nomenclatures for the milestone experiment and re-
marks on the modules. Only substrate 41 is affected by the partly sagging
GEM foil.
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Appendix B
Drawings and Schematics
B.1 Frames for “ring 2”
The drawings of the frames for the detector modules which were described in sec-
tion 3.1 are shown in figures B.1–B.3.
AC-IPhysics
Figure B.1: Bottom frame (“ring 2”).
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Figure B.2: Upper spacer frame (“ring 2”). The lower spacer frame differs only in a
few details from the upper spacer frame: It is only 2 mm high, has an
additional grove in both gluing surfaces, and has no chamfered profile.
AC-IPhysics
Figure B.3: Top frame (“ring 2”).
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B.2 Substrates
Three different types of substrates are used for the detector modules: one left hand,
two middle, and one right hand substrate. All types can be produced with the same
masks, the only difference is the position of the left and right edges (parallel to the
strips) where the substrate is cut. Figure B.4 shows a right hand substrate, which has
an extra border of bare glass at the right side.
The high voltage is distributed to the substrate’s cathode groups using a resistor
network, as shown in figure B.5.
AC-IPhysics
Figure B.4: Dimensions of the substrates. The substrates at the left or the right side
of a module have an additional border for mounting purposes at the left
or the right side; here, a substrate for the right side is shown. The bond
pads for the HV connection at the readout side, as depicted in figure 3.4,
are not shown here. The circle around the trapezoidal substrate indicates
the dimension of a 6" wafer.
156 APPENDIX B. DRAWINGS AND SCHEMATICS
.
.
.
R
R
R
R
R’
from HV supply
to cathode groups
C
Figure B.5: Schematic of the high voltage distribution to the substrate.
B.3 GEM foils
Two different types of GEM foils were used for the detector modules. The layout of
the foil from Würth Elektronik is shown in figure B.6. The differences to the layout
used for foils produced at CERN are listed in the caption of the figure.
Figure B.6: Layout of one side of the GEM foil produced by Würth Elektronik. The
large grey area in the middle is filled with holes leaving only an 1 mm
wide border of copper. The three positioning holes guarantee a precise
mounting of the foil. Essentially, the layout of the foils from CERN differs in
the border around the holes’ area, which is 2 mm wide and not metallized,
and in the segmentation of the active area into four pieces matching the
four substrates, each segment has its own electrical connection.
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B.4 Gas Systems
For the test in the laboratory, a closed gas system [16] is used (see figure B.7). An 80 l
barrel stores the gas mixture which flows through a filter system, through the detectors,
and back into the barrel. The filter system includes a molsieve1 and a deoxo2. The gas
flow is controlled by a computer which regulates the relative pressure in the detectors
to (2± 0.5)mbar.
Figure B.7: Circuit drawing of the closed gas system which was used at the test se-
tups in the laboratory. Source: [16]
1Molsieve Union Carbide Type 3A, Fluka AG, Buchs, Switzerland.
2BTS-Catalyst (R 3-11) for the removal of oxygen from gases, Fluka AG, Buchs, Switzerland.
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Figure B.8: Circuit drawing of the open gas system which was used at the milestone
experiment at PSI and at the beam test experiment at CERN.
The milestone experiment at PSI and the beam test experiment at CERN’s X5B
area used an open gas system (see figure B.8). The mixture of neon (40%) and DME
(60%) flows through the detector modules at a rate of about two renewals per hour.
Every two modules are put into series, a valve at the inlet controls the flow through
them which is indicated by a bubbler (∆p ≈ 1 mbar) at the outlet. An additional
bubbler protects the modules from excess pressure.
Appendix C
Additional Aspects of the Software
C.1 Algorithms for the Alignment Tool
The analysis routines for the alignment of the substrates (see section 3.3.1) are based
on the work of J. KREMP [69]. The program was modified in several ways:
• A calibration mode was introduced which allows to calibrate the sensor positions
with respect to the precision pins of the Cardanic frame.
• The absolute positioning of a single substrate in reference to the precision pins
of the Cardanic frame was implemented.
• The relative alignment of the substrates with respect to each other was extended
to be able to reduce their distance so that only one anode strip is missing in the
pattern.
The optical sensors provide 300 gray values each, which represent the pattern of
the cathode strips or the edge of the metallization. In general, the sensor signals are
affected by noise. Furthermore, some parts of the sensors are screened by the border
of the holes in the bottom frame. To make the signal processing easier, this screen-
ing is masked using the white light adjustment which defines the screened fibres as
completely illuminated (“white”). Consequently, a signal contains noise and incom-
plete information about the cathode strip positions. This has to be compensated by the
analysis routines.
The analysis routines described in the following give messages with the results of
the measurements and instructions for the movements of the substrates to the user. A
position precision better than 5 µm is achievable with the fibre optical system and the
algorithms used [68].
C.1.1 Calibration Mode
For the calibration, a plate with crosshairs is used.1 To detect the crosshairs in the
gray values, several steps are needed. First, the minimum (min) and maximum (max)
1One thread of each crosshair is adjusted perpendicular to the rows of the optical fibres of the respec-
tive sensor, so that a few fibres are shadowed by the thread.
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values are determined to get the dynamic range of signal. Since most fibres of the
sensors are illuminated and only a few are shadowed by the crosshair (see figure C.1),
a threshold t is defined in order to locate the position of the crosshair. All gray values
gi in the range from 0 to 80% of the dynamic range are included in the calculation. The
position p of the crosshair in terms of fibre numbers is then given by the sum of fibre
numbers i weighted by the obfuscation max− gi of the fibre:
p =
∑
i, gi<t
(max− gi)× i∑
i, gi<t
max− gi . (C.1)
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Figure C.1: Calibration of a sensor. The shadow of the crosshair can be clearly seen
at fibre 132.
In case that more than one contiguous area satisfies the threshold condition, the
result is ignored. Likewise, if more than 5% of the fibres fulfil the condition or if the
dynamic range is too small (20 counts), the measurement is rejected.
The results of different calibration measurements vary less than one fibre, even
if the plate with the sensors was moved to its upper rest position in the meantime.
The variations between measurements at different days are larger. For single sensors,
movements of up to five fibres were measured, which result most probably from me-
chanical stress. Therefore, it is necessary to calibrate all sensors immediately before
the alignment of the substrates.
For each sensor, the position of the corresponding crosshair is determined using
this method. Together with the data obtained with an x-y table, the exact sensor posi-
tions are known.
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C.1.2 Edge Detection
The edge detection is used to align the substrate in the r direction2. The sensor sees
the shadow of a cathode bonding pad at the side opposite to the readout side. This pad
is illuminated from the backside through a hole with a diameter of 2 mm in the bottom
frame. Figure C.2 shows the gray values for an edge detection. As in the calibration
mode, the minimum, the maximum, and the dynamic range are determined first. The
dynamic range has to be at least 40 counts.
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Figure C.2: Edge detection. The shadow of the metallization is seen through the hole
in the bottom frame.
Second, the fibre is determined where the gray values cross the 50% level. Since
the orientation of the sensor is fixed, it is clear that the crossing on the right has to
be chosen. Starting from this point, the crossing with the 20% level is searched for.
Then, a straight line is interpolated through left and right neighbouring points of the
crossing. The intersection point of this line with the 20% level gives the fibre number
(real number) for the 20% level. The fibre number for the 80% level is determined
analogously. The mean of both fibre numbers corresponds to the fibre number (real
number) of the edge.
2See footnote 2 on page 37 for the definition of the coordinates.
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C.1.3 Strip Pattern Alignment
The alignment of two adjacent substrates is the most difficult part. Additionally, the
aim to position the substrates with only one missing anode strip requires special al-
gorithms since the gap between the substrates cannot be detected because only the
cathode strips are visible to the sensors. The edges of the substrates lie above the struts
of the bottom frame, which have holes of 2 mm diameter at the sensor positions. The
strip pattern is illuminated from the backside.
Figure C.3 shows the gray values for the alignment of two substrates. The analysis
starts with the determination of the dynamic range, which has to be at least 67 counts.
Then, the local minima and maxima are searched for, and a list of the minima’s posi-
tions is generated, in which all minima that are less than 15% of the dynamic range
apart from the neighbouring maxima are rejected. To get a more reliable position infor-
mation, each minimum’s position is replaced by the average of the positions of the left
and the right points where the value exceeds a threshold of 7.5% of the dynamic range
above the minimum. Bad illumination and diffraction at the glass edges may pretend
minima. Therefore, if two positions in the list are less than 88% of the mean pitch3
apart, both are rejected.
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Figure C.3: Strip pattern alignment. Both substrates are aligned, the measured
pitches of both cathode patterns and the distance of the outermost cath-
ode strips are 204 µm. The dashed line indicates the desired position of
the φ-crack. The figure shows an example where the aim of one missing
anode strip was achievable.
3The mean pitch depends on the sensor position, and is 182 µm (sensors 5, 7, and 9 in figure 3.9(a))
or 204 µm (sensors 6, 8, and 10).
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Each minimum is assigned a cathode number. A minimum at position xi with the
cathode number ni leads to the cathode number ni+1 = ni + ∆n for the minimum at
position xi+1. ∆n is given by
∆n =
[
∆x− p/2
p
]
int
+ 1, (C.2)
where ∆x = xi+1 − xi and p is the mean pitch of the cathodes.
The desired position of the φ-crack divides the pairs (xi,ni) into two sets corre-
sponding to the two substrates. For each set (j = 1: left substrate, j = 2: right
substrate), a straight line is fitted:
xi = pj ni + oj , j = 1, 2. (C.3)
The average pitch p¯ of the pitches p1 and p2 gives the phase difference ∆φ of both
strip patterns:
∆φ = 2pi
∆s mod p¯
p¯
, (C.4)
with ∆s = (p2 nφ + b2) − (p1 nφ + b1) and the real number nφ is the position of the
φ-crack in terms of cathode numbers.
Furthermore, the analysis routine gives the distances of the outermost cathode
strips to their desired positions.
The alignment of one single substrate is possible as well. In this case, only the
first substrate is inserted. For this substrate, the cathode positions are determined as
described above. Together with the desired position of the φ-crack, the desired position
of the outermost cathode can be compared with the measured position.
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C.2 Details of the Analysis Program
Table C.1 gives a short description of the classes and structures of the analysis routines
shown in figure 5.1.
Class/Structure Description
TChip parameters for the common mode correction
TSubstrate parameters for the cross talk correction
TCluster information about a found hit
TDetector fundamental class to analyse data, to extract cluster
information, and to fill histograms
TCombinedDetector combines two separate substrates to one detector
TCombinedDetectorHisto-
gramParents
as TCombinedDetector, but fills also histograms for
the two parents substrates
TDetectorNoHistograms fills no histograms, needed by TCombinedDetector-
HistogramParents
TApvChip extracts the analogue data coming from APV6M
chips
TApvDetector analyses data from readouts with APV6M chips us-
ing TApvChip
TApvDetectorWithMatrices as TApvDetector, but uses matrices for the data cor-
rections
TDecon simulates the deconvolution mode of the APV using
data from the APV taken in multi mode
TDeconMatrices as TDecon, but uses matrices for the data corrections
Table C.1: Classes and structures (italic) of the analysis program.
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