In this paper, we introduce and study a variant of Kummer's notion of (ir)regularity of primes which we call G-irregularity. It is based on Genocchi numbers G n , rather than Bernoulli number B n .
Introduction
1.1. The classical case. The n-th Bernoulli polynomial B n (x) is implicitly defined as the coefficient of t n in the generating function
where e is the base of the natrual logarithm. Then, the Bernoulli numbers B n are defined by B n = B n (0), n = 0, 1, 2, . . .. It is well-known that B 0 = 1, and B n = 0 for any odd integer n > 1. Throughout the paper, p always denotes a prime. An odd prime p is said to be B-irregular if p does not divide the numerator of at least one of the Bernoulli numbers B 2 , B 4 , . . . , B p−3 , and B-regular otherwise. The first twenty B-irregular primes are 37, 59, 67, 101, 103, 131, 149, 157, 233, 257, 263, 271, 283, 293, 307, 311, 347, 353, 379, 389. Kummer, who introduced the notion of irregularity, proved that Fermat's Last Theorem is true for B-regular prime exponents p.
The notion of B-irregularity has an important application in algebraic number theory. Let Q(ζ p ) be the p-th cyclotomic field, and h p the class number of Q(ζ p ). Denote by h + p the class number of Q(ζ p + ζ −1 p ) and put h − p = h p /h + p . Kummer proved that h − p is an integer (now called the relative class number of Q(ζ p )) and gave the following characterization (see [31, Theorem 5.16] ). (Here and in the sequel, for any integer n ≥ 1, ζ n denotes an n-th primitive root of unity.) Theorem 1.1 (Kummer). An odd prime p is B-irregular if and only if p | h − p . Jensen [14] was the first to prove that there are infinitely many B-irregular primes. More precisely, he showed that there are infinitely many B-irregular primes not of the form 4n + 1. This was generalized by Montgomery [20] , who showed that 4 can be replaced by any integer greater than 2. To the best of our knowledge, the following result due to Metsänkylä [19] is the best. Theorem 1.2 (Metsänkylä [19] ). Given an integer m > 2, let Z * m be the multiplicative group of the residue classes modulo m, and let H be a proper subgroup of Z * m . Then, there exist infinitely many B-irregular primes not lying in the residue classes in H.
Let P B be the set of B-irregular primes. Carlitz [3] gave a simple proof of the infinitude of this set, and recently Luca, Pizarro-Madariaga and Pomerance [18, Theorem 1] made this more quantitative:
log log x log log log x as x → ∞. (Here and in the sequel, if S is a set of natural numbers, then S(x) denotes the number of elements in S not exceeding x.) Heuristics predicts a much stronger result (consistent with numerical data). [26] ). Asymptotically we have
where π(x) denotes the prime counting function.
The reasoning behind this conjecture is as follows. We assume that the numerator of B 2k is not divisible by p with probability 1−1/p. Therefore, assuming the independence of divisibility by distinct primes, we expect that p is B-regular with probability
which with increasing p tends to e −1/2 . Moreover, for any positive integers a, d with gcd(a, d) = 1, let P B (d, a) be the set of B-irregular primes congruent to a modulo d. The following conjecture is also consistent with numerical data, which suggests that B-irregular primes are uniformly distributed in arithmetic progressions. Conjecture 1.4. For any positive integers a, d with gcd(a, d) = 1, asymptotically we have
where ϕ is Euler's totient function.
Although we know that there are infinitely many B-irregular primes, it is still an open problem to show that there are infinitely many B-regular primes.
Some generalizations.
In [3] Carlitz gave a similar notion of irregular prime with respect to Euler numbers.
The Euler numbers E n are a sequence of integers defined by the relation
Moreover, E 0 = 1, and E n = 0 for any odd n ≥ 1. Euler numbers, just as Bernoulli numbers, can be defined via special polynomial values. The Euler polynomials E n (x) are implicitly defined as the coefficient of t n in the generating function
Then, E n = 2 n E n (1/2), n = 0, 1, 2, . . .. An odd prime p is said to be E-irregular if it divides at least one of the integers E 2 , E 4 , . . . , E p−3 , and E-regular otherwise. The first twenty E-irregular primes are 19, 31, 43, 47, 61, 67, 71, 79, 101, 137, 139, 149, 193, 223, 241, 251, 263, 277, 307, 311. Vandiver [28] proved that Fermat's Last Theorem is true for a prime exponent p if p is E-regular. This criterion makes it possible to discard many of the exponents Kummer could not handle: 37, 59, 103, 131, 157, 233, 257, 271, 283, 293, . . . .
Carlitz [3] showed that there are infinitely many E-irregular primes. Luca, Pizarro-Madariaga and Pomerance in [18, Theorem 2] showed that the number of E-irregular primes up to x satisfies the same lower bound as in (1.1). Regarding their distribution, we currently only know that there are infinitely many E-irregular primes not lying in the residue classes ±1 (mod 8), which was proven by Ernvall [4] .
The computations suggest that the asymptotic behaviour of E-irregular primes follows the same rules as predicted in Conjectures 1.3 and 1.4.
It is not known whether or not the E-regularity can be related to the divisibility of some class number of a number field.
Later on, Ernvall [5, 6] introduced χ-irregular primes and proved the infinitude of such irregular primes for any Dirichlet character χ, including B-irregular primes and E-irregular primes as special cases. In addition, Hao and Parry [8] defined m-regular primes for any square-free integer m, and Holden [11] defined regular and irregular primes by using the values of zeta functions of totally real number fields.
In this paper, we introduce a new kind of irregular primes based on Genocchi numbers and study their distribution in detail.
1.3.
Regularity with respect to Genocchi numbers. The Genocchi numbers G n are defined by the relation 2t
It is well-known that G 1 = 1, G 2n+1 = 0 for n ≥ 1, and (−1) n G 2n is an odd positive integer. The Genocchi numbers G n are related to Bernoulli numbers B n by the formula
In view of the definitions of G n and E n (x), we directly obtain
In analogy with Kummer and Carlitz, we here define an odd prime p to be G-irregular if it divides at least one of the integers G 2 , G 4 , . . . , G p−3 , and G-regular if it does not. The first twenty G-irregular primes are 17, 31, 37, 41, 43, 59, 67, 73, 89, 97, 101, 103, 109, 113, 127, 131, 137, 149, 151, 157. Clearly, if an odd prime p is B-irregular, then it is also G-irregular.
Recall that a Wieferich prime is an odd prime p such that 2 p−1 ≡ 1 (mod p 2 ), which arose in the study of Fermat's Last Theorem. So, if an odd prime p is a Wieferich prime, then p divides G p−1 , and otherwise it does not divide G p−1 . Currently there are only two Wieferich prime known, namely 1093 and 3511. If there are further ones they are larger than 10 17 . Both 1093 and 3511 are G-irregular primes. However, 1093 is B-regular, and 3511 is B-irregular.
As in the classical case the G-regularity of primes can be linked to the divisibility of some class numbers of cyclotomic fields. Let S be the set of infinite places of Q(ζ p ) and T the set of places above the prime 2. Denote by h p,2 the (S, T )-refined class number of Q(ζ p ). Similarly, let h + p,2 be the refined class number of Q(ζ p + ζ −1 p ) with respect to its infinite places and places above the prime 2 (for the definition of the refined class number of global fields, we refer to Gross [ Theorem 1.5. Let p be an odd prime. Then, if p is G-irregular, we have p | h − p,2 . If furthermore p is not a Wieferich prime, the converse is also true.
1.3.1.
Global distribution of G-irregular primes. Let g be a non-zero integer. For an odd prime p ∤ g, let ord p (g) be the multiplicative order of g modulo p, that is the smallest positive integer k such that g k ≡ 1 (mod p). Note that ord p (4) | (p−1)/2. Using quadratic reciprocity it is not difficult to show (see Proposition 2.2), that if p ≡ 1 (mod 8), then ord p (4) = (p − 1)/2. Thus Theorem 1.6 has the following corollary. Although the B-irregular primes are very mysterious, the set of primes p such that ord p (4) = (p − 1)/2 is far less so. Its distributional properties are analyzed in detail in Proposition 1.10. That result with a = d = 1 then yields in combination with Theorem 1.6 the following estimate. Theorem 1.8. Let P G be the set of G-irregular primes. Let ǫ > 0 be arbitrary and fixed. Then we have, for every x sufficiently large,
with A the Artin constant
Note that 1 − 3A/2 = 0.4390662795 . . . . Using Siegel's heuristic, one arrives at the following conjecture.
Conjecture 1.9. Asymptotically we have
The heuristic behind this conjecture is straightforward. Under the Generalized Riemann Hypothesis (GRH) it can be shown that the set of primes p such that ord p (4) = (p − 1)/2 has density 3A/2 (Proposition 1.10 with a = d = 1). By Siegel's heuristic one expects a fraction 3A/(2 √ e) of these to be B-regular. The conjecture follows on invoking Theorem 1.6.
1.3.2. G-irregular primes in prescribed arithmetic progressions. Using the following result we can give a non-trivial lower bound for the number of G-irregular primes in a prescribed arithmetic progression. Recall that if S ⊆ T are sets of natural numbers, then the relative density of S in T is defined as
if this limit exists. We use the notations gcd and lcm for greatest common divisor, respectively least common multiple, but often will write (a, b), rather than gcd(a, b). We also use the big O notation O, and we write O ρ to emphasise the dependence of the implied constant on some parameter (or a list of parameters) ρ. Proposition 1.10. Given two coprime positive integers a and d, we put
Let ǫ be arbitrary and fixed. Then, for every x sufficiently large we have
Under GRH, we have
A numerical demonstration of this result is given in Section 6. By Proposition 2.2, in case 8|d and a ≡ 1 (mod 8), we in fact have Q(d, a) = ∅ and so Q(d, a)(x) = 0. Combination of Theorem 1.6 and Proposition 1.10 yields directly the following result.
Theorem 1.11. Given two coprime positive integers a and d, we put
Let ǫ be arbitrary and fixed. For every x sufficiently large, we have
where δ(d, a) is defined in Proposition 1.10. Under GRH we have
Note that the inequality (1.8) (with a = d = 1) yields Theorem 1.8 as a special case. An easy analysis (see (2.6) in Section 2.2) shows that δ(d, a) < 1, and so we obtain the following corollary, which can be compared with Theorem 1.2. Moreover, by Corollary 1.7 in case a ≡ 1 (mod 8) and 8|d, the relative density is 1 and in fact we have
In the remaining cases for a and d, we have δ(d, a) > 0, and so 1 −δ(d, a) < 1. However, 1 − δ(d, a) can be arbitrarily close to 1 (see Proposition 2.3), and the same holds for the relative density of P G (d, a) by Theorem 1.11.
The reasoning that leads us to Conjecture 1.9 in addition with the assumption that Birregular primes are equidistributed over residue classes with a fixed modulus, suggests that the following conjecture might be true. Conjecture 1.13. Given two coprime positive integers a and d, asymptotically we have
where δ(d, a) is defined in Proposition 1.10.
Note that this conjecture implies Conjecture 1.9 (choosing a = d = 1). On observing that δ(a, d) = 0 if and only if 8 | d and a ≡ 1 (mod 8), it also implies the following conjecture.
Conjecture 1.14. Consider the subset of G-regular primes in the primitive residue class a (mod d). It has a positive density, provided we are not in the case 8 | d and a ≡ 1 (mod 8).
Preliminaries
In this section, we gather some results which are used later on. E n,χ t n n! .
For any odd prime p, let ω p be the Teichmüller character of Z/pZ, and then any multiplicative character of Z/pZ is of the form ω k p for some 1 ≤ k ≤ p −1. In particular, the odd characters are ω k p , k = 1, 3, . . . , p − 2. Lemma 2.1. Suppose that p is an odd prime and k, n are non-negative integers. Then E k,ω n−k p ≡ E n (0) (mod p).
Proof. Here we use some notation from [15] . By [15, Proposition 5.4] , for any integers k, n ≥ 0, we have
By [15, Proposition 2.1 (1)] also E n (0) can be expressed as a p-adic integral, namely
Since ω p (a) ≡ a (mod p), we have (a)a k − a n )dµ −1 (a) ≡ 0 (mod p).
We remark that Lemma 2.1 is an analogue of a well-known result for the generalized Bernoulli numbers; see [31, Corollary 5.15] .
Recall that Q(d, a) is defined in (1.5). For ease of notation we put
For the understanding of the distribution of the primes in Q, it turns out to be very useful to consider their residue modulo 8.
Proposition 2.2. For j = 1, 3, 5, 7 we put Q j = Q(8, j). We have
with Q 1 = ∅, and, for j = 3, 5,
and, furthermore,
Proof. If p ≡ 1 (mod 8), then by quadratic reciprocity 2 (p−1)/2 ≡ 1 (mod p), and we conclude that ord p (4) | (p − 1)/4 and hence Q 1 = ∅. Note that ord p (4) = ord p (2) if ord p (2) is odd; ord p (2)/2 otherwise.
In case p ≡ ±3 (mod 8), we have 2 (p−1)/2 ≡ −1 (mod p), and so ord p (2) must be even.
The assumption that p is in Q now implies that ord p (2) = 2 · ord p (4) = p − 1. In case p ≡ 7 (mod 8), we have 2 (p−1)/2 ≡ 1 (mod p), and so ord p (2) must be odd. The assumption that p is in Q now implies that ord p (2) = ord p (4) = (p − 1)/2.
The size of δ(d, a)
. In this section we study the extremal behaviour of the quantity δ(d, a) defined in Proposition 1.10. We put
An easy calculation gives that
where q is the smallest prime not dividing d. 
x .
An easy variation of the latter proof yields
Recall that
Note that Proof. From the above remarks it follows that the limit inferior and superior are ≥ e −γ , respectively ≤ 1. We consider two infinite families of pairs (a, d) to show that these bounds are actually sharp. Let n ≥ 3 be arbitrary. Put d n = 3≤p≤n p. We have c(4d n , 1) = 1/2 and δ(4d n , 1) = (1 + o(1))
by Proposition 1.10. Using Mertens' theorem (2.5) and the prime number theorem, we deduce that δ(4d n , 1) ∼ e −γ log n ∼ e −γ log log(4d n )
, (n → ∞), and so the limit inferior actually equals e −γ . Put a n = 2 + 3d n if d n ≡ 7 (mod 8); 2 + d n otherwise.
We have a n ≡ 1 (mod 8), 1 ≤ a n < 8d n , (a n , 8d n ) = 1, and (a n − 1, 8d n ) is a power of two. We infer that R(8d n , a n ) = 1/A + O(1/n) and c(8d n , a n ) = 1, and so δ(8d n , a n ) = 1 + O(1/n), showing that the limit superior equals 1.
The two constructions in the above proof are put to the test in Table 1 . The table also gives an idea of how fast the lower bound 1 − δ(4d n , 1) for the relative density of the set P G (4d n , 1) established in Theorem 1.11, tends to 1. Table 1 . Some values of δ(4d n , 1) and δ(8d n , a n ) n 10 3 10 4 10 5 10 6 10 7 δ(4d n , 1) ≈ 0.080954 0.060884 0.048752 0.040638 0.034833 δ(4d n , 1)e γ log log(4d n ) ≈ 0.989659 0.997633 0.999422 0.999851 0.999960 δ(8d n , a n ) ≈ 0.999872 0.999990 0.999999 0.9999999 0.99999999
Some results related to Artin's primitive root conjecture
It is natural to wonder whether the set Q, see (2.4) , is an infinite set or not. This is closely related to Artin's primitive root conjecture stating that if g = −1 or a square, then infinitely often ord p (g) = p − 1 (which is maximal by Fermat's little theorem). In case g is a square, the maximal order is (p − 1)/2 and one can wonder whether this happens infinitely often. If this is so for g = 4, then our set Q is infinite. We now go into a bit more technical detail.
We say that a set of primes P has density δ(P) and satisfies a Hooley type estimate, if
where the implied constant may depend on P. Let g ∈ {−1, 0, 1} be an integer. Put
Artin in 1927 conjectured that this set, when g is not a square, is infinite and also conjectured a density for it. To this day, this conjecture is open. Hooley [12] proved in 1967 that if the Riemann Hypothesis holds for the number fields Q(ζ n , g 1/n ) with all square-free n (this is a weaker form of the GRH), then the estimate (3.1) holds for the set P g with
where µ is the Möbius function, and he showed that δ(g)/A is rational, with A the Artin constant (see (1.4)), and he explicitly determined this rational number. For example, in case g = 2 we have δ(2) = A. By the Chebotarev density theorem the density of primes p ≡ 1 (mod n) such that ord p (g) | (p − 1)/n is equal to 1/[Q(ζ n , g 1/n ) : Q]. Note that in order to ensure that ord p (g) = p−1, it is enough to show that there is no prime q such that ord p (g) | (p−1)/q. By inclusion and exclusion we are then led to expect that the set P g has natural density δ(g). The problem with establishing this rigorously is that the Chebotarev density theorem only allows one to take finitely many splitting conditions into account. Let us now consider which result we can obtain on restricting to the primes q ≤ y. Put
where P (n) denotes the largest prime factor of n. Now we may apply the Chebotarev density theorem and we obtain, for every fixed y ≥ 3, that
where ǫ > 0 is arbitrary and x is sufficiently large (where sufficiently large may depend on the choice of ǫ).
Completing the sum in (3.2) and using that [Q(ζ n , g 1/n ) : Q] ≫ g nϕ(n) (see [30, Proposition 4 .1]), we obtain that
On combining this with (3.3) we obtain the estimate
where ǫ > 0 is arbitrary and x is sufficiently large (where sufficiently large may depend on the choices of ǫ and g).
For any integer g ∈ {−1, 0, 1} and any integer t ≥ 1, put P(g, t) = {p : p ≡ 1 (mod t), ord p (g) = (p − 1)/t}. Now, if the Riemann Hypothesis holds for the number fields Q(ζ nt , g 1/nt ) with all squarefree n, then Hooley's proof can be easily extended, resulting in the estimate (3.1) for the set P(g, t) with density
and with δ(g, t)/A a rational number; see [16] . This number was first computed explicitly by Wagstaff [30, Theorem 2.2], which can be done much more compactly and elegantly these days using the character sum method of Lenstra et al. [17] . By Wagstaff's work [30] we have δ(Q) = δ(4, 2) = 3A/2. Alternatively it is an easy and instructive calculation to determine δ(4, 2) oneself. Since √ 2 ∈ Q(ζ n ) if and only if 8 | n, we see that if 4 ∤ n, then [Q(ζ 2n , 2 1/2n ) : Q] = ϕ(2n)n and so by (3.5),
where we use the fact that
holds certainly true if the sum is absolutely convergent and f (n) is a multiplicative function defined on the square free integers (cf. Moree and Zumalacárregui [24] , where a similar problem with g = 9 instead of g = 4 is considered).
The following result generalizes the above to the case where we require the primes in P(g, t) to also be in some prescribed arithmetic progression. It follows from Lenstra's work [16] , who introduced Galois theory into the subject. Then, assuming RH for all number fields Q(ζ d , ζ nt , g 1/nt ) with n square-free, we have
Unconditionally we have the weaker statement that
where ǫ > 0 is arbitrary and x is sufficiently large (where sufficiently large may depend on the choice of ǫ, g, t, d and a).
It seems that this result has not been formulated in the literature. It is a simple combination of two cases each of which have been intensively studied, namely the primes having a near-primitive root (d = 1, t > 1), and the primes in arithmetic progression having a prescribed primitive root (t = 1).
As before δ(g, t, d, a)/A is a rational number that can be explicitly computed. The case g = t = 2, d = 8 and a = 7 is one of the most simple cases. This is a lucky coincidence, as in our proof of Proposition 1.10 we will apply Theorem 3.1 in order to determine δ(Q 7 ) = δ(2, 2, 8, 7).
Proofs of the main results
It suffices to prove Theorems 1.5 and 1.6 and Proposition 1.10.
4.1.
Proof of Theorem 1.5. By [13, Proposition 3.4] , we obtain
Using Lemma 2.1 and (1.3), we then infer that
which implies the desired result. For simplicity we write δ = δ(Q(d, a)). By Theorem 3.1 we have
In case n is even, then trivially Q( √ −1) ⊆ Q(ζ d ) ∩ Q(ζ 2n , 2 1/2n ). As σ a acts by conjugation on Q( √ −1), cf. [22, Lemma 2.2], and not as the identity, it follows that c a (2n) = 0.
Next assume that n is odd and square-free. Then by [22, Lemma 2.4] we infer that
Since σ a Q( √ 2) = id. and σ a Q(ζ (d,2n) ) = id. if a ≡ 1 (mod (d, 2n) ); = id. otherwise, we infer that c a (2n) = 1 if a ≡ 1 (mod (d, 2n) ); 0 otherwise.
Note that the assumptions on a, d and n imply that a ≡ 1 (mod (d, 2n) ) iff a ≡ 1 (mod 2(d, n) ) iff a ≡ 1 (mod (d, n) ). We conclude that (4.1) simplifies to
When n is odd and square-free, using [ (d, n) ).
We thus obtain that
.
Put w(n) = nϕ(lcm(d, n)) ϕ(d) .
In this notation we obtain
where the argument in the sum is multiplicative in n. 
as was to be proved.
Outlook
A small improvement of the upper bound (1.6) (and consequently the lower bound (1.8)) would be possible if instead of the estimate (3.7) a Vinogradov type estimate for P(g, t, d, a)(x) could be established, say (5.1) P(g, t, d, a)(x) ≤ δ(g, t, d, a)
x log x + O g,t,d x(log log x) 2 log 5/4 x .
Vinogradov [29] established the above result in case a = d = t = 1. Establishing (5.1) seems technically quite involved. Recent work by Pierce et al. [25] offers perhaps some hope that one can even improve on the error term in (5.1). x experimental theoretical 10 5 0.661592 10 6 0.659558 2 · 10 6 0.660860 0.659776 3 · 10 6 0.661413 4 · 10 6 0.660683 5 · 10 6 0.660864 In this section, using the Bernoulli numbers modulo p function developed by David Harvey in Sage [27] (see [2, 9, 10] for more details and improvements), we provide numerical evidence for the truth of Conjectures 1.9 and 1.13 (both concerning G-irregular primes) and also for (1.7) in Proposition 1.10.
In the data, we only record the first six digits of the decimal parts. Table 2 gives the ratio P G (x)/π(x) for various values of x, and the value in the column 'theoretical' is the limit value 1 − 3A/(2 √ e) predicted by Conjecture 1.9. Table 3 gives the ratio P G (d, a)(x)/π(x; d, a) for x = 5 · 10 6 in the column 'experimental' for various choices of a and d, and the corresponding limit values 1 − c(d, a)R(d, a)A/ √ e predicted by Conjecture 1.13 are in the column 'theoretical'. Table 4 gives the ratio P(d, a)(x)/π(x; d, a) for x = 5·10 6 in the column 'experimental' for various choices of a and d. In the column 'theoretical', there is the corresponding relative density δ(d, a) predicted in (1.7) and known to be true under GRH.
In view of the definition of the constant c(d, a) in Proposition 1.10, there are four cases excluding the case 8|d and a ≡ 1 (mod 8) (which gives c(d, a) = 0). For each of these four cases there are two instances in Tables 3 and 4 . 
