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a b s t r a c t
We discuss the accurate computation of the eigensolutions of systems of coupled channel
Schrödinger equations as they appear in studies of real physical phenomena like fission,
alpha decay and proton emission. A specific technique is used to compute the solution near
the singularity in the origin, while on the rest of the interval the solution is propagated
using a piecewise perturbation method. Such a piecewise perturbation method allows us
to take large steps even for high energy-values. We consider systems with a deformed
potential leading to an eigenvalue problem where the energies are given and the required
eigenvalue is related to the adjustment of the potential, viz, the eigenvalue is the depth
of the nuclear potential. A shooting technique is presented to determine this eigenvalue
accurately.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The motion of a particle in a deformed potential is described by the three-dimensional Schrödinger equation. When the
potential is axially symmetric, the wavefunction can be expanded in partial waves with angular and radial components. The
radial wavefunctions are the solutions of a set of coupled differential equations of second order. To obtain the eigenstates
(either bound, resonant or antiresonant), one has to solve (numerically) the eigenvalue problem for this system subject to
some physically consistent boundary conditions. Since systems of coupled channel Schrödinger equations arise in many
problems in molecular quantum physics and nuclear physics, there is much interest in the numerical solution of such
problems. Solving coupled channel equations is however not straightforward; several issues need to be addressed: (i) the
accurate calculation of the solution at the boundaries of the numerical domain (near the origin and at large distances), (ii) the
propagation of the solution on the integration interval (without losing linear independence of the solution in the presence
of closed channels), and (iii) the determination of the eigenvalues and the construction of the normalized wavefunctions. In
this paper we present different techniques to accurately and efficiently deal with each of these tasks.
Due to its importance in physical applications, many investigations have already been devoted to the solution of
coupled channel Schrödinger equations (see, for example, [3–5,7,8,11–14,17,19,24,27,29,31]). However dealing accurately
and safely with the singularity in the origin still forms one of the main difficulties in solving coupled channel equations
in practice. Marletta discussed a way to deal with singularities in one of the endpoints of the integration interval for the
more general class of vector Sturm–Liouville problems in [25], see also [28]. He proposes an iterative process where a
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succession of truncation points (each one closer to the singular endpoint than the previous one) is tried, until two successive
approximations for the eigenvalue agree within a user-specified tolerance. This procedure works well for general singular
problems. But for the specific type of singularity occurring in a coupled channel Schrödinger equation, we can use a more
efficient procedurewhichno longer explicitly truncates the problemanddoes not need an iterative process.Wewill discuss a
method specifically devised for the kinds of problemswe consider, i.e. problems originating frommolecular/nuclear physics
with potential terms which exhibit singularities of types r−2 and r−1.
In principle, standard integrators (e.g. Numerov) can be used to integrate the systemof differential equations over the rest
of the integration interval. However these standard (naive) methods have many limitations and are inefficient for the types
of problems we are considering here. We propose a method based on coefficient approximation. Coefficient approximation
methods can take large steps even if the solution of the system shows some oscillations and are well suited to be used
in a shooting approach, where the system is repeatedly integrated for different trial values of the eigenvalue. Using a
perturbative approach, high-order (coefficient approximation)methods can be constructed, allowing a substantial reduction
in the number of steps needed in the mesh and in the computer time.
Approximations to the eigenvalues are obtained using a shooting technique. Usually the eigenvalues are then located
by searching for zeros of the determinant of the ‘‘matching matrix’’. We will describe an alternative way which avoids
the computation of the matching determinant, which may be problematic when considering large systems. Eigenvalue
approximations are provided to very high precision.
With our approach, realistic cases with important deformations and large number of equations can be handled, allowing
the study of nuclear processes in complex systems (like exotic and heavy nuclei).
2. Formulation of the problem
The coupled channel Schrödinger equation is a system of differential equations of the form:[
h¯2
2m
(
d2
dr2
− li(li + 1)
r2
)
− Vii(r)+ Qi
]
yi(r)−
∑
j6=i
Vij(r)yj(r), i = 1, . . . , n (2.1)
where m is the reduced mass, li are the angular momenta in each channel, Qi = E − i (E represents the kinetic energy in
the center of mass frame, while i is the excitation energy of the ith channel), Vij are the matrix elements of the interaction
potential and n is the number of channels. The term in 1/r2 is called the centrifugal potential.
The diagonal elements Vii of the potential are given by a sum of nuclear and Coulomb terms:
Vii(r) = V nucl0 (r)+ V Coul0 (r). (2.2)
For the nuclear potential we use the Woods–Saxon parametrization:
V nucl0 (r) = −
V0
1+ exp((r − R0)/a) (2.3)
where V0 is the depth, R0 = r0(A1/3P + A1/3T ), with r0 a given parameter, while AP , AT are the particle, respectively the target
masses and a is the diffuseness.
The Coulomb potential is taken in the usual form:
V Coul0 (r) =

ZPZT e2
2Rc
[
3−
(
r
Rc
)2]
, r ≤ Rc
ZPZT e2
r
, r > Rc
(2.4)
where e is the electron charge, ZP , ZT are the atomic numbers of the particle and the target, and Rc = rc(A1/3P + A1/3T ), rc
being an input parameter.
Also the matrix elements Vij of the coupling Hamiltonian consist of nuclear and Coulomb components. The nuclear
component can be generated by changing the target radius in the nuclear potential (2.3) to a dynamical operator
R0 → R0 + Oˆ = R0 + β2RTY20 + β4RTY40 (2.5)
where RT = r0A1/3T , Y20, Y40 are the spherical harmonic functions and β2, β4 are the quadrupole and hexadecapole
deformation parameters of the deformed target nucleus, respectively. The nuclear coupling term is thus given by
V nucl(r, Oˆ) = − V0
1+ exp((r − R0 − Oˆ)/a)
. (2.6)
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To obtain the matrix elements of this coupling Hamiltonian, one first looks for the eigenvalues and eigenvectors of the
operator Oˆ. This is done by diagonalizing the matrix Oˆwith the elements (see [14,20]):
Oˆij =
√
5(2I + 1)(2J + 1)
4pi
β2RT
(
I 2 J
0 0 0
)2
+
√
9(2I + 1)(2J + 1)
4pi
β4RT
(
I 4 J
0 0 0
)2
where I = 2(i − 1), J = 2(j − 1) and Wigner 3j-symbols are used. Denoting by ωk, k = 1, . . . , n the eigenvalues and
by Ωik, i = 1, . . . , n the components of the eigenvector corresponding to the eigenvalue ωk, the nuclear coupling matrix
elements are then given by
V nuclij (r) =
n∑
k=1
ΩikV nucl(r, ωk)Ωjk − V nucl0 (r)δi,j. (2.7)
The last term in this equation is included to avoid the double counting of the diagonal component.
For the Coulomb interaction, we include terms up to the second order with respect to β2 and to the first order with
respect to β4. With the notations I = 2(i− 1), J = 2(j− 1) the Coulomb matrix elements are given by
V Coulij (r) =
3ZPZT
5
F2(r)
√
5(2I + 1)(2J + 1)
4pi
(
β2 + 27
√
5
pi
β22
)(
I 2 J
0 0 0
)2
+ 3ZPZT
9
F4(r)
√
9(2I + 1)(2J + 1)
4pi
(
β4 + 97
1√
pi
β22
)(
I 4 J
0 0 0
)2
(2.8)
where, for n = 2 and n = 4,
Fn(r) =

rn
Rn+1T
, r ≤ RT
RnT
rn+1
, r > RT .
(2.9)
The total coupling matrix element is given by the sum of V nuclij and V
Coul
ij .
System (2.1) can be written compactly in the matrix form as follows:
y ′′ =
(
L
r2
+W (r)− E
)
y, a ≤ r ≤ b, (2.10)
where L is a diagonal matrix with elements li(li + 1), i = 1, 2, . . . n,W (r) is an n × n symmetric matrix, E is a diagonal
matrix containing the energies and y(r) is the column vector y(r) = [y1(r), y2(r), . . . , yn(r)]T .
We are interested in the determination of the eigenstates and this means solving the eigenvalue problem for this system
subject to some physically consistent boundary conditions. The natural endpoints are a = 0 and b = ∞ but in practice b is
taken at some finite distance rmax beyond which both the nuclear potential and the Coulomb coupling are sufficiently small.
For r ≥ rmax,W (r) becomes a diagonal matrix with elements
Wii(r) = si/r, i = 1, 2, . . . , n, (2.11)
where s1, s2, . . . , sn are constants. In this region the system thus reduces to a set of n uncoupled equations and the general
solution of each such equation is a linear combination of the Coulomb functions Gl(ηi, ρi) and Fl(ηi, ρi) with ηi = si/2ki,
ρi = kir , ki =
√
2mQi/ h¯2.
The boundary conditions are then defined as follows. The solution of Eq. (2.10) should be regular in the origin:
yi(0) = 0, i = 1, 2 . . . , n, (2.12)
while at r = rmax we want the solution to be of outgoing type. This means that we require
y′i(rmax)/yi(rmax) = G′l(ηi, ρmax)/Gl(ηi, ρmax), i = 1, 2, . . . , n (2.13)
where ρmax = kirmax. When either the energies or the depth of the nuclear potential are complex, the solution at large
distance is proportional to Gl + iFl. Such conditions correspond to resonances.
The eigenvalue of the problem we are considering here is the depth V0 (the energies are given as input data). Thus we
have to find the eigensolutions of a system of the form
y ′′ = (U(r)+ λV (r)) y (2.14)
subject to the boundary conditions (2.12) and (2.13). The spectral parameter λ = V0 is sought such that a solution y exists
which is non-trivial and square integrable. To solve the boundary value problem (2.12)–(2.14) numerically and to compute
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a good approximation for V0, we use a shooting technique in which the solutions are propagated by a suitable integration
method. Such a method should solve initial value problems for systems of the form
y ′′ = f (r)y. (2.15)
Note however that using a standard algorithm (e.g. Runge–Kutta, Numerov), will not be satisfactory in many cases. Firstly,
the singularity in the origin needs special care and, secondly, when high energy-values are investigated, specialized
techniques can be usedwhich deal better with the oscillatory character of the solution.We split the integration interval into
two subintervals, a narrow subinterval around the origin I1 = [0, rmin], and the remaining I2 = [rmin, rmax]. The algorithm
to be used on I1 should be consistent with the singular nature of the equation while the algorithm to be used on I2 should
be chosen on the basis of a different condition. Typically I2 can be a long interval and the method to be used on I2 should
be of a type which enables producing highly accurate results at unusually big step sizes, even when the solution is highly
oscillatory.
In Section 3, we will describe an algorithm which can be applied over the interval I1 = [0, rmin], where rmin is
sufficiently small such that the centrifugal term (term in r−2) is numerically dominating the other potential components.
The algorithm is based on a perturbative technique in which the centrifugal term is taken as the reference potential while
the other potential terms are seen as the perturbation. This allows us to obtain the solution y and its first derivative y ′
in rmin which then form the starting values for the integration over the interval I2. The integration over I2 is done by a
(piecewise) constant perturbation method. Constant perturbation methods were originally devised for the integration of
one-dimensional Schrödinger problems andwere successfully extended to systems of coupled Schrödinger equations in [19,
22]. Until now these methods were only used to solve eigenvalue problems where the eigenvalues are energy-values, and
they were specially tuned for that purpose. In our current application however, the energy-value is given and the value of
V0 is searched for. This means that we have to define a constant perturbation method for problems where the eigenvalue
appears as a factor of an r-dependent function. In Section 4, we describe the constant perturbation method in a way that it
is optimized for the use in a shooting process, decreasing the computational cost as much as possible by precomputation
of V0-independent data. In Section 5 we discuss the shooting process used to find the eigenvalue V0. A matching point rm
is chosen somewhere in I2. The solution is propagated forward from 0 (or in fact from rmin) up to rm and backward from
rmax down to rm. The condition of matching the forward and the backward solutions at rm is then used to determine the
eigenvalue.
3. Solution on I1
Having the solution at small rmin 6= 0 allows us to start the integration from rmin instead of 0 where the potential is
singular. To produce it we developed a perturbative procedure, whose detailed description is given in [30] (see also [18]).
The main ideas are presented below. Let us write the full potential as:
Vt(r) = Lr2 +
Vs(r)
r
+ Vr(r) (3.1)
where L is a diagonal matrix, having diagonal terms of the form li(li + 1), i = 1, . . . , n, Vs(r) is a factor coming from the
spin-orbit term (if it appears) and, possibly, from the Coulomb term and Vr(r) is the non-singular part of the potential. We
assume that the n × n matrices Vs and Vr can be approximated by a second degree polynomial over the interval [0, rmin]
(shifted Legendre polynomials are used, known to give the best fit in the least square sense). This means that the last two
terms of Vt(r) are replaced by
P(r) =
2∑
k=−1
Mkrk, (3.2)
whereMk, k = −1, . . . , 2 are constant matrices.
The system should have n linear-independent solutions Y1, Y2, . . . , Yn regular in the origin. Each of them is a vector of
dimension n: Yi = (yi1 yi2 . . . yin)T . The component yj, j = 1, . . . , n satisfies the equation:
d2yj
dr2
+
[
k2j yj −
n∑
m=1
Pjmym − lj(lj + 1)r2 yj
]
= 0, (3.3)
where the superscript i is dropped to simplify the notation and Pjm is an entry in thematrix function P(r). With the operator
Lj = d2dr2 −
lj(lj+1)
r2
and1Pjm = Pjm − k2j δjm, we can write the system as
Ljyj =
n∑
m=1
1Pjmym, (3.4)
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where the dominant term in r−2 is retained in the left-hand side while the other terms are collected in the right-hand side.
This suggests a perturbative approach. This means that we introduce a parameter γ and consider the equation
Ljyˆj = γ
n∑
m=1
1Pjmyˆm. (3.5)
The solution yˆ depends on the parameter γ . By expanding yˆ(r; γ ) in powers of γ
yˆj(r; γ ) = y(0)j (r)+ γ y(1)j (r)+ γ 2y(2)j (r)+ · · · (3.6)
we find the recurrence relations for the coefficients y(q)j :
Ljy
(0)
j = 0, Ljy(q+1)j =
n∑
m=1
1Pjmy(q)m , q = 0, 1, . . . . (3.7)
For γ = 1, expansion (3.6) gives the solution of (3.4).
As solution of the first equation in (3.7), we take:
y(0)j = r li+1δij, (3.8)
since Cr li+1 is the regular solution of the equation Ljy(0)j = 0. Also, in this mode, the n solutions Y (0)1 , . . . , Y (0)n are linearly
independent. Since the equation is homogeneous, we can take C = 1. The first perturbation is then obtained from:
Ljy
(1)
j =
n∑
m=1
1Pjmy(0)m = 1Pjir li+1.
Taking into account form (3.2) of P , the equation can also be written as
Ljy
(1)
j =
4∑
p=1
r li+p−1Apj1.
Thus, y(1)j =
∑4
p=1 zp, where zp is the solution of the equation
Ljzp = Apj1r li+p−1.
Generally, zp = CS0 + Sp, where S0 is the regular solution of the homogeneous equation, and Sp is a particular solution
of the non-homogeneous equation. Since S0 is already included in the final solution (it is y
(0)
j ), it only remains to find a
particular solution. We search a solution of the form: zp = Bpj1r s. Introducing it into the equation and by identification we
get: s = li + p+ 1 and
Bpj1 =
Apj1
(li + p)(li + p+ 1)− lj(lj + 1) . (3.9)
Let η = lj − (li + p). As li are integer numbers, two situations are possible: (1) η 6= 0 and (2) η = 0. In case (1), the
denominator in (3.9) is not 0 and the solution is zp = Bpj1r li+p+1. In case (2), the denominator is 0 and thus the solution
cannot be of the previous form. Let us denote ` = li + p = lj. We have to find a solution for the equation:[
d2
dr2
− `(`+ 1)
r2
]
z = Ar`−1. (3.10)
First, we solve the equation:[
d2
dr2
− `(`+ 1)
r2
]
z = Ar`+−1. (3.11)
A particular solution is:
z = A
(`+ )(`+  + 1)− `(`+ 1) r
`++1 + Cr`+1.
We take C = − A
(`+)(`++1)−`(`+1) so that
z = A
(`+ )(`+  + 1)− `(`+ 1) r
`+1(r − 1).
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Replacing r by its Taylor expansion near  = 0:
r = 1+ 
1! ln r +
2
2! ln
2 r + · · ·
we have: z = (Ar`+1)/(2`+ 1+ )(ln r + 2! ln2 r + · · ·). When  → 0, z → z and we have:
z = Ar
`+1
2`+ 1 ln r =
Ar li+p+1
2(li + p)+ 1 ln r.
Thus, zp = Bpj2r li+p+1 ln r, Bpj2 = Apj1/[2(li + p)+ 1].
In conclusion, the first perturbation solution y(1)j is of the form:
y(1)j =
4∑
p=1
r li+p+1
smax∑
s=1
Bpjs ln
s−1 r =
6∑
p=3
r li+p−1
smax∑
s=1
Bp−2js ln
s−1 r
where smax is 1 or 2. This solution is then introduced in the right-hand side of the recurrence relation to compute y
(2)
j and so
on.
Generally, the perturbation of order q is obtained from the equation:
Ljy
(q)
j =
pmax∑
p=pmin
r li+p−1
s(q−1)max∑
s=1
Ap−pmin+1js ln
s−1 r (3.12)
and the solution is of the form:
y(q)j =
pmax+2∑
p=pmin+2
r li+p−1
s(q)max∑
s=1
Bp−pmin−1js ln
s−1 r. (3.13)
The quality of the solution for the original system depends on how good is the approximation of the involved potentials
by polynomials of second degree. Usually, the radius at which the solution is computed is small enough to ensure both
a fairly well fitting by parabolas and a strong domination of the reference potential (proportional to r−2). The described
procedure can also be adapted for the computation of the derivative with respect to the eigenvalue (which can be either the
energy or the depth of the Woods–Saxon potential).
4. Solution on I2
To propagate the solution over the interval [rmin, rmax] one can transform the system of second order into a system of first
order and then apply some standard method like a classical Runge–Kutta method. However, it is generally more efficient to
apply techniques adapted to the particular form of the equation, without changing it to a systemof first-order equations. The
well-known Numerov method can be used, but we prefer schemes of higher accuracy and efficiency. We present below a
procedure, based on the constant perturbative approach. Procedures of this type have been applied to Schrödinger equations
of the form: y ′′ = (V (r) − EI)y, when the eigenvalue is the energy E (see [19,22,23]). We deduce here a perturbative
procedure adapted to equations of the form: y ′′ = (U(r)+λV (r))y, in which the eigenvalue λ appears as a factor of a given
function V (r). This is in fact a more general form of a vector Sturm–Liouville problem.
4.1. A constant perturbative approach
Consider the initial value problem:
y ′′ = (U(r)+ λV (r)) y, r ∈ I2. (4.1)
The n× nmatrices U(r) and V (r) are assumed symmetric and it is also assumed that each component of these matrices is
a well-behaved function of the argument r . y is a set of nsol column vectors with n components. nsol ≤ n represents the
number of different (generally linear independent) solutions needed.
A partition of I2 = [rmin, rmax] is introduced, with the mesh points rmin = r0, r1, r2, . . . , rnstep = rmax. Let [R, R+ h] be the
current one step interval of this partition. The constant perturbation algorithm links the values of the solution at the two
ends of the interval in the following two ways, to be used for forward and backward propagation,[
y(R+ h)
y ′(R+ h)
]
= Tf (h)
[
y(R)
y ′(R)
]
,
[
y(R)
y ′(R)
]
= Tb(h)
[
y(R+ h)
y ′(R+ h)
]
. (4.2)
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The propagation matrices Tf and Tb have the following form
Tf (δ) =
[
u(δ) v(δ)
u′(δ) v′(δ)
]
, Tb(δ) =
[
v′T(δ) −vT(δ)
−u′T(δ) uT(δ)
]
, δ = x− R ∈ [0, h],
where u(δ) and v(δ) are the n× n solutions of the local problem
y ′′ = (U(R+ δ)+ λV (R+ δ)) y, δ ∈ [0, h], (4.3)
corresponding to the initial conditions y(0) = I, y ′(0) = O and y(0) = O, y ′(0) = I, respectively (O is the n by n zeromatrix
and I the n by n identity matrix). To determine u and v the U and V matrices are approximated by a truncated series over
the shifted Legendre polynomials P∗n (δ/h). The used parametrization is
U(R+ δ) =
N∑
m=0
UmhmP∗m(δ/h), V (R+ δ) =
N∑
m=0
VmhmP∗m(δ/h) (4.4)
where the matrix weights are calculated by quadrature
Um = (2m+ 1)hm+1
∫ h
0
U(R+ δ)P∗m(δ/h)dδ, m = 0, 1, 2, . . . , (4.5)
Vm = (2m+ 1)hm+1
∫ h
0
V (R+ δ)P∗m(δ/h)dδ, m = 0, 1, 2, . . . . (4.6)
The symmetric matrix F0 = U0 + λV0 is then diagonalized. Let D be the diagonalization matrix. In the D representation
Eq. (4.3) becomes
yD
′′ = (FD0 +1FD(δ)) yD, δ ∈ [0, h] (4.7)
and this is solved foruD and vD; the initial conditions are the same as in the original representation. A perturbation procedure
is used, in which the diagonal matrix FD0 is the reference potential and
1FD =
N∑
m=1
(
UDm + λVDm
)
hmP∗m(δ/h) (4.8)
is the perturbation.
First, the matrices of functions uD and vD, denoted generically as pD(δ), are written as the perturbation series:
pD(δ) = p0(δ)+ p1(δ)+ p2(δ)+ p3(δ)+ · · · (4.9)
where p0(δ) is the solution of
p′′0 = FD0p0 (4.10)
with p0(0) = I, p′0(0) = 0 for u0 and p0(0) = 0, p′0(0) = I for v0. Let the functions ξ(Z) and η0(Z) (originally introduced in
[18]) be defined as follows:
ξ(Z) =
{
cos(|Z |1/2) if Z ≤ 0,
cosh(Z1/2) if Z > 0,
(4.11)
and
η0(Z) =
sin(|Z |
1/2)/|Z |1/2 if Z < 0,
1 if Z = 0,
sinh(Z1/2)/Z1/2 if Z > 0,
(4.12)
while ηs(Z)with s > 0 are further generated by recurrence:
η1(Z) = [ξ(Z)− η0(Z)]/Z,
ηs(Z) = [ηs−2(Z)− (2s− 1)ηs−1(Z)]/Z, s = 2, 3, . . . .
The zeroth-order propagators u0(δ) and v0(δ) are then diagonal matrices, defined as follows:
u0 = v′0 = ξ(Z) (4.13)
δu′0 = Z(δ)η0(Z) (4.14)
v0 = δη0(Z) (4.15)
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where
Z(δ) = FD0 δ2 (4.16)
and ξ(Z), ηm(Z) two n × n diagonal matrices of functions with ξ(Zi), resp. ηm(Zi) as the ith diagonal element (with
Zi(δ) = FD0iiδ2).
The n× n ‘correction’ matrix of functions pq (q = 1, 2, . . .) is the solution of the system
p′′q = FD0pq +1FD(δ)pq−1, pq(0) = p′q(0). (4.17)
The following iteration procedure exists to construct the corrections. Correction pq−1 is assumed to be known and of such a
form that the product1FD(δ)pq−1 reads
1FD(δ, λ)pq−1(δ) = Q(δ, λ)ξ(Z)+
+∞∑
m=0
δ2m+1Rm(δ, λ)ηm(Z). (4.18)
Then pq(δ) and p′q(δ) are of the form
pq(δ) =
+∞∑
m=0
δ2m+1Cm(δ, λ)ηm(Z),
p′q(δ) = C0(δ, λ)ξ(Z)+
+∞∑
m=0
δ2m+1
(
dCm(δ, λ)
dδ
+ δCm+1(δ, λ)
)
ηm(Z),
where all Cm matrices are given by quadrature (see [22]):
C0(δ, λ) = 12
∫ δ
0
Q(δ1)dδ1
Cm(δ, λ) = 12δ
−m
∫ δ
0
δm−11
(
Rm−1(δ1)− d
2Cm−1(δ1)
dδ21
− [Cm−1(δ1), FD0 ]
)
dδ1
where [Cm−1, FD0 ] is the commutator of the matrices Cm−1 and FD0 . To calculate successive corrections for u, the starting
functions in 1FD(δ)p0(δ) are Q(δ) = 1FD and R0(δ) = R1(δ) = · · · = 0. For v the starting functions are Q(δ) = 0,
R0(δ) = 1FD(δ), R1(δ) = R2(δ) = · · · = 0.We have thus all ingredients necessary to evaluate the perturbative corrections.
We computed coefficients (4.19) using a symbolic software package (Maple) to obtain the propagators at δ = h
uD(h) = ξ(Z)+
∞∑
m=1
C(u)m ηm(Z), (4.19)
huD′(h) = Zη0(Z)+
∞∑
m=0
C(u
′)
m ηm(Z), (4.20)
vD(h)/h = η0(Z)+
∞∑
m=2
C(v)m ηm(Z), (4.21)
vD′(h) = ξ(Z)+
∞∑
m=1
C(v
′)
m ηm(Z), (4.22)
where ξ(Z) and ηm(Z) are the n× n diagonal matrices.
Below we give a list of the coefficients for a sixth-order method obtained with 2 corrections and N = 2. Only
contributions proportional to hp, p ≤ 6 were retained. For notational brevity the upper label D is suppressed and F¯i =
UDi h
i+2 + λVDi hi+2, i = 0, 1, . . . , 8.
C(u)1 = −F¯1/2+ [F¯1, F¯0]/24
C(u)2 = −F¯21/24+ [4F¯1 − 3F¯2, F¯0]/24
C(u)m = 0+ O(ht(m)) with t(m) ≥ 7, ∀m ≥ 3.
(4.23)
C(u
′)
0 = F¯2/2+ [F¯1, F¯0]/24− [F¯1, F¯2]/120
C(u
′)
1 = −3F¯2/2− F¯21/24+ [F¯1 − F¯2, F¯0]/8−
[[F¯1, F¯0], F¯0] /96
C(u
′)
2 = −7F¯21/24+ [F¯1, F¯2]/8+ 3[F¯2, F¯0]/8−
[[F¯1, F¯0], F¯0] /32
C(u
′)
m = 0+ O(ht(m)) with t(m) ≥ 9, ∀m ≥ 3.
(4.24)
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C(v)2 = −F¯2/2+ [F¯1, F¯0]/24
C(v)m = 0+ O(ht(m)) with t(m) ≥ 7, ∀m ≥ 2.
(4.25)
C(v
′)
1 = F¯1/2+ [F¯1, F¯0]/24
C(v
′)
2 = −F¯21/24+ [−2F¯1 + 3F¯2, F¯0]/24
C(v
′)
m = 0+ O(ht(m)) with t(m) ≥ 8, ∀m ≥ 3.
(4.26)
Note that a commutator [F¯i, F¯j] needs only one matrix multiplication since F¯jF¯i = (F¯iF¯j)T for F¯i and F¯j symmetric matrices.
Once the values at h of the uD, vD matrices and of their derivatives have been evaluated, they are reconverted to the
original representation to obtain the desired Tf or Tb.
Both formulae (4.2) (forwards and backwards) are then used as propagation algorithms in the shooting procedure to
compute the eigenvalues (see Section 5). The forward propagation is started in rmin and is performed until a matching point
rm (rmin < rm < rmax), while the backward algorithm propagates the solution from rmax to rm.
Onemore remark should be added: during the propagation a loss of linear independence can appear between the columns
of the solution. This happenswhen the solution has components, which aremixed up, of very differentmagnitudes. In such a
case it is necessary to apply a stabilising transformation every few propagation steps to re-establish the linear independence
of the vector solutions. Various (orthonormalization) procedures have been devised for this purpose — see, e.g. [9,19] and
references therein.
4.2. Step size selection
Using a uniform mesh over the interval [rmin, rmax] is rarely a good idea. Instead we can use a procedure which is very
similar to the step size selection algorithm described in [22] to construct a partition with non-equal steps whose lengths are
consistent with a preset tolerance tol. It works by controlling the local error in the propagation matrix. It can successfully
be applied to the class of problems we consider here where the entries of the potential tend to constant values for r →∞.
A short description follows. We compute  which is defined as
 = max (|1u(h)|, |1u′(h)h|, |1v(h)/h|, |1v′(h)|) ,
at Z(h) = 0. Herein the errors 1u(h), 1u′(h), 1v(h) and 1v′(h) are determined by using terms in h7 and F¯3. The error
estimate  is then used to construct a new step size:
hnew = h(tol/)1/7.
When |hnew/h− 1| > 0.1 the procedure is repeated with h = hnew. Otherwise h is accepted to be a good choice for the step
size and the procedure starts computing the step size of the next interval which will originate at R+ h.
5. Eigenvalue finding
The boundary value problem (2.10), (2.12) and (2.13) has a solution only for some particular values of the parameter
chosen as the eigenvalue (denoted by λ). In our approach this adjustable parameter is the depth of the Woods–Saxon
potential (the energies are fixed), thus λ = V0. For some input λ the solution is propagated in two directions, from rmin up to
the matching point rm, and from rmax down to the same rm. As said before, the initial value in rmin is given by the algorithm
discussed in Section 3 and at the bound rmax the solution is a Coulomb function. This Coulomb function is calculated by the
subroutine COULCC of Thompson and Barnett (see [32]) and is used as starting value for the backward integration.
Let us identify the values corresponding to the two directions by the labels L and R, respectively. Each general solution
yi, i = 1, . . . , n is a linear combination of n linear-independent solutions,
yi(r) =

n∑
j=1
cLj y
L
ij(r), r < rm
n∑
j=1
cRj y
R
ij(r), r ≥ rm.
(5.1)
Now, if λ is an eigenvalue, the two expressions and their derivatives are equal at r = rm, i.e. the following linear system
of 2n equations must be fulfilled:
n∑
j=1
cLj y
L
ij(rm) =
n∑
j=1
cRj y
R
ij(rm),
n∑
j=1
cLj y
′L
ij (rm) =
n∑
j=1
cRj y
′R
ij (rm), ∀i. (5.2)
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In other words, the following homogeneous system:
Ac = 0 (5.3)
should have a non-trivial solution, where the 2n × 2nmatrix A has the block elements: A11 = Y L,A12 = −Y R,A21 = Y ′L,
A22 = −Y ′R and c is a 2n column vector, c = [c1 = cL1, c2 = cL2, . . . , cn = cLn, cn+1 = cR1 , . . . , c2n = cRn ]T . (The matrices Y
and Y ′ are formed by the solutions yij and y′ij, respectively.)
This means that the search of the eigenvalues implies the identification of the λ-values for which detA(λ) = 0. Since the
computation of a large determinant is numerically difficult (due to heavy cancellations by subtraction which can appear),
we use a procedure which avoids the evaluation of the determinant. In general, the system (5.2) has no solution when λ
is not exactly an eigenvalue. The method uses the discrepancy in the matching conditions to estimate a correction 1λ, so
that λ+ 1λ is a better approximation of the eigenvalue. Taking successive iterations,1λ normally decreases and finally a
stabilised value of λ is obtained (within a prescribed accuracy).
To present the idea, let us consider the case of a single equation:
y′′ − [U(r)+ λV (r)]y = 0 (5.4)
with r ∈ [a, b] and given boundary conditions. Suppose λ a trial value and λ + 1λ the true eigenvalue. Let us denote by z
the exact solution satisfying the equation
z ′′ − [U(r)+ (λ+1λ)V (r)]z = 0. (5.5)
The boundary conditions are the same for y and z. Also, y(r) = yL(r), r < rm and y(r) = yR(r), r ≥ rm. By multiplying Eq.
(5.4) with z, Eq. (5.5) with y and subtracting the two expressions we obtain y′′z − yz ′′ +1λVyz = 0 or
1λVyz = yz ′′ − y′′z = d
dr
(yz ′ − y′z). (5.6)
Integrating the above relation results in
1λ
∫ b
a
yVzdr =
∫ rm
a
d
dr
(yLz ′ − y′Lz)dr +
∫ b
rm
d
dr
(yRz ′ − y′Rz)dr. (5.7)
Making y continuous at rm and taking into account the boundary conditions satisfied by both y and z, we get
1λ
∫ b
a
yVzdr = z(rm)[y′R(rm)− y′L(rm)]. (5.8)
Note that z ′ is continuous at rm, while y′ is still discontinuous.1λ depends on this discrepancy. Since in fact we do not know
z (only y) we approximate in Eq. (5.8) the function z by y leading to the following estimate of the correction:
1λ ≈ y(rm)[y
′
R(rm)− y′L(rm)]∫ b
a yVydr
. (5.9)
For systems, we apply the following procedure. First, we fix cR1 = 1, since the normalization is still arbitrary. At each
iteration we solve a linear system given by the following 2n− 1 matching conditions:
n∑
j=1
cLj y
L
ij(rm) =
n∑
j=1
cRj y
R
ij(rm) ∀i,
n∑
j=1
cLj y
′L
ij (rm) =
n∑
j=1
cRj y
′R
ij (rm) ∀i 6= 1. (5.10)
Actually, we collect all the terms in the l.h.s., except for the coefficients of cR1 , which are left in the r.h.s. The solution of this
inhomogeneous system is the 2n − 1 coefficients cL1, . . . , cLn, cR2 , . . . , cRn . Along with cR1 = 1, they allow the construction of
yi(r) according to Eq. (5.1). There will be a discrepancy in the derivative y′1:
y′L1 ≡
n∑
j=1
cLj y
′L
1j(rm) 6= y′R1 ≡
n∑
j=1
cRj y
′R
1j(rm) (5.11)
and this difference generates1λ via:
1λ
n∑
ij
∫ rmax
rmin
yi(r)Vij(r)yj(r)dr = y1(rm)[y′R1 − y′L1 ]. (5.12)
Vij(r) is the function multiplying the depth into the nuclear potential. The matching point is taken close to the radius of the
Woods–Saxon potential (in the oscillating region) and the linear system is solved by the LU decomposition.
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Table 1
Computation of the eigenvalue of our test problem with tol = 10−10
it λit 1λit
0 168.700000000 1.09647E+00
1 169.796471657 −2.68293E−02
2 169.769642333 8.91403E−05
3 169.769731473 −5.20612E−07
4 169.769730952 3.03628E−09
5 169.769730955 −1.77234E−11
In practice, given some input λ, system (2.10) is integrated from the two directions up to rm to calculate the matrix A.
Using the described procedure one obtains 1λ. A new value of λ is obtained by λnew = λ + 1λ and the computation is
repeated with the new λ as many times as necessary for convergence.
For fixed parameters (and energies) there can be several eigenvalues λ = V0. Usually one searches for a depth-value V0
close to experimental data. It would however be nice to be able to determine e.g. all eigenvalues in an interval of V0-values.
An option can be to use a crude finite difference scheme to provide first numerical estimates for the eigenvalues. In [25],
Marletta uses a more elegant procedure to find the eigenvalues of a vector Sturm–Liouville problem without missing any.
He describes a powerful methodwith a built-in eigenvalue counting procedure which is based on the theory of Atkinson [6].
The following function is computed from shooting data
N(λ)= The number of eigenvalues that are less than λ.
To compute N(λ) Marletta’s code uses a second-order coefficient approximation method. In [23] the Atkinson/Marletta
eigenvalue counting procedure is adapted to the use of a higher-order constant perturbation method as a propagation
method for the solution of the differential equation. The procedure described in [23] can also be applied here, providing
a way to determine whether a trial value of λ is ‘‘near’’ the eigenvalue searched for and a way to find eigenvalues in a range
of V0-values without missing any. The procedure is rather intricate, which is why we choose not to revisit it in the present
paper and to refer to [23] for details. Note that the theory concerning the counting function N(λ) is based on the property
of the matrix defined by Eq. (2.6), which multiplies the eigenvalue λ = V0 into the Schrödinger equation, being positive (or
negative) definite.
6. Numerical example
As an illustration we solved an eigenvalue problem for a system of 2 coupled equations, originating from a real physical
problem. The parameters are: AT = 224, AP = 4, ZT = 90, ZP = 2, r0 = 1.378 fm, a = 0.517 fm, rc = 1.30 fm, β2 =
0.174, β4 = 0, l1 = 0, l2 = 2,Q1 = 6.60 MeV,Q2 = 6.69 MeV, rmin = 0.25 fm, rm = 7 fm, rmax = 32 fm, V init0 = λinit =
168.7 MeV (see [1,16,21,26]). They correspond to the reaction:
228U92 → 224Th90 + α. (6.1)
Using the step size selection algorithmwith input tolerance tol = 10−10, a partition of the interval [rmin, rmax]with 799 steps
was constructed. The steps are smaller in the regions with problems, as the range [rmin, 1), where the terms in l(l + 1)/r2
give a big contribution to the potential or near the discontinuity of the first derivative of the Coulomb potential, and become
larger elsewhere. To get an idea on the distribution of the mesh points resulting from the step size adjustment, we give in
Figs. 1 and 2 the partition sample corresponding to tol = 10−4 for the functions U(r) and V(r) (entries in the potential as in
Eq. (4.1)), respectively. Each component of the 2× 2 matrices is represented. Due to the symmetry, the non-diagonal parts
are equal. We have chosen a larger tolerance to produce these figures, in order to have a clearer distinction between the
mesh points (in this case there are only 52 steps).
In Table 1 the successive approximations of λ = V0 and the corrections 1λ of the iterative process are given. The
energy-values are E = 6.69 MeV and 1 = 0.09 Mev, 2 = 0, which lead to the Q -values mentioned above. There is
rapid convergence to the searched depth, up to the required tolerance (at least 10 decimal digits). Of course, one needs a
good initial guess for V0, which usually is taken from physical estimates, resulting by fitting the reaction cross-section data
for given energies and a set of nuclei in some mass region. Our initial value was V0 = 168.7 MeV.
As mentioned in Section 5, one can also use a procedure as described in [23] to compute the N(λ) function and to find
an initial guess for an eigenvalue. Fig. 3 shows N(λ) for some λ-values between 160 and 180.
To check the correctness of the results, we also used a Runge–Kutta–Nyström (RKN) procedure for propagation
(integration of the system). Below we describe its main features. Given the system of second-order differential equations
y′′ = f (x, y), y(x0) = y0, y′(x0) = y′0, (6.2)
the explicit RKNmethod obtains the solution at the point xn+1 in terms of the solution at the point xn (separated by the step
h) by the formulae
yn+1 = yn + hy′n + h2
s∑
i=1
b¯if (xn + cih, yˆi), (6.3)
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Fig. 1. The r dependence of the part U(r) of the potential: the values at the mesh points of the partition consistent with a tolerance of 10−4 are marked
by circles.
y′n+1 = y′n + h
s∑
i=1
bif (xn + cih, yˆi) (6.4)
where
yˆi = yn + cihy′n + h2
i−1∑
j=1
aijf (xn + cjh, yˆj), i = 1, . . . , s. (6.5)
The RKN method is completely determined by the quadruple (c,A, b¯, b) where c, b¯, b ∈ Rs,A ∈ Rs×s and s denotes the
number of stages of the RKN method. The coefficients are determined from minimizing conditions of the local truncation
error. In practice embedded pairs of RKN methods are used, because they provide a convenient error estimation, which is
used to control the step size. An embedded q(p) pair of RKN methods is based on the RKN method (c,A, b¯, b) of order q
and another RKN method (c,A, b¯∗, b∗) of order p < q. Some coefficients are common to both methods. There are several
formulae for such methods (see [10]). In our calculations we used the routine DOPRIN, based on an embedded pair of RKN
methods of orders 7(6), due to Dormand and Prince (see [15]).
Fortran implementations of both the constant perturbationmethod andDOPRIN applied on our test problemare available
in [2]. The CP method and DOPRIN agree in all digits within the required tolerance. But the computing time with the
perturbative method is much smaller: this perturbation-based procedure is about 4 times faster than DOPRIN. This is
explained by the bigger number of steps used by DOPRIN to obtain the prescribed accuracy (about 6400 steps to integrate
on the whole interval) and by the calculation of the potential at each point of the Runge–Kutta–Nyström procedure. The
perturbative approach calculates the potential only at the initial stage, when the partition is prepared. At each propagation
it uses the stored approximations of the potential. The partition depends on the value of the depth, but some flexibility is
allowed so that the same partition can be used for a broad range of eigenvalues around the value introduced in the step
adjusting procedure.
In Fig. 4 the corresponding (normalized) eigenfunctions are shown. The calculated eigenfunctions can be used to evaluate
physical quantities like the decay rate.
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Fig. 2. The r dependence of the part V(r) of the potential: the values at the mesh points of the partition consistent with a tolerance of 10−4 are marked
by circles.
Fig. 3. The function N(λ) showing the number of eigenvalues less than λ.
Let us note that our procedures and programs work also in the complex field. These kinds of calculations are required
when the eigenvalue (the depth) and/or the energies are complex.
7. Conclusions
In the present paper we investigated a vector eigenvalue problem of a form often arising in physical applications. It
consists of a system of coupled differential equations of the Schrödinger type with adequate boundary conditions. The
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Fig. 4. The eigensolutions of the coupled channel Schrödinger equation corresponding to the eigenvalue found.
energies are given and the required eigenvalue is related to the adjustment of the potential, namely it is the depth of the
nuclear potential. We formulated a numerical scheme composed of specific procedures for each sub-problem involved:
the solution near the origin to avoid the singularity, the integration of the system of differential equations and finding the
eigenvalue. The scheme was tested on a realistic potential, proving rapidity, accuracy and flexibility. The presented method
can be used in a large variety of physical investigations, like proton and alpha decays, fission and fusion.
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