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Dal 25 al 27 giugno di quest’anno si è svolto ad Amsterdam il nono meeting High-Performance
Computing and Networking Europe. E’ stata l’occasione di fare il punto sulla situazione europea relativa
al calcolo ad alte prestazioni. Nell’articolo una panoramica dei temi discussi.
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Si è svolta dal 25 al 27 giugno 2001 ad
Amsterdam la nona conferenza internazionale
HPCN Europe1. Per quanto l’accento fosse
europeo (analoghi convegni HPCN si svolgono
in Asia ed America) vi è stata una folta
partecipazione di pubblico ed oratori
extraeuropei. Una nota a margine: visto il
proliferare di simili convegni, testimonianza
dell’interesse che li accompagna nel mondo
accademico e non, il comitato organizzatore ha
deciso che dalla prossima edizione questo
convegno cambierà forma, fondendosi col
congresso ICCS 2002 che si terrà ad
Amsterdam il prossimo aprile.
Il convegno è iniziato con una mezza giornata di
sessione plenaria, occupata da tre corpose
presentazioni.
Nella prima Jose Moreira di IBM ha discusso
delle prospettive di Java come linguaggio per
applicazioni di supercalcolo. Java, linguaggio
ormai principe delle applicazioni per il web, è
sempre stato ritenuto poco performante rispetto
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ad altri linguaggi, in particolar modo C e
Fortran. Moreira ha dimostrato, dati alla mano,
che questo è ormai un mito da sfatare. Grazie ai
nuovi compilatori da poco apparsi sul mercato
infatti, su piattaforma Intel Java batte C in
quasi tutti i benchmarks proposti. La situazione
però non si ripete su altre piattaforme: su PA-
RISC la stessa applicazione può essere anche 10
volte meno performante. Questo è dovuto
secondo Moreira unicamente al minor sforzo, in
termini economici e di risorse umane, speso dai
vari costruttori per produrre dei compilatori
ottimizzati su architetture non-Intel.
Sono seguiti Giovanni Aloisio dell’Università di
Lecce e Paul Messina del Caltech di Pasadena,
California, a discutere dell’attuale stato e delle
prospettive future di applicazioni di tipo
“Terascale Grid”.
Il mondo scientifico si prepara nell’immediato
futuro alla messa in opera di progetti capaci di
generare PetaBytes di dati per anno2 e che
richiederanno una impressionante potenza di
calcolo per la loro analisi. L’esempio più noto è
certamente l’acceleratore LHC del Cern3, che
entrerà in attività nel 2006, ma non è il solo:
l’osservatorio di onde gravitazionali LIGO4 e lo
Sloan Digital Sky Survey5 che si propone la
mappatura celeste ad alta risoluzione a diverse
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lunghezze d’onda, presentano caratteristiche
simili.
Per affrontare sia il problema della messa a
disposizione dei dati al maggior numero
possibile di ricercatori, che quello di reperire le
risorse di calcolo necessarie, è nato qualche
anno fa il concetto rivoluzionario di "Grid", una
sorta di struttura capace di riunire le più
disparate risorse informatiche (in termini di
sistemi operativi, potenze di CPU e
distribuzione geografica) in un unico
“metacomputer” della potenza adatta al compito
prefissato. L’impresa è però titanica: nuove
tecnologie, sistemi e protocolli di comunicazione
sono faticosamente in corso di realizzazione. Il
tutto avviene tramite il libero e volontario
apporto di persone raccolte in forum dedicati ai
specifici aspetti del sistema6.
La parola d’ ordine degli interventi di Messina
ed Aloisio è stata “Grid ha raggiunto la
maturità”, un ottimismo forse non del tutto
giustificato dalla quantità di problemi ancora
irrisolti.
Il resto del convegno si è sviluppato in una serie
di sessioni parallele che raccoglievano
interventi nei settori di “Applicazioni per Grid,
con dimostrazioni dal vivo”, “Java per il
supercalcolo”, “Computer science” e “Algoritmi e
applicazioni per il supercalcolo”. Non poteva
mancare naturalmente una sessione poster.
Molto attese, e non solo dal sottoscritto, sono
state le dimostrazioni live di Grid, purtroppo
funestate da una serie di problemi tecnici e
organizzativi. Particolarmente interessante è
stata la presentazione relativa al progetto di
radiointerferometria MERLIN7 gestito dall’
Osservatorio di Jodrell Bank e dall’Università
di Manchester. La convoluzione dei dati raccolti
prevede infatti l’analisi in parallelo su tre Cray
T3, localizzati fisicamente a Manchester (UK),
Stoccarda (D) e Pittsburgh (USA), per un totale
di circa 1800 CPU T3.
Ho trovato interessanti, visto l’analogo progetto
in corso di realizzazione al CILEA, e
particolarmente numerosi, le presentazioni di
portali web di accesso a risorse di supercalcolo,
in fasi più o meno avanzate di realizzazione. Il
concetto che sta alla base di questi progetti è
quello di rendere l’utilizzo dei supercalcolatori
per l’utente finale il più trasparente ed
immediato possibile. Ne citerò solo due, per
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ragioni di spazio. Il portale gestito dal National
Aerospace Laboratory (NLR) e da altri
organismi olandesi8 è quello che ha suscitato il
maggiore interesse in quanto è uno dei pochi già
in fase di operatività. E’ da sottolineare la
notevole affinità con il CILEA sia in termini di
risorse hardware (l’ NLR possiede un server
NEC SX-5) che di prodotti applicativi per cui il
portale è progettato. Uno dei portali più
ambiziosi è invece quello dell’ HPC Lab dell’
Università di Lecce9.  E’ progettato infatti per
essere un vero e proprio “Grid Resource
Broker”, un’interfaccia a Globus10, il toolkit
prodotto dalla Grid-community per realizzare
applicazioni di tipo “metacomputer”. Il sistema
è ancora in fase sperimentale. Uno dei maggiori
problemi ancora aperti sembra essere quello
della sicurezza, basata nelle intenzioni attuali
su un sistema di certificazioni rilasciate dalla
Globus Certification Authority e sull’ utilizzo di
un server GRIS, un’ implementazione leggera di
LDAP.
Per finire questa breve carrellata sugli
interventi più interessanti del convegno, devo
dire di essere stato veramente impressionato
dalla dimostrazione di Cactus11 , un ambiente
open source di sviluppo di applicazioni parallele
e distribuite. Cactus è nato all’ Università di
Potsdam per risolvere problemi di relatività
numerica, in particolare la fusione di due stelle
di neutroni, ma si è rivelato uno strumento
particolarmente versatile e potente, applicabile
a problemi complessi di ogni tipo. La sua
struttura modulare rende particolarmente
semplice la realizzazione di programmi
complessi con la massima portabilità tra sistemi
operativi diversi, e lo sviluppo collaborativo del
codice tra differenti gruppi di lavoro.
Il logo di Cactus
                                                
8 http://www.superbroker.nl/
9 http://sara.unile.it/grb/grb.html
10 http://www.globus.org/
11 http://www.cactuscode.org/
