events are fundamentally different. Presence of a warm (cold) precursor in the initial condition results in a warm (cold) shift and narrowing of the distribution of outcomes, suggesting increased predictability of El Niño (La Niña). Although the cold precursor is not necessary to produce La Niña, its presence in the initial condition reduces La Niña spread more than the warm precursor reduces El Niño spread. Despite the smaller ensemble spread for La Niña, signal-to-noise ratios indicate that El Niño may be more predictable than La Niña.
Introduction
Isolating the sources of ENSO predictability (e.g., Kleeman and Moore 1997; Kirtman and Schopf 1998; Latif et al. 1998; Chen et al. 2004 ) is a complicated issue due to the complexity of the tropical Pacific coupled system. Strides in the conceptual theory often follow extreme events due to the immense climatic impacts Halpert 1986, 1987; Halpert and Ropelewski 1992) , however, these studies often focus on extreme events (e.g., Rasmusson and Carpenter 1982; Philander 1983; Busalacchi and Cane 1985; Wyrtki 1985; Barnett et al. 1988; Goddard and Graham 1997; Barnston et al. 1999; McPhaden 1999) and not predictability in a general sense. Here we refer to extreme El Niño events as analogous to the high amplitude, eastern Pacific events of 1982-1983, 1997-1998, and 2015-2016 . Understandably, general predictability studies typically aim to diagnose a particular hindcast/forecast system using statistical approaches (Kumar et al. 2016) . Although this information is crucial to assessing the strengths and limitations of forecast systems, such studies do not necessarily address to what extent specific mechanisms are influencing changes in Abstract The contribution of the subsurface precursor, defined as the buildup of heat content in the equatorial subsurface prior to El Niño-Southern Oscillation (ENSO) events, to ENSO amplitude and predictability has been unclear for some time. To address the issue, this study implements a careful experimental design to construct three March-initialized precursor ensembles using CCSM4, one ensemble with ENSO-neutral initial conditions, one with a warm precursor in the subsurface, and one with a cold precursor. The initial precursors within each respective ensemble, although generated via identical wind forcing, differ slightly due to intrinsic sources of "noise" in the ocean and atmosphere. The ensembles are then integrated fully-coupled to produce a distribution of outcomes per each type of initial condition. Results show that a precursor is not essential to produce moderate El Niño and the full range of La Niña events, whereas a warm precursor is a necessary condition to generate extreme El Niño. The findings imply that extreme El Niño and the coldest La Niña This paper is a contribution to the special collection on ENSO Diversity. The special collection aims at improving understanding of the origin, evolution, and impacts of ENSO events that differ in amplitude and spatial patterns, in both observational and modeling contexts, and in the current as well as future climate scenarios. This special collection is coordinated by Antonietta Capotondi, Eric Guilyardi, Ben Kirtman and Sang-Wook Yeh. say, ensemble forecast spread, which may have implications for ENSO predictability. The present study seeks to address this mechanistic issue from a general predictability standpoint by investigating impacts on ensemble mean and ensemble spread.
Here we focus on the dominant source of predictability-the equatorial Pacific subsurface precursor-that provides the slow ocean thermal inertia necessary to predict ENSO events months in advance (White et al. 1987; Meinen and McPhaden 2000; McPhaden 2003) . This particular precursor is defined as the buildup of anomalous heat content, or warm water volume (WWV), in the equatorial subsurface prior to the onset of an ENSO event. The presence of the precursor is often referred to as "preconditioning", meaning that the coupled system is preconditioned with the heat content necessary for an event to occur.
Formation of a precursor in the western Pacific is well understood through the early work of Wyrtki (1975) . A warm precursor is forced by anomalous equatorial easterly winds that advect warm surface water to the west, piling up heat content and pushing the thermocline anomalously deep in the western-central Pacific. The precursor is characterized by warm subsurface temperature anomalies that are observable down to the equatorial thermocline. If the overlying winds are instead anomalously westerly, less warm water is advected to the west, resulting in anomalously cold subsurface temperature anomalies in the western-central Pacific, a shoaled thermocline, and a cold subsurface precursor. More recently, work by Jin (1997) describes the precursor as a zonally-averaged equatorial Pacific heat content recharge/discharge. The precursor is driven by the combined effects of meridional heat transport, vertical mixing, and solar radiation (Lengaigne et al. 2012) .
What is not well understood is the precursor's contribution to both predictability and the amplitude of the impending ENSO event. The general idea is that once an event is initiated, say via atmospheric variability including westerly and easterly wind events (Cane and Zebiak 1985; Fedorov et al. 2003; Lengaigne et al. 2004) , the precursor then propagates eastward via equatorial Kelvin waves along the thermocline and produces SST anomalies (SSTA) in the eastern Pacific. The SSTA associated with displacements of the western warm pool edge may then invoke positive air-sea feedbacks (Bjerknes 1969 ) that amplify the event (Picaut et al. 2001 ). Using observations, Meinen and McPhaden (2000) argue that the amplitude of anomalous zonallyaveraged heat content in the subsurface is linked to the amplitude of El Niño events; therefore, it is possible that the subsurface precursor enhances ENSO amplitude and by extension, predictability. That said, a straightforward relationship between the presence of a precursor, event amplitude, and the predictability of the event is unclear in the literature.
Whether the precursor increases ENSO predictability by means of a reduction in ensemble spread and/or enhancement of the ensemble mean signal relative to when no precursor is present is also not well demonstrated in the literature with rigorous modeling experiments. Using a multi-model ensemble hindcast dataset, Jin et al. (2008) show that forecasts initialized during ENSO onset are more skillful than those initialized with neutral conditions, particularly because the shift in the mean is larger, increasing the signal-to-noise-ratio. The study does not, however, address whether the precursor is the source of increased skill. Earlier work with simpler models also suggest a potential for increased predictability. For instance, Chen et al. (1997) and Xue et al. (1997) both show using singular vector analysis that an ENSO cycle present in the initial condition may increase predictability through a reduction in perturbation growth. The amplitude of the ENSO signal in the initial condition SST is argued to be a main contributor to the increased predictability (Kleeman and Moore 1999; Tang et al. 2005; Moore et al. 2003 Moore et al. , 2006 .
The main caveat when performing similar analyses with complex coupled model data is that separating ENSO growth and noise-initiated perturbation growth is not straightforward (Moore et al. 2006 ). Using coupled model ensemble experiments, Larson and Kirtman (2017) show that stochastic wind stress can initiate coupled instabilities that grow into ENSO-like structures. The structures are then amplified via the Bjerknes feedback. In other words, noise-initiated perturbation growth, also referred to as the "unpredictable component" of ENSO in Kumar et al. (2016) , would be indistinguishable from the contemporaneously growing ENSO event. Because the winds associated with a previous ENSO event often drive the dynamics necessary to generate the subsurface precursor, teasing out the precursor (i.e., deterministic ENSO signal) from noise-initiated ENSO-like variability is a necessary task that likely can only be cleanly performed through careful experimental design. Larson and Kirtman (2015b; hereafter, LK15) develop such an experimental design, which is modified in the present study to isolate the precursor's influence on amplitude and ensemble spread.
There is the possibility that precursor's contribution to ENSO predictability is also not well understood because the precursor's role in ENSO physics is not entirely clear. Traditional theory considers the subsurface precursor a necessary condition for ENSO (e.g., Wyrtki 1975; Cane et al. 1986; Zebiak and Cane 1987; Schneider et al. 1995) and its phase transition (Jin 1997; Jin and An 1999; Li 1997; Guilyardi et al. 2003 ), yet the recent years prior to the 2015-2016 extreme El Niño show a less coherent relationship between the WWV and ENSO SSTA (McPhaden 2015) . LK15 challenge the traditional view of ENSO and reveal that certain coupled models do not need the precursor to excite ENSO-like growth via a coupled instability mechanism (e.g., Philander et al. 1984; Anderson and McCreary 1985; Hirst 1986; Battisti 1988; Battisti and Hirst 1989; Kessler and McPhaden 1995; Larson and Kirtman 2017) , a result that is consistent with an observationally-based study by Kessler (2002) . These different conclusions suggest the need for rigorous study of the relationship between the precursor and ENSO.
Recent events provide a clear example of why fundamental predictability studies are necessary to progress the current state of ENSO science. Both 2014 and 2015 Marchinitialized forecasts show a warm subsurface precursor in the western Pacific at initialization, yet only 2015 resulted in an extreme El Niño. Most dynamical forecast models predicted El Niño in both cases. Why the 2014 El Niño amplitude verified much weaker than predicted is mostly discussed in terms of atmospheric noise-initiated processes (i.e., not model deficiencies) in the literature and not the limited predictability of the ocean state. For instance, Menkes et al. (2014) argue that the lack of westerly wind bursts (WWBs) during summer hindered the development of a large event, whereas Min et al. (2015) and Hu and Fedorov (2016) argue that easterly wind surges accounted for El Niño's demise. Along those lines, Larson and Kirtman (2015a) show through a coupled model ensemble experiment that the 2014 event falls within the expected uncertainty generated from ENSO-independent, forecastindependent, noise-initiated perturbation growth.
The 2014 forecast presents a challenge to the ENSO community to rethink the key components contributing to ENSO predictability and extreme events, and while equatorial winds have been stressed in recent analyses, the subsurface precursor has not been emphasized. Through coupled model ensemble experiments and observational datasets, the present study aims to shed light on two main questions. First, is the subsurface precursor mechanistically vital for ENSO and specifically, does it relate to ENSO amplitude? Second, does the precursor contribute to a reduction in ENSO ensemble spread relative to when no precursor is present? Together, how the precursor impacts the ensemble mean and ensemble spread reveals clues as to its role in ENSO predictability.
Experimental design
Since there are a limited number of ENSO events that are sufficiently well-observed, model experiments provide a helpful supplemental tool to mechanistically study the role of the precursor. A large sample of preconditioned equatorial Pacific states is necessary to explore the precursor's role in ENSO evolution, especially because false alarms are equally as important when quantifying the ensemble spread. The National Center for Atmospheric Research (NCAR) Community Climate System Model, version 4 (CCSM4; Gent et al. 2011 ) is chosen so that results can be directly compared to those in LK15. All CCSM4 experiments presented here are configured with nominal 1° horizontal resolution and pre-industrial forcing. CCSM4 overestimates ENSO SST variability by roughly 30% but simulates realistic spatial structure and diversity of individual events (Capotondi 2013) as well as a 3-6-year periodicity that is comparable to observations. Similar to other coupled models, CCSM4 ENSO exhibits a cold tongue bias in which the cold tongue extends slightly too far west (Deser et al. 2012) but is sufficiently realistic to be used in realtime seasonal climate predictions (Kirtman et al. 2014) .
The observed and CCSM4 control lead-lag relationships between the subsurface precursor and Niño-3.4 (area-averaged over 170°W-120°W, 5°S-5°N) SSTA are provided in Fig. 1 . The subsurface precursor is approximated by the depth-averaged temperature anomaly in the upper 300 m (T 300 ) over the Pacific domain 110°E-110°W, 5°S-5°N and is strongly correlated to the WWV. Before computing T 300 , anomalies are first area weighted by latitude and in the vertical. The lagged correlation analysis is applied to 11-month running averages of T 300 and Niño-3. Figure 1 shows that T 300 leads Niño-3.4 by 6 months in both the SODA reanalysis and the control, although the correlation is slightly larger when using SODA. The discharge of heat content is slightly faster in the control than in SODA, indicated by the faster decline of correlation when moving in the positive x-axis Fig. 1 Lead/lag correlation between the depth-averaged temperature anomaly in the upper 300 m (T 300 ) over the Pacific domain 110°E-110°W, 5°S-5°N and Niño-3.4 SSTA for the SODA reanalysis, control CCSM4, and EnsoWinds. T 300 anomalies are first area weighted by latitude and in the vertical before computing the time series. The lagged correlation analysis is applied to 11-month running averages of both T 300 and Niño-3.4. Results are insensitive to using the either control or EnsoWinds annual cycle as the reference cycle for computing the EnsoWinds anomalies direction. Overall, the timing of the zonally-averaged precursor in the control appears to adequately represent what is seen in observations. As a reminder, the lagged correlation includes all years, which encompasses ENSO events of all amplitudes and neutral years. Later it is shown that when considering the evolution of typical extreme El Niño and La Niña events in the model, the peak preconditioning may occur even earlier. The lagged regression of subsurface temperature anomalies and December Niño-3.4 SSTA are shown in Fig. 2 . In general, the timing of the precursor is similar for both SODA and the control, with a more subsurface dominant signature in March and building SSTA beginning in July. SSTA builds more quickly in the control than SODA and may be indicative of slightly different timing of SSTA growth. LK15 show that July marks the beginning of the dominant eastern Pacific SSTA growth season in CCSM4.
The contribution of the precursor to ENSO amplitude and ensemble spread is determined using a modified version of a model framework developed in LK15. The LK15 study develops a methodology to isolate and model stochastically-induced perturbation growth from an ENSOneutral state using the fully coupled CCSM4. Essentially, stochastic atmospheric variability induces growing atmosphere-ocean coupled instabilities that produce an ENSO-like SST final structure, thus limiting ENSO predictability. The authors implement an ensemble approach to produce a swath of outcomes for different initialization months and a dynamical analysis reveals that ensembles initialized in March provide a unique window of opportunity for stochastic winds to have a lasting influence on ENSO SST through the following December (Larson and Kirtman 2017) . For longer lead-time ensembles (e.g., January-and March-initialized), noise-initiated coupled instabilities alone can reproduce nearly 70% of the total ENSO amplitude, meaning that predictability is substantially limited for these longer lead-times in CCSM4. Here we want to determine whether an ENSO cycle in the initial condition (i.e., presence of the precursor) dampens the perturbation growth, allowing for higher predictability by means of a reduction in ensemble spread. The necessary details of the LK15 experimental design are in Sect. 2.1 as well as the modifications necessary to repeat similar experiments but with the subsurface precursor included in the initial condition in Sect. 2.2. The present study utilizes ensembles initialized in March (i.e., 10-month lead-time for December ENSO) due to its proximity to the spring predictability barrier seen in ENSO forecasts (Kirtman et al. 2002; . 2008 ) and the potential for variations in heat content to improve predictability during this time (Chen et al. 1995; Smith et al. 1995; McPhaden 2003) . Sensitivity to the initialization month is tested in Sect. 3.5.
"No precursor" experiment
First, it is important to establish a baseline for how the tropical system behaves in the absence of subsurface precursors. This is done by utilizing the LK15 March ensemble that models ENSO-like perturbation growth from ENSO-neutral initial conditions. The ENSO-neutral initial conditions are produced by first running CCSM4 in a configuration that prohibits ENSO variability in the coupled model, thus removing any influence from a previous ENSO event (i.e., no subsurface precursors). Generating a continual ENSO-neutral equatorial state with as few constraints to the coupled system as possible is achieved by forcing the ocean component with CCSM4 daily climatological wind stresses, while leaving buoyancy fluxes, ocean dynamics, and the full atmospheric component unconstrained. This is referred to as a "dynamically decoupled" simulation and sits in the model hierarchy between mixed-layer slab ocean and fully coupled. The framework does not support ENSO variability, equatorial subsurface precursors, or coupled instabilities in the tropical Pacific due to the lack of dynamic wind coupling. Figure 3a shows the Niño-3.4 SSTA variability for 40 arbitrary sequential model years of the dynamically decoupled ENSO-neutral simulation referred to as "ClimWinds" (red curve). Note that ENSO variability is absent. Using monthly mean anomalies, LK15 shows that the subsurface temperature anomaly variance along the equatorial Pacific is close to zero (see their Fig. 2 , bottom panel), indicating the absence of large subsurface precursors along the equatorial thermocline.
Per the experimental design, the lack of ENSO variability means that every March 1st of ClimWinds contains only ENSO-independent perturbations. The initial conditions from 60 different March 1st states are next gathered to create a "March ensemble" and then each member is integrated fully coupled. This allows the opportunity for ENSO-independent perturbations in the ocean and atmosphere to interact and grow via the coupled instability mechanism described in Larson and Kirtman (2017) . ENSO-like growth occurs in several cases and without any influence from a subsurface precursor or prior ENSO event. The swath of Niño-3.4 SST perturbation growth originating from the ENSO-neutral initial conditions, or "No Precursor" (hereafter, NoPre), is shown in Fig. 4c . All 60 cases from the original LK15 NoPre study, each branched from a different March 1st initial condition from ClimWinds, are included here. control and e aggregated ERSSTv3b and HadISST observationallybased datasets. In d and e, the ensemble mean curve is the annual cycle and the ensemble spread is the standard deviation. The horizontal line at 28 °C denotes the control December Niño-3.4 climatology
Precursor experiments
Next, the methodology is modified to include the subsurface precursor in the initial condition. It is possible to generate numerous similar precursors for both El Niño and La Niña by generating a coupled model simulation that exhibits a repeating ENSO cycle, thus producing periodic states when the tropical Pacific is preconditioned. To facilitate a dynamically consistent simulation with a repeating ENSO cycle, wind stresses from a full CCSM4 ENSO cycle are repeated instead of the climatological winds in LK15. The ENSO cycle chosen is highlighted in Fig. 5a . The cycle is from a CCSM4 control simulation with pre-industrial forcing and nominal 1° horizontal resolution, the same configuration as all ensemble experiments presented in this study. This particular cycle occurs over 4 years, with December Niño-3.4 SSTA evolving from El Niño, neutral, La Niña, and ending neutral. The neutral years include slight warming or cooling depending on the ENSO phase.
The zonal wind stress area-averaged over the Niño-4 region (160°E-150°W, 5°S-5°N) from the ENSO cycle exhibits considerable high frequency variability on daily timescales (Fig. 5b, red curve) . To isolate a smoother ENSO signal, only the zonal and meridional wind stress anomalies (hereafter, for the 4-year cycle is shown in Fig. 5b (black curve). The interannual variability is reproduced well using the regression pattern but without the higher frequency variability. Since the inflection point for every-other January 1st is ENSO-neutral in terms of ′ x,y and SSTA, the cycle can simply be restarted every 4 years to produce a continual ENSO simulation which we refer to as "EnsoWinds." The Niño-3.4 SSTA resulting from EnsoWinds is shown in Fig. 3a , gray curve. The Niño-3.4 evolution shows a clear repeating ENSO cycle with a 4-year periodicity, compared to the control (black curve) that exhibits more irregularity and ClimWinds that produces no ENSO variability. Note that the wind-forced ENSO cycles in EnsoWinds look similar to the full ENSO cycles in the control, verifying that the wind
forcing approach creates reasonable ENSO variability compared with the free-running control version of the model. Figure 1 shows that the lagged correlation of T 300 and Niño-3.4 SSTA changes slightly when forcing the repeating 4-year ENSO cycle. Anomalies are calculated as the deviation from the control annual cycle. The correlation peaks when T 300 leads Niño-3.4 SSTA by 10 months in EnsoWinds whereas the control and SODA show a 6-month lead. This discrepancy is because EnsoWinds has (a) (b) (c) Fig. 5 a Control CCSM4 Niño-3.4 daily SSTA evolution (red) and monthly mean (black) in °C. Wind stress from the highlighted 4-year ENSO cycle (years 25-29) are used as the forcing dataset for the continual ENSO simulation "EnsoWinds". b Niño-4 Zonal wind stress anomalies in dynes/cm 2 for the ENSO cycle in a. Daily values in red and values related to the ENSO signal calculated via a linear regression method in black. c Global ENSO wind stress regression map in dynes/cm 2 used as a stationary forcing pattern in EnsoWinds a repeating 4-year cycle that is not uncommon for higher amplitude events in CCSM4 (see Fig. 5a ). As seen in Fig. 3a , the warming (cooling) prior to extreme El Niño (La Niña) is weak during the first year of EnsoWinds and then rapid warming (cooling) occurs the following year.
For an observed analogy, the eastern Pacific showed weak warming in winter 2014-2015 and extreme El Niño in 2015-2016. As for La Niña, gradual 2-year La Niña events are not uncommon in observations and are well captured by CCSM4 according to DiNezio and Deser (2014) and DiNezio et al. (2017) . Some of the discrepancy is also because the lagged correlations include all years, which encompass both extreme ENSO events and neutral events in the control and SODA. Subsurface preconditioning occurring in spring is common when only compositing extreme El Niño events years in CCSM4 (Larson and Kirtman 2013) . Using observations, Levine and McPhaden (2016) also use spring, specifically February-March-April averaged preconditioning, as a predictor for El Niño; therefore, the spring lag in EnsoWinds seems reasonable to represent precursor timing that could occur in nature. Finally, as expected, the peak correlation is higher in EnsoWinds than the other datasets because of its regular, high amplitude ENSO cycle. The subsurface structure compares fairly well with the control and SODA (Fig. 2) , although the precursor is situated farther to the west in EnsoWinds in March. The November SSTA is also larger but expected given the regular cycle of large amplitude ENSO events in the simulation. Figure 3b is included to verify that the wind forcing constraints in ClimWinds and EnsoWinds do not produce unrealistic extratropical SSTA variability. The reader is referred to Fig. 4 in LK15 for small mean state SST differences between the control and ClimWinds in the equatorial Pacific, primarily indicative of the lack of ENSO biasing the mean state. The curves in Fig. 3b show the standard deviation of SSTA zonally averaged over the Pacific basin. The pronounced equatorial peak in EnsoWinds is unsurprising. The pronounced peak in EnsoWinds located near 45°N is linked to the ENSO teleconnection to the North Pacific. As expected, ClimWinds produces near-zero variability along the equator and also reduced variability in the North Pacific, both due to the lack of ENSO. There is also a reduction in variability near 50°S in both ClimWinds and EnsoWinds, likely from the lack of dynamic coupling. Note that robust shallowing of the mean mixed layer depth occurs in the midlatitudes in ClimWinds and EnsoWinds due to less weather-induced mixing. Only a slight mixed layer shallowing occurs along the equator.
Similar to the ClimWinds/NoPre methodology, EnsoWinds is used to generate initial conditions for the precursor ensembles. For instance, every 4 years, EnsoWinds produces a preconditioned El Niño; thus the initial conditions of every 4th March 1st contains a warm preconditioned subsurface state forced by the previous La Niña winds. The subsurface temperature structure is discussed later in Sect. 3.4. The warm preconditioned March 1st initial conditions are combined to create a March ensemble and then integrated fully coupled, allowing the dynamic coupling to engage and perturbations to grow. An analogous methodology is repeated to generate a La Niña ensemble. Since the proper initial conditions only occur every 4 years instead of every year as in the ClimWinds/NoPre experiment, only 30-member preconditioned ensembles are generated. Based on the large signal-to-noise ratio of ENSO events, Kumar et al. (2001) determine that 10-20 ensemble members from an individual model are suffice to represent that model's range of outcomes; therefore, using 30-member ensembles here should produce CCSM4's range of possibilities for the precursor ensembles. Since the signal-to-noise ratio is smaller when initial conditions are neutral like in NoPre, we utilize all 60 members from LK15 in an effort to represent the majority of likely outcomes.
By only constraining the wind stresses felt by the ocean, other intrinsic sources of variability or "noise" in the atmosphere and ocean, for instance ocean dynamics and buoyancy fluxes, are permitted to supplement and interact with the continual ENSO cycle. Thus, each precursor, although generated via identical wind forcing, will be slightly different. The preconditioned El Niño (herafter, +Pre) and La Niña ensembles (hereafter, -Pre) are shown in Fig. 4a, b . This method, although more complicated, is preferable over compositing El Niño, La Niña, and neutral March initial condition from a control simulation. The difference here is that each respective precursor state-either warm, cold, or neutral-is identically wind-forced yet with different internally-generated "noise" present, thus providing a clean platform with multiple realizations of the "truth" to study the precursor's impact on amplitude and spread. All simulations and ensemble experiments, including brief descriptions, are summarized in Table 1 . Figure 6 shows the January-December Niño-3.4 SST evolution of ClimWinds (neutral curve), the simulation that generates the NoPre initial conditions and of EnsoWinds (El Niño and La Niña curves), the simulation that generates the +Pre and −Pre initial conditions. To be clear, the neutral curve (black) shows the mean wind-forced evolution for the 60 ClimWinds years (gray) that are used to generate NoPre initial conditions. Differences in the individual members are small because each are identically wind-forced. The vertical gray dashed line in March indicates where the initial conditions are taken to use for the NoPre swath in Fig. 4c . The evolution after March in Fig. 6 indicates how the Niño-3.4 SST would evolve if the climatological 1 3 wind constraint is continued (i.e., the wind-forced evolution), whereas Fig. 4c instead shows how the Niño-3.4 SST, with the identical March 1st initial conditions, evolve when dynamical coupling is engaged and the wind stress constraint is released (i.e., freely evolving) on March 1st. The El Niño curve (red) shows the mean wind-forced evolution from year-1 (El Niño onset) of each ENSO cycle in EnsoWinds. The La Niña curve (blue) shows similar but from year-3 (La Niña onset). Note that the three swaths in Fig. 6 are well separated in March, as well as throughout the entire wind-forced evolution; thus, any overlap or increased spread in Fig. 4a -c compared to Fig. 6 is due to noise-induced perturbation growth and dynamically coupled processes. Figure 6 and the ensemble results in Fig. 4 are displayed as full fields and not anomalies for a number of reasons, the main reason being for full disclosure when comparing to observed datasets. This way model biases in the mean state will be visible, as well as warm or cold shifts in the seasonal cycle when comparing the ensemble experiments. Another reason is that because several simulations are 
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Fig. 6
Mean January-December wind-forced Niño-3.4 SST evolution in °C from ClimWinds (black), the simulation used to generate the 60 NoPre initial conditions. The 60 cases are shown in gray.
The vertical dashed line in March indicates when initial conditions are taken for the NoPre ensemble. Evolution after Match shows the evolution that would occur if the climatological wind-forcing constraint is continued, whereas Fig. 4c shows the evolution when the coupled system is allowed to freely evolve beginning March 1st. The red curve is the mean wind-forced evolution from year-1 (El Niño onset) of the EnsoWinds ENSO cycle. The blue curve is year-3 (La Niña onset). Initial conditions are taken at March 1st to generate the freely evolving +Pre and −Pre ensembles in Fig. 4a , b, whereas the March-December evolution here shows what would occur if the forced ENSO wind cycle is continued. The individual warm and cold precursor cases, 30 each, are in gray considered, which reference cycle to use to compute anomalies is not straightforward. For instance, the mean state in EnsoWinds is warmer than ClimWinds and the control simply due to the experimental design. This is unsurprising given that the magnitude of El Niño is larger than La Niña. This amplitude asymmetry projects onto the mean state as a warm bias because of the wind-forced continual ENSO cycle. Furthermore, the ClimWinds mean state is slightly cooler in the eastern Pacific than both the control and EnsoWinds because of the lack of ENSO amplitude asymmetry biasing the mean state warm. All things considered, the simplest and most transparent solution is to use the full fields. Anomaly versions of the ensemble experiments are discussed in Sect. 3.3 and calculated using two difference reference cycles to demonstrate the effect of ENSO amplitude asymmetry in biasing the climatological annual cycle.
Results
Next, focus on the March-December Niño-3.4 SST swaths in Fig The two sets are combined to obtain multiple realizations of the "truth," although the seasonal cycle changes little when using either one or both combined. The control and observational swaths are directly comparable. Both include the evolution of El Niño, La Niña, and neutral years. The ensemble mean for each represent the seasonal cycle. The control produces a more pronounced seasonal cycle than what is observed and also exhibits unrealistic warming from September-December. This study considers December the "target month" for quantifying ENSO amplitude and later, ensemble spread. The range of December Niño-3.4 values is larger than observations, consistent with CCSM4 overestimating ENSO variability (Deser et al. 2012) . Also note seasonal warming in March-May and a cold plunge during July-September in the control.
ENSO amplitude and extremes
Now focus on the precursor ensemble experiments and assume that each is attempting to reproduce a subset of the control distribution which is considered the "model truth" (not to be confused with the "observational truth" in Fig. 4e) . The NoPre December Niño-3.4 distribution represents how much of the control distribution can be reproduced without the subsurface precursor. Assume that December climatology is 28.0 °C based on the control in Fig. 4d . NoPre reproduces the full range of the cold extremes <27 °C simulated by the control, whereas the warm extremes >29 °C are absent. Without the warm extremes, the ensemble mean evolution of NoPre is biased colder than the control annual cycle (Fig. 4d) .
The +Pre experiment is the only precursor ensemble that can reproduce the extreme El Niño events >29 °C in the control (Fig. 4a) . The warm precursor also shifts the ensemble mean distribution warm for the full MarchDecember evolution, whereas the cold precursor in -Pre shifts the full evolution cold (Fig. 4b) . The March-May seasonal warming in the control, NoPre, and observations is extended through June in +Pre, implying that the warm precursor can reverse the SST tendency of the annual cycle.
To better visualize the final distributions, Fig. 7a shows the December Niño-3.4 probability density function (PDF) for each of the model experiments. Each PDF is computed over the range 23-32 °C with 8 bins. Note that the shape (pointiness of the peak) of the -Pre PDF is sensitive to the bin number because of the small spread in Fig. 4b , but the following conclusions remain qualitatively consistent. For the precursor ensembles, uncertainty due to the relatively small sample size is computed using 10,000 Monte Carlo iterations that randomly sample 20 members to compute the PDF. The upper (lower) bounds are computed by taking the mean of the 1/3 of cases that are greater (lesser) than the ensemble mean, by bin. 
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The control PDF (black) is centered about climatology at 28.0 °C. The warm tail (extreme El Niño) extends to 31 °C and the cold tail (coldest La Niña) to 25.6 °C. Without the subsurface precursor, NoPre (gray dashed) cannot reproduce the warm extremes in the control distribution as evidenced by the warm tail extending only to 29.1 °C. At the same time, the cold tail remains similar to the control at 25.6 °C, resulting in an increase in the probability of obtaining cooler values than the control. When a warm precursor is present in the initial condition as in +Pre, the warm tail extends to 30.4 °C and the cold tail shifts to 27.6 °C, increasing the probability of obtaining warmer-than-average values. When a cold precursor is present, the cold tail extends nearly as far as the control at 25.4 °C and the warm tail shifts to 28.0 °C, increasing the probability of obtaining colder-than-average values. Overall, a warm/cold precursor in the initial condition results in a warm/cold shift and narrowing of the December Niño-3.4 distribution.
So, is the subsurface precursor a necessary condition for ENSO? Based on the ensemble experiments, the NoPre distribution shows that the subsurface precursor is not necessary to generate moderate El Niño events and the coldest La Niña events. On the other hand, extreme El Niño events can only be produced when a warm precursor is present in the initial condition (+Pre). Results imply that the warm precursor is mechanistically vital to produce extreme El Niño events, while the cold precursor is not vital to produce the coldest La Niña events. These results also suggest that extreme El Niño and La Niña events may be fundamentally different.
Differing effects of WWV on El Niño versus La Niña amplitude are discussed in Meinen and McPhaden (2000) . Using observations, they show that for a given magnitude of WWV, El Niño tends to grow larger than La Niña. Consistent with their study, preconditioned El Niño events here can grow larger than La Niña events (Fig. 4a, b) . The precursor experiments demonstrate that this may be because preconditioning contributes little to the amplitude of La Niña events, considering that even the coldest La Niña events in the control can be produced without any precursor as implied by the -Pre ensemble. Although the experiment shows that preconditioning is not necessary for La Niña, it should be noted that essentially all La Niña events from the 220-year control simulation show preconditioning the previous March. The fact that NoPre can reproduce these cold events could be related to the idea that during La Niña, the thermocline outcrops in the eastern Pacific, capping the amplitude of cold events. Therefore, it is possible that the cold precursor does not aid in additional cooling. In contrast, the warm precursor can ramp up the amplitude of El Niño, producing extreme events.
To emphasize the necessary mechanisms to reproduce the full control distribution, Fig. 7b shows that the sum of the +Pre and NoPre distributions (purple) approximately equal the control. Recall that the NoPre growth is due to stochastically-initiated coupled instabilities (Larson and Kirtman 2017) , assuming an active Bjerknes feedback in the model (DiNezio and Deser 2014) . Therefore, the results in Fig. 7b suggest that the warm precursor and the coupled instability mechanism are the processes needed to generate the control ENSO variability.
Ensemble spread and predictability
The December Niño-3.4 spread is calculated to obtain an idea of how preconditioning may influence predictability. To be clear, we aim to determine whether an ENSO cycle in the initial condition dampens the perturbation growth (i.e., reduces the spread), potentially allowing predictability to increase. The colored swaths in Fig. 4 represent the ensemble spread calculated as follows, where n is the total number of ensemble members, x(t) is Niño-3.4(t) of the individual ensemble members, and x(t) is the ensemble mean. For the control and observations, n is the total number of years displayed and the green polygons are more appropriately described as the standard deviation.
The -Pre December spread (±0.55 °C) is the smallest of all ensembles in Fig. 4a -c, meaning that a cold precursor in the initial condition dampens perturbation growth relatively more than the +Pre and NoPre types. This suggests the possibility that the cold precursor produces a more predictable final ENSO state, in this case La Niña, although the ensemble mean amplitude is also important when determining overall predictability (Kumar and Hoerling 2000; Kumar et al. 2001 ). This point is revisited in the following section. While the cold precursor is not mechanistically vital to produce La Niña events, its presence in the initial condition reduces La Niña spread. The warm precursor in +Pre produces the second smallest spread (±0.78 °C), followed by NoPre with ±0.86 °C. The results show that despite the larger amplitude of El Niño events, La Niña events tend to be less impacted by stochastically-induced perturbation growth. Overall, spread is reduced for El Niño and La Niña when a precursor is present in the initial condition compared to an ENSO-neutral state, both by the shifting and narrowing of the distribution of outcomes. Results are consistent with the hindcast results in Jin et al. (2008) and optimal analysis studies of simpler models (Chen et al.1997; and Xue et al. 1997) ; however, we determine that the precursor is the component that reduces spread in this study. Figure 8 shows the Niño-3.4 SSTA calculated using two different reference cycles. The anomalies in Fig. 8a , b are computed by subtracting the control annual cycle (Fig. 4d bold) from each precursor ensemble member. In December, the +Pre ensemble produces 3 members colder than the control climatology, whereas -Pre produces only 1 member warmer than climatology. The warmest events in +Pre exhibit rapid SSTA growth beginning in June, consistent with summer being the fastest coupled instability growth season in CCSM4 (LK15). The final amplitudes are surprisingly similar. In March, the amplitude of -Pre Niño-3.4 SSTA is larger than +Pre and in both ensembles, the initial anomalies dampen slightly when the annual cycle reaches peak warming. Note that this is not the initialized anomaly, but the anomaly after a full month of growth. We will show that the biases are lessened or removed when using a reference cycle that is not biased by extreme El Niño (i.e., removing the effects of ENSO amplitude asymmetry).
Anomalies and signal-to-noise ratios
Recall that the mean of the NoPre ensemble (Fig. 8b bold) is biased cold compared to the control because the ensemble average does not include extreme El Niño events, as was evident when visualizing the data using the PDFs and full field Nino-3.4 SST swaths. Next, Niño-3.4 SSTA are computed again but by subtracting the ensemble mean NoPre (Fig. 4c bold) from each +Pre and -Pre ensemble member. This way, amplitude asymmetry is not biasing the annual cycle climatology. Now, only the cold SSTA from -Pre dampen when the annual cycle reaches peak warming in spring. The amplitude of March SSTA is similar for both ensembles. The December amplitude asymmetry is also more realistic, with El Niño events exhibiting larger amplitude than La Niña.
To better approximate the effect of the precursor on December El Niño and La Niña predictability, we compute signal-to-noise ratios to take into account both the impact of the ensemble mean signal and the ensemble spread. Using the December +Pre and -Pre ensemble mean anomalies with respect to NoPre (e.g., ensemble mean of each Fig. 8c swath) , the signal-to-noise ratio is defined as the ensemble mean anomaly divided by the ensemble spread. The ratios are 2.2 and 1.4 for +Pre and -Pre, respectively, indicating that despite the smaller spread in -Pre, the signal in +Pre is large enough that El Niño is likely more predictable than La Niña in this model.
Subsurface structure
That only extreme El Niño requires a precursor is a surprising conclusion. Next, we examine the equatorial thermal profile to explore the initialized warm and cold precursor structures. Figure 9 , right column shows the composite February subsurface temperature anomalies in EnsoWinds containing the warm precursor (top row) and cold precursor (bottom row). Anomalies are computed from the climatology of the EnsoWinds simulation. The following March 1st is when the precursor ensembles are initialized. February is shown because the information in the March 1st initial condition originates in February, therefore one can expect the (a) (b) (c) Fig. 8 a, b Niño-3.4 SSTA in °C computed by removing the control annual cycle climatology in Fig. 4d from each +Pre, -Pre, and No Pre ensemble member. c SSTA computed by removing the ensemble mean NoPre Niño-3.4 SST from each ensemble member in +Pre and -Pre initialized subsurface structure for +Pre and -Pre to look similar to the February monthly field in EnsoWinds. The heat content buildup along the thermocline in February indicates that both +Pre and -Pre ensembles are preconditioned for a respective ENSO event. What is surprising is that the subsurface structure, particularly the zonal location of the heat content, is different. The column integrated heat content in the +Pre initial condition is further west and at depth, whereas the cooling in -Pre is shallower and towards the east. Based on equatorial Kelvin wave theory, one may speculate that the Kelvin wave signal propagation began sooner prior to La Niña than El Niño. In fact, if the previous August, October, and December of EnsoWinds are also considered (3 leftmost columns), then it is evident that the warm signal in the western-central subsurface prior to El Niño lingers for months while the cold signal quickly propagates to the east. In the next section we will address whether the different propagation timing is a symptom of the experimental design or perhaps, simply a property of the model. Of course, the occurrence of different warm and cold precursor structures does not explain why La Niña does not require a precursor, although these process-based topics are beyond the scope of the present study.
Sensitivity to start month
An additional set of +Pre and -Pre ensembles are generated using initial conditions originating the previous August (i.e., September start month), when the warm and cold subsurface structures are nearly identical in Fig. 9 . This will determine whether the results are sensitive to the start month and initialized precursor structure. Figure 10 shows the Niño-3.4 SST evolution for the September-initialized +Pre and -Pre ensembles with their March-initialized counterparts overlaid. Despite 6 months of additional opportunity for perturbation growth, the +Pre and -Pre swaths remain well separated. In terms of spread, results remain generally unchanged, with the spread of the final December Niño-3.4 -Pre remaining smaller than the +Pre spread. Again, extreme El Niño is only produced when preconditioned (+Pre). The spread is almost the same for -Pre, whether initialized in March or September, and the signal-to-noise ratio only reduces from 1.4 to 1.3, respectively. Slight increase in spread occurs when +Pre is initialized in September instead of March, and the signal-to-noise ratio reduces from 2.2 to 1.8, indicating a small decline in predictability. The minimal changes in spread and signalto-noise ratio show that an ENSO cycle in the initial condition can have a damping effect on perturbation growth for many months. The minimal changes are also indicative of the SST growth behavior in CCSM4 as studied in LK15. The dominant ENSO growth season in CCSM4 is boreal summer, specifically July; therefore, the SST, although initialized 6 months earlier in September, still only go through one growth cycle, similar to the March initialized ensembles. Similar to the March-initialized +Pre, the March-May seasonal warming is extended through June in the September-initialized +Pre. This shows that even if a warm precursor is present the previous September, it can still reverse the SST tendency of the annual cycle and extend the climatological spring SST warming season.
Next, we determine whether by February, the warm and cold precursors in the September-initialized ensembles have freely evolved into structures similar to the February wind-forced structures in Fig. 9 (i.e., the structures used to initialize the March precursor ensembles). This gives the freely evolving precursors 6 months to lose memory of the imposed wind-stress forcing from EnsoWinds. The February subsurface structures from the September-initialized ensembles (not shown) look nearly identical to the February wind-forced structures in Fig. 9 . It is now clear that the differing warm and cold subsurface structures in February are a property of the model and not a fault of the wind-forcing in the experimental design. Since the ENSO signal is stronger in EnsoWinds because of the imposed regularity, this may also explain why the EnsoWinds precursor signal in March is situated further to the west than in the control lagged regressions (Fig. 2) . Is the asymmetry also seen in observations?
To obtain similar types of events as the ensemble experiments, a few criteria must be met to construct observationally-based subsurface temperature composites. The criteria are necessary because the amplitude of the contemporaneous ENSO event in February substantially affects the subsurface structure. To choose the ENSO events, we turn to the Climate Prediction Center (CPC) Oceanic Niño Index, a 3-month running mean of observed Niño-3.4 SSTA. The data is found at http://www.cpc.ncep.noaa.gov/products/analysis_monitoring/ensostuff/ensoyears.shtml. For comparison to the March-initialized ensemble results, the previous February-March state must be ENSO-neutral to avoid a strong, lingering previous ENSO event of opposite sign. Again, we are comparing to the slower 4-year ENSO cycle in CCSM4, not high frequency year-to-year fluctuations from El Niño to La Niña. To avoid double counting multi-year La Niña events, only the La Niña onset year is selected. The criteria result in 11 warm periods including 1951, 1957, 1963, 1965, 1972, 1982, 1986, 1991, 1994, 1997, 2002 and 5 cool periods including 1954. 1967, 1970, 1984, and 2007 . Subsurface temperature anomaly composites from the SODA reanalysis dataset from 1950 to 2008 are shown in Fig. 11 . The December composites show the peak warm and cold events and the February composites show the subsurface structure 10 months prior. Although weaker than the CCSM4 results, there is a slight similar preference of the warm precursor being situated in the western-central Pacific and at depth and the cold precursor shallower in the east. Why this difference occurs in the model and observations is beyond the scope of the study but is an important topic that warrants further investigation.
Summary
Through careful experimental design, the present study investigates the contribution of the subsurface precursor, defined as the buildup of heat content in equatorial subsurface prior to ENSO, to ENSO amplitude and ensemble spread using the CCSM4 coupled model. The experimental design is a modified version of that in LK15. We construct three sets of March-initialized precursor ensembles-no precursor (NoPre, 60 members), warm precursor (+Pre, 30 members), and cold precursor (-Pre, 30 members). NoPre begins from ENSO-neutral initial conditions on March 1st, +Pre contains a warm precursor in the subsurface, and -Pre contains a cold precursor. The initialized precursor (or lack there of) for the individual members of each respective ensemble, although identically wind-forced, differ slightly due to intrinsic sources of "noise" in the ocean and atmosphere. The ensembles are then integrated fully-coupled to produce a distribution of outcomes per each type of initial condition. Each precursor ensemble can be thought of as attempting to reproduce a subset of the control CCSM4 Niño-3.4 SST distribution.
In short, the NoPre ensemble produces the full range of La Niña events and moderate El Niño events in the control. A warm precursor in the initial condition (+Pre) shifts the full Niño-3.4 SST evolution warm and is the only precursor ensemble that generates extreme El Niño events similar to those in the control. A cold precursor shifts the full Niño-3.4 SST evolution cold. The December Niño-3.4 ensemble spread is smallest when a cold precursor is present in the initial condition, followed by a warm precursor, and last, the ENSO-neutral initial conditions. However, the signal-to-noise ratio is larger for +Pre/El Niño compared to -Pre/La Niña. Moreover, results show that a warm precursor can act to reverse the SST tendency of the annual cycle and extend the model's climatological spring warming season by one month. General conclusions remain unchanged when initializing the previous September instead of March.
Discussion
The questions posed in the introduction can now be addressed. First, is the subsurface precursor mechanistically vital for ENSO and specifically, does it relate to ENSO amplitude? The ensemble experiments show that a warm precursor in the initial condition is necessary to generate extreme El Niño, whereas a cold precursor is not vital to produce the coldest La Niña. The results imply that the warm and cold extremes of ENSO are fundamentally different and perhaps, very strong El Niño events are the only true extreme events. Using this type of experimental design also allows us to tease apart the necessary mechanisms to simulate ENSO in the model. Except for extreme El Niño, the full range of ENSO variability can be reproduced from ENSO-neutral conditions (NoPre). These cases grow via a stochastically-induced coupled instability mechanism (Larson and Kirtman 2017) . The full distribution of ENSO variability, extreme El Niño to the coldest La Niña, can be reproduced via two processes, the warm precursor and the coupled instability mechanism.
Second, does the precursor contribute to ENSO predictability? Presence of a warm or cold precursor in the initial condition, compared to ENSO-neutral, results in a reduction in ensemble spread and a warm/cold shift in the distribution, suggesting increased predictability of El Niño and La Niña. Following the logic in LK15, the presence of an ENSO cycle reduces spread by reducing the sensitivity of the tropical coupled system to noise-initiated perturbation growth. La Niña events appear more effective than El Niño at damping perturbation growth, particularly when a cold precursor is in the initial condition. Whether this is related to extreme El Niño events requiring the warm precursor versus La Niña not requiring the cold precursor is a topic worth further investigation. In other words, perhaps El Niño exhibits larger spread because extreme El Niño events can occur and increase the range of possibilities. According to Jin et al. (2008) , large root-mean-squared-errors are common for extreme El Niño forecasts because the individual members differ considerably in the amplitude of the event. Physically, La Niña may produce a smaller spread because once the thermocline outcrops in the eastern Pacific, further cooling is unlikely, whereas, downwelling associated with El Niño can continually warm the upper ocean. It is also possible that the smaller La Niña spread is somehow connected to the cold precursor propagating sooner than the warm precursor across the basin (Fig. 9) , potentially invoking the Bjerknes feedback sooner which maintains the SST signal. Another possibility is that state-dependent wind events (e.g., WWBs), are less prevalent during La Niña (Puy et al. 2016) , which would reduce the interference from errors induced by coupled instabilities as described in Larson and Kirtman (2017) . That said, despite the spread being smaller for La Niña, the ensemble mean El Niño signal is sufficiently large to yield a larger signal-to-noise-ratio than that for La Niña in both the March and September initialized ensembles. The results imply that El Niño is more predictable than La Niña in this model. Of course, model experiments are not without caveats. Despite observational support for the differing warm and cold precursor structures found here, one cannot assume that all models simulate the same subsurface temperature behavior. In addition, how much the precursor increases predictability depends on how sensitive the basic state of the model is to perturbations. Since the seasonal cycle varies slightly from model to model, so might the degree of reduction in ensemble spread when a precursor is introduced to the initial condition. A rapid 2-year ENSO cycle with year-to-year fluctuations between El Niño and La Niña may produce slightly different results compared the slower 4-year ENSO cycle here. That said, since the initial conditions used for real-time forecasts like those provided by the North American Multi-Model Ensemble (NMME; Kirtman et al. 2014 ) prediction system are based on one set of observationally-based fields, as long as a precursor is present, it would be surprising if the results qualitatively change. We show in the present study that even when a precursor is present 16 months prior (September-initialization), the results are consistent. Results will, however, be sensitive to how many coupled instability growth seasons occur throughout the forecast, which occurs in boreal summer in CCSM4 (LK15).
This study also does not address why only extreme El Niño requires a precursor and what details of the seasonal cycle are responsible for the different warm and cold precursor structures in February-March. For instance, the thermocline outcropping during La Niña may cap the amplitude for cold events, rendering the contribution of the precursor less important than for El Niño. Nevertheless, these topics all warrant further study. The unanticipated results show why fundamental predictability studies are essential to not only gain insight on predictability, but also help diagnose how ENSO behaves in coupled models.
The results here suggest that the ENSO signal helps to dampen the effects of atmospheric noise-induced perturbation growth. This is evidenced by a reduced spread compared to when the initial condition is ENSO-neutral, even when the precursor ensembles are initialized the previous September (16-month lead) instead of March (10-month lead). Nevertheless, the range of possibilities for an identically wind-forced preconditioned El Niño spans over 2.0 °C (Fig. 4a) , which is the difference between a weak warm event and an extreme El Niño. In fact, based on the CPC observational data mentioned above, the similarly (but not identically) preconditioned 2014 and 2015 March states precede November-January averaged Niño-3.4 SSTA of 0.6 °C (2014-2015) and 2.3 °C (2015--016), well within the 2.0 °C suggested by this study. Therefore, despite a reduced spread and increased predictability provided by the precursor, atmospheric noise-induced perturbation growth introduces enough uncertainty at longer lead-times to warrant caution in springtime forecasts of winter El Niño. Furthermore, this study compliments the general idea that stochastic variability is an important hinderer of predictability as discussed in the context of recent events in Menkes et al. (2014) , Min et al. (2015) , Hu and Fedorov (2016) , and Larson and Kirtman (2015a) and also emphasizes the importance of recognizing that our limits of predictability still hold, even when the precursor signal is robust.
