Symmetry in the Green's function for birth-death chains by Markowsky, Greg & Palacios, José Luis
Symmetry in the Green’s function for birth-death chains
Greg Markowsky
School of Mathematical Sciences
Monash University, Melbourne, Australia
and
Jose´ Luis Palacios
Department of Electrical and Computer Engineering
The University of New Mexico, Albuquerque, USA.
August 11, 2018
Abstract
A symmetric relation in the probabilistic Green’s function for birth-death chains is explored. Two proofs
are given, each of which makes use of the known symmetry of the Green’s functions in other contexts. The
first uses as primary tool the local time of Brownian motion, while the second uses the reciprocity principle
from electric network theory. We also show that the the second proof extends easily to cover birth-death chains
(a.k.a. state-dependent random walks) on trees.
1 Introduction
One of the most intriguing properties of the classical Green’s function GΩ for a domain Ω in Rn is symmetry:
GΩ(x, y) = GΩ(y, x). This was originally noted in the physical setting, but in relatively more recent years
the moniker ”Green’s function” has been adopted by probabilists in reference to the expected amount of time a
random process spends at a point. This is because, under appropriate conditions, the Green’s function in Rn can
be realized as
GΩ(x, y) =
∫ ∞
0
ρt(x, y)dt, (1)
where ρt(x, y) is the density at point y at time t of a Brownian motion starting at x and killed upon exiting Ω.
More generally, in probabilistic settings the Green’s function is generally taken to be density of the occupation
measure
µx(A) = Ex
∫ ∞
0
1A(Xt)dt (2)
when Xt is a continuous-time stochastic process (which is equivalent to (1) when Xt is Brownian motion), or
G(x, y) = Ex
∞∑
m=0
1{Xm=y} (3)
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when Xm is a discrete-time random process. It is difficult to find an intutive probabilistic reason for the symme-
try property exhibited by GΩ defined by (1) for general domains in Rn, and such a symmetry does not hold for
the Green’s functions (2) and (3) defined by more general processes. In this paper, we are interested in investi-
gating the symmetry property for a general class of discrete-time processes known as birth-death chains.
A birth-death chain Xm is a Markov chain taking values on the integers with the following transition probabili-
ties:
pnj =

rn if j = n+ 1
ln if j = n− 1
an if j = n
0 if |n− j| > 1 ,
(4)
with ln + rn + an = 1. In order to avoid a number of qualifying statements attached to our results, we
assume that rn, ln > 0 for all n; the methods applied below can easily be adapted to any special case under
investigation in which this does not hold. We allow the chain Xm to have absorbing states if desired, so that
there may be values A and/or B such that Xm is killed upon reaching A or B; to be precise, we set Xm = ∆,
where ∆ is a cemetery point, for all m ≥ τ = inf{m′ : Xm′ = A or B}, with τ taken to be ∞ on the set
{Xm′ 6= a or b for all m′ ≥ 0} or in the case in which absorbing states are not present. Again to reduce the
number of qualifying statements, we assume that if there are two such absorbing states then for any initial points
j, k of the walk we haveA < j, k < B, or if there is only one absorbing stateB then either j, k < B or j, k > B,
etc. We define the Green’s function G(x, y) as in (3) by
G(x, y) = Ex
τ∑
m=0
1{Xm=y}, (5)
the expected number of visits to y of the chain which starts at x before time τ . We will prove the following
theorem.
Theorem 1. Assume j < k. If the chain Xm is recurrent, then G(j, k) = G(k, j) = ∞, but if Xm is transient
then
G(j, k)
G(k, j)
=
rj . . . rk−1
lj+1 . . . lk
. (6)
Remark: It is interesting to note that the relation (6) is independent of the behavior of the chain at states n with
n < j or n > k, and holds whether or not absorbing states are present. It may also seem to be the case (and be
hard to believe) that the quantities an should play no role here; however this is a bit illusory since the relation
between aj and ak is in essence carried by the ratio
rj
lk
in (6), as is shown at the beginning of the next section.
We will give two proofs of Theorem 1. The first makes use of Brownian motion and its corresponding theory of
local time, and in the end depends upon the symmetry of the classical Green’s function for an interval in R. The
second makes use of electric network theory, and makes use of the symmetry property of voltages known as the
reciprocity principle (which can be translated to the symmetry of the classical Green’s function when voltages
are taken in domains in Rn). The next section contains these two proofs. The electric-networks proof extends
easily to the case of birth-death chains on trees, and the final section contains the necessary details on this, as
well as a few examples.
2
2 Proofs of Theorem 1.
Both proofs which are to be presented deal most naturally with the situation an = 0 for all n, so we begin by
showing why we may assume this. Let us suppose that the result holds whenever an = 0 for all n, and letXm be
an arbitrary chain (where the an’s are allowed to be nonzero). Define a new birth-death chain X˜m with transition
probabilities a˜n = 0, l˜n = lnln+rn , r˜n =
rn
ln+rn
. X˜m is simply the chain Xm but with the waiting times between
moves removed, and it follows that if G˜ is the Green’s function of X˜m then G(j, k) = 11−ak G˜(j, k); this is a
consequence of the fact that the expected time until first success of a Bernoulli trial with probability of success
p is 1p , so that the expected time for Xm to make a nontrivial move upon reaching state k is
1
1−ak . We then have
G(j, k)
G(k, j)
=
(1− aj)G˜(j, k)
(1− ak)G˜(k, j)
=
( 1− aj
1− ak
)( r˜j
l˜k
)( r˜j+1 . . . r˜k−1
l˜j+1 . . . l˜k−1
)
=
( 1− aj
1− ak
)( rj/(rj + lj)
lk/(rk + lk)
)(rj+1 . . . rk−1
lj+1 . . . lk−1
)
=
rj . . . rk−1
lj+1 . . . lk
,
(7)
where we have used 1−an = rn+ ln and r˜nl˜n =
rn
ln
. We may therefore assume an = 0 for all n in what follows,
and begin the proofs proper.
Brownian motion proof: In [Mar11] and [Mar12], a technique was given for realizing Xm as a Brownian motion
stopped at a certain sequence τ(m) of stopping times, and we now briefly discuss (a slightly modified version
of) the technique. Set x0 = 0, t0 = l0, and for n ≥ 1 set
tn :=
l0l1l2 . . . ln
r1r2 . . . rn
(8)
and xn =
∑n−1
j=0 tj . Set t−1 = −r0, for n ≤ −2 set
tn := −r0r−1r−2 . . . rn+1
l−1l−2 . . . ln+1
, (9)
and for n ≤ −1 set xn =
∑−1
j=n tj (note that xn < 0 when n < 0). Since the sequence {xn}∞n=−∞ is increasing
in n it converges on either side to upper and lower limits x−∞ and x
+
∞, one or both of which may be infinite.
Let Bt be a Brownian motion stopped at the first time τ(∆) it hits x−∞ or x
+
∞. Set A = ∪∞n=−∞{xn}. We
will be starting the Brownian motion at a point in A, and define the stopping times τ(m) recursively by setting
τ(0) = 0, and having defined τ(m) we let τ(m+ 1) = inft>τ(m){Bt ∈ A, Bt 6= Bτ(m)}. That is, the τ(m)’s
are the the successive hitting times of points in A. We see that the variables Bτ(0), Bτ(1), Bτ(2), . . . form a
random process taking values in A. Let φ : A −→ R be defined by φ(xn) = n. The strong Markov property
of Brownian motion and the formula for the exit distribution of Brownian motion from an interval imply that
φ(Bτ(0)), φ(Bτ(1)), φ(Bτ(2)), . . . is a realization of our birth-death chain ([Mar11]). We may therefore take
Xm = φ(Bτ(m)) in what follows. An important quantity for us will be the local time of Brownian motion,
which is the density of the occupation measure of Brownian motion with respect to Lebesgue measure. That is,
the local time Lxt satisfies
Lxt dx =
∫ t
0
1Bs∈dxds (10)
It is well known that Lxt exists and that
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Lxt = lim
ε−→0
1
2ε
∫ t
0
1|Bs−x|<εds (11)
almost surely. Formally, we write
Lxt =
∫ t
0
δx(Bs)ds (12)
in place of (11), where δx is the Dirac delta function. The local time provides a measure of the amount of time
that Brownian motion spends at a point, and perhaps not surprisingly we can make use of it in our study of the
number of visits that a birth-death chain makes to a given state. The following lemma appears in [Mar12], but
we include the short proof for the benefit of the reader.
Lemma 1. Suppose a < y, z < b. Let γ(a, b) = inft>0{Bt = a or b}. Then
Ez[L
y
γ(a,b)] =
(b− z)(y − a) + (z − a)(b− y)
b− a − |z − y|. (13)
Proof: Tanaka’s formula (see [Kle05] or [MR06]) states that
|Bt − y| = |B0 − y|+
∫ t
0
sgn(Bs − y)dBs + Lyt . (14)
The stochastic integral here is a martingale, and the optional stopping theorem can be applied. We find
Ez[L
y
γ(a,b)] = Ez|Bγ(a,b) − y| − |z − y| (15)
Since Pz(Bγ(a,b) = a) = b−zb−a and Pz(Bγ(a,b) = b) =
z−a
b−a , we see that Ez|Bγ(a,b) − y| = b−zb−a (y − a) +
z−a
b−a (b− y), and the result follows.
The formula (13) presents several features of interest. First, we note that Ez[L
y
γ(a,b)] = Ey[L
z
γ(a,b)], and this is
in fact a special case of the symmetry of the classical Green’s function, as the quantity Ey[Lzγ(a,b)] is equal to
G(a,b)(y, z) defined in (1). To see this formally, use the identity Ey[φ(Bt)] =
∫∞
−∞ φ(x)ρt(y, x)dx, and write
Ey[L
z
γ(a,b)] = Ey
∫ ∞
0
δz(Bt)dt =
∫ ∞
−∞
(∫ ∞
0
δz(x)dt
)
ρt(y, x)dx =
∫ ∞
0
ρt(y, z)dt, (16)
whereBt is Brownian motion killed upon leaving (a, b), and ρt is its corresponding density (these manipulations
can be made rigorous with little difficulty). The second noteworthy feature of (13) is that, when z and y coincide,
the formula (13) simplifies substantially toEz[Lzγ(a,b)] =
2(b−z)(z−a)
b−a . This expression will be important in what
follows.
Now, if we start our Brownian motion at xj then the total expected local time accumulated at xk before hitting
x−∞ or x
+
∞ is given by Exj [L
xk
γ(x−∞,x
+
∞)
]. However, if we condition on Bτ(m) = xk we see that the expected local
time accumulated at xk between times τ(m) and τ(m + 1) is Exk [L
xk
γ(xk−1,xk+1)
]. This is the amount of local
time accumulated by Bt at xk each time the birth-death chain φ(Bt) visits the point k. We therefore obtain
G(j, k) =
Exj [L
xk
γ(x−∞,x
+
∞)
]
Exk [L
xk
γ(xk−1,xk+1)
]
. (17)
4
Using xn − xn−1 = tn−1 and Lemma 1 we obtain
G(j, k)
2tk−1tk
tk−1 + tk
= G(j, k)Exk [L
xk
γ(xk−1,xk+1)
] = Exj [L
xk
γ(x−∞,x
+
∞)
] = Exk [L
xj
γ(x−∞,x
+
∞)
]
= G(k, j)Exj [L
xj
γ(xk−1,xk+1)
] = G(k, j)
2tj−1tj
tj−1 + tj
.
(18)
In order to simplify we will use the identity tntn′ =
ln′+1ln′+2...ln−1ln
rn′+1rn′+2...rn−1rn
, valid whenever n′ < n. We obtain
G(j, k)
G(k, j)
=
( tk−1 + tk
tj−1 + tj
)( tj−1tj
tk−1tk
)
=
( lj ...lk−1
rj ...rk−1
+
lj ...lk
rj ...rk
1 +
lj
rj
)(rj . . . rk−1
lj . . . lk−1
)(rj+1 . . . rk
lj+1 . . . lk
)
=
(rk + lk
rj + lj
)(rj . . . rk−1
lj+1 . . . lk
)
=
rj . . . rk−1
lj+1 . . . lk
,
(19)
where in the second equality we have divided top and bottom by tj−1 and in the final one we have used rk+ lk =
rj + lj = 1. This completes the proof. •
Electric preliminaries.
On a finite connected undirected graph G = (V,E) with |G| = n such that the edge between vertices i and j
is given a resistance rij (or equivalently, a conductance Cij = 1/rij), we can define the random walk on G as
the Markov chain Xn, n ≥ 0, that from its current vertex v jumps to the neighboring vertex w with probability
pvw = Cvw/C(v), where C(v) =
∑
w:w∼v Cvw, and w ∼ v means that w is a neighbor of v. There may be a
conductance Czz from a vertex z to itself, giving rise to a transition probability form z to itself (such as az from
the previous section), though the most studied case of these random walks, the simple random walk, excludes
the loops and considers all rij’s to be equal to 1.
The beginner’s handbook when studying random walks on graphs from the viewpoint of electric networks is
[DS84], which is both a mandatory reference in this area of research and a textbook suitable for undergraduate
students. We begin with a basic fact from that text which we state as a lemma. Consider a general random walk
on a finite graph, and let EaN bx be the expected number of times the vertex x is visited by the walk started at a
before it reaches b. Then we have
Lemma 2.
EaN
b
x = C(x)Vx, (20)
where Vx is the voltage at x when a battery is placed between a and b such that the current entering at a is 1
and the voltage at b is 0.
A crucial electrical result we need below is the reciprocity principle, a simple proof of which (based on the
superposition principle for electric networks) can be found in [PGDR14].
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Lemma 3. For any a, b, c ∈ G, if we set a battery between a and b so that a unit current enters a and exits at b
and the voltage at b is 0, then the value of the voltage at c is the same as the value of the voltage at a when we
disconnect the battery cable at a and reconnect it at c.
Electric Proof of the theorem. In [PT96] it was shown that every birth-and-death process on the integers can be
expressed as a random walk on the linear graph endowed with the conductances C0,0 = a0, C0,1 = r0, C−1,0 =
l0,
Czz =
{
az
r0r1···rz−1
l1l2···lz if z ≥ 1
az
l0l−1···lz+1
r−1r−2···rz if z ≤ −1 ,
and
Cz,z+1 =
{
r0r1···rz
l1l2···lz if z ≥ 1
l0l−1···lz+1
r−1r−2···rz+1 if z ≤ −2.
Some algebra yields
C(z) =

r0···rz−1
l1···lz if z ≥ 1
1 if z = 0
l0···lz+1
r−1···rz if z ≤ −1.
Now if for the birth-and-death process we look at the problem of finding G(x, y) = Ex
τ∑
m=0
1{Xm=y}, where
τ = inf{n : Xm ∈ {a, b}}, and a < x < y < b, by lemma 2 this is equivalent to finding the product C(y)V (y),
where V (y) is the voltage at y when we inject a unit current at x and establish a zero voltage at both vertices a
and b, and where C(y) is the total conductance emanating from y. By the reciprocity principle we have
V (y) = V
′
(x),
where V
′
(x) is the voltage at x when we inject a unit current at y and keep a zero voltage al a and b. Or
equivalently,
G(x, y)
G(y, x)
=
C(y)
C(x)
. (21)
Now, the closed form expressions for C(z) given above allow us to express (21) as
C(y)
C(x)
=
rx · · · ry−1
lx+1 · · · ly ,
thus proving (6). •
It should be noted that (21) holds for a general graph endowed with arbitrary conductances, and this will allow
us to extend our results to birth-death chains on arbitrary trees in the next section.
3 Green’s functions for birth-death chains on trees
Consider a birth-death chain on a tree, that is, a Markov chain where the transitions occur from a given vertex of
a (possibly infinite) tree either to itself or to any neighboring vertex in the tree. Consider a finite subtree T of the
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given tree and let I and L be the sets of interior points and leaves, respectively, of T . Take x, y ∈ I and define
G(x, y) as in (5) except that now we take
τ = inf{m : Xm ∈ L}.
We look again at the problem of expressing the quotient
G(j, k)
G(k, j)
in terms of the transition probabilities, as in
(6), and for that purpose we will use (21) and the fact that any birth-death chain on a finite tree is expressible
as a random walk on the underlying tree endowed with appropriate conductances found with a simple algorithm
essentially equal to the one found in [PQ15], that we present here for completeness:
1. Look at the subtree T of the original tree Tˆ , and delete all transition probabilities p(i, j), where i ∈ Tˆ − T ,
j ∈ L, as well as those where i ∈ L, j ∈ T .
2. Take any vertex v ∈ V of the tree as the root, and consider any u ∼ v. Assign an arbitrary (positive) value to
Cvu.
3. Obtain the conductance Cvv and all conductances Cvw where w is a neighbor of v as
Cvw =
Cvup(v, w)
p(v, u)
, w ∼ v; Cvv = Cvup(v, v)
p(v, u)
. (22)
4. Taking v as the root, traverse the vertices of the tree using Breadth First Search (BFS). Every time a vertex not
previously visited is reached, only one of its adjacent conductances has being assigned. Take this conductance
as the Cvu used in step 2 to obtain all other adjacent ones.
The fact that the procedure works, that is, the fact that we can recover the transition probabilities from the
conductances can be checked easily since
C(v) =
∑
w
Cvw =
Cvu
p(v, u)
, (23)
and then the motion of the random walk from v to w is dictated by
Cvw
C(v)
=
Cvup(v, w)
p(v, u)
p(v, u)
Cvu
= p(v, w),
when v ∼ w and
Cvv
C(v)
=
Cuvp(v, v)
p(v, u)
p(v, u)
Cvu
= p(v, v),
as desired. This procedure stops when all leaves, and thus all vertices, have been visited. Now we can prove the
following generalization of formula (6)
Theorem 2. Let the unique path between j and k be determined by the vertices v1, . . . , vk, so that j ∼ v1,
vi ∼ vi+1, for 1 ≤ i ≤ k − 1, and vk ∼ k. Then
G(j, k)
G(k, j)
=
p(j, v1)p(v1, v2) · · · p(vk−1, vk)p(vk, k)
p(k, vk)p(vk, vk−1) · · · p(v2, v1)p(v1, j) (24)
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Proof. Assume first that j ∼ k. We start the algorithm assigning Cjk = 1. Then, by (23) we have C(j) =
Cjk
p(j,k) =
1
p(j,k) and C(k) =
Ckj
p(k,j) =
1
p(k,j) . Then (21) implies
G(j, k)
G(k, j)
=
C(k)
C(j)
=
p(j, k)
p(k, j)
.
Assume now that j, v1, k is the unique path between j and k. Again, we start the algorithm assigning Cjk = 1.
Then, by (23) we have C(j) = Cjv1p(j,v1) =
1
p(j,v1)
. Now C(k) = Ckv1p(k,v1) =
Cv1k
p(k,v1)
, and using (22) in order to
write Cv1k in terms of Cv1j we obtain
C(k) =
Cv1jp(v1k)
p(k, v1)p(v1, j)
=
p(v1, k)
p(k, v1)p(v1, j)
.
Again by (21) we get
G(j, k)
G(k, j)
=
C(k)
C(j)
=
p(j, v1)p(v1, k)
p(k, v1)p(v1, j)
.
It should be clear how to proceed by induction using (22) and (23). •
Notice that the value of G(j,k)G(k,j) does not depend explicitly on the number of branching points between j and k,
or the number of leaves of the tree, and its computation does not require to know the values of the conductances,
only the transitions of going from j to k through the unique path and vice versa.
Example: Assume the subtree T in question is given in Figure 1. Then, for instance
G(2, 4)
G(4, 2)
=
p(2, 3)p(3, 4)
p(4, 3)p(3, 2)
=
36
5
.
1 2 3
4 5
6
1/5 1/4
1/6
1/2 1/4
1/3
1/5
3/5
1/8 3/8 2/3
1/4
1/6
1/3
1/2
1/6
1/2
1/6
1/2
1/8
1/4
1/3
Figure 1: The subtree
Remark: The Brownian motion proof given in Section 2 does not seem to apply to Theorem 2.
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