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 In this paper, a modified procedure based on the residual power series 
method (RPSM) was implemented to achieve approximate solution with 
high degree of accuracy for a system of multi-pantograph type delay 
differential equations (DDEs). This modified procedure is considered as a 
hybrid technique used to improve the curacy of the standard RPSM by 
combining the RPSM, Laplace transform and Pade approximant to be a 
powerful technique that can be solve the problems directly without large 
computational work, also even enlarge domain and leads to very accurate 
solutions or gives the exact solutions which is consider the best advantage of 
this technique. Some numerical applications are illustrated and numerical 
results are provided to prove the validity and the ability of this technique for 
this type of important differential equation that appears in different 
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In this study, the following system of multi-pantograph type DDEs will be considered. 
 
𝑢′1(𝑡) = 𝛽1𝑢1(𝑡) + 𝑓1(𝑡, 𝑢1(𝛼11𝑡), 𝑢2(𝛼11𝑡), … , 𝑢𝑛(𝛼11𝑡)) 
𝑢′2(𝑡) = 𝛽2𝑢2(𝑡) + 𝑓2(𝑡, 𝑢1(𝛼21𝑡), 𝑢2(𝛼21𝑡), … , 𝑢𝑛(𝛼21𝑡)) (1) 
 
Subject to the following initial conditions  
 
𝑢𝑖(𝑡0) = 𝑢𝑖, 𝑡0  < 𝑡   ≤ 𝑇 
 
where, 𝛽𝑖 , 𝑢𝑖 are finite constant, 𝑓𝑖, are analytical functions such that 
 
0 < 𝛼𝑖𝑗    ≤ 1, 𝛼𝑖𝑗 = 1,2, … , 𝑛. 
 
and 𝑢𝑖(𝑡), 𝑖 = 1,2, … , 𝑛.  are unknown functions that will be determined. In recent years, numerous 
numerical and approximate analytical studies related to the delay differential equations (DDEs) have been 
appeared especially the multi-pantograph type DDEs which is an important types of DDEs that appears in 
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various applications of engineering and branches of applied science such as electronic systems, population 
dynamics, dynamical systems, quantum mechanics. Obtaining analytical solutions of these kinds of DDEs are 
generally difficult. Therefore, in literature, many powerful and effective numerical procedures are used to 
approximate the solutions of multi-pantograph DDEs, for examples, optimal homotopy asymptotic method 
(OHAM) and its modifications are used to obtain approximate solutions for multi-pantograph time DDEs  
[1]–[7]. A domain decomposition method (ADM), differential transformation method (DTM) are also 
another approaches which they employed to solve multi-pantograph equations [8]. A collocation method is 
also one of the methods which is employed to find an approximate solution of a system of multi pantograph 
type delay differential [9]. Moreover, a number of solution methods have been proposed and employed for 
the approximate solutions of multi-pantograph type DDEs [10]–[13]. Mathematical modeling of physical-
world phenomena leads to linear or nonlinear ordinary or partial differential equations in different branches 
of applied science and engineering. It is well-known that the solution of the nonlinear one is not easy either 
numerically or theoretically and even more difficult to establish a real model for the nonlinear problem. 
Therefore, a researcher has put their efforts and attention to develop and construct analytical and numerical 
methods to study and analyze the solution of the differential equations trying to provide highly accurate 
solution which is closed form to the analytic solution or give it. 
The residual power series method (RPSM) is one of an effective and easy power series procedure 
which was used in a large scale in the last few years for various forms of strongly linear and nonlinear 
differential equations and fractional differential equations without any limitations or restrictions such as 
linearization, discretization and perturbation [14]–[20]. Also, it has been successfully employed to handle the 
numerical solution of a highly nonlinear singular Lane-Emden equation type [21]. The fundamental 
motivation of this paper is based on improving the accuracy of the RPSM using an alternative procedure for 
the first time that modify the series solution of the RPSM throughout using the Laplace transformation to the 
truncated RPSM solution then convert the transformed series into a meromorphic function by using Pade 
approximants, lastly, we apply the inverse of the Laplace transformation to get the required solution of the 
given problem. This method is easy, and does not requires big efforts to achieve accurate results with high 
performance. 
The rest of this paper is arranged as follows. Section 2 is conducted to illustrate the fundamental 
concept of the RPSM along with the method analysis besides to preliminary of the Pade approximants. In 
section 3 numerical examples are given to prove the capacity of the discussed procedure by comparing the 
results which indicate that only a few terms are required to deduce the exact solutions. Finally, conclusions of 
this work are formulated in the last section. 
 
 
2. RESEARCH METHOD  
2.1.  Residual power series method (RPSM) 
The aim of this part is to give an overview and some properties of the RPSM procedure, which will 
be employed in order to get series solution of a system of multi-pantograph type DDEs [22]–[24]. The RPSM 
provide us the solutions of the given system in a form of power series expansion about the initial point 𝑡 = 𝑡0 
to receive our objective, we assume the solutions in the form of (3): 
 
𝑢𝑖(𝑡) = ∑ 𝑢𝑖,𝑚(𝑡), 𝑖 = 1,2, …𝑛,
∞
𝑚=0  (3) 
 
where 𝑢𝑖,𝑚(𝑡) are the order of approximations such that 𝑢𝑖,𝑚(𝑡) = 𝑐𝑖,𝑚(𝑡 − 𝑡0)
𝑚. Then, by substituting the 
initial guesses 𝑢𝑖,0(𝑡0) = 𝑢𝑖
(𝑚)(𝑡0) = 𝑐𝑖,0, which are the initial conditions (2), using 𝑚 = 0, into  
𝑢𝑖(𝑡), 𝑖 = 1,2, yield to the approximate solution for the system of multi-pantograph equations  
𝑢𝑖(𝑡) = 𝑢𝑖,0(𝑡0) + ∑ 𝑢𝑖,𝑚(𝑡), 𝑖 = 1,2, … 𝑛,
∞
𝑚=0  whereas 𝑢𝑖,𝑚(𝑡) for 𝑚 = 1,2, … , 𝑘, can be obtained from the 
following kth-truncated series. 
 
𝑢𝑖,𝑘(𝑡) = ∑ 𝑐𝑖,𝑚(𝑡 − 𝑡0)
𝑚, 𝑖 = 1,2, … 𝑛,𝑘𝑚=0   (4) 
 
To use the RPSM, we write the system of (1) and (2) in the form given: 
 
𝑢′1(𝑡) − 𝛽1𝑢𝑖(𝑡) − 𝑓1(𝑡, 𝑢1(𝛼𝑖1𝑡), 𝑢2(𝛼𝑖2𝑡), … , 𝑢𝑛(𝛼𝑖𝑛𝑡)) 
𝑢′2(𝑡) − 𝛽2𝑢𝑖(𝑡) − 𝑓2(𝑡, 𝑢1(𝛼𝑖1𝑡), 𝑢2(𝛼𝑖2𝑡), … , 𝑢𝑛(𝛼𝑖𝑛𝑡)) (5) 
 
The kth and the ∞th residual functions are given respectively, in the following manner 
 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
 A new approach for solving multi-pantograph type delay differential equations (Nidal Anakira) 
1861 
ℛ𝑒𝑠𝑖








𝑘(𝑡) =𝑢′𝑖(𝑡) − 𝛽𝑖𝑢𝑖(𝑡) − 
𝑓𝑖(𝑡, 𝑢1(𝛼𝑖1𝑡), 𝑢2(𝛼𝑖2𝑡), … , 𝑢𝑛(𝛼𝑖𝑛𝑡), 𝑖 = 1,2, … , 𝑛  (7) 
 
Clearly, we see that ℛ𝑒𝑠𝑖









𝑘(𝑡0) = 0,𝑚 = 1,2,… , 𝑘, which is a fundamental rule in the RPSM 








𝑘(𝑡0) = 0, 𝑖 = 1,2, … , 𝑛, 𝑘 = 1,2, …  .  
Then by substituting the k'th-truncated series 𝑢𝑖,𝑘(𝑡) into (6) we get 
 
ℛ𝑒𝑠𝑖
𝑘(𝑡) = ∑ 𝑚𝑐𝑖,𝑚(𝑡 − 𝑡0)
𝑚−1𝑘
𝑚=1   
−𝛽𝑖 ∑ 𝑐𝑖,𝑚(𝑡 − 𝑡0)
𝑚 − 𝑓𝑖(𝑡, ∑ 𝑐1𝑚
𝑘
𝑚=0 (𝛼𝑖1𝑡 − 𝑡0)
𝑚,𝑘𝑚=0   
∑ 𝑐2𝑚
𝑘
𝑚=0 (𝛼𝑖2𝑡 − 𝑡0)
𝑚, … , ∑ 𝑐𝑛,𝑚
𝑘
𝑚=0 (𝛼𝑖𝑛𝑡 − 𝑡0)
𝑚, 𝑖 = 1,2, … , 𝑛   (8) 
 
Hence, depend on ℛ𝑒𝑠𝑖
1(𝑡0) = 0, 𝑖 = 1,2, … , 𝑛. Using 𝑡 = 𝑡0 = 0 and 𝑘 = 1 into (8) yields to 
 
𝑐𝑖,1 = 𝛽𝑖𝑐𝑖,0 + 𝑓𝑖(𝑡0, 𝑐1,0, 𝑐2,0, … , 𝑐𝑛,0) = 𝛽𝑖𝑢𝑖,0 + 𝑓𝑖(0, ?̅?𝑖,0), 𝑖 = 1,2,… , 𝑛  (9) 
 
where 𝑓𝑖(0, ?̅?𝑖,0) = 𝑓𝑖(0, 𝑢1,0, 𝑢2,0, … , 𝑢𝑛,0). Using (4), the first approximate solutions of the system (1) and 
(2) will be written in the following form (10). 
 
𝑢𝑖,1(𝑡) = 𝑢𝑖,0 + (𝛽𝑖𝑢𝑖,0 + 𝑓𝑖(0, ?̅?𝑖,0)) (𝑡 − 𝑡0), 𝑖 = 1,2, … , 𝑛  (10) 
 
The second-order approximate solutions can be obtained by using 𝑘 = 2 and 𝑡0 = 0 such that  
  𝑢𝑖,2(𝑡) = ∑ 𝑐𝑖,𝑚𝑡














𝑚𝑡𝑚, … , ∑ 𝑐𝑛,𝑚𝛼𝑖𝑛
𝑚𝑡𝑚)), 𝑖 = 1,2, … , 𝑛 2𝑚=0   
2
𝑚=0  (11) 
 


















𝑚𝑡𝑚, … , ∑ 𝑐𝑛,𝑚𝛼𝑖𝑛




𝑚=0  (12) 
 
Therefore, the second approximate solutions will be (13), 
 
𝑢𝑖,2 = 𝑢𝑖,0 + (𝛽𝑖𝑢𝑖,0 + 𝑓𝑖(0, ?̅?𝑖,0)) (𝑡 − 𝑡0) + 
1
2
(𝛽𝑖𝑐𝑖,1 + 𝑔𝑖(0, ?̅?𝑖,1)(𝑡 − 𝑡0)
2, 𝑖 = 1,2, … , 𝑛  (13) 
 





𝑚𝑡𝑚, … , ∑ 𝑐𝑛,𝑚𝛼𝑖𝑛







𝑐𝑖,1, are given in (9) for 𝑖 = 1, 2, … , 𝑛. We follow the same procedure to generate a sequence of approximate 
solutions 𝑢𝑖,𝑘(𝑡) for the system (1) and (2) Furthermore, high accuracy can be achieved by increasing the 
order of the approximations. For this regards, we let ℛ𝑒𝑚𝑖
𝑘(𝑡) to denote the difference between 𝑢𝑖(𝑡)and its 
𝑘𝑡ℎ Taylor polynomial, that is, here the functions ℛ𝑒𝑚𝑖









𝑚 ∞𝑚=𝑘+1 , 𝑖 = 1,2, … , 𝑛  (14) 
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2.2.  Pad?̀? approximation  










where 𝑃𝐿(𝑡) and 𝑄𝑀(𝑡) are polynomials of degrees at most 𝐿 and 𝑀, respectively. The general form of the 
power series is 
 
𝑢(𝑡) = ∑ 𝑎𝑖𝑡
𝑖∞
𝑖=1 .  
 





= 𝑂(𝑡𝐿+𝑀+1) (15) 
 
when the fraction of the numerator and denominator 
𝑃𝐿(𝑡)
𝑄𝑀(𝑡)
 is multiplying by a nonzero constant the fractional 
values remain unchanged, then we can define the normalization condition as (16): 
 
𝑄𝑀(0) = 1 (16) 
 




PL(t) = p0 + p1t + p2t
2 +⋯+ pLt
L




Then, by (16) and (17), we can multiply (15) by QM(t), to linearizes the coefficient equations. We can write 







aL+1 + aLq1 +⋯+ aL−M+1qM = 0
aL+2 + aL+1q1 +⋯+ aL−M+2qM = 0
.
.
aL+M + aL+M−1q1 +⋯+ aLqM = 0
 
    (18) 
 
To obtain the solutions of these equations, we begin with (18), which is consider as a set of linear 
equations for all of the unknown q′s. Once the q′s are known, then (19) gives an explicit formula for the 
unknown p′s, which complete the solution. If (18) and (19) are non-singular, then we may solve them direct 
and we obtain (21) [23], where (21) holds, and if the lower index on a sum exceeds the upper, the sum is 








a0 + a0q1 = p1
a2 + a1q1 + a0q2 = p2
.
.
aL + aL−1q1 +⋯+ a0qL = pL
 












aL−M+1                                      aL−M+2                    ⋯                   aL+1
.                .                  .
.               .                  .
     aL                                                                     aL+1                                   ⋯                                    aL+M
∑ aj−Mx
j Lj=M                             ∑ aj−M+1x
jL













aL−M+1                                      aL−M+2                    ⋯                   aL+1
.                .                  .
.               .                  .
     aL                                                                       aL+1                                        ⋯                           aL+M






    (20) 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
 A new approach for solving multi-pantograph type delay differential equations (Nidal Anakira) 
1863 
Therefore, the Pade approximants diagonal matrix of different order can be obtained using Mathematica 
software or like MATLAB and son. 
 
 
3. RESULTS AND DISCUSSION  
3.1.  Example 1  
The following system of multi-pantograph type delay differential equations considered [21]. 
 
u1
′(t) − u1(t) + u2(t) − u1 (
t
2
) = g1(t),  
u2(t) + u1(t) + u2(t) + u2 (
t
2
) = g2(t)  (21) 
 












To solve this system by using RPSM, we start with the initial conditions u1,0 = 1 and u2,0 = 1, as 
an initial guesses, then, we consider the kth-truncated series solutions of u1,k(t) and u2,k(t) in form (24): 
 
𝑢1,𝑘(𝑡) = ∑ 𝑐1,𝑚𝑡




3 +⋯ , 𝑐1,𝑘𝑡
𝑘,  
𝑢2,𝑘(𝑡) = ∑ 𝑐2,𝑚𝑡




3 +⋯ , 𝑐2,𝑘𝑡
𝑘  (24) 
 





𝑘(𝑡) = ∑ 𝑚𝑐1,𝑚𝑡









)𝑚 − 𝑒−𝑡 + 𝑒
𝑡
2,𝑘𝑚=0   
𝑅𝑒𝑠2













)𝑚 − 𝑒𝑡 + 𝑒−
𝑡
2,𝑘𝑚=0  (25) 
 
The first-order approximation solution 𝑢1,1(𝑡) = 1 − 𝑡 and 𝑢2,1(𝑡) = 𝑡 can be obtained based on the 
above residual function by using k=1 to get 
 
𝑅𝑒𝑠1
1(𝑡) = 𝑐1,1 + (𝑐2,1 −
3
2
𝑐1,1) 𝑡 − 𝑒
−𝑡 + 𝑒
𝑡
2 − 1  
𝑅𝑒𝑠2
1(𝑡) = 𝑐2,1 + (𝑐1,1 +
3
2
𝑐1,1) 𝑡 − 𝑒
−
𝑡
2 − 𝑒−𝑡 + 3  (26) 
 








1(0) = 0, we have 𝑐1,1 = 1 and 𝑐2,2 = −1, which yields to the 
first order approximate solution 𝑢1,1 = 1 + 𝑡 and 𝑢2,1 = 1 − 𝑡. The values of the coefficients 𝑐1,2 and 𝑐2,2 can 
be found by differentiate both sides of (25) with respect to t when k=2 and then substituting t=0 to be 𝑐1,2 =
1
2
 and 𝑐2,2 = −
1
2
 to obtain the following second order approximate solution 𝑢1,2 = 1 + 𝑡 +
1
2




𝑡. By follow the same proceeder, the 5th order approximate solutions for the given system become 
 































−⋯   (27) 
 
which leads to the analytic form of the solution in the limit of infinity terms of the order of the 
approximation. To improve the efficiency of the solutions procedure and get high accuracy we will use an 
effective and powerful modification based on RPSM truncated series solutions by employing the Laplace 
transform to the first four terms of (27) to obtain. 
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, yields  
 
𝐿{𝑢1,5(𝑡)} = 𝑧 + 𝑧
2 + 𝑧3 + 𝑧4, 𝐿{𝑢1,5(𝑡)} = 𝑧 − 𝑧
2 + 𝑧3 − 𝑧4  (29) 
 












   (30) 
 
Noting that 𝑧 =
1
𝑠





−𝑡  (31) 
 
which is the exact form of the above system. 
 
3.2.  Example 2 
Consider the following nonlinear system of multi-pantograph type delay equation [21]. 
 
𝑢1


























)  (32) 
 
Subject to given initial conditions  
 
𝑢1(0) = 1,     𝑢2(0) = 0  (33) 
 
To obtain the approximate solution using 𝑅𝑃𝑆𝑀, we will start with the initial conditions 
 
𝑢1,0(𝑡) = 1,    𝑢2,0(𝑡) = 0  (34) 
 
The kth-truncated series formula (3) for this example by using (17) is 
 
𝑢1,𝑘(𝑡) = ∑ 𝑐1,𝑚𝑡




3 +⋯ , 𝑐1,𝑘𝑡
𝑘,  
𝑢2,𝑘(𝑡) = ∑ 𝑐2,𝑚𝑡




3 +⋯ , 𝑐2,𝑘𝑡
𝑘  (35) 
 
whereas the kth residual function𝑅𝑒𝑠𝑖
𝑘(𝑡), where 𝑖 =  1, 2, is 
 
𝑅𝑒𝑠1
𝑘(𝑡) = ∑ 𝑚𝑐1,𝑚𝑡
𝑚−1 + ∑ 𝑐1,𝑚𝑡





















)𝑚,𝑘𝑚=0   
𝑅𝑒𝑠2
𝑘(𝑡) = ∑ 𝑚𝑐2,𝑚𝑡











2  (36) 
 
when 𝑘 =  1, we get the first order RPS approximate solution𝑢1,1(𝑡) = 1 − 𝑡 and 𝑢2,1(𝑡) = 𝑡. The 2nd 
orderRPS approximate solution can be obtained by differentiate (36) and using 𝑡 =  0,𝑐1,0 = 1 and 
 𝑐2,0 = 0. We follow the same procedure up to the k




𝑘(0) = 0); 
 𝑖 =  1, 2,10𝑡ℎ order approximate solution is 
 




























  (37) 
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which leads to the analytic form of the solution in the limit of infinity terms of the order of the 
approximation. To improve the efficiency of the solutions procedure and get high accuracy we will use an 
effective and powerful modification based on RPSM truncated series solutions by employing the Laplace 

































  (38) 
 
For the simplicity purpose, let 𝑠 =
1
𝑧
, yields to 
 
𝐿{𝑢1,5(𝑡)} = 𝑧 − 𝑧
2 + 2𝑧4 − 4𝑧5 + 4𝑧6  
𝐿{𝑢1,5(𝑡)} = 𝑧
2 + 𝑧4 − 𝑧6 + 𝑧8 + 𝑧10  (39) 
 
















, and by using the inverse of the Laplace transform to obtain 
 
𝑢1(𝑡) = 𝑒
−𝑡 cos( 𝑡) 
𝑢2(𝑡) = sin 𝑡, (41) 
 
which is the exact form of the above system. 
 
3.3.  Example 3  
Consider the nonlinear system of multi-pantograph type delay equation [21]. 
 
𝑢1
′(𝑡) = 2𝑢2 (
𝑡
2











′(𝑡) = 𝑢2(𝑡) − 𝑢1(𝑡) − 𝑡𝑐𝑜𝑠𝑡  (42) 
 
Subject to the given initial conditions. 
 
𝑢1(0) = −1  𝑢2(0) = 0  𝑢3(0) = 0  (43) 
 
To obtain the approximate solution using RPSM, we start with the initial approximation  
𝑢1,0(0) = −1  𝑢2,0(0) = 0   𝑢3,0(0) = 0. Then we follow the same procedure which applied in the previous 
examples, to obtain the following truncated RPS series approximation 
 
𝑢1,𝑘(𝑡) = ∑ 𝑐1,𝑚𝑡
















𝑢2,𝑘(𝑡) = ∑ 𝑐2,𝑚𝑡
𝑚𝑘













𝑢3,𝑘(𝑡) = ∑ 𝑐3,𝑚𝑡
𝑚𝑘












+⋯,  (44) 
 
which leads to the analytic form of the solution in the limit of infinity terms of the order of the 
approximation. To improve the efficiency of the solutions procedure and get high accuracy we will use an 
effective and powerful modification based on RPSM truncated series solutions by employing the Laplace 

















































  (45) 
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9 + 𝑧7 − 𝑧5 + 𝑧3 − 𝑧, 
𝐿{𝑢2,5(𝑡)} = 9𝑧
10 − 7𝑧8 + 5𝑧6 − 3𝑧4 + 𝑧2, 
𝐿{𝑢3,5(𝑡)} = 𝑧
10 − 𝑧8 + 𝑧6 − 𝑧4 + 𝑧2  (46) 
 
















   (47) 
 
In (47) recalling that 𝑧 =
1
𝑠
, and then applying the inverse Laplace transform to obtain 
 
𝑢1(𝑡) = −𝑐𝑜𝑠(𝑡) 
𝑢2(𝑡) = 𝑡𝑐𝑜𝑠(𝑡) 
𝑢3(𝑡) = 𝑠𝑖𝑛(𝑡)  (48) 
 
which is the exact form of the above system. From the numerical results obtained, we saw that the proposed 
procedure provides us high accurate solutions closed to the exact one. This can be obtained by using a few 
numbers of iterations of the standard RPSM solutions, this advantage overcomes the difficulties that its need 
to compute more iterations to get more accurate solutions to improve efficiency of the standard RPSM that is 












Figure 2. Absolute errors related to (a) 𝑢1(𝑡) and (b) 𝑢2(𝑡) of example 2 
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Figure 3. Absolute errors related to (a) 𝑢1(𝑡) and (b) 𝑢2(𝑡) of example 1, and (c) 𝑢3(𝑡) of example 3 
 
 
4. CONCLUSION  
In this research study, a new procedure based on the RPSM was proposed to solve system of  
multi-pantograph type DDEs. This procedure is effective, reliable and has a distinct advantage over the other 
methods represented by it is valid for the strongly nonlinear problems. It has been shown throughout the 
illustration examples and the comparison with of the numerical results reported in the literature that the 
MRPSM procedure has the sufficient to obtain the exact analytical solution using only few terms of the 
RPSM truncated series solution. This leads to conclude that this procedure is a powerful approach and a 
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