Abstract. In this paper, within the specific framework of an intrinsic calculus of variations on laws of semi-martingales, which is based on information flows preserving perturbations, we investigate least action principles associated to average preserving variation processes. The associated Euler-Lagrange conditions, which we obtain, exhibit a deterministic process aside the canonical martingale term. In particular, taking specific action functionals, we have that critical processes with respect to those variations encompass specific laws of continuous semi-martingales whose drift characteristic is integrable with independent increments. Then, we relate critical processes of classical cost functions to a specific class of forward-backward systems.
Introduction
The activity around optimization of functionals over sets of laws of semi-martingales, and around least action principles in stochastic frameworks, covers a wide range of various applications (among many see [3] , [4] , [13] , [14] , [15] , [17] , [21] , [30] , [32] , [37] , [40] , [41] , [44] ). This paper focusses on optimization of functionals depending explicitly on characteristics of laws of semi-martingales. It applies a calculus of variations based on information flows preserving maps, which we called intrinsic (see [31] ) ; we use the term information flows within the terminology of [16] p. 39 .
One motivation in these problems stands on connections to the so-called Schrödinger problem (see [42] ), whose entropic extensions have been related to optimal transport (see [33] ). As it is well known, a celebrated formula of Föllmer shows that Schrödinger's original problem can be equivalently interpreted as an action functional minimization (see [24] ). The latter depends explicitly on characteristics of specific laws of semi-martingales. Therefore, to extend the original problem, instead of using its entropic formulation, one may on the contrary use the properties of those processes stemming from the action formulation ; for instance see the semi-martingale optimal transportation problems of [44] . Works in the line of [46] have shown that the so-called Schrödinger bridges can be used efficiently as a paradigm to perform a specific deformation of mathematical tools of classical mechanics (see [47] ). Due to the specific structure of the Schrödinger problem, which stimulates this approach, this must be distinguished of the works in the line of [8] . As pointed out in [30] , to develop this theory in a canonical framework, a key tool is the mathematical version of the so called least action principle, originated from physics (see [1] , [5] , [29] , [26] ). This requires to extend the classical calculus of variations to this specific framework. Since the functionals of interest depend explicitly on characteristics of laws of semi-martingales, this emphasizes a feature which is specific to stochastic frameworks. Namely, the regularity of characteristics along specific transports of measure. This provides a certain geometric point of view on the so-called innovation conjecture of filtering (see [2] , [6] , [28] ). From this, and due to the fact that this theory is aimed to encompass both Schrödinger Bridges, and probabilities concentrated on paths ruled by equations of classical mechanics, whose laws are not absolutely continuous with respect to the Wiener measure, it is not related to quasi-invariance issues ; it is related to information flows invariance issues. With other words, the stochastic calculus of variation of Malliavin must be completed by another one on the set of laws of stochastic processes, to handle this specific task. This is achieved in [31] where a construction is provided, which is essentially based on information flows preserving maps. It provides compact statements, with the economy of putting much light on the mysterious Tsirelson's counter-example (see [45] ). As it is developed on the canonical space, it is not conditioned on the choice of a stochastic basis, where a specific model would be considered ; we call it intrinsic.
In this paper, within the specific framework introduced in [31] , we investigate the dynamic of critical points to variational problems of the form
under average preserving variations. The aim is to apply [31] to obtain, within this specific framework, Euler-Lagrange conditions which, up to some negligible sets, are of the form
where (N ν t ) is a càd-làg (F ν t )−martingale, and where (A ν t ) is deterministic. Taking specific cost functions, this yields informations on laws of semi-martingale whose drift characteristic is an integrable process with independent increments.
The notation and framework are essentially those of [31] ; we refer to the latter for a clear introduction of those specific tools of stochastic analysis, recalled in Section 1, which we are applying here. Similarly to [31] Subsequently, we refer to (v ν t ) (resp. (α ν t )) as the drift (resp. dispersion) characteristics of ν. Depending on the context, we may chose a version of (v ν t ) which is either predicable or optional (see [19] ). At any rate, both characteristics are assumed to be measurable processes. In the whole paper, using a standard terminology (see [19] , [20] ), we call càd-làg the right-continuous functions with left limits ; we also refer to [22] for an introduction on martingale theory.
The structure of this paper is the following. In Section 1, we introduce the notation, used in the whole paper. In Section 2 we recall specific tools, essentially those of [31] . It fixes the specific framework of this paper. One of the specificities is to perform a calculus of variations essentially based on information flows preserving maps. In Section 3, we introduce average preserving variation processes, and investigate those of their properties which we use subsequently. It enables us to establish, in Section 4, an average preserving least action principle. In Section 5, we relate critical points of the average preserving least action principle, to a specific class of forward-backwards systems (for instance see [38] ). We also provide an explicit example based on stochastic differential equations (see [27] ).
Notation
with the norm |.| W of uniform convergence, whose related Borel sigma-field is denoted by B(W ).
The set of Borel probabilities on W is denoted by
η−completion of the Borel sigma-field. The Cameron-Martin space H is defined by
Recall that it is turned into a Hilbert space with product
for all h, k ∈ H ; |h| H := √ < h, h > H . This space plays a key role in stochastic analysis (see [11] , [12] , [39] ). However in view of establishing least action principles, its vector subspace
will play a major role.
Recall on intrinsic calculus of variations on S
) the set which is obtained by identifying
, the filtration (G U t ) generated by U is the η−usual augmentation of the filtration (σ(f s , s ≤ t)) t∈[0,1] , for any (and then all) measurable f : W → W whose η− equivalence class is U , where
We denote by (F η t ), the η−usual augmentation of the filtration generated by the evaluation process on (W,
since (F η t ) satisfies the usual conditions, it is equivalent to f s is F η s −measurable, for all s ∈ [0, 1], for any (and then all) measurable f : W → W , whose η−equivalence class is U ; we denoted 
I W denoting the identity map on W , and U ⋆ η denoting the direct image (push-forward) of η by U ; we call U the inverse of U . We refer to Section 1.3. of [31] for a much complete exposition on this topic. Recall that isomorphisms of filtered probability spaces are exactly information flows preserving maps, in the acceptation that
is an isomorphism of filtered probability space if and only if
Subsequently, since σ(W 0 ) η (the η−completion of the σ−field σ(W 0 )) does not necessarily coincide with F η 0 , to perform proofs it is useful to introduce the subset
B(W )) which are isomorphisms of filtered spaces which further satisfy
It is enlightening to interpret I 0 f (η) as the set of information flows preserving maps on (W, B(W ) η , η)
which also preserve the initial information.
Remark 2.0.1. Let E, S be two Polish spaces endowed with filtrations (B t (E)) t∈I (resp. (B t (S)) t∈I ) of their Borel sigma-fields, labeled by a same totally ordered set I. Given η ∈ M 1 (E), ν ∈ M 1 (S), the set Π(η, ν) of transport plans of η to ν, is the set of γ ∈ M 1 (E × S) whose first (resp. second) marginal is η (resp. ν). Denote by Q γ the conditioning kernel, such that γ = E η(dx)δ
To γ we associate a filtration (G t (γ)) such that for all t ∈ I, G t (γ) is the η−completion of the smallest sigma-field such that for all B ∈ B t (S), of ν−continuity (i.e. ν(∂B) = 0) the map φ B : x ∈ E → Q x (B) ∈ [0, 1] is measurable. Define information flow preserving transport plans from η to ν to be the subset of γ ∈ Π(η, ν) such that
. Then, isomorphisms of filtered probability spaces U on (W, B(E) η , η) such that ν := U ⋆ η are identified to deterministic transport plans of this kind.
Variation processes on S.
Variation processes have been defined in [31] . Recall that given
which are further assumed to be (F η t )−adapted (i.e. h t is F η t −measurable for all t ∈ [0, 1]). It is an Hilbert space with product
we set τ h := I W + h, I W still denoting the identity map on W .
Recall that the set of variation processes V η at η, which may be interpreted as the set of perturbations preserving information flows, is defined by
It follows from the definition that V η is a linear subspace of L 2 a (η, H) (see Proposition 2.1. of [31] ). In view of applications to optimization, and to least action principles, the following sets are useful :
if and only if h 0 = h 1 = 0 η − a.s.; recall that from Proposition 2.4 (resp. Lemma 2.1) of [31] , V η and
The intrinsic differential on S.
The instrinsic differential on S has been defined in [31] , in view of differentiating functionals on S which depend explicitly on characteristics. It is motived by the regularity of characteristics by transformation of measure on S, and permits to obtain directly compact statements ; it is essentially based on information flows preserving maps.
We recall part of its definition which is necessary to state the least action principle with average preserving variations of Section 4. Given a mapping S : η ∈ S → S(η) ∈ R ∪ {+∞}, and η ∈ S such that S(η) < +∞, S is said to be L 
. In this case we define
Note that, by definition, we have
Average preserving variations
Definition 3.1. (Average preserving variation processes) For all ν ∈ S, we define the set of average preserving variation processes to be the set
is a Bochner integral (see [9] ). Proposition 3.1. Let ν ∈ S, and
then we have
In particular A ∞,0 ν is a vector space.
Proposition 3.2. For any ν ∈ S, the closure cl(A
is continuous, by the Cauchy-Schwarz inequality, we get
where j is the map defined in the statement of Proposition 3.1, whose continuity follows from the CauchySchwarz inequality. From Proposition 3.1, we first obtain k n ∈ A ∞,0 ν . Since (h n ) converges to h and
Together with the triangular inequality, and the convergence of (h n ) to h, we get that (k n ) n∈N converges to h. Thus, h ∈ cl(A ∞,0 ν ) 4. Average preserving least action principle
. Then we have the following equivalence : 
Since this holds for all h ∈ V ∞,0 ν , from the variational characterisation of martingales (see [23] or Proposition 1.1 of [31] for a summary of the proof) and Lemma 2.1 of [31] we obtain the existence of a (F ν t )−martingales (N ν t ) such that (4.7) holds, with A ν t = E ν [ξ t ] λ − a.e.. Conversely, assuming the existence of such a martingale, and of such a deterministic process (A ν t ), since [23] or Proposition 1.1. of [31] ), the same equality (4.8) shows that
. By Proposition 3.2, the continuity of δS ν yields that
Recall that from Definition 5.2. of [31] , given a Borel measurable mapping L :
, and setting
L will be said to be a regular Lagrangian if it satisfies the following assumptions
When L is a regular Lagrangian, we set
the linear operator which is the derivative of L, for all (t, x, v, a) ∈ DomL ; it is such that (4.10)
Theorem 4.1. (Least action principle with average preserving variations) Let L be a regular Lagrangian whose associated action on S is defined by
for all ν ∈ S. Further assume the existence of a strictly positive continuous function f :
Then, for any ν ∈ S which satisfy (4.13)
Moreover, in this case, the following assertions are equivalent (i) We have (4.14)
and
(ii) ν satisfies the following Euler−Lagrange condition : there exists a (F
, and a deterministic measurable process (A ν t ), such that
λ − a.e., ν − a.s.. Moreover we have
and notice that from the definition, (4.13) ensures that, for ω ∈ W outside a specific ν−negligible set, we have
, λ denoting the Lebesgue measure. Define
Under those conditions, the S−differentiability of S follows from Theorem 5.1. of [31] . Moreover, the proof of the latter also yields
for all h ∈ L 2 a (ν, H 0,0 ). Whence, by applying Lemma 4.1, together with classical methods (for instance see Lemme VIII.1 of [10] ), the result follows.
Forward-Backward systems with classical actions
In this section we take a classical action, with the convention of QEM (for more details on QEM, see [34] , [35] , [36] , [47] ), i.e. the Lagrangian will be of the form
where V : R d → R will be assumed to be smooth, for the sake of clarity.
be two Borel probabilities, and let (σ t ) be a predicable process (see [19] ) on the canonical space. Then the following assertions are equivalent (i) There exists a complete stochastic basis (Ω, A, (A t ), P), a càd-làg square integrable (A t )−martingale (Z t ) on this space, and a pair of measurable (A t )−adapted processes (X, Y ), where
is a continuous process and (Y t ) is a càd-làg process, which solve the following system :
with the integrability conditions Using Gronwall's Lemma (see [25] ), it is an easy task to check that the stochastic differential equation (5.22) dX t = dB t + v t (X)dt; X 0 = 0 has a unique strong solution (see [27] ). Let (Ω, A, (A t ), P) be a complete stochastic basis, where there exists an (A t )−Brownian motion (B t ), denote by (X t ) be the solution to (5.22) with this Brownian on this complete stochastic basis, and set Y t := v t (X), ∀t ∈ [0, 1] , P − a.s.. Then, there exists a (A t )−martingale (Z t ) on this complete stochastic basis, such that (X t , Y t ) satisfies the forwardbackward system dX t = dB t + Y t dt; X 0⋆ ν = ν 0 , X 1⋆ ν = ν 1
Moreover, denoting by ν crit the unique law of solutions to (5. 
