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This paper evaluated the usability of two VR displays (head mounted display and a 
mobile phone VR holder) by using six metrics: ease of use, engagement, emotion, 
comprehension, enjoyment, and comfortableness. The paper also evaluated different 
focusing techniques for 360 videos and provided a recommendation for future work. A 
total of 20 participants (10 participants for each subject) participated in this study, and all 
of the participants were recruited from University of North Carolina at Chapel Hill. The 
quantitative result was evaluated by the six metrics and the qualitative data from the 
interview responses were used to help interpret the results. The results showed there was 
no significant difference between two devices when it comes to watching 360 videos in 
general. However, there was significance in individual measurements like comprehension 
and enjoyment level, which were affected by tasks and devices. 
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I. Introduction 
360 Video, or 360-degree Video, is considered a revolutionary medium of 
storytelling. It provides viewers freedom of where to look and a complete control of the 
view. It greatly improves viewers’ understanding of the content as well as the way they 
look at the world. Experts believe 360 Video has the potential to engage people in an 
extraordinarily comprehensive way and will drive new media broadways (Habig, 2016). 
In recent years, 360 Video has become a mainstream medium for immersive journalism, 
brand advertisement, and live sports (Boreck, 2017). With the development of virtual 
reality (VR) which is a more intriguing technique of video presentation, 360 videos have 
become more immersive and engaging to its viewers.  
However, current users of 360 Video are not many due to several reasons. 
Today’s social medias such as Facebook, Vimeo, and YouTube have been able to provide 
easy access for video producers to upload 360 videos. Although the creation process of 
360 videos is made easier for video developers, an appropriate and engaging way is yet to 
be found to attract more viewers, so that the market of 360 videos can expand. It is also 
true that 360 Video viewers have difficulty to keep track of intended targets and might 
miss the information that video developers intended to communicate to them. 360 videos 
might also cause motion sickness or other negative emotional responses to the viewers 
because of its spherical view presentation (Lin et al, 2017).  
In recent years, VR technology has been booming 360 videos and greatly 
increased the market share of 360 videos. Google developed a smartphone-based VR 
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display technique called Cardboard. This provides viewers a basic entry to the VR world. 
In the market, there are also many high-end head mounted display (HMD) devices such 
as HTC, Oculus VIVE, and Sony PlayStation. HMDs require a specific space and an 
appropriate technical environment to run. When it comes to watching 360 videos, a lot of 
users do not know which device they should get: a smartphone Cardboard or an HMD. 
Also, since this field is relatively new, the user experience of navigation and interface 
design of viewing 360 videos in a VR environment is yet to be improved. Therefore, this 
study aimed to provide insights on usability of two VR displays taking into account video 
content types, so that users can choose a right device based on their specific needs and 
conditions.  
The usability study of this paper was designed to investigate three research 
questions: 
Q1. How do participants feel in general when watching 360 videos on mobile 
phone VR holders versus on HMDs? 
Q2. How do participants feel about different focus assistant techniques, i.e. 
autopilot and self-guidance, used in 360 videos? 
Q3. Is there any significant difference between mobile phone VR holders and 
HMDs that makes a user choose one instead of the other? 
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II. Literature Review 
360 Video 
360 Video is a fairly recent technique that captures a spherical video using 
omnidirectional cameras. It differs from the traditional videography which uses rectangle 
frame to capture. Spherical video is designed to provide viewers with a more immersive 
experience that can make them feel they are in the scene rather than being an outsider. 
Using 360 Video, we can tell an immersive story which is completely different from 
traditional journalism and requires a different mindset (Person, 2016). Early techniques 
of creating immersive experiences in filming usually involved manually rigging together 
multiple traditional cameras and then projecting the videos from the cameras respectively 
on multiple screens which surround the audience in a designed theater space. Walt 
Disney’s Circle-version 360 which used this traditional method of filming is still a 
popular attraction at Disney World today. Panoramic photography has been around since 
the early days of photography. However, unlike the conventional video that limits the 
viewer to the director’s point of view, 360 Video is interactive, transports viewers to the 
virtual environment, and gives them the opportunity to control where to look (Bessa et al, 
2016). 
Virtual Reality 
Virtual reality (VR) is “a computer-generated scenario that simulates experience” 
(Wikipedia, 2018). It provides a virtually immersive environment that is similar to the 
real world or is fantastical which is not possible in the physical reality. When VR 
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revolution started around 2012, Palmer Luckey launched the new legendary Kickstarter 
campaign for Oculus Rift, which was later acquired by Facebook in 2014. The experience 
of VR display is inherently different from radio, television, or theater. VR systems 
process multiple streams of information faster than ever before and boost the sharing rate 
across social profiles. In 2014, Google developed a VR platform called Google 
Cardboard to use with smartphones. The platform is intended as a low-cost system to 
encourage interest and development in VR applications. The New York Times used 
Google Cardboard to give millions of people access to VR news. It shows how society is 
adopting the new technology of VR as well as the impact VR has on the journalism 
industry.  
Head Mounted Display 
Head Mounted Display (HMD) is a display device worn on the head or as part of 
a helmet that has a small display optic in front of one eye or both eyes (Wikipedia, 2018). 
Compared with Google Cardboard, HMD uses an array of sensors to precisely track the 
head movements of the user. A computer connected with the HMD then perfectly maps 
the user’s head’s real-world movement onto the user’s view of a virtual world. For 
example, if the user turns his or her head to the left, the computer will simulate the 
movement and reflect it on the screen. If the user really engages, HMD can trick his or 
her brain into thinking that what he or she sees is real, both on the conscious and 
subconscious levels.  
Some VR games or images show a delay of frames with a few milliseconds. This 
might cause discomfort feelings to users. With the advancement of technology, high-end 
HMDs might be able to solve this problem of motion sickness. High-end HMDs can track 
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the user’s head’s orientation and position in space and their displays give the software a 
precise control over the timing of display of individual frames. By contrast, Google 
Cardboard is lack of this kind of refinement. Smartphone VR holders with Cardboard can 
only track the user’s head’s orientation, but not its position, and may cause delayed 
images.  
Now one can find pretty good commercial VR HMDs with reasonable prices: 
Oculus Rift $599, HTC’s Vive $799, Sony’s PlayStation VR $399. The resolution for 
both HTC Vive and Oculus Rift cv1 is 1080 x 1200 (110 degrees of field of view), and 
for PlayStation is 950 x 1080 (100 degree of field of view). Right now, high-end HMDs 
such as Oculus Rift and HTC Vive have the powerful function of movement tracking. 
They usually come with hand-held remote controllers that allow users to operate. 
Currently, HMDs have to be tethered, for the device must link to a powerful server and 
stream to the head mounted display via a multi-Gbps HDMI cable. The cable not only 
limits the user’s mobility but also potentially trips the user and causes safety hazards.  
In this research we used Oculus Rift (CV1), which is of lighter weight and has 
360-degree potential head tracking and a built-in earphone. We expected this high-end 
VR head mounted display to provide quality viewing experience for our research 
participants. Though the market price of Oculus Rift is $200 less than HTC Vive, the 
visual quality is same for both of them. Another reason for selecting Oculus Rift was that 
it starts faster and has a monitor controller that allows click to control, which eliminates 
the learning curve for new users when operating the handler.  
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Feature 1. Oculus Rift cv1 
 
 
Cardboard 
Cardboard is a simple and low-cost VR display platform. It might be a lot of 
users’ first experience to the virtual world. What makes Cardboard distinguishable from 
HMD is the price, portability, and the increasing support of android apps that together 
make it more accessible for developers and users. Cardboard contains a pair of 40 mm 
focal distance lenses to turn users’ phones into a VR display device. It also uses magnets, 
Velcro, and a rubber band to keep everything in place (Ripton, 2014). A user can install a 
Cardboard to his or her smartphone and look through the lenses to enjoy the immersive 
spherical view from the phone.  
There are a variety of Cardboard devices provided by different companies on the 
market. Most manufactures have their specific add-on designs. In this research we used a 
higher version of Cardboard device with full functionality, that is, ONN. It is a plastic 
Cardboard device with an adjustable strip to stable the headset. The price of this device is 
only $5 from Walmart. Basically, it can be used with all types of smartphones including 
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iPhone 7 plus with a screen size up to 6 inches. In our research, we tested the Cardboard 
based on iPhone7 plus, with a screen of 4.7 inches by 5.5 inches, resolution of 1920 x 
1080 at 401 ppi 1300:1 contrast ratio. 
Feature 2. ONN Virtual Reality Headset 
 
Media Player Software 
Unfortunately, there are not many user-friendly VR 360 video players out there 
on the market. After several media players failed and crushed, we decided to use Open 
VR Video Player developed by Chimera Digital. It does not have a good rating by the 
market, but it was the only working media player available at the time when we 
conducted the research. The learning curve of operation on its interface was eliminated 
thanks to its step by step guide.  
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Steps of playing a 360 video by Open VR Video Player: 
1. Users are introduced to the interface. 
2. Click the file button at the right. 
3. Click the file and click select to confirm. 
4. Click the third button at the top for 360 Video views.  
5. Pause the video after finish. 
For video display on the smartphone-based Cardboard, videos are played inside of 
YouTube player with the standard media player interface with the button of Cardboard. 
Focus assistance technique 
Focus assistance technique is a technique existing in the video filming or editing 
process to help users find intended targets. It includes autopilot and self-guidance. 
Autopilot refers to a way in 360 Video that automatically transports viewers to intended 
targets and directs them to various scenes. Self-guidance is a mode where viewers can 
self-explore where they want to look. Both modes have no control over which direction 
the user is looking.  
Usability Study 
Usability testing is a process that employs people as testing participants who are 
representative of the target audience to evaluate the degree weather the product meets the 
criteria of testing (Rubin & Chisnell, 2008). It is a research tool with its roots in classical 
experimental methodology. Couper (2000) predicted that usability testing would become 
the standard testing technique in the industry. In a nutshell, usability testing is simply 
observing the users and trying to understand their behaviors and answers of the survey. 
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The goal of usability testing is to assess whether respondents can achieve specific 
task goals, which are more specific user goals rather than organizational goals. From the 
organization’s point of view, usability testing is part of the larger effort to improve the 
profitability of products. According to Gulliksen et al (2003), a user-centered system 
design should bring out the purpose of the system and to serve the user goals, not to 
highlight specific technology or an elegant piece of programming. In light of this, the 
user goal of VR displays (HMD or mobile phone Cardboard) is to satisfy 360 Video 
users’ needs, keep them engaged, and provide them with better experience.  
Methodology 
The following criterion were provided by Rubin and Chisnell (2008) to measure if 
a product or service is usable: usefulness, efficient, effective, satisfying, learnable, 
accessible. In this research, we employed six metrics: ease of use, engagement, 
enjoyment, emotion, comprehension, and comfortableness to test if the VR displays can 
keep people interested in the 360 videos. 
This research study aimed to find if there was any difference between the two VR 
displays when watching 360 videos and how the users felt about the focus assistance 
techniques used in the task 360 videos. Both quantitative and qualitative data were 
collected during the research. Collecting data and analyzing them according to the users’ 
needs and conditions is also an essential technique for usability testing. There are many 
factors that may change the test results, which indicates that neither quantitative statistics 
nor qualitative data could prove one thing to another. As a researcher, we should interpret 
the data according to the task circumstance and the goal of the study.  
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Related Work 
A number of past studies have reported user experience with VR, exploring 
impacts of content, environment, device interaction, and modalities. In one of the earliest 
studies on mobile video consumption, O’Hara et al (2007) listed the different ways that 
mobile videos were integrated into people’s everyday lives. They identified motivations 
and values that drove mobile video consumption and elicited engaging social interactions 
in different socio-dynamic contexts. Zoric et al (2010) and Benko et al (2013) studied 
how videos were used in different mediums and provided rich explanation on new 
interactive contents. These studies exposed a set of concrete usability challenges that rose 
with the consumption of omnidirectional contents in different mobility settings.  
Vosmeer and Schouten (2014) reported, unlike two distinctive engagement styles: 
leaning back while watching a movie versus leaning forward while playing a video game, 
360 Video enabled video developers to design an intended engagement at every moment 
in the video. Gugenheimer et al (2016) also proposed a motorized swivel that allowed 
viewers fully explore the surrounding while watching 360 videos. Fonseca et al (2016) 
conducted a research that showed HMDs could provide a higher immersive feeling and 
trigger a higher emotional response from captivating contents.  
Facebook has introduced Guide, which is intended to let content providers of 360 
videos draw a conclusion by highlighting specific points of interest over the course of 
videos. Once an important hint appears, viewers are automatically directed to the point of 
view. Yet Guenheimer et al (2016) argued that rotating a virtual scene in front of the 
viewers’ eyes would lead to simulator sickness. When talking about visual assistance, 
instead of evaluating post-processing techniques such as autopilot, sheikh et al (2016) 
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evaluated the techniques that were used in filming videos such as the motion, gestural or 
audio cues of a bystander. Other researchers have attempted to solve an off-screen 
visualization problem on mobile devices regarding display of 360 videos. 
There are visual cues that guide viewers through a video and provide an overview 
of detailed guidance and contextual cues of the video (Burigat et al, 2011). Researchers 
used scaled and stretched arrows that encoded distance information of off-screen 
intended targets. Gustafson et al (2008) proposed to use “wedges,” which conveyed 
direction and distance information of off-screen intended targets, and to use acute 
isosceles triangles to avoid overlap views. 
As far as I know, there is no similar research that compares user’s experience of 
watching 360 videos on HMDs and mobile phone VR holders.  
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III. Research Methodology 
Test Environment 
This usability testing was conducted in March of 2018 at the University of North 
Carolina at Chapel Hill, at the VR lab in School of Media and Journalism. We conducted 
the testing in this particular place because all the equipment and test environments were 
available for us to use for the entire testing week. In order to protect participants from 
getting injured or having serious motion sickness, participants were told to sit in a rolling 
chair that could help roll around. 
We set up two types of VR displays: for HMD, a projection TV was placed in 
front of participants, connected with a powerful computer and an Oculus Rift head 
mounted display; for a mobile phone VR holder, an iPhone7 plus was used with an ONN 
Cardboard.  
During the testing, both quantitative data and qualitative data were collected from 
participants. Quantitative data included pre-test and post-test questionnaires, 
comprehension test, and head movements. Qualitative data were collected from 
interviews with participants after they finished watching three task 360 videos.  
Participants 
A method of simple random sampling was used in this research study. It did meet 
the requirement of a statistical test, but specific subgroups were not represented by the 
sample. We’ll discuss this later in the “Limitation” section.  
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All of the research participants were recruited via listservs of University of North 
Carolina at Chapel Hill. They mainly come from two departments: School of Information 
and Library Science and School of Media and journalism school. To attend this study, we 
required participants to be at least 18 years old, currently enrolled in the University of 
North Carolina, and having no serious motion sickness towards 360 videos. We followed 
the policy of “first come first serve” in the selection process. Participants’ identification 
was well protected by encoded identification and security computing. During the testing, 
participants were separated from one another, so that their responses of each task were 
kept individually without getting any help or hint from others. 
Task Descriptions 
In order to protect participants from motion sickness, we asked them to watch a 
three-minute testing video to ensure they still wanted to continue with the study. If they 
were not sure they could handle it, they had the option to watch a second testing video. 
Participants always had the freedom to leave anytime during the testing process.   
After participants made sure they had no motion sickness, we asked them to fill 
out a pretest questionnaire with inquires of their gender, degree year, area of study, 
experience with virtual reality, experience with 360 Video, and if they know where to 
find 360 videos. 
Participants then watched three 360 videos. These were task videos used to test 
usability of two VR displays, to investigate focus assistance types (autopilot or self-
explore), and to evaluate video types (virtual, travel, storytelling). The first video called 
Virtual World was made by computer programs and creates a sense of being in a video 
game world. It uses the autopilot mode, guiding viewers to look around. The second 
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video is called Italy. It is a travel video that puts viewers in different sceneries and allows 
them to explore by themselves (i.e., the self-guidance mode). The third video Sharks is a 
storytelling video with the self-guidance mode.  
Upon completion of watching each video, we asked participants to fill out a post-
test questionnaire examining their experience by six metrics: ease of use, engagement, 
emotion, comprehension, enjoyment and comfortableness.  
Then we conducted one-on-one interviews with each participant. During the 
entire testing process, there was one moderator present who also worked as note-taker. 
Participants were informed that their head movements would be recorded while watching 
the videos and the interviews with them after the test would be recorded too.  
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IV. Results  
1. Participants 
This study recruited 20 participants, with 11 females and 9 males. 15 participants 
major in information and library science and 4 major in media and journalism. 10 
participants tested on the HMD and the other 10 on the smartphone-based Carboard 
display.  
For the group testing on the HMD, most participants had used VR devices before 
for more than once. Fifty percent of them used it once a year and thirty percent once a 
month. Eighty percent of them have watched 360 videos before and most of them 
watched it once a year. 
For the group testing on the Cardboard, half of them had never used VR devices 
before and the other half had only used no more than once. Sixty percent of them had 
previous experiences with 360 Video, but most of them only watched it as frequent as 
once a month.   
Most of the experienced users watched their 360 videos from YouTube, 
Facebook, newspaper websites, and other VR apps. Although most participants had 
watched 360 videos from VR devices before, majority of them only watched it once a 
year. 
2. Quantitative Results 
In this study, I used mixed methods, T-test and ANNOVA, to analyze the 
quantitative data, since the study used methods between subjects and all the data are 
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normally distributed with equal variances. There are three variables in this situation: 
Video, Metric, and Device.  
2.1 Evaluation by Device. 
First, I compared the metrics of two VR displays (the HMD, the Cardboard) with 
the controlled variable of Video. 
Metric 1: Ease of use (Overall, how difficult do you think it was to navigate 
within the video? Extremely Easy - Extremely Difficult) 
For the first video Virtual World, there was no significant difference in terms of 
ease of use when comparing the HMD (M=6.2, SD= 1.23) with the Cardboard (M=6.5, 
SD= 0.53): P>0.05, T =1.73. For the second video Italy, there was a significant difference 
when comparing the HMD (M=5.3, SD= 1.83) with the Cardboard (M=6.5, SD=0.53): 
P<0.05, T =1.73. For the third video Sharks, there was no significant difference when 
comparing the HMD (M=6.1, SD= 1.45) with the Cardboard (M=6.1, SD=1.45): P>0.05, 
T =1.73. In conclusion, the results showed that, when users watched the travel video 
Italy, they felt the Cardboard was easier to navigate and to look around than the HMD. 
For the users, both VR displays (the HMD and the Cardboard) provided same degree of 
ease of use when watching the virtual video Virtual World and the storytelling video 
Sharks.  
Metric 2: Engagement (How much do you feel you were engaged in this video? 
Extremely Connected – Extremely Unconnected) 
For the first video Virtual World, results showed that, participants gave almost the 
same engagement rates towards the HMD (M=5.7, SD= 0.67) and the Cardboard (M=5.7, 
SD=0.48): P>0.05, T =1.73. For the second video Italy, results were: the HMD (M=5.4, 
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SD= 1.65) and the Cardboard (M=5.7, SD=0.48): P>0.05, T =1.73. For the third video 
Sharks, results were: the HMD (M=5.7, SD= 1.34) and the Cardboard (M=5.8, SD=0.92): 
P>0.05, T =1.73. Overall, participants rated almost the same degree of engagement 
among three videos. There was no significant difference between the HMD and the 
Cardboard, while Shark on the Cardboard had a slightly higher engagement rate than all 
the other portfolios. 
Metric 3: Emotion (How do you feel after watching this video? Extremely happy 
– Extremely unhappy) 
For the first video Virtual World, participants gave similar rating of emotion for 
the HMD (M=3.8, SD= 0.79) and the Cardboard (M=3.2, SD=0.79): P>0.05, T =1.73. 
For the second video Italy, results were: the HMD (M=3.1, SD= 0.99) and the Cardboard 
(M=2.2, SD=0.79): P>0.05, T =1.73. For the third video Sharks, results were: the HMD 
(M=5.3, SD= 1.25) and the Cardboard (M=6.1, SD=0.74): P<0.05, T =0.049. For the 
video Sharks, there was a significant difference in emotion rate between the two VR 
displays, which meant participants felt significantly happier when watching the video 
from the Cardboard than from the HMD. In fact, results showed that participants felt 
generally happier with the Cardboard than with the HMD when watching all three videos. 
Metric 4: Comprehension (How many contents in this video do you still 
remember? 0%-100%) 
For the first video Virtual World, participants rated slightly higher for the HMD 
(M=3.8, SD= 0.79) than the Cardboard (M=3.1, SD=0.79): P>0.05, T =1.73. For the 
second video Italy, results were: the HMD (M=3.1, SD= 0.99) and the Cardboard 
(M=2.2, SD=0.79): P<0.05, T =1.73. For the third video Sharks, results were: the HMD 
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(M=3.1, SD= 0.99) and the Cardboard (M=2.8, SD=1.40): P>0.05, T =1.73. Results 
showed that users did think they remember more contents while using the HMD than the 
Cardboard. Especially, the video Italy showed a significant difference in the results, 
which indicated that watching a travel content on the HMD was more memorable than on 
the Cardboard. 
Metric 5: Enjoyment (How much did you enjoy watching the video? A great deal 
– Not at all)  
For the first video Virtual World, participants rated the same enjoyment levels 
towards the HMD (M=5.8, SD= 1.23) and the Cardboard (M=5.8, SD=1.32): P>0.05, T 
=1.73. For the second video Italy, results were: the HMD (M=5.8, SD= 1.48) and the 
Cardboard (M=5.8, SD=1.32): P>0.05, T =1.73. For the third video Sharks, results were: 
the HMD (M=5.2, SD=1.93) and the Cardboard (M=4.4, SD=1.71): P>0.05, T =1.73. 
Results showed that the two VR displays caused no significant difference in enjoyment 
when watching all three videos on them.  However, for the video Sharks, participants 
enjoyed slightly better when watching it on the HMD than on the Cardboard.  
Metric 6: Comfortableness (What was your comfort level while watching this 
video? Extremely Comfortable – Extremely uncomfortable) 
For the first video Virtual World, participants rated a higher comfort level towards 
the HMD (M=5.7, SD= 1.16) than the Cardboard (M=6.2, SD=0.79): P>0.05, T =1.73. 
For the second video Italy, results were: the HMD (M=5.7, SD= 1.49) and the Cardboard 
(M=6.2, SD=0.79): P>0.05, T =1.73. For the third video Sharks, results were: the HMD 
(M=5.9, SD= 0.57) and the Cardboard (M=4.7, SD=2.00): P<0.05, T =1.73. Results of 
the third video Sharks showed that there was a significant difference between the HMD 
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and the Cardboard when it comes to comfortableness. People felt more comfortable using 
the HMD than the Cardboard while watching Sharks. Other than Sharks, results of the 
other two videos, Virtual world and Italy, showed that users felt more comfortable 
watching them on the Cardboard than on the HMD, although not significantly.  
To sum up, quantitative data of the six metrics showed that the overall rating of 
the HMD was slightly higher than that of the Cardboard, which meant user experience 
with the HMD was slightly better than with the Cardboard.  
2.2 Evaluation by Video. 
Second, I compared the metrics of the three videos (Virtual World, Italy, Sharks) 
with the controlled variable of Device. Results of the test are shown below: 
 
Feature3. Average scores of each video types on each device 
Ease of use. When comparing ease of use among the three videos, there was no 
significant difference. However, the video Italy was rated lower than Virtual World and 
Sharks, which indicated that the autopilot mode used in Virtual World and Sharks showed 
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better ease of use than the self-guidance mode used in Italy when the viewer was using 
the HMD. When users viewed the videos on the Cardboard, they felt almost the same 
ease of use with all three videos when moving around.   
Engagement. Results showed that participants felt more engaged in Virtual 
World and Sharks than in Italy while using the HMD. Results from the Cardboard 
showed that participants felt almost the same level of engagement among the three 
videos. 
Emotion. When participants were using the HMD, they felt happier with the 
videos of autopilot mode (Virtual World and Sharks) than the one of self-guidance mode 
(Italy). Yet the Cardboard showed exactly the same emotion rate among all the three 
videos. 
Comprehension. Participants watching on the HMD remembered more contents 
from Virtual World than from Italy and Sharks. Maybe it was because of the simplicity of 
the test and that participants paid more attention to the first video than to the following 
two. But, interestingly, participants who used the Cardboard remembered more contents 
from Italy (the second video) than from the other two. 
Enjoyment. Results from both the HMD and the Cardboard showed that 
participants had the same enjoyment rating towards Virtual World and Italy. It indicated 
that autopilot mode and self-guidance mode gave viewers the same enjoyment level when 
it comes to a virtual video and a travel video. 
Comfortableness. This is the only metric of the six which showed significant 
difference in the three videos when participants watched them on the Cardboard. Results 
showed that Sharks gave the viewers significantly uncomfortable feelings, while the other 
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two videos received the same rating on comfortableness. When participants were using 
the HMD, they felt more comfortable watching Sharks than Virtual World and Italy, 
although not significantly. 
3. Qualitative Result and Analysis 
The qualitative data were collected from interview sessions with participants after 
they finished watching the three task videos. Participants answered eleven questions 
inquiring their experiences of the 360 videos. These qualitative data from interviews were 
supplementary to the quantitative data collected from the testing.   
Autopilot versus self-guidance. The first video Virtual World uses an autopilot 
mode. The other two videos, Italy and Sharks, employ the self-guidance mode. Between 
these two modes, many participants expressed that they preferred autopilot. Yet they also 
mentioned the hope to have more freedom in choosing where to look. For example, 
participant 13 said: “I feel like the video Italy gave me more freedom to look around, 
compared with the first video Virtual World.” Participant 6 said: “I think the third 
video(Sharks) gave me more time and freedom, whereas the first and second videos were 
just showing scene after scene.” Participant 10 mentioned: “The first video (Virtual 
World) was like water slides, and it was going forward fast, so I didn’t see much what’s 
behind me.” To sum up, users would like the freedom to look around provided by the 
self-guidance mode, but they also felt it’s easier to capture the views under the autopilot 
mode.   
Concerning the self-guidance mode, most participants mentioned they hoped there 
were visual cues on the videos showing them what to expect. For example, participants 4 
said: “Visual cue is very important. You might miss the title or important caption behind 
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your back. It is hard to capture when scenes are changing fast.” Participant 5 mentioned: 
“It reminded me of my trip to Italy. I wanted to see one of the famous sights shown in the 
video. But there was no indication of that, and I missed watching the sight.” The self-
guidance mode definitely gives viewers more freedom to look around, but it needs visual 
cues on the screen to direct viewers, so that viewers won’t miss the important scenes that 
video producers want to show.  
Storytelling video. Since most of 360 videos are filmed to record people’s lives 
and stories, we were particularly curious about participants’ experiences of the story 
telling video, which is Sharks in this case. Majority of the participants rated low for 
enjoyment and emotion. They felt less happy with Sharks than the other two videos. For 
example, participant 13 said: “It was interesting in the first two minutes, but then I had to 
stay at the same spot listening to people talking. I got bored later.”  Participant 7 said: 
“The second video Italy was very enjoyable to watch. I didn’t feel it was long. I did feel 
the third one (Sharks) was pretty long. But they actually have quite the same length.” 
Our data also showed that participants remembered more contents when there 
were visual and audio together. One participant mentioned: “I felt like I remembered 
more from the third video (Sharks), I could still recall…” Another participant said: 
“Although Sharks was not interesting, I remembered this one the most.” Therefore, we 
suggest that if storytellers want to impress their audience, they may want to produce more 
storytelling videos.  
Why did Italy become the most favorite video among the three? Italy is a type 
of travel video. Travel video usually brings more enjoyments and fresh feelings to its 
viewers with fast-changing scenes and constant changing locations which attract viewers’ 
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attention. Besides that, the video Italy uses beautiful background music to help the 
audience follow its contents smoothly. For example, participant 15 said: “I think Italy is 
my favorite among all of the three, because it made me felt like I was really travelling. I 
was taking the boat with them.” Most of the participants also said they wished Italy could 
be longer and they could stay at one scene longer, so that they would have enough time to 
fully appreciate what the video has to offer. 
Why did people remember more contents when using the HMD? There are 
several reasons. First, some participants mentioned the audio system of the HMD was 
better than that of the Cardboard. Therefore, they heard less outside noise. The quality 
audio system did help them stay more focused on what’s going on in the videos. Second, 
the HMD created a more immersive experience by providing a broader angle and higher 
definition view than the Cardboard. It definitely helped the users stay focused. When we 
asked participants if they remembered any scene from the videos and if they would want 
to watch more contents, they recalled many details and answered with confidence, when 
they were using the HMD.  
Why did Sharks become the least comfortable video to watch among the 
three? One of the reasons why participants felt uncomfortable about watching Sharks 
was that the camera was moving and the object inside was also moving. A participant 
said, “I felt a little bit uncomfortable watching Video Three (Sharks), because I was 
following one of the sharks, then suddenly the camera moved to another shark.” Some 
participants also mentioned the discomfort they felt when the view was suddenly 
disrupted due to editing problems. They could clearly see the cut off points. For example, 
as they were following a fish, the fish was suddenly split into two pieces when hitting the 
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cut off point. This disruption drove the viewers out of the virtual world and brought them 
back to reality. Therefore, we suggest 360 Video producers to consider setting cut off 
points in a safe video interval where transition looks seamless. It is also highly 
recommended that they set the camera in one place to decrease the level of motion 
sickness. 
To conclude, how to choose a focus assistance technique depends on the content 
and the purpose of one video. If the content is for people to relax and enjoy, self-guidance 
seems to be a good choice. However, if one is showing viewers some valuable contents 
and does not want them to miss out on anything, the recommended mode is autopilot, 
which helps viewers know where to look. Many of the participants recommended to add 
visual cues to the videos, and they wanted to have control over the visual cues on the 
screen. Thus, a controllable visual cue button to switch on or off the visual cues is desired 
in this case. Also, an experience proximate to the real world with different scenes can 
make people stay longer in a video. An audio of background music or accompanying 
story narration behind the scene might also increase enjoyment and bring more attention 
to a video.  
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V. Discussion 
Findings of this usability evaluation were not only helpful for 360 Video viewers, 
but also for 360 Video producers who want to attract more viewers. After comparing the 
two VR displays (the HMD and the smartphone-based Cardboard) by the six metrics, we 
concluded that there was in fact no significant difference between them. This finding 
implied that, to watch 360 videos, an expensive HMD (which is hundreds of dollars per 
piece) basically brought similar user experience with a mobile phone-based Cardboard 
(which is so much cheaper, only a few dollars per piece from Walmart). The only 
significant advantage the HMD showed was in the area of comprehension, which meant 
the HMD helped users remember more contents than the Cardboard. If users want to use 
360 videos for educational purpose, an HMD is a better choice.  
Our research also showed that contents and subjects of 360 videos mattered. 
Some participants liked Sharks, but some didn’t. In this case, it was hard to judge if they 
didn’t enjoy the video because the video was not made well. Many people like to travel 
around, and they thus rated the travel video Italy high. At the same time, the self-
guidance mode of the video provided them freedom to look around. However, 
participants pointed out that both autopilot and self-guidance modes needed visual cues. 
Part of the reason for this is that there might be too many scenes evolved in a video that 
overwhelm the viewer. 
We generated several valuable insights for 360 Video users from this research. 
First, comprehension value was higher of the HMD than the Cardboard for all the three 
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videos. It implied that if the purpose of the task was more content heavy or for 
educational purpose, using an HMD might impress more contents on the user. Second, 
the Cardboard showed a higher ease of use value than the HMD. It implied that a mobile 
phone VR holder was easier to use than an HMD if the user was trying to watch an 
entertainment video and relax. Third, participants generally felt the video Shark was more 
enjoyable to watch on the HMD than on the Cardboard. It might because the video 
quality was choppy, and viewers could see some cut off points. Watching the video on 
the Cardboard had a worse quality of display. In other words, the HMD might offset 
some defects of the video.   
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VI. Limitation  
This study recruited college students as participants, who have not had many 
experiences with virtual reality, so it was likely that the group of subjects were not 
representative of the population in general. Moreover, in this study, more female 
participants were tested with the Cardboard than male participants. It might influence test 
results or might not.   
Another limitation of this study was that each scenario only had 10 participants. 
Thus, the sample size was constrained. We hope in the future we can test on more people 
to gain more powerful results.  
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VII. Conclusion  
Observing participants in the VR environments was a fascinating process. 
Sometimes they screamed. Sometimes they laughed out loud. It has been a very 
memorable study. Virtual Reality is a very promising industry. This study showed that 
VR had a great potential as well as great room to improve. An approach to combine 
advantages of the two VR displays (mobile phone VR holder and HMD) might increase 
the market share of 360 videos and attract more users. 
As most participants mentioned, there were not a lot of 360 videos for them to 
access easily, and many of them did not know where to find and how to watch 360 
videos. I think the market should not only pay attention to improving the experience with 
display devices and making more accessible 360 videos, but also to providing a usable 
platform for users.  
Going back to the three research questions we raised in the beginning of this 
paper: 1) Is there any significant difference between using an HMD and a mobile phone 
VR holder to watch 360 videos? The answer is no. 2) How do participants feel in general 
about watching 360 videos on an HMD and a mobile phone VR holder? Both VR 
displays have their own unique advantages, that I could not say one is better than the 
other. 3) How do participants feel about different focus assistant techniques, i.e. autopilot 
and self-guidance? Our research showed that no matter it was autopilot or self-guidance, 
when scenes became complicated, users would need visual cues to help them not miss the 
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important scenes. In other words, 360 Video producers need to develop more accessible 
and user-friendly ways such as visual cues for better viewing experiences. 
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Appendix A- Consent Form 
Consent Form 
This study is to support master paper completion for principal investigator Lucy Saiheng. 
This study has been reviewed by IRB. 
Data Collection: 
No identifiable data, like names will be collected during this study. All the user 
will be given to a unique identifier number will only known by investigator and stored in 
a password protected computer. 
When you are filling questionnaire your action will be screen recorded to the 
computer and when you interacting with VR devices your head movement will be video 
recorded.  
All the data that I collected from you will be securely stored in a password 
protected computer will only be accessed by researcher Lucy Saiheng. If you have further 
question, please let me know. 
What are some general things you should know about studies?  
You are being asked to take part in a study. To join the study is voluntary. You 
may refuse to join, or you may withdraw your consent to be in the study, for any reason, 
without penalty. You may not receive any direct benefit from being in the study. We do 
not anticipate any risks to you for participating in this study other than those encountered 
in day-to-day life. Details about this study are discussed below. It is important that you 
understand this information so that you can make an informed choice about being in this 
study. You will be given a copy of this consent form. You should ask the researchers 
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named above, or staff members who may assist them, any questions you have about this 
study at any time. 
What is the purpose of this study?  
 To compare the performance and design of two popular device VR head mounted 
display and mobile when playing 360 videos from 3 different purpose of videos, they are: 
motion videos, interaction video and content focused videos. Mainly evaluate the 
navigation habit, head movement, attention, comprehension and feelings. 
Are there any reasons you should not be in this study?  
You should not be in this study if: 
1. You are not a student in UNC Chapel Hill. 
2. Feeling any of following condition bellow: 
Intoxicated 
Overly tired 
Suffering from a cold 
Headache 
Upset stomach 
Other sickness Please specify ________. 
3. You have experienced motion sickness before in the VR environment and still 
feeling so, this include following: 
Vision problems, including double or blurred vision; 
Skin irritation, including redness, swelling, or itchiness; 
Eye problems, including eye pain, involuntary movement (twitching), or 
strain; 
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Dizziness, lightheadedness, balance problems, or disorientation; 
An increase in sweating or salivation; 
Nausea or headaches; 
Seizures; 
Any symptoms related to motion sickness. 
How many people will take part in this study?  
If you decide to be in this study, you will be one of 20 people in this study. 
How long will your part be in this study last?  
Participation will consist of 3 tasks and one interview that will last about 1 hour. 
What will happen if you take part in the study? 
If you agree to participate, you will be arranged to take part in a short orientation 
for 5 minutes. You will be given an Oculus VR Head mounted display installed in the 
computer/ a mobile device with YouTube 360 videos installed, and a small training video 
teach you be familiar with the environment. After that you will be watching a moving 
video, a static video, and a content focused story video, after each video you will be 
asked to answer a designed question based on what you watched. Each task takes 10 
minute in total. Finally, you will be invited to attend 20 minutes interviewed session to 
answer a few open ended questions and rate a brief question. For any reason, you may 
choose not to answer any question that is part of the study. All interviews will be 
audiotaped and screen recorded taken down as notes. 
What are the possible risks or discomforts involved from being in this study? 
You may experience motion sickness or any condition that listed below during the 
time you are wearing head mounted display, if you have any uncomfortable you are 
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allowed to quit anytime during the study. And you should report any problems to the 
researcher. 
• Vision problems, including double or blurred vision; 
• Skin irritation, including redness, swelling, or itchiness; 
• Eye problems, including eye pain, involuntary movement (twitching), 
or strain; 
• Dizziness, lightheadedness, balance problems, or disorientation; 
• An increase in sweating or salivation; 
• Nausea or headaches; 
• Seizures; 
• Any symptoms related to motion sickness. 
How will your privacy be protected? 
When you filling questionnaire your action will be screen recorded to the 
computer and when you interacting with VR devices your head movement will be video 
recorded.  
All the data that investigator collected from you will be securely stored in a 
password protected computer will only be accessed by investigator. If you have further 
questions, please let me know. 
No identifiable data, like names will be collected during this study. All the user 
will be given to a unique identifier number will only known by investigator and stored in 
a password protected computer. In written reports, your name and any identification 
information will not be used and the investigator will make additional efforts to analyze 
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data. After the analysis for this project is completed, all originally collected data will be 
deleted and/or destroyed 
What if you want to stop before your part in the study is complete?  
You can withdraw from this study at any time, without penalty. The investigators 
also have the right to stop your participation at any time. This could be because you have 
had an unexpected reaction, or have failed to follow instructions, or because the entire 
study has been stopped. 
Will you receive anything for being in this study? 
You will receive a $10-dollar gift card from amazon. 
And enjoyment of new 360 video from VR environment or mobile environment. 
What if you have questions about this study? 
You have the right to ask any questions you may have about this study. If you 
have questions about the study (including payments), complaints, concerns, or if a study-
related injury occurs, you should contact principal investigators of this study— Lucy 
Saiheng(saiheng@live.unc.edu) and Dr. Bradley M. Hemminger. If you have any 
questions or concerns regarding your rights as a subject in this study, you may contact the 
University of North Carolina at Chapel Hill (UNC-CH) Behavioral Institutional Review 
Board, IRB_subjects@unc.edu, Tel: 919-966-3113. You may be given a copy of this 
form to keep for your records. The principal investigators will keep this consent form for 
at least three years beyond the end of the study. 
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- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 
Title of Study: A Usability Evaluation for 360 Videos in Virtual Reality Environment and 
mobile environment 
 
Principal Investigator: Lucy Saiheng, Dr. Bradley Hemminger 
 
Participant’s Agreement: I have read the information provided above. I have asked all the 
questions I have at this time. I meet the qualifications for the study. I voluntarily agree to 
participate in this research study. 
 
_________________________________________________ _________________  
Signature of Research Participant                                              Date 
 
________________________________________________ 
Printed Name of Research Participant 
 
________________________________________________ _________________  
Signature of Research Team Member Obtaining Consent         Date 
 
 _________________________________________________ 
Printed Name of Research Team Member Obtaining Consent 
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Appendix B- Observation Guide 
Observation Guide 
Detailed Sequence of Events 
1. Researcher and participants schedule the test session at mutually agreed upon time. 
All test sessions will take place in a room suitable for VR interaction. 
2. One day before the scheduled session, the researcher will send an email to the 
participant with a reminder of the time and location of the session. 
3. Fifteen minutes before the scheduled start time, the researcher will arrive in the room 
and set up all the facilities. 
a. Technology Setup 
• Set up VR device 
• Clear the safari cache and cookies. 
• Prepare the electric version of survey in case. 
• Set up Camtasia for the session recording.  
• Set up Qualtrics for survey. 
• If its smartphone-based based set up screen regarding at in the smartphone-
based based. 
• Also in front of participant’s main spot set up a camera to record their motion 
so does for the smartphone-based based. 
b. Note Taking 
• Prepare a notebook for note taking. 
• Open one drive to note the total time and sequence of time for each 
participant. 
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c. Paper preparation 
• A printout of the observation guide. 
• A printout consent form for the participant. 
• A working pen. 
• A printout for pre-questionnaire, post-questionnaire and debrief questions in 
case researcher lost electronic version. 
4. When the participants arrive, researchers will greet them, direct them to a seat and 
begin preliminary instructions. 
• The researcher will read the introduction from the observation guide then pause 
and wait for the questions. 
• The researcher will read the introduction from the observation guide, then pause 
and wait for questions.  
• If the participant has questions, the researcher will answer them.  
• The Moderator will then read the Consent form, then pause and wait for 
questions. 
• If the participant has questions, the researcher will answer them.  
• The researcher will ensure that the participant has signed the consent form and 
will politely escort him or her out of the session if the participant declines to sign 
the form.  
• After start all the recording, researcher will direct the participant to complete the 
Pre-Test Questionnaire on the paper or test computer. 
5. Participants will be asked to watch a short video about navigating 360 video for 
training purposes before the research begins. 
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6. Then the participants will move on to the three test tasks.  
The researcher will instruct participants to view videos. 
7. Then, participants will answer post-questionnaire..  
8. Upon completion of all tasks, the participant will invite to ask open ended 
questions to talk about their experience.  
9. After the interview, moderator will thank and dismiss the participant. 
10. Researcher will save the recordings and summarize the notes on the session. 
• Introduction 
Hi [Participant’s Name], thank you so much for participating the study today. If you need 
to excuse yourself for any reason any time during the study, just let me know, and the 
restrooms and water fountains are located [indicate location of restrooms and water 
fountains]. 
Before we begin, I have a consent form for you to read and sign, if you have any 
questions please feel free to ask. 
• Consent 
Hand the consent form to participant. 
Session total of 50 minutes: 
• Pre-Test Questionnaire (5 minute) 
Thank you! You will now see, in computer screen, there is brief questionnaire for you to 
fill out. 
 
1. Your gender: 
a. Female  
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b. Male 
c. Others 
2. What is your current degree year? 
 
3. What is your general area of study? 
 
4. When is the last time you used mobile with cardboard / VR Head mounted display?  
a. Never 
b. Within the past week 
c. Within the past month 
d. Within the past year 
e. More than a year ago 
 
5. How often do you use mobile with cardboard / VR Head mounted display?  
a. Never 
b. Everyday 
c. Weekly  
d. Monthly  
e. Annually 
 
6. Have you watched 360 video before? 
a. Yes 
b. No 
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c. I don’t know 
 
7. How often do you watch 360 video? 
a. Never 
b. Everyday 
c. Weekly  
d. Monthly  
e. Annually 
 
9. What device do you use for watch 360 video before? 
a. Cardboard 
b. VR Head mounted displays (Like HTC, VIVE, Playstation and etc.) 
c. Desktop screen 
d. Mobile screen 
 
10. What site do you go to watch 360 video? ____________ 
 
Thank you! You will now see, in computer screen, there is brief questionnaire for you to 
fill out. 
 
Training session (5 minute): 
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1. Watch a short video Maga Coaster(https://www.youtube.com/watch?v=-xNN-
bJQ4vI) to experience the Virtual environment or mobile environment. 
Minimize Motion Sickness Method: 
1. During the whole process participant will be asked to be seated to experience VR 
environment so does Mobile cardboard. 
2. If participants are intoxicated, overly tired, or are suffering from a cold, headache, 
upset stomach, or other sickness. Participant will be asked to leave the study. We ask it 
before the study even begin to make sure they are qualified. 
3. Participants will ask to move their body slowly during the session to decrease the 
possibility of motion sickness. 
4. But firstly, at the training video, we will ask participant to tell us following questions 
after 30 seconds of training video: 
How comfortable do you feel generally? Rate from very uncomfortable 1-5 very 
comfortable. 
How do your eyes feel? Any double image in the video?  
How do you feel your body? Feeling like throw up or headache or nothing? 
If participant can not even continue more than 30 seconds, we will ask them to leave the 
study. Also if participants rate 1, we will also ask them to leave the study. 
If the participants rate comfortable to 2 or 3, we will ask them to watch another training 
video to make sure they are just adapting to the new environment or can not accept new 
environment. 
Second training video: 
https://www.youtube.com/watch?v=cPkj2C-rl24 
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Stop using VR or Cardboard immediately if you are experience any of the following: 
• Vision problems, including double or blurred vision; 
• Skin irritation, including redness, swelling, or itchiness; 
• Eye problems, including eye pain, involuntary movement (twitching), or strain; 
• Dizziness, lightheadedness, balance problems, or disorientation; 
• An increase in sweating or salivation; 
• Nausea or headaches; 
• Seizures; 
• Any symptoms related to motion sickness. 
 
Tasks (10 minute each task with survey): 
 
1.  Watch the first video and fill out a short survey. 
https://www.youtube.com/watch?v=QKm-SOOMC4c&t=150s 
 
2. Watch the second video and fill out a short survey. 
 https://www.youtube.com/watch?v=CecZb5DjGKg 
 
3. Watch the third video and answer a few questions and fill out a short survey. 
https://www.youtube.com/watch?v=3WIS6N_9gjA 
• Answer short comprehension questions about the video content.  
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• Post questionnaire Survey- after every video (7-point scale) 
 
1. Overall, how difficult do you think to navigate within the video? 
a. Not at all difficult 
b. Neutral 
c. Very difficult. 
2. How involved did you feel with this video? 
1. Not at all involved 
2. Neutral 
3. Very involved. 
 
3. How do you feel after watching this video? 
a. Unhappy. 
b. Neutral 
c. Very happy. 
 
4. How do you think of time duration of this video? 
a. Too long  
b. Neutral 
c. Too short 
 
5. How much focus did the video provide for you? 
a. Not focused 
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b. Neutral 
c. Very focused. 
 
6. How much did you enjoy the content of this video? 
a. Not at all. 
b. Neutral 
c. Very much. 
 
7. What was your comfort level while watching this video? 
a. Uncomfortable. 
b. Neutral 
c. Very Comfortable. 
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Appendix C 
Interview Questions 
• How do you generally feel about this device? 
• How do you feel about watching 360 videos on mobile cardboard/ VR head mounted 
display? 
• How long do you wish the video to be? 
• What is your favorite video among all of them? Why? 
• What is good about watching 360 video on this device? 
• What is bad about watching 360 video on this device? 
• If you are the developer or producer, what do you wish to improve in this experience? 
• How do you feel about navigating within the video in general? 
• Could you still remember which scene that made you want to watch more around 
between three videos? 
• Will you watch 360 videos in this device for future? Why?  
• If economic does not play any role in this situation which device do you want to buy 
first? 
