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摘要 : 　基于密度的聚类是聚类分析中的一种 ,其主要优点是发现任意形状的聚类和对噪音数据不敏
感.文章提出了一种新的基于网格密度和空间划分树的 CGDSPT(Clustering based on Grid - Density and
Spatial Partition Tree)聚类算法. 其创新点在于 ,将数据空间划分成多个体积相等的单元格 ,然后基于单元
格定义了密度、簇等概念 ,对单元格建立了一种基于空间划分的空间索引结构 (空间划分树) 来对数据进
行聚类. CGDSPT算法保持了基于密度的聚类算法的上述优点 ,而且 CGDSPT算法具有线性的时间复杂
性 ,因此 CGDSPT算法适合对大规模数据的挖掘. 理论分析和实验结果也证明了 CGDSPT算法的优点.
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Abstract : 　The density2based clustering algorithm is a sort of clustering analysis , its main merit is to discover
arbitrary shape cluster and is insensitive to the noise data. This paper proposed a new clustering algorithm based on the
grid density and the spatial partition tree CGDSPT. It is able to cluster data through dividing the data space into several
unit cells. Some concepts , for example : the density , the bunch and so on , are defined on the unit cell. Then we
established a spatial index structure for spatial division. The CGDSPT inherits the merit of the density2based clustering
algorithm , moreover CGDSPT has the linear time2complexity , therefore it suits to the large2scale data mining. The
theoretical analysis and the experimental result have also proven the merit of CGDSPT.
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1 　引言
在数据挖掘领域中 ,聚类分析是一项重要的研究课题 ,已经被广泛研究了许多年. 但同时聚类分析也
是一个具有很强挑战性的领域 ,它的一些潜在应用对分析算法提出了特别的要求[1 ] . 如 :可伸缩性、处理不
同类型属性的能力、发现具有任意形状的聚类的能力、处理噪声数据的能力、对于输入数据的顺序不敏感、
处理高维数据的能力等. 迄今为止 ,人们已经提出了许多聚类算法 ,如 K2MEANS[2 ] ,DBSCAN[3 ] 和 CLIQUE[4 ]
等. 所有这些算法都试图通过不同的途径实现对大规模数据库的有效聚类 ,但总的来说 ,都没有取得理想
的效果. 因此研究如何提高聚类算法的性能具有重要的意义.
111 　相关工作
K2MEANS 方法首先由 Macqueen 提出 ,在数据挖掘领域中得到了广泛的应用. 这个算法尝试找出使平
方误差函数值最小的 k 个划分. 对处理大数据集 ,该算法是相对可伸缩的和高效率的 ,因为它的时间复杂
度是 O ( ktn) ,其中 , n 是所有对象的数目 , k 是簇的数目 , t 是迭代的次数. 通常地 , k ν n ,且 t ν n . 然而这
种方法对不同的 k 值可能会导致不同的聚类结果. 其次 ,该方法不能发现非凸面的簇 ,或大小差别很大的
簇. 而且对“噪声”和孤立点很敏感.
DBSCAN 是一种基于密度的聚类算法 ,其基本思想是 :对于一个聚类中的每一个对象 ,在其给定半径
的邻域中包含的对象不能少于某一给定的最小数目 ,然后对具有密度连接特性的对象进行聚类. DBSCAN
算法可以挖掘任意形状的聚类 ,对数据输入顺序不敏感 ,并且具有处理噪声数据的能力. 该算法的时间复
杂性为 O ( n2 ) ;在空间索引如 R 3 树的支持下 ,其复杂性为 O ( nlog2 n) . 需要指出的是 ,DBSCAN 算法还需
考虑建立索引的时间 ,而建立 R 3 树通常需要消耗大量的时间 ,其时间复杂度随着数据维数和数据规模大
幅度攀升.
CLIQUE是一种基于网格和密度的聚类算法. CLIQUE 聚类识别稀疏和密集空间区域 (unit) ;若一个
unit 所包含数据点数目超过了输入模型参数 ,那这个 unit 就是密集的 ;一个聚类被定义为连接的密集 unit
的最大集合. CLIQUE方法中的一个主要操作步骤是从候选搜索空间中识别出真正的密集 units ,其利用了
关联规则中的 Apriori 性质 ,即若一个 k 维 unit 是密集的 ,那么它在 ( k - 1) 维的投影 unit 也是密集的. 设 k




k ) ,其中 c 是常数. 上面的算法虽然降低了用于测试作为稠密的单元的数量 ,但在高维度数据情
况下仍无法使用. 虽然可以采取一些措施降 (如基于 MDL 的修剪) 低数据库的遍历次数 ,但其复杂度仍然
较为可观.
112 　本文的工作
本文提出一种基于网格密度和空间划分树的聚类算法 CGDSPT (Clustering based on Grid2Density and
Spatial Partition Tree) . CGDSPT算法受 CLIQUE算法的启发 ,首先将 d 维数据空间划分为不重叠的矩形单元
(Unit) ,再从中识别出密集单元 ,然后寻找密集单元的最大连通区域 ,即形成聚类. 与 CLIQUE 不同的是 ,受
DBSCAN 算法中采用空间索引的启发 ,CGDSPT算法不是直接在划分后的数据空间进行以上操作 ,而是对
划分后的数据空间建立一种空间索引结构 ———空间划分树 (Spatial Partition Tree ,SP2Tree) ,通过 SP2Tree 来
寻找密集单元和密集单元的连通区域. 相比 CLIQUE 算法 ,CGDSPT算法在 SP2Tree 创建 (只需遍历一次数
据库)完成时就同步完成了密集单元的识别工作 ,克服了 CLIQUE算法寻找密集单元时需遍历 k 遍数据库
的缺点. 相比 DBSCAN ,CGDSPT是种基于网格的聚类算法 ,其最小操作单位是单元格 ,时间复杂度独立于
数据规模 ;同时 ,CGDSPT中的 SP2Tree 索引的创建和邻域查询的时间复杂度与数据维数分别呈线性和二次




本文首先介绍了空间划分树的结构和相关算法 ,接着论述了 CGDSPT算法 ,然后从多个角度具体分析
了 CGDSPT算法的性能 ,最后进行总结讨论.
2 　空间划分树( Spatial Partition Tree , SP2Tree)
211 　SP2Tree ( Spatial Partition Tree)
定义 1 (数据集 X 的划分 P) 　将数据集 X 所分布空间的每个维划分为相等的间隔段 ,生成不相交超
矩形单元的集合 P ,它覆盖整个数据集 X 所分布的空间. 每个单元 C 的空间位置表示为{ c1 , ⋯, ck } ,其中
ci = [ li , hi )对应于第 i 个维的一个右开的间隔段 ,一个单元也可表示为 ( cNum1 , ⋯, cNumk ) ,其中 cNumi
是区间[ li , hi )对应的间隔序号 ,间隔号从 1 到间隔段总数 ,称 P 为数据集 X 的一个划分.
数据集 X 划分后生成了 md 个单元 ,其中 d 是数据的维数 , m 是每维划分的网格数. SP2Tree 仅索引其
中的非空单元 ,SP2Tree 的定义如下 :
定义 2 (SP2Tree) 　数据集 X 在划分 P 下生成的 SP2Tree 结构如下 :
1)它有一个根结点 ,共有 d + 1 层 ,其中 d 是数据集的维数 ;
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2)数据集的一维对应于 SP2Tree 的一层 ,第 d + 1 层对应所有非空的单元 ;
3)除了第 d + 1 层 ,第 i 层 (非叶结点层)中的结点包含形如 ( cNum , nextLay)的内部结点 ,其 cNum 是一
个关键字 ,也是一个单元在第 i 维上的间隔号. nextLay 是一个指针 ,在第 d 层 ,它指向一个叶结点. 在其它




图 1 (a)是一个划分下的单元结构 ,共有两维 ,每维等分成 7 个间隔段 ,编号从 1 到 7. 灰黑色的单元表
示非空的单元. 图 1 (b)表示了与这个单元结构相对应的 SP2Tree 结构. 这个 SP2Tree 共有三层 ,前两层分别
对应数据的两个维 X和 Y,最后一层为叶结点层 ,对应所有非空单元. 第一维 (X维)有 7 个间隔段 ,但只有
2、3、5、6 和 7 包含数据对象 ,这样根结点有 5 个内部结点. 根结点的第一个内部结点 2 指向的第二层结点




1) SP2Tree 不仅有效地保存数据的空间位置信息 ,更保存了单元的相对空间位置信息 ,而现存的多维
索引结构如 R 3 2Tree 则不具有此功能 ;这样基于 SP2Tree ,除了能非常方便地获得单元格中数据的统计量
外 ,更能非常容易地实现高效的数据的空间邻域查询 ,从而大大提高了整个聚类算法的效率.
2) SP2Tree 是对非空单元格进行索引 ,在一般情况下非空单元格的数量要远小于数据点的数量 ,而现
存的其他许多索引结构都是基于数据点的索引. 这样也提高了建树和查询效率.
212 　基于 SP2Tree 的各种算法
对 SP2Tree 的操作主要有以下几种 :SP2Tree 的构建、删除、遍历、查询和合并等. 由于篇幅限制 ,这里只
给出构建与遍历算法.
1) SP2Tree 的构建
SP2Tree 构建即依次将数据集中的各个数据点插入到树中. 过程 InsertPoint 从第一维开始以单元坐标
作为关键字 ,查找所在维对应 SP2Tree 相应的层中的结点. 如果这个数据对象对应的单元坐标值在 SP2Tree
上存在 ,则只需把这个单元所对应的 SP2Tree 叶子结点点数加 1 和把数据对象编号加入到叶子节点. 如果
不存在 ,从当前一层开始创建以下各层的结点 ,最后生成一个新的叶子结点. 当一个结点存在时 ,将相应的
关键字按升序插入结点.
算法 1 　CreateSPTree
输入 :数据集 X ,划分 P
输出 :SP2Tree
① root = NULL ;ΠΠ初始化一棵 SP2Tree
②for 每个数据集 X中的数据对象 point
a. 计算数据对象对应的单元坐标 cellNum
b. InsertPoint (root , cellNum , point)
2) SP2Tree 的遍历
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基于 SP2Tree 的操作 (如树的近邻查询以及树的合并等)基本是围绕树的遍历过程进行的. 树的遍历过
程采用深度优先搜索的方法. 具体实现见算法 2.
算法 2 　Travel (root , level)
输入 :SP2Tree 的根节点 ,初始层次号
输出 :所有叶节点的信息
①iSize = 当前层内部节点的个数 ;
②for ( i = 0 ; i < iSize ;i + + )
a. if (level < dim + 1) then ΠΠ如果当前层为非叶子结点层则向下递归






通过一个输入参数 m ,可以将空间 S 的每一维分成相同的 m 个区间 ,从而将整个空间分成了有限个
不相交的超矩形单元 (units) .每一个这样的矩形单元 u 是由每一个属性一个间隔段组成的交集 ,可以描述
为{ U1 , ⋯, Ud } ,其中 Ui = [ L i , Hi ) ,一个前闭后开区间. 此外 ,根据空间划分的概念可知 ,一个单元也可由
数据点在每个属性维的间隔号的集合来表示 ,可以描述为 ( cNum1 , ⋯, cNumk ) ,其中 cNumi 是区间 [ li , hi )
对应的间隔序号 ,间隔号从 1 到间隔段总数ξ.
我们说一个数据 V = { V1 , ⋯, Vd }落入一个区间 U = { U1 , ⋯, Ud } ,当且仅当对于每一个 Ui 都有 L i ≤
V i < Hi 成立. 我们定义一个单元格 u 的密集度 Density 为落入该单元中的数据点个数. 对于用户的输入参
数τ,我们称数据单元 u 是密集 (dense)的 ,当且仅当 Density( u) >τ.
一个聚类 (cluster)可以定义为 ,在 k 维空间中由一些连通的密集单元格组成的连通分支 ,两个 k 维中
的单元格 u1 , u2 称为连通的 (connected)当且仅当 :1)这两个单元格有一个公共的面 ;或者 2) u1 , u2 都跟另
一个单元格 u3 连通. 两个单元格 u1 = { R1 , ⋯, Rd } , u2 = { R′1 , ⋯, R′d }有一个公共的面是指 ,存在 d - 1 个
维度有 Rj = R′j 成立 ( j = 1 , ⋯, k - 1 , k + 1 , ⋯, d) ,并且对于第 k 维有 Hk = L′k ,或者 H′k = L k 成立.
312 　算法的实现及其复杂度分析





具体方法为 :设在给定某一划分 P 下每维被划分成等长的 m 等份 ,另设样本数据的在第 j 维上的最
大、最小值分别为 maxj 和 min j , j = 1 ,2 , ⋯, d ,则样本数据 Xi = ( xi1 , ⋯, xid )的单元格编号 C = ( cNum1 , ⋯,
cNumd )为 :
cNumj =
xij - min j
maxj - min j
m
=
m ( xij - min j )
maxj - min j
, 　j = 1 ,2 , ⋯, d (1)
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的. 在本文 ,采用的是 SP2Tree 的空间索引结构来进行数据的组织和聚类. 由于 SP2Tree 直接保存了数据的
空间位置信息 ,也就是说当一个数据点插入到 SP2Tree 中也就确定了这个数据点的单元格编号和它在 SP2
Tree 中的位置 ,同时叶子结点直接保存了该单元格中数据点的个数. 故而确定密集单元格的过程即是建立
SP2Tree 的过程.
2)时间复杂性
设定总共有 N 个样本数据 ,数据的维度数为 d ,每维被划分成 m 等份 ,则单元格数目总共有 md 个.
在最坏情况 (没有非空单元格)下建立 SP2Tree 总共有 d + 1 层 ,每个非叶子层结点都有 m 个内部结点. 这
样每个数据点插入到 SP2Tree 中要经过 d 层 ,每层需要进行 log2 m 次比较 ,则每插入一个数据点需要进行
dlog2 m 次比较. 总共有 N 个数据则需要进行 N ×dlog2 m 次比较. 而 d 和 m 都是常数 ,所以该步的时间复







连通密集单元格就构成了一个簇. 如此循环往复直到 SP2Tree 中的所有密集单元格已被处理. 其中步骤
2) . ⅲ中的 while 循环就是不断向外扩张的连通密集单元格的过程.
算法 3Clustering( root , densityNum)
输入 :SP2Tree 的根结点 ,密集单元格的阀值
输出 :簇的集合
1) 声明变量 :clusterSet = new ArrayList () ;ΠΠ存放各个类所包含的数据点编号
denGridSet = new ArrayList () ;ΠΠ存放某一类得密集单元格
tempList = new ArrayList () ;
2) while SP2Tree 中还有未处理过的密集单元格 then
ⅰ1 清空变量 denGridSet 和 tempList .
ⅱ1 从 SP2Tree 中任取一未处理过的密集单元格并将其添加到 denGridSet 中.
ⅲ1while denGridSet 不为空 then
a. 从 denGridSet 中取得一单元格 leafNode
b. 将 leafNode 中每个数据点的信息 (如数据点编号)添加到 tempList 中.
c. 调用 SearchNeighbor 算法查找 leafNode 的近邻单元格 N leafNode.
d. if N leafNode 为密集单元格且其属性 IsVisit = false then 将 N leafNode 的 IsVisit 属性赋值为 true 并
添加到 denGridSet 中. else if N leafNode 不是密集单元格 then 从 SP2Tree 中删除之.
e. 从 SP2Tree 中删除 leafNode.
f . 从 denGridSet 中删除 leafNode.
ⅳ. 将 tempList 作为一个簇添加到 clusterSet 中 ,并将簇标签加 1.
3)时间复杂性
这个步骤的主要工作就是查找密集单元格的近邻单元格. 每个单元格有 2 d 个近邻单元格 ,最坏情况
下每个单元格均是密集的 ,则共需执行 md ×2 d 次单元格查找操作 ,而每次单元格查找操作的时间复杂性
为 dlog2 m ,故而整体的时间复杂度为 :
O = O (2 d2 md log2 m) (2)
　　但实际上由于 SP2Tree 只索引非空单元格 ,而当且仅当数据集均匀地分布在各个单元格上且划分后的
单元格数量足够多时 ,非空单元格的数量达到最大为 N . 故而式 (3)变为 :
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O ≤O (2 d2 log2 m ×N) (3)
因 d 和 m 都是常数 ,故 O≈O ( N) ,也就是说这一步的时间复杂度也近似线性.
此外 ,我们知道均匀分布的数据用来聚类是毫无意义的 ,所以聚类数据的分布往往是离散的 ,也就是
说进行空间划分后的非空单元格的数目要不仅要远远小于 md 个 ,也往往要远远小于 N . 另在算法 3 中 ,
每查找到一个非密集单元和每处理完一个密集单元就把这些单元格从 SP2Tree 中删除 ,这样 SP2Tree 的规
模就不断地收缩 ,这又进一步提高算法的执行效率.
313 　参数 m 与τ的设置
在 CGDSPT算法中 ,为了发现高密度的单元 ,需要两个参数 :一个是将每一维分割的等份数 ,称之为维
分割参数 m ;一个是区分高密度区域和低密度区域的参数 ,称之为密度阀值τ. 本文提出了一种由聚类算
法本身 ,根据数据集统计特性自动生成这两个参数的方法.
设每维数据都是数值数据. 定义第 j 维数据的离散度 Dj 为 : Dj = S jΠx j ,其中 S j 、x j 分别为第 j 维数据
的标准差和均值. 定义各维数据的平均离散度维 D 为 : D = ΣwjDj ,其中 (Σwj = 1) , wj 为第 j 维数据的权
重. 定义数据集的标准化离散度 Ds 为 : Ds =
1
(1 + D)
. 这样离散度越大 , Ds 越接近 0 ,离散度越小 , Ds 越接
近 1.
1)令 m = m0 Ds
d
N ,其中 m0 为算法定义的维度分割微调参数 ,表明数据分布越是离散 ,数据规模越
小 ,则维度的划分越是稀疏.
2)令τ=τ0 ×mean (Density) ×Ds ,其中τ0 为算法定义的密度阀值微调参数 ,mean (Density)是网格平均
密度 ,表明数据分布越是离散 ,网格平均密度越小 ,则密度阀值取值越小.
将参数的设置与数据集本身的特征相关联 ,提高了聚类算法的针对性 ,使得对不同疏密程度和不同规
模的数据集 ,能恰当的调整相应的聚类参数. 对于二维数据 ,经过多次的实验验证 ,我们发现当 m0 的取值
在[018 ,310 ]区间 ,τ0 的取值在[115 ,315 ]区间时 ,一般能获得较好的聚类结果.
4 　算法性能分析
411 　算法执行效率分析
表 1 　各算法的平均运行时间 (单位 :毫秒 ms)
样本数 K2Means DBSCAN CLIQUE CGDSPT
300 77 99 66 15
700 91 183 89 31
1196 156 564 132 46
2130 274 996 234 88
4287 560 2087 435 197
6500 897 2832 679 325
7620 1164 3902 987 421
10500 1853 5037 1639 784
14520 2507 6953 2139 1062
99193 13143 60717 11025 8532
205208 25237 154625 23087 17296
　　数据来源 :本文计算.
由于实验条件的限制 ,本文故而只选择了 4
种聚类算法进行比较 ,分别是 :DBSCAN (采用 R3





根据表 1 我们可以得出图 3 的算法性能比较
图. 从图中可清晰地看出 CGDSPT 算法、CLIQUE
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含有一定噪声的二维数据 ,采用 CGDSPT算法分别对其进行聚类. 第一组数据的分布为两条相互包含的曲










从图 5、6、7 可以清晰地看出 :对数据集一 ,CGDSPT能很正确地区分出这两条相互包含的曲线 ,并能有效地
去除噪声数据. 对数据集二 ,CGDSPT能正确地把 13 个几何图形 (以不同颜色显示) 区分开 ,并能去除绝大
部分噪声数据. 对数据集三 ,能正确地分出较为合理的簇 ;不过 CGDSPT虽然剔除了一些噪声 ,但同时也损
失了不少样本 ,如结果中 700 个原始样本只有 567 个样本被归类了 ,其余的 133 个样本均被当成噪声数据
剔除掉了 ,这样就很有可能损失一些有用信息. 可见 ,CGDSPT 算法对于任意形状的簇均能较好地给出合
理的划分结果 ,能有效地过滤噪声数据 ,但有可能因为剔除了过多的“噪声”数据而损失一些有用信息.
5 　结论
本算法 (CGDSPT)是一种基于密度的聚类算法 ,因此具有密度聚类算法的优点 ,能发现任意形状的簇 ,
对噪声数据不敏感 ,与网格方法相接合 ,还具有处理速度快的优点 ,其处理时间独立于数据对象的数目 ,仅
依赖于量化空间中每一维上的单元数目和维度数.
通过建立基于空间划分上的空间索引结构 SP2Tree ,很好地保存了数据的空间位置信息 ,有效地提高
空间近邻查询效率 ;同时将索引对象限制在非空单元格上 ,这就极大地减小了算法运行的时间复杂度 ,即
(下转第 137 页)
131第 7 期 一种基于网格密度与空间划分树的聚类算法
参考文献 :
[ 1 ] 　刘飞 , 曹华军 , 张华. 绿色制造的理论与技术[M] . 北京 :科学出版社 ,2005.
Liu F , Cao H J , Zhang H. Theory and Technology of Green Manufacturing[M]. Beijing : Science Press , 2005.
[ 2 ] 　Dahmus J , Gutowski T. An environmental analysis of machining[ C]ΠΠProceedings of International Mechanical Engineering Congress
and RD&D Expo , 2004 ,12 : 1 - 10.
[ 3 ] 　Gutowski T , Dahmus J , Dalquist S. Measuring the environmental load of manufacturing processes[ C]ΠΠProceedings of International
Society for Industrial Ecology ( ISIE) , Stockholm , Sweden , June 12 - 15 , 2005.
[ 4 ] 　张华 ,刘飞. 制造系统产品物料资源消耗状况的一种分析方法[J ] . 机械工程学报 ,2000 ,36 (3) : 27 - 31.
Zhang H , Liu F. A method for analyzing the product material resource consumption situation of manufacturing systems[J ] . Chinese
Journal of Mechanical Engineering , 2000 ,36 (3) : 27 - 31.
[ 5 ] 　曹华军 , 刘飞 , 阎春平 ,等. 制造过程环境影响评价方法及其应用[J ] . 机械工程学报 , 2005 , 41 (6) : 163 - 167.
Cao H J , Liu F , Yan C P. Environmental impact evaluation method of manufacturing process and its case[J ] . Chinese Journal of
Mechanical Engineering , 2005 , 41 (6) :163 - 167.
(上接第 131 页)
使对于高维数据 ,其时间复杂度也是近似线性 ,这就有效地消减了已有的基于密度的算法出现的“维度灾
难”的情况. 此外 ,本文提出的根据数据集本身的统计特征来设置参数的方法 ,也有效地降低了该类算法参
数的设置难度.
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