Abstract. This study is mainly dedicated to the development and analysis of non-overlapping domain decomposition methods for solving continuous-pressure finite element formulations of the Stokes problem. These methods have the following special features. By keeping the equations and unknowns unchanged at the cross points, that is, points shared by more than two subdomains, one can interpret them as iterative solvers of the actual discrete problem directly issued from the finite element scheme. In this way, the good stability properties of continuous-pressure mixed finite element approximations of the Stokes system are preserved. Estimates ensuring that each iteration can be performed in a stable way as well as a proof of the convergence of the iterative process provide a theoretical background for the application of the related solving procedure. Finally some numerical experiments are given to demonstrate the effectiveness of the approach, and particularly to compare its efficiency with an adaptation to this framework of a standard FETI-DP method.
Introduction
This paper deals with a non-overlapping domain decomposition method (DDM) for solving the continuouspressure mixed finite element formulations of the Stokes equations. The guideline is the strategy initiated by Lions [27] for second order elliptic boundary values problems, called later Robin-Robin DDMs. It seems that it is more appropriate to refer to these methods as mixed non-overlapping DDMs in the discrete framework [20] . The main principle is to decompose the computational domain into several non-overlapping subdomains and to express the natural matching of the trace of the solution and its normal derivative at the interfaces in terms of two Robin conditions. For the Stokes system, the Robin condition is obtained by a combination of the velocity and the normal stress vector. This has the advantage of ensuring that each iteration can be performed in a stable way independently of the mesh size. In particular, this way to proceed avoids being faced with the so-called 'floating subdomains' which prevent the related local problems from being safely solved.
First theoretical well-posedness and convergence results for the Robin-Robin DDM, applied to the 'continuous' Stokes/Oseen problem (i.e., in the Sobolev spaces setting), were established in [31] . As usual in such a kind of study, devoted to the theoretical analysis of the DDM without connection to some numerical scheme [13, 27] , the difficulties, related to the 'corners' where several subdomains meet, are avoided by assuming an extra non variational regularity on the normal derivatives (the normal stress vector here) at the subdomains interfaces. Unfortunately, this way to proceed cannot be reproduced at the discrete level when using a nodal finite element method. Actually, avoiding a correct handling of the matching at the 'corners' of the subdomains only postpones the difficulty that arises from the cross points in the discrete case. Figures 1 and 2 respectively give an idea of a decomposition without and with cross points. Indeed, such cross points may support one or more degrees of freedom for which the equivalent writing of the matching conditions, which is the basic feature of the Lions method, no longer remains valid.
In this study, we focus on a way of proceeding with a DDM involving cross points for the continuouspressure mixed finite element formulations of the Stokes problem, which can ensure the convergence and stability properties of this procedure at the theoretical level. The approach adopted here to overcome the difficulties related to cross points is that considered in references [2, 3, 5, 17] . It consists in keeping unchanged each unknown and each equation of the finite element system related to a cross point. Moreover, as for the treatment of the Helmholtz equation, initiated by Després in [14] , and adapted to this context in [2, 3, 5] , each local matrix is then augmented by a suitable interface mass matrix. Lagrange multipliers are introduced to enforce the matching of the Robin conditions at the nodes located at the interfaces except those corresponding to the cross points. As a result, one gets an augmented linear system which remains exactly equivalent to the global discrete Stokes problem. As this is characteristic of a DDM, the problem is reduced to an implicit linear system on the interface Lagrange multipliers where the matrix-vector product is obtained by solving local problems, each of them being related to a subdomain. For the present case, each matrix-vector product is performed by solving the local problems twice and, inserted between the two series of these solutions, an intermediate linear system related to the degree of freedom supported by the cross points. It is important to note that this way to proceed makes it possible to prescribe the zero mean-value condition for the pressure easily through an additional Lagrange multiplier which is joined to the degrees of freedom corresponding to the cross points.
To some extent, this procedure can be linked to the FETI Dual-Primal (FETI-DP) method introduced in [17] as an improvement on the standard FETI approach initiated in [16] . In the FETI-DP method also the degrees of freedom supported by a cross point remain shared by all the subdomains to which this cross point belongs (see, for example, [29] ). The matching of the remaining degrees of freedom on subdomain interfaces is enforced by Lagrange multipliers. All the other degrees of freedom are removed via a Schur complement procedure and the resulting symmetric linear system is solved by an iterative solver. However, the FETI-DP method does not seem to have been used in the context of a continuous-pressure mixed finite element approximation of the Stokes problem, mainly because some additional treatment must be carried out for matching the pressure at the interfaces. However, to be able to compare the method which is designed in this work with a standard FETI approach, we show how to extend the latter to the continuous-pressure mixed finite element approximations of the Stokes system. The main ingredient is to deal in a formal way with the whole system as if it were a usual coercive elliptic problem. This way of proceeding remains questionable mainly because its validity and its stability cannot be based on a sound theoretical background.
Many works have been devoted to DDMs for saddle point problems in general and for the Stokes problem in particular. They are based on either overlapping [24, 35] or non-overlapping Schwarz methods [1, 9, 19, 25, 30, 33] . For instance, the Stokes problem was dealt with by a Robin-Robin method in Otto et al. [28, 32] , Chacón Rebollo and Chacón Vera [11, 12] and Discacciati et al. [15] . However, in all these references, no specific attention was paid to the adaptations required for the cross points. Furthermore, in all these studies the finite element approximation of the pressure is assumed to be discontinuous through the interfaces of the subdomains. More recently, Vereecke et al. [37] (for incompressible and nearly incompressible problems), Li [26] and Kim and Lee [22] (for mortar finite element methods), used a FETI-DP method [17] for the Stokes equations to settle the problem resulting from the cross points. However, only discontinuous-pressure finite element methods were considered. Our aim in this study is to investigate such issues and to propose a suitable approach to them. Great attention is paid to the stability properties of the method. In particular, a strict control is carried out at the level where the local problems have to be solved as well as where the degrees of freedom supported by the cross points need to be determined. In particular, we carefully check a bound on the results in terms of the data using suitable norms. It is worth mentioning that this is in contrast with the standard FETI-DP method [22, 26, 37] , where the existence and the uniqueness of the solution to the local problems is ascertained from an algebraic argument only.
As mentioned above, the construction of the DDM and the theoretical study are conducted mainly for continuous-pressure finite element approximations of the Stokes problem. A similar, but simpler, construction leading to the same conclusions remains valid when using a discontinuous-pressure finite element method. The related adaptations will be indicated along the text. This paper is organized as follows. Section 1 contains a brief introduction to the variational velocity-pressure formulation of the Stokes problem as well as a description of the additive Schwarz non-overlapping DDM that is considered. Theoretical stability estimates and convergence results are established in Section 2. Some numerical experiments validating the theoretical conclusions and comparing its efficiency with an adaptation of the standard FETI-DP method to this framework are presented in Section 3.
1. Mixed DDM formulation
Stokes equations
We consider the Stokes equations in a bounded domain Ω of R n (n = 2, 3), together with a non-slipping condition on the boundary ∂Ω of Ω and the incompressibility constraint (cf., e.g., [18] )
(1.1)
In system (1.1) the unknowns are u ∈ (H 1 0 (Ω)) n the velocity and p ∈ L 2 (Ω) the pressure. The data are respectively ν the inverse of the Reynolds number and f ∈ L 2 (Ω) n the external forces per unit mass moving the fluid. The pressure is defined up to an additive constant which, as usual, is fixed by taking System (1.1) is solved using a nodal mixed finite element method. Let T h be a mesh of Ω, with fixed shape geometrical elements of diameter ≤ h. We denote the velocity and the pressure finite element spaces by
The discrete variational formulation of the Stokes problem can then be set as follows:
where M h 0 is the subspace of functions in M h satisfying zero mean value condition (1. 
As a rule, usual notation and functional spaces in Partial Differential Equations theory, including Sobolev spaces, are used without further comment (cf., e.g., [18] ). We also assume that the mixed finite element pair X h , M h 0 satisfies the usual uniform Brezzi stability inf-sup condition, i.e., there exists a positive constant β, independent of h, such that
(1.6)
The domain decomposition method setting
The mesh T h is supposed to be compatible with the partition of Ω into N non-overlapping subdomains 
In these finite-dimensional spaces, all the subdomains, having in common a cross point, share all the degrees of freedom attached to it. These spaces can be viewed as a "broken" version of the spaces X h and M h where the continuity inter subdomains of the related functions is maintained only at the level of cross points and are respectively endowed in a quite natural way with the norms
According to these definitions, every function v ∈ X h B can be uniquely decomposed via its nodal values in the following form 10) where v i0 , v ij , and v c respectively denote the components of v associated with the nodal values of v which are respectively in the interior of Ω i , in the interior of the interface Γ ij and attached to the cross points. The notation j ∈ Λ i is used to refer to a subdomain Ω j which shares the interface Γ ij with Ω i . Hence j is always different from i. It is also worth mentioning that v ij is zero outside Ω i . The pressure functions are also decomposed in a similar manner
Based on this splitting of both the trial and the test functions, we define the following spaces: on the one hand X It is helpful in describing the method to introduce a concise notation for the space of multipliers ensuring the matching of the velocities at the interfaces
where W h ij is spanned by the traces on Γ ij = Γ ji of the component v ij of v i when the latter is running in
A similar space is used for dealing with the pressure
with
Let us stress on the fact that the continuity at the cross points is enforced directly from the definition of the velocity X h B and the pressure M h B spaces. It is important for the sequel to note that any nodal-value corresponding to a cross point of an element in either W h or Y h is zero.
The interface spaces are endowed with the following norms 17) which are those induced by the related L 2 -scalar-product on Γ ij where c ij (., .) refers to the vectorial space
. We can therefore write out the matching conditions for a pair (u,
which will be more suitable for the description of the DDM.
Equivalent formulation of the discrete Stokes equations
The DDM we consider can be seen as an efficient iterative procedure to solve discrete Stokes problem (1.3). One way of describing this iterative solution is to put it in the form of a fixed-point problem, depending on a parameter λ > 0, consisting in an equivalent writing of problem (1.3) and matching conditions (1.18) on the interfaces. This makes use of the interface unknowns (Φ, ψ) ∈ W h × Y h and is stated in the following theorem.
Theorem 1.1. Let λ > 0 be a given real parameter and a i (., .), b i (., .)denote the respective restrictions of the bilinear forms a(., .), b(., .) to Ω i . Then, discrete Stokes problem (1.3) is equivalent to the following system
The interface unknowns are subject to the following matching conditions
Proof. The proof is a simple algebraic check obtained by a straightforward adaptation of Proposition 2.1 in [3] .
Remark 1.2. It is worth noting that:
• the bilinear forms d ij (., .) previously considered are irrelevant for a discontinuous-pressure finite element method. In this case, there is no need to match the pressures and the broken space M h B is simply the initial space M h ;
• first condition in (1.20) actually expresses the matching of both the velocity and the normal stress vector on the interfaces at the discrete level; at the continuous level (see [31] ), they take the following form
where λ > 0 is the parameter considered in Theorem 1.1 and n ij is the unit normal on Γ ij pointing outwards Ω i . The second condition in (1.20) is set to ensure the continuity requirement on the pressure of the finite element scheme. In this way, the whole problem in the velocity and the pressure is dealt with as if it was a usual elliptic coercive system in these two unknowns. We will see how this formal approach can be repeated below to extend the FETI-DP methodology to the discrete problems corresponding to continuous-pressure mixed finite element approximations of the Stokes system. • Taking λ = 0, that is, considering a Neumann instead of a Fourier-Robin boundary condition at the interfaces gives rise to the two following flaws. Local problems may be non invertible or at least non invertible in a stable way. The equivalence property stated in the above theorem no longer holds true.
Main computational cost of an iteration
The main computational cost for performing an iteration of the DDM algorithm corresponds to the solution of the linear system associated with variational system (1.19) for a given value of the interface unknowns
Denoting by X i the vector of nodal values of (u i , p i ) and X c the one associated with (u c , p c ), this system can be put in the following form ⎡
To efficiently solve this system, we consider its Schur complement associated with X c
(1.24) Each local problem posed on a subdomain is hence solved twice, once for computating the vector A
−1
ii B i and next to get X i from (1.24). Between these two series of local solutions is inserted an inversion of the linear system (1.23) related to the degrees of freedom supported by the cross points. ii A ic . If this way to proceed remains practicable in the 2D case, it may become redhibitory for 3D problems.
Stability estimates and convergence results

Stability of the DDM method
In this section, we make sure that the mixed DDM algorithm developed above does not break down by proving stability estimates at the level of its various parts where a linear system has to be inverted. Stability is important in several directions. On the one hand, even if it can be proved that the above linear systems are algebraically invertible, the algorithm may not be reliable if their solutions cannot be bounded in terms of the data in suitable norms when h → 0. On the other hand, the stability result is the crucial tool ensuring the convergence of the iterations corresponding to the fixed-point problem on the interface unknowns. Even if this is not really the most efficient procedure for solving problem (1.20) , this convergence is an invaluable indicator on the behaviour of the iterative process corresponding to the domain decomposition procedure. The main result of this paper is an estimate of this stability in terms of the H 1 -norm on the subdomains Ω i and the L 2 -norm on the interfaces Γ ij for the space Y h . Such a result is hard to improve since the H 1 -norm on the Ω i is optimal and the L 2 -norm on the interfaces, as far as the pressures are concerned, provides a good control on the invertibility of the involved linear system. However it should be borne in mind that the L 2 -norm on the interfaces cannot be uniformly bounded in h since obviously there is no way to define a trace on the interfaces for a general function in L 2 (Ω i ). We begin by proving a general result ensuring that the local problems can be inverted in a stable way. In what follows C stands for a generic positive constant independent of h, which is not the same in all instances. Theorem 2.1. Under stability assumption (1.6), there exists a constant C independent of h such that every solution to any of the local problems 
Proof. It must be first noted that all the involved bilinear forms are uniformly bounded in terms of the H 1 norm on Ω i and the graph norm introduced in the statement of the theorem. However, problem (2.1) does not completely fall within the framework of the mixed finite element formulation (cf., e.g., [8] ) since the second stability inf-sup condition of Brezzi: ∃β > 0 independent of h such that
holds in a weaker norm only. The way of obtaining this estimate is recalled in the rest of this proof. We have therefore to carefully check the various arguments enabling us to get bound (2.3). At first, note that since each part of the interface strictly contains an open set ω ij , at least for h small enough, the usual Poincaré inequality ensures that the bilinear form a 6) where α > 0 is a constant independent of h. By "ω ij is strictly contained in Γ ij ", we mean that its closure ω ij is contained in the interior of Γ ij . Let us say some words now on the proof of (2.5). It can be obtained by a straightforward adaptation of the one given in [34] for the case of a domain with mixed Dirichlet-Neumann boundary condition. The main step is to pick one subdomain Ω j (j ∈ Λ i ) sharing an interface with Ω i and to observe that any function v i ∈ X h i having a trace equal to zero on ∂Ω i except on Γ ij actually belongs toX h i . The proof is then obtained in the same way as in [34] (Prop. 5.3.2). We now focus on estimate (2.3). An obvious combination of the equations in (2.1) gives
We then readily get the following bound
(2.8) Clearly we have not enough control, at this level, on the graph norm of p i . We then use the above inf-sup condition to get
where C a λ i is the continuity constant of a
Here we have used the fact that u i | Γij = u ij | Γij since u i is assumed to be inX h i . Considering the above two inequalities, we first get
and then come to
(2.11) The proof is then completed by an elementary argument on the sign of a quadratic polynomial.
Remark 2.2. Recall that q ∈M
h i means that q ∈ M h i and that its nodal values associated to a cross point are zero. This property plays no role when establishing the above local inf-sup condition (2.5) and is therefore valid for q ∈ M h i . This will be of importance below for the stability of the DDM algorithm.
As this was mentioned above for the implementation of the mixed DDM considered here, a linear system related to the degrees of freedom attached to the cross points is inverted between two solutions of the local problems. Thus, we must prove that this system can be solved in a stable way. Since we have already shown that the solution of the local problems is stable, it is enough to prove that the global system, involving local degrees of freedom as well as those supported by the cross points, carries similar stability properties.
To achieve this goal, we need first to make more precise the definition of the augmentation of the local equations. This is done by noting that the components v ij of v i ∈ X h i in (1.10) can be obtained by means of algebraic projectors defined as follows: π ij Φ has the same degrees of freedom as Φ except those attached to a cross point which are set to zero, Φ being here equal to the trace (1.11) can be obtained from algebraic projectors σ ij defined in the same way. We are thus in a position to give a suitable statement of the global problem which is less straightforward to establish, because of the algebraic operators that are used in its definition. We prove such a bound under a technical hypothesis. For the particular case of the Taylor-Hood elements, this hypothesis is the consequence of a regularity assumption on the meshes as usual in the finite element method (cf., e.g., [7, 10] ).
Lemma 2.3. Assuming that the finite element space for approximating the velocities fulfills the following conditions:
• it induces a finite element space on the boundary;
• each triple {T, P T , Σ T } associated to any geometrical element T on an interface in the terminology of the analysis of the finite element method (cf., e.g., [10] ) can be obtained from a reference finite element
T , P , Σ from a smooth bijection F T : T → T ; • its Jacobian F T satisfies the following bound
max x∈ T | det F T x|/ min x∈ T | det F T x| ≤ C,(2.
13)
with a constant independent of h.
Then, there exists a constant independent of h such that
for all u and v in X h B . Proof. The proof will be a simple consequence of the following bound: there exists a constant independent of h such that
for all geometrical elements T contained in an interface Γ ij . If T contains no cross point, π ij is simply the identity operator. Otherwise, the hypothesis on the existence of a reference element makes it possible to transport the definition π ij on another algebraic projector π defined on T such that the transformation defined by 
But since π is a linear mapping from the finite dimensional space P into itself, we first get
with a constant depending only on the reference element and P . This directly yields
In the same way, coming back to an integral on T , we obtain
The proof is then a simple consequence of the properties assumed on the velocity finite element. 
Lemma 2.4. The bilinear forms involved in system (2.12) satisfy the following Brezzi stability conditions
We can assume that q = 0, otherwise the inequality is satisfied by taking an arbitrary constant β > 0. Setting
Defining v on Ω by v| Ωi = ( q 0,Ωi / q 0,Ω ) v i , we can assert that v ∈ X h B since it is equal to zero at the cross points. The end of the proof is then immediate.
We can now prove the main stability property of the mixed DDM developed here. In particular, this ensures that the algorithm cannot break down and that the related iterative procedure converges. 
|Lv| + s u p
Proof. The proof is obtained along the same path as that of Theorem 2.1 from above estimates (2.14), (2.22) and (2.23). 27) and noting that
Remark 2.6. Defining the linear forms L and χ by
( 2.28) we obtain that the above theorem actually establishes that problem (1.19) can be solved in a stable way. Proof. By taking (v, q) = (v i0 + j∈Λi v ij , q i0 + j∈Λi q ij ) as testing function, we directly get from the local stability Theorem 2.1
Corollary 2.7. Any iteration of the mixed DDM algorithm can be done in a stable way by solving the local problems and the one related to the cross points in the following meaning: the stability estimate (2.26) is valid in the following sharper manner
(2.31) The proof can then be easily completed by using the triangle inequality and estimate (2.26).
Convergence of the mixed DDM algorithm
Let us recall that the actual DDM consists in reducing the linear system obtained from equations (1.19) and (1.20) to an implicit one but related to the interface unknowns only
where (Θ, ζ) = S ((Φ, ψ), f ) is obtained by solving (1.19) in u and p, Φ, ψ and f being hence given, and, next, forming the new system of interface data (Θ, ζ) by
The linear system associated to (2.32) is best solved by a Krylov method. This procedure requires to know the right-hand side and a way to perform the associated matrix-vector product corresponding to the actual linear system. Indeed the linear problem (2.32) can be written in the following form
which more clearly indicates that the right-hand side of the corresponding linear system can be obtained by evaluating S ((0, 0), f ), that is, by performing the first of the successive approximations starting from zero as initial guess and that the associated matrix-vector product as the difference of two successive iterates corresponding to the system of driven forces f = 0, that is, (Φ, ψ) − S ((Φ, ψ), 0). Of course once (2.32) becomes (approximatively) solved, one can recover the (approximate) solution of the Stokes problem. However, as a fixed point problem, system (2.32) can be solved by the related relaxation scheme depending on a parameter 0 < θ < 1:
• Φ (0) , ψ (0) being fixed as an initial guess;
As just mentioned above, even if this procedure is not the most efficient for solving (2.32), its convergence properties give an important indication on the convergence of the more efficient ones generally based on a Krylov method.
The key tool for establishing this convergence is provided by a technique of proof introduced by Collino et al. [13] and next stated in a general framework in [3] . We can thus state and prove the main convergence theorem for the DDM considered here. 
where κ h is a constant < 1 possibly depending on h.
Proof. According to Lemma 3.2 in [3] the mapping
is a strict contraction, if S does not augment the norm in the following meaning 37) and satisfies the left-bound
The contraction constant of this mapping is then given by It is worth noting that the above constant γ depends on the mesh size h since its existence will be obtained through an algebraic argument only. Hence let then (u, p) and (Φ, ψ) be a solution to (1.19) and (1.20) with f = 0. The pair (u, p) is thus a solution to discrete Stokes system (1.3) with zero as second member. It is therefore equal to 0. We thus obtain
and
By choosing q ∈ M h B such that q| Γij = ψ ij and possibly suitably fixing a value for q at a node internal to some Ω i , this in particular implies that d ij (ψ ij , ψ ij ) = 0 and thus ψ = 0. The fact that Φ = 0 is easier since no condition is imposed on v. To establish property (2.37), we first expand
Error bound (2.35) directly follows from stability Theorem 2.5.
Remark 2.9. The contraction constant 0 < κ h = 1 − θ(1 − θ)γ 2 < 1 depends on the mesh size h through the parameter γ. Its best value thus corresponds to θ = 1/2. As this is reported in [13] for the Helmholtz equation, it is necessary to replace λ by a suitable nonlocal operator so that γ and hence the contraction constant become independent of h. The mixed DDM algorithm may then become much more difficult to implement without bringing a decisive advantage in the efficiency as this was observed in [5] . For the test-case considered below, we shall see however how to adapt some algebraic techniques used in the context of usual coercive problems to speed-up the iterative process. A thorough study of such a manner to proceed will be presented in a forthcoming work. 
Numerical experiments
The considered test-case
The numerical experiments were conducted using the test-case devised by Bercovier and Engelman [4] . [8] ). The zero mean value condition (1.2) is taken into account by means of a Lagrange multiplier. It is generally difficult to deal with the additional unknown and equation resulting from this way of proceeding (see for instance [21] ). In the framework of the present DDM, the additional unknown and equation are considered like the unknowns and equations corresponding to a cross point. In this way, this condition can be handled in a simple and natural manner.
The solution of direct problem (1.3) was carried out by a standard Uzawa algorithm, that is, by solving its Schur complement associated with the pressure by a conjugate gradient method (cf., e.g., [8] ). The results for several unstructured meshes of Ω are given in Table 1 .
We have denoted by Err(u) and Err(p) the relative errors on the velocity and the pressure in respectively the H 1 -and the L 2 -norm resulting from the approximation of the exact by the finite element solution. Domain Ω was decomposed into nine non-overlapping subdomains as this is depicted in Figure 4 to prepare the solution of (1.3) by the mixed DDM developed above and an adaptation of a FETI-DP method to the present context.
Validation of the mixed DDM
We have used two iterative procedures to deal with the above mixed DDM. The first one is the most straightforward, and consists in the relaxation iterative method with θ = 1/2. The second one is based on the Krylov method GMRES(m) [36] where the integer m indicates the dimension of the Krylov space used, usually referred to as the restart. We used GMRES (15) and GMRES(50) to test the behaviour of the DDM relatively to a small and a larger restart. In all cases, we have taken λ = 1, zero as an initial guess and a reduction of the norm of the initial residual by 10 −6 . The plot given in Figure 5 shows the decay of the residuals of the interface problem on Φ and ψ. As expected, GMRES(50) is the more efficient method followed by GMRES(15), the less successful being the relaxation scheme which stagnates after approximately 80 iterations. Table 2 reports the values of the highest and the lowest eigenvalue in magnitude of the matrix corresponding to the relaxation solver. We can thus directly get an estimate for the condition number κ d of the system related to the interface unknowns Φ and ψ. This is in agreement with the above theoretical results ensuring that the successive approximation process converges. It is also worth mentioning that these values confirm the fact that the contraction constant depends on the mesh and more precisely that it tends to 1 as the mesh size h → 0. Hence we recover a well-known feature of this kind of mixed DDM: the largest part of the error, that is, the one brought by the first spectral components of the latter, is rapidly damped by the relaxation solver which has some difficulties reducing the remaining part of the error corresponding to the highly oscillating components. For an investigation on this issue concerning the Helmholtz equation see, e.g., [5, 6] . Figure 6 depicts the decay of the relative errors for the velocity and the pressure, in H 1 (Ω) and L 2 (Ω) norms respectively. The errors are considered relatively to the velocity and the pressure obtained by solving discrete problem (1.3) by the direct method. In the plot, we have reported the errors inherent in the finite element Table 2 . Smallest, highest eigenvalue in magnitude and condition number of the iteration matrix of the relaxation method. scheme resulting from the approximation of the analytical velocity and pressure by those related to the direct solution of (1.3). This gives an indication on the number of iterations which have really an impact on the overall accuracy of the numerical simulation. Also it is worth noting that, surprisingly enough, for the DDM as well as for the finite element scheme, the velocity converges faster than the pressure toward their respective limits. Figure 7 depicts the pressure obtained at some iterations performed by the iterative solver GMRES(50). However, to get a better insight on the convergence of the DDM, we have plotted in Figure 8 the pressure for y = 1/3 and for 0 ≤ x ≤ 1 obtained after various iterations as well as its analytical value given by
This plot clearly indicates that, beyond 45 iterations, the iterative solver no longer improves the quality of the results.
Comparison of the mixed DDM with a standard FETI-DP method
We choose to apply the FETI-DP technique to the discrete problem (1.3) in a formal way as if it is a usual elliptic coercive problem like the ones arising in the finite element discretizations of static displacement formulations of structural mechanics problems (see for instance [18] ). Such a way of proceeding does not seem to have been considered for continuous pressure finite element approximations of the Stokes system. For instance, references [22, 23, 26] used FETI-DP solvers only in the framework of finite element approximations of the pressure which are discontinuous at the interfaces of the elements. When dealing with a finite element scheme involving continuous pressures in this context as in [9] , this continuity requirement is omitted at the interfaces of the subdomains involved in the domain decomposition procedure.
The adaptation of the FETI-DP method which is considered here uses almost the same framework as the previous mixed DDM, that is, we keep the same strong continuity requirements embodied by the spaces X We can then express equivalently the discrete problem (1.3) as follows
Here c ij and d ij are only the bilinear forms associated with boolean matrices corresponding to the matching conditions at the nodes ensuring that u and p are continuous at the interfaces of the subdomains and therefore are such that c ij = −c ji and d ij = −d ji . The zero mean-value condition on the global pressure is prescribed through a Lagrange multiplier which is joined to the degrees of freedom corresponding to the cross points as for the mixed DDM considered here.
As usual, the FETI-DP solver is implemented as an iterative procedure for solving the implicit linear system corresponding to the Schur complement of (3.2) associated with the interface unknowns. Clearly almost all the computing effort spent on performing the corresponding matrix-vector product is dedicated to the solution of (3.2) for a given set of interface unknowns Φ and ψ. This is done here also by solving the local problems twice and only once the problem for the cross points unknowns. We do no more detail this procedure here and refer to [20] where a general presentation of such a kind of methods for usual coercive problems is clearly developed but without the present treatment of cross points. A procedure, closer to the present one but without any specific treatment for the pressure since only finite element discontinuous pressures are considered there, can also be found in [26] . It is however well-established that FETI algorithms poorly converge when they are not coupled with a suitable preconditioning technique (see for instance [20, 26] ). For example, used in the same framework as the previous mixed DDM, that is, with a decomposition of Ω in nine subdomains, with GMRES(50) and as a stopping criterion a reduction of 10 −6 of the initial residual, it is outperformed by the DDM introduced in this study as this is clearly reported in Table 3 . The relative errors are computed for the H 1 -norm for the velocity and the L 2 -norm for the pressure; the nominal solution is obtained by the Uzawa method. It is worth mentioning that the two methods deliver the same accuracy for the same stopping criterion.
To construct a preconditioner, we mimic the procedure used for usual coercive problems once more and adapt the Dirichlet preconditioner to this case (see, e.g., [20] ). Here also, the way to proceed is close to the one used in [26] for the velocity but in our case for both the two unknowns. Table 4 now accounts for the improvement resulting from the preconditioning procedure at the expense this once of a accuracy slightly worse specially of the pressure.
The preconditioned FETI-DP is clearly more efficient than the mixed DDM at the expense however of some reliability based on a robust theoretical background for the latter. However to make a comparison of the two methods on a similar basis, we have also mimicked the strip preconditioning technique used in the context of mixed DDM for coercive problems [20] . It would be too lengthy to describe the whole technique here. We just give the number of iterations used by the four methods for three mesh sizes to converge in Table 5 .
This clearly indicates that the advantage of the mixed DDM is restored by using a suitable preconditioner. A more thorough study of the numerical properties of these approaches will be given in a forthcoming study.
Concluding remarks
This paper mainly dealt with theoretical issues linked to the construction and convergence of non overlapping DDMs for solving the discrete problems resulting from the discretization of the Stokes system by a mixed finite element method. Even if the construction chiefly concerns the continuous-pressure methods, the same framework can handle the discontinuous-pressure case equally well. The theoretical conclusions have been validated by numerical experiments which have also demonstrated the efficiency of such approaches at the practical level, specially when the DDMs are combined with the use of a Krylov solver. A thorough numerical study of the behaviour of such a kind of DDMs including some preconditioning techniques for the interface problem will be presented in a forthcoming work.
