Abstract. We classify finite-dimensional Hopf algebras over an algebraically closed field of characteristic zero whose Hopf coradcial is isomorphic to the smallest non-pointed basic Hopf algebra, under the assumption that the diagrams are strictly graded. In particular, we obtain some new Nichols algebras of non-diagonal type and new finite-dimensional Hopf algebras without the dual Chevalley property.
Introduction
Let k be an algebraically closed field of characteristic zero. This work is a continuation of the paper [GG16] on the classification of finite-dimensional Hopf algebras over k without the dual Chevalley property, that is, the coradical is not a subalgebra. Until now, there are few concrete examples of such Hopf algebras without pointed duals, with some exceptions in [GG16, HX17, X17] . Let K be the smallest Hopf algebra without the dual Chevalley property. It is basic with the dual a Radford algebra A (see (5) for the definition). The authors in [GG16] determined all finite-dimensional Hopf algebras over K whose diagrams are Nichols algebras over the indecomposable objects in K K YD via the generalized lifting method proposed by Andruskiewitsch and Cuadra [AC13] .
The generalized lifting method is a generalization of the lifting method introduced by AndruskiewitschSchneider [AS98] . Let A be a Hopf algebra without the dual Chevalley property. AndruskiewitschCuadra replaced the coradical filtration {A (n) } n≥0 with the standard filtration {A [n] } n≥0 , which is defined recursively by A YD. Moreover, R(1) called the infinitesimal braiding of A is a subspace of P(R). If the coradical A 0 is a Hopf subalgebra, then the standard filtration coincides with the coradical one. In this case, gr A is coradically graded and the diagram R of A is strictly graded, that is, R(0) = k, R(1) = P(R). In general, it is open whether the diagram R is strictly graded or not. See [AS02, AC13] for details. To construct Hopf algebras via the generalized lifting method, the following questions are considered (see [AC13] ):
• Question I. Let C be a cosemisimple coalgebra and S : C → C an injective anti-coalgebra morphism. Classify all Hopf algebras L generated by C, such that S| C = S.
• Question II. Given L as in the previous item, classify all connected graded Hopf algebras R in L L YD.
• Question III. Given L and R as in previous items, classify all liftings, that is, classify all Hopf algebras A such that gr A ∼ = R♯L. We call A a lifting of R over L. As the aforementioned, the authors in [GG16] determined all finite-dimensional Hopf algebras such that the diagrams R are Nichols algebras B(V ) over the indecomposable objects V in the case L = K. We continue to study these questions II & III in the case that V are semisimple objects in K K YD. The Hopf algebra K is defined in Proposition 2.3. Notice it that the description of K is different from that in [GG16, Proposition 2.1.]. We describe the structure and representation of the Drinfeld double x 4 = 0, xy + yx = 0, x 2 + 2ξy 2 = 0, zx − ξxz = 0, tx + zy + yz + xt = 0, ty + yt + Theorem B. Let A be a finite-dimensional Hopf algebra over K. Assume that the diagram of A is strictly graded. Then A is isomorphic either to B(⊕ n k=1 k χ i k )♯K, A 1,j (µ), B(V 2,j )♯K, A 1,j,1 (µ, ν), B(V 2,j ⊕k χ 3 )♯K, A 1,1,1,3 (µ, ν) or B(V 2,1 ⊕ V 2,3 )♯K for j ∈ {1, 3}, µ, ν ∈ k.
The Hopf algebras A 1,j (µ) with j = 1, 3 have already appeared in [GG16] up to isomorphism. They are 64-dimensional Hopf algebras without the dual Chevalley property. It should be figured out that the structure of A 1,j,1 (µ, ν) is not completely determined if ν = 0. Due to complicated commutators relations and computations, the lifting of the relation
is not clear in general but characterized by the parameters µ, ν. A 1,j,1 (µ, 0) for j = 1, 3 and A 1,1,1,3 (µ, ν) also do not have the dual Chevalley property. They are not basic and constitute new examples of finite-dimensional Hopf algebras except for µ = 0 = ν. See section 4 for more details.
The structure of the paper is given as follows. In section 2 we first introduce some basic definitions and facts about Yetter-Drinfeld modules, Nichols algebras, and redescribe the structure of K and the representation of the Drinfeld double D(K cop ). In section 3, we determine all finite-dimensional Nichols algebras in K K YD and present explicitly them by generators and relations. In section 4, we mainly compute the liftings of the Nichols algebras in Theorem A and prove Theorem B.
Preliminaries
Conventions. We work over an algebraically closed field k of characteristic zero and denote by ξ a primitive 4-th root of unity. The references for Hopf algebra theory are [M93, R11] .
The notation for a Hopf algebra H over k is standard: ∆, ǫ, and S denote the comultiplication, the counit and the antipode. We use Sweedler's notation for the comultiplication and coaction. Denote by G(H) the set of group-like elements of H. For any g, h ∈ G(H), P g,h (H) = {x ∈ H | ∆(x) = x⊗g +h⊗x}. In particular, the linear space P(H) := P 1,1 (H) is called the set of primitive elements.
Given two (braided monoidal) categories C and D, denote by C ∼ = D the (braided monoidal) equivalence between C and D. Given n ≥ 0, we denote Z n = Z/nZ and I 0,n = {0, 1, . . . , n}. In particular, the operations ij and i ± j are considered modulo n + 1 for i, j ∈ I k,n when not specified.
2.1. Yetter-Drinfeld modules and Nichols algebras. Let H be a Hopf algebra with bijective antipode. A left Yetter-Drinfeld module M over H is a left H-module (M, ·) and a left H-comodule (M, δ)
H YD, we denote by B(V ) the Nichols algebra over V . B(V ) is unique up to isomorphism and isomorphic to T (V )/I(V ), where I(V ) ⊂ T (V ) is the largest N-graded ideal and coideal in H H YD such that I(V ) ∩ V = 0. Moreover, B(V ) as a coalgebra and an algebra depends only on (V, c) and the ideal I(V ) is the kernel of the quantum symmetrizer associated to the braiding c.
Let (W, c) be a braided vector subspace of (V, c), that is, W is a vector subspace of V such that
Let (V, c) be a n-dimensional (rigid) braided vector space and f ∈ V * . Then the skew-derivation
. Let {v i } 1≤i≤n and {v i } 1≤i≤n be the dual bases of V and V * . We denote ∂ i := ∂ v i for simplicity. The skew-derivation is very useful to find the relations of Nichols algebra B(V ): Let r ∈ T m (V ), r ∈ I(V ) if and only if ∂ f (r) = 0 for all f ∈ V * if and only if ∂ i (r) = 0 for all 1 ≤ i ≤ n. See [AHS10, Theorem 2.9.] for details.
2.2. The Weyl groupoid of a Nichols algebra. The Weyl groupoid of a Nichols algebra of diagonal type is first introduced in [H06] (see also [AHS10, HS10a, HS10b] ). Now we introduce some notations. The braided vector space (V, c) is of diagonal type if there is a linear basis {x 1 , x 2 , . . . , x n } such that c(x i ⊗ x j ) = q ij x j ⊗ x i for some q ij ∈ k. The matrix q = (q ij ) i,j∈I1,n is called the matrix of the braiding. Let (α i ) i∈I1,n be the canonical basis of Z n and χ the bicharacter on Z n such that χ(α i , α j ) = q ij for all i, j ∈ I. B(V ) is Z n -graded with deg x i = α i for all i ∈ I 1,n and there is a totally ordered subset L ⊂ B(V ) consisting of Z n -homogeneous elements such that a linear basis of B(V ) is given by {l
The generalized Cartan matrix (c ij ) i,j∈I1,n is given by 
as a generalization of that in [H06] . Assume that B(M ) is finitedimensional for simplicity. Then the generalized Cartan matrix (c ij ) i,j∈I1,n is given by c ii = 2 and −c ij :
, where
We refer to [AHS10, subsection 3.5.] and also [HS10a, HS10b] and the references therein for details.
2.3. Bosonization and Hopf algebras with a projection. Let R be a Hopf algebra in H H YD and denote the coproduct by ∆ R (r) = r
(1) ⊗ r (2) . The bosonization R♯H is defined as follows: R♯H = R ⊗ H as a vector space, and the multiplication and comultiplication are given by the smash product and smash-coproduct, respectively:
Clearly, the map ι : H → R♯H, h → 1♯h, ∀h ∈ H is injective and the map π :
Conversely, if A is a Hopf algebra and π : A → H is a bialgebra map admitting a bialgebra section [S99] . It turns out that these Hopf algebras have pointed duals except for one case denoted by A whose Hopf algebra structure is given by is introduced in [GV10, GG16] . The Hopf algebra K as the dual Hopf algebra of A is the unique (up to isomorphism) Hopf algebra of dimension 8 without the dual Chevalley property. Indeed, its coradical K 0 ≃ k ⊕ k ⊕ C, where C is a simple coalgebra of dimension 4. As a Hopf algebra, the structure of K is given as follows: Proposition 2.3. K as an algebra is generated by the elements a and b satisfying the relations
and as a coalgebra is defined by
and the antipode is given by
Proof. Similar to the proof of [GV10, Lemma 3.3.]
Remark 2.4.
(1) A straight computation shows that G(C) = {1, a 2 }, P 1,a 2 (C) = k{1 − a 2 , ba}. In particular, the subalgebra generated by a 2 and ba is a Hopf subalgebra which is isomorphic to the 4-dimensional Sweedler Hopf algebra. A basis of C as vector space is given by {a i , ba i , i ∈ I 0,3 }.
(2) Denote the basis of K * dual to the basis of K by {(a i ) * , (ba i ) * , i ∈ I 0,3 }. From the multiplication table induced by the relations of K, we have
be a linear basis of A. The Hopf algebra isomorphism φ : A → K * is given by
We end up this subsection by describing explicitly the Hopf algebra structure of D(K cop ). Recall that the Drinfeld double D := D(K) is a Hopf algebra with the tensor product coalgebra structure and the algebra structure given by (p ⊗ a)(
as a coalgebra is isomorphic to the tensor coalgebra A cop op ⊗ K cop , and as an algebra is generated by the elements a, b, g, x satisfying the relations in K cop , the relations in A bop and ag = ga, ax − ξxa = −θ(ba 2 − gb), bg = −gb, bx − ξxb = θξ 3 (a 3 − ga).
The representation of the Drinfeld double D.
We describe the simple D-modules. These results have been determined in [GG16] and we rewrite them without the proofs since the description of K is different from that in [GG16] .
Definition 2.6. Let i ∈ I 0,3 and χ be an irreducible character of the cyclic group Z 4 . Denote by k χ i the one-dimensional left D-module defined by
Definition 2.7. For any (i, j) ∈ Λ = {(i, j) ∈ I 0,3 × I 0,3 | 2i = j}, let V i,j be the 2-dimensional left D-module whose matrices defining D-action with respect to a fixed basis are given by
Remark 2.8. For a left D-module V , there exists a left dual module denoted by V * with the module
Theorem 2.9. There are 16 simple D-modules up to isomorphism, among which 4 one-dimensional modules are given in Definition 2.6 and 12 two-dimensional simple modules are given in Definition 2.7.
Proof. Similar to the proof of [GG16, Theorem 2.9].
3. Nichols algebras in K K YD In this section, we determine all finite-dimensional Nichols algebras in K K YD. As it turns out in [GG16, Theorem 4.5] that the Nichols algebras over non-simple indecomposable objects in K K YD are infinitedimensional, it suffices to determine all finite-dimensional Nichols algebras over the semisimple objects in K K YD. We first discard the Nichols algebras with infinite dimension. Then we prove that the remaining are finite-dimensional and present them by generators and relations. It should be figured out that the Nichols algebras over the simple objects have been determined in [GG16] .
3.1. The braidings of the simple objects in K K YD. We describe the braidings of the simple objects in K K YD by using the equivalence
YD with the Yetter-Drinfeld module structure given by
Proof. Similar to the proof of [GG16, Proposition 3.1].
A YD with the Yetter-Drinfeld module structure given by
Proof. Similar to the proof of [GG16, Proposition 3.3].
where
Using the braiding formula (1) in K K YD, we describe the braidings of the simple objects in
3.2. Nichols algebras over the simple objects in
We study the Nichols algebras over the simple objects in
3.2.1. Nichols algebras over the one-dimensional objects in
if k ∈ {0, 2};
Moreover, let V = ⊕ i∈I V i , where V i ∼ = k χ k i with k i ∈ {1, 3}, and I is a finite index set. Then
Proof. By Propositions 3.1 & 3.5, the braiding c = −τ , where τ is a flip. Thus the lemma follows.
3.2.2. Nichols algebras over the two-dimensional simple objects in
A YD with the Yetter-Drinfeld module structure given by Remark 3.4. Let B i,j be the subalgebra of B(V i,j )♯A generated by g, x, v 1 . Then B i,j is a pointed Hopf algebra with G(B i,j ) ∼ = Γ, which is isomorphic to the quotient of B(X i,j )♯k[Γ] by the relation x 2 = 1 − g 2 , where
Γ YD with the Yetter-Drinfeld module structure given by
It is easy to see that gr
is of diagonal type with the generalized Dynkin diagram given by
If ij = 0 mod 4, then (i, j) ∈ {(3, 1), (3, 3)}. We apply the reflection described as follows:
Proposition 3.9. Let V be a simple object in
. Moreover, the generators and relations of B(V ) are given by
Proof. Using the braidings in Proposition 3.6, the lemma follows by [AGi17, Proposition 3.10 & 3.11].
Remark 3.10.
From [HS13, Proposition 8.6] and the preceding discussion, the Nichols algebras of dimension bigger than 2 in Proposition 3.9 can be obtained (up to isomorphism) by splitting the Nichols algebras of diagonal type.
3.3. Nichols algebras over the semisimple objects in K K YD. We determine all finite-dimensional Nichols algebras over semisimple objects and present them by generators and relations.
Nichols algebras over
Moreover, the braiding of V i,j ⊕ k χ k is given as follows: c(
In particular, the braided vector subspace k{v 1 , v 3 } is of diagonal type.
Note that V i,j ⊕k χ k ∈ A A YD with the Yetter-Drinfeld module structure given by Remarks 3.2 & 3.4. Let C i,j,k be the subalgebra of B(V i,j ⊕ k χ k )♯A generated by v 1 , v 3 , g, x. Then C i,j,k is a pointed Hopf algebra with G(C i,j,k ) ∼ = Γ, which is isomorphic to the quotient of B(Y i,j,k )♯k[Γ] by the relation
It is easy to see that gr 
Lemma 3.11. Let j ∈ {1, 3} and V, W be two simple objects in
, respectively. We apply the reflection at several points described as follows,
By Theorem 2.2, the lemma is proved.
Proposition 3.12. Let V i,j be a two-dimensional simple object and k χ k be a one-dimensional simple object in
is generated by the elements v 1 , v 2 , v 3 such that v 1 , v 2 satisfy the relations of B(V 1,j ), v 2 3 = 0 and all together they satisfy the relations:
B(V 2,j ⊕ k χ 3 ) for j = 1, 3 is generated by the elements v 1 , v 2 , v 3 such that v 1 , v 2 satisfy the relations of B(V 2,j ), v 2 3 = 0 and all together they satisfy the relations:
Proof. We prove the statement only for B(V 1,j ⊕ k χ ), being the proof for B(V 2,j ⊕ k χ 3 ) completely analogous. Using the braiding (8), a tedious computation shows that relations (9) (10) are annihilated by ∂ i , i = 1, 2, 3. Hence the quotient B of B(V 1,j ) ⊗ B(k χ ) by (9) (10) projects onto B(V 1,j ⊕ k χ )).
: n 1 , n 32 ∈ I 0,3 , n 2 , n 31 , n 3 ∈ I 0,1 }. Note that |B| = 128. We claim that the subspace I linearly spanned by B is a left ideal of B. Then B linearly generates B since 1 ∈ I. Indeed, for this, it is enough to show that gI ⊂ I for g ∈ {v 1 , v 2 , v 3 } and they can be obtained easily from the defining relations of B and additional relations induced by the defining relations:
We claim that dim B(V 1,j ⊕ k χ ) ≥ 128 = |B|. Indeed, a direct computation shows that the Dynkin
and whence dim B(Y 1,j,1 ) = 256 by [An13, An15] . It follows
Remark 3.13. Let (i, j, k) ∈ {(1, 1, 1), (1, 3, 1), (2, 1, 3), (2, 3, 3)}. Similar to Remark 3.10,
and the Nichols algebras in Proposition 3.12 can be obtained by splitting the Nichols algebras of diagonal type.
A YD with the Yetter-Drinfeld module structure given by Remark 3.4. Let D i,j,k,ℓ be the subalgebra of B(V i,j ⊕ V k,ℓ )♯A generated by v 1 , e 1 , g, x. Then D i,j,k,ℓ is a pointed Hopf algebra with G(D i,j,k,ℓ ) ∼ = Γ, which is isomorphic to the quotient of B(Z i,j,k,ℓ )♯k[Γ] by the relation x 2 = 1 − g 2 , where Z i,j,k,ℓ = k{x, e 1 , v 1 } ∈ Γ Γ YD with the Yetter-Drinfeld module structure given by
It is easy to see that gr D i,j,k,ℓ ∼ = B(Z i,j,k,ℓ )♯k[Γ] and B(Z i,j,k,ℓ ) is of diagonal type with the generalized Dynkin diagram given by
• v1 Lemma 3.14. Let j ∈ {1, 3} and V, W be two simple objects in
Proof.
(1) For V 2,j ⊕ V 2,j , the Dynkin diagram is
. Then as shown in the proof in Lemma 3.11, dim B(
is of affine Cartan type and
has an infinite system as shown in the proof of Lemma 3.11, it follows that dim B(
Proposition 3.15. Let V i,j and V k,ℓ be two simple objects in
is generated by elements v 1 , v 2 , e 1 , e 2 such that v 1 , v 2 satisfy the relations in B(V i,1 ), e 1 , e 2 satisfy the relations in B(V i,3 ) and all together they satisfy the relations: e 1 v 1 − ξv 1 e 1 = 0, e 2 v 1 + e 1 v 2 + v 2 e 1 + v 1 e 2 = 0, e 2 v 2 + v 2 e 2 + 1 2 (1 − ξ)v 1 e 1 = 0, for i = 1; (13) e 1 v 1 + v 1 e 1 = 0, e 2 v 1 − e 1 v 2 − ξv 2 e 1 + ξv 1 e 2 = 0, e 2 v 2 − ξv 2 e 2 + 1 2
Proof. We prove the statement only for B(V 1,1 ⊕ V 1,3 ), being the proof for B(V 2,1 ⊕ V 2,3 ) completely analogous. A straight computation shows that relations (13) are primitive in
2 : n 1 , n 3 ∈ I 0,3 , n 2 , n 32 , n 3 ∈ I 0,1 }. Note that |B| = 128. We claim that the subspace I linearly spanned by B is a left ideal of B. Then B linearly generates B since 1 ∈ I. Indeed, for this, it is enough to show that gI ⊂ I for g ∈ {v 1 , v 2 , e 1 , e 2 } and they can be obtained easily from the defining relations of B and additional relations induced by the defining relations:
We claim that dim B(V 1,1 ⊕ V 1,3 ) ≥ 128 = |B|. Indeed, a direct computation shows that the Dynkin
and whence dim B(Z 1,1,1,3 ) = 256 by [An13, An15] . It
Remark 3.16. Let (i, j, k, ℓ) ∈ {(1, 1, 1, 3), (2, 1, 2, 3)}. Similar to Remark 3.10,
, respectively. Moreover,
) and the Nichols algebras in Proposition 3.15 can be obtained by splitting the Nichols algebras of diagonal type. 
Then the generalized Dynkin Diagram of T 1,j or T 2,j is given by
have infinite root systems, it follows that B(
YD is a braided vector space of diagonal type. Moreover, The generalized Dynkin Diagram of F 1 or F 2 is given by
We apply the reflection at point v described as follows:
Step 10)]. Indeed, one can consider subroot system ∆(α 1 , α 2 + α 3 , α 4 ), a direct computation shows that it is an infinite system. Consequently, we have shown that the claim holds.
Proof of Theorem A. Let V ∈ K K YD such that B(V ) is finite-dimensional. By [GG16, Theorem 4.5], V must be semisimple. If V is the direct sum of one-dimensional objects in K K YD, then the theorem follows by Lemma 3.7. Otherwise, the theorem follows by Lemma 3.17, Propositions 3.9 & 3.12 & 3.15. 
. Moreover, they can give rise to a Weyl-groupoid of standard type A 2 .
Proof. Note that (k χ ) * ∼ = k χ 3 and V * 1,j ∼ = V 2,j by Remark 2.8. By Theorem A, a direct computation shows that the following isomorphisms hold in B(M ), where M is isomorphic either to
Thus the generalized Cartan matrix of B(M ) is of type A 2 , where M is isomorphic either to
. Moreover, they can give rise to a Weyl-groupoid of standard type A 2 by [AHS10, HS10a, HS10b] .
Remark 3.20. We have shown that the Nichols algebras of non-diagonal type in Theorem A are of type A 1 or standard type A 2 and they can be obtained by splitting the Nichols algebras B(U ) of standard type A 2 or A 3 . That is, they can be characterized by restrictions of the Nichols algebras B(U ). We refer to [CL17] for the details on Nichols algebras with restricted root systems and to [AA18] for a characterization of finite-dimensional Nichols algebras over basic Hopf algebras.
Hopf algebras over K
In this section, we mainly compute the liftings of the Nichols algebras in Theorem A. We first show that the Nichols algebra B(V ) does not admit non-trivial deformations, where V is isomorphic either to
Proof. We prove the proposition by showing that the defining relations of gr A also hold in A.
Assume
Hence the relations in gr A also hold in A. Assume that V ∼ = V 2,j for j = 1, 3. Then B(V 2,j )♯K is generated by the elements x, y, a, b satisfying relations (6), x 2 = 0, yx + ξ j xy = 0, y 4 = 0, ax = −xa, bx = −xb, ay + ξya = ξ 3 xba 2 and by + ξyb = xa 3 with the coalgebra structure given by (7), ∆(
It follows that the relation yx + ξ j xy = 0 holds in A and x 2 ∈ P 1,a 2 (A) = P 1,a 2 (K) = k{1 − a 2 , ba}. Then
Since ax 2 = x 2 a and bx 2 = x 2 b, it follows that α 1 = 0 = α 2 and the relation x 2 = 0 holds in A. Then ∆(y 4 ) = y 4 ⊗ 1 + 1 ⊗ y 4 and whence the relation y 4 = 0 holds in
Assume that V ∼ = V 2,1 ⊕ V 2,3 . Then B(V 2,1 ⊕ V 2,3 )♯K is generated by the elements a, b, x, y, z, t such that a, b, x, y satisfy the relations of B(V 2,1 )♯K, a, b, z, t satisfy the relations of B(V 2,3 )♯K, and x, y, z, t satisfy the relations zx + xz = 0, tx − zy − ξyz + ξxt = 0, ty − ξyt + 1 2 (ξ − 1)xz = 0. Let X = tx − zy − ξyz + ξxt and Y = ty − ξyt + 1 2 (ξ − 1)xz. A direct computation shows that Assume that V ∼ = V 2,j ⊕ k χ 3 for j = 1, 3. Then B(V 2,j ⊕ k χ 3 )♯K is generated by x, y, z, a, b such that a, b, x, y satisfy the relations in B(V 2,j )♯K, z, a, b satisfy the relations in B(k χ 3 )♯K and x, y, z satisfy xyz + xzy + yzx + zyx = 0, (zx) 4 + (xz) 4 = 0,
and ∆(z) = z ⊗ 1 + a 2 ⊗ z, it follows that the relations in B(V 2,j ) and
Then the relation Z = 0 holds in A and W = α(1 − a 2 ) + βba for some α, β ∈ k. Since bW = W b
and aW = W a, it follows that α = 0 = β and whence the relation W = 0 holds in A. Next, we define five families of Hopf algebras A 1,j (µ), A 1,j,1 (µ, ν) for j = 1, 3 and A 1,1,1,3 (µ, ν) and show that they are liftings of the Nichols algebras B(V 1,j ), B(V 1,j ⊕ k χ ) for j = 1, 3 and B(V 1,1 ⊕ V 1,3 ), respectively. Definition 4.2. For j ∈ {1, 3} and µ ∈ k, let A 1,j (µ) be the algebra generated by the elements a, b, x, y satisfying the relations a 4 = 1, b 2 = 0, ba = ξab, ax = ξxa, bx = ξxb, ay + ya = ξ 3 xba 2 , by + yb = xa 3 , (17)
A 1,j (µ) is a Hopf algebra with the coalgebra structure given by (7) and
Remark 4.3. It is clear that gr A 1,j (µ) ∼ = A 1,j (0) and A 1,j (µ) with µ = 0 is not isomorphic as a Hopf algebra to A 1,j (0) for j ∈ {1, 3}.
Definition 4.4. For j ∈ {1, 3} and µ ∈ k, let A 1,j,1 (µ, ν) be the algebra generated by the elements a, b, x, y, z such that a, b, x, y satisfy (17) (18), and all together they satisfy
A 1,j,1 (µ) is a Hopf algebra with the coalgebra structure given by (7) (19) and ∆(z) = z ⊗ 1 + a 2 ⊗ z.
Remark 4.5.
• Due to complicated commutators relations and computations, the explicit form of α(ν) is not clear. However, if ν = 0, then a tedious computation shows that α(ν) = 0 and we shall show that A 1,j,1 (µ, 0) is a non-trivial lifting of B(V 1,j ⊕ k χ ). Moreover, assume that ν = 0, then we shall show that α(ν) = 0 if A 1,j,1 (µ, ν) is a non-trivial lifting. Hence the liftings of B(V 1,j ⊕ k χ ) are characterized by the parameters µ, ν.
• It is clear that gr A 1,j,1 (µ, ν) ∼ = A 1,j,1 (0, 0) and A 1,j (µ) is a Hopf subalgebra of A 1,j,1 (µ, 0) . Definition 4.6. For µ, ν ∈ k, let A 1,1,1,3 (µ, ν) be the algebra generated by the elements a, b, x, y, z, t such that a, b, x, y satisfy (17) (18), and all together they satisfy.
A 1,1,1,3 (µ, ν) is a Hopf algebra with the coalgebra structure given by (7) and
Remark 4.7. It is clear that gr A 1,1,1,3 (µ, ν) ∼ = A 1,1,1,3 (0, 0) and A 1,1 (µ), A 1,3 (ν) are Hopf subalgebras of A 1,1,1,3 (µ, ν).
, n 2 , n 5 , n 7 ∈ I 0,3 , n 1 , n 3 , n 4 , n 6 ∈ I 0,1 } or
: n 2 , n 4 , n 7 ∈ I 0,3 , n 1 , n 3 , n 5 , n 6 ∈ I 0,1 }, respectively.
Proof. We first prove the statement for A 1,j (µ) by applying the Diamond Lemma [B] with the order y < x < b < a. By the Diamond Lemma, it suffices to show that all overlap ambiguities are resolvable. That is, the ambiguities can be reduced to the same expression by different substitution rules. To verify all the ambiguities are resolvable is tedious but straightforward. Here we only check the overlaps (xy)y = x(y 2 ), x 3 (xy) = (x 4 )y and (ay)y = a(y 2 ). Note that ax 2 = −x 2 a. After a direct computation,
Note that ba 3 x = xba 3 . Then x(xy) = yx 2 and whence x 3 (xy) = yx 4 = 0 = (x 4 )y. Similarly, we have that (ay)y = (−ya + ξ 3 xba 2 )y = −yay + ξ 3 xba 2 y = −y(−ya + ξ 3 xba 2 ) + ξ 3 x(−yba 2 + xa)
For A 1,j,1 (µ, 0) and A 1,1,1,3 (µ, ν), the proof follows the same line as for A 1,j (µ) and we omit the tedious details.
Assume that ν = 0 for A 1,j,1 (µ, ν), a tedious computation shows that α(ν) = 0, otherwise the ambiguities like (a(yz))(yz) 3 = a(yz) 4 are not resolvable.
Lemma 4.9. For j = 1, 3, gr
Proof. Let Λ 0 be the subalgebra of A 1,j (µ) generated by the elements a, b. Note that dim Λ 0 = 8 by Lemma 4.8. Then it is easy to see that Λ 0 ∼ = K as Hopf algebras. Let Λ 1 = Λ 0 + K{x, y},
is a coalgebra filtration of A 1,j (µ). Hence (A 1,j (µ)) 0 ⊆ K and (
For A 1,j,1 (µ, 0) and A 1,1,1,3 (µ, ν), the proof follows the same line as for A 1,j (µ).
Proposition 4.10. Let A be a finite-dimensional Hopf algebra over K such that gr A ∼ = B(V )♯K, where V is isomorphic either to V 1,j for j = 1, 3,
Proof. Assume that V ∼ = V 1,j for j = 1, 3. Note that gr A ∼ = A 1,j (0). Then by (19), a direct computation shows that
∆(xy + yx) = (xy + yx) ⊗ 1 + 1 ⊗ (xy + yx) + ξba 3 ⊗ (x 2 + 2ξy 2 ). (23) By (22), x 2 +2ξy 2 ∈ P 1,a 2 (A) = P 1,a 2 (K) = k{1−a 2 , ba}. It follows that x 2 +2ξy 2 = α 1 (1−a 2 )+α 2 ba for α 1 , α 2 ∈ k. Then by (23), ∆(xy+yx+α 1 ξba 3 ) = (xy+yx+α 1 ξba 3 )⊗1+1⊗(xy+yx+α 1 ξba 3 )+α 2 ξba 3 ⊗ba.
A direct computation on A [1] shows that the equation (23) Assume that V ∼ = V 1,j ⊕ k χ for j = 1, 3. Note that gr A ∼ = A 1,j,1 (0, 0). As shown in the case V ∼ = V 1,j , x 4 = z 2 = 0, x 2 + 2ξy 2 = µ(1 − a 2 ), xy + yx = µξ 3 ba 3 for some µ ∈ k. Let L = zx 2 + (1 − ξ j )xzx − ξ j x 2 z and M = ξ j xyz − ξ j xzy + yzx + zxy. By (19) and ∆(z) = z ⊗ 1 + a 2 ⊗ z, a direct computation shows that ∆(z 2 ) = z
Then as stated above, z 2 = 0, M = ν(1 − a 2 ) and L = 2νba 3 for some ν ∈ k. Let N = Then X = α 1 (1 − a 2 ) + α 2 ba for α 1 , α 2 ∈ k by (24). A tedious computation on A [1] shows that the equation (25) holds if and only if α 2 = 0. It follows that zx − ξxz + α 1 (ξ − 1)ba 3 ∈ P(A) = 0.
Since a(zx − ξxz) = −(zx − ξxz)a and ba = ξab, we have that α 1 = 0 and whence the relations X = 0, Y = 0 and zx − ξxz = 0 hold in A. Moreover, as shown in the case V ∼ = V 1,j , x 4 = z 4 = 0, x 2 + 2ξy 2 = µ(1 − a 2 ), xy + yx = µξ 3 ba 3 , z 2 + 2ξt 2 = ν(1 − a 2 ) and xy + yx = νξ 3 ba 3 for some µ, ν ∈ k.
Thus there is an epimorphism from A 1,1,1,3 (µ, ν) to A. Since dim A = dim A 1,1,1,3 (µ, ν) by Lemma 4.8, A ∼ = A 1,1,1,3 (µ, ν).
Theorem 4.11. Let A be a finite-dimensional Hopf algebra over K with the infinitesimal braiding V . Assume that the diagram of A is strictly graded. Then gr A ∼ = B(V )♯K.
Proof. Since A is a Hopf algebra over K, gr A ∼ = R♯K, where R is the diagram of A. Let S be the graded dual of R. Then S is generated by S(1) if and only if P(R) = R(1) by [AS02, Lemma 2.4]. Since R is strictly graded, there is an epimorphism S ։ B(W ), where W = S(1). To show that R is generated by R(1), it suffices to show that the defining relations of B(W ) hold in S. Assume W = ⊕ n k=1 k χ i k := ⊕ n k=1 k{v k } with i k ∈ {1, 3}. By Lemma 3.7, B(W ) = W . Then it is easy to see that r is a primitive element and c(r ⊗ r) = r ⊗ r for any defining relation r of B(W ), since c = −τ , where τ is a flip.
Assume that W = V 1,j with j ∈ {1, 3}. By Proposition 3.9, B(W ) is generated by v 1 , v 2 satisfying the relations v ). Then it is easy to see that the claim follows. Similarly, the claim follows for the remaining cases.
Finally, we give a proof of Theorem B.
Proof of Theorem B. These Hopf algebras appearing in the theorem are pairwise non-isomorphic since their infinitesimal braidings are pairwise non-isomorphic as Yetter-Drinfeld modules over K. Others follow by Propositions 4.1 & 4.10 and Theorem 4.11.
