The applicability of peer-to-peer (p2p) in the domain of grid computing has been an important subject over the past years. Nevertheless, the sole merger between p2p and the concept of grid is not sufficient to guarantee nontrivial efficiency. Some claim that ant colony optimization (ACO) algorithms might provide a definite answer to this question. However, the use of ACO in grid networks causes several problems. The first and foremost stems out of the fact that ACO algorithms usually perform well under the conditions of static networks, solving predetermined problems in a known and bound space. The question that remains to be answered is whether the evolutive component of these algorithms is able to cope with changing conditions; and by those we mean changes both in the positive sense, such as the appearance of new resources, but also in the negative sense, such as the disappearance or failure of fragments of the network. In this paper we study these considerations in depth, bearing in mind the specificity of the peer-to-peer nature.
Introduction
The idea of the grid originated in the early nineties as a new metaphore for distributed computing with resources that are heterogeneous and dynamic in nature. The key idea behind it was to loosely couple computing nodes to allow them to collaborate in order to achieve a common goal. Due to an apparent ambiguity and similarity to other solutions such as parallel computing and computer clusters a proper definition was provided in Foster (2004) . A checklist of requirements that define grid computing consists of three primary attributes: computing resources are not administered centrally, open standards are used, nontrivial quality of service is achieved.
Over the past years many subgenres of grid computation have spawn. They include many concepts, just to name a few: Software as a Service OpenCrowd (2011 ), DataGrids Hoschek et al. (2000 , CPU scavenging -with its prime example Seti@Home (1999) . The last mentioned is, interestingly, also a very good example of peer-to-peer (p2p) cooperation and a proof of these two computation architectures complementing each other. Trunfio et al. (2007) formalize the split between the technologies stating that the grid used to be restricted to scientific and limited applications as opposed to p2p which was much more wide scale and accessible.
The key point of the grid computing model is the question of the underlying protocol and node organization. One of the most prominent approaches is the use of p2p architectures as a base building block (the communication layer) and authors agree that it is a suitable platform for grid computing Talia and Trunfio (2003) , sometimes seeing it as a sister technology. This distributed infrastructure does fulfil automatically the first two of the three required points -the distributed resources and open standards. Also, it allows transferring all the knowledge developed in the field of p2p with all its benefits to the grid computing. The third point, however, which is the question of the efficient service remains to be answered, which becomes even more crucial if we take into consideration the growing scope and highly dynamic nature of p2p networks.
Among the existing biologically plausible existing approaches, Parpinelli and Lopes (2012) , Xiao and Chen (2013) and Mozaffari et al. (2012) , in this work we chose to examine the ant colony optimization metaheuristic as a possible solution to the effective searching of resources in dynamic p2p grids. ACO algorithms achieved very good results in problems that include routing and resource discovery as shown in Dorigo and Gambardella (1997) , and there were even attempts, of limited extent, to apply them to the p2p grid itself Deng et al. (2009) , which proves the importance of this idea. However, no previous work has analysed the suitability of this algorithmic strategy under all the types of dynamism considered in our study.
Consequently, in order to observe and analyse the applicability of ACO under those conditions we have designed several experiments to isolate a set of real-life resembling forms of variability that a network might experience and, consequently, subject selected algorithms to tests based around those forms of variability. The direct objective is to establish whether or not the algorithms designed to work in static environments can cope with various forms of dynamism.
Related work
The related works, to the question of resource discovery in general, might be categorized as follows: the centric solutions, the grid solutions, the p2p Grid solutions and the p2p Grid solutions with ACO as the search algorithm.
The centric solutions are feasible only in small-scale due to a strong limitation cap of processing power, storage space, etc. Another drawback is that servers are single points of failure, creating potentially vulnerable systems. Consequently, there have been steps taken in order to disperse the system among a grid of nodes -following the metaphor of an electric power grid Foster (2004) , with many challenges of its own. Some try to achieve efficiency in such setups using proprietary or mixed approaches Han and Youn (2009), Brocco et al. (2010) , some base themselves on the p2p paradigm Di Stefano et al (2009) , while other use ACO algorithms or ACO-grid combinations Dhillon and Van Mieghem (2007), Forestiero et al. (2008) .
In the mixed approaches category it is worth pointing out the work of Brocco et al. (2010) presenting an interesting approach to the subject of resource discovery in grid networks. They prepared a hybrid solution encompassing a wide range of algorithms: ACO, local flooding with caching and replication based on gossiping algorithms; they report satisfactory results, but limiting the size of the network to 1281 nodes and analysing their algorithm under just one type of dynamism, defined in this paper as reconfiguration, which is just one of the types of dynamism considered in our work. A purer approach is presented in Forestiero et al. (2008) , where an ACO-like mechanism is the only one that governs the behaviour of search agents in a grid. Here, similarly, the concept of data descriptors' replication is present, which is outside our objectives and, as it occurs in Brocco et al. (2010) , only reconfiguration operations are considered as a form of dynamism affecting the underlying network.
We must also mention here the work of Deng et al. (2009) . They touched upon the subject of ACO in p2p Grids, however with slightly different emphasis. In our case the experimental study focus is placed on ACO, in their work it is on p2p Grids. Also, while we examine various existing ACO algorithms and observe their behaviour when applied to the question of p2p, they design a proprietary ACO algorithm (roughly based on ACS Dorigo and Gambardella (1997)) along with p2p Grid and test its robustness against a non-ACO method, namely distributed hash table routing. The scope of our experiments is also larger, extending to thousands of nodes and tens of thousands of links over one hundred thousand iterations. Additionally they do not take in consideration the fundamental concept of dynamism in the network as we do.
In summary, the main contribution of this work is twofold. First, it is a pure ACO solution in the field of p2p Grids, without any kind of hybridization in form of replication, flooding etc. Second, we attempt to exhaust the subject of structural dynamism and its impact on ACO in general -a subject that is very seldom explored to this extent. We do so in networks, which are built to be as close as possible approximations of real-life systems -they consist of thousands of nodes and tens of thousands of links.
Ant colony optimization in p2p
Ant Colony Optimization Colorn et al. (1991) , Dorigo and Di Caro (1999) is a swarm intelligence approach to problem-solving introduced by Marco Dorigo in his work on distributed optimization in 1991. The core idea of ACO is twofold, firstly, as properly named, it uses a swarm of simple and stochastic automaton to solve complex problems and, secondly, the communication between these is through stigmergy and therefore indirect. Such a communication method has shown to provide interesting results, especially with the emphasis on finding the shortest path Goss et al. (2012) and Ahangarikiasari et al. (2013) . The automaton, or agents, in ACO are called ants. Each ant has the simple task of finding the required resource (search phase) and bringing it back to its nest (returning phase); without the loss of generality one can limit the world, in which ants live, to a bidirectional graph ( , ) of finite size with vertices ∈ representing possible locations of resources and edges ∈ representing trails.
In order to consider ACO p2p-compliant we need to formulate additional requisites. Every ACO-based query resolution algorithm in p2p environments must conform to the below query-resource (q-r) principles:
1. Every node may have any amount of resources -including zero resources. 2. Every node may issue a query -that is, a request for a set of resources of any nature; one that may be constructed of resources residing in one or many nodes within the network. 3. Every node must not be aware of the content of any other node but itself. 4. Every node may be connected to a set of nodes via bidirectional links of high traveling cost. A Degenerated (disconnected) node may be connected to zero other nodes. 5. Every query is propagated among nodes, collecting resources that correspond to the request issued. 6. The destination (the final) node of a query is never known a priori nor is it deterministic. 7. The trail of a query is never known a priori nor is it deterministic.
ACO methods can be grouped into two broad groups, namely: single ant and multi ant, with the distinction revolving around the amount of ants generated for solving one act of search. For each group we chose a representative for our experimental evaluation: RC-ACS, our proposed semantic extension of ACS Dorigo and Gambardella (1997) and Semant Michlmayr (2006a) for single-and multi-ant approaches respectively. These two representatives have been selected after a prior examination of ACO algorithms based on two factors: firstly, compliance with the previous (q-r) principles, i.e., ACO strategies violating any of the previous q-r principles were discarded because they would not be applicable in the p2p domain and, secondly, recognized performance under static conditions. Our semantic extension of ACS, RC-ACS, which is based on the pheromone-per-keyword heuristic as in Michlmayr (2006a), is designed taking into account that in a network p2p there is a large quantity of traffic of very different natures. The pheromone left by queries for certain resources must not influence the search of other, which may be unrelated. In order to tackle this problem we introduce the notion of Routing Concept, noted as . It requires that every edge maintains, not a single pheromone value ( ) between its source node and each neighbour node , but rather an associative array ( ), where is obtained from the current request by means of = ( ), where ( ) is a function that extracts the Routing Concept based on the Query issued. In our case we defined the function ( ) as one that returns the taxonomical label of the parent concept of the requested one.
Ants follow a simple and non-deterministic search algorithm that we summarized in Figure 3 -1.
Experimental methodology
We define the graph topology as follows: the graph ( , ) consists of | | vertices, where | | is an even number.
The edges E are organized in a fully connected grid with a toroidal topology, where both dimensions 1 , 2 of the creating rectangle are chosen to fulfil | 2 − 1 | ≅ 0 to minimize the medium distance. Consequently we create the graph ′ ( , ∪ ), where LDC is a set of all long distance connections ( ) in the graph G; every vertex has exactly one long distance edge ( ) that connects it directly to a random vertex , with the pure toroidial distance, that is -using only edges in , � � > 2.
The probability of a node having of length � � is proportional to � � −1 . The above explanation is a strict reformulation of the approach from Michlmayr (2006a).
Although the execution of every experiment will begin with the ′ topology, this topology will be subject to changes according to the type of dynamism studied in each experiment. Therefore, each experiment will define two concepts:
1. The modification function of the given graph Δ: → , which transforms the graph 2. The modification function period Δ , is an integer which expresses how often Δ function is executed.
Moreover, each experiment will be evaluated according to a common quality measure called Hop per Hit (HpH), which is dimensionless ratio that has been effectively used to measure performance in p2p systems in previous works Michlmayr (2006a), Krynicki et al. (2013) . In this metric hop is the total amount of steps taken by an agent and hit is the amount of resources found.
See Table 1 for details on algorithm execution parameters.
Test Setup
Every test will consist of an amount of iterations. Iteration is defined as a single act of querying, launched from a random node, routed according to the given algorithm. For every query a set of data will be stored: the birth (creation) nanosecond, the death nanosecond, the query as text, the number of hops made, the number of resources found and the location of resources found. Due to the large amount of data and its high variability, we chose to use simple rolling average of the size 254 as an impulse filter and plot the function ( ), where is the iteration number. The amount of queries will be fixed at = 100000.
Our testing platform is a highly configurable Java-based engine that supports all the above algorithms. Tests will be run on Intel Pentium 4 630 at 3.00GHz with 4 GB of ram on a 32bit Windows 7 machine.
4.1.1
Taxonomy and resource distribution ACM Computing Classification System ACM (1998) will be the taxonomical vocabulary used. Every resource in the network ′ is described by one, and only one leaf taxonomical concept of the ACM classification. A resource has therefore only two properties: its owner vertex and a taxonomical label . It is written as ( , ). Note that 1 = 2 ∧ 1 = 2 ⇏ 1 ( 1 , 1 ) = 2 ( 2 , 2 ). Such an approach leads to valuing higher those nodes that provide many resources of the same , which is the objective.
The distribution of resources within the network follows strictly the approach Michlmayr (2006b). The resources are evenly distributed among the nodes, as well as among the entities in the taxonomy tree. Additionally, every node is a designated expert in a given field (there can be multiple experts in each field) which is expressed by the composition of resources in it. Of all the resources units in a node, 60% is labelled with the field in which the node is considered an "expert", further 20% is labelled with another field that is closely related in the taxonomical tree to the expert field, and the last 20% is purely random, but with the restriction to be outside the expert field. This is said to resemble real-world distribution more, reflecting the fact that people have specific interests and hobbies.
4.1.2
Query and query resolution Every query will only carry one of the ACM classification leaf entities and it will be fully defined by it. In this case, however, 1 ( 1 ) = 2 ( 2 ) ⟺ 1 = 2 . The benefit of such an approach is to be able to compare results of two queries released at different time points in the testing process and to show relative improvement between them.
The resolution of a query ( ) in a vertex consists of finding all the resources that have been labeled with , that is, all the resources ∈ { | ∃ ( , )}.
During the evaluation process every node of the graph of size | | has a probability of being chosen to generate a query with the probability of 1 | | ⁄ .
Types of dynamism
We decided to focus on the most common types of dynamism a real-life p2p network can experience. They are: expansion (the process of densification of the network), contraction (the process of rarefaction of the network), enrichment (the process of addition of new resources) and reconfiguration (the process of migration of nodes within the network) as it is summarized in Table 2 .
The network expansion is one of the most straightforward ways to improve the robustness of algorithms within a p2p network. The subject of expanding the network by adding links in both uninformed and informed manner has been examined many times, for instance in the case of Overlay Networks and Interest-Based Locality, as well as Acquaintance Links. Here we will show the effect of random network growth specifically on ACO algorithms in order to express the fact that users might be allowed to create direct links, or shortcuts, to their favourite nodes, with the assumption that it is somewhat a random process.
The network contraction is a far less studied phenomenon. In this case the nodes and their corresponding resources remain unchanged, but the interconnecting network does shrink, leaving nodes disconnected and the system partitioned. Naturally this must hinder the algorithms ability to obtain good results therefore the response should be negative. This kind of behaviour might be seen as a situation in which the communication between the nodes is progressively worsened by, for instance, an on-going electrical storm.
By the network enrichment we understand the increase in the amount of resources that every node provides. This clearly must enable the algorithms to gather more resources, but the question of whether the newly provided resources can be effectively discovered remains to be answered. Note that it is much more likely for users to add resources than to remove them so the phenomenon of resources massively disappearing from the system is secondary.
Hence the counter-part to this dynamism, might we call it "Network impoverished", is not included. This is a direct conclusion form a universal and long-lasting trend of ever-increasing traffic over file sharing services and similar. The process of network enrichment from the perspective of the processing grids could be seen as an act of expanding the computer capabilities to provide more services.
The network reconfiguration is the more important process, the more mobile the network's users are. If a p2p network provides location based resources one would suppose it would be beneficial to reattach the user to the nodes in the current neighbourhood. This directly implies a disappearance from the original location and appearance in another. It is a very interesting concept to examine from the ACO's point of view, seeing how they take a period of time to stabilize a path and then to remove it. If a key resource provider in a given neighbourhood disappears it should lead to a sudden drop in the quality of results therefore we expect this type of dynamism hinder results severely.
Experimental Study
In this section we present all the experimental results. In experiments 1 -4 we examine in detail all the types of dynamism mentioned in section 4.2. In every experiment the RandomWalks k2 is shown as the baseline behaviour and the minimum HpH expectancy.
Experiment 1: NetGrow 10k
We have executed this experiment in 6 independent configurations; see Table 3 for the details.
The most visible conclusion from the results presented in Figure 5 -1 is that both algorithms struggle to appreciate the additional shortcuts added to the system. In case of multi-ant behaviour it is particularly striking, as there is absolutely no improvement detected in terms of HpH. Moreover, SemAnt remains better than random behaviour only by a slight margin. There is improvement detected in case of RC-ACS, but not proportional to the amount of edges added, as in the variant NetGrow10k 480links we increase the edge set from 2560 to 6880, while the final average HpH reaches only 20% improvement.
Experiment 2: ResGrow 10k
As in real life resources constantly appear and disappear from the system; if you consider data grid systems, replication services may constantly add new files to the distributed repositories. Therefore, the question to answer here is how effective are the proposed algorithms in finding emerging resources, while the already found ones are still in place. In order to simulate this dynamic we designed ResGrow experiment. See Table 4 for the independent experiment configurations used.
This experiment was designed as the one with the most positive impact expected and, also, the one that affects the given state of pheromone the least, as it only manipulates the resources. Consequently, it was expected that, in the worst case, the results obtained are at least as good as the alteration-free execution.
As it can be observed in Figure 5 -2 this indeed was the case. Every algorithm reported a significant improvement, disproportionally large, when compared to the increase of the amount of resources per node -in the most extreme case the improvement on HpH measure reaches 28% as a result of the growth of the resource pool by only 13%. Note that in Figure 5 -2 the HpH improves linearly with the total amount of resources distributed, as well as with the amount of resources per growth. This means that all the algorithms are capable of finding new resources; much better than new routes, as shown in the Experiments 1. Note that even the random baseline improves with time. Thanks to its multi-ant penetration capabilities, Semant is the most efficient in the HpH measure in terms of relative improvement; still remains inferior in absolute terms, however.
Experiment 3: NodeMigrate 10k
This experiment tries to recreate the conditions of a live and dynamic network of nodes. The real-life analogue of the NodeMigrate can be understood as, for instance, mobile phone based p2p network where users constantly change location. With the change of location comes the process of reattachment to the network, yet the owner's node will provide the same resources as before. Another example of this situation would be the migration of files in a data grid replication service as a consequence of changing QoS characteristics related to the network or certain computing nodes. The question here is whether the evaluated algorithms are capable of erasing the path that stopped providing resources.
The results obtained from this experiment confirmed precisely our forecasts. In this case the task before the algorithms was more difficult because in this situation they had to, not only, find a new source of resources, but also forget the already established paths. The alteration of the network is increasingly impacting until nearly full network reboot in the case of 90% migration.
For multi-ant ACO b) is a perfect depiction of the actual struggle. After the transformation of the network there is an eruption of ants that try to seed new pheromone trails and, naturally, the larger the migration the more ants appear. In terms of absolute efficiency ( Figure 5-3) there is a noticeable drop, but interestingly, it is higher in case of RC-ACS than in case of Semant. RC-ACS still obtains better overall results: under 20 HpH, while Semant above 20 HpH. Due to the fact that the overall structure was maintained, as there was no link removal or addition as a result of the migration, the Random behaviour was largely unaffected by the entire process.
Experiment 4: NetShrink 10k
This experiment is the most impacting of the two negative experiments due to the fact that here links, and consequently the resources, disappear irreversibly. In Table 6 we placed all the execution variants, note how in the most extreme case NetShrink10k 480links there will be no links in the system after the experiments concludes. Bear in mind that we expected an increasingly large portion of queries to become unresolved (ℎ = 0) in this setup which will simply result in lack of data points and somewhat reduced possibilities of comparison of the HpH measure. To address this issue we decided, instead of dropping the unresolved data point, to penalize it with the value 25 HpH. This caused the HpH graph for this particular experiment to be incomparable with the other, form the experiments 1 -3.
The first observation that stands out is the relatively low impact the amount of links has. Even though it has been stated on several occasions Michlmayr (2006b) it still is interesting to see that reaching ( ) ���������� < 3.00 does not impair the HpH value much. RC-ACS in the network with ( ) ���������� = 0.78, which indicates isolated nodes, is better than Semant with ( ) ���������� = 4.82. Note that the final sections of the graph for NetShrink10k 480links, when there are no links at all, still do not converge to the value 25 due to node's capability of answering themselves the asked query.
As shown in Figure 5 -4 all the algorithms are mostly unaffected with the exception of the two most impacting variants: NetShrink10k 240links and NetShrink10k 480links; the former however only slightly. As a result of this experiment we may conclude that the design of a lean network structure is important, with shortcuts added only in an educated way, in order to optimize the benefit. Moreover, links can be dropped from the system with ongoing ACO convergence process without much harm.
Conclusions and Future Work
In the introduction we have stated a question in regard to the applicability of ACO algorithms to the problem of effective resource searching in dynamic grid computing environments and the concept of peer-to-peer connectivity in general. Our main focus was the dynamism of networks and its implications to the convergence process of ACO algorithms.
In both the NetGrow experiments our semantic extension of ACS, RC-ACS, behaved the best, being able to use the newly added links most effectively. In the ResGrow experiment RC-ACS maintained the best overall effectiveness. In negative impact experiments (NetShrink, NodeMigrate) RC-ACS lost the least of its initial effectiveness and came out ahead yet again. It is the most telling in case of NodeMigrate, which is, at once, the most natural systems' behaviour and the most negatively impacting.
The main question asked here was whether ACO could be successfully applied in the field of grid computing and p2p in general and the answer is: it can, but only when chosen carefully while following several restrictions, as defined in section 3. Moreover, our proposed single ant semantic extension of ACS has exhibited better performance than Semant, the existing multi-ant reference work in the field of ACO semantic search. The future work will consist of further analysis of various dimensions on the robustness and efficiency and the creation of a new ACO algorithm, which would encompass all the desirable aspects to cope with different forms of dynamism. 
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