Influenza A viruses (IAV) are a constant threat to public health and the cause of annual epidemics as well as global pandemics[@b1][@b2]. Global mortality due to seasonal IAV infections is generally estimated at approximately 500,000 deaths in over 3,000,000 acute cases every year[@b1][@b3]. Not all IAV cause the same clinical manifestations. In healthy adults, seasonal flu --- although highly contagious --- is usually a self-limiting disease causing fever, myalgia, malaise and cough[@b4]. The H1N1 and H3N2 influenza A viruses that are responsible for seasonal influenza in humans have been in circulation since 1977 and 1968, respectively[@b5]. In 2009, a novel strain of the H1N1 subtype caused an influenza pandemic, and this strain has since become established as a seasonal strain, largely replacing previous H1N1 strains from circulation in the 2014--2015 influenza season[@b6][@b7].

The animal reservoir for most subtypes of IAV are wild aquatic birds, encompassing viruses of the 16 HA and 9 NA subtypes[@b8][@b9], whereas bats have recently been shown to harbour H17N10 and H18N11 subtyped IAVs[@b10]. Avian influenza viruses are at the origin of infections in a wide range of avian and mammalian species. Some of these strains which circulate in birds have also caused limited, but serious human infections[@b11]. Despite their high lethality, these strains typically do not show significant human-to-human transmission[@b11]. Most prominent is the highly pathogenic avian influenza (HPAI) H5N1 subtype virus that was first identified in human cases of infection in 1997[@b12]. Since then, this subtype has been in circulation in migratory birds and has caused large-scale poultry outbreaks in Asia, Europe and Africa as well as infection in nearly 700 human cases with about 60% lethality[@b11]. In January 2014, a traveler returning from China died of an H5N1 infection in a Canadian hospital. This was the first human case of avian influenza in North America[@b13]. In March 2013, an H7N9 virus emerged from birds in China and had, as of February 2015, infected over 500 people with a 20% lethality rate[@b14][@b15][@b16]. As with the H5N1 virus, two imported human cases of H7N9 have been documented in North America[@b17]. Clinically, the course of infection with H7N9 strains in humans is similar to that observed for infections with H5N1 strains (reviewed in ref. [@b18]), but the H7N9 virus lacks the polybasic cleavage site in its hemaggalutinin surface protein, a hallmark and well-described molecular marker of HPAI viruses[@b19]. Interestingly, while the H7N9 virus causes HPAI-like disease in humans, it is a low pathogenicity avian influenza (LPAI) virus as it causes only mild illness in domestic poultry[@b18]. The continued spread of those avian IAV in migratory birds and ongoing sporadic infections in human and commercial poultry continues to pose a significant public health risk both for localized outbreaks and global pandemics.

A great deal of investigation has been dedicated to the identification and delineation of the role of viral determinants of pathogenicity and adaptation of virus to new hosts following zoonotic transmission of viruses, including, for example, the identification of HA as the major virulence determinant in 1918 H1N1 Spanish influenza strain[@b20] or the aerosol transmission of H5N1 HPAI in ferrets[@b21][@b22]. The consequences of these viral determinants of pathogenicity are frequently characterized by comparison of viruses containing these determinants with low virulence variants in animal models and by *in vitro* growth kinetics (e.g.[@b23][@b24][@b25][@b26][@b27][@b28][@b29][@b30][@b31]). Strains are characterized on the basis of properties that are accessible to assay with existing methodologies such as receptor affinity of the viral receptor binding protein hemagglutinin (HA)[@b27], enzymatic activity of neuraminidase (NA) or transcriptional activity of the viral polymerase. However, most methods characterize discrete properties or activities of viral proteins or define the properties of a virus by readouts, such as virus yield *in vitro* or disease outcome *in vivo*, without providing any information regarding the dynamics of interaction between a virus and its host cell.

Combining experimental viral kinetic results --- such as yield assays measured by 50% Tissue Culture Infectious Dose (TCID~50~), plaque assay, and/or qRT-PCR --- with mathematical modelling is a powerful approach to characterize the details of viral replication *in vitro*[@b32][@b33][@b34][@b35][@b36][@b37] and in other applications[@b38][@b39][@b40][@b41][@b42]. Generally, mathematical modelling of viral kinetics involves fitting a set of ordinary differential equations (ODEs) to experimental data[@b39]. The ODEs provide a mathematical framework that describes the variation of viral concentration as a function of time. This in turn enables the identification of the individual steps of the virus replication cycle; such as the time of initial infection, the latent or eclipse phase, the viral production phase, and finally the decay and death of the cell. Examples of a viral strain's kinetic parameters that can be determined include the duration of the eclipse phase (i.e. the time elapsed between successful cell infection and the start of virus progeny release by that cell (*τ*~*E*~)); the duration of the infectious phase (i.e. the period following the eclipse phase during which an infected cell is infectious (*τ*~*I*~)); the virus production rate throughout the infectious phase (*p*~*RNA*~ or *p*~*TCID*50~), and the virus degradation or loss of infectivity rate (*c*~*RNA*~ or *C*~*TCID*50~). Extracting these kinetic parameters allows for a greater understanding of the mechanics behind an individual strain's replicative capacity[@b43]. For example, having a markedly short eclipse phase might prove to bear a competitive advantage. Mathematical models make it possible to compare and quantify the role of these parameters in the replication of a variety of IAVs[@b32][@b44][@b45][@b46]. Importantly, the RNA measured here by qRT-PCR is the total viral RNA found in supernatants and is not the intracellular or cRNA found in cells. This, combined with infectious particle count in the form of TCID~50~ forms the basis of estimating the amount of infectious virions released in the supernatant. Using this approach, we have previously showed that the H275Y mutation, associated with resistance to NA inhibitor, in both a seasonal H1N1 strain[@b44], as well as a 2009 pandemic H1N1 strain[@b45], affects the virus life cycle by increasing the eclipse phase while affecting the burst size. This enhanced our understanding of the mechanisms driving viral fitness and the complete dominance of the H275Y mutation --- a marker of resistance to antiviral NA inhibitor drugs --- in circulating strains prior to 2009 even in the absence of selective antiviral pressure[@b47][@b48][@b49]. A major strength of this approach is its ability to translate *in vitro* results into information on the fundamental replicative capacity of virus that are also applicable *in vivo*[@b37][@b45]. A detailed understanding of each aspect of viral replication is important not only for fundamental virology but also for the design of novel therapeutic strategies as it allows a better understanding of which steps of the viral replication can be targeted for maximum inhibition.

Here, using a mathematical model of infection[@b50], we have analyzed influenza viruses causing a continuum of illness, from mild, seasonal infections to HPAI virus infections that cause significant morbidity and mortality in humans. The results provide a detailed quantification of the replication parameters characterizing influenza infections with seasonal H1N1, 2009 pandemic H1N1, LPAI H7N9 and HPAI H5N1 viruses, and highlight the distinct differences in their replicative strategies, despite the fact that they all adhere to the same basic processes for replication.

Results
=======

We evaluated and compared the infection kinetics of two strains of human influenza A H1N1 causing relatively mild disease in humans, a seasonal A/New Caledonia/20/1999-like clinical isolate (hereafter sH1N1) and the 2009 pandemic H1N1 strain A/Mexico/INDRE4487/2009 (hereafter pH1N1), as well as two viruses causing severe human infections, the HPAI H5N1 strain A/Indonesia/05/2005 (hereafter H5N1) and the LPAI H7N9 strain A/Anhui/1/2013 (hereafter H7N9). For this purpose, two distinct infection assays were performed which, together, provide complementary information on different aspects of the replication kinetics of these strains. The single-cycle (SC) assay is done with infection at high MOI (3 PFU/cell) such that all cells are infected approximately simultaneously. The viral load produced over time allows direct observation of the average timing for initiation of virus release (the duration of the eclipse phase) and the kinetics of virus production within a single, newly infected cell. The multiple-cycle (MC) assay is done with infection at low MOI (0.01 PFU/cell) where a small population of initially infected cells provide the viral progeny necessary to trigger a second cycle of infection. This causes second and third cycles allowing one to observe the average period and amplitude of successive infection cycles. A cell-free, mock-yield (MY) assay was also performed to evaluate the stability of virus infectivity over time at 37 °C. The total viral RNA (copies/mL) and infectious (TCID~50~/mL) virus concentration found over time in the supernatant of these three assays for each of the four viruses are presented in [Fig. 1](#f1){ref-type="fig"}.

Overall, the most striking differences are observed in the MC infections for the peak titers. The H5N1 and H7N9 viruses reached higher maximum average titres (H5N1 = 3.67 × 10^8^ TCID~50~/ml; H7N9 = 2.89 × 10^8^ TCID~50~/ml; sH1N1 = 2.52 × 10^7^ TCID~50~/ml; pH1N1 = 4.48 × 10^7^ TCID~50~/ml), and reached them more rapidly, at 42h and 53h p.i. for the H5N1 and H7N9 viruses, and at 66h p.i. for the sH1N1 and pH1N1 strains. This suggests that the H5N1 and H7N9 viruses undergo successive infection cycles more rapidly than the sH1N1 and pH1N1 strains and/or infect a greater number of cells within each cycle. In the SC infection assay, intensive virus production and release also appears to begin earlier for the H5N1 and H7N9 viruses, beginning around 3h--4h p.i. compared to 5h--6h for the sH1N1 and pH1N1 strains, suggesting a longer delay for virus production and release for the two H1N1 strains, consistent with longer elapsed time between successive infection cycles with these strains.

To gain a quantitative understanding of these differences, the experimental data were analyzed using our mathematical model, and a Markov chain Monte Carlo (MCMC) method was used to determine the likelihood distribution of the parameters characterizing the replication efficiency of each of the four viruses. [Figure 1](#f1){ref-type="fig"} shows 900 mathematically-simulated infection time courses for each of our four influenza viruses, along with the experimental data collected for these same infections performed *in vitro*. These 900 different infection time courses were simulated using 900 different parameter sets corresponding to the last three steps of the 2,000 MCMC steps performed in each of the 300 parameter chains obtained for each strain (i.e., the final 900 out of 600,000 parameter sets). As such, this set of time courses illustrates how the uncertainty in the virus' replication parameters due to experimental variability translates into deviations in the shape of the infection time course predicted by the mathematical model. The corresponding replication parameters obtained for each virus are reported in [Table 1](#t1){ref-type="table"}. [Figure 2](#f2){ref-type="fig"} presents the probability distributions for the value of key parameters characterizing different aspects of the replication efficiency of each virus.

For all viruses, the rate at which virions lose infectivity in the medium at 37 °C is similar. The duration of the eclipse phase --- the time elapsed from the successful infection of a cell by a virion to the release of the first virion produced by that cell --- is comparable for the H5N1 and H7N9 viruses. It is shorter (by \~1 h) than that of the sH1N1 strain, though this difference is not statistically significant. The H5N1 and H7N9 eclipse phases were found to be significantly shorter (by \~3 h) than that of the human pH1N1 strain. As the newly infected cells emerge from the eclipse phase, they begin virus production and release. Cells infected with the sH1N1, pH1N1, or H7N9 virus produce infectious virions at comparable rates (within 2-fold of one another), but those infected with the HPAI H5N1 virus produce significantly (4--9 times) more, the most of the four viruses. Once the virions are produced, they go on to infect other cells. Per infectious unit (TCID~50~), the H7N9 virus has higher effectiveness, i.e. caused infection significantly faster, than all other viruses studied, namely 5, 8, and 12 times faster than the pH1N1, H5N1, and sH1N1 viruses, respectively. But once cells begin producing virus, the rate at which they cause the infection of other cells is a combination of the rate at which they produce infectious virus units and the speed or effectiveness with which these units can cause infection. The rate at which a productively infectious cell causes secondary infections --- the combined effect of these 2 processes --- is therefore a good measure of the overall speed of infection of a particular strain once virus production gets underway, i.e. after the initial eclipse phase. The overall rate of infection with the sH1N1 virus is the lowest, significantly less than the pH1N1 virus which causes infection 4 times faster, with the H5N1 and H7N9 viruses causing infection 3--6 times faster than the pH1N1 virus.

Interestingly, we find that the H5N1 and H7N9 viruses cause a comparable number of infections per hour, despite the significantly higher infectious production rate of H5N1 virions compared to H7N9 virions. This is due to the significantly higher effectiveness of the H7N9 virus at causing infection --- 10 times faster per infectious unit --- than the H5N1 virus. This could mean that there are significant differences in receptor recognition and affinity leading to more efficient infection by the H7N9 virus. The H5N1 and H7N9 viruses also cause the infection of 3--6 times more cells per hour than pH1N1, and 12--24 times more than sH1N1. This can be attributed to a higher rate of infectious virus production in the case of the H5N1 virus, and to each infectious virion more rapidly causing infection in the case of the H7N9 virus. Ultimately, the shorter eclipse phase and the higher rate of infections per hour observed for the H5N1 and H7N9 viruses all contribute to their significantly more rapid (by \~1 day) infection progression (the up-slope of the viral titer curves) and higher peak viral loads, compared to that seen for infections with the two H1N1 strains. In particular, we find that the virus which causes the mildest infection in humans, sH1N1, has the slowest rate of infection, significantly slower than that for the other three viruses evaluated. This is despite its virus progeny exhibiting the highest effectiveness at causing infection, likely because it produces infectious virions at the lowest rate.

Discussion
==========

Aside from bats harbouring H17N10 and H18N11 subtypes[@b10], wild waterfowl are considered to be the main reservoir for IAV, harbouring all viruses with the 16 HA and 9 NA subtypes associated with influenza in birds and which are the source of influenza viruses that are transmitted to other animal species[@b8][@b9]. Comparatively, humans can be considered accidental hosts of IAV as only a handful of subtypes have been able to gain a foothold and establish themselves in the population. Seasonal human strains of H1N1, H3N2 and H2N2 subtypes have circulated since the pandemic of 1918[@b5]. Only a few HPAI strains (including subtypes H5N1, H7N7 and H7N3) and LPAI strains (which include but are not limited to subtypes H9N2 and H7N9) have thus far crossed the species barrier and infected humans[@b8]. Importantly, most human infections with avian strains result in only a mild if detectable disease similar to seasonal influenza. However, HPAI H5N1 and the recent LPAI H7N9 strains cause disease with acute symptoms and a high mortality rate[@b8]. Many factors need to be taken into account to explain the different degree of virulence of influenza strains. Host immunity and genetics, routes and doses of infection, viral tropism, replicative capacities of strains all combine to create infections ranging from mild to lethal. *In vitro* studies offer an isolated system where strain-specific differences in viral replication kinetics and associated, intracellular host processes can be studied independently of host factors such as immune responses, genetics, infection route and doses.

In a study of a 2009 pandemic H1N1 strain (pH1N1, strain California/04/2009 H1N1 -- (CAL04)), Itoh *et al.*[@b26], found that its growth peaked at 48h post-infection (p.i.) when grown at 35 ^o^C in Madin-Darby Canine Kidney (MDCK) cells infected at an MOI = 0.001. In MDCK and differentiated Normal Human Bronchial Epithelial (NHBE), whether at 33 ^o^C or 37 ^o^C, it appears that A/Anhui/1/2013 H7N9 (the same strain used in the present study) and CAL04 grew to similar titers and peaked at roughly the same times[@b27]. This is in contrast with our results where the H7N9 strain significantly outgrew the pH1N1 strain. The argument for growing the viruses at 33 ^o^C is that it better mimics human upper respiratory tracts while 37 ^o^C better mimics the lower respiratory tract. Therefore, a strain exhibiting high levels of replication at 33 ^o^C may infect humans more easily. In a study focusing on temperature-sensitive mutants used for live attenuated vaccine production, Broadbent *et al.*[@b51] compared the growth of lab-adapted H1N1, 2009 pandemic H1N1 (pH1N1) and HPAI H5N1. Endpoint titres were measured after 72 h of incubation in MDCK cells infected at a MOI of 0.01 and incubated at temperatures ranging from 33 ^o^C to 42 ^o^C. The lab-adapted H1N1 strain exhibited optimal growth at 37 ^o^C with approximately one log reduction at 33 ^o^C. Conversely, the pH1N1 strain showed optimal titers at 33 ^o^C with one log reduction at 37 ^o^C. The H5N1 strain showed similar titers at both temperatures. Also in MDCK cells, Li *et al.*[@b52] compared the growth kinetics of swine-origin H1N1 isolate (S-OIV), sH1N1 and H5N1 strains. They found that the optimal growth rates for all strains was at 37 ^o^C and that in cells incubated at 33 ^o^C the sH1N1 strain had slightly higher titres (approximately half-log) then the S-OIV and H5N1 strains although no statistics were provided. Still in MDCK cells infected at an MOI of 0.01, a pH1N1 virus showed similar growth rate and peak titres at both 33 and 37 ^o^C while an sH1N1 strain showed a marginal increase in titers at 37 ^o^C compared to 33 ^o^C[@b53]. Using Newborn Pig Trachea (NPTr) as well as MDCK cells infected at MOI of 0.001, growth of seven strains of H1N1, H1N2 and H3N2 belonging to different swine and avian lineages was compared[@b54]. While it appears that the replication at 33 ^o^C was delayed compared to 37 ^o^C, the growth rates were similar. However, the experiments were carried over only 48 h which may have masked the peak titres of some strains. Using primary human airway epithelial cells (HAE), growth kinetics of seasonal human H3N2, avian H5N3 and HPAI H5N1 strains were determined[@b55]. Over 72 h, the human viruses showed similar growth at both 32 ^o^C and 37 ^o^C, the avian H5N3 grew well at 37 ^o^C but did not grow at 32 ^o^C and the H5N1 HPAI strain exhibited reduced growth at 32 ^o^C compared to 37 ^o^C. In differentiated primary human bronchial and tracheal epithelial cells (HTE) cultured in transwells under air-liquid interface, infection with sH1N1, HPAI H5N1 and novel H7N9 strains exhibited significant differences between the strains when grown at 33 and 37 ^o^C[@b56]. The sH1N1 strain had identical growth at both temperatures while the H5N1 and, to a lesser extent the H7N9 showed reduced growth at 33 ^o^C. All the studies mentioned above used traditional TCID~50~ infectivity measure as their end-point and, in some cases[@b51][@b54] qRT-PCR methods. Solely using qRT-PCR, Kasloff *et al.*[@b57] assessed the replication of 11 IAV. These include isolates of HPAI H5N1, novel H7N9, sH1N1 and the 1918 pandemic H1N1 viruses. Immortalized swine pulmonary macrophage cells (IPAM) were infected at MOI = 0.07 and incubated at 33, 37 and 41 ^o^C. In that cell line, the avian viruses had a preference for the 37/41 ^o^C incubations, although only two of the five tested viruses showed statistically-significant differences in their copy numbers at 48h p.i. For the human viruses, only the 1918 pandemic strain had significantly better growth at 37 ^o^C compared to 33 ^o^C. Taken together the above results suggest that optimal temperature for most isolates is generally 37 ^o^C, with human viruses better able to replicate at the lower temperatures. In our study, we focused solely on replication at 37 ^o^C in human lung epithelial cells (A549) and comparing human (sH1N1 and pH1N1) and avian (HPAI H5N1 and novel H7N9) strains. Yamaji *et al.*[@b31] studied the *in vitro* growth kinetics in A549 cells of seven strains of H5N1, isolated from human and birds. For cells infected at an MOI of 0.0002 and cultured at 37 ^o^C, peak titers where attained at roughly 48h post-infection. Differences were noted when cultivating the cells at 33 ^o^C or 37 ^o^C with human H5N1 viruses growing to higher titers at 33 ^o^C. A study by Zhang *et al.*[@b28] showed that H5N1 viruses isolated after one or five passages in embryonated chicken eggs reached peak titers between 36 and 48 h in A549 infected at MOI of 0.001 and cultured at 37 ^o^C. There was a trend for slightly faster kinetics in the P5 viruses vs the P1 viruses. In another study, A549 cells infected with a seasonal H1N1 strain similar to the one used in our study (A/New Caledonia/20/99 (H1N1)) and an H5N1 strain at MOI = 0.1 and cultured at 37 ^o^C showed similar growth rates, with the H5N1 strain peaking earlier at approximately 24 h p.i. while the H1N1 strain peaked later at approximately 70 h p.i[@b29]. In a study comparing the growth properties of H5N1 of 3 different clades (2.3.2, 2.3.4 and 7), Sun *et al.*[@b30] found significant differences in replication between H5N1 strains of different clades with the clade 2.3.4 replicating faster and to higher titer than the other viruses. The strain used in our study (A/Indonesia/5/2005 H5N1) belongs to Clade 2.1[@b58]. Expanding our modeling approach to H5N1 viruses of different clades could be useful to uncover differences in replication strategies for viruses of the same subtypes but with different potentials for human infections. Overall, our results are in line with the current literature as we observed peak titers in the 36--48h range when infecting A549 cells at a low MOI. The disparity in methods used to assess *in vitro* replication capacities highlighted in the above examples (i.e. different MOIs, cell lines, culture temperature, etc) is a good argument in favour of adding infection modeling to more traditional characterization experiments. A future avenue for our work will also be to implement our modeling approach to better understand the mechanistic differences driving the differential replication of human and avian IAV at those temperatures.

By using a simple mathematical model of *in vitro* infection, we have been able to highlight key differences in the replication parameters of mild seasonal and pandemic H1N1 strains compared to H5N1 and H7N9 virus strains that cause significant morbidity and mortality in humans. The pH1N1 virus had a significantly longer eclipse phase compared to the sH1N1, H5N1 and H7N9 viruses. This is consistent with the independent finding that its non-structural 1 (NS1) protein was detected last (at 6h post-infection instead of 3h) compared to the three other strains[@b59]. As this protein is not carried by the virions and is expressed early during infection[@b60][@b61] it is useful as a marker of *de novo* viral replication. In earlier work, we also found that the length of the eclipse phase was a good indicator of the efficiency of virus release and/or the efficiency of the neuraminidase activity of the strain[@b44][@b45]. Our results could indicate that, in A549 infections, the virion progeny of the sH1N1, H5N1 and H7N9 viruses are released more easily from the producing cell than that of the pH1N1 virus, potentially pointing to higher neuraminidase and/or lower hemagglutinin activities.

The two viruses highly pathogenic in humans, the H5N1 and H7N9 viruses, have a marginally shorter eclipse phase and generate a significantly larger number of infections per hour, the two indicators of the overall capacity of a virus to cause rapid infection. As such, the H5N1 and H7N9 viruses had an enhanced capacity for infection of A549 cells compared to the H1N1 viruses. What was also striking is that the larger number of infections per hour caused by the H5N1 and H7N9 viruses can be attributed to a different mechanism for each virus. The H5N1 virus exhibits the highest virus production rate, that is, it produces infectious progeny significantly faster than the three other viruses. In contrast, the H7N9 virus produces infectious progeny only marginally faster than the H1N1 strains, but its progeny is remarkably effective, infecting cells significantly faster per infectious virus unit (per TCID~50~) than the three other viruses. [Figure 3](#f3){ref-type="fig"} summarizes the differences for each parameter for the four strains in the context of viral replication. The H7N9 virus strain used in this study, Anhui/1/13, has a mixed affinity for α(2,3) and α(2,6)-linked sialic acid (SA)[@b27] while the H5N1 virus strain used, Indonesia/5/2005, has a more restrictive affinity for the α(2,3) SA species. The seasonal and pandemic H1N1 strains (sH1N1 and pH1N1) both have the typical α(2.6) tropism found in IAV capable of sustained human-to-human transmission. A549 cells have been shown to express both α(2,3) and α(2,6)-linked sialic acids on their surface glycoproteins[@b62]. Having a cell line expressing both SA species is useful in our modelling approach as it means that all strains have equal opportunities to attach and infect the cell irrespective of their SA preferences. Therefore, the source of the disparity between the H5N1 and H7N9 viruses infection capacity could be more complex than affinity based on differential receptor binding properties. To isolate whether attachment of the viruses to SA moieties plays a crucial role in explaining the difference in growth parameters, one could design an experiment to specifically block α(2,3) or α(2,6) SA on A549 cells and model the infection output with strains of different tropism. Another approach would be to generate cell lines specifically expressing only one of the SA species and a reporter gene marker (e.g. GFP, mCherry), co-culturing them and using FACS to assess the capacity of various strains to infect both types in single and multi-cycle experiments. Approached as a kinetic experiment and coupled with our model, this could allow the determination of infection rates as a function of the SA species present on the cells. Interestingly, a proteomic study measuring the host response of the same four virus strains in A549 cells showed that overall, the H5N1 and H7N9 strains induced the most profound changes to the cellular proteome and affected the greatest number of metabolic pathways[@b59]. This could be the cause or an effect of its significantly higher rate of infectious virus production.

The available therapeutic agents for treating influenza infections were developed by identifying key viral proteins and their essential functions in viral replication. Neuraminidase inhibitors[@b63][@b64] and M2 ion channel inhibitors[@b65][@b66] are the only approved therapeutic options although widespread resistance and significant side-effects are reported with the latter[@b67]. Current efforts to understand -- and disrupt - the differential ability of influenza viruses to cause disease have increasingly shifted to approaches that integrate virology and systems biology. Understanding the differences in how strains of varying pathogenicity undergo each step of the replication cycle could be useful in targeting those specific replication steps which give the most advantage to the virus. The experimentally observed growth kinetics alone (see [Fig. 1](#f1){ref-type="fig"}) clearly demonstrate that the H5N1 and H7N9 viruses have a replicative advantage over the H1N1 strains. But additional analysis with a mathematical model dissected these observations further into detailed, quantitative measures of the replication parameters underlying the processes which give rise to the observed kinetics. The extraction of these parameters using classical virological methods for growth analyses alone would be impossible, or otherwise difficult and remarkably costly. By combining experimental virology assays with mathematical modeling, we have described differences in growth properties from analysis in an *in vitro* system between viruses that exhibit considerable differences in their virulence in human infections. Furthermore, we have demonstrated these viruses, even those that show similar virulence, may differ considerably in their replicative strategies. While it is an interesting first step to delineate the replicative advantages shown by the H5N1 and H7N9 viruses that exhibit great pathogenicity in human infections, further study will be essential to provide understanding of the significance of these distinctions between viruses and their ability to cause a range of disease manifestations.

Methods
=======

Virus and cells
---------------

Four IAV strains were used in this study. Seasonal H1N1 strain A/Canada/RV733/2003 (sH1N1, A/New Caledonia/20/1999-like clinical isolate) and 2009 H1N1 pandemic strain A/Mexico/INDRE4487/2009 (pH1N1) were chosen to represent low pathogenic, human IAV. Avian influenza strain A/Indonesia/05/2005 (H5N1) represents a highly virulent HPAI strain, while influenza A/Anhui/1/2013 (H7N9) is an early human isolate LPAI from the current Chinese epizootic of an avian IAV. The pH1N1 virus was isolated by our group at the Public Health Agency of Canada (PHAC) and the H5N1 strain was previously generated by us by reverse genetics. The sH1N1 and H7N9 strains were a kind gift of the Respiratory Virus group at PHAC. Stocks of viruses were grown in Madin Darby canine kidney (MDCK -- obtained from the American Type Culture Collection, ATCC) cells in MEM containing 0.1% BSA and 1 μg/mL TPCK-treated trypsin. Supernatants where harvested from 10 T150 flasks, concentrated by ultracentrifugation and titrated using standard plaque forming unit (PFU) method (MDCK) cells[@b68]. All work with H5N1 and H7N9 IAVs was done in a biosafety level 3 laboratory at the National Microbiology Laboratory following Public Health Agency of Canada procedures and regulations.

Infections
----------

Infections (MC and SC assays) were carried out in A549 human lung carcinoma cells (ATCC) seeded in T25 flasks in triplicate. Stock cells were grown in T150 flasks (Corning) in F12K media (HyClone) supplemented with 5% FBS (Sigma). Upon reaching 90% confluence, cells where harvested and counted in an automatic Countess cell counter (Invitrogen). One million cells where seeded in T25 flasks (Corning) and incubated for 48h. On the days of infection, cells were washed with serum-free F12K media, and virus dilutions (prepared in F12K supplemented with 0.1% BSA and 0.5 μg/mL of TPCK-treated trypsin) were adsorbed onto the 90--95% confluent cells for 1h. All cultures were maintained in a humidified incubator at 37 ^o^C and 5% CO~2~ to maintain the optimal physiological pH for the cells in the range of 7.0--7.4. For each virus in each assay, three separate flasks were infected and prior to all infections 2 spare flasks were trypsinized and counted to ensure accurate MOI. At set time points, 0.5 mL of the 10 mL supernatant volume was harvested, frozen for later quantification, and replaced with 0.5 mL of fresh media (F12K + 0.1% BSA + 0.5 μg/mL TPCK-treated trypsin). Subsequently, the frozen samples were thawed and their virus concentration was quantified via a TCID~50~ titration assay, or for total viral RNA content via quantitative reverse-transcription PCR (qRT-PCR). We used multiplicities of infection (MOI) of 0.01 PFU/cell for the multiple-cycle (MC) infection assay, and an MOI of 3 PFU/cell for the single-cycle (SC) infection assay. For the SC, we used an acidic saline wash[@b44]. Briefly after adsorption virus inoculum was removed and 1 mL of a warm 0.9% NaCl in cell-culture grade water at pH 2.2 was added. Flasks were rinsed for 10--15 seconds and this was removed and washed 4 times with F12K media. A mock-yield (MY) assay was also performed where virus was left to decay in cell-free media. In this assay, 10^7^ PFU of each strains was added to 7 mL of F12K media and 0.1% BSA in three separate T25 flasks without any cells. This was incubated at 37 ^o^C in a 5% CO~2~ atmosphere and aliquots were harvested for titration every 24 h for four days.

qRT-PCR
-------

RNA extractions were done following the Qiagen ViralRNA spin protocol. For qRT-PCR, the one-step Roche Probe Hydrolysis kit with a LightCycler 480 instrument and the LightCycler software (version SW 1.5.1) was used with a universal primer-probe set able to quantify the M gene of all IAVs (Forward primer: 5-GACCRATCCTGTCACCTCTGAC-3, Reverse primer: 5-AGGGCATTYTGCACAAAKCGTCTA-3, Probe: 5-FAM-TGCAGTCCTCGCTCACTGGGCACG-BHQ1-3). As reported elsewhere[@b69], this set is not optimal for the pH1N1 strain, and so primer sets to quantify the HA and NA of the pH1N1 strains were also used (Forward HA primer: 5-TGGCTGGATCCTGGGAAATC-3; Reverse HA primer: 5-CGATGAAATCTCCTGGGTAACAC-3; HA Probe: 5-FAM-CACTCTCCACAGCAAGCTCATGGTCCTAC-BHQ1-3) (Forward NA primer: 5-TTAACATCAGCAACACCAACTTTG-3; Reverse NA primer: 5- CCATCCACTAACAGGGCAGAG-3; NA Probe: 5-FAM-CACTCTCCACAGCAAGCTCATGGTCCTAC-BHQ1-3). For the pH1N1 strain, qRT-PCR was performed with all three primer sets (M, HA and NA) for the SC assay. The M primers were used for the MC assay, and the MC copy numbers were converted to that obtained with HA and NA primers based on the HA:M and NA:M ratios determined in the SC assay. Primers and probes were purchased from IDT and the pH1N1 HA and NA primer/probe sets were kindly designed and donated by Dr. Yan Li at the Public Health Agency of Canada. The standard curves for measuring copy numbers were determined using plasmids containing the whole M, HA or NA gene of each respective viruses (i.e. sH1N1-M, pH1N1-M, H5N1-M, H7N9-M, pH1N1-HA and pH1N1-NA).

Mathematical modelling
----------------------

The SC and MC *in vitro* infection experiments were simulated numerically using an age-structured, ordinary differential equation (ODE) mathematical model, introduced and described previously[@b45][@b50]. The ODE model, Eqn. [(1)](#eq1){ref-type="disp-formula"}, considers both the infectious (*V*~TCID50~) and total (*V*~RNA~) virus concentration released by infectious cells into the supernatant over the course of the *in vitro* infections.

The mathematical model represents cells in the uninfected, target state (*T*) becoming infected by infectious virus (V~TCID50~) at rate βV~TCID50~. The newly infected cells first undergo an eclipse phase (*E*~*i*~) of duration *τ*~*E*~(1 ± 1/) during which time they cannot yet produce and release virus. In time, these infected cells leave the eclipse phase to enter the infectious phase (*I*~*j*~) during which time they produce total (V~RNA~) and infectious (V~TCID50~) virus at constant rates *p*~RNA~ and , respectively, for a time *τ*~*I*~(1 ± 1/), until they cease virus production and possibly undergo apoptosis. The infectious virus (V~TCID50~) progeny is assumed to lose infectivity (so as to be undetectable via tissue culture) at exponential rate , whilst the total virus (V~RNA~) progeny is assumed to degrade (so as to be unmeasurable by qRT-PCR) at rate *c*~*RNA*~.

In the mathematical model (Eqn. [1](#eq1){ref-type="disp-formula"}), an Erlang distribution is used to represent the time spent by cells in the eclipse and infectious phases by using a series of ODEs or age-classes. The number of ODEs or age-classes (*n*~*E*~ and *n*~*I*~) --- which is equal to the Erlang distribution's shape parameter --- can be used to select whether the time duration of the phase will be distributed according to an exponential (1 age-class), a normal (≫ one age-class), or even a Dirac delta (as the number of age-classes tends to infinity)[@b70][@b71][@b72]. We have shown in previous work that exponential (*n*~*E*~ or *n*~*I*~ = 1) and Dirac delta (very large *n*~*E*~ or *n*~*I*~) distributions for the eclipse or infectious phases cannot reproduce the viral yield kinetics of the single-cycle experiment for influenza, and are therefore inappropriate in the present context[@b73][@b50]. As for using an intermediate number of compartments (1 \< \[*n*~*E*~ or *n*~*I*~\] ≪ 1000), i.e. slowly shifting from an exponential-like to a normal-like distribution, we have explained in previous work[@b50] that in doing so the goodness-of-fit (see below for a definition of the goodness-of-fit) improves as *n*~*E*~ or *n*~*I*~ are increased, up until approximately \> 40--50 equations, past which point the model is largely insensitive to the specific values of *n*~*E*~ or *n*~*I*~ used. For this reason, here and in previous work, we have chosen to fix *n*~*E*~ = *n*~*I*~ = 60[@b50].

The application of this mathematical model to reproduce the course of SC and MC infections and MY assay, and to extract the key infection parameters characterizing the replication fitness of an IAV strain, has been described in detail elsewhere[@b45][@b50], but specific details are repeated here for clarity and completeness. Eqn. [(1)](#eq1){ref-type="disp-formula"} was used to simulate the SC and MC experiments, using the same initial conditions for cell, namely by initiating infection with 100% of cells susceptible to infection, *T*(*t*~*start*~) = 1, and no initially infected cells, *E*~*i*~(*t*~start~) = *I*~*j*~(*t*~start~) = 0. In simulating the MC experiment, the initial conditions for the total (V~RNA~) and infectious (V~TCID50~) virus inoculum concentration at time *t*~start~ = 0 h were fixed to the geometric mean of the experimentally measured concentrations at time points up to 7 h post-infection (hpi) for each strain, and the inoculum was not rinsed in the MC experiment. In simulating the SC experiment, the initial condition for the infectious virus (V~TCID50~) at time *t*~start~ =  −1 h was computed using

where MOI = 3 \[infectious virion/cell\] is the multiplicity of infection in the SC inoculum. The total virus concentration (V~RNA~) was set to an arbitrary value at *t*~start~ =  −1 h as it does not contribute to infection; it is only tracked in the model for the purpose of comparing it against experimental measurements and it was not measured during the incubation period (t = −1 h to 0 h). After a 1h incubation period (i.e. at time t = 0), the experimental rinsing of the viral inoculum was simulated in the mathematical model by setting the total (V~RNA~) and infectious (V~TCID50~) virus concentration in the model to the geometric mean of the experimentally measured concentrations at time points up to t = 3.5 h p.i. for each strain.

In addition to the initial conditions outlined above, the mathematical model in Eqn. [(1)](#eq1){ref-type="disp-formula"} has 9 parameters (*β*, *p*~RNA~, , *c*~RNA~, , *τ*~*E*~, *n*~*E*~, *τ*~*I*~, *n*~*I*~), and for a given strain, the SC and MC experiments were simulated using the same value for these 9 parameters, with the exception of the rate of infectious virus production, . Parameter was allowed to differ between the SC and MC experiment, as in our previous work[@b50], to account for potential viral yield reduction (a smaller rate of infectious virus production, ) in the SC experiment which would arise when using an inoculum of high MOI if defective interfering particles (DIPs) were present in our samples. Additionally, the rate of viral RNA degradation was fixed at *c*~RNA~ = 0.001/h, and the number of eclipse and infectious compartments were fixed to *n*~*E*~ = *n*~*I*~ = 60, as established in previous work[@b50]. This left a total of 7 parameters (*β*, *p*~RNA~, , , , *τ*~*E*~, *τ*~*I*~) whose values were to be determined from the SC, MC, and MY experimental data as described in the next section.

Determination of model parameter distributions from the experimental data
-------------------------------------------------------------------------

The goodness-of-fit between the mathematical model in Eqn. [(1)](#eq1){ref-type="disp-formula"} and the combined experimental data for the SC, MC and MY experiments was computed via a sum of squared residuals (SSR) as follows:

where SSR() is the sum-of-squared residuals between the combined experimental data and the model's predictions given a particular set of parameter values (), *σ*~RNA~ = 1 RNA/mL,  = 1 TCID~50~/mL, and the virus concentration V~model~(MY, virus) was computed as described previously[@b50], using

For each of the four strains, a nonlinear regression was initially performed to find a parameter set which minimized the SSR (Eqn. [3](#eq15){ref-type="disp-formula"}) by sequentially using Python scipy's Nelder-Mead (scipy.optimize.fmin) and Levenberg-Marquardt (scipy.optimize.leasqr) implementations to find the parameters, and function scipy.integrate.odeint to numerically solve Eqn. [(1)](#eq1){ref-type="disp-formula"}.

Next, a Markov Chain Monte Carlo simulation with 300 walkers (or chains) performing 2000 steps was executed using the python emcee module[@b74]. The starting position of the 300 walkers (i.e. the parameters' prior distributions) for each strain was chosen from a logarithmically uniform distribution, centred on the parameter values determined via the abovementioned nonlinear regression (hereafter *f*~base~), with a width of one order of magnitude, namely *f*~base~ ⋅ 10^\[−1,1\]^, for all parameters except τ~*E*~. Because past work has shown that τ~*E*~, the length of the eclipse phase, is typically normally distributed rather than log-normally distributed[@b50], a linearly uniform distribution, namely *τ*~*E*~ ∈ *f*~*base*~ ⋅ \[1,3\]/2, was used instead. The likelihood (probability function) of accepting a particular step (parameter set value proposition) was defined as exp\[−SSR()\]. Of the 2000 steps performed for each strain, 250 steps were discarded as burn-in, resulting in a total of 525,000 (1750 steps ∙ 300 walkers) accepted parameter sets which formed our posterior parameter distributions.

Analysis of the posterior distributions for the model parameters revealed a number of correlations, and more parameter correlations were found for the two H1N1 viruses than for the two avian viruses (H5N1, H7N9), as shown in [Supplementary Fig. 1](#S1){ref-type="supplementary-material"}. Across all four viruses studied, there was a clear correlation between the infectious virus production rate () and the virus effectiveness (β), due to the equivalence of having more virus (higher production rate) that is less infectious (lower effectiveness), or having less virus that is more infectious, in maintaining the same rate of disease progression, i.e. new infections caused per hour. This correlation and others like it mean that when the experimental data only weakly constrains one of the two parameters (e.g. due to experimental variability), the variability of both parameters will be increased, resulting in wider posterior distributions for these parameters. A wider distribution translates to a reduced sensitivity in our ability to detect statistically significant differences in that parameter between the 4 strains studied. In other words, if the correlations could be broken or avoided somehow with additional data or complementary experiments, the two-dimensional histograms in [Supplementary Fig. 1](#S1){ref-type="supplementary-material"} would become symmetric and more constrained, leading to narrower posterior distributions, and a greater number of parameter differences between strains would become statistically significant (*p*-value \< 0.05). The near absence of correlations between the parameters extracted for the two avian viruses suggests that the set of experiments conducted provided an appropriate set of complementary information which, when experimental variability is reasonably small, can appropriately constrain model parameters and eliminate correlations. Unfortunately, the greater experimental variability in the H1N1 strains weakened these constraints and likely caused the larger number of correlations and the wider posterior distributions for certain parameters. In particular, the length of the eclipse phase (*τ*~*E*~) showed a positive correlation to the viral production rate (*p*~*RNA*~). This in turn limited the precision with which we could determine these parameters: the uncertainty on the eclipse phase is much larger for the H1N1 strains than the H5N1 and H7N9 strains. This could be because the two H1N1 virus infections progressed more slowly, involved fewer virions, such that the infection kinetics could be more susceptible to small, stochastic effects, resulting in larger experimental variability. In contrast, the H5N1 and H7N9 strains are characterized by larger production rates. This more rapidly separates the signal from the inherent noise within the data, and allows for a more precise determination of the eclipse phase (*τ*~*E*~). With regards to the H1N1 strains, novel laboratory techniques would be required to reduce the data variability so as to eliminate such correlations between parameters. Nonetheless, the parameter differences we highlight herein were statistically significant, and when they were not, we either state that the change is marginal or do not mention it. None of the statistically significant differences we highlight between pairs of parameters would cease to be so in the absence of correlations. The parameter differences we highlight are statistically significant in the presence of, and despite, sometimes wide parameter posterior distributions which were occasionally the result of parameter correlations. In the absence of correlations, these differences would only have become more significant, and some differences that are currently not so, would become so.

In [Table 1](#t1){ref-type="table"}, statistically significant differences in the values of each parameter between pairs of strains were reported as *p*-values, computed as per the following example. Say the median value of parameter *f* is larger for virus A than for virus B. Then the *p*-value for (the statistical likelihood of) parameter *f* being larger for virus A than virus B was computed in a non-parametric manner by drawing, at random and with replacement, one parameter value from virus A's and one from virus B's 525,000 accepted values for parameter *f*, and determining what fraction of the draws in which the value of *f* drawn from strain A was greater than that from strain B after 2,625,000 such random draws. For normally distributed posterior parameter distributions, the *p*-value obtained by this method is equal to that obtained using a one-tailed, Student t-test.

In [Fig. 3](#f3){ref-type="fig"}, the ratios of the parameter values for the pH1N1, H5N1, and H7N9 strains to that of the sH1N1 strains were computed as per the following example. The ratio of parameter *f* for virus B to that of the sH1N1 virus was determined by drawing, at random and with replacement, one parameter value from virus B's and one from the sH1N1 virus' 525,000 accepted values for parameter *f*, calculating their ratio (*f*~B~/*f*~sH1N1~), and repeating this procedure for 525,000 such random draws. [Figure 3](#f3){ref-type="fig"} shows the non-parametric median (the coloured bars) and the one-sigma (68.3% credible region) variability (error bars) of the resulting set of (*f*~B~/*f*~sH1N1~) ratios for a given parameter *f*.

Additional Information
======================

**How to cite this article**: Simon, P. F. *et al.* Avian influenza viruses that cause highly virulent infections in humans exhibit distinct replicative properties in contrast to human H1N1 viruses. *Sci. Rep.* **6**, 24154; doi: 10.1038/srep24154 (2016).

Supplementary Material {#S1}
======================

###### Supplementary Information

We wish to acknowledge Yan Li, Nathalie Bastien and Anton Andonov for providing us with BSL3 space and giving us the sH1N1 and H7N9 strains, and Laura Hart who designed the pH1N1 HA and NA qRT-PCR primer-probe sets. PFS's stipend was covered by les Fonds de la Recherche en Santé du Québec (FRQ, <http://www.frq.gouv.qc.ca>) for 2011--2014 and by a grant (MOP-106713) from the Canadian Institutes of Health Research (CIHR, <http://cihr-irsc.gc.ca>) to KC for 2014--2015. This work was also supported in part by a Discovery Grant (355837--2013) from the Natural Sciences and Engineering Research Council of Canada (NSERC, <http://www.nserc-crsng.gc.ca>), and an Early Researcher Award (ER13-09-040) from the Ministry of Research and Innovation of Ontario (<http://www.mri.gov.on.ca>) to CAAB. Experimental portions of the work were conducted at the National Microbiology Laboratory of the Public Health Agency of Canada. The computational aspects of this work were made possible by the facilities of the Shared Hierarchical Academic Research Computing Network (SHARCNET, [www.sharcnet.ca](http://www.sharcnet.ca)) and Compute/Calcul Canada.

The authors declare no competing financial interests.

**Author Contributions** P.F.S., C.A.A.B., K.M.C. and D.K. designed the study. P.F.S., M.A.d.L.V. and E.M. performed the virology experiments. E.G.P. and C.A.A.B. implemented the mathematical model. P.S. and C.A.A.B. wrote initial drafts of the manuscript which all authors edited.

![Comparison of infection kinetics and agreement with the mathematical model.\
The experimental data for the low-MOI, multiple-cycle (MC), the high-MOI, single-cycle (SC) infection assay, and the mock-yield (MY) assay are represented as circles while the lines represent the time courses of 900 *in silico* infections simulated using our mathematical model and the parameters selected by our MCMC process. At each time point, supernatant samples were harvested in triplicate, titrated by TCID~50~, and viral RNA was quantified by qRT-PCR. Color coding as follows: Seasonal H1N1 (sH1N1, green); 2009 pandemic H1N1 (pH1N1, blue); H5N1 (red) and H7N9 (orange). "Y" axes are either TCID50/ml or RNA copies/ml and "X" axes are time post-infection in hours. These data were used to extract the probability distributions for the parameters characterizing the replication efficacy of each virus ([Fig. 2](#f2){ref-type="fig"}, [Table 1](#t1){ref-type="table"}).](srep24154-f1){#f1}

![Parameters characterizing the viral replication efficiency.\
Probability density functions of the key parameters for each of the four strains. The degradation rate is a measure of the stability of the virions' infectiousness. The eclipse phase is the time elapsed between the successful infection of a cell and the release of its first virion. Once virus production and release is well underway in the infected cell, infectious virus progeny will be produced at a certain rate (Prod. infectious virus, measured in TCID~50~/cell/h). The effectiveness of the infectious progeny is quantified separately as the rate at which new cells are infected per TCID~50~ of progeny. Together, the combined effect of the rate of production and the effectiveness of the infectious progeny will result in a number of infections per hour (Rate of infection, 1/h). The simulated multiple-cycle (MC) assay (bottom-right panel) was produced by using the best-fit parameters obtained with our MCMC method and illustrates how these parameters, together, yield the observed viral growth kinetics.](srep24154-f2){#f2}

![Summary of replication parameters.\
A simplified representation of the parameters as defined by the model is shown as a ratio of each parameter to the sH1N1 strain. Color coding of bar graph as follows: Reference: Green -- sH1N1; Blue -- pH1N1; Red -- H5N1; Orange -- H7N9. Asterisks indicate statistically-significant values (see [Table 1](#t1){ref-type="table"}). Green cells are non-infected, red cells are infected. X indicates a dead cell or a decayed virion. The computation of these ratios is described in the Methods section.](srep24154-f3){#f3}

###### Parameters characterizing the replication efficacy of each strain.

  Parameter Values \[95% credible region\]                    sH1N1                       pH1N1             H5N1                        H7N9                                      
  ------------------------------------------------ --------------------------- ---------------------------- --------------------------- ---------------------------- ------------ -----------
  Degradation rate, (1/h)                            0.0573 \[0.03, 0.098\]      0.0414 \[0.017, 0.079\]    0.0657 \[0.038, 0.1\]       0.0596 \[0.032, 0.098\]                   
  Eclipse phase duration, *τ*~*E*~ (h)                  7.04 \[5.6, 9.7\]            9.15 \[6.9, 11\]       6.27 \[5.5, 7.1\]           6.05 \[5.4, 6.7\]                         
  Prod. Infectious virus,                           10^1.11\ \[0.67,\ 1.8\]^      10^1.21\ \[0.63,\ 2\]^    10^2.06\ \[1.7,\ 2.4\]^     10^1.41\ \[1,\ 1.8\]^                     
  Virus effectiveness,                              10^−6.3\ \[−6.8,\ −5.9\]^   10^−5.94\ \[−6.5,\ −5.3\]^  10^−6.1\ \[−6.5,\ −5.7\]^   10^−5.19\ \[−5.6,\ −4.7\]^                
  Rate of infection, (1/h)                            10^1.34\ \[1,\ 1.8\]^      10^1.97\ \[1.5,\ 2.6\]^    10^2.42\ \[2.1,\ 2.8\]^     10^2.72\ \[2.3,\ 3.1\]^                   
  Pairwise statistical significance (*p*-values)                                                                                                                                  
                                                           sH1N1:pH1N1                  sH1N1:H5N1          sH1N1:H7N9                  pH1N1:H5N1                   pH1N1:H7N9   H5N1:H7N9
  Degradation rate (1/h)                                      0.233                       0.364             0.466                       0.140                        0.209        0.396
  Eclipse phase duration (h)                                  0.105                       0.201             0.122                       **0.010**                    **0.004**    0.339
  Prod. infectious virus                                      0.418                     **0.007**           0.201                       **0.033**                    0.332        **0.007**
  Virus effectiveness                                         0.171                       0.259             **\<0.001**                 0.339                        **0.027**    **0.002**
  Rate of infection (1/h)                                   **0.033**                  **\<0.001**          **\<0.001**                 0.088                        **0.018**    0.135

The mode and 95% credible region (analogous to the 95% confidence interval) for each parameter distribution are shown. The bottom table indicates differences of statistical significance (*p*-values) between each pair of viruses, computed as described in the Methods section. The virological meaning of each parameter is explained in [Fig. 2](#f2){ref-type="fig"}.
