Symplectic virtual localization of Gromov-Witten invariants by Chen, Bohui & Li, An-Min
ar
X
iv
:m
at
h/
06
10
37
0v
1 
 [m
ath
.D
G]
  1
1 O
ct 
20
06
SYMPLECTIC VIRTUAL LOCALIZATION OF
GROMOV-WITTEN INVARIANTS
BOHUI CHEN AND AN-MIN LI
Abstract. We show that moduli spaces of stable maps admits virtual orbifold
structure. The symplectic version of virtual localization formula is obtained.
Given a compact closed symplectic manifold (M2n, ω) and an ω-tames almost
complex structure J , one can define the celebrated Gromov-Witten invariants us-
ing the moduli spaces of J-holomorphic curves. Such invariants were first dis-
covered by Ruan-Tian on monotone manifolds([18]), then later defined on general
manifolds independently by several different groups Fukaya-Ono([8]), Li-Tian([13]),
Liu-Tian([15]), Ruan([16]) and etc. The break-through tool for their works is now
well-known as virtual techniques. On the other hand, the algebraic version of the
theory was first given by Li-Tian([12]).
Since the theory of Gromov-Witten invariants is set up, the computation of in-
variants has been one of the main issue of this area. One of the main tools of
the computation is the localization technique. If the symplectic manifold admits
a torus action, the action can be induced on the moduli spaces of J-holomorphic
curves. Since the invariants are obtained via ”integration” on the moduli spaces,
Kontsevich observed that one may apply the Atiyah-Bott localization formula for
computation([10]). To fulfill such an idea, we need to combine the Atiyah-Bott
localization formula with virtual techniques. We call such a combination as the vir-
tual localization. This has been done for algebraic varieties([9]). But such a formula
has not been set-up in symplectic category. Our main goal of this paper is to prove
a virtual localization formula on general symplectic manifolds. We remark that in
this paper the group can act on the symplectic manifold as symplectomorphisms
other than just Hamiltonian ones.
The ingredients of proving such a virtual localization formula are: (1), a modi-
fied gluing theory which provides smooth structures on moduli spaces, (2), virtual
manifolds/orbifolds and (equivariant) integration theory on them. The abstract
theory of virtual manifold/orbifolds has been established in [6]. In this paper, we
mainly explain how to obtain smooth structures on moduli spaces via the gluing
theory, and then generalize it to virtual moduli spaces accordingly.
The paper is organized as following: in Part I, we introduce some preliminary
materials that is needed to understand the moduli spaces; in Part II, we describe
the moduli spaces of the stable maps; in Part III we explain the full package of the
gluing theory that provides a smooth structure on the moduli spaces; in the part
IV, we develop the virtual theory on the moduli spaces and localization formula,
at the end, as an application, we compute an example.
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Part I. Preliminary
1. Complex structures on R2
1.1. Complex structures on R2. A complex structure j on R2 is a linear auto-
morphism of R2 with j2 = −1. It induces an orientation o(j) on R2 given by v ∧ jv
for any 0 6= v ∈ R2. Now fix an orientation or on R2. Set
Jor(R
2) = {j|j2 = −1, o(j) = or}.
Fix a complex structure jo ∈ Jor(R2). With a proper chosen basis, we may write
jo in terms of matrix as
jo =
(
0 −1
1 0
)
.
(R2, jo) can be identified with a complex plane (C, z) via
φo : R
2 → C;
z = φo(x, y) = x+ y
√−1.
Let GL+(2,R) < GL(2,R) be the subgroup that preseres or. GL+(2,R) acts
transitively on Jor(R
2) via
g · j = gjg−1.
Via identification φo, GL(1,C) is embedded in GL
+(2,R) as a subgroup. Then
Lemma 1.1. Jor(R
2) ∼= GL+(2,R)/GL(1,C).
Proof. Since the isotropic group of the GL+(2,R) at jo is GL(1,C), the lemma
follows. q.e.d.
1.2. Beltrami coefficients. Let f : (C, z) → (C, w) be a linear isomorphism
between two complex planes. Suppose
w = f(z) = αz + βz¯.
Then
(1.1) µf = α
−1β.
is called the Beltrami coefficient of f with respect to coordinates z and w.
Suppose that we change the coordinate of w-plane to wˆ-plane by wˆ = γw, γ ∈ C.
f is transformed to
fˆ : (C, z)
f−→ (C, w) γ−→ (C, wˆ).
We find
µfˆ = µf .
This says that µf is independent of the coordinate choice of w-plane.
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Now Suppose that we change the coordinate of z-plane to zˆ-plane by zˆ =
γ−1z, γ ∈ C. Then f is transformed to
fˆ : (C, zˆ)
γ−→ (C, z) f−→ (C, w).
We have
µfˆ = µf
γ¯
γ
.
This implies that
(1.2) ωf = µf
dz¯
dz
is invariant on the first plane. ωf is an (−1, 1)-form on z-plane. We call it is the
Beltrami form of f .
Given a complex structure j ∈ Jor(R2) and an identification
φ : (R2, j)→ (C, w),
The identity map on R2 induces a map Aj via the diagram
(R2, jo)
id−→ (R2, j)yφo yφ
(C, z)
Aj−−→ (C, w).
We define
µ : Jor(R
2)→ C;
µ(j) = µAj .
This map is well defined since µ(j) depends on φo, but not on φ.
Proposition 1.2. µ is injective and Image(µ) = D, the unit disk in C.
Proof. Since id (or Aj) is orientation preserving map, one can check that
|µ(j)| < 1. Hence Image(µ) ⊂ D.
µ is injective: Suppose µ(j1) = µ(j2). We have diagram
Aj2 : (C, z)
Aj1−−→ (C, w1) f12−−→ (C, w2),
where f12 is defined by the equation. Suppose
w2 = f12(w1) = αw1 + βw¯1.
Then one can check directly that
µ(j1) = µ(j2) ⇐⇒ β = 0.
This says that f12 is holomorphic, and so j1 = j2.
Image(µ) = D: let γ be any complex number inD, we solve j such that µ(j) = γ.
Suppose j = g−1jog. Then we have A
−1
g defined by
(R2, j)
g−→ (R2, jo)yφ yφo
(C, w)
Ag−−→ (C, z).
By the definition of g, Ag is holomorphic. Furthermore
φogφ
−1
o = Ag ◦A−1j : (C, z)→ (C, z).
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Hence,
µφogφ−1o = µAj .
Suppose
g =
(
a b
c d
)
and γ = α+ β
√−1. Then
φogφ
−1
o (z) = (
a+ d
2
+
c− b
2
√−1)z + (a− d
2
+
b+ c
2
√−1)z¯.
Now set
a = 1 + α, d = 1− α, b = c = β.
We see that det(g) = 1− α2 − β2 > 0, which says that g ∈ GL+(2,R), and
µφogφ−1o = γ.
This solves µ(j) = γ. q.e.d.
1.3. A Universal family of Jor(R
2). We combine the result of previous two
subsections:
GL+(2,R)/GL(1,C) ∼= Jor(R2) ∼= D.
The second isomorphism is given by µ and µ(jo) = 0. The next proposition says
that there exists a canonical section σ (with respect to jo) for the principle bundle
GL(1,C) → GL+(2,R2)y
D
.
Proposition 1.3. σ(γ) = 1− jjo for µ(j) = γ.
Proof. Clearly jσ(γ) = σ(γ)jo. It remains to show that σ(γ) ∈ GL+(2,R).
Suppose j = gjog
−1, where
g =
(
a b
c d
)
Without loss of generality, we assume that det(g) = 1. Then
j =
(
ac+ bd −a2 − b2
c2 + d2 −ac− bd
)
,
and
1− jjo =
(
1 + a2 + b2 ac+ bd
ac+ bd 1 + c2 + d2
)
.
Using the fact ad− bc = 1, we have det(1− jjo) > 0. q.e.d.
Let R be a tautological family of R2 with complex structure parameterized by
D(∼= Jor(R2)): namely, we have
r : R = (D × R2,J )→ D,
where J is the fiber-wise complex structure such that
J |r−1γ = µ−1(γ).
Proposition 1.4. There is a canonical trivialization with respect to jo
Φo : Ro := D × (R2, jo)→ R.
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Proof. We set Φo fiber-wisely as
σ(γ) : γ × (R2, jo)→ r−1(γ).
q.e.d.
2. Teichmuller spaces
2.1. Complex structures on Σg. Let Σ be an oriented genus-g surface with
orientation or(g). A complex structure j on Σ is a family of complex structures on
R
2 ∼= TxΣ parameterized by x ∈ Σ. A complex structure j induces an orientation
o(j) on Σ. Set
J(Σ) = {j|o(j) = or(g)}
to be the set of complex structures on Σ that is compatible with the given orienta-
tion or(g).
Now fix a point jo ∈ J(Σ). Let Ω−1,1(Σ, jo) denote the space of (−1, 1)-forms on
Riemann surface (Σ, jo). A (−1, 1)-form is locally expressed in the form f(z)dz¯/dz
in terms of local complex coordinate (C, z). For any j ∈ J(Σ), it yields Beltrami
coefficients µ(j(x)) point-wisely, which gives a (−1, 1)-form, denoted by ωj , on Σ.
Set
BΩ−1,1(Σ, jo) = {ω ∈ Ω−1,1(Σ, jo)|‖ω‖ < 1}.
Here ‖ω‖ = maxx |f(x)| for ω = f(x)dz¯/dz. Then by proposition 1.2, we have
Proposition 2.1. j → ωj gives an isomorphism J(Σ) ∼= BΩ−1,1(Σ, jo). Moreover
ωjo = 0.
Conversely, given a form ω ∈ BΩ−1,1(Σ, jo), we denote the corresponding com-
plex structure by jω.
2.2. Teichmuller spaces Tg. Here we give an informal review of Techmuller spaces
Tg.
T0 consists of only one element, i.e, the standard sphere S2 = C ∪ {∞}.
T1 ∼= H, the upper half plane of C. Given λ ∈ H, we define a lattice
Lλ = {m+ nλ|m,n ∈ Z};
then the corresponding torus is
Tλ =
C
Lλ
.
For g ≥ 2, define
Tg = J(Σ)
Diff+0 (Σ)
=
BΩ−1,1(Σ, jo)
Diff+0 (Σ)
.
HereDiff+0 (Σ) is the component of or(g)-preserving-diffeomorphism groupDiff
+(Σ)
that contains 1. A classical theory on Teichmuller spaces says that the quotient
BΩ−1,1(Σ, jo)
Diff+0 (Σ)
has a global slice. Let H−1,1(Σ, jo) ⊂ Ω−1,1(Σ, jo) denote the space of holomorphic
forms and set
BH(jo) = BΩ
−1,1(Σ, jo) ∩H−1,1(Σ, jo).
Then
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Theorem 2.2.
BΩ−1,1(Σ, jo)
Diff+0 (Σ)
= BH(jo).
This theorem says that BH(jo) is a global slice of the quotient. By the Riemann-
Roch theorem, we know that BH(jo) is a 6g − 6 dimensional ball.
Corollary 2.3. dim Tg = 6g − 6, g ≥ 2.
We can also consider Tg,m, the Teichmuller space of genus g Riemann surfaces
with m marked points. We give a complete list.
T0,1 = {(S2,∞)};
T0,2 = {(S2, 0,∞)};
T0,3 = {(S2, 0, 1,∞)};
T0,m = T0,3 × ((S2 − {0, 1,∞})m−3 −∆),m > 3;
T1,1 = T1 × {[0]}, here 0 ∈ C and [0] denote the point in tori;
T1,m = T1,1 × ((Ti − [0])m−1 −∆),m > 1 (refer this to uni1 in §2.3);
Tg,m = Tg × (Σm −∆).
In the first three terms, S2 is identified with C∪ {∞}; ∆ is the big diagonal of the
product Xm.
2.3. Universal curves. By a universal curve, we mean a fibration
πg,m : unig,m → Tg,m
such that for j ∈ Tg,m the fiber π−1g,m(j) is the marked curve j. We show the existence
of unig,m.
Case 1, g = 0. Then
uni0 = uni0,0 = S
2; uni0,1 = (S
2,∞);
uni0,2 = (S
2, 0,∞); uni0,3 = (S2, 0, 1,∞)
and
uni0,m = uni0,3 × ((S2 − {0, 1,∞})m−3 −∆),m > 3.
Case 2, g = 1. We first construct uni1. Define an Z× Z action on H× C by
(m,n) · (λ, z) = (λ, z +m+ nλ).
Then
uni1 =
H× C
Z× Z → H
is the universal curve.
uni1 can be topological trivialized to be H×Ti, i =
√−1: define an Z×Z action
on H× C by
(m,n) · (λ, z) = (λ, z +m+ n√−1).
Define the map
Φ˜ : H× C→ H× C
Φ˜(λ, z) = (λ, φλ(z)),
where φλ : C→ C is the linear map determined by φλ(1) = 1, φλ(
√−1) = λ. Then
the map is Z× Z-equivariant. So Φ˜ induces an isomorphism
Φ : H× Ti → uni1.
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In particular Φ(λ, [0]) = (λ, [0]). We always assume uni1 = H × Ti from now on.
Then
uni1,1 = uni1 × {[0]};
uni1,m = uni1,1 × ((Ti − {[0]})m−1 −∆),m > 1.
Case 3, g ≥ 2. We set unig topologically to be
unig = Tg × Σg = BH × Σg
and the complex structure on the fiber over ω ∈ BH to be jω. This gives unig, g ≥ 2.
Then set
unig,m = unig × (Σm −∆).
We conclude that
Theorem 2.4. The universal curve π : unig,m → Tg,m exists.
3. Moduli space Mg,m
3.1. Definitions. By definition,
Tg = J(Σg)
Diff+0 (Σg)
;
Mg =
J(Σg)
Diff+(Σg)
.
The group Γg = Diff
+(Σg)/Diff
+
0 (Σg) is called the mapping class group. Then
Mg = Tg/Γg.
Similarly, one can define Mg,m, the moduli space of genus-g curve with m-marked
points.
When g ≤ 1, Mg,m = Tg,m. When g ≥ 2, Mg,m are orbifolds. We give local
descriptions for these orbifolds.
We recall some notions of orbifold. Let X be an orbifold. For any x ∈ X , there
exists a neighborhood Ux of x such that it is homeomorphic to R
n/Gx for some
finite group Gx. The formal notion for these data is the so-called uniformization
system (V,Gx, φ): here V is a smooth manifold (usually is diffeomorphic to R
n),
Gx acts smoothly on V and
φ : V
π−→ V/Gx
∼=−→ Ux.
Gx is called the isotropic group of x. Clearly, such a uniformization system describes
the local of x.
Let
(3.1) jo = (Σ, jo, xo1, . . . , xom) ∈Mg,m.
We give a uniformization system for jo. The isotropic group at jo is Aut(jo), the
automorphism group of jo. By an automorphism of jo, we mean a bi-holomorphic
maps of (Σ, jo) preserving xok’s. Recall that
Tg,m = BH(jo)× (Σm −∆).
Aut(jo) acts on this space naturally as
σ · (ω, y1, . . . , ym) = (σ∗(ω), σ(y1), . . . , σ(ym)).
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Then there exists a small Aut(jo)-invariant neighborhood O˜ of jo such that (O˜,Aut(jo), π)
is a uniformization system for jo.
Moreover, Aut(jo) acts on unig,m similarly. Hence
(3.2)
unig,m|O˜
Aut(jo)
gives a universal curve for the neighborhood of jo in Mg,m.
3.2. Hyperbolic metrics. A curve in Mg,m is called stable if and only if 2g +
m ≥ 3. Let jo ∈ Tg,m be a stable curve given as (3.1). We may assign it a
hyperbolic metric. This is done as following: since 2g+m ≥ 3, the punctured surface
(Σ − {xo1, . . . , xom}, jo) admits a universal covering H such that the punctured
surface is H/Γ for some Fuchsian group Γ. The hyperbolic metric on H induces a
hyperbolic metric on this punctured Riemann surface.
Furthermore the neighborhood of xoi in Σ has a nice description. Let
H≥1 = {x+ y
√−1 ∈ H|y ≥ 1}.
Then there exists a neighborhood of xoi (punctured at xoi) that is identified with
H≥1
〈z → z + 1〉
We call the area the horocycle at xoi. This area can be identified with the punctured
disk B∗(1) up to a rotation induced by:
f(z) = c exp(2πiz), c = exp(2π).
From now on, by horocycle, we always refer it as B∗(1). We note that Aut(jo) acts
on B∗(1) as rotations.
We deform the hyperbolic metric to be a local-flat metric such that it is flat
in B∗(.5) and is rotational invariant in B∗(1). So this new metric is still Aut(jo)-
invariant. We now assign the local-flat metrics fiber-wisely to unig,m. We denote
the family metric to be h and the metric on the fiber over j as hj. Then
Proposition 3.1. Let j ∈ Tg,m, σ ∈ Aut(jo). Then
hσ∗j = σ∗hj.
Proof. We may assign hyperbolic metrics h˜j on each curve π
−1
g,m(j) and get a
family metric h˜. By the property of hyperbolic metrics,
(3.3) h˜σ∗j = σ∗h˜j.
Moreover, σ preserves horocycles: it maps horocycle of j to σ∗j and behaves as
rotations on B∗(1). Hence, (3.3) is still true for h. q.e.d.
We always assume that unig,m carries such a family of metric h if 2g +m ≥ 3.
3.3. Local trivialization of universal curves. Recall that the local universal
curve of jo ∈Mg,m is given in the form (3.2). Topologically, the fiber is diffeomor-
phic to (Σ, xo1, . . . , xom), or Σ−{xo1, . . . , xom} if we use the language of puncture
curves. We now give a trivialization of unig,m|O˜ when m ≥ 1.
Proposition 3.2. There exists a smooth map
φ : O˜ × Σ→ Σ
such that
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(1) for any j ∈ O˜ with
π−1g,m(j) = (Σ, j, x1, . . . , xm),
φ(j, ∗) : Σ→ Σ is diffeomorphic and φ(xok) = xk, 1 ≤ k ≤ m;
(2) φ(j, ∗) is holomorphic in small neighborhoods of xok as a map
φ(j, ∗) : (Σ, jo)→ (Σ, j);
(3) φ is Aut(j0)-equivariant in the sense
φ(σ · j, σ(z)) = σ(φ(j, z)).
Proof. We explain for the case that g ≥ 2. For g = 0, 1, the proof is simpler,
we leave it to readers. For simplicity, we assume that m = 1. We have horocycles
on jo and j given by
ζjo : B
∗(1)→ Σ− {xo1}.
and
ζj : B
∗(1)→ Σ− {x1}.
As x1 is close to xo1, we may assume that x1 ∈ ζjo(B(.75)) and
ζjo(B(.75)) ⊂ ζj(B(1)).
Set x′1 = ζ
−1
jo
(x1). We define a map φj : B(.75)→ B(.75) by
φj(z) =

z − x′1, if |z| ≤ .25;
z, if |z| ≥ .5;
η(|ζj(z)|)(z − x′) + (1 − η(|ζj(z)|))z, else
Here η(t) is a cut-off function that is 1 when t ≤ .25 and is 0 when t ≥ .5. We now
set
φ(j, ∗) = ζjφjζ−1jo
on ζj(B(1)) and extended it over Σ by identity.
Conclusion (1) and (2) is obvious from the construction. It is well known that
the horocycle ζj depends smoothly with respect to j, hence φ is smooth.
We now explain (3). It is clear that
ζσ·j = σ ◦ ζj .
Also note that σ is a rotation in the unit disk. Then (3) can be verified directly.
q.e.d.
We can now use φ to trivialize the universal curve over the neighborhood of jo.
Define
(3.4) Φjo : O˜ × jo → unig,m|O˜
by
Φj0(j,Σ) = φ(j,Σ).
In fact, claim (1) in the proposition already serves the purpose. Claim (3) implies
that the trivialization is Aut(j0) equivariant. Claim (2) is an additional property
that is needed later.
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4. Deligne Mumford moduli space M¯g,m
4.1. Stable nodal curves. Let M¯g,m be the Deligne-Mumford compactification of
Mg,m. We call it Deligne-Mumford moduli space. This is a stratified space. The
lower strata of M¯g,m consists of equivalence classes of stable nodal curves. A nodal
curve is a connected curve
(Σ, j) =
c⋃
k=1
(Σk, jk), j = (j1, . . . , jc),
with normal crossing singularities
Sing(Σ) = {y1, . . . , ys}.
We call these yi, 1 ≤ i ≤ s the nodal points of Σ. A marked point on Σ is a point
x ∈ Σ− Sing(Σ) Suppose we have m-marked points {x1, . . . , xm}. Let
(4.1) j = (Σ, j, x1, . . . , xm)
be a nodal curve with m-marked points.
Set
(4.2) D : {1, . . . ,m} → {1, . . . , c}
to be the map that assigns marked point xi to component ΣD(i). For each y ∈
Sing(Σ), it is contained in two components Σc1 and Σc2 . Here c1 may equal to c2.
We define the set comp(y) = {c1, c2} (or, comp(y) = {c1} if c1 = c2).
Each component of this curve is
jk = (Σk, jk, {xi}i∈D−1(k), Sing(Σ) ∩Σk).
This is an one-component-curve maybe with nodal points. The nodal points are
come from those singular y’s with comp(y) = {k}. Such a component admits a
normalization N(jk). Then the normalization of j is defined to be the disjoint union
N(j) :=
c∐
k=1
N(jk).
Recovering j from N(j) is standard. It is given by a proper quotient map
π : N(j)→ N(j)/ ∼∼= j.
Definition 4.1. j is stable if N(jk) is stable for each k.
Two curves
j = (Σ, j, x1, . . . , xm) and j
′ = (Σ′, j′, x′1, . . . , x
′
m)
are equivalent if there exists a homeomorphism σ : Σ → Σ′ such that σ(xi) = x′i
and the natural induced map N(σ) : N(j)→ N(j′) is bi-holomorphic.
4.2. Data of stratum. Let j be an m-marked stable nodal curve given by (4.1).
We assign the following combinatoric data to this curve:
(1) a (weighted) connected graph (with tails) T (refer to item-2 for ”weighted”
and item-3 for ”tail”): Let V and E be the set of vertices and edges of T
respectively, then each k ∈ V stands for a component Σk and n ∈ E stands
for a nodal point yn ∈ Sing(Σ);
SYMPLECTIC VIRTUAL LOCALIZATION OF GROMOV-WITTEN INVARIANTS 11
(2) the genus gk of Σk for each k ∈ V :gk is the weight of k that is mentioned
in item-1; the data of genus is denoted by
g = (g1, . . . , gc).
Set
(4.3) g = g(T ) :=
k∑
v=1
gk + rankH1(T );
(3) a map
D : {1, . . . ,m} → {1, . . . , c}
mentioned in (4.2): for each 1 ≤ j ≤ m we assign it a tail, that is, for
D(j) = k we add j-th tail to vertex k.
We denote the data by S = (T,D, g) and call it a stratum data in M¯g,m. Such a
data is called stable if for each vertex k,
2gk + val(k) ≥ 3.
Here val(k) is the valency of vertex k (Tails are counted for valency). It is easy to
check that
Claim 4.2. j is stable if the data S given by j is stable.
On the other hand,
Definition 4.3. The genus of j is defined to be g = g(T ). j is called a stable
(g,m)-curve.
We define M¯g,m to be the set of equivalence classes of stable (g,m)-curves. This
space admits a natural stratification given by data S’s: let S = (T,D, g) be a stable
data with g = g(T ), we define the stratum MS ⊂ M¯g,m to be the set of curves that
give data S. The topology of M¯g,m is not clear at the moment. However this
is studied intensively ([?]). It is well known that M¯g,m is a smooth orbifold of
dimension 6g − 6 + 2m if 2g +m ≥ 3.
In the rest of the section. We describe the strata and their neighborhoods in
M¯g,m more carefully.
4.3. Some facts of data S. Let S be a (stable) stratum data. There is an auto-
morphism group Aut(S) of S defined as following
Definition 4.4. We say γ ∈ Aut(S) if γ : T → T is a graph automorphism
preserving weights and tails. Be precise, it induces isomorphisms γ : V → V and
γ : E → E such that
γ(e(k1, k2)) = e(γ(k1), γ(k2))
and
gγ(k) = gk, D(j) = γ(D(j)).
Let Dg,m be the set of stable stratum data. It can be shown that
Lemma 4.5. |Dg,m| <∞.
We skip the proof. The stability is crucial for the lemma.
For the set Dg,m we can assign a partial order ≺. Let S = (T,D, g) be a data.
Let e = e(v, w) be an edge of T . We can define a new data S′ by the following
modifications on S:
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• a new graph T ′ is obtained by (i) erasing edge e, (ii) identifying vertices v
and w and denote the new vertex by v′;
• gv′ is defined to be
gv′ = g(T )−
∑
k 6=v,w
gk − rankH1(T ′);
• D′(i) = v′ if D(i) = v or w. The attaching vertices of tails are changed
properly by new D′.
By this way, we say that S′ is a contraction of S at edge e. We write S′ = S(e).
Similarly, we can define the contraction S′ = S(e1, . . . , el) of S at edge e1, . . . , el.
Now, we say that S ≺ S′ if S′ is a contraction of S. This induces a partial order
on the strata of M¯g,m. In fact, this is compatible with what we mean by ”lower”:
MS is lower than MS′ if and only if S ≺ S′.
Let T be the simplest graph that consists of 1 vertice and no edge. It defines an
S0 and the stratum is just MS0 =Mg,m.
4.4. Strata MS. Let j ∈ MS . The notions for j (cf. (4.1)) and S are same as
before. Recall that we have normalizations N(j) and N(jk), with
π : N(j)→ j.
We write
πS(N(j)) = j.
These two maps are different! For π the variable is a point on Riemann surface,
while the variable for πS is a curve N(j). Suppose
(4.4) N(jk) = (Σ˜k, ik, xk1 , . . . , xkmk , y¯k1 , . . . , y¯ksk ).
Here x’s are marked points on Σk and y¯’s correspond to nodal points. Be precisely,
we may further assign an edge n = e(y¯) ∈ E for y that corresponds to the nodal
point π(y¯) = yn.
Let
TS := Tg1,m1+s1 × · · · × Tgc,mc+sc .
This has a universal curve
πS : uniS = unig1,ms+ss × · · · × unigc,mc+sc → TS .
Since N(j) ∈ TS , we represent it by π−1S (N(j)).
We are now ready to describe the orbifold structure of MS at j. The isotropic
group is Aut(j): Aut(j) is a fibration
φ : Aut(j)→ Aut(S)
and acts on TS . We explain this. Suppose that N(j) ∈ TS is
N(j) = (N(j1), . . . ,N(jc)).
Let γ ∈ Aut(S). Then φ−1(γ) is given by the following elements: define λk :
N(jk)→ N(jσ(k)) such that
• the map
λk : (Σk, ik)→ (Σσ(k), iσ(k))
is bi-holomorphic;
• λk preserves marked points xi’s;
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• λk preserves y-set and
λk(e(y)) = σ(e(λ(y))).
By this way, we define Aut(j). It acts naturally on the neighborhood of N(j) in TS .
Let O˜ be an Aut(j)-invariant neighborhood of N(j). Then (O˜,Aut(j), φ) yields a
uniformization system of j in MS via πS :
O˜
φ−→ O˜/Aut(j) πS−−→MS .
All these charts form the orbifold MS .
As before, Aut(j) also acts on universal curve uniS . Hence it induces an universal
curve over O˜/Aut(j):
uniS |O˜
Aut(j)
.
On the other hand, by using the trivialization constructed in proposition 3.2, there
exists a trivialization of the universal curve given by an Aut(j)-equivariant map
(4.5) Φj : O˜ ×N(j)→ uniS |O˜.
4.5. Smoothing nodal curves at nodal points. Let j ∈ MS be a nodal curve.
For any nodal point y and a complex number 0 6= ρ with small radius, we can
smoothen j at y and get a new curve jy,ρ. This is what we mean by smoothing. We
now explain this procedure.
Without loss of generality, we suppose that π−1(y) ⊂ N(j) consists of v1 ∈ Σ1
and v2 ∈ Σ2. We treat vi as marked points on Σi. Since we are only concerned the
local of vi. We may assume that Σi are smooth curves. The neighborhood of vi can
be canonically identified with balls B(1) up to rotations in zi-planes for i = 1, 2: if
Σi is stable, we refer it as the horocycle at vi; otherwise, vi is a special point 0 or
∞, on S2, we then refer the ball to be the semi-sphere containing the point. We
write the balls Bvi(1). Furthermore we have
φi : B
∗
vi(1)→ (−∞, 0]i × S1
by
φ(reiθ) = (log r, θ).
We write the punctured surfaces as
(4.6) Σi − {vi} = Σ0i ∪ (−∞, 0]i × S1, i = 1, 2.
The neighborhood of y can be put in C× C as
(4.7) π(By1(1) ∪By2(1)) = {z1z2 = 0} ∩B(1).
For ρ ∈ C∗ we deform (4.6) to
{z1z2 = ρ} ∩B(1).
The new curve is denoted by
jy,ρ = (Σρ, iρ, . . .).
This smoothing procedure can be described explicitly. Set ρ = r0e
iθ0 . Let us focus
on Bvi(1). The remainder of Σ0i remains unchanged in the whole process. We cut
off the cylinder ends of two cylinders at {1.25 log r0} × S1, namely we get
[1.25 log r0, 0]i × S1.
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Then we glue two tubes along a sub-tube of length −0.5 log r0 with a twisted angle
θ0. That is, we identify
(log r0 + t, θ)1 ↔ (log r0 − t, θ + θ0)2, t ∈ [0.25 log r0,−0.25 log r0].
The resultant curve is then jy,ρ.
We note that the plane C of ρ can be treated as
(4.8) Tv1Σ1 ⊗ Tv2Σ2.
We denote the space as Cy. Then we just construct a map
(4.9) gsj : Bǫ ⊂ Cy → M¯g,m.
Here ǫ is any small constant less than 1.
We remark that gsj is injective if and only if j is stable.
4.6. Normal bundles of MS in M¯g,m. It is natural to ask the neighborhood of
j ∈ MS in M¯g,m when S is stable. In particular, this is to ask what is the normal
direction of MS . We assume that S is stable.
Suppose S = (g, T,D). Given a point j ∈MS , we define a fiber
C
|E|
j := ⊕|E|s=1Cys .
Here E is the set of edges of T . By this, we define an orbifold bundle
LS →MS
In fact, we have
L˜S → TS .
with fiber Cj. Aut(j) acts naturally on L˜S. Locally, the quotient gives the uni-
formization system for LS.
Let O ⊂MS be a proper open subset. The gluing map described earlier defines
a neighborhood of O in M¯g,m:
(4.10) gsS : LS,ǫ|O → M¯g,m,
where gsS(j, ρ) = gsj(ρ). Here by LS,ǫ we mean an ǫ-neighborhood of 0 section. It
is known that gsS is injective and locally diffeomorphic when S is stable.
Let S′ = S(e1, . . . , el). We can similarly define a sub-bundle LS,S′ of LS by
requiring the fiber to be
LS,S′|j =
⊕
y, e(y) = ej
1 ≤ j ≤ l
Cy.
We can then similarly define
(4.11) gsS,S′ : L
0
S,S′,ǫ|O →MS′ .
Here, by L0S,S′,ǫ we mean that the set of points whose all coordinates in fiber
direction are not zero. For example, by V 0ǫ for a vector space V = C
n we have
V 0ǫ = {(z1, . . . , zn)|zi 6= 0, |zi| ≤ ǫ}.
Finally, we remark that the above discussion can be generalized to unstable data S:
L˜S, LS and gs are still available. The only difference is that gs is neither injective
nor locally diffeomorphic. But this is important when we consider stable maps.
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Part II. Moduli spaces Mg,m(X,A)
5. Moduli spaces of stable maps
We review the fundamental facts of stable maps in this section, such as notations
of stable maps and related facts ([8]).
5.1. Stable maps without nodal points. Let (X,ω) be a C∞ compact, closed
symplectic manifold of dimension 2n. We choose an ω-tamed almost complex struc-
ture J on X , i.e, ω(·, J ·) is positive. Define a J-compatible Riemannian metric 〈·, ·〉
by
〈V,W 〉 := 1
2
(ω(V, JW ) + ω(W,JV )) .
Fix an element A ∈ H2(M,Z).
Let j = (Σ, j) be a Riemann surface without nodal points. Consider the space
of smooth maps
Mapj(X,A) = {u : Σ→ X |[u(Σ)] = A}.
Here [u(Σ)] represents the homology class of u(Σ).
Define
∂¯J,i(u) =
1
2
(du+ J · du · j).
We say that the map u is J-holomorphic if
(5.1) ∂¯J,i(u) = 0.
Let M˜j(X,A) ⊂Mapj(X,A) be the space of all J-holomorphic maps.
We explain ∂¯J,i. Given u ∈ Mapj(X), we have a bundle T ∗Σ ⊗ u∗TX over Σ.
The space of sections of this bundle is denoted by
End(TΣ, u∗TX) = Γ(T ∗Σ⊗ u∗TX).
According to j ⊗ u∗J , it has a decomposition
End(TΣ, u∗TX) = End1,0(TΣ, u∗TX)⊕ End0,1(TΣ, u∗TX).
To be consistent with conventions, we set
Ω0,1j (u
∗TX) = End0,1(TΣ, u∗TX).
Now note that du ∈ End(TΣ, u∗TX). Then ∂¯J,iu ∈ Ω0,1j (u∗TX) is the (0, 1)-
component of du.
We summarize that we have a bundle
E˜j → Mapj(X,A)
with fiber Ω0,1j (u
∗TX) and ∂¯J,i is a section of E˜j. Then
M˜j(X,A) = zero section ∩ ∂¯J,i = {u|∂¯J,iu = 0}.
We may replace j = (Σ, j) by a marked Riemann surface j = (Σ, j, x1, . . . , xm).
Define
Mj(X,A) = M˜j(X,A)
Aut(j)
.
Let Aut(u, j) be the stabilizer of the action for point u ∈ M˜j(X,A). u is called
stable if |Aut(u, j)| ≤ ∞.
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Remark 5.1. (u, j) is stable if j is stable. For this case, 2g+m ≥ 3 and we call the
map is pre-stable. Otherwise, it is called pre-unstable. We have four possibilities
(g,m) = (1, 0), (0, 0), (0, 1) and (0, 2) for pre-unstable maps.
Proposition 5.2. u is stable if either j is stable or u is not constant.
We now allow j varies. Let Tg,m and Mg,m be spaces of curves described in §3.1.
Define
M˜g,m(X,A) =
∐
j∈Tg,m
M˜j(X,A).
Suppose that (u, j) and (u′, j′) are two maps. We say that they are equivalent if
there exists an isomorphism σ : j→ j′ such that u = u′ ◦σ. Define the moduli space
to be
Mg,m(X,A) = M˜g,m(X,A)/ ∼ .
Roughly speaking, if the section ∂¯J,i transverses to the 0-section, Mg,m(X,A) is
an orbifold. We postpone the complete discussion to §?. Here we describe its local
structure. Let (u, j) ∈ Mg,m(X,A). Recall that a neighborhood Oj of j ∈ Mg,m is
given by
Oj =
O˜j
Aut(j)
.
Define
M˜O˜(X,A) =
∐
j′∈O˜j
M˜j′(X,A)
and set
MO(M,A) = M˜O˜(X,A)
Aut(j)
.
This gives a neighborhood of (u, j). Furthermore, we can choose a neighborhood
U˜ of (u, j) in the numerator that is invariant under the action of Aut(u, j). Then
(U˜ ,Aut(u, j), π) is a uniformization system of
U := U˜/Aut(u, j).
5.2. Stable maps with nodal points. Let j = (Σ, i, x1, . . . , xm) be a nodal curve
(may not be stable). Most of the discussion in §?? still works for unstable curves.
We still have notions jk,N(j) and etc. Similarly, we can define data S = (T,D, g).
Suppose g = g(T ).
Let u : Σ → X be a continuous map such that [u(Σ)] = A. We say that it is
holomorphic if each restriction uk := u|jk lifts to a (J,N(jk)- holomorphic map
u˜k : Σ˜k → X.
Here Σ˜ is the normalization of Σ.
Definition 5.3. We say that (u, j) is a (g,m)-stable map if (u˜k,N(jk)) is stable
for any k. The space of stable maps is denoted by M˜g,m(X,A).
Two stable maps are equivalent, denoted by (u, j) ∼ (u′, j′), if there exists an
isomorphism σ : j→ j′ such that u = u′ ◦ σ. Let
Mg,m(X,A) = M˜g,m(X,A)/ ∼ .
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The moduli spaceMg,m(X,A) has a similar stratification as that ofMg,m. Let
S = (T,D, g) be a stratum data of Mg,m. We add an extra data
A = (A1, . . . , Ac)
to it. Set
A = A1 + · · ·+Ac.
We denote the new data to be S = (T,D, g,A). S is a stratum data of stable
map. Here Ak represents the homology class of uk. We then define the stratum
MS(X,A) ⊂Mg,m(X,A) to be the set that consists of equivalence classes of stable
maps described above with the property [uk(Σk)] = Ak.
Let DAg,m be the set stratum data of stable map. As before
Lemma 5.4. |DAg,m| <∞.
We can also define a partial order ≺ on this set as in §4.3. The only extra
information we should add is that
Av′ = Av +Aw.
By this, we can define ≺ in DAg,m. So we can also say that the stratum MS(X,A)
is lower than MS′(X,A) if S ≺ S′.
With proper topology([?][?]), one has
Theorem 5.5. Mg,m(X,A) is compact. The closure of MS(X,A) is
MS(X,A) =MS(X,A) ∪
∐
S′≺S
MS′(X,A).
Using the local description of MS , we would like to give a local description for
MS(X,A) as well. Let (u, j) be a J-holomorphic map in the stratum. Suppose
(O˜,Aut(j), π) is a uniformization system of a neighborhood O of j in MS (refer
notations to §4.4. Let
M˜O˜(X,A) =
∐
j′∈πS(O˜)
M˜j′(X,A).
Then
MO(X,A) = M˜O˜(X,A)
Aut(j)
is a neighborhood of (u, j) in MS(X,A). As before, we can choose a neighborhood
U˜ of (u, j) in the numerator that is invariant under the action of Aut(u, j). Then
(U˜ ,Aut(u, j), π) is a uniformization system of
U := U˜/Aut(u, j).
6. Analytic set-up
6.1. Analytic set-up for Mj(X,A). Let j ∈ Mg,m. We first assume that j is
stable. Recall that M˜j(X,A) is viewed as zeros of section ∂¯J,i of bundle E˜j. In
order to show the smoothness of M˜j(M,A), we need put Sobolev norms on these
spaces and apply the transversality theorem for Banach manifolds.
Let p > 2 be an even integer. We denote by χ1,pj (X,A) the space of continuous
map u : Σ → M of class W 1,p such that [u(Σ)] = A. We usually simplify the
notation to be χ1,pj . The space χ
1,p
j is an infinite dimensional Banach manifold.
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For any map u ∈ χ1,pj , its tangent space is the Banach space W 1,p(u∗TM) of
W 1,p-vector fields ζ along u. The point-wise exponential map
W 1,p(u∗TM)→M : ζ → expu ζ
identifies a neighborhood Uu of 0 in W 1,p(u∗TM) with a neighborhood of u in χ1,pj .
We have a coordinate chart (expu Uu, exp−1u ). Without loss of generality, we assume
that Uu ⊂W 1,p(u∗TM) is a neighborhood of u. The tangent bundle is
Tχ1,pj → χ1,pj ,
a bundle with fiber W 1,p(u∗TM). We denote the bundle by F˜j.
Similarly, we consider bundle E˜j over χ1,pj . We put Lp norm on the fiber. Hence
the fiber over (u, j) is
Lp(Λ0,1j (u
∗TM)).
Recall that ∂¯J,i is a section of this bundle.
Now fix uo ∈ χ1,pj (X,A). We now trivialize E˜j and F˜j over a small neighborhood
Uuo of uo. We trivialize F˜j first. Let ζ ∈ W 1,p(u∗oTM) and u = expuo ζ. Then the
parallel transformation along path expuo sζ
Pζ :W
1,p(u∗TM)→W 1,p(u∗oTM)
identifies two fibers. This defines a trivialization
Tχ1,pj |Uuo ∼= Uuo ×W 1,p(u∗oTM).
Let Π0,1 be the projection
Π0,1 : Lp(T ∗Σ⊗ u∗oTM)→ Lp(Λ0,1j (u∗oTM)).
Then
Π0,1 ◦ Pζ : Lp(Λ0,1j (u∗TM))→ Lp(Λ0,1j (u∗oTM))
yields a trivialization of E˜j.
We summarize the data we have:
• a base space Uuo ;
• a bundle E˜j ∼= Uu × Λ0,1j (u∗oTM);
• a section ∂¯ of the bundle E˜j;
• a tangent bundle F˜j.
Let (u, j) ∈ Uuo . The linearization of ∂¯J,i at (u, j) is
Du,j : F˜j|(u,j) → E˜j|(u,j).
Be precise, we have
Du,j :W
1,p(u∗oTM)
∼=W 1,p(u∗TM)→ Lp(Λ0,1j (u∗TM)) ∼= Lp(Λ0,1j (u∗oTM)).
Explicitly, by ignoring the identifications on the two ends given by trivialization
Du,j(ξ) =
1
2
(∇ξ + J(u)∇ξj +∇ξJduj)
Proposition 6.1. The index of Du,j is n(2− 2g) + 2c1(A).
This follows from the Riemann-Roch theorem.
Theorem 6.2. If Du,j is surjective for all (u, j) ∈ M˜j(X,A),Mj(X,A) is a smooth
orbifold of dimension n(2− 2g) + 2c1(A).
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The proof of smoothness is standard ([?]). We will give the proof in §? using
our terminology.
For j is unstable, the treatment is similar.
6.2. Analytic set-up forMg,m(X,A). For the analytic set-up, a general principle
is to treat Mg,m as a parameter space. By this way, we can give a family version
of set-up. However, there are some tedious issues.
Let us first assume m = 0. For this case, there is no essential change except that
we replace j by Mg,m (or O˜ if we emphasis the locality.) We summarize it:
• Uuo is replaced by O˜ × Uuo ;
• F˜j is replaced by O˜ × F˜j;
• E˜j is replaced by the parameterized bundle E˜O˜ which still can be trivialized
as O˜ × E˜j.
We explain the last statement. The fiber of E˜O¯ over (u, j′) is Lp(Λ0,1j′ (u∗TX)). We
explain the identification between
Lp(Λ0,1j′ (u
∗TX))↔ Lp(Λ0,1j (u∗oTX)).
First the identification between
Lp(Λ0,1j′ (u
∗TX))↔ Lp(Λ0,1j′ (u∗oTX))
is given by Π0,1 ◦ Pζ as before; secondly, the identification between
Lp(Λ0,1j′ (u
∗
oTM))↔ Lp(Λ0,1j (u∗oTM))
is induced by proposition 1.4.
Next, we consider m > 0. This case is subtle. On the one hand, we can do
the trivialization as what we do for m = 0 case. But on the other hand, we
would like to trivialize bundles E˜ and F˜ in a different way. By using proposition
3.2, we may trivialize families E˜O˜ and F˜O˜ locally. This is necessary when we
consider lower strata. However, these trivialization causes problems technically at
the first sight: as it is pointed out in [16], the family with such trivialization are
not smooth. Namely, we have trivialization for both families E˜O˜ and F˜O˜ locally.
But two different trivialization E˜O˜ and E˜O˜′ do not patch smoothly. However this
trouble can be solved by the following observation: first we note that trivialization
is patched well by restricting on smooth objects; secondly, by the elliptic regularity
property, all objects we are concerned are smooth. Hence we may always assume
that E˜O¯ and F˜O¯ are trivialized and study the theory as if they are smooth families.
Hence,
Theorem 6.3. If Du,j is surjective for all (u, j) ∈ M˜g,m(M,A), Mg,m(M,A) is a
smooth orbifold of dimension n(2− 2g) + 2c1(A) + 6g − 6 + 2m.
Proof. Here 6g − 6 + 2m is the dimension of parameter space Mg,m. The
theorem then follows from theorem 6.2.
6.3. Analytic set-up for MS(X,A). Recall that
jo := (Σ, io, xo1, . . . , xom).
and
N(jo) = (N(jo1), . . . ,N(joc)).
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Let Σ˜k be the surface for N(jok). Recall that
π : N(jo)→ jo.
We define χ1,p
N(jo)
to be the set of elements
u˜ := (u˜1, . . . , u˜c), uk ∈ χ1,pN(jok),
such that it induces a continuous map u : Σ → X , i.e, u ◦ π = u˜. To avoid
the complication of notations, we simply use χ1,pjo for χ
1,p
N(jo)
and u for u˜. This
simplification only causes a little ambiguity at nodal points. When this happens,
we always refer to the normalization of curves.
With jo fixed, we still have F˜jo and E˜jo . Their fibers are given by the followings.
For uo ∈ χ1,pjo , its tangent space is
W 1,p(u∗oTM) = {(ζ1, ..., ζk)|ζv ∈W 1,p(u∗ovTM),
ζv(y) = ζw(y) for y ∈ Σv ∩ Σw}.
This gives the fiber of F˜jo . Set
Lp(Λ0,1j (u
∗
oTM)) :=
⊕
v
Lp(Λ0,1jov (u
∗
ovTM)).
This gives the fiber of E˜jo . We have the linear operator
Djo,uo :W
1,p(u∗oTM)→ Lp(Λ0,1jo (u∗oTM))
Djo,uo := (Djo1,uo1 , ..., Djok,uok) .
Lemma 6.4. Djo,uo is a Fredholm operator of index 2c1(A) + 2n(1− g).
For the proof see [8].
To study MS(X,A), we should allow that j varies. Besides the similarities as
above, there are parameters that record the nodal points on each component. This
is reflected in the definition of W 1,p(u∗oTM). Therefore, we should use the trivial-
ization method mentioned at the end of last subsection.
Proposition 6.5. The stratumMS(X,A) is a smooth orbifold of dimension n(2−
2g) + 2c1(A) + 6g − 6 + 2m− 2|Sing|, if Di,u is surjective for any (u, j) ∈MS.
Proof. We verify the claim of dimension. For a stable component, the moduli
space of the component has dimension
2c1(Ak) + 2n(1− gk) + 6gk − 6 + 2mk + 2sk,
where mk is the number of marked points and sk is the number of nodal points
(on the normalized surface); for an unstable component, (only when g = 0 and
mk + sk ≤ 2), the dimension is
2c1(Ak) + 2n− 6 + 2mk + 2sk.
Totally we have
2c1(A) + 2n(c−
∑
g) + 6
∑
g − 6c+ 2m+ 4|Sing| − 2n|Sing|
Note that
g =
∑
gv + rankH
1(T ); c− |Sing| = 1− rankH1(T ).
We have the formula of dimension.
For the smoothness, the proof is same as that of theorem 6.2. We omit it. q.e.d.
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7. Coordinate charts for Mg,m(X,A)
7.1. Data of coordinate charts. We consider Mj(X,A) with a fixed j ∈ Mg,m.
Let u ∈ χ1,pj and Uu be a neighborhood of u. We may identify Uu with with an
open set W ⊂W 1,p(u∗TM) via expu. Set
L = Lp(Λ1,0j (u
∗TM)), M =Mj(X,A) ∩W.
Definition 7.1. Let W,L,M be as above. Suppose that we have
(1) a smooth sub-manifold U in W ,
(2) a small open ball Bδ ⊂ L, a neighborhood V of u inW and a diffeomorphism
Φ : U ×Bδ → V,
(3) a smooth section
f : U → Bδ
such that the map given by
F : U
(1,f)−−−→ U ×Bδ Φ−→ V
maps U onto V ∩ M and the map is diffeomorphic, we then call (U, φ, F ) (or
(U,Φ, f), if no confusion may be caused,) a data of coordinate chart.
Obviously, by the definition (U, F ) gives a coordinate chart for M ∩ V .
Proposition 7.2. Any two coordinate charts given by two different data are C∞
compatible.
Proof. Suppose that we have two data of coordinate charts. Be precise: we
have ui, i = 1, 2 and Uui which are identified with Wi; then furthermore, we have
(Ui,Φi, Fi) which give coordinate charts (Ui, Fi) for Vi∩M . So we have a transition
map
F−11 (F1(U1) ∩ F2(U2)) F1−→ F1(U1) ∩ F2(U2)
F−1
2−−−→ F−12 (F1(U1) ∩ F2(U2)).
This map is the composition of the following chain:
U1
(1,f1)−−−−→ U1 ×Bδ1 Φ1−−→ V1 Ψ−→ V2 Φ2−−→ U2 ×Bδ2 projection−−−−−−−→ U2
Here Ψ = exp−1u2 expu1 . Since each map in the chain is smooth, the transition map
is smooth. q.e.d.
Note that in the proof, we use the fact that χ1,pj (X,A) is smooth. This is
needed for the smoothness of the map Ψ. However, if we consider χ1,pg,m(X,A)
and Mg,m(X,A), the fact is not true. The problem can be solved by a small
modification:
Remark 7.3. We modify the definition by requiring that U consists of smooth
maps. Then we may repeat the argument of proposition 7.2 for the Mg,m(X,A).
The only problem is Ψ. Although Ψ is not smooth in general, it is smooth when
restricted on smooth maps.
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7.2. Proof of theorem 6.3. We only prove the smooth structure of Mj(X,A).
The proof for that of Mg,m(X,A) is similar.
The goal is to construct a data of coordinate chart for each point u ∈Mj(X,A).
Set
W =W 1,p(u∗TM), L = Lp(Λ0,1j (u
∗TM)).
By our assumption,
Du,j :W → L
is surjective. Hence we may construct a right inverse Qu,j to Du,j such that Qu,j is
Aut(u, j) equivariant: note that a right inverse gives a splitting
W = kerDu,j ⊕ rangeQu,j
and vice versa. We choose Qu,j to be (kerDu,j)
⊥ with respect to L2-norm. Since
kerDu,j and L
2-norm are Aut(u, j) invariant, the splitting is Aut(u, j)-equivariant.
Now we define
Φ : kerDu,j × L→ W ;
Φ(ξ, η) = ξ +Qu,jη.
Then, there exists a small neighborhood U of 0 ∈ kerDu,j, a small ball Bδ ⊂ L and
a neighborhood V of u in W such that
Φ : U ×Bδ → V
is diffeomorphic.
It remains to construct a section
f : U → Bδ
such that
(7.1) ∂¯J,i(Φ(ξ, f(ξ))) = 0
for any ξ ∈ U . For this purpose, we consider the map
H : U ×Bδ → U × L;
H(ξ, η) = (ξ, ∂¯J,i(Φ(ξ, η)).
Then
H(0, 0) = (0, 0); dH(0,0) = id.
By the inverse function theorem, there is a smooth section solving (7.1). This
completes the proof. q.e.d.
7.3. Constructing data of coordinate charts. Again, we only considerMj(X,A).
The situation is: let U be a smooth sub-manifold of χ1,pj (X,A); fix a point uo ∈ U ;
setW to be a small neighborhood of uo ∈W 1,p(u∗oTM) and L = L1,p(Λ0,1j (u∗oTM);
let
Q = {Qu,j|u ∈ U}
be a smooth family of right inverses for u ∈ U . Then we define
Φ(u, η) = u+Qu,jη.
Furthermore, we have the following assumption on (U,Q):
Assumption 7.4. Let (U,Q) be as above with properties
(1) ‖∇u‖Lp ≤ C for any u ∈ U ;
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(2) for any u ∈ U
‖∂¯J,iu‖Lp ≤ ǫ;
(3) for any ζ ∈ TuU
‖d∂¯J,iu
dζ
‖Lp ≤ ǫ‖ζ‖;
(4) for right inverses
‖Qu,j‖ ≤ C
and
‖Qu1,j −Qu2,j‖ ≤ C‖u1 − u2‖L1,p .
Here C is a constant and ǫ is a small constant such that Cǫ≪ 1.
For any (U,Q) satisfying the assumption, we explain that we may produce a
data of coordinate chart from it for a neighborhood of uo.
Applying the famous Taubes argument, we have
Proposition 7.5. There exists a smooth map
f : U → Bδ
such that u + Quf(u) is holomorphic. Any holomorphic curve in the form u +
Quξ, ξ ∈ Bδ is given by ξ = f(u). Here δ is a small number that depends only on
C. Moreover
(7.2) ‖f(u)‖Lp ≤ 2ǫ.
We remark that we may assume that ǫ≪ δ ≪ C.
Proof. Composing with
Φ : U × L→W,
we have a family of operators parameterized by u ∈ U :
∂¯ : U × L Φ−→W ∂¯J,i−−→ L.
Be precise, for each u, we have
∂¯(u, ·) : L→ L; ∂¯(u, η) = ∂¯J,i(u+Quη).
We now solve η for the equation
∂¯J,i(u+Quη) = 0.
Expand the equation we have
∂¯J,i(u+Quη) = ∂¯J,iu+DuQuη +Nu(Quη) = · · ·+ η + · · · .
Here Nu(Quη) is a term with second or higher order. We use the fact
‖Nu(ξ1)−Nu(ξ2)‖Lp ≤ C0(‖ξ1‖+ ‖ξ2‖)(‖ξ1 − ξ2‖).
Here C0 depends only on ‖∇u‖Lp.
The equation to solve is
η = −∂¯J,iu−Nu(Quη).
Let H : Bδ → Bδ be a map defined by
Hη = −∂¯J,iu−Nu(Quη).
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By choosing proper δ, H is a contraction map. This follows by two simple estimates.
‖Hη‖ ≤ ‖∂¯J,iu‖+ ‖Nu(Quη)‖
≤ ǫ+ C0C2‖η‖2
≤ ǫ+ C0C2δ2
≤ ǫ+ δ/4 ≤ δ;
here we require that C0C
2δ < 1/4 and ǫ≪ δ;
‖Hη1 −Hη2‖Lp = ‖Nu(Quη1)−Nu(Quη2)‖
≤ C0(‖Quη1‖+ ‖Quη2‖)‖Qu(η1 − η2)‖
≤ 2C0C2δ‖η1 − η2‖
≤ 0.5‖η1 − η2‖.
We conclude that H is a contraction map. On the other hand, we can also show
that H : B2ǫ → B2ǫ is a contraction map. This implies the estimate for f(u) = η.
q.e.d.
In this proposition, we essentially only use the property (1) in Assumption 7.4.
Theorem 7.6. There exists a small neighborhood U ′ ⊂ U of uo, δ1 ≤ δ and V ⊂W
such that
Φ : U ′ ×Bδ1 → V
is diffeomorphic. Here δ1 depends only on C.
Proof. We may identify W 1,p(u∗oTM) with kerDuo,j ⊕ Lp via
ξ +Quo,jη ↔ (ξ, η).
We rewrite map Φ as
Φ : U ×Bδ →W 1,p(u∗oTM) = kerDuo,i ⊕ Lp;
Φ(u, η) = (u¯ +Quη −QuoDuo(u¯+Quη), Duo(u¯ +Quη)),
Here u¯ = u− uo. The tangent map of Φ at u, η is
DΦu,η(ξ, ζ) =
(
ξ + I11 I12
I21 ζ + I22
)
,
where
I11 =
dQu
dξ
η −QuoDuoξ −QuoDuo
dQu
dξ
η =: I111 + I112 + I113;
I12 = Quζ −QuoDuoQuζ;
I21 = Duo(ξ +
dQu
dξ
η);
I22 = DuoQuoζ − ζ.
By direct estimates, we have that for proper chosen U ′ ⊂ U, δ′ < δ and (u, η) ∈
U ′ ×Bδ′ ,
‖Iij‖ ≤ 1
100
‖(ξ, ζ)‖
Hence DΦu,η is invertible and
‖DΦu,η‖ ≤ 2
for (u, η) ∈ U ′ ×Bδ′ .
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Finally, we show that Φ is injective. Suppose that
Φ(u1, η1) = Φ(u2, η2).
In general, we have
Φ(u, η) = Φ(uo, 0) +DΦuo,o(u¯, η) +N(u¯, η).
Here
N(u¯, η) = (Quη −QuoDuoQuη,DuoQuη − η).
It is not hard to get
(7.3) ‖N(u¯1, η1)−N(u¯2, η2)‖ ≤ C(‖(u¯1, η1)‖+ ‖(u¯2, η2)‖)(‖(u1 − u2, η1 − η2)‖).
We have
DΦuo,0((u¯1, η1)− (u¯2, η2)) = −(N(u¯1, η1)−N(u¯2, η2)).
Set h = ‖(u1, η1)− (u2, η2)‖, then
h
2
≤ C(‖(u¯1, η1)‖+ ‖(u¯2, η2)‖)h.
This is impossible if ‖(u¯v, ηv)‖, v = 1, 2, are small. Here Φ is injective. q.e.d.
As a corollary, (U,Φ) yields a data of coordinate chart (U ′,Φ, F ) .
7.4. Estimates of df/dξ. Finally, we discuss the derivative
df
dξ
, ξ ∈ TuU.
We show that
Theorem 7.7. Let f be constructed in proposition 7.5. Then
(7.4) ‖df
dξ
‖ ≤ Cǫ‖ξ‖.
Proof. The proof is rather long although it is straightforward.
Let ut be a path with u0 = uo and representing ξ ∈ TuoU . We differentiate the
equation
∂¯J,iut + f(ut) +Nut(Qutf(ut)) = 0
and get
0 =
d
dξ
∂¯J,iu+
df(u)
dξ
+
d(NuQuf(u))
dξ
=
d
dξ
∂¯J,iu+
df(u)
dξ
+
dNu(Quof(uo))
dξ
+Nuo(
d(Quf(u))
dξ
)
= I1 + I2 + I4 + I4.
We have
‖I1‖ ≤ ǫ‖ξ‖
by property (2) in assumption 7.4.
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To get the estimate for I4 we consider
Nuo(Qutf(ut)−Quof(uo))
≤ C0(‖(Qutf(ut)‖+ ‖Quof(uo)‖)(‖Qutf(ut)−Quof(uo)‖)
≤ 2C0‖Quof(uo)‖(C‖ut − uo‖‖f(uo)‖+ C‖f(ut)− f(uo)‖)
which says that
I4 ≤ 2C0C2‖f(uo)‖2‖ξ‖+ 2C0C2‖f(uo)‖‖I2‖ ≤ Cǫ2‖ξ‖+ 0.5‖I2‖.
The estimate
‖I3‖ ≤ ǫ‖ξ‖
is given in the next lemma. Combine all these together, we have
‖I2‖ ≤ Cǫ‖ξ‖.
q.e.d.
Proposition 7.8. Let ut, Nu and ξ be as above, then
‖dNu(η)
dξ
‖ ≤ C‖ξ‖L1,p(ǫ + ‖η‖L1,p).
Proof. As we know
∂¯J,i(ut + η) = ∂¯J,iut +Dutη +Nutη.
On the other hand,
∂¯J,i(ut + η) = ∂¯J,iuo +Duo(u¯t + η) +Nuo(u¯t + η),
where u¯ = u− uo. Set two right hand sides equal. Then
∂¯J,iut − ∂¯J,iuo
t
+
Dutη −Duo(u¯t + η)
t
+
Nut(η) −Nuo(u¯t + η)
t
= 0
By taking t→ 0, we have
∂¯J,iut − ∂¯J,iuo
t
→ d
dξ
(∂¯J,iu);
Dutη −Duo(u¯t + η)
t
→ d
dξ
(Du)η −Duoξ;
while for
Nut(η) −Nuo(u¯t + η)
t
=
Nut(η)−Nuo(η)
t
+
Nuo(η)−Nuo(u¯t + η)
t
,
its limit is
(7.5)
d
dξ
Nuo(η) + lim
t→0
Nuo(η) −Nuo(u¯t + η)
t
.
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Therefore
d
dξ
Nuo(η) = −
d
dξ
(∂¯J,iu)− d
dξ
Duη +Duoξ
lim
t→0
Nuo(η)−Nuo(u¯t + η)
t
.
=: I1 + I2 + I3 + I4.
For each term we have
‖I1‖Lp ≤ ǫ‖ξ‖L1,p ,
‖I2‖Lp ≤ C‖ξ‖L1,p‖η‖L1,p ,
‖I3‖Lp ≤ ǫ‖ξ‖L1,p ,
‖I4‖Lp ≤ C‖ξ‖L1,p‖η‖L1,p .
The estimate of I4 follows from lemma ??. q.e.d.
8. Balanced J-holomorphic curves
We consider the moduli spaceMg,m(X,A) with 2g +m ≤ 2. There are 4 cases:
(g,m) = (0, 0), (0, 1), (0, 2) and (1, 0). In this section, we focus on (g,m) = (0, 1)
and (0, 2) since we need them when consider gluing.
Let
jm = (S
2, j, x1, . . . , xm), 1 ≤ m ≤ 2.
The moduli spaces are
M0,m(X,A) = M˜0,m(X,A)
Aut(jm)
,
where M˜0,m(X,A) is defined below.
Since Aut(jm) is a non-compact finite dimensional Lie group, it is useful to con-
struct the slice for the quotient space, or reduce the quotient group to be compact.
For this purpose, we introduce balanced holomorphic maps.
Case 1, (g,m) = (0, 1).
M0,1 consists of only one element j1 = (S2,∞). Here S2 −∞ = C. We use C in
our discussion in this subsection. Let t = C be the group of translations of C and
m = C∗ that acts on C by multiplications. The semi-product B = t⋉m acts on C
as
(t,m) · z = m(z − t).
It is well known that
Aut(j1) = B.
Let
M˜0,1(X,A) := M˜0,0(X,A) := {u : S2 → X |∂¯J,iu = 0, [u(S2)] = A}.
Then
M0,1(X,A) = M˜0,1(X,A)
B
.
For u ∈ M˜0,0(X,A) we usually call |du|2 the energy density. Note that the energy
of u is ω(A). Let ~ = ω(A)/2.
Definition 8.1. A J-curve u ∈ M˜0,1(X,A) is called balanced if
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• the energy center of u is 0 ∈ C;
• the energy on the unit disk is ~.
Let Mb0,1(X,A) be the space of balanced J-curves.
We remark that for any u ∈ M˜0,1(X,A) there is a canonical balanced curve
b1(u) constructed
• by translating the energy center of u to 0;
• by proper dilation (i.e, multiplying a proper real number) such that the
energy on the unit disk is ~.
It is then easy to see that
(8.1) M0,1(X,A) =
Mb0,1(X,A)
S1
.
Here S1 acts on C by rotations and therefore has an induced action onMb0,1(X,A).
When we consider M0,1(X,A) we always use (8.1).
Case 2, (g,m) = (0, 2).
This case is similar but easier. M0,2 consists only an element j2 = (S2, 0,∞). Then
Aut(j2) = m = C
∗.
Set M˜0,2(M,A) = M˜0,0(M,A).
Definition 8.2. A J-curve u ∈ M˜0,2(M,A) is called balanced if the energy of u
on the unit disk is ~. Let Mb0,2(X,A) be the space of balanced J-curves.
We also have
(8.2) M0,2(X,A) =
Mb0,2(X,A)
S1
.
Part III. The Gluing Theory
9. Gluing maps
In §9–§12, we discuss the basic case, i.e, the gluing theory for 1-nodal strata.
Then we generalize it to general strata in §13.
9.1. Pre-gluing. Let S = (g,A, T,D) be a data of stratum in Mg,m(X,A). For
simplicity, we assume m = 0. Here
g = {g1, g2},A = {A1, A2}
and T consists of two vertices v1, v2 and one edge e. D is trivial since m = 0.
Set S = (g, T,D). Let jo ∈ MS and (uo, jo) ∈ Mjo(X,A). Suppose that jo
consists of
jov = (Σv, jov, yov), v = 1, 2.
By identifying yo1 and yo2, we get jo = (Σ, io). We write
Σ = Σ1 ∪yo1=yo2 Σ2.
We denote the singular point by yo. uo consists of J-holomorphic curves
uov : Σv →M, [uv(Σv)] = Av
with uo1(yo1) = uo2(yo2).
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Recall that we have an (orbi-)line bundle
LS →MS .
The forgetting-map map
f :MS(X,A)→MS ;
f(u, j) = j
induces an orbi-line bundle
LS = f∗LS →MS(X,A).
Given a point p ∈ LS, our goal is to construct a holomorphic map Gl(p) ∈
Mg,m(X,A). Put in the local coordinate, we write p = (uo, jo, ρ), ρ = reiθ, we
construct Gl(uo, jo, ρ). The first step of the construction is pre-gluing, which gives
an approximation holomorphic map pgl(uo, jo, ρ).
Recall that we have a gluing map for surfaces:
gs : LS →MS0 .
In local coordinates, we write
joρ = gs(jo, ρ) = (Σρ,yo , joρ).
Geometrically, Σρ,yo is obtained as the following. We use the holomorphic cylindri-
cal coordinates (log si, ti) on Σi near y, and write
Σ2 − {yo2} = Σ20
⋃
{[0,∞)× S1},
Σ1 − {yo1} = Σ10
⋃
{(−∞, 0]× S1}.
We cut off the part of Σi with cylindrical coordinate glue the remainders by iden-
tifying the | log r|-long ends of the cylinders with a twist of angle θ. The new curve
is joρ. pgl(uo, jo, ρ) is expected to be a map on joρ.
More generally, we may replace holomorphic map uo by u ∈ χ1,pjo (X,A). Write
φ = pgl(u, jo, ρ) where u = (u1, u2). φ is supposed to be a map on surface Σρ,yo .
Define
φ(x) =

u1(x) if x ∈ Σ1 −Dyo1(2r1/4)
p = u1(yo1) = u2(yo2) if x ∈ Dyo1(r1/4)−Dyo1(r3/4)
u2(x) if x ∈ Σ2 −Dyo2(2r1/4)
To define the map in the rest part we fix a smooth cutoff function cutoff function
β : R→ [0, 1] such that
β(s) =
{
1 if s ≥ 2
0 if s ≤ 1
and |β′(s)| ≤ 2. We assume that r is small enough such that ui maps the disk
Dyi(4r
1/4) into a normal coordinate domain of p. We can define φ by
φ(x) = expp
(
β
( x
r1/4
)
exp−1p u1(x) + β
(
r1/4
z
)
exp−1p u2
(ρ
x
))
.
Lemma 9.1. Suppose φ = pgl(u, jo, ρ), then
‖∂¯J,joρφ‖Lp ≤ ‖∂¯J,jou‖Lp + Cr
1
2p ,
where C is independent of ρ. In particular,
‖∂¯J,joρφ‖Lp ≤ Cr
1
2p
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if u is holomorphic.
The proof is given in §10.
For u = uo, set
φo = pgl(uo, jo, ρ).
9.2. Right inverses. Let u ∈ χ1,pjo . We assume that Du,jo is surjective. Therefore,
there is a right inverse
Qu,jo : L
p(Λ0,1jo (u
∗TM))→W 1,p(u∗TM).
with ‖Qu,jo‖ ≤ C. Let φ = pgl(u, jo, ρ). We construct the right inverse to Dφ,joρ .
We identify
Σ′′v := Σv0 ∪ {(log r, 0)× S1}, v = 1, 2
with Σρ in an obvious way. We introduce two pairs λv,ρ and γv,ρ, v = 1, 2, of cut-off
functions on them. We only describe these functions on the cylinder ends only since
they are 1 on Σv0. Let
λv,ρ(t, θ) =
{
1, if t > log r/2 + 1;
0, if t < log r/2− 1,
with λ1,ρ + λ2,ρ = 1. Let
γv,ρ(t, θ) =
{
1, if t > log r/2 − 1;
0, if t < log r,
Note that γv,ρ is 1 on the support of λv,ρ. Also
|∇γ∗| ≤ C| log r| .
Suppose that η is a function (or a form) on Σρ. We define
Λ(η) = λ1,ρη ∔ λ2,ρη
to be a function (or a form) on Σ. Note that λv,ρη, v = 1, 2 are functions (or forms)
on Σ′′v ⊂ Σv ⊂ Σ. By ∔, we mean the sum is taken over Σ.
Conversely, suppose σ is a continuous function (or form) on Σ. Define
σ1(x) = γ1,ρ(σ(x) − σ(y)) + σ(y), x ∈ Dyo1(
√
r)
and equals to σ outside the disk. σ1 is a function on Σ
′′
1 ⊂ Σρ. Similarly, we have
a function σ2 on Σ
′′
2 ⊂ Σρ. Define
Γ(σ) = σ1 ∔ σ2
to be a function on Σρ. Here by ∔, we mean the sum is taken over Σρ.
Lemma 9.2. For η ∈ Lp(Λ0,1joρφ∗TM)
‖Dφ,joρRη − η‖Lp ≤
C
| log r| ‖η‖Lp ,
where R = ΓQu,joΛ(η).
The proof is given in §10. The lemma says that Dφ,joρR is invertible. Set
Qφ,joρ = R(Dφ,joρR)
−1.
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Proposition 9.3. Qφ,joρ is a right inverse to Dφ,joρ . Moreover
‖Qφ,joρ‖ ≤ C
where C is independent of ρ.
In particular, for φo we construct the right inverse Qφo,joρ .
9.3. Gluing maps. With φo and Qφo,joρ , we can construct a holomorphic curve
as in proposition 7.5.
We need the lemma
Lemma 9.4. Let φ = pgl(u, jo, ρ).
‖Nφ(ζ1)−Nφ(ζ2)‖Lp ≤ C(‖ζ1‖L1,p + ‖ζ2‖L1,p)(‖ζ1 − ζ2‖L1,p),
where C depends only on ‖u‖L1,p.
Proof. By theorem ??, we have this inequality with some constant C′ depend-
ing on ‖φ‖L1,p . By the construction of φ, we know that
‖φ‖L1,p ≤ C′′‖u‖L1,p
So the claim follows. q.e.d.
Theorem 9.5. Suppose that φ is as above and let C0 be the constant given in
lemma 9.4. Suppose that
‖∂¯J,joρφ‖Lp ≤ ǫ
for some ǫ ≪ C−10 . Then in the δ-ball of Lp(Λ0,1joρφ∗TM) with δC0 < 1/2, there
exists a unique element, denoted by f(u, jo, ρ), such that
expφQφ,joρf(u, jo, ρ)
is J-holomorphic and
‖f(u, jo, ρ)‖ ≤ Cǫ,
where C can be any constant such that CC0ǫ < 1/2.
The proof is a repeat of that in proposition 7.5.
Remark 9.6. Since we are working on some spaces with orbifold structure, we
should require that the gluing maps are equivariant with respect to isotropic groups.
Let (uo, jo) ∈ MS(X,A), the local uniformization system for a neighborhood O
of (uo, jo) in MS(X,A) and bundle LS|O are in the form
(O˜,Aut(uo, jo), π) and (L˜S|O˜,Aut(uo, jo), π).
The gluing map is, at the moment, defined on L˜|O˜ other than on L|O. Then we
note that
(1) when jo is pre-stable, the gluing is Aut(uo, jo)-equivariant. Hence the gluing
is defined on LS;
(2) when jo is not pre-stable, there is at least one non-pre-stable component
jov, v = 1, 2. The component is of g = 0, 1 ≤ m ≤ 2. For this case, we
have to use moduli spaces of balanced curves. Then it is easy to see that
the gluing is well defined on LS.
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Let U ⊂MS(X,A) be any proper open subset. Define the gluing map to be
Gl : L0S,ǫ|U →Mg,m(X,A)
Gl(u, j, ρ) = pgl(u, j, ρ) + f(u, j, ρ).
Here ǫ depends only on U . To stress the process of gluing, we set
pert(u, j, ρ) = f(u, j, ρ).
Here pert stands for perturbation which is exactly what we are doing in the second
step.
9.4. Gluing maps for general strata. Now suppose that S = (g,A, T,D) is any
stratum and S = (g, T,D). For simplicity we assume that MS(X,A) is compact,
otherwise we always restrict our discussion on a proper open subset in the stratum.
Recall that for any S ≺ S′ (and correspondingly S ≺ S′) there exists a gluing
bundle LS,S′ . Repeat the process in §9.1-§9.3, we have a gluing map
GlS,S′ : L0S,S,ǫ →MS′(X,A).
Now consider a point p ∈ LS
p = (u, j, ρ1, ρ2),
where ρ1 denotes the coordinate corresponding to the fiber in LS,S′ and ρ2 is the
rest. Then applying the gluing map GlS,S′ we have
(u, j, ρ1, ρ2)→ (GlS,S′ (u, j, ρ1), ρ2) ∈ LS′ .
We denote this gluing map on the bundle level by BGl. It is clear that
Lemma 9.7. Gl∗
S,S′(LS′ ) = LS.
Suppose S′′ is any stratum that is bigger than S′. Set W = GlS,S′(L0S,S′,ǫ). Had
we proved that GlS,S′ is a homeomorphic, GlS,S′′ would induce a gluing map
Gl′S′,S′′ : L0S′,S′′,ǫ|W →MS′′(X,A)
given by
Gl′S′,S′′ = GlS,S′′ ◦Gl−1S,S′ .
The homeomorphism (in fact, diffeomorphism) of GlS,S′ will be proved in §12.
10. Estimates
10.1. Estimates for pre-gluing maps. We first prove lemma 9.1.
Proof of lemma 9.1: Let Σ′1 = Σ1 −Dyo1(r1/2). We have
‖∂¯J,joρφ‖Lp(Σ′1) ≤ ‖∂¯J,jou‖Lp(Σ1) + C
(∫
Dyo1 (2r
1/4)
|∇β( x
r1/4
)(u − p)|p
)1/p
+C
(∫
Dyo1 (2r
1/4)
|∇J · (u − p)|p
)1/p
.
Note that in Dyo1(2r
1/4)
|∇β( x
r1/4
)(u − p)| ≤ C|u|C1 ;
and
|∇J · (u− p)| ≤ C|J |C1r1/4.
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So on Σ′1 ⊂ Σρ
‖∂¯J,joρφ‖Lp(Σ′1) ≤ ‖∂¯J,jou‖Lp + Cr
1
2p ,
One can compute the other side on Σ2 similarly, so the lemma follows. q.e.d.
We are also interested in the derivative of pre-gluing maps. Let
ut = (u1t, u2t), t ∈ [0, δ)
be a path in χ1,pjo with
u˙t|t=0 = d
dt
∣∣∣∣
t=0
ut = ζ := (ζ1, ζ2),
Let φt = pgl(ut, jo, ρ) we study φ˙t|t=0. Similar to the computations for previous
lemma, we have
Lemma 10.1. Let ζ = (ζ1, ζ2) be as above, Then∥∥∥∥ ddt
∣∣∣∣
t=0
φt
∥∥∥∥
L1,p
≤ C‖ζ‖L1,p ;∥∥∥∥ ddt
∣∣∣∣
t=0
∂¯J,joρφt
∥∥∥∥
Lp
≤
∥∥∥∥ ddt
∣∣∣∣
t=0
∂¯J,jout
∥∥∥∥
Lp
+ Cr1/2p‖ζ‖C1 ,
where C is independent of ρ. In particular,∥∥∥∥ ddt
∣∣∣∣
t=0
∂¯J,joρφt
∥∥∥∥
Lp
≤ Cr1/2p‖ζ‖C1 ,
if ut is a holomorphic path.
We leave the proof to readers. Note that the last term in the estimates is ζ with
respect to C1-norm rather than L1,p-norm. Also for the last statement, it is clear
that it holds as long as ζ ∈ kerDio,u0 .
10.2. Estimates for right inverses. Proof of lemma 9.2: Suppose σ1 is con-
structed from σ = Qu,jo(Λη) as explained in §9.2. It is supported in Σ′′1 . We
compute
I := Dφ,joρ(σ1) = Dφ,joρ(σ1)(γ1,ρ(σ − σ(yo1)) + σ(yo1)).
We find that
|I| ≤ |λ1,ρη|+ |∇γ1,ρ(σ − σ(yo1))|
+|J(φ)∇γ1,ρ(σ − σ(yo1))|+ |(J(φ) − J(u))γ1,ρdσ|
+|〈∇J, γ1,ρσ〉d(φ − u)|+ |〈∇J, σ(yo1)− γ1,ρσ(yo1)〉dφ|
=: I1 + I2 + I3 + I4 + I5 + I6.
The difficult terms are I2 and I3. They behave similarly: for example,
‖I2‖pLp ≤
∫
Dyo1 (r
1/4)
(
C
| log r|
1
r1/4
(r1/4)1−2/p|σ|Cα
)p
=
C
| log r|p |σ|
p
Cα
where α = 1− 2/p. So
‖I2‖Lp ≤ C| log r| ‖η‖Lp .
estimates for I4 to I6 are trivial, so the claim is true. q.e.d.
Let ut, φt be as before.
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Proposition 10.2. Let Qφt,joρ be the right inverse to Dφt,joρ constructed as before.
Then
‖Qφt,joρ‖ ≤ C;
‖ ∂
∂ζ
Qφt,joρ‖ ≤ C‖ζ‖L1,p ,
where C are constants depending only on u.
Proof. All statements are standard except the last estimate. We explain this.
∂
∂ζ
Qφt,joρ = (
∂
∂ζ
R)(Dφt,joρR)
−1 +R
∂
∂ζ
(Dφt,joR)
−1.
For the first term it is sufficient to estimate
∂
∂ζ
R = Γ(
∂
∂ζ
Qut,jo)Λ.
It is standard to have
‖ ∂
∂ζ
Qut,jo‖ ≤ C‖ζ‖L1,p .
and therefore
‖ ∂
∂ζ
R‖ ≤ C‖ζ‖L1,p .
For the second term, we use the identity
∂
∂ζ
(Dφt,joρR)
−1 = −(Dφt,joR)−1
∂
∂ζ
(Dφt,joρR)(Dφt,joρR)
−1.
Then the rest of estimates is standard. q.e.d.
10.3. Estimates of f(u, j, ρ). As a consequence of theorem 7.7, we have
Theorem 10.3. Let ζ ∈ kerDu,j. Then
‖ ∂
∂ζ
f(u, jo, ρ)‖Lp ≤ Cr1/p‖ζ‖L1,p ,
where C depends only on u.
11. C0-compatibility of gluing maps
11.1. Admissible gluing maps. As we have seen, gluing maps consist of two
parts: pre-gluing and perturbation, i.e, map pgl and pert described in §9. Hence,
they depends on cut-off functions and right inverses used in the constructions. Since
cut-off functions only depend on the coordinates of horocycles, we may assume that
cut-off functions are fixed. This kills the ambiguities caused by cut-off functions.
On the other hand, there are more general gluing maps realized by the following
data (again, we only explain for the 1-nodal stratum case): let Λ = (V,Q) be a
pair satisfying assumption 7.4. Suppose that it generates a data of coordinate chart
(V,Φ, F ) of a proper open subset U of MS(X,A). We may define a gluing map
GlΛ based on these data:
• for p = (u, jo, ρ) ∈ LS|U we define
pglΛ(p) = pgl(F
−1(u), jo, ρ),
set φ = pglΛ(p);
• construct right inverse for Qφ,joρ by using QF−1(u),jo ;
• construct pertΛ by using φ and Qφ,joρ .
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More explicit, GlΛ is the composition
LS|U → F ∗LS|V Gl−→Mg,m(X,A).
We call a gluing map GlΛ constructed as above is an admissible gluing map. Clearly,
the original gluing maps are admissible.
Definition 11.1. GlΛ is called type-1 if V ⊂ MS(X,A), otherwise, it is called
type-2.
11.2. C0-compatibility. Suppose that we have two different gluing maps GlΛ,
Γ = (V,Q) and Gl. Later, we will prove that both of them are compatible with
the smooth structure of top stratum. How they compatible with each other? Note
that all gluing maps are identity when ρ = 0. We want to understand how much
difference between Gl(u, jo, ρ) and GlΓ(u, jo, ρ) when ρ → 0. The expected result
should be
Theorem 11.2. limρ→0Gl(u, , jo, ρ) = limρ→0GlΓ(u, jo, ρ)
Proof. We show that
‖Gl(u, jo, ρ)−GlΓ(u, jo, ρ)‖ ≤ C(ρ)
where C(ρ)→ 0 for ρ→ 0.
For simplicity, we introduce notations. Let
u′o = F
−1(uo),
ηo = f(u
′
o),
σo = uo − u′o = Qu′oηo.
Let
φ′o = pgl(u
′
o, jo, ρ), φo = pgl(uo, jo, ρ).
Let Λ and R be those terms in §9.2. We compare
φ′′o := φ
′
o +Qφ′o,joρ(Ληo)
with φo. We claim that
‖φ′′o − φo‖ ≤ C1(ρ);(11.1)
‖∂¯J,jρφ′′o‖ ≤ C2(ρ),(11.2)
where Cj(ρ) → 0, j = 1, 2, when ρ → 0. These two equations imply this theorem
by theorem 9.5. The proof of these two equations is given below. q.e.d.
Proposition 11.3. Equation 11.1 is true.
Proof. Step 1,
(11.3) ‖Qφ′o(Ληo)−R(Ληo)‖ ≤
C
| log ρ| ‖ηo‖.
This follows directly by the definition of Qφ′o .
It remains to compare R(Ληo) with β · σo. By definition
R(Ληo) = ΓQu′o(ληo).
Note that σo = Qu′oηo. We can easily verify that
‖ΓQu′o(ληo)− β · σo‖ ≤ Cr1/2p.
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Combine these, we get equation 11.1. q.e.d.
Proposition 11.4. Equation 11.2 is true.
Proof. We have that
‖∂¯φo‖ ≤ Cr1/2p.
and
‖∂¯(φ′′o − φo)‖Lp ≤ C‖∇(φ′′o − φo)‖Lp ≤ C(ρ).
So 11.2 follows. q.e.d.
As a corollary, we have that
Corollary 11.5. Gl−1GlΓ and its inverse are continuous.
12. Coordinate charts from gluing maps
We explain that how the differential structure onMg,m(X,A) induced by gluing
maps fits with the one given in §7.2.
We discuss these case by case:
• Case I: 2g1 +m1 ≥ 3 and 2g2 +m−m1 ≥ 3;
• Case II: 2g1 +m1 ≥ 3 and 2g2 +m−m1 < 3;
• Case III: 2g1 +m1 < 3 and 2g2 +m−m1 < 3;
12.1. Case I. We study the gluing maps near (uo, jo). By assumption jov, v = 1, 2
are stable, so is jo. For simplicity, we will ignore finite groups Γjo ,Γjov and etc.
unless it is stressed.
Let MS be the stratum containing jo. For simplicity, we assume that MS and
MS(X,A) are compact. It is known that
gs : L0S,ǫ →Mg,m
is a local diffeomorphism.
Let O be any neighborhood of jo in MS. Let
O = f−1(O),
where f is the forgetting-map map.
Set
U = pgl(LS|O) ⊂ χ1,pg,m(X,A).
For each φ = pgl(u, j, ρ) ∈ U we have right inverse Qφ,jρ . If we fix (j, ρ), set
Uj,ρ = {pgl(∗, j, ρ)},
Qj,ρ = {Qφ,jρ |φ ∈ Uj,ρ}.
By estimates in §9.1 and §9.2, we have
Theorem 12.1. (Uj,ρ,Qj,ρ) is a pair satisfying assumption 7.4. Hence the gluing
map generates a coordinate chart of Mjρ(X,A). Since {(j, ρ)} may be treated as
parameters, (U,Q) generates a coordinate chart of Mg,m(X,A) which is given by
gluing maps.
In the other word, Gljo,ρ is diffeomorphic automatically.
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12.2. Gluing maps: case II. We now discuss the gluing for case II. That is: jo1
is stable and jo2 is unstable. In particular, we note that Σ2 = S
2.
We will further divide case II into four subcases:
IIa. m = m1 and (Σ1, i1, x1, . . . , xm) is stable;
IIb. m1 = m− 1 and (Σ1, i1, x1, . . . , xm−1) is stable;
IIc. m = m1 and (Σ1, i1, x1, . . . , xm) is unstable;
IId. m1 = m− 1 and (Σ1, i1, x1, . . . , xm−1) is unstable;
We start with case IIa which is one of the most complicated cases. Before we
proceed, let us remark what is new comparing with case 1. The problem is that gs
is no longer local diffeomorphic. Hence, we are not able to treat LS as parameters.
Case IIa. We specify the notations for this case. jo consists of
jo1 = (Σ1, jo1, xo1, . . . , xom, yo1)
and
jo2 = (S
2, yo2 =∞).
We describe MS. For simplicity, we assume m = 0 and (Σ1, j) is stable. For
j1 = (Σ1, j1, y1)
set
j′1 = (Σ1, j1).
Then
MS ∼=Mg1 × Σ1 × {jo2}
where the isomorphism is given by
(j1, jo2)↔ (j′1, y1, jo2).
By the construction of
gs :MS ⋊C
∗
ǫ →Mg
we know it is an fibration with fiber
Σ1 ⋊C
∗.
Geometrically, this says: with fixed surface
j′1 = (Σ1, j1),
for any y ∈ Σ1 and 0 6= ρ ∈ C∗ǫ ,
gs(j1, ρ) = j
′
1
Let u = (u1, u2) ∈ MS(X,A) be a map. We may assume that u2 is balanced.
Be precise, we define
MbS(X,A) = {(u1, u2)|u1 ∈Mg,1(X,A1),
u2 ∈ Mb0,1(X,A2), u1(y) = u2(y)}.
Then
MS(X,A) = M
b
S
(X,A)
S1
.
By this exposition, we know that: y and ρ can not be treated as parameters,
however j′1 can be. So we will fixed j
′
1 in the rest of argument for this subcase. This
is equivalent to fixing j1.
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We summarize the notations again: jo consists of
jo1 = (Σ1, jo1, yo1) and jo2 = (S
2,∞)
Set j′o1 = (Σ1, jo1). Define
MS,j′o1 = {(j1 := (Σ1, jo1, y1), jo2)}
Clearly, MS,j′o1
∼= Σ1. Then
gs :MS,j′o1 × C∗ǫ → j′o1.
Correspondingly, for moduli spaces, we have Mbj (X,A) and Mj(X,A) for j ∈
MS,j′o1. Set
Mb
S,j′o1
(X,A) =
∐
j∈MS,j′
o1
Mbj (X,A)
and
MS,j′o1(X,A) :=
Mb
S,j′o1
(X,A)
S1
.
For any
u ∈Mbj (X,A) ⊂MbS,j′o1(X,A),
we assume that Du,j is surjective. Then we get a gluing map
Gl :Mb
S,j′o1
(X,A)×S1 C∗ǫ →Mjo1(X,A).
The map is well defined: since it is easy to see that the gluing map defined on
Mbj′o1(X,A)× C
∗
ǫ
is S1-equivariant. The balanced moduli spaces are necessary for the equivariance.
We move on to discuss the diffeomorphic issue.
Fix a map uo = (uo1, uo2) ∈MbS,jo(X,A). SinceDuo,jo is surjective,MbS,jo1,yo1(X,A)
is a smooth manifold. Let No be a slice (with respect to the S
1-action) through
uo. Let V be a neighborhood of yo1 ∈ Σ1. Then the neighborhood Uuo of
uo ∈ MS,j′o1(X,A) can be identified with
Uuo
∼= V ×No.
Fix ρo = ro and its neighborhood Glu(ρo) ∈ C∗ǫ . Then the gluing map is locally
rewritten as
(12.1) Gl : V ×N ×Glu(ρo)→Mj′o1(X,A).
We want to show that this is local diffeomorphic. The new point is to compute
differentiation with respect to new variables in V ×Glu(ρo). To treat them properly,
we compare this map with with another well-studied map, which has been shown
to be diffeomorphic by case 1.
By adding two marked points {0, 1} to S2, we get a stable curve
j¯o2 = (S
2, 0, 1,∞).
Let j¯o = (jo1, j¯o2). Set
j¯′ = gs(¯jo, ρo) ∈Mg,2.
We regard uo as an element in Mj¯o(X,A) in an obvious way. Let N¯ be a neigh-
borhood of uo in this moduli space. We have a gluing map
Gl¯jo : N¯ × {ρo} →Mj¯′(X,A)
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which is diffeomorphic according to case I. We rewrite the map as
Gl¯jo,ρo : N¯ →Mj¯′(X,A).
Since yo1 and ρo are fixed, j¯
′ can be identified with j′o1 by forgetting the two extra
marking points. This induces an isomorphism
Mj¯′(X,A)↔Mj′o1(X,A)
via forgetting-marked-point. So we have
Gl¯j′o,ρo : N¯ →Mj′o1(X,A).
Next, we explain that there is a natural isomorphism
B : V ×N ×Glu(ρo)→ N¯ .
Had Gl = Gl¯j′o,ρo ◦B, we would prove that the former one is diffeomorphic. Though
this is not case, they are rather close. This is what we do next.
We know that N¯ = B0N . ByB0 we mean a neighborhood of identity (0, 1) ∈ B.
So it is sufficient to define a map b : V ×Glu(ρo)→ B0. This is given by
b(y, ρ) = (r−1o (y − y0), r−1o ρ).
So
B(y, u, ρ) = b(y, ρ) · u.
Set
Gl′
j¯o,ρo
= Gl ◦B−1.
And think of Gl¯jo,ρo and Gl
′
j¯o,ρo
are both maps from N¯ = B0N to Mj′o1(M,A).
Let
φo = pgl(uo, jo, ρo), uˆo = Gl(uo, jo, ρo).
Set
(12.2) W =W 1,p(φ∗oTM), L = L
p(Λ0,1
j′o1
φ∗oTM).
We know that Gl¯j′o,ρo induces the following data of a coordinate chart:
(1) Oj¯′o,ρo = pgl(B0N, j¯o, ρo);
(2) Φj¯′o,ρo : Oj¯′o,ρo × L→W given by
(12.3) Φj¯′o,ρo(φ, η) = φ+Qφ,j
′
o1
η;
(3) pert¯j′o,ρo : O→ L the map that yields the gluing map Glj′o,ρo .
Theorem 12.2. The following is the data of a coordinate chart induced by Gl′
j¯′o,ρo
:
(1) O := pgl(V ×N ×Glu(ρo)× {jo1}) = pgl(B−1(B0N), jo1);
(2) Ψ : O × L→W given by
(12.4) Ψ(φ, η) = ψ +Qψ,j′o1η;
(3) pert : O→ L the map that yields the gluing map Gl.
Proof. We only need to verify that Ψ is an isomorphism. Since O ∼= B0N , it
is equivalent to show that
Ψ˜ = Ψ ◦ (pgl ◦B−1, 1) : B0N × L→W
is an isomorphism.
On the other hand, by (12.1) we know that
Φ˜ = Φj′o,ρo ◦ pgl : B0N × L→W
40 BOHUI CHEN AND AN-MIN LI
is an isomorphism. Now both maps Ψ˜ and Φ˜ have same domain and range. We
claim that when ro is small,
‖Ψ˜− Ψ˜‖ ≤ ǫ,(12.5)
‖dΨ˜− dΨ˜‖ ≤ ǫ(12.6)
for some small ǫ. Then that the isomorphism of Ψ˜ implies that of Ψ˜. The proof
of (12.5) and (12.6) is rather straightforward but tedious. The proof of them is
explained below. q.e.d.
Definition 12.3. Let Gl1 and Gl2 be two gluing maps defined on same (local)
domain. Let Ψ1 and Ψ2 are corresponding maps defined in the form as (12.4). We
say
Gl1 ≈ Gl2
if Ψ1 − Ψ2 satisfies (12.5) and (12.6).
To compare Ψ˜ and Φ˜, we should go through the process of gluing and compare
them in each step.
Pre-gluing maps. We first compare the pre-gluing maps for two different gluing
processes.
Suppose (t, z) ∈ B is given. Let (y, ρ) = b−1(t, z). Let u = (u1, u2) ∈ N and
u˜ = (u1, (t, z) · u2) =: (u1, u˜2).
Set
jy = ((Σ1, jo1, y), jo2).
The pre-gluing for Gl′
j¯o,ρo
is pgl(u, jy, ρ) and that for Gl¯jo,ρo is pgl(u˜, j¯o, ρo). We
denote them by
pgl′j¯o , pgl¯jo : B0N →W
respectively. We have
Proposition 12.4. Let (t, z) = b(y, ρ), u ∈ N , i.e,
ρ = roz, y = rot.
Then
‖pgl′j¯o((t, z) · u), pgl¯jo((t, z) · u)‖L1,p ≤ C|t|
√
ro.
Here C is a constant independent of ro.
Proof. Set
φ′ = pgl′j¯o((t, z) · u);φ = pgl¯jo((t, z) · u).
By the construction of pre-gluing, φ′ and φ are maps on Σy,ρ and Σyo,ρo . We
should identify them properly: in fact, both of them are identified with Σ1 in a
canonical way and so they are identified. In particular, we explain how two sphere
components identified. We name the spheres S2y and S
2
yo . Let
Cy = S
2
y − {∞};Cyo = S2yo − {∞}.
We write down the identification map
w : Cy → Cyo ;
w(z) =
(
r−10 (y + ρz
−1)
)−1
,
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The inverse of w is
w−1(z) =
(
ρ−1(r0x
−1 − y))−1 .
Explicitly, we write down φ and φ′ on Σyo,ρo . We separate Σyo,ρo into three pieces:
• P1 := Σ′1 = Σ1 −Dyo(2
√
ro);
• P2 := Σ′2 = Σ2 −Dyo(2
√
ro);
• P3 = Dyo(2
√
ro)−Dyo(
√
ro/2) ⊂ Σ1.
On P3,
φ = φ′ = u(yo).
On P1
φ(z) = u(yo) + β(
z√
ro
)(u1(z)− u(yo)),(12.7)
φ′(z) = u(y0) + β(
z − y√
r
)(u1(z)− u(yo)).(12.8)
On P2
φ(z) = u(yo) + β(
z√
ro
)(u˜2(z)− u(yo)),(12.9)
φ′(z) = u(yo) + β(
w−1(z)√
r
)(u˜2(z)− u(yo)).(12.10)
Clearly, to prove the proposition, the computation of cut-off functions is involved.
We need the results from appendix ??.
We explain the computation on P1.
φ(z)− φ′(z) = (β( z√
ro
)− β(z − y√
r
))(u1(z)− u(yo)).
This is supported in Dyo(3
√
roN) −Dyo(
√
roN/2) And we have estimates in this
area:
|(β( z√
ro
)− β(z − y√
r
))(u1(z)− u(yo))| ≤ C| y√
ro
|√ro1−2/p
and ∣∣∣∣∇((β( z√ro )− β(z − y√r )) (u1(z)− u(yo)
)∣∣∣∣ ≤ C| yro |√ro1−2/p + C| y√ro |.
Then their Lp-norms are bounded by
C|y|+ C|y|r−1/2o + C|y|r1−p/2o .
Plug in y = rot, we have
‖φ− φ′‖L1,p(P1) ≤ C|t|
√
ro.
The computation on P2 is same. Then the claim of proposition follows. q.e.d.
Remark 12.5. The key to the whole process is that we use coordinate (t, z) rather
than (y, ρ): we note that the computation of cut-off functions with respect to (y, ρ)
does not preform friendly, while there is no problem when it is with respect to (t, z).
This is due to the factor r0. On the other hand, we know that it is (t, z) ∈ B that
is essential inspired by the map Gl¯jo,ρo . So it is not surprise that the computation
behaves well. We will skip the computations of the rest of these type results. It is
just a matter of recycling the above computations and those in appendix.
Similar computations imply
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Proposition 12.6. Given u ∈ N and a path (t(s), z(s)) ∈ B, s ∈ [0, 1) with
(t, z) = (t(0), z(0)) and
(v1, v2) =
∂
∂s
∣∣∣∣
s=0
(t(s), z(s)),
Then
‖ ∂
∂s
∣∣∣∣
s=0
pgl¯jo((t(s), z(s)) · u)−
∂
∂s
∣∣∣∣
s=0
pgl′j¯o((t(s), z(s)) · u)‖L1,p ≤ C
√
ro|(v1, v2)|.
In particular, this implies that at (t, s) · u
‖d(pgl′j¯o − dpgl¯jo‖ ≤ C
√
ro.
when (t, s) is bounded.
Right inverses. Recall that in the construction of right inverse Q, we first define
R = ΓQuΛ and then set Qφ = R(DR)
−1. Here Γ and Λ involves cut-off functions.
Hence we should deal with the derivatives of cut-off functions as well.
For gluing maps Gl¯jo.ρo and Gl
′
j¯o,ρo
we have two families of right inverses Q and
Q′:
Q = {Qpgl¯jo (x),jo1 |x ∈ B0N};
Q′ = {Qpgl′
j¯o
(x),jo1 |x ∈ B0N}.
We may treat them as maps
Q,Q′ : B0N × L→W.
Then
Proposition 12.7. Let Q and Q′ be as above.
‖Q−Q′‖ ≤ C√r0;
‖dQ− dQ′‖ ≤ C√r0.
Combine these results, we prove theorem (12.5) and (12.6).
Remark 12.8. We explain the idea that guides us in the above proof. Let
(uo, ρo) ∈ M˜S(X,A)× C∗ǫ
and U˜uo ×Glu(ρo) be a neighborhood of this point. We may be expecting a gluing
map
G˜l :
U˜uo ×Glu(ρo)
B
→Mg,m(M,A).
We may construct a gluing map defined on a proper chosen slice. This is essentially
what Gl does. Another reasonable approach would be G˜l⇒ G˜l1 ⇒ Gl′. Here
G˜l1 :
U˜uo
t
× {ρo} →Mg,m(M,A).
We use Glu(ro) ∼= m.
Set
jo,y = ((Σ1, jo1, y), jo2); jo = jo,yo .
Let
M˜V (X,A) =
∐
y∈V
Mjo,y (X,A).
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Suppose that
M˜jo,y (X,A) ∼= M˜jo(X,A)
and
M˜V (X,A) ∼= M˜jo(X,A)× V.
Set
U˜uo,yo = U˜uo ∩ M˜jo(X,A).
Then using a natural identification of V with t we reduce G˜l1 to
Gl′ : U˜uo,yo(X,A)× {ρo} →Mg,m(M,A).
Elements in U˜uo,yo are treated pre-stable by adding two marked points on jo2. Hence
Gl′ is exactly Gl¯jo,ρo . So it is not surprise to have a natural comparison between
Gl and Gl′. Although the computation is tedious, it is quite straightforward.
From this, we also see that in this local comparison Glu(r0) can always compare
with m. So we will always cancel Glu(r0) with m when the similar issue occurs.
Case 2b and 2d. These two cases are simpler. The group B in case 2a is replaced
by m < B. We skip them.
Case 2c. This is a relatively new case. The point is that the resultant curves after
gluing are pre-unstable. The treatment of this case is same as case 3. We discuss
case 3 directly.
12.3. Gluing maps: case 3. Both
(Σ1, i1, x1, . . . , xm1 , y) and (Σ2, i2, xm1+1, . . . , xm, y)
are unstable, Σj = S
2, j = 1, 2 and m1 ≤ 1,m − m1 ≤ 1. We take the most
complicated case: m = 0. To tell the difference between two components, we mark
spheres by S2j . Namely
(12.11) Σ = (S21 , y =∞1) ∪ (S22 , y =∞2).
Then
Aut(Σ) = B1 ×B2.
We put the subscripts to tell the difference. We define a normal subgroup of Aut(Σ)
Auty(Σ) = {(ψ1, ψ2)|ψi ∈ Aut(Σi),
dψ1(y1)⊗ dψ2(y2)|Ty1 (Σ1)⊗Ty2 (Σ2) = 1}.
Set
∆∗(m) = {(m1,m2) ∈ m1 ×m2|m1m2 = 1}.
By direct computation, we have
Lemma 12.9. Auty(Σ) = t1 × t2 ⋉∆∗(m).
Then
Aut(Σ)
Auty(σ)
∼= m ∼= m2.
Now we consider the gluing. For each component, we use balanced curves, i.e,
M0,1(X,Aj) =
M b0,1(M,Aj)
S1
.
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Therefore
MS(X,A) = M
b
S
(X,A)
S1 × S1 ,
where A = A1 + A2. For simplicity, we assume that the stratum is compact. The
gluing is
(12.12) Gl :M b
S
(X,A)×S1×S1 ×C∗ǫ → M˜0,0(X,A).
or in a more precise form, the right hand side is treated as a subset
M b
S
(X,A)×S1×S1 ×C∗ǫ ⊂M b0,0(M,A1)×S1 C×S1 M b0,0(M,A2).
Note that
M0,0(X,A) = M˜0,0(X,A)
Aut(S2)
.
In order to show that Gl defined in (12.12) induces a local-diffeomorphic gluing
map
M bS (X,A)×S1×S1 ×C∗ǫ →M0,0(X,A).
we should conclude that
Theorem 12.10. The image of Gl represents a slice in M˜0,0(X,A) with respect
to the action of Aut(S2).
We now explain the idea following the guide line given in remark 12.8 to speculate
the proof. The key is proposition 12.11.
Locally, an expecting map is
(12.13) G˜l :
U
B1 ×B2 ×Glu(ro)→
M˜0,0(X,A)
Aut(S2).
Here U ⊂ M˜S(X,A) is a small open subset in the stratum that isB1×B2 invariant.
Again, U should be thought as a subset of
M˜0,1(X,A1)× M˜0,1(X,A2)
and
U
B1 ×B2 ⊂
M˜0,1(X,A1)
B1
× M˜0,1(X,A2)
B2
.
The left hand side of (12.13) can be written as(
U
Auty(Σ)
/
m1
)
×Glu(ro).
As before, locally m1 is cancelled by Glu(ρ0), and we have
G˜l1 :
U
Auty(Σ)
× {ρ0} → M˜0,0(M,A)
Aut(S2)
.
Next we need an important fact for this kind of gluing.
Proposition 12.11. For any ρ ≤ ro, there exists a neighborhood V of id in
Auty(Σ), a neighborhood V
′ of id in Aut(S2) and a diffeomorphism map
gl : V → V ′.
Here gl is construct via gluing process.
SYMPLECTIC VIRTUAL LOCALIZATION OF GROMOV-WITTEN INVARIANTS 45
We skip the proof.
Using this fact:
Auty(Σ) ∼= Aut(S2)
locally, we would show that the image of Gl is a slice.
Sketch the proof of theorem 12.10: First we introduce a slice of
M˜S(X,A)
Auty(Σ)
.
We say an element (u1, u2) ∈ M˜S(X,A) is balanced with respect to Auty(Σ) if u1
is balanced and u2 is centered. Let M˜bS(X,A) denote the set of such elements. It
is not hard to see that
M˜S(X,A)
Auty(Σ)
=
M˜b
S
(X,A)
S11 × S12
,
and
Mb
S
(X,A) =
M˜b
S
(X,A)
m2
.
Set
Gl1 : M˜bS(X,A)× {ρ0} → M˜0(X,A)
to be a gluing map. Then locally
Gl ≈ Gl1
in the sense of definition 12.3. The problem is now translated to show that the
image of Gl1 is a slice in M˜0(X,A).
Take a slice N in M˜b
S
(X,A). A neighborhood of N in M˜S(X,A) is V ·N . Define
a map
Gl2 : V ·N × {ρ0} → M˜0(X,A)
by
Gl2(v, n) = gl(v) ·Gl(n).
We compare it with the original gluing map, extending Gl1,
Gl : V ·N × {ρ0} → M˜0(X,A).
By using the property of gl, it is straightforward to show that
Gl ≈ Gl2.
Since Gl is local diffeomorphic, we conclude that
Gl2(1 ·N) = Gl(1 ·N)
represents a slice in M˜0(X,A). This proves the theorem.
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12.4. On gluing maps for lower strata. We generalize our results from 1-nodal
case to general strata.
Corollary 12.12. The gluing map
GlS,S′ : L0S,S,ǫ →MS′(X,A).
gives a coordinate chart for MS′(X,A).
Similarly,
Corollary 12.13. The isomorphism
Gl∗S,S′(LS′) = LS
is diffeomorphic.
Set W = GlS,S′(L0S,S′,ǫ). Since GlS,S′ is diffeomorphic, the gluing map
Gl′S′,S′′ : LS′,S′′,ǫ|W →MS′′(X,A)
given by
Gl′S′,S′′ = GlS,S′′ ◦Gl−1S,S′ .
is a diffeomorphism.
Moreover,
Corollary 12.14. Gl′
S′,S′′ is admissible, so it is C
0-compatible with GlS′,S′′ .
Proof. Gl′
S′,S′′ is admissible by its construction and definitions. The second
assertion follows from §11. q.e.d.
13. Smooth structures on Mg,m(X,A)
13.1. Topology on Mg,m(X,A). By far, Mg,m(X,A) is a union of strata, each
of which is a smooth orbifold. We have not defined the topology on the whole set.
This is provided by gluing maps.
Recall that for any (u, j) ∈MS(X,A), there exists a neighborhoodU ⊂MS(X,A)
of (u, j) and ǫ such that the gluing map
GlS : LS,ǫ|U →Mg,m(X,A)
exists. We define the image of GlS to be a neighborhood of (u, j) ∈ Mg,m(X,A).
By this way, we may define a topological base at (u, j): to see we form a topological
base, we use the property of C0-compatibility between gluing maps, which says
that any two such open sets are compatible. Therefore, we have a topology on
Mg,m(X,A). In fact, we have
Theorem 13.1. Mg,m(X,A) is a topological orbifold.
Proof. For each point (u, j) ∈ MS(X,A), a neighborhood described above has
a coordinate chart:
(LS,ǫ|U , GlS).
The transition maps between any two charts are C0. Hence it is an orbifold. q.e.d.
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13.2. Smooth structures on Mg,m(X,A). In this subsection, we explain that
there exists an atlas such that Mg,m(X,A) is smooth. However, we do not show
any two atlas are compatible.
Definition 13.2. A stratum-covering of Mg,m(X,A) consists of US, ǫS for each
stratum such that
• US is a proper subset of MS(X,A);
• there exists a GlS on LS,ǫS |US ;
• for
WS = GlS(LS,ǫS |US),
WS ∩WS′ 6= ∅ if and only if S ≺ S′ (or, S′ ≺ S);
• {WS}S∈DAg,m is a covering of Mg,m(X,A);
The following lemma shows that stratum-coverings are abundance.
Lemma 13.3. There are many stratum-coverings.
Proof. Set D = DAg,m Let S0 be the set of smallest strata S ∈ D. Choose
US =MS(X,A).
They are compact. By the gluing theory, there exists ǫS such that the gluing map
exists on LS,ǫS . If we choose ǫS small, we may have
WS ∩W ′S = ∅.
Inductively, let Sk be the set of smallest strata S ∈ D − Sk−1.
Suppose that US, ǫS are chosen for all S ∈ Sl, l ≤ k − 1. Set
WS,S′ = Gl(LS,S′,ǫS |US).
For any S ∈ Sk we choose a proper open set US such that
{WS′,S|S′ ≺ S} ∪ {US}
coversMS(X,A). Moreover, we choose ǫS such that there exists a gluing map GlS
defined on LS,ǫS |US andWS is disjoint with otherWS′ unless S′ ≺ S. Inductively, this
construct a stratum-covering. Since we are free to choose ǫS, US (except S ∈ S0)
and GlS, hence there are many choices of stratum-coverings. q.e.d.
Note that for a given stratum-covering, we have an atlas on Mg,m(X,A) given by
(LS,ǫS |US , GlS).
Given such an atlas, we ask if the transition maps between any two charts
GlS ◦Gl−1S′
are smooth. If so, we have shown the smoothness of Mg,m(X,A). However, this
may be too tedious and not true. Instead, we show that there exists certain GlS
for each S such that
GlS ◦Gl−1S′
are smooth for any pair (S ≺ S′).
The main idea is given by the following. Let Si ∈ D, i = 1, 2, with S1 ≺ S2. Let
USi be proper open subsets of MSi , i = 1, 2. Suppose that we have a gluing map
GlS1 : LS1,ǫ1 |US1 →Mg,m(X,A).
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Set
WS1,S2 = GlS1(LS1,S2,ǫ|US1 ) ∩ US2 ;
W ′S1,S2 = GlS1(LS1,S2,0.5ǫ|US1 ) ∩ US2 ;
W ′′
S1,S2 = GlS1(LS1,S2,0.75ǫ|US1 ) ∩ US2 ;
As explained in §9.4, GlS1 induces a gluing map Gl′S2 on WS1,S2 . We show that
Proposition 13.4. There exists ǫ2 and gluing map
GlS2 : LS2,ǫ2 |US2 →Mg,m(X,A)
such that GlS2 = Gl
′
S2
on
LS2,ǫ2 |W ′
S1,S2
Proof. By the gluing theory, there exist ǫ and a type-1 gluing map
Gl′′
S2
: LS2,ǫ|US2 →Mg,m(X,A).
Note that Gl′
S2
is of type-2. We use a cut-off function on gluing parameter to
patch these two gluing maps. To be precise, let us introduce coordinates: by local
coordinates, a point in WS1,S2 is denoted by
Gl(u, j, ρ), (u, j, ρ) ∈ LS1,S2 .
Let β be a cut-off function such that
β(t) =
{
1, t ≤ 0.5ǫ
0, t ≥ 0.75ǫ.
For an admissible gluing, we start with a coordinate data (V,Φ, F ). Suppose this
is the data used for Gl′
S2
. Namely,
V = pglS1,S2(LS1,S2,ǫ1)
and
F : V →MS2(X,A)
realizes the gluing map. In terms of formula, it says
GlS1,S2(u, j, ρ) = pglS1,S2(u, j, ρ) + pert(pglS1,S2(u, j, ρ)).
Now we define V ′ to be
V ′ = {pglS1,S2(u, j, ρ) + β(ρ)pert(pglS1,S2(u, j, ρ))}.
Start with (V,Q), it is easy to generate a new pair (V ′,Q′). Therefore, we define
a new admissible gluing map GlS2 based on this coordinate data. Since the part of
V ′ is in MS2(X,A) when |ρ| ≥ 0.75ǫ, we may extend GlS2 over US2 . q.e.d.
We remark that the cut-off function used to patch two gluing maps is a function
on LS . We call the method to be patching gluing maps.
Theorem 13.5. There exists a stratum-covering (US, ǫS) and gluing maps GlS such
that for any S GlS agrees with any gluing map Gl
′
S
induced from GlS′ , S
′ ≺ S, on
the overlapping domain.
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Proof. We use the same process as in lemma 13.3. For S ∈ S0, no modification
is needed. Suppose the construction is done for all S ∈ Sl, l ≤ k − 1.
Let S ∈ Sk. For any S′ ≺ S, set WS′,S as before. Let
WS = ∪S′≺SWS′,S.
For the moment, we denote GlS(S
′) for the gluing map defined over WS′,S induced
by GlS′ . We assert that
GlS(S
′) = GlS(S
′′)
overWS′,S∩WS′′ ,S. First of all, by the definition of stratum-covering, the intersection
is non-empty if and only if S′′ ≺ S′. Since
GlS′(S
′′) = GlS′
over WS′′,S′ ∩US′ , hence they induce same gluing maps on stratumMS. So totally,
we have a gluing map Gl′
S
over W ′
S
induced by all gluing maps from lower strata.
For any gluing map Gl′′
S
defined over US, we may apply proposition 13.4 and get
a new gluing map GlS that is a patching of Gl
′
S
and Gl′′
S
. Then by induction, we
complete the construction. q.e.d.
As a corollary, we have
Theorem 13.6. Mg,m(X,A) admits smooth structure.
Part IV. Virtual theory on Mg,m(X,A)
In [6], we introduce a new concept ”virtual manifolds/orbifolds”. Furthermore, we
develop the integration theory on them, which including the equivariant integration
and localization formulae. The background of the concept is to define invariants on
the moduli spaces from Fredholm systems. In this part, our goal is to construct a
(smooth) virtual orbifold fromMg,m(X,A). Then all the theory on virtual orbifolds
can be applied to this particular moduli space. Therefore the virtual localization
formulae of Gromov-Witten invariants follow.
In §14, we review the material of virtual orbifolds in [6]. Then we construct the
virtual orbifold structure on Mg,m(X,A) in §15-§17. An application is given in
§18.
14. Virtual orbifolds
14.1. Basic concepts. Let N = {1, . . . , n} and N = 2N be the set of all subsets
of N . Let
X = {XI |I ∈ N}
be a collection of sets indexed by N . For any I ⊂ J there exist XI,J ⊂ XI , XJ,I ⊂
XJ and a surjective map
φJ,I : XJ,I → XI,J .
Set Φ = {φJ,I |I ⊂ J}. We always assume that X∅ 6= ∅.
Definition 14.1. A pair (X ,Φ) is called patchable if for any I, J ∈ N we have
P1. XI∪J,I∩J = XI∪J,I ∩XI∪J,J ;
P2. XI∩J,I∪J = XI∩J,I ∩XI∩J,J ;
P3. φI∪J,I∩J = φI,I∩J ◦ φI∪J,I = φJ,I∩J ◦ φI∪J,J ;
P4. φI∪J,I(XI∪J,I∩J) = φ
−1
I,I∩J(XI∩J,I∪J);
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P5. φI∪J,J (XI∪J,I∩J) = φ
−1
J,I∩J(XI∩J,I∪J).
Set
XI,J = φI∪J,I(XI∪J,I∩J) = φ
−1
I,I∩J(XI∩J,I∪J),
XJ,I = φI∪J,J (XI∪J,I∩J) = φ
−1
J,I∩J (XI∩J,I∪J).
There is an equivalence relation for points in ∪XI : For x ∈ XI and y ∈ XJ we
say that x ∼ y if and only if there exists a K ⊆ I ∩ J such that
φI,K(x) = φJ,K(y).
We ”patch” XI together and get a set
X =
⋃
I∈N
XI/ ∼ .
A virtual manifold is a patchable pair (X ,Φ) with specified properties.
Definition 14.2. Let (X ,Φ) be a patchable pair. Suppose that
• XI ∈ X are smooth orbifolds;
• XI,J and XJ,I are open suborbifolds in XI and XJ respectively;
• ΦJ,I : XJ,I → XI,J is an orbifold vector bundle.
Then (X ,Φ) is called a virtual orbifold if for any I and J ,
φI,I∩J : XI,J → XI∩J,I∪J ,
φJ,I∩J : XJ,I → XI∩J,I∪J
are orbifold vector bundles and
(14.1) XI∪J,I∩J = XI,J ×XI∩J,I∪J XJ,I .
We call
X =
⋃
I∈N
XI/ ∼
the virtual space of (X ,Φ). We denote the projection map XI → X by φI .
Let dI be the dimension of XI . We call d∅ the virtual dimension of (X ,Φ).
One can also define virtual manifolds/orbifolds with boundary. From now on,
for simplicity, we forget the orbifold singularities and focus on manifolds only.
The following example gives a typical method to construct virtual manifolds.
Example 14.3. Let X be a manifold. Let {U0, U1, . . . , Un} be an open cover of X.
Let U◦i =
3Ui
4 , i ≥ 1. Here 3Ui4 just means an open subset whose closure is in Ui.
We use 34 to make the notations more suggestive.
Let N = {1, . . . , n} and I, J,K be as before. Define
X∅ = U0 −
n⋃
i=1
U◦i
XI =
⋂
i∈I
Ui −
⋃
j 6∈I
U◦j .
Let X = {XI |I ∈ N}. Define
XI,J = XJ,I = XI ∩XJ .
All possible ψJ,I are taken to be identities and let Φ = {φJ,I}. Then (X ,Φ) is a
virtual manifold (cf. Proposition ??). Moreover, the virtual space X is X.
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We can define differential forms on virtual manifolds. There are two types. The
first type is nature. Let (X ,Φ) be a virtual manifold.
Definition 14.4. A k-form on (X ,Φ) is
α = {αI ∈ Ωk(XI)|I ∈ N}
such that
αJ = φ
∗
J,IαI
on XJ,I .
This is called a pre-k-form in [6]. It, in fact, induces a k-form on the virtual
manifold in the sense of [6].
In order to consider the second type of forms, we need Thom forms ΘJ,I of the
bundle ΨJ,I : XJ,I → XI,J . To avoid the unnecessary complication caused by the
degree of forms, we always assume that the degree of ΘJ,I is even.
Definition 14.5. A set of forms Θ = {ΘJ,I}I⊆J is called a transition data of X
if it satisfies the following compatibilities: for any I and J ,
ΘI∪J,I∩J = Ψ
∗
I∪J,IΘI,I∩J ∧Ψ∗I∪J,JΘJ,I∩J
on XI∪J,I∩J .
Definition 14.6. A virtual form on (X ,Φ) is
z = {zI ∈ Ω∗(XI)|I ∈ N}
such that
zJ = φ
∗
J,IzI ∧ΘJ,I
on XJ,I for some transition data Θ. z is called a Θ-form on X .
For either forms or virtual forms, one can define close and compact supported
forms. Let z be a compact supported Θ-form, one can define integration∫
X
z.
The Stokes’ theorem holds for this type integration.
The discussion given above can be generalized to the equivariant case. Let G be
a compact Lie group.
Definition 14.7. By a G-virtual manifold (X ,Φ), we mean that (a.) (X ,Φ) is
a virtual manifold, (b.) each XI is G-manifold and (c.) ΨJ,I : XJ,I → XI,J are
G-equivariant bundles for any I ⊂ J .
To study theG-equivariant integration theory on X , we may considerG-equivariant
transition data ΘG = {ΘGJ,I}I⊆J . Then similarly, we may define: G-equivariant
forms, G-equivariant ΘG forms, and etc. For a compact supported ΘG form
ζ = (ζI), we can define ∫ G
X
ζ.
The virtual localization formula is stated as
52 BOHUI CHEN AND AN-MIN LI
Theorem 14.8. Let X be a finite dimensional virtual manifold with G = S1 action.
Let X be its virtual space. Let ζ ∈ ΩΘG,c(X ◦) and α ∈ Ω∗G(X ), then
µζ(α) =
∫
XG
i∗XG(α ∧ ζ)
eG(XG)
.
We explain the notations. ζ is a compact supported ΘG forms in the interior of
X ;
µζ(α) :=
∫ G
X
ζ ∧ α;
XG is the fix locus of the action, which itself is a virtual manifold; and eG(X
G) is
the G-equivariant Euler class of the virtual normal bundle of XG in X .
14.2. From Fredholm systems to virtual manifolds. We start with the fol-
lowing set-up.
Definition 14.9. A Fredholm system consists of following data:
(B1) let π : F → B be a Banach orbifold bundle over a Banach orbifold B;
(B2) let S : B → F be a proper smooth section. In particular, the properness
implies that M = S−1(0) is compact;
(B3) for any x ∈M , let Lx be the linearlization of S at x
Lx : TxB → Fx.
We assume that Lx is a Fredholm operator. Let d be the index of the
operator.
We refer the triple (B,F , S) as a Fredholm system. M is called the moduli space
of the system.
A core topic in studying moduli problems is to define invariants on such a system.
This is based on the study of M . It is well known that if Lx is surjective for all
x ∈ M , M is a compact smooth orbifold. Then M can be thought as a cycle in
Hd(B) representing the Euler class of bundle F → B. Let a ∈ Hd(B,R), define
Φ(a) =
∫
M
a.
The challenging problem is to define invariants when the surjectivity of Lx fails.
The virtual technique is introduced to deal with this situation. There are several
different versions of this technique, however the main idea is the stabilization, which
has become popular since 60’s. Our method follows [16] closely.
We recall stabilization for a Fredholm system. Let U be an open subset of B,
let
o : OU → U
be a rank-k vector bundle, let
s : OU → FU
be a bundle map. Define a map
Sˆ : OU → FU ; Sˆ(u, o) = (u, S(u) + s(o)),
where the expression is given in the form of local coordinates and S(u)+s(o) is the
sum on fibers. By abusing the notations, we usually use S + s for Sˆ to emphasis
that S is stabilized by s.
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Let Lˆ(u,o) be the linearization of Sˆ as a map
Lˆ(u,o) : T(u,o)OU → Fu.
We say that the pair (OU , s) stabilizes the system (B,F , S) at U if Lˆ(u,o) are
surjective for all (u, o) ∈ OU . Set
VU = Sˆ
−1(0) ⊆ OU .
This is now a smooth manifold of dimension d+ k. Clearly, M ∩ U ⊆ VU and
(u, o) ∈M ⇐⇒ o = 0.
We now explain the existence of local stabilizations.
Suppose Lx is not surjective for some x ∈ M . Let Ox be a finite dimensional
subspace of Fx such that
Image(Lx) +O
x = Fx.
For example, we may take Ox to be the ”cokernel” of Lx.
Let Ux be a neighborhood of x in B. In order to make notations more suggestive,
we assume that Ux = Br(x) is the radius-r disk centered at x and cU
x = Bcr(x)
for c ∈ R+.
We can restate this construction by using the concept of Fredholm system. Let
o∗F → OU be the pull-back bundle over OU . Sˆ then gives a canonical section
of this bundle in an obvious way. For simplicity, we still denote the section by Sˆ.
Therefore, we have a Fredholm system (OU , o∗F , Sˆ). If (OU , s) stabilzes the system
at U , we say that (OU , o∗F , Sˆ) stabilizes (B,F , S) at U . VU ⊆ OU is the moduli
space of the new system.
We may construct a canonical bundle o∗OU → VU , then there is a canonical sec-
tion σ : VU → o∗OU given by (u, o)→ (u, o, o) with respect to the local coordinates.
Then M ∩ U = σ−1(0). This reduces the infinite dimensional system (U,FU , S)
to a finite dimensional system (VU , o
∗OU , σ). We call (VU , o∗OU , σ), or simply VU ,
to be the virtual neighborhood of M at U . Bundles OU and o∗OU are called the
obstruction bundles.
Suppose that FUx is trivialized as FUx = Ux × Fx. We now describe the stabi-
lization using the notations given above by setting U = Ux:
(C1) the obstruction bundle is
OUx = Ux ×Ox;
(C2’) the bundle map s = Ix : OUx → FUx is the standard embedding via the
trivialization of FUx given above.
We may assume that the pair (OUx , Ix) stabilizes the system at Ux if Ux is
chosen small. This explains the existence of local stabilization. The trivialization
of FUx prevents us to extend the construction outside Ux. This is ”taken care” by
modifying the bundle map s as the following. Let ηx be a cut-off function on Ux
such that ηx = 1 in U
x
2 and = 0 outside
3Ux
4 . (C2’) is then replaced by
(C2) the bundle map is given by sx = ηxIx.
Clearly, (OUx , sx) stabilizes the system at Ux2 . In this paper, we always use (C2)
to construct virtual neighborhoods. It turns out that (C2) is the key towards the
construction of virtual orbifolds from a Fredholm system.
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Since M is compact by our assumption, there exists finite points {xi}ni=1 in M
such that
M ⊆
n⋃
i=1
1
2
Uxi =: U,
where Uxi are as above.
For simplicity, we set
Ui = U
xi ,Oi = OUxi , si = sxi .
We call the data {(Ui,Oi, si)} a local stabilization system of U . From such a local
stabilization system, one is able to construct a virtual manifold and other data that
yield integrations on it. This is stated as
Proposition 14.10. Let (B,F , S) be a Fredholm system.
(1) there exists a local stabilization system {Ui, si,Oi}.
(2) Let X be the natural virtual manifold for B generated by the covering {Ui}.
Using the stabilization data given above, one is able to define a virtual
manifold W = {WI}, where (WI , o∗IOI , σ) is a virtual neighborhood over
UI . Let W be the virtual space of W.
(3) O is a virtual bundle over W. σ is a section of the bundle;
(4) Let Θi be Thom form of Oi. All Thom forms ΘI of OI restricting on WI
form a Θ-form. Denote the form by θ. If the moduli space M is compact,
θ ∈ ΩΘ,c(W). θ is an Euler class of O.
(5) For any a ∈ Ω∗(B), let aI = π∗Ia on WI . Then (aI)I⊆N ∈ Ω∗(V). To abuse
the notations, we still denote the form by a.
By the proposition, we have µθ(a). Also we know that this is well defined not
only on Ω∗(B), but also on H∗(B). If a global stabilization as in §?? exists, it is
easy to see that
Φ(a) = µθ(a).
This leads to the following definition.
Definition 14.11. Let (B,F , S) be a Fredholm system. Let {(Ui,Oi, si)} be a
local stabilization system constructed in Proposition 14.10. Let W , θ be the virtual
manifold and obstruction form given above. For a ∈ H∗(B), define the invariants
Φ(a) to be µθ(a).
One can prove that the invariants is independent of the choice of local stabiliza-
tion systems.
One can further assume that the Fredholm system admits an S1-action. Then
we can construct a G-virtual manifold V from a local G-stabilization system. Then
we replace Θi by equivariant Thom forms Θ
G
i . So we have Θ
G
I ’s and Θ
G
J,I ’s. Clearly,
θG = {ΘGI }I is a ΘG = {ΘGJ,I} form. For any α ∈ Ω∗G(B), define
ΦG(α) = µV,ΘG(α).
Now we can state the virtual localization formula for Fredholm systems. Again,
let G = S1. We consider the Fredholm system (B,F , S) with G-action. Let V be
the virtual orbifold for the moduli space M . Let V denote the virtual space. Then
VG is the virtual orbifold for MG and its virtual space is V G. We have
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Theorem 14.12. Let (B,F , S) be an S1-Fredholm system. For α ∈ Ω∗G(B),
ΦG(α) =
∫
V G
i∗V Gα ∧ θG
eG(V G)
= µeθG (V G)(i
∗
V Gα).
15. Local Stabilizations
15.1. Neighborhoods in χ¯g,m(X,A). Let uo ∈ χ¯g,m(X,A). For simplicity, we
will drop (X,A) and write χ¯g,m. We describe neighborhoods of uo. Suppose that
uo ∈ χjo ⊂ χSo ,
where jo ∈ MSo. Within the stratum χSo the neighborhoods of uo is well defined.
Here we give an explicit construction of neighborhoods which may be generalized
to χ¯g,m.
Neighborhoods of uo within the stratum: let V be a neighborhood of jo in MSo,
there is a trivialization of
χV :=
⋃
j∈V
χj
given by
φ : χjo × V → χV .
Set uj = φ(u, j).
We now consider two cases with respect to whether S is stable or not. First,
suppose that S is stable. Let Uj(uj, δ) be an δ-neighborhood of uj in χj. We define
a neighborhood of uo in the stratum to be
USo(uo, δ, V ) =
⋃
j∈V
Uj(uj, δ).
Now if S is unstable. uo may have nontrivial isotropic group Aut(uo). Set
Λjo = Aut(uo) · uo.
We define a normal bundle of Λjo : at uo we use L
2-norm to define a normal tangent
space Nuo that is normal to Λjo , then define Nu = α · Nuo for u = α · uo. This
automatically define a normal bundle N over Λjo with fiber Nu. Then take a δ-disk
bundle Nδ of N and use exp mapping it to χjo to get a neighborhood
Ujo(uo, δ) = expΛjo Nδ.
Similarly, we do this for all uj in χj. We put them together and get USo(uo, δ, V ).
The method provide here is standard to treat nontrivial isotropic groups.
Next we consider ”neighborhoods” of uo in χ¯g,m. Recall that there is a gluing
bundle LSo over MSo and
LSo → χSo
which is π∗LSo via projection π : χSo → MSo . Let LSo,ǫo be the ǫo-disk bundle of
LSo. There is a gluing-surface map
gs : LSo,ǫo → M¯g,m.
Set
jρ = gs(j, ρ).
Case 1. We now assume that jo is stable. Then gs is injective and jρ is stable. On
jρ there is a map
ujρ = pgl(uj, ρ).
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We define a neighborhood of uo in χ¯g,m given by
Uuo(δ, ǫo, V ) =
⋃
|ρ|<ǫo
⋃
j∈V
Ujρ(ujρ , δ).
Case 2. Suppose that jo is not stable but gs(jo, ρ) is stable. The typical example
is case (IIa) in §12.2. We take it as an example. To avoid too much complication
caused by notations. We follow notations in §12.2. As it is explained, gs is no
longer injective.
The neighborhood of jo in MSo can be parameterized by
V ′ ×Dyo1,
where V ′ is a neighborhood of j′o1 in its stratum, denoted by MS′o, and Dyo1 is
a neighborhood of yo1 in Σ1. For j = (j
′
1, y) we write uj to be uj′1,y. Note that
gs(j, ρ) = j′1. Set
uj′
1
,y,ρ = pgl(uj′
1
,y, ρ).
Hence on χj′
1
we get a slice
Λj′
1
= {uj′
1
,y,ρ|y ∈ Dyo1 , ρ < ǫo}.
We then give a δ neighborhood of this slice: as usual we use L2-norm to get its
normal bundle in χj′
1
and then using exp we map a δ-disk on χj′
1
to get a neighbor-
hood. But there is a tricky point: the L2-norm is induced from the metrics on Σ1
and X , here we require the metric on Σ1 varies as parameters y, ρ vary. In fact, for
fixing y and ρ the metric we use is the metric on the connected sum
Σ1♯y,ρS
2.
We can arrange the metric varies smoothly with respect to y and ρ. By this way,
we get a δ-neighborhood
Uj′
1
(Λj′
1
, δ)
of Λj′
1
. Then the neighborhood of uo is defined to be
Uuo(δ, ǫo, V ) = USo(uo, δ, V ) ∪
⋃
j′
1
∈V ′
Uj′
1
(Λj′
1
, δ).
Case 3. We consider the case that jo and gs(jo, ρ) are both un-stable. The typical
example is §12.3. The idea is a combination of case 2 and case 1 with non-trivial
isotropic groups. We leave the construction to readers.
15.2. Cut-off functions. On neighborhoods Uuo(δ, ǫo, V ), we can construct smooth
cut-off functions easily: let β1 be a cut-off function such that β1(t) = 1, t ≤ δ/4
and 0 when t ≥ δ/2; let β2 be a cut-off function such that β2(t) = 1, t ≤ ǫo/4 and
0 when t ≥ ǫo/2; let β3 be a cut-off function on V which is supported in V/4, then
we set a cut-off function βuo on Uuo(δ, ǫo, V ) as
βuo(expujρ ζ) = β1(‖ζ‖)β2(|ρ|)β3(j).
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15.3. Obstruction bundles. For any u ∈ Mj(X,A) ⊂Mg,m(X,A) we let cokeru
be the cokernel of operator Du,j. Choose a cut-off function β on j such that it is
support away from nodal points and Aut(j)-invariant. For a proper choice of β,
namely, if the support of β − 1 is near nodal points, then the space
Ou := β · cokeru
is complement to the image of Du,j. For any u and its neighborhood Uu(δ, ǫ, V ) we
define the local obstruction bundle
Ou = Uu(δ, ǫ, V )×Ou.
15.4. Local stabilization. We now can follow the argument in §14. Be equipped
with Ouo and cut-off functions βuo we can construct the local stabilization at
Uuo(δ, ǫ, V ) if δ, ǫ and V are small.
Be precise, for small δ, ǫ and V , we can embed Ouo into Eu properly for any
u ∈ Uuo(δ, ǫ, V ). Then we define the stabilized equation over Ouo by
Sˆuo(u, ξ) = ∂¯J,ju+ βuo(u)ξ =: (∂¯ + suo)(u, ξ).
This finishes the construction of local stabilization for Mg,m(X,A).
Let Wuo be the moduli space Sˆ
−1
uo (0). If dSˆuo |u is surjective for any u. Then
Wuo is a topological orbifold. The proof is same as that in part II. In fact, we can
parallelly copy the argument in §13 and show that Wuo admits a smooth structure.
16. Virtual structures for Mg,m(X,A) and the Gromov-Witten
invariants
16.1. Virtual orbifold structures on Mg,m(X,A). As explained in §14, the
existence of local stabilization and the compactness of Mg,m(X,A) imply that
there is a virtual (topological) orbifold for Mg,m(X,A). We formulate notations.
Suppose that there are n points
Λ = {u1, . . . , un} ⊂Mg,m(X,A)
with neighborhoods Uui(2δi, 2ǫi, 2Vi) such that
n⋃
i=1
Uui(δi, ǫi, Vi) ⊃Mg,m(X,A).
Following the construction given in §14, we have a sequence of orbifolds, (which
may not be smooth,)
{WI}I⊂{1,...,n}.
Hence we have a virtual orbifold W given by
Wk = {WI}|I|=k.
The goal is to show that
Theorem 16.1. W admits a smooth structure. Hence it can be a smooth virtual
orbifold.
Proof. Let
p :WI → χg,m(X,A)
be the projection. For each WI set
WI(S) = p
−1(χS) ∩WI .
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Then
WS = {WI(S)}
forms a smooth virtual orbifold for each S. This is due to the construction in §14 for
a Fredholm system. Since we are working within a stratum, the smooth structure
exists automatically.
Next we show thatW admits a smooth structure atWS. For eachWI the smooth
structure at WI(S) is induced by gluing maps. Let LS be the gluing bundle over
χS. It induces a bundle over each WI(S), we denote the bundle by LI,S. Then we
have gluing maps
GlI,S : LI,S,ǫo →WI .
Note that
{LI,S}
itself is a smooth virtual orbifold. If GlI,S is compatible with the overlapping
maps, then the smooth structures induced on WI are compatible with the virtual
structure on WI . To be precise, this is what we mean: suppose we have I ⊂ J and
x ∈ WI,J , y ∈WJ,I with x = πJ,I(y). We denote them by
x = (u, o1), y = (u, o1, o2).
For any gluing parameter ρ we want
(16.1) GlJ,S(y, ρ) = GlI,S(x, o2).
To make (16.1) available, we should require that the pre-gluing maps and right
inverses Qx, Qy used for gluing map are same. There is no problem for the consis-
tency of pre-gluing maps. For right inverses, this can be easily achieved as well: let
QI,S be right inverses used for WI(S), we can use partition of unity to reproduce a
new group of right inverses Q′I,S such that for any x and y as above
Qx ∈ Q′I,S, Qy ∈ Q′J,S
are equal. This allows us to give a smooth structure of W at WS.
As before, since the smooth structures on W induced by gluing maps from dif-
ferent strata may be different, we should apply the technique given in §13: Let S0
be the set of smallest strata. for any S ∈ S0 let
WS = {WI |p(WI) ∩ χS 6= ∅}.
It is a smooth virtual orbifold. We may assume that
WS ∩WS′ = ∅.
Hence,
WS0 :=
⋃
S∈S0
WS
still form a smooth virtual orbifold.
Next we consider the set S1 of smallest strata next to those in S0. Then for
S ∈ S1,WS is still a smooth virtual orbifold. However, onWS∩WS0 they may have
two different smooth structures due to the discrepancy of gluing maps on different
strata. We can then apply the argument in §13.2 to perturb the gluing maps on
WS such that its smooth structure is compatible with that induced from WS0 . By
this way, we have a modified smooth structure on
WS1 =
⋃
S∈S1
WS
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such that
WS0∪S1 =WS0 ∪WS1
forms a smooth virtual orbifold. We continue the process, then we have a smooth
structure on W . q.e.d.
16.2. The Gromov-Witten invariants. For the moduli space Mg,m(X,A) we
have constructed an associated virtual orbifold W . As explained in §14, we have a
transition data on W
Θ = {ΘJ,I =
∧
j∈J−I
Θj}I⊂J
and a Θ-form θ = (ΘI).
Suppose that the virtual dimension of Mg,m(X,A) then for any degree d form
α on W we define the Gromov-Witten invariants to be
µθ(α).
In general, α is induced from forms on X (by evaluation maps) or from forms on
M¯g,m. Moreover, the invariant is independent of the construction of W .
17. Symplectic virtual localization
We now derive the symplectic virtual localization formula for Gromov-Witten
invariants.
Let G = S1 act on (X,ω) symplectomorphically. It then induces an action on
χg,m(X,A) and on Mg,m(X,A). First we can modify the construction of virtual
orbifold W such that it is an S1-virtual orbifold. The forms Θ, θ and α are then
replaced by equivariant forms ΘG, θG and αG .
Then applying the virtual localization formula for G-virtual orbifolds, we have
Theorem 17.1. Suppose that (X,ω) admits an S1 symplectomorphic action. Then
the virtual localization formula for Gromov-Witten invariant µθ(α) is given by
µθG(αG) =
∫
WG
i∗WG(αG ∧ θ)
eG(WG) .
Here WG is the virtual orbifold for MGg,m(X,A) and eG(WG) is the equivariant
Euler form of the normal bundle of WG in W.
18. An application of the virtual localization formula
18.1. Models Wk and their Gromov-Witten invariants. Let
Vk = {(u1, u2, u3, u4)|u21 + u22 + u23 + u2k4 = 0}
for k = 1, 2, . . .. Vk contains a singularity at 0. By blowing-up at 0, we have Wk
with an exceptional line A = P1. Wk can be given by two coordinate patches
(w, z1, z2) and (x, y1, y2) and by a transition map between the coordinate patches.
Here A is given by {z1 = z2 = 0} = {y1 = y2 = 0}. The transition map is given by
z1 = x
2y1 + xy
k
2
z2 = y2
w = 1/x.
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The normal bundle of A in Wk is known as{ O(−1)⊕O(−1), when k = 1
O ⊕O(−2), k ≥ 2.
Wk are Calabi-Yau threefolds. When k = 1, this is well-known conifold. Since A is
extremal ray, the moduli spaces
Mg,0(Wk, d[A]) =Mg,0(A, d[A]).
Hence, we are allowed to define (local) Gromov-Witten invariants. When k = 1,
the invariants on W1 is computed by Faber-Pandharipande in [7] by localization
techniques. When k > 2, the invariants are computed by Bryan-Katz-Leung [2] by
using deformation arguments. The results are given in the following theorem.
Theorem 18.1 (Faber-Pandharipande, Bryan-Katz-Leung). Let Ck(g, d) be the
Gromov-Witten invariants for moduli spaces Mg,0(Wk, d[A]). Then
(18.1) C1(g, d) =
|B2g|d2g−3
2g · (2g − 2)!
and
(18.2) Ck(g, d) = kC1(g, d).
In this paper, we use the localization formula to verify (18.2). Such a model is
closely related to the framework of Li-Ruan’s study on Gromov-Witten theory with
respect to flops. Such a problem was first proposed and solved in [11], and then later
reconsidered in [14]. In [14], a computation of (18.2) without using deformation
is also asked. On the other hand, in orbifolds, there is a similar problem in this
framework. It is known that the deformation technique can not be applied for
orbifold case. Partial results have been considered in [5]. The localization technique
would be a key to understand the orbifold Gromov-Witten invariants. These are
the motivations for recompute (18.2) by using localization.
18.2. Localization set-up. There is a T 2-action on Wk given by
(t1, t2) · (w, z1, z2) = (tλ1w, tu2z2, t−λ1 tku2 z1).
The weights of the action is said to be (λ, u,−λ+ ku).
The moduli space is Mg,0(A, d[A]). The fix loci of the action in this moduli
space are associated with graphs([10], [9]). For each graph Γ, we denote the fixed
loci by MΓ. The Gromov-Witten invariant is given by
(18.3)
∫
Vk
1 =
∑
Γ
∫
MΓ
θ
eT (NMΓ)
=
∑
Γ
∫
MΓ
1
evirT (NMΓ)
,
where Vk is a virtual neighborhood of the moduli space Mg,0(A, d[A]) and θ is a
Θ-form constructed from cokernels. Unlike the well-known case k = 1, neither Vk
is the moduli space, nor Vk = Vk′ when k 6= k′. On MΓ we have is a K-bundle
H0 − H1. The fiber of Hi, i = 0, 1 over f : Σ → Wk is given by Hi(Σ, f∗TWk).
Then
θ|MΓ = eT (H1), NMΓ = H0.
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18.3. Proof of Theorem 18.1. We follow the computation in [7]. We denote the
left hand side of (18.3) by J , each term on right hand side by IΓ(λ, u) and the sum
by I(λ, u). Clearly, J = I(λ, u) implies that I is independent of choice of u. We
will compute
lim
u→0
I(1, u).
By the same reason as the computation in [7], we know that
lim
u→0
IΓ(1, u) = 0
unless Γ is the graph that consists of a single edge. Now let Γ be such a graph that
consists of one edge. Its two ends are marked by p1 and p2, the fixed point on A
of the action. (p1 is the point with w = 0 and p2 is the other one.) Suppose the
corresponding genus are g1, g2 with g1+ g2 = g. Such a graph is denoted by Γg1,g2 .
Then by a direct computation, we find that
lim
u→0
IΓg1,g2 (1, u) = kd
2g−3bg1bg2 .
Therefore,
lim
u→0
I(1, u) = kd2g−3
∑
g1+g2=g
bg1bg2 = kC(g, d).
The last equation is proved in [7]. This proves the theorem.
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