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Abstract
Seagrass mapping in Florida provides important information about the spatial
distribution and density of seagrass habitat in coastal waters. New image processing and
satellite technologies present the opportunity to leverage quantitative, objective and cost
effective techniques that have the potential to improve upon traditional aerial
photography photo-interpretation techniques. Pan-sharpening, light attenuation correction
and spatial/spectral image processing techniques were evaluated for their effectiveness in
mapping seagrass from an IKONOS satellite image of Springs Coast, Florida. Pansharpening techniques, which are limited by the quality of the panchromatic band, were
found to alter original multi-spectral pixel values in a statistically significant way and did
not improve the photo-interpretability of this scene. The application of depth variant light
attenuation corrections improved spectral classification results but was limited by the
quality of bathymetric data. A combination of pixel classification and image
segmentation techniques provided a seagrass density index map that represented seagrass
density and distribution with high fidelity and overall accuracy (77%) comparable to
photo-interpretation techniques. Satellite imagery based image processing techniques
were found to provide a more comparable and cost effective data source and mapping
technique than aerial photography for seagrass mapping in Springs Coast.
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1. Introduction

Seagrasses, grass-like submerged plants that inhabit shallow coastal waters, are a
keystone habitat for Florida‟s coastal marine life providing critical habitat and nutrients
to fisheries. Seagrasses stabilize the seafloor with their roots and rhizomes, provide food
for marine mammals, act as nurseries for much of Florida‟s marine life, and help
maintain water clarity by trapping fine sediments and particles with their leaves (Larkum,
Orth, & Duarte, 2006). Seagrass is not only valued as a natural component of Florida‟s
aquatic ecosystem, there is also a strong economic-based incentive for seagrass
conservation. In Florida, seagrass-dependent fisheries constitute a substantial economic
component of the economy. Recreational and commercial saltwater fishing impact
Florida‟s economy with 60,000 jobs and $6 billion annually. Adding commercial sales
and industry-related jobs, the economic benefit to Florida totals as much as $10 to $15
billion annually (Florida Fish and Wildlife Conservation Commission, 2010). An
important component of most seagrass research is spatial; in order to study and protect
seagrass, we need to know where they occur.
Beyond their economic significance, seagrass are significant indicators of water
quality. In Florida, resource managers have used seagrass light requirements to develop
water quality targets (color, turbidity and chlorophyll) for estuaries (Corbett & Hale,
1

2006). Coastal water quality in Florida is directly correlated with terrestrial processes,
many of which are anthropogenic, such as algal blooms from eutrophication and turbidity
from increased run-off. In this sense, pollution impacts the health of seagrass.
Monitoring seagrass health provides important insight into the health of marine
ecosystems and the state of the land-ocean interface. A survey of 34 coastal resource
researchers/managers identified canopy cover, shoot density, epiphyte biomass, and the
proportion of calcareous epiphytes as primary indicators of seagrass health (Wood &
Lavery, 2000). The periodical mapping of seagrass beds using systems such as Florida
Land Use, Land Cover Classification System (FLUCCS) allows for monitoring of
seagrass canopy cover and shoot density. FLUCCS contains 3 seagrass classifications:
Seagrass, Sparse- Medium (10%-75% continuous cover); Seagrass, Dense (75%-100%
continuous cover); and Seagrass, Patchy (Florida Department of Transportation
Surveying and Mapping Office, 1999). In order to simplify nomenclature, SparseMedium will be referred to as Sparse in this work. Some mapping projects in Florida only
map seagrass density as continuous or discontinuous. The Seagrass Integrated Mapping
and Monitoring (SIMM) project aims to update statewide maps of Seagrass at least every
6 years (Florida Fish and Wildlife Conservation Commission, 2011). Statewide mapping
efforts are a significant undertaking since seagrass are widely distributed across the state.
They can be found to different degrees in most parts of the state with the exception of the
Northeast portion of Florida (Figure 1.1).
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Figure 1.1 Seagrass distribution across the state of Florida.
Source: (Florida Fish and Wildlife Conservation Commission, 2005)

Seagrass beds have traditionally been mapped from aerial photography using
photo-interpretation techniques. Beds were delineated on hardcopy aerial images by
photo-interpreters using Mylar overlays and pens. With the introduction of digital aerial
photography, interpreters began using heads-up digitization techniques. However, flying
aircraft missions to collect aerial photography and manually photo-interpreting seagrass
beds is still a costly process. In recent years, there has been an increase in the availability
3

and affordability of high resolution (HR) satellite imagery. HR satellite imagery has
become a more cost effective solution for attaining source imagery and has been proven
effective as a data source for mapping benthic habitats (Fornes, et al., 2006; Kressler,
Steinnocher, & Kim, 2005; Mishra, Narumalani, Rundquist, & Lawson, 2005; P. Mumby
& Edwards, 2002; V. Pasqualini, et al., 2005; Y. Wang, Traber, Milstead, & Stevens,
2007). However, in Florida, the mapping process often still relies heavily on labor
intensive photo-interpretation. Ideally, spectral and/or spatial classification image
processing techniques could partially automate the process of delineating seagrass beds in
Florida. Photo-interpretation is also an inherently subjective process (Drake, 1996).
Image processing techniques would provide a more objective process.
Remote sensing of the seafloor is different from terrestrial applications. Infrared
(IR) bands are commonly used to map vegetation but are not useful for seagrass since
they are absorbed rapidly by the water column. Near-infrared (NIR) bands are absorbed
after approximately 1m penetration into the water column. Visible light (approximately
400-750 nm) does, however, penetrate water with the blue band penetrating the deepest
(Jensen, 2000). Beds of seagrass tend to have distinctly different spectral radiance from
their surrounding habitats (often sand) in the visible bands of light. Spectral contrasts
between seagrass and other seafloor features make them classifiable. Seagrass occurs in
shallow water at depths that visible light can penetrate, but light absorption and turbidity
in the water column can hinder the ability to consistently map seagrass using
classification routines. Sun glare and sun glint from choppy water as well as vessel-based
ground truthing also complicate mapping in marine environments. Some of these issues,
such as light attenuation, can be addressed using corrective mathematical algorithms.
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Current Work

There are proven benefits to using satellite imagery instead of aerial photography
as a data source for habitat mapping (P. J. Mumby, Green, Edwards, & Clark, 1999). The
application of remote sensing techniques in marine habitat mapping applications has
received a fair amount of consideration in the scientific community. A review of
literature produced several results for applications of seagrass mapping using different
types of satellite products, but few were specific to Florida and none in Florida
considered the spatial relationship of pixels in classification-based mapping. Satellite
imagery and aerial photography are not the only remote sensing techniques being used to
collect data for benthic mapping. Other passive sensors such as airborne hyperspectral
sensors as well as active sensors such as airborne LiDAR and ship mounted acoustics
have also been proven effective in some scenarios.
In Venezuela, Schweitzer (2005) achieved a 74% overall accuracy mapping eight
bottom types with Landsat Enhanced Thematic Mapper (ETM+) and supervised
classification routines. Seagrass was mapped as dense and dispersed meadows over sand.
Wabnitz (2008) conducted regional scale mapping of seagrass in the Caribbean using
Landsat Thematic Mapper (TM) and ETM+ bands. Supervised classifications were
augmented with geomorphological segmentation and contextual editing to map Dense
and Medium/Sparse seagrass. While overall classification accuracies ranged from 4688% depending on the area, the study cited its methods as providing a drastic
improvement over contemporary regional datasets. On the East Coast of Bahrain, Zanial
(1994) mapped benthic habitat using classifications of Landsat TM. Seagrass was only
mapped as presence or absence and the scene was divided into subsets. Independent
5

classification of subdivided areas provided the most accurate results. Gullstrom (2006)
mapped seagrass in Chwaka Bay using unsupervised classifications of Landsat TM and
ETM+. Mapping was performed for the purpose of time series analysis and the results
were deemed as having adequate accuracy for change detection mapping. In Puerto Rico,
Shapiro (2006) also used Landsat TM and ETM+ to create seagrass maps for change
detection studies. Change detections were produced using both satellite-based and aerial
photography-based classification maps. The coarse spatial resolution of the Landsat data
limited the analysis to baseline trends and anomalies.
Mishra (2005) managed to achieve an overall mapping accuracy of 81% using
classification techniques and IKONOS imagery in Honduras. The 6 class study included
2 categories for seagrass density: Dense and Mixed Seagrass/Sand/Algae. Extensive
water column corrections were applied to the imagery in order to reach high accuracy.
Mishra (2005) found that using IKONOS improved results over the use of SPOT XS and
Landsat TM as imagery sources. Fornes (2006) achieved high accuracy results, 84%
agreement with sampled areas, mapping seagrass in clear Mediterranean waters using
IKONOS with coarse 4 classification mapping. Pasqualini (2005) mapped seagrass using
SPOT 5 and found that pansharpened scenes did not improve the accuracy of mapping,
however, they found the increased spatial resolution did help account for patchiness of
seagrass bed formations. IKONOS imagery was used in Tanzania by Knudby (2011) to
map Dense and Sparse seagrass. A 3 x 3 cell kernel median filter was applied to the
imagery to remove noise and depth invariant water column corrections were generated
for supervised classifications. Results were assessed with 77.7% overall accuracy.
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QuickBird imagery was used by Wang (2007) to map seagrass as high and low
density classes in the Northeast United States. Unsupervised classifications were
augmented with bathymetric segmentations to achieve 75% mapping accuracies. Phinn
(2008) compared QuickBird, Landsat TM and Compact Airborne Spectrographic Imager
(CASI) imagery for mapping seagrass species, cover and biomass in Australia.
Evaluations were limited to shallow waters (<3 meters) and supervised classifications
were used to categorize pixels. Water column corrections were not applied, but pixels
beyond the depth range were masked out. It was found that QuickBird and Landsat TM
imagery were not appropriate for mapping these factors of seagrass due to a low overall
accuracy assessment. Phinn (2008) did however find that high resolution multi-spectral
imagery is sufficient to map general seagrass distributions and biomass levels of seagrass.
Hyperspectral airborne sensors also provide a useful imagery source for benthic
mapping applications. Mumby (1998) managed to achieve 89% overall accuracy
mapping coarse level habitat (corals, algae, sand and seagrass) and 81% accuracy for fine
level habitat mapping (where seagrass was sub-classified into Dense and Low-Medium)
using CASI in the clear waters of the Turks and Caicos Islands. At fine level mapping,
CASI showed significant accuracy improvements over Landsat and SPOT image
products. In the Bahamas, Louchard (2003) used Portable Hyperspectral Imager for Low
Light Spectroscopy (PHILLS) to map bathymetry and benthos. After developing a
spectral library, benthic classifications (including 3 seagrass density classes) produced
83% mean accuracy. Peneva (2008) used HyMap hyperspectral imagery to map seagrass
distribution in the northern Gulf of Mexico. Supervised classifications were able to
distinguish seagrass with 93% overall accuracy. The major limitation of mapping from
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hyperspectral data is however in the cost of data collection. There is also a considerable
increase in processing time required for working with hyperspectral over multi-spectral
imagery. In order to really take advantage of the high spectral fidelity of hyperspectral
imagery, the water column must be very clear and consistent.
Mumby and Edwards (2002) evaluated the effectiveness of using IKONOS for
benthic mapping relative to other data sources: Landsat Multi-spectral Scanner (MSS),
Landsat TM, Satellite Pour l‟Observation de la Terre (SPOT) High-Resolution Visible
(HRV) multi-spectral and panchromatic, and CASI hyperspectral sensor. They found that
the higher spatial resolution of the IKONOS imagery provided textural information that
improved mapping accuracy over all but the CASI sensors. Coarse classifications (4
class) resulted in higher accuracy. IKONOS was however only found to be more cost
effective than TM under specific conditions. Fine level habitats (13 classes) were also
improved using IKONOS over other multi-spectral imagery, but total accuracy was not
adequate for mapping (Figure 1.2). CASI was found to provide better accuracy for
mapping (particularly fine scale mapping) than IKONOS.
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Figure 1.2 Habitat map accuracy for multiple satellite imagery sources.
Source: (P. Mumby & Edwards, 2002)

Acoustic remote sensing systems can also be used for benthic mapping. Acoustic
systems are particularly useful in deepwater habitat mapping since they are not limited by
properties of light in water. Multibeam and side-scan sonar have been proven effective
for mapping benthic marine habitat; side-scan proved specifically effective for shallow
water seagrass habitat mapping (Kendall, et al., 2005; Komatsu, Igarashi, Nakaoka,
Hiraishi, & Taira, 2002). There are however limitations with side scan sonar for coastal
mapping. Kamoshita (2005) cites three primary disadvantages of side scan sonar:
difficulty of use on small boats in shallow water, mapping horizontally collected data,
and lack of depth measurements. In Japan, Sagawa (2007) mapped seagrass using a
combination of IKONOS imagery and side scan sonar data. The sonar data provided
detailed bathymetric data as well as ground truth data. The study site was divided into
bathymetric zones (shallow and deep) and supervised classifications were trained using
9

sonar ground truth data. Classifications were conducted using both light attenuation
corrected and uncorrected imagery. The most accurate results were found to be in the
shallow water zones. When the deep water zone was considered, the attenuation corrected
image provided a higher overall accuracy of 85%.
It is also possible for Seagrass to be mapped from LiDAR in shallow coastal
waters. Wang (2007) identified a technique using the amplitude of light signal bottom
return from Scanning Hydrographic Operational Airborne LiDAR Survey (SHOALS)
LiDAR data to distinguish between sand, continuous and discontinuous seagrass. Wang
suggests that these methods could be used to map seagrass from existing LiDAR data, but
does not indicate that LiDAR be used as a data collection strategy for seagrass mapping
projects. The United States Geological Survey (2004) cited an instance where
hyperspectral data was combined with LiDAR to map seagrass, however there is minimal
peer-reviewed literature specific to LiDAR for benthic mapping. For the most part,
LiDAR and Hyperspectral type data sources will not be as cost effective as multi-spectral
satellite imagery.
Aerial photography is also often used as a data source for mapping seagrass, but it
has traditionally been used with manual photo-interpretation techniques. In 2001,
Pasqualini (2001) proposed spectral classification image processing techniques for
mapping seagrass from aerial photography, but satellite imagery provides unique
advantages over aerial photography that are discussed in this work.
Change detection mapping studies provide tools for monitoring trends in the
spatial distribution of seagrass by comparing different time periods of seagrass maps.
Gullstrom (2006) used the results of TM and ETM+ classification routines to create
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change detection maps of seagrass in Chawaka Bay. He concluded that remote sensing
techniques provided a suitable method for tracking spatial changes in seagrass and
seaweed distribution. While Gullstrom (2006) performed a simple pixel by pixel
comparison of classified images to detect change, he also proposed a method for
detecting general change. Based on the original pixel values Gullstrom (2006) proposed a
correlation analyses of radiance values for pixel pairs of different time periods. Fletcher
(2009) used digital aerial photography and Geographic Information Systems (GIS) tools
to quantify changes in bare and vegetated seagrass areas in Texas. But rather than use
photo-interpretation techniques to create base maps for change detection, Fletcher (2009)
used semi-automated image processing techniques and found the techniques to be
efficient and accurate for mapping changes. Dekker (2005) based change detection
studies of seagrass in an Australian lake on TM and ETM+ image classification routines.
A review of literature indicates that most peer-reviewed seagrass change detection
publications are based on seagrass maps created from image processing techniques rather
than photo-interpretation techniques.
Delineation of discrete polygons around continuous features based on visual
interpretation is inherently subjective (Drake, 1996). The consistency of photointerpretation results relies largely on interpreter experience; the statistical exactness of
the results is difficult to determine (Bie & Beckett, 1973; Reinhold & Wolff, 1969). This
becomes problematic when comparing photo-interpretation results for purposes such as
change detection mapping. Using image processing methods can provide more
appropriate quantitative and objective results.
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This review of current work indicates that there are several data source options
available beyond aerial photography for mapping seagrass using Remote Sensing
techniques rather than photo-interpretation techniques. However only some of the studies
mention the application of water column correction techniques and there is little mention
of spatial image processing with high resolution satellite imagery.

12

Objectives

The objectives of this thesis are guided by the research question: Can traditional
seagrass mapping methods be replaced and standardized with quantitative methods? It is
hypothesized that new satellite technologies can be leveraged with image processing
techniques to produce quantitative benthic maps and that these new methods will produce
accurate and cost effective results compared to photo-interpretation techniques. As this
literature review of current work suggests, remote sensing techniques can be applied to
remotely sensed data to map seagrass, but methods for classifying seagrass using a
readily available, cost effective satellite product is not established for Florida waters. This
research will provide a unique and important evaluation of the feasibility of employing
semi-automated remote sensing techniques to address the ongoing need to periodically
map seagrass in Florida. Results from this research are expected to provide information
on what image processing techniques and classification methods are both appropriate for
mapping seagrass and spatially comparable to photo-interpretation techniques. This
research will also explore the feasibility of replacing old photo-interpretation techniques
with objective and semi-automated remote sensing techniques. The primary objectives of
this research are as follows:
1. Evaluate the effects of pan-sharpening techniques relative to mapping benthic
habitat.
2. Evaluate the application of water column light attenuation corrections.
3. Identify image processing techniques for classifying seagrass habitat.
4. Analyze the compatibility of new methods with traditional mapping methods and
analyze the cost benefit.
13

Study Site

Springs Coast, Florida provides a study site (Figure 1.3) with existing photointerpreted seagrass layers (which will be used to help evaluate final mapping accuracies)
and temporally comparable cloud free satellite imagery. Springs Coast is also
characterized by extensive seagrass meadows of varying density which will provide good
data for delineation of density types. The Springs Coast coastal area is influenced by a
substantial amount of ground-water discharge from the Upper Floridian aquifer. The
spatial distribution of ground water input locations creates spatial variation in water flow
input. Spring discharge also contributes to the coastal area and rates are affected by the
seasonally variable rates of rainfall. Water column differences are also related to the
spring vent depth, proximity of the spring to the Gulf, and the dynamic location of the
fresh-saltwater interface. These variable rates of water flow from springs and groundwater create fluctuations in water quality. The water quality properties of Springs Coast
therefore vary over space and time (Knochenmus & Yobbi, 2001).

14

Figure 1.3 Springs Coast, Florida study site.
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The author visited a set of locations covering parts of the satellite scene to become
familiar with the study site and to collect spectral response data. Spectral responses were
inconsistent across the area as indicated by disparate spectral response curves for Dense
seagrass at different locations with similar water depth (Figure 1.4). It was visually
noticeable that changes in water clarity were not only spatial, but also temporal, likely
due to changing tides. It was decided that due to the substantial spatial and temporal
variations, spectral sample data for the study site could not be used to supplement
mathematical corrections or to provide spectral signatures unless spectral samples were
collected at the same time as the satellite imagery. These observations support the general
information about water column inconsistencies in the study site.

Figure 1.4 Spectral signatures of Dense seagrass at 4 different locations of comparable
depth in Springs Coast.

In Springs Coast, spring is often a good time for collecting imagery of seagrass
since turbidity is lower (less rainfall) and seagrass beds are at a strong point in their
16

growing season, but collecting data with consistent water column conditions can still be
difficult. These conditions are typical of natural environments and must be considered in
remote sensing applications. If methods can be successfully identified for mapping
seagrass in these variable areas of water, it is likely that they will provide even better
results in other parts of the state where water is typically clearer.
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Data Sources

As this literature review of current work suggests, there are several data source
options available for mapping marine benthic habitat. However, the IKONOS product
seems particularly well suited for seagrass mapping studies. IKONOS is selected as a
data source for the following reasons. IKONOS has been proven effective as a data
source for mapping seagrass for over two decades; the satellite has been collecting
imagery since 1999 providing a large archive of high spatial resolution (4 meter multispectral pixel) imagery. Over this time period, the satellite has been consistent in
collecting imagery. The product is also accessible through variable pricing schemes
which allow for cost savings. Its large 11km swath is advantageous as it allows larger
synoptic coverage. The 3 day revisit time is also useful since it increases the chances of
capturing data with good weather conditions inside an acquisition window time period. A
detailed list of IKONOS specifications is available in Appendix 1 and metadata for the
scene used in this study is available in Appendix 2.
An archived IKONOS scene covering approximately 600 km2 from 2006 was
purchased by the South West Florida Water Management District (SWFWMD) for
seagrass photo-interpretation in 2010. The photo-interpreted data will provide a basis for
comparison with image processing routines. The scene was provided to the author for the
purpose of this study. As with any real world mapping project, imagery available or
collected for mapping is often far from perfect. A good portion of the scene is washed out
with abnormally high reflectance and could not be photo-interpreted. The Springs Coast
area is a particularly complicated location for benthic mapping due to spatially
inconsistent water column properties. Addressing these real world complications
18

throughout this study provides pragmatic information and results that are more useful
than a study using a perfect study site and scene of imagery.
Two sets of photo-interpreted maps created from imagery collected in spring one
year apart are available for this study site. One map is interpreted from aerial
photography collected in 2007 and the second is based on the archive IKONOS scene
from 2006. The maps were created by different photo-interpreters, however interpreters
followed the same photo-interpretation key and both products underwent quality
assurance and quality control. The more recently photo-interpretation map based on the
IKONOS imagery was interpreted without consideration of the line-work created from
the aerial photography photo-interpretation.
All datasets are projected to a common coordinate system for analysis: Florida
State Plane West with 1983 North American Datum. This coordinate system is
appropriate for producing accurate, fine scale area and distance figures in the Springs
Coast area.
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Software

There are several options for remote sensing software packages. Leica
Geosystems ERDAS Imagine, ITT Visual Information Solutions ENVI, Clark Labs
IDRISI, and Trimble eCognition are a few of the major software packages. Each program
has a unique way of processing data. ERDAS and ENVI were both used interchangeably
for remote sensing and image processing in this study. These two remote sensing
software packages are very commonly used in the natural science field. They were also
used since the author has a familiarity with them and access to licensing. For GIS
procedures, ESRI ArcGIS was employed. ArcGIS is an industry standard for GIS and
was more than adequate for the GIS methods of this research.
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Scale

Scale is an important factor to consider in any spatial mapping project. Scale
issues include line generalization, scale of data capture and data display as well as issues
with ecological fallacy (Harris, 2006). Inappropriate applications of scale can result in
false precision, false accuracy and artifact. The spatial complexity of natural systems
presents challenges in mapping efforts. In Tampa Bay, seagrass recovery monitoring is
being approached with a multi-scale strategy that considers the regional scale processes,
such as watershed scale nutrient management, as well as local scale processes such as
small area perturbations (Greening, Cross, & Sherwood, 2011).
Mapping scales for seagrass projects in Florida have generally followed a 0.5
minimum mapping unit where photo-interpretation is done with 1 foot resolution imagery
at 1:12,000 scale. The spatial resolution of satellite imagery pixels must also be
considered. Lim (2009) cites that the spatial resolution of imagery is a contributing factor
in accuracies for mapping reefs. In terms of remote sensing techniques, there is a
threshold where higher pixel resolution complicates rather than improves mapping
efforts. Scale issues as they relate to image processing techniques are discussed in detail
in following chapters. As indicated by the review of current research, the 4 meter pixel
size of the IKONOS imagery is adequate from mapping seagrass habitat.
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Organization of Study

The 4 primary objectives of this study are closely related and as a whole strive to
address the research question; however they also stand alone as they each have a unique
set of research methods and results. Each of the four objectives of this research are
organized into individual chapters. A common introduction and conclusion tie together
the objective chapters and address their combined results in terms of the research
question. Figure 1.5 presents a flow chart illustrating the organizational structure and
primary steps of this thesis.

Attenuation
Correction

Quantitative
Analysis

1. Depth Invariant
2. Depth Variant

1. Pixel by Pixel
2. General Area

Pansharpening
1. ENVI SPEAR
2. ERDAS Modified Intensity Hue
Saturation
3. and ERDAS Subtractive
Resolution Merge

Best
Pansharpening
Results
Qualitative
Analysis

Quantitative
Analysis

Qualitative
Analysis

1. Pixel by Pixel
2. General Area

Visual comparison at
various scales

Visual comparison at
various scales

IKONOS
Image

Satellite vs Aerial
Photo Interpretation
1. Qualitative Compare
2. Quantitative Compare

Satellite vs. Aerial
Photo as Data
Source
1. Pros and Cons

Recommendations
Photointerpretation vs.
Image Processing

1. Pansharpening

2. Attenuation
Correction

4. Comparability &
Cost Effectiveness

3. Image
Processing

Best
Corrected
Results

Image Processing
Comparability
- Aerial photography
Photo-interpretation
vs.
- Satellite Photointerpretation
vs.
- Satellite Image
Processing

Best
Classified
Results

Cost Effectiveness
Analysis

Figure 1.5 Flow chart of project logic and steps
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1. Unsupervised Classifications
2. Texture Analysis
3. Edge Detection
4. Image Segmentation

Quantitative
Analysis

Qualitative
Analysis

1. Total Area
2. Change Detection

Visual comparison at
various scales

Photointerpreted
data

2.

An evaluation of the effects of Pan-sharpening IKONOS imagery
relative to seagrass mapping in Springs Coast Florida.

Seagrasses are a keystone habitat for Florida‟s coastal marine life providing
critical habitat and nutrients to fisheries. Monitoring seagrass health provides important
insight into the health of marine ecosystems. The periodical mapping of seagrass beds
allows for monitoring seagrass health. LandSat Satellite Imagery has proven an effective
means for mapping benthic habitats over coastal waters (Palandro, Hu, Andrefouet,
Müller-Karger, & Kramer, 2004; Wabnitz, et al., 2008). The commonly used LandSat
imagery does not provide the spatial resolution of aerial photography collected by aircraft
traditionally used for benthic mapping, but new satellite products are providing higher
pixel resolution. In recent years, there has been an increase in the availability and
affordability of high resolution satellite imagery. High resolution satellite imagery has
become a cost effective solution for attaining source imagery and has been proven
effective as a data source for mapping benthic habitats (Fornes, et al., 2006; Mishra, et
al., 2005; P. Mumby & Edwards, 2002).
IKONOS imagery has been publicly accessible since 2000 and has become a
popular product for scientific applications. The IKONOS satellite product provides 4
meter multi-spectral (4 band) imagery as well as 1 meter wide spectral single band
panchromatic imagery. Fusing the panchromatic and multispectral bands produces higher
spatial resolution pan-sharpened imagery. The pan-sharpening process can be approached
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in a variety of different ways by leveraging the relationship between spatial and spectral
properties of pixel data (Alparone, et al., 2007; Nikolakopoulos, 2008). Pan-sharpened
products are typically used for mapping purposes and are often used for terrestrial and
marine applications (Colditz, et al., 2006; P. Mumby & Edwards, 2002; Van der Sande,
de Jong, & de Roo, 2003), but with pan-sharpening, spatial and spectral distortions are
introduced to different degrees (Alparone, et al., 2007; Chavez, Sides, & Anderson,
1991). There are marine specific properties of pan-sharpening that have not been
evaluated for potential problems. In the water column, light attenuates at increasing rates
with longer wavelengths. Near-infrared (NIR) wavelengths are absorbed almost
immediately in the water column, depending on the purity of the water (Jensen, 2000).
Visible light (Red, Blue and Green bands) do however penetrate water with the Blue
portion of the spectrum penetrating the deepest. Since the panchromatic IKONOS band
includes these longer near-infrared wavelengths (700-900 nm of the 450-900 nm range),
there is the potential for more spectral fidelity loss with pan-sharpened pixels over water.
Seagrasses are most susceptible to water quality issues in deeper waters where less light
penetrates. Reduced spectral fidelity at depth could impede the ability to map these more
susceptible beds. Pan-sharpening of LandSat TM (from 30m to 15m) has proven benefits
in terrestrial applications (Nikolakopoulos, 2008), but the benefits of pan-sharpening high
resolution imagery in marine applications, such as IKONOS, are unclear. The objective
of this research is to evaluate the usefulness of pan-sharpening IKONOS imagery for
mapping seagrasses by investigating spectral reflectance value changes and visual
interpretability changes of imagery over seagrass inhabited coastal waters.
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Methods
Springs Coast, Florida was used as a study site with existing seagrass photointerpreted aerial photography and temporally comparable cloud free satellite imagery
(Figure 2.1). An IKONOS 11 bit scene of the Springs Coast area was acquired from
GeoEye archived imagery (GeoEye scene ID 2000031836105THC). The georeferenced
scene was spatially verified using aerial photography and the digital numbers were
converted to radiance at sensor values based on calibration figures. Several pansharpening methods were applied to the scenes using ERDAS Imagine and ENVI. Three
methods with results visually and spectrally comparable to the original multispectral
scene were identified and used for analysis.
Quantitative and qualitative comparisons of the multi-spectral and pan-sharpened
IKONOS scene was performed over variable depths since traditional quality indices
require a reference image at the same resolution as the pan-sharpened image (Khan,
Alparone, & Chanussot, 2009). Quantitative comparisons were generated using 2
different sampling methods, a „per pixel‟ comparison and a „general area‟ comparison.
The Blue, Green and Red bands were used in these comparisons; the Near Infrared band
was not considered since it is not generally useful for mapping benthic habitat due to its
high rate of attenuation in the water column.
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Figure 2.1 Study Area: Springs Coast, Florida.
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For the „per pixel‟ comparison, 100 random sample sites were generated across
the IKONOS scene. Samples falling over areas influenced by cloud cover or non-water
pixels were removed. The samples each represent 1 multispectral pixel and the 16
coincident pan-sharpened pixels. Samples were distributed over 3 depth intervals: Deep
(6-12 ft, n=51), Middle depth (3-6 ft, n=29), and Shallow water (0-3 ft, n=20; Figure 2.2).
Depth intervals were based on digitized NOAA Nautical Chart isobaths. A paired t-Test
was performed to test for a statistically significant difference between the radiance values
of the multi-spectral and pan-sharpened scenes. Ninety-five percent confidence intervals
were also created for the radiance differences. For the „general area‟ comparison, eleven
0.3 square mile sample areas were created for each depth interval: 5 samples over deep
water, 3 samples at middle depth, and 3 samples over shallow water (Figure 2.2).
Samples were selected to provide a broad range over the scene while avoiding areas
influenced by cloud cover. General descriptive statistics were calculated for all pixels in
each sample area (52,000 multi-spectral pixels and 837,000 pan-sharpened pixels per
sample) for each band. The mean and standard deviation of radiance at sensor were
compared for each of the coupled multi-spectral and pan-sharpened bands. Spectral
statistics were created for seagrass habitat sample areas to provide significance thresholds
specific to the habitat of interest. A qualitative visual comparison of the scenes was
conducted at 1:12,000 and 1:4,000 scale. The 1:12,000 scale matches that of aerial
photography collected in 2007 for mapping seagrass beds in Springs Coast. A consistent
Standard Deviations histogram stretch was applied to all of the images.
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Figure 2.2 Per Pixel and General Area samples for quantitative comparison of Pansharpening results.
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Results and Discussion

Three methods were identified as having useable results that were visually and
spectrally comparable to the original multi-spectral scene: ENVI SPEAR, ERDAS
Modified Intensity Hue Saturation (IHS) and ERDAS Subtractive Resolution Merge
(SRM). The SRM procedure is designed specifically for sharpening multi-spectral scenes
such as IKONOS; ERDAS recommended parameter values for IKONOS were used for
SRM. The IHS method assesses the spectral overlap between multi-spectral and
panchromatic bands and weights the merge based on the relative wavelengths. A nearest
neighbor re-sampling method was used to retain the original range of values (ERDAS,
2010). Details on ERDAS pan-sharpening methods are provided in Appendix 3. ENVI
performs the SPEAR pan-sharpening as follows. A Gram-Schmidt transformation is
applied to a simulated low resolution panchromatic band and the multi-spectral bands.
The original panchromatic image is adjusted to match the statistics of the Gram-Schmidt
transform bands and an inverse Gram-Schmidt transformation is then performed on the
transformed bands to create the pan-sharpened image (ENVI, 2010). Details are provided
in the Laben and Bower (2000) patent.
Figure 2.3 provides a visual comparison of the data at the typical 1:12,000 scale
used for seagrass mapping. The difference in spatial resolution between the multi-spectral
and pansharpened images is hardly noticeable at 1:12,000 scale. The 4 meter pixel
resolution of the multi-spectral image does not impede the ability to visually distinguish
seagrass. Speckling, which was introduced by the panchromatic band, is visibly present
in the SPEAR scene. Sensor distortions, vertical line of color distortion affecting the
western third of the scenes, are amplified in the pan-sharpened scenes. The panchromatic
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band shows less contrast between seagrass and sand than the multi-spectral scene, this
loss of contrast is generally distributed to all of the pan-sharpened scenes. In some cases,
zooming into a questionable area helps in photo-interpretation; higher spatial resolution
would be advantageous in these situations. A visual evaluation of the images at 1:4,000
scale (Figure 2.4) showed the difference in spatial resolution. At this finer scale,
speckling becomes visible in all three pan-sharpened scenes, though it is still more
prevalent in the SPEAR scene. Seagrass is traditionally mapped using visual photointerpretation, however there is potential for parametric classification techniques that
would aid in delineating seagrass beds. Parametric classifications based on spectral data
would be affected by statistical changes in spectral measurements created by pansharpening procedures.
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Figure 2.3 Visual Comparison of Scenes at 1:12,000 Scale.
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Figure 2.4 Visual Comparison of Scenes at 1:4,000 Scale.
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The parametric comparison results of radiance for „per pixel‟ samples at all depths
only show the SRM pan-sharpened image as having a statistically significant difference
in radiance from the multi-spectral scene with statistical changes for all 3 bands (Blue p =
0.034, Green p = 0.002, Red p = 0.001). This provides evidence that the SRM pansharpening alters the multi-spectral radiance values. The standard deviation of multispectral spectral values for Seagrass (Blue σ = 0.0037, Green σ = 0.0059, Red σ =
0.0028) exceeds the 95% confidence level of the mean difference between multi-spectral
and SRM radiance (Blue α = 0.0010, Green α = 0.0014, Red α = 0.0006). This evidence
supports the possibility that the change in radiance values created by the SRM pansharpening method changes the spectral signature of seagrass. An evaluation of changes
at depth indicates that pan-sharpening generates more significant changes in Deep water
than Middle and Shallow depth water samples. For Deep water samples, there is a
significant change in the Red band radiance values for all sharpening methods (SPEAR p
= 0.027, SRM p = 0.001, IHS p = 0.005). In the Deep water Green bands, two methods
are significantly different (SRM p = 0.002, IHS p = 0.014) and in the Deep water Blue
band, IHS shows significant changes in sampled radiance (p = 0.026). There are no
statistically significant changes in radiance at the Middle depths. In Shallow water, IHS
creates a significant change in radiance in all 3 bands (Blue p < 0.0001, Green p <
0.0001, Red p = 0.0005). While each pan-sharpening method produces unique results,
these results suggest that all 3 pan-sharpening methods change radiance values of pixels
over deep water. The SPEAR pan-sharpening method creates the least statistical changes
in radiance; it only statistically changes the Deep water Red band.
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The second quantitative approach, the „general area‟ sample comparison, provides
results consistent with those of the „per pixel‟ quantitative approach. Box plots (Figure
2.5) illustrate the changes in the radiance distribution and range resulting from the pansharpening process. Maximum range in the pan-sharpened sample is consistently higher
than the minimum range of radiance. Each pan-sharpening method appears to create a
larger maximum range, but the IHS method has a particularly disproportionate
maximum/minimum range. There is also a large increase in the range of the central 50%
of data in the pan-sharpened bands. A comparison of standard deviations (Figure 2.6)
shows increased radiance deviations in the pan-sharpened scenes relative to each band
with the highest magnitude of change in the Blue band. Unlike the multi-spectral band,
pan-sharpened deviations from the mean are higher in the deep water samples for the
Green and Blue bands and lower in the Red band. Graphs comparing the mean radiance
of multi-spectral and PS samples (Figure 2.7) show IHS differing the most from the
multi-spectral in the Blue, Green and Red bands, particularly in shallow waters. The IHS
mean radiance is consistently higher than the multi-spectral radiance in Deep water and
lower in Shallow water for all bands. In several cases, the mean IHS radiance is outside
of the standard deviation of the multi-spectral radiance, and in some cases, it is outside of
the standard deviation of multi-spectral seagrass pixel radiance. The mean radiance of
SPEAR and SRM pan-sharpening are all within the multi-spectral standard deviation. In
the Red band, the first 3 deep water sample multi-spectral standard deviations are nearly
the same as the standard deviation of multi-spectral seagrass pixel radiances. This
highlights the importance of spectral fidelity of Blue and Green wavelengths in deeper
water.
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Figure 2.5 Box plots for „general area‟ sample radiance.
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Figure 2.5 (continued) Box plots for „general area‟ sample radiance.
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Figure 2.6 Standard deviation of radiance.
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Figure 2.7 Graphs of Mean Radiance.
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Conclusion

The poor spectral quality of the panchromatic image used for this research seems
to be the major limiting factor in pan-sharpening this IKONOS scene. The qualitative
visual comparison provides important perspective into the human interpretability of
seagrass. Based on visual comparisons, pan-sharpening with the panchromatic band does
not improve the visual interpretability of Seagrass in the IKONOS scene since seagrass
can be identified and delineated at 1:12,000 scale. In this particular scene over water, the
panchromatic band introduces unwanted speckle and loss of contrast to a sharpened
image. Photo-interpretation could benefit from the use of pan-sharpened imagery as
ancillary data, but based on these results, the multi-spectral scene is more appropriate for
visual photo-interpretation. The addition of speckle would also present problems for
image processing routines such as spectral pixel classifications. The loss of contrast and
introduction of speckling seems to outweigh the advantages of increased spatial
resolution.
Based on quantitative comparison results, it does not appear that light attenuation
issues introduced by adding the longer wavelength radiance of the panchromatic band
specifically affect the pan-sharpened Blue band. Consistent increases of Standard
Deviation in Deep water Green and Blue bands as well as significant changes in the mean
radiance of Deep water pixels indicates that the fidelity pixels are more affected with
increasing depth by pan-sharpening procedures. This research is limited by the depth
range covered in the IKONOS scene. Deeper water pixel samples would provide better
data to study attenuation affects. It is clear that each pan-sharpening method provides
different results. Based on these quantitative results, the SPEAR pan-sharpening method
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creates the least change in mean radiance pixel values, however it does still create a large
radiance deviation from the mean. Before pan-sharpening imagery, it is important to
evaluate the quality of the panchromatic scene. Bright speckle pixels from the
panchromatic band could be responsible for the disproportionately increased upper range
of radiance values introduced by pan-sharpening. A higher quality panchromatic scene
could provide different results. These conclusions only consider the visual and statistical
comparison of multi-spectral and pan-sharpened imagery, it is however possible that the
higher spatial resolution of the panchromatic band could be useful in spatial image
processing routines. Future work running spectral and spatial classification routines for
the different images would provide insight into the affects of pan-sharpening in practical
application.
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3.

Light attenuation correction of IKONOS satellite imagery to aid
seagrass mapping in Springs Coast Florida

The periodical mapping of seagrass beds allows for monitoring seagrass health.
Seagrass beds have traditionally been mapped from aerial photography using Photointerpretation techniques. Flying aircraft missions to collect aerial photography and
manually photo-interpreting seagrass beds are costly processes and photo-interpretation is
also a subjective processes (Drake, 1996). In recent years, there has been an increase in
the availability and affordability of high resolution (HR) satellite imagery. HR satellite
imagery has become a more cost effective solution for attaining source imagery and has
been proven effective as a data source for mapping benthic habitats (Fornes, et al., 2006;
Mishra, et al., 2005; P. Mumby & Edwards, 2002; Wabnitz, et al., 2008). However, in the
case of seagrass mapping, the process often still relies heavily on labor intensive photointerpretation techniques which are sensitive to the expertise of the interpreter. Ideally,
spectral and/or spatial classification techniques could partially automate the process of
delineating seagrass beds.
Terrestrial Land Use/Land Cover maps have well established quantitative
methods of image processing based on remote sensing techniques. Classification
algorithms, which group pixels based on their spectral similarities or by land cover
spectral signatures, are used to map terrestrial features from satellite images.
Unfortunately, these pixel classification techniques do not transfer directly to marine
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mapping applications since classification of benthic features is complicated by the
presence of the water column. The unique properties of the water column, such as light
attenuation (absorption) and light scattering caused by suspended particles, change the
spectral response of seafloor features over space and time. Attenuation of light in the
water column occurs exponentially with depth (Kirk, 2003). As light is absorbed, less
light is available to reflect from the seafloor. Differences in depth result in different
radiance values for similar seafloor features. For instance, seagrass in deep water will
have lower irradiance (light intensity) than seagrass in shallow water. These
inconsistencies hinder the ability to consistently map benthic features using classification
routines (Maritorena, Morel, & Gentili, 1994).
While trained photo-interpreters can account for light attenuation anomalies insitu using ancillary data such as bathymetric data, image processing routines such as
spectral classifications cannot. There are many dynamic water column properties that
contribute to the absorption and reflectance of light, but attenuation relative to depth is
static and can be corrected for using mathematical algorithms. Implementation of water
column light attenuation corrections can improve the results of benthic habitat
classification routines (Green, Mumby, Edwards, & Clark, 2000; P. J. Mumby, Clark,
Green, & Edwards, 1997a; Yang, et al., 2010). Light attenuation corrections create depth
independent bottom reflectance images where similar features have similar reflectance
values. The objective of this chapter is to apply light attenuation corrections to IKONOS
coastal water scenes and test for improved results with spectral classification of benthic
habitat.
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The diffuse attenuation coefficient, K (m-1), is a measure of light attenuation in
the water column. Rates of light attenuation are unique to spectral wavelengths, therefore,
each band must be corrected independently. There are multiple approaches to deriving K
from satellite imagery. Depth invariant corrections (which will be denoted simply as K)
are only appropriate where water clarity is good (Green, et al., 2000). With adequate
bathymetric information, correction coefficients can be calculated for each band by
comparing pixels for similar known bottom types at different depths (Dierssen,
Zimmerman, Leathers, Downes, & Davis, 2003; Palandro, et al., 2004) as a depth variant
correction (which will be denoted as Kd).
A bathymetric surface of the study area does not exist at an adequate resolution
for calculating Kd. High resolution bathymetric grid data often does not exist for areas
where seagrass is mapped. NOAA digital charts provide depth point data that can be used
to interpolate a depth grid. An Ordinary Kriging interpolation method is commonly
applied to natural systems interpolation. Kriging is an advanced geo-statistical approach
to spatial interpolation with the ability to predict the spatial distribution of uncertainty. It
is often used in geochemistry, ecology, geology and soil science. Kriging quantifies the
spatial autocorrelation among measured points and accounts for the spatial configuration
of the sample points around the prediction location. Kriging is a subjective interpolator in
so much as it requires user input for many of its parameters, but it also provides accuracy
(observed vs. predicted statistical errors) information that can be used to assess the
resulting surface (Mitas & Mitasova, 1999; Smith, Schwarz, & Alexander, 1997).
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Methods
Attenuation corrections were applied to a cloud free IKONOS satellite scene of
the Springs Coast area. This scene, which covers a large latitudinal section of the Springs
Coast area (Figure 3.1) had terrestrial pixels masked out using a 1:24,000 scale shoreline.
A photo-interpreted benthic map of the scene was used to evaluate the accuracy of
classification results based on the attenuation corrected imagery. Atmospheric
radiometric corrections were applied to the scene.
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Figure 3.1 Springs Coast, Florida study site
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A depth invariant corrections was applied to the scene based on band ratios
following Lyzenga (1978, 1981):

Where:

Following this formula, Ki /Kj was calculated as the slope of the regression for the
ratio of band i to band j radiance values for the same pixel bottom type over variable
depths. L is the radiance and c is a constant applied to maintain a positive range of
numbers. Radiance was log natural transformed since attenuation is exponential.
A depth variant correction coefficient was calculated for each band by comparing
pixels for similar known bottom types at different depths following methods described by
Dierssen (2003) and Palandro (2004) using the formula:

Where:
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Kd was calculated as the slope of the regression for the ratio of radiance (L) and
depth (z) for pixels of the same bottom type over variable depths. Due to the lack of a
high resolution bathymetric grid of the study site for calculation of Kd, a grid was
interpolated from NOAA Digital Nautical Chart point sounding data using Ordinary
Kriging interpolation method (Figure 3.2).
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Figure 3.2 Interpolated bathymetric surface
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For calculation of attenuation coefficients, 75 sample points were produced over
sand substrate at various depths in the study area (Figure 3.3). Points were subjectively
selected to capture the brightest pixels of sand in order to account for the potential
influence of algal growth in the area. The radiance value and depth were extracted for
each point location and used to calculate K and Kd. The Depth Invariant Correction and
Depth Variant attenuation correction factors were then applied to each respective band.
Depth Variant Corrected and Depth Invariant Corrected results were compared to the
original bands by applying a consistent histogram stretch for a visual evaluation of
results.
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Figure 3.3 Sand substrate sample point locations
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A photo-interpreted benthic map of scene was used to evaluate final result
accuracies. In order to evaluate the attenuation correction results, pairs of pixels with
high probability of being misclassified into the same class were selected. Fifteen pixel
pairs with different classifications (either a sand pixel from the Sparse category or a
vegetated pixel from the Dense category) and similar spectral signatures at different
depth (due to attenuation) were identified based on the original uncorrected scene (Figure
3.4). An unsupervised classification was performed on the Depth Invariant Corrected
scene, the Depth Variant Corrected scene and the uncorrected original multi-spectral
scene. ISODATA clustering algorithms in ERDAS Imagine were created with 10 classes.
Class values of each classified image were extracted to the pixel pair samples. Pixel pairs
with the same class numbers became incorrectly classified pixels.
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Figure 3.4 Pixel pair sample sites likely to be misclassified due to attenuation.
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Results & Discussion

The statistical regression of different band values used for deriving K are
presented in Figures 3.5 through 3.7. The R2 values range from 0.47 to 0.68, an
acceptable fit given the inconsistencies of the water column. The statistical regression of
band and bathymetry values for deriving Kd (Figures 3.8 through 3.10) have a slightly
better fit with R2 ranging from 0.47 to 0.85. A shallower slope indicates that radiance
values are less similar with changing depth and the positive slope indicates that radiance
is reduced with increased depth. As expected, the Red band has the highest attenuation
rate (K = 0.1278 and Kd = 0.2461) followed by the Green band (K = 1.371 and Kd =
6.1303).

Figure 3.5 Regression of K for Blue Band
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Figure 3.6 Regression of K for Green Band

Figure 3.7. Regression of K for Red Band
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Figure 3.8. Regression of Kd for Blue Band

Figure 3.9. Regression of Kd for Green Band
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Figure 3.10. Regression of Kd for Red Band

Evaluation of the attenuation correction results, produced by comparing the
results of classifications, are interpreted based on sample pairs identified as likely to be
confused as the same class. Table 3.1 presents the results of classifications for each pixel
pair. A successful classification separates pairs into different classes (Result = OK in
Table 3.1) while an unsuccessful classification will classify pairs together (Result =
Misclassified). Results, summarized in Table 3.2, indicate that the Depth Variant
Correction (20% Misclassified) and Depth Invariant Corrections (60% Misclassified)
reduce classification confusion of different substrate pixels over variable depth compared
to a classification of uncorrected multi-spectral imagery (73% Misclassified).
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Table 3.1 Pixel pair classification results

Substrate

Pair ID

K
Class

K Result

Kd
Class

Kd Result

Uncorrected
Multispectral
Class

SG Dense

1

6

OK

6

OK

5

Misclassified

SG Sparse

1

7

OK

7

OK

5

Misclassified

SG Patchy

10

6

OK

5

OK

5

Misclassified

SG Sparse

10

5

OK

6

OK

5

Misclassified

SG Sparse

11

4

Misclassified

7

OK

7

Misclassified

SG Dense

11

4

Misclassified

6

OK

7

Misclassified

SG Sparse

12

7

OK

7

OK

4

OK

SG Dense

12

8

OK

6

OK

3

OK

SG Sparse

13

5

OK

8

OK

6

OK

SG Dense

13

7

OK

6

OK

3

OK

SG Sparse

14

4

Misclassified

8

OK

7

Misclassified

SG Dense

14

4

Misclassified

6

OK

7

Misclassified

SG Sparse

15

7

Misclassified

7

OK

4

Misclassified

SG Dense

15

7

Misclassified

6

OK

4

Misclassified

SG Dense

2

5

Misclassified

8

OK

7

OK

SG Patchy

2

5

Misclassified

7

OK

6

OK

SG Dense

3

4

Misclassified

6

OK

7

Misclassified

SG Patchy

3

4

Misclassified

8

OK

7

Misclassified

SG Dense

4

9

Misclassified

5

Misclassified

2

OK

SG Sparse

4

9

Misclassified

5

Misclassified

1

OK

SG Dense

5

6

Misclassified

6

Misclassified

5

Misclassified

SG Sparse

5

6

Misclassified

6

Misclassified

5

Misclassified

SG Sparse

6

6

Misclassified

7

OK

4

Misclassified

SG Dense

6

6

Misclassified

5

OK

4

Misclassified

SG Sparse

7

6

OK

7

OK

4

Misclassified

SG Dense

7

7

OK

6

OK

4

Misclassified

SG Sparse

8

6

Misclassified

7

Misclassified

4

Misclassified

SG Dense

8

6

Misclassified

7

Misclassified

4

Misclassified

SG Sparse

9

8

OK

7

OK

3

Misclassified

SG Dense

9

7

OK

5

OK

3

Misclassified
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Uncorrected
Multispectral
Result

Table 3.2 Pixel pair classification results summary

OK
Misclassified

Depth Invariant
Corrected (K)

Depth Variant
Corrected (Kd)

6
9

12
3

Original
multispectral
4
11

The quality of Kd is dependent on the accuracy of bathymetric data. The quality of
both K and Kd is dependent on the homogeneity of the water column and the selection of
similar bottom type pixels. It must be noted that the Springs Coast study area water
column is highly influenced by changes in the spatially and temporally dynamic
properties of suspended particles. The strong output of freshwater in the area creates
spatial variability in the form of suspended particle fluctuations. Estimation of K is
complicated by unavoidable water column inconsistencies across the scene. Also, the
seafloor tends to be covered to different degrees with various types of algal growth.
Pixels which would be identified as sand based on the satellite imagery are likely
influenced by algal growth and may not have a consistent spectral signature across the
scene due to spatial variability of algal growth.
This particular IKONOS scene contains some troublesome anomalies. In the
southwest corner and the northern portion of the scene (Figure 3.11, C and D), there is
likely strong atmospheric interference or high turbidity causing irregular reflectance.
These portions of the scene cover the deepest waters, yet they have the brightest
reflectance. Sun glare is unlikely the cause since the sun azimuth at the time the sensor
passed (114.9845 degrees) would only affect the eastern portion of the scene. These types
of issues are a regular part of working with remotely sensed imagery and must be
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identified and accounted for before processing. Subsetting a scene into similar parts is
one way of addressing spatial inconsistencies.
Figure 3.11, a visual evaluation of the scenes, shows the effects and differences in
the correction techniques. The original uncorrected scene has a great deal of variation in
seagrass pixels with depth. Both corrected images show increased homogeneity in pixel
values across the scene. The Depth Variant Corrected image shows the most continuity in
pixel values across the scene. Area A, for example, is a shallow water area that shows
brighter seagrass than deep water areas. The brightness in this area becomes more
balanced and more consistent in the Depth Variant Corrected scene. The deep channel,
area B, is much darker than other areas in the original image, but the Depth Variant
Corrected image shows more balanced brightness. The anomalous areas of the scene,
areas C and D, become more washed out in the Depth Variant Corrected surface since the
correction expects these deep waters areas to need increased brightness. The Depth
Invariant Correction can better accommodate these anomalies since depth is not factored
in. The Depth Invariant Corrected scene actually improves the consistency of similar
pixels in these areas while the Depth Variant correction amplifies the anomaly problems.
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Figure 3.11 Visual comparisons of attenuation corrections.
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Applied attenuation corrections alter the pixel values of the bands to relative
values which are no longer comparable to radiance. This does not compromise the ability
to apply supervised and unsupervised classifications; publishing K factors is not the
intent of this chapter. In this case, the attenuation correction is intended to reduce the
classification of different substrate into the same class. A majority of the study area is
classified by photo-interpretation as either Dense or Sparse seagrass. Sparse seagrass
tends to contain a several bright sand pixels. A full evaluation of classification results
will be presented along with additional image processing techniques in the next chapter.
Since seagrass requires light, reduction of light reaching the seafloor caused by
attenuation affects seagrass growth. In this sense, there is a relationship between light
attenuation and seagrass presence/density. However, attenuation corrections apply
correction factors to all pixels, regardless of the pixel type (seagrass, sand or mixed).
Therefore, attenuation corrected imagery is not biased by this relationship. By increasing
the consistency of reflectance values for similar pixel types across the scene, the accuracy
of results for spectral classifications are improved. Since spatial image processing also
relies on the spectral characteristics of pixels, those routines should also be improved
with light attenuation corrections. Depth Variant Corrected imagery will be used for
classification routines in subsequent chapters.
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Conclusion
While seagrass features contrast strongly from sand pixels, the water column
properties vary greatly across the scene making the effects of light attenuation difficult to
correct and pixel types difficult to distinguish. Results may be more conclusive in scenes
with more consistent water column properties or in areas with clear waters such as the
Florida Keys. Better results could be achieved by subsetting a scene into similar parts
based on the visual identification of turbid areas, however, this requires a familiarity with
the area and additional effort since K must be calculated and applied to each subset
independently. Successful attenuation correction is also dependent on good bathymetric
data which is not usually available at high resolution in many coastal waters, however in
areas with smooth bathymetric gradients, a depth surface can be interpolated from NOAA
Nautical Chart Soundings.
Depth Variant Corrections provide better results than Depth Invariant Corrections
in this study. Depth Variant Corrections also manage water column anomalies better than
Depth Invariant corrections, however sea surface and water column inconsistencies will
complicate classification results regardless of attenuation corrections.
These results support the hypothesis that removing the distorting influence of the
water column in IKONOS imagery provides a more consistent bottom spectral
reflectance among similar substrate types which improves the results of unsupervised
classification of sand and seagrass benthic feature types. The improved abilities of image
processing techniques to map seagrass from attenuation corrected imagery improves the
likelihood of these semi-automated, quantitative image processing techniques to become
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adopted as standard methods for seagrass mapping. Efficient and objective image
processing methods for mapping would allow for more seagrass to be mapped more often
in coastal waters which in turn would improve seagrass monitoring capabilities.
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4.

Image Processing Techniques for Classification of Seagrass in
Springs Coast, Florida
Remotely sensed imagery provides ideal data for habitat mapping. Satellite

imagery in particular has become a standard source for the application of computer based
image processing techniques that classify pixels into terrestrial and in some cases benthic
habitat categories. Electromagnetic radiation is reflected from objects across a spectrum
of wavelengths in unique ways. Satellite sensors record the intensity of this reflected
energy in specific ranges of wavelengths. Habitat types can usually be distinguished by
unique patterns of intensity at different wavelengths. Image classification techniques
typically cluster pixels based on statistical similarities between reflectance values.
Seagrass beds have a unique spectra that contrast from sand and other substrate they grow
on.
Delineation of seagrass habitat boundaries and classification of seagrass density
has historically been done using Photo-interpretation techniques which consider spectral
as well as spatial distribution of data. A detailed discussion of photo-interpretation
techniques relative to seagrass mapping is presented in the next chapter. With the
advancement of digital technology, multi-spectral satellite image classification
techniques, such as statistical clustering, provide automated parametric methods for
mapping habitat (Jensen, 2000). Spectral classifications alone do not however consider
the spatial relationships of pixels. In Florida, seagrass mapping is normally conducted
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using a simple 2 category (continuous/discontinuous seagrass) classification or in some
cases using the Florida Land Use, Land Cover Classification System (FLUCCS) (Florida
Department of Transportation Surveying and Mapping Office, 1999). FLUCCS, which
has been used for benthic mapping in Springs Coast, contains 3 seagrass classifications:
Seagrass, Sparse (10%-75% continuous cover); Seagrass, Dense (75%-100% continuous
cover); and Seagrass, Patchy (Florida Department of Transportation Surveying and
Mapping Office, 1999). Previous seagrass mapping efforts in Springs Coast used the
FLUCCS system where “Seagrass Patchy represents isolated patches of seagrasses or
extensive areas of patchy seagrass coverage. Usually, these areas include small round
clumps of vegetation or elongated strands of seagrass coverage. Patchy Seagrass includes
areas 0.5 acres or greater in size that consist of primarily (greater than 50%) bare bottom
in which many small patches (each less than 0.5 acres) of seagrass are scattered, and
where the seagrass patches are not interconnected. The lower limit of what constitutes a
seagrass bed is approximately 10% cover (Avineon, 2007).”
There are several different species of Seagrass in Florida coastal waters. Some
research has been done using hyperspectral imagery to map seagrass by species (Peneva,
et al., 2008). Hyperspectral imagery is however not as accessible as commercial satellite
data and the cost of deploying these airborne sensors is also high. Water conditions must
be near perfect since the spectral differences between seagrass species are minimal.
Springs Coast is characterized by highly variable water quality conditions, mapping
seagrass species in this and most areas of Florida would be complicated if even possible.
The overall reflectance of seagrass beds depends on percentage of canopy cover
compared to sediment (Louchard, et al., 2003). The results of pixel by pixel parametric
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spectral classifications do not consider the spatial distribution of pixels that define
seagrass density categories. Spatial image processing routines consider both the spectral
signature and the spatial distribution of pixels and therefore have the potential to provide
useful methods for mapping seagrass density. Coarse resolution imagery pixels, such as
TM, have a mixed spectra of both substrate and seagrass which can be interpreted into
seagrass density (Schweizer, et al., 2005), however they do not provide the resolution
often required for mapping fine scale habitat change trends over time (i.e. change
detection). High resolution imagery provides the foundation for high resolution mapping;
recent advancements in satellite sensors now provide high resolution satellite imagery.
Spatial relationships between pixels become more important with increased pixel
resolution (Lim, et al., 2009) and spatial relationships between pixels are the foundation
of spatial image processing techniques. Scale is an important and complicated topic that
must be considered in any mapping application. For this research, mapping scale needs
will be based on existing photo-interpretation mapping methods and FLUCCS
classification requirements of the 0.5 acre minimum mapping unit.
Spectral classifications can be augmented with additional spatial processing
techniques or consideration of ancillary data such as habitat relationships with other
physical features to improve classification results (Groom, Fuller, & Jones, 1996; P. J.
Mumby, et al., 1997a). Object-based data extraction of information from remotely sensed
data provides higher accuracy than per-pixel methods alone (Zhan, Molenaar, Tempfli, &
Shi, 2005). Texture analysis, image segmentation and edge detection techniques are
explored in this chapter.
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Texture is “the characteristic placement and arrangement of repetitions of tone or
color in an image (Jensen, 2000).” In some cases, features with similar spectra will have
different texture patterns which make them distinguishable (Jensen, 2000). Important
spatial information is not accounted for when only using pixel-by-pixel classification
algorithms, especially in high resolution data (Aguera, Aguilar, & Aguilar, 2008; Van der
Sande, et al., 2003). The inclusion of a textural analysis can enhance the classification
accuracies for high resolution imagery (P. Mumby & Edwards, 2002; Puissant, Hirsch, &
Weber, 2005). However Wang (2004) found that inclusion of texture analysis did not
improve the ability to classify mangroves using IKONOS and QuickBird imagery.
Seagrass beds have identifiable spatial properties; they tend to grow in aggregated
patches and beds. Creation of a texture band could improve the ability to distinguish
seagrass density type during classification.
Segmentation provides an important component of object-based image analysis
and directly affects the quality of results (Concheda, Durieux, & Mayaux, 2008). Image
segmentation considers the spectral as well as the spatial relationship between pixels.
Segmentation partitions raster images into segments based on pixel values and locations.
Pixels that are spatially related and have similar spectra are grouped into a segment.
Segmentation has a proven ability to aid in classification of homogeneous objects in
multi-spectral imagery (Kettig & Landgrebe, 1976; Meinel & Neubert, 2000; L. Wang,
Sousa, & Gong, 2004; Wuest & Zhang, 2009; Zhong, Zhongmin, DongMei, & Renxi,
2005), and it could aid in distinguishing continuous from discontinuous seagrass beds.
ERDAS Imagine image segmentation includes edge detection routines which are used to
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create the segment boundaries. Image segmentation produces a thematic image where
contiguous pixels receive unique values.
The objective of this chapter is to identify quantitative, objective and reproducible
methods for classifying seagrass into density types with accuracy comparable to photointerpretation techniques. Ideally, with the proper combination of spectral bands and
spatially processed images derived from spectral bands, an unsupervised classification
will render comparable results.
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Methods
An archive IKONOS scene of Springs Coast area was used for application of
image processing techniques. Since the scene has significant data quality and continuity
issues, including glare from the water‟s surface and cloud cover, which cannot be
corrected for using standard atmospheric or water column attenuation corrections, major
anomaly areas were masked out from scene. General spectral inconsistencies still affect a
majority of the scene, therefore a 100 km2 subset of the attenuation corrected image
covering a consistent section of the scene was created (Figure 4.1). A preliminary 10
class unsupervised classification was applied to the subset and the entire scene to verify
that the major components of the scene (seagrass and sandy substrate pixels) were
mathematically distinguishable. Resulting classes were visually evaluated based on the
source imagery and knowledge of the seagrass distributions. Only the subset produced
discernable classification results, therefore image processing was limited to the subset.
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Figure 4.1 Subset of the depth variant corrected scene.
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Image segmentation was performed on all layers using „Euclidian Distance‟
which considers pixels relative to all bands rather than each band separately. „Pre
Smoothing‟ was set to 0 since narrow edges were not being detected. Appropriate values
were identified by adjusting parameters and visually evaluating image results over
multiple iterations. The following segmentation options were treated as variables and
tested with different parameters:
1. „Minimal Length‟ (drops edges below this designated length)
2. Size‟ (constrains the minimum size of each segment)
3. „Minimum Segment Size‟
4. Edge „Threshold‟ (dictates the minimum difference between neighboring
pixels for them to be considered an edge)
5. „Minimal Value Difference‟ (difference value between neighboring
segments which dictates their aggregation or separation)
6. „Variance Factor‟ (specifies the weight of pixel variation in determining
segment size)
A 125 cell „Minimum Segment Size‟ was used to accommodate the minimum
mapping unit of 0.5 acres, but various segments sizes were also tested. A high edge
„Threshold‟ was specified to test the reduction in the number of edges and the number of
segments. A high „Variance Factor‟ was specified to allow heterogeneous segments to
grow to the minimum mapping unit (ERDAS, 2010).
In order to match polygon results of photo-interpretation techniques which depict
the boundaries of classes, image processing results were converted from raster to vector
polygon format. Image segmentation results with contiguous pixel classes were used to
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create polygons. Image segmentation output results in a large number of arbitrarily coded
segments that simply grouped similar pixels, in order to classify segments, segments were
related back to unsupervised classification results. After the image segmentation raster
image was converted to polygon features, classified pixels were summarized for each
region using ArcGIS zonal statistics. Sparse Seagrass, coded as 0, and Dense Seagrass,
coded as 1, were then averaged for each zone. This created a seagrass density index
ranging from 0 to 1 for each segment polygon. The seagrass density index created from
image segmentation and spectral classification results were categorized in two ways for
visual representation and comparison with photo-interpretation results. The index values
are classified into 10 quantiles to illustrate density gradients and into 2 classes (> 0.5 and
<= 0.5) to more closely resemble the FLUCCS based maps.
A 5 by 5 pixel texture band was created by passing a variance filter over each
band as employed by Mumby (2002) for a marine benthic classification using IKONOS
imagery. Spatially processed image results, texture, segmentation and edge detection
were tested for effectiveness by including them in the automated classification process. A
bathymetry layer was also included in the classification since the inclusion of
Bathymetric data can improve the ability to classify seagrass habitats (Green, et al., 2000;
A. Zainal, Dalby, & Robinson, 1993; Abdul Zainal & Jalil, 1994). A Supervised
classification using Maximum Likelihood Classification (MLC) was conducted in
ERDAS for each band combination following Mumby (2002), Fornes (2006), Deepak
(2005), and Wabnitz (2008) who successfully applied the MLC classification for
comparable applications.

72

Classification results were compared using general area figures and pixel by pixel
comparisons. Pixel by pixel classification differences were evaluated numerically as well
as visually at coarse scales and at fine scales over predominantly Dense and
predominantly Sparse seagrass areas. A difference map was then created by subtracting
the final image processing classification grid from the photo-interpretation grid. The
difference grid results were evaluated visually as well as quantitatively. For the
quantitative comparison, ground truth points collected in the field were used to generate
an accuracy assessment; 30 of the control points covered the subset area (Figure 4.2).
Kappa coefficients were produced to report error reduction by comparing the photointerpretation and image processed classification with a random classification (R.
Congalton, 1991).
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Figure 4.2 Ground truth points used for accuracy assessment of the subset area.
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Results & Discussion

A visual evaluation of each band separately with a common histogram stretch
showed that the Green band provides the best quality (high contrast, sharpness and deep
penetration into the water column) data of the seafloor in this scene (Figure 4.3).
Therefore, unsupervised classifications were performed on all multi-spectral bands
together as well as the Green band independently. Initial unsupervised classification
results of the entire scene confused different habitat type pixels as the same habitat. Up to
50 classes were designated with no improvements in class differentiation. Zonation
(subsetting) of imagery into distinct areas, is a method used for reducing misclassification (Green, et al., 2000; A. Zainal, et al., 1993). Classifications of the scene
subset provided improved results. Subsequent processes were therefore limited to the
scene subset. In terms of a visual evaluation (Figure 4.4), unsupervised classifications of
the subset for both Green band and the entire multi-spectral dataset are generally similar
to the photo-interpretation results. The spectral classification creates a visibly higher
fidelity result where each image pixel is classified. The difference in fidelity becomes
more apparent at a finer scale. At these finer scales, areas with both a majority of Dense
seagrass (Figure 4.5) and Sparse seagrass (Figure 4.6) have comparable spatial
distribution of results between unsupervised classifications and photo-interpretation of
satellite data. Calculations of total area results per class are very similar for the
unsupervised classifications of the multi-spectral image and the Green band by itself
(Table 4.1). Total area figure agreements are best between the IKONOS based photointerpretation and the unsupervised classifications; Aerial photo-interpretation totals
differ by nearly 10% from other results.
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Figure 4.3 Comparison of multi-spectral bands.
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Figure 4.4 Detail comparison of photo-interpretation and supervised classifications.
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Figure 4.5 Detail comparison of photo-interpretation and supervised classifications in
Dense Seagrass Area.
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Figure 4.6 Detail comparison of photo-interpretation and supervised classifications in
Sparse Seagrass Area.
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Table 4.1 Total area results per classification.
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Since nearly all areas of bare sand substrate areas are below the minimum
mapping unit defined by FLUCCS, they are all coded as some type of Seagrass. This
observation is reinforced by the fact that 99% of the interpretable parts of the scene are
classified as a type of Seagrass by photo-interpretation. The primary task for this study
therefore becomes mapping and distinguishing between seagrass density classifications.
Field verifications of Springs Coast IKONOS photo-interpretation results indicate that
photo-interpreters had difficulty distinguishing between patchy and Sparse classes
(Kolasa, 2010). Kirkman (1988) also reported that seagrass can be difficult to distinguish
from macroalgae in satellite imagery.
The texture filter highlights the Sparse seagrass since it is the category with the
most heterogeneity (mix of sand substrate and seagrass shoots). In Figure 4.7 at 1:20,000
scale, the texture filter also increases the extent of what would be Sparse seagrass since it
uses a 5 by 5 pixel window and considers the boundaries of homogenous areas as being
textured. The 1:20,000 scale comparison of the texture filter and multi-spectral image
also shows homogenous patches of bare substrate as dark, similar to the homogenous
seagrass areas. Increasing the filter size would remove these fine scale issues, but the
trade-off would be a loss in fidelity of class boundaries. Addition of a texture band in the
supervised classification does not improve classification results. A texture surface could
also have been created from the panchromatic band using methods similar to those used
by Puissant (2005) who tested various search window sizes for texture measures in
creating urban land cover classifications. Chen (2004) indicates that a small window size
is preferable for spectrally homogenous classes and a large window size for
heterogeneous classes. In this study, the panchromatic band collected with the multi-

81

spectral scene proved to be of marginal quality due to excessive noise speckle. A Fourier
type filter could be applied to reduce the noise in the panchromatic scene, however as
discussed in Chapter 2, it is not believed that the value added by the panchromatic scene
justifies its use.
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Figure 4.7 Texture analysis comparison.
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Spatial processing procedures underwent several iterations before acceptable
results were achieved. The edge detection portion of the image segmentation process was
run nearly 20 times with different parameters. Figure 4.8 illustrates what is visually
perceived as the best results with most all of the significant edges between seagrass and
sand pixels identified. Pre-smoothing the image created better continuity of detected
edges. Adjusting the „minimum value difference‟ threshold changed the extent at which
lighter mixed substrate and seagrass pixels were included as boundaries. This edge
detection output is not very useful on its own as a mapping product since edges are
broken in many places and do not represent continuous polygons around patches of
seagrass, but it is an important step in the process. Optimizing the edge detection
parameters improved the overall image segmentation results.
Image classification routines provide raster results which cannot be directly
converted to polygons since isolated pixels would become polygons. Edge detection
results highlight the detailed boundaries between seagrass and substrate but are not
appropriate for conversion to polygon format. Therefore, image segmentation results with
contiguous pixel classes were best suited for creation of polygons.
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Figure 4.8 Edge detection processing results.
The 10 quantile classification of the density index estimates the percentage of
seagrass coverage per segment area. Similar types of density gradients have also been
proposed for estimating biological patch cover and aggregation of dominant cover type
by NOAA in their benthic habitat classification scheme (Costa, Bauer, Battista, Mueller,
& Monaco, 2009). The NOAA scheme is portrayed in the context of photo-interpretation,
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however the concept of estimating cover percentage (Figure 4.9) is comparable to the
density index proposed here. The density index is also coded by FLUCCS classes where
polygons with index values over 0.5 are categorized as Dense seagrass and index values
under 0.5 as Sparse seagrass (Figure 4.10).

Figure 4.9 Guidance chart for photo-interpretation of patchiness in assigning percentage
cover.
Source: (Costa, et al., 2009)
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Figure 4.10 Comparison of photo-interpretation and image segmentation classes.
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Comparing the gradient index to the multi-spectral image, the relatively lighter
patches of seagrass show up as mid density indexed areas. In the photo-interpretation and
two class images, these lighter areas are grouped together into the Dense classification.
These observations hold true in the fine scale comparison of a predominantly Dense
seagrass area (Figure 4.11), however in a fine scale comparison of predominantly Sparse
seagrass (Figure 4.12), lighter patches of seagrass photo-interpreted as Dense seagrass do
not show up in either image segmentation results. This is due to the fact that the pixels
were not coded as seagrass in the primary unsupervised multi-spectral classification
(Figure 4.6). The segment boundaries exist, but they are coded as Sparse due to a low
density index. In general, the indexed image provides a more detailed and informative
representation of reality than the photo-interpreted data. This seagrass density index is an
arbitrary numeric scale, however it could be statistically related to real standing crop
measurements with proper field data (Cho, Kirui, & Natarajan, 2008; Green, et al., 2000;
P. J. Mumby, Green, & Edwards, 1997b).
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Figure 4.11 Detail comparison of photo-interpretation and image segmentation classes in
Dense seagrass area.
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Figure 4.12 Detail comparison of photo-interpretation and image segmentation classes in
Sparse seagrass area.
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Spatial differences between the IKONOS photo-interpreted data and the image
processing results show a definite spatial pattern in the difference grid map (Figure 4.13).
The northwest portion of the subset is dominated by differences where Sparse seagrass
was coded as Dense by the image processing techniques while the opposite is true in the
southeast portion. This pattern in differences is likely due to spectral inconsistencies
across the subset. The general total area results per classification figures (Table 4.1) do
not account for these inconsistencies over space; the difference grid map does. In terms
of area, compared to the photo-interpreted layer, image segmentation classified 9.13 km2
as Dense rather than Sparse seagrass and 7.79 km2 as Sparse rather than Dense seagrass.
A total of 82.35 km2 are classified the same. This clearly visible pattern in the difference
grid map reiterates the problems with the source imagery spatial consistency of spectra.
Ground truth points in the subset are all Dense or Sparse seagrass. Table 4.2
summarizes the results of the Accuracy Assessment reports for the subset area. Photointerpreted satellite imagery is reported as having the highest overall classification
accuracy and overall Kappa statistics (96.67%, 0.9333), followed by Image Segmentation
(76.67%, 0.5333). Image segmentation again provides increased accuracy to the
Unsupervised Classification. Detailed accuracy assessment reports are available in
Appendix 4.
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Figure 4.13 Classification change from Photo-interpretation to Image Segmentation.
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Table 4.2 Summary of accuracy assessment reports.

Photo-interpreted
Aerial Photography
Photo-interpreted
Satellite Imagery
Unsupervised
Classification
Image Segmentation

Overall
Classification
Accuracy

Overall Kappa
Statistics

60.00%

0.2000

96.67%

0.9333

73.33%

0.4667

76.67%

0.5333
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Conclusion
The application of these quantitative techniques would provide a more empirical
and repeatable method for mapping seagrass habitat than the intrinsically subjective
method of photo-interpretation. The creation of discrete boundaries between continuous
and intermixing habitat types is a subjective exercise and therefore difficult to reproduce.
Using quantitative methods such as image processing techniques presented in this
research would make seagrass mapping a more objective process.
In order for quantitative techniques to be acceptable as a standard method for
mapping seagrass, the techniques must be simple enough to be repeated by a habitat
mapping/remote sensing technician. While different scenes and study sites will require
specific adjustment of parameters by an individual with photo-interpretations skills, the
tools themselves are all accessible through standard remote sensing packages. This
document provides the guidelines for generating a quantitative classification of seagrass
from an IKONOS scene in Springs Coast, and in theory, the methods should be
transferable to other areas. Given the scene used is of reasonable spectral consistency and
quality, results should be similar to those of photo-interpretation. Creating subsets of the
scene is an acceptable solution for spectral consistency issues, it is however more time
consuming since all processing steps must be repeated for each subset. It is also possible
that image processing parameters would need to be adjusted for differences between
subsets. Fusing the results back together with clean seams could also be a challenging
complication.
After testing several image processing techniques, it was found that the
combination of Image Segmentation and unsupervised classification procedures provide
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the best results. Depending on how the index is interpreted, it can match photointerpreted data or represent realistic gradients of seagrass habitat density fluctuations.
These quantification techniques are limited by the quality of the imagery data.
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5.

A Comparison of data sources and methods for mapping seagrass

The monitoring of seagrass health provides an important indicator of fisheries
habitat and water quality (Larkum, et al., 2006). Seagrass monitoring programs in Florida
measure the distribution and species composition of seagrasses in coastal waters. Florida
Fish and Wildlife Conservation Commission‟s (FWC) Seagrass Mapping and Monitoring
(SIMM) program identified 27 different datasets of mapped seagrass for Florida ranging
from 1992 to 2008 (FWC 2010). Most of these datasets were mapped using traditional
aerial photography and photo-interpretation methods. In recent years, satellite products
have begun to offer imagery at a spatial resolution comparable to the 1 foot resolution
aerial photography is typically collected at for seagrass mapping. Satellite imagery
acquisition is generally more affordable than aerial photography collection and is
becoming a commonly used data source for benthic mapping projects in Florida waters.
While the use of satellite imagery is quickly becoming more popular, aerial photography
has some unique advantages to satellite imagery which include stereoscopic view,
reduced atmospheric interference, and control over exposure conditions (Morgan, Gergel,
& Coops, 2010). The advantages and disadvantages of aerial and satellite based data
sources should be considered before choosing a mapping data source.
Photo-interpretation of habitat typically involves delineation and classification of
polygons based on techniques which use the elements of image interpretation. These
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elements include characteristics such as tone/color, shape, size, pattern, texture, and
context (Avery & Berlin, 1992). Delineation of discrete polygons around continuous
features based on visual interpretation is however inherently subjective (Drake, 1996).
The consistency of photo-interpretation results relies largely on interpreter experience;
the statistical exactness of the results is difficult to determine (Bie & Beckett, 1973;
Reinhold & Wolff, 1969). The delineation of boundaries between and the composition of
benthic maps depends on the interpretation approach (Shumchenia & King, 2010).
Cherrill (1999) and Aspinal (1995) cite the primary variations in habitat mapping as
placement of boundaries, variation between surveyor, classification and resolution of
mapping. Hearn (2011) tested the repeatability of terrestrial vegetation mapping based on
aerial photography and found disparity of boundaries accounted for less of the
inconsistencies than misclassifications of vegetation type. Variability of interpretation
results caused by the inherent subjectivity of photo-interpretation becomes a difficult
factor to account for in evaluating photo-interpretation results.
While photo-interpretation methods are inherently subjective, satellite-based
image processing techniques can provide a consistent and objective method for benthic
mapping. The use of satellite imagery introduces the opportunity to use image processing
techniques to quantitatively map habitat by classifying pixels and regions of pixels using
remote sensing image processing techniques such as image classification and image
segmentation. In order to monitor changes in seagrass habitat using techniques such as
change detection analysis, data sources as well as mapping techniques must be consistent.
Satellite data provides a consistent, synoptic source of data. But, for satellite based image
processing mapping methods to become acceptable alternatives, the accuracy and costs
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must be assessed in comparison with aerial photography based photo-interpreted
products.
Along with the accuracy and consistency, satellite based image processing
techniques must also be assessed in terms of cost-effectiveness. Johansen (2010)
compared the accuracy and costs of mapping riparian zones from LiDAR, QuickBird and
SPOT-5 and found that cost effectiveness of products and techniques changed with the
study site size. Johansen (2010) found LiDAR to be most effective for riparian mapping,
however this was due to the fact that a long linear river feature was mapped which only
covers a portion of a satellite scene and extends through several scenes. Congalton (2002)
found automated processing of aerial photography and Landsat TM to be more cost
effective than traditional polygon delineation of riparian vegetation and aerial
photography was found to provide more accurate results than the coarse Landsat TM
imagery. Green et al. (2000) estimates aerial photo-interpretation of coastal benthic
habitat to require at least twice as much time as image processing due to the semiautomated nature of image processing techniques such as pixel classifications.
This work addresses three objectives:
1. Compare satellite based and aerial photography based photo-interpretation.
2. Evaluate the comparability of photo-interpretation methods and image
processing based classification techniques.
3. Assess the cost effectiveness of employing satellite based image processing
techniques.
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Springs Coast Florida, an area representing the full range of seagrass densities,
provides a study area with photo-interpreted seagrass maps from both satellite and aerial
photography for a comparable time period (Figure 5.1). An archive scene of 4 meter
resolution multi-spectral IKONOS imagery from 2006 (GeoEye scene ID
2000031836105THC) provides the satellite source and digital imagery collected in 2007
with a DMC camera at 1ft resolution serves as the aerial photography source.
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Figure 5.1 Study Area: Springs Coast, Florida.
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Methods
Mapped extents of the data sources spatially overlap in the study area, only the
coincident areas were evaluated for the first objective. Original source imagery was
compared to ensure that differences in photo-interpretation were not due to natural
changes in seagrass habitat distribution. Photo-interpretation requirements (minimum
mapping unit, classification system, etc.) were consistent for both photo-interpreted
datasets. Similar photo-interpretation procedures were employed for both data sets,
however it should be noted that interpretation was conducted by different interpreters.
Both mapped layers underwent quality control based on ground truth data and were
reviewed for data structure integrity.
Qualitative and quantitative comparisons were conducted for the first objective to
highlight differences in photo-interpretation results for (1) total area classification figures
and (2) detailed polygon spatial structure and organization. In order to consider both the
general and detailed structure of photo-interpretation methods, comparison results were
discussed in two ways, (1) general terms as total areas per classification and (2) a detailed
pixel per pixel level where spatial discrepancies are considered.
A qualitative comparison was performed by visually comparing the polygon linework and classifications produced by photo-interpretation. Almost all of the Springs
Coast study area is vegetated with seagrass to varying degrees of density, therefore the
mapping differences were in terms of seagrass density classification. Seagrass was
mapped using Florida Land Use and Cover Classification System (FLUCCS) as defined
by the DOT (Florida Department of Transportation Surveying and Mapping Office,
1999). A visual comparison was made between the satellite and aerial photography
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sources to verify that changes in mapping were not due to physical changes in seagrass
coverage. Visual comparisons were then made for the aerial photography and satellite
based photo-interpretation map results at both the full project scale (1:180,000 scale) and
at a more detailed scale (1:75,000). A quantitative comparison was performed as: (1) a
simple total area and polygon count per classification and (2) a pixel by pixel difference
analysis. General area totals for each classification were calculated from mapped results
which are in vector GIS format. A pixel by pixel difference analysis was performed to
quantify detailed spatial differences between photo-interpretation results by creating a
difference grid. The difference grid was created by converting vector polygons into raster
layers and then subtracting the satellite based map from the aerial photo based map. This
difference grid shows the spatial classification type differences over the entire scene.
Advantages and disadvantages of aerial photography and satellite data sources cited by
Morgan (2010) were considered and discussed relative to mapping seagrass in Florida.
For the second objective, a benthic map created using a combination of image
classification and image segmentation on a subset of the IKONOS scene was used to
represent image processing techniques. Visual comparisons of photo-interpretation and
image processing results were compiled and evaluated for three areas in the scene subset:
an area with a majority of Dense seagrass (Majority Dense), an area with a majority of
Sparse seagrass (Majority Sparse) and an area of mixed seagrass density (Mixed
Density).
The final objective, cost effectiveness assessment, was limited to the Springs
Coast study site and data sources used for mapping the site. Cost assessments were
considered for three methods/products: (1) aerial based photo-interpretation, (2) satellite
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based photo-interpretation and (3) satellite based image processing. Four cost categories,
identified by Mumby (1999), were considered for cost assessment: set-up costs, field
survey costs, image acquisition costs and data interpretation/image processing costs. The
cost benefits were assessed by comparing cost assessments as standardized rates and
considering variables which would change those rates. For the imagery acquisition and
photo-interpretation cost categories, the (a) year, (b) format and (c) project area size
factors are statistically tested for correlation with the (d) cost rate. Where possible, past
projects in Florida with similar mapping objectives were used to estimate costs.
Aerial photo acquisition and interpretation costs were based on completed benthic
mapping projects for the study site as well as other comparable areas in Florida. The cost
for acquisition of satellite imagery varies among different products and vendors, therefore
satellite image acquisition costs were based on completed projects as well as vendor
quotes. Cost figures were generated as a dollar per square kilometer rate. There is little
documentation of the costs involved for image processing in the context of this study,
therefore image processing cost were estimated based on time spent working by the
author. Image processing costs were broken down into six component tasks: Radiometric
corrections, water column corrections, preprocessing, unsupervised classification, image
segmentation, and creation of density index. A rate of $30 per hour was used as an
estimate of the hourly wage of a remote sensing technician who could perform these
image processing techniques.
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Results and Discussion

Objective 1: Compare satellite based and aerial photography based photointerpretation.

In Figure 5.2, the aerial photos and satellite imagery show the same distribution of
seagrass (dark pixels) and sand (light pixels); this confirms that differences in photointerpretation results are not due to changes in physical seagrass habitat distribution. A
consistent Standard Deviations histogram stretch is applied to both images to make them
comparable, yet the satellite scene shows stronger contrast between the seagrass and
sand. This stronger contrast makes variations in habitat type easier to identify and map. A
visual evaluation of both classification datasets at the full 1:180,000 project scale (Figure
5.3), indicates that in a general sense, distribution trends of seagrass density were mapped
similarly from both sources. There are however noticeable differences in the detailed
patterns of the polygon classes. Most of the differences are between the Dense and Sparse
classifications. Some areas of the interpreted classification polygons are more disparate
than others. In the more detailed 1:75,000 scale map of Figure 5.4, polygon line-work is
much more detailed in the western portion of the IKONOS based map, yet in the eastern
portion, the line-work has similar detail between imagery sources. These difference and
similarity trends between polygon classification line-work are present throughout the
study area. The fine scale discrepancies may be related to interpretability of the different
source data, but are likely more influenced by the subjective nature of photointerpretation work.
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Figure 5.2 Source imagery comparison.
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Figure 5.3 Polygon classification comparison, 1:180,000.
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Figure 5.4 Polygon classification comparison, 1:75,000.
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The total area figure comparisons for each classification (Figure 5.5) indicate that
interpretation results between data sources are very similar at a general study area scale.
But, the total polygon counts per classification (Table 5.1) are consistently higher for the
satellite based maps indicating that the satellite based maps were created with more
detailed polygon line-work. The difference grid in Figure 5.6 provides a pixel per pixel
comparison which highlights the spatial discrepancies between the delineation of
classifications. Differences are grouped into 5 categories for map symbolization
purposes. 77.3 % of the study area was classified the same for both photo-interpretation
maps. The delineation of classification areas is visibly disparate between the two maps.
Much of these differences are a result of polygon line-work detail differences described
in Figure 5.4. The detailed results of this difference grid are compiled into a tabular
format (Table 5.2). Table 5.2 shows the largest spatial classification discrepancies (9.8%
and 6.2%) are between Dense and Sparse seagrass categories followed by discrepancies
between Sparse and Patchy seagrass (1.3% and 1.4%). Conducting a detailed change
detection study using these datasets would not be possible since the differences
highlighted by this comparison are more a result of mapping methods than natural change
since the source images show the same habitat distribution (Figure 5.2).

108

Figure 5.5 Total mapped area by classification.
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Table 5.1 Total mapped area by classification.
IKONOS

Aerial Photography

Classification (FLUCCS)

Polygons

km2

Polygons

km2

Unclassified

29

0.46

28

0.44

Open Water (5700)

466

31.69

92

39.23

Tidal Flats (6510)

34

0.65

2

0.58

Seagrass: Sparse (9111)

2687

166.20

1625

144.90

Seagrass: Dense (9112)

1677

360.71

873

380.10

Seagrass: Patchy (9113)

238

21.71

165

16.17
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Figure 5.6 Classification differences map, aerial photography photo-interpretation to
satellite photo-interpretation.
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Table 5.2 Classification differences, aerial photography photo-interpretation to satellite
photo-interpretation.
Class change from aerial to satellite
based photo-interpretation

km2

No Change

449.3 77.3%

Dense to Other

1.6

0.3%

Dense to Patchy

3.5

0.6%

Dense to Sparse

57.2

9.8%

Other to Dense

3.2

0.6%

Other to Patchy

6.1

1.1%

Other to Sparse

2.5

0.4%

Patchy to Dense

3.5

0.6%

Patchy to Other

1.2

0.2%

Patchy to Sparse

7.5

1.3%

Sparse to Dense

36.2

6.2%

Sparse to Other

1.6

0.3%

Sparse to Patchy

8.1

1.4%

Percent of total area

There are considerable advantages and disadvantages between the two data
sources. Aerial photography has traditionally provided higher spatial resolution than
satellite imagery. Before high spatial resolution satellite imagery had become
commercially available, the choice of airborne sensors over satellites depended on the
level of detail required for mapping the habitat (P. J. Mumby, et al., 1999). With new
satellite sensor capabilities, pixel resolution is less of an issue and judging by the results
of this study, the 4 meter resolution of multi-spectral IKONOS imagery is adequate for
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mapping seagrass habitat. Satellite imagery also provides synoptic coverage and broad
spatial/spectral coverage creating spatial and temporal consistency which allows for the
application of image processing techniques that can help automate and quantify photointerpretation techniques (Jensen, 2000; Morgan, et al., 2010). The synoptic advantage of
satellite imagery provided by their high altitude is tempered by the fact that satellite
imagery is more influenced by the atmosphere, however satellite scenes can be
radiometrically corrected to account for atmospheric effects. While historic aerial
photography cannot be replaced by satellite imagery, satellite imagery could be used for
more recent time periods.
Satellites and aerial photography both offer high temporal frequency and can be
tasked to collect imagery to meet specific conditions (i.e. cloud free, specific sun angle,
etc.), however aerial photography missions covering large areas produce flight lines
where images can vary greatly across flight lines with quickly changing environmental
conditions such as sea-state and cloud cover. These changing conditions affect the
consistency of pixel values between flight lines. The flight line format of aerial
photography allows for collection with overlap between adjacent images and flight lines.
This overlap allows for three-dimensional stereoscopic viewing of overlapping image
pairs which can aid in photo-interpretation.
Acquiring satellite imagery is typically cheaper than airborne imagery collection.
There are of course special needs projects that require data be collected beyond the
capabilities of satellite sensors. For example, if hyper-spectral data such as CASI is
required, it becomes necessary to use airborne collection techniques. Table 5.3
summarizes these advantages and disadvantages.
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Table 5.3 Advantages and Disadvantages by data source type.
Advantages

Disadvantages

Aerial
-High spatial resolution
Photography
-Historic time series

-Photos often variable among
flight lines (environmental
conditions change quickly)

-Less atmospheric interference
-Stereographic pairs

-Limited spatial coverage of
individual photos
-Expensive acquisition

Satellite
Imagery

-Synoptic

-Lower spatial resolution

-High temporal frequency

-More atmospheric
interference

-Systematic collection
-Shorter time series
-Broad spatial and spectral range
-Cheaper acquisition
(particularly for archived data)
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Objective 2: Comparison of photo-interpretation and image processing methods.

Visual comparisons were made in terms of seagrass density. Figure 5.7 shows the
three visual comparison areas for photo-interpretation and image processing results. In
the Majority Dense area (Figure 5.8), polygon line-work is spatially similar between the
photo-interpreted and image processed satellite based results. Nearly all of the photointerpretation polygon patterns are captured by the image processing results consistently
across the area. Varying degrees of seagrass density are represented by the density index;
what can be seen as mixed density areas of seagrass (mid shades) in the original multispectral image are represented by middle density indices in the image processing results.
This additional density information is not mapped when using the FLUCCS code. The
density index map can however be modified to match the FLUCCS code maps by simply
editing the index classes into fewer categories. The aerial photography based photointerpretation contains much less polygon detail, only differentiating seagrass density for
a few small areas (Figure 5.8). This polygon detail trend is also present in the Mixed
Density area (Figure 5.9) and Majority Sparse area (Figure 5.10) with the exception of
the east and west edge portions. The Mixed Density area captures more of the western
portion of the scene subset where the scene is relatively darker. This western most
portion is coded more as Dense seagrass by the density index grid than by the photointerpreted layers. In the Majority Sparse area, the same problem extends to the eastern
portion; the lighter eastern portion is being indexed more as lower (Sparse) density while
the darker western portion is being indexed more as Dense. The general patterns of
seagrass density mapping using image processing still matches the original multi-spectral
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scene and satellite based photo-interpretation results in these lighter and darker east/west
edge areas, but as would be expected, the detailed mid density indices of the density
index are not as consistent. The changing brightness gradient from east to west along the
Mixed Density area and Majority Sparse area comparisons are likely due to light
attenuation since changes in brightness relate to changes in bathymetry for the areas
(Figure 5.11). Attenuation corrections were applied to the entire scene, which appeared to
improve the consistency of lightness and darkness across the scene. However only a
portion of the corrected scene was used since it was found that image processing
provided better results when the scene was subset. Applying corrections to the subset
independently or correcting attenuation with a more accurate bathymetric grid could
improve continuity of brightness which would in turn improve classification results.
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Figure 5.7 Index of mapping method comparison areas.
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Figure 5.8 Majority Dense area comparison.
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Figure 5.9 Mixed Density area comparison.
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Figure 5.10 Majority Sparse area comparison.
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Figure 5.11 Bathymetry in the mapping method comparison areas.
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Objective 3: Cost effectiveness of new mapping methods.

Set-up costs, which include the hardware and software required for data
processing, are usually already in place for state agencies or contractors mapping benthic
habitat, since these set-up costs are similar for all three methods/products, they were
considered equal in this cost assessment. Field data acquisition needs are also similar for
all three methods/products and were treated as equal. Therefore, two of the four cost
categories identified by Mumby (1999) are assessed for this work: acquisition of data
sources (aerial photography and satellite imagery) and data interpretation/image
processing (traditional photo-interpretation techniques and proposed image processing
techniques).
The acquisition cost of aerial photography for 7 seagrass mapping projects in
Florida averages $27/km2 where acquisition includes collection and geo-referencing of
photos (Table 5.4). The 7 projects used for this average were government funded benthic
mapping projects in Florida Bay, Biscayne Bay, Western Everglades, Springs Coast,
Tampa Bay, SWFWMD and Indian River Lagoon. Imagery data collection for these
projects was conducted by private vendors. Aerial photography acquisition costs are not
available for small area projects which makes it difficult to test for correlation between
area and cost rate. There is no statistical correlation between the (a) year, (b) format, or
(c) project area size with the (d) cost rate in these aerial photography acquisition cost
category numbers (Figure 5.4). The instance of data collection in Springs Coast with a
Leica ADS40 digital camera had a cost 43% higher than the total average, it is unclear
why this cost is so much higher than the average.
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Table 5.4 Aerial photo acquisition costs for benthic mapping in Florida.
Aerial Photography Acquisition (includes georectification)
Study Site
Acquisition Year
Format
Indian River Lagoon
2007
Zeiss DMC digital
Springs Coast
2005
Leica ADS40
Biscayne Bay
2005
Zeiss DMC digital
Florida Bay
2004
Natural color film
Western Everglades
2006
Zeiss DMC digital
SWFWMD
2008
Zeiss DMC digital
Tampa Bay
2006
Zeiss DMC digital

Size (km2)
907
2139
2256
3302
4294
6091
6290
Average

Dollars/km2
28.00
47.00
25.00
15.00
31.00
28.00
15.00
27.00

There are several different pricing lists for satellite imagery, depending on the
vendor, type of imagery, and level of processing. Purchasing archived imagery is
considerably less expensive than tasking a satellite to collect new imagery, however
archive imagery is not always available or adequate for a project‟s needs. Table 5.5
summarizes the costs of satellite imagery acquisition based on the archive scene
purchased for this project and three authorized IKONOS imagery vendors. Global
GeoScience advertises IKONOS at $7/km2 for archived imagery and $15/km2 for satellite
tasking (Global GeoScience, 2011). Telespazio and Eurimage both advertise a slightly
higher cost at $10/km2 for archived imagery and $20/km2 for tasking (Eurimage, 2010;
Telespazio, 2009). These prices are for standard geo-rectification products. Prices
increase for higher precision rectification, however standard rectification is typically
sufficient for benthic mapping applications. The cost of acquisition is reduced for
government entities thanks to a cooperative agreement with the image vendors. The cost
for acquisition, georectification and positional accuracy assessment of the Springs Coast
archive IKONOS scene used in this research is $16/km2. The cost of acquiring the
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archive IKONOS scene used in this research ($16/km2) is nearly half the average of what
has been spent on aerial photography acquisition for benthic mapping in Florida
($27/km2).

Table 5.5 Satellite imagery acquisition costs for benthic mapping in Florida.
Satellite Imagery Acquisition
Size (km2)
500
>49
>100
>49
>100
>49
>100

Springs Coast 2006 Archive Scene*
Global GeoScience advertised cost

Dollars/km2**
16.00
7.00
15.00
10.00
20.00
10.00
20.00

Archived
Archived
Tasked
Eurimage advertised cost
Archived
Tasked
Telespazio advertised cost
Archived
Tasked
*Includes positional accuracy assessment of georectified scene
**Pricing for Panchromatic (Black & White), or Multi-spectral, or Pan-sharpened 3 bands (Natural
Color, or Color Infrared) or Pan-sharpened 4 bands or Bundle (PAN + MS)

The cost of photo-interpretation is usually similar for satellite and aerial photo
based work (OKeife, 2011), but cost differences for both data sources are considered.
Photo-interpretation method costs were available for nine projects; project areas include
the Dry Tortugas, Biscayne National Park, Springs Coast, Indian River Lagoon, Springs
Coast, Biscayne Bay, Florida Bay, SWFWMD, and Tampa Bay. There is no correlation
between (a) year or (b) format and (d) cost rate (Table 5.6) for the photo-interpretation
cost categories. However, (c) project area size and (d) cost rate share a linear relationship
which is strengthened with a natural log transformation (Figure 5.12). The terms have a
strong inverse correlation, r(7) = -0.76, p < 0.01. As would be expected with the
economics of scale, interpreting larger areas reduces the cost rate. The projects used in
this cost assessment all have similar requirements for final products, however other
factors such as study site complexity and image quality could also affect the effort
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required to interpret an area. Only 2 of the 9 photo-interpretation projects were performed
using satellite imagery. There is a large deviation between the two satellite based photointerpretation cost figures, but the average costs of satellite based photo-interpretation are
very similar to aerial photography based photo-interpretation (Table 5.6). Since mapping
area is inversely correlated to rate, only projects with map areas similar to Springs Coast
scene area (< 1000 km2) will be used in the final cost comparison. The average cost of
these four < 1000 km2 projects is $56.84/km2.

Table 5.6 Photo-interpretation costs for benthic mapping in Florida.
Photo Interpretation Methods
Year Mapped
Dry Tortugas
2008
Biscayne National Park
2010
Springs Coast
2010
Indian River Lagoon
2007
Springs Coast
2008
Biscayne Bay
2008
Florida Bay
2005
SWFWMD
2008
Tampa Bay
2006

Size (km2)
Dollars/km2
325
46.02
332
90.28
500
28.40
907
62.64
2139
56.78
2256
13.29
3302
28.21
6091
11.88
6290
7.86
Average
38.37
Average Aerial Photo only
38.71
Average Satellite only
37.21
2
Average of Areas < 1000 km
56.84

Format
IKONOS satellite
Zeiss DMC digital
IKONOS satellite
Zeiss DMC digital
Leica ADS40
Zeiss DMC digital
Natural color film
Zeiss DMC digital
Zeiss DMC digital
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Figure 5.12 Linear relationship between log transformed photo-intrepretation cost and
area.
Time required for image processing depends on the skills and abilities of the
operator. In this case, the author has a working knowledge and experience with image
processing techniques and software. Time required also depends on the volume of data
processed and the processing speed of computer hardware used (Green, et al., 2000),
these factors are treated as equal for each of the three methods/products. Satellite based
image processing cost rates used for this assessment are high estimates; hours spent per
task were rounded up. Subsetting a scene is not always necessary if the scene is spatially
and radiometrically consistent. In the case of this scene, it is estimated that 4 subsets
would need to be processed in order to cover the entire area. The Image Segmentation
component required the most time because it requires the most customization in setting
edge detection and segmentation threshold parameters. Since all of the processing tasks
would need to be repeated for each subset, the total cost is simply multiplied by 4
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rendering a final cost of $28.80/km2 to map seagrass from the Springs Coast IKONOS
scene (Table 5.7).

Table 5.7 IKONOS based seagrass benthic mapping costs in Springs Coast.
Image Processing Methods
Cost at $30/hour
Dollars/km2 **
Radiometric Corrections
240
0.48
Water column corrections
720
1.44
Preprocessing
720
1.44
Unsupervised Classification
240
0.48
Image Segmentation
1200
2.40
Creation of Density Index
480
0.96
Total
7.20
Total with 4 subsets*
28.80
*It is estimated that 4 subsets are needed to map this Springs Coast scene.
**Rate is based on costs for a 500 km2 job.
Hours
8
24
24
8
40
16

Table 5.8 summarizes the total costs and cost savings. The greatest expense is in
photo-interpretation of benthic habitats ($56.84/km2). There is a 13% cost benefit using
satellite based photo-interpretation methods over using aerial photography based photointerpretation methods and a 47% cost benefit of using satellite based image processing
methods over aerial based photo-interpretation methods. Satellite imagery provides a
more cost effective data source than aerial photography and image processing techniques
provide more cost effective mapping methods than photo-interpretation.
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Table 5.8 Cost assessment comparison between three mapping methods/products.
Aerial based
photointerpretation

Satellite based
photointerpretation

Satellite
based image
processing

$27/km2

$16/km2

$16/km2

Photo-Interp/Image Processing

$56.84/km2

$56.84/km2

$28.80/km2

Total

$83.84/km2

$72.84/km2

$44.80/km2

13%

47%

Image Acquisition

Cost savings
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Conclusion

Based on these results, the comparability of satellite based benthic maps to
traditional aerial photography based maps is more dependent on the mapping procedures
than the source data itself. Satellite photo-interpretation of seagrass is comparable to
aerial photo based interpretation at a general scale, but the inherent subjectivity of photointerpretation work can complicate its usefulness in fine scale change detection mapping.
A proper change detection could be performed by photo-interpretatively editing existing
polygon habitat layers with change detection in mind, rather than creating the line-work
from scratch. This would ensure that the photo-interpreted bounds are coincident. These
types of change detection methods would still be influenced by the subjectivity of the
interpreter.
This research is limited by the fact that map interpretation subjectivity is difficult
to measure. Subjectivity could be better accounted for by having two different persons
photo-interpret the same imagery. The more objective approach of image processing
ensures a quantified result and it can be argued that image processing methods provide a
better representation of reality through quantitative density indices. These photointerpretation comparison results are specific to a unique area of Florida; however it can
be assumed that under similar conditions, the same conclusions would be reached in other
areas of Florida.
In this study, image processing techniques are more comparable to satellite based
photo-interpretation techniques than the aerial photo and satellite based photointerpretation techniques are to themselves. The quality and accuracy of the image
segmentation density index layer is dependent upon the quality of the classified image
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which is in turn dependent on the quality/classifiability of the source image. While image
processing results are dependent on the quality of the source imagery, the general
methods should be transferable to other locations and satellite products. The costs
associated with image processing should also apply to other sensors since processing time
does not change significantly between different sensors (Green 2000).
Special project needs may require specific source data properties that are better
met by one imagery source than another. However, in terms of seagrass mapping, most
mapping needs are better met by satellite imagery. The synoptic coverage, high temporal
frequency and systematic nature of satellites would make satellite imagery an ideal data
source for change detection studies. With the potential for quantitative image processing
techniques and the inevitable technological advancement of satellite sensors, satellite
imagery holds a leading position as a data source for seagrass mapping projects into the
future. When considering the substantial cost benefit, satellite imagery has significant
advantages over aerial photography. Historic trends indicate that satellite imagery
products will also become cheaper to acquire as new satellite and sensor technology is
developed. This work is limited to a single satellite product; there are several other
products that offer various spatial and spectral resolutions. It is likely that these cost
assessment findings are transferable to other satellite products.
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6.

Conclusion

Mapping seagrass in Florida waters over scheduled time intervals is a tremendous
undertaking. Multi-agency cooperatives and large sums of money have been required to
make it possible. Mapping techniques have been in place for multiple decades, changing
these traditional standards would require a compelling reason. Cost effectiveness and
product quality are key factors in fostering change. This research indicates that satellite
imagery is a more cost effective data source than aerial photography for mapping
seagrass in Florida. Image processing techniques also have the potential to be more cost
effective and provide more objective, accurate and quantitative results.
The results of image processing techniques are undoubtedly dependent on the
quality of the image data. The ability of an experienced photo-interpreter could overcome
many of the issues that might be found in satellite imagery, but they are also limited by
the quality of the source data. Issues with data quality are common issues faced when
working with satellite imagery and data consistency in a satellite scene is even more
difficult to find when dealing with water column complexities. The fact that acceptable
methods could be produced to quantify seagrass habitats in a way comparable to photointerpretation with such an inconsistent satellite scene shows the true potential of these
methods and techniques for habitat mapping.
The results of automated image processing techniques could never exactly mimic
traditional photo-interpretation results, but photo-interpretation results are far from
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identical among themselves. Image processing techniques hold a unique advantage over
photo-interpretation in that they provide objective, quantitative, cost-effective, and
repeatable results. Image processing techniques only semi-automate the mapping process,
there is still a need for photo-interpreter type skills to set processing parameters and
create accurate results. Image processing techniques augmented with photo-interpretation
would make the process and results more objective, shifting the majority of the work
from photo-interpretation to quantitative methods. Quality of results would no longer rely
as heavily on the expertise of the photo-interpreter if repeatable quantitative processing
standards could be followed.
The 1st objective of chapter 4 highlights the fact that independently conducted
photo-interpretation mapping methods are too disparate to conduct a detailed change
detection analysis. It is hypothesized that these fine scale differences are a result of the
subjective nature of photo-interpretation. A change detection analysis would require that
change mapping be based on editing base line-work rather than recreating line-work from
scratch, but there is still an element of subjectivity that cannot be quantified. These issues
underline the potential for quantitative methods to improve habitat monitoring methods.
This work identifies the effectiveness of some commonly used remote sensing
and image processing techniques in mapping seagrass. The effectiveness of
pansharpening, light attenuation correction and image processing procedures are specific
to a single satellite product and study site, however the findings shed light on which
components of each process are significant to mapping seagrass. This information is
applicable to other study sites and satellite products.
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Future Work

The benefits of satellite imagery as source data are clear; Satellite imagery is
starting to be used for benthic mapping projects in Florida. Photo-interpretation is
however still the standard practice for benthic habitat mapping projects. Continued
research on the use of image processing techniques and their transferability to other
locations and satellite products is needed to strengthen the case for integration of image
processing techniques in benthic mapping projects. Continued research would be required
to identify methods for conducting change detection studies based on image processing
techniques.
This research is based on an archive satellite image. Satellite tasking would allow
for collection of concurrent ground truthing data which would strengthen the accuracy of
results. Concurrent ground truthing data could also allow for the creation of standing crop
estimates that would strengthen the arbitrary density index figures.
There are many potential applications of remote sensing techniques for
monitoring seagrass that go beyond simply mapping habitat boundaries and density.
Mapping factors that directly affect seagrass health, such as water quality (sediment
concentrations) can also be achieved using remote sensing techniques. Water
temperature, foliage chemical composition and nutrient detection are all identified by
Ferwerda (2007) as seagrass monitoring factors which could be addressed with remote
sensing techniques.
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Appendix 1. Satellite Specifications

Source: http://www.geoeye.com/CorpSite/products-and-services/imagerysources/Comparison.aspx
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Appendix 2. IKONOS product metadata
Product Order Metadata
Creation Date: 05/25/10
Product Work Order Number: 00176791
Product Order Number: 418829
Customer Project Name: SWFWMD
Ground Station ID: PGS
License Type: Single Organization
License Option 1: 1 Company / Corporation: SouthWest Florida Water Mgmt. Dist.
Product Order Area (Geographic Coordinates)
Number of Coordinates: 4
Coordinate: 1
Latitude: 28.9143671400 degrees
Longitude: -82.8712771900 degrees
Coordinate: 2
Latitude: 28.9194113600 degrees
Longitude: -82.7348671300 degrees
Coordinate: 3
Latitude: 28.5253858900 degrees
Longitude: -82.7353715500 degrees
Coordinate: 4
Latitude: 28.5212064000 degrees
Longitude: -82.8695477500 degrees
Sensor Type: Satellite
Sensor Name: IKONOS-2
Product Line: Geo
Processing Level: Standard Geometrically Corrected
Image Type: PAN/MSI
Interpolation Method: Cubic Convolution
Multispectral Algorithm: None
Stereo: Mono
Mosaic: No
Map Projection: Geographic
Geographic Specific Parameters
ASI Latitude: 0.00000899321606 degrees
ASI Longitude: 0.00001023537683 degrees
Latitude origin of projection: 0.00000000000000 degrees
Longitude origin of projection: 0.00000000000000 degrees
Datum: WGS84
Product Order Map Units: degrees
MTFC Applied: Yes
DRA Applied: No
Media: DVD
Product Media Format: DVD
File Format: GeoTIFF
TIFF Tiled: No
Compressed: No
Bits per Pixel per Band: 11 bits per pixel
Multispectral Files: BGRN
==============================================================
Source Image Metadata
Number of Source Images: 1
Source Image ID: 2006051716140140000011623510
Product Image ID: 000
Sensor: IKONOS-2
Acquired Nominal GSD

144

Appendix 2. IKONOS product metadata (continued)

Pan Cross Scan: 0.9686493874 meters
Pan Along Scan: 0.8940763474 meters
MS Cross Scan: 3.8745975494 meters
MS Along Scan: 3.5763053894 meters
Scan Azimuth: 179.9752114223 degrees
Scan Direction: Reverse
Panchromatic TDI Mode: 13
Nominal Collection Azimuth: 75.3092 degrees
Nominal Collection Elevation: 65.80962 degrees
Sun Angle Azimuth: 114.9845 degrees
Sun Angle Elevation: 70.66965 degrees
Acquisition Date/Time: 2006-05-17 16:14 GMT
Percent Cloud Cover: 3
==============================================================
Product Space Metadata
Number of Image Components: 1
X Components: 1
Y Components: 1
Product MBR Geographic Coordinates
Number of Coordinates: 4
Coordinate: 1
Latitude: 28.5212007461 degrees
Longitude: -82.8712771900 degrees
Coordinate: 2
Latitude: 28.9194113600 degrees
Longitude: -82.8712771900 degrees
Coordinate: 3
Latitude: 28.9194113600 degrees
Longitude: -82.7348293815 degrees
Coordinate: 4
Latitude: 28.5212007461 degrees
Longitude: -82.7348293815 degrees
Product Map Coordinates (in Map Units)
UL Map X (Easting): -82.87127718999999 degrees
UL Map Y (Northing): 28.91941136000000 degrees
Pixel Size X: 0.00001023537683 degrees
Pixel Size Y: 0.00000899321606 degrees
Product Order Map Units: degrees
Columns: 13332 pixels
Rows: 44280 pixels
Reference Height: -27.5772762299 meters
==============================================================
Product Component Metadata
Number of Components: 1
Component ID: 0000000
Product Image ID: 000
Component File Name: po_418829_pan_0000000.tif po_418829_bgrn_0000000.tif
Thumbnail File Name: po_418829_rgb_0000000_ovr.jpg
Country Code:
Component Geographic Corner Coordinates
Number of Coordinates: 4
Coordinate: 1
Latitude: 28.5212007461 degrees
Longitude: -82.8712771900 degrees
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Appendix 2. IKONOS product metadata (continued)

Coordinate: 2
Latitude: 28.9194113600 degrees
Longitude: -82.8712771900 degrees
Coordinate: 3
Latitude: 28.9194113600 degrees
Longitude: -82.7349112645 degrees
Coordinate: 4
Latitude: 28.5212007461 degrees
Longitude: -82.7349112645 degrees
Component Map Coordinates (in Map Units)
UL Map X (Easting): -82.87127718999999 degrees
UL Map Y (Northing): 28.91941136000000 degrees
Pixel Size X: 0.00001023537683 degrees
Pixel Size Y: 0.00000899321606 degrees
Product Order Map Units: degrees
Columns: 13324 pixels
Rows: 44280 pixels
Percent Component Cloud Cover: 0
==============================================================
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Appendix 3. Pan-sharpening algorithm details
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Appendix 3. Pan-sharpening algorithm details (continued)
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Appendix 4. Detailed Classification Accuracy Assessment Reports

CLASSIFICATION ACCURACY ASSESSMENT REPORT
----------------------------------------Image File : Photo-interpreted aerial photography (pi_aerial5.img)
ERROR MATRIX
-------------

Classified Data Unclassifi
-----------------------Unclassified
0
Class 1
0
Class 2
0
Class 3
0

Reference Data
-------------Class 1
---------0
11
0
4

Class 2
---------0
0
0
0

Class 3
---------0
8
0
7

Column Total

15

0

15

0

----- End of Error Matrix ----ACCURACY TOTALS
---------------Class
Reference
Name
Totals
------------------Unclassified
0
Class 1
15
Class 2
0
Class 3
15
Totals

30

Classified
Totals
---------0
19
0
11

Number
Producers
Correct
Accuracy
------- --------- ----0
--11
73.33%
0
--7
46.67%

30

18

Overall Classification Accuracy =

60.00%

----- End of Accuracy Totals -----
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Users
Accuracy
--57.89%
--63.64%

Appendix 4. Detailed Classification Accuracy Assessment Reports (continued)

KAPPA (K^) STATISTICS
--------------------Overall Kappa Statistics = 0.2000
Conditional Kappa for each Category.
-----------------------------------Class Name
Kappa
-------------Unclassified
0.0000
Class 1
0.1579
Class 2
0.0000
Class 3
0.2727
----- End of Kappa Statistics ----ERROR MATRIX
------------Reference Data
-------------Classified Data Unclassifi
Class 1
Class 2
-----------------------------------------Unclassified
0
0
0
Class 1
0
15
0
Class 2
0
0
0
Class 3
0
0
0

Class 3
---------0
1
0
14

Column Total

15

0

15

0

----- End of Error Matrix ----ACCURACY TOTALS
---------------Class
Reference
Name
Totals
------------------Unclassified
0
Class 1
15
Class 2
0
Class 3
15
Totals

30

Classified
Totals
---------0
16
0
14

Number
Producers
Correct
Accuracy
------- --------- ----0
--15
100.00%
0
--14
93.33%

30

29

Overall Classification Accuracy =

96.67%

----- End of Accuracy Totals -----
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Users
Accuracy
--93.75%
--100.00%

Appendix 4. Detailed Classification Accuracy Assessment Reports (continued)

KAPPA (K^) STATISTICS
--------------------Overall Kappa Statistics = 0.9333
Conditional Kappa for each Category.
-----------------------------------Class Name
---------Unclassified
Class 1
Class 2
Class 3

Kappa
----0.0000
0.8750
0.0000
1.0000
----- End of Kappa Statistics -----

CLASSIFICATION ACCURACY ASSESSMENT REPORT
----------------------------------------Image File : Unsupervised Classification of attenuation corrected image (b1234_kd_iso2.img)
ERROR MATRIX
-------------

Classified Data Unclassifi
-----------------------Unclassified
0
Class 1
0
Class 2
0

Reference Data
-------------Class 1
---------0
11
4

Class 2
---------0
4
11

Row Total
---------0
15
15

Column Total

15

15

30

0

----- End of Error Matrix -----
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Appendix 4. Detailed Classification Accuracy Assessment Reports (continued)

ACCURACY TOTALS
---------------Class
Reference
Name
Totals
------------------Unclassified
0
Class 1
15
Class 2
15
Totals

30

Classified
Totals
---------0
15
15

Number
Producers
Correct
Accuracy
------- --------- ----0
--11
73.33%
11
73.33%

30

22

Overall Classification Accuracy =

73.33%

----- End of Accuracy Totals ----KAPPA (K^) STATISTICS
--------------------Overall Kappa Statistics = 0.4667
Conditional Kappa for each Category.
-----------------------------------Class Name
Kappa
-------------Unclassified
0.0000
Class 1
0.4667
Class 2
0.4667
----- End of Kappa Statistics -----
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Users
Accuracy
--73.33%
73.33%

Appendix 4. Detailed Classification Accuracy Assessment Reports (continued)

CLASSIFICATION ACCURACY ASSESSMENT REPORT
----------------------------------------Image File : Best Image Processing Results - Image Segmentation (b1234_imgseg1.img)
ERROR MATRIX
------------Reference Data
-------------Class 1
---------0
11
4

Classified Data Background
-----------------------Background
0
Class 1
0
Class 2
0
Column Total

0

15

15

Class 2
---------0
3
12

Row Total
---------0
14
16

30

----- End of Error Matrix -----

ACCURACY TOTALS
---------------Class
Name
---------Class 0
Class 1
Class 2
Totals

Reference
Totals
---------0
15
15
30

Classified
Totals
---------0
14
16

Number
Producers
Correct
Accuracy
------- --------- ----0
----11
73.33%
12
80.00%

30

23

Overall Classification Accuracy =

76.67%

----- End of Accuracy Totals -----
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Users
Accuracy

78.57%
75.00%

Appendix 4. Detailed Classification Accuracy Assessment Reports (continued)

KAPPA (K^) STATISTICS
--------------------Overall Kappa Statistics = 0.5333
Conditional Kappa for each Category.
-----------------------------------Class Name
---------Class 0
Class 1
Class 2

Kappa
----0.0000
0.5714
0.5000

----- End of Kappa Statistics -----
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