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The purpose of this article is to give a brief survey of some results on bilinear
Fourier multiplier operators and bilinear pseudo-dierential operators, which were
recently obtained in the joint work of Naohito Tomita, Loukas Grafakos, and the




We recall some classical results on linear Fourier multiplier operators and linear
pseudo-dierential operators.




e2ixm() bf() d; f 2 S(Rn);




The function m is called the multiplier.
For 0 < p < 1, we write Hp(Rn) to denote the usual Hardy space on Rn (see,
e.g., [28, Chapter III]). We shall simply say that m(D) is bounded in Hp(Rn) if there
exists a constant Cm;n;p such that the estimate
km(D)fkHp(Rn)  Cm;n;pkfkHp(Rn) (1.1)
holds for all f 2 S(Rn) \Hp(Rn). We want to nd a simple sucient condition on
m for m(D) to be bounded in Hp(Rn). A well-known criterion is the following.
Theorem 1.1. If m() is C1 away from the origin and satises the estimates
j@m()j  Cjj jj (1.2)
for all , then (1.1) holds for all 0 < p <1.
In fact, for a xed 0 < p < 1, the boundedness (1.1) holds if we assume (1.2)
only for  up to certain order. Several sharp conditions generalizing (1.2) are known.
One of such conditions is given in terms Sobolev norms.
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(1 + jj)2sj bf()j2 d1=2 :
Taking a function 	 2 C10 (Rn) such that supp	  Rn n f0g andX
j2Z





The following theorem was essentially proved by Hormander [19, cf. Theorem
2.5].
Theorem 1.3 (Hormander). If m 2 L1(Rn) and As(m) < 1 with an s > n=2,
then (1.1) holds for all 1 < p <1.
Generalization of this theorem to the case 0 < p  1 was given by Calderon and
Torchinsky [6, Theorem 4.6].
Theorem 1.4 (Calderon-Torchinsky). If 0 < p  1 and if m 2 L1(Rn) satises
As(m) <1 with an s > n(1=p  1=2), then (1.1) holds.
It is known that Theorems 1.3 and 1.4 are `sharp' in the sense that the numbers
n=2 and n(1=p   1=2) can not be replaced by smaller numbers. We shall observe
that these critical numbers are related to the boundedness of m(D) for m satisfying
j@m()j  C(1 + jj) b: (1.4)
Such an m is sometimes called exotic multiplier. Here we shall consider the general
situation of pseudo-dierential operators with exotic symbols. For a function  2




e2ix(x; ) bf() d; x 2 Rn; f 2 S(Rn):
The function  is called the symbol of the operator. As a generalization of m
satisfying (1.4), we consider symbols (x; ) that satisfy
j@x@ (x; )j  C;(1 + jj) b (1.5)
for all multi-indices ; .
For (X;D) with  satisfying (1.5), the following basic L2-boundedness was
given by Calderon and Vaillancourt [7].
Theorem 1.5 (Calderon-Vaillancourt). If  satises (1.5) with b = 0, then (X;D)
is bounded in L2(Rn).
Corresponding theorem for Lp(Rn) and Hp(Rn) were given by Coifman and
Meyer [8], [9] (an independent proof was also given by the author [23], [24]), which
reads as follows.
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Theorem 1.6 (Coifman-Meyer). If 0 < p < 1 and if  satises (1.5) with b =
nj1=p  1=2j, then (X;D) is bounded from Hp(Rn) to Lp(Rn).
The number nj1=p 1=2j of Theorem 1.6 is known to be sharp. We shall observe
that the critical order nj1=p   1=2j of Theorem 1.6 is related to the sharp dier-
entiability condition of Theorem 1.4. To see this, simply notice that if m satises
(1.4) for all  then it also satises (1.2) for jj  b (if b is not an integer, the
derivatives must be interpreted in some generalized sense). Thus if the the number
n(1=p   1=2) in the theorem of Calderon-Torchinsky could be improved, then the
number nj1=p   1=2j in Theorem 1.6 would also be improved. But this is not the
case.
In this article, we shall observe similar but somewhat dierent features for bilin-
ear Fourier multipliers and bilinear pseudo-dierential operators.
2 Bilinear Fourier multiplier operators






e2ix(+)m(; ) bf()bg() dd; x 2 Rn;
where f; g 2 S(Rn). The function m is called the multiplier . If we use the kernel






K(x  y1; x  y2)f(y1)g(y2) dy1dy2; x 2 Rn;
where the integral should be taken in an appropriate generalized sense if K is not
integrable.
In this section, we consider the multipliers m that satisfy, in certain weak sense,
the conditions
j@1 @2 m(; )j  C1;2(jj+ jj) j1j j2j; (2.1)
and we will be concerned about the following boundedness of Tm between Lebesgue
or Hardy spaces:
Tm : H
p(Rn)Hq(Rn)! Lr(Rn); 1=p+ 1=q = 1=r:
The restriction 1=p+1=q = 1=r is natural since in the most simplest casem(; ) = 1
we have Tm(f; g)(x) = f(x)g(x) for which Holder's inequality kfgkLr  kfkLpkgkLq
holds only for 1=p+ 1=q = 1=r. We always adopt the convention that
Hp(Rn) = Lp(Rn) if 1 < p  1:
In the case p = q = r = 1, we shall consider L1  L1 ! BMO instead of
L1  L1 ! L1. We write
kTmkHpHq!Lr
to denote the smallestA, possibly innity, that satises kTm(f; g)kLr  AkfkHpkgkHq
for all f 2 S \Hp and g 2 S \Hq. We dene kTmkL1L1!BMO in the same way by
replacing the norms k  kHp , k  kHq , k  kLr by k  kL1 , k  kL1 , k  kBMO, respectively.
For smooth multipliers satisfying (2.1), the basic result reads as follows.
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Theorem 2.1. Ifm satises (2.1) for all multi-indices 1; 2, then kTmkHpHq!Lr <
1 for all 0 < p; q; r  1 satisfying 1=p + 1=q = 1=r > 0 and kTmkL1L1!BMO <
1.
Theorem 2.1 is due to Coifman and Meyer [8], [9], [10] (the case p; q; r > 1),
Kenig and Stein [21] (the case 1=2 < r  1), and Grafakos and Kalton [15] (full
range p; q; r > 0).
As in the case of linear Fourier multiplier operators, to assure the boundedness of
the bilinear operator Tm, it is sucient to assume the condition (2.1) for derivatives
up to certain order. In the papers cited above, the authors are mostly assuming (2.1)
for j1j+ j2j  2n+1. We shall consider the problem to nd weak dierentiability
conditions of the type (2.1) that assure the boundedness of Tm.
Before going into the problem, we shall see that the bilinear Fourier multiplier
operators naturally appear in several problems in analysis. We shall see this in the
following two examples.
Example 1. As a rst example, we consider the Cauchy integral, which was also
the basic motivation of the study of Coifman and Meyer [8], [9], [10]. The Cauchy





x  y + i(A(x)  A(y))dy;
where A is a real-valued function on R with A0 2 L1. One of the way to study this


















which is the typical example of m(D) of Theorem 1.1. The term corresponding to






This is called Calderon's commutator, and is an example of bilinear Fourier multi-
plier operator. In fact, by writing A(x)  A(y) =
Z x
y
a(z)dz, a = A0, we have
CAf(x) =
ZZ bf()ba()m(; )e2ix(+)dd = Tm(f; a)(x)
with
m(; ) =  i
Z 1
0
sign ( + t)dt
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=  i
8>>><>>>:
0 if   0;  +   0;
( + )= if   0;  +  > 0;
 = if  > 0;  +   0;
1 if  > 0;  +  > 0:
























Except for the origin, the multiplier m(; ) is Lipschitz continuous and hence has
the rst order derivative in the classical sense. If we use the dierentiability in
L2 sense, we see the following: if 	 2 C10 (R2) and supp	 does not contain the
origin, then m	 2 W s(R2) for s < 3=2. The theorem to be given below (Theorem
2.3) covers such multipliers and shows, in particular, that CA is bounded in L
p(R),
1 < p < 1, if A0 2 L1. (For the Cauchy integral and Calderon's commutator,
many approaches are known. A recent approach is given by Muscalu [27].)
Example 2. As the second example, we consider the inequality
kDs(fg)kLp . kDsfkLpkgkL1 + kfkL1kDsgkLp ;
where Ds(f) = F 1(jjs bf()). This inequality and its variants are called the Kato-
Ponce inequalities (see [20]). In a proof of the above inequality, we take a function
 2 C10 (Rn n f0g) satisfying
P1
j= 1  (2




























To estimate Ds(fg), the essential part comes from jj kj  10, typically from j = k,









where 	1;	2, and  are smooth functions supported in some annulus. It is straight-
forward to verify that m satises condition (2.1) for j1j+ j2j < s but not for larger
j1j+ j2j. For more details, see [14] and [16, Introduction and Appendix B].
Now, we come back to the problem of nding weak dierentiability conditions
for bilinear Fourier multipliers. We want to nd conditions similar to those in
Hormander's theorem or in the Calderon-Torchinsky theorem. In this direction,
there are some recent results. Tomita [29] proved that kTmkLpLq!Lr < 1, 1 <
p; q; r <1, if
sup
j2Z
km(2j)	()kW s(R2n) <1 (2.2)
with an s > n. Grafakos and Si [17] proved that Tomita's result can be extended
to r  1 if we strengthen the assumption (2.2) by using L-based Sobolev space,
1 <   2.
In this article, we consider the problem in a dierent formulation; to measure
the smoothness of multipliers, we use, instead of the usual Sobolev norm on R2n, the
product type Sobolev norm. In this setting, we can obtain `sharp' dierentiability
conditions, and the result implies some improvements of the results of Tomita and
Grafakos-Si.
We begin with the following denition.
Denition 2.2 (Product type Sobolev norm). For s1; s2 > 0 and for functions




(1 + jx1j)2s1(1 + jx2j)2s2 jF 1F (x1; x2)j2 dx1dx2
1=2
:
We take a function 	 such that
	 2 C10 (R2n); supp	  R2n n f0g;X
j2Z
	(=2j; =2j) = 1 (8(; ) 2 R2n n f0g); (2.3)
and, for m 2 L1(R2n), we dene
A(s1;s2)(m) = sup
j2Z
km(2j; 2j)	(; )kW (s1;s2)(R2n):
We consider the estimate
kTmkHpHq!Lr . A(s1;s2)(m); (2.4)
where 0 < p; q; r  1 and 1=p+1=q = 1=r. In the case p = q = r =1, we consider
the estimate for L1  L1 ! BMO in place of Hp Hq ! Lr.
The following is the main result of [16] and [25].
Theorem 2.3 ([16], [25]). Let 0 < p; q; r  1 and 1=p+ 1=q = 1=r. If
s1 > maxfn=2; n(1=p  1=2)g; s2 > maxfn=2; n=q   n=2g;
s1 + s2 > n=r   n=2;
(2.5)
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then the estimate (2.4) holds, where HpHq ! Lr is replaced by L1L1 ! BMO
when p = q = r =1. Conversely, if (2.4) with the convention that Hp Hq ! Lr
is replaced by L1  L1 ! BMO when p = q = r =1 holds, then
s1  maxfn=2; n(1=p  1=2)g; s2  maxfn=2; n=q   n=2g;
s1 + s2  n=r   n=2:
(2.6)
Thus, in terms of the product type norm A(s1;s2), the condition (2.5) or (2.6) is
the sharp condition for (2.4) (the equality cases of (2.6) are open).
To see easily the various conditions of Theorem 2.3, we divide the region of


















The assumptions of (2.5) are written as follows:
s1 > n=2; s2 > n=2 if (1=p; 1=q) 2 I0;
s1 > n=2; s2 > n=q   n=2 if (1=p; 1=q) 2 I1;
s1 > n=p  n=2; s2 > n=2 if (1=p; 1=q) 2 I2;(
s1 > n=2; s2 > n=2;
s1 + s2 > n=p+ n=q   n=2
if (1=p; 1=q) 2 I3;(
s1 > n=2; s2 > n=q   n=2;
s1 + s2 > n=p+ n=q   n=2
if (1=p; 1=q) 2 I4;(
s1 > n=p  n=2; s2 > n=2;
s1 + s2 > n=p+ n=q   n=2
if (1=p; 1=q) 2 I5;(
s1 > n=p  n=2; s2 > n=q   n=2;
s1 + s2 > n=p+ n=q   n=2
if (1=p; 1=q) 2 I6:
Notice that the condition s1+ s2 > n=p+n=q n=2 is necessary only in the regions
I3, I4, I5, and I6.
Similar but partial results for multilinear Fourier multiplier operators are also
given in [16].
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3 Bilinear Pseudo-dierential operators
We next consider bilinear pseudo-dierential operators and want to nd a theorem
corresponding to Theorem 1.6. We begin with the denition of bilinear pseudo-
dierential operators.
Denition 3.1. For a function  = (x; ; ) on RnRnRn, we dene the bilinear




e2ix(+)(x; ; ) bf()bg() dd; x 2 Rn;
where f; g 2 S(Rn). The function  is called the symbol of the operator.
We shall consider the following class of symbols and operators.
Denition 3.2. For m 2 R, we dene the symbol class BSm0;0 as the set of all C1
functions  = (x; ; ) on Rn  Rn  Rn that satisfy
j@x@ @(x; ; )j  C;;(1 + jj+ jj)m
for all multi-indices ; ; . We write the corresponding class of bilinear pseudo-
dierential operators as
Op(BSm0;0) = fT j  2 BSm0;0g:
Benyi-Bernicot-Maldonado-Naibo-Torres [1] considered the symbol class BSm;
for 0  ;   1 and showed that symbolic calculus in the corresponding operator
class Op(BSm;) works in a similar way as in the linear case. In this section, we
restrict our study to the case  =  = 0.
In contrast to the Calderon-Vaillancourt theorem (Theorem 1.5), operators in
the bilinear class Op(BS00;0) do not have good boundedness. In fact, Benyi and
Torres [4] proved the following.
Theorem 3.3 ([4]). There exists a symbol  2 BS00;0 such that T is not bounded
in Lp  Lq ! Lr for any 1  p; q; r <1, 1=p+ 1=q = 1=r.
Recently, Michalowski, Rule, and Staubach [22] proved that operators of class
Op(BSm0;0) are bounded in L
2  L2 ! L1 if m <  n=2. Generalizing this, Benyi,
Bernicot, Maldonado, Naibo, and Torres [1] proved the following.
Theorem 3.4 ([22], [1]). Operators of class Op(BSm0;0) are bounded in L
pLq ! Lr,
1  p; q; r  1, 1=p+ 1=q = 1=r, if












Our purpose is to rene Theorem 3.4. We consider the problem in the full range
0 < p; q; r  1 by replacing some Lp spaces by the local Hardy spaces hp or by bmo
(the denitions of these spaces will be given below) and we completely determine
the values of m for which the operators of class Op(BSm0;0) are bounded between h
p,
Lp, and bmo. In particular, as for the boundedness in LpLq ! Lr, 1=p+1=q = 1=r
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in the range 1  p; q; r  1, we will show that em(p; q) given in Theorem 3.4 are
sharp and also show that the boundedness still holds in the critical case m = em(p; q)
except for (p; q) = (1;1), (1; 1), (1;1).
In order to give our results in a precise form, we recall the denitions of hp and
bmo.
Denition 3.5 ([14]). Let 0 < p  1 and take a  2 S(Rn) such that RRn (x) dx 6=












where t(x) = t
 n(x=t). The set of all f 2 S 0(Rn) such that kfkhp(Rn) < 1 is
denoted by hp(Rn).
It is known that hp(Rn) does not depend on the choice of . Obviously hp(Rn) 
Hp(Rn). The Schwartz class S(Rn) is a dense subspace of hp(Rn).














whereQ denotes cubes in Rn and fQ = jQj 1
R
Q
f(y)dy. The class bmo(Rn) is dened
to be the set of all locally integrable functions f on Rn such that kfkbmo(Rn) <1.
Obviously bmo(Rn)  BMO(Rn). It is known that the dual spaces of h1(Rn) is
bmo(Rn) ([14, Corollary 1, p. 36]).
We use the following notation:
Xp = Xp(Rn) =
8><>:
hp(Rn) if 0 < p  1;
Lp(Rn) if 1 < p <1;
bmo(Rn) if p =1:
If 0 < p; q; r  1 and 1=p+ 1=q = 1=r, we dene
kTkXpXq!Xr = supfkT(f; g)kXr j f 2 S; g 2 S; kfkXp = kgkXq = 1g:
If kTkXpXq!Xr < 1, then, with a slight abuse of terminology, we say that T is
bounded in Xp Xq ! Xr.
The following is our main theorem.
Theorem 3.7 ([26]). Let m 2 R, 0 < p; q; r  1, and 1=p + 1=q = 1=r. Then all
the operators of class Op(BSm0;0) are bounded in X
p(Rn)Xq(Rn)! Xr(Rn) if and
only if





















To see the various values of m(p; q) of this theorem, we divide the region of






















n=r   n if (1=p; 1=q) 2 J0;
 n=2 if (1=p; 1=q) 2 J1;
 n=q if (1=p; 1=q) 2 J2;
 n=p if (1=p; 1=q) 2 J3;
n=2  n=r if (1=p; 1=q) 2 J4;
where 1=r = 1=p+1=q. Observe that em(p; q) of Theorem 3.7 coincides with m(p; q)
in the region 1=p+ 1=q  1.
We shall briey explain some ideas to prove Theorem 3.7.
First we explain the idea to prove the `only if' part of the theorem. Here we use











for all fcmg  C with
P
m jcmj2 <1, where frmg denotes independent and identi-
cally distributed random variables on a probability space with
Prob frm = 1g = Prob frm =  1g = 1
2
and E[   ] denotes the expectation. (For this inequality, see, e.g., [30, Chapter V,
Section 8].)
Applying Khintchine's inequality to cm = ame
2imx, we obtain the following.














for all famg  C with
P
m jamj2 <1.
This implies the following.
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Corollary 3.9. If
P
m jamj2 <1 and 0 < p <1, then there exist a sequence of 






















The inequalities in this corollary may be considered as an `improvement' of Par-
seval's identity or the Hausdorf-Young inequality. In fact, if we don't use  sign,











; 1  q  2  p  1; 1=p+ 1=q = 1;
and these are the best we can expect. If, however, we have freedom to choose 
signs as in (3.1), then we have inequalities with p and q in a wider range. Similar
observation may be possible for (3.2).
Now we give a brief sketch of the proof of the following assertion: if 2  p <1,
2  q < 1, 1=p + 1=q = 1=r  1=2, and if all the operators of class Op(BSm0;0) are
bounded in Lp  Lq ! Lr, then m   n=2.
Take a  2 S(Rn) such that b = 1 on [ 1=4; 1=4]n, and supp b  [ 1=2; 1=2]n.





ck;`(1 + jkj+ j`j)m b (   k) b (   `):
Then @ @ (; )  C;(1 + jj+ jj)m;
with C; independent of fck;`g. By the assumption and by the closed graph theorem,
there exists a constant C independent of fck;`g such that
kT(f; g)kLr  CkfkLpkgkLq : (3.3)
Take a  2 S such that b = 1 on [ 1=8; 1=8]n, and supp b  [ 1=4; 1=4]n. Let  > 0.













k`ck;`jkj n=2 j`j n=2 (1 + jkj+ j`j)me2i(k+`)x(x)2:
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jkj n=2 j`j n=2 (1 + jkj+ j`j)m:
By calculation, we have
a  (1 + jj)m 2:








with C independent of  = 1. Hence by Khintchine's inequality (Lemma 3.8) we
have
P
 ja j2  C, which is possible only when m  2 <  n=2. Letting ! 0, we
obtain m   n=2.
Next we shall briey sketch the proof of the `if' part of Theorem 3.7.
To prove the `if' part of Theorem 3.7, we prove the following three estimates.
(1)  2 BS n=20;0 ) T : L2  L2 ! h1:
(2)  2 BS n=p0;0 ; 0 < p < 1) T : hp  bmo! hp:
(3)  2 BS n=p0;0 ; 0 < p < 1) T : hp  L2 ! hr; 1=p+ 1=2 = 1=r:
By obvious symmetry, the conclusions of (2) and (3) can be replaced by bmohp !
hp or L2  hp ! hr, respectively. By duality, (1) implies the following:
(10)  2 BS n=20;0 ) T : L2  bmo! L2 and bmo L2 ! L2:
These estimates combined with interpolation and duality arguments will yield the
whole `if' part of Theorem 3.7. See the picture below, where the points (1=2; 1=2),
(1=2; 0), (0; 1=2) and the four half lines
f(1=p; 1=q) j 1 < 1=p <1; 1=q = 0g;
f(1=p; 1=q) j 1 < 1=p <1; 1=q = 1=2g;
f(1=p; 1=q) j 1=p = 0; 1 < 1=q <1g;
f(1=p; 1=q) j 1=p = 1=2; 1 < 1=q <1g;
are the places where we prove the estimates directly.













Notice that we do not directly prove the estimates h1  bmo! h1, bmo h1 ! h1,
and bmo  bmo ! bmo; these will be derived with the aid of interpolation and
duality from (10) and (2). (this procedure goes back to [23]).
(1)  2 BS n=20;0 ) T : L2  L2 ! h1.
Here, instead of T : L
2  L2 ! h1, we shall sketch the proof of the estimate
T : L
2L2 ! L1; to replace L1 by h1 requires only a slight modication. To prove
this estimate, we assume that m is supported on fjj + jj  2g since compactly
supported m is easy to handle. By using appropriate partition of unity, we may also
assume that m is supported in a small cone in R2n.
First, suppose  2 BS n=20;0 and
supp  fjj=8  jj  8jjg \ fjj+ jj  2g: (3.4)
Using a 	 satisfying (2.3), we decompose  as
(x; ; ) =
1X
j=1
(x; ; )	(2 j; 2 j) =
1X
j=1
j(x; ; ): (3.5)
By (3.4), jj  jj  2j on suppj. Hence we can take a  2 C10 (Rn n f0g) such
that
Tj(f; g) = Tj(fj; gj); fj =  (2






To estimate each term in the right hand side, we use the following lemma.
Lemma 3.10. Let N be a suciently large positive integer and suppose (x; ; )
satisfy
j@x@ @(x; ; )j  r n=21fjj  rg (3.7)
for jj; jj; jj  N with some r > 0. Then
kT(f; g)kL1  CkfkL2kgkL2 : (3.8)
Here N and C can be taken depending only on n and independent of r > 0.
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e2ix(g;x; ) bf() d = (g;X;D)f(x): (3.9)
The following pointwise estimate is easy to prove:










(1 + jx  yj)2N dy
1=2
: (3.11)














j@ (g; x; )j2 dxd
1=2
kfkL2 :
The assumption (3.7) and the Calderon-Vaillancourt theorem (Theorem 1.5) giveZ
Rn
j@ (g;x; )j2dx . r n1fjj  rgkgk2L2 :




j@ (g;x; )j2 dxd .
Z
Rn
r n1fjj  rg d kgk2L2  kgk2L2 :
Combining the estimates, we obtain (3.8). (The idea of using the formula (3.9) and
the inequalities (3.10)-(3.11) is due to [22].)
We come back to the proof of T : L
2L2 ! L1 for  2 BS n=20;0 satisfying (3.4).
For  2 BS n=20;0 , j satises the assumption of Lemma 3.10 with r  2j. Hence
Lemma 3.10 yields
kTj(fj; gj)kL1 . kfjkL2kgjkL2 :

















which is the desired estimate.
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Next, consider  2 BS n=20;0 such that
supp  fjj  jj=2g \ fjj+ jj  2g: (3.12)
We again decompose  as in (3.5). In the present case, (3.6) no longer holds; instead,
we have
Tj(f; g) = Tj(f; gj); gj =  (2
 jD)g;
with some  2 C10 (Rn n f0g). Here, to simplify the argument, we assume that
(x; ; ) does not depend on x, thus (x; ; ) = (; ). From (3.12), it follows
that j+j  2j on supp j, which implies that the support of the Fourier transform
of Tj(f; g) is included in f j B 12j  jj  B2jg for some B > 1 (here we used
the assumption (x; ; ) = (; )).
We use the following lemma, which is well known in the Littlewood-Paley theory
for Hardy spaces.
Lemma 3.11. Suppose fFjg  S 0 and suppose there exists B > 1 such that




































With the aid of this inequality, the argument is again reduced to the estimate of L2
norms of Tj(f; gj); we omit the rest of the argument. The idea of using Littlewood-
Paley theorem to reduce the estimate to L2 norms of functions goes back to Tomita
[29].
To prove the estimates of Tm in h
p bmo! hp and in hpL2 ! hr, we use the
basic result of atomic decomposition in hp.
Denition 3.12. For 0 < p  1, a function a on Rn is called an hp-atom of rst
kind if there exists a cube Q = Qa with jQj  1 such that
supp a  Q; kakL1  jQj 1=p; (3.13)
and Z
Rn
x a(x) dx = 0; jj  [n=p  n];
where [n=p n] denotes the integer part of n=p n. A function a on Rn is called an
hp-atom of second kind if there exists a cube Q = Qa with jQj = 1 satisfying (3.13).
Both kind of atoms are simply called hp-atoms .
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Lemma 3.13 ([14, Lemma 5]). Let 0 < p  1 and f 2 S 0(Rn). Then f 2 hp(Rn)
if and only if f can be written as f =
P1
i=1 iai with faig a sequence of hp-atoms,




i <1, and the seriesP1







where the inmum is taken over all representations of f .
(2)  2 BS n=p0;0 ; 0 < p < 1) T : hp  bmo! hp.
By virtue of Lemma 3.13, the boundedness T : h
p  bmo ! hp follows if we
prove the estimate
kT(a; g)khp . kgkbmo
for all hp-atoms a. For suciently larger M , we have
kFkhp . k(1 + j  j)MFkL2 :
Thus it is sucient to prove the weighted L2-estimate
k(1 + j  j)MT(a; g)kL2 . kgkbmo:
This estimate can be proved, with the aid of the basic estimate (10), in almost
parallel way as in the linear case given in [23]; we omit the details.
(3)  2 BS n=p0;0 ; 0 < p < 1) T : hp  L2 ! hr; 1=p+ 1=2 = 1=r.
Here again, instead of hpL2 ! hr, we shall sketch the proof of the estimate of
hp  L2 ! Lr; to replace Lr by hr requires only a slight modication.
To prove the boundedness T : h
p  L2 ! Lr, we prove the following: for any
hp-atom a, there exists a function u such that
jT(a; g)(x)j . u(x)
Z jg(y)j2
(1 + jx  yj)2M dy
1=2
= u(x)eg(x) (3.14)
and kukLp . 1. From this we can derive the desired estimate in the following way.





j  kfkphp . We take the function uj corresponding to aj
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Thus kT(f; g)kLr . kfkhpkgkL2 as desired.
Here we omit the proof of (3.14), which is similar to the argument given in [25,
Section 4]. Notice that the Lr-norm-estimate
kT(a; g)(x)kLr . kgkL2
for hp-atoms a is not sucient to get the boundedness T : h
p  L2 ! Lr. In fact,




j  kfkphp , and we














for r < p.
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