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Abstract
We treat a positive extension problem in an algebra of periodic doubly infinite operator
matrices. The given data have a stalactite-type pattern. The problem may be viewed as an oper-
ator-valued Carathéodory–Toeplitz problem with partially described data. Necessary and suf-
ficient conditions are given for the existence of a solution, the set of all solutions is described
and a maximum entropy result is obtained as well. In the matrix-valued case the problem was
also considered by Alpay et al. [Linear Algebra Appl. 268 (1998) 247], where the problem
was rephrased as an interpolation problem requiring symmetries and solutions were given in
these terms. We shall also interpret our results in the context of cyclostationary stochastic
processes. © 2002 Elsevier Science Inc. All rights reserved.
AMS classification: 47A57; 47A56; 15A37; 30E05; 60G12
Keywords: Band method; Stalactite-type patterns; Diagonally connected patterns; Carathéodory–Toep-
litz problem; Cyclostationary stochastic processes
1. Introduction
The problem in this paper may be introduced in (at least) three different settings.
In this introduction, we will discuss the problem in the setting of operator-valued
Wiener functions on the unit circle. In Section 2, we shall convert the problem to
one of doubly infinite periodic operator matrices and present our main results in this
E-mail address: hugo@math.wm.edu (H.J. Woerdeman).
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context. In the final section, we shall discuss the cyclostationary stochastic process
interpretation of the problem.
The classical Carathéodory–Toeplitz problem, in one of its forms, asks the fol-
lowing. Given complex numbers c0, c1, . . . , cn, does there exist a complex-valued
(Wiener) function on the unit circle T = {z ∈ C : |z| = 1} so that (1) f (z) > 0, z ∈
T and (2) the kth Fourier coefficient f̂ (k) of f equals ck, k = 0, . . . , n? The nec-
essary and sufficient condition for a solution to exist is the positive definiteness of
the finite Toeplitz matrix T = (ci−j )ni,j=1, where c−i = c¯i . This solution dates back
to the works of Carathéodory, Toeplitz, Riesz, Fejer and Szegö in the 1910s. The
matrix-valued version (i.e., ck ∈ Cm×m) and the operator-valued version (i.e., ck is
a Hilbert space operator) were found to have similar solutions. These results along
with their applications may for instance be found in [3,4,12,13] (matrix-valued case)
and [6,7] (operator-valued case).
In this paper, we address the operator-valued Carathéodory–Toeplitz problem for
the situation where only parts of the operators Ck, k = 0, . . . , n, are prescribed. For
this purpose we consider operators on a Hilbert space K that is the direct sum of m
summands
K =K1 ⊕ · · · ⊕Km.
Representing the operators with respect to this decomposition we get
Ck =
(
C
(k)
ij
)m
i,j=1 .
Since f (z) =∑∞k=−∞ Ckzk is required to take on self-adjoint values for z ∈ T, we
need in particular that C0 = C∗0 . Thus, when C(0)ij is prescribed, automatically C(0)j i
is prescribed as well. Because of this we shall only focus on the lower triangular part
of C0. We shall require that the given data satisfy the following rules:
(1) the main diagonal of C0 is prescribed;
(2) if C(0)ij is given for some i  j , then so are C(0)il , j  l  i;
(3) if C(k)ij is given for some 1  k  n, then so are C(k)il , j  l  m; C(p)il , 1 
l  m and 1  p  k − 1 and C(0)il , 1  l  i.
When one organizes the operators in a row vector (Cn Cn−1 · · · C0) one obtains a
pattern where once an entry is specified, then so are all the entries to the right of it.
One such example is given in Fig. 1, where the black spots correspond to prescribed
block entries. In this example, we have m = 3, n = 2 and C(0)11 , C(0)22 , C(0)31 , C(0)32 ,
C
(0)
33 , C
(1)
12 , C
(1)
13 , C
(1)
31 , C
(1)
32 , C
(1)
33 and C
(2)
33 are prescribed. In [1] the prescribed
blocks are organized in columns, but a simple conversion (k → −k) makes the set-
ting in [1] equivalent to the setting here. We chose the organization along the rows
as it corresponds to the setup in [10], on which we shall rely.
Rather than solving our problem in the Wiener algebra of K-valued functions
on T, it will be more convenient to consider an algebra of operators. To convert
the problem to such a setting we identify a function with the multiplication operator
it induces on L2(T,K), the Lebesgue Hilbert space of functions acting T →K.
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Fig. 1. An allowed pattern.
Consequently, we obtain block Toeplitz operators (Ck−l )k,l∈Z. When we sub-
sequently write Ck = (C(k)ij )mi,j=1, we get the so-called m-periodic doubly infinite
operator matrices. We introduce the algebra in Section 2, where also our main
results appear. In Section 3, we illustrate the main results with an example. Final-
ly, in Section 4, we discuss the results in the context of cyclostationary stochastic
processes.
2. Periodic doubly infinite operator matrices
We consider the following Wiener algebra of infinite Hilbert space operator ma-
trices that are m-periodic. Let Vm be the Banach space of infinite operator matrices
V = [Vjk]∞j,k=−∞ with Vjk :Hk →Hj ,
∞∑
v=−∞
sup
k−j=ν
‖Vjk‖ <∞,
and
Vjk = Vj+m,k+m for all j, k ∈ Z.
We may view elements of Vm as operators on the Hilbert space:
⊕
j∈Z
Hj =
(hj )j∈Z : hj ∈Hj ,
∞∑
j=−∞
‖hj‖2 <∞
 .
Positive definiteness and contractiveness of elements of Vm should be understood
in this context. The correspondence to the setting in the introduction is made by
letting
Hkm =K1, H1+km =K2, . . . ,Hm−1+km =Km, k ∈ Z,
and
Ck = (Vij )km+m−1, m−1i=km, j=0 , k ∈ Z.
In this algebra, we shall consider a positive extension problem with respect to
so-called column-diagonal patterns. We first need to introduce the following
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terminology. A subset J ⊂ Z × Z is called reflexive if (i, i) ∈ J for all i ∈ Z, sym-
metric if (i, j) ∈ J implies (j, i) ∈ J and column-diagonally connected if (i, j) ∈ J
and i  k  j imply (k, j) ∈ J . Furthermore, we say that J is of finite bandwidth if
there exists a q ∈ N so that J ⊂ {(i, j) ∈ Z × Z : |i − j |  q}. The smallest such
q is called the bandwidth of J. We say that J is m-periodic if (i, j) ∈ J if and only if
(i +m, j +m) ∈ J . The notation δjk stands for the Kronecker delta, that is, δjk = 1
when j = k and δjk = 0 otherwise.
Theorem 2.1. Let J ⊂ Z × Z be a reflexive, symmetric, column-diagonally con-
nected, m-periodic pattern of finite bandwidth q and let B = (Bjk)∞j,k=−∞ ∈Vm
be given. There exists a positive definite A = (Ajk)∞j,k=∞ ∈Vm with Ajk = Bjk,
(j, k) ∈ J (i.e., A is a positive extension of {Bij : (i, j) ∈ J }), if and only if the
operators
Hk := (Bjl)j,l∈Jk , k = 0, . . . , m− 1,
are positive definite. Here
Jk = {p ∈ Z :(p, k) ∈ J and p  k}.
We shall next develop a linear fractional description of the set of all solutions. As-
sume that Hk > 0, k = 0, . . . , m− 1, and construct U = (Ujk)∞j,k=−∞ ∈Vm and
V = (Vjk)∞j,k=−∞ as follows. Let
[Vˆpk]p∈Jk := H−1k [δpk]p∈Jk , k ∈ Z,
and
Vpk =
{
0, p /∈ Jk,
VˆpkVˆ
−1/2
kk , p ∈ Jk.
Next, for k ∈ Z, let
Lk =
{
i : ((p, k) ∈ J and p  i)⇒ (p, i) ∈ J} ∩ {i : (i, k) ∈ J or i > k},
and put Uˆ = (Uˆjk)∞j,k=−∞, where
(Uˆjk)j∈Lk = [(Brs)r,s∈Lk ]−1[δjk]j∈Lk ,
and Uˆjk = 0, j /∈ Lk . Further, let D = (Dij )∞i,j=−∞, where
Dij =
{
Uˆij if Uˆij /= 0 /= Uˆji ,
0 otherwise.
Finally, let U = Uˆ (Drt )−1, where Drt is so that (Drt )∗Drt = D and Drt has the
same diagonal block structure as D.
We now have the following linear fractional description for the set of all solutions.
Theorem 2.2. Let J ⊂ Z × Z be a reflexive, symmetric, column-diagonally con-
nected, m-periodic pattern of finite bandwidth q and let B = (Bjk)∞j,k=−∞ ∈Vm be
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given. Assume that the operators Hk, k = 0, . . . , m− 1, defined in Theorem 2.1,
are positive definite. Construct U and V as above. Then A is a positive extension of
{Bij : (i, j) ∈ J } if and only if
A = (VG+ U)∗−1(I −G∗G)(VG+ U)−1,
where G = (Gjk)∞j,k=−∞ ∈Vm is such that ‖G‖ < 1 and Gij = 0 for (i, j) ∈ J ∪{(i, j):i > j}. This correspondence is one-to-one.
Finally, we have the construction of a particular solution, along with its “zeroes-
in-the-inverse” property and its so-called maximum entropy property.
Theorem 2.3. Let J ⊂ Z × Z be a reflexive, symmetric, column-diagonally con-
nected, m-periodic pattern of finite bandwidth q and let B = (Bjk)∞j,k=−∞ ∈Vm be
given. Assume that the operators Hk, k = 0, . . . , m− 1, defined in Theorem 2.1,
are positive definite. Construct U and V as above. Then
A0 := U∗−1U−1 = V ∗−1V −1
is a positive extension of {Bij : (i, j) ∈ J }. In fact, A0 is the unique positive extension
of {Bij : (i, j) ∈ J } so that its inverse is supported in J (i.e., if A−10 = (jk), then
jk = 0 for (j, k) ∈ J ). Moreover, if A is a positive extension of {Bij : (i, j) ∈ J }
and we write
A = (I + A−)∗Ad(I + A−), (2.1)
where A− and (I + A−)−1 − I are strictly lower triangular and Ad is diagonal,
then
Ad  diag
(
Vˆ −1jj
)∞
j=−∞ ,
and equality holds if and only if A = A0.
Proof of Theorems 2.1–2.3. First note that the positive definiteness of Hk, k =
0, . . . , m− 1, is clearly a necessary condition for the existence of a positive exten-
sion.
Next, let us prove the sufficiency of this condition. Thus, let Hk > 0, k = 0, . . . ,
m− 1. We shall use the setup in [11]. For this purpose, let S = {(i, j) ∈ Z × Z : i <
j}, D = {(i, i) : i ∈ Z},←S = {(i, j) ∈ Z × Z : i > j} and Q1 = S ∩ (Z × Z\J ).
As in Theorem 2.5 in [10] we define the following sets
Q˜0+, Q˜d , Q˜0−, Q˜+, Q˜−, Q˜4, Q˜3,Q0−, Qd, Q0+, Q2, Q+,Q−,
by
Q˜0+ = S, Q˜d = D, Q˜0− =
←
S ,
Q˜± = Q˜0± ∪ Q˜d, Q˜4 = Q˜0−\J, Q˜3 = Q˜− ∩ J,
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Q0+ =
{
(i, j) : j ⊂
/=
i
}
, Qd = {(i, j) : j = i},
Q0− =
{
(i, j) : i ⊂
/=
j
}
, Q± = Q0± ∪Qd, Q2 = Q+ ∩ J,
where
j =
{
k ∈ Z : (k, j) /∈ Q1
}
, j ∈ Z.
With the sets Q˜0+, Q˜d , etc., introduce subsets A˜
0
+, A˜d , etc., ofA :=Vm as those
doubly infinite matrices with support in Q˜0+, Q˜d , etc. For instance,
A˜
0
+ =
{
(Aij )
∞
i,j=−∞ ∈Vm : Aij = 0 for (i, j) /∈ Q˜0+
}
,
A2 =
{
(Aij )
∞
i,j=−∞ ∈Vm : Aij = 0 for (i, j) /∈ Q2
}
.
It is straightforward to check that the following multiplication tables hold:
· A0− Ad A0+
A0− A0− A0− A
Ad A
0− Ad A0+
A0+ A A0+ A0+
· A˜0− A˜d A˜0+
A˜
0
− A˜
0
− A˜
0
− A˜
A˜d A˜
0
− A˜d A˜
0
+
A˜
0
+ A˜ A˜
0
+ A˜
0
+
(2.2)
Moreover, we have that
A+ =A1+˙A2, A1A+ ⊆A1, (2.3)
A2Ad ⊆A2, A∗1A2 ⊆A0−,
A˜− = A˜4+˙A˜3, A˜4A˜− ⊆ A˜4, (2.4)
A˜3A˜d ⊆ A˜3, A˜∗4A˜3 ⊆ A˜0+,
and
A˜−A2 ⊆A0−+˙A2, A2A− ⊆A0−+˙A2, (2.5)
A˜
∗
3A− ⊆A0−+˙A2.
These properties follow also from Theorem 2.5 in [10]. Since the left-hand table
in (2.2) holds and inclusions (2.3) hold, we have in the terminology of [11] that
(A0−,Ad,A0+,A1,A2) is a right semi-band structure onA. Likewise, (A˜
0
−, A˜d ,
A˜
0
+, A˜3, A˜4) is a left semi-band structure on A. Moreover, due to A1 = A˜∗4 we
have that the two band structures are coupled. Lastly, (2.5) corresponds exactly to the
conditions (U1), (U2) and (U3) in [11]. We now wish to apply Theorem 1.3 in [11].
First observe that the conditions Hk > 0 yield that V is well defined. We next
argue that V −1 ∈ A˜−. Let n be so that nm  q and look at the positive extension
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problem for finite operator matrices (Bij )nmi,j=0. If for these given data we apply The-
orem 4.1 in [10], we obtain an operator matrix Vˆf so that
Vˆ ∗−1f Vˆ
−1
f
produces a positive definite completion A0,f = (Aij )nmi,j=1 of (Bij )mi,j=0 (the so-
called band extension [8, Section III.2]). This positive definite completion exhibits
the same m-periodicity, which may be shown by constructing A0,f step by step
using a perfect elimination scheme (see [2] or [8]). Next, by writing A0,f as an
n× n block Toeplitz matrix (Tj−i )ni,j=1, where each of the blocks is of size m×m,
we may view the subsequent positive extension problem of embedding A0,f in
a positive definite doubly infinite element of Vm as the classical operator-valued
Carathéodory–Toeplitz problem with given data {T−n+1, . . . , T0, T1, . . . , Tn−1}. It
then follows from Theorem II.1.2 in [7] that the operator-valued polynomial P(z) :=
P0 + P1z+ · · · + Pn−1zn−1, where T0 · · · T−n+1... ...
Tn−1 · · · T0


P0
P1
...
Pn−1
 =

I
0
...
0

is stable, i.e., P(z) is invertible for z ∈ D. From this it follows that the doubly infinite
lower triangular matrix
(Pi−j )∞i,j=−∞,
where Pi = 0 for i /∈ {0, . . . , n− 1}, has a lower triangular inverse. By inspection
we have that Vˆ = (Pi−j )∞i,j=−∞ and thus Vˆ −1 is lower triangular and consequently
V −1 as well.
We may now apply Theorem 1.3 in [11] and obtain that V ∗−1V −1 is a positive
extension of {Bij : (i, j) ∈ J }. This proves the sufficiency of the conditions Hk >
0, k = 0, . . . , m− 1, and thus Theorem 2.1 is proven.
It now follows that any principal submatrix (Bij )i,j∈L, where L× L ⊂ J , is
positive definite. In particular, (Brs)r,s∈Lk > 0 and thus U is well defined. As Q+
is after permutation upper triangular (use Theorem 2.1 in [10] and the fact that
{Q0+,Qd,Q0−} has the so-called “triangular property”), one may argue as
before that U−1 exists and U−1 ∈A+. But now the application of Theorems 1.1
and 1.4 in [11] yields that U∗−1U−1 is a positive extension and that V ∗−1V −1 =
U∗−1U−1.
We next apply Theorem 1.6 in [11] to obtain the linear fractional description of
the set of all positive extensions. This proves Theorem 2.2.
Finally, in order to prove Theorem 2.3, we apply a left semi-band structure
variation of Theorem 1.10 in [11] to yield the final statement of the theorem (the
so-called “maximum entropy property”). In addition, applying Theorem I.1.1 in [8]
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(with the choices M1 =M∗4 = A˜4, M02 =M0∗3 = A˜3 ∩ A˜0−, Md = A˜d ) yields
the statement thatA−10 has support in J and that it is the unique one with this property.

We observe that if we apply Theorem 1.10 in [11] to the situation above directly
we get the following maximum entropy result: if A is a positive extension of {Bij :
(i, j) ∈ J } and
A = (I + A+)∗AD(I + A+),
where A+, (I + A+)−1 − I ∈A+ and AD ∈Ad , then
AD  D−1,
and equality holds if and only if A = A0.
It must be observed that in [1] other necessary and sufficient conditions were
obtained for the block matrix version (i.e., dim Hj <∞ for all j) of the present
result. In addition, they provide an alternative description of the set of all solutions.
Both these results are in terms of a tangential interpolation problem with symmetries
that is connected to the above extension problem. No maximum entropy result is
present in [1].
3. An example
Let
C2=
? ? ?? ? ?
? ? 187810
, C1 =
 ? −
4
135 − 127270
? ? ?
34
135 − 136405 136405
,
C0=

32
15
? 6891620
− 136135 − 1633240 476405
.
Notice that the data have the structure represented in Fig. 1 in Section 1. In order to
apply Theorem 2.1 we first note that
J0 = {0, 2, 5}, J1 = {1, 2, 3, 5}, J2 = {2, 3, 5, 8},
L0 = {−2,−1, 0, 2}, L1 = {1, 2, 3, 5}, L2 = {−4,−3,−1, 2}.
and that the others are given by the periodicity (i.e., Ji+3k = Ji + 3k and Li+3k =
Li + 3k). Thus, we get that H0, H1 and H2 equal
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
32
15 − 136135 34135
− 136135 476405 136405
34
135
136
405
476
405
,

689
1620 − 1633240 − 4135 − 136405
− 1633240 476405 − 127270 136405
− 4135 − 127270 3215 − 136135
− 136405 136405 − 136135 476405
,
and 
476
405 − 127270 136405 187810
− 127270 3215 − 136135 34135
136
405 − 136135 476405 136405
187
810
34
135
136
405
476
405
,
respectively, which are all three positive definite. Performing the construction in
Theorem 2.1, we get that
(Vjk)
8 2
j=0,k=0 =

1 0 0
0 2 0
1 0 1
0 12
1
4
0 0 0
− 12 1 0
0 0 0
0 0 0
0 0 − 14

,
(Ujk)
5 2
j=−6,k=0 =

0 0 0
0 0 0
0 0 −
√
5729
337
0 0 − 9
√
5729
1348
0 0 0
23
√
5729
11458 0 − 52√5729
4
√
5729
337 0 0
0 2 0
55√
5729 0
√
5729
68
0 12 0
0 0 0
0 1 0

,
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where the boxed entry is the (0, 0) position. The other nonzero entries of U and V are
given by the periodicity. The block operator Drt was chosen to be upper triangular.
In terms of the original Carathéodory–Toeplitz problem, the solution corresponds to
the functions
V (z)=

1 z2
z
4
0 2 0
1 − z2 z 1 − z
2
4
,
U(z)=

4
√
5729
337
z
2 − 9
√
5729
1348z
0 2 0
55√
5729 +
23
√
5729
11458z z
√
5729
68 − 52√5729z −
√
5729
337z2
.
When we compute F0(z) := V (1/z¯)∗−1V (z)−1 = U(1/z¯)∗−1U(z)−1 we get
4 9z+2z2+2
(4z+1)(z+4) −
z
(
2z−4+2z3+9z2)
(4z+1)(−8+z2+2z)
4z(2z+9)
(4z+1)(−8+z2+2z)
− −2z2+4z3−2−9z
z(8z2−1−2z)(z+4)
−55z2+6z4+6z3+6+6z
2(8z2−1−2z)(−8+z2+2z) − 4z
2−9−18z
(8z2−1−2z)(−8+z2+2z)
− 4z(2+9z)
(8z2−1−2z)(z+4)
z2
(−4+9z2+18z)
(8z2−1−2z)(−8+z2+2z) − 68z
2
(8z2−1−2z)(−8+z2+2z)
,
whose Fourier expansion indeed matches the given data. For instance, the (3, 3) entry
is equal to
−136
405
1
4z+ 1 +
68
81
1
2z− 1 +
544
405
1
z+ 4 +
136
81
1
2 − z
= 476
405
+ 68
81
∞∑
i=1
[(
1
2z
)i
+
( z
2
)i]+ 136
405
∞∑
i=1
[(−1
4z
)i
+
(−z
4
)i]
= · · · + 187
810z2
+ 136
405z
+ 476
405
+ 136
405
z+ 187
810
z2 + · · ·
The calculations were performed in Maple.
The maximum entropy result in Theorem 2.1 may be interpreted in this context
as follows. For F(z) > 0, z ∈ T, let
entr(F ) := 1
2π
∫ 2π
0
log detF
(
eit
)
dt
denote its entropy. Then for all solutions F(z) to the matrix-valued Carathéodory–
Toeplitz problem we have that
entr(F )  entr(F0), (3.1)
where F0(z) was introduced above. Moreover, equality holds in (3.1) if and only
if F(z) = F0(z). In order to see the connection with Theorem 2.3, write F(z) =∑
k∈Z Fkzk and
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Fk = (Aij )km+m−1, m−1i=km, j=0 :
m⊕
j=1
Kj →
m⊕
j=1
Kj .
In this example, m = 3 and K1 =K2 =K3 = C. Then factoring A as in (2.1)
corresponds to factoring F(z) as
F(z) = (I + F−(z))∗Fd(I + F−(z)),
where F−(z) and (I + F−(z))−1 − I only have nonzero Fourier coefficients for neg-
ative indexes. It remains to observe that
entr(F ) = log detFd = log det[(Ad)ij ]m−1i,j=0,
and that log det is strictly concave on the set of positive definite matrices (see, e.g.,
[9, Theorem 7.6.7]).
4. Spectral estimation for cyclostationary stochastic processes
A second-order process {x(t): t ∈ Z} is called cyclostationary (in the wide sense)
if there exists a positive integer m so that for any t and s,
E(x(t)) = E(x(t +m)),
Cov(x(t), x(s)) = Cov(x(t +m), s(s +m)),
where E and Cov stand for the expectation and the covariance, respectively. The
smallest such m is called the period of the process. We say that the process is zero-
mean if E(x(t)) = 0 for all t. Cyclostationary processes arise in models for phe-
nomena that involve periodicities. For instance, in mechanical processes periodicity
may arise from rotation, revolution and reciprocation of belts, chains, propellers,
pistons, etc. In atmospheric science and astronomy, rotation, revolution and pulsation
of the various heavenly bodies cause periodicity. These and many other examples
are mentioned in the book [5], which may be used as a reference on cyclostationary
processes.
The main results of this paper may be interpreted as follows. Recall that the en-
tropy of a random vector X in Rn with a probability density function f (x) is defined
as
Entr(X) = −
∫
Rn
f (x) ln f (x) dx.
Theorem 4.1. Let J ⊂ Z × Z be as in Theorem 2.1 and let complex numbers cts,
(t, s) ∈ J, be given. There exists a zero-mean cyclostationary process {x(t): t ∈ Z}
of period m so that
Cov(x(t), x(s)) = cts, (t, s) ∈ J, (4.1)
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if and only if the matrices
Hk := (cts)t,s∈Jk , k = 0, . . . , m− 1,
are positive semi-definite. Here Jk is defined as in Theorem 2.1. If Hk, k = 0, . . . ,
m− 1, are positive definite, then the construction in Theorem 2.3 yields the unique
maximum entropy covariance function A0 = (cts)t,s∈Z among all possible covari-
ance functions of zero-mean cyclostationary processes {x(t): t ∈ Z} of period m sat-
isfying (4.1). In other words, the entropies
Entr(x(t), . . . , x(t − n))
are maximized for all n and t.
For a banded J this maximum entropy modeling problem was treated in [14].
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