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Abstract
This paper is concerned with the asymptotic behaviour of a class of doubly nonlinear parabolic-type equations. For degenerate
equations, we prove thanks to the Lojasiewicz inequality that the solutions to some nonautonomous equations converge to a steady
state. In the nondegenerate case, the existence of exponential attractors is shown by using the -trajectories method.
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1. Introduction
In this paper, we consider equations of the form
∂
∂t
b(u)−u+ f (t, x,u) = 0 t > 0, x ∈ Ω, (1.1)
where Ω is a domain of some finite dimensional Euclidean space and b is an nondecreasing nonlinear function. The
study of such type of equations has been motivated by the reading of two papers. The first one [10] due to M. Gurtin
gives a nonphenomenological derivation of the (generalized) Allen–Cahn equation. This equation describes some
particular aspects of isothermal phase separation process. Performing a clear distinction between thermodynamical
laws and constitutive equations, M. Gurtin propose, in the first part of its paper, the following generalization of the
Allen–Cahn equation
a(u,∇u,ut )ut −u+ f (t, x,u) = 0 (1.2)
with a  0. So this equation can be degenerate and if the coefficient a depends only on u, we may rewrite (1.2) under
the form of Eq. (1.1).
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lems. They end up with the following system of PDE’s(
u2
)
t
−u = f + uχχt + (χt )2, χt −χ + g(χ) = −uχ
where the unknowns are the absolute temperature u and the phase field χ . If χ is given then the first equation above
takes the form of (1.1) if b(u) = u2 for positive u.
That is why we are interested with degenerate nonlinearities b having a polynomial growth (of degree q) at infinity.
Regarding the potential f , we assume that it satisfies some growth and sign conditions (see (2.2), (2.3) below) which
are often used in phase transition problems (see for instance [21, Chapter III, Section 4.2] or [6]). For instance,
f (t, x,u) may be equal to f (u) = up − u2 with p  3 odd. Surprisingly, the author has been unable to locate in
the literature an existence and uniqueness result for such elliptic–parabolic equations supplemented with initial and
boundary conditions. If q > (p + 1)/2 then the standard Ref. [1] does not apply. For such p and q , the result of [1]
can be used only if we replace in (1.1) the linear diffusion by a suitable nonlinear elliptic operator. However in the
case where b is sublinear, Eden, Michaux and Rakotoson have proved in [5] an existence and uniqueness result for
continuous solutions to (1.1). Here, by assuming the smoothness of b, we obtain an existence result by implementing
in a simple way the Galerkin approximation method. Uniqueness of the solution to (1.1) satisfying homogeneous
Dirichlet boundary conditions is a simple consequence of a deep result of Otto (see [18]).
This paper focuses on the asymptotic behaviour of the solutions to (1.1). We first study, in Section 3, the existence
of the limit as time goes to infinity of a single trajectory u(t) for particular nonautonomous degenerate parabolic
equations. By using the celebrated Lojasiewicz inequality (see for instance [2,3,15]), we prove that u(t) converges in
the phase space toward a stationary solution of (1.1). In order to apply the Lojasiewicz inequality we have to assume
the analyticity of some potential. We also suppose that the time-dependent source term of the equation goes to zero
sufficiently fast.
By using a dynamical system approach, we secondly study the existence of global and exponential attractors.
Roughly speaking, the global attractor of a dissipative dynamical system represents the permanent regime of the
system. It has to be a “small” subset of the phase space since it is by definition compact. In order to measure its size
in the case where the attractor is a finite dimensional manifold, we may calculate its dimension. However its structure
may be very complicated and irregular (even in 3-dimensional phase spaces) hence we estimate the size of an attractor
by computing its fractal dimension. By definition, the fractal dimension of a compact subset A of a metric space X is
dXf (A) = lim supε→0+ logNε(A)| log ε| where Nε(A) is the minimum number of balls of radius ε needed to cover A. If A is
included in some n-dimensional vector space then dXf (A) n.
The main interest of proving that attractors have finite fractal dimension comes from the following fact proved in
[9]. If X is an Hilbert space and dXf (A) is finite then A may be parameterized with, at most, 2dXf (A)+ 1 parameters.
Thus the finiteness of dXf (A) is a necessary condition for reducing infinite dimensional dynamics (i.e. PDE’s) to finite
dimensional one (i.e. ODE’s). For more details, the reader may consult the book of J. Robinson [19] and in particular
the Conjecture 16.1 called Utopian Theorem.
An exponential attractor is larger than the global attractor but it attracts trajectories exponentially fast, is positively
invariant and finite dimensional (see [4]). As explain above proving that attractors have finite fractal dimension is a
major task in the mathematical analysis of the long time behaviour of infinite dimensional dynamical systems. As
it occurs frequently in mathematics, the first results on this topic needed strong assumptions and quiet complicated
proofs. Next the introduction of new tools have allowed to produce more general results in an easier way. Indeed, they
were first proved for “uniformly differentiable” dynamical systems acting on Hilbert spaces (see [21]). Next, in [4],
Eden, Foias, Nicolaenko and Temam obtained results for exponential attractors of evolution equations having only
Lipschitz nonlinearities. In 2000, Efendiev, Miranville and Zelik proved a theorem valid on Banach spaces by using
a direct approach (see [7]). Recently, Málek and Prazák introduced in [13] a new tool—the so-called -trajectories
method—which applies to a broader class of dynamical systems. Roughly speaking the -trajectories method allows
to replace pointwise Lipschitz estimates with respect to time by Lipschitz estimates in some parabolic spaces (which
are, in fact, spaces of trajectories of “length” ).
Let us describe our main results on this topic. When (1.1) is autonomous, the map b(u0) → b(u)(t) defines,
in a natural way, a convenient dynamical system (or semigroup). By using the -trajectories method, we prove in
Theorem 15 that it possesses an exponential attractor. Next the existence of an exponential attractor for the semigroup
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bounded away from zero) but no restriction is made on the dimension of Ω (compare with the results of [14]). We
refer to [17] for the case where b is degenerate.
This paper is organized as follows. In the next section, we state an existence and uniqueness result for (1.1) and
give regularity properties and uniform estimates satisfied by the solutions. Then, in Section 3, we prove a convergence
result toward a steady state. Finally the last section deals with global and exponential attractors.
2. Preliminaries
Let p > 1, q ∈ [1,p], c0,C0 be four positive constants and b : R→ R be a function continuously differentiable
and nondecreasing on R such that
b(0) = 0 and ∣∣b(u)∣∣C0(|u|q + 1) ∀u ∈R. (2.1)
Let also Ω be a bounded open subset of RN (N  1) and f : [0,∞) × Ω × R→ R satisfying for every (t, u) ∈
[0,∞)×R and a.e. x ∈ Ω ,∣∣f (t, x,u)∣∣C0(|u|p + 1), (2.2)
f (t, x,u) sgnu c0
(|u|p − 1), (2.3)
f (·, x, ·) is continuous on [0,∞)×R, (2.4)
f (·, ·, u) is measurable. (2.5)
In (2.3), the function sgn denotes the sign of the argument. In order to obtain uniqueness and regularity results, we
will further assume that there exists some positive constants C1, c2 such that
c2b + f (t, x, ·) is increasing on R for every t  0, a.e. x ∈ Ω, (2.6)
b is onto on R, (2.7)
b′(u) C1
(|u|q−1 + 1) ∀u ∈R and q < p, (2.8)
b is increasing on R, (2.9)
∂
∂t
f ∈ L1loc
(
(0,∞)×Ω ×R), (2.10)
and for every M > 0, there exists CM > 0 such that∣∣∣∣ ∂∂t f (t, x,u)
∣∣∣∣ CM ∀(t, u) ∈ [0,∞)× [−M,M], a.e. x ∈ Ω. (2.11)
We introduce now the following functional spaces:
V = H 10 (Ω)∩Lp+1(Ω),
V = V(0, T ) = L2(0, T ,H 10 (Ω))∩Lp+1(0, T ,Lp+1(Ω)),
WT (0, T ) =
{
u ∈ V(0, T ); d
dt
u ∈ Lq+1(0, T ,Lq+1(Ω)), u(T ) = 0}.
The norm in a generic normed space X is denoted by ‖ · ‖X whereas the norm in the Lebesgue space Lr(Ω) will be
denoted by ‖ · ‖r,Ω . The duality bracket between X and its dual space X′ is denoted by 〈·,·〉X′,X . For every r ∈ (1,∞),
r ′ is the conjugate exponent of r . With these notation, Eq. (1.1) with homogeneous Dirichlet boundary condition and
initial condition u0 is reformulated in the following way
u ∈ V(0, T ), d
dt
b(u) ∈ V ′(0, T ),
d
dt
b(u)−u+ f (t, ·, u) = 0 in V ′(0, T ),
b
(
u(0, ·))= b(u0) in the sense of (2.13), (2.12)
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〈
d
dt
b(u), ξ
〉
V ′,V
= −
T∫
0
∫
Ω
b(u)
∂
∂t
ξ dx dt −
∫
Ω
b(u0)ξ(0, x)dx. (2.13)
Because the number of pages is limited, the results of this section will be stated without proof. We first give an
existence and uniqueness result for problem (2.12).
Theorem 1. Under the assumptions (2.1)–(2.6), for any T > 0 and u0 ∈ Lq+1(Ω), the problem (2.12) has a unique
solution.
The uniqueness part of the proof relies on the following powerful result due to Otto and published in [18].
Lemma 2 (Otto). Under the assumptions of Theorem 1, if u,v denote the solution to (2.12) starting from u0 and v0
then it holds∫
Ω
∣∣b(u)(t)− b(v)(t)∣∣dx  ec2t ∫
Ω
∣∣b(u0)− b(v0)∣∣dx a.e. t ∈ [0,∞). (2.14)
The next results are essentially obtained by combining (2.14) and the results of [5].
Lemma 3. Under the assumptions (2.1)–(2.8), let u0, v0 ∈ Lq+1(Ω) and u,v be the corresponding solutions to prob-
lem (2.12). Then b(u) belongs to Cloc([0,∞),L(q+1)′(Ω)) and∥∥b(u)(t)− b(v)(t)∥∥1,Ω  ec2t∥∥b(u0)− b(v0)∥∥1,Ω ∀t  0. (2.15)
Moreover for each t0 > 0, there exists a constant C(t0) independent of u0 ∈ Lq+1(Ω) such that∥∥b(u)(t)∥∥∞,Ω  C(t0) ∀t  t0. (2.16)
Lemma 4. Under the assumptions of Lemma 3, assume in addition that f satisfies (2.10) and (2.11). Then there is
some constant C1 such that for every initial condition u0 in Lq+1(Ω), the corresponding solution u satisfies∥∥u(t)∥∥
H 10 (Ω)
C1 ∀t  1. (2.17)
We state an energy estimate for nonautonomous equations of the form
∂
∂t
b(u)−u+ h(u) = g(t, x), t > 0, x ∈ Ω,
where h :R→R is continuous on R with∣∣h(u)∣∣ C0(|u|p + 1), (2.18)
h(u) sgnu c0
(|u|p − 1) ∀u ∈R, (2.19)
c2b + h is increasing on R. (2.20)
Regarding the source term, we assume that g : [0,∞)×Ω →R is continuous with respect to t for a.e. x ∈ Ω . Besides
g ∈ L∞((0,∞)×Ω) and ddt g ∈ L1loc(0,∞,L1(Ω)). We introduce the standard energy functional
E(v) = 1
2
∫
Ω
|∇v|2 dx +
∫
Ω
hˆ(v)dx, v ∈ V, (2.21)
where hˆ = ∫ · h(u)du. Then we have0
A. Rougirel / J. Math. Anal. Appl. 339 (2008) 281–294 285Theorem 5. Let u0 ∈ Lq+1(Ω) and g be as above. Then under assumptions (2.1), (2.7), (2.8), (2.18)–(2.20), for every
u0 ∈ Lq+1(Ω), the solution u of problem (2.12) starting from u0 with f := h− g satisfies ∂tb(u) ∈ L2((t1, t2) ×Ω)
for all 0 < t1 < t2 and, for φ(t) := E(u(t))−
∫
Ω
g(t, x)u(t, x)dx,
t2∫
t1
∥∥∂tb(u)∥∥22,Ω dt  ∥∥b′(u)∥∥∞,(t1,t2)×Ω
(
φ(t1)− φ(t2)+ ‖u‖∞,(t1,t2)×Ω
t2∫
t1
‖∂tg‖1,Ω dt
)
. (2.22)
3. Convergence to steady state
In this section, we will prove the convergence toward steady state for solutions to the problem
∂
∂t
b(u)−u+ h(u) = g(t, x) in (0,∞)×Ω,
u = 0 on (0,∞)× ∂Ω,
b
(
u(0, ·))= b(u0) in Ω, (3.1)
when the potential h is real analytic and the source term g is strongly asymptotically autonomous (see (3.2) below). By
a steady state of (3.1) we mean a solution to the stationary problem ϕ ∈ V , −ϕ + h(ϕ) = 0 in V ′. In the following,
we fix an initial condition u0 ∈ Lq+1(Ω) and denote by u = u(t, x) the solution to (3.1) in the sense of (2.12). Then
we can state the main result of this section.
Theorem 6. Under the assumptions of Theorem 5 and (2.9), assume in addition that h is real analytic on R and that
the source term satisfies
∥∥g(t, ·)∥∥
H−1(Ω) +
∥∥g(t, ·)∥∥1,Ω +
∞∫
t
‖∂tg‖1,Ω ds = O
(
t−β
) (3.2)
as t → ∞ for all β > 0. Then there exists a steady state ϕ ∈ V ∩L∞(Ω) of (3.1) such that u(t) → ϕ in Lr(Ω), for
all r  1.
Before to prove this result, we need three lemmas. The first one generalizes Ghidaglia’s Lemma (see [21, Chap-
ter III, Lemma 5.1]).
Lemma 7. Let f : R→ R be continuous on R, T ∈ (0,∞] and y ∈ W 1,1loc (0, T ) such that y′ −ωyα + f (t) a.e. in
(0, T ), for some ω > 0 and α > 1. Then
y(t)
(
ω(α − 1)t)−1/(α−1) + yc(t) ∀t ∈ (0, T ),
where yc : (0,∞) → [0,∞) is any solution of y′ = −ωyα + f (t).
Proof. Let t0 be any positive number in (0, T ). If y(t0) − yc(t0) > 0 then y − yc > 0 on [t0, t1) for some t1 in
(t0, T ]. Setting z := y − yc, we have on [t0, t1], yα = (z + yc)α  zα + yαc . Thus z′ + ωzα  f (t)− (y′c + ωyαc ) = 0.
By integration on [t0, t], z(t)  (ω(α − 1)t)−1/(α−1) hence y(t)  (ω(α − 1))−1/(α−1) + yc(t) in (t0, t1). Next if
y(t0)− yc(t0) 0 then
(y − yc)′(t)−ω
(
yα − yαc
)= ωh(t)(y(t)− yc(t)) a.e. in (t0, T )
for some continuous function h : [t0, T ) → R. Then the function z := y − yc satisfies z′  ωh(t)z in (t0, T ) and
z(t0) 0 which yields y  yc on (t0, T ).
From the above analysis, we deduce that for any t ∈ [t0, T ),
y(t)
(
ω(α − 1))−1/(α−1) + yc(t),
thus the assertion of the lemma follows. 
The second lemma of this section generalizes [8, Lemma 7.1].
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defined by f (t) = M(1 + t)−α/(α−1) for all t  0. IfM is an open set of (0,∞) such that( ∞∫
t
Z2(s)ds
)α
 1
ω
Z2(t)+ f (t) a.e. inM (3.3)
then Z ∈ L1(M) and ∫MZ(s)ds C(ω,α,f,Y ).
Proof. (i) IfM= (0, T ) for some T ∈ (0,∞] then setting y(t) = ∫∞
t
Z2(s)ds, we get by (3.3), y′ −ωyα +ωf (t)
a.e. in (0, T ). Let β := 1/(α−1) and C ∈ (0,∞) be such that ωCα −βC = ωM . Then yc(t) := C(1+ t)−β is solution
to y′c = −ωyαc +ωf (t). Hence by Lemma 7,
∫∞
t
Z2(s)ds  C(ω,α,f )t−1/(α−1). Next we proceed as in [8] to get the
estimate in the caseM= (0, T ); hence ‖Z‖1,(0,T )  C(ω,α,f,Y ).
(ii) If M is the finite union of disjoint open intervals i.e. if M=⋃mn=1(T 1n , T 2n ) where T 1n < T 2n for n = 1, . . . ,m,
T 2n < T
1
n+1 for n = 1, . . . ,m− 1 and T 2m ∈ (0,∞] then we set
s0 = T 11 , sn = T 11 +
n∑
k=1
T 1k+1 − T 2k ∀n = 1, . . . ,m− 1,
σ0 = 0, σn =
n∑
k=1
T 2k − T 1k ∀n = 1, . . . ,m,
T = σm.
Remark that if T 2m = ∞ then σm = ∞. With these notation in mind, we introduce the function Z˜ defined a.e. on (0,∞)
by
Z˜(t) =
{
Z(t + sn) if σn < t < σn+1,
0 if t > T .
Observe that σn + sn = T 1n+1, σn+1 + sn = T 2n+1, for n = 1, . . . ,m− 1. Hence
∫∞
0 Z˜
2(t)dt  Y 2. Moreover, for a.e. t
in (0, T ), it holds σn < t < σn+1 for some n in [0,m− 1] thus
∞∫
t
Z˜2(s)ds =
∫
(
t+sn,T 2m
)∩M
Z2(s)ds 
∞∫
t+sn
Z2(s)ds.
Since t + sn ∈ (σn + sn, σn+1 + sn) ⊂M, we have due to (3.3)( ∞∫
t
Z˜2(s)ds
)α
 1
ω
Z2(t + sn)+ f (t + sn) 1
ω
Z˜2(t)+ f (t)
since f is decreasing. Using also (
∫∞
t
Z˜2(s)ds)α  1
ω
Z2(t) + f (t) a.e. in M, we conclude with the result of point
(i) above.
(iii) Finally, if M is any open subset of (0,∞) then M = ⋃n1 In is the countable union of disjoint open in-
tervals. Setting Mn = ⋃nk=1 Ik , (ii) yields ∫Mn Z(s)ds  C(ω,α,f,Y ). The assertion of the lemma follows since∫
Mn Z(s) →
∫
MZ(s). 
The next result states that all trajectory stabilizes on a set of steady states. We define the ω-limit set of a trajectory
u starting from u0 ∈ Lq+1(Ω) as the set
ω(u0) =
{
ϕ ∈ Lq+1(Ω); ∃tn → ∞, u(tn) → ϕ in Lq+1(Ω)
}
.
Then using the uniform estimates of Section 2, Theorem 5 and following the proof of [12, Theorem 1.1], we can prove
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not empty bounded subset of H 10 (Ω)∩L∞(Ω) and consists only on steady states of (3.1).
Proof of Theorem 6. We generalize the method developed in [8] for positive solutions to autonomous equations. By
Lemma 3 and (2.7), we may assume h bounded and since it is analytic, the energy E given by (2.21) satisfies the
Lojasiewicz inequality that is to say, for each ϕ ∈ H 10 (Ω), there exist positive numbers σ,C, θ with θ ∈ (0,1/2) such
that ∀u ∈ H 10 (Ω)
‖u− ϕ‖H 10 (Ω)  σ ⇒
∣∣E(u)−E(ϕ)∣∣1−θ  C∥∥−u+ h(u)∥∥
H−1(Ω). (3.4)
We refer the reader for instance to [2] for details on the Lojasiewicz inequality. If in addition −ϕ + h(ϕ) = 0, we
may reformulate the Lojasiewicz inequality in the following way: for every P > 0, there exist σL,ω > 0 such that if
‖u− ϕ‖2,Ω  σL,
∣∣E(u)−E(ϕ)∣∣ P
then ∣∣E(u)−E(ϕ)∣∣1−θ  ω∥∥−u+ h(u)∥∥
H−1(Ω). (3.5)
Indeed if (3.5) does not hold, we find a contradiction with (3.4).
Up to a time shift, we may assume by the uniform estimates of Section 2, that ‖u(t)‖∞,Ω  C(0) for all t  0 and
by (3.2)
d
dt
g ∈ L1(0,∞,L1(Ω)). (3.6)
Let ϕ ∈ ω(u0). Since b−1 is continuous on R and, by Lemma 9, ϕ ∈ L∞(Ω), for every ε > 0, there is a δ(ε) > 0 such
that for ‖u‖∞,Ω C(0),∥∥b(u)− b(ϕ)∥∥2,Ω < δ(ε) ⇒ ‖u− ϕ‖2,Ω < ε. (3.7)
Then we put M = {t > 0; ‖u − ϕ‖2,Ω < σL}. This set is open since b(u) ∈ C([0, T ],L(q+1)′(Ω)) and u ∈
L∞(0,∞,L∞(Ω)). According to Lemma 9 and the uniform estimates of Section 2, there exists sn → ∞ such
that u(sn) ⇀ ϕ in H 10 (Ω)weak. Hence by (3.2), lim supn→∞ −φ(sn)  −E(ϕ). Taking the lim sup of (2.22) with
t1 = t > 0, t2 = sn, we obtain, for some positive constant c depending on ‖u‖∞,(0,∞)×Ω and b′,
c
∞∫
t
∥∥∂tb(u)∥∥22,Ω ds E(u(t))−E(ϕ)+ ∥∥g(t, ·)∥∥1,Ω +
∞∫
t
‖∂tg‖1,Ω ds.
For any t ∈M, we obtain with the Lojasiewicz inequality (3.5) and (3.2),
c′
( ∞∫
t
∥∥∂tb(u)∥∥22,Ω ds
)2(1−θ)

∥∥∂tb(u)(t)∥∥22,Ω +O(t−2(1−θ)β).
Now by setting Z(t) = ‖∂tb(u)‖2,Ω , α = 2(1 − θ), β = 1/(α − 1) and f (t) = M(1 + t)−α/(α−1) for some suitable
constant M independent of time, we arrive at
c′
( ∞∫
t
Z2(s)ds
)α
 Z2(t)+ f (t) a.e. inM.
By Lemma 8,∫
M
∥∥∂tb(u)∥∥2,Ω dt C (3.8)
where the constant C is independent ofM. We finish the proof as in [8]. 
As kindly pointed out by the Associate Editor, [20, Theorem 1.1] and [18] allow to obtain convergence in C(Ω)
provided Ω is smooth enough—see also [8].
288 A. Rougirel / J. Math. Anal. Appl. 339 (2008) 281–2944. Attractors
In this section we will study the asymptotic behaviour of autonomous equations. In addition to hypothesis of
Theorem 5 and (2.9), we will assume that g ≡ 0 and b−1 satisfies∣∣b−1(v)∣∣ C(1 + |v|1/q) ∀v ∈R. (4.1)
Hence we consider the problem
∂
∂t
b(u)−u+ h(u) = 0 in (0,∞)×Ω,
u = 0 on (0,∞)× ∂Ω,
b
(
u(0, ·))= b(u0) in Ω. (4.2)
According to (2.1), (4.1) and [11, Lemma I.16.2], b induces a homeomorphism, still labeled b, from Lq+1(Ω) onto
L(q+1)′(Ω). For any u0 ∈ Lq+1(Ω), if we denote by u the solution to (4.2), we know by Lemma 3 that b(u) belongs
to Cloc([0,∞),L(q+1)′(Ω)). Then we put for every nonnegative time t ,
S(t)u0 := u(t) and T (t) := b ◦ S(t) ◦ b−1.
By (4.1) and the results of Section 2, we easily show that S and T are strongly continuous semigroups on Lq+1(Ω)
and L(q+1)′(Ω), respectively. Concerning their long time behavior, we have
Proposition 10. Under the above assumptions, in particular if (4.1) holds then the semigroup T admits a global
attractor Ab which is a bounded subset of H 10 (Ω) ∩L∞(Ω). Moreover the set A := b−1(Ab) is the global attractor
of the semigroup S and is also bounded in H 10 (Ω)∩L∞(Ω).
Proof. According to (2.17), T (1)L(q+1)′(Ω) is bounded in H 10 (Ω). Since the embedding of H 10 (Ω) into L(q+1)
′
(Ω)
is compact, we infer that T admits a global attractor Ab which is a bounded subset of H 10 (Ω) ∩ L∞(Ω) by the
uniform estimates on the solutions to (4.2). Finally since b maps bounded subset of Lq+1(Ω) into bounded subset of
L(q+1)′(Ω) and b is an homeomorphism, we can show that b−1(Ab) is the global attractor for the semigroup S. 
In order to proceed further, we need to assume that
h and b−1 are locally Lipschitz continuous on R. (4.3)
Remark that (4.3) implies that b′ is bounded away from zero on R hence the problem (4.2) is nondegenerate. Next
we will give some Lipschitz estimates what will help us to prove that T and S have exponential attractors. Since
global attractors are included in exponential attractors, there will result that A and Ab have finite fractal dimension in
Lq+1(Ω) and L(q+1)′(Ω), respectively. By the uniform estimates of Section 2, we know that there exists a constant
C such that for u0 ∈ S(1)Lq+1(Ω), u(t) := S(t)u0 satisfies∥∥u(t)∥∥
H 10 (Ω)
+ ∥∥u(t)∥∥∞,Ω  C ∀t  0. (4.4)
Let be given u0, v0 ∈ S(1)Lq+1(Ω). Then u(t) := S(t)u0, v(t) := S(t)v0 satisfy
d
dt
(
b(u)− b(v))−(u− v)+ h(u)− h(v) = 0 in L2(0, T ,H−1(Ω)). (4.5)
Testing (4.5) with (−)−1(b(u)− b(v)) where − : H 10 (Ω) → H−1(Ω), we have for every positive ε
1
2
d
dt
∫
Ω
∣∣∇(−)−1(b(u)− b(v))∣∣2 dx + ∫
Ω
(
b(u)− b(v))(u− v)dx
 ε
∫ (
h(u)− h(v))2 dx +Cε
∫ ∣∣(−)−1(b(u)− b(v))∣∣2 dx.Ω Ω
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h(u)− h(v))2 M(b(u)− b(v))(u− v) a.e. in (0,∞)×Ω (4.6)
thus for a small ε, we obtain for a.e. t > 0,
d
dt
∥∥(b(u)− b(v))(t)∥∥2
H−1(Ω) +
∫
Ω
(
b(u)− b(v))(u− v)dx  C∥∥(b(u)− b(v))(t)∥∥2
H−1(Ω). (4.7)
As a first consequence, we infer from the monotonicity of b that∥∥(b(u)− b(v))(t)∥∥2
H−1(Ω)  e
C(t−s)∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω) (4.8)
for a.e. 0 s  t . Let τ,  > 0 and s ∈ [0, τ ]. Integrating (4.7) on [s, τ + ] we get by using (4.8)
τ+∫
τ
∫
Ω
(
b(u)− b(v))(u− v)dx dt  C
τ+∫
s
∥∥(b(u)− b(v))(t)∥∥2
H−1(Ω) dt +
∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω)

(
C
τ+∫
s
eC(t−s) dt + 1
)∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω).
Hence
τ+∫
τ
∫
Ω
(
b(u)− b(v))(u− v)dx dt  2eC(τ+)∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω). (4.9)
Next we integrate with respect to s on [0,min(, τ )] and use the Lipschitz continuity of b on compact subsets of R to
get
τ+∫
τ
∥∥(b(u)− b(v))(s)∥∥22,Ω ds  M1eC(τ+)min(, τ )
∫
0
∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω) ds. (4.10)
Let us now estimate the difference ddt (b(u)− b(v)). Going back to (4.5), we deduce
(−)−1
{
d
dt
(
b(u)− b(v))}= −(u− v)+ (−)−1(h(u)− h(v))
in L2(0, T ,H 10 (Ω)). If ‖ − · ‖2,Ω is the norm on H 2(Ω)∩H 10 (Ω) then ‖f ‖(H 2(Ω)∩H 10 (Ω))′  ‖(−)
−1f ‖2,Ω for
each f in L2(Ω). Thus from the above equation and (4.4), we deduce
2∫

∥∥∥∥ ddt
(
b(u)− b(v))∥∥∥∥
2
(H 2(Ω)∩H 10 (Ω))′
dt  C()
2∫

‖u− v‖22,Ω dt.
Applying (4.10) with τ =  and using (4.3), we obtain
2∫

‖u− v‖22,Ω dt C′()
∫
0
∥∥(b(u)− b(v))(s)∥∥2
H−1(Ω) ds.
Combining these two inequalities, we obtain for a new constant C()
2∫

∥∥∥∥ ddt
(
b(u)− b(v))(t)∥∥∥∥
2
(H 2(Ω)∩H 10 (Ω))′
dt  C()
∫
0
∥∥(b(u)− b(v))(t)∥∥2
H−1(Ω) dt. (4.11)
Let us give a last estimate. For t  1 and δt  0, we have by the Cauchy–Schwarz inequality, Theorem 5 and (4.4),
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t+δt∫
t
∥∥∂tb(u)(s)∥∥2,Ω ds
 δt1/2
( t+δt∫
t
∥∥∂tb(u)(s)∥∥22,Ω ds
)1/2
 Cδt1/2 ∀t  0. (4.12)
Next we will reformulate these estimates in the context of the -trajectories method introduced by Málek and
Prazák in [13]. More precisely we put
B1 := T (1)L(q+1)′(Ω).
Then by (4.4)
B1 is a bounded subset of H 10 (Ω)∩L∞(Ω), (4.13)
T (t)B1 ⊂ B1 ∀t  0, (4.14)
since for every nonnegative time t ,
T (t)B1 = T (t + 1)L(q+1)′(Ω) = T (1)T (t)L(q+1)′(Ω) ⊂ T (1)L(q+1)′(Ω) = B1.
Let  2 be fixed and define
X = L2
(
0, ,H−1(Ω)
)
,
Y =
{
u ∈ L2(0, ,L2(Ω)); d
dt
u ∈ L2(0, , (H 2(Ω)∩H 10 (Ω))′)
}
.
According to [13], we call χ : [0, ] → H−1(Ω) a -trajectories if for some v0 in L(q+1)′(Ω), χ(t) = T (t)v0 a.e.
t ∈ [0, ]. We denote by X the metric space of all -trajectories equipped with the distance induced by the norm
of X. We introduce the following subspace of X, B0 = {χ ∈X; χ(0) ∈ B1} (remark that χ(0) is well defined since
T (·)v0 is continuous on [0,∞)) and for every nonnegative number τ , we set Lτχ := χ(· + τ) for all χ ∈ X. Then
we have
Proposition 11. {Lτ ; τ  0} is a strongly continuous semigroup on B0 .
Proof. For every χ ∈ B0 we have Lτχ(0) = χ(τ) = T (τ)χ(0) ∈ B1 by (4.14). Thus Lτ maps B0 into itself and we
can show easily—as in [13]—that {Lτ ; τ  0} is a semigroup. Finally if we express (4.10) in terms of -trajectories,
we get for all χ1, χ2 in B0
‖Lτχ1 −Lτχ2‖L2(0,,L2(Ω)) C(, τ )‖χ1 − χ2‖X (4.15)
which implies the strong continuity of the semigroup. 
Next we set
B1 := L
(B0)X (closure in X).
Then
Theorem 12. Under the above assumptions and notation, B1 is a compact subset of B0 and is absorbing for the
semigroup (Lτ ,B0).
The notation (Lτ ,B0) means that Lτ is a semigroup acting on the metric space B0 . As explained above, B0 is a
subspace of X hence its metric is induced by the norm of X.
A. Rougirel / J. Math. Anal. Appl. 339 (2008) 281–294 291Proof. We first prove that B1 ⊂ B0 . For this, let τ ∈ [0, ], (χn) ⊂ B0 and χ ∈ X be such that
Lτχn → χ in X. (4.16)
Then there exists a solution un starting from b−1(χn(0)) such that Lτχn(t) = b(un)(t + τ) for all t ∈ [0, ]. Moreover
by (4.14)
b(un)(t + τ) = T (t + τ)χn(0) ∈ B1 ∀t ∈ [0, ]. (4.17)
For each ξ ∈ V(0, ) there holds
〈
d
dt
b(un)(· + τ), ξ
〉
V ′,V
+
∫
0
∫
Ω
∇un(t + τ)∇ξ + h
(
un(t + τ)
)
ξ dx dt = 0. (4.18)
From (4.17) and (4.13) we deduce |〈 ddt b(un)(· + τ), ξ 〉V ′,V | C‖ξ‖V(0,) hence there exists some k in V ′(0, ) such
that
d
dt
b(un)(· + τ)⇀ k in V ′(0, ) ∗ weak. (4.19)
Now again by (4.17) and (4.13), there exists some u ∈ V(0, ) such that up to a subsequence,
un(· + τ)⇀ u(· + τ) in L2
(
0, ,H 10 (Ω)
)
weak,
b(un)(· + τ)⇀ b(u)(· + τ) in L(q+1)′
(
0, ,L(q+1)′(Ω)
)
weak. (4.20)
By Sobolev’s embeddings, the convergence in (4.19) and (4.20) hold also in D′(0, , (W 1,r0 (Ω))′) for some r > 1
large enough. Hence k = ddt b(u)(· + τ). So passing to the limit in (4.18), we arrive at
d
dt
b(u)(· + τ)−u(· + τ)+ h(u(· + τ))= 0 in V ′(0, ).
Regarding the initial condition we remark that for every τ ∈ [0, ], there exists v0(τ ) ∈ L(q+1)′(Ω) such that up to a
subsequence,
b(un)(τ )⇀ v0(τ ) in L(q+1)
′
(Ω)weak ∩H 10 (Ω)weak. (4.21)
Thus if we pass to the limit in (2.13) with un(· + τ) as initial condition, we obtain
〈
d
dt
b(u)(· + τ), ξ
〉
V ′,V
= −
T∫
0
∫
Ω
b(u)(· + τ) ∂
∂t
ξ dx dt −
∫
Ω
v0(τ )ξ(0, x)dx
for every suitable test function ξ , hence u(· + τ) is the solution to (2.12) starting from b−1(v0(τ )).
From (4.16) and (4.20), for the same exponent r as above, there hold
Lτχn → χ in L(q+1)′
(
0, ,H−1(Ω)
)
,
b(un)(· + τ)⇀ b(u)(· + τ) in L(q+1)′
(
0, ,
(
W
1,r
0 (Ω)
)′)
weak,
thus χ = b(u)(· + τ) and χ ∈ X. There remains to show, in the case where τ = , that χ(0) belongs to B1 or, in
another words, that v0() lies in B1. Indeed, for τ,  ∈ [0, ], we have b(u)(t + τ) = T (t)v0(τ ). Now if τ = , t = 0
then b(u)() = v0() whereas the choice τ = t = /2 gives b(u)() = T (/2)v0(/2). Thus v0() = T (/2)v0(/2).
Since  2 we deduce that v0() is in B1 which finish to prove the inclusion B1 ⊂ B0 .
Regarding the compactness of B1 , we have for all χ ∈ B0
‖χ‖2Y =
∫ ∥∥χ(t)∥∥22,Ω dt +
∫ ∥∥∂tχ(t)∥∥2(H 2(Ω)∩H 10 (Ω))′ dt
0 0
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∫
0
∥∥∂tχ(t)∥∥22,Ω dt by (4.4)
 C+C′′
by (2.22) and (4.4). Since B1 is a part of B0 , it is bounded in Y by the above inequalities. Then since the embedding
Y ↪→ X is compact by Lions’ Lemma, there results that B1 is compact in X. Finally B1 is absorbing since, thanks to
Proposition 11, for every t  , Lt(B0) = LLt−(B0) ⊂ L(B0) ⊂ B1 which completes the proof of the theorem. 
Corollary 13. Under the assumptions of this section, in particular if (4.3) holds then the semigroup (Lτ ,B0) admits
a global attractor A whose fractal dimension in X is finite.
Proof. The existence of A follows from Proposition 11 and Theorem 12. Moreover, for every χ1, χ2 in B0 , one has
from (4.10) and (4.11)
‖Lχ1 −Lχ2‖Y  C()‖χ1 − χ2‖X. (4.22)
Thus L : B1 → Y is Lipschitz continuous. Recalling the compact embedding of Y into X and using [13,
Lemma 1.3], we obtain that the fractal dimension of A is finite in X. 
Concerning the existence of exponential attractors we have
Corollary 14. Under the above assumptions, the semigroup (Lτ ,B0) has an exponential attractor.
Proof. By [13] or [7] and in view of (4.15) it is enough to prove that for each τ ∈ [0, ] and χ in B0
‖Lτχ − χ‖X M()τ 1/2 (4.23)
where M() is a constant independent of χ and τ . By definition of B0 there exists a solution u of (2.12) such that
χ = b(u)(· + 1). Thus (4.23) follows from (4.12). 
Let us go back to the semigroups T and S defined at the beginning of this section.
Theorem 15. Under the assumptions (2.1), (2.7)–(2.9), (2.18)–(2.20), (4.1) and (4.3), the semigroup T acting on
L(q+1)′(Ω) admits an exponential attractor Eb.
Proof. Following [13], we introduce the so-called evaluation map
e :X → L(q+1)′(Ω), χ → χ()
which appears to be Hölder continuous on B0 . Indeed by choosing t =  in (4.8) and integrating with respect to s from
0 to  we arrive at∥∥e(χ1)− e(χ2)∥∥H−1(Ω)  C()‖χ1 − χ2‖X, (4.24)
for all χ1, χ2 in B0 . Moreover, since e(B0) is a subset of B1, we have by interpolating between H−1(Ω) and H 10 (Ω)
and using (4.13) and (4.24)∥∥e(χ1)− e(χ2)∥∥L(q+1)′ (Ω)  C′()‖χ1 − χ2‖1/2X . (4.25)
Now we will prove that Eb := e(E) is an exponential attractor for the semigroup T . Since e is Hölder continuous on
B0 , e(B0) ⊂ B1 and E is an exponential attractor, we deduce that Eb is compact in L(q+1)
′
(Ω) and has finite fractal
dimension in this space. Moreover Eb is positively invariant since, for every positive time t , T (t)Eb = T (t)e(E) =
e(LtE) ⊂ e(E) = Eb . Finally Eb has the property of exponential attraction. Indeed, by Corollary 14, there exist
c,C > 0 such that
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(
LtB0 ,E
)
 Ce−ct ∀t  0 (4.26)
where dXs denotes the Hausdorff semi-distance between nonempty bounded subsets of X namely dXs (A,B) =
supχ1∈A infχ2∈B ‖χ1 − χ2‖X . For t   + 1 and every v ∈ L(q+1)
′
(Ω), there exists χ ∈ B0 such that χ =
T (· + 1)v. Then T (t)v = T (t −  − 1)e(χ) = e(Lt−−1χ). Furthermore, by (4.26), there exists χ2 ∈ E such that
‖Lt−−1χ − χ2‖X  2Ce−c(t−−1). Hence with (4.25)∥∥T (t)v − e(χ2)∥∥L(q+1)′ (Ω) = ∥∥e(Lt−−1χ)− e(χ2)∥∥L(q+1)′ (Ω)  C′()‖Lt−−1χ − χ2‖1/2X  C′′()e− c2 t .
As a consequence, we have for every t  + 1,
dL
(q+1)′ (Ω)
s
(
T (t)L(q+1)′(Ω),Eb) C′′()e− c2 t .
That is to say Eb is exponentially attractive up to time  + 1. There remains to consider the case 0 t   + 1. Let
Bb be a bounded subset of L(q+1)′(Ω). It is enough to show that
⋃
t∈[0,+1] T (t)Bb is bounded in L(q+1)
′
(Ω). For
this, we consider an element v0 of Bb , a time t in [0, + 1] and we put u(t) := b−1T (t)v0. Testing (2.12) with u and
using (2.19), we obtain∫
Ω
B
(
u(t)
)
dx  C|Ω|t +
∫
Ω
B
(
u(0)
)
dx.
From the representation of B in terms of the Legendre transform of bˆ := ∫ ·0 b(s)ds, namely B(u) = sups∈R us − bˆ(s),
we obtain with (2.1), c|b(u)|(q+1)′ −C  B(u) for all u ∈R. Moreover by (4.1), B(u)C′(|b(u)|(q+1)′ + 1). Hence∫
Ω
∣∣b(u)(t)∣∣(q+1)′ dx  C|Ω|t +C ∫
Ω
|v0|(q+1)′ dx
which implies the boundedness of
⋃
t∈[0,+1] T (t)Bb and completes the proof of the theorem. 
Corollary 16. Under the assumptions of Theorem 7.2, the semigroup S defined on Lq+1(Ω) has an exponential
attractor.
Proof. Let us show that E := b−1(Eb) is an exponential attractor for S where Eb is the exponential attractor appearing
in Theorem 15. Since b−1 is locally Lipschitz continuous on R and B1 is bounded in L∞(Ω), there exists a constant
C(q) such that for all u,v in B1, ‖b−1(u) − b−1(v)‖q+1,Ω  C(q)‖u − v‖(q+1)′,Ω . By using Theorem 7.2 and the
above inequality, we prove easily arguing as above that E is an exponential attractor for the semigroup S. 
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