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A B S T R A C T
The thesis falls naturally into two parts, with the first 
being concerned with the construction and validation of a model 
and the second with the use of the model as an experimental tool.
In the first part, comprising Chapters One to Four, an examination 
of historical and contemporary models of population growth led to 
the decision to study changes in fertility by means of a biological 
microsimulation model. This model was tested against Hutterite data 
after the reasons for using such a model had been discussed, and 
after the "best" input data had been selected and variations in 
these data tested on the model.
The main emphasis of the second part of the thesis, com­
prising Chapters Five to Eight, was the testing of the effect on 
Yoruba fertility of variations in the duration of the post partum 
period of non-susceptibility to conception and in the level of 
infant and child mortality rates; further simulations were performed 
to discover the impact on fertility of the use of contraception 
to attain different family sizes both with and without the additional 
effect of infant and child mortality. The model was also used to 
test the efficiency of the Brass method of estimating childhood 
survivorship rates under different levels of fertility and morta­
lity. Low fertility simulations were performed to assess the effect 
of different spacing strategies on ultimate family size.
The simulations quantified our notions of the extent to 
which the Westernisation of the Yoruba is capable of producing 
an increase in average parity, one facet of this Westernisation 
being the widespread abandonment of long periods of post partum 
sexual abstinence without the compensatory adoption of efficient 
contraception. Declines in the infant mortality rate were also
seen as an aspect of "modernisation" which has contributed to
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increased fertility, and suggestions were made for further 
simulations to test the magnitude of the increases which could be 
expected to occur through decreased levels of adult morbidity 
and mortality. As one would neither want morbidity and mortality 
rates to revert to former levels, nor be able to reinstate the 
post partum taboo to its previous level of importance, suggestions 
are presented for the institution of effective family planning 
programmes. Bearing in mind, also, the results of the low fertility 
simulations of the penultimate chapter, some indication is given 
of the desirable progression of the rationale for the use of 
contraception.
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P A R T  I
THE MODEL I S  DEVELOPED
C H A P T E R  O N E
INTRODUCTION
Isn't it romantic?
On a moonlight night she'll cook me onion soup. 
Kiddies are romantic, ^
And if we don't fight, we soon will have a troupe*. 
We'll help the population,
It's a duty that we owe to dear old France - 
Isn't it romance?
Rodgers and Hart - 'Isn't It Romantic?8 
as sung by Maurice Chevalier (1932)
1
1 .1»______ WHAT IS A MODEL?
The Swedish demographer Hannes Hyrenius(1965a,b)wrote that 
in the most general terms a model is taken to represent a theory.
"The meaning becomes more precise when we refer explicitly to the 
variations of a phenomenon or to the relations between two or more 
phenomena" (p.224b).An increase in precision is achieved by conside­
ring the phenomena as variables, and then the variation can be con­
ceptualised by a set of functions, mathematical or otherwise. Pro­
blems of estimation arise if the functions have set forms with given 
parameters.
More precisely, in the context of this thesis, "modelling" 
is taken to mean "the construction and investigation of a functional 
description of a system"'*' . Such a system must have the following 
characteristics: it can be observed as an entity; its component parts
are measurable, i.e., the system has quantifiable attributes; funct­
ional relations can be observed between these components. An effective 
model must reflect these properties. Firstly, the model will general­
ly be derived from the system by a process involving simplification, 
idealisation, and approximation. Secondly, the model has quantifiable 
attributes, namely input and output variables, and parameters. Third­
ly, functional relations are defined (explicitly or implicitly) be­
tween the quantifiable attributes. The purpose of the model is to 
test some hypothesis concerning these functional relations.
Once the model has been constructed it must be validated, 
firstly by checking it against existing "real" data (see Chapter 4).
If there is agreement between system and model output the hypothesis 
can be made that the model gives a satisfactory description of the
1. This quotation and subsequent ideas on modelling are derived 
from the informal course entitled "Simulation and Modelling" 
held in 1974 by R.O.W. Watts and M.R. Osborne of the Computer 
Centre, Cockcroft Building, Australian National University.
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process. Secondly, this hypothesis is used to predict how the system 
will behave when input variables are changed. Again there is com­
parison between this new output and "real" data about the system, 
leading to rejection of the hypothesis if this comparison is not 
satisfactory. The danger inherent in this method is that the only 
conclusive decision to be made is rejection: the hypothesis can be 
accepted only at a level of confidence dependent on the value of the 
experimental information available.
At the broadest level there are three main types of model, 
characterised by the way in which system attributes are incorporated 
into the model. A material model can be exemplified by a physical 
replica of the system being studied, whose degree of realism depends 
upon the reason for its construction. An analogue model represents a 
set of properties of a system by another set of properties of a dif­
ferent system that partially reproduce the behaviour of the system.
An example is the use of rapidly reproducing species, such as Dro­
sophila, to study genetics. A symbolic model is one that requires 
mathematical or logical manipulative processes to be applied to a 
set of variables, and it is this latter type of model that concerns 
us here.
Sheps (1969) expressed her definition of a demographic 
model as follows:
"A demographic model specifies a hypothetical human 
population or a subgroup of a human population, in­
corporates rules or assumptions for bringing the 
population forward in time through the occurrence 
of one or more kinds of demographic events, such 
as conceptions, births, deaths, or marriages" (p.53).
The aim is to study the relationships between the factors which con­
stitute the model. The preliminary assumptions, the methods and re­
sults, constitute the model itself. Models can require complex com­
puter analysis or, as Sheps (1969) wrote:
"one individual with a pencil and paper".
3Over the last few years the range of problems for which models have 
been set up has broadened, as have the analytic techniques used on 
the mod eIs.
At this stage some terms should be defined. "Simulation", 
in the context in which it is to be used here is, as Sheps (1969) 
defined it, "any method of imitating a real process" (p.54). With 
this definition in mind we can say, as Brass (1967) did, that "an 
interpretation model is a set of numerical relations which simulate 
an actual process" (p.183). He repeated the statement made by 
E.J. Williams, that models
"are intended in some sense to represent natural 
phenomena: what is important in a mathematical 
model is not its validity (which is illusory), 
but its capacity to generalise to different 
physical situations, its ability to predict 
observable consequences and its aid to the 
imagination in the formulation of new concepts".
In this way, model work complements the analysis of empirical data 
by clarifying the interpretation of the data. As it happens, the 
majority of demographic models that have been constructed so far 
deal with aspects of fertility and mortality with some recent empha­
sis on family planning.
There are two different ways of studying natality: the 
demographic approach uses birth probabilities derived using the same 
sort of techniques as are employed in the construction of life tables; 
the biological approach treats the occurrence of births as the result 
of basic biological functions. Fecundability is the probability of 
conception over a fixed period of time: it is classed as one of these 
biological functions although its value is affected by the frequency 
of coitus, which is a matter of individual choice. The true biologi­
cal functions, over which women as individuals have no such control, 
are the incidence of various pregnancy outcomes (live birth, still­
birth, abortion and so on) and the length of the periods during
which the women is temporarily sterile (during gestation and post 
partum amenorrhoea). We can consider that the occurrence of the 
event delineated in a demographic model is controlled by specified 
probabilities .
There are two principal types of symbolic models: stochas­
tic, and deterministic. Many symbolic models are actually a combi­
nation of these two types. Let p^ be the probability that a defined 
event occurs to each of the individuals in a population over a 
specified time period. A deterministic model assumes that exactly 
p^N^ events occur over this period. A stochastic model hypothesises 
that if the experiment is repeated or the observation taken a num­
ber of times then the mean number of events to occur over the time 
period is p^N^ . In this case the element of chance causes the ob­
served number to vary in a controlled way from the mean. It will 
become apparent as the development of models is traced over the 
last few centuries that the emphasis has shifted from determinis­
tic to stochastic models. In early population work in which random 
mating, random dispersal, birth and death were studied, the popu­
lations were considered to be so large that only average effects 
needed to be studied. The gain in realism obtained by using stoch­
astic theory would often have been negated by the added complexity
2of the analysis. In 1939 Feller wrote a paper in which he treated 
population growth as a temporally continuous stochastic process 
whereas previous models had been formulated in terms of discrete 
time intervals. He showed that it was possible for deterministic 
theory to give different results from those predicted by stochas­
tic theory. Furthermore, stochastic models are needed also when
4
2. Kendall(1949) p.234
5either the population is small or we are interested in the extinc­
tion probability for a given time.
Models can be used in different ways in natality ana­
lysis. One is to improve one8s knowledge about the factors which 
influence natality and the way in which the factors interact. As 
well as their contribution to the analysis and interpretation of 
empirical data, models can justify the prediction of results of 
various population policies and they can be used to point up gaps 
in existing data.
It is essential to realise that the mere formulation of a 
model can be valuable because it entails the systematic arrangement 
of facts and specific definitions of assumptions. It demonstrates 
what kind of data are needed.Even this formulation of the actual 
system under examination is valuable, as a key to understanding 
the processes involved. As the model represents a simplification 
of reality, one needs a certain degree of judgement about which as­
pects of reality may be neglected or simplified without damaging 
the applicability of the conclusions which are to be drawn.
Sheps (1965a) wrote:
"Often judgements on this score also have a
flavour of personal idiosyncracy..."(p.59).
One must remember that any understanding of a phenomenon 
is increased the most by a model if this model gives conclusions 
which can be compared with observational or experimental evidence. 
One approach is to generate artificial realisations of the random 
process defined by the model and to compare these with the data. 
Another essential point is that the complexity of the model must be 
limited by the adequacy of the available data. On the other hand
when there are few data, a model will often suggest which data 
are worth collecting. The checking of models against data can sug 
gest refinements of the model and can estimate parameters left un 
specified by it.
71 .2 ._____ THE EVOLUTION OF POPULATION MODELS - PART I
Man's desire to construct models of the world in which 
he lives has helped to produce a great number of different disci­
plines: mathematics of course, physics, chemistry, engineering, 
economics, the biological, social and environmental sciences. A his­
torical treatment of the development of mod el-building, however 
brief and sketchy, is an useful aid to understanding the types and 
functions of models today.
Although Thomas Malthus is popularly seen as the father 
of all "population explosion" literature, his very conclusions had 
been anticipated a century before he wrote. His Essay itself was 
the culmination of the dispute that had existed between two schools 
of population thought for many hundreds of years. These Hutchinson 
(1967) called the "optimistic" and the "pessimistic". The former 
is typified thus in Proverbs 14:28:
"In the multitude of people is the king's glory; 
but in the want of people is the destruction of 
the prince".
The latter finds expression in Genesis 13:6-7:
"The land was not able to bear them, that they 
might dwell together; for their substance was 
great, so that they could not dwell together.
And there was a strife between the herdsmen of 
Abram's cattle and the herdsmen of Lot's cattle".
Aristotle and Plato agreed on the political importance of 
population size, the necessity for control of marriage and repro­
duction, and the desirability, for the state, of a stable population. 
Plato proposed means of checking either increase or decrease from 
the appointed population figure. Aristotle thought that the combi­
nation of over-population and bad government brings poverty and, 
as a result , internal disorder.
The ten centuries from the decline of classical civilisation
8to the close of the Middle Ages contributed little to the litera­
ture of population thought. Spengler wrote that "the medieval 
writers... looked upon population growth as a sign of God's 
favour..." (p.15). Hutchinson considered the Arab historian and 
social scientist Ibn Khaldun (1332-1406) "a pioneer among the post 
classical...writers who concerned themselves with questions of po­
pulation" (p.15). He described a population cycle for states, from 
high fertility and low mortality in their youth to declining fer­
tility and higher mortality in their later stages. Niccolo Machia- 
velli (1469-1527) wrote that "it is better to build in a fertile 
country where plenty of all things will make the inhabitants in­
crease" (p.16) but elsewhere in his "Discourses on the First Decad 
of Livy" he wrote of overcrowding, overpopulation and wickedness 
causing the world to purge itself by floods, plagues of famines. 
Writers of the period oscillated between the fear of overpopulation 
(bringing famine and plague) and that of underpopulat ion (weake­
ning national security). A major writer of the period was Giovanni 
Botero (1540-1617) who thought that population numbers depend upon 
the balance between the power of reproduction and the means of sub­
sistence. If there be no checks upon natural increase, the human 
species will multiply indefinitely but in fact can increase only up 
to the limit of the food supply. He wrote that, in the limit, fur­
ther growth is checked by inability to marry or by emigration and, 
more violently, by crime, cannibalism and war. He was nevertheless 
in favour of a large and expanding population (representing a 
strong, secure state) despite the upper limit to the numbers of 
people.
Towards the end of the sixteenth century in England, co­
lonisation was seen as the remedy for the overpopulation which was 
then causing misery and crime. Up to 1600, indeed, the study of
9population had not advanced far in the analysis of the significance 
of population size and growth.
The seventeenth century is notable for the strengthening 
of the belief in the desirability of a large and expanding population 
and for the rise of "political arithmetick", principally in England.
In 1662 John Graunt published "Natural and Political Observations 
made upon the Bills of Mortality". Graunt’*’ (1662) was inspired by 
the records of burials and christenings that had been kept weekly 
since the accession of James I. These records were originally esta­
blished to account for deaths during periods of plague. Graunt's 
work pioneered the use of life tables as evidenced by the following 
observation:
"Whereas we have found, that of 100 quick Conceptions 
about 36 of them die before they be six years old, 
and that perhaps but one surviveth 76, we...sought 
six mean proportional numbers between 64, the 
remainder, living at six years, and the one, which 
survives 76, and finde, that the numbers following 
are practically near enough to the truth..." (p.69).
The table that follows this statement used a radix of 100, giving
36 deaths within the first six years and deaths for subsequent ten
year periods of 24, 15, 9, 6, 4, 3, 2 and 1.The figure of 36 per cent of
all deaths occurring before the age of six years had been estimated
in the first place from the number of deaths due to childhood
diseases.
In the same year William Petty produced "A Treatise of 
Taxes and Contributions", the first of many works. In 1682 he wrote 
his "Essay in Political Arithmetick concerning the Growth of the 
City of London". In this Hutchinson found such observations as :
"...if the People double in 360 years, that the 
present 320 Millions computed by some learned 
Men... to be now upon the Face of the Earth, 
will within the next 2,000 years so increase,
1. It is now thought that Graunt collaborated with Petty on this
book .
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as to given one Head for every two acres of 
Land in the habitable Part of the Earth. And 
then, according to the Prediction of the 
Scriptures, there must be Wars and great 
Slaughter" (p.49).
Generally, however, he maintained the advantages of a large popu­
lation. In contrast, Sir Matthew Hale wrote in "A Discourse 
touching Provision for the Poor" (1673):
"...with us in England, for want of a due 
Regulation of things, the more Populous 
we are, the Poorer we are; so that, where­
in the Strength and Wealth of a Kingdom 
consists, renders us the weaker and the 
poorer" (p.55 ) .
Later on:
"...it is most certain, that the Populousness 
of the Kingdom still increaseth...and con­
sequently the Poor will be proportionably 
increased, so that we may reasonably suppose 
that in one seven Years, by the blessing of 
God, the very proceeds that will be able and 
fit to work, of poor Families, will be more 
than double to what they are now, which 
will continually increase in a kind of 
Geometrical Progression" (p.55).
As far as is known, this is the first time that the growth of
population was compared with a geometrical progression: indeed,
this is the first population growth model, as such, to be found.
The concept of geometric increase appears also in Hale's 
"The Primitive Origination of Mankind". He assumed that only two 
children out of every family survived to maturity, that the average 
life span of those living to maturity was sixty years, and that pa­
rents were on average about twenty-five at the birth of their 
childr en. So:
"in the compass of about 34 years the number of 
two, namely, the Father and Mother, is increased 
to the number of eight namely their two children, 
and four Grand-Children; so that in 34 years 
they become increased in a quadruple proportion, 
and all coexisting :and although by that time we 
suppose the Father and Mother dye, yet in the
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like Period of thirty four Years by a Geo­
metrical Proportion their Increase is mul­
tiplied proportionable to the Excess of 
their number above Two" (p.56).
He noted that the ratio of increase would be even greater if an 
earlier age of marriage or a longer span of life were assumed. Des­
pite the loopholes in his logic, as there can be no real increase 
if each couple produce only two surviving children, Hale antici­
pated the work that Malthus was to produce, a little over one hun­
dred years later. In his writings lie the basis of Hutchinson's 
so-called "pessimistic theory of population", i.e.,
"the power of increase in geometric progression, 
and the conclusion that population growth would 
eventually bring its own correction by leading 
to war and other evils that diminished the 
number of people" (p.57).
By the end of the seventeenth century both the optimistic 
and pessimistic views of population had been formalised, "political 
arithmetick" was establishing itself as a tool for analysis of 
population, and Hale had formulated his geometric progression theory. 
However, despite Hale, the pessimistic theory was vigorously oppo­
sed in the following century and indeed the optimistic view was 
carried so far by some that they preached an almost unbounded capa­
city of the earth for more inhabitants and argued the desirability 
of more people by any means and at all costs. A frequently used 
qualification however, was that population increase is desirable 
only when the additional people can be supported.
During the eighteenth century many estimates were made of 
the time required for the population to double. Maurice de Saxe, 
in 1757, assumed two daughters were born to each mother, giving a 
geometric increase of population with a doubling time of thirty
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years. Hume wrote in 1752 that:
"Almost every man who thinks he can maintain 
a family will have one, and the human species 
at this rate of propagation would more than 
double every generation" (p.112).
An important work of this time was Robert Wallace's 
"A Dissertation on the Numbers of Mankind in Ancient and Modern 
Times" published in 1753. He assumed that "all marry who attain to 
maturity", and that every marriage produces three girls and three 
boys, out of which two boys and two girls survive to marry. He as­
sumed
"that in 33"T years from the time when this 
original pair began to propagate, they shall 
have produced their six children and that 
within the second period of 33-r years, each 
of the succeeding couples shall have produced 
six children, and this to take place conti­
nually" (Wallace p.3).
The doubling time was 33"T years: Wallace continued his calculations 
to the 37th period, at which point the total population size was 
412,316,860,416. "Thus we may see to what a prodigious multitude 
mankind must have increased in 1200 years, and that, according to 
this rate, they must have overstocked the earth long before the 
deluge." As Wallace found this inconsistent with fact he inferred 
that every couple produces less than two couples, but more than one, 
else there would be survival but without increase. In other words, 
he modified his model by comparing its output with real data. This 
is an example of the danger of tampering with input data until the 
output looks reasonable, without considering that the very assump­
tions embodied in the model might be false.
All this preliminary work on a model for population growth 
anticipated that of Thomas Robert Malthus who, in 1798, published 
anonymously "An Essay on the Principle of Population as it Affects 
the Future Improvement of Society". His main argument was that the
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world's population increases geometrically but food only arithme­
tically, i.e., by means of a constant additive term. Since an 
arithmetic progression cannot overtake a geometric one, man's need 
for food must always be exceeding his supply. Malthus concluded that 
population is necessarily limited by the "checks" of vice and mise­
ry. First he noted that
"...no country has hitherto been known where the 
manners were so pure and simple, and the means 
of subsistence so abundant, that no check what­
ever has existed to early marriages from the 
difficulty of providing for a family, and that 
no waste of the human species had been occasioned 
by vicious customs, by towns, by unhealthy occu­
pations, or too severe labour. Consequently, in 
no state that we have yet known has the power 
of population been left to exert itself with 
perfect freedom" (Malthus p.7).
This point is still relevant today in fertility studies, and would 
certainly have been a useful word of warning to Wallace that his 
model was highly oversimplified and should not be expected to pro­
duce any very deep conclusions. Malthus had in fact recognized the 
point of divergence of a well-behaved theoretical population from 
an actual population under study.
An article had been published in 1760 by Leonhard Euler 
called "A General Investigation into the Mortality and Multiplica­
tion of the Human Species". In the words of Nathan Keyfitz it 
"anticipates important parts of modern stable population theory for 
a one-sex population closed to migration" (Euler p .307). So here is 
a second model, more sophisticated than the geometric increase one, 
which approximates a real population by one with a constant annual 
rate of increase, and constant birth and death rates. Euler saw 
life tables as a way of studying population, given that the stable 
assumption be appropriate. One problem that Euler set himself, and 
solved in his paper, was of particular interest to Malthus.
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Euler defined P as the population size in the initial 
year (this number including B, the births for that year) and X as 
the annual increase on a given life table, being determined by P/B. 
From the fact that the next year's population is XP and using 
life table techniques he deduced an expression from which X may be 
calculated using life table mortality figures. From the value of X 
the doubling time can be calculated, since X^ = 2. Malthus used 
Euler's method and found that when he used values
"of a mortality of one to thirty-six, if the 
births be to the deaths in the proportion of 
three to one, the period of doubling will 
be only twelve years and four fifths. And 
this proportion is not only a possible sup­
position, but has actually occurred for short 
periods in more countries than one" (Malthus p.8).
Malthus considered the rate of world population increase:
"Taking the whole earth, instead of this island, 
emigration would of course be excluded, and, 
supposing the present population equal to a 
thousand millions, the human species would in­
crease as the numbers 1, 2, 4, 8, 16, 32, 64,
128, 256 and subsistence as 1, 2, 3, 4, 5, 6,
7, 8, 9. In two centuries the population 
would be to the means of subsistence as 256 to 
9; in three centuries, as 4096 to 13, and in 
two thousand years the difference would be 
almost incalculable" (Malthus p.10).
Malthus considered that there were three obstacles in the way of
such devastating population increase: moral restraint, vice, and
misery.
An aspect of the study of population growth in which Malthus 
was interested, and which has inspired a lot of work since his time, 
is the effect on fertility and population growth of postponement of 
marriage. As Malthus saw the checks to growth as moral restraint, 
vice and misery, he was definite that "we cannot long hesitate in 
our decision respecting which it would be most eligible to encourage". 
He suggested the ages of 27 or 28 as desirable for marriage, cir­
cumstances being favourable. The problem was considered by
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Francis Galton eighty years later and the term "struggle for exis­
tence" coined by Malthus, was to stimulate the thought of Charles 
Darwin. Malthus' work was the culmination of that of such early 
writers as Ibn Khaldun and Giovanni Botero, and also the inspi­
ration for later workers in the field.
Malthus was subjected to much opposition on religious 
grounds. Percy Ravenstone however, in 1821, attacked his conclu­
sions by trying to construct a better model than those which pre­
vious detractors, such as Godwin, had considered. He used American 
data in trying to prove the doubling time to have been longer than 
previously supposed. He assumed that eleven out of twenty female 
births live to the mean marriage age, one remaining single, and 
computed that an average of four children per family is needed to 
maintain a stationary population. This means two of the four would 
on average, be female, but only one would survive and marry. Using 
eleven years as the average duration of childbearing life and 5^ - 
as the maximum average number of children per family, the shortest 
doubling time was seventy-five years, so that the twenty-five years 
calculated for the United States must be impossible. However, the 
same criticism applies to these calculations as to those of Wallace 
for, as Hutchinson expressed i t ,  his
"ingenuity could not take the place of 
reliable information on mortality and 
immigration, and his results must be 
judged as largely the product of assump­
tions favorable to his argument"
although:
"he was undoubtedly justified in suspec­
ting the extraordinary account given of 
the natural increase in the American 
population, as well as in surmising that 
immigration played a considerable part 
in the increase in numbers" (p.340).
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In 1879 T.B. Sprague wrote a paper entitled "Note on the 
Probability that a Marriage entered into by a Man above the age of 
40 will be Fruitful". It should be remembered that the question of 
the effect of marriage age on fertility had already been raised by 
Malthus. The problem arose because:
"When it is desired to disentail a landed estate, 
it is necessary for the heir in possession, after 
obtaining the consent of the first substitute 
heir, to pay to the second and third heirs the 
estimated value of their expectancy or interest 
in the estate" (p.202).
This required the calculation of the probabilities that the heir's 
"present wife will have a child at some future time and that she 
will die before her husband, that he will then marry a second time, 
and have issue by his second marriage". Obtaining data on 331 mar­
riages in Lodge's Peerage of 1871, he noted that the probability 
of infertility naturally increases with age at marriage. He did 
not take into account the wife's age. He used a smoothing technique 
to estimate probabilities: from a table giving the proportion of 
unfruitful marriages for ages in five year blocks he constructed 
a graph, and joining the points drew a curve which followed "the 
general course of the points as faithfully as is consistent with 
the avoidance of irregularities in its form" (p.206). He read off 
values for intermediate ages from this graph.
The paper is interesting for its weaknesses. As the moti­
vation for the work was connected with large inheritances Sprague 
used only peerage data, but the title of his paper sounds quite ge­
neral. He made no allowance for fertility changes over time and ig­
nored the wife's age. A more careful, less ambitious paper appeared 
in 1887 called "On the Probability that a Marriage entered into by 
a Man of any Age, will be Fruitful". In this much longer paper 
Sprague discussed the reliability and relative merits of various
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data sources and used 1521 marriages. He smoothed his probabilities 
by the method of the earlier paper. He recognized a fall in fertil­
ity of noblemen between 1820 and 1880 and saw that, for the same 
marriage age, more brothers of peers were childless than the peers 
themselves.
Francis Galton was another writer interested in the effect 
on fertility of marriage age. In his book of 1869, "Hereditary Genius", 
he had looked at the question, but in retrospect thought that he had 
made a better estimate in his book "Inquiries into Human Faculty 
and Development", published in 1883. First of all he criticised 
Malthus1 idea of delaying marriage to check overpopulation, using 
an argument still popular with present-day xenophobes :
"The doctrine would only be followed by the prudent 
and self-denying; it would be neglected by the 
impulsive and self-seeking. Those whose race we 
especially want to have, would leave few descen­
dants, while those whose race we especially want 
to be quit of, would crowd the vacant space with 
their progeny, and the strain of population would 
thenceforward be -just as pressing as before"
(p.207).
Although disagreeing with the conclusions of Malthus, Galton com­
pared his work to "the rise of a morning star before a day of free 
social investigation".
Galton obtained maternity data for the "lower orders" 
which demonstrated average fertility decreasing from 9.12 for women 
married between ages 15 and 19, to 4.60 for those married between 
30 and 34. As a result he advocated early marriage for "the races 
best fitted to occupy the land" so that "they will breed down the 
others in a very few generations".
So far only two models have been examined; the first be­
ing one for population growth as a geometric progression; the 
second being Euler’s stable population. The work of Sprague and
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Galton described above was initiated by Malthus, but holds no in­
dependent mathematical interest. There is a third model, of supreme 
importance, which was anticipated by Galton in his "Hereditary 
Genius" of 1869. In the chapter headed "English Peerages, their 
influence upon Race" he noted that:
"It is frequently, and justly, remarked, that 
the families of great men are apt to die out; 
and it is argued from that fact, that men of 
ability are unprolific" (p.123).
He decided to examine the "causes of failure of issue of Judges and 
Statesmen". To this end he examined the children and grandchildren 
of thirty-one judges who became peers during the reign of George IV, 
twelve of these peerages having become extinct. His explanation of 
the extinction of names was that many peers married heiresses who 
could be supposed to come from unprolific families (since the sur­
vival of a male heir would have disinherited the daughter) and 
this comparative infertility was hereditary. Galton found the expla­
nation adequate also for statesmen and concluded:
"I look upon the peerage as a disastrous institution, 
owing to its destructive effects on our valuable 
races. The most highly-gifted men are ennobled; 
their elder sons are tempted to marry heiresses, 
and their younger ones not to marry at all, for 
these have not enough fortune to support both a 
family and an aristocratical position. So the 
side-shoots of the genealogical tree are hacked 
off, and the leading shoot is blighted, and the 
breed is lost for ever" (p.132).
One can only marvel at the extreme simplicity of this 
theory. However, it did have a practical result, in that it sugges­
ted a problem; if there are initially N distinct surnames and in 
each generation a^ per cent of adult males produce i children, i 
taking values between 0 and q, what proportion of the surnames 
will have become extinct after r generations?
The problem troubled Galton, and in the "Educational Times
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of 1873 he offered a prize for a solution. He received one solu­
tion, obviously false, and referred the question to his friend 
the Rev. H.W. Watson. Their joint findings were published in 1874 
under the title of "On the probability of the extinction of fami­
lies". Feller (1968) considered that "survival of family names ap­
pears to have been the first chain reaction studied by probability 
methods" (p.294) and as such it deserves special attention in the 
context of this introduction.
Using what is now the theory of branching processes, Watson 
came to the conclusion that all the surnames "tend to extinction in 
an indefinite time". In the realm of practicality, Feller (1968) 
noted that R.A. Fisher (1922,1930) actually used Watson's solution 
to study the survival of the progeny of a mutant gene and to study 
random variations in gene frequencies. J.B.S. Haldane (1927) used 
the model in genetics. However, the complete solution did not appear 
until 1932 when J.F. Steffensen discovered it, independently of 
earlier work. As Erlang had thought, the probability of male extinc­
tion is given by the smallest root of the equation f(x) = x where 
f(x) is the generating function for the total number of sons born 
to each newborn male. (Watson had thought there was only one root, 
that of unity.) Alfred Lotka (1931a,b) worked on the problems, and 
used figures on U.S. white males for 1920 to apply to his formulae, 
obtaining values for such terms as the probability of eventually 
having just n children. He obtained a value of 0.8797 for the 
probability of the ultimate extinction of the male line of descent 
from a newborn male. Work along the same lines was produced by 
R.A. Fisher and J.B.S. Haldane on the problem of the extinction of 
rare characters in genetics. Lotka's 1939 paper further developed 
and tidied up the general analysis.
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Model work of an entirely different type was undertaken 
by Gini (1924); in his paper he sought to define an indirect measure 
of fertility based on the following considerations.
Suppose there are n married women capable of conceiving 
during the entire period under consideration, all with the same 
fertility p . (Gini defined "fertility" as the probability that 
a married woman conceive in a month in the absence of all "pratique
malthusienne ou neo-malthusienne" designed to limit the number of
2births: he used "fertility" in the sense of "fecundability" .)
Under these hypotheses the number of women who would conceive for 
the first time in the first month of marriage would be pn: the
number conceiving for the first time in the second (1-p) pn; the
X — 1number in the xth (1-p) pn. The numbers thus obtained form a 
geometric progression with an increment of (1-p). (The numbers 
are not constant over all months because the probability of con­
ception in any month after the first is not independent of pre­
vious events.)A refinement of this model suggests that the propor­
tion of miscarriages and stillbirths is constant as is the propor­
tion of pregnancies longer or shorter than nine months. Then the 
number of births forms a geometric progression with an increment 
of (1-p). Comparing actual figures from a closed group of women, 
one can estimate p to measure the "fertility" (fecundability) of 
women under the above mentioned hypotheses.
Gini noted that among these hypotheses was one which very 
obviously does not mirror reality: this is the hypothesis that all 
fertile married women have the same "fertility" p, but estimates
2. This convention is retained by French demographers.
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of the mean "fertility" can still be made. Gini neglected the 
monthly effect of mortality, migration and category transitions 
e .g . non fertile to fertile through cessation of "pratiques 
limitatrices de la procreation". A further refinement supposes 
the constancy of the probability of miscarriages and of the proba­
bility that the gestation period deviate from nine months. This 
gives us corresponding results for births rather than conceptions. 
Gini found remarkable agreement amongst values he obtained except 
for the births corresponding to conceptions in the first month of 
marriage. He thought that fertility was less for this month than in 
the second because many spouses were virgins and there was an in­
creased frequency of ovular miscarriage in the first month due to 
'des voyages de noces' and 1peut-etre d 'autres circonstances'.
Henry (1972) did note that the probability of conception 
in the first month may be affected by the fact that the date of 
marriage is often chosen in relation to the menses. However, he 
thought that there would be no practical gain from allowing for 
such a factor in model work and consequently assumed that the value 
of fecundability in the first month of marriage did not differ from 
that of subsequent months.
In 1933 Raymond Pearl published a paper called "Factors 
in Human Fertility and their Statistical Evaluation". He diffe­
rentiated first between fertility and fecundity: the former he 
"used to designate the total actual reproductive capacity of pairs 
of organisms...when mated together to...bring to birth individual 
offspring"; the latter designated "innate potential reproductive 
capacity" (p.607). He saw a necessity for analysing pregnancy rates 
in conjunction with the evaluation of the efficacy of birth control,
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and hence devised several such rates. The first one mentioned in 
this paper was the ratio of the number of pregnancies experienced 
to the person-years of exposure to the risk of pregnancy. Henry 
called this Pearl's Rate I, being the inverse of the mean duration 
of exposure to risk for conception. Pearl did not take into account 
the period of post partum amenorrhoea but to calculate the denomi­
nator he deducted 0.750 of a year for each living or stillborn de­
livery, 0.375 for each therapeutic abortion and 0.250 for all other 
abortions. This rate has no theoretical upper limit so another rate 
was devised, the ovulation rate. He assumed that there was exactly 
one ovulation per cycle, assumed to be 28 days in length and set:
M = total period of woman's sexual activity between puberty 
and menopause with duration in years.
P^ = number of years spent in pregnant state.
P„ = number of years in "puerperal state", taken to be 0.04(T) 
or 0.04(T-1) where
T = number of pregnancies in period length M.
Then M-P^-P2 = duration of exposure to risk of pregnancy, and
100 T (1 )r 13 (M - Pj, - P2 ) + T
= pregnancy rate per 100 ovulations.
This has theoretical limits of 0 and 100: the former occurs when 
T = 0; the latter when M = P^ + P^ i.e., when every month of a wo­
man's fecund life is spent in the pregnant or puerperal state. If 
L is the total number of live births then the live birth rate per 
100 ovulations is:
100 L
Rb =
13 (M - P - P ) + T
(2)
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This brief account has outlined the beginnings of diffe­
rent avenues of population research, the emphasis being on the use 
of models. The development of the geometric progression model was 
a crucial first step towards constructing symbolic models which could 
be used to make forecasts about the future - or projections, or cal­
culations, or estimates, all of which terms Keyfitz (1971b) consi­
dered equivalent. Graunt's use of life-table techniques, allied with 
Euler's work on stable population theory, initiated a great deal 
of work, particularly in nineteenth century Germany, and allied 
techniques are still useful today. In contrast, a highly mathemati­
cal technique was used to solve Galton's problem on surname extinc­
tions. Gini's model, the basis of all further work on fecundity, en­
abled him to calculate the fecundabilities of different populations 
of married women, by simplifying and idealising the reproductive 
mechanism at work in each woman. Pearl's calculations of pregnancy 
and birth rates acted as means of comparison between different po- 
pulations .
At this point the theory that has been developed around
population growth and fertility begins to lose some of its quaint
historical appeal, but to gain something in practical relevance to
the models which are of primary interest in this dissertation. The
sorts of problems that worried the early thinkers in this field,
such as the controversies surrounding the "optimistic" and Malthus'
"pessimistic" schools of thought, remain the same; but today the
3whole environment - resources - population problem can be tackled 
using sophisticated computer technology. Whether more conclusive 
results appear in the wake of such relatively new methods remains 
to be seen.
3. e.g., The Club of Rome's 1972 Report (Meadows et al.)- see 
also the Sussex University group's criticism of this report 
(Cole et al.T 1973)
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1.3«_____ WHAT IS A MICROSIMULATION MODEL?
Mindel Sheps classified models according to whether they 
use a demographic or a biological approach to natality (as mentio­
ned in 1.1.).A model of the former type considers a population with 
a defined age and sex structure, but the group of people under study 
can quite possibly be a subset of an entire "population", as used 
in the undemographic sense. For instance, the population may be re­
duced to a birth cohort (one age-group), or categorised by marital 
status, social class or educational level, and exposed to probabi­
lities of marriage, divorce or widowhood specific for social and 
economic traits as well as for age. A model of the latter type con­
siders biological functions such as fecundabi1ity to have direct 
bearing on the occurrence of births i.e., natality is seen as a di­
rect result of physiological processes.
Models can be further classified into three groups. An 
analytic model (with a demographic approach to natality) can be 
typified by the one-sex stable population model which uses (deter­
ministically) constant birth and death probabilities. As Sheps (1969) 
expressed it, an analytic model "is a mathematical expression of 
the assumptions, which derives closed expressions for the relation­
ships between the variables" (p.55). Sadly, these models require 
many "restrictive assumptions" as well as constant probabilities; 
in model work one does seek to minimise the number of initial as­
sumptions to be made.
Macrosimulation allows the postulated probabilities to 
operate on groups of individuals in the population, and so macro­
models are "aggregate models". They are used for short time spans 
or when preliminary assumptions have been relaxed. A good example 
is that of Beshers (1965) which established a model for birth pro­
jections that contained birth probabilities for women, using age,
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cohort and parity as its main parameters. It included additional 
parameters which were psychological, economic and sociological in 
origin. As only the end result appeared, having been obtained di­
rectly through what Hyrenius (1965b) called a "mathematically de­
rived functional relation", and the events such as births and deaths 
did not appear, Hyrenius (1965b) preferred not to use the word 
"simulation" with respect to macro models. He restricted that term 
to microsimulation, which deals with the histories of individuals 
in the population and can then calculate summary statistics from 
these histories if enough individual histories have been produced.
Some events are treated stochastically e.g. a Monte Carlo method 
may be used to generate births. This means, for instance, that a 
random number between 0 and 1 is generated and compared with some 
predetermined birth probability. A birth is said to have occurred, 
or not, according as the generated number is less than the probability 
or not. Non-stationary probabilities can be introduced and analyses can
be as detailed as required "since the output resembles a complete
2set of data from an ideal survey" .
POPSIM, developed by Horvitz and others (1969) is a dyna­
mic demographic model designed for computer simulation of the prin­
cipal demographic processes occurring in human populations. The two- 
sex model generates a vital event history. It is a stochastic model, 
and dynamic, since probabilities are time-dependent. The model can 
be made "self-adjusting" by developing a feedback mechanism. There 
are two "operating versions" of POPSIM. In the first, all marriages 
take place between individuals in the computer population so it is
1. See 1.4.for a historical account of the development of the 
method.
2. Sheps (1965a) p .56 .
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a "closed model". The second is "open" in that the original popu­
lation can be thought of as a random sample of individuals selected 
from a population register, independent of familial relationships. 
Such experiments have been carried out as the testing of the ef­
fects of several types of sterilisation programmes on the birth rate 
in a population having the same characteristics as the U.S. white 
population in 1950. A further experiment studied the effect of chan­
ges in the distribution of age at first marriage on the fertility 
of females whose marital and reproductive patterns were essentially 
those of U.S. white females in the period 1950-1960.
POPSIM itself works in two stages. The first one, POPGEN, 
establishes the initial population, while the second, SIMRUN, per­
forms the simulation. The input required for POPGEN is largely of 
a functional nature and will be discussed in that context in the 
next chapter. SIMRUN requires a series of parameters related to 
such factors as birth and marriage probabilities, family planning, 
death and divorce. (The initial population file serves as further 
input.) SIMRUN takes an individual's record from the population 
input file, independently generates a date for each of the various 
events eligible to occur and chooses the one which is to occur first. 
An example follows.
The age of death of a married man of age 42 is required .
The eleventh age group is 40-44, P (11) is the monthly death pro­
bability and r is an uniform random number on (0, 1). Then
t = ln (1 - r ) )
ln [(1 - P (11)]
= randomly generated number of months from current month 
until death of individual, given t does not exceed 36.
If t exceeds 36, the generated age at death exceeds 45: a new r
and consequently a new t must be generated using P(12).
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POPSIM can be used to interpret empirical data by running 
the model using parameters from the set of real data, and then com­
paring the output with these real data.The model (or possibly the 
data) can be invalidated if there is great disagreement between 
the sets of data; or, alternatively, agreement between simulated 
and observed results may suggest that the forces acting in the po­
pulation are like those in the model. Such a conclusion must be 
made only with extreme caution for POPSIM or any model, as agree­
ment between model output and the population does not constitute
proof of the validity of any model: the only certain decision we
3can ever make is to reject a model".
Another use of POPSIM is to conduct comparative experi­
ments to evaluate the result of alternative forces at work in the 
population. In this case, simulation runs are "experiments" and 
for these to be valid the model must represent the true situation 
with some degree of accuracy. The evaluation of alternate family 
planning programmes is one possible application.
The third use of POPSIM is as a laboratory tool and trai­
ning device for demography students.
A further microsimulation model is Orcutt's micro-economic 
one of 1961, which uses as its base population 10,000 people repre­
sentative of the U.S. population in April 1950. The runs cover at 
most ten years producing printout of aggregate monthly deaths, 
births, marriages, and divorces. Cross sectional tabulations of de­
veloping populations are also produced and aggregate time series 
and frequency distributions expanded to provide estimates relating 
to a real population where appropriate. These estimates are com­
pared with available U.S. data.
3. See 1.1.
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Both macro and micro models are constructed by computer, 
but the mechanics of macrosimulation
"are such that the capacity of even the largest 
computers limits the number of categories that 
can be treated, i.e., the variety of assumptions 
that can be made. Even more severely, it limits 
the range of possible analyses of the results"
(p.55 ) .
Sheps (1969) suggested the use of microsimulation in cases where 
many factors, possibly interacting, were involved, noting indeed 
that microsimulation "allows the greatest flexibility and variety 
of purposes, population structures, assumptions and results" (p.61). 
These remarks naturally apply to biologically oriented models, as 
well as the ones just described, which rely heavily on purely de­
mographic data.
A biologic analytic model generally considers female 
cohorts whose births depend on assumptions about such biological 
functions as duration of pregnancy and post partum amenorrhoea.
Such durations may be constant periods, or distributions, or func­
tions of age or parity: the probabilities of the occurrence of 
different reproductive events may be constant, or again, may vary 
with age or parity. Most analytic models are restricted to homo­
geneous populations and stationary probabilities, and many results 
are asymptotic. A considerable amount of Louis Henry's work falls 
into this category.
A typical macrosimulation model, under the biologic ap­
proach, defines for instance, a homogeneous marriage cohort of women 
in terms of constant length of reproductive period, constant mis­
carriage and stillbirth probabilities and fecundability, and con­
stant duration of gestation. An example of such a biological macro 
model is FERMOD, developed by Potter and Sakoda in 1966. Four
variables are recognized: length of reproductive life; duration
of temporary infecundable periods of pregnancy, amenorrhoea and 
anovulatory cycles; risks of foetal wastage; and fecundabi1ity it­
self, using Gini's own definition. Unlike the Monte Carlo models 
of such workers as Hyrenius and Sheps,FERMOD uses expected propor­
tions. The model starts with a population of ten million couples 
and takes them collectively through their reproductive lives. For 
instance, the fraction of women who conceive each month is an 
expected proportion calculated by multiplying the appropriate 
number of women by the corresponding probability. As the authors 
wrote: "...the simulated population is interpreted as being so large
that its aggregate experience is not subject to sampling error" 
(p.452). Although the authors considered that the problem of samp­
ling error had been removed, the scope of results is more limited 
than that derived from a Monte Carlo model.
The model works by using a probability matrix in the way 
pioneered by P.H. Leslie in 1945: it shifts the entire population 
in monthly steps through its reproductive life. In this way, groups 
of couples are exposed to the relevant probabilities and moved from 
one status to another within the model. Provision is made for as 
many as 24 live births per woman (25 parity statuses). Hence there 
are 25 pregnancy waiting lines, 25 amenorrhoea waiting lines and 
25 susceptible states. There are 9 possible months of pregnancy,
16 of amenorrhoea and a single susceptible state, so there are 
25 x 26 different states for which frequencies of women must be 
recorded during the operation of the program. Such topics as diffe­
rentials in family planning success as related to contraceptive 
effectiveness, desired family size and birth-spacing preferences
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nan be examined.
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In a microsimulation model parameters are allowed to vary 
with age and between women. Potter and Sakoda did note that it would 
be more realistic to allow most of their parameters to vary with 
parity as well as age of mother and marriage duration, and also to 
assume that the population be heterogeneous with respect to fecun- 
dability and risks of foetal wastage, and that length of reproduc­
tive life be itself a variable. However, insurmountable difficulties 
arise in computerising such a system using FERMOD, due largely to 
the computer's limited memory. Using microsimulation however, each 
woman in the population, (for instance, a hypothetical birth co­
hort), can be exposed to probabilities of marrying, dying, becoming 
temporarily or permanently sterile, conceiving, using contraception, 
becoming widowed or divorced. By the nature of microsimulation, all 
such models are stochastic as opposed to expected values models, 
such as FERMOD, which are deterministic.
Stochastic models can be categorised by whether they deal 
with discrete or continuous variables and discrete or continuous 
time. The four models thus typified can be used in different situa­
tions and with different justification. An example of a continuous
4variable, discrete time model is one for genetical evolution. Con­
sider a population of constant size N per generation. Define X(n) 
as the proportion of a particular gene in the nth generation. The 
process is assumed Markovian and for large n, X(n) is assumed con­
tinuous. Continuous time can be used instead of discrete generation 
t ime .
4. See Joshi (1965) for a full account of the following models 
and further references.
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An example of a discrete variable, discrete time model , 
is one that studies fecundity. Define the random variable as 
X(n) = 0  if there is no conception in the n*^ month
X(n) = 1  if there is conception
If X(n) = 1, then X(n+1) = ... = X(n+g) = 0 with g being itself
a random variable.
Define:
P(n)= P (X(n) = 1), P(l) = p.
P = P (conception in nth month/woman not temporarily sterile) 
q = 1 -p
Q (m,n) = P(X(n)=l/X(m) = l , X(m+1) = . . .=X(n-l)=0)
Taking a constant sterility period of (h-1) months after each 
conception it can be shown that :
Q (m , n ) = 0 n < m+h
n -m-h (2)= pq n >• m+h
and
P(n) = qP(n-l) + pP(n-h) (3)
whence
Plim P(n)= -----------  q > 0 (4)
n^°° 1 + (h-1 ) p
Henry studied the case using a variable sterility period.
Discrete variable continuous time models have been used
to approximate population growth: well known statistical examples
are the pure birth process, the birth and death process, and fur- 
. 6ther extensions . The models used to study human reproduction by 
Monte Carlo methods fall into this category, although the conti­
nuous time is approximated by discrete time intervals for the sake 
of practicality. The reproductive history of a woman since marriage 
can be described in terms of the time she spends in any of five
5. Dandekar (1955), Basu (1955)
6. See Feller (1968) Chapter 17
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states:
Sq non pregnant, fecundable
pregnant
S^ , post partum sterile following abortion, stillbirth,
live birth respectively.
However, as Hyrenius and Adolfsson (1964) expressed it:
"For the purpose of simulating the fertility sequence through a 
Monte Carlo process it is necessary to consider the various time 
variables as discrete" (p.5). Hyrenius took the unit as one lunar 
month, a convenient approximation to the length of one menstrual 
cycle.
Another model of this type is REPSIM, constructed by 
Ridley and Sheps in 1966. REPSIM generates reproductive histories 
for a birth cohort of women, following them from age 15 until death 
or age 50, whichever comes first. Further models have been developed 
along these lines by Barrett, and especially by Hyrenius and his 
co-workers in the Demographic Institute at Gothenburg, Sweden.
There are arguments in favour of the use of each type of 
model, but it should be clear by now that micro models provide 
the greatest opportunity for using varied input data, and intro­
duce a certain amount of "realism" into the output data through 
what would be sampling errors in an actual survey. The variability 
thus introduced will blunt the sharp precision of the output in­
formation. However, according to Horvitz et al. (1969) the error
component introduced by random variation can be dealt with effi-
7ciently and, moreover, the sample size for individual simulation 
runs need not be excessively large if the appropriate techniques 
of experimental design are utilised as they would be in any large
7. See e.g. Table 2.4.3.
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survey. In the model's favour is the fact that many demographic 
models need to have some variability incorporated into their struc­
ture. In some cases there is a need to study distributions rather 
than to rely only on mean values. A certain degree of realism is 
attained by models which allow stochastic variation. In the words 
of Horvitz et al. (1969):
"The variability in the vital rates generated for 
a given computer population by POPSIM is a fairly 
accurate representation of the actual variability 
which would occur in the corresponding real 
population" (p.102).
It is sometimes thought that micro models require an in­
ordinate amount of data input but as any model increases in sophis­
tication it requires more data. It is often acceptable to use para­
meter values which have been estimated from prior studies on the 
population of interest or indeed from data which do not even per­
tain exactly to this population. The two basic restrictions on 
data are firstly that the sets of input distributions and parameters 
are of comparable degrees of sophistication; and secondly, that the 
detail in which the output data is examined does not exceed the 
value of the actual input used.
The limiting factor for models based on expected propor­
tions (i.e., macro models) is, as previously mentioned, the recon­
ciliation of limited computer memory and the numbers of states 
that must be kept distinct. However, the complexity of the process 
being simulated can be increased out of proportion to the increase 
in the number of statuses that have to be made distinct. As an 
example, the durations of post abortion and post stillbirth amenorr­
hoea can be made variable and the range of possible post partum 
amenorrhoea lengths can be widened with less than a doubling of
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the 650 FERMOD states. However, almost any diversifying of output 
forces a multiplicative increase in the number of distinct sta­
tuses. Potter and Sakoda (1966) concluded that further research 
would "benefit from an effective exploitation of both types of 
model" (p.461). However, Orcutt (1970) stated quite categorically 
that :
"Predictions about aggregates are needed, but 
they should be obtained by aggregating behaviour 
of elemental units rather than by attempting to 
aggregate behavioural relationships of these 
elemental units. That is, aggregates should be 
obtained from a simulation of the real system 
in a fashion analogous to the way a census or 
survey obtains aggregates relating to real 
socio-economic systems" (p.150).
The beauty of a Monte Carlo fertility model is that it needs to 
keep complete details only on the individual woman being considered 
at the moment, rather than to maintain at all times a multidimen­
sional sample space array into which all possibilities may fall.
Not only are both types of model useful, but Immerwahr
(1969b) considered it sometimes to be desirable to use a combination
of expected values and Monte Carlo techniques within a single model.
He gave the following example.
Suppose the outcome of a particular event is a function 
n
of n probabilities p£, II p, say. Then, rather than compare
i=l
random numbers with all n of the p^ we can decompose the product 
into sub-products and use the expected values approach to find 
whether some of the sub-products are realised, and generate random 
numbers for others. Even using random number simulation, the combi­
ning of two or more individual probabilities is a departure from 
pure Monte Carlo.
At this point the question heading this subsection should 
have been anwered, and some of the merits of a microsimulation model
delineated.
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1 .4._____ POPULATION MODELS - PART II
All the stochastic models in 1.2. were formulated in 
terms of discrete time. It seems as though, with only one excep­
tion, it was not until Feller's 1939 paper that the possibility was 
investigated of treating population growth as a temporally conti­
nuous stochastic process. In such a process the main assumption is 
that population growth can be represented as a Markov process, X(t) 
This has the property that the only event which affects the one 
under examination is the one immediately preceding it. The simplest 
example is the so-called pure birth process constructed by 
W.H. Furry in 1937 to describe a process connected with cosmic 
rays .
We have countably many states, ,... and direct
transitions from state E^. are possible only to Ej + . If the sys­
tem is in E^ at time t, the probability of a jump within an ensuing 
short time interval between t and t + h is
X„h + o(h) (1)
and the probability of more than one jump within the same interval 
is o(h). (This process was presented in 1.3. as an example of a dis 
Crete variable continuous time, stochastic model.) A series of dif­
ferential equations are produced, time being continuous. The pro­
cess can be extended to the birth and death one, which further 
postulates backward transitions from E^ to E^  ^with the probabi­
lity of this transition occurring between t and t + h being
pnh + o(h) (2)
The approximation to demographic reality is improved by including 
an immigration probability as did Kendall (1949), or by defining 
the population as a two-sex one. The effect on the type of model 
constructed of considering time variously as discrete or continuous
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is clearly very great.
Dandekar (1955) studied modified forms of the binomial 
and Poisson distributions. (This was cited in 1.3. as a discrete 
variable, discrete time model.) Success in a single trial means 
conception within a time unit, and hence sterility for the subse­
quent (m-1 ) trials, so that the independence of successive trials 
is affected. However, when the risk of pregnancy was treated as con­
tinuous rather than discrete, Dandekar obtained a modified Poisson 
expression for the distribution of pregnancies. The theoretical dis­
tributions did not fit the observed ones well, perhaps due to the 
fact that the model required fertility and pregnancy rates to be 
constant, and that no allowance was made for sterility.
Brass (1958) studied the birth distributions in human 
populations. His first model used a Poisson distribution truncated 
at zero: this is the distribution of fertile women of completed fer­
tility by number of births, assuming constant expectations of bea­
ring children per time unit for all women, for the same fixed period 
exposed to risk. He derived the distribution function and compared 
observed and fitted distributions for a number of countries. The 
difference between observation and model he ascribed to birth con­
trol in the case of low fertility countries. Further modifications 
were introduced, such as allowance being made for the length of the 
gestation period being not negligible with respect to the length of 
the period of exposure to risk. The agreement of the modified model 
with the observations was very close in all cases. Brass conside­
red that these models
"involve few unknown parameters and are simply 
interpreted, yet represent the observations 
very closely over a range of conditions. They 
are thus an adequate basis for many useful
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applications, which are concerned with the 
broad features of birth distributions. Com­
parisons of these among different populations, 
or at different times for the same population, 
can be made, and the effect of changes in the 
characteristics can be examined, as an aid 
in the assessment of the forces in operation"
(p.68).
Singh (1963) proposed two models to obtain the distribu­
tions of the conceptions resulting in "complete" pregnancies, abor 
tions being ignored. The second one differed from the first in 
that the probability of conception per menstrual cycle was allowed 
to vary between couples"'” .
In the first model, he used a constant sterility period 
of 12 months after each completed conception, and a value of 0.04 
for the probability that a non-pregnant woman undergo a complete 
conception. To find the number of single births per couple during 
(0,T) he assigned a value of 0.2 to the probability of a woman's 
becoming sterile during the interval. The first model described the 
observed distribution reasonably well despite the strong generali­
sations on which the model is based. Singh thought it likely that 
the second model would describe the situation better if more in­
put data (pregnancy time, multiple births and so on) were avai­
lable. This and previous models were all products of the urge to 
"mathematicise" the reproductive process, so that probability 
distributions of live births could be established and used. However, 
the old warning should be repeated, that no more should be deduced 
from a model than is warranted by the quality of the input that 
has been fed into it.
1. Singh (1964a) used different parametric estimation techniques, 
but the model remained the same.
See also Singh (1964b) and Pathak (1966).
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Sheps and Perrin (1963) produced a model to study changes 
in birth rates as a function of contraceptive effectiveness. Here 
the model was used to predict the population's behaviour under the 
influence of birth control, in contrast with the previous models 
which were derived in an attempt to describe known reproductive be­
haviour in items of mathematical functions or probability distri­
butions. In this model, at a given time, a woman is in one of the 
states listed below:
1. non pregnant ; susceptible
2. non-susceptible; associated with a live birth
3. non-susceptible; associated with a foetal loss.
This reproductive process is an example of a zero order Markov 
Renewal Process concerned with the distribution of intervals to the 
first pregnancy and between successive pregnancies. The authors
"found with this model that more effective methods 
used by smaller fractions of the population would 
produce a greater decline in birth rates than 
would less effective methods used by a large part 
of the population" (p. 1044).
Potter (1960) arrived at this conclusion using Dandekar's modified 
binomial distribution; Keyfitz (1972) did too, by the simplest and 
most elegant method of all.
The next model is the direct ancestor of the one to be 
developed in these pages. It was developed by Perrin and Sheps 
(1964). Conception was regarded as a chance event for a non-preg­
nant married female, chance because of the number of factors which 
determine the fertilisation and embedding of the ovum: the occur­
rence of ovulation and its timing within the cycle; frequency and 
timing of intercourse; use of contraception; the health and age 
of the couple; and so on. It was noted that a proportion of con­
ceptions end in foetal loss and that an infecundable period
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follows conception, dependent on the gestation period, and the 
interval after birth before ovulation or before cohabitation is 
resumed, whichever is longer.
Each woman in the model is in one of five states as
follows:
s0 - non pregnant , fecundable state
S1 - pregnant state
s2 - post partum abortion or
sterile
foetal
period
loss
associated with
S3 - post partum stillbirth
st erile period associated with
S4 - post partum sterile period associated with
live birth
The authors wrote that
"the reproductive history of a female is characterised 
completely by the knowledge of the sequence in which 
these states are visited and of the length of time 
spent in each state at each visit" (p.3l).
In the words of the authors:
"the reproductive process is viewed rather simply 
as a stochastic process in which a woman, begin­
ning in state Sq , passes after a period of time 
into state S-^ , thence, with given probability, 
into state S2, S , or S4, and from one of these 
states back to state Sq , to begin the reproduc­
tive cycle again" (p.32).
This process is a Markov Renewal Process although the relevant 
theory is certainly not necessary for the analysis, which follows 
from simple probability considerations.
This model allows for three types of pregnancy as there 
is a given probability that any pregnancy terminate in a foetal 
death, stillbirth or a live birth. The lengths of the gestation
2 . See Figure 1.4 .1 .
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SOURCE: Perrin and Sheps (1964) p.33
and post partum infecundable periods depend on the outcome of the 
pregnancy. These parameters are not, however, dependent on age or 
birth order in the individual woman, and these are fairly strong 
assumptions: this model was intended by the authors to hold only 
over a time period of no more than fifteen years in the middle of 
the child-bearing period. It was felt that
"Monte Carlo simulation procedures offer an obvious 
means for studying the process under less stringent 
assumptions of time and age dependence and such 
studies are now being carried out" (p.34).
1964 saw a number of other important papers: the same authors 
produced a paper on the distribution of birth intervals; Singh pro­
duced one on the time of first birth; Sheps wrote on pregnancy was­
tage and Potter on birth intervals. However, the work most impor­
tant to the development of micro models was the paper published by 
Hyrenius and Adolfsson, the first in a series of similar model work. 
This model has already been described in 1.3. as an example of a
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discrete variable continuous time model, although time had to be 
simplified to units of one lunar month for practical reasons. 
This model, and its successors, possess the rare distinction of 
being one of the few non-analytical models developed around that 
t ime.
Monte Carlo techniques are a class of procedures which 
are used to derive approximate or empirical estimates of distri­
bution functions by simulating a random process for variables whose 
distribution often cannot be obtained theoretically. In those cases 
where a theoretical distribution can be obtained, it is generally 
so clumsy as to be virtually useless: the more possibilities and 
courses of action that are incorporated into an analytical model, 
the clumsier the mathematics becomes. Unfortunately, this means 
that only those models which are composed of a series of massive 
over-simplications can be described by elegant mathematical formu­
lations. Clearly, Monte Carlo techniques offer an useful tool in 
model building, and provide opportunities for building and testing 
models at the point where analytical techniques cease to be of any 
use.
A full discussion of the theory and development of the 
Monte Carlo method follows, and then an account of the (1964) Hyre- 
nius and Adolfsson paper, the other progenitor of the model which 
is to be established in the following chapters.
One of the best definitions of the Monte Carlo method 
comes from Shrieder (1966). The definition states that:
"The Monte Carlo method... consists of solving 
various problems of computational mathematics 
by means of the construction of some random 
process for each such problem, with the
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parameters of the process equal to the required 
quantities of the problem. These quantities are 
then determined approximately by means of obser­
vations of the random process and the computation 
of its statistical characteristics, which are 
approximately equal to the required parameters... 
The Monte Carlo method is defined as the con­
struction of an artificial random process pos­
sessing all the necessary properties, but which 
is in principle realizable by means of ordinary 
computational apparatus: pencil, paper, tables, 
computers, and sometimes simple apparatus for 
generating random numbers (the so-called random 
number devices...)...In practice the Monte Carlo 
method has found wide application only on power­
ful computing machines" (p.l).
In contrast to this last statement, Hammersley and Mor­
ton (1954) denied vehemently that Monte Carlo methods demand 
"elaborate, expensive or even electronic machinery". They be­
lieved that the plethora of electronic machines available to 
nuclear physicists had meant the quite automatic use of these 
facilities even in simple cases when "they might manage with say 
five times the labour on machinery of one-hundredth the cost" 
(p.23). While admitting the partial truth of this criticism one 
must remember that its relevance is lessened by the fact that 
it was made over twenty years ago.
McCracken (1955) described the method as one used to solve 
problems which were dependent in some way upon chance; problems 
where physical experimentation is impracticable and the creation 
of an exact formula impossible.
The "random process" mentioned by Shrieder that is re­
peatedly constructed to determine the activity of a woman at every 
stage in her reproductive life is a simulation of a (0,1) distri­
bution. The method in question is called Monte Carlo because of 
its analogy with gambling, and works as follows. Suppose there is 
a fixed probability p for a particular event to occur, say a
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conception. The reproductive history of a woman is being simulated 
and one wishes to know whether she conceives or not during the 
month in question. The computer picks a random number which is uni­
formly distributed on the interval (0,1) i.e., each point lying 
in this interval has the same probability of being picked. Should 
this random number exceed the probability, then no conception is
said to occur. This is because there is a fixed probability, p, of
3conception, and so the probability of not conceiving is (1-p)
The name and the systematic development of Monte Carlo 
methods dates from about 1944, although there were several primi­
tive uses of the method before this time, the earliest being Buffon's 
calculation of IT. It is worth looking at a paper of Lord Kelvin's 
(1901) in which he used modern Monte Carlo techniques to study the 
Boltzmann equation. This is quite an isolated case: British sta­
tisticians used unsophisticated Monte Carlo techniques in the early 
part of the century, but for didactic rather than research purpo­
ses .
"The belief was that students could not really 
appreciate the consequences of statistical 
theory unless they had seen it exemplified 
with the aid of laboratory apparatus:
...(students) drew numbered counters from 
jam jars and pots (called urns for the sake 
of scientific dignity) and verified that 
averages of various sets of numbers behaved 
as sampling theory said they should."“^
The following passage appears in Kelvin's paper:
"I arranged to draw lots for 1 out of the 199 points 
dividing AB into 200 equal parts. This was done 
by taking 100 cards, 0, 1, ..., 98, 99, to
represent distances from the middle point, and
3. See Appendix 1A for a description of the practical workings of 
the Monte Carlo method using the UNIVAC 1108 computer of the 
Australian National University.
4. Hammersley and Handscomb (1964) p.7.
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by the toss of a coin, determining on which 
side of the middle point it was to be (plus 
or minus for head or tai1>frequently changed 
to avoid possibility of error by bias). The 
draw for one of the hundred numbers (0...99) 
was taken after very thorough shuffling of 
the cards in each case" (p.26).
The real use of Monte Carlo methods as a research tool 
began during the last war with atomic bomb research which required 
the direct simulation of probabilistic questions associated with 
random neutron diffusion in fissile material: the use of simulation 
in fertility problems did not develop until the sixties. The first 
such model of interest is one published in 1963, called "Child 
Spacing: the Mathematical Probabilities". The pure Monte Carlo 
technique used by its author, de Bethune - actually carried out 
by hand for each simulation - is logically the same as the process 
used by the computer to simulate all further models of this type.
In this paper, q is defined as the probability that a non-pregnant 
fecund married woman does not conceive in one cycle and it is 
called the "monthly security factor". There is a section on simu­
lated statistical experiments which notes that the child spacings 
to be expected with a certainly monthly security factor can be de­
termined experimentally
"by means of a simple game of chance with childrens' 
marbles. Take g green marbles and r red marbles of 
the same size. Let each green marble denote a cycle 
in which conception occurs, and let each red marble 
denote a cycle in which conception does not occur"
(p .1632).
He took g as 2 and r as 26, giving a q value of 26/28. His proce­
dure was to mix the marbles and draw one at random. If it was red 
it would be returned to the pot, the marbles mixed and another 
draw made. The object of the experiment was to count the number of 
draws needed to draw a green marble. This number is statistically 
equivalent to the total number of cycles in a sequence of cycles
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without conception, terminating in a cycle in which conception 
occurs. The results of the experiment are irrelevant: the random­
ness of hand-picked marbles is in itself doubtful. What is impor­
tant is the method de Bethune used to obtain his result.
The 1964 paper of Hyrenius and Adolfsson
"attempts to give a simulation of the reproductive 
process of women during their life from a specific 
age up to the menopause" (p.l).
At every time point of her life a woman is in exactly one of a
number of reproductive states Sq - S6 and the shifts from one state
to another are effected by reproductive events.
5The states are as follows:
S3L’ S3S S3M’ S3I
S4L’ S4S’ S4M’ S4I
initial period before menarche
fecund period before sexual union (marriage) 
fecundable period
pregnancy ending respectively with live 
birth, stillbirth, miscarriage or induced 
abortion
post partum infecundable period after the 
appropriate pregnancy outcome
secondary sterile period
final sterile period (post-menopausal period)
This model is more sophisticated than the 1964 one of 
Perrin and Sheps in that it provides for the occurrence of secondary 
sterility. This means that a small proportion of the women never be­
comes fecund and passes straight to S,_ from Sq . Moreover there is 
a risk that other women will enter S<- before menopause, and this 
possibility is built into the model. There is a positive probabili-
» I
ty, a function of age, that any woman in the period will pass 
to S^. There is also a positive probability that she will pass to
5. See Figure 1.4.2.
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FIGURE 1.4.2.
pre-menarche 
sterility
\jy
sl
fecund period 
pre-marriage
XSTERILITY
MARRIAGE
fecundable 
period
CONCEPTION
STERILITY
OUTCOME
N /
3L
live birth 
pregnancy
\1/
°3S 
stillbirth 
pregnancy
S3A
abortion
pregnancy
\\
/ ?
STERILITY /
STERILITY
\/
STERILITY
4
->
S4L S4S f4A
post partum post par turn post partum
amenorrhea amenorrhea amenorrhea
S, s6 / 5menopausal secondary
sterility sterility
If N /
N /
47
S5 from Sg• Finally, it is assumed that she cannot become sterile 
while she is pregnant.
This model brings to an end the introduction to the con­
struction of model-building. In the chapters to come a new model 
will be established, derived largely from the last one mentioned: 
it will be tested, validated, and used to make qualified and 
cautious predictions.
C H A P T E R  T W O
THE MODEL
Questions. Always questions. Sheets of them 
sometimes to fill in as best you could - and what did 
the Government or anyone else want to know about your 
private affairs for? Asking your age at that census - 
downright impertinent and she hadn't told them, either! 
Cut off five-years she had. Why not? If she only felt 
fifty-four, she'd call herself fifty-four!
Agatha Christie - 'After the Funeral' (1953)
*
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2.1. INTRODUCTION
In this chapter separate sections are presented on the 
reasons behind the eventual choice of a model type, and those 
behind the choice of input material for the model. These choices 
are obviously related, as evidenced by such dilemmas as whether 
Pollard's marriage function should be discussed under the heading 
of model type, or input: in the first case, we consider a model 
which is composed of a two-sex population, and all the practical 
considerations that this entails; in the second case, we consider 
the type of input data (distributions of marriage age, choice 
functions) which such a model requires. The availability of data in 
the latter instance must determine the choice of a model type in the 
former. Despite the relationship, these are separate problems, and 
have been treated as such.
A model is only as good as its poorest input. Although the 
construction of a mathematical system may provide interesting 
theoretical results it must be remembered that it is better to use 
a simple model for which there exists well-known, "firm" data, than 
to use an elaborate model which requires input of such a high 
quality that it is either unknown, or indeed, "unknowable".
Jacquard and Leridon (1973) discussed the question of "how 
much complexity is necessary and sufficient in order to arrive at 
a realistic representation of the phenomenon studied" (p.24l). As 
they saw the problem, the choice is important because it should 
eliminate approaches which lead only to oversimplification or wrong 
conclusions caused by unrealistic models: on the other hand, if the 
model be too complicated "there is a risk of misinterpretation, or 
to be more exact, of losing sight of important points (or even, if 
carried to the extreme, of losing sight of the problem itself)".
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The choice determining the complexity of the model is conditioned 
by finite methodological possibilities, and by what is already 
known about the parameters involved in the phenomenon under study. 
When nothing is known about a variable then it must not be included 
in the model, unless it is the only unknown element and it is 
itself being studied. Further if two variables are known to be 
related they should not be included as independent variables 
"simply because the nature of the relationship is unknown".
So much for the interdependence of model type and input 
data: the last section of the chapter describes some preliminary 
results obtained from a microsimulation model using simplified 
input data, with no allowance made for fertility controls of any 
kind .
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2.2. THE CHOICE OF A MODEL
May and Heer (1968) presented an article on a computer 
simulation they had devised to study the effects of son survivor­
ship motivation and family size in India. They quoted a previous 
paper of Heer and Smith (1967) which found that large families were 
necessary to ensure son survivorship where mortality, particularly 
infant mortality, was high. Further, it was found that if the crude 
death rate were high (life expectancy below 30 years), reductions 
in the death rate increased the intrinsic rate of increase: when 
life expectancy exceeded 50 years, the structure of the model was 
such that reductions in the death rate decreased the intrinsic 
rate of increase. The difference in the effects of reducing the 
death rate was seen as a result of, in the first case, attempting 
to ensure son survivorship, and in the second case, knowing that 
son survivorship was assured.
The simulation under discussion was "designed to see 
whether son survivorship motivation required large family sizes in 
India" (p.201). It is used to introduce this section because it 
demonstrates, however unconsciously, the true function of a model. 
Input dataware taken from Indian life tables, estimates of Indian 
marital age-specific birth rates, and the Khanna study data of 
Wyon and Gordon (1971). Various assumptions were made relating to 
such factors as the relative ages of parents, the distribution of 
births by sex, and the timing and other criteria associated with 
the making of decisions. If all parents practised family planning 
perfectly it was found that the maximum reduction in the model 
intrinsic rate of increase was 24 per cent. However, it was noted 
that rates of natural increase are now 25 per cent above the levels 
of 1951-1960. Using the Heer and Smith results it was recommended 
that the transition from high to low death rates be made as quickly
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as possible in order to minimise the amount of time spent at inter­
mediate levels.
The concluding suggestion provides the justification for 
the inclusion of the article at all and, as such, will be quoted 
in full:
"A controlled experiment will be the best way of 
determining the relationship between death rates 
and birth rates. In India it would be possible 
to select two sets of villages of matched charac­
teristics, but without intercommunication. In 
both sets of villages equal emphasis would be 
placed upon the promotion of family planning, 
but in one set death rates would be drastically 
reduced through widespread medical care and 
measures of public health, while in the other 
emphasis would be placed on community development.
Both villages should receive equal exposure to 
outsiders. Careful census and vital registration 
would enable the investigators to detect changes 
in birth and death rates. If birth rates remain 
high until the death rate has fallen to a certain 
level, and then fall rapidly, the son survivorship 
hypothesis will be greatly strengthened. In fact, 
any fall in the birth rate linked primarily to a 
falling death rate would have important policy 
implications, even if the mechanism of action is 
not agreed upon."(p .210).
What is wrong with such a suggestion is firstly that it denies 
the whole purpose of using a model in the first place: one does 
not construct a model and then test its validity by comparing its 
conclusions with the results of some "experiment". The reason that 
population models are constructed at all was expressed by 
Hyrenius (1970b), when he stated that one of the most important 
reasons that
"our present knowledge about demographic inter­
relations is poor and unsatisfactory...lies in 
the fact that we are concerned here with situations 
and changes of a non-experimental character"
(p.l).
He considered that "human activities, behaviour and relations can­
not be studied with an experimental approach". Hence one constructs 
a model having been stimulated to do so by examination of a
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particular population. Or perhaps one has decided from the beginning 
what demographic aspects of the population one wishes to study. One 
attempts to validate the model by comparing its output with known 
data - distributions of births, birth intervals and so on - bearing 
in mind that the best available input has been used, and that most 
applicable to the population under simulation. Then, if the model's 
output compares satisfactorily with data that have been observed in 
a "real" situation, one is justified in taking the step into the 
realm of the "unreal", or experimental area. One may wish to 
examine, say, the effect of marriage age on a population which 
practises no contraception, i.e., a population in which physio­
logical determinants are far more important than sophisticated 
decisions, and attainable ideals relating to family size. Once 
this stage has been reached one does not attempt to use a real 
population to verify one's model: the verification or rejection of 
the model should have been carried out in the initial stages, before 
the actual experimentation was commenced.
A general point can be made here, which is relevant to all 
studies of real populations. In the words of Bourgeois-Pichat (1973);
"...observation can cause disturbance in the facts 
observed, so much so that the description given 
no longer corresponds to the phenomena under 
investigation.
Further, if and when the results of demographic 
research become known to the populations concerned, 
they can, through a boomerang effect, produce 
changes of behaviour, a knowledge of the facts being 
one of the factors determining such behaviour" (p.9).
He went on to suggest that the observation methods must be chosen
so "as to disturb as little as possible the phenomena being studied"
and it is possible that in some situations, such as the one already
described, the most efficient means of "observation" is simulation.
Apart from the validity of conducting such an experiment
on a population of real people a second objection arises with the
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question of whether such an investigation is possible from a 
practical point of view. The sort of experiment proposed by May 
and Heer would be both difficult and expensive to carry out. They 
made no estimate of the length of time needed before one could 
expect to receive significant results; and one simply does not 
have unlimited time in such potentially policy-inspiring situations. 
An important benefit of microsimulation is that one can produce as 
many generations of "people" as one wishes, constrained only by 
the time needed by the computer to process one's program . Even 
apart from this time factor, one would never be free of doubts 
about the validity of one's findings: one can say that "equal 
emphasis" will be placed on family planning in the two villages, 
but this may be difficult to realise. And Mamdani (1972), in his 
analysis of the Khanna study, suggested that one cannot ascribe a 
simple causal relation between the presence of a birth control 
programme and a drop in birth rates. If this be the case, how much 
more difficult would it be to arrive at any firm conclusions at the 
end of such an experiment as suggested by May and Heer!
The third objection that can be raised to this proposal is 
a more tenuous one. There seems to be something wrong in conducting 
human experiments associated with mortality. One cannot help feeling 
that members of any research team would be aware of this, however 
unconsciously. As a result it seems impossible that research workers, 
even of only average humanitarianism, who were living and studying 
in the village, would not wish to share with the villagers some of 
their technical expertise, even if this falls outside their charter.
A worker helping with "community development" may find himself in 
the position of being able to save the life of a small child with
1. For instance, it takes under half a minute on the Univac 1108 to 
simulate the reproductive histories of 1,000 noncontraceptors 
using a FORTRAN program of 400 lines.
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a simple drug, thus encroaching on the province of "medical care 
and measures of public health". A researcher working under the 
latter category may find himself organising women's groups for 
various classes which may develop into small co-operatives.
So much for the last section of May and Heer's paper: 
without it, the paper is interesting and capable of stimulating 
valuable research.
Once the decision to use a model has been made, one needs 
to fix on the type of model to be used. A fairly good case for 
microsimulation models was presented in Chapter One, and will be 
ext end ed here.
Perrin (1967) concluded his address on stochastic models 
by advocating the use of Monte Carlo models "to simulate human 
reproductive patterns for the purpose of understanding the pro­
cesses more completely" (p.145). In fact he considered that many 
important demographic problems could be investigated "only through 
such simulation techniques". Henry (1972) wrote that rates, which 
are the output of particular aggregative models, "are only inter­
mediate results in the attempt to derive the mean number of events 
per capita over a long period" (p.7): simulation gives results
straight away. Hyrenius (1973) criticised the population sector in
2the report of the Club of Rome (which sought to project the world
population to the year 2100) by observing that
"a macro-model often obscures and/or distorts 
important relations. The great block-phenomena 
(3.6 billion human beings, general pollution 
level, total capital etc.) may from many aspects 
appear meaningless, and wide and important 
diversities among subfactors tend to disappear... 
the effects of pollution on death rate, of 
material level on birth rate... are difficult 
to formulate and often impossible to quantify"
(p.2).
2. Meadows et al. (1972) and Cole et al. (1973).
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Yet quant ifiability is one of the principal criteria of an useful
3population model .
One factor that must be remembered while a simulation
experiment is being performed is that no conclusions can be drawn
from the output unless the sample size is sufficiently large.
Exactly the same problem arises here as with the analysis of real
survey data, but this problem is more easily solved than the latter
one: one changes the dimensions of some of the variables, and
generates a larger population. As an example, one can decide that,
on average, five out of every hundred women will be sterile at
marriage. So, for each woman, a random number is selected at this
critical stage of her reproductive life, and only if it exceeds
0.05 is she allowed to continue. If 2,000 women are generated there
will be, on average, 100 sterile women. At this point one decides
how much variation one will allow around this mean value of 100, and
using a 95 per cent confidence interval for this variation one can
calculate the necessary sample size. Some degree of variation is
desirable since one wishes the output to resemble data culled from
actual populations: for this reason, the existence of a small (but
measurable) sample error is not a bad thing. One can always pick
out "individuals" from such a simulation, as well as produce a large
4aggregate population : the macro model FERM0D used a population of 
10,000,000 ensuring both minimal sampling error and the absence of 
any way of looking at the individual components of the population.
The beauty of simulation techniques is that they can be used 
to sidestep the complexities of such mathematical expressions as 
are used in analytic models. Thus Hyrenius (1970a) noted that some 
phenomena can be approximated as Markov processes "and this approach
3. See 1.1.
4. Potter and Sakoda (1966).
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has given certain results" (p.3) but
"the complexity of the factors involved is... 
a barrier to a fruitful and useful analysis 
of the whole reproductive process ... 
simulation techniques open up new possibilities".
The virtues and limitations of such an approach as Markov
renewal theory should be described here: it must be noted that
classical renewal theory^ can be used to analyse such simple models
as that of Perrin and Sheps (1964). However it is also true that
many of the results can be obtained from the simplest probabilistic
considerations without reference to specialised stochastic theory
at all: the advantage of the simpler method is that explanations can
be made at a basic, almost intuitive level; and that those readers
who might be intimidated by the mathematics of the other method may
be lured into reading on. An example follows.
Define the following terms:
Bi is the probability of 
using the definitions
transition from state S-^ to S^ 
of Figure 1.4.1.
Bi is the average length of time spent in 
state (either pregnant or amenorrhoeic
an infecundable 
post parturn).
P is fecundability.
T. is the time spent in passing from state i to state j.
Then, the mean waiting time to (the first) conception is:
E(Toi) = — —  C1)P
The weighted mean of the average lengths of the infecundable periods
5. A renewal process is defined simply as a sequence of mutually 
independent but not necessarily identically distributed, random 
variables, or equivalently, of their partial sums. It can be 
used to represent, for example, successive inter-arrival times 
of customers at a queue. See Pyke (1962).
6. See Appendix 3A: this calculation ignores the correction for the 
non-continuity of the time unit.
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gives the expression
4
E(Tio) = E «ili
i = 2
(2)
Hence
4
E(TU ) = Z 0i ni+ (3)
i = 2 M
The latter expression gives the mean time between conceptions: 
consequently, the mean time between live births is
E(t44)
E(Tn )
f z 6i n i
i^ ±=2
(4)
This is clear if one notes that only 0^ of conceptions end in live 
births.
Perrin and Sheps (1964) did use Markov renewal process theory 
to derive this expression although "the results follow more intui­
tively from simple probability considerations" (p.32). James (1973) 
used the findings in his estimations of fecundability.
Only some of the initial and perhaps more trivial results of 
the Perrin and Sheps (1964) paper have been presented here. One can 
bypass such analytical work by simulation techniques and indeed, 
carry out far more complicated investigations if one notes, for 
example, that only constants are used for periods of temporary 
infecundity in the Perrin and Sheps (1964) paper. The analytical 
approach is sometimes an useful adjunct to the micro one, but not a 
substitute: it can assist the interpretation of a problem by con­
densing it into its component parts, but it should not be asked to 
do more.
The actual model which is developed in the following chapters 
is based on those of Perrin and Sheps (1964) and Hyrenius and 
Adolfsson (1964), and thus its flow chart is based on that presented 
in Figure 1.4.1. which is the basis of Figure 1.4.2..The model
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represented there has a woman commencing her reproductive history 
in the fecundable, non-pregnant state. She remains in this state,
S , until she conceives, which event is said to occur when the 
probability of her conceiving exceeds one of the random numbers 
generated for the test. The number of random numbers tested before 
this occurs give the number of months spent in SQ , or in other words, 
the length of the waiting time to conception.
Once conception has taken place, the women moves to the 
pregnant state S]^ , the type of pregnancy having been determined by 
the value of the random numbers which produced the conception. After 
delivery she moves into one of three possible post partum amenorrhoea 
states according to whether she has aborted, produced a stillbirth, 
or a live birth. If the time available to her has not expired by the 
end of her post partum stay she returns to the infecundable state: 
if she has reached menopause, or whatever upper limit was fixed prior 
to simulation, her history is terminated, and that of the next woman 
commenced.
Figure 1.4.1. gives an extremely simplified picture of the
simulation process. For instance, the woman's age must be checked
after each month spent in Sq , before she moves to , before she
moves to S2 , or : as soon as her age reaches the cut-off point
her simulation is terminated. With sterility included in the model,
one may wish to test whether the women is sterile at marriage, or
becomes sterile after deliveries, or at particular ages. Each of
these tests requires a decision to be made, based on the value of a
7random number. Figure 2.2.1. is the flow chart of such a model . The 
use of such detailed flow charts is an invaluable aid in programming 
such models since the mechanism to be simulated must be understood 
completely before one can construct the chart, and from there the
7. Flow chart conventions used as in McCracken (1972) p.33 ff.
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program is only one step away. Further, someone wishing to understand 
what the computer program is actually doing may be enlightened by 
first studying the flow chart.
The model derived from this flow chart is the basic model of 
this dissertation: offshoots are naturally produced as different 
problems are examined, but their method of construction follows 
naturally on from that of the parent model.
This model makes no allowance for mortality, but individual 
simulations are terminated by the onset of irreversible sterility. 
"Compared with the nineteenth century relatively few women now die
Qbefore they reach the menopause." Indeed, Australian data for the
9years 1960-62 indicated that those women who survived to age 20 
could "expect" another 56 years of life while for men the figure was 
50 years. Indian data^ for 1961 indicated that those women who sur­
vived to age 15 had an expectation of another 40 years of life, while 
the male figure was 41 years. It is possibly more useful to look 
directly at the 1^ values of the life table, these being the number 
of survivors at exact age x. Then 80 per cent of Indian men who 
reached the exact age of 15 survived to the exact age of 45: for 
women the figure was 71 per cent. Using the Australian life table 
for 1968-70 one obtains comparable figures of 92 per cent and 95 per 
cent. Hence it seems as though mortality could be omitted from the 
model for those simulations which deal with developed countries. In 
the case of the simulation of underdeveloped countries it may be 
realistic to include mortality in the model, although this needs a 
more careful appraisal of the situation: it is possible that the use 
of a menopause or a sterility distribution specific to an
8. McKinlay et al. (1972) p. 162.
9. Commonwealth Year Book (1972) p.178.
10. Saxena (1971) p. 103 ff.; p. 176 ff.
61
underdeveloped country will cancel the need for mortality input, for 
in such a model irreversible sterility can be equated with death.
Another characteristic which needs to be justified is the 
fact that it is a one-sex model: there are no men as such. Where 
appropriate, a parameter referring to the couple is used, rather than 
one referring solely to the woman. The probability of conceiving is 
a couple parameter, as is the probability of becoming sterile and, 
indeed, the values assigned to these terms are estimated from the 
couple’s reproductive performance or, in the case of sterility, non­
performance  ^.
Some workers have tried to use two-sex models. For instance, 
Hyrenius, Holmberg and Carlsson (1967) used a linear regression on 
the woman's age at marriage to obtain her husband's age. In this 
model allowances are made for mortality, illegitimate births and re­
marriage. Once the model has been made into a two-sex one there is 
the danger that one is increasing the model's complexity without 
adding to its "realism". Clearly, it is a great simplification to 
obtain the husband's age at marriage by regression on the wife's 
age. Should one wish to terminate a sexual union by a factor other 
than sterility one can introduce mortality as a couple effect, which 
sidesteps the necessity for considering the male partner as a separate 
entity. Divorce also can be introduced as a couple parameter.
Pollard (1975) warned that "the model-builder must keep his 
feet on the ground" (p.18) in the sense that a model should be only 
as complex as the question under examination, and the constraints 
of the available data. Despite his own warning, however, he cited 
various marriage functions which increase in complexity until they
11. See Chapter 3.
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incorporate such factors as relative attractiveness of males of a 
particular age to females of a particular age. The simplest marriage 
model ignores the ages of the partners but proposes a set of diffe­
rential equations using the number of single males and females, and 
married couples. There is some degree of realism in such a description 
since it is clear that, for instance, if there are very few single 
males then the rate of change (of status) of single males will be 
small: other more complex interrelationships follow.
More sophisticated marriage functions can be constructed 
when an age structure is introduced: these rely on mathematical 
combinations of the numbers of single males and females at fixed 
ages. There seems to be no a priori reason for fixing on a function 
which is proportional to, say, the geometric mean of the numbers of 
single males and females at set ages. And the estimation of the pro­
portionality constant has yet to be performed. The models cited all 
assume that the determinants of couple formation are the numbers of 
single persons by sex and age, with no thought to spatial or socio­
economic distribution of the population. The latter refinements are 
more realistic, though unquant ifiable, but the estimation of input 
for the basic model is still difficult. How, for instance, would one 
calculate and validate a "relative attractiveness" measure?
There is one further characteristic of our model which needs 
to be discussed. The fact that a human life is measured in continuous 
time has been approximated by the use of discrete units of time of 
length 28 days. Since it is a reproductive life that is being simu­
lated the events of interest are reproductive events: a women either 
conceives, or does not conceive during a menstrual cycle. Thus,
although one can use a probability of conceiving during an infinitely 
12small interval one must then remember that no more than one
12. See Henry (1972) p. 4 ff.
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conception can occur over a period of about four weeks.
In our model a period of 28 days is used as the length of 
all menstrual cycles for all women of all ages. This is a simplifi­
cation of the actual situation, but to introduce variability in this 
factor would be extremely difficult, and unjustified in terms of 
model output. Chiazze et al. (1968) examined 30,655 menstrual cycles
for 2,316 women, finding that 77 per cent of these women had an 
average cycle length of between 25 and 31 days. Only 13 per cent 
had a range of cycle lengths less than six days. Haman (1942) 
examined 150 healthy women, and 2,460 cycles, to obtain a mean of 
28.4 days. The mode was 28 days, occurring in 15 per cent of cases. 
Treloar et al. (1967) were sceptical of some data on lengths of 
cycles which were obtained through medical histories since they felt 
that many women said they menstruated every 28 days not because this 
was exactly the case, but through "a conviction of personal norma­
lity". Despite this restriction it was reported that women in the 
sample in the "middle life" of menstrual experience had a median 
length of from 26 to 28 days.
Arey (1939) noted the irregularity of cycle length in the 
first few years of menstruation. He cited modal values calculated 
by other researchers which ranged from 27 to 29 days. Collett 
et al. (1954) examined 302 cycles of 146 women aged 17 to 50,
finding that the greatest variations in cycle length occur in the 
17-19 and 40-50 years age groups, anovulatory cycles occurring 
most frequently in the former group. This latter point emphasises 
a further simplification, as our model assumes that each cycle is 
ovulatory: fortunately the majority of anovulatory cycles occur 
before the female has entered into any permanent sexual union.
On the basis of this evidence the lunar month is used as 
the time unit in this model, providing for thirteen conception 
ooportunities throughout the calendar year.
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2.3. THE CHOICE OF SUITABLE INPUT DATA
There are many pitfalls involved in assigning input data 
to one's model. For instance, one must first ensure that all the 
input is appropriate to the population under simulation. For 
instance, one would not use long periods of post partum amenorrhoea 
if one were simulating a group of women from a society in which 
lengthy breastfeeding was not the general practice. As the input 
data have generally been culled from many different populations, and 
obtained through a variety of techniques, one must make sure that 
the societies which provided the data are comparable, at least in 
the sense of reproductive behaviour. Secondly, one must use sets of 
data which are of comparable degrees of reliability and sophisti­
cation. One faulty distribution amongst a set of good, reliable data 
is a source of potential error, and debases the worth of the rest 
of the data. The use of a constant gestation period when all other 
periods are represented by more sophisticated distributions overem­
phasises the variability inherent in those other distributions.
Even more basic than the question of the comparability of 
different sets of data is that of the worth of the data. It can 
happen that the use of poor or inappropriate data makes the output 
of the model unduly sensitive to the input.
"Classical examples of this situation can arise in 
the biological and environmental sciences, where a 
combination of little experimental data and immense 
system complexity is frequently accompanied by 
overly simplistic modelling techniques." ^
When one is constructing a model one likes to compare its 
preliminary results with those from a real population: the closer 
the fit of the two sets of data the more justified one feels in 
ascribing some worth to the model. It may be tempting cunningly to
1. See p.26 ff. of the Modelling Course cited in Footnote 1.1.1.
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alter various sets of input data until a combination produces results 
in agreement with the real population. The danger here is that there 
is generally not an unique set of suitable input data which produces 
the required results. If by altering only one parameter, say the 
proportion sterile, one obtains good results one may be justified in 
suspecting that the sterility level lies somewhere near this new 
value, but only if all the rest of the data is well-established.
This whole problem of modifying the input data until the output data 
assume the required appearance is a difficult one.
An example may be found in Barrett (1971a), using data from 
the Irish census of 1911. A table was presented giving distributions 
of live births by age at marriage. The fecundability of each woman 
had been determined at the beginning of her reproductive life by 
using an uniform distribution taking values from 0 to some upper 
limit. Sterility had been allowed to increase linearly after a 
fixed age.
"Results...similar to the data for Ireland... 
were obtained when sterility was taken as 
4.8 percent until...28 years, increasing 2
linearly at 1.18 per cent per year thereafter, 
and fecundability was uniformly distributed 
between 0 and 0.21." (p.26)
It is true that these parameter values "work", but it is possible
that the very assumptions initially made about the distributions of
3sterility (with age) and fecundability (over the population) could 
be altered and the parameter values themselves altered, and a good 
agreement with Irish data yet achieved. In other words, such 
"back-tracking" provides neither unique mathematical distributions 
for input, nor unique parameter values for these distributions.
2. This does not resemble reality at the upper age limits of 
reproductive life: see 3.3.2.
3. See Table 3.3.2.
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A number of fertility models employ mathematical/statistical 
functions as input, rather than hard "grass-roots" data. By using 
simulation techniques our model avoids the problem of mathematicising 
the mechanism of the model: furthermore, there is no reason why the 
biological input distributions should actually be expressible in 
terms of well-known statistical functions. When there are no good 
data available one may be forced to use a simple mathematical 
expression but this expression must embody as few assumptions as 
possible; and one must be aware that this function may debase the 
worth of the rest of the input. Often workers have preferred to 
extract parameters from real data, and then use these parameters in 
theoretical distributions. The use of a distribution function in 
such a case lends a spurious air of legitimacy to the input data: 
why not simply use the original data from which the parameters were 
obtained?
Mode and Littman (1974) wished to study the effect on Korean 
population growth of abortion, contraception and sterilisation, in­
creasing the age of women at first marriages and changing sex 
preferences of offspring. They saw as one of their main tasks the 
computation of distribution functions of waiting times between live 
births. Many input data assumptions needed to be made; for instance, 
discontinuance rates of I.U.D. usage as a function of parity were 
constructed from data for age groups. The model itself is actually 
composed of two parts: a stochastic model of human reproduction based 
on terminating Markov renewal processes; and a stochastic model of 
population growth based on generalised age-dependent branching pro­
cesses .
The authors incorporated into the model "the notion of a 
turning point in the family building process" (p.4) being the point
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at which a woman switches from being a "spacer" of some sort to 
a "limiter". Although the concept sounds reasonable it is difficult 
to assign values to the "switching" probabilities, which are the 
conditional probabilities of changing to a different method of 
contraception (null, pill»"conventional" or I.U.D.) given that the 
previous method has been discontinued. In order to make such 
estimates it was assumed that the probabilities were in direct 
proportion to the frequency of their current usage. This may be a 
reasonable assumption to make, but we have no evidence in either 
direction. And the authors pointed out this dilemma by writing:
"Whether this procedure tends to capture reality 
cannot be judged from the data presently available, 
but the numbers generated in this manner seem to 
result in reasonable computer output " (p.17).
If input data are to be chosen solely on the grounds that they "work" 
one could find oneself working with a model which gave excellent 
results when compared with the real population one had tried to 
simulate, although the model's input distributions, and very struc­
ture itself, bore no resemblance to the real world. The danger here 
lies in using this bad model as a predictor: no reliance should be 
placed on its forecasts. Mode and Littman themselves acknowledged 
the existence of the
"phenomenon that many models may be constructed 
and all these models fit a set of data fairly 
well...yet we are unable to decide unequivocally 
which model captures the essence of reality" (p.48).
To try to solve this problem one should work from an initial simple 
model whose components are well-known, and progress step by step to 
make it more complex, testing and checking at every stage; and re­
membering that this process of elaborating the model is one that 
cannot continue indefinitely.
Das Gupta (1973) constructed an analytic stochastic model 
of human reproduction based on biological factors after the model
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of Perrin and Sheps (1964). In actual fact, two models were con­
structed, differing in that time was treated as a discrete variable 
in one, and as a continuous one in the other, and exact probability 
distributions were derived in each case. Periods of gestation, post 
partum amenorrhoea and fecundity awaiting conception are assumed to 
be random variables with probability distributions. There is some 
intrinsic interest in developing the relevant mathematics but little 
connection with the real world: hence, one can attempt to model the 
reproductive process in this way to obtain some insight into the 
relationships between different variables; but one cannot use such 
a structure to make numerical predictions.
To illustrate this point, the first and only numerical 
example was introduced by Das Gupta on page 97. The distribution of 
live births to 465 Indian women aged between 21 and 25 was presented 
and compared with expected data derived from his model. The latter 
in this example used continuous time, made no allowance for foetal 
loss and used constants for the lengths of the gestation and post 
partum amenorrhoea periods. There are six categories for the number 
of children,ranging from none up to five or more.The expected frequen 
cies were calculated using maximum likelihood estimates of various 
parameters which had been calculated from the observed data and a 
set of equations^ "Column (3) of the table gives the expected 
frequencies, and obviously the fit is not satisfactory" (p. 98).
4One explanation presented by the author for this undeniable fact 
was that foetal losses were ignored, and "it is expected that some 
stillbirths were born to the above group of women". Another was 
that it may be wrong to assume that, as in the model, all the women 
were in the non-pregnant fecundable state at the beginning of the
2 24. Indeed, the X value is 17.43 while X ^(0.95) is 11.07.
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period. The problem is left at this point.
One has to decide from the outset the purpose of one's model. 
The structure of the Das Gupta one is unexceptionable as a theore­
tical exercise, but clearly neither intended nor fitted to be a 
practical tool since there is no real input for it. Parameters must 
be laboriously estimated from existing data and then fed back into 
the model; and, as is clear from the one occasion when he dealt with 
real numbers, there is no guarantee that the output will be acceptable.
In the absence of solid data there is a temptation to use a 
statistical distribution for the unknown one, and this may be accep­
table when a simple function is used, and its degree of complexity 
matches that of the other input distributions. Thus, although 
Barrett (1971a) used a geometric distribution for the gestation 
interval preceding a foetal loss, being close to "the extensive data 
of French and Bierman (1962) for foetal mortality on the island of 
Kauai" (p.17)^, there is no reason why the French and Bierman raw 
data could not have been employed; the use of a theoretical dis­
tribution gives a misleading air of veracity to the input data. 
Similarly there is no need to use a Pearson Type I distribution 
for the age at menopause^.
Another type of input data which must be examined is the 
set of random numbers which are used to simulate the reproductive 
events. If one expresses all numbers in binary form they become 
strings of 0's and l's, and the intuitive notion of a random number 
is that the series of 0's and l's does not follow a pattern.
Chaitin (1975) formalised this notion when he defined "random-ness" 
by the property that the "information embodied in a random series
5. See 3.3.3.
6 . See 3.3.1.
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of numbers cannot be 'compressed', or reduced to a more compact 
form" (p.47). In other words: "
"A series of numbers is random if the smallest 
algorithm capable of specifying it to a computer 
has about the same number of bits^ of information 
as the series itself" (p.48).
However, all sequences of random numbers which are produced 
on a digital computer are generated using some algorithm. They are 
thus not truly random, but pseudo-random sequences. Since the algo­
rithm permits only a finite possible number of outcomes it may 
happen that the sequence repeat.
The first table of random numbers to be published was that 
of Tippett (1927). The need for such random numbers arose when it 
was desired to test statistical theories "by aid of artificial random 
samples" (p.iii). Since "drawing balls or tickets from a bag or urn, 
however pleasing in theory to the mathematician, transcends the 
powers of the practical statistician", Tippett set up instead a 
single random system of numbers ranging from 0000 to 9999. These 
numbers were constructed by taking 40,000 digits at random from 
census reports and combining them by four to give 10,000 numbers. 
Hence these are true random numbers as they were not obtained 
algorithmically.
The types of algorithms used in constructing pseudo-random 
numbers generally use the output of one calculation as the input for 
the next; each random number is generated by its immediate prede­
cessor in the sequence. This means that only the initial random 
number needs to be specifically defined; some algorithms, indeed, 
use the time of day to generate an initial value for the sequence.
To obtain the random probabilities which are required in our case
7. The "bit" is the fundamental unit of information, defined as
the smallest item of information capable of indicating a choice 
between two equally likely things. In binary notation a bit is 
either a 0 or a 1.
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the pseudo-random numbers must be divided by the largest number 
which can be processed by the computer: one obtains a sequence of 
random numbers from the uniform distribution on (0, 1). All 
sequences are statistically tested for their "random-ness" before 
the algorithm is deemed acceptable.
Sets of input data can be used so that they characterise 
different populations. This is straightforward in the case of 
demographic data such as distributions of marriage age: when one 
simulates Australian marital fertility one uses Australian marriage 
data. However, there is a subtler way that the population can be 
characterised by the input data since socio-economic and cultural 
variables affect fertility through intermediate biological variables 
such as the age at marriage (entry into sexual union) and meno­
pause, the incidence of foetal wastage, the use of contraception,
Qor, indeed, general health .
Naturally, some caution must be used in assigning different 
measurable characteristics to different groups of people. For 
instance, Pearl (1938), with his usual lack of caution declared:
"The American Negro in the United States probably 
generally and certainly under urban conditions, 
exercises less prudence and foresight than white 
people do in all sexual matters " (p.217).
If one believed this statement one might try to quantify it by 
increasing fecundabi1ity due to higher Negro coital frequency, or 
decreasing the probability of the use of contraception. But the 
justification for varying input data needs to be based on stronger 
evidence than this statement of Pearl's. One could perhaps compare 
different populations who used contraception with different inten­
sities and effectiveness, but it would be quite wrong to label 
them "White" and "Negro".
8. See Davis and Blake (1956).
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Jain (1969c) found that average fecundability of 2,443 
married Taiwanese women aged 20 to 39 was positively linked with 
their socio-economic status. The major components which differen­
tiated the women (by fecundabi1ity) were husband's education, rural 
background and modern family type. However, more refined characteris­
tics of the couple would have to be obtained, such as the relation­
ship between their attitude to family building and their socio­
economic status, before fecundability differentials could be linked 
with factors such as nutrition and general health. The principal 
contribution of Jain's paper is to show that
"socio-economic differentials in fecundability 
apparently are real and not the artifacts of 
associations between wife's age at marriage, 
different indicators of socio-economic status, 
or memory and truncation biases associated 
with marriage duration" (p.87).
There are definite links between nutrition and fecundity. 
Unfortunately, the best-known (or most notorious) work in this area 
is probably de Castro's book, "The Geography of Hunger" (1952).
In his discussion on China he stated that "the notion that lack of 
protein stimulates fertility is not merely a hypothesis that happens 
to be borne out by the facts" (p.140), his thesis being that 
starvation is the cause of high fertility. Further on, in the 
section on India, he declared that this civilisation has outlived 
the Graeco-Roman one through "concentrating on the 'sport' of 
reproduction" (p.153) rather than such sports as soccer and tennis.
Of this book Kingsley Davis (1952) warned that an ambiguous definition 
of hunger had been used, ranging from starvation to mild deficiencies, 
to serve the ends of the author. Davis wrote that de Castro genera­
lised directly from rat physiology to human physiology with "no 
word of caution" (p.500) when experiments on the former showed 
that an increase of protein increased fertility. Although de Castro
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wrote that, among Indians, the Sikhs are large and strong because 
they eat meat, Davis pointed out that Sikhs "exhibit about the 
highest fertility in India".
On the positive side there are authenticated connections
between fecundity and nutrition.Kamat et al.(1959)wrote that
chronic semi-starvation "such as is prevalent in India" (p.114)
resulted in a shorter reproductive life for women, a longer post
partum period of amenorrhoea and a decrease in libido: this latter
makes nonsense of de Castro's claim that the sport of sex is India's
natural pastime.They actually reported that experiments carried
out on rats "prove that a deficiency of proteins decreases
fertility" (p.115). Whether one accepts this finding or de Castro's
there is no evidence to believe that man is "ratopomorphic". Data
from other studies supported her findings of decreased sexual
interest and capabilities. One might thus like to characterise a
poorly fed population with lower fecundability, higher periods of
9temporary infecundity and a shorter reproductive span .
An F.A.O. report (1962) which studied food and health 
found that "the incidence of abortions, miscarriages and still­
births appears to be unduly high in poorly-fed communities" (p.446) 
but was uncertain how important was the role played by malnutrition. 
Were precise data available, this would be another way in which one 
could characterise a badly nourished population.
The properties of a sound and valid model have been des­
cribed, as have the necessary qualifications of its input data.
The next and final section in this chapter presents some initial 
results from a model which was established with these criteria in 
mind .
9. Further data exist on the relationships between impaired fecun­
dability and malaria, T.B. and V.D., but they will not be 
discussed until Chapter 8.
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2.4. PRELIMINARY TESTING OF THE MODEL
In this section an account is presented of the first model 
run^. It was based directly on the Hyrenius model depicted in 
Figure 1.4.2. and programming was assisted by reference to 
Figure 2.2.1.. The "population" under simulation made no conscious 
attempt to limit fertility, or rather, no couple in the population 
made any such attempt, and it was hoped that the output might 
resemble actual data culled from communities which use no contra­
ception, such as the Amish or the Hutterites. At any rate, a distri­
bution of marriage ages needed to be used, and hence a Hutterite 
distribution was chosen. This was the only non-biological input 
used in the run.
It should be noted that, in the midst of this investigation, 
the program was rewritten to be more economical of computer 
storage space. The very first programs constructed one woman at 
a time, stored all this information, and formed aggregates when the 
whole population had been completed. This meant that a considerable 
amount of storage space was needed for each woman, and as a result, 
for example, if 1,000 women were constructed, 20,000 values of birth 
intervals needed to be stored. In the new version of the program 
aggregates were formed progressively at the end of each individual's 
simulation. Although individual reproductive histories are not 
stored in this version they are still accessible since one can write 
them out as one goes along, deleting the information after each 
woman's history had been recorded.
The saving in storage space is considerable. For runs of 500 
and 1,000 women the first version required respectively 20,000 and 
31,000 storage spaces, or, in other words, 20 K and 31 K: the new
1. See Appendix 2A for the listing of the computer program .
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version used 12.5 K for 1,000 women. For runs of 4,000 women the
first version would have required 100 K, but the second used only
21.5 K. The great difference between the two is caused by the fact
that the early version needed to use two-dimensional variables so
that, for instance, the tenth birth interval of the 590th woman
could be stored. The second version re-uses the same storage space
for each woman since the individual histories as such are not saved.
The input distributions used in this initial model appear
in Table 2.4.1.. All the biological input distributions were
obtained from Hyrenius, Adolfsson and Holmberg (1966) who used them 
2in their model . The distribution of Hutterite age at marriage
was found in Sheps (1965b), but unfortunately it is there presented
3in five year intervals, not single year intervals . Fecundability
was held constant over the population, and over time, at 0.2, and
it was expected that five per cent of women would be sterile at
marriage. The foetal loss data were lifted from the Hyrenius paper:
15 per cent of all conceptions ended in spontaneous abortion;
two per cent ended in stillbirths.
4Hutterite marriage data were chosen, rather than those of 
some other group of people, because there was no allowance made in 
the computer program for any attempt at family limitation, or 
indeed any practice which would lead, however indirectly, to this 
result. This initial program should thus be capable of simulating 
the maximum fertility attainable by a human population, subject to
2. A thorough account of biological input data is presented in 
Chapter 3 and the subsequently revised Hutterite simulation is 
described in 4.4.
3. The effect of using such a point distribution is tested in 4.4.
4. Sheps (1965b): a sample of 716 married Hutterite women.
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one sole constraint which is caused by the fact that some years 
elapse between the age at which a Hutterite woman reaches repro­
ductive maturity, and the age at which she marries. In a situation 
where no checks are imposed on marital fertility one would expect 
the woman's age at marriage to be inversely correlated with her 
total fertility. However, Saxena (1971) wrote that:
"the question is whether the rise achieved in the 
age at marriage is effective to cut down the 
fertility...it was found that a postponement of 
female marriage up to 17 promotes childbearing, 
beyond which further postponement reduces 
fertility. The fall becomes more precipitous 
only when the age of marriage is postponed 
beyond 19 " (p.76)^.
There thus seems to be an optimum marriage age, neither too low nor 
too high, which maximises total fertility. In the absence of more 
detailed information on this point it does not seem too bad an 
approximation to use a distribution according to which about a 
quarter of the women are married before age 20, and about 60 
per cent before age 25: only three per cent marry over the age of 
30 ye ars.
Eaton and Mayer (1953) reported that few Hutterites married
before the age of eighteen. Tietze (1957) studied 209 Hutterite
women who married before they reached the age of 25 years, married
5. Detailed results can be found in Saxena (1962): it should also be 
noted that the proportion of surviving children increases with 
marriage age up to 20-21. At this stage we can ignore the sugges­
tion made by Wyon et al. (1952) (p.139) that the lower age-specific
birth rates of Khanna women aged 35-39 and 40-44 who had married 
before the age of sixteen were caused by birth control as 
Saxena's differentials appeared for all durations of marriage.
A similar point, but less strong, was made by Talwar (1965):
"In communities, where age at marriage is low, a rise in age at 
marriage will not shorten reproductive span very much because 
it is already shortened by adolescent sterility in the early 
ages. Thus in communities with early marriages, a rise in age 
at marriage which did not postpone it beyond the age of adoles­
cent sterility is of limited use as a method for reducing the 
overall birth rate " (p.260).
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only once and were still living with their husbands at age 45.
Their average age at marriage was 20.7 years, well below the 
imposed ceiling of 25 years which introduces a downward bias if one 
is trying to estimate the true mean age at marriage of a non- 
truncated sample of women.
However, Hutterite marriage data are not used merely 
because they are appropriate to a simulation of a high fertility 
society. There seems to be no other society with such a marked 
absence of checks on its women's procreative potential. Eaton and 
Mayer (1953) described the Hutterites' total rejection of birth 
control, noting that they likened it, on religious grounds, to 
murder; and stressed that their nuptial behaviour seemed to fit 
closely their religious beliefs. Further, there are no economic 
incentives for family planning. Tietze (1957) actually made his 
Hutterite study with the aim of examining "procreative capacity in 
the human female" (p.89), pointing out with some perspicacity that 
"in an environment where family limitation is the rule, such non­
conformists [as the Hutterites] tend to be selected in the direction 
of low fecundity"^. Hutterite fertility is not "maximum fertility", 
that is, it is not the highest fertility physiologically possible in 
man: the fact that a considerable number of women marry in their 
twenties, rather than their late teens, ensures this is so through 
the loss of fecund person-years. Moreover, there is no way of cal­
culating a theoretical upper limit of fecundability although one 
can compare fecundabi1ities of different societies and thus find an
achieved maximum. Similarly, there is a fecundability decline with
7age due to physical deterioration and decreased coital frequency,
6. See Eaton (1952) for an account of the Hutterite’s "controlled
acculturation".
7. See 3.2.1.
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but how does one determine the smallest possible decline which can, 
theoretically, occur? The Hutterites have the highest record ferti­
lity, but this does not mean they have maximum fertility although 
some individual women from the population possibly do.
The computer program presented in Appendix 2A first 
printed out the individual reproductive histories of twenty Hutte- 
rite women: Table 2.4.2. presents the first of these histories. This 
first woman is seen to have undergone fourteen conceptions over a 
period of 364 lunar months, two of these resulting in spontaneous 
abortions and the rest in live births. The table shows that after 
marriage at the age of 22.46 years she spent 364 lunar months 
(28 years) in the reproductive segment of her life until she reached
Qmenopause at the age of 50.46 years .
After marriage there was an interval of 15 months 
before she conceived, and the pregnancy ended in a live birth at 
age 24.46 years. After her post partum infecund period was over 
there was a gap of one month before she conceived again, and her 
second live birth occurred at age 26 years. She spent a total of 
74 months in the (non-pregnant) fecundable state.
The following section in the table presents the time spent 
between live births except for the first which gives the number of 
months between marriage and first birth. The birth interval is 
expressed also in terms of calendar months so the first birth 
interval is expressed as 26 lunar months or 24 calendar months.
Out of the sample of 20 women, the sixth is sterile at marriage.
Unless there is a particular reason for looking at indivi­
dual women such histories are not recorded, and only aggregate 
tables are produced. The first of these presents a distribution of
9birth intervals by length. If the program is run with 1000 women
3. All months are lunar unless otherwise specified.
5 . See Appendix 2B.
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one finds that nearly 30 per cent of first birth intervals are 
less than one year in length; in other words, that 30 per cent of
women produce a live infant in their first year of marriage. Nearly
and 10 per cent in the following year. All subsequent birth inter­
vals, however, are longer than one year since the period of post 
partum amenorrhoea from the previous birth is a component of the 
interval. Hence 39 per cent of second birth intervals are between 
one and two years in length, 50 per cent between two and three,and 11 
per cent over three. The following section of the table presents 
average birth intervals in lunar and calendar months, the standard 
deviations being expressed in the former. Prom the first to sub­
sequent birth intervals there is a jump of slightly over 12 months, 
from 16.8 to 28.9. The very high parity intervals, from the ninth 
on, say, are less than 28.9 months and indeed are decreasing: this 
is caused by the fact that chance must have operated in the first 
place to produce short birth intervals so that these high parities 
could ever be attained. The numbers who do produce these huge 
families are small, however: only eight per cent of women have more 
than 14 live births.
according to the total number of live births. The inverse relation­
ship between birth interval and parity is again quite clear: for 
instance, the mean fourth birth interval of women with four live 
births was 35 months, and 24 months for women with 17 live births.
tions (by mean age at marriage) and that of the number of live 
births. This is followed by a table of age-specific fertility and 
then overall means are presented for the mean numbers of abortions, 
stillbirths and live births. In this case the average number of live
60 per cent of the women second year of marriage
The next section of the table presents mean birth intervals
After this come the distributions of the number of concep-
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births is 10.8, of spontaneous abortions 2.0, and of stillbirths
0.3.
Table 2.4.3.
95 per cent confidence intervals (a, b) for mean birth intervals 
and mean live births.
Sample size 20* 100 200 500 4000
Mean first birth 17.63 16.41 16.24 16.77 17.03
interval
Standard deviation 6.13 5.60 5.56 6.97 7.35
a 14.17 14.99 15.45 16.14 16.80
b 21.09 17.83 17.03 17.40 17.26
Mean second birth 29.79 29.47 28.86 29.05 28.93
interval
Standard deviation 7.88 7.93 8.05 7.76 7.83
a 25.34 27.88 27.72 28.35 28.68
b 34.24 31 .06 30.00 29.75 29.18
Mean live births 11 .35 10.92 10.73 10.91 10.86
Standard deviation 2.94 2.95 3 .23 3.34 3.35
a 9.98 10.34 10.28 10.62 10.76
b 12.72 11.50 11 .18 11.20 10.96
* using t tables for confidence intervals.
It is a valuable exercise to obtain confidence intervals 
for such data output as mean birth intervals and mean live births. 
Further runs, of different sizes, were performed to this end and 
Table 2.4.3. was constructed to summarise the results of one such 
investigation. It is very clear in the table that there is a 
"nesting" effect of confidence intervals as one increases sample 
size, this effect being more marked for the transition between 
sample sizes 20 and 200, say, than between 250 and 4,000. The
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great width of the confidence intervals for the smallest sample 
size indicates the danger of placing too much reliance on real data 
from small samples. On the other hand, the similarity of the last 
two sets of confidence intervals indicates that when one exceeds a 
reasonably large sample size the practical difficulties in obtaining 
the large sample may not be warranted by the gain in precision: 
such difficulties are of a type common to various survey methods, 
and only to a lesser extent, to simulation techniques.
It is clear from Table 2.4.3. that it is the increase in 
sample size which shortens the confidence intervals: the standard 
deviations tend to increase slightly with increasing sample size 
or, in the case of the second birth interval, remain almost constant. 
However, this is no reason for running simulations of such magni­
tudes that one can construct the shortest confidence intervals. At 
this stage of the model's development one wishes to be able to 
compare it with some real data which have themselves been culled 
from some finite population which incorporates a certain degree of 
variability. Should one use a sample size of 4,000 women in a 
simulation run, and then compare the results with a real sample of 
only 200 women one might be disappointed in the correspondence 
between the two: the use of a simulation sample size of around 200 
women would ensure that the two data sets were comparable by 
lengthening the confidence intervals of the simulation.
Having run the initial simulations, the next step is to 
compare their findings with data that have been obtained from studies 
of the Hutterites. As mentioned previously, Tietze (1957) studied 
a sample of Hutterite women who were married before the age of 25 
and were still living with their first husbands at age 45. He pro­
duced a table"^ which showed the number of women and their mean 
number of confinements, by their age at last confinement. From this
10. p. 93.
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FIGURE 2.4.1.
DISTRIBUTION OF LIVE BIRTHS OF EATON AND 
MAYER, SHEPS AND THE SIMULATION
EATON (N=340) 
SHEPS (N=191)
In all such graphs, the percentages of 
sterile women are not shown and rounding 
may eliminate some low parity women.
See p.495.
SIMULATION (N=500)
w 10-
VL.---u 5-
B I R T H SL I V EN U M B E R
a mean of 9.9 live births can be calculated for all the 204 women. 
For a sample of 200 women, Table 2.4.3. presents a confidence inter­
val of (10.28,11.18).
Eaton and Mayer (1953) calculated a median of 10.4 children 
ever born to married ethnic Hutterite women over the age of 45, in 
1950: individual medians ranged from 10.9 for those aged 45-49 in 
1950, to 9.2 for those in the 80-85 age group. The mean value, 
however, was as low as 9.0. Figure 2.4.1. presents the distribution 
of live births as presented in this paper, and also that found in 
the Sheps (1965b) paper, as well as the simulated distribution. The 
figure makes very obvious the fact that the shape of the Eaton and 
Mayer curve is more flattened than the simulation one, and shifted 
somewhat to the left, to the lower parities; and this accounts for
the lower mean number of live births.
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Data from the Sheps (1965b) paper included in Figure 2.4.1. 
show a mean value of 11.3 live births with a sample of 191 women: 
this slightly exceeds the simulation's confidence interval of 
(10.28, 11.18). There are significant differences between the Sheps 
and the simulated distributions in only two places: the Sheps 
figures drop suddenly between parities 10 and 12, perhaps due to 
the small sample size; and the smallest family in the simulation has 
six children, while the smallest in the Sheps data has two. This 
latter characteristic appeared also in the Eaton and Mayer data. One 
possible explanation for this phenomenon is the fact that the 
simulation used the constant value of five per cent sterile: a woman 
is either sterile at marriage, or she is fully fecund, with a 
constant fecundability of 0.2, until menopause. However, Tietze 
estimated the proportion of sterile couples at specified ages from 
the ages of 209 Hutterite wives at their last confinement: 3.5 per 
cent of couples were sterile by age 25; 7 per cent by 30; 11 per
cent by 35; 33 per cent by 40; 87 per cent by 45 and all by age 50. 
Were this progressive sterility to be incorporated into the simulation 
it would be possible for a woman to bear only two or three children, 
and then to become sterile. As it is, once a woman in the simulation 
has passed the marriage barrier and been deemed fully fecund, it is 
only the repeated chance occurrence of long periods before conception 
which can prevent her from producing a large number of children. 
Indeed, in such simulations, it is rare for a fertile woman to 
bear fewer than four children. Were the woman to become sterile 
well before menopause she would be able to "bow out" with a relatively 
small family. A variability in fecundability values over the 
population could also contribute to this result"*’’*'.
11. Such hypotheses will be tested in Chapter 4.
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The simulation of Barrett and Brass (1974) is one which
12incorporated both progressive sterility and variable fecundability.
13For their "natural fertility" run they produced the same sort of 
negative skewness as is found in the Eaton data and the Sheps data, 
and indeed the actual fit of the curve is reasonably good. They 
considered that the negative skewness was due mainly to the effect 
of sterility "which may naturally supervene before the menopause" 
(p.478).
The next set of data to be examined is that of birth inter­
vals: the simulated birth intervals are to be found in Appendix 2B 
with confidence intervals in Table 2.4.3.. Tietze (1957) used his 
sample of 204 women to estimate a mean interval between confine­
ments of nearly 28 lunar months (25.5 months) by dividing the 
average length of time between the first and last confinements by 
one less than the average number of confinements per mother. He 
estimated the first birth interval to be 19.5 lunar months (18 months). 
These figures are not remarkably different from the mean values 
obtained in the simulation, these lying in confidence intervals 
(28.37, 29.73) and (16.16, 17.38) respectively, for sample sizes 
of 500. The first birth interval in the simulation is several months 
shorter than the Tietze one: this suggests that the fecundability
value in the simulation might be too high, or the live birth 
gestation period too short. Further, to account for the similarity 
in later birth intervals one could infer that the live birth post 
partum amenorrhoea period in the simulation might be too long.
Still, one cannot make any firm decisions on the basis of these 
comparisons since the Tietze data concern a sample of only 204 women,
12. Their Table 2.
13. From Irish Census data (1911).
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and the data are only fairly crude averages.
Sheps (1965b) examined the birth intervals of 187 complete 
Hutterite families, defining a family as complete if there existed 
an available history of an intact marriage until the mother has 
reached the age of 45 years. The mean first birth interval was of 
length 14.2 lunar months (13.1 months) and the next was 22.2 lunar 
months (20.5 months). These values are much lower than both the 
Tietze and the simulation ones, but they have in common with the 
Tietze data the fact that the post live birth amenorrhoea period 
extends the birth interval by about eight lunar months, which is 
four months shorter than the simulation value. This should suggest 
the use of a different post live birth amenorrhoea distribution in 
the simulation with a mean of about eight, not twelve, months.
Tietze (1957) actually noticed that "at the age of six months... 
most infants appear to be at least partially weaned and breastfeeding 
beyond the first year of life is very uncommon" (p.92). It will be 
made clear in the next chapter that such a lactation pattern is not 
consistent with a mean period of amenorrhoea as high as 12 lunar 
months.
Sheps (1965b) also made estimates of mean birth intervals 
irrespective of whether the family were completed, or not. The values 
thus obtained were not greatly different from those previously 
quoted: intervals beyond the first one seemed to be a month or so 
less than those in completed families. Here the sample sizes varied 
from 623, for the first birth interval, to 39 for the fourteenth.
It is noteworthy that Sheps calculated a fecundability value 
of 0.28 by using a sample of 397 women, and examining how long it 
took them to conceive for the first time. Such a higher fecundability 
would indeed decrease the first and subsequent birth intervals. 
rith the current simulation data, 30 per cent of first births occur
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in the first year of marriage, and 60 per cent in the next14, but
the Sheps data showed that 60 per cent of first births occurred
Within the first year of marriage. It would be interesting to test
the effect on birth intervals of increasing this fecundability 
value.
The age-specific fertility of the simulation is presented 
in the last table of Appendix 2B. Since we have decided to use the 
Tietze progressive sterility function rather than constant sterility, 
this table will not be directly compared here with any available 
Hutterite data. As an effect of the simulation's menopause distri­
bution, over one per cent of live births occur to mothers aged 50 
or more: no births occur to mothers of this age from Eaton or Sheps 
samples. Data from these references will be presented in 4.4..where 
a thorough examination will be made of any similarities between the 
simulation's output and real Hutterite data.
It seems clear that the whole set of input distributions 
and parameters needs to be examined closely before further compari­
sons are made between the simulated output and Hutterite data. Even 
the fact that the simulation uses a value of five per cent of women 
Sterile at marriage introduces a small source of error when the Sheps 
paper reported that only 2.3 per cent of Hutterite marriages were 
sterile. The six gestation and amenorrhoea distributions which were 
lifted directly from the first models of Hyrenius need to be 
examined closely, and rejected if better input data exist : it was 
very useful to be able to construct a preliminary model with this 
ready-made data, but the need has now arisen for better data. The 
Hyrenius distributions were generally constructed mechanically around 
known averages, rather than as a result of actual experimental
14. See Appendix 2B.
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observation. The following chapter discusses work that has been 
done on the biological data relevant to this simulation, and 
endeavours to find the "best" input data: Chapter Four then 
continues the work of this section.
C H A P T E R  T H R E E
BIOLOGICAL INPUT
•Women can’t marry without men to marry them.’ 
Frank Greystock filled his pipe as he went on 
with his lecture. 'That idea as to the greater number 
of women is all nonsense. Of course we are speaking of 
our own kind of men and women, and the disproportion of 
the numbers in so small a division of the population 
amounts to nothing. We have no statistics to tell us 
whether there be any such disproportion in classes where 
men do not die early from over-work.'
'More females are born than males.'
•That's-more than I know.As one of the legislators 
of the country I am prepared to state that statistics are 
always false..'
Anthony Trollope - 'The Eustace Diamonds' (1873)
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3.1. INTRODUCTION
This chapter may seem to be merely a straightforward 
presentation of some tables which can supply input data to a model 
of human reproduction. It is for this reason that a note of warning, 
in the guise of this introduction, is used to preface the body of 
the chapter. I have tried to stress the limitations inherent in 
almost every set of data, limitations arising both from the nature 
of the study which was used to arrive at the data, and from the 
very nature of the actual data. In the first case the data may 
have been obtained from either a retrospective or a prospective study. 
In a retrospective study difficulties may arise due to faulty 
memories of the respondents: data on age at menopause which have been 
derived from questioning a group of post-menopausal women will not 
represent the true situation. Further difficulties may arise if 
the interviewee be unwilling to reveal certain facts: for various 
social reasons she may not wish to admit that she has undergone an 
illegal abortion, or produced an illegitimate child. A basic 
requirement of any study, whatever its type, is that its sample 
size be sufficiently large for statistical manipulations of the 
findings to be valid. In the second case it is the very type of 
data that is being sought which creates the problem: many women 
may not recognise the onset of menopause since the process is a 
gradual one, and thus may never have been in a position to give 
accurate data although it is possible that the data could have been 
ascertained by means of a prospective clinical study. A more 
glaring example is provided by the fact that many early abortions 
are neither recognised nor reported, which may lead to spuriously 
low figures in the first two months of gestation when the data are 
not adjusted.
Care must be taken that one uses the "best" data available
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and that the different sets of input that are used have a comparable 
degree of accuracy or complexity. For instance, there is doubtful 
value in using a constant for the duration of gestation leading to 
a live birth if the rest of the input data for periods of non­
susceptibility is expressed as distributions. Distortion will occur 
in the model output caused by the differential introduced into the 
element of variability in the model. Either one uses constant 
periods of time for all gestation or post partum amenorrhoeic periods, 
or one uses distributions. In the first case one must accept the 
limitations of using simplified (and hence "unreal" data): in the 
second case one must accept that the data will be corrupted by 
difficulties encountered during the actual collection from vital 
records or in the field.
The data presented in the next two sections are divided into 
two parts. The first deals with the probability that a fecund 
woman conceives during a given cycle and is divided into a section 
dealing with this probability, and a section dealing with the fact 
that, after conception has occurred, the "conceptus" may not be 
carried to term. The second deals with permanent and temporary 
sterility. Periods during which the woman is pregnant, or amenorrhoeic 
following a delivery, are seen as sterile ones, since the woman 
is incapable of conceiving.Data are presented on the ages of meno­
pause and menarche, although age at marriage can generally be 
substituted for this latter term if, for the sake of the model's 
simplicity, one discount the possibility of premarital sexual 
activity, or at least discount the possibility of such activity 
occurring without contraceptive precautions. The problem here is 
that fecundability is a parameter relating to two people"^ and can
1. See 3.2.1 .
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be quantified if these two people live in some sort of permanent 
sexual union. However, if the female's partner not only varies, 
but is absent for different periods of time, her fecundability 
oscillates from cycle to cycle, and between zero and some hypothe­
tical maximum. To simulate such activity would be more difficult 
than is warranted in the early stages of model construction. 
Finally, age-specific sterility data are also presented, but with 
some caution relating to the problem caused by the fact that one 
can state categorically that a woman is sterile only when she fails 
to produce a child: the observance of the failure of an event to 
occur presents difficulties all its own.
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3.2. THE PROBABILITY OF CONCEPTION 
3.2.1. Fecundability
The term "fecundability" is defined as the probability 
that a fecund woman who is living in some sort of sexual union will 
conceive within a particular menstrual cycle. Since the physio­
logical status of both partners, as well as the frequency of inter­
course, determines the eventual value of the fecundability in 
question, it can be considered as a couple-dependent parameter 
rather than one merely dependent on the woman. With this in mind 
it is clear that only women need to be simulated in the model as, 
wherever the biological activity of the male sexual partner is 
relevant, a couple parameter is established and used.
An excellent account of the range of models and techniques 
that have been constructed to estimate fecundability values is 
given in Holmberg (1970). After describing the work of Corrado Gini"' 
Holmberg spent some time on that of Louis Henry, whose greatest 
contribution in this area is his use of old parish registers and
other historical sources to obtain estimates of the fecundability
2of women who apparently used no birth control at all . For these 
women he coined the term "natural fertility": "natural" because 
it encompasses social factors which influence fecundability
3(e.g. periods of sexual abstinence) as well as physiological ones . 
If all the N women are fecund and nonpregnant at marriage, various 
estimates can be made for fecundability p. Setting as the number
1. See Chapter 1 for an account of Gini’s work in its historical 
context .
2. See e.g. Henry (1956).
3. See e.g. Henry (1961).
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of conceptions in the ith month of marriage,
Ni--- =  P (1)
N1 . r . and ■ ■■ ■ =  p, where IN. —  NIN. * l •
When fecundity is allowed to be heterogeneous then more complex 
expressions can be derived.
The basis of most of Henry's calculations of fecundability
is the interval either from marriage to first live birth, or
between live births. However, he did note that
"except at the beginning of marriage, estimation 
of fecundability is very difficult in view of our 
ignorance regarding the duration of non-suscep­
tibility after pregnancy"^.
Further
"...it is unknown whether the fecundability of 
women who are already mothers is different from 
that of newlyweds".
However, using interval data when examining the relationship between 
fecundability and age he pictured fecundability increasing to about 
age 20, constant to about 30 and declining thereafter^.
It is generally accepted that fecundability increases after 
menarche from a value which is low relative to the maximum ultimately 
attained in the early twenties. There is indirect medical evidence 
which suggests that it is more difficult for the teenager to pro­
duce a live birth (let alone conceive); that is, her fecundity is 
lower. Santow (1965) studied 170 unmarried girls between the ages 
of 13 and 16, comparing their pregnancies and confinements with a 
group who differed only in being six years older than the first 
group. The "adolescents" suffered toxaemia in 17 per cent of cases
4. Henry (1972) p.14.
5. Ibid, p .97.
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(controls ten per cent) and their mean weight increase was 19 lb 
(controls 13 lb). It was concluded that "chronological age of the 
parturient adolescent does not correspond with her physiological 
age" (p .491).
Direct evidence for adolescent subfecundity was presented by
Chandrasekaran (1961) when he examined the average age at first
termination and the interval between ages at first cohabitation and
at first termination. He calculated that
"for women whose average age at consummation of marriage 
was about 14.4 years, the interval between cohabitation 
and first termination was about 3.5 years... Women 
whose age at first cohabitation was about 17 years had 
their first termination after a relatively short interval 
of 2.3 years" (p.4).
A longer waiting period implies a lower fecundability.
Venkatacharya (1971a) used the general shape of Henry's
fecundability curve, believing the pattern to
"be true in most of the noncontracepting countries, 
except for small variations in the parameters of 
the curve, which are dependent upon the socio­
economic and cultural patterns of the population 
in question" (p.406).
Assuming that the age of attaining maximum fecundability is also 
the age at which fecundability begins to decline, i.e., that 
Henry's plateau between about 20 and 30 is nonexistent,Venkatacharya 
devised an expression for fecundability. This was a function of 
four independent parameters, namely the ages at which fecundability 
becomes non-zero, a, reaches a maximum, b, and becomes zero again, 
d, and its actual maximum value, e. There seems to be no valid 
rationale behind the choice of the curve, except that it "works" 
or as Venkatacharya says:
"This equation has been chosen to describe fecunda­
bility because of its flexibility in fitting various 
fertility curves and secondly for the presumed ease 
with which the parameters can be interpreted " (p.407).
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The expression is: 
f(x) = e(l+|f|) (1-x-bd-b)
d-b
exP b ^ (2)
The attempt to use a theoretical curve in this instance is 
interesting, but of little practical value: there is no way in 
which any a priori judgement can be made to validate the expression.
There are inherent dangers in constructing any models to 
estimate fecundability, let alone the type of model just described 
which does not attempt to simulate reality apart from the use of 
four parameters which are themselves not known with great accuracy, 
and certainly not constant over a population. As an example on a 
simpler scale, Henry once examined a set of data and found that 
20 per cent of the non-pregnant fecund newlyweds conceived in the 
first month, but the inverse of the mean interval to first concep- 
tion was about nine per cent . Henry pointed out the great under­
estimation of fecundability which occurs using this latter method, 
noting that this underestimation was due to differences in fecunda- 
bility between women. Henripin (1954) used Henry's method and 
obtained a decreasing series ranging from 0.25 for those women 
conceiving in the first month to 0.12 for those conceiving in the 
seventh. This can be ascribed to a selection effect under the effect 
of which the most fecund women conceive first leaving a less fecund 
population to conceive in the later months. Even when the effect 
of random fluctuations is taken into account, this conclusion 
stands. Tietze et al. (1950a) studied this effect by looking at a
large number of planned pregnancies, i.e., conceptions having been 
preceded by a deliberate cessation of contraception. It was found 
that over 30 per cent of conceptions occurred within one month
6. See Appendix 3A for the relevant derivation.
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after discontinuance of contraception, and more than 90 per cent 
within one year. By the end of the second year the chance of 
conception was no more than 0.02 a month.
In 1960 Tietze (and Glass and Grebenik in 1954) did further 
work on fecundability trying to estimate the probability of preg­
nancy resulting from a single unprotected coitus. The models he 
constructed do not allow for heterogeneity of fecundability, and 
the multitude of assumptions that are made about such factors as 
coital frequency and the length of the fertile period remove the 
models somewhat from reality. For example, in a 25 day inter- 
menstrual period with n acts of coitus which occur with equal 
probability at any time, and a length of F fertile days, the 
probability of not conceiving is ((25-F)/25 )n. The fallacy in this 
type of model is that pregnancy must ensue if coitus occurs during
the fertile period. The falsity of this statement invalidates the 
model.
Vincent7 was another writer who realised that the nonhomo­
geneity of fecundability leads to a serious underestimate of 
fecundability if the inverse of the mean interval to first conception 
is used to estimate it. Variations in the length of menstrual 
cycles may also cause underestimates. Furthermore, menstrual abnor­
malities in a fraction of the population may affect fecundability 
estimates. As an example, in the 1939 study of Rock, Bartlett and 
Matson it was found that of 392 women who complained of sterility, 
nine per cent showed evidence of at least occasional anovulatory 
menstruation, and these women were in the 20 to 34 year age group. 
However, Vincent did find that fecundability ranged most commonly 
between 0.20 and 0.30. (In his estimations he made allowance for 
the marriages that took place before ovulation in the first menstrual
7. Holmberg (1970) p.26 ff.
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cycle and adjusted his value of fecundability because of the under­
estimation due to the heterogeneity of fecundability. He considered 
that fecundabi1ity doubled between the ages of 15 and 25, the 
greatest increase occurring up to about the age of 19. From 25 to 
30 or 35 it is almost constant and then starts to decline.
An obvious factor in the decrease in the fecundability 
parameter is the decrease in the frequency of coitus. As Wyon and 
Gordon wrote of their Khanna study villagers:
"There was indication that frequency of coitus decreased 
with age or length of marriage...coitus is sufficiently 
infrequent in this community after the wife reaches 
approximately age 35 that it affects considerably the 
chances of conception. Toward the end of childbearing 
life, intervals between coitus were sufficiently long 
to consider abstinence as deliberately practiced for 
birth control" (p.155).
Some qualifications must be placed on such remarks because of the 
nature of the data involved: the authors wrote that
"Even when restricted to a simple choice of more 
than once weekly, less than weekly, or total 
abstinence, the couple agreed in fewer than 
70 percent of instances. Women tended to report 
a lesser frequency than men..." (p.154).
However, even if the figures are understated, the general trend 
cannot be denied: fecundability decreases from its maximum as a 
result of decreasing natural fecundability and increasing use of 
contraception, of which abstinence is the most efficient method.
Other methods for estimating fecundability have been developed 
which use data from the woman's entire reproductive life. Brass 
(1958) outlined a method for estimating not fecundability, but 
rather a fertile (not fecund) woman's probability of conceiving 
and bearing a live child, averaged over the reproductive period, 
with births occurring at random. He used a gamma distribution for 
the expected rate of childbearing E among the women, which is
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assumed constant over T, the period for which all mothers are 
exposed to risk.
James (1963) criticised estimates of fecundability derived 
from conception delays, on several grounds. The first was caused 
by the difficulties inherent in obtaining a representative sample 
of women, rather than pregnancies, since in the latter case data 
from multigravidae are exaggerated and these women have higher 
fecundability. Further problems were mentioned, such as discrepan­
cies in conception delay data, and the incidence of pregnant brides. 
Assuming that fecundability is equal in all women he derived the 
probability that there will be r pregnancies of length m in time n as 
Pr = )rcrpr(l_p )n-mr (3 )
and this is solvable for p by the maximum likelihood method. With 
post partum sterility of one month (m = 10), p lies between 0.035 
and 0.045: when m = 18, p lies between 0.05 and 0.06. Using the 
Brass method with a post partum sterility period of 6.1 months he 
obtained a fecundability estimate of 0.08, Hutterite data being 
used in all these estimates. Finally
"...taking abortions into account, one might accept 
a value slightly in excess of 0.1 as the mean 
fecundability of all non-sterile Hutterite women 
during their reproductive lives " (p.62).
This is lower than previous estimates because it is not based solely 
on young couples, or the Hutterites may have lower coital frequen­
cies than those of their comparable fellow Americans. Further,this 
model is built around a 25 day menstrual cycle which the author 
considered was probably too short. It is impossible to judge the 
degree of truth of the second reason above: because of the social 
taboos surrounding the subject, almost any data on coital frequency, 
and in any society whatsoever, is of doubtful value. (Thus, the 
model of Lachenbruch (1967) which attempts to relate the frequency
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and timing of intercourse to fecundability has limited practical 
applications, even ignoring the assumptions which the author made 
about the regularity of the menstrual cycle and the fertile period.) 
Henry (1964) criticised James' conclusions on the grounds that he 
used too short a post partum sterility period, assumed fecundability 
constant over the reproductive span, and ignored foetal wastage. 
James (1964) countered these objections with a number of arguments 
based largely on Hutterite data, but they will not be repeated here.
In 1973 James again turned his attention to fecundability: 
as an example of the difficulties of obtaining biological data for 
model input, the controversies and arguments surrounding fecunda- 
bility estimates are ideal. In this paper James did take foetal 
loss into account. He detailed three ways of estimating mean fecun- 
dability:
1. Fitting theoretical birth frequency distributions to observed 
data.
2. Estimating from the proportion of women falling pregnant in 
the first month at risk.
3. Estimating from the mean time from first exposure to conception.
He rejected the first because of the assumptions involved 
about the duration of post partum amenorrhoea, "a parameter about 
which even less is known than fecundability" (p.493). The second 
he rejected because the refusal of respondents to admit they had 
been premaritally pregnant inflated the estimates. The third 
method he saw as the best because the only assumptions about post 
partum amenorrhoea relate to that following foetal loss, and because 
it is not so sensitive to "falsification of data by prenuptially
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pregnant respondents" . The importance of this paper and its 
relevance to this thesis determine that it be discussed at rather 
greater length than others mentioned so far.
Taking into account the underreporting of prenuptial 
conceptions he estimated that the mean delay to first conception 
from first genuine exposure was 11.4 months, not 10.4 months. It 
appeared that about ten per cent of U.S. couples were infecund at 
marriage. Among the rest, the harmonic mean fecundability of those 
not pregnant at marriage was estimated from the formula to be found 
in Sheps and Perrin (1964):
J _ [ 9 2 V e3V  (4)
where
y = mean time interval between marriage and 
the beginning of a pregnancy 
0^ = conditional probability that, conception 
having occurred, the pregnancy will end 
in a spontaneous abortion (i = 2), a 
stillbirth (i = 3) or a live birth (i = 4) 
( i = 2 o r 3 ) =  average length of time when the woman is 
not exposed to the risk of conception 
P = harmonic mean fecundability 
(This formula can be derived from first principles.)
8. Tabulations of Melbourne Survey data showed that about 10% of 
the sample had been confined within the first 8 months of 
marriage (220 out of 2302 women) and 51 women had been confined 
before marriage. 18 had not admitted their exnuptial birth 
and 91 had not admitted their prenuptial pregnancy. In the 
U.S.A. "the proportion of white brides married at age 21 or 
younaer who were pregnant at the time of marriage rose from 11 to 26 
percent;while the proportion of nonwhite brides married at age 21 
or younger who were pregnant at marriage also increased, from 
about 33 to 40 percent" Outright (1972) p.25.
See respectively Ruzicka (1975b) and Outright (1972).
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Using: 63 = 0*22 (French and Bierman)
e = 0.017
r| 2 = 5 months
T) 2 = 11 months
he deduced a figure of 0.12 for p , and hence a value for the arith­
metic mean of 0.15. He noted firstly that as the probability of 
coitus in the fertile period is proportional to coital rate, then 
so is fecund ability. Secondly, from the literature he estimated 
that fecundability declines about fourfold between ages 20 and 40 
so that fecundability at the latter age is about 0.04. The overall 
mean would be 0.1 , which, as a matter of interest, agrees with 
Barrett's 1971 figure of 0.105 for Irish data.
Both Henry and Vincent considered there was a level plateau 
in the middle of the reproductive span, when fecundability is con­
stant and at its maximum. James (1973) countered this by examining 
why the length of birth intervals increased with age. He saw three 
possible reasons
1. Decline of fecundability with age.
2. Increase in foetal wastage rates with age.
3. Increase in the mean duration of post partum amenorrhoea with 
age .
Henry rejected the first reason. Sheps data stated that the variance 
of birth intervals increased with parity which James saw to imply 
that 1 or 2 is correct, 3 being unrelated as it refers to mean 
duration. As James contradicted 2 he arrived somewhat circuitously 
at the conclusion that 1 is correct, writing that since the 
"increase in the variation of birth intervals with parity seems 
more or less uniform throughout reproductive life I would infer 
that mean fecundability declines more or less continuously from 
marriage onwards - at least where the bride has reached the age 
of 20" (p.497).
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He suggested that the maximum fecundability was reached at the age 
of 21 and ended with a delightful quote:-
"...reference to high coital rates in the first month 
of marriage reminds me of an old French saying: If
a couple notes each coitus by placing - during the 
first year of marriage - a marble into a bag, and 
by removing one in subsequent years, the bag will 
never get empty" (p.499).
The work of Singh (1969), much influenced by James, is of 
peripheral interest here. He based his estimates on the number of 
children born to a couple within a fixed time interval, a method 
dangerous in itself because of the scarcity of the solid input 
data required. Working with Beta distributions for the variation 
of fecundability within a population, he estimated fecundability 
at 0.037 for complete births: this value is greatly exceeded even 
by James' estimates.
Sullivan (1974) estimated the effect of induced abortion on 
age-specific fertility at different levels of fecundability. A high 
value of 0.20 represented the monthly probability of conceiving of 
non-contracepting married women in the age interval 20-24. A low 
value of 0.01 represented "high natural fecundity coupled with 
highly efficient practice of contraception" and 0.10 was used as 
an intermediate value. He went on to make estimates of age-specific 
fecundability using 1968 Taiwan data and the formula to be found 
in Sheps (1964), which was derived on the basis that the reproductive 
process is a Markov renewal process. At this point it is helpful 
to look back in more detail at the derivation of this new expression 
for fecundabi1ity.
The main difference between the Sheps expression and ones 
already discussed is that it takes account of induced as well as 
spontaneous abortions. In that sense we are not looking at "natural 
fecundability" as defined by Henry. A number of terms need to be
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defined first. The here represent infecundable states as 
f ollows:
52 = Very early spontaneous abortion occurring before
induced abortions.
53 = All later spontaneous foetal death.
= Live birth.
= Induced abortion.
The probability of pregnancy, i.e., passing from SQ (nonpregnant
and fecundable) to S_^ (pregnancy) is, in any month, p . $ ^  is the
probability of passage from S to S. (i = 2 , 3, 4 , 5 ),E $ . = 1 ,
0 1  i=2 1
and 4L is the sum of mean gestation and post partum amenorrhoea in 
that state. The mean intervals between conceptions and live births 
respectively are y ^  and V* ^ . Define a) as the probability of later 
foetal death, with
(jo + $ = e
Let 6 be the proportion of all pregnancies remaining at ten weeks 
which are terminated. Then
$3 = 03(1-6)
$4 - (1-e) (1-6) 
$ 5 = 6 (1 - $2 )
This structure requires there be no induced abortions before ten
weeks. It can be shown that
51-p
11 + Z $. \pi=2 i^i
(6 )
and the first part of this equation has already been quoted as
the time from marriage (first exposure to sexual union) to first
conception. Noting that 
1_
P 4 4  $ 4  ^ 1 1
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then
P = t±- = p^4 (7)
4 yll 1-p+pE <J> ip i=2 i i
The full form of the expression is derived by substituting for the 
$. values.l
Sullivan estimated monthly fertility rates taking into
account both natural and surgical sterility. From these he estimated 
9fecundability .
TABLE 3.2.1.
Estimated Age-Specific Fecundability - Taiwan 1968
Source of data: Sullivan (1974) Table 8 p .38
Age Interval_______________ Estimated Fecundability
City Urban Rural
20 - 24 .21 .24 .23
25 - 29 .14 .15 .17
30 - 34 .06 .07 .07
35 - 39 .03 .03 .04
40 + .03 .03 .04
Sullivan found it reassuring that Jain's estimate of 0.22
for the age interval 21-25 accorded well with his own estimates 
"because of the decidedly superior methodology of Jain's estimation 
procedure" (p.27). Sullivan was also pleased to find that values 
for the remaining age intervals declined, as expected, and were 
inversely correlated with urbanization.
Raymond Pearl (1939) wrote rather grimly that:
"The frequency of coitus varies greatly with different 
individuals...ranging between the extremes of sexual 
ascetism and athleticism" (p.66).
9. See Table 3.2.1.
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This introduces the hypothesis that fecundabi1ity varies from 
woman to woman. Were there data on the topic one could build up a 
picture of women each characterised by different fecundability 
values which themselves varied with the woman's age. It seems far 
more likely than not that fecundability is a nonhomogeneous 
characteristic of a population, but the practical difficulties 
involved in calculating the spread of fecundability values are 
enormous. The fact that fecundability estimates vary from country 
to country lead one to guess that they must vary within populations, 
and vary widely. The fact that the lengths of birth intervals vary 
so widely has itself led to the supposition that the more fecund 
women conceive first, and the least fecund much later, in a process 
of selection. But where are the data?
A paper which discussed both types of fecundability dis­
tribution is Jain's (1969b) in which he worked with Taiwanese data. 
He fitted a theoretical distribution to first conceptive delays 
to estimate fecundability. He saw such a model to be superior to 
those based on length of fertile period and coital frequency, and 
those based on completed family sizes as he needed to make "minimum 
assumptions" and such models "have yielded relatively consistent 
results". Using a Type I geometric model"^ Jain calculated the
expected proportions of women conceiving during each successive
2month after marriage and a X test using Taichung data was not 
significant at the five per cent level. He estimated mean fecunda- 
bility for the Taiwan women to be 0.163i0.002 and the modal 
fecundability to be 0.128 which indicates that the distribution is 
positively skewed. He calculated the probabilities of having 
particular fecundabilities by evaluating the incomplete Beta 
functions for given a and b values.
10. Fecundability f(p) = (p S '’(l-p) )/B(a ,b) for 0<p <1 and
a,b>l .
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In the case of the Taiwanese women this distribution appears 
to work well. But in the case of American data that he examined,
Jain found discrepancies which he attributed to the "inflated 
observed proportion of women conceiving during the first month 
after marriage" (p.74) and to the "unreported use of contraception"
( p .75 ) .
"Memory" bias and "truncation" bias affect the overall mean 
fecundabi1ity. The first arises because of retrospective collecting 
of pregnancy histories and is caused by, for instance, under­
reporting of pregnancy losses and misreporting of time of marriage 
and first conception. The second may arise "because the interview 
date curtailed the observed childbearing experience... This 
means that short marriage durations with a conception select for 
quick conceptions, thereby increasing mean fecundability" (p.76).
It seemed that, due to under-reporting of foetal losses, memory 
bias produced some of the observed fecundability decline after the 
third year of marriage. Further, truncation bias seemed not to be 
serious when truncation occurred after three years: one would 
expect that more subfecund women would be included in the analysis 
as marriage duration increased but the pattern of fecundability 
decline with ascending marriage duration still persisted when those 
women who took over three years to conceive had been excluded. Jain 
decided, as a result, that "the mean fecundability for women married 
for 3-8 years would provide a closer estimate of fecundability for 
Taiwanese women than that based on all women" (p.78). He saw the 
two effects as compensatory for that period and estimated mean 
fecundability for women in this sample to be closer to 0.195 than 
0.163. The higher value agrees well with 0.190 (Henry, Indiana­
polis) and 0.180 at marriage (Westoff, FGIMA)^. A value of 0.2
]1. See Jain (1969b) for exact references.
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to 0.3 is quoted for the mean fecundabi1ity of Western countries.
Next he estimated fecundability specific for age at marriage, 
finding that a Type I geometric model was still appropriate. He 
found that mean fecund ability is lowest at 0.090 for early teens, 
increases up to their late teens and remains constant at about 0.23 
between ages 21 and 25, consistent with work of Henry and Vincent 
already quoted. He thought mean fecundability would decline after 
this age although he was inhibited by smaller sample sizes in the 
pper age groups. It seems to have become a recognised convention 
that a Beta distribution is used to describe the variation of 
fecundability values over a population. Srinivasan (1966) chose 
this distribution as it "affords a wide range of possible patterns 
m  the range 0 to 1 with zero density at terminal points" and 
hence "it can be taken to represent the distribution of p as a 
first approximation" (p.77). Barrett (1971b) wrote that "it is 
considered important to incorporate variations in fecundability 
between women" (p.482) and hence in his Monte Carlo model, he 
used a Beta function for this purpose. He chose the two parameter 
values to produce a fecundability consistent with that of the 
population he had under examination. He chose to hold fecund ability 
constant for the entire reproductive period, having determined it 
at marriage. It would certainly be an impossible task to allow 
fecundability to vary in both directions in one model run: it 
would be a mammoth task merely to fabricate and attempt to justify 
the data one needed, without even setting them to work.
It is interesting to examine the ways in which fecundability 
has been incorporated into fertility models. In the 1968 FERM0D 
model of Potter, Sakoda and Feinberg an attempt was made to vary 
fecundability among couples. However, the authors chose to leave 
fecundability constant for individual couples because of Henry's
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"plateau effect" between the ages of 20 and 30 years. They 
decided on a Type I geometric distribution for the distribution 
of fecund ability, this having been found satisfactory by Jain as 
detailed earlier on in this section. Because they suspected that 
intervals from marriage to first conception were often inflated 
by unreported contraception (for American data at least - Jain did 
not find this in Taiwan) they used intervals to the next conception, 
following the deliberate interruption of contraception, to obtain 
a distribution of fecundabi1ities.
The curve representing medium variation was fitted by using 
the method of moments, and the resulting theoretical distribution 
of fecundabilities is unimodal at 0.20, has a mean of 0.26, a 
standard deviation of 0.13 and a positive skew. The authors ex­
plained that as FERMOD
"pertains to a population homogeneous in fecundability 
it was necessary to use FERMOD several times, each 
time setting fecundability at a different value, and 
then weigh together the results" (p .157).
A second curve was also established to yield the maximum variation 
of conceptive delay consistent with a mean fecundability of 0.26: 
it assigned greater weights to fecundability values below 0.10 and 
above 0.50 than does the first, less hypothetical curve . It seems 
likely that the first curve would approximate reality better than 
the second. The authors write that their model "requires couples 
who are variable in fecundability but average in other respects". 
Their averageness, as far as other biological parameters are con­
cerned, precludes the possibility of enormous variations in 
fecundability values. Tabulations are presented of children ever 
born by the level of variation in fecundability, i.e., none, medium
or exaggerated.
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In the simplest cases fecundability is given as constant 
over time and over the population. For instance, in the 1964 
Hyrenius and Adolfsson model, the first of the Swedish micro­
simulation series, values from 0.10 to 0.30 were used, and it was 
noted that Henry's mean first conceptive delay of five months 
corresponded to a value of 0.18 using the simple geometric series 
method. For REPSIM-A, Ridley and her co-workers (1969) chose the 
low value of 0.10 for all women at all ages. Potter, Jain et al. 
(1970) chose a constant value of 0.20. It obviously depends very 
much on the complexity and aims of a model whether a simple or a 
more complicated form of fecundability function is employed. In a 
case where not much other input data are required, or indeed avai­
lable, or where only a very simple problem is being investigated, 
the use of a nontrivial expression for fecundability is unjustified.
The estimation of fecundability is more difficult than that 
of other biological parameters because it presents two sorts of 
problems. The first, common to the other input, is a data problem.
I have detailed Jain's work on the elimination of biases caused by 
faulty memory and misreporting, and the fact that the respondents 
are interviewed before the end of their reproductive lives, which 
produces a truncation bias. The problem of estimating the worth of 
one's data is a ubiquitous one. What is new in this case is the 
multitude of ways that have been developed to estimate the elusive 
parameter. A choice must be made between these before one can 
actually use the data at hand. It seems as though an examination of 
conceptive delay provides the best framework: too little is known 
about the length of the fertile periods and coital frequency to 
use these as any basis and it seems unlikely that our state of 
knowledge can or will improve; and models based on completed family 
size, or family size attained after a fixed period of time, require
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input data such as distributions of post partum amenorrhoea which 
are themselves not well known. Further, one must decide whether 
one is interested in age-dependent fecundability, or fecundability 
varying over a large population, or whether a constant value will 
not serve the purpose equally well. The nature of the problem 
should help decide this question.
112
3.2.2. Foetal Loss
The W.H.O."^ defines foetal death as "death prior to the 
complete expulsion or extraction from its mother of a product of 
conception, irrespective of the duration of pregnancy" (p5).
Foetal deaths are divided into three categories:
"early foetal deaths at less than 20 completed 
weeks of gestation,
intermediate foetal deaths at 20 but less than 
28 weeks, and
late foetal deaths at 28 weeks or more" (p.6).
This last group is comprised of all stillbirths. The term "abortion" 
denotes the termination of a pregnancy before the foetus has become 
"capable of independent extra-uterine life". Tietze (1953) pointed 
out that viability "may be defined in terms of period of gestation, 
of weight, or or length" (p.135). He noted, too, that the original 
distinction between the terms "abortion" and "miscarriage" were 
that the former termination occurred before the 16th week, and the 
latter between the 16th and 28th week. This latter term is now no 
longer used in a scientific context. An interesting point made was 
t hat :
"Laymen, on the other hand, tend to associate 'abortion' 
with illegal interference and prefer the use of 
'miscarriage' for all unintentional terminations of 
pregnancy prior to viability" (p.136).
As a delimiting point, most countries use a gestation period 
of 28 weeks to separate abortions from stillbirths, although many 
W.H.O. members would prefer a limit of 20 weeks. The advantage of 
the former is that it complements the new definition of stillbirth.
"The choice of upper gestational limit is relatively 
unimportant as regards the incidence of abortion, 
since foetal deaths in the period 20-27 weeks are 
far outnumbered by those occurring before 20 weeks" (p.6).
1. "Spontaneous and Induced Abortion" W.H.O. Technical Report 
Series . No. 461 .
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A problem arises when one considers implantation failures 
which at most cause a slight delay in the menstrual flow. "Because 
a woman cannot recognize failure to implant, it is necessarily 
ignored in all the studies of incidence based on interrogation" 
(p.7). One assumes in this case, that the possibility of implan­
tation failure is one of the factors determining the value of 
fecundability. James (1970) estimated that 35 per cent of all 
fertilised ova are lost before the first missed menstrual period 
(MMP). Fenner (1972) estimated that implantation failed in up 
to half of the occasions on which fertilisation occurred. Shapiro 
(1969) wrote that the lack of data on the frequency of the failure 
of implantation, i.e., unrecognised abortion, "seriously restricts 
the accuracy of measures of foetal loss, particularly in the first 
two months of pregnancy" (p.1632).
Before partitioning foetal wastage into the categories of 
losses due to stillbirths and losses due to abortions, it is use­
ful to look at some overall figures. (Unless otherwise stated, 
abortions are assumed to be spontaneous.) There is often some 
difficulty not only in detecting the occurrence of abortions but 
in deciding on the character of the abortion (spontaneous or 
induced). Tietze, Guttmacher and Rubin (1950b) found the low figure 
of seven per cent for the percentage of abortions out of a total 
of 1497 planned pregnancies. In contrast, Tietze and Martin (1957) 
quoted a value of 16.3 per cent of all pregnancies for 1,329 women 
aged 36 years and over at the time of interview. It was noted that 
"most of the pregnancies terminated pre- or post-maritally ended 
in induced abortion while very few were permitted to go to term" 
(p.175). The authors noted that the sample was not representative 
of the population as a whole, as it was composed of white, urban 
women, of above average education.
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TABLE 3 . 2 . 2 .
FOETAL DEATHS PER 1 , 0 0 0  PREGNANCIES
SOURCE 
OF DATA
J A I N
( 1 9 6 9 a )
SHAPIRO
( 1 9 6 2 )
POTTER
( 1 9 6 5 )
J A I N
( 1 9 6 9 a )
AGE OF 
MOTHER
TABLE 2 TABLE 2 TABLE 2
No
TABLE 2
C o n t r a c e p t i o n *
- 2 0 98 1 2 4 191 98
2 0 - 2 4 83 97 121 78
2 5 - 2 9 1 2 2 1 1 5 1 0 5 1 0 0
3 0 - 3 4 2 1 3 1 5 6 1 2 5 1 4 9
3 5 - 3 9 2 8 6 2 1 9 171 2 0 9
4 0 - 2 4 0
ALL 1 2 0 14 2 1 3 6 99
N 9 9 7 6 6 8 4 4 1 7 6 5 9 3 1 3
ORDER OF 
PREGNANCY TABLE 5 TABLE 3 TABLE 3 TABLE 5
1 86 97 1 3 7 8 6
2 1 0 9 1 0 7 1 4 3 97
3 99 1 3 8 99 81
4 1 4 8 1 8 7 1 1 3 1 2 0
5 1 8 9 1 3 0 1 2 5
6 2 4 0 1 9 9
7 2 56 1 3 7 1 7 4
8 4 0 4 3 0 71
9 + 2 1 5 1
ALL 1 6 5 1 4 2 13 6 1 2 7
N 2 2 3 4 6 8 4 4 1 7 6 5 1 9 9 6
* " N o  c o n t r a c e p t i o n "  
p r e g n a n c y  i n t e r v a l
m e a n s  t h a t  no  c o n t r a c e p t i o n  w a s  u s e d  d u r i n g  t h e  
p r i o r  t o  c o n c e p t i o n .
S h a p i r o  e t  a l . ( 1 9 6 2 )  u s e d  d a t a  f r o m  t h e  H e a l t h  I n s u r a n c e
P l a n  o f  G r e a t e r  New Y o r k .  T h e  f i g u r e  d e r i v e d  w a s  9 7 0  p e r  6 8 4 4
p r e g n a n c i e s ,  o r  1 4 . 2  p e r  c e n t .  I t  w a s  n o t e d  t h a t  7 5  p e r  c e n t  o f  
m e m b e r s  o f  t h e  s c h e m e  s e e  a  d o c t o r  d u r i n g  o n e  y e a r ,  c o m p a r e d  w i t h
2 .  S e e  T a b l e  3 . 2 . 2 .
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67 per cent of urban U.S. non-members. Using H.I.P. data again, 
Shapiro (1969) derived a figure of 15 per cent for all H.I.P. 
pregnancies ending in foetal loss.
3Potter, Wyon, New and Gordon (1965) carried out a prospec­
tive study of eleven rural Indian villages. It was calculated that 
13.6 per cent of all pregnancies ended in foetal death. After age 30 
the risk of pregnancy wastage increased with age, and it increased
monotonically with parity as was found by Shapiro et al. (1962)
4in an American study. Jain (1969a) found an overall foetal loss 
of 12 per cent of all pregnancies in a Taiwanese study of 2,443 
women aged 20 to 39 and living with their husbands. He found that 
the foetal death rate increased consistently with the order of the 
pregnancy. (In all of the last three mentioned studies there was a 
drop in the foetal death rate around the early twenties (or early 
pregnancy orders) followed by a monotonic rise.) A memory bias 
adjustment gave an overall figure of 16.5 per cent.
Freedman et al. (1966) studied the data from series of three
interviews of urban white women with their first, second or fourth 
live births in July 1961. 16.4 per cent of all pregnancies ended in 
foetal loss. First, second and fourth parity women had foetal loss 
percentages respectively of 17.1, 12.4 and 19.8 . This last figure 
was thought to have been elevated by induced abortions. Coombs et al. 
(1969) calculated similar percentages from their longitudinal 
Detroit study of 15.7, 14.9 and 18.3 respectively, noting that "the 
foetal mortality reported in prospective studies which follow 
closely all reported pregnancies is much greater than in retros­
pective studies" (p.264). It appeared that the use of induced 
3. Ibid.
4. Ibid.
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abortion was widespread, and affected the reporting of total foetal 
losses.
To sum up, Leridon (1973a) quoted the values cited in nine 
papers, ranging from 121 to 196 foetal losses per 1000 pregnancies. 
His table A.12 is set out with six five-year age groups, the first 
being below 20 years, the last above 40 years. In all but one of 
the papers cited the minimum foetal loss occurs in the first or 
second age group: from the minimum, foetal loss increases monoto- 
nically with age.
There is no country where the complete registration of 
abortions has become part of the vital statistics system: many 
abortions are undetected; there is no incentive for registration 
by the family; burial rarely takes place so this cannot be used as 
a counter; illegal abortions free of medical complications generally 
escape detection. Hospital statistics are not comprehensive because 
many abortion cases do not require hospitalisation, and those that 
do may be registered in other gynaecological categories. Induced 
abortion cases which require hospital attention may be registered 
as spontaneous. Retrospective surveys are plagued with the problems 
of poor memory and unwillingness to discuss the subject. The same 
problems occur with population samples. Better data are obtained 
from prospective surveys. Data obtained from family planning clinics 
generally overemphasise induced, and und eremphasise spontaneous 
abortion. This same problem of selection bias occurs with the inter­
viewing of obstetric or gynaecological patients to obtain their 
pregnancy histories.
Noting data limitations such as these, Pearl (1939) found 
that the number of spontaneous abortions suffered by a woman was 
proportional to the number of pregnancies she had experienced, an
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effect, perhaps, of "trying again". He considered that "20 per cent 
is the value normally assigned for the reproductive wastage in 
legitimate pregnancies in countries of generally advanced civi­
lisation" (p.90). The latter phrase gives an indication of the way 
Pearl consistently flavoured his observations with his own pre­
judices. To make an impartial study of fertility, the worker must 
surely be entirely free of the sort of moral superiority quoted 
below from Pearl (1939):
"The table contains only women living in wedlock 
who have been married only once and are free of 
venereal disease - in other words, generally not 
people of loose morals" (p.93).
Dawson (1941) studied 372 New Zealand women from hospital 
records, finding that "the proportion of living children to abor­
tions was as 6.5 is to 1" (p.3l). Discounting stillbirths, and the
fact that he could not differentiate between spontaneous and induced 
abortions, this gives a figure of 13 per cent loss due to abortion. 
Potter, Wyon and others (1965) obtained a value of 10.4 per cent 
of pregnancies in their rural Punjab study ending in (spontaneous) 
abortion. They found 7.2 per cent of pregnancies ended at under 
four months gestation, and 3.5 per cent of the remainder ended at 
between four and six months. The rate of pregnancies terminating 
before four months of gestation had been completed increased from 
7.1 per cent (15-19 age group) to 18.3 per cent (40 and over age 
group ) .
The Melbourne Survey was carried out in 1971 by the Depart­
ment of Demography of the Australian National University. A sample 
of 2652 once-married women was interviewed, women who were under 
the age of 60 and still living with their husbands. At one point 
of the interview they were asked how many incomplete pregnancies 
they had undergone; how many stillbirths, "miscarriages" and
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"induced miscarriages". A total of 956 spontaneous abortions was 
reported, being 12.9 per cent of the total number of pregnancies, 
and 13.1 per cent of pregnancies barring those culminating in 
induced abortion. A total number of 89 women admitted to 125 
induced abortions, which is only 1.7 per cent of the total number 
of pregnancies. However, a later question asked:
"Have you ever done anything or had anything done to 
you to bring on a miscarriage for medical or other 
reasons? Or have you ever tried to have a miscarriage 
brought on?"
To this question 112 women replied that they had undergone an 
induced abortion, so this question has found 23 more women than 
the previous one which asked about incomplete pregnancies. This 
more effective question was asked in a series of questions about 
attitudes to abortion and it is possible that the respondents felt 
more at ease with the question in such a context.
It is possible that some women who answered that they had 
suffered one or more "miscarriages" had actually suffered induced 
abortions but were either unwilling to be reminded of the experience 
(even though it may have been a legally induced abortion), or were 
frightened of admitting to a criminal abortion. However, it is 
safe to say that most of the induced abortions in Melbourne were 
both criminal and unreported to interviewers. Some estimate of the 
true incidence of induced abortion can be made from South Australian 
figures since the Criminal Law Consolidation Act Amendment Act 1969 
section 82 provided for legal termination if
"the continuance of the pregnancy would involve greater 
risk to the life of the pregnant woman or greater risk 
of injury to the physical or mental health of the ^
pregnant woman than if the pregnancy were terminated" .
During the years 1970 to 1972 of the new legislation 6521 legal
5. See Ruzicka (1975a) p.17 ff.See also Connon (1973).
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abortions were performed, 88 per cent being for psychiatric indi­
cations, and the South Australian abortion ratio increased from 
5 „9 abortions per 100 live births in 1970 to 12.2 in 1972. Ruzicka 
(1975a) concluded from an examination of the available data that 
"during the first four years following the passage of the Act the 
legal abortions largely represented replacements for illegal 
abortions" (p.21).
James (1974) studied the relationship between age at 
marriage, maternal age and abortion. Rates increased with parity 
for older mothers and decreased with parity for younger mothers. 
Rates per 100 live births and spontaneous abortions ranged from 
17 to 23.
So long as a constant value of fecundability is employed 
in a model, there is no justification for the probabilities assigned 
to foetal losses to be other than constants. However, if fecunda- 
bility be allowed to decline with age then one should begin to con­
sider whether to make the foetal loss probabilities functions of 
age or parity. Looking across the population, James considered 
that each woman had a different propensity to abort, remaining con­
stant over time,but this is as yet unproved. As far as input 
for models is concerned, Hyrenius and Adolfsson (1964) used values 
ranging from 0.10 to 0.20 for the monthly probability of sponta­
neous abortion. Perrin (1967) used a probability of 0.18, and 
Potter and Sakoda (1966) also used the 0.18 figure in their model, 
FERMOD.
In many countries the registration of foetal losses is com­
pulsory only for those of more than 28 weeks gestation. This means 
that stillbirths have a greater chance of being enumerated than 
abortions, and enumerated accurately. However, Baumgartner and 
Erhardt (1953) warned that should the reporting of stillbirths be
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required
"only after 20 or 24 or 28 weeks of gestation have 
elapsed, doubts about whether a report is necessary 
can always be resolved by deciding that the length 
of gestation was below the minimum required for 
reporting. Similarly there is a tendency to assign 
weights or periods of gestation to some 'landmark1 
point such as 24 or 28 of 36 weeks rather than state 
the time exactly" (p.147).
Here it is "the carelessness of some doctors in filling in such 
questionnaires" which has debased the data.
Data on foetal losses are often presented in conjunction 
with data on death in early infancy, so some terms need to be 
defined at this point. Neonatal death is defined as the death of 
an infant within the first 28 days of life and post neonatal death 
may occur from this point up to the end of the first year of life. 
The two together are defined as infant death.
An important measure for the purpose of constructing a 
fertility model is perinatal mortality which counts late foetal 
deaths of at least 28 weeks gestation and infant deaths under 
seven days , as
"the heavy concentration of infant deaths in the 
period immediately following birth has for a long 
time indicated the desirability of simultaneously 
examining the problem of fetal mortality"^5.
An important justification for the definition of perinatal mortality
is that
"circumstances responsible for the overwhelming 
majority of the deaths in early infancy arise 
from conditions established before delivery or 
from stresses during the birth process itself" .
Further "...it overcomes artifacts due to differences among
physicians and hospitals in how they report a death that occurs
immediately after birth". The point is made that some infants who
6. Shapiro et al. (1965) p.10.
7 . Ibid. p .12 .
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die soon after birth would formerly have died in utero. Another 
definition of perinatal mortality is sometimes used: it counts 
foetal deaths from 20 weeks on, and infant deaths under 28 days, 
but the first definition is generally preferred (and will be 
used here unless otherwise stated) as it comes closer to the 
theoretical purpose of a perinatal mortality rate i.e., deaths 
in the first week of life "are less affected than the balance of 
the neonatal period by postnatal environmental factors".
Additional problems arise when one tries to compare, for 
instance, stillbirth or perinatal death rates from different coun­
tries because of differences in the minimum gestation age at 
which the registration of the pregnancy loss is compulsory. Again, 
even though statutory definitions may coincide, there may be prac-
Qtical differences in the way a rule is administered .
TABLE 3.2.3.
A COMPARISON OF PERINATAL MORTALITY IN JAPAN AND THE U.S.A.
JAPAN 1969 U.S.A. 1969
Late Foetal Deaths, a 30,609 43,605
Live Births, b 1 ,889,815 3,501,564
Infant Deaths in First Week, c 12,810 51,275 Japan:U.S
A = f 0.01620 0.01245 1.30
0.00678 0.01464 0.46
C = 3 + K a + b 0.02261 0.02671 0.85
Source of data: U.N. Demographic Yearbook, 1972
Consider data on late foetal deaths and deaths within the 
first week of life from Japan and the U.S.A.#For each country we
form the ratios: A, stillbirths to live births; B, "first-week"
8. This example was suggested to me by Lincoln Day of the Depart­
ment of Demography at the Australian National University.
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deaths to live births; and C, perinatal deaths to pregnancies
surviving to 28 weeks. We then compare the values of A, B and
9C for the two countries . The values of C for Japan and the U.S.A. 
are very similar; indeed Japan is 0.85 times the U.S.A. value. 
However, when examining the stillbirth ratios A, Japan is 1.30 
times the U.S.A. value, but the Japanese B value is only about 
half that of the American one. Thus there seems to be an excess 
of Japanese stillbirths but a deficit of "first-week" deaths by 
comparison with U.S.A. data. The perinatal figures are almost the 
same. One explanation may lie in the way the doctors of the two 
countries define "life": the dividing line between stillbirth and 
immediate death on delivery is very vague. An explanation, which 
is purely speculative, is that American pregnancies are actually 
more carefully supervised than Japanese ones so that unviable 
foetuses are born alive whereas their Japanese counterparts perish 
as stillbirths. Whatever the explanation it seems preferable to use 
perinatal rather than late foetal mortality^^.
(Pearl 1939) noted that there were 3.8 stillbirths for each 
100 live births registered in 1932 for the whole U.S.A. except 
Texas. Using a figure of 15 abortions per 100 pregnancies this is 
about 3.1 per cent of all pregnancies ending in stillbirths. Gibson 
and McKeown (1950) found a stillbirth rate of 24 per 1000 total 
9. See Table 3.2.3.
10. Of incidental interest is the paper by Teitelbaum (1971) which
studied the decline in the sex ratio of late foetal deaths which 
has occurred this century in five European countries. One expla­
nation he advanced was that improved ante-natal care and obste­
trics had led to the live deliveries of unviable foetuses, these 
being predominantly male. Hence there has been a decline in the 
sex ratio of late foetal mortality but an increase in the sex 
ratio of early neonatal mortality. Alternatively, the trends 
could have been caused by changes in registration practices.
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births in Birmingham (and an infant mortality rate of 37 per 
1000 live births). Tietze , Guttmacher and Rubin (1950b) found 
the extremely low values of 1.3 per cent of all pregnancies ending 
in stillbirth and six per cent in neonatal death. Yerushalmy et al. 
(1956) found in their retrospective study of 6039 Hawaian women 
that there were 27.9 foetal deaths at 20 weeks or more gestation 
per 1000 pregnancies^, Potter, Wyon, New and Gordon (1965) found 
a rate of 35.4 per 1000 pregnancies in the rural Punjab, but it 
must be remembered that although a sample size of 1765 pregnancies 
was used, this stillbirth figure is derived from a mere 56 pregnan­
cies. This same problem recurs in most studies of late foetal deaths. 
Wyon and Gordon (1971) compared data from the Khanna study with 
U.S.A. data. Neonatal deaths comprised 74 per 1000 live births in 
the study population, but only 20 per 1000 in the States (1951).
The authors wrote:
"The stillbirth rate of 36 per 1000 deliveries compares 
with a rate of 21.5 recorded for England and Wales in 
1958... But from every 1000 live born children, 53 died 
within the first week following birth, far in excess of 
the comparable English rate of 12. Preventable causes 
of stillbirths include prolonged labor and poor resus­
citation of the newborn" (p.184).
Respondents in the Melbourne Survey reported 95 stillbirths, 
being 1.3 per cent of all pregnancies. These occurred to as few as 
76 women, which may imply either that some women are, from the out­
set, more prone to stillbirths than others, or that once a woman 
has undergone a stillbirth she is more likely to have another one 
than a woman who has never suffered one. The distribution of spon­
taneous abortions over the population also gives rise to these
11. James (1968a) used this Hawaian data to show there was no 
overall relationship between stillbirths and birth order 
within sibships.
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suppositions: that of induced abortions provokes explanations 
based more on sociological than physiological arguments.
Pantelakis (1973) found that 3.2 per cent of 13,242 
deliveries noted in hospital records terminated as stillbirths. The 
figure would be slightly less if it related to total pregnancies. 
Resseguie (1973) examined stillbirths and perinatal deaths among 
Californian women aged 19-39. There were 5.9 stillbirths per 1000 
and 16.3 perinatal deaths for second births: for third births the 
figures were, respectively, 7.4 and 17.0.
In passing, James (1968b) should be mentioned for the very 
large estimates he presented. About 30 per cent of deliveries 
(i.e., pregnancies excluding abortions) were noted as stillbirths. 
The sample was composed of pregnancies of women for whom there were 
records of at least one prior pregnancy, and whose previous preg­
nancy had produced live offspring which survived the neonatal 
period. It is clear that the sample is not a random one of women 
drawn from the entire population.
Finally, data from the 1972 Demographic Yearbook provided 
ratios of late foetal deaths (at least 28 weeks of gestation) to 
1000 live births. Recent values for the U.S.A., Australia and New 
Zealand ranged between 10 and 12.5; England and Wales together had 
values from 12.6 to 15.1 from 1971 back to 1967. In contrast, the 
1968 figure for Senegal was 32.5.
As far as models are concerned, Potter and Sakoda (1968) 
and Perrin (1967) used a value of 0.02 for the probability of a 
pregnancy terminating in a late foetal death. Hyrenius and Adolfsson 
used values ranging from 0.01 to 0.03, but their most usual choice 
was 0.02.
It should be clear by now that the assigning of values to 
the probability of foetal loss is not a trivial matter. Because
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of the restrictions caused by the availability of data it seems 
best not to aggregate abortion and stillbirth data into the cate­
gory of foetal loss; for instance gestation data are usually 
presented separately for abortions and stillbirths. Further the 
quality of the data does not always warrant the use of age dependent 
(or parity dependent) probabilities, although there definitely is 
a functional relationship involved. In a model where fecundability 
is allowed to decrease with age, foetal loss probabilities may be 
allowed to increase, or at least remain constant.
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3.3. TEMPORARY AND PERMANENT STERILITY 
3.3.1. The Limits of Reproductive Life
The biological limits of reproductive life are menarche and 
menopause which are respectively, the initial onset and final 
cessation of menstruation. The physiological capacity of a couple 
to reproduce is determined primarily by these limits although many 
other factors are, of course, important. But as a woman cannot 
conceive before the first of these limits, or after the second, 
they are the principal determinants of the length of the couple's 
reproductive life. Pearl (1939) did not consider that there was 
"a real male climacteric, corresponding to the menopause" (p.46) 
but rather that "the potentia coeundi and the capacitas fecunditatis 
of the male fade away unequally, but steadily, albeit slowly, like 
other sorts of senile decay". Less poetically expressed, but more 
f actually:
"From the early and middle teens, the decline in 
sexual activity is remarkably steady, and there 
is no point at which old age suddenly enters the 
picture"^- .
Lat er :
"Even in the most advanced ages, there is no sudden 
elimination of any large group of individuals from 
the picture...the rate at which males slow up in 
these last decades does not exceed the rate at which 
they have been slowing up and dropping out in the 
previous age groups"^.
Kinsey and his co-authors saw age operating only as an indirect 
factor, since it is related to marital status, the availability 
of partners, physical fatigue and "the psychologic fatigue that 
comes as a result of the repetition of a particular sort of 
activity"(p.218).
1. Kinsey et al . (1948) p.227.
2. Ibid. p.235.
127
The use of fecundability as a parameter relating to the 
couple rather than only to the woman has already been discussed. 
Moreover, the decrease in coital frequency by definition refers to 
the couple, and hence the decline in male sexual activity finds its 
functional expression in the decrease with age of the fecundability 
value. The absence of a physiological male menopause ensures that 
it is not fallacious to use the female menopause as the end of 
reproductive life for the couple.
Although it has been decided to use menarche as the point 
at which reproductive activity can begin, a warning from Kinsey 
(1953) should be noted:
"There are known cases of fertile eggs and pregnancy 
occurring before menstruation had even begun; and 
there is a considerable body of data indicating that 
the average female releases mature eggs only spora­
dically, if at all, during the first few years after 
she has begun to menstruate...regular ovulation in 
each menstrual cycle probably does not begin in the 
average female until she is sixteen to eighteen years 
of age" (p .125).
Hartman (1931) noted the rarity of parturition in the early 
teens and differentiated between puberty, marked by the onset of 
menstruation, and maturity, the proof of which is ovulation and 
the capacity to conceive. Collett (1954) studied women between the 
ages of 17 and 50 and found the greatest incidence of anovulatory 
cycles and cycles of irregular length at the extreme ages. (Anovu­
latory cycles occurred least often in the 25-34 age group.) Since 
menarche precedes marriage, or the commencement of some corres­
ponding sexual union, it seems that the actual age of menarche 
is only peripherally important. It is noteworthy that it is not 
until a woman reaches her early twenties that her fecundability 
reaches its peak: the high incidence of anovulatory cycles in her 
teens is the prime factor which depresses her fecundity. It is yet 
worthwhile to quote briefly some estimates of the age at which
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raenarche occurs.
Kinsey (1953) considered the fact that the onset of 
menstruation being a discrete event made it more noteworthy than 
the ages at which various secondary sex characteristics appeared . 
Observational studies showed ages from 12.9 to 13.9 years for the 
median age at first menstruation and that obtained from recall was 
13.1 years. By the age of 13, 50 per cent were menstruating, and 
100 per cent were by the age of 18. Pearl (1939) studied data from 
169 different samples and found that the mean age ranged from 13 
to 17 years of age, with an overall mean of slightly over 15 years. 
This does reflect a genuine decrease over time in the age at 
menarche. Frere (1971) quoted an average of 14.6 years obtained 
from 1,000 white South African women, and 14.75 and 14.76 for 4,838 
Bantu school girls of "average" and "poor" nutritional status. The 
differences between these ages are not statistically significant. 
Other studies were quoted with means as low as 13 years of age . 
Tisserand-Perrier (1953) cited values between 13 and 14 years of 
age. Outright (1972) actually advanced the thesis that, in the 
past, "relatively poor health conditions may have moderated the 
consequences of nonmarital teenage sex" (p.30) since improved 
nutrition and general health was seen to be the main factor in the 
reduction of the age at menarche: he quoted mean ages for Western 
Europe in 1870 of 16.5, in 1930 of 14.5 and in the 1950s of 13.5. 
"The present mean age at menarche in the United States (12.54 years) 
implies that 94 per cent of girls aged 17.5 years are fully 
fecund" (p .24).
Age at menopause will be used as the upper limit of repro­
ductive life. Ritter (1928) saw the passage through menopause as 
an extremely dramatic event resulting in many cases in a "nervous 
derangement" which might possibly lead to insanity. For such a
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decisive event one would expect an abundance of consistent data 
to be available, but this is not the case. The entire process 
often extends over several years, and this adds to the difficulty 
of assigning an exact age. In most studies this point is taken as 
the age at which it seems obvious that menstruation has ceased, 
i.e., at the last menstrual period, not the age at which flows 
have started to become irregular.
Pearl (1939) noted all these inherent difficulties in the 
collection of menopause data but went ahead to examine samples, 
finding a lowest mean age of 44 years and a highest of about 49.5.
He considered the average to lie between 46 and 47 years. Kinsey
3(1953) presented a table but appended no relevant comments. In 
the same year, Tisserand-Perrier presented mean values of 48 years 
and noted in passing that those women who had suffered a number of 
stillbirths underwent a premature menopause. Wyon et al. (1966)
produced a median age of 44 years in a longitudinal study of 
12,000 Punjabi women between the ages of 30 and 44.
A major study in this area is that of MacMahon and Worcester
(1966) who studied both operative and natural menopause. They
noticed that clustering of responses at ages ending in five and zero
occurred in studies which relied on the memories of post menopausal
women, and that hospital-based studies selected out a population
not in a "normal" state of health. A further difficulty arose in
that women with early menopauses have a higher probability of
being included than those with late ones, producing an underestimate
in the mean age of menopause. Data from their table 1 has been
4adjusted so that it is monotonic increasing :such an adjustment
3. See Table 3.3.1.
4. Ibid.
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is necessary when one considers that the data are cross-sectional, 
having been taken from independent samples at each age, and not 
from a longitudinal cohort study. The input data required for the 
Monte Carlo model are of the latter type, so the data available must 
be adjusted to suit this purpose.
TABLE 3.3.1.
ACCUMULATIVE INCIDENCE OF ONSET OF NATURAL MENOPAUSE
SOURCE 
OF DATA
FRERE 
(White)
FRERE 
(Bantu )
McKINLAY MacMAHON KINSEY 1953 JASZMANN
TABLE 1 TABLE 1 TABLE 1 TABLE 1 TABLE 178 TABLE 3
AGE
40 1 1
41 2 2
42 6 4
43 7 9 8
44 4 9 7
45 12 11 13 15 7
46 27 18 19
47 16 24 27 28
48 27 30 31
49 26 40 39 41
50 59 59 51 45
51 46 62 66 68
52 78 79 73
53 75 65 96 82
54 88 88
55 81 87 96 90
56 97 97
57 96 98
58 100 99
59 96
60 100 100
N 744 1319 653 3108 4013 3548
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Burch and Gunz (1967) stressed that the mean age at meno­
pause depends upon the age structure of the sample as this mean 
will be elevated if few women lie between the ages of 40 and 60, 
and depressed in the converse situation. Despite the fact that 
environmental factors (such as improved diet and a decreased 
incidence of chronic infectious diseases) seem to have lowered the 
age of menarche, the authors did not feel that menopausal age had 
been similarly affected. In this study median and modal menopausal 
ages of 50.7 and 50.5 respectively were quoted, but the sample size 
of 235 seems insufficient to warrant more detailed reporting of 
the age distribution.
A Dutch study undertaken by Jaszmann (1969) found a mean of
51.4 years for natural menopause, and one six years earlier for
surgical menopause. Frere (1971 )~* studied both white and Bantu
women with the criterion for menopause being absence of menstruation
for one year. The respective means were 51.4 and 50.7 years, the
difference being significant at the five per cent level. Data from
0the McKinlay study (1972) showed no evidence of an increase in 
menopausal age over the last century, and a median of natural 
menopause of 50.8 years. The figures quoted in Table 3.3.1. come 
from the post menopausal category and since women in this category 
have not menstruated for at least a year, the ages in the distri­
bution are all moved back by this period of time. A small adjust­
ment needs to be made to ensure that the series is monotonic non­
decreasing. Thompson (1973) and Leridon (1973a) both quoted dis­
tributions, but their findings will not be cited here because 
their sample sizes were too small, and their distributions presented
5. Ibid.
6. Ibid. See also McKinlay et al. (1973).
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in five year age groups.
Various models have been constructed from which distributions 
of menopausal age can be calculated. I myself attempted a linear 
regression using data from Table 3.3.1. but the fit was so poor as 
to be useless because of the great deviations at the two tails. 
Jaszmann (1969) suggested that age at natural menopause could be 
described by a normal distribution with mean 51.4 and standard 
deviation 3.8. There seems to be no reason why this distribution 
should be satisfactory and, furthermore it has been indicated 
already that the mean is the least satisfactory measure of central 
tendency to be used in this study.
Hyrenius and Adolfsson (1964) derived a distribution for 
the age at menopause on the basis of a mean age of 47 years, a 
mode of 48 and a range from 37 to 52. One must assume these data 
apply to both natural and artificial menopause since the type of 
menopause is not specified. Moreover, this mean is consistent with 
the inclusion of women who have undergone an artificial menopause: 
Jaszmann's data actually indicated a mean age six years younger 
than natural menopause for artificial menopause. They found that a 
distribution of the form
f ( x ) = k ( x - 3 7 ) ^ ( 5 2 - x )  (1)
gave a close approximation having a mean of 47.0 and a mode of 
48.2. In the next model of the series, Hyrenius, Adolfsson and 
Holmberg (1966) used a range of 48 to 54 years and the distribution
f(x) = k(x - 38)^ (54 - x) (2)
to obtain a mean of 47.6 and a mode of 48.7, very similar to the 
71964 model . It has a median of slightly less than 47, with
7. This Pearson Type I distribution was used by Barrett (1971a, 
1971b) in his Monte Carlo models.
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MacMahon1s median for natural menopause being 49.5 and that for 
all menopause being 48. But although there is greater similarity 
between the Pearson-derived data and the MacMahon data for the 
onset of natural and artificial menopause, the fit is unsatis­
factory. There are so many non-physiological factors associated 
with artificial menopause, so many different reasons for hysterec­
tomies, for example, including sheer neuroticism, that it seems 
rash to propose an age distribution for menopause to be used indis­
criminately in fertility models. It would be preferable to use a 
distribution for natural menopause and make some allowance for 
surgical menopause as the need arises.In the context of the model 
being developed in these chapters, surgical menopause can almost 
be considered a contraceptive device if one notes that by age 40 
in the MacMahon sample there are 12 per cent of women who are 
artificially sterile. (There are some difficulties inherent in this 
figure as the level of sterilization does not necessarily increase 
steadily with age but is definitely a phenomenon of varied 
importance in different generations, as well as at different ages.)
To recapitulate, it was found that a linear regression was 
unhelpful, and a handfitted line inefficient in producing a line 
of best fit. Functions such as the Type I Pearson functions used 
by Hyrenius and Barrett do not fit observed data and contain 
unwarranted assumptions about the constancy of the frequencies of 
artificial menopause. MacMahon and Worcester actually noted that 
the curve does not fit any simple statistical function because the 
frequency of operative menopause by age has no reason to be symme­
trical while the age trend for natural menopause could be expected 
to show some natural symmetry. An excellent fit was obtained by 
using a logistic curve against natural menopause data, but the
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quality of these real data is such that there seems to be no point 
in not using them as they are.The agreement between the sets of 
data in Table 3.3.1. is fairly good, and there is no advantage in 
preferring a theoretical distribution to a real one. There is no 
reason why a perfect smooth curve should represent the "truth" 
better than the data we have: the fact that the individual sets of 
data in Table 3.3.1. are so alike (perhaps excluding the Frere data) 
indicates an area within which the sample can lie.
In concluding this section it should be noted that the 
question of finding the distribution of menopausal age is not so 
important as it might be because of the decrease in fecundability
Qwith age . If a woman have only a very small probability of con­
ceiving, the waiting time to conception is likely to be an extended
9one and so the exact age of menopause loses some of its importance .
8. See 3.2.1.
9. This is tested in Chapter 4.
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3.3.2. Primary and Secondary Sterility
The terms "infecundity" and "sterility" will be used inter­
changeably in these chapters to denote the inability of a couple 
to procreate. The latter term is sometimes known as "physiological" 
sterility but the qualification is unnecessary in this case. We 
measure sterility indirectly, through the reproductive performance 
(or non-performance) of the couple in question. A sterile couple 
is necessarily infertile because the couple cannot produce any 
children, but the converse is not true: measures based on inferti­
lity overestimate the population's true level of infecundity.
"If every couple were to exhibit the same fertility 
characteristics there would still be a variation of-^ 
completed family sizes because of chance effects."
Thus, even if every couple be fecund it is possible that some will
never conceive especially if their fecundity be low. Chance factors
operate here as well, of course, so that it is possible for a woman
with lower fecundability to conceive sooner than one with higher
fecundability. We can only be thankful that the relative weight
of sueh anomalous situations is minimised by taking large
samples.
It should be emphasised at this point that sterility is 
a "couple parameter" as is fecundability and not a "female para­
meter" such as the length of post partum amenorrhoea. In the actual 
diagnosis of sterility both partners must be examined for as 
Wallace (1946) wrote:
"A man may be capable of performing the act of 
sexual intercourse perfectly, yet he may be 
sterile" (p.125).
He quoted a value of 20 to 25 per cent of cases of sterility which 
were caused by male impotence, or the absence of semen or living
1. Barrett and Brass (1974) p. 474.
spermatozoa. Rather than attempt to locate the source of sterility 
in either one of the partners, the parameter is devised to repre­
sent the sterility status of the couple. After all,any data con­
cerning childlessness which are used to estimate sterility are 
measuring couple sterility.
Sterility data must remain the main source of infecundity
data. In the literature a distinction is generally made between
"primary sterility", where the woman (or couple) has never borne
children, and "secondary" sterility which may arise after the birth
of a child. It is not necessary to perpetuate this distinction
since the probability of becoming infecund can be made a direct
function of age or parity. Indeed, Vincent (1950) quoted average
proportions of women by age at marriage and parity who had become
primarily or secondarily sterile by the end of their reproductive
lives. Thence he calculated the proportion of sterile couples
2amongst newlyweds by the woman's age . He did this by placing all 
newlyweds into groups by the woman's age at marriage and noting that 
the proportion of couples married at age x and childless at age 
(x + d) is an estimate of the total sterility at age (x + d) if 
all the fecund couples married at age x produce a child before 
age (x + d ) .
Using the distribution of the wife's age at her last confine­
ment, and a sample of 209 Hutterite women, Tietze (1957) made a
simple estimate of the proportion of sterile Hutterite couples at
3the end of each five year age interval . For this method of esti­
mation to be appropriate one needs to assume a total absence of 
any contraceptive practices, an assumption generally made about 
the Hutterites.
2. See Table 3.3.2.
3. Ibid.
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Henry (1961) presented a table of age-specific percentages
of sterility in married women and his European average figures
4agree very well with those of Vincent . To make his calculations 
he assumed a mean interval of length c from marriage to first con­
ception^. Then, the number of ultimately childless women married 
at age x equals the number of sterile women at age (x + c). This 
latter figure is the sum of the sterile women at age x and those 
who become sterile over the interval. It is assumed that fecund 
women at age x have either conceived or become sterile by time 
(x + c), an assumption of which Pittenger (1973) wrote:
"his assumptions regarding childspacing may have 
introduced a source of error which cannot easily 
be evaluated" (p.115).
Henry himself thought that not too much significance should be 
attached to the differences between European countries, as cited 
in his table, because of age errors, random fluctuations, and 
sources of error such as the one just described which are inherent 
to this type of calculation. A basic problem is that the property 
being measured is typified by the absence of live offspring rather 
than any positive factor. This means that strictly speaking one 
can be reasonably sure of the primary sterility at marriage of one 
of the women in a sample only when she has passed menopause without 
bearing children. What is required for model input is a distribu­
tion by age or parity of the probability of being infecund.
Dawson (1941) found the very low overall rate of five per 
cent sterile out of his 372 hospital patients, married women who 
had ceased bearing children. He compared this with the 1860 Scottish 
figure of 15 per cent: values ranging mostly between these two
4. Ibid.
5. Cf. Henry (1966) p .334 ff.
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figures can be found in Kuczynski's papers (1938) on childless 
marriages. There have been some suggestions^ that the reverse trend 
is now occurring, i.e., that infertility is increasing as a result 
of anovulation caused by the contraceptive pill. An additional nine 
per cent of women who were pilltakers complained of infertility, 
over the pre-pill anovulation figure of about three per cent. If 
the model were required to make such an allowance for the effect of 
oral contraception it would perhaps be best to do this via the 
fecundability function since this anovulation is sometimes reversible 
Further, the woman's fecundability may be depressed, but not neces­
sarily zero.
Another method of obtaining sterility data is the use of a
survey, and the findings of such a survey will be presented, with 
7caution, below . It was noted that the obtaining of survey data of 
good quality was difficult because of the respondent's shyness or 
reluctance to discuss the matter, and because of her possible 
unawareness of her own condition at the time of the survey. The 
random sample contained once-married women under 60 years old who
Qwere still living with their husbands . Any suggestion of sterility 
was noted as sterility, and a fecund group was established as a 
residual category when the proportion sterile was shown separately 
as a component of the total sample. Those women who were using contra 
ceptive measures were less likely than non-users to know whether 
they could conceive or not. This implies that some women who have 
been placed in the fecund category and were continuous contraceptors, 
may have been infecund. This error works the other way, in that some
6. Grant (1973).
7. See Lavis (1975), Chapter 3.
8. See Table 3.3.2.
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women who answered that they were certain they could not conceive 
or indeed were uncertain whether they could or not, were surely 
fecund. One has no way of estimating to what extent these errors 
compensate for one another.
Amongst the couples where the wife was under 45 years of
age, six per cent had undergone various sterilisation operations.
The incidence of contraceptive operations was seen as being quite
high at older ages although U.S. rates are still much higher and
9are increasing . In the sum total of all respondents under the age 
of 45, 13.2 per cent were sterile, 4.1 per cent probably sterile, 
and 3.1 per cent possibly sterile, leaving a residual group of 
79.6 per cent of women considered fecund"*"^ . Whether they all were 
actually fecund is another matter; one can see how far the survey 
definition of sterility has moved away from Vincent's simple concept 
of a couple's inability to produce a live infant.
The reverse problem, namely underestimation of sterility, 
was encountered by Stoeckel and Choudhury (1973) in a study of 
fecundity in rural Bangladesh. Women were classed as fecund if they 
had given birth or been pregnant during the year, were in amenorrhoea 
or had menstruated for at least six months of the year. This pro­
duces an overestimate since it assumes no fecundity change since 
the previous year and male sterility is not considered. Hence between 
the ages of 15 and 30 the percentage of ever married women who are 
fecund does not fall below 98 per cent and is still as high as 
87 per cent at age 40. A study of only female sterility cannot
provide data for couple sterility; it is more satisfactory to rely 
9. Westoff (1972).
10. A South African study (Badenhorst) of 1022 white married women 
under the age of 50 years produced a residual group of 73% 
fecund women and an age distribution not strikingly different 
from the Lavis one: see Table 3.3.2.
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on actual reproductive histories than the criteria that were used 
here to characterise fecund women.
Fecundity was lowest at the limits of reproductive life, and 
reached a peak in the woman's early twenties.
Not content with using such data as appear in Table 3.3.2., 
some workers have attempted to construct sterility models. Vincent 
(1950) himself noticed that the proportion of primarily sterile 
couples as a function of the wife's age appeared to be an exponen­
tial function to age 35, and one with a slightly greater rate of 
increase from then on. Barrett (1971a) introduced sterility into 
his Monte Carlo model as a linear function of the woman's age, 
after a fixed age. Secondary sterility, which is possibly parity 
dependent,was ignored in the model. At the beginning of the simu­
lation of each woman's history a random number z was inserted into 
a linear equation to produce directly the age at which sterility 
would occur. The end of the woman's reproductive span was taken 
as the minimum of the sterility age and the age at menopause, the 
latter having been calculated by using a Pearson Type I distribution. 
In his (1971b) paper, Barrett produced a table giving the theoretical 
proportions of women sterile at various ages. The estimates of 
sterility were obtained from data for a population in which the 
extent of voluntary childlessness was low, in this case from 1911 
Irish census data. He used the data to show, for instance, that 
the method for estimating age-specific sterility which used the age 
at last conception produced a greater bias than that of proportions 
sterile at marriage, as used by Vincent.
Pittenger (1973) constructed an exponential model of female 
sterility, although he admitted that his figures probably repre­
sented couple sterility as such factors as male sterility cannot be
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isolated in data from non-promiscuous societies. Problems in the 
estimation of sterility were seen to arise because of the different 
reasons for infertility such as the decrease in fecundability with 
age, and contraception. The data presented estimate primary sterility 
only.
Pittenger plotted together six sets of age-specific sterility 
proportions on a semi-logarithmic scale. He noticed a break in the 
slope of the curve between the ages of 30 and 35, just as Vincent 
and Henry had done. Pittenger attempted to find some simple functions 
of age to give sterility proportions, but because of divergence from 
real data he hypothesised that "age-specific sterility proportions 
may not be represented by a function as simple as the exponential" 
(p.H8). As an alternative measure, he considered the age-specific 
probability of becoming sterile; he hypothesised that it increased 
exponentially; that the maximum duration of fecundity was 38 years, 
bounds being represented by ages 12.5 and 50.5. He tried to produce 
a curve which fell along?or slightly below, the lowest values 
indicated by known data. Different calculations were made, using 
different proportions sterile at menarche but keeping the same upper 
bound of fecundity. 1.8 per cent sterility at menarche was seen as 
a "realistic starting point".
In conclusion Pittenger stressed that his models were not 
definitive because of the large amount of personal judgement 
involved in sifting through the data, and then developing the 
appropriate probability curve. From the table it is clear that from 
his curves sterility is estimated at higher ages than the ones for 
which sterility data as such, had been calculated. It must be 
remembered, however, that the first women become menopausal in their 
forties, and so menopause can be regarded simply as final sterility. 
For this reason it might be preferable to use a set of Pittenger
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proportions for age-specific sterility including menopause, rather 
than to use two separate functions for sterility and menopause and 
pick the minimum of the two ages calculated as the true age of 
final sterility. This latter technique was used by Barrett (1971a) 
but it seems unnecessarily complicated. Further, it is probable 
that the method of choosing the minimum of the ages of final 
sterility and menopause and using this age as the cut-off point 
for the simulation, introduces a distortion of the data.
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3.3.3. Gestation
The duration of gestation is determined by the date on which 
conception occurred and that on which the pregnancy was terminated, 
whether by a live birth or a foetal loss. Since ovulation occurs 
approximately in the middle of the menstrual cycle this is the point 
in the cycle at which fertilisation and implantation occur. Two 
weeks (on average) elapse before the first missed menstrual period 
(MMP) is noted. At this point, although the gestation duration is 
only two weeks in reality, for model purposes it is taken as one 
lunar month, i.e., four weeks. This comes about as an effect of 
the approximation from a continuous time scheme to a discrete one, 
counted in units of single lunar months. Although the woman has been 
pregnant for only two weeks, an entire cycle has been expended: the 
Monte Carlo process determined at the beginning of the cycle whether 
conception would take place or not, and for the purposes of the model 
it is immaterial at which point in the month the conception actually 
occurred. Hence gestation duration will be measured from the last 
menstrual period (LMP) before conception rather than the estimated 
date of conception. Most of the available data are presented in this 
form.
Both the probability of a conception ending in a foetal loss, 
and the weight assigned to the early months of the gestation period 
leading to a loss, are underestimated. The probability of the spon­
taneous abortion of an unrecognised pregnancy is absorbed into the 
value assigned to the woman's fecundability: fecundability estimates 
are made without taking into account these "invisible" pregnancies 
and nothing would be gained by first increasing the fecundability 
parameter, and then allowing a proportion of the pregnancies to end
in the first or second months.
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Baumgartner and Erhardt (1953) made a study of birth and 
death certificates in New York City for 1949. Table 3.3.3. contains 
their data for foetal deaths alone and foetal deaths and live births 
surviving for at most one week. Although it was thought that the 
New York data were "more nearly complete than in any other locality" 
(p.147) it was yet recognised that
"if the entire picture were known and an allowance were 
made for the demonstrated deficiency of reporting of 
early abortions, the number of pregnancies terminated 
within the first month or two of conception would be 
much larger" (p.155).
French and Bierman (1962) analysed data from four years of a 
"followup" study of pregnancies on Kauai. It was stressed that the 
risk of loss was known at different levels of accuracy for different 
stages of pregnancy. Registered foetal deaths provide good data for 
the later stages, but "the farther we push back toward the beginning 
of antenatal life...the more limited knowledge becomes" (p.835). 
Although pregnancies can be recognised clinically during the cycle 
after the first MMP it is generally not until the next month that 
foetal losses are seen by physicians. The survey was designed to 
follow pregnancies from the time the women themselves could be aware 
they were pregnant. Life table technique was used to calculate the 
population at risk of foetal loss at different stages, since women 
were constantly entering observation as they became aware of their 
pregnancy and leaving it by death termination, or removal to another 
area. The probability of foetal death between ages x and x + 1 for 
women pregnant at x was calculated as the ratio of foetal deaths over 
the period to the mid-cycle pregnant population. The latter term 
was calculated assuming that reports of new pregnancies, and depar­
tures of pregnant women from the survey, were distributed uniformly 
between gestational ages x and x+1. Hence as the values of x increase, 
the denominator decreases as women whose pregnancies have terminated
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early do not appear in the denominator from then on. The figures 
cited in Table 3.3.3. represent the probabilities of foetal death 
between gestational ages x and x + 1 for those women pregnant at 
four weeks, ie.,at the first MMP.
TABLE 3.3.3.
PERCENTAGE DISTRIBUTIONS OF DURATION IN LUNAR MONTHS FROM LMP
SOURCE 
OF DATA
OF THE GESTATION PERIOD ENDING IN FOETAL LOSS
BAUMGARTNER
(1953)
TABLE 3
Perinatal
FRENCH 
(1962) 
TABLE 2
ERHARDT 
(1963) 
TABLE 7
SHAPIRO 
(1962) 
p . 44
TAYLOR 
(1964) 
TABLE 2 
Caucasians
BAUMGARTNER
(1953)
TABLE 3
MONTHS
1 38 2 1 1
2 46 25 11 54 13 11
3 26 18 41 22 32 27
4 16 7 26 11 18 15
5 4 3 8 6 9 8
6 3 2 4 3 5 7
7 1 1 2 1 4 6
8 1 1 1 2 3 5
9 1 2 1 3 4
10 1 2 2 4 5
11 1 3 1 8 11
MEAN 3.2 2.7 3.9 3.0 4.8 5.4
N 273 895 256 14182 16693
In contrast, Erhardt (1963) used data of loss rates of private 
patients and established a mean of 2.7 months. The author reasoned 
that if many women who abort early either do not recognise that they 
have done so, or require medical care, then those women who do consult 
a physician are the ones with a viable foetus. Hence the usual 
finding of lower loss rates prior to the third month are explained 
by this selection process. Using data from the third month to term, 
the author extrapolated back, assuming no change in the mortality
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pattem over the period . Loss rates are highest just after con­
ception, declining steadily until the eight month. The effect of
underenumerat ion in the early months is evident in the data pre-
2sented by Shapiro et al. (1962) . The data were obtained from
people enrolled in the Health Insurance Plan of Greater New York,
and presented in completed weeks measured from the LMP, as were the
3prospective data of Taylor (1964)". The relevant probabilities 
calculated in this paper are presented as "probabilities per 1000 
given still pregnant at start of indicated period". Since the model 
input requires the proport ions(of the total number of pregnancies) 
which terminate at different gestational ages, some adjustment must 
be made. The data given in Taylor's table are inflated at later 
gestational ages since the base is progressively decreased as preg­
nancies are terminated.
The differences are major between such figures as the ones 
just discussed, which were derived from Taylor (1964), and the un­
adjusted figures. For instance, a calculation which derives the 
probabilities of foetal death between intervals x and x + 1 by forming 
the ratio of reported foetal deaths at that gestational age to total 
foetal deaths, produces a mean of over five lunar months for these 
same data. These figures relate to Caucasians only, and the separate 
table for Negroes produces, in an analogous way, a mean of 6.4 lunar 
months. These misleading figures only serve to underline the under­
reporting of early losses, and the fact that Negroes in the sample 
are even less likely than whites to seek medical care very early in 
a pregnancy.
1. See Table 3.3.3..
2. Ibid.
3. Ibid.
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TABLE 3.3.4.
PERCENTAGE DISTRIBUTIONS OF DURATION IN LUNAR MONTHS FROM LMP
OF THE GESTATION PERIODS ENDING IN EARLY1 AND LATE2 FOETAL LOSSES
SOURCE 
OF DATA
FRENCH 
(1962 ) 
TABLE 2
ERHARDT 
(1963) 
TABLE 7
HYRENIUS
(1964)
p . 20
GIBSON 
(1950) 
TABLE 7
CANADA N.Z. ENGLAND 
8 WALES
MONTHS
"0" 10
1 40 10
2 48 27 20
3 27 19 20
4 17 8 15
5 4 3 10
6 3 2 10
7 1 1 5
8 10 9 16 15 14
9 50 16 19 19 24
10 30 37 31 30 33
11 10 34 34 36 29
12 4
MEAN 1. 2.9 2.2 3.2
2 . 9.4 10.1 9.8 9.9 9.8
N 273 399
Data on gestation periods leading to abortions and still-
births (early and late foetal deaths) are harder to find . Still-
birth data are known with more accuracy than abortion data because
of compulsory registration of deaths after 28 weeks of gestation
in a number of countries. However, abortion (and stillbirth) data
can be calculated from the foetal loss data merely by truncating
the distribution after seven months and adjusting percentages. This
method is inaccurate when used on late foetal loss data presented
in Table 3.3.3. because of the tiny sample sizes involved, but is
4adequate for the abortion data .
4. See Table 3.3.4..
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Hyrenius et al . (1964) presented gestation distributions but
unfortunately began counting from month "0" which for model purposes 
must be considered the first month. This is because even if a con­
ception terminate before the first MMP an entire cycle has been 
"wasted". However, his abortion gestation is counted up to seven 
completed months from zero completed months and this exceeds by one 
month the U.N. definition of abortion . His data are anyway cited 
in Table 3.3.4. despite the fact that his mean of 4.15 months seems 
to be too high. An impasse has been reached as a more feasible mean 
of 3.15 months can be obtained only by starting the distribution 
at month zero. Perrin (1967) presented distributions for both types 
of foetal loss gestation but as he worked with calendar months the 
point of division between early and late foetal deaths differs from 
that given in the U.N. definition: consequently, his distributions 
will not be presented here. Potter (1972b) used a mean of three 
lunar months.
For stillbirths, Gibson and McKeown (1950) presented a 
distribution for gestation in weeks using the first day of the LMP 
as the starting point. Data were obtained from hospital, domiciliary 
and nursing home sources for all births in 1947 in Birmingham to 
mothers resident there\ Potter (1972b) used a mean of nine lunar 
months. Some data from the 1969 Demographic Yearbook are entered 
into Table 3.3.4.: only countries for which registration is compul­
sory after 28 weeks gestation are represented.
We come now to the gestation period associated with a live
birth, and here the state of knowledge is good. Fifty years ago
the Larousse Medical Illustre (1924) noted that the gestation 
5. See Table 3.2.2..
6. See Table 3.3.4..
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duration varied between women and between pregnancies of the same 
woman, ranging from 260 to 290 days. The mean was about 280 days, 
or ten lunar months. It is only to be expected that this distribution 
is well known since there are far fewer complications associated 
with its estimation and the event of birth itself is far from 
uncommon.
Sutton (1945) studied data from the King George V Memorial
Hospital, Sydney, measuring the gestation period from the first day
of the LMP to the end of the second stage of labour. There were
only 300 cases out of a total of 2593 which possessed a gestation
period of less than 251 days or greater than 313 days and these cases
were deducted from the total, narrowing the time range to some 
7extent . Although Sutton declared over-modestly that his sample size 
was "admittedly small", he considered it was sufficiently large to 
give a significant result. As an interesting but irrelevant byproduct 
of his calculations, he found that most women were confined between 
11p.m. and 6a.m., with the maximum between 1a.m. and 2 a.m.. "The 
lowest are at the meal hours" (p.ll).
Gibson and McKeown (1950) studied live births as well as still­
births from their Birmingham data. (All these gestation periods are 
easier to determine than those for early foetal loss because the 
entire pregnant population has been recorded by the earliest gestation 
period. This means that there is not a preponderance of "late starters" 
as occurred with the abortion data.) This sample has a mean of 280 
days: the apparent discrepancy between this figure and the mean of 
10.6 months in Table 3.3.5. is caused by the labelling of the months 
in the table. More exactly, month 10 in the table is really days 
252 - 279 so that the 35 per cent of pregnancies terminating in the 
month should, strictly speaking, appear at the midpoint which is 
10.5 months, or day 265. Hence half a month needs to be added to the
7. See Table 3.3.5..
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means presented in Table 3.3.5. for an estimate to be made of the
0
number of days involved .
TABLE 3.3.5.
PERCENTAGE DISTRIBUTIONS OF DURATION IN LUNAR MONTHS FROM LMP 
OF THE GESTATION PERIOD ENDING IN A LIVE BIRTH
SOURCE SUTTON GIBSON FRENCH HAMMES SHAPIRO TAYLOR HYRENIUS
OF DATA (1945) (1950) (1962) (1970) (1962 ) (1964) (1964)
TABLE 2 TABLE 7 TABLE 6 TABLE 2 p . 44 TABLE 2 p . 20
Caucasians
MONTHS
1
2
3
4
5
6
7
8 1 1 1 1 1 10
9 3 3 4 3 3 20
10 36 35 39 44 42 38 50
11 63 58 57 48 52 55 20
12 1 3 3 2 3
MEAN 10.7 10.6 10.5 10.5 10.4 10.6 9.8
N 15861 2777 198408 5852 5150
The Hawaian study of French and Bierman (1962) provided
data on live births . Hammes and Treloar (1970) provided data from 
Californian births which were obtained from vital records requiring
8. Of incidental interest is the paper of McKeown, Gibson and 
Dougray (1953) which sought to find a connection between 
the length of the live birth gestation period and the 
length of the menstrual cycle.
9. See Table 3.3.5.
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the date of onset of the LMP . Excellent agreement was reached 
with "highly accurate data on 2,614 gestational intervals provided 
in a research program" (p.1504). Data from Taylor (1964) and 
Shapiro et al. (1962) are also included in Table 3.3.5.. There is
excellent agreement amongst all the experimentally derived data in 
the table, a function perhaps of the ease of recognition of the 
event, and of large sample sizes.
As far as data input used in models is concerned, Hyrenius 
et al. (1964) presented the first distribution, marred by the fact
that the count commenced from month "0". It is presented in 
Table 3.3.5. as a contrast to the other distributions: there seems 
only a vague relationship between this distribution and "reality".
This is only to be expected as the distribution was constructed 
from no more information than the mean duration of pregnancy. In the 
presence of better data the Perrin (1967) distribution will not be 
presented. Barrett (1971a) used a fixed period of ten lunar months 
for live birth gestation (and nine for still births) but used a 
geometric distribution for abortion gestation.
Probably the best input data available to us relate to the live 
birth gestation distribution'*’’*’. Although there are difficulties in 
establishing a comparable distribution of gestation leading to foetal 
loss it seems clear that the probability of a termination decreases 
with an increasing gestation duration, at least up to the eighth 
month, at which point stillbirths first occur.
10. Ibid.
11. Although Davy (1967) reported that New Zealand data on live 
birth gestation are unsatisfactory: fluctuations between 
different years "suggests the incidence of inconsistent 
evaluations by medical practitioners generally" (p.109).
We are reminded yet again that the best data are never perfect.
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3.3.4. Post Partum Amenorrhoea and Lactation.
The extent of our knowledge of the distributions of post 
partum infecundity, particularly after foetal death is much 
narrower than that concerning any of the other input distributions 
required for the Monte Carlo model. This could prove to be a source 
of error in a case where the population under consideration had a 
high probability of foetal loss. Hyrenius et al. (1964) examined
the available data, which were by no means extensive, and using such 
data as the mean numbers of anovulatory cycles, and the mean lengths 
of post partum amenorrhoea, the authors constructed distributions 
for the total infecundity due to foetal losses . It must be remem­
bered that these are partly conjectural, while being the best avai­
lable at the time.
Potter, New and others (1965) carried out a prospective 
survey in 11 Punjab villages, and presented data on the proportion 
of wives still in post partum amenorrhoea at the end of a specified 
number of months after the previous delivery, by the outcome of 
that delivery. The difference between the proportions of women still 
amenorrhoeic at the beginnings of months x and (x+1 ) gives the pro­
portion of women who have an amenorrhoeic duration of exactly (x+1) 
months. These women have become fecund by the beginning of month 
(x+1). Those women who become fecund in the first month after 
delivery are said to be amenorrhoeic for one month as an entire 
cycle is involved. In the context of the model we do not deal with 
data in completed months, but in commenced months. The Khanna study
data are not given in single months, but have been adjusted to be
2comparable with the Hyrenius data . Perrin (1967) quoted distributions 
1. See Table 3.3.6.
2. Ibid.
1 5 4
in terms of calendar months, and these have been adjusted to lunar
3months using linear interpolation . It must be assumed that his 
distributions are, once again, factually based theoretical ones 
although his mean values are consistently higher than those of the 
other sources quoted. Further, mean values used by Potter (1972b) 
were 2 and 1 months for stillbirths and abortions respectively, 
while Potter and Sakoda (1968) used values of 3 and 1 months res­
pectively .
The distribution of amenorrhoea after a live birth poses 
different problems because of the effect of lactation in extending 
the period of infecundity. However, there has been much more work
done on this topic than on infecundity following foetal loss.
4According to Henry , the interruption of lactation by infant death 
causes the early resumption of ovulation, and the possibility of 
an early conception. He rejected the reverse hypothesis that early 
conception may interrupt lactation and hence cause the death of 
the infant. It is noteworthy, however, that Harrington (1971) found 
three factors of importance in her study of high fertility and high 
infant and child mortality in Ghana, Niger and Upper Volta. In 
examining the process of the death of a child being followed shortly 
afterwards by the birth of another she found a series of possible 
explanations: the mother has consciously produced a "replacement"; 
her period of amenorrhoea has been shortened due to the cessation 
of lactation so that she becomes fecund sooner than expected; the 
first child has died from malnutrition (or an associated disease) 
caused by his early weaning at the birth of the second child. In 
this latter case, the birth of the second child precedes the death 
of the first. This series of events does make a contribution to the
3. Ibid.
4. Tietze (1961) p.l.
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overall high fertility / high infant and child mortality picture 
in underdeveloped countries, although it is impossible to ascertain 
its exact degree of importance.
Menstruation generally returns before lactation has ceased, 
but this is by no means an inflexible rule. Tietze (1961) studied 
reports on endometrial biopsies and came to the conclusion that 
ovulation was almost universally absent during post partum amenorrhoea. 
When ovulation occurred, the first menstrual flow followed within 
ten days, conception not having taken place. The method of plotting 
basal body temperature, which shows a sudden rise at ovulation, gave 
the same results. There was no evidence that the proportion of 
anovulatory cycles among the early cycles after the resumption of 
menstruation differed between lactating and non-1act ating women.
On average there were two anovulatory cycles or, at least, the 
first cycle was most commonly anovular^, and eight to twelve weeks 
of amenorrhoea, for non-lactating mothers. So, for model purposes, 
non-1act ating women would be sterile for 16 to 20 weeks after 
delivery. The actual duration of breastfeeding affects the length of 
sterility for lactating women. Ovulation ordinarily continues once 
it has been re-established so that if the next pregnancy is not 
wanted, the use of contraception must be introduced at the first 
menstrual flow, if not before. Alternatively, as Sharman (1967) 
put it, in the majority of women, taking the contraceptive pill 
could be safely postponed until the sixth week post partum.
The post partum figure cited by Tietze exceeds those quoted 
in other sources since, for instance, Sharman (1967) quoted an 
ovulation on day 42 after confinement. Other contradictions exist 
as well, Perez et al. (1971) found from a survey of the literature
that the proportions of ovulatory first cycles ranged from 0.14 to 
0.58. A value of 0.73 was obtained in this study. Ovulation was
f. Sharman (1966) p.84.
157
found to be rare before day 42 and in the presence of full breast­
feeding, rare before day 60. The paper challenged the generalisation 
that the period of anovulation exceeded by two cycles (lunar months) 
the period of post partum amenorrhoea. Data from this study indicated 
that ovulation preceded menses in three out of four cases and the 
final conclusion was that the post partum amenorrhoea period was of 
about the same length as the post partum anovulatory period.
Many authors^ have written of the belief that lactation in 
some way prevents conception. Of Khanna study women, Wyon and Gordon 
(1971) wrote that:
"Many(wives) maintained stoutly that lactation results 
in a natural spacing of pregnancies, with no need of 
birth control for a year or more after a child is 
born" (p.86 ) .
7Data from this study indicated that the distribution of post partum 
amenorrhoea for stillbirths and neonatal deaths are very similar. 
These distributions can be pooled to give an approximate distribution 
for non-lactating women since in the first case there has been no 
lactation, and in the second the child has died within 28 days of 
birth so that lactation has not continued very long. Ten months 
after delivery over 90 per cent of the non-lactators had menstruated 
but only after more than two years had 90 per cent of the lactating 
women started to menstruate again. The authors considered that breast 
feeding suppressed menstruation for a median of ten months past the 
time otherwise expected. (Another factor in post partum conceptive
Qdelays is post partum abstinence but this is an entirely different 
question since it is controlled by cultural and psychological 
factors, not physiological ones.)
5 . Berman (1972) p.524; Van Ginneken (1974) p„201; footnote 3.3.4.4.
7. Wyon and Gordon (1971) fig.77.
8 . See Chapter 5 where lactation amenorrhoea and sexual abstinence 
are discussed in some detail.
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Striking evidence for the connection between the two periods 
was presented by Knodel (1970). In the Bavarian village he studied 
it was known that during the end of the nineteenth and the beginning 
of the twentieth centuries women rarely breastfed their children for 
more than a month, if at all. Before this period, birth intervals 
were related to the fate of the child, since survival meant that the 
mother lactated, thus inhibiting ovulation. For those women in the 
sample who were married between 1692 and 1860, the mean birth inter­
vals following infant deaths were exceeded by those following sur­
vival . The reverse trend was apparent for women married between
1850 and 1939. It was postulated that the increase in both intervals
9for women married in this century was due to birth control .
The Khanna study provoked other work on post partum steri-
10lity . It was found that post partum amenorrhoea lengthened with 
the age of the mother: a mean value of eleven months was obtained 
increasing at the rate of one month for every four additional years. 
Henry (1972) came to this conclusion also, by examining the first 
and second moments of nonsusceptible period. He hypothesised a 
continously increasing duration of post partum amenorrhoea with 
increasing age, but not necessarily at a constant rate.
Salber, Feinleib and MacMahon (1966) used a self-administered 
questionnaire to obtain data on post partum amenorrhoea and breast­
feeding in the U.S.A..Those women who lactated for less than a month
had almost the same median duration of amenorrhoea as those who never
11 12 lactated at all , the period being two lunar months . It was found
that the median duration of amenorrhoea increased by about half a
9. For a more detailed analysis of the "replacement effect" see 
Knodel (1975): see also Chapter 7.
10. Potter, Wyon, Parker and Gordon (1965) p.85 ff.
11. Cf. footnote 3.3.4.7.
12. See Table 3.3.6.
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month for each month's increase in the duration of lactation. The 
overall mean duration of post partum amenorrhoea was only 68 days 
and this was caused principally by the fact that only 22 per cent 
of the women lactated at all, and only 12 per cent for at least 
three months. It was suggested that nutritional factors were the 
most important next to the duration of lactation in explaining why 
Indian post partum amenorrhoeic periods were so much longer than the 
American ones. In the latter case the use of feeding supplementary 
to the mother's milk was thought to be partly responsible for the 
shorter amenorrhoea periods in this group.
Bonte et al. (1969) studied prolonged lactation in Rwanda.
In this study it was found that ovulation preceded menstruation.
By 27 months after delivery the contraceptive effect of lactation 
had largely disappeared. Jain et a1. (1970) found no effect of
parity on lactation or amenorrhoea but that age affected amenorrhoea 
directly and through lactation. Unfortunately, distributions are 
not presented in single months: this difficulty occurred with the 
Potter, New et al. (1965) paper but it was felt that linear inter­
polation could be used for the amenorrhoeic periods occurring after 
a foetal loss. A mean post partum duration of 10.6 months was 
obtained for breastfeeders, and 3.5 months for the six per cent who 
did not breastfeed. In the Jain study of 1972 it was found that there
is a linear relationship between lactation and amenorrhoea when the
1 3former period is between 6 and 21 months long . Mean amenorrhoea
periods were almost the same as the ones cited in the previous paper.
14Much smaller values were obtained in Berman's Alaskan study (1972)
for both nursing and non-nursing women. (It should be recorded that
13. Jain (I969d) had found that the length of the pregnancy interval 
was linearly related to maternal age, but considered that 
this was due to declining fecund ability as well as an increase 
in the duration of post partum amenorrhoea. "These two factors 
cannot be separated out from the available data." (p.428)
’4 . See Table 3.3.6.
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the relevant Berman data and Selber data are expressed as proba­
bilities of the first post partum flows occurring by the end of 
the month for those women still amenorrhoeic. This has to be con­
verted into data expressing the proportions of the sample amenorrhoeic 
for different periods of time.)
Karkal (1969) presented findings from a follow-up survey of 
mothers of births registered in several areas of Greater Bombay 
during the period January-March 1965. Only 60 per cent of these 
women were available at the first interview, and a further 12 per 
cent were lost during the follow-up interviews. It is interesting 
to note that 22 women, or 1.5 per cent of the remainder, conceived 
while they were still amenorrhoeic. The mean duration of post partum 
amenorrhoea was roughly 34 weeks, with the median at about 27 weeks. 
Cross tabulations by age and parity of mother, religion, educational 
status, income, occupation and mother tongue were performed: but 
since no data were available on the most crucial factor, lactation, 
"due to some administrative reasons" (p.8) the value of these tables 
is doubtful. It is possible that some, if not all of the factors 
used in the cross tabulations are significantly correlated with the 
duration of lactation. No trend at all is discernible from the tables 
presenting mean length of amenorrhoea by age and parity of the 
mother: if one expected amenorrhoeic periods to increase in length 
with age or parity one must also take into account the fact that 
higher parity women have been selected out for shorter periods of 
temporary infecundity so that they could actually attain the parity 
level in question. It is clearly dangerous to attempt to draw any 
conclusions at all from the tables presented, and unfortunately the 
ones which would have been of value, showing the effects of lactation 
duration, were not presented.
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Leridon (1973a) presented data culled from different sources. 
Without lactation, a mean amenorrhoea period of two lunar months 
was given by several sources. Cronin's study (1968) of 93 non lacta- 
ting women produced a mean duration also of two lunar months and a 
median of the same length’*’^ . One third of the initial flows were 
preceded by ovulation, and half were immediately followed by ovulation. 
When women had lactated 80 per cent of the sample had ovulated by 
the end of the first post amenorrhoea menstrual cycle. However, none 
of the Cronin sample sizes exceeds 100 so care must be taken not to 
assign too much weight to the results.
Although there is a plenitude of material on the relationship
between the mean durations of lactation and amenorrhoea there is no
such abundance of good data on the distribution of post partum
amenorrhoea since the duration of lactation is such a critical factor.
Studies which divide mothers into non-lactators and lactators are
ignoring the great variations in amenorrhoeic periods caused by
16variable lactation durations . All the difficulties inherent in the 
construction of suitable distributions of amenorrhoea have not, 
however,prevented workers in the field from attacking the problem 
with the available data. Hyrenius et al. (1964) used mean data rela­
ting to total infecundity and anovulatory cycles for the categories 
of "no lactation" and "prolonged lactation". On the basis of these 
averages a distribution of post live birth amenorrhoea was constructed 
with, however, no differentiation according to the length of the 
lactation period. Two anovulatory cycles were thought to follow the 
period of amenorrhoea, which seems an overestimate in the light of
15. Ibid.
16. See Table 3.3.7.
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later work. Mean amenorrhoea periods of two and eleven lunar months 
were thought to occur in the cases of no lactation and prolonged 
lactation respectively. At the time this was probably the best 
available input of this type.
TABLE 3.3.7.
DURATION IN 30 - DAY MONTHS OF POST PARTUM AMENORRHOEA 
IN LACTATING WOMEN BY DURATION OF LACTATION IN MONTHS 
FROM SALBER 1966 TABLE 2
LACTATION
DURATION 0 - 1 2 - 3 4 - 5 6 - 9
MONTHS
1 .06 .01 .01
2 .55 .24 .15 .14
3 .33 .49 .13 .09
4 .03 .23 .23 .06
5 .03 .02 .31 .16
6 .01 .13 .19
7 .02 .15
8 .01 .07
9 .01 .06
10 .05
11 .03
MEAN 2.42 3.10 4.24 5.71
N 100 136 112 137
Other workers who have required such data for their models
have merely specified the distributions which they were to use. 
Perrin (1967) presented a distribution with mean eight calendar 
months while Potter, Sakoda et al. (1968) used one of 3.5 months,
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obviously referring to a non-1act ating group of women. The Potter, 
Jain et al. model of 1970 used a value of eight months, here refer­
ring to a breastfeeding group of women. Potter (1972b) used a 
distribution which was a function of age: at age 27.5 the mean 
duration was ten months; at 32.5, 12 months; and from 37.5 onwards,
13 months.
Ginsberg (1973) proposed a model of the effect of lactation 
on the length of post partum amenorrhoea, and it was seen to fit 
the data of Perez (1971) very well. It was assumed that ovulation 
could not occur until after the fifth week post partum (independent 
of age and parity) and that times of full and partial nursing are 
independently exponentially distributed. It was noted that the 
Ginsberg model could not be checked against contemporary American 
and European populations because of the short (or absent) period 
of nursing in the latter societies.
It is clear that the choice of a distribution to represent
17post live birth amenorrhoea is by no means a straightforward one 
However, in simulations of developed societies where breastfeeding 
is a novelty, not the standard practice, and where its duration is 
much shorter than for, say, Khanna study villagers, it should be 
sufficient to use a distribution for non-lactating women. As is 
evident in Table 3.3.6. this distribution does not differ widely 
from the post stillbirth figures, if we leave aside the Perrin (1967) 
data. At least, the variations within the categories of stillbirth 
and no lactation are no greater than the variations between them.
The quality of the data does not lend itself to an analysis of 
variance, but from a priori reasons, this seems to be acceptable. 
Further, it has been mentioned that Wyon and Gordon (1971) data
17. See 5.1 for a more complete account of this problem.
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showed a great similarity between distributions for stillbirths 
and neonatal deaths; and Salber (1966) data for no lactation, and 
for one month's lactation, support this view.
C H A P T E R  F O U R
REFINEMENT OF THE MODEL
’...I have know'd that sweetest and best of women,’ said Mrs 
Gamp, shaking her head, and shedding tears, ’ever since afore 
her First, which Mr Harris who was dreadful timid went and 
stopped his ears in a empty dog-kennel, and never took his 
hands away or come out once till he was showed the baby, wen 
bein' took with fits, the doctor collared him and laid him on 
his back upon the airy stones, and she was told to ease her 
mind, his owls was organs. And I have know'd her, Betsey Prig, 
when he has hurt her feelin’ art by sayin' of his Ninth that 
it was one too many, if not two, while that dear innocent was 
cooin* in his face, which thrive it did though bandy...'
Charles Dickens 'Martin Chuzzlewit' (1844)
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4.1 INTRODUCTION
In the concluding section of Chapter Two a preliminary model 
was established, and its output compared with Hutterite data. Con­
sidering that the only input obtained from studies made on 
Hutterites was the distribution of marriage ages among Hutterite 
women it is perhaps surprising that the fit of the model to the 
real population was as good as it was^. No attempt was made even 
to choose input distributions suspected to be similar to those 
operating in the Hutterite population. The results of that first 
simulation carry the warning that superficially pleasing output 
can be obtained through a fortunate but quite accidental com­
bination of second-rate input data: this chapter is presented as 
an answer to that warning. The previous pages have covered in 
some detail the available literature on the types of biological 
information required by the model. This chapter has two basic 
obj ectives :
1. To choose the "best" biological input, and incorporate it into 
the present model to see how close an agreement of model output 
with Hutterite data can be achieved. By "best" is meant those data 
which seem, on face-value, to have been collected and analysed under 
the most favourable conditions - large sample size, for instance - 
and also which seem from prior knowledge to be appropriate to the 
Hutterite population - for instance, we would choose a distribution 
of post live birth amenorrhoea suited to the known period of Hutte­
rite breastfeeding.
22. To examine the effects of varying the input data and hence 
discover the interrelationships between these data, and the relative 
importance of changes in different distributions and constants.
1. See Figure 2.4.1.
2. See Table 4.1.1. overleaf.
Table 4.1.1, Runs developed In Chapter 4.
5 Input Poet Live
Run Parent Run Sample Site Fecundabillty Sterility Distributions Birth Sterility Foetal Loss Marriage Age Menopause
la 4000 0.20 0.05
i' 1000 0.28 0.023
1 a ' 4000 0.28 0.023
2 1 1000 0.20 0.05
2' 1000 0.28 0.023
3 1 1000 0. 0 0.05
3a 4000 0. 0 0.05
3’ 1000 0. 8 0.023
3a' 4000 0. 8 0.023
4 1 1000 0. 0 0.05
4' 0. 8 0.023
5 3 0. !0 Pittenger
27.A *
6 3 0. 20 Pittenger
57>
7 3 0. 20 Tiet re A
V 0. 8 Tiet re A
8 3 0. 20 Pittenger
27.B **
9 3 0. 20 Pittenger
57.B
10 3 0. 20 Tietze B
10' 0. 28 Tietze B
11 3 0. 20 0.0 5
12 3
13 3
14 3
15 3 Vers Lon I
16 3 Version I
plus Area 1
17 3 Version I
plu Area 2
18 3 Version I plus
Areas 2 and 3
19 15 Version 1
20 8 Version I Pitter g«r
27J
21 8 Version I
plus Area 1
22 8 Version I
plus Area 2
23 8 Version I plus
Areas 2 and 3
24 8 0 .20
25 8 Version I
26 8 Version I
plus Area 1
27 8 Version I
plus Area 2
28 8 Version I plus
Areas 2 and 3
29 15 Version I 0.05
30 20 Version I Pittenger
27.B
31 15 Version II 0.05
32 20 Version II Pittenger
27.B
33 20 Version I Tietz B
34 32 Version II
35 33 Version I
36 34 Version II
37 10 0 .20
* Discontinuous Function.
Hyrenius
Reviaed
Hyrenius
Salber 6-9
Salber 4-S 
Salber 6-9
177. FEC Diacont Inuoua Hyrenlu«
Function
Constant 
MacMahon 
Frare White 
Frere Bantu 
Hyrenlua
MacMahon
Function 
Function 
177. FEC
Hyrenlua
Hyrenlua
Continuoua 
Function
** Continuous Function.
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The calculation of 95 per cent confidence intervals around mean 
values gives an indication of the degree of variability inherent 
in the output.
This second aim is clearly a by-product of the first; but 
were one to seek only to fit one's simulation results to Hutterite 
data, and examine no further the mechanics of the model, one would 
gain an incomplete picture of its potential, and its limitations.
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4.2. VARIATIONS IN TEMPORARY AND PERMANENT INFECUNDABILITY.
4.2 .1.Gestation and Post Partum Amenorrhoea.
The six distributions of gestation and post partum amenorrhoea 
were constructed for use in the Hyrenius (1964) model from a know­
ledge of mean data: clearly there is room for improvement here^. 
Table 3.3.4. presents data on gestation periods relating to foetal 
loss and from it two distributions are drawn. Erhardt (1963) 
suitably adjusted his abortion gestation data in an attempt to 
remove the bias caused by early unrecognised pregnancy and abortion. 
His distribution possesses a mean of 2.2 lunar months being a full 
lunar month shorter than the Hyrenius (1964) data. Assuming, in the 
absence of contrary evidence, that the gestation distribution of 
stillbirths does not vary from developed to underdeveloped coun­
tries one can obtain a global distribution from the compulsory 
registrations required in the former. Data from New Zealand were 
chosen although Canadian or English data could have been selected 
with as much justification. Table 3.3.5. presents live birth 
gestation figures: one can be excused for wishing that all the 
required input data were equally as well known. The Hammes (1970) 
distribution was selected on the basis of sample size although it 
is evident from the table that this is not the only possible choice. 
It should be noted that both the chosen distribution of stillbirth 
gestation and that of live birth gestation possess slightly smaller 
means than the corresponding Hyrenius ones.
Unfortunately the choice of post partum sterility periods is 
not quite so straightforward: in fact, the Hyrenius post abortion 
distribution was retained simply because there were no better data 
available. In Table 3.3.6., which presents amenorrhoea distributions 
for non-1 actating women, the Hyrenius mean falls between two other
1. Data presented in Table 2.4.1.
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sets of data which are themselves of dubious worth , and there 
seems to be no justification for rejecting the distribution which 
is already in use.
Post stillbirth amenorrhoea and post live birth amenorrhoea
can be considered together when the mother does not breastfeed her
3child^, and out of these two sets of data in Table 3.3.6. the 
Selber distribution is the most respectable, largely because of 
sample size. For the purposes of ensuing simulations, and for 
reasons which will become apparent when these simulations have been 
described, the five new distributions just chosen will often be 
grouped together.
As far as post live birth amenorrhoea is concerned,
Table 3.3.7. presents the best input since it is partitioned accor­
ding to the duration of lactation. In the simulations to come the 
period of lactation will always be specified when input from this
4table is used. The mean of the corresponding Hyrenius distribution 
is nearly six lunar months longer than the greatest mean from 
Table 3.3.8. being the most marked divergence between "new" and 
"old" data that is to be found in these six distributions.
To investigate the effects of varying the six input distri­
butions four programs were established as detailed in Table 4.2.1.. 
The alternative parameter values of 0.28 fecundability and 0.023 
for sterility were obtained from studies on the Hutterites made 
by Sheps (I965b)^. Run numbers written with an asterisk denote the 
use of these different parameter values; those followed by an "a"
indicate a sample size of 4,000 rather than 1,000. Figures for mean
2. See 3.3.4.
3. Ibid.
4. See Table 2.4.1.
5. Tietze found five childless marriages out of a sample of 209 
families, giving 2.4% sterile at marriage.
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live births and mean first and second birth intervals are also 
presented in Table 4.2.1..
Figure 4.2.1. presents the percentage distribution of live 
births for runs 1 and 2: it analyses the effect of using first all
Hyrenius data, and then the five revised distributions with the 
Hyrenius distribution of post live birth amenorrhoea. Runs 1 and 2 
are very similar, as are their counterparts 1' and 2', but this 
latter pair is shifted slightly to the right as a result of the 
higher fecundability value, which means a greater ease of conception. 
The fact that the runs group themselves so clearly into pairs 
emphasises the importance of the post live birth amenorrhoea dis- 
tribution and the relative unimportance of the changes in the 
first five distributions: this latter point, however, still does 
not invalidate the work done in establishing these five distribu­
tions, if only for the model's "integrity". We noticed that the 
means of the five new distributions were slightly exceeded by the 
Hyrenius values, and this leads to an increase of mean live births
from 10.8 to 11.2, and a corresponding decrease in mean birth
7intervals . Similarly, the runs using the higher fecundability 
value show a small increase in mean live births from 12.0 to 12.2, 
and the same birth interval effect.
Figure 4.2.2. compares the live birth distributions using 
the old and the revised sets of distributions, with the new S4 
distribution being the one obtained by Salber for six to nine 
months lactation. Once again the runs fall into pairs, the higher 
fecundability distributions being shifted to the right, but the 
effect of the shorter sterility period is unmistakable. (These runs
6. Called the S4 period from now on in this section, for convenience.
7. See Table 4.2.1.
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were repeated as shown in Figure 4.2.4. with a fourfold increase 
in sample size, and although the smoothing effect is obvious in 
the graph, the mean figures are almost identical with those of the 
runs in Figure 4.2.2..) Means of 10.8 and 14.0 were obtained for 
live births, and although mean first birth intervals were almost 
the same for the runs 1, 2 and 3, the effect of the change in the 
S4 distribution on later birth intervals where post partum steri­
lity first has a role to play was marked, a drop from 28.9 lunar 
months for run 1 to 22.0 for run 3. The overall effect of the new 
S4 distribution is radically to shift the distribution to the right, 
since a shorter sterility period implies that more pregnancies can 
be initiated during each woman's reproductive span.
Figure 4.2.3. compares the distributions of runs 3 and 4 
which vary in that the former's S4 distribution relates to six to 
nine months lactation, and the latter's to four to five months.
As would be expected the latter's distribution is shifted to the 
right, but this movement is reasonably slight compared with the 
difference noted in Figure 4.2.2..
To sum up, the S4 distribution has emerged as the most 
important of the six distributions under discussion in this section: 
"important" in the sense that its great capacity for variation with 
changes in the length of the lactation period ensures that it is 
the major component of change when the six distributions are revised.
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4.2.2. Sterility and Menopause.
In all the simulation runs so far a constant value has been 
used to determine the number of sterile brides and from that point 
onwards all women are considered fecund up to menopause. However, 
many women become sterile before menopause . So an alternative 
course of action to eliminating from the fecund category only at 
the commencement and the termination of the reproductive period is 
to allow them to become progressively sterile with increasing age: 
from an overall view, women are successively plucked from the initial 
fecund sample until, at the upper menopausal limit, none remain.
Such an approach removes the necessity for using a distribution of 
menopausal ages at the upper reproductive limit, and a constant 
value at the lower one.
Data for the following runs were derived from Pittenger 
(1973) and Tietze (1957), the latter referring to Hutterites. Pre­
liminary runs were made using the data exactly as they appear in 
Table 3.3.2.. For example, using the Pittenger five per cent table 
there are five per cent of women sterile from age 17.5 up to 22.5 
and six per cent from 22.5 up to 27.5. In the next series of runs 
such artificial discontinuities as this jump at age 22.5 from five 
to six per cent sterile were eliminated by linearly extrapolating
the percentages so that at age 20 5.5 per cent of women are
2sterile . Table 4.2.2. presents the characteristics of these runs, 
and also gives the values of mean live births and mean first and 
second birth intervals.
1. See Table 3.3.2.
2. See Figure 4.2.5.
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FIGURE 4.2.5.
PERCENTAGE OF WOMEN STERILE 
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Runs 5 and 8, 6 and 9, and 7 and 10 can be examined in 
pairs with the first run of each pair incorporating a discontinuous 
distribution of sterility by age, and the second run one of the 
distributions in Figure 4.2.5.. It is clear from Table 4.2.2. that 
the effect of smoothing the sterility distributions is to decrease 
the mean number of live births and this is to be expected since the 
probability of a woman's becoming sterile between ages five years 
apart is constant for the unsmoothed runs, but monotonically in­
creasing from that constant value in the revised runs. In each case 
the decrease in mean live births is about 1.5: birth intervals are 
not affected, however. The effect of increasing fecundability in 
runs 7' and 10' is to increase mean live births by about one birth, 
with the inevitable shortening of birth intervals.
Since these runs were derived by editing run 3 from a 
constant sterility value to a distribution it is appropriate to
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FIGURE 4.2.6.
DISTRIBUTION OF LIVE BIRTHS 
OF RUNS 3, 6 AND 9
-------- • RUN 3
--------A run 6
- .... - A RUN 9
w 16
> --- A -
B I R T H SL I V EN U M B E R
compare them with that run. While birth intervals are not signifi­
cantly different the mean number of live births declined from 14.0 
for run 3 to between 11.7 and 12.2 for runs 5 to 7, and to between 
10.2 and 10.7 for runs 8 to 10. The mechanics of this change are 
illustrated in Figure 4.2.6. which compares runs 3,6 and 9. Run 6 
is shifted to the left of run 3 as completed family sizes of as 
few as two children are made possible by the continual removal of 
women from the reproductively active population. The flattening 
effect of the distribution is even more evident in run 9 which 
lies to the left again of run 6: the effect of introducing progres­
sive sterility is both to allow smaller completed family size and 
a greater variation in family size. Figure 4.2.6. also demonstrates 
that smoothing the sterility distribution smoothes the output 
distribution of live births: the distribution of run 9 is considerably
FIGURE 4.2.7. • RUN 3'
DISTRIBUTION OF LIVE BIRTHS 
OF RUNS 3, 7 AND 10
---------  * RUN 7'
---------  A run IQ’
less jagged that that of run 6. The same effects are evident in 
Figure 4.2.7. although these latter runs are all slightly shifted 
to the right as a result of the increased fecundability value.
An alternative way of comparing the effect of progressive 
sterility distributions is to examine age-specific fertility.
Table 4.2.3. presents the output in several different ways: first, 
the percentage distribution of live births for each run is presented 
by the age of the mother; and second, within each age group in 
subsequent runs total fertility is expressed as a percentage of 
the age-specific live births of run 3.
The first section of Table 4.2.3. shows the "compression" 
effect of progressive sterility: between the ages of 20 and 40 women 
from runs 3, 8, 9 and 10 have borne respectively 68.2, 83.2, 84.3 
and 83.7 per cent of their children. From age 40 onwards women from 
these runs have produced 29.4, 13.6, 12.8 and 13.2 per cent of their 
offspring: the average effective reproductive span has been shortened.
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TABLE 4.2.3.
DISTRIBUTIONS OF LIVE BIRTHS BY AGE OF MOTHER FOR RUNS 3, 8, 9 AND 10
Age Group Run 3 Run 8 Run 9 Run 10
10 - 14 0 0 0 0
15 - 19 2 .4 3.2 2.9 3.1
20 - 24 10.7 14.7 14.7 13.8
25 - 29 18.3 24.3 25.0 23.4
30 - 34 19.6 24.2 24.6 25.0
35 - 39 19.6 20.0 20.0 21 .5
40 - 44 17.8 11 .6 10.7 11.4
45 - 49 10.3 1.9 2.0 1 .8
50 - 54 1.3 0.1 0.1 0
TOTAL 100.0 100.0 100.0 100.0
DISTRIBUTIONS OF LIVE BIRTHS BY AGE OF MOTHER EXPRESSED AS PERCENTAGES
OF RUN 3 (INDEX FOR RUN 3 = 100).
IndexAge Group Run 3
Total
Fertility Run 8 Run 9 Run 10
10 - 14 0
15 - 19 333 102 88 98
20 - 24 1497 105 100 98
25 - 29 2555 102 99 97
30 - 34 2737 95 91 97
35 - 39 2734 78 74 83
40 - 44 2492 50 44 48
45 - 49 1433 15 14 13
50 - 54 188 9 8 0
TOTAL 13969
It is interesting to note in passing that the percentage distribution
of runs 8 and 9, incorporating the two Pittenger distributions, are
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almost identical. However, differences between these distributions 
are apparent in the second part of the table: for ages 15 - 30 the 
fertility of run 8 actually exceeds that of run 3, but the ferti­
lity of run 9 nowhere exceeds that of run 3. This is explained by 
the fact that run 3 initially removes five per cent of the sample, 
while run 9 removes this percentage at age 17.5 but then continues 
to remove women: run 8 has removed this percentage of women only 
by age 27.5 years.
Marked differences between the runs appear only after 
age 35: so many women have become sterile that the drop in ferti­
lity for the 35 - 39 age group ranges from 17 to 26 per cent less 
than the original value. The drop becomes progressively more drama­
tic with increasing age, as is quite clear from the table.
Despite the fact that such progressive sterility distri­
butions will be used in all further investigations, it is intrin­
sically worthwhile to examine the effects of varying the distri­
bution of menopausal age. Table 4.2.4. contains the specifications
3of the ensuing runs . The first run of this series uses a constant 
age of 47 for all women, this being the mean of the Hyrenius dis­
tribution used in run 3, but further runs use distributions taken from 
Chapter Three. Table 4.2.4. also presents the mean fertility and
mean first and second birth intervals of these runs.
TABLE 4.2.4.
CHARACTERISTICS OF RUNS 11 TO 14 (DERIVED FROM RUN 3), AND 
MEAN LIVE BIRTHS AND FIRST TWO BIRTH INTERVALS
Run Sample Size Menopause Mean Live 
Births
Mean First
Birth
Interval
Mean
Second
Birth
Interval
11 1000 Const ant 14.0 16.4 22.0
(Run 3)
12 1000 MacMahon 15.7 16.6 22.2
13 1000 Frere White 17.2 16.5 21 .6
14 1000 Frere Bantu 16.7 16.2 22.2
3. See 3.3.1.
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FIGURE 4.2.8
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Figure 4.2.8. illustrates the danger of using a constant shut-off 
value instead of a distribution. Despite the fact that the mean 
fertility of these runs is identical, the distributions of live 
births are quite different with that of run 11 being compressed 
from either side so that it forms an unnaturally high peak.
Figure 4.2.8. also contains the most extreme of the other three 
runs, run 13; and although its distribution has the same shape as 
that of run 3 it has been slid along to the right, increasing mean 
fertility by about three live births.
Table 4.2.5. has the same format as Table 4.2.3. but it 
demonstrates quite the opposite effects. In the first section of 
the table percentages of age-specific fertility in runs 12, 13 
and 14 are consistently lower than those of run 3 up to the age 
of 45: at this point women from runs 3, 12, 13 and 14 have pro­
duced respectively 88.4, 80.9, 74.0 and 75.5 per cent of their 
offspring; from this age on they have borne respectively 11.6,
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19.1, 26.0 and 24.5 per cent. The fact that in run 13, for instance,
2.5 per cent of live births occur to mothers aged between 55 and
59 casts serious doubt on the authenticity of the actual menopausal 
4data
TABLE 4.2.5.
DISTRIBUTIONS OF LIVE BIRTHS BY AGE OF MOTHER FOR RUNS 
3, 11 , 12, 13 AND 14.
Age Group Run 3 Run 11 Run 12 Run 13 Run 14
10 - 14 0 0 0 0 0
15 - 19 2.4 2.3 2.0 1 .6 1.9
20 - 24 10.7 10.9 9.5 8.6 8.8
25 - 29 18.3 18.6 16.7 15.2 15.4
30 - 34 19.6 19.7 17.6 16.0 16.4
35 - 39 19.6 20.2 18.0 16.4 16.6
40 - 44 17.8 20.3 17.1 16.2 16.4
45 - 49 10.3 8.0 13.8 14.4 14.4
50 - 54 1.3 0 4.9 9.1 8.0
55 - 59 0 0 0.4 2.5 2.1
Total 100.0 100.0 100.0 100.0 100.0
DISTRIBUTIONS OF LIVE BIRTHS BY AGE OF MOTHER EXPRESSED AS
PERCENTAGES OF RUN 3 (INDEX FOR RUN 3 = 100)
Age Group Run 3 Index
Tot a 1
Fertility Run 11 Run 12 Run 13 Run 14
10 - 14 0 0 0 0 0
15 - 19 333 95 95 85 95
20 - 24 1497 102 100 99 98
25 - 29 2555 102 103 102 100
30 - 34 2737 101 101 100 100
35 - 39 2734 104 103 103 101
40 - 44 2492 114 108 112 109
45 - 49 1433 78 151 172 167
50 - 54 188 0 411 832 713
55 - 59 0 0 * ★ ★
Tot a 1 13969
4. For example, out of 264, 969 births registered in Australia in
1972 , only one was born to a woman aged 50 or over .
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The second section of the table demonstrates that while 
the proportions of all the live births up to age 45 may be less in 
runs 12, 13 and 14 than in run 3, the actual numbers of births are 
not, from age 25 onwards. In the over fifty age group the increase 
in fertility is quite startling: the asterisks in the bottom row 
of the table indicate that the percentage cannot be calculated since 
the corresponding cell in run 3 is empty.
In all further runs past this initial exploratory stage 
a distribution of progressive sterility will be used: run 10,
incorporating Tietze's Hutterite data, will be employed when the 
attempt is made to fit the model to Hutterite data.
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4.3._____ VARIATIONS IN THE PROBABILITY OF CONCEPTION
So far only a constant value of either 0.20 or 0.28 has 
been used in the simulation runs, but the data reported in 3.2. 
suggest that one should at least experiment with values of fecunda- 
bility which vary with the age of the woman. Consequently a distri­
bution of fecundability by age was established, as depicted in
FIGURE 4.3.1
VARIABLE FECUNDABILITY BY
0.30
A G E
Figure 4.3.1.. The level plateau of maximum fecundability lies 
between ages 20 and 25 and has a value of 0.20; at the lower age 
limit of 15 the value is 0.13 and it increases linearly to the 0.20 
value at age 20; after age 25 fecundability declines linearly to 
a value of 0.03 at age 42 from which age onwards it remains constant.
Because the new fecundability function incorporates dif­
ferences from the old constant value of 0.20 at ages less than 20, 
and greater than 25, runs intermediate between the two were con­
structed to pick out the effects of varying fecundabi1ity at dif- 
_ 1ferent ages . Three intermediate versions were constructed as follows. 
The first one used Version I fecundability except for ages 15 to 20 
where fecundability was held constant at 0.20: triangle 1 of 
Figure 4.3.1. was added in. The second used Version I fecundability 
except for ages 25 to 42 where fecundability was again constant at 
0.20: this demonstrated the effect of adding in triangle 2. The 
third one used Version I fecundabi1ity only for ages less than
1. See Table 4.3.1.
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25 years, but from then on fecundability remained constant at 0.20; 
this tested the contribution of triangle 2 and the open-ended 
rectangle 3. Hence there are five fecundability functions ranging 
from that of Figure 4.3.1. up to the constant value for all ages.
Five runs were initially made using a constant sterility 
value of five per cent of women, but the runs were then repeated 
using the Pittenger function with a radix of two per cent. Finally, 
this latter set of runs was repeated using a constant marriage age 
of sixteen years for all women to test more closely the effect of 
varying teenage fecundability.
Table 4.3.1. also presents 95 per cent confidence inter­
vals for the fifteen runs described above. To demonstrate the need 
for confidence intervals in discovering significant differences
between runs, a different set of random numbers was used to generate 
2the sample of 3* . A difference of 0.36 live births was obtained
between the mean live births of the two runs,3 and 3*, but
the appropriate test of significance showed that such a dif-
3ferential does not constitute a significant result .
The value in using confidence intervals (indeed the very 
necessity of using them) can be demonstrated by applying their con­
struction to a problem which has not yet been considered: do 
multiple births contribute significantly to fertility? The length 
of the 95 per cent confidence interval about the sample mean of 
run 3 is 0.60 live births, centred on the value of 13.97. However,
in this case a one-sided confidence interval should be constructed 
4since twinning can be reasonably expected only to increase total
2. i.e., A different initializer was used to generate the series 
of pseudo-random numbers.
3. One would have grounds for concern if it did!
4. The frequency of the occurrence of triplets is so tiny as to be 
obviously immaterial: Australian CBCS 1972 data showed nine 
multiple births per 1000 confinements, and only nine triplets 
per 1000 multiple births.
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fertility. The corresponding 95 per cent one-sided confidence 
interval has an upper limit of 14.21 representing a positive 
increment of 0.25 live births as compared with the 0.30 live births 
in the two-sided case. This increase implies that the twinning 
frequency would have to be as high as 17.9 for 1,000 deliveries: 
one confinement in fifty six would have to produce two live births.
Pearl (1939) quoted twinning and triplet frequencies per 
1,000 deliveries ranging from 15.9 (Denmark) to 0.40 (Colombia), 
although this latter number seems extraordinarily low. McArthur 
(1954) cited Italian data which showed a positive correlation 
between maternal age and the frequency of twinning. Her highest 
figure was 16.1 for women aged 35 - 39 over the years 1935 to 1937, 
but for this period the overall mean was only 11.14: it was 11.52 
for the period 1947 to 1949. Millis (1959) found that there were 
516 pairs in 47,572 deliveries of poor Chinese in Singapore, repre­
senting a rate of 10.8 twin births per 1,000 deliveries. Finally, 
the National Center for Health Statistics for the U.S.A. in 1964 
presented twinning data for that year and some preceding ones: the 
highest figure was 13.5 per 1,000 Negro births in 1964, but for 
that year the overall mean was 10.2. From the evidence it seems 
that twinning does not produce a significant effect on current total 
fertility, or not at the levels at which it is now known to operate, 
since the level at which significance appears is 17.9 per 1,000, 
which value exceeds known data.
For interest's sake a simulation was performed which 
allowed run 3 to include twinning: the generous value was used 
of one in eighty five deliveries, or 11.8 twins per 1,000 deliveries. 
As applied to the fertility of run 3 one would expect an additional 
0.16 live births giving a mean of 14.13 live births. In actual fact, 
a mean of 14.15 was obtained; and, as anticipated, this value lies
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within the appropriate confidence interval whose upper limit is 
14.21.
Hence we can safely ignore the complication of our model 
by twinning, and return to the examination of Table 4.3.1."*. The 
first block of runs to be examined in Table 4.3.1. uses a constant 
of five per cent sterility. There is no significant difference 
between runs 15 and 16 which shows that the decrease in fecundabi- 
lity caused by triangle 1 does not have an appreciable effect.
However run 17 is significantly different, demonstrating the effect 
of triangle 2. Finally, runs 3 and 18 are not significantly different 
since they test, in effect, the difference between using constant 
fecund ability and constant fecundability but without triangle 1: 
these runs are, however, significantly different from the other 
runs in the series. There are thus three significantly different 
runs in this group: constant fecundability (run 3); variable fecund- 
ability with a plateau from age 20 to age 42 and then a sharp drop 
to 0.03 at this age (run 17); variable fecundability according to 
Version I.
5. It is only in countries which already have high perinatal and
infant mortality that the incidence of twinning may significantly 
affect nett fertility - in this case, to lower it. Barr and 
Stevenson (1961) found a total loss from 28 weeks to 1 year 
per 1,000 total births (live plus still) for England and Wales 
1949-50, of 189.30 and 149.74 for male and female twins 
respectively, but only 57.64 and 47.48 for male and female 
singletons. If this differential were a constant proportion, 
twinning in undeveloped countries would be an important 
contributor to perinatal and infant mortality. Since the 
'gap' is certainly wider in underdeveloped countries where 
it may be a struggle to support even one more child, this 
point is strengthened.
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Figure 4.3.2. demonstrates quite clearly the differences 
between these runs. As mean fecundability is decreased by shortening 
the plateau progressively from ages 15 to over 50, to ages 20 to 
42, to ages 20 to 25, the distribution of live births becomes 
steeper, and shifts to the lef t .  Instead of a universal period 
of maximum fecundability there are successively shorter periods, 
so that not only are the overall means reduced, but the frequencies 
with which the modal parities occur are increased, thus producing 
progressively steeper distributions.
The second block of runs in Table 4.3.1. used the 
Pittenger progressive s te r i l i ty  function with a radix of two per 
cent of in it ia l ly  s teri le  women. The same pattern of significance 
emerges as did in the f i rs t  set of runs.
FIGURE 4 . 3 . 2 .
DISTRIBUTION OF LIVE BIRTHS 
OF RUNS 3 .  15 AND 17
■ RUN 15 
A RUN 17
a  RUN 3
«  8 -
N U M B E R  O F  L I V E  B I R T H S
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FIGURE 4.3.3.
DISTRIBUTION OF LIVE BIRTHS 
OF RUNS 8, 20 AND 22
■ RUN 20 
A RUN 22
Figure 4.3.3. demonstrates that while the mean live births 
of runs 22 and 8 may be significantly different, their distributions 
of live births are very similar: run 8 still lies to the right of 
run 22, as one would expect from Figure 4.3.2., but the distributions 
are very close together. As an explanation one should consider that 
from ages 25 to 42 bota runs have constant fecundability of 0.20, 
but by the time the upper age limit has been attained the sterility
function has removed about 55 per cent of women from reproductive
0
circulation . This ensures that the total fertility above age 42 is 
much less for this set of runs than for the constant sterility ones,
even though the relationship between runs 22 and 8 is much the same
7as that between runs 17 and 3 . In concrete terms, consider total 
fertility over age 45: that of run 17 is 41 per cent of run 3 while 
that of run 22 is 46 per cent of run 8, both these differentials 
being caused by the variation in fecundability from 0.03 to 0.20 
between runs 17 and 3, and runs 22 and 8. However, in the constant 
sterility case, fertility over the age of 45 is 5.4 per cent of 
6. See Figure 4.2.5.
7. See Table /| . 3.2 .
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the total for run 17, and 11.6 per cent of the total for the 
maximum fecundability run 3: in the progressive s te r i l i ty  case,
fe r t i l i ty  over the age of 45 is only 1.0 per cent of the total for 
run 22, and only 2.1 per cent of that of run 8, despite i ts  maximum 
f e cu nd ab i 1 i t y .
This trend continues to such an extent in the third block 
of runs that the five simulations fall  into only two significantly 
different groups, as demonstrated in Table 4.3.1.. One might have 
suspected this to be the case after the previous argument, for the 
introduction of a universal marriage age of 16 years increases 
fe r t i l i ty  in the lower age group while not affecting the upper: 
hence the percentage contribution of fe r t i l i ty  over the age of 45 is
Q
even less important than in the previous set of runs .
This third set of simulations was undertaken to determine 
whether the lower marriage age affected the significance of the 
exclusion of triangle 1 from the fecundability distribution, and it  
was found that no such effect existed. Hence the cr i t ical  area of 
the fecundability function occurs from the twenties on or,equiva­
lently, from the time most women are married. It is from this age 
on that the length of the fecundability plateau becomes an important 
factor in the determination of completed family size.
Table 4.3.2. presents age-specific f e r t i l i ty  for the three 
sets of runs, all of 1,000 women. The percentages of the total 
fe r t i l i ty  of the appropriate parent run (with constant fecundability) 
have been calculated for those runs shown by Table 4.3.1. to be 
significantly different from the parent run. The variations in mean 
live births represented by these percentage values have also been 
calculated. Hence the f e r t i l i t i e s  of runs 15 and 16 (which are not 
significantly different) are respectively 75 per cent and 76 per cent
8. 0.7% and 2.0% for runs 27 and 24 respectively.
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of that of run 3, representing "deficits" of 3.5 and 3.3 mean live 
births respectively. The differential first makes itself felt in 
the 30-34 age group, and from then on the percentage age-specific 
loss of fertility increases. On the other hand, the fertility of 
run 17 is 89 per cent of that of run 3, representing a loss of 1.6 
live births per woman: this is caused by the fact that a fertility 
gap appears as late as the 40-44 age group.
A comparison of block 1 with block 2 indicates that the 
continual removal of sterile women from the block 2 samples has a 
marked effect only from age 30 onwards, from which point the effect 
becomes increasingly more glaring: for instance, in the 45-49 age 
group block 2 fertility is only about 20 per cent that of block 1. 
Since the older age groups are the ones in which fecundabi1ity 
differences produce significant effects, the total fertility of 
run 20 is 84 per cent that of run 8, a drop of 1.7 live births per 
mother; while run 22, though still significantly different from run 8, 
has a total fertility of as high as 93 per cent of run 8, a drop 
of only 0.8 mean live births.
The lowering of the marriage age in block 3 results in a 
six-fold increase in fertility in the 15-19 age group, and almost a 
doubling in the 20-24 one: from this point on the figures start to 
stabilise. The percentage losses of total fertility and the conse­
quent losses in mean live births are very similar, but slightly 
smaller than, those of block 2 however, since the fertility increase 
is concentrated over a relatively short period.
Table 4.3.3. presents characteristics of some further 
simulations derived from runs 15 and 20. Run 19 differs from run 15 
in that it employs the MacMahon and Worcester function for age at 
menopause: run 12 used this distribution also, but with a constant 
fecundability value of 0.20. Runs 31 and 32 employ a new fecundability
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function, depicted as Version II in Figure 4.3.4.. Here fecundability 
increases from 0.15 to 0.20 between the ages of 15 and 20, and the 
plateau is extended to the age of 30, from which point it declines 
linearly to a value of 0.03 at age 45, remaining constant thereafter. 
The runs differ in that 31 uses a constant sterility value, and 32 
the Pittenger two per cent function.
So far the probability of foetal loss has been a steady 
17 per cent of all conceptions, 15 per cent terminating in abortions, 
and 2 per cent in stillbirths. It was considered desirable, however, 
to test the effect of using a foetal loss probability function which 
increased with age. Table 3.2.2. from Chapter Three presents Jain's 
data on foetal deaths by age of mother per 1,000 pregnancies for
FIGURE 4.3.4.
VARIABLE FECUNDABILITY BY
0. 30
«  0.20
0 . 10
A G E
contracepting and non-contracepting women: his data were selected
because of the superior sample size. Data for non-contracepting 
women were selected, in conformity with the rest of the model's input. 
Age of mother was presented in five groups, the first being under 
20, and the next four progressing in five-year intervals to the age 
of 40. The percentages of pregnancies terminating in foetal wastage 
were, in order, 10 per cent, 8 per cent, 10 per cent, 15 per cent and 
21 per cent, and it was assumed that from age 40 onwards this latter 
percentage remained constant. When these values were applied to the
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fecundability function of Version I an estimated foetal loss function 
was obtained which gave a constant probability of 0.018 up to age 
35, and a linear decline to the value of 0.006 at age 42, from which 
point it remained constant. Runs 29 and 30 incorporate this foetal 
loss function, differing in that run 29 uses constant sterility and 
30 the Pittenger two per cent function. The proportion of abortions 
is still 88 per cent of total foetal wastage: it was considered 
impractical to develop several foetal loss functions to account 
separately for stillbirths and abortions, since this is not an area 
in which particularly reliable data exists.
Table 4.3.3. also presents 95 per cent confidence intervals 
for the mean live births of those runs described in the table. A 
comparison of runs 15 and 19 shows that the variation in the meno­
pause distribution produces a significant result, but to cross- 
tabulate by fecundability an additional set of figures is needed. 
Table 4.3.4. presents such a comparison: it is clear that the 
introduction of the Version I fecundability function greatly dampens 
the effect of the new distribution of menopausal age. We note that
TABLE 4.3.4.
MEAN LIVE BIRTHS FROM RUNS WITH VARYING FECUNDABILITY AND AGE
AT MENOPAUSE
Hyrenius Menopause MacMahon Menopause 
Fecundability 0.20 13.97 (Run 3) 15.69 (Run 12)
Fecundability Version I 10.52 (Run 15) 11.17 (Run 19)
with constant fecundability, the mean number of live births increases 
by about 1.7; but with variable fecundability the same mean increases 
by only 0.65 live births. This is because the means of the Hyrenius 
and MacMahon distributions are respectively 47 and 49.75 years, while
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at these ages Version I fecundabi1ity is 0.03 as compared with the 
constant value of 0.20.
Table 4.3.5. presents the age-specific fertilities of the 
runs under discussion: the age-apecific fertility differential 
between runs 15 and 19 is quite obvious. The latter's fertility is 
six per cent higher than the former's since its fertility for the 
over-40 category is 2,471 live births, as compared with the 1,812 
live births of run 15.
Runs 31 and 32 use Version II fecundability which can be 
expected to increase the total fertilities of runs 15 and 20 res­
pectively. Table 4.3.3. indicates that the increases are indeed 
significant but it is noteworthy that the increase is considerably 
more evident in the constant sterility case: 1.21 mean live births 
as opposed to 0.66. An examination of Table 4.3.5. shows an increase 
of 111 per cent over 107 per cent, with the effect of progressive 
sterility as opposed to constant sterility being quite apparent.
One's intuition is always governed by the results of the determi­
nistic analogue of the model: in the absence of stochastic variation 
one would expect the age-specific fertility differentials between 
the sets of runs always to predict that fertility achieved under 
Version II fecundability is higher than that achieved under Version I. 
However, in the progressive sterility case, the age-specific 
increases in live births due to Version II are less than those in 
the constant sterility case; and for ages 20-24, this "increase" 
is actually a loss of 55 births (being a drop from 2,598 to 2,543). 
These represent less than one per cent of the total fertility of 
run 32: such results, while not being significant, are a constant 
reminder of the stochastic nature of such simulation models. As a 
test, runs 20 and 32 were repeated using a different set of random 
numbers: in this second case the increase was a positive one (but
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still not significant) of 49 births (an increase from 2,509 to 
2,558). Both'results are equally valid.
Finally, we must compare runs 15 and 20 with runs 31 and 
932 to determine any effect caused by using a foetal loss function 
which ensures that the probability of foetal wastage increases with 
age: the function itself decreases with age when considered as a 
unique entity, but since fecundability is itself declining at a 
faster rate the overall effect is to increase pregnancy wastage at 
older ages. Mean live births are increased by the use of the function, 
to a greater extent in the constant than the progressive sterility 
case; but in neither case is this increase significant. Age-specific 
fertility data^ shows that, for the constant sterility situation, 
differences of over as few as 50 births occurs only in the 15 to 34 
age group, and none of these exceeds 100 births: in the case of 
Pittenger sterility, a difference of over 50 births (and less than 
100) occurs only in the 20-24 age group.
This section has demonstrated clearly the effect of using 
an age-dependent function for fecundability . Since the effect of 
removing triangle 1 of Version I fecundabi1ity from the variable 
fecundability function is not significant, it is a matter of no 
importance if fecundability is held constant at 0.20 up to the age 
of 25. A significant difference is generated only by extending this 
plateau to the age of 30 (Version II fecundabi1ity) or 42 (runs 17 
and 22). Above this latter age fecundability variations are not
9. See Table 4.3.3.
10. See Table 4.3.5.
11. Jacquard (1967) used a fecundability distribution similar to 
Version II: fecundability increased linearly from age 15 to about 
age 20, remained constant to about age 30 and then decreased 
linearly.
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significant when a distribution of progressive sterility is employed, 
as is intended in all further runs. Since the effect of allowing 
the probability of pregnancy wastage to increase with age is not 
significant for Jain's non-contracepting sample (1969a) the probabi­
lity of foetal loss will be held constant as before. When, in some 
further chapter, allowance is made for women to use contraception, 
the significance will be tested of his distribution for the age- 
dependent probability of foetal loss amongst contracepting women.
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4.4.______THE SIMULATION OF HUTTERITE FERTILITY
We have now reached the appropriate stage for comparing 
simulated data with real Hutterite data, a comparison which was 
initiated in 2.4.. Sadly, while our simulated data are "perfect", 
in the sense that all results are consistent with one another , the 
real data are definitely imperfect: not only do these reported 
data differ from source to source, but they sometimes incorporate 
inconsistencies within one source. There are two reasons for these 
inconsistencies: firstly, the real data suffer from all the usual 
defects which plague retrospective data, artifacts of faulty memo­
ries among respondents, for example; and secondly, such data as 
age-specific fertilities refer to different cohorts of women while 
the corresponding simulated information refers to one cohort. In 
the presence of fertility differences between different cohorts of 
women this makes the comparison of real data and simulated data 
difficult to perform.
As mentioned previously, the 209 women in the Tietze (1957)
study were not a random sample, having been married prior to the
age of 25 years: the fact that they were married only once, and
still living with their husbands at age 45, however, makes them
more, rather than less, comparable with data from the simulation
experiment. Tietze's estimated distribution for age-progressive
2sterility is used throughout this section.
The Sheps (1965b) data ommited stillbirths
"since reports were available only on live 
births for the 174 marriages without a 
pregnancy record: reported stillbirths were 
often not dated; it was not known on what 
basis stillbirths had been distinguished 
from early foetal deaths; finally, it
1. e.g., Total fertility equals the sum of age-specific fertilities.
2. See Figure 4.2.5.: it lies very close to both Pittenger functions.
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seems unwarranted to assume that even those 
women who gave pregnancy histories reported 
stillbirths as reliably as live births" (p.66).
Also "a confinement ending in multiple births 
(these constituted 0.7 per cent of all 
confinements) was treated the same way 
as one resulting in a single birth".
The vital statistics presented in the Eaton and Mayer (1953) 
study were obtained "in the process of a general culture- 
personality study" (p.207) and it was noted that the "research 
was not planned primarily for demographic purposes" although 
"extensive demographic information was collected for ancillary 
purposes". The basic data sources were the two complete censuses 
of 1880 and 1950, and nine population estimates for the inter­
vening years: "family records for 80 per cent of the population
in 1950 were the basis of the detailed fertility analysis". In 
support of the hypothesis that Hutterite total fertility is not
3a static phenomenon is their table of completed family size which 
shows a slight increase since 1880, from a median of 9.2 to one 
of 10.9. The 1895-1905 birth cohort of women produced an average 
of 10.6 live births; the 1875-1895 one produced only 9.9. Even 
allowing for a negative correlation between a large number of 
pregnancies and longevity, which would tend to remove higher 
parity older women from the study (and even allowing for greater 
forgetfulness among the older women) the authors yet considered 
this differential a real one. Hence age-specific fertility rates 
which are cross-sectional over cohorts can be expected to incor­
porate a component, however slight, due to such cohort differen­
tials.
The characteristics of a number of simulations are presen­
ted in Table 4.4.1.. Fecundabi1ity is variously constant, Version I
3. Table 10 (p.225).
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or Version II. The distribution of marriage age is the one obtained
from Sheps (1965b) which was presented in Table 2.4.1.: in runs
35, 36 and 37 a continuous form of the distribution was used. The
Sheps data told us that 191 women out of 716 were married before
the age of 20, and since we are constrained by the available data
4to assume no changes in marriage customs over the years we took 
this to mean that 191 women of an unmarried cohort of 716 were 
removed from the cohort by marriage before the age of 20. The 
further assumption was that all these women married at exact 
age 17.5 years: in the same way, another 455 married at exact age 
22.5 years since the Sheps data gave this number marrying between 
exact ages 20 and 25. In the continuous version of the marriage 
function it was assumed that 191 women had married by the age of 
20 years, and 646 by the exact age of 25. Since Eaton and Mayer 
reported that no women married before their sixteenth birthday^ 
this was taken as the lowest possible age of marriage. Linear 
extrapolation was then used between ages 16 and 20, and thence in 
five-year age groups up to age 35 to determine the distribution of 
marriage ages. Hence, the value of the random number generated to 
determine age at marriage was used to pinpoint an exact age, not 
an age group, in exactly the same way as the one which was gene­
rated to determine the age at which the woman became terminally 
sterile when a progressive sterility distribution was employed. 
Although the use of linear extrapolation may not be the best 
"mathematicisation" of reality, it is certainly a better one than 
that there are only four distinct ages, viz. 17.5, 22.5, 27.5 and
4. Although Mange (1964) found that the mean age of 463 women at 
first marriage increased from 20.8 in 1919 to 21.8 in 1956 (and 
also, incidentally, that the month of marriage is "highly non- 
random" (p.115)).
5. p.222.
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32.5, at which women may marry.
Table 4.4.1. also presents the 95 per cent confidence 
intervals around mean fertility for runs with the three diffe­
rent fecundability functions and two different marriage ones.
By performing significance tests it appeared that in the first 
two cases the introduction of the revised marriage function 
produces a significant effect. However, this is only completely 
obvious for the constant fecundability situation: in the case of 
Version I fecundability the confidence intervals overlap only by 
0.01 of a live birth, and in that of Version II by 0.11 live 
births. Thus it would seem that in simulations using variable 
fecundability the continuous marriage distribution should be 
employed, and this decision is strengthened by the a priori 
preference for a more realistic marriage distribution than the 
point one, as outlined above.
The same a priori judgement encourages us to employ the 
Tietze progressive sterility distribution, since this was obtained 
directly from Hutterite data: it is worth noting, however, that a 
comparison of Table 4.4.1. with Tables 4.3.3. and 4.2.2. shows no 
significant difference in mean live births between runs using the 
Tietze distribution and ones using the Pittenger one with a radix 
of two per cent^. The table does show significant differences 
between the runs according to their fecundabilities, for both 
sets of simulations: this is only to be expected from the results 
of 4.3..
Figure 4.4.1. shows graphically the distributions of live 
births for the three simulations with different fecund ability 
functions and continuous marriage ones. Also included in the figure 
is the Eaton and Mayer distribution which was derived from the
6. Runs 33 and 20; 34 and 32; 10 and 8.
FIGURE 4.4.1. 207
DISTRIBUTION OF LIVE BIRTHS 
OF RUNS 35. 36 AND 37 
AND EATON AND MAYER
a RUN 37
a-..o
L I V EN U M B E R B I R T H S
distributions of numbers of children ever born to married
7Hutterite women over the age of 45 years in 1950 . It is just
possible that lower parities are relatively over-represented
(and consequently higher parities under-represented) because of
possible under-reporting by older women, and mortality selective
of higher parity women: these points have already been discussed.
Further, this trend may exist in the 45-49 age group since, for
example, a women aged 45 in 1950 may not have yet been sterile,
and may have added to her "completed" family size in 1951: however,
one would not expect this latter trend to have any appreciable
effect on the distribution. Hence the best use of the data seemed
to be to aggregate the cohorts of women, producing a sample size
of 340. The Eaton distribution, rather than the Sheps one, was
used for comparison purposes with the simulation runs of 1,000
women because the former's sample size is nearly double that of
the latter, and consequently it possesses a greater degree of sta-
0
tistical regularity .
• EATON 
a RUN 35 
▼ RUN 36
7. Table 10.
8. This is obvious in Figure 2.4.1.
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In Figure 4.4.1., the distribution of live births of run 
37 lies to the right of the Eaton distribution, and extends over 
a slightly greater range. The effect of constant fecundability is 
to flatten the distribution with the wider range of parities 
presenting an opportunity for smaller percentage variations. The 
effect of using Version II fecundability, which has a plateau from 
ages 20 to 30, is to compress run 37 into a smaller range: thus 
although the mean number of live births of run 36 is significantly 
less than that of run 37, its modal frequency is actually higher 
than that of 37. The same compression effect operates to produce 
run 35, whose modal frequency is predictably higher than that of 
run 36. Although the Tietze sterility distribution produces per­
centages sterile of six, nine and eight respectively in runs 37,
36 and 35, only three per cent of the women from the Eaton sample 
are sterile, yet another instance of discrepancies between diffe­
rent data sources.
It is gratifying to find that the distributions of runs 35 
and 36 closely resemble the Eaton one, despite any misgivings one 
may have felt after noting all the qualifications placed on the 
real data, and the approximations used in the simulations. Agree­
ment between the Eaton distribution and that of run 35 is least 
good for the modal parities of the latter, but very good else­
where: the greatest discrepancy between the Eaton one and that of 
run 36 occurs at parity six. Overall, the Eaton distribution lies 
between the other two except at the very lowest parities and 
parity ten. Indeed, its mean fertility of 8.95 is neatly sandwiched 
between the upper confidence limit of 8.79 for run 35, and the
lower one of 9.18 for run 36.
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TABLE 4.4.2.
MEAN BIRTH INTERVALS FOR EXACT PARITY 13
Source Sheps Table 3 Run 35 Run 36
Birth Order 1 11 .7 16.3 16.0
2 19.8 21 .9 22.2
3 20.4 20.2 19.8
4 20.0 20.1 21.3
5 22.8 20.4 21.0
6 23.0 22.2 21.9
7 23.8 23.5 20.1
8 22.6 21 .6 22.6
9 23.6 23.1 23.4
10 23.2 26.9 25.2
11 25.4 25.9 23.4
12 26.5 28.9 24.6
13 31.9 31 .2 30.2
Sample Size 30 66 92
The Eaton and Mayer paper contains no data on birth inter­
vals, and the Tietze paper presents only crude estimated means. The 
Sheps paper, however, presents mean birth intervals by parity of 
187 completed families, as well as overall means by birth order, 
with adjusted life table estimates. The first table has incorpo­
rated in it the usual insuperable problem of sample size, so it 
was decided to examine the birth intervals only of the modal live 
birth, 13. (This had a sample size of 30 as compared with 66 and 
92 for runs 35 and 36 respectively, whose actual modes were parities 
10 and 11.) Table 4.4.2. presents these mean birth intervals. The 
only clear discrepancy lies between the first birth intervals as 
the Sheps figure is over four lunar months shorter than the simu­
lated values. If we are to accept this, we must conclude that we
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h a v e  u n d e r - e s t i m a t e d  H u t t e r i t e  f e c u n d a b i 1 i t y  s i n c e  t h e  o t h e r  c o mp o ­
n e n t  o f  t h e  b i r t h  i n t e r v a l ,  t h e  l i v e  b i r t h  g e s t a t i o n  p e r i o d ,  i s  
w e l l  known.  F u r t h e r ,  we a r e  f o r c e d  t o  c o n c l u d e  t h a t ,  i n  a l l  f u r t h e r  
i n t e r v a l s ,  we h a v e  u n d e r - e s t i m a t e d  t h e  p o s t  l i v e  b i r t h  p e r i o d  o f  
a m e n o r r h o e a  by  a mean o f  a b o u t  f o u r  m o n t h s  s o  t h a t  t h e  e r r o r s  h a v e  
c o m p e n s a t e d  f o r  o n e  a n o t h e r .  At t h e  l e a s t ,  we c a n  s a y  t h a t  o u r
s i m u l a t e d  b i r t h  i n t e r v a l s  do  f o l l o w  t h e  g e n e r a l  p a t t e r n  n o t i c e d  by  
9
S h e p s  : t h e  l e n g t h  o f  b i r t h  i n t e r v a l s  i n c r e a s e s  w i t h  b i r t h  o r d e r  
w i t h i n  a g i v e n  f a m i l y  s i z e ;  t h e  l e n g t h  o f  i n t e r v a l s  d e c r e a s e s  w i t h  
i n c r e a s i n g  f a m i l y  s i z e  w i t h i n  e a c h  b i r t h  o r d e r ^ .
TABLE 4 . 4 . 4 .
MEAN BIRTH INTERVALS B . I .  WITH STANDARD DEVIATIONS S . D .  AND 
SAMPLE SIZES N FOR SHEPS ( 1 9 6 5 b ) ,  RUN 35 AND RUN 36
S o u r c e S h e p s  T a b l e  5 Run 35 Run 36
B i r t h  Order  N B . I . S . D . N B . I . S . D . N B . I . S . D .
1 6 2 3 1 4 . 3 6 . 6 9 1 5 1 6 . 8 7 . 0 9 1 2 1 6 . 7 6 . 9
2 6 2 2 2 0 . 8 7 . 8 9 1 3 2 2 . 2 7 . 3 9 0 9 2 2 . 4 7 . 7
3 56 8 2 2 . 1 9 . 2 9 0 9 2 2 . 6 8 . 3 9 0 5 2 1 . 9 7 . 2
4 5 2 7 2 2 . 5 8 . 3 902 2 3 . 1 8 . 6 901 2 2 . 7 7 . 8
5 4 7 8 2 3 . 9 9 . 8 8 8 2 2 4 . 8 1 0 . 4 8 8 4 2 2 . 2 7 . 5
6 4 2 8 2 4 . 3 1 0 . 3 841 2 4 . 7 1 0 . 7 8 6 8 2 2 . 3 7 . 9
7 3 7 0 2 5 . 7 1 4 . 6 7 8 3 2 6 . 0 1 2 . 3 8 3 3 2 2 . 8 8 . 2
8 323 2 5 . 0 9 . 2 7 1 5 2 6 . 5 1 2 . 6 7 8 5 2 3 . 2 8 . 7
9 271 2 4 . 8 8 . 9 59 5 2 7 . 3 1 3 . 3 7 0 0 2 5 . 1 1 0 . 9
1 0 2 2 4 2 7 . 7 1 4 . 8 4 5 8 2 9 . 4 1 5 . 3 5 8 3 2 4 . 9 1 0 . 3
11 1 6 8 2 6 . 9 1 0 . 7 2 8 9 2 7 . 9 1 2 . 3 4 5 4 2 5 . 7 1 1 . 9
12 1 1 7 2 5 . 8 1 0 . 2 1 7 9 3 0 . 1 1 4 . 9 3 0 6 2 6 . 4 1 2 . 3
13 82 2 7 . 5 1 0 . 5 11 3 3 0 . 0 1 5 . 0 201 2 6 . 9 1 2 . 9
14 39 2 6 . 8 11 .2 4 7 2 6 . 9 9 . 8 1 0 9 2 5 . 3 1 1 . 5
15 21 3 2 . 4 1 6 . 0 52 2 7 . 3 9 . 4
16 6 2 8 . 0 1 3 . 4 2 3 2 7 . 2 1 3 . 2
17 3 3 0 . 3 1 . 7 8 2 7 . 5 1 5 . 7
18 2 3 2 . 5 0 . 5
9 .  S e e  T a b l e  4 . 4 . 3 .
1 0 .  T h i s  was  c l e a r  e v e n  i n  t h e  c o n s t a n t  f e c u n d a b i l i t y  c a s e  o f  r u n  1 ,
A p p e n d i x  2B.
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However, before jumping to any such definite conclusions 
about Hutterite fecundability and post partum amenorrhoea we should 
compare the mean birth intervals of the simulation with the Sheps 
adjusted life table estimates: the sample sizes of the latter es­
timates provide hope for some conclusive results. Table 4.4.4. 
presents the Sheps means, with their standard deviations, next 
to those of runs 35 and 36. Here the simulated first birth inter­
vals are on average only 2.5 months longer than the corresponding 
Sheps intervals: the second interval is about 1.5 months longer. 
Standard deviations from the Sheps data and the simulations are of 
the same order of magnitude and show the same trend of increasing 
with increasing birth order, i.e., with decreasing sample size.
TABLE 4.4.5.
95 PER CENT CONFIDENCE INTERVALS (a, b) OF MEAN BIRTH INTERVALS 
B.I. OF SHEPS (1965b) AND RUN 35
Source Sheps Table 5 Run 35
SignificantBirth Order a B.I . b a B.I. b
1 13.8 14.3 14.8 16.3 16.8 17.3 *
2 20.2 20.8 21 .4 21.7 22.2 22.7 *
3 21.3 22.1 22.9 22.1 22.6 23.1
4 21 .8 22.5 23.2 22.5 23.1 23.7
5 23.0 23.9 24.8 24.1 24.8 25.5
6 23.3 24.3 25.3 24.0 24.7 25.4
7 24.2 25.7 27.2 25.1 26.0 26.9
8 24.0 25.0 26.0 25.6 26.5 27.4 ★
9 23.7 24.8 25.9 26.2 27.3 28 .4 *
10 25.8 27.7 29.6 28.0 29.4 30.8
11 25.3 26.9 28.5 26.5 27.9 29.3
12 24.0 25.8 27.6 27.9 30.1 32.3
Table 4.4.5. presents 95 per cent confidence intervals for
selected birth orders from the Sheps data and run 35. The width
213
of these intervals increases from a minimum of 0.5 for the first 
interval (in both cases) to as high as 1.9 for birth order 10 of 
the Sheps data: this is a direct result of increasing standard 
deviation and decreasing the square root of the sample size. 
Significant differences appear for the first two intervals, 
and it is apparent that the gap between the confidence intervals 
is closing. From this point on significant results are rare; and 
after the first birth interval the greatest difference between the 
extremes of non-overlapping confidence intervals never exceeds 0.3 
of a lunar month. (Confidence intervals were not calculated when 
the sample size fell below 100.)
Separate calculations for run 36 were not performed although 
a quick glance at Tables 4.4.4. and 4.4.5. suggests that very 
similar results would be obtained in such a case. Since the means 
of the first two run 36 intervals lie within the run 35 confidence 
intervals, these first two intervals differ significantly from the 
Sheps ones. Occasional, but slight, significance occurs for sub­
sequent birth orders.
Agreement between Sheps and simulated birth intervals is 
thus seen to be fairly good, and bearing in mind the possible 
inadequacies of the real data it is essential not only that confi­
dence intervals be constructed before comparisons be made, but 
that not too much weight be ascribed to small gaps between non­
overlapping intervals. As a contrast, Tietze made very rough 
estimates of a mean first birth interval, and a mean for all sub­
sequent intervals. The first he determined from the average ages 
at marriage and first confinement, obtaining a value of 19.5 lunar 
months. The second was calculated from the "average time elapsed 
between the first and last confinement" (p.92) and "the average 
number of intervals between confinements..., 1 less than the
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number of confinements per mother". This gave a mean of 25.5 
calendar, or 27.6 lunar months. Since it is clear that the length 
of birth intervals past the first one does not remain constant, the 
calculation of such a mean is a very crude approximation indeed.
At any rate, his first birth interval is definitely too long.
Sheps did note that the positive correlation between maternal 
age and length of birth interval may be an effect of increased 
periods of post partum amenorrhoea with age, rather than decreased 
fecundability. It is the latter phenomenon in the simulation runs 
which produces the lengthening of birth intervals, with the dis­
tribution of post partum amenorrhoea which is used for all mater­
nal ages having been selected to coincide with beliefs about Hut- 
terite lactation. Tietze wrote that "at the age of 6 months... 
most infants appear to be at least partially weaned and breast­
feeding beyond the first year of life is very uncommon" (p.92).
On the basis of this statement the Selber distribution for 6 to 
9 months lactation was employed: it has been used in all simulations 
after run 4. Potter, New, Wyon and Gordon (1965) did show that 
Khanna women aged over 30 were amenorrhoeic for longer than those 
aged 20 to 29, but their data indicated also that the older women 
lactated longer . Without direct evidence that older Hutterite 
women breastfeed longer than younger ones, or indeed without strong
evidence that age is positively correlated with the duration of
12the period of post partum amenorrhoea , we have no choice but to 
use the Salber distribution throughout the simulation, for all 
maternal ages.
11. Table 7 (p.392)
12. See 5.1.
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In passing, it should be recorded that Sheps also postu­
lated that an increase in foetal wastage with maternal age may 
be responsible, to some extent, for the lengthening of amenorrhoeic 
periods. However, with the data available to us, the use of such 
a foetal wastage function was found not to produce any significant 
effect
TABLE 4.4.6.
AGE-SPECIFIC MARITAL FERTILITY OF SHEPS (1965b), EATON AND 
MAYER (1953) AND RUNS 35, 36 AND 37
Source Sheps Table 2
Eaton Table 11 
1946-50 Run 35 Run 36 Run 37
Age Group
15-19 690 460 254 184 266
20-24 2940 1680 1435 1376 1431
25-29 2770 2490 2407 2515 2559
30-34 2490 2215 2230 2496 2666
35-39 21 10 1850 1618 1993 2336
40-44 1290 1075 562 797 1204
45-49 140 215 65 74 203
Total
Fertility 12430 9985 8571 9435 10665
Tables of marital age-specific fertility are presented by 
both Sheps and Eaton, but before comparing their data with
13. See Table 4.3.3.. From a study of Old Order Amish women (who 
oppose family limitation) Resseguie (1974) considered that 
higher foetal loss rates at older ages do not result from an 
increase with age in risk to individual women, but from the 
fact that most women who are not prone to stillbirths have 
completed their families by their early thirties. Unfortunately, 
we have no data on the relative proportions of "stillbirth 
prone" women and "stillbirth resistant" women; but in the 
Hutterite case, the best approximation clearly is to make 
constant for all ages the probability of foetal wastage.
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simulated data it is essential to compare these two sets as 
presented in Table 4.4.6.. The first property of the data that 
strikes the eye is that the Sheps figures exceed the Eaton ones 
for all age groups except the last one: on average, the Sheps women 
seem to produce about 2.5 more children than the Eaton ones. A 
second cause for concern is the fact that the total fertility as 
estimated from this table exceeds that calculated from the distri­
butions of live births: the Eaton distribution of Figure 4.4.1. 
had a mean of 8.95 which is over one child less than the mean 
calculated from Table 4.4.6.. Similarly, the Sheps mean of 
Figure 2.4.1. was 10.57, or nearly two children less than that of 
this table. Reasons for such discrepancies in the real data have 
already been discussed, but the question remains of how much worth 
can be assigned to either the distribution data or, more crucially 
in this case, the age-specific fertility data.
At any rate, Table 4.4.6. places these sets of data along­
side that simulated in the final runs, these differing only in 
their fecundability input. We can at least say that the orders 
of magnitude of the data are comparable, but contradictions do 
exist. For example, discarding the Sheps figures and using only 
the Eaton ones for the purposes of comparison, run 37 resembles 
the real data most closely in the over 40 age group: in the absence 
of other data one may have concluded that the best approximation 
to Hutterite fecundabi1ity was a constant parameter. However, if 
Figure 4.4.1. is to be trusted, run 37 gives the worst fit to the 
observed data since it has a higher mean and thus a flatter dis­
tribution than either the Eaton one, or those of the other simu- 
1at ions.
At all times the stochastic nature of the simulated results 
must be remembered. For instance, a second simulation of run 36
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using a different series of random numbers produced 258 women 
in the first category, as opposed to 184 in the first version: 
such a difference can therefore not be considered a significant 
one. The difference in the next age group is an increase of 147 
live births: clearly such variation makes it difficult to compare 
these sets of data unless the agreement is exceptionally good, 
or very bad. In Table 4.4.6. the agreement for some age groups 
falls into the former category (for example, run 35 from age 25 
to 35) but on the whole the table provides no conclusive numerical 
results, despite the similarity of the patterns. The effect of 
the different total fertilities of the sets of data can be elimi­
nated by constructing percentage age-specific tables as in 
Table 4.4.7.. In this table the agreement of the Eaton data with 
run 35 for ages 25 to 35 can be seen not to be a percentage agree­
ment: a better correspondence is achieved, for example, at
ages 35-39. Overall, the similarities between the sets of data 
are marked and nowhere does any difference exceed five per cent 
of total fertility.
TABLE 4.4.7.
PERCENTAGE AGE-SPECIFIC MARITAL FERTILITY OF EATON AND MAYER 
(1953) AND RUNS 35, 36 AND 37
Source
Eaton Table 11 
1946-50 Run 35 Run 36 Run 37
Age Group 
15-19 4.6 3.0 2 .0 2.5
20-24 16.8 16.7 14.6 13.4
25-29 24.9 28.1 26.7 24.0
30-34 22.2 26.0 26.4 25.0
35-39 18.5 18.7 21 .1 21 .9
40-44 10.8 6.5 8.4 11.3
45-49 2.2 0.8 0.8 1 .9
218
After the initial three sections of this chapter had tested
all the basic effects of varying input data, this section set out
to see how well an informed choice of input could be used to make
simulations with output resembling known Hutterite fertility. In
other words, an attempt was made to simulate actual Hutterite
fertility, being aware of the limitations of the evidence that
exists for this "actual" fertility. It was felt that the model
could not be put to any experimental use, with any justification,
until it was clear that it was operating well, and producing valid
and sensible output. The reasons behind the choice of the Hutte-
14rites have already been enumerated : the last remaining step was 
to compare the simulated results with Hutterite data.
. It should be clear by now that the model is indeed opera­
ting satisfactorily: comparisons of 95 per cent confidence inter­
vals for mean live births and mean birth intervals produced no 
startling disagreements, nor did comparisons of the distributions 
of live births, or of either age-specific fertility or percentage 
age-specific fertility. In fact, in some cases the agreement 
was particularly good; in the cases of the distribution of 
live births, for example, and the confidence intervals of mean 
birth intervals. There is little point in tampering further with 
the model, with the sole aim of improving its fit with Hutterite 
data, although this is no doubt possible^. Instead, we are now 
at liberty to consider the model as a viable and internally con­
sistent experimental tool, as a model of so-called "natural" 
fertility: perhaps "maximum" fertility would be a more appropriate
14. See 2.4.
15. Adjusting the fecundability function, for instance.
term in this case since no checks, direct or indirect , have 
been placed on fertility. Part II of this dissertation uses 
the model in an experimental capacity and tests some of its 
capabi1ities.
16. Neither contraception nor prolonged periods of separation 
of spouses, for instance.
P A R T  II
THE MODEL IS APPLIED
C H A P T E R  F I V E
THE EFFECTS ON FERTILITY OF 
BREASTFEEDING AND SEXUAL ABSTINENCE
Fernanda carried a delicate calendar with small golden 
keys on which her spiritual adviser had marked in purple ink 
the dates of venereal abstinence. Not counting Holy Week, 
Sundays, holy days of obligation, first Fridays, retreats, 
sacrifices, and cyclical impediments, her effective year was 
reduced to forty-two days that were spread out through a web 
of purple crosses.
Gabriel Garcia Marquez - * One Hundred Years of Solitude® (1967)
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5.1. THE RELATIONSHIP BETWEEN THE DURATIONS OF BREASTFEEDING 
AND POST PARTUM AMENORRHOEA
"The physiologic infertility associated with post­
partum lactation amenorrhea is a fact and should 
receive more attention."
El-Minawi and Foda (1971).
The work of this chapter requires a more detailed knowledge 
of the mean lengths (and distributions) of post live birth 
amenorrhoea than was presented in 3.3.4., and so a far more detailed 
presentation of existing data will be given here than was necessary 
at that stage of the model's development. It was noted in 3.3.4. 
that the lengths of the post partum anovulatory and amenorrhoeic 
periods are approximately the same^ , and frankly one can be only 
thankful that this is the case since practically all the literature 
relates lactation to menstruation rather than ovulation.
Table 5.1.1. presents findings on the relationship between 
the duration of lactation and the resumption of ovulation: of 
necessity the sample sizes are fairly small since the nature of 
the clinical studies precluded the construction of large samples. 
Cronin (1968) established the dates of first ovulation of 90 non 
breastfeeding women, and 81 breastfeeding women; while Perez et al. 
(1971) used 198 partial breast feeders and followed these for the 
first eight months post partum: the former group of mothers gave 
their babies "supplementary nutrition besides breast milk" (p.491) 
while the children of the latter group were "exclusively breast­
fed". Both the British and the Chilean studies used the daily 
recording of the woman's basal body temperature to discover the 
date of the woman's first ovulation, and the Chilean study supple­
mented this with other techniques so that the
"first post partum ovulation... was diagnosed by 
means of a battery of concurrent tests including
1. Perez et al. (1971)
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basal body temperature charts, repeated observations 
of cervical mucus, timed vaginal cytology and endo­
metrial biopsies" (p.491).
Each woman was motivated to keep her own temperature chart by being 
told that
"a study was going to be made of the duration of her 
breast feeding and the resumption of her 
ovulatory function for the purpose of helping 
her to use the rhythm method to delay or 
prevent another pregnancy".
A comment needs to be made here on the significance of
2partial breastfeeding . In most urban populations, and generally 
in Western countries,
"night-time suckling typically is continued for 
only a short period, then replaced by a bottle.
Most mothers feed their children partly at the 
breast and partly from a spoon, finger, or bowl.
The reduced frequency of suckling promotes a 
decline in postsuckling serum prolactin levels 
and thus a decrease in the volume of breast milk.
If maternal milk is the sole source of food for 
the infant during the first four to six months, 
however, later supplementary feedings do not 
impair the mother's ability to continue breast­
feeding for two years or longer" (p.J-55).
Since it is prolactin which is believed to suppress ovulation it
is essential to categorise lactators as "full" or "partial" when
determining distributions of lactation infecundity, and unless
otherwise specified, from this point on all references made to
lactating women assume that they are full lactators. Cronin (1968)
was fully aware of the distinction to be made between these two
types of lactating women and hence he calculated the duration of
lactation from the date of birth of the child to the point at
which supplementary feeding was introduced. His study deals with
periods of lactation of no longer than seven months, and hence
this procedure is probably more accurate than measuring the duration
of lactation for as long as the mother breastfeeds since, as
2. The following information was obtained from Population Reports 
Series J Number 4 (1975): Breastfeeding - aid to infant health 
and fertility control.
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noted above, it is in the infant's first six months of life that 
supplemental feeding is most capable of reducing the mother's 
period of post partum amenorrhoea.
An examination of Table 5.1.1. shows clearly the effect in 
suppressing ovulation of prolonged lactation, and also the way in 
which the supplementation of breast milk leads to ovulation later 
than is the case with no breastfeeding, but sooner than in the 
case of full breastfeeding. Thus the non-1act ators have all ovu­
lated by the fifth month post partum; but by the eighth month 
only a quarter of the partial breastfeeders have ovulated, and 
only a tenth of the full breastfeeders. The table does indicate 
that ovulation almost invariably precedes menstruation: this is 
clear both from the cumulative distributions of the resumption 
of ovulation and menstruation, and also from the mean times of
3first post partum ovulation and menses, by months of lactation . 
Perez et al. (1971) did find that ovulation is less likely to
precede menstruation in fully lactating women and that the longer 
menstruation is delayed by lactation the more likely it is that 
the first cycle will be ovulatory. With respect to those women 
whose first menses are preceded by ovulation it was speculated 
that
"there may be a rather high percentage of cycles 
which are unfavourable to the initiation of a 
pregnancy lasting long enough to be recognised 
as such and reported by the woman. Ovulatory 
function may not always be accompanied by adequate 
tubal and uterine function especially during the 
first one or two cycles post-parturn... It has 
been argued... that the proportion of unfavourable 
cycles may be as high as 50%" (p.502).
This seems to be a reasonable explanation for the low number of
4conceptions occurring during amenorrhoea and an encouragement to
3. In only the last period, seven months post partum, does men­
struation precede ovulation, but this represents a sample of 
only 2 women out of 81.
4. The Perez (1971) study reported 12/170 = 7%
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use the first menses as a guide to the length of the period of 
infecundity, rather than to attempt to use the ovulation date.
The comparison of the two means is the most common form 
taken by data comparing the duration of breastfeeding with 
lactation amenorrhoea: however rather than present a huge table 
it was felt that a cluster diagram would present the material in 
a more accessible manner. Figure 5.1.1. is the diagram thus 
constructed, and it shows a very pleasing correlation between the 
two mean durations. The data sources will be treated in the same 
order as they appear in the key.
Cantrelle et al . (1975) presented a table which summarised
the findings of a number of different people working with different 
populations. The Perez Chilean data that they cited were not in­
cluded on Figure 5.1.1. since they coincided with other data^, nor 
were the Jain Taiwanese means because they came so close to other 
figures that the diagram would have become overcrowded. Three 
pairs of African means were useful because of the longer periods 
of lactation, and these were included.
Chen et al. (1974) made a prospective study of the birth
intervals of a sample of rural women in Bangladesh: the 1971 
Bangladesh civil war prevented their carrying out a proposed study 
of 2,000 women over three years, and the reported data are drawn 
merely from their original pilot investigation of 209 women. The 
data presented in Figure 5.1.1. are actually medians as the size 
of the time intervals since delivery were too long, as presented 
in the relevant tables, to allow the calculation of means without 
making many assumptions. A median of 17 months of amenorrhoea was 
related to a median of 24 months breastfeeding, this latter figure
5. Mean (full plus partial) lactation 3.7 months (recomputed from 
Perez) and mean amenorrhoea 3.7 months.
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representing both full and partial breastfeeders. A median of only
nine months for full nursing seemed to be too short to account for
the long period of temporary sterility; so while the period of
24 months is almost certainly too long, that of nine is definitely
too short. On their child's first birthday only 33 per cent of
lactators are full breastfeeders, while full and partial breast-
feeders together account for 93 per cent. Moreover, using the
life table approach, one can calculate that the probability of
the first menstruation's not occurring by the end of the fifth
month post partum is 0.93 for full breastfeeders, and as high as
0.73 for partial breastfeeders: a figure somewhere between these
two would be obtained by amalgamating the two categories.
Tietze (1961) presented means from four different studies,
but only three appear on Figure 5.1.1. since one of them coincides
with data from a different source^.
The source of the clinical data presented by Selber et al.
(1966) was described in 3.3.4.: mean durations of amenorrhoea
were calculated from the distributions presented by months of
lactation. The inadequacy of sample size for the longer lactation
7periods is the greatest drawback here .
Van Ginneken (1974) brought together data from a number of 
sources. Mean durations of amenorrhoea by duration of nursing in 
periods of length of three months after the second month, being 
representative of a total sample size of 3,100 women from Latin 
America, Turkey and Thailand. His Table A contains mean durations 
of post partum amenorrhoea and lactation for different countries,
Qas labelled in Figure 5.1.1. . Neither the Salber nor the
6. Salber: mean lactation 6 months, mean amenorrhoea 5 months.
7. See Table 5.1.1. and note that the entry for 9 months lactation 
on Figure 5.1.1. is really for months over 8.
8. Punjab data are medians, not means.
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van Ginneken mean durations of lactation amenorrhoea shows any 
significant difference according as to whether lactation lasted 
for one month, or not at all.
Stars are used in Figure 5.1.1. for the rural Senegalese
data of Cantrelle and Leridon (1971) to indicate that they are
estimates. Their Table 11 presents mean birth intervals from a
sample of 8,456 live births by the age at weaning of the first
child, with the conditions that it survive until weaning and the
duration of observation exceed three and a half years. Ages at
weaning are presented in the groups 0 - 1 1  months, 12 - 14 months,
thence continuing in intervals of length three months up to three
years. Table 12 shows a mean birth interval of 19.7 months when
the first child dies before it is three months old; using
Figure 5.1.1. one can hypothesise that the sum of the durations
of the waiting time to conception and the gestation period itself
is about 17 months. Conversely, the Cantrelle estimate of 0.18
for monthly (not cyclic) fecundabi1ity gives a mean waiting time
9to conception of five months and adding this to 9.8, the mean 
gestation period for live births"^, we reach a figure of about 
15 months. Hence a rough estimate of 16 months was subtracted from 
each of the intervals listed in Table 11, and the estimated lengths 
of post partum amenorrhoea entered onto Figure 5.1.1.. Not too 
much weight should be given to the longest period of amenorrhoea 
since only 2.9 per cent of women lactate for this length of time: 
one would expect that the levelling effect apparent over the pre­
ceding durations of lactation would continue. The general trend 
of the Cantrelle data is unmistakable although there is no way of 
knowing whether the estimated value of 16 months which was 
9. (1/0.18)-0.50 = 5.05 =((1-0.18)/0.18) + 0.50
10. See Table 3.3.6.
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subtracted from the mean birth intervals should really have been 
half a month greater or smaller^ .
The Jain et al. (1972) ordered pair was obtained from a
sample of four thousand Taiwanese women in 1966. A distribution
of the average period of post partum amenorrhoea is presented
12graphically for all women but as five per cent of women never 
breastfed their infants no serious attempt was made to read values 
off the graph. Furthermore, no distinction was made between full 
and supplemented lactation; thirty per cent of women used supple­
mentary feeding before weaning; the surprising statement was made 
that "the use of supplementary feeding does not have any signifi­
cant effect on the relationships between socio-demographic factors, 
lactation and amenorrhea" (p.79). One does note from the graph, 
however, that the average period of amenorrhoea in the complete 
absence of lactation was four months for women of all ages.
The next ordered pair on the graph is derived from the 
Western Nigerian clinical study of Martin etal. (1964). A pattern 
of breastfeeding was observed very similar to the Senegalese one 
of Cantrelle et al. (1971); and the same method as was used for
the data of that paper was used to estimate the mean length of 
post partum amenorrhoea from the mean interval from one birth to 
the next following the survival of the first child. Thus a mean 
of 23.2 months lactation produced on average a mean amenorrhoeic 
duration of 19.5 months.
The final ordered pair comes from the study by Osteria 
(1973) of 165 rural women in the Philippines. He pointed out that the 
women were I.U.D. acceptors and "therefore not representative of
11. The same approximation technique was used to estimate the
Martin et al. (1964) ordered pair.
12. p .86 .
229
all married women in the municipality" (p.145). Hence the mean 
lactation period of 12.3 months is an average only for this 
non-random sample,but this does not affect the worth of the data 
as a valid ordered pair.
Ideally, the sort of data one would like to be able to 
insert into one's model is an authenticated distribution of post 
partum amenorrhoea specific for the duration of lactation. However, 
there are several problems to be overcome in this context, rela­
ting both to the presentation and the availability of data. For 
model input one requires data on an initial group of new mothers 
who are observed until all have commenced menstruation: for each 
time interval one wants to know the number of women who menstruate 
for the first time after delivery. However, a considerable number 
of the reference papers present these data in the form of the 
conditional probabilities that the menses return in the fixed 
interval, given that the sample was amenorrhoeic at the start of 
the interval. Such probabilities are convertible to the form 
required by the simulation model only when absolute figures are 
presented as well13.
As far as availability of data is concerned, the greatest
problem with data from Western countries is that women generally
breastfeed either not at all, or for only a short period of time:
for instance less than a quarter of the Salber sample breastfed 
14at all , and only six per cent breastfed for at least six lunar 
months. Without the construction of a very large clinical survey, 
in the order of five or preferably ten thousand recently confined 
mothers(it is not possible to determine very good distributions 
of amenorrhoea by the longer durations of lactation.
13. As, for instance, in Salber Table 2.
14. 485 out of 2,197 women.
230
TABLE 5.1.2.
RELATIONSHIP BETWEEN DURATION OF LACTATION. AND THE RESUMPTION OF MENSTRUATION
DAT A
SOURCE
SALBER (1966) TABLE 3 (LUNAR MONTHS)
MONTHS AFTER NUMBER OF NUMBER OF NUMBER OF PERCENTAGE OF PERCENTAGE
DEI. IVERY AMENORRHOEIC WOMEN LACTATORS LACTATORS REMAINING
LACTATORS AT TERMINATING MENSTRUATING REMAINING AMENORRHOEIC FOR
BEGINNING OF LACTATION DURING l AMENORRHOEIC FIRST 1 MONTHS
INTERVAL DURING l DURING 1 e( 1) = d( l)e( l-D/100
b( l)-a( l) -a( 1*1) -cf 1) d=100(l-c/(a-b))
i a c
1 985 100 3 99.2 99.2
2 38 2 78 46 84.9 84.2
3 258 47 27 87.2 73.4
u 1 84 36 17 88.5 65.0
5 1 31 34 22 77.3 50.2
6 75 14 18 70.5 35.4
7 43 15 6 78.6 27.8
8 22 7 3 80.0 22.3
9 12
N 485 331 142
DATA McKEOWN ( 1954) TABLE 1 (CALENDAR MONTHS)
SOURCE
1 943 374 4 99.3 99.3
2 565 141 16 96.2 95.5
3 408 60 33 90.6 86.5
4 315 32 35 87.6 75.8
5 248 60 59 68.6 52.0
6 129 43 38 55.8 29.6
6 * 48 25 23
N 943 735 208
DATA BERMAN (1972) TABLE TV (CALENDAR MONTHS)
SOURCE
l 214 12 7 96.6 96.6
2 195 18 12 93.2 90.0
3 165 18 10 93.2 83.9
4 137 8 17 86.8 72.8
5 112 7 7 93.3 68.0
6 98 5 7 92. 5 62.9
7 86 3 5 94.0 59.1
8 78 1 7 90.9 53.7
9 70 1 4 94.2 50.6
10 65 5 5 91.7 46.4
11 55 5 3 94.0 43.6
12 47 5 3 92.9 40.5
12 * 39 10 29
N 214 98 116
Table 5.1.2. illustrates the problem of data availability 
since calculations have been made of the number of women who 
leave the group of amenorrhoeic lactators by terminating lactation 
(column b) as well as by resuming menstruation (column c). Column d 
contains the percentage of lactators who remain amenorrhoeic during 
each month: the number of women who leave the group by ceasing to 
breastfeed are removed from the population "at risk" and so only 
women who are actually lactating at the time of their first men­
strual period are included in calculations. Column e shows the 
percentage of lactators who remain amenorrhoeic from delivery
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through to a particular month after the birth of their child.
The Salber data are adapted from their Table 3 which cal­
culated the probabilities of lactating women being amenorrhoeic 
at stated times after delivery and having return of menses during 
stated intervals after delivery. Fortunately the basic data for 
Table 5.1.2. were given, namely our columns a and c, and so 
the appropriate calculations were performed. During the first 
month after delivery 20 per cent of lactating women terminated 
lactation without menstruating, while less than one per cent left 
the sample by menstruating. This trend continues for all the re­
corded months after delivery save for the sixth month where 18 
women menstruate but only 14 suspend breastfeeding without having 
started to menstruate. Of the 473 women who leave the original 
sample only 30 per cent have continued lactation until they men­
struated: the remainder just stopped breastfeeding their babies.
It is interesting to compare these findings with the other 
two sets of data. McKeown et al. (1954) studied 943 post partum 
women who recorded their menstrual history for one year after the 
birth of a child and, since columns b and c are presented, it is 
an easy matter to calculate the remaining three columns. During 
the first month post partum nearly 40 per cent of lactating women 
terminated lactation without the return of their menses, while 
only half a per cent exited through menstruating: altogether only 
22 per cent of women left the sample this way.
However the situation is rather different in the case of 
Berman et al. (1972) who studied a group of Alaskan Eskimos. While
as many as three per cent of women menstruated during the first 
month post partum, less than six per cent stopped breastfeeding 
during the month before the resumption of menstruation. Overall,
46 per cent of women suspended breastfeeding before their first 
menstruation, a lower figure than the 70 per cent of the Salber 
study, or the 78 per cent of the McKeown one.
The Salber section of Table 5.1.2. shows that half the 
lactators are still amenorrhoeic at the fifth month while only 
22 per cent are still amenorrhoeic at the eighth. The figures in 
McKeown's column e are fairly similar, with 52 per cent still 
amenorrhoeic at the fifth month: the McKeown figures drop less 
suddenly than the Salber ones up to the fourth month, where this 
tendency is reversed.
The Berman picture is a different one: at the fifth month 
nearly 70 per cent are still amenorrhoeic and it is not until the 
ninth that half have menstruated. By the twelfth month two-fifths 
of the women are still amenorrhoeic.
Columns d and e of Table 5.1.2. refer only to those women
who lactate throughout the observation period since those women
who suspend breastfeeding are removed as column b. What we are
still searching for are distributions of post partum amenorrhoea
by the duration of nursing: we need to be able to pinpoint each
woman leaving the amenorrhoeic state according to the length of
time for which she nursed her child. The method of Table 5.1.2. in
which the number of as yet amenorrhoeic women terminating lactation
during each month could be calculated was possible because of the
way the data had been obtained: the Berman, the Salber and the
McKeown data used a questionnaire format which obtained full post
partum histories. It is possible to obtain some information from
poorer data, but one's scope is obviously limited"*' .
15. For instance, Potter, New, Wyon and Gordon (1965) gave a
table of the proportion of wives in post partum amenorrhoea, 
and still lactating, but there is neither any way to cross- 
tabulate these two nor to determine the number of "drop-outs".
TABLE 5.1.3. 233
DATA
SOURCE
PETERS (1958) p. 136
MONTHS
AFTER
DELIVERY
PERIOD
1
NUMBER OF 
LACTATORS WITH 
CHILD AGE i
TOTAL NUMBER OF 
LACTATORS OF 
THIS DURATION
NUMBER OF
MENSTRUATING
LACTATORS
PERCENTAGE OF 
AMENORRHOEIC 
LACTATORS 
DURING i
PERCENTAGE 
AMENORRHOEIC FOR 
FIRST 1 PERIODS
I - 4 1 113 272 18 93 93
5 - 8 2 58 159 19 88 82
9 -12 3 49 101 30 70 57
13-18 4 31 52 16 69 40
18 + 5 21 21 17 19 8
Peters et al . (1958) recorded the proportion of nursing
mothers who had recommenced menstruating by the age of the child. 
These women were patients in a Bombay birth-control clinic and 
were not followed post partum until their first menstruation took 
place, and for this reason one can make no estimate of the number 
of women who had ceased lactating before their first menstrual flow. 
It is fair to hypothesise that this number would not be very large, 
and one can manipulate the data as it stands. The authors presented
their data in four-month groups:
"One hundred thirteen women nursed babies 1 to 4 
months old. Of these 18 (15 per cent) had started 
to menstruate. In the 58 women whose infants were 
between the ages of 5 and 8 months, menstruation 
had occurred in 19 (33 per cent). Of the 49 women 
who had given birth 9 to 12 months before the 
interview, 30 (57 per cent) were menstruating..."
( p. 136)16 .
Unfortunately, we do not know during which four month period women 
with babies in the second and third groups started to menstruate 
again, but it does not seem unreasonable to suppose that they 
started in the same period post partum as the ages of their child­
ren. So, assuming that menstruating women with children five to 
eight months old had their first menses five to eight months post 
partum, and realising that, for instance, all children who were
16. It was assumed that the raw data were correct, although the 
first and last percentages are actually 16 and 61.
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breastfed for eight months were also breastfed for four, one can
construct Table 5.1.3. using the method of Table 5.1.2.. The
Berman data in this latter table show that 40 per cent of women
are still amenorrhoeic at the first birthday of their child,
while the Peters' data in Table 5.1.3. give a figure of 57 per
cent which is no doubt an overestimate because of the assumption
made that the first menstruation occurred in the ith period for
women with children aged i. The second assumption, that menstruation
always preceded the cessation of nursing would also serve to
17inflate this percentage but we have no way of knowing by how 
much.
Happily there are some data of exactly the form that 
is required. Table 5.1.4. presents first of all the Selber data 
which give distributions of post partum amenorrhoea in thirty day 
months by durations of lactation ranging from zero months to at 
least nine months. (In passing, it is interesting to note that 
the distributions, and not only the means, of post partum amenorr­
hoea are almost the same whether the mother lactated for one 
month, or not at all.) Next, the Jain data are presented although 
they use six monthly durations of lactation and only a single month 
interval post partum for the first month. Finally, Singarimbun's 
Indonesian data are recorded although they employ intervals of as 
long as six months past the eighteenth, and a large single inter­
val from delivery to the eighteenth month.
A comparison of the breastfeeders in the British and Tai­
wanese samples show that the latter appear to menstruate later than 
the former although there is a slight problem in comparing the 
data since the former distributions are presented in commenced 
months (one month's lactation means 0 - 29 days lactation, and
17. As l-(c/a-b) is less than 1-c/a (in the terminology of 
Table 5.1.2.)
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the first month after delivery means days 0 - 29 after the 
birth); the latter distributions refer to zero, one, and three 
months after birth and since no menstruations occurred in the 
zeroth month this top line was omitted from Table 5.1.4.. It 
would be difficult directly to compare further distributions 
since the Jain paper does not give any indication of how many 
women breastfed by single months, and an overall mean distribution 
calculated from the Selber data for at most six months would be 
overly weighted by the distributions of shorter lactation periods. 
This means that the comparison of the biological distributions 
would be also a comparison of the distributions of the duration 
of breastfeeding, and we would have no way of separating these 
components. Finally, the Singarimbun data are interesting but of 
limited use as model input .
There is possibly a correlation between the length of post 
partum amenorrhoea and age: Potter, Wyon, Parker and Gordon (1965) 
found by using a linear regression model that post partum amenorr­
hoea of Khanna study women "averages a little less than 11 
months for all ages combined and increases at a rate of one month 
for every four additional years of age" (p.86) . Jain et al,
(1970) found that age affects amenorrhoea "both directly and 
through lactation" (p.255) but "parity has no independent effect 
on either lactation or amenorrhea". Finally "education and place 
of residence affect amenorrhea mainly through the cultural 
variations in the practice of breastfeeding". Jain et al. (1972)
found that:
"The relationship between the period of amenorrhea 
in months (Y) and the length of lactation in 
months (X) can be expressed by the linear regression 
equation: Y = 4.2 + .42X In this relationship,
the duration of lactation explains about 21%
18. Equation (1).
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variation in the period of amenorrhea. Control 
for age, in terms of two broad age groups, does 
not change this relationship as shown... by the 
two linear regression equations: T = 4.0 + .42X 
for younger women, and Y = 5.2 + .40X for older 
women." (p.80).
Hence we have linear relationships both between maternal age and 
the duration of amenorrhoea, and between the durations of lactation 
and amenorrhoea. The question one is led to ask is whether there 
is some relationship between maternal age and the length of the 
nursing period, but the fact that the separate regression equa­
tions of Jain's show very little difference in the basic lactation 
- amenorrhoea relationship between younger and older mothers sug­
gests this may not be very important.
Perez et al. (1971) used the linear regression technique to
relate the dates of ovulation and menstruation to the durations of
19full, partial and total breastfeeding : to "a close approximation., 
in monthly units" (p.494) they obtained regression equations of
DM0 = 1.5 + 0.6 TN (2)
and DM0 = 2.3 + 0.7 FN (3)
where DM0 is the date of the first menstrual onset, and TN and 
FN are the number of months spent in the total and full nursing 
categories respectively.
A comparison of the three equations reveals that the Jain 
expression has a markedly less steep gradient than the Perez ones 
and, were its initial value lower, the fit with the observed data 
of Figure 5.1.1. would be reasonably good. One is justified in 
comparing equations (2) and (3) only with durations of lactation 
less than about nine months because the Perez study obtained the 
data to calculate the regressions from lactation periods not
19. Total = full + partial.
See also Perez et al. (1972).
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extending beyond this point. Indeed, equation (2) for full and 
partial breastfeeding bears a remarkable similarity to the Salber 
data of Figure 5.1.1.: it is quite likely that this sample of 
Western mothers supplemented their breast milk, although no infor­
mation on chis point was supplied by the authors. By placing a 
ruler along the Salber means in Figure 5.1.1. one obtains a good 
idea of where the Perez regression equation (2) falls on the graph. 
The greatest discrepancies occur from about month nine to month 
eighteen where the regression line lies above the points on the 
figure: from about the twentieth month the observed data lie above 
the regression equation.
The Perez data were used by Ginsberg (1973) in his construc­
tion of a model which was intended to relate the durations of the 
lactation and the anovulatory periods. His finding was that
"the ratio of the mean time till ovulation under 
conditions of prolonged full nursing, Ep, to the 
mean time till ovulation under conditions of no 
nursing at all, Ej^ , is a constant, Y , equal to 
approximately 5.5" (p.293).
Such a finding is naturally linked to the assumptions he made in 
the first place which allowed the construction of the model, but 
the testing of this hypothesis against different populations seemed 
to support the hypothesis and lend weight to his supposition that
"the relative effects of nursing are constant among 
populations, and these effects combine multipli- 
catively with a factor, p , specific to each population 
to produce the observed means" (p.294).
This paper is of some interest despite the weight attached to the 
hefty approximations in the last page or two of the table which 
"verifies" his results: the true value of the paper is as a theo­
retical exercise, and as such it has little practical use for us. 
However, the bulk of this section should have indicated
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that there are available some data which can be used to test 
the effect of varying the length of time for which women nurse 
their children. Better data would be welcome, but results can 
still be obtained from what we have.
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5.2. THE RATIONALE FOR PROLONGED PERIODS OF LACTATION AND POST 
PARTUM SEXUAL ABSTINENCE
It is post partum sexual abstinence which will be examined 
here because of its great measurable potential for affecting 
fertility levels; but before going on to discuss this phenomenon 
some mention should be made of other types of sexual abstinence. 
Pre-marital abstinence is the ideal in those societies which idealise 
the virgin bride (although the requirement of pre-marital chastity 
is less stringent for the male spouse). The strength of this desire 
for female pre-marital chastity, and the severity of the penalties 
for infringing the rule, vary greatly amongst different societies; 
but this is not the place to elucidate the matter further, however 
interesting it may be. At this stage, the simulation model is 
fitted to produce only marital fertility data because of the diffi­
culties that would be encountered in the construction of a fecunda- 
bility function which incorporated a high level of variability of 
coital frequency for each woman, and between women.
Page (1973) distinguished between only two forms of sexual 
abstinence: the first is "une abstinence forcee" (p.68) resulting 
from circumstances which separate husband and wife for some time; 
the second is caused by sexual taboos of one form or another, 
which are observed with varying degrees of strictness. Clearly 
these are forms of marital abstinence, and it is the second type 
which is of primary concern here although it would be possible to 
estimate the effect on fertility of separating couples if one were 
to assume that the wife abstained during her husband's absence. If 
one wished to know the average number of live births "lost" through 
the separation of couples one would need fairly good data on the 
occurrence and duration of periods of time when the spouses were
1. See, for instance, Caldwell and Caldwell (1977).
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living apart unless the exercise was to be a purely theoretical
2one .
Page's "certain norabre de tabous sexuels" fall into dif-
3ferent categories". Himes (1963) reported that the ancient Indian 
Hindus placed "much emphasis upon ceremonial abstention from 
coitus" (p.116). Sexual intercourse was prohibited during sunset 
and
"for the first four days after the appearance of 
the menstrual flow, as well as on the 8th, 14th, 
and 15th days of both the fortnights - light 
and dark; on the anniversary days of dead parents, 
nights previous to the anniversaries...; in the 
daytime, at midnight, and during an eclipse".
4A number of astrologically determined days were also proscribed .
One might be led to wonder whether these proscriptions could 
have had any contraceptive effect: although Siegler (1944) deduced 
from the limited data available at the time that ovulation in the 
human female"seems to occur at any time in the menstrual cycle" 
(p.143), Hartman (1962) was able to supply some more explicit 
information. Different methods of estimating the day of ovulation 
produced consistent results, with ovulation occurring approximately 
in the middle of a 28 day cycle. One study of 761 menstrual cycles 
demonstrated that 80 per cent of ovulations occurred on days 11 to 
15 inclusive, although there seem to be no time in the cycle when
2. In 18th century England Graunt actually pointed to the reduc­
tion of the fertility of country women whose husbands spent 
some time in London, and also of that of the wives of seamen 
(Hogben (1938) p.292).
3. Abstinence during pregnancy can certainly have no contraceptive 
effect so it will not be discussed although it is, to a varying 
degree, a widespread phenomenon.
4. Similarly, Short (1750) attributed the increase of London bap­
tisms from December to January in part to the abstention of 
married couples in Lent: "The fertility of January being owing 
either to the ecclesiastic Interdict being taken off the 
Marriage Bed at Easter; or to the religious Abstinence and 
other Lent Severities..." (Hogben op.cit.)
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ovulation is completely impossible. Hartman (1962) also described 
Ogino’s method of determining the so-called "safe period" which 
takes into account the variability in the lengths of menstrual 
cycles: this method is based on the premise that ovulation occurs 
between the twelfth and sixteenth days before the following menses. 
Allowing for "the maximal survival time of sperms" (p.235) and for 
"the possible duration of fertilizability of the ovum"^ one can 
calculate that "a woman whose menstrual cycles vary between 25 and 
31 days (which fortunately obtains among 70% of women) is 
fertile from day 7 through day 21" (p.237).
On the basis of these calculations the proscribed days in
the first fortnight of the cycle were probably fertile ones although
it is doubtful whether this would have affected fertility any more
than the normal variations in the timing of sexual intercourse
since the prohibition did not apply to the intervening days. The
first four days of the menstrual cycle are some of the "safest"
days of the cycle, so that it would have been immaterial whether
7intercourse took place during that period, or not .
The menstrual taboo itself deserves special mention even 
though it cannot decrease fertility. References to the taboo extend
5. See graph, Hartman (1962) p. 135. See also Population Report 
Series I Number 1, June 1974.
6. Respectively 3 days and 1 day.
7. Interestingly, Oppong (1974) reported the Ghanaian belief that 
the days following menstruation are unsafe while the days fol­
lowing the midpoint of the cycle are safe - a complete contra­
diction of the known facts. More surprisingly, Kantner and 
Zelnik (1972) reported from their survey that only 29% of U.S. 
unmarried women in the 15-19 age group correctly perceived the 
time of greatest risk of conception within the menstrual cycle
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at least as far back as the old Mosaic proscription and, as 
neatly summarised by Young et al. (1965), the sanctions against
menstruating women vary from the forbidding of sexual intercourse, 
as reported in the Khanna study by Wyon and Gordon (1971), to the 
construction of special huts in which women must live while they 
are menstruating, and their not being allowed to cook for men.
These authors found a positive correlation between the degree of 
elaboration of menstrual taboos, and the length of the post partum 
t aboo.
The existence of some sort of post partum taboo on sexual 
intercourse has been widespread in different societies, and for 
thousands of years. Ford and Beach (1951) wrote that although 
"some societies condone the post-partum re-establishment of coital 
habits after a relatively short delay of one to two weeks" (p.219) 
other societies insist upon abstinence per se for periods ranging 
from about a month, to about nine months. It was noted that, in 
some societies, the duration of the period of abstinence "is 
determined by some developmental characteristic of the child... 
for example... until the baby can walk". Other determinants of 
the end of the abstinent period may be the baby's sitting up, 
crawling or cutting its teeth. Mention is also made of the taboo 
against intercourse with a lactating women which may extend the 
period of abstinence for up to three years, and a logically-based 
explanation is given for this taboo:
8. "And if a woman have an issue, and her issue in her flesh be
blood, she shall be put apart seven days: and whosoever toucheth
her shall be unclean until the even".
"And if any man lie with her at all, and her flowers be upon 
him, he shall be unclean seven days; and all the bed whereon 
he lieth shall be unclean." (Leviticus 15:19 and 24).
This fear of menstrual blood can be linked with the 
belief that it is capable of harming the milk of the nursing 
mother.
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"The reason given for insisting upon sexual abstinence 
after parturition is the prevention of another preg­
nancy in the belief that this would be dangerous to 
the welfare of the present child. Should conception 
take place while the baby is nursing, the mother's milk 
supply would diminish and the growing child would have 
to be prematurely weaned".
Van de Walle and van de Walle (1972) present a fascinating 
historical account of beliefs and practices associated with 
lactation and the post partum period, ranging over a period of the 
last two thousand years. Physicians at the beginning of this period 
held the belief that it was coitus, and not the cessation of 
lactation, which brought on the reappearance of the menses: it 
was variously believed that the onset of the menses soured the 
mother's milk and the mother could become pregnant; and that 
coitus itself simply caused the milk supply to dry up. Soranus and 
Hippocrates did not understand the separate mechanisms of ovulation 
and menstruation. By the thirteenth century the idea had been 
formally recorded that it was the return of the menses which 
tainted or dried up the milk of the nursing mother: it was con­
sidered that women "sont venimeuses durant le temps de leurs 
fleurs" (p.688) and that they"empoisonnent les petits enfants des 
berceaux". As early as Galen various health reasons were produced 
to support the taboo on intercourse with a lactating women, these 
being the health of the mother, that of the child at the breast, 
and that of the foetus. In the nineteenth century the retention 
of semen in the vaginal tract was specified as the agent which 
spoiled the mother's milk: this idea led gradually to the counsel 
of sexual moderation rather than total abstinence since it was be­
lieved that the woman did not retain the semen if she were indul­
ging in regular sexual intercourse.
Turning for a moment from this historical account we find 
very similar beliefs held by contemporary Nigerian Yoruba women.
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Olusanya (1969) described their belief that the milk of the 
lactating woman is made harmful by intercourse, and that the 
child will fall ill and possibly die. Two surveys, each of 
1,400 women, asked women what they thought were the effects of 
pregnancy or intercourse on the child who was still being nursed. 
Less than one per cent of women considered that the mother's health 
would be impaired, but over half thought the child would become 
sickly and fifteen per cent that its growth would be retarded.
Twice this latter percentage thought the child would fall ill and
The van de Walle paper goes on to describe another atti­
tude which supported the post partum taboo: in the nineteenth 
century the authors suspected that the prohibition continued 
rather through a "question de convenance, morale, plutot que de 
sante physique" (p.691). This idea of moral propriety is the same 
one which considered abstinence as the only tolerable form of 
contraception^. Neither this attitude, nor the one which advocates 
lactation as a contraceptive measure, seem to exist amongst African
beliefs ^ . However, in seventeenth century England, Petty did
9.Martin et al. (1964) pointed out that the nutritive advantages
of mother's milk over substitutes was well known in his Nigerian 
study: "In Imesi the people do not believe that breast feeding
offers protection against further conception. They know that 
there is no satisfactory substitute for breast feeding, that a 
long period of lactation is needed for the survival of the 
infant, and when this is impossible, e.g., following the death 
of a nursing mother, the infant almost invariably dies... A 
woman who becomes pregnant while she is still breast feeding 
meets public censure..." (p.84).
10.See, for instance, Fryer's (1963) "Fighters against Comstockery", 
Ch. 89 in Hardin (1969).
11.In contrast, Myrdal (1975) suggested that the women of his study 
village in northern Shensi were aware of the contraceptive 
effect of prolonged lactation but believed that ovulation cannot 
occur while the mother is still nursing:
"A lot of women still believe that they can't become with child 
as long as they are suckling. And each time, they are as sur­
prised as ever, when they find they are pregnant again. But we 
are working to enlighten them". (Statement from a woman pioneer,
p .226) .
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suggest that prolonged lactation was a "hindrance to the speedier
12propagation of mankind" , although it is possible that he was 
simply referring to the taboo which continued for the duration of 
the lactation period. The van de Walle paper did find some French 
references shortly after the time of Petty which recognised the 
contraceptive effect of prolonged lactation: one eighteenth cen­
tury writer wrote of the benefit to the mother's health since, if 
she breastfeeds, she will conceive only every second year, rather 
than every year.
The last reason for prolonged lactation which is cited in
this paper refers to the pro-natalist policies of a few centuries
ago: one school of thought advocated "1'allaitement artificiel"
(p.697) because of the contraceptive effect of breastfeeding; the
other sensibly noted the positive benefit to the child of being
nursed for a long time, and that
"ce n'est pas le nombre des enfants nes cheque 
annee qui interesse un Etat, mais le nombre 
de ceux qui vivent".
It will be remembered that the Olusanya (1969) paper showed that
it was concern for the health of the child at the breast which
causes the mother to abstain through fear of spoiling her milk:
13this technique (of unconscious contraception ) is her method of 
maximising the number of her surviving children.
Because the concept of long periods, even years, of sexual 
abstinence is so removed from the experience and imagination of 
many Western demographers (and anthropologists), they find it dif­
ficult to treat the taboo with the attention it deserves. So far
12. Hogben (1938) p.293.
13. Saucier (1972) wrote that post partum abstinence "cannot be 
seen as a method of birth control, because its practice is 
not a function of the number of children already born to 
the family" (p.238).
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only African evidence has been presented for the continued exis­
tence of the taboo, since it is specific African data which will 
be examined in the last section of the chapter: however, we know
that the taboo exists in places as distinct from Africa as India,
14and Indonesia . Such a geographically wide-spread and long­
standing phenomenon deserves the sort of serious attention given 
it by Saucier (1972), who realised that it must be a severe sexual 
deprivation both for post partum women and monogamous men, but 
reacted by trying to understand the nature of those types of com­
munities which keep to the taboo, and the way in which the taboo 
is successfully maintained. Such an approach is vastly superior 
to that of Leridon (1973b) whose scepticism concerning the practice 
is only too evident:
"II ne faut pas oublier qu'en regime de fecondite 
naturelle, et pour peu que l'interdit s'applique 
egalement ä la periode de la gestation, son 
respect integral limiterait les rapports sexuels 
ä une periode de duree egale au delai moyen de 
conception - disons ä six mois, au maximum, ceci 
tous les deux ou trois ansi" (p.4).
He stressed the need for confirming whether the actual practice
of abstinence was the same as the stated pattern, and concluded
that "la fonction de l'interdit sexuel est peut-etre illusoire,
dans la mesure ou l'interdit est relie a 1'allaitement" (p.5);
but he arrives at this conclusion by faulty reasoning. Taking the
Senegalese example of Cantrelle and Leridon (1971) he reported
mean lactation and post partum amenorrhoea durations of two and
one years respectively (but from Figure 5.1.1. it is clear that
this latter estimate is about six months too low). He assumed
that when the baby took its first steps its parents resumed sexual
relations, and if this were actually the case then it would be
14. Specifically: Wyon and Gordon (1971) p.159, and Singarimbun and 
Manning (1974) p.71. See also Baxi (1957) Table 20 and Nag 
(1962) p.77 ff.
248
lactation, and not abstinence, which was the more important factor 
in contributing to the mother's infecundity: abstinence still 
would play a small part since it truncates from below the distri­
bution of the resumption of menstruation, and it must be remembered 
that women do not conform exactly to the averages quoted above.
However, in assuming that sexual abstinence does not continue for
1 5more than a year in this society , and then extrapolating to the 
rest of the African societies which practise the taboo, Leridon 
is making a quite unwarranted conclusion. Lactation amenorrhoea 
cannot extend, in the mean, for more than about eighteen months, 
so that the effect on the fertility of any societies which maintain 
the taboo for periods at least as long as this cannot be called 
"illusory". The next section in this chapter shows the effects of 
variable lactation durations, and abstinence durations; and for 
all but the very shortest durations, a fixed period of abstinence 
produces a greater decline in fertility than a fixed duration of 
breastfeeding. The last section presents some Nigerian abstinence 
data in which abstinence may last as long as four years, and 
examines the impact of this phenomenon on fertility.
15. I have no way of testing the accuracy of this statement.
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5.3. THE THEORETICAL EFFECTS ON FERTILITY OF BREASTFEEDING 
AND SEXUAL ABSTINENCE
In this section tests are made of the relative effectiveness 
of lactation amenorrhoea and complete sexual abstinence in reducing 
family size. The previous section should have made clear the 
deficiencies in the data on the first of these factors, but one 
must work with the best of these inadequate data, or not at all.
The technique used to determine the length of the appropriate 
period of non-susceptibility to conception for each duration of 
lactation was of necessity a simple one: the scales of Figure 5.1.1. 
were converted to lunar months, and integer values were read off 
the diagram. Hence there was a known mean post partum period for 
each duration of lactation. Table 5.1.4. did present distributions 
of post partum amenorrhoea for different durations of breastfeeding, 
but only the Selber (1966) data were for single months, and these 
were of length thirty rather than twenty eight days. Consequently, 
although the distributions themselves can be adjusted to refer to 
lunar rather than calendar months, one is still faced with the 
problem that the durations of lactation are presented in multiples 
of thirty days: by the seventh such month, for instance, the 
duration of breastfeeding is closer to eight lunar months than 
seven. Since distributions were not available for lactation durat­
ions exceeding nine months it was realised that the model would 
have to use constant durations of lactation amenorrhoea throughout. 
Some comparison tests were performed, however, to discover the 
degree of sensitivity of the mean fertility of the simulation to 
the use of constants rather than distributions of the length of 
the post partum non-susceptible period, and to slight changes in 
the mean values of the distributions. For the sake of this 
comparison (and this comparison only) it was assumed that the Selber
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distributions were equally valid for durations of lactations which 
were multiples of a lunar month. The simulations differed from 
run 20 of Chapter Four in that all women married at age seventeen, 
and the Pittenger five per cent function was used rather than the 
two per cent one.
The results of the comparison test are presented in 
Table 5.3.1.. The width of the confidence intervals decreases 
slightly with an increase in the non-susceptible period and this 
is caused by an overall decrease in the standard deviation of mean 
live births from 4.36 to 3.57 as the mean duration of non-suscep­
tibility increases from two lunar months to six. There is only one 
significant difference between any of the dozen consecutive pairs 
of confidence intervals, and this occurs between the intervals 
obtained by using Selber distributions for four and five months 
lactation. There is no abrupt difference between the widths of 
neighbouring confidence intervals: slight variations in the trend 
for the widths to decrease from the top to the bottom of the table 
are caused by the ever-present component of random variation.
Table 5.3.1. demonstrates that there are no marked diffe­
rences caused by the use of constant durations of amenorrhoea 
rather than distributions, at least at these short periods of non­
susceptibility. The use of a constant does not appear to shrink 
the confidence interval for average fertility, and the decrease 
in this average fertility with an increase in the non-susceptible 
period is as smooth as can be expected in a Monte Carlo model. At 
this stage, therefore, we need feel no apprehension about choosing 
to use mean durations of non-susceptibility.
There is no problem in incorporating periods of abstinence 
into the simulation model since, for the sake of programming, one 
considers that, say, seven months abstinence is equivalent to the
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same period of post partum amenorrhoea. However, a problem arises 
when one wishes to incorporate a period of lactation since this 
operates only indirectly on fertility, the direct variable being 
the period of post partum amenorrhoea which is caused by lactation 
continuing for the stipulated length of time. As described at the 
beginning of this section, the appropriate durations of amenorrhoea 
were obtained from Figure 5.1.1..
Figure 5.3.1. presents 95 per cent confidence intervals for 
the mean live births obtained from runs with fixed lactation 
periods ranging from none at all up to 30 lunar months. It was 
felt that there would be no point in testing the effect of even 
longer periods of breastfeeding befcause maximum protection from 
the resumption of menstruation (and ovulation) has been attained 
by this time: breastfeeding beyond this point is no longer 
effective as a measure to inhibit the return of the menses"*’. The 
fact that the mean fertility (and confidence intervals) for, say, 
nine to eleven months breastfeeding, are the same is a function of 
the way the post partum periods were selected from Figure 5.1.1.: 
in this case, six months amenorrhoea were said to result from this
1. Jain and Sun (1972) found that in their Taiwanese sample the 
duration of post partum amenorrhoea stabilised at around 14 
months for 21 months of lactation: amenorrhoea lasted only for 
15 months at 32 months lactation. Jain, Hsu et al. (1970) wrote
that lactation "only delays the resumption of menstruation up 
to a point for any woman, because for a substantial proportion 
of women menstruation recurs even before they stop lactating" 
(p.261). In this paper it was found that menstruation was 
resumed in less than 2 years post partum for 84% of those lac­
tating for more than 2 years. The durations of lactation over 
2 years in Figure 5.1.1. refer to African data, amenorrhoea 
having been estimated from birth intervals, and it is possible 
that sexual abstinence may have played some part in extending 
the birth interval though one has no way of judging its extent. 
It was decided to place the plateau (for simulation purposes) 
at 20 months post partum amenorrhoea for all durations of 
lactation exceeding 26 months: this is a compromise between the 
Taiwanese and African cases. Comment was made on the levelling 
off of the contraceptive effect of lactation also by Osteria 
(1973) in his study of the Philippines and by Jelliffe and 
Jelliffe (1972a) p.83l.
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three-month duration of nursing. The simulation model uses a time 
counter of integer months and it was felt, for several reasons, 
that the gain from using non-integer values would not be justified. 
Firstly, Table 5.3.1. showed that significant differences in total 
fertility were not obtained when the mean duration of the non- 
susceptible period was varied by less than half a month and in a 
number of cases there was no significant effect when this mean 
duration was altered by as much as a whole month. Secondly, the 
method by which the data were obtained in the first place, by 
reading values off the cluster diagram, is by no means a sophis­
ticated one, and it would be quite wrong to assign too much worth 
to the figures obtained in this way: integer values are justified, 
but not numbers going to one or more decimal places. And thirdly, 
the program would need to be rewritten extensively, and the previous 
two points do not justify the expenditure of time on such a project .
The graph demonstrates a number of points. First of all, 
there is the expected decline in fertility as the sample of women 
breastfeeds for longer periods of time. This decline is approxi­
mately linear, but starts to level off around the maximum duration 
of lactation shown on Figure 5.3.1.. A loss of one complete birth 
(on average) per woman occurs between those groups who breastfeed 
for at most one month and for at least four months. Another birth 
is lost if breastfeeding continues for at least nine months, and 
another if it continues for fifteen. Those women who breastfeed 
for 22 or 23 months have lost another two births, but lactation 
for a further seven months reduces each woman's total fertility 
by only one birth. Thus one birth is "lost" for each additional 
four to five months up to 22 or 23 months of nursing; but a 
further seven months is required for the average fertility to fall 
by one birth - this is the "levelling-off" effect already noted.
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Secondly, the width of the confidence intervals decreases 
from 0.54 to 0.28, a reduction of about half. One is led to enquire 
whether this very marked effect has been caused by the use of a 
constant duration of post partum amenorrhoea rather than a distri­
bution: we know only that the use of a constant is not significant 
for short durations of breastfeeding as shown in Table 5.3.1.. To 
test the effect of using a distribution with a large mean duration 
of breastfeeding a simulation was performed using a distribution 
centred on 22 months of post partum amenorrhoea (corresponding to 
the upper limit of nursing shown in Figure 5.1.1.). The shape of 
the distribution was the same as that used by Hyrenius and
Adolfsson (1964) although their distribution had a mean of twelve 
2months . The distribution was not intended primarily to represent 
"reality" but was chosen merely because it was ready-made for our 
needs, and had been originally based on real data pertaining to 
post partum amenorrhoea. Any other symmetric distribution would 
have served the purpose.
The result of the new simulation was quite interesting. The 
means of the simulations using a constant and a variable duration 
of non-susceptibility were respectively 6.89 and 6.83 live births,
3with corresponding standard deviations being 2.22 and 2.30 . Clearly, 
then, the narrowing of the confidence intervals is not caused by 
the lack of variability inherent in the use of a constant duration 
of non-susceptibility, but by the increasing importance of the 
length of the non-susceptible period in determining the eventual 
total fertility of each woman. As the duration of non-susceptibility 
increases, it tends to dominate the other factors which are also 
responsible for the final result.
2. p.22.
3. Confidence intervals are (6.75, 7.03) and (6.69, 6.98).
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Figure 5.3.2. shows the corresponding 95 per cent confidence 
intervals for mean fertility which are obtained by incorporating 
into the model periods of abstinence ranging in single months up 
to three years. Since the period of post partum amenorrhoea is 
about two months even with no breastfeeding and no abstinence, 
this duration was used to initiate the simulation runs.
The shape of the curve obtained by joining the confidence 
intervals is clearly not linear, and hence a very simple macro 
model was constructed in order to determine exactly what sort of 
curve had been produced. As all women marry at age seventeen there 
was no difficulty in assigning a lower limit to the reproductive 
span of the sample; the upper limit was taken to be the mean age 
of becoming sterile when the Pittenger five per cent function was 
used, and this was 41.70 years. No allowance was made for the 
possibility of pregnancy wastage, and a mean fecundability was 
derived from the distribution of Version I as shown in Figure 4.3.1.. 
Actually, three values of fecundability were derived: the first
(0.14) was a mean value derived between the age limits of 17 and 
42 since the latter was approximately the "exit" age in the macro 
model; the second (0.11) used the age limits of 17 and 50; and 
the third (0.07) was calculated such that the macro model's pre­
dicted fertility at twenty months abstinence would coincide with 
the simulation's confidence interval. The mean of the gestation 
period is 10.5 months so, letting:
a be the sum of the waiting time to conception 
and the gestation period;
k be the number of months of non-susceptibility 
to conception;
R be the mean reproductive span; and
F be the mean number of live births;
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we have, for a fecundability of 0.14,
1 - 0.5 + 10.5 = 17.1 (1)
8 “ 0.14
R = 13(41.70 - 17) = 321.1 (2)
and
F = f(k) = R/(a + k) (3)
where k is allowed to take any value not less than 2. The value 
obtained in equation (1) is actually a slight underestimate of a, 
since the first birth interval of the 38 simulation runs takes 
values ranging between 17.16 and 18.04, with a mean of 17.58.
This underestimate is caused by the fact that pregnancy wastage 
is not taken into account in the macro model. The two higher 
fecundability values produce curves which lie consistently above 
the simulation's output, but the curve obtained by substituting 
the lowest fecundability value into equation (3) intersects the 
confidence intervals for all durations of abstinence exceeding 
twelve lunar months. This latter finding points out the inadequa­
cies of such a trivial macro model since a fecundability as low 
as 0.07 is not consistent with the input of the simulation model, 
although this value produces a curve very similar to the simulated 
one. At any rate, the macro model has demonstrated the underlying 
pattern behind the simulated output while it has unwittingly 
demonstrated its own shortcomings: even had the macro model 
"fitted" the simulated results using a plausible value of fecunda- 
bility it could have provided no other information about the 
fertility of the sample.
Because the widths of the confidence intervals decreased 
so much in Figure 5.2.2. - from 0.54 to 0.20 - some rough calcu­
lations were performed to determine what proportion of time spent 
in producing a live birth was contributed by the period of post 
partum amenorrhoea. Once again no allowance was made for pregnancy
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wastage, estimates being made using the three fecundability values 
used in Figure 5.3.2..
In passing, it should be noted that the multiplication of 
the fecundability of 0.14 by the proportion of conceptions actually 
terminating in a live birth (0.83) gives a "live birth" fecundabi- 
lity of just over 0.11, and this explains why the curve using this 
latter value is closer to the simulated output of Figure 5.3.2.. 
However, there has still been no allowance made for the "lost time" 
associated with foetal wastage.
The results of these calculations are presented in 
Table 5.3.2.. Since the size of the fecundability parameter is 
inversely proportional to the time it takes to conceive, the contri­
bution of the period of non-susceptibility is the most important
TABLE 5.3.2.
PERCENTAGE OF TIME SPENT IN PRODUCING A LIVE BIRTH WHICH IS CONTRI- 
BUTED BY THE COMPONENT OF POST PARTUM NON-SUSCEPTIBILITY.
Fecundability
Months of 
Abstinence
0.14 0.11 0.07
2 10 9 7
7 29 26 22
13 43 40 34
26 60 57 51
39 70 66 61
in the case of maximum fecund ability; but even when this parameter 
is as low as 0.07 it determines half the time spent in producing 
a live birth when abstinence lasts for two years. When abstinence 
lasts only seven lunar months it contributes a fifth of the time. 
Consequently, the narrowing of the confidence intervals is not
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FIGURE 5.3.3. DISTRIBUTION OF LIVE BIRTHS BY FIXED DURATION OF BREASTFEEDING IN LUNAR MONTHS,
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quite as surprising a result as it first appeared to be.
TABLE 5.3.3.
AVERAGE PARITY BY DURATION OF BREASTFEEDING IN LUNAR MONTHS
Duration of Breastfeeding Average Parity
0 - 3 12.67
4 - 8 11.74
9 - 13 10.85
14 - 16 9.94
17 - 19 9.27
20 - 22 8.38
23 - 25 7.71
26 - 30 6.96
The distributions of live births for different durations of 
breastfeeding are shown in Figure 5.3.3.. Tne distributions were
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cumulated with the intention of showing the effect of all durations 
of breastfeeding on one graph; durations of lactation range from 
three to five months with the shorter durations of breastfeeding 
being represented as sandwiched between the longer ones. This 
occurred because the cumulated distributions were constructed 
solely with the idea of producing as many distinct distributions 
as was possible, and the maximum differentials in fertility between 
consecutive durations of nursing occur in the middle range. Basic­
ally, one needs to breastfeed for a long time to obtain the maxi­
mum contraceptive benefit but there does come a time when the 
prolongation of lactation can provide no additional protection 
from conception.
TABLE 5.3.4.
AVERAGE PARITY BY DURATION OF POST PARTUM SEXUAL ABSTINENCE IN
LUNAR MONTHS
Duration of Abstinence Average Parity
2 12.94
5 11.52
9 9.92
13 8.66
18 7.55
25 6.56
35 5.32
Figure 5.3.4. shows some corresponding distributions by 
seven distinct periods of abstinence: the distributions are less 
regular than those of Figure 5.3.3. because those of the latter 
graph were cumulated and thus represent samples of at least 3,000 
women. The durations of abstinence were selected on the basis of 
being able to provide clearly distinct distributions, and it is
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FIGURE 5.3.4. DISTRIBUTION OF LIVE BIRTHS BY FIXED DURATION OF ABSTINENCE IN LUNAR MONTHS.
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obvious that progressively greater increments in the duration of 
abstinence need to be selected in order to satisfy this criterion. 
Thus, distinct distributions are obtained from runs with periods 
of abstinence three months apart at the lower limit, but the diffe­
rence has extended to as much as ten months at the upper limit. 
While the distributions of live births by duration of breastfeeding 
gradually move to the left and become steeper as the range of live 
births decreases, the pattern exhibited in Figure 5.3.4. shows a 
more obvious progressive shrinking of the ranges of live births, 
and consequently a more marked tendency for the peaks of the dis­
tributions to increase. One is really observing the same effect, 
but the case of Figure 5.3.4. is a more extreme one than that of 
Figure 5.3.3. because, for instance, the duration of lactation
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amenorrhoea cannot extend as long as 35 months in a normally 
healthy woman.
The basic findings of this section relate to lactation 
amenorrhoea, and independently to sexual abstinence: an approxi­
mately linear relationship was found to exist between the duration 
of lactation (of up to 30 months), and the mean number of live 
births; a more complex relationship was found to exist between 
the duration of abstinence and mean fertility, this relationship 
demonstrating that the nett contraceptive effect of abstinence is 
always a positive one, but that it decreases with increasing periods 
of post partum non-susceptibility. If data were available on dis­
tributions of post partum amenorrhoea by the length of lactation 
it would be possible to examine the joint contraceptive effect of 
lactation and abstinence. For example, if a woman were to lactate 
for nine months and abstain for the same period the effective 
length of the non-susceptible period could not be less than nine 
months: in effect, the distribution of post partum amenorrhoea 
appropriate to a period of nursing of nine months would be trun­
cated from below at this point. In the case of a specific problem 
it may yet be possible to establish the combined effects of lacta­
tion amenorrhoea and sexual abstinence, but there is no point in 
attempting such a problem in the context of this theoretical dis­
cussion .
The following section of Chapter Five describes the results 
of some simulations which were undertaken with specific populations 
in mind, and some specific real problems.
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5.4. THE SIMULATION OF YORUBA FERTILITY
In this section an attempt has been made to estimate total 
fertility achieved at different levels of breastfeeding and post 
partum sexual abstinence. The data on the practices of lactation 
and sexual abstinence were obtained from a number of recent Nige­
rian surveys’^, as were the distributions of age at marriage.
The results qf all the surveys indicated that marriage was 
virtually universal for all women with the mean age at first 
marriage ranging from 18 years for the "poorer Ibadan" women 
(NF2-2) to 22 years for the "richer Ibadan" ones (NF2-3). Only 
three per cent of the women from the entire NF2 sample had been 
married more than once, although only 48 per cent of the women 
were married monogamously. Of the CAFN1 women, 6.6 per cent could 
be said not to be in contact with their husbands, either through
widowhood, separation or divorce: the percentage of monogamous
2marriages was the same as for the much smaller NF2 sample . For 
simulation purposes it was assumed that once women marry they 
remain in the marital state for the duration of their fecund life,
and since a widow tends to remarry very soon after the death of
3her husband" this assumption is not such an unrealistic one. No 
specific allowance was made for female terminal abstinence although 
this is a common phenomenon amongst Yoruba women in their forties. 
For instance, in the Ibadan city sample (CAFN1), 55 per cent of 
women aged 40-44 years had terminated all sexual relations, 69 per 
cent had done so at ages 45-49 and 83 per cent at ages 50-54. A
1. See Table 5.4.1.
2. The percentages of monogamous marriages in the FFL survey were 
respectively 44 for rural Ekiti women (FFL-1) and 47 for rural 
Ibadan women (FFL-2).
3. This remarriage (widow inheritance in this case) is very often 
a polygynous one and to a close relative, such as a brother, 
of the dead husband. (Personal communication from T.E. Dow).
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further survey devoted exclusively to female terminal abstinence 
demonstrated that most rural women enter the abstinent state between 
the ages of 40 and 44 years although about one third of these rural 
women have entered the state by the ages of 35 and 40. It has been
4suggested that about two-thirds of abstinence among grandmothers 
can be attributed to the strong Yoruba belief that grandmothers 
should not themselves bear more children whose demand for their 
mother's attention would jeopardise the traditionally strong link 
between the woman and her grandchildren. One would expect that 
terminal abstinence could affect fertility to some extent when it 
occurs before the age of 45^.
The input used in the simulations was based on that of 
run 20 in Chapter Four. Thus the Pittenger sterility function was 
employed, although with a radix of five per cent sterile. This 
choice was justified by the discovery that, of the 432 CAFN1 women 
in the 45-59 age group, 23 or five per cent had borne no children. 
The assumptions here are firstly that these women have finished 
their childbearing, and secondly that there were no significant 
fertility differentials between the cohorts. In the absence of firm 
data which contradict this second assumption, the five per cent 
approximation is not unreasonable. Version I fecundability^ was 
used, with a proportional probability of foetal wastage. The marriage 
ages used were variously constant, or linear distributions obtained 
from data referring to the sub-population whose fertility it was 
intended to simulate. Likewise, both means and distributions were
4. Caldwell and Caldwell (1977)
5. The effect is compounded with the age-specific probability of 
becoming sterile anyhow in the forties, and the lower fecunda- 
bility value.
6. See Figure 4.3.1. - for ages below 15 the function is simply 
extended linearly to the left.
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FIGURE 5.4.1.
AGE AT MARRIAGE FOR NIGERIAN SIMULATIONS
m a r r i a g eA G E
used to determine the durations of lactation amernorrhoea or post 
partum sexual abstinence. At this stage the simulations permitted 
women only to abstain, or to breastfeed: the effect was not explored 
of compounding the two types of post partum non-susceptibility to 
conception.
The simulations refer to four of the samples described in 
Table 5.4.1.: the three NF2 samples and the CAFN1 sample. The four 
distributions of marriage ages are presented in Figure 5.4.1.: it 
was felt that linear regressions provided a satisfactory distribution 
without great deviation from the reported marriage data which come, 
anyhow, from fairly small samples. The effects of using a distri­
bution rather than a constant marriage age are demonstrated in 
Table 5.4.2. which presents 95 per cent confidence intervals about 
the average fertility of three sets of simulations which characterise 
the three NF2 sub-samples via their ages at marriage. Various constanl
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lengths of post partum non-susceptibility were employed for each 
different marriage distribution, the values having been selected 
with some knowledge of the extent to which the post partum infe- 
cundable period is extended by lactation or sexual abstinence.
Thus the longest periods are those of the rural women (NF2-1) and 
the shortest those of the Ibadan richer women (NF2-3), while these 
two groups have the.same average age at marriage which is four 
years higher than that of the Ibadan poorer women (NF2-2).
The most interesting fact to emerge from an examination 
of Table 5.4.2. is the pattern of significant differences which 
appears as a result of varying the form taken by the function used 
to determine the marriage age. The two sets of confidence intervals 
overlap for the NF2-2 simulation with a mean marriage age of 18 
years; but significant differences occur in the other sub-samples 
which have mean marriage ages of 22 years. This is possibly a 
function of the greater range of ages at which NF2-1 and NF2-3 women 
can marry, in combination with the use of the Version I fecundabi- 
lity function which increases linearly between ages 15 and 20, and 
then remains constant until the age of 25. It is clear from 
Table 5.4.2. that the significant differences between the constant 
and variable marriage age runs are larger for the NF2-1 sample than 
for the NF2-3 sample, and indeed the slopes of the regression lines 
for the marriage ages in Figure 5.4.1. follow this significance 
pattern; in other words, the regression line becomes less steep 
from NF2-2 to NF2-3 to NF2-1, causing the range of ages at first 
marriage to expand.
There is a more important reason, however, for using a range 
of possible marriage ages, than this statistical significance.
Table 5.4.3. compares the age-specific fertilities of two pairs of 
runs which use the different types of marriage data input. The NF2-1
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sample has a mean marriage age of 22, and although women do marry 
before they reach this age the use of a constant marriage age arti­
ficially reduces the simulated number of live births in the 15-19 
age group. The overall effect is an average reduction of nearly
TABLE 5.4.3.
SIMULATED AGE-SPECIFIC FERTILITY PER 1,000 WOMEN USING BOTH TYPES 
OF MARRIAGE INPUT DATA FOR SPECIFIC POST PARTUM NON-SUSCEPTIBLE
PERIODS OF DURATION X
Constant Marriage Age Variable Marriage Age
Age Group NF2-1 NF2-2 NF2-1 NF2-2
10 - 14 0 0 0 21
15 - 19 0 848 351 806
20 - 24 901 1,224 972 1,501
25 - 29 1 ,225 1,505 1 ,234 1,395
30 - 34 1,121 1 ,221 1 ,101 1 ,247
35 - 39 761 892 802 902
40 - 44 339 376 332 371
45 - 49 70 69 61 63
50 - 54 2 3 7 5
TOTAL 4,419 6,138 4,860 6,311
X 30 25 30 25
half a live birth per mother. In the NF2 -2 case, where the mean
marriage age is 18 years, the reduction is not significant, but one
still obtains a more realistic view of the age-specific fertility
as 21 births occur to mothers aged under• 15 years when a distri-
but ion is used.
Having made the decision not to use a constant marriage age 
as input, one is naturally inspired to use a distribution also for 
the duration of post partum non-susceptibility to conception.
FIGURE 5.4.2
P E R C E N T A G E S  OF N I G E R I A N  W O M E N  N O  L O N G E R  BREASTFEEDI NG' .  A M E N O R R H O E I C *  A N D  A B S T I N E N T 3 BY YEARSD O Q T  I iv/C ninT L j  L O
Figure 5.4.2. presents graphically the distributions for the 
Nigerian Family Project of the length of lactation, the corresponding 
length of amenorrhoea, and the length of abstinence. The graphs had 
to be constructed not only to provide the most effective method of 
comparing post natal practices amongst the three sub-samples, but 
also so that the data could be converted into lunar month distri­
butions for use in the proposed simulations. The graphs unequivocally 
point out such comparisons as the percentage of women in each sample 
who are no longer effectively sterile on their baby's first birth­
day: through abstinence this percentage increases from 7 (NF2-1) 
to 21 (NF2-2) to 74 (NF2-3); through breastfeeding the percentage
increases from 46 (NF2-1) to 56 (NF2-2) to 100 (NF2-3). The graph
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shows quite clearly that for the richer women (NF2-3) it is nursing, 
rather than abstinence, which provides the greatest contraceptive 
protection for the first six months post partum. In other words, 
although the erosion of traditional practices has affected both the 
lengths of time for which women are willing to breastfeed and to 
abstain, it is the custom of post partum abstinence which has been 
affected the more drastically.
The lowest strip on the graph compares three pairs of dis­
tributions which were obtained by asking women both how long should 
the period of abstinence last, and how long they had actually ab­
stained after their last live confinement: hence they are labelled 
"did abstain" and "should abstain". Two pairs are drawn from the 
Fertility and Family Limitation Survey (FFL) and the third, repre­
sented only by unjoined points, from the large Ibadan one (CAFN1).
In both sets of Ibadan data the "should" line lies almost every-
7where above the "did" line, and the reason suggested for this is 
that women resume sexual relations after their baby's death thus 
prematurely curtailing the period of abstinence, and this factor 
does not play a part in the "should abstain" figures. (This, how­
ever, does not explain why the reverse trend is apparent in the 
Ekiti rural data (FFL-1).) In all three pairs of distributions 
there is close agreement between the "should" and "did" distribu­
tions. The CAFN1 "did abstain" distribution is very similar to 
the corresponding one for the NF2-2 sample although it lies some­
where between this one and the NF2-3 one.
One feature that is common to all the four sets of dis­
tributions is the irregularities that occur at intervals spaced
7. Personal communication from 1.0. Orubuloye. This problem does
not arise with the NF2 sample because only those women were inter­
viewed whose last child had survived until weaning and the re­
sumption of sexual relations.
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six months apart. Thus, for example, 32 per cent of NF2-2 women 
reported that they were no longer breastfeeding by the seventeenth 
month post partum, but as many as 56 per cent reported that they 
had done so by the eighteenth. Similarly, only 40 per cent had 
resumed sexual relations by the twenty-second month, but 68 per 
cent had done so by the beginning of their child's third year of 
life. There is no reason to believe that women who say they have 
abstained for two years did not abstain for about this period of 
time, and we have no way of legitimately adjusting the data so 
that the distributions are smoother, other than by arbitrarily 
changing the testimony that the Yoruba women have given. On re­
flection there is no reason why the distributions should anyway be 
smooth ones, particularly if the durations of abstinence and nur­
sing are linked directly to the child's age. For instance, a woman 
may remember that she gave birth during a particular festival at 
harvest time one year, and resume sexual relations two festivals 
later. In the same way, there is no justification for reasoning 
that of course she will say that she actually did abstain for the 
same period as she said that women should abstain, and that this 
explains the similarity between the "did abstain" and "should ab­
stain" distributions. We have no grounds for doubting the truth­
fulness of her answers - bar Western scepticism that it is possible 
to practise sexual abstinence at all - and so the data have been 
used as they stand.
The next runs to be performed were the simulations of the 
fertilities of the three NF2 sub-samples, independently using the 
actual distributions of lactation and abstinence as shown in 
Figure 5.4.2.. Table 5.4.4. presents the age-specific fertilities 
of these runs, as well as the mean of the non-susceptible period of 
each run, the mean of the marriage age distribution, and the modal
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number of live births. These runs were repeated using the mean of 
each non-susceptible distribution (the "X" values on the table) but 
no significant differences were discovered from either the age pat­
terns of fertility, or the total fertility values. This is perhaps 
a surprising result in view of the fact that the use of a conti­
nuous age at marriage function was capable of significantly alte­
ring total fertility, but it is a result which augurs well for the 
validity of simulations which use constant periods of non-suscep­
tibility. The distribution of the length of post partum sexual ab­
stinence is rarely known, but this finding casts no doubt on the 
value of a run performed using the known average duration.
There are a number of inferences which may be drawn from the 
data of Table 5.4.4.. The mean lengths of lactation amenorrhoea 
are almost the same for the rural and poorer groups (NF2-1 and 
NF2-2 respectively) but the women of the latter group marry about 
four years earlier than those of the former. This earlier marriage 
age adds, on average, over one live birth per woman (between the 
ages of 10 and 24) to the completed fertility of the first group. 
Similarly, the mean marriage ages are almost the same for the rural 
and richer groups (NF2-1 and NF2-3 respectively) but the richer 
women are amenorrhoeic for less than half the period which is usual 
for the rural women. This has an even greater effect on fertility
than the first comparison as the richer women each produce over
one and a half more live births than the rural women.
When one examines the distributions of abstinence one finds 
that the marriage differential between the rural and poorer samples, 
combined with the shorter period of abstinence by the urban women,
produces an extra one and a half live births; while the richer
women each produce about three more babies than the rural ones 
because they abstain for such a shorter period. In percentage terms,
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this fertility increase is 62 per cent of the fertility of the 
rural women, a quite alarming figure, and one which underlines the 
great need for contraceptive education in urban areas where the 
traditional methods of child spacing (effectively child limitation) 
have seriously broken down.
Specific simulations were not performed using the FFL data 
as shown in Figure 5*4.2., but two runs were made using the CAFN1 
"did abstain" and "should abstain" distributions. Because the 
single month distributions did not give significantly different 
fertility results from the constant durations of non-susceptibility, 
a compromise was reached in that a time unit of half a year was 
employed. The 95 per cent confidence intervals for the mean ferti­
lity of the "did abstain" and "should abstain" runs were respecti­
vely (5.14, 5.42) and (5.25, 5.54) and these overlap, with the 
mean of the "did" distribution being 5.28 live births.
An attempt was actually made to estimate completed fertility 
directly from the CAFNl survey data. To this end the total fertility 
was calculated for women in the 45-59 age group. This will be a 
crude estimate because it assumes that the respondents had perfect 
memories of their reproductive histories, and also that fertility 
remained constant not only for these fifteen birth cohorts, but 
also up to the youngest ones . From Table 5.4.3. it appears that 
the simulated women in the 45-49 age group have not quite completed 
their childbearing, but the fertility of women of this age group is 
very low: the fertility experience of the CAFNl respondents in the 
45-49 age group is needed to obtain a reasonable sample size of
432 women. The fertility estimated in this way was 5.15 live births,
8. This assumption is similar to one made in the simulations them­
selves: data were collected from women of different ages on the 
length of time for which they had abstained and nursed after 
their last birth, and then used as if it were independent of 
the women’s ages. This point will be further discussed later.
277
which value does lie within the confidence interval for the "did 
abstain" group although it is less than the mean of that simulation. 
The fertilities estimated in this way for the 54 women aged 55-59 
years, and the 217 women aged 50-59, are respectively 5.28 and 
5.39. Both values clearly lie inside the (5.15, 5.42) interval for 
the "did abstain" group. It may, however, be true that the ferti­
lity differential between the estimates based on women aged 45-49 
and 50-59 is caused by wrongly assuming that women in the 45-49 
age group have ceased childbearing.
It is gratifying to find that the simulated and reported 
total fertilities agree so well despite, firstly, the number of 
factors which were either ignored or over-simplified in the simu­
lation and, secondly, the possible defects of the survey data. For
instance, 9.4 per cent of the women over 44 reported that they had
9used contraception at some time, and the only non-biological con­
straints which the simulation imposed on fertility were the age at 
marriage and the length of post natal abstinence: the duration of 
breastfeeding is of secondary importance to this latter factor, as 
is clear in the first two sets of distributions in Figure 5.4.2..
It was apparent from indirect questions on the use of contraception 
that at least 29 per cent of women who had used contraception did 
so before they married, and at least 7 per cent decided to use 
contraception while they were unmarried and pregnant. The simulation 
assumes pre-marital abstinence and does not allow for extra-marital
births, although it is clear that they occur^.
9. Contraception here includes the use of charms or medicines sold 
by a native doctor, rhythm, withdrawal, condoms, jellies, creams, 
quinine pessaries, douching, diaphragm, foams, internal ring, 
oral contraceptives,1.U.D.,the sterilisation of either partner 
and abortion.
10. In this case "marriage" is taken as any form of permanent sexual 
union, so the concept of illegitimacy is perhaps an inappropriate 
one .
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It has already been noted that the distribution of the 
duration of abstinence was used in the simulations as though it 
were independent of age^ although cross-tabu1at ions with age 
showed that the mean durations of abstinence for women in the 
15-19, 35-39 and 50-54 age groups respectively were 23, 26 and 
33 months for women with no education, and 18, 21 and 24 months 
for women with primary education. The length of the abstinence 
period after each live birth was estimated directly from the appro­
priate distribution, with no regard to maternal age or parity; this 
might be unrealistic on the basis that some women may prefer to 
abstain always for about the same length of time. (If necessary, 
this situation could be easily amended.) The first three sets of 
NF2 distributions of Figure 5.4.2. show the effect of "modernisation" 
as one passes from rural areas to poorer urban, to richer ones. 
Indeed, what we are looking at in the simulations are hypothetical 
frozen snapshots of different stages in a dynamic situation:
Caldwell and Caldwell (1977) reported that "the length of the 
abstinence period is inversely related to every measure of moderni­
zation of the respondents: education, occupation (of woman, 
husband and father),urban rather than rural origin..." and so on, 
and these are dynamic changes within the population. Anyhow, des­
pite these qualifications, the simulations work well and their 
output can, with justification, be afforded some respect.
It must be noted, however, that only the total fertility
of the CAFN1 sample has been discussed. When one tries to make
sense of the reported age-specific fertility data one is confronted
with an obstacle. Figure 5.4.3. contains the population pyramid for
12CAFNl women aged from 15 to 50 years, and there is clearly a
11. See footnote 5.4.8.
12. It was not continued above the age of 50 because of the small 
single year sample sizes above that age.
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FIGURE 5.4.3.
POPULATION PYRAMID FOR CAFN1 WOMEN AGED 15 TO 50 YEARS
P O P U L A T I O N  IN H U N D R E D S
certain amount of confusion amongst the respondents concerning their
13actual age. As the sample itself was carefully constructed there 
is no possibility that some of the irregularity of the pyramid is 
ascribable to this source; instead one is instantly aware of massive
digital preference for ages ending in a "5" or a "0", especially
13. The sample was selected by dividing the city into a grid of 359 
squares with random selection of one block in 24 within each 
grid square: there was complete listing of population in blocks 
with interviewing of all eligible respondents.
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FIGURE 5.4.4.
DISTRIBUTION OF LIVE BIRTHS OF REAL AND SIMULATED POPULATIONS WITH LCWG PERIODS OF POST PARTUM
SEXUAL ABSTINENCE
CAFN1 FERTILITY DATA - 
0  WOMEN 45-49
SIMULATION USING CAFN1 
"DID ABSTAIN" DATA
SIMULATION USING CAFN1 
"SHOULD ABSTAIN" DATA
between the highly fecund years of 20 to 30. This is the reason
why the comparison was not made between the reported and simulated
14age-specific fertility data
However, an estimate was made from the survey of the dis­
tribution of live births, once again using the women in the 45-59 
age group, under the assumption that women who consider that their 
true ages lie in this interval are ones who have ceased bearing 
children.
Figure 5.4.4. shows this distribution, as well as the very 
similar ones of those of the "did abstain" and "should abstain" 
groups. The simulated distributions are steeper than the reported 
one, which is also characterised by jagged irregularities. Except
14. The fact that respondents seem unaware of their true ages casts 
doubt also on the reported distributions of marriage ages.
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for the percentage of women who reported nine live births, it 
appears that women "preferred" to report an even number of births 
rather than an odd one: thus the percentage of women reporting an 
odd number of live births is less than the percentages who declared 
that they had produced both one more, and one less, than this number 
Some irregularities can always be expected in such a real distribu­
tion of live births •- the simulations themselves produce curves 
which are by no means regular - but the systematic nature of these 
irregularities possibly indicates that the reported data differ 
somewhat from the actual reproductive performance of the respondents 
So far the effect of terminal abstinence on fertility has 
not been specifically examined in any simulation. At this point, 
however, we did have enough simulated data to state that if the age 
at which terminal abstinence occurs is no less than 45 years then 
total fertility will not be decreased significantly. The evidence 
for this is that the greatest average number of live births per 
woman aged 45 to 54 is only 0.112'*’^ , and this is insufficiently
small to bring the mean number of live births below the lower limit
16of any confidence interval . As far as the actual CAFNl "did ab­
stain" simulation is concerned the same conclusion holds, since 
the average fertility for a woman of 45 and over is only 0.086 live 
births while the width of the appropriate confidence interval would 
require a fertility for women in this age group of at least 0.138 
live births for a significant effect to occur. However, the simu­
lated fertility of women in the 40-54 age group is 0.439 live 
births so that the mean age at which terminal abstinence can signi­
ficantly affect total fertility lies in the 40 to 45 age group.
15. Table 5.4.4. - NF2-3 lactation.
16. See Table 5.4.2.
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There is one major difficulty in obtaining data on terminal 
abstinence, and this is that unless the respondents have been spe­
cifically asked whether they intend to resume sexual relations at 
some time in the future one cannot determine what level of absti­
nence is post natal, and what level is terminal. For instance, the 
percentages quoted at the beginning of this section are assumed to 
refer to terminal abstainers simply on the basis of age: the survey 
question asked simply: "Are you abstaining from sexual relations?". 
If one examines the proportions abstaining in the lower age groups 
one finds equally high values except in the low fertility 15-19 
age group in which only about 30 per cent of women were abstaining. 
Although most of the abstainers are merely observing the post partum 
taboo there must be some women who will not resume sexual relations, 
but from such a general question one has no way of estimating how 
many of the women fall into this latter category.
However, we do have data specifically on terminal female
1 7sexual abstinence from a survey of 420 Yoruba women aged 40-44 
years, living in rural areas, poorer and richer Ibadan. In this 
survey women who had stated that they were already terminally ab­
staining were asked at what age they had ceased having sexual inter­
course. By the age of 44, the upper age limit of "the sample women,
45 per cent were actually in this category although the percentages 
for the sub-samples vary from 30 per cent for Ibadan women (NF3-3 
and NF3-4) to 41 per cent for village women (NF3-1) to 66 per cent 
for town women (NF3-2). Although the average ages at which the ab­
staining women from the different groups had actually started their
18terminal abstinence varied only from 36.4 years (NF3-3) to 40.7 
years (NF3-1), the age distributions of the commencement of their
stay in this state varied considerably. As a result, it was decided
17. The NF3 survey of Table 5.4.1.
18. Only 21 women.
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to use the distributions separately rather than aggregate them 
into one overall distribution. However, the NF3-1 and NF3-2 data 
were amalgamated in an effort to make the distribution comparable 
with NF2-1 data. Since it is such comparisons as can be made between 
the three NF2 fertility simulations which are of the greatest inte­
rest it was decided to use the NF3 terminal abstinence to amend the
19previous NF2 simulations . Although the two projects used different 
samples the characteristics of the sub-samples are sufficiently si­
milar for this amalgamation of data to be justifiable.
Before reporting on the results of the terminal abstinence 
simulations we should make sure that the initial NF2 results are 
perfectly clear. An examination of Figure 5.4.2. shows that the 
importance of the duration of breastfeeding is everywhere negated 
by the duration of sexual abstinence in both the NF2-1 and NF2-2 
samples; but in the NF2-3 sample it is the duration of nursing 
which is the dominant factor for a number of months post partum. 
Since it is anyhow an artificial situation to simulate two separate 
populations of lactators and abstainers it was decided to construct 
just one distribution of non-susceptibility for each sub-sample.
For the NF2-1 and NF2-2 samples, this new distribution is identical 
with the old abstinence distributions but using Figure 5.4.2. a 
truly new distribution was constructed for the NF2-3 sample by 
taking successively the minimum percentage of the distributions of 
abstinence and lactation amenorrhoea. Figure 5.4.5. presents the 
distributions of live births for the three NF2 simulations which 
were constructed using the new distributions of non-susceptibility 
to conception. There is a very clear shift from the steepest dis­
tribution of the NF2-1 sample to the more attenuated one of NF2-3,
19. See Table 5.4.4.
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FIGURE 5.A.5.
DISTRIBUTION OF LIVE BIRTHS OF THE THREE YORUBA SIMULATIONS
• NF2
A NF2 - 3
H 10
N U M B E R L I V E B I R T H S
and a corresponding increase in the range of possible completed 
family sizes. One can consider these three distributions not only 
as representative of three distinct samples, but also as represen­
ting the fertility experience of one population at different stages 
of development - "modernisation".
The data from the NF3 survey on terminal abstinence needed to 
be slightly adjusted before they could be incorporated into these 
three distributions. Firstly, as the maximum age of the respondents 
was no higher than 44 years the distributions were not complete: the
greatest percentage of women who were in the terminally abstinent
20state by this age was only 53 per cent . It has already been shown 
that it is immaterial, as far as mean fertility is concerned, whether 
women enter the state over the age of 45, and so the distributions
20. For the combined NF3-1 and NF3-2 samples.
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were simply linearly extrapolated so that all women were free of 
the possibility of conception by the age of 50.
TABLE 5.4.5.
SIMULATED AGE-SPECIFIC FERTILITY OF NF2 SUB-SAMPLES SHOWING THE 
EFFECT OF TERMINAL ABSTINENCE AND THE EFFECT ON THE 95 PER CENT 
CONFIDENCE INTERVALS (a, b) AROUND AVERAGE FERTILITY
ORIGINAL RUNS NF3 TERMINAL ABSTINENCE
AGE GROUP NF2-1 NF2-2 NF2-3 NF2-1 NF2-2 NF2-3
10 - 14 0 20 0 0 17 0
15 - 19 376 814 251 369 798 228
20 - 24 1010 1521 1496 973 1486 1456
25 - 29 1258 1421 2188 1259 1438 2186
30 - 34 1105 1293 1923 1139 1241 1875
35 - 39 810 897 1274 738 798 1146
40 - 44 362 394 520 192 274 352
45 - 49 65 67 83 25 16 39
50 - 54 3 7 7 0 0 0
TOTAL 4989 6434 7742 4695 6068 7282
a 4.86 6.29 7.55 4.58 5.93 7.10
b 5.12 6.58 7.94 4.81 6.21 7.47
Table 5.4.5. contains the age -specific fertilities of the
runs depicted in Figure 5.4. 5., and also those of these new NF2
simulations which use the NF3 terminal abstinence data. As the input
data allow for only one per cent of women to be terminally ab-
staining by the age of 34 one looks f or the first decreases in the
fertility of women in the 35-39 age group. Indeed , there is a
drop of about ten per cent for each. of the three runs in this
age group, but in the 40-44 age group the decreases are respectively
47 per cent, 30 per cent and 32 per cent. The differences in the
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fertility decreases for this age group show once again the erosion
of a traditional practice, for although the fertility of the urban
women has declined, the extent of the decline is not nearly so
great as that for the rural women. All the total fertilities are
significantly lower than those of the simulations which do not
allow for terminal abstinence with the drops in mean fertility
increasing from about 0.3 live births for the rural women to 0.4
for the poorer Ibadan women, and to 0.5 for the richer Ibadan 
21ones
Strictly speaking, the significance of the fertility changes
should have been tested using one-sided confidence intervals as
terminal abstinence can serve only to decrease fertility. The lower
bounds of the three one-sided intervals are respectively 4.88,
6.31 and 7.58, and the conclusion remains that the mean fertilities
of the second set of simulations are significantly lower than those
of the first. The distances from the mean fertilities of the original
runs to the lower limits of the one-sided confidence intervals range
from 0.11 to 0.12 to 0.16, and thus do not contradict the conclusions
made earlier that terminal abstinence over the age of 44 cannot
significantly affect mean fertility.
This chapter leaves us with a number of important conclusions.
The validity of the simulated total fertilities has been authenti-
22cated by comparing simulated and reported CAFN1 data , so that 
the only possible grounds for doubting the simulated output would
21. Bearing in mind that the widths of the confidence intervals are 
also increasing as a function of the decreasing length (and 
relative importance) of the non-susceptible period - see 5.3.
22. Note that if the same level of terminal abstinence is used in 
the CAFN1 simulation as was used for the NF2-2 simulation, the 
mean of 5.28 live births would be reduced by about 0.35 live 
births to 4.93, and these values lie around the figure of 5.15 
estimated directly from the CAFN1 survey data.
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have to be based on the model input, rather than the simulation 
process itself. As already discussed, the model is insensitive to 
slight changes in input data, such as month by month variations 
in distributions of non-susceptibility to conception, and it is 
only such detailed survey data which are open to doubt.
We can regard the three final NF2 simulations as static 
representations of the fertility experience of a population which 
is undergoing a process of Westernisation and a loss of the force 
of traditional practices; these representations being "snapshots" 
at different stages along the population's progression to the 
ultimate goal of "modernisation". And if we regard the data of 
Table 5.4.5. in this way the inferences are startlingly clear: the 
rural fertility of 4.7 live births increases to the poorer urban 
fertility of 6.1 live births, to the richer urban fertility of 
7.3 live births. In centres other than Ibadan one would expect 
these numbers to be slightly different because of different pat­
terns of marriage, lactation and sexual abstinence, but the 
overall conclusion would not change: as women move from the vil­
lages and towns into the city they can be expected to produce 
nearly one and a half more babies than their counterparts who 
stayed at home. As their financial (and educational) situation im­
proves, they can be expected to produce, on average, slightly more
2 3than one child more , and this last figure would be even higher 
but for the fact that the survey data indicated that the richer
Ibadan women married about four years later than their poorer urban
23. See Hull V.J. (1975): in her study of a central Javanese village, 
a positive correlation was found to exist between the average 
numbers of ever born and surviving children, and income. Women 
in the 25-44 age group were differentiated by two patterns of 
abstinence according to income, with lower income women abstain­
ing for about five months longer than upper income women. There 
was no difference in abstinence levels by income for women in 
the 15-24 age group, although the periods of stated abstinence 
were about six months shorter (10 months) than those stated by 
the lower income women in the 25-34 age group. In contrast to
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counterparts. The gap left by the breakdown of the traditional
methods of spacing births must be filled by the efficient use of
modern methods of spacing (or limiting) births, if the evils which
are concomitant with overpopulation, and the lack of resources, are
not to multiply disastrously. Ware's (1975) analysis of Yoruba
survey data found that "at present only 16% of all Yoruba women
24personally wish to have four or fewer children" (p.295) and she 
noted that:
"Universal acceptance of the four-child family would 
not drastically reduce population growth rates, but 
it would represent a significant step towards the 
modernization of family size ideals".
Hence, the current problem has been caused by the differential 
impact of "modernisation" on different practices and beliefs: while 
Ibadan women no longer abstain, or breastfeed for as long as their 
rural counterparts, they have not yet radically altered their tra­
ditional attitudes towards the benefits of large families, nor, as 
a result, developed their contraceptive technology as an effective 
means of limiting family sizes.
this trend, Hull noted, however, that "a later age at marriage 
of women with higher levels of schooling was seen to affect 
cumulative fertility averages of current 20-24 year olds" (p.413).
24. As compared with a figure of 92% of women from her comparable 
Melbourne, Australia study of 1973: this figure was obtained 
by eliminating those women (4%) in the "don't know" category.
C H A P T E R  S I X
THE PHYSIOLOGICAL RELATIONSHIP BETWEEN 
FERTILITY AND INFANT AND CHILD MORTALITY
'...I don't believe that wine does increase the rate of 
mortality. You said yourself not long ago that the highest 
rate of mortality occurred among children from one day to 
four years old. In a word, precisely among those who do not 
drink wine I'
Kalman Mikszath - 'The Two Beggar Students' (1885)
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6.1_____ INTRODUCTION
"In the matter of Infants I would desire but to know clearly, 
what the Searchers mean by Infants, as to whether Children that can­
not speak, as the word Infans seems to signifie, or Children under 
two or three years old, although I should not be satisfied, whether 
the Infant died of Winde, or of Teeth, or of the Convulsion, &c. or 
were choak'd with Phlegm, or else of Teeth, Convulsion, and Scowring, 
apart or together, which, they say, do often cause one another: for,
I say, it is somewhat, to know how many die usually before they can 
speak, or how many live past any assigned number of years...
Having premised these general Advertisements, our first 
Observation upon the Casualties shall be, that in twenty Years there 
dying of all diseases and Casualties, 229250. that 71124 dyed of the 
Thrush, Convulsion, Rickets, Teeth, and Worms; and as Abortives, 
Chrysosomes,Infants, Liver-grown, and Over-laid; that is to say, that 
about 1/3. of the whole died of those Diseases, which we guess did 
all light upon Children under four or five Years old.
There died also of the Small-Pox, Swine-Pox, and Measles, and 
of Worms without Convulsions, 12210. of which number we suppose like­
wise, that about 1/2. might be Children under six Years old. Now, if 
we consider that 16. of the said 229 thousand died of that extra­
ordinary and grand Casualty the Plague, we shall finde that about 
thirty six per centum of all quick conceptions, died before six years 
old . "
John Graunt (1662)
Up to this point the simulation model has not considered the 
possibility of infant or child death, but this omission will be rec­
tified in the pages which follow. In a society in which no controls 
are placed on fertility with the intention of preventing births^, the
1. Hence those African societies which practise post partum sexual
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deaths of children still at the breast can be expected to increase
the total number of live births, since the cessation of lactation,
with or without sexual abstinence, means that women will re-enter
the fecundable state sooner than if the child had survived. This is
2a "non-volitional effect" of child mortality on fertility. Brass 
(1975) wrote that:
"Other things being equal the exposure to risk period is 
shortened less for a child dying young than for- one which 
survives. There is thus compensation acting through a 
bio-social mechanism and not through any consciously or 
unconsciously motivated activity " (p.3).
The practice of sexual abstinence allied with the nursing period
can serve only to heighten the effect of child death on fertility,
since the previous chapter has shown that the contraceptive effect
of abstinence overrides that of lactation for all durations greater
than two or three months. And at these short lengths of time, it is
immaterial whether the mother breastfeeds or not, since she will be
anyway temporarily sterile for several months after her confinement.
The actual levels of neonatal, infant and child mortality
vary very greatly over time and place. Thus Ruzicka (1972) reported
such infant mortality rates as 177.9 for Romania in the period
1936-45 (with 41.2 per cent being neonatal deaths), and 105.9 for
Italy in 1936-42 (with 36.0 per cent being neonatal deaths). Within
3India" in 1964-5, the infant mortality rates for rural Uttar Pradesh
4and urban Jammu-Kashmir were respectively 197 and 35 . In Brunei, 
the infant mortality rate fell from 192.2 to 82.2 from 1959 to 1965,
while the percentage of neonatal deaths rose from 25 to 47. In
abstinence are included in this remark, as abstinence is not 
used as a contraceptive measure: See 5.2.
2. Coined by Brass (1975) p.3.
3. All further figures in this paragraph from Ruzicka (1972).
4. These are the extremes of IMRs from the National Sample Survey, 
Round XIX 1964/5.
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Singapore, the infant mortality rate fell from 84.5 to 52.3 between 
1956 and 1965, but the percentage of neonatal deaths rose from 45 
to 68: it appears that the infant mortality situation of Brunei in 
1965 had reached that of Singapore in 1956.
McCarthy (1966) presented infant mortality data for the 
United States, and it is interesting to compare her data with those 
of the previous paragraph. Between 1915 and 1963 the infant mortality 
rate per 1,000 live births fell from 95.7 to 25.2 and the neonatal 
mortality rate from 43.4 to 18.2. Thus the neonatal component of 
infant deaths rose from 45 per cent to 72 per cent over the period. 
However, when the rates are decomposed into components referring to 
whites and non-whites we find that over this period the white infant 
mortality rate fell from 92.8 to 22.2, and the non-white from 149.7 
to 41.5. The white neonatal mortality rate fell from 42.3 to 16.7 
and the non-white from 58.1 to 26.1. Thus the percentage declines 
in both rates were slightly greater for whites than non-whites, 
while the neonatal component of non-white infant deaths rose from 39 
per cent to only 63 per cent. Clearly, not only are overall rates 
higher for non-whites than whites, but the exogenous rates are also 
higher.
Between 1946 and 1972 the Australian^ infant mortality rate 
fell from 29.0 to 16.7, while the percentage due to neonatal morta­
lity varied only from 73 to 72 (like the U.S.A. percentage for 1963). 
In passing it should be noted that there is a sex differential in 
the rates: hence, the 1972 Australian male infant mortality rate was 
18.95 while the female one was 14.37. Similarly, Ruzicka (1972) re­
ported that those for Brunei in 1959 were 104.9 and 87.3 respectively, 
and for Singapore in 1965 were 30.5 and 21.8. In these three cases 
the percentages of the female rates to the male rates were respec­
tively 76, 83 and 71.
5. C.B.C.S. data.
2 92
Bhattacharjee (1971) gives a comprehensive account of 
neonatal and infant mortality statistics. Perhaps the most start­
ling decrease in the infant mortality figures cited in that paper 
are the Swedish urban ones, which fell from 221.3 in 1841-50, to 22.5 
in 1946-50. For Denmark over the period 1901 to 1962 the infant 
mortality rate fell from 134.2 to 20.0 while the percentage caused 
by neonatal deaths roqe from 31 to 75: expressed in a different way, 
this means that although the infant mortality rate decreased over the 
period by a factor of nearly seven, the neonatal mortality rate de­
creased by a factor of nearly three.Ruzicka and Kanitkar (1973) re­
ported infant mortality rates for Greater Bombay between 1960 and 
1968, and while the neonatal mortality rate (and that for the first 
week of life) remained almost constant at about 45, mortality be­
tween the fourth week and fifth month fell from 26.0 to 20.8 and 
that for the second half of the year from 24.9 to 14.7. In other 
words, the decrease of 15 in the infant mortality rate was almost 
completely caused by there being fewer post neonatal deaths, and this 
produced an increase from 47 per cent to 56 per cent in the propor­
tion of infant deaths due to neonatal deaths.
Bourgeois-Pichat (1952) made the point that "even in coun­
tries which have the best health conditions in the world for 
infants, the first year remains the most dangerous period in life 
before the advent of old age" (p.l) and he went on to define two 
types of infant mortality. Firstly, endogenous deaths include "those 
cases in which the child bears within itself, from birth, the cause 
resulting in its death, whether that cause was inherited from its 
parents at conception or acquired from its mother during gestation 
or delivery". Secondly, exogenous deaths are "those cases in which 
the infant picks up the factor which causes its death in the environ­
ment in which it lives... [and they] may be regarded as accidental,
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in the broadest sense of the term". He considered that the latter 
type of death can be prevented more easily than the former, since 
prevention in this latter case requires "simple precautions" rather 
than "direct medical intervention". However, there must always be 
some deaths which do not fall clearly into one or the other cate­
gory; the death of a prematurely-born infant, for example. Since 
most endogenous deaths occur in the neonatal period^, Bourgeois- 
Pichat made the assumption that all infant deaths which occur in 
the post neonatal period are exogenous deaths, and using both graphic 
and analytic extrapolation he concluded that "exogenous deaths in
the first month of life represent .25 per cent of deaths from the
7second to twelfth months inclusive" (p.2) .
Bourgeois-Pichat(1952) tested this conclusion on data for 
England and Wales, finding that the absolute deviations in exogenous 
infant mortality rates obtained by his biometric method, and directly 
from statistics of causes of death ranged from 10.7 in 1920, to 3.6 
in 1949, with the deviations expressed as percentages of the rate 
obtained by the biometric method being respectively 17.6 and 22.0. 
Further support for his basic hypothesis comes from such papers as 
that of Ruzicka and Kanitkar (1973) which showed that although the 
neonatal mortality of Greater Bombay in the period 1965-68 accounted 
for over half the infant mortality, the neonatal mortality due to
infectious diseases was only one fifth of that in the first year of
6. See the argument in 3.2.2. for the use of perinatal rather than 
stillbirth statistics.
7. Note, however, that tetanus may cause a large number of exogenous 
neonatal deaths in und er-developed countries where the midwife 
may cut the umbilical cord with a contaminated instrument: Wyon 
and Gordon (1971) wrote that "deaths from tetanus were particu­
larly associated with the use of sickles to cut the cord and with 
the use of cow dung ash as cord dressing" (p.184). Further, 
Stoeckel and Chowdhury (1972) reported that in a particular rural 
area of Bangladesh, deaths due to neonatal tetanus may account 
for over 4C% of all neonatal deaths.
294
life, while it accounted for close to 70 per cent of post neonatal
deaths. This decomposition of infant mortality into exogenous and
endogenous categories suggests the simulation at some later date of
the effect of reducing exogenous infant mortality.
McKenzie et al. (1967) made a study of child mortality in
Jamaica. For the year 1963, the rate per 1,000 children for neonatal
deaths was 19.6, for post neonatal deaths 32.0, and for deaths from
the first birthday to the fifth, 26.5, with 19.1 deaths per thousand
occurring in the second year of life. Pneumonia was the most common
cause of death amongst two to four year olds; and
"over 90 per cent of deaths attributed to malnutrition, 
and over 75 per cent of those attributed to gastro­
enteritis, occurred between the ages of six months 
and three years" (p.305).
Once the first year of life has been safely negotiated, the child has
less chance, year by year, of dying, but a greater chance of dying
through some exogenous caused
At this point it was thought to be useful to incorporate
infant and child mortality into the simulation run of Chapter Five
which used the CAFN1 "did abstain" data for post live birth sexual
9abstinence. The data available from the CAFN1 survey gave the number 
of children ever born to women in five year age groups, and the 
number of children both dead and surviving out of this original 
number. A comparison of the statistics for ever born, dead and sur­
viving children for women up to the age of 54 nowhere produced a
discrepancy of more than 29 children, the largest proportional
8. A brief glance at Australian C.B.C.S. data showed that in 1972 
infant deaths accounted for 83% of deaths under the age of 5 
years, with deaths at ages 1, 2, 3 and 4 accounting for the 
remaining 7%, 4%, 3%, and 3% respectively. Slightly less than 
4% of infant deaths were due to "accidents, poisonings and 
violence", but 41% of the remainder fell into this clearly 
exogenous category.
9. See Table 5.4.1.
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difference^^ being 2.7 per cent of the number ever born, and in
only one other case was the discrepancy greater than one per cent.
The existence of such data naturally leads one to construct Brass
estimates of the proportions of "children" dead by ages 1, 2, 3, 5,
10, ..., 25: the whole reason for asking the detailed CAFN1 questions
on the number of children born who are still living at home, the
number who have left home, the number who have died, and the number
who have survived, is to assist the respondent's memory or to make
the interviewer aware of discrepancies,so that the best birth and
12death data can be obtained . Even though such discrepancies in the
CAFN1 data are very few, one must yet bear in mind that inaccuracies 
1 3may still exist : a child's birth may be consistently ignored or 
(unconsciously) invented in all the answers to these probing ques­
tions; and one has no way of rectifying such omissions (or additions) 
Nevertheless, an attempt was made to insert into the simulation 
estimates of q(a), the proportion of children who die before age a.
Table 6.1.1. sets out the mechanism of the construction of 
these estimates. The first row of figures, b^, gives the number of 
children ever born to CAFN1 respondents in the eight age groups from 
15-19 to 50-54. The second row, , gives the actual number of res­
pondents in each of these age groups, while the third, P^ , gives
the average number of children ever born to women in each of the 
14eight age groups . For interest's sake, the P_^ values are included
10. (dead + surviving) to ever born.
11. Brass and Coale (1968) p.104 ff.
12. See U.N. Manual IV p.53, B1 .
13. Caused by the unwillingness, particularly of low parity Yoruba 
women, to report infant deaths: personal communication from 
A.O. Okore and 1.0. Orubuloye.
14. Only eight age groups were used because of the irregularities 
in the P^ and d^ values of the older CAFN1 women.
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from the simulation: the greatest difference between the real and 
simulated values occurs in the 35-39 age group, where the simu­
lation produced nearly one child more, per woman, than the respon­
dents reported. (However, there must be some doubt attached to 
data which report almost the same fertilities for women in the 
40-44 age group and the 35-39 age group, and Figure 5.4.3. did 
illustrate that the CAFN1 age data must be treated with some degree 
of scepticism.) The next row of figures, d^, gives the actual number 
of children who had died by the date of interview amongst those 
ever born, while the last row in this section of the table gives 
the proportion of children who had died by the date of interview, 
a proportion which increases with the age of the mother and with 
increasing "children-years".
According to the procedure laid down in Brass et al.(1968), 
the ratio P^/P^ from the simulation and the mean age of its fer­
tility schedule were used to determine the choice of the multipliers 
to convert the values into the 9(a) ones. The ratio of P-^ /P^  
from the simulation was 0.27, while that from the CAFN1 data was 
0.20, and although the 0.27 value was used to obtain the first three 
multipliers, the use of the lower value would have given multipliers 
only slightly higher. Brass did find that the multipliers were in­
sensitive to the detailed shape of the fertility function, as charac­
terised by the P-^ /P^  and m values:
"a value of m ... two years higher, or a value of 
P^/P„ 54 per cent as great, is associated with 
a multiplier for only 6 per cent higher, and 
for D only 2.5 per cent higher, although the 
multiplier of is 11 per cent higher" (p.110).
The mean age of the simulation's fertility schedule was used to
determine the multipliers for the remaining 9(a) values.
The second section of Table 6.1.1. presents the actual Brass
multipliers used to convert the figures into the 9(a) ones^, and
15. See Brass et al. (1968) Table 3.6.
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the resulting proportions. Although Brass et al. (1968) considered
ten age groups, it was decided that only eight would be used here
as there seemed to be some doubt about the validity or appropriate-
16ness of data collected from the older CAFN1 women . Some justifi­
cation yet needs to be made for the choice of the figures in the 
last row of the table.
The mean age of death of the child dying before his first
birthday is the only one which requires a little consideration: all
the other deaths have been placed at the midpoint of the interval
in which they occur. It was reported earlier that when Singapore’s
infant mortality rate was 52.3, the proportion of neonatal deaths
was 68 per cent, and this certainly suggests a mean age of death
17little greater than the first one or two months of life . For the 
simulation, a value was chosen of three lunar months (2.8 calendar 
months), and the degree of complexity of this intended simulation 
does not warrant a more sophisticated estimate.
As usual, a number of simplifying approximations had to be 
made in order to produce the first simulations which incorporated 
infant and child mortality. Mortality operated only through the 
q(a) values, and no separate allowance was made for any relationship 
between infant mortality and age or pregnancy order of the mother 
although the data of Ruzicka and Kanitkar (1973) showed that the
16. The Brass method cannot be expected to cope with the drop in
P ,whether it represents a true change in fertility, or faulty 
dat a.
17. The feasibility of such an IMR (52) for Ibadan is anyhow open 
to question, since most other reported IMRs for West Africa are 
much higher:
Cantrelle and Leridon (1971) 205 Rural Senegal
Brass, Coale et al. (1968) 206 Dahomey 1961
223 Guinea 1954-55 
263 Upper Volta 1960-61
Some decline may be expected to have occurred over the years 
(Brass, Coale et al. (1968) p.164), but not to the level reported
by the CAFN1 women.
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infant mortality rate was highest for teenage mothers and first 
pregnancies in Greater Bombay 1960-64. Similarly, in their study 
of a rural area of Bangladesh, Stoeckel and Chowdhury (1972) found 
that both neonatal and infant mortality rates fell from a maximum 
at parity zero and maternal age under 20 to a minimum at parity 
three, thence increasing but not attaining the initial level. They 
found that neonatal mortality is generally lower among children of 
parity six and above, none of whose older siblings have died. Mothers 
in the oldest age group produced a similar neonatal mortality rate 
to mothers aged 25-39: post neonatal mortality declined sharply 
after age 39. The unexpectedly low infant mortality of these older 
women was thought to have been caused by the fact that over 40 per 
cent of the births to women aged 40-49 were to women of parity at 
least six. These are women who are highly successful in childbearing, 
who have borne large numbers of children with a low incidence of 
child mortality. Thus we are faced not only with infant and child 
mortality differentials by age and parity of the mother, but diffe­
rentials caused by the fact that some women, whatever the reason, 
are simply more successful mothers than others.
Throughout the simulations it was assumed that the death of 
the child prematurely terminated the period of post partum sexual 
abstinence (and lactation) although this mechanism is known also to 
operate in reverse in the West African situation: the cessation of 
lactation, or the breastfeeding of a younger sibling, may cause the 
death of a child prematurely removed from the breast. In her study 
of Upper Volta, Ghana and Niger, Harrington (1971) found that a 
woman was more likely to become pregnant again after the previous 
child had died between the ages of one and four, rather than before 
the age of one, and she rationalised this by postulating that
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"the birth of the second child indirectly caused 
the death of the first ... Malnourished children 
are more susceptible to infection, less able to 
combat it once acquired, more likely to have 
complicating conditions, and indeed, more likely 
to die from what in we 11-nourished children would 
be a simple childhood illness" (p.27).
Harrington actually described three pathways to the pattern
of the death of a child followed by a new birth with a short birth 
18interval in between. The first involved "the conscious or uncon­
scious desire to replace the dead child by having a second child 
sooner than would normally be the case" (p.32). This is the pathway 
that is assumed to operate in the simulation, and it was computerised 
in two different ways. In either case, both the child's age at death, 
and the duration of the mother's non-susceptible (abstinent) period 
were determined, and the minimum of these two lengths of time was 
used as the adjusted period of post partum non-susceptibility to 
conception. Thus in some cases the period of abstinence was curtailed 
by the death of the child, and in others the death of the child occur­
red after the woman had become fecund again; but no causal relation­
ship was assumed to operate from the resumption of sexual relations 
to the death of the child. In the simpler type of simulation it was 
assumed that the period of abstinence terminated with the child's 
death, but a more realistic simulation was run by assuming that 
abstinence continued for some months after the child's death. In 
the belief that low parity Yoruba women abstain after a child's
death for a shorter period than do those women who have had several 
19live births (who abstain for about half a year), the input
18. Comparison of mean birth intervals from Chapter 5's "did abstain" 
simulation, and run 1 of this chapter:
Ch. 5 Run 1
3rd 42.55 41 .40
5th 44.59 43.69
8th 48.07 46.32
9th 51 .42 43.56
19. Personal communication from 1.0. Orubuloye.
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abstinence periods were three months if the first child died, four 
if the second died, five if the third died, and six thereafter.
The second pathway detailed by Harrington (1971) "involves 
the death of child 1, the early stopping of lactation, and there­
fore of suppression of ovulation and a subsequent early pregnancy".
In the light of the results of 5.4. it is clear that in a society 
which practises post partum sexual abstinence to any extent, the 
contraceptive effect of breastfeeding is secondary to that of sexual 
abstinence, so in the CAFN1 case this pathway is absorbed into the
first one. The third pathway has already been discussed, and it
has been noted that these simulations make no specific allowance 
for the birth of a second child to cause the death of the first.
As far as the model is concerned, the largest proportion of
children dying is the q(25) value. Since the maximum period of non-
20susceptibility to conception is four years there would be little 
point in inserting a q(4) value, since if the child died at the age 
of three and a half, the mother would anyway abstain until the fourth 
anniversary of the birth. Hence only deaths of children less than 
three years old were allowed to affect the length of the nursing 
abstaining period. The mean age of death was four years for those 
children who died before the age of five, and at this age their 
mothers resumed sexual relations. Since the CAFN1 data referred to 
deaths of all ages, however, the q(5) to q(25) values were inserted 
into the first simulations.
Table 6.1.2. contains the characteristics and Table 6.1.3. 
the results of these first simulations alongside the CAFN1 data which 
have been adjusted so that they refer to a population of 1,000 women 
at each age group. The simulations themselves were of 2,000 women
20. See Figure 5.4.2.
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but the results have been scaled down by half. Simulation run 1 
assumed that abstinence did not continue after the death of a young
child, while run 2 assumed that it continued for a period dependent
on its birth order, as described previously.
TABLE 6.1 .2.
CHARACTERISTICS OF RUNS 1 TO 4
RUN 1 2 3 4
Parent Run CAFN1 "did abstain" 1 1 2
q( i) .052 .052 .052 .052
q( 2 ) .096 .096 .096 .096
q( 3) .129 .129 .129 .129
q( 5) .175 .175
q (i o ) .197 .197
q(is) .268 .268
q (2 0 ) .289 .289
q(25) .339 .339
Other No post death Variable No post Variable
Characteristics abstinence post death death post death
abstinence abstinence abstinence
TABLE 6.1 .3.
CHILD DEATHS EVER EXPERIENCED PER 1, 000 CAFN1 AND SIMULATED* WOMEN
AGE
GROUP 1
CAFN1
1,000 d./W.
A1 1
RUN 1: NO POST 
DEATH ABSTINENCE 
B
RUN 2: POST 
DEATH ABSTINENCE 100(B-A)/A
15-19 1 14 28 28 50
20-24 2 123 165 172 34
25-29 3 312 428 419 37
30-34 4 580 746 753 29
35-39 5 764 1079 1090 41
40-44 6 1225 1376 1377 12
45-49 7 1437 1605 1597 12
50-54 8 1840 1746 1730 -5
* Simulations of 2,000 women
The simulation runs themselves are not significantly diffe­
rent, perhaps because of the small proportion of deaths of children
under the age of three. It was clear from simulation runs of 1,000
303
women that some stochastic variation could be expected, and the 
differences between runs 1 and 2 do not exceed these variations.
For instance, the value of run 1 is the mean of 1058 and 1100, 
and that of run 2 is the mean of 1059 and 1121. The mean completed 
family sizes of runs 1 and 2 are 5.60 and 5.52, and while these 
would not be significantly different they both do exceed, as expected, 
the confidence interval of (5.15, 5.48) which was associated with 
the average total fertility of the parent simulation of Chapter 
Five. Hence the shortening of the non-susceptible period, even in 
so few cases, does have a significant effect on the total number 
of children ever born, at least with the fertility pattern of the 
parent run.
However, the agreement between the simulated output and the
original data is not good. The output of run 1 exceeds the original
CAFNl data in every age group except the last (where it is only
21five per cent less than the "real" data ), and the largest increases 
occur before the age of 40. An examination of Figure 6.1.1. goes a 
long way towards explaining why such large discrepancies have occur­
red. Figure 6.1.1. shows the number of child deaths suffered by 
both 1,000 CAFNl women and 1,000 simulated women within each age 
group. The Brass method of estimation is unable to cope with such 
immense irregularities in the CAFNl data whether these irregularities 
are due to huge reversals in the mortality experience of Yoruba women 
over 30 or, more probably, to faulty age and recall data. Since the 
method of obtaining the multipliers is based on a fixed fertility 
schedule and a fixed standard life table, such abnormalities in 
reported mortality can be expected to be ironed out in the simulation 
process. Indeed, this is what has happened.
21. The simulated number of deaths under 25 for the 55-59 women is 
almost the same as that for CAFNl women in the 50-54 age group.
FIGURE 6.1.1.
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NUMBER OF CHILD DEATHS WITHIN EACH AGE GROUP PER 1,000 WOMEN FROM CAFN1 DATA AND
SIMULATION RUNS 1 AND 2.
° 250
A G E  G R O U P
CAFN1 
RUN 1 
RUN 2
Before going on to test other q(a) functions it was con­
sidered useful, even with this defective set of data, to discover the 
proportion of deaths under the age of 25 which was caused by deaths 
under the age of three. Hence the simulations were repeated but
using only the first three of the eight q(a) values. Both types of
22simulation were performed s run 3 assumes no post death abstinence,
2 3while run 4 makes the abstinence assumptions of run 2 . Once again
there was no significant difference between this pair of runs. In 
run 1 the last death of a child under three occurred to a mother in 
the 40-44 age group, bringing the total to 686 deaths, while in
run 2 680 deaths had occurred to women who had reached this age group
22. See Table 6.1.2.
23. The total fertilities of runs 3 and 4 are clearly the same as 
those of runs 1 and 2 respectively, since the former simulations 
did not allow deaths of children over the age of three years to 
affect the length of the non-susceptible period.
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and a further twelve deaths occurred to women in the next age group.
Since childbearing in the simulation has almost ceased by age 50
the ratios were calculated of deaths of children under three years
to deaths under the age of 25 for all maternal age groups up to 50.
For both pairs of runs, all deaths in the 15-19 age group were
deaths of the younger group of children, but the percentage of deaths
associated with children over this age increased, in the case of no
24post death abstinence , to 26 per cent for women in the 25-29 age 
group, to 44 per cent for those aged 35-39, and to 57 per cent for 
those in the 45-50 age group. So one can say that about half the 
deaths experienced by the women in the simulation during their re­
productive lives were deaths of children under the age of three 
years.
Having come this far, we should stop to examine what we have 
found so far. There is little difference in the output from simu­
lations which assume either no continued period of abstinence after 
the death of a child, or a period of abstinence ranging from three 
to six lunar months according to the birth order of the dead child. 
However, we found that the comparison was disappointing between the 
CAFN1 data on the proportion of dead children by mother's age, and 
the comparable output data from models which used as input q(a) 
values estimated by the Brass method from these actual data. We have
at the moment no way of estimating to what extent the discrepancies
2 5were caused by the peculiarities of the original data , and to 
what extent these were perhaps caused by properties of the Brass 
estimation method itself, which makes its use inappropriate in such 
a situation. The next section seeks to answer this latter question.
24. The percentages in the variable abstinence case were almost the 
same.
25. See Figure 6.1.1.
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6.2. BRASS ESTIMATION OF INFANT AND CHILD MORTALITY
Before testing the efficiency of the Brass estimation 
technique for infant and child mortality it should be observed that 
Gotpagar (1975) made similar tests with his simulation model. He 
found that there was good agreement between the probabilities of 
death before certain fixed ages, which were used as model input, and 
the comparable output q(a) values derived from the proportions of 
children ever born to mothers in fixed age groups, and the pro­
portions of these who have died. Thus the technique that he used 
was to insert q(a) values into a model with a known fertility sche­
dule, and to derive as output the b^ and d^ values as defined in 
6.1.. From these values, the Brass estimation technique derived q(a) 
values which could then be compared with the input q(a) values.
This method will be employed in the present section: it will be 
noted that the use of the Brass method in the previous section worked 
in the opposite way by estimating q(a) values from real CAFN1 data, 
and then comparing the model's b^ and d^ output with the original 
CAFN1 values from which the probabilities were derived.
Gotpagar's (1975) work is mentioned because his actual
microsimulation model is completely different from the one that has
been established over the previous chapters. In his model the unit
of time was one year^, and Indian age-specific marital fertility
rates for single years were used to generate births for each woman.
If a woman had given birth in the previous year she was not allowed
to give birth in the following year, but once she had been confined
the actual month of birth was determined by assuming that births
were uniformly distributed over the year. The monthwise probabilities
of the child's survival were used up to the age of three years, and
thereafter the values used were annual ones. Thus the Gotpagar model 
1. As it was in the Monte Carlo models of Immerwahr (1969a, 1972).
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differs basically from the one that has been developed here because 
it uses annual demographic input rather than biological input which 
is applied every 28 days. Further, five different mortality levels 
of the mothers were allowed to operate, whereas no allowance for 
maternal mortality is made in our model. It was found that "as the 
level of e° increases, the degree of agreement between the Brass 
method and the actual value (input) goes on improving" (p.7).
TABLE 6.2.1.
CHARACTERISTICS OF RUNS 5 TO 10
RUN PARENT RUN
CHILD
MORTALITY
SIMULATED
POPULATION OTHER CHARACTERISTICS
5 2 High Yoruba Variable post death
(Ibadan) abstinence
6 Medium
7 Low
8 35 Ch. 4 High Hutterite
9 Medium
10 Low —
Table 6.2.1. gives the characteristics of the first two
sets of simulations which were performed on our biological micro
model. Each set employed three different types of mortality data,
2designated "high", "medium" and "low" . The first set of simulations 
allowed infant and child mortality to operate on the Yoruba simu­
lation using a period of abstinence after the death of a child under 
three which was dependent on the birth order of the child. The 
second set of simulations allowed the same mortality conditions to 
operate on the Hutterite simulation run 35 of Chapter Four. Thus
2. The actual probabilities used can be found in the "E" columns 
of Table 6.2.2.
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we have three levels of infant and child mortality operating on a
"medium" and "high" fertility population respectively2 .
The results of the set of simulations performed on the
Yoruba (simulated) population of Chapter Five appear in Table 6.2.2..
The "E" columns contain the input probabilities, while the "Q"4
columns contain the output probabilities which have been estimated
using the Brass technique. The subscripts refer to the identification
2number of the run. The sample X statistic was calculated for each
set of observations, and appears at the foot of each set of figures
2as "X . The P-^/Pg va^ue -^s "the ratio of children ever born to women 
in the 15-19 age group to the number ever born to those in the 20-24 
age group, and the mean age of the fertility schedule is in. These 
latter two figures are used respectively to determine the Brass 
multipliers to obtain the first three q(a) values, and the remaining 
five values.
TABLE 6.2.2.
COMPARISON OF INPUT gfa) VALUES AND OUTPUT ONES ESTIMATED BY THE 
BRASS METHOD, USING THE YORUBA SIMULATION OF CHAPTER 5.
HIGH MORTALITY MEDIUM MORTALITY LOW MORTALITY
a B5 °5 E6 °6 E7 °71 .150 .152 .060 .066 .020 .0152 .200 .235 .080 .086 .030 .0313 .250 .259 .100 .103 .040 .0435 .300 .307 .120 .125 .050 .05410 .350 .340 .140 .137 .055 .05815 .370 .364 .150 .150 .060 .06220 .390 .385 .160 .160 .065 .06525 .410 .405 .170 .168 .070 .068
Pl/P2 .26 .26 .27
m 29.9 30.0 30.0
x 2 7.15 1.44 2. 12
2
x 7 (0.95) = 14.07
With no child mortality the TFRs of the two simulations were
respectively 5283 and 8571 . 9The »expected" and "observed" data as used in X testing, with
tests being performed on actual frequencies related to the samples
of 1,000 women.
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As far as model input is concerned, the mean age of the 
child's death was taken as the midpoint of the appropriate time 
interval for all durations past the first: in the high mortality 
case the mean age of infant death was taken to be five lunar months5, 
and in the other two cases, as three lunar months.
The P-^ /Pg and m values shown in Table 6.2.2, are so similar 
that the same Brass multipliers were used to estimate the three sets 
of output q (a) values. It is evident from the X 2 (0.95) value shown 
on the table that none of the X2 statistics5 is significant. To see 
xf anything would be gained by using a larger sample size, run 5 
was repeated with a sample of 2,000 women; but the X2 value in this 
case was slxghtly higher than that of 7.15 shown in Table 6.2.2., 
although it was still less than 8, and clearly not significant.
Once the lack of significance has been established one would not 
expect to gain anything by an increase of sample size, but the exer­
cise is still interesting, even if it shows only that the X 2 value 
is not reduced.
The greatest absolute and proportional disparities between
the observed and expected observations occur at the earlier ages of
child death, say up to the age of three years; and the disparities
diminish with falling child mortality. The largest disparity on the
table occurs at the q(2) value of run 5, and while the absolute
difference is 0.035, this difference contributes 86 per cent of 
2
the total X value. For higher ages of child death the differences 
are very small, and indeed in the medium and low mortality cases 
the observed q(a) values coincide at several points with the input 
ones. Although the greatest disparity in the low mortality case is
only 0.005 this contributes over half the weight of the X2 statistic.
5. To account for the large proportion of exogenous (post neonatal) deaths. '
6. These were calculated using l,000q(a) 
and observed frequencies. values to obtain expected
3 1 0
As a w h o l e ,  h o w e v e r ,  o n e  c a n  s a y  t h a t  a l t h o u g h  t h e  o b s e r v e d  d a t a  
f i t  t h e  i n p u t  l e s s  w e l l  a t  t h e  l o w e r  a g e s  t h a n  t h e  h i g h e r  a g e s ,  t h e  
d i f f e r e n c e s  a r e  n o t  s u f f i c i e n t  t o  c a u s e  s i g n i f i c a n c e .  Thus t h e  
B r a s s  e s t i m a t i o n  t e c h n i q u e  i s  s e e n  t o  b e  w o r k i n g  s u f f i c i e n t l y  w e l l  
i n  t h i s  s o - c a l l e d  medium f e r t i l i t y  c a s e .
TABLE 6 . 2 . 3 .
COMPARISON OF INPUT q ( a )  VALUES AND OUTPUT ONES ESTIMATED BY 
THE BRASS METHOD, USING THE HUTTERITE SIMULATION OP CHAPTER 4 .
HIGH MORTALITY MEDIUM MORTALITY LOW MORTALITY
a E^ 0 . E 0 E , ^ 0 , ^8 8 9 9 10 1 0
1 . 1 5 0 . 1 6 6 . 0 6 0 . 0 4 8 . 0 2 0 . 0 0 9
2 . 2 0 0 . 2 2 5 . 0 8 0 . 0 8 4 . 0 3 0 . 0 2 6
3 . 2 5 0 . 2 5 8 . 1 0 0 . 1 0 2 . 0 4 0 . 0 3 9
5 . 3 0 0 . 3 0 7 . 1 2 0 . 1 2 0 . 0 5 0 . 0 4 9
10 . 3 5 0 . 3 3 4 . 1 4 0 . 1 3 4 . 0 5 5 . 0 5 5
15 . 3 7 0 . 3 6 9 . 1 5 0 . 1 4 6 . 0 6 0 . 0 6 0
20 . 3 9 0 . 3 9 5 . 1 6 0 . 1 5 8 . 0 6 5 . 0 6 5
25 . 4 1 0 . 4 1 6 . 1 7 0 . 1 6 9 . 0 7 0 . 0 6 9
P l / P 2 . 1 5 . 1 2 . 1 3
m 3 0 . 8 3 0 . 9 3 0 . 6
x 2 6 . 1 4 3 . 0 3 6 . 6 4
X 7 ( 0 . 9 5 )  = 1 4 . 0 7
The n e x t  s e t  o f  s i m u l a t i o n s  w e r e  p e r f o r m e d  on t h e  H u t t e r i t e
7
s i m u l a t i o n ,  ru n  35 o f  C h a p t e r  F o u r  , and t h e  r e s u l t s  a r e  g i v e n  
i n  T a b l e  6 . 2 . 3 . .  Once a g a i n ,  t h e  same B r a s s  m u l t i p l i e r s  w e r e  em­
p l o y e d  on  t h e  o u t p u t  o f  e a c h  r u n ,  a l t h o u g h  t h e s e  m u l t i p l i e r s
7 .  S e e  T a b l e  6 . 2 . 1 .
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were different from those of the Yoruba simulation. The longer re­
productive span of the Yoruba women is evidenced by the fact that 
although the mean ages of Yoruba and Hutterite childbearing are 
almost the same, the P^/P^ values of the Yoruba simulations are 
about double those of the Hutterite simulation, indicating an 
earlier commencement of childbearing for Yoruba women than for Hut­
terite women. Actually, this may be explained also by a lower P^ 
value for Yoruba women than Hutterite women, since the mean period 
of post partum infecundity of Hutterite women is much shorter than 
the mean period of non-susceptibility of Yoruba women, and one 
could expect, perhaps, that the Hutterite fertility would have out­
stripped Yoruba fertility by the age of 25, despite the late start. 
This is indeed the case, as one can see from a comparison of the
Qage-specific fertility rates of the two simulations .
The same pattern of (lack of) significance as was evident
in Table 6.2.2. appears in Table 6.2.3.. Once more the greatest
differences between input and output data occur in the first two
or three q(a) values. Indeed, the discrepancy of 0.011 in the q(l)
2value of run 10 contributes to over 90 per cent of the ultimate X
value, although an absolute difference of 0.016 in the q(l) value
2of run 8 supplied less than 30 per cent of the total X statistic
of that run. In summary, then, we have found that in neither a high
fertility situation, nor an intermediate one, do the Brass estimates
of q(a) values differ significantly from the input values.
In order to test the efficiency of the Brass technique in
a low fertility situation it was necessary to construct a simulation
which would produce a mean completed family size of only two or 
9three children . To this end, a completely hypothetical population 
8. See Figure 6.2.1.
9. See Table 6.2.4.
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was c o n s t r u c t e d ;  h y p o t h e t i c a l  in  the  sense  t h a t  q u i t e  u n r e a l i s t i c  
" v o l i t i o n a l "  e f f e c t s  were made to  o p e r a t e  so t h a t  f e r t i l i t y  would 
be low, a l though  th e  " n o n - v o l i t i o n a l " b i o l o g i c a l  d e t e r m in a n t s  of  
f e r t i l i t y  were p e r f e c t l y  p l a u s i b l e .  Thus th e  runs  were based on 
run 35 of  Chapter Four ,  a l th o u g h  th e  P i t t e n g e r  s t e r i l i t y  f u n c t i o n  
w i th  a r a d ix  of two per cen t  was u sed ,  r a t h e r  th a n  th e  T i e t z e  f u n c t i o n  
which r e f e r r e d  s p e c i f i c a l l y  t o  the  H u t t e r i t e  p o p u la t io n  Equal 
p r o p o r t i o n s  of women m arr ied  a t  y e a r l y  i n t e r v a l s  from 18.5  y ea rs  
t o  2 2 .5  yea rs  of age.  To ensu re  a sm al l  t o t a l  f e r t i l i t y  r a t e ,  a l l  
women began to  use c o n t r a c e p t i o n  o f  95 per cen t  e f f i c i e n c y  a f t e r  
th e  b i r t h  of  t h e i r  second c h i l d .  One could  th u s  expec t  average  
f a m i l i e s  of a l i t t l e  more than  two c h i l d r e n  because  of th e  f i v e  per 
cen t  margin of  e r r o r .  However, one would expect  f e r t i l i t y  to  be 
much t h e  same whatever  th e  m o r t a l i t y  s i t u a t i o n  s in c e  the  p e r io d  of 
i n f e c u n d i t y  a f t e r  the b i r t h  o f  th e  f i r s t  c h i l d  i s  the  only  f a c t o r  
than can o p e ra te  t o  a f f e c t  f e r t i l i t y .  And i t  i s  on ly  w i th  an i n f a n t  
dea th  t h a t  t h i s  p e r io d  w i l l  be s h o r t e n e d ,  and t h a t  by a t  most seven 
lu n a r  months, s i n c e  th e  i n p u t  d a t a  are th e  S e lb e r  d a t a  f o r  on ly  s i x  
to  n ine  months b r e a s t f e e d i n g .  Moreover,  in  the  h igh m o r t a l i t y  case 
of  run 11, the  mean age of i n f a n t  d e a t h  i s  anyway f i v e  months.
TABLE 6 . 2 . 4 .
CHARACTERISTICS OF RUNS 11 TO 13
BIOLOGICAL CHILD CONTRACEPTIONWITH STERILITY
RUN INPUT MORTALITY MARRIAGE EFFICIENCY 95% FUNCTION
11 Run 35 High 20% each Employed a f t e r P i t t e n g e r  2°/
marr ying th e  b i r t h  of
12 Medium at  ages th e  second
1 8 .5 , c h i l d
13 Low 1 9 .5 ,
2 0 .5 ,
2 1 .5 ,  
22 .5
10. See 4 .4 .
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The greatest source of "unreality" in this model is the
fact that no allowance is made for the influence of previous child
deaths on subsequent fertility decisions . Thus, even if a woman
has borne two children and they have died, perhaps as infants,
she will yet reduce her effective fecundability by a factor of 95
per cent. Since the aim at the moment is merely to test the
efficiency of the Brass estimation method, such considerations were
deemed to be irrelevant to the main purpose at hand, which was to
construct a population with a particular type of fertility schedule
It is of no concern here that such a population is unfeasible.
Figure 6.2.1. contains the age-specific fertility rates of
the three basic populations discussed so far. Evidently, the
behavioural hypotheses incorporated into the last model have indeed
produced a low fertility population with an average family size of
2.8 children. The modal age group of childbearing is the 20-24
one, while that of the other two populations is the 25-29 age group
but the total reproductive span still extends to the 45-49 age
12group, as it did for the Hutterite simulation
Table 6.2.5. follows the format of the tables constructed 
around the Yoruba and Hutterite simulations. In this case the 
P-^ /Pg ratio is only 0.08, compared with about 0.13 for the Hutte­
rite simulations and 0.26 for the Yoruba ones. Figure 6.2.1. demon­
strates that this lower value is caused by the same combination of 
circumstances that produced a lower P-^ /P^  ra^^ -° f°r the Hutterite 
simulation than the Yoruba one; namely, a lower P^ value, and a
11. This will be rectified at a later data.
12. Note that the Brass multipliers are leased on the model ferti­
lity function: f(x) = k(x-s)(s+33-x) , where s is the earliest
age of childbearing and k is a scale factor that determines 
completed family size. Hence the reproductive span is a con­
stant 33 years and, once s is given, the age pattern of ferti­
lity has been determined.
FIGURE 6.2.1.
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AGE-SPECIFIC FERTILITY RATES OF YORUBA, HUTTERITE AND LOW 
FERTILITY SIMULATIONS
A G E  G R O U P
HUTTERITE (TFR = 8571) 
YORUBA (TFR = 5283)
LOW FERTILITY (TFR = 2847)
higher value. The mean age, m, of the fertility schedule is 
25.34, about five years younger than that of the first two simu- 
1 at ions.
Table 6.2.5. demonstrates one significant result, that of 
the high mortality run 11. It must be stated that this exercise is 
purely hypothetical in two more ways. Firstly, it is inconceivable 
that such high child mortality would exist in a population with 
the biological input and the contraceptive behaviour of this one.
Only two per cent of women are sterile at marriage, and nursing is 
not continued beyond nine months: in other words, the population is 
a healthy and Westernised one. Its contraceptive behaviour also fits 
this pattern: it is only the high (and medium) mortality conditions 
which seem out of place. However, the three levels of mortality were 
allowed to operate on the Hutterite population, which is a notoriosly 
healthy one: the primary objection to these simulations is that, in 
such a society, there would be no need in the first place to use the
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TABLE 6 . 2 . 5 .
COMPARISON OF INPUT q (a )  VALUES AND OUTPUT ONES ESTIMATED BY THE 
BRASS METHOD, USING A LOW FERTILITY POPULATION
HIGH MORTALITY MEDIUM MORTALITY LOW MORTALITY
a En °1 1 E12 ° 1 2 E13 ° 1 3
1 .1 5 0 .1 3 7 .0 6 0 .05 6 . 0 2 0 .0 3 2
2 .20 0 .2 43 .0 8 0 .091 . 0 3 0 ' .0 2 8
3 .2 5 0 .326 .1 0 0 .1 2 5 .0 4 0 .0 4 7
5 .3 0 0 .335 .1 2 0 .131 .0 5 0 .051
10 .3 50 .3 63 .1 4 0 .142 .0 5 5 .0 5 8
15 .3 7 0 .37 6 .1 5 0 .151 .0 6 0 .0 6 3
20 .3 9 0 .3 8 8 .1 6 0 .1 5 5 .0 6 5 .0 6 6
25 .4 1 0 .4 0 0 .1 7 0 .1 6 0 .0 7 0 .06 8
P /Pr  2 . 08 .08 .08
m 2 5 . 3 2 5 . 4 2 5 . 3
x2 38 . 39 9 .8 2 8 . 9 6
( 0 . 9 5 ) = 14 .0 7
Brass e s t i m a t i o n method s in c e  good age d a t a  would e x i s t . Brass
e t  a l . (1968) a c t u a l l y  p re face d  the  d e s c r i p t i o n  of h i s  e s t i m a t i o n
te c h n iq u e  by n o t i n g  t h a t  "Records of  m o r t a l i t y  i n  A f r ic a n  communi­
t i e s  a re  even more s c a n ty  and u n r e l i a b l e  than  th o se  of  f e r t i l i t y "  
(p .1 0 4 ) .  Thus, th e  a u th o rs  had the  s p e c i f i c  A f r ic a n  s i t u a t i o n  in  
mind when th e y  developed th e  s e t  of m u l t i p l i e r s :  one should  not 
expect  them to  o p e r a t e  s a t i s f a c t o r i l y  i n  t h i s  low f e r t i l i t y  s i t u a t i o n ,  
which i s  one fo r  which th ey  were not i n t e n d e d .
In the  l i g h t  of t h e s e  comments, i t  i s  perhap s  s u r p r i s i n g  
( a l b e i t  g r a t i f y i n g )  to  f i n d  t h a t  the  e s t i m a t i o n  te c h n iq u e  o p e ra t e d  
u n s a t i s f a c t o r i l y  in  only one c a s e ,  t h a t  of  th e  h igh  m o r t a l i t y
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situation. Even in the high mortality case, however, one observes
that the absolute fit of the higher q(a) values is better than that
of the first four. Indeed, the last three values contribute less
2than two per cent of the final X statistic, and the last four 
values only slightly over three per cent.
Sullivan (1972) used a regression model to obtain the three 
multipliers which would convert and values into q(2),
q(3) and q(5) respectively, these being the multipliers for which 
the regression analysis was the most successful . He found that P_/P
Ci j
correlated more highly than P^/P^ 9(a)/D^> in all but one of
1 3the twelve data sets on which the regressions were based, and
therefore used this ratio as the explanatory variable of the age 
14model . Sullivan (1972) himself compared the Brass estimation 
method and the regression model based on the West  ^mortality pat­
tern on the basis of the accuracy with which the multipliers deri­
ved using each method were capable of reproducing the actual q(a) 
values. The use of the West mortality pattern was advised because 
the West regression equation lies between those of the other three 
mortality patterns: hence Sullivan wrote that "if the prevailing 
mortality pattern is unknown, the use of the West equation for 
estimation is the safest course" (p.84). Although he found that the 
two models performed equally well in estimating q(2), the average 
percentage errors of the estimates of q(3) and q(5) were smaller 
when the West regression model was used, rather than the Brass one. 
Naturally, the West regression model is the best linear estimator 
of multiplying factors for the data of the West mortality pattern,
13. These data sets were formed by the combinations of the 4 
mortality patterns of Coale and Demeny (1966) and the 3 q(a)/D^ 
parameters.
14. q(a)/D_^ = A+B^^/P^) f*or a = 2, 3, 5 and i = 2, 3, 4.
15. Coale and Demeny (1966).
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but these conclusions hold also for North, East and South morta­
lity patterns.
Sullivan (1972) presented the mean values of the three mul­
tipliers obtained for each of the four mortality patterns, and it 
appeared as though it would be an easy matter to estimate q(2), 
q(3) and q(5) values, but this time using the regression multipliers. 
Unfortunately, the range of 0.045 to 0.175 over which the P^/P^
ratio was allowed to vary was much narrower than the Brass range of
160.014 to 0.387, and thus the output of the Yoruba runs 5 to 7 
could not be tested using the regression multipliers. Further, the 
P /P ratio was constrained to lie between 0.264 and 0.552, and
Cj O
17this eliminated the low fertility runs 11 to 13 . The Brass data 
were presented in eight columns according to P /P values, but only
J- Cj
three of these columns lay within the range stipulated by Sullivan. 
Nevertheless, the means of the Brass multipliers obtained by summing 
across these three columns were not greatly different from the 
regression multipliers.
TABLE 6.2.6.
ESTIMATES OF HUTTERITE MULTIPLIERS q(a)/Di FROM SULLIVAN 
(WEST MORTALITY), SIMULATED P0/P^ VALUES,* AND BRASS
-t— ‘— — ------------------------- £  o -------------------------------
q(2)/D2 q(3)/D3 q(5)/D
Sullivan 1 .07 1.00 1.00
High mortality (P /P = 0.412)
Cj j
1.08 1 .01 0.99
Medium mortality 
(P2/P3 = 0.396)
1 .09 1 .01 1.00
Low mortality (P /P - 0.412)
Cj vj
1.08 1 .01 0.99
Br ass 1 .08 1 .03 1 .03
* q(2)/D2 = 1.30-0.54 P2/P3
* q(3)/D3 = 1.17-0.40 P2/P3
* q(5)/D4 = 1.13-0.33 P2/P3
16. P^/P^ varied from 0.257 to 0.265.
17. P2/P3 varied from 0.757 to 0.768.
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Table 6.2.6. contains multipliers estimated both by Sulli­
van's regression equations based on West mortality, and the Brass 
method. Further, it was decided that our own multipliers would be
estimated by substituting the P /P ratios calculated from the out-^ o
put of the Hutterite runs 8 to 10 into Sullivan's regression equa­
tions. The three Brass multipliers were all slightly larger than 
Sullivan's, while those calculated for the three different child­
hood mortality situations did not deviate by more than 0.02. from 
the figures cited by Sullivan.
It was decided to apply the regression multipliers cited 
by Sullivan for each of the four mortality patterns to the sets of 
Hutterite output of runs 8, 9 and 10, despite the slight diffe­
rences between the actual multipliers presented by Sullivan, and
18our estimated multipliers . This is a fairly unrealistic procedure
since, for instance, the North mortality pattern deviates from the
preliminary model of Coale and Demeny (1966) by possessing a lower
infant mortality rate, and lower rates beyond the ages of 45 or 
1950 , yet the North regression multipliers have been applied to
the high child mortality simulation of run 8. Similarly, although 
the South pattern of mortality is characterised by higher mortality 
under the age of five years, the South regression multipliers were 
yet applied to the low mortality run 10. Despite these incompatibi­
lities, Table 6.2.6. demonstrates that none of the sets of re-estima­
ted q(a) values is significantly different from the input values.
In Table 6.2.7. the use of the "E" and "0" convention has
been retained, and the q(a) values estimated using the appropriate
----------------------- 218. No significance was found in the X statistics derived from 
q(a) estimates for the three levels of childhood mortality 
using the multipliers derived from simulated P^/P^ values as 
shown in Table 6.2.6.
19. Coale and Demeny (1966) p.12 ff.
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TABLE 6.2.7.
COMPARISON OF INPUT q(2)t q(3) AND q(5) VALUES AND OUTPUT ONES 
ESTIMATED USING BOTH BRASS MULTIPLIERS AND REGRESSION MULTIPLIERS 
BASED ON WEST, NORTH, EAST AND SOUTH MORTALITY PATTERNS
a E8 °8
HIGH MORTALITY 
°W8 °N8 °E8 00CO
o
2 .200 .225 .2 31 .222 .231 .231
3 .250 .258 .255 .242 .255 .258
5 .300 .307 .293 .287 .291 .293
x 2 3.54 5.07 3.24 5.18 5.22
MEDIUM MORTALITY
a E9 °9 °W9 °N9 °E9 °S9
2 .080 .084 .086 .082 .086 .086
3 .100 .102 .101 .096 .101 .102
5 .120 .120 .115 .113 .114 .115
x 2 .49 .67 .62 .76 .70
LOW MORTALITY
a E10 O O °W10 °N10 °E10 °S10
2 .030 .026 .027 .026 .027 .027
3 .040 .039 .039 .037 .039 .039
5 .050 .049 .047 .046 .047 .047
x 2 . 58 .51 1.08 .51 .51
x 2X (0.95) = 5.99
Brass multipliers ]have been repeated from Table 6.2.3.. The 9(e)
values estimated by means of the West, North, East and South re-
gressions are designated respectively by the subscripts "W" , "N" ,
"E" and " S". None .of the statistics; exceeds the 95 per cent value
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of the X 2 statistic, although the X values for the high morta­
lity run 8 are much higher than those of runs 9 and 10. The small 
range of values over which the West, North, East and South multi­
pliers actually vary is insufficient to cause significance in even 
the most improbable combinations of mortality patterns: those of 
the South model with run 10, and the North model with run 8 being 
the examples which have been specifically mentioned. Although both 
the Brass and the regression methods of estimation give satisfactory 
results, Sullivan (1972) advocated the use of the latter method both 
because of its simplicity, and because of its efficiency in the esti­
mation of q(3) and q(5) even when the underlying mortality pattern
is unknown. However, the Brass method is viable over a greater range
20of P^/P^ values, and has been developed to estimate ten q(a) 
values, not just q(2), q(3) and q(5).
Sullivan (1972) established a further regression model, which 
differed from the previous age model in that it was structured in 
terms of marital duration intervals rather than age intervals. He 
found that "for q(2), the duration model is approximately half as 
sensitive to erroneous parity ratio values as the age model"(p.91) 
and concluded that "the advantage of having both models available 
for use is that, on some occasions, the preconditions for the use 
of only one will be met" (p.93). Since the testing of the duration 
model would require substantial programming additions to our basic 
simulation model, the critical examination of the Sullivan (1972) 
paper was not continued, although the exercise would be an inte­
resting one .
Trussell(1975) built on the structures developed by Brass
et al. (1968) and Sullivan (1972) to redevelop the multiplying
factors with which to convert data on the proportions of children
ever born who have died, according to the mother's age, into 
20. Although its operation has been tested here with only 8.
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childhood survivorship rates. He observed that the P/P  value
X  Cj
used by Brass to determine the value of multipliers is "an excel­
lent index of the earliness or lateness, and thereby the shape, 
of the fertility schedule" (p.100). Further, as "only the shape of 
the fertility schedule affects in different observations from 
the same mortality pattern, P-^ /P^  identifies (and K^)", where 
K. is the multiplier. However, Sullivan found that P /P was more
C j vJ
highly correlated with the multiplier , than P^/P^. Trusse11(1975)
21expected that some function of P^/P^, P2//?3 and m » the de9ree of 
fertility control, would provide a means of converting D. values 
into q(a) ones. Hence he constructed regression equations using 
P^/P£ and Pg/P^ as independent variables: m was not included in 
the equations as it is not directly observable. Thus he expected 
that
"the K^s resulting from those sections in the fertility 
schedule which are most nearly identified by a given 
Pi/P2 and P2/P3 would fit best, while those among 
those sections which are strongly dependent on m as 
well would fit poorly" (p.100).
Since it was the Hutterite simulations which were tested
22using the method devised by Sullivan (1972) , it was these runs
which were tested with Trussell (1975) multipliers. The regression
23equations used were those appropriate to the West mortality pat­
tern, since Trussell agreed with Sullivan's finding that the West 
regression model should be used when the underlying mortality 
pattern is unknown. The P^/P^ an<^  P2//^*3 va-^ues> and their natural 
logarithms, were substituted into the regression equations for 
to K^; that is, estimations were made of q(l), q(2 ), q(3), q(5),
21. Since these two are related to the age at first marriage, and 
the speed with which marriage occurs.
22c See Table 6.2.7.
23. K. = A(P1/P2 ) + B(P2/P3) + c loge(P1/P2 ) + D loge (P2/P3) + E
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q(10), q(15) and q(20). These seven estimates were made indepen­
dently for the high, medium and low mortality Hutterite simula­
tions of runs 8, 9 and 10 respectively. The results are to be found 
in Table 6.2.8., with the subscript "T" being used on the observed 
"0" column headings to indicate that the Trussell estimation method 
had been used to obtain the figures.
TABLE 6.2,8.
COMPARISON OF INPUT q(a) VALUES AND OUTPUT ONES ESTIMATED BY 
THE TRUSSELL METHOD, USING THE HUTTERITE SIMULATION OF CHAPTER 4
HIGH MORTALITY MEDIUM MORTALITY LOW MORTALITY
a E„ o _ E 0 E, ^ 0m, ^8 T8 9 T9 10 T10
1 .150 .162 .060 .048 .020 .009
2 .200 .230 .080 .087 .030 .027
3 .250 .260 .100 .103 .040 .039
5 .300 .298 .120 .117 .050 .047
10 .350 .325 .140 .131 .055 .053
15 .370 .360 .150 .143 .060 .058
20 . 390 .383 .160 .152 .065 .063
P /Pr  2 .150 .123 .128
P2/P3 .412 .396 .412
x2 8.05 4.48 6.76
2Brass X 6.05 3.03 6.56
X 26 (0.95) = 12.59
Once again, no significant deviations are seen to occur
between the expected and observed childhood survivorship rates.
2The X statistic for each run was re-calculated from Table 6.2.3. 
by excluding the q(25) value, and appears underneath the one cal­
culated from the figures on this table. No gain appears to have been
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made by using the Trussell estimation method, which technique is 
a more arithmetically complicated one than the Brass method, as 
Brass et al. (1968) presented a virtual "ready-reckoner" table
from which ready-made multipliers could be selected according to the 
P^/P^ and ra values of the fertility schedule.
24Before leaving the discussion of the Trussell method , we
should mention its application to the high mortality Yoruba and low
2fertility simulations of runs 5 and 11 respectively. The Yoruba X 
statistic was found to be 6.77, while that estimated from the ob­
served data of Table 6.2.2. by the Brass method was 7.09. The abso­
lute deviation from the expected q(l) value was only 0.002 in the 
case of the Brass estimate, and 0.001 in the case of the Trussell 
estimate. Trussell had not expected a good fit when the fertility 
schedule had been attained subject to a high level of contraceptive
usage, and consequently it is not surprising that the output of the
2low fertility run 11 produced the highly significant X statistic
of 21.85. Apart from the observed q(l) value of 0.145, which deviated
from the expected value only by -0.005, and the observed q(5) value,
which equalled the expected value of 0.300, no other absolute de-
2 5viation was less than 0.027, and the largest was 0.049 . Once
again, there has been no improvement over the Brass method, which
also was incapable of estimating q(a) values satisfactorily in the
presence of such a high level of contraceptive usage.
The time has come to look back over the subject matter of
this section,and evaluate our findings. Brass et al, (1968) used an
algebraic function to represent the basic fertility schedule of his 
26population , and this function is based only on the earliest age
24. Still using the regression coefficients appropriate to the 
West mortality pattern.
25. For q (20).
26. See Footnote 6.2.12.
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of childbearing and the total fertility level. The ratio P^/P^,
and the mean age of the fertility schedule, m, determined the
choice of the q(a)/D^ multipliers. On the other hand, Sullivan (1972)
used empirical fertility schedules rather than a simple function,
and the four mortality schedules of Coale and Demeny (1966) rather
than the single mortality pattern of Brass which closely resembled
the West pattern. Further, his regressions were based on the ^2 ^ 3
ratio. Only estimates of q(2), q(3) and q(5) were found to be
reliable: the higher q(a) values were affected by mortality changes
in the remote past. Trussell (1975) also constructed a regression
model, using as independent variables both P^/P^ and P^/P^, and
their natural logarithms. He had access to many more model fertility
schedules than Sullivan, and used this superior practical basis to
re-estimate the multiplying factors. We have demonstrated that
satisfactory results are produced by the eight Brass multipliers,
the three Sullivan ones, and the set of seven developed by Trussell;
but only in the non-contracepting Hutterite and Yoruba simulations
of runs 5 to 10. Neither the Trussell nor the Brass multipliers
could cope with the peculiarities of the low fertility runs 11 to 13.
What could be considered surprising is the fact that such
27a simple fertility function as the one used by Brass is capable 
of providing reasonable multipliers. To test the way in which this 
function works, three separate integrations were performed, corres­
ponding to the three populations which have been simulated. The 
lowest ages of childbearing were taken as 17, 16 and 19.5 for the 
Hutterite, Yoruba and low fertility runs respectively, producing
upper limits of 50, 49 and 52.5 years of age. Values of the improper 
28integral F(x) were then calculated for each s value, and for those
27. Ibid.
28. F(x) = k(x^/4 - (s+22)x^ + 1.5(s+33)(s+11)x^ - s(s+33)^x)
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FIGURE 6 . 2 . 2 .
AGE-SPECIFIC FERTILITY RATES OF YORUBA. HUTTER ITE AND L O W  FERTILITY SIMULATIONS, A N D  THOSE 
D E R I V E D  fROM THE BRASS FERTILITY FUNCTION
H U T T E R ITE-SIMULATION
H U T T E R ITE-BRASS
YOR UB A - SIMUL A  TI ON
YORUBA-BRASS
L O W  F E R TILITY-SIMULATION
L O W  FERTILITY-BRASS
A G E  G R O U P
of the values 20, 25, 30, 35, 40, 45 and 50 which lay within the
upper and lower limits of childbearing. The three scale factors,
k, were calculated from the three total fertility rates, and the
29integral of the function over the total reproductive span . Using 
the scale factors, the age-specific fertility rates of the three 
populations were calculated. These appear in Figure 6.2.2. alongside 
the simulated age-specific fertilities which have already appeared 
in Figure 6.2.1..
It is at once clear how the Brass method was so successful
in the Hutterite and Yoruba cases. In these two cases the age- 
specific fertility rates of the Brass functions are very close 
indeed to the simulated rates. Thus the macro model devised by Brass 
works well in these situations, remembering always that these 
Brass schedules were constructed with a priori knowledge of the 
simulated total fertility rates: one can estimate the earliest age 
of childbearing from the marriage input data employed by the simu­
lations, but the total fertility rate is output from the simulation.
29. As F(upper) - F(lower) - k(TFR)
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However, the Brass function cannot predict the fertility 
schedule of the low fertility population from its total fertility 
rate, and its lowest age of childbearing. This function has acted 
to smooth the schedule into the regular pattern enjoyed by the non- 
contracepting populations. On the basis of this finding, it is 
quite remarkable that the Brass multipliers actually provided non­
significant estimates for this population in the medium and low 
mortality cases30.
The work of this section has demonstrated the appropriateness 
of the use of microsimulation models as a means of testing three 
different macro models, two of these being regression models, and 
one being an algebraic model. Of course, this testing was not only 
a theoretical exercise; but is has demonstrated that we can justi­
fiably make valid judgements as to the efficiency of various esti­
mation techniques which produce childhood survival rates from data 
on the survival of children ever born. The Brass technique has 
been shown to work well in cases where contraception has not been 
used specifically to lower fertility; that is, where the biological 
capabilities of the population's women have not been reduced as a
function of achieved family size. Brass's observation that q(a) and
31were approximately equal , stimulated himself and others to 
discover a means of converting, via a macro model, the D. to the 
q(a) values. The microsimulation model has permitted us to make 
the opposite conversion from q(a) to D_^ , and thus to judge the merit 
of the macro technique, since that of the micro model has been es­
tablished in these pages. The fact that contraceptive usage has not 
been taken into account in the macro models is not of great concern,
30. See Table 6.2.5.
31. For a=l, 2, 3, 5, 10, 15, 20, 25, 30, 35; i=l, 2, 3, 4, 5, 6,
7, 8, 9, 10.
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since one would expect that the process of modernisation which 
would produce a high level of efficient contraceptive usage would 
be associated with registration procedures of such a degree of 
accuracy that the need for approximation techniques of this nature
would not exist.
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6.3. THE EFFECT OF INFANT AND CHILD MORTALITY ON FERTILITY
The previous sections failed to discuss the effect of infant 
and child mortality on the underlying fertility schedule of the 
simulation. The present simulations make no allowance for the 
"replacement" effect produced by the conscious decision of parents 
to produce another child to replace a dead one, or the "insurance" 
effect produced by their desire to insure against reproductive under­
achievement caused by child deaths. Thus the only cause of increased 
fertility in these runs is the "non-volitional" process of the shor­
tening of the mother's period of post partum sexual abstinence or 
lactation amenorrhoea: "volitional" effects of child mortality on 
fertility will be discussed in Chapter Seven. The importance of the 
level of infant mortality was succinctly stated by Stoeckel (1970):
"...an assessment of trends in infant mortality has 
considerable implications for the overall rate of 
growth, because a "substantial" decline in infant 
mortality could greatly reduce the total death rate 
and given a lower decline in the birth rate could 
result in an increase in growth", (p.236).
One can only be concerned by the realisation that so-called moderni­
sation has served to increase Yoruba fertility, rather than lower 
it, while it is a valid assumption that this modernisation has also 
served to reduce the Yoruba infant mortality rate'*’.
Table 6.3.1. contains the average parities of the Hutterit®, 
Yoruba and low fertility runs of the previous section. They are 
compared with the mean fertilities of the original runs which do 
not incorporate infant and child mortality. Although eight q(a) 
values were used as input in the three sets of simulations it must 
be remembered that deaths of Yoruba children over the age of three 
years cannot affect fertility as they cannot shorten the period of 
non-susceptibility. In the other two cases, the effect on fertility
1. See, for instance, Orubuloye and Caldwell (1975).
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TABLE 6.3.1.
COMPARISON OF AVERAGE PARITIES L.B. OF THE THREE POPULATIONS OF 6.2.
UNDER THE CONDITIONS OF NO, LOW, MEDIUM AND HIGH CHILD MORTALITY
NO CHILD LOW MEDIUM HIGH
LOSS MORTALITY MORTALITY MORTALITY
L.B. b* L.B. L.B. L.B.
Hutterite 8.57 8.76 8.82 8.67 8.99
<3(1 )
Yoruba 5.28 5.40 5.43 5.43 5.68
q (i) q(2) q(3)
Low fertility 2.85 2.90 2.90 2.90 2.91
q(i) *Upper limit of one-sided 95 per cent confidence interval 
around mean fertility of the parent run with no mortality
is caused solely by deaths of children under one year since both 
the Hutterite and low fertility simulations employ the Salber 6-9 
months lactation distribution of post partum amenorrhoea.
Since infant mortality can be expected only to increase 
fertility in a non-contracepting community, the upper limit, b, 
of each one-sided 95 per cent confidence interval about average 
parity was calculated for each of the three runs.
Table 6.3.1. shows that average parity increases as the 
probability of infant and child mortality increases: the only excep­
tion to this rule is the medium mortality Hutterite simulation. In 
this case, the drop in the average number of live births in the 
medium mortality case is an artifact of chance variation. Overall, 
there is an increase of less than half a live birth when high 
mortality conditions prevail in the Hutterite and Yoruba populations, 
but a negligible increase occurs in the low fertility case. One 
would not predict that infant mortality could affect fertility in 
this latter case, as each woman plans to produce only two children 
irrespective of whether these survive. Consequently, the shortening
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of the period of non-susceptibility does not mean that more births
can take place since the situation is not one of "natural" fertility.
The situation is a totally artificial one since it is inconceivable
that no attempt would be made to replace the dead children of such
low parity women: more realistic low fertility situations will be
developed in the following chapter. The most valuable conclusion
one can draw from the total fertility of this simulation is that
the goal of two children is exceeded by nearly one whole live birth,
since the contraception whose use is initiated after the second live
birth is of only 95 per cent efficiency. When fecundability is 0.20,
the mean waiting time to conception is 4.5 lunar months; but when
fecundability is reduced by 95 per cent this mean waiting time
2extends to nearly eight years . The fact that Version I fecunda- 
bility declines from 0.20 after age 25 ensures that this waiting 
time is extended even further: were fecundabi1ity to be held constant 
over the entire reproductive span one might expect that two or 
three extra children could be produced at this level of contracep­
tive efficiency.
It was decided to make a closer study of the impact on ferti­
lity of different levels of infant and child mortality. Hence the
Yoruba simulation was exposed to infant mortality rates ranging from 
50 to 500, in steps of 50. The probability of the death of a child 
aged less than two years was taken to be one and a half times the
probability of an infant death, and that of a child aged less than
three years to be one and five-sixths of the probability of an
2. When fecundability p is 0.20 and contraceptive efficiency e is 
0.95, 1/p - 0.5 = 4.5 and l/(l-e)p - 0.5 = 99.5.
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3infant death . Thus, for instance, when q(l) is 0.500, q(2) is 
0.750 and q(3) is 0.917. Since this is a theoretical exercise 
the unreality of such mortality conditions is largely irrelevant.
Table 6.3.2. compares the age-specific fertility rates of 
the basic Yoruba run with those subject to increasing levels of 
infant mortality. Because the differences are so slight between 
runs whose infant mortality rates differ by only 50, four of the 
runs have been excluded from the table.
TABLE 6.3.2.
AGE-SPECIFIC FERTILITY RATES OF THE YORUBA POPULATION UNDER 
INCREASING VALUES QFq(l), g(2) AND q (3).
IMR 0
b**
50 100 200 300 400 500
15-19 71 77 72 81* 77 72 75 78*
20-24 197 206 205 218* 220* 221* 234* 253*
25-29 282 289 293* 297* 301* 324* 340* 357*
30-34 245 2 52 261* 261* 277* 281* 304* 309*
35-39 173 180 179 187* 196* 203* 216* 216*
40-44 71 76 76 77* 77* 81* 79* 82*
45-49 16 19 11 15 14 14 12 17
50-54 1 2 1 1 1 1 2 1
Average Parity 5.28 5 .40 5.49 5.68 5.82 5.99 6.31 6.56
* Significantly higher than the corresponding A.S.F.R. of the 
parent run, at the 5 per cent level
** Upper limit of one-sided 95 per cent confidence interval for 
the zero mortality case
3. = deaths of children before ith birthday.
B = total number of births. 
q0 = Dx/B = q (i )
qi = (D^-Di)/(B-Df ) = qQ/2(l- qQ ) in this case, as q(2) =
D2/B = 1,5 q0
Similarly, = 2 qQ/3(2-3 qQ )
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A reasonably uniform pattern of significance appears on the 
table. The significance of the rate for the 15-19 age group with 
an infant mortality rate of 0.100 is clearly caused by random 
variation. This inherent property of the simulations also causes 
the average parity of the run with an infant mortality rate of 400 
to exceed that of the run with a rate of 450, but only by 0.03,
None of the age-specific fertilities in the 45-49 or 50-54 age 
groups is significant. The run with the infant mortality rate of 50 
has significantly higher age-specific fertility rates only between 
the ages of 25 and 34: all runs with higher mortality levels demon­
strate significance between the ages of 20 and 44. As one moves 
across the table from left to right the rates increase as one 
would expect. The four age-specific fertility rates between the 
ages of 20 and 40 increase by a quarter between the q(l) values 
of 0.0 and 0.5, while the average parity increases by about one and 
a quarter live births.
TABLE 6.3.3.
THE EFFECT ON YORUBA FERTILITY OF INCREASING LEVELS OF MORTALITY
UNDER THE AGE OF THREE YEARS
IMR TOTAL DEATHS TFR NETT TFR PERCENTAGE 
DECREASE 
IN TFR
EXPECTED 
DECREASE 
IN TFR
0 0 5,283 5,283 - -
50 463 5,491 5,028 8.4 9.2
100 1,019 5,680 4,661 17.9 18.3
150 1,542 5,687 4,145 27.1 27.5
200 2,102 5,816 3,714 36.1 36.7
250 2 ,654 5,923 3 ,269 44.8 45 .8
300 3,274 5,991 2 ,717 54.6 55.0
350 3,962 6,171 2,209 64.2 64.2
400 4,627 6,312 1 ,685 73.3 73.4
450 5,182 6,276 1 ,094 82.6 82.5
500 5,967 6,560 593 90.9 91.7
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Table 6.3.3. presents the total number of deaths under the 
age of three years occurring at each level of infant mortality. The 
so-called "nett total fertility rate" was obtained by subtracting 
these deaths from the actual total fertility rate: this decreases 
steadily from 5,283 to 593. The percentage decrease in the total 
fertility rate was obtained by dividing the number of deaths by 
the actual total fertility rate, and it was compared with the value 
obtained by converting each 9(3) probability into a percentage. Tiny 
differences between the last two columns of the table are due to 
random variation, but these absolute differences never exceed one 
per cent. Of course, the construction of this table was primarily 
a theoretical exercise since the lower rows of the table represent 
populations exposed to staggeringly high levels of child mortality, 
but values of the infant mortality rate as high as 200 and 300 have
4actually been reported for West Africa .
Taking one specific example, Cantrelle and Leridon (1971) 
presented a life table for the first five years of life based on 
their rural Senegalese study, with 12,519 children under the age 
of five. The uncorrected probabilities of dying before the ages of 
one, two and three respectively were 0.205, 0.359 and 0.448: the 
interesting factor in these findings is that the probability of 
dying in the second year of life, being 0.194, is almost as high 
as that of dying in the first. However, a basic difficulty arises 
when one contemplates the insertion of these probabilities into a 
simulation model to test the effect of such mortality on the level 
of fertility. The authors found that the annual probabilities of 
dying within the first three years of life were greater for weaned 
than for unweaned children, and were increased further if the dead
4. See Footnote 6.1.17.
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child had been weaned during the next pregnancy . Thus the pro­
bability of a child dying in the second year of life if it had 
been weaned during the first six months of that year was 0.23 
overall, but 0.48 if the weaning occurred during the next preg­
nancy. The general (uncorrected) mortality rate for the second 
year of life was 194. 139 children per 1,000 died in the third
year of life, but the probabilities of death occurring during this
year if the child had been weaned during the first six months was
0.14 overall, and 0.23 if the weaning occurred when the mother was 
again pregnant. Thus the probabilities of infant death are allied 
to the pregnancy status of the mother, this being Harrington's 
(1971) third pathway, in which the death of the first child is 
caused by the birth (or conception) of the second . This mecha­
nism has not been incorporated into the simulation model.
Cantrelle and Leridon (1971) found a seasonal variation in 
the number of annual births:
7"the average for the three-month period, August- 
Octcber, is, however 50% greater than that for 
the three preceding months (120:80).
Thus the number of conceptions reaches a 
minimum during the rainy season and a maximum 
during the following quarter - which is the 
first one after the harvest" (p.516).
It was known already that much higher mortality prevailed around 
the end of the rainy season and this result was re-established by 
the authors. Further, the peak of the mortality curve is especially 
sharp when the child is aged between nine and fifteen months during 
the period September-November. Hence it was suggested that "the 
mode of the overall curve shown at this period...may be the result
5. Table 10 p .524.
6. See 6.1.
7. 1963-1967, using a three month moving average.
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of this seasonal component" (p.517). It was expected that improve­
ments in public health and nutrition would be able to lower the 
seasonal effects of mortality and, as a result, an attempt was 
made to assess the level of mortality in the first three years of 
life in the absence of this seasonal mortality effect. It was esti­
mated that thirty per cent of infant mortality was caused by the 
seasonal factor and, over the whole three year period, about a 
quarter of the deaths were ascribable to this cause. Such a reduc­
tion in exogenous mortality would definitely produce an effect on 
fertility.
Stoeckel (1970) actually reported such a decline in the 
exogenous infant mortality rate in an area of rural East Pakistan, 
although his analysis of mortality trends does not extend beyond 
the first year of life. A sample of 1,600 currently married women 
was interviewed, the women coming from twenty villages,and exten­
sive checks and re-interviews were made to ensure that the data 
were reliable. It was found that the infant mortality rate fell 
from 176 in 1958-1959 to 139 in 1966-1967, an overall decrease of 
21 per cent. The largest age-specific decrease, of 36.5 per cent, 
occurred in the 40-44 age group, representing a fall from 263 to 
167. As the percentage decreases were highest at the extreme age 
limits, with the lowest decreases occurring to mothers aged 25-29 
(14.7) and 30-34 (9.0), the effect of this decrease acted to level 
out the 1966-1967 age-specific mortality rates. Thus, the mean 
infant mortality rate of all age groups except the 40-44 one is 
137.2, with the standard deviation being as low as 3.8. (The actual 
rates varied from 131 to 143.) It is only the infant mortality 
rate for the oldest mothers which has not been reduced right down 
to this low level, although the decrease in the rate is the largest
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one recorded. It was hypothesised that the decline may have 
resulted from the implementation of a number of development 
programmes, specifically the so-called Women's Education and 
Home Development and Family Planning programmes. Mass immunisation 
against cholera, malaria and smallpox was only beginning to reach 
the rural population in 1967, and so could not have contributed 
significantly to the decline: it would be interesting to know the 
extent of the further decrease in the infant mortality rate which 
would have been caused by such immunisation programmes.
Orubuloye and Caldwell (1975) compared the mortality levels 
of two populations in the Western State of Nigeria, Ido and Isinbode. 
The former has a general hospital, a doctor, nurses, trained mid­
wives and health workers. However, the hospital closest to Isinbode 
was 40 kilometres distant: relatively expensive journeys could be 
made to the hospital or the maternity centres ten kilometres away.
An analysis of the two populations suggested that
"the difference in the size of the centres did not 
lead to radical contrasts in their social and 
economic structures and that the analysis was 
warranted of the impact of their very different 
health-facility structures" (p.263).
The proportion of the respondents' children who had died was 
23 per cent in Ido, and 39 per cent in Isinbode, and there was a 
clear differential in child survival by the education of the mother. 
Further, retrospective data on vital events during the year preceding 
the survey indicated an infant mortality rate of 99 for Ido, and of 
288 for Isinbode. Because of the small sample size for Isinbode it 
was not possible to make a Brass estimate of q(l) for this centre, 
but a value of 0.104 was obtained from Ido data. The Ido q(2) value 
of 0.177 implies almost as high mortality in the second year of 
life as the first, as was found in the rural Senegalese study of 
Cantrelle and Leridon (1971), but this Nigerian mortality is lower
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than the figures reported in their life table . Orubuloye and 
Caldwell (1975) used a three-place moving average to smooth the 
q(a) values estimated for their two populations and this method 
gave q(3) values for Ido and Isinbode of 0.197 and 0.385 respect­
ively. Comparable smoothed q(5) values were 0.234 and 0.344.
By 1974, the expectation of life at birth for Western State 
Nigeria was 44 years, and by that time only a small fraction of 
the population was as remote from medical facilities as the Isinbode 
sample: most people had access to medical attention comparable with 
that enjoyed by the residents of Ido. It was estimated that the 
expectation of life at birth in Isinbode had risen by three or four 
years over the last forty years (most rapidly over the last dozen 
years), and this was attributed to improvements in health services 
and specific campaigns against smallpox, sleeping sickness, leprosy, 
cholera and similar diseases. If the results of the surveys are 
extrapolated to the whole Western State it appears that
"there is little evidence... to oppose the popular 
notion in Nigeria and elsewhere that mortality 
reduction during this century in places like 
rural Nigeria has largely been a product of the 
application of medical science" (p.272).
Quite apart from the theoretical nature of the q(l), q(2) 
and q(3) values which were used in the simulation runs of Tables 
6.3.2. and 6.3.3., the mortality experience of the simulations 
differs from that of actual populations in that the q(l), q(2) and 
q(3) values of each run are held constant over each woman's repro­
ductive lifetime. Thus the comparison one makes between the different 
simulations of Table 6.3.3. look at populations exposed to static 
infant and child mortalities. However, we have seen that even in the
8. Senegal ^0
qn
.205 Nigeria qg = .104 
q± = .081.194
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absence of immunisation programmes the infant mortality rate of 
Stoeckel's (1970) sample decreased by slightly over 20 per cent 
during a period of eighteen years. Further, we know that the 
Senegalese infant and child mortality data of Cantrelle and 
Leridon (1971) incorporate a sizeable seasonal component which, 
theoretically, could be removed by technically simple public health 
measures and improved medical facilities as suggested by Orubuloye 
and Caldwell (1975).
On the basis of these observations it was decided to test 
the effect on fertility of incorporating into a simulation model 
a variable infant and child mortality pattern, with the probability 
of death decreasing over the reproductive lifetime of each woman. 
Cantrelle and Leridon (1971) reported that the elimination of 
seasonal effects would reduce the (uncorrected) value of 0.20
to 0.14, a fall of 30 per cent: the q^ value would be reduced by 
22 per cent, and the q^ value by 9 per cent. From the raw data 
on the number of deaths this is equivalent to a decrease of 30 per 
cent in the q(l) value, 25 per cent in the q(2) value, and 23 per 
cent in the q(3) value. Using the Senegalese mortality data some 
new simulations were performed, as depicted in Table 6.3.4..Runs 
14 and 16 employ constant mortality levels, while the intermediate
TABLE 6.3 .4.
CHARACTERISTICS OF RUNS 14 TO 18, BASED ON THE Y0RUBA "DID ABSTAIN"
SIMULATION
Run q(i) q(2) q(3)
14 .200 .360 .450
15 Decreasing from Run 
16 level at age 55
14 level at age 15 to Run
16 .143 .259 .327
17 Decreasing from Run 
18 level at age 55
14 level at age 15 to Run
18 .080 .160 .210
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run 15 allows the three q(a) values to decrease linearly over a 
period of forty years from the higher level of run 14 to the lower 
one of run 16. The Senegalese data were chosen in this case more 
because of availability than for any more sophisticated reason.
The CAFN1 "did abstain" simulation provided the base population 
because it is an African one, not because it was thought to be able 
to reproduce a Senegalese fertility schedule. The exercise is a 
theoretical one although it is grounded in a factual basis: we 
cannot now say that we are simulating either Yoruba or rural 
Senegalese fertility. Rather, we are trying to discover the sort 
of fertility effect produced on a West African population by a 
steady reduction in infant and child mortality over the reproductive 
lifetimes of a cohort of 1,000 married women.
As a further exercise it was decided to test the effect of 
reducing the mortality levels even further: thus the mortality 
level of run 18 was constructed on the basis that about twice as 
many deaths within each age group would be averted as were in run 16. 
Run 17 incorporates mortalities decreasing linearly from the run 14 
values to those of run 18 from the maternal age of 15 to that of 55 
years.
Table 6.3.5. presents the age-specific fertility rates of 
runs 14, 15 and 16. On the basis of the distance between the 
average parity and the upper limit of the 95 per cent one-sided
9confidence interval calculated already for the parent Yoruba run ,
we can see that the total fertility rate of run 15 is significantly
lower than that of run 14, while that of run 16 is significantly
lower again^^. The declining mortality rates of run 15 avert only 
9. A distance of 0.12 - see Table 6.3.2.
10. The differences between the average parities clearly exceed
this value so there is no need to calculate the specific con­
fidence intervals in this case as their width would not be 
greatly different from the one of Table 6.3.2.
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TABLE 6.3.5.
AGE-SPECIFIC FERTILITY RATES OF RUNS 14, 15 AND 16, AND NETT TOTAL
FERTILITY RATES
Run 14 15 16
Age Group
15-19 75 75 75
20-24 220 215 205
25-29 309 310 298
30-34 283 269 263
35-39 202 192 182
40-44 82 80 74
45-49 14 14 12
50-54 1 1 -
TFR 5,929 5,772 5,543
Deaths by Age
0 - 1 1 ,152 1 ,029 759
1 - 2 903 796 614
2 - 3 535 448 400
Total 2,590 2 ,273 1 ,773
Nett TFR 3,339 3 ,499 3,770
39 per cent of the deaths prevented by the constant low mortality 
rates of run 16. However, this percentage is not uniformly distri­
buted over each age at which children would have died. Thus, while 
only 31 per cent of the infant deaths which are prevented in run 16 
are prevented in run 15, and 37 per cent of the averted deaths of 
one year olds in run 16 are prevented in run 15, 64 per cent of the 
averted deaths of two year olds in run 16 are saved in the declining 
mortality run 15. This means, basically, that where the low morta­
lity run 16 prevents the deaths of three infants or three one year 
olds, the declining mortality run can prevent the death of only 
one child of each of those ages. But where the low mortality run 16
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can avert the deaths of three two year olds, that of run 15 can 
save two of them. Overall, 11 per cent fewer infant deaths occur 
in run 15 than would have occurred if mortality had remained con­
stant at the initial high level: the corresponding proportions of
averted deaths for the next two age groups are respectively 12 per
, 11 cent and 16 per cent
As mortality levels decrease, the age-specific fertility 
rates between the ages of 20 and 44 also decrease, but as the total 
number of infant and child deaths also falls, the nett effect is 
to increase significantly the total number of children who survive 
up to their fourth year of life. Between runs 14 and 16 the so- 
called nett total fertility rate increases by 13 per cent, while 
the increase caused by the linear decline in the q(a) values is 
only five per cent. It is clear that even though the mortality 
decrease is a linear one, the overall effect is not a linear one: 
less than half the number of deaths averted when the lower mortality 
conditions prevail are actually prevented; and when the low morta­
lity conditions allow three more children to survive than in the 
high mortality case, the declining mortality conditions prevent 
the death of only one.
Table 6.3.6. presents the results of simulation runs 17 and
1210 in the same format as Table 6.3.5.. It is interesting to note 
that while the total fertility rates of runs 18 and 16 are almost 
the same, despite the lower mortality of the former run, that of 
run 17 is significantly lower than that of run 15. The major effect 
of the doubling of the decreases in the q(a) values is made apparent
in the nett total fertility rates. As 23 per cent fewer deaths occur
11. Noting that the total observed decreases between runs 14 and 16 
are respectively 34%, 32% and 25%.
12. See Table 6.3.4. for run characteristics.
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TABLE 6.3.6.
AGE-SPECIFIC FERTILITY RATES OF RUNS 14, 17 AND 18, AND NETT TOTAL
FERTILITY RATES
Run 14 17 18
Age Group
15-19 75 72 71
20-24 ' 220 210 211
25-29 309 302 290
30-34 283 270 259
35-39 202 185 183
40-44 82 67 75
45-49 14 12 14
50-54 1 2 1
TFR 5,929 5,599 5,522
Deaths by Age
0 - 1 1 ,152 827 431
1 - 2 903 768 434
2 - 3 535 396 278
Total 2,590 1,991 1 ,143
Nett TFR 3,339 3,609 4,379
in run 17 than run 14, and 56 per cent fewer occur in run 18 than 
run 14, the nett total fertility rate increases from run 14 to 17
by eight per cent, and from run 14 to run 18 by 31 per cent, which 
represents about one extra surviving child per woman as compared 
with an average increase of one surviving child for every four 
women in the transitional case of run 17.
The q(a) values of run 18 were obtained by doubling the 
percentage decreases which were used to obtain the values used in 
run 16. This doubling produced the situation where the same number 
of deaths could be expected to occur in the first and the second 
years of life, with the q(l) and q(2) values being 0.080 and 0.160
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r e s p e c t i v e l y .  Although a l l  th e  s i m u l a t i o n  r u n s ,  14 t o  18, used 
a mean age of  i n f a n t  d e a t h  of f i v e  lu n a r  months i t  i s  u n l i k e l y  
t h a t  such a r e l a t i v e l y  low p r o b a b i l i t y  of  i n f a n t  d e a th  would be 
c om pa t ib le  w i th  an average  age a t  d e a t h  as h igh as t h i s  v a l u e .  Such 
a r e d u c t i o n  in  i n f a n t  m o r t a l i t y  would o p e ra t e  on exogenous r a t h e r  
th a n  endogenous m o r t a l i t y :  one would expect  about the  same number 
o f  n e o n a t a l  d e a t h s  t o  occur  i n  runs  14,  17 and 18, but a r e d u c t io n  
in  p o s t  n e o n a t a l  d e a t h s .  Consequen t ly ,  th e  s i m u l a t i o n s  of  
Tab le  6 . 3 . 6 .  were r e f i n e d  by decomposing th e  q ( l )  r a t e  i n t o  a con­
s t a n t  n e o n a t a l  component,  and a d e c r e a s i n g  p o s t  n e o n a t a l  component. 
On th e  b a s i s  o f  th e  monthly  l i f e  t a b l e  p r e s e n te d  by C a n t r e l l e  and 
L e r id o n  (1971) which showed t h a t  49 n e o n a ta l  d e a t h s  and 205 i n f a n t  
d e a t h s  occu r red  per 1 ,000 l i v e  b i r t h s ,  t h e  n e o n a ta l  component was 
a s s ig n e d  a v a lu e  o f  0 .0 48 .  Table 6 . 3 . 7 .  p r e s e n t s  t h e  c h a r a c t e r i s t i c s  
of t h e  ensu ing  r u n s .
TABLE 6 . 3 . 7 .
CHARACTERISTICS OF RUNS 19, 20 AND 21, BASED ON THE YQRUBA
"DID ABSTAIN11 SIMULATION
— ............................................................................................................................................................................................  ........................ ......................  ............  ■ ■ ■ ■ V - ■■■'■ ■■ ---
Run q (NN) * q ( l )  q (2 )  q (3 )
19 .048 .200 .360 .450
20 D ec reas ing  from run  19 l e v e l  a t  age 15 t o  ru n  21 
l e v e l  a t  age 55
21 .048 .080 .160 .210
* NN - n e o n a ta l
Since  i n f a n t  m o r t a l i t y  has  been p a r t i t i o n e d  i n t o  n e o n a ta l  
and post  n e o n a t a l  components i t  was n e c e s s a ry  to  make e s t i m a t e s  of  
t h e  mean ages of d e a th  o f  c h i l d r e n  dying w i th i n  each p e r i o d .  I t  
was assumed t h a t  n e o n a t a l  d e a t h s  occu rred  a f t e r  one month of  l i f e :
w i th  th e  mother a b s t a i n i n g  f o r  t h r e e  t o  s i x  months a f t e r  th e  dea th
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t h i s  p r o d u c e s  a mean p e r i o d  o f  n o n - s u s c e p t i b i l i t y  o f  f r o m  f o u r  
t o  s e v e n  l u n a r  m o n t h s .  U s i n g  t h e  S e n e g a l e s e  l i f e  t a b l e  a g a i n ,  a 
mean a g e  o f  p o s t  n e o n a t a l  i n f a n t  d e a t h  w a s  c a l c u l a t e d  o f  e i g h t  
l u n a r  m o n t h s ,  w h i c h  i s  a b o u t  t h e  m i d p o i n t  o f  t h e  p o s t  n e o n a t a l  
p e r i o d .  I f  o n e  a s s u m e s  t h a t  e x o g e n o u s  d e a t h s  o c c u r  u n i f o r m l y  
t h r o u g h o u t  t h e  p o s t  n e o n a t a l  p e r i o d  o n e  c a n  u s e  t h i s  f i g u r e  o f  
e i g h t  l u n a r  m o n t h s  i r r e s p e c t i v e  o f  t h e  a c t u a l  l e v e l  o f  p o s t  n e o ­
n a t a l  i n f a n t  m o r t a l i t y .
TABLE 6 . 3 . 8 .
AGE-SPECIFIC FERTILITY RATES OF RUNS 1 9 ,  2 0  AND 2 1 ,  AND NETT TOTAL
FERTILITY RATES
Run 19 2 0 21
Age Group
1 5 - 1 9 74 6 9 77
2 0 - 2 4 2 0 8 2 1 7 211
2 5 - 2 9 311 302 2 9 2
3 0 - 3 4 2 7 7 2 6 5 2 5 8
3 5 - 3 9 1 9 7 1 9 5 1 8 9
4 0 - 4 4 81 79 76
4 5 - 4 9 1 4 16 17
5 0 - 5 4 1 - 1
TFR 5 , 8 1 0 5 , 7 1 7 5 , 6 0 6
D e a t h s  by Age
NN 2 5 4 261 2 5 7
PNN 8 7 6 6 0 4 181
1 - 2 941 7 5 3 4 5 4
2 - 3 52 5 4 1 2 2 9 0
T o t a l 2 , 5 9 6 2 , 0 3 0 1 , 1 8 2
N e t t  TFR 3 , 2 1 4 3 , 6 8 7 4 , 4 2 4
A c o m p a r i s o n  o f  t h e  t o t a l  f e r t i l i t y  r a t e s  o f  T a b l e  6 . 3 . 8 .
and T a b l e  6 . 3 . 6 .  s h o w s  t h a t  t h e  d e c l i n e  i n  t h e s e  r a t e s  i s  much more  
e v i d e n t  i n  t h e  e a r l i e r  r u n s  t h a n  t h i s  new s e t .  H o w e v e r ,  s i n c e  t h e
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q(l), q(2) and q(3) input rates are the same, the total number of 
deaths is about the same, and as a result the increase in the nett 
total fertility rates of Table 6.3.8. is greater than that of 
Table 6.3.6.. This latter table used a mean age of infant death of 
five lunar months in all its runs. However, in the runs of 
Table 6.3.8. the mean age of infant death decreases as the proba­
bility of infant death decreases: this is caused by the increasing 
relative importance of the neonatal component of infant mortality. 
In actual figures, the mean age of infant death of run 19 is 6.3 
lunar months, and hence one would expect a lower total fertility 
rate than that of run 14. Similarly, the mean age of infant death 
of run 21 is only 3.8 lunar months, and the resultant shortening 
of the non-susceptible period after an infant death could be expec­
ted to increase the total fertility rate. Both these predictions 
are borne out by the results of the simulations.
It is more realistic to partition infant mortality into its 
endogenous and exogenous components, corresponding roughly with 
neonatal and post neonatal deaths, than to amalgamate these 
different types of mortality. The sorts of public health procedures 
which are capable of reducing infant mortality act on exogenous 
mortality. The extents of the reductions in the exogenous morta­
lity rates of children under three years of age are not out of the 
bounds of reality since, for instance, it was noted earlier in 
this section that Stoeckel's (1970) study demonstrated an actual 
decrease of 20 per cent in an infant mortality rate of 176 over a 
period of less than 20 years, and this without such basic public 
health measures as mass immunisations. We can attach more weight 
to the findings of Table 6.3.8. than to those of Table 6.3.6. 
because of the superiority of its assumptions related to infant
mortality.
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Table 6.3.6. demonstrated an overall increase of about one 
more surviving child per woman: on average every fourth woman 
whose period of reproductive activity coincides exactly with the 
period of declining infant and child mortality rates produces one 
additional surviving child. However, when infant mortality is 
partitioned into its neonatal and post neonatal components,
Table 6.3.8. demonstrates an overall increase of about six sur­
viving children to every five women; while every second woman who 
bears children during the transitional period produces an extra sur­
viving child, which figure is double that found from Table 6.3.6.. 
Since the input q(a) values are the same for each table, about the 
same number of deaths are experienced by the women. In the higher 
mortality case each woman suffers about 2.5 deaths of children 
under three years of age, while in the transitional case she suf­
fers two deaths, and in the lower mortality case slightly over one.
Thus, in toto, every pair of women has been spared about three child
deaths, while those pairs who bore children during the period of 
transition were spared one child death.
This simple theoretical example has demonstrated the effect 
on a particular fertility schedule of a reduction of an infant 
mortality rate of 200 by 60 per cent (caused by neonatal morta­
lity's remaining constant at 48, and post neonatal mortality's 
declining by 79 per cent), a reduction by 56 per cent of a q(2) 
value of 0.360, and a reduction by 53 per cent of a q(3) value of 
0.450. It is a simple matter to convert the q(a) rates into single­
year life table probabilities, noting always that q(l) equals q^. 
Thus, q falls from 0.200 to 0.087, a decline of 56 per cent, and
q falls from 0.141 to 0.060, a decline of 57 per cent. Such
Cj
simulations can be performed with specific populations in mind,
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provided that sufficient input data are available. If there exist 
data which can be used to estimate the rate of decline of the first 
few q(a) values it would then be possible to make estimates of total 
fertility and age-specific fertility rates at different points 
of time. (Conversely, using a rough method of trial and error, it 
would be possible to estimate the extent of the decline in q(a) 
values which would be needed to produce a particular effect on fer­
tility.) The method of estimating the increase in family size caused 
by the lowering of infant and child mortality rates would clearly 
be useful to planners in countries where the improvement of public 
health facilities and the introduction of immunisation programmes 
have already lowered child mortality rates and are continuing to 
lower them.
In the previous chapter we saw how the weakening of tradi­
tional Yoruba customs related to long periods of post partum sexual 
abstinence concomitant with, or extending beyond, long periods of 
breastfeeding has led to an increase in completed family size. In 
this chapter we have seen how another facet of modernisation is 
capable of increasing the number of children who survive beyond 
the age of weaning. Despite the effect this can produce on the 
growth rate of a population one can only applaud the fact that a 
decrease in infant mortality and morbidity not only means the sur­
vival of more and healthier children, but also implies a decrease 
in the number of pregnancies which each woman carries to term. It 
is unthinkable that one should advocate a return to high levels of 
infant and child mortality in order to lower a population's overall 
growth rate.
More basic even than the improvement of health services is 
the contribution made by improved nutrition to the reduction of
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infant and child mortality. Wray (1972) reported findings which
substantiate this claim, writing that:
"improvements in the general nutrition of a population 
have a much more marked influence on infant and child 
mortality than does increasing the number of physicians, 
or, by implication, improving medical care" (p.1 9 ).^
Wray (1972) quoted the findings of a large Latin American study 
which had been carried out in areas where malnutrition was an 
associated cause of death in 30 to 60 per cent of all deaths. For 
such diseases as measles and weanling diarrhoea it was found that 
at least 60 to 70 per cent more of the deaths occurred in children 
who were malnourished. An examination of infant mortality rates in 
New York City from 1898 to 1931 showed that the decrease over that 
period from 140 to 60 was caused principally by the reduction in 
deaths from (exogenous) diarrhoeal disease and respiratory infec­
tions. As there were no specific, effective measures for treatment 
or prophylaxis during this period, the reduction in these cause-
specific rates were thought to have been effected by an improvement
14in the standard of living
A further reduction in infant mortality can be expected to 
occur if breastfeeding be encouraged. Mother's milk can supply the 
total nutritional needs of the infant for the first six months of 
life, and three-quarters of the infant's protein needs for the next 
six months^. Further, it contains immunological factors which
13. The (valid) inclusion of para-medical personnel in the corre­
lation analysis would have strengthened the association between 
the medical parameter and the mortality-change parameter.
14. It is possible that the development programmes in women's 
education which Stoeckel (1970) cited as the factor responsible 
for the decrease in infant mortality in rural East Pakistan 
acted to improve nutritional standards since they were active 
in the areas of improved sanitation and food care.
15. Information in this paragraph from Population Reports Series J 
Number 4 (1975): Breast-feeding - aid to infant health and 
fertility control.
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increase the child's resistance to poliomyelitis, staphyloccal 
infection and bacteria-caused diarrhoea. It is economically advan­
tageous to the family, unlike bottle feeding, which may anyhow 
produce its own problems since this requires both that bottles and 
nipples be sterilised, and that formulas be prepared exactly as 
directed (and using boiled water). Unfortunately, the use of bottle 
feeding has become:
"a symbol of sophistication and progress by women 
at every socio-economic leve1. ..While bottle 
feeding may work relatively well for mothers who 
are educated and affluent, in poor families 
replacement of breast-feeding by bottle feeding almost 
always produces disastrous results. Infant 
mortalitytmorbidity, and malnutrition rise 
dramatically" (p.J-55).
This chapter has surveyed the incidence of neonatal, infant 
and child mortality, and investigated its relationship with ferti­
lity in those societies which neither limit nor increase their 
family sizes according to the number of children which have already 
been born, or who have died. The operation of the Brass method of 
estimating the first eight q(a) survivorship rates has been verified 
in the case of such fertility behaviour. The nett effect of 
"modernisation" has been to decrease levels of infant and child 
mortality through improved medical, para-medical and public health 
services, as well as through improved nutritional standards. 
(However, the increased incidence of bottle feeding in underdeveloped
countries may have acted to increase infant and child morbidity 
16and mortality .) Since the infant and child mortality rates in 
underdeveloped countries have still not stabilised at the low levels 
characteristic of the developed nations, there is a need to be able 
to assess what sort of effect on fertility has been produced by 
past decreases in mortality, and what can be expected in the future.
16. Information on bottle feeding from source in previous footnote.
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Such a need can be met by the use of the sorts of simulations 
performed in this chapter.
The later simulations of the following chapter investigate 
the effects on fertility of infant and child mortality in societies 
where conscious efforts are made to attain a family of a specific 
size or sex composition, and to replace dead children with new 
births.
C H A P T E R  S E V E N
THE EFFECTS ON FERTILITY OF CONTRACEPTION 
AND FAMILY SIZE IDEALS
'Fall in love, marry the man, have two children, 
and live happy ever afterwards.1
Anthony Trollope - 'Can You Forgive Her?' (1864)
\
351
7.1. INTRODUCTION
"It is generally agreed by all persons competent to have an 
opinion on the subject that the practice of contraception (birth- 
control) is a factor at least potentially capable of influencing 
the birth-rate."
Raymond Pearl (1933a).
This introductory section of Chapter Seven seeks to make 
plain the so-called "potential" capabilities of the use of contra­
ception to affect total fertility. The effect on fertility of dif­
ferent types of contraceptives will be examined by characterising 
these contraceptives by their percentage efficiencies: thus a
contraceptive which is 100 per cent effective prevents all con­
ceptions. One which is 50 per cent effective reduces the fecunda- 
bility parameter in this proportion, thus doubling the mean waiting 
time to conception if the correction factor of half a month is 
ignored"^. The remaining sections of this chapter examine the effect 
on the fertility of some different populations of preferences for 
particular sizes and sex compositions of families, and the influence . 
that infant (and child) mortality has on the attainment of such 
pref erences.
Bourgeois-Pichat (1973) divided the phenomena which are set 
into motion by demographic events into three categories: biological, 
socio-cultural and psychological. These phenomena vary over time 
at respectively increasing speeds. It would perhaps be just as 
true to say that such phenomena act to produce demographic events: 
thus the biological phenomenon of prolonged lactation, and the 
socio-cultural one of the post partum sexual taboo, act to depress
1. 1/p = 1/0.2 = 5
l/p(l-e) = 10 when e = 50%: the waiting time is increased by 
the reciprocal of (1-e).
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fertility by extending the intervals between births • Bourgeois- 
Pichat (1973) made the point that:
"Psychological phenomena are obviously the ones which 
change most quickly, and it frequently happens that 
biology and the socio-cultural system are no longer 
adapted to the psychology of the individual, thus 
producing various kinds of tension. Birth control 
provides an excellent example of such conflict. It 
is decided upon in the privacy of the individual 
consciences, but more often than not it comes up 
against the survival of socio-cultural systems 
oriented towards uncontrolled fertility, and 
biological urges which it is not yet known how 
to curb" (p.8 ) .
The sort of fertility behaviour that has been studied up 
2to this point pertains to populations in which "couples have 
the children that biology and society together permit them to 
have - but they have all of those. The individual has little say
in the matter, he can only submit to the laws of nature and of
3society" . The practice of contraception has a "quantitative 
_ 4effect" in reducing the number of births which are physically 
possible; and a "qualitative effect"^ in the sense that the use of 
perfect contraception ensures that the only children which are 
born are ones desired by their parents.
It may be remembered that Jain (1969a) presented data on 
the proportion of foetal deaths by maternal age according to 
whether the mother had been using contraception prior to her preg­
nancy or not^. In 4.3. no significant fertility difference was found 
between those runs which used a constant proportion of 17 per cent 
of fecundability for the probability of foetal loss; and those 
which used a probability of foetal loss which had been obtained by
2. Barring the hypothetical low fertility example of Chapter 6.
3. Bourgeois-Pichat (1973) p.17.
4. Ibid.
5. Ibid.
6. Table 3.2.2. presents data for all women, and for those who had 
used no contraception.
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multiplying age-specific fecundability by the age-specific pro­
portion of conceptions ending in foetal wastage, with data taken
7from the Jain (1969a) non-contracepting sample . Since the simu­
lations of this current chapter incorporate the use of contraception 
it was necessary to test the effect of using a function for the 
probability of foetal wastage: as before, the data were derived from 
the Jain (1969a) contracepting sample.
Figure 7.1.1. depicts the Version I fecundability function 
and the corresponding foetal loss function which is a constant 17 
per cent of age-specific fecundability. Also shown on the graph is 
the foetal loss function for non-contracepting women being the 
function used in runs 15 and 20 of Chapter Four. As the function 
remains constant from maternal ages 15 to 35, it is clear that the 
probability of foetal loss increases after the age of 25 since 
fecundability declines from that age. Finally, the foetal loss 
function is shown for contracepting women, as derived from Jain's 
Taiwanese data. From the age of 20 onwards, this function lies above
7. See Table 4.3.3.
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that derived for the non-contracepting population, indicating a 
greater propensity amongst contraceptors for stillbirths and 
spontaneous abortions. As far as the simulations are concerned, 
the ratio of stillbirths to abortions remains constant at about
Q13 per cent for all ages .
TABLE 7.1.1.
95 PER CENT CONFIDENCE INTERVALS (a, b) FOR MEAN LIVE BIRTHS L.B. 
WITH STANDARD DEVIATION S.D., MEAN AGE OF CHILDBEARING m AND 
DESIRED FAMILY SIZE OF TWO CHILDREN
FOETAL LOSS PROPORTIONAL FOETAL LOSS FUNCTION
*X 0 2 5 0 2 5
a 2 . I Q 2.43 2.04 2.78 2.36 2.03
L.B. 2.85 2 .48 2.08 2.85 2 .41 2.07
b 2.92 2.53 2.12 2.92 2.46 2.11
S.D. 1 .12 0.82 0.62 1 .06 0.80 0.61
m 25.3 25.7 26.1 25.1 25.4 26.0
•k Number of years of perfect contraception 
post partum infecundable period.
beyond the end of the
Table 7.1.1. indicates that no significant effect is produced 
on average parity by the introduction of the foetal loss function. 
Three basic runs were performed: in the first run the women became 
fecund at the end of the period of temporary sterility following 
their first live birth; in the next two runs the women used perfect 
contraception for two and five years respectively after this period 
of non-susceptibility had ended, thus increasing their mean age of 
childbearing. Each of these three runs was performed with the two 
different foetal loss input functions but, as already mentioned,
8. 2:15.
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no advantage resulted from the use of the function shown in
Figure 7.1.1.. Hence, the foetal loss functions will not be employed
in subsequent simulations.
Some important results are made plain in Table 7.1.1.«First
of all, although the family size desired by each woman or couple
is only two children, the achieved fertility exceeds this number
of children because contraception of only 95 per cent efficiency
is used after the goal has been reached. When this is the only type
of contraception used, nearly one additional child is born to each
9couple . However, when perfect contraception is used for two years 
after the mother re-enters the fecund state after the birth of her 
first child, the number of unwanted children decreases to less than 
one child for every two women: the mean age of the fertility schedule 
increases by nearly half a year. The decrease in fertility past the 
second live birth is caused by the shortening by two years of the 
woman's effective reproductive span, and also by the fact that 
once she is fecund again the actual probability of conception may 
have decreased due to the use of the Version I fecundability function. 
This function is at its maximum between the ages of twenty and 
twenty-five years, thence decreasing linearly, and the mean age of 
childbearing"^ increases from 25.3 to 25.7 years. When the period 
of perfect contraception lasts for as long as five years, the 
mean age of childbearing increases to 26.1 years, and the average 
number of unwanted births per woman decreases to 0.12, representing 
only one extra birth to about every eight mothers.
It was decided to repeat the first block of runs shown in 
Table 7.1.1. but using constant fecundability: this should indicate 
the extent to which the decrease in average parity with increasing
9. Roughly 17 unwanted children to every 20 couples.
10. In the case of foetal loss being proportional to fecundability.
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periods of perfect contraception is caused by the actual nature 
of the fecundability function. A constant of 0.14 was chosen as 
the fecundability parameter since this is the mean of the Version I 
fecundability function, and hence the average parities of the runs 
with no perfect contraception, but different fecundability func­
tions, should be of about the same order of magnitude. Although 
these average parities were found to be significantly different,
they differed by only 0.13 live births.
*TABLE 7.1.2.
EFFECT ON FERTILITY OF USING VARIABLE AND CONSTANT FECUNDABILITY
VERSION I FECUNDABILITY FECUNDABILITY = 0.14
X 0 2 5 0 2 5
a 2.78 2 .43 2.04 2.91 2.55 2 .20
L.B. 2.85 2.48 2.08 2.98 2 .61 2 .24
b 2.92 2 .53 2 .12 3.05 2.67 2 .28
S.D. 1.12 0.82 0.62 1 .15 0.92 0.72
m 25.3 25.7 26.1 26.7 26.9 27.4
* Format of Table 7.1.1.
The use of a constant fecundability parameter increased both 
the standard deviations of the average parities of the three runs, 
and the mean ages of the fertility schedules. However, the actual
increments in the m values were much the same although the mean 
ages of the constant fecundabi1ity fertility schedule exceeded 
those of the original runs by 1.4, 1.2 and 1.3 years respectively.
It appeared that the decrease in the number of live births 
was caused principally by the increasing periods of perfect contra­
ception. When such contraception was used for two years, a decrease 
of 13 per cent occurred in the variable fecundability simulation,
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FIGURE 7.1.2.
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and of 12 per cent in the constant fecundability one. When thö 
period was extended by three more years the overall decreases were 
respectively 27 per cent and 25 per cent. Thus one can say that it 
is the shortening of the effective reproductive span of the female 
population which has caused the decline in fertility, and the resul­
tant decrease in the number of unplanned births.
Figure 7.1.2. compares the age-specific fertility rates of 
the three simulations which incorporated periods of perfect contra­
ception of length 0, 2 and 5 years, and used the Version I fecunda- 
bility function. The graph of the three runs using constant fecun- 
dability is not included because of its similarity with this graph: 
the shapes of the three curves were very like those in Figure 7.1.2. 
although the peaks for the 20-24 age group were slightly less pro­
nounced, as was the decline in the rates for age groups above 30-34. 
This levelling effect was caused by the use of constant fecundability 
throughout each woman's reproductive span.
The figure demonstrates that the fertility decline caused
by the deliberate spacing of births occur in the 20-24 age group.
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There is some compensation for this loss of live births in the 
next age group, but from then on the rates remain much the same.
In other words, the average women who uses perfect contraception 
for five years after the birth of her first child is never able to 
regain that lost reproductive time, and her total fertility will 
fall short of that of the average woman who bears her two children 
as close together as possible.
★TABLE 7.1.3.
EFFECT ON FERTILITY OF DESIRING FAMILY SIZES OF TWO AND
THREE CHILDREN
DESIRED FERTILITY 2 3
X 0 2 5 0 2 5
a 2.78 2.43 2.04 3 .65 3.13 2.70
L.B. 2.85 2 .48 2.08 3.72 3.18 2 .74
b 2.92 2.53 2.12 3.79 3.23 2 .78
S.D. 1.12 0.82 0.62 1.07 0.86 0.68
m 25.3 25.7 26.1 25.3 26 .4 28.2
Format of Table 7.1.1.
Three further simulations were next performed, using Version I 
fecundability and a constant probability that a conception terminate 
in a foetal loss, but in these runs the desired family size was 
set as three children, not as two. Table 7.1.3. contains the basic 
results of these simulations. Whereas an average of 0.85 extra live 
births was born to women desiring two children and who did not 
space their births, an average of 0.72 additional children was born 
to non-spacers who desired three children. When perfect contracep­
tion was employed for two years, those women desiring two children 
produced a surplus of 0.48, but those who desired three had a
FIGURE 7.1.3.
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surplus of only 0.18. However, when perfect contraception was used 
for five years, the average reproductive performance of those women 
who desired three children actually fell short of their target by 
a quarter of a live birth. This fact is perhaps not as surprising 
as it first appears, when one considers that those women in this 
simulation who do achieve two live births lose ten years out of 
their total reproductive span before they can conceive to produce 
a third child. This time loss is mirrored in the increases in m 
values with increasing periods of total non-susceptibility to 
conception: overall, the mean age of the fertility schedule in­
creases by three years.
The proportional decreases in fertility are much the same 
as those which occurred in the original runs. Thus, the total ferti­
lity of these women who used perfect contraception for periods of 
two years was 15 per cent less than that of women who made no attempt 
to space their births; that of women who used perfect contraception 
for periods of five years was 26 per cent less than that of the 
non-spacers. Figure 7.1.3. shows that the declines in total fertility
360
were due mainly to the lower fertility rates in the 20-24 age 
group, as was apparent in Figure 7.1.2.. The compensatory effect 
between ages 25 and 40 is more obvious in Figure 7.1.3. than 
Figure 7.1.2. particularly for the run with X equal to 5, but 
the general patterns are unchanged.
The simulations so far discussed in this chapter are 
fairly unsophisticated ones in that all the women in each run have 
the same reproductive ideal and use the same contraceptive pro­
cedures to attain their goal. The very use of contraception which 
has an efficiency of 100 per cent is a simplification of reality"^ . 
Despite these qualifiers, the results of this section have 
certain implications for fertility trends in countries with 
advanced contraceptive technologies. As couples become aware of 
their ability to determine their own reproductive performance one
might hypothesise that the postponement of marriage would no longer
12be considered necessary as a form of fertility control . The 
institution of marriage (or cohabitation) would become distinct 
from the legal (or consensual) arrangement contracted for the pro­
creation of children. Thus Ryder (1974) wrote that
"developments [ in methods of fertility regulation ] 
would separate the acts of copulation and concep­
tion and diminish the role of nuptiality control 
in the strategy of regulation. They would also 
reduce the level of motivation required for suc­
cess and accordingly increase the likelihood that 
infants would be born in the number and at the 
time wanted" (p.132).
11. See Table 7.1.5.
12. See for instance Leasure (1963) who examined the effect on 
fertility of the postponement of marriage, using Turkish and 
Bolivian data. See also Venkatacharya (1971b) in which a simu­
lation model incorporating mortality was constructed to test 
the effect on India®s birth rate of postponing marriage: one 
would expect such postponement to lower fertility because 
mortality removes some women during the delay period and the 
overall reproductive span is shortened. It was shown that an 
increase in the age of marriage from 15 to 20 years decreased 
total fertility by one live birth per woman. (These results 
refer of course to a non-contracepting population.)
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Such a dichotomy is in direct contradiction to the traditional
13(Christian) view of marriage expounded by such writers as 
Ritter (1928) who saw equal evil in contraception and abortion:
"Not all women should marry because all women ought 
not to be mothers...Women who intend never to bear 
and rear children have no right to marry for this 
means the taking of measures to prevent conception 
or the getting rid of the product of conceptiort and 
the latter is, in plain English, abortion...As to 
the prevention of conception, most of the means used 
are very injurious and especially so to the woman.
During my thirty years of the practice of medicine I 
have seen a great deal of trouble and sorrow caused 
by the production of abortion and by many of the 
means used for the prevention of conception" (p.389).
Ritter is a single example of the many writers on the subject who
14allowed their own prejudices to distort their medical judgement.
With the development of a new attitude to marriage and 
childbearing one might predict that the age at marriage would fall, 
that several planned births would occur, and that the wife would 
cease childbearing well before the attainment of physiological 
sterility. From the results of Table 7.1.1. (and Table 7.1.2.) one 
would expect that those couples who deliberately spaced the births 
of their two children would be more successful in achieving their 
desired family size than those who initiated the use of contraception 
only after the attainment of their reproductive goal. Table 7.1.3. 
demonstrated that those couples who desired three children and spaced
their births with the intention of producing children with an age
13. "...duly considering the causes for which Matrimony was or­
dained .
First, it was ordained for the procreation of children...
Secondly, it was ordained for a remedy against sin, and 
to avoid fornication...
Thirdly,it was ordained for the mutual society, help, and 
comfort, that the one ought to have of the other..."
The Form of the Solemnization of Matrimony, The Book of Common 
Prayer of the Church of England .
14. "...I say nothing of the sin. I leave that to those who ought 
to teach these things to the young..." (p.389).
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difference of about six years could be expected actually to fall 
short of their goal, while those who used perfect contraception 
only for periods of two years would be likely slightly to exceed 
their goal. The number of unplanned births would still be smaller 
for this latter group of couples than for those who did not space 
their births at all.
The simulations whose results inspired the comments of 
the previous paragraph assumed that childbearing commenced as 
soon as was physiologically possible after marriage. However, in 
the light of the comments concerning the decrease in importance of 
the role of marriage as an institution for the procreation of 
children, some runs were performed in which each couple used perfect 
contraception for the first two years of marriage^. A comparison 
of Table 7.1.3. and Table 7.1.4. demonstrates that there is no 
significant change in the fertility of those women who desire two
TABLE 7.1.4/
EFFECT ON FERTILITY OF DESIRING FAMILY SIZES OF TWO AND THREE 
CHILDREN WHEN PERFECT CONTRACEPTION IS EMPLOYED FOR TWO YEARS
AFTER MARRIAGE
DESIRED FERTILITY 2 3
X 0 2 5 0 2 5
a 2.75 2.41 2.04 3.55 3.11 2 .63
L.B. 2.81 2.46 2.08 3.62 3.16 2 .68
b 2.87 2.51 2.12 3.69 3.21 2.73
S.D. 1.04 0.82 0.62 1 .09 0.80 0.76
m 25.6 26.1 26.5 25.6 26.8 28.5
Format of Table 7.1. 1 .
children, whatever the: length of the spacing period X. The average
15. This is equivalent to raising the range of marriage ages from 
18^ - 22 J5 to 20^ - 24 ^  in the original simulations.
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parities of those women who desire three children, and use perfect 
contraception for their first two years of marriage, are signifi­
cantly less than those of the women who use no contraception directly 
after marriage for the X values of 0 and 5.
In 4.3. an examination was made of the probability of con­
ception, and it was noted that the fecundability input for models 
is of two different types: an age-dependent function which is the 
same for all women^, such as the Version I fecundability function; 
and a function such as the Type I geometric function which allows 
the parameter to vary between women while remaining constant over 
each woman's reproductive lifetime. Although the former type of 
parametric representation is used throughout this dissertation 
it should be mentioned that work has been carried out on the latter 
type of function with allowance made for contraception. Tietze 
(1959) presented data showing the number of calendar months re­
quired for conception amongst two samples of American women, and 
the fecundability estimates made from these data indicated that 
there was a selection procedure at work in that the most fecund 
women conceived first, and the less fecund after a longer waiting 
period . He constructed three model populations in which monthly 
fecundability was held constant at values of 0.50, 0.10 and 0.01 
respectively, and then amalgamated these groups into one population 
composed of 60 per cent, 38 per cent and 2 per cent respectively 
of women possessing these fecundability values. Calculations were 
made of the time to conception and it was assumed that the use of 
perfect contraception followed the attainment of the required 
number of children.
Next Tietze (1959) incorporated into his model the use of
16. The word "couple" can be substituted for "woman" throughout 
this discussion.
364
90 per cent effective contraception. Finally, suggestions were 
given for the conduct of further studies, such as the omission of 
the post partum period of sterility in the computation of pregnancy 
rates; hence it was believed that the "maximum pregnancy potential" 
(p.237) could be estimated.
Potter, McCann et al. (1970) continued this work but used a
Type I geometric distribution for fecundability other than the three 
point distribution used by Tietze (1959). The authors found that:
"When contraception is absent, not only do the 
mean and mode of fecundabilities decline steeply, 
but so does the standard deviation, owing to the 
fact that the women still not pregnant become more 
and more homogeneously subfecund. In contrast, when 
contraception is 99 per cent effective, very little 
change takes place over the 48-month period" (p.94).
The implication for comparative studies of contraceptive effective­
ness is that one must ensure that the contraceptive methods have 
been initiated at the same time relative to the post partum infe- 
cundable period.
So far, contraception has been referred to in terms of its 
efficiency, but the actual type of contraception has not been speci­
fied. Table 7.1.5. presents data on the relative efficiencies of 
different types of intra-uterine devices, vaginal contraceptives 
and condoms. Actual figures were culled from the Population Reports 
series and the page numbers of the references are appended to the 
table. An attempt was made to select the most recent data, since it may 
be necessary to use the contraceptive efficiencies calculated 
from the table in further simulations: the actual contraceptives 
tested in studies of, say, twenty years ago, may either not be 
available any more, or be more efficient. Further, where the results
of several studies were available of the same device or technique,
17the one with the greatest sample size was selected for inclusion
17. Woman-years of use.
365
a
a
§
S
O'o
Cb
2oM
H<
Cboa
a
a
<
<Q
CbaMo
2
aMoM
(b(ba
(b
>
M
H
(b
a
o<a
H
2oo
6
>1
u
2
aMOM
(b
(b
lb
aO<H2:
aua
lb(b
sM o
co
s
>•HM
JM
CQ
<Q
2:
S B
O
M
H
CbW
CJ2:Oo
Cbcb
<
a
co
D
CbO
cbH2
DOU
Cbo >•
S B
Cb H  
Cb
2OM
lb
O<b
H2O
O
aa GOa aa aCTi
coa 00 'CTi aCTi CTCT
r - X o X
X X «—1 rH
XOo
oC''
X
2c
co
s
2cco
s
o
CD
CT
O)
C
02
Ö)c
X
CO
0-
CT
00
COI
CQ
a,
00a
cd
<Daa
•Ha
I—1
•H
0 o1
HI
Xco
Cb
X)
I—I
a;
•H
Cb
c
0
a
»—I 
CO 
Q
CT
CT
CT
(T
Xl>
00
-p
a
2
O)
(b
O  O  X  00 CT
O  l> O  O  X
CT (T CT CT (T
f—I rH <—I I—I I—I
i>
I
b
<D
a
a
o
o
0)c
•H
cb
aco
0)
CO
a
rH X  X  X  X  O'-
rH  O  ^  LO 00 co
CT (T (T 00 (T O0
O
00
CD
a
co
oo
o
LO
LO
Cb
a
>
H
Ha
lb
a  o  
<  <  ^  
2  a  co
H  H  X  
O  2  I 
< 0 2  
>  O  ^
oo
CD
iO
CD
LO
CO
<D
•H
I—I 
rH
CD
X
00
a
a
t -
oa
x
•H
g
X
I—I
X
co
X
ooa
o
x
o
0
•Ha
<  <  <
cb in cb
D  D
co
g
co
CDb
O
CD
PCD
rH
xCO
H
g
co
0
a
o
x
o
X
X
Cl
X
a
oo
xx
•—I
o
u
•Ha
o  • o•p <  -p
Lj » L i
<D Cb CD
d a d a
cd CDX o O rH rH rHX X X X Xa a a a a a
t—1 •—1 rH rH i—1 •—1
w
g
CD
0
a
rH
o
cd
0b
CD
<
X  X  X
•  •  •
x co aa a x
x x x
o  x  xa a x
x oo x
r—I 00
X
X
I
X
X
§
Q
2
O
O
19
72
 
Gr
ea
t 
Br
it
ai
n 
30
8
366
in the table. To make a rough estimate of contraceptive efficiency, 
the effective fecundability was calculated by converting the number 
of conceptions per 100 woman-years to the expected number of con­
ceptions per lunar month per woman. If we assume a fecundability 
value of 0.14, being the mean of the Version I fecundability 
function, we can make a crude estimate of contraceptive efficiency.
To test the importance of our selection of a fecundability value 
in the calculation of contraceptive efficiency, these estimates 
were performed again using a fecundability parameter of 0.20.
The table shows that at the highest level of contraceptive efficiency 
the choice of the original fecund ability parameter is not so impor­
tant as at the lower levels.
The pregnancy rates per 100 woman-years for users of the
Lippes Loop ranged from 1.8 to 3.0 , for users of the Saf-T-Coil
from 0.4 to 2.8 and for the Daikon Shield from 1.2 to 5.6. These
were all recent studies so the criterion for inclusion on
Table 7.1.5. was sample size. Ostergard (1973) found that the
pregnancy rate of 1.2 per cent for users of the Daikon shield
remained constant after a year of use. The pregnancy rates of a
number of bioactive devices were presented in the source material,
and ranged from 1.0 to 2.4. All the intra-uterine devices cited
are very effective, but it is possible that they either be expelled,
or removed because of medical complications as well as the desire 
18for a pregnancy . The expulsion rates are highest for the Lippes 
Loop (7.3 to 19.1) and the Saf-T-Coil (7.5 to 19.3). Overall con­
tinuation rates range from 58.3 to 88.0.
Data from studies in both the U.S.A. and Puerto Rico have
been included in the data on vaginal contraceptives. The Puerto Rican
18. A removal performed to allow a woman to conceive is not included 
in the calculation of the failure rate.
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conception rate amongst users of foam tablets is over two and a 
half times that of the American rate, while the rate for the users 
of aerosol foams increases by a factor of over seven. The true 
differential probably lies somewhere between these two ratios as 
the studies were conducted at different times: although the infor­
mation on aerosol foams actually refers to the same brand-name one 
could expect some improvement in the product over the ten year 
period. On the whole, vaginal contraceptives are less effective than 
I.U.D.s.
Data are available for the efficiency of condoms in the U.S.A. 
and Puerto Rico in the same year and it is apparent that more 
than double the number of unplanned pregnancies occurred in Puerto 
Rico, in that year, than in the U.S.A..Even noting that national 
standards for condom manufacture vary to some extent this may yet 
indicate a greater failure rate in the developing than the developed 
country.
Forty years ago, Pearl (1933a) wrote that:
"there is often a regrettable failure to distinguish 
sharply between the potential effectiveness of contra­
ceptive methods in the hands of intelligent and care­
ful persons technically advised in birth control 
clinics or by physicians, and their actual effective­
ness as practised in the general population" (p.54).
One may dislike the way the author has framed this statement, but
it still seems logical that the same means of contraception would
be more efficiently used by a woman who possessed the advantages
concomitant with a high level of education than by one who was
deprived of such advantages. Thus, one would expect more unplanned
pregnancies amongst women from underdeveloped countries than amongst
those from developed countries when the method of contraception
relies on the expertise and initiative of the couple. Such methods
include condoms and vaginal contraceptives: no such differential
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appears in the figures on the efficiency of I.U.D.s since their
failure rates are method failure rates, not user-method failure
rates. Until such time as adequate training is available in the
underdeveloped countries in the use of procedures which must be
applied whenever sexual intercourse occurs, the I.U.D. provides
better protection against pregnancy than these other methods.
In the same category as these methods is the use of Depo- 
19Provera which involves one injection every three or six months
and produces an unplanned pregnancy rate per 100 woman-years
20ranging from 0.3 to 2.3: the largest study had a rate of only 
1.0. However, Depo-Provera disturbs menstrual patterns, cannot be 
immediately withdrawn; there may be a delay in the return of 
fecundity and it cannot be self-administered. Further, carcinogenic 
issues are still unresolved. However, there are a number of advan­
tages in its use as it is highly effective and cannot produce 
oestrogen side-effects or ones common to I.U.D. users, nor is it 
dependent on the woman's memory.
"Effectiveness, convenience, freedom from fear of 
forgetting, and the fact that husbands cannot 
interfere with its use are major reasons for the 
popularity of the injectable. . .An important 
advantage is that injectables do not inhibit 
lactation, as the estrogen-progestogen oral 
contraceptives sometimes do. In fact, the 
injectables may actually increase both the ^  
duration of lactation and the volume of milk"
Clearly a safer form of Depo-Provera would be a boon not only to
women, but also to governments seeking to implement family planning
programmes.
19. Population Reports Series K1.
20. Thailand 1974; 9,284 women.
21. Population Reports Series K1. See also Jelliffe and Jellcliffe 
(1972b): "It has been suggested that IUDs may have an enhancing 
effect on lactation, as a result of increased oxytocin produc­
tion, or even perhaps because of prostaglandin secretion" (p.14). 
The authors summed up by declaring that what is needed in
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Oral contraceptives are now used by fifty million women 
around the world, but mention of this contraceptive method has been 
left until last because it is a prime example of the difference 
between theoretical efficiency, and effectiveness as the method is 
used in the population. The theoretical effectiveness of oral con­
traception is as high as 99.9 per cent, implying a pregnancy rate 
of about 0.1 per 100 woman-years of use: "combination estrogen-
progestogen pills remain theoretically the most effective reversible
2 3method of contraception that is now available" '. It has been esti­
mated that the pregnancy rate per 100 woman-years of use is 1.0 
in developed countries, and 2.0 in underdeveloped countries, reflec­
ting greater forgetfulness or less motivation in the latter group 
of countries.
There is some evidence to suggest that infecundity may per­
sist for some time after the woman has stopped taking contraceptive 
precautions. Tietze (1968) showed that women who had worn an I.U.D. 
for more than twenty months took longer to conceive after its removal 
than those who had worn one for less than this period. This diffe­
rential could not be attributed to a higher mean age of women who 
had used an I.U.D. for the longer period of time: his findings sug­
gested that the use of an I.U.D. may retard conception for a short 
time after its removal. Grant (1973) studied a sample of 894 suc­
cessive patients presenting themselves with infertility over a period 
of six years subsequent to the introduction of oral contraceptives. 
Grant cited a figure of 2.5 per cent of anovular women amongst his
"less-developed regions is...optimally a hormonal compound ... 
which is not only a contraceptive [ but] also has no nutritional 
ill consequences for the mother and also enhances lactation"(p.15).
22. See Population Reports Series A2.
23. Ibid., p.A-35.
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patients before the introduction of the Pill, but an additional
nine per cent amongst Pill takers.
Irreversible contraception such as vasectomy and female
sterilisation has not been mentioned so far as it obviously has
an efficiency of 100 per cent. Induced abortion prevents a birth,
if not a conception, but is subject to legal sanctions 6f varying
degrees of severity or^  leniency in many countries. It is a useful
"back-up" measure in the case of contraceptive failure.
This section has introduced the topic of contraception and
its effect on fertility by examining some simple simulation models
and summarising knowledge on the relative efficiencies of different
24forms of contraception as used today . More realistic simulations 
will be performed in the last section of this chapter.
24. The use of the diaphragm has not been discussed because it is 
not popular in developing countries, nor is it encouraged 
by family planning programmes. Indeed, as noted in Population 
Reports (1976) Series H Number 4: "Because a high level of 
motivation is required for proper use, its effectiveness 
for other than middle or upper class women has been questioned" 
(p.H-59).
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7.2. MODELS OF THE EFFECT ON FERTILITY OP THE USE OF CONTRACEPTION 
"Grave warnings will not frighten potential parents into 
having children. It is true, of course, that we will perish sooner 
or later if we do not populate Australia sufficiently. Our extinc­
tion may be brought about in two ways. We may be conquered by a 
more virile people and gradually die out just as the Australian 
aborigines are doing at the present time. Probably we would not 
be allowed to die a natural death...the other way...is by our 
failure to reproduce ourselves in sufficient numbers... This pro­
cess is sometimes called race suicide..."
Victor Wallace(1946)
A number of attempts have been made to incorporate the use 
of contraception into biological microsimulation models of human 
fertility. Thus the Perrin and Sheps (1964) basic model^ with con­
stant fecundability was adapted in the following year by the same 
authors in order to assess the impact on fertility of contraceptives 
of different efficiencies. As "considerably less than 100% of a 
population can be expected to adopt population control techniques" 
(p.697) a group of simulations was performed in order to assess 
the level of contraceptive effectiveness needed to reduce the birth 
rate by 25 per cent according to the proportion of women who actually 
use contraception. It was found that such a reduction could be ob­
tained when all the women used contraception of 58 per cent effec­
tiveness; or when 50 per cent of women used contraception of 81 per
cent effectiveness. Another such simple model was derived by Potter,
2Jain and McCann (1970) .
1. See Figure 1.4.1. and also the reference in 1.4. to Sheps and 
Perrin (1963).
2. See 1.1.
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The effectiveness of periodic abstinence (rhythm) as a 
contraceptive method was studied by Potter, Burch and Matsumoto 
(1967). They considered that the estimates of theoretical effec­
tiveness derived from their model almost certainly overstated the 
actual effectiveness of calendar rhythm. An effective use of this 
method requires knowledge of each woman's menstrual idiosyncrasies 
as these are related, to the date of ovulation, and even then
"cycles vary by an average of about 7 to 13 days for 
the peak reproductive years and by even greater 
margins for girls in their teens and women approaching 
menopause. For many women, therefore, previous men­
strual histories are not a valid guide"  ^.
Potter, Sagi and Westoff (1962b) studied the problem in reverse: 
1,165 wives were interviewed initially after their second delivery 
and then about three years later, and it was found that "among 
couples reporting special efforts to hasten pregnancy, those cor­
rectly informed about the fertile period average shorter concep­
tion delays than those who are misinformed" (p.58). However, there
4are sufficient pitfalls in the accurate use of the rhythm method 
to ignore it in any discussion of viable contraceptive techniques.
Venkatacharya (1970) used both an analytic and a Monte Carlo 
model to investigate the way in which national family planning 
programmes are evaluated. He found that the method of using age- 
specific marital fertility rates or birth rates to estimate the 
number of averted births does not give accurate results in the 
first few years of contraceptive usage^. Rives (1974) constructed 
an analytic model, rather than an extension of the Perrin and
3. Population Reports (1974) Series I Number 1:1.
4. "The difficulty in practicing rhythm is that ovulation normally 
occurs about 14 days prior to the next menstrual period but not 
necessarily 14 days after the previous menstrual period." Ibid.
5. Other analyses, such as that of Potter, Sagi and Westoff (1962a),
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Sheps (1964) model, and found that longer birth intervals always 
occur when contraceptive effectiveness exceeds the usage level 
than when the level of usage exceeds contraceptive effectiveness. 
Potter, Masnick and Gendell (1973) also constructed an analytic 
model, but with the aim of discovering whether a post partum or 
post amenorrhoeic insertion of an I.U.D. provides the greatest 
contraceptive protection. As high discontinuation rates of wearing 
an I.U.D. lead to average usage durations of between about two and 
three years it is necessary to maximise the time during which the 
otherwise fecund woman is wearing the device. It was shown that 
"the post amenorrheic approach to contraception can improve the 
overall demographic effectiveness of the initial segment of IUD 
use" (p.105). However,"as the degree of procrastination [of inser­
ting the device] increases...the advantage shifts quickly and 
dramatically to the postpartum strategy". This has important im­
plications for family planning programmes advocating the use of 
I.U.D.s in countries where substantial periods of breastfeeding 
are the usual practice^.
The models discussed up to this point have merely investi­
gated the effect on fertility of contraceptives of varying efficien­
cies: natural fecundability has been converted to effective fecun- 
7dability . However, the use of some form of contraception over the
entire reproductive lifetime in order to decrease fecundability
chose to use methods other than the calculation of such conven­
tional rates in assessing the impact of contraception on ferti­
lity. The paper cited above developed an analytic technique for 
estimating curves of pregnancy risk. See also Agarwala (1969) 
p.5ff. for an account of Indian models constructed to evaluate 
family planning programmes.
6. See Figure 5.1.1.
7. See Holmberg (1972) p.7.
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and thus allow each woman to produce a small number of widely-
0spaced births , is an extremely unrealistic strategy of family­
building. The simulations which were performed in the initial 
section of this chapter were very unsophisticated ones, yet they 
incorporated contraceptive usage in a more realistic way than this. 
The women (or couples) had set themselves fixed reproductive goals, 
and attempted to have no more children after this goal had been 
achieved. It will be remembered that not all women were successful, 
since the terminal contraception used had an efficiency of only 
95 per cent. The simulations were realistic ones in that contra­
ception was used in an attempt to bear a particular number of 
children, even though rather unrealistic assumptions had been made, 
such as the uniformity over the sample of reproductive ideals and 
contraceptive techniques.
The recognition that contraception is used to achieve a
particular family size is clearly an advance as far as any attempt
to simulate reproductive and contraceptive behaviour is concerned,
and further refinements of contraceptive strategy can only add to
the "realism" of any simulation. Sagi , Potter and Westoff (1962)
found that the following hypotheses were strongly supported by
data: as individual couples approach or achieve their reproductive
9ideals the proportion attempting fertility control increases ; 
and "the success with which fertility is controlled improves as 
fertility approaches the number of children desired" (p.296).
Barrett and Brass (1974) represented these phenomena in their model 
by programming their simulated women to use contraception of a
8. Assuming that the contraception is not nearly "perfect".
9. As Knodel and Prachuabmoh (1973) wrote of their Thai respondents: 
"...the proportion of women who practiced family planning is 
substantially greater among women who had already achieved or 
exceeded their desired family size than among women who had fewer 
than their desired number" (p.619).
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particular efficiency for two years after the start of the fecund 
interval following the birth which is of order one less than the 
reproductive goal: after this goal has been attained the use of 
contraception of a higher degree of efficiency is initiated.
It would be extremely useful for projection purposes if one 
were able accurately to quantify notions of desirable family size. 
Siegel and Akers (196.9) re-assessed the value for projecting births 
of U.S.A. national sample survey data on birth expectations. It was 
considered that the fall in the annual total fertility rate in the 
early sixties was caused both by a delay in childbearing and by a 
decrease in completed family size. For projection purposes it is 
important, if not always possible, to be able to identify such 
components of change. Other problems abound as well. First of all, 
although one may obtain answers to survey questions on expected 
and desired family size, one has no way of testing how close the 
answers approach actual reproductive performance if the same women, 
or couples, are not later re-interviewed to discover what has been 
their reproductive output in the years between the surveys^. One 
would also like to know whether their reproductive ideals and ex­
pectations have changed over this period and, if possible, to what 
extent any such changes may have been caused by, rather than been 
the cause of, the fertility behaviour of the intervening period. In 
other words, the answers to such questions may be mere justifica­
tions of past performance, rather than guides for future reproduc­
tive activity.
This brings us to the second problem, which is the difficulty 
of knowing how to interpret the answers that are elicited from a
survey. For instance, the original Melbourne Survey^ asked questions
10. A follow-up survey to the original 1971 Melbourne Survey (cited 
in Chapter 3) is planned for 1977.
11. See Ware (1973).
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about the respondent's ideal family size, the number of children 
which the respondent had wanted at marriage, and the numbers of 
children which the respondent and her husband would want if they 
could repeat their reproductive experience. Figures were obtained 
as answers to these questions, but the worth of the answers to, say, 
the last-named pair of questions lies not in the actual numerical 
value, but in the comparison between these answers and the couple's 
actual (and eventual) fertility. Thus, a large number of couples 
who already have three children, and intend to have no more, may 
agree that they would produce only two were their reproductive 
history to be repeated. This may indicate that they perceive dis­
advantages in the size of their family, but not that there has been 
an overall shift in family size norms: one could not predict that 
subsequent cohorts would have lower fertility. Ware (1973) presen­
ted a table showing the percentage parity distributions of answers 
to these questions, but she herself noted from the table that 
" 'ideal' behaviour is not necessarily that which the respondents 
themselves have exhibited or would want to exhibit" (p.310). For 
instance, infecundity and subfecundity may cause ideal family size 
to exceed actual reproductive performance. Ware (1973) actually used 
parity ranges rather than exact values in much of her analysis.
Williamson (1970) constructed the notion of "subjective 
efficacy" which referred to the respondent's feeling of control 
over his own life, and was quantified by scoring the answers to a 
set of questions, as was an index of favourability to birth control. 
The former parameter, coupled with ideal family size, was used to 
predict favourability towards birth control, data being drawn from 
interviews with factory workers in countries as dissimilar as Chile, 
India, Pakistan, Israel and Nigeria. Despite the sophistication of 
the statistical techniques employed in the analysis, the practical
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value of the study is hampered by the insubstantiality of the 
psychological variables on which the results are based: for 
example, one could choose a different set of questions to obtain 
one's "index of favor ability", and consequently arrive at different 
conclusions. Similarly, Terhune and Kaufman (1973) derived a "family 
size utility function" which was intended to indicate motivation 
for seeking or avoiding additional children. In the light of the 
comments already made about the difficulties in interpreting simple 
answers to questions on ideal family size, one can only doubt the 
value of such models which combine a high degree of mathematical 
sophistication with attitudinal data of the kind most difficult to 
evaluate.
Blake (1974) made a most important contribution to this sub­
ject when she queried the extent of the inferences for future fer­
tility which it is valid to draw from birth expectations data in 
the United States. She considered that "the historically unique 
stimulus of intense public attention to population growth and family 
size" may have contributed to the decline in (stated) birth expec­
tations of young Americans. Between 1936 and 1953 about 30 per 
cent of adult men and 27 per cent of adult women expressed a two- 
child preference, but during the late 1950s and early 1960s these 
percentages fell to 20 and 17 respectively. During the late 1960s 
the proportions rose again, and "between 1968 and 1972, those 
alleging a two-child preference doubled among women and rose by 
67 per cent among men of all ages" (p.28). However, side by side 
with this situation is both an aversion to childlessness and the 
one child family and a tolerance of large families:
"...although approximately 50 percent of the respondents 
in recent surveys judge the two-child family to be ideal, 
less than 20 percent would designate the three-child 
family as too large, and only an additional 20 percent 
or so would say that four children are too many" (p.33).
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As Blake expresses it so succintly:
"The lack of congruence in American reproductive attitudes 
at present suggests that some conservatism might be wise 
in accepting current birth expectations as valid indicators 
of the long-run intentions of youthful cohorts" (p.25).
In contrast, Ryder (1974) reported of U.S.A. data that 
"Gallup poll information on the number of children desired or con­
sidered ideal...did...increase as the level of fertility rose"
(p.126) and suspected
"that such reports are a compound of the rationalization 
of past experience on the part of those whose child­
bearing is complete and fantasy on the part of those 
who have not yet faced the reality test of bearing 
and rearing children".
Knodel and Prachuabmoh (1973) reported the stated desired 
family sizes for Thailand which were obtained from both rural and 
urban data. Most women were able to provide exact answers to ques­
tions on desired family size; and although it appeared that some 
respondents rationalised the number of children they already had 
when stating the number they would want if they were recently mar­
ried, most of the responses were consistent with fertility behaviour 
For instance, women who had reached their desired family size did 
say, in response to another question, that they wanted no more 
children. Thus, the Thai responses seem to be easier to interpret 
than the American ones of Blake (1974), where women may have 
absorbed enough "population propaganda" to state that two children 
were ideal, but not enough for the whole spectrum of their attitudes 
to family size to have been consistently altered.
The desire for a family of a particular size can be further 
refined into the desire for particular numbers of children of 
either sex, especially sons. There are actually more male than 
female children born each year: Parkes (1967) presented a sex ratio
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at birth of 105 males to 100 females , while Bogue (1969) reported 
a ratio of 105 or 106. The latter considered that the veracity of 
claims of sex ratios much different from this have not been sub­
stantiated: the under-enumeration of female births would show an 
exaggerated sex ratio at birth; and as more foetal deaths are male
13than female one could expect a lower sex ratio at birth in a 
poorly nourished or unhealthy community.
Bernstein (1952) reported on a number of studies of the human 
sex ratio: in the last century Geissler found an apparently signi­
ficant excess of unisexual sibships; while Gini reported that 
the last-born child has a tendency to balance the sex distribution. 
Bernstein realised that one cannot simply compare the sex distri­
bution of families of a certain size with binomial frequencies, but 
one must consider the frequency with which an additional child is 
born in conformity with the parents' concept of the desirable sex 
composition of their family. In other words, she agreed with 
Geissler and Gini in believing that the sex distribution in human 
sibships is not random. Edwards (1958a) attempted to explain 
Geissler's findings on the preponderance of unisexual sibships by 
postulating that the probability of bearing a male child varies 
between families of the same size and fitting a modified binomial 
distribution to Geissler's data. In a further paper in the same 
year, Edwards examined the alternative postulate that the sexes 
of successive children in a family are correlated, and argued that 
at that point of knowledge it was possible neither to accept or
reject either hypothesis. Edwards and Fraccaro (1960) studied the
12. Parkes (1967) used data on the sex of prenatal losses to 
estimate that the ratio of males to females at conception is 
as 146 to 127, or 115 to 100.
13. Ramachandran and Deshpande (1964) reported masculinity ratios 
for stillbirths in 6 zones of India ranging from 105 to 119, 
the overall rate being 111.
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distribution and sequences of sexes in a Swedish sample of families, 
but found no evidence that the determination of sex was not a chance 
f actor.
A question of recent interest is whether it is feasible that
at some time in the future couples could actually select the sexes
of their children. Most of the discussion on this topic which was
presented by Markle and Nam (1971) is covered by Largey (1972).
The latter envisaged possible methods for sex preselection: these
include the timing of intercourse; douching to provide a uterine
14environment conducive to the preferred sperm type ; separation of 
sperm by centrifugation, electrophoresis or agglutination, followed 
by artificial insemination; or the use of a diaphragm acting as a 
filter to prevent the passage of the relatively large gymnosperms, 
or foams and jellies selectively to affect sperm mobility. The 
simplest method would be "post selection": selective abortion after 
the determination of the sex of the foetus. She cited U.S.A. studies 
which indicated that the sex ratio for last-born children was higher 
than for ever-born children. Further, she speculated that, were 
sex preselection to become a reality, there would be a temporarily 
unbalanced sex ratio which would act to change behavioural patterns 
and sex preferences themselves, in order to rebalance the sex ratio. 
Finally, a reduction would occur in average family size, generating 
a decline in the overall birth rate^.
McDonald (1973) constructed an analytic model in which it was 
assumed that each couple continues to produce children until it has 
at least b boys and g girls, and then ceases childbearing. No
14. i.e., gymnosperm (female) or androsperm (male), the former 
carrying an X chromosome and the latter a Y.
15. See also the Keyfitz (1972) problem, p.8ff.: "How sex control 
of children can eliminate a category of unwanted children equal 
to as much as one-third of total births".
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allowance was made for pre-menopausal sterility or multiple births. 
It was assumed that couples were in a position to choose the sex 
of their next child, or "to let nature or fate 'decide* the sex of 
its next child" (p.138). The optimal decision rule was defined as 
the strategy of family building "which minimizes the expected 
number of children the couple has in attaining its ultimate goal" 
(p.139). The results pf the model showed that
"if sex control is not used, a couple must choose 
either a small family size or the realization of 
its sex-of-child preferences. As ideal family 
size decreases, many couples will have to adopt 
sex control in order to attain both a small-family 
size and a desired sex composition" (p.145)
However,
"the only effective preselection method now available 
is selective abortion after identifying the sex of 
the fetus. The method can be used only relatively 
late in pregnancy because fetal sex cannot be deter­
mined earlier. Since late abortion is expensive, and 
somewhat risky, its use for sex preselection seems 
unlikely to become popular. . . ^
Despite this unhopeful prediction, the consideration of the possi­
bility of sex preselection of children has stimulated interesting 
work, and is an introduction to the entire topic of sex preferences. 
Rotter and Rotter (1972) actually considered that the concept of 
desired family size is subordinate to that of sex preferences of
offspring; that parents have boys and girls, rather than just
18children . This is an idea worthy of consideration, even if the
16. This is because, on average, "a two-child family is needed in 
order to fulfill a preference for at least one child of a given 
sex, and a three-child family to provide 'one of each'". Ibid.
17. Population Reports (1975) Series I Number 2:21. The possible 
methods of sex preselection suggested by Largey (1972) are in­
vestigated and, in their present form, are rejected.
18. Rotter and Rotter (1972) used the method of paired comparisons
as did Koch et a1. (1975) who also studied family size prefe­
rences .
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data which provoked it referred to a sample of only 25 people, all 
of whom were teachers. This hypothesis is not weakened by the findings 
of Gray (1972) who discovered that "significantly more families 
limited family size to two children when the first two were of dif­
ferent sexes than when they were of the same sex" (p.92). This con­
clusion was strengthened by the results of further research on two 
and three-child families conducted by Gray and Morrison (1974).
Goodman (1961) constructed a simple binomial model to examine 
the way in which birth control may affect the human sex ratio. His 
findings were that birth control could cause the sex ratio at birth 
to vary with sex preferences. Other simple binomial models were 
constructed by Keyfitz (1971a, 1972b): such results were proved as 
that the sex ratio cannot be increased by the desire of parents for 
boy children, a result which is contradictory at first sight, but 
logical after further reflection. Sheps (1963) had constructed a 
slightly more complicated model to assess the average number of 
children that a couple will have to produce before they achieve their 
desired minimum family and sex composition. None of her derivations 
will be presented here, but she showed that the ratio of the expected 
number of children is equal to the probability of producing a male 
child. Mitra (1970) refined the structure of the Sheps (1963) model, 
realising that it is not possible for couples to continue indefi­
nitely producing children even if their size and sex goals have not 
been attained; and the effect of different stopping rules were 
examined.
Pathak (1973) built on the structure of the previous two
models but objected to their innate assumption that the reproductive
process was analogous to a "coin tossing experiment" (p.589). Thus,
19the author took account of the different states of fecundity in
19. i.e., fecundable, pregnant or in post partum amenorrhoea. See 
also Waheed (1973) for a further model.
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which the woman may find herself. He incorporated coital fre­
quency in his model by means of a Poisson distribution. Clearly, 
the model has become much more complex than the original one of 
Sheps (1963), with all the hazards that accompany any such con­
scientious attempt to include all known pathways into a model 
even though their quantification has not been fully verified. Thus, 
although one cannot dispute Pathak's statement that his assumptions 
"are no doubt strong, but they may be assumed to be a first approxi­
mation to the real process" (p.590), one should question whether 
the model is any closer to "reality" than that of Sheps (1963) 
whose simple structure and small amount of input data provides 
smaller scope for deviation from the biological situation which it 
is intended that the model represent.
of Coombs et al. (1973) and Coombs (1974). These studies are 
valuable in that they recognise the problem of the confounding of 
desired family size and sex preferences:
The ultimately subjective nature of the scaling of preferences 
means that one cannot make the same sort of firm conclusions which 
it is possible to do when hard objective data have been employed. 
One must decide whether the use of direct survey responses to 
questions on family size and sex preferences provide less infor­
mative results than the use of preferences which have been scaled 
using sophisticated statistical techniques.
sion of man's attempt to produce families of a particular size or 
sex composition is the effect of child mortality on the achievement
Perhaps the same doubts could be expressed about the work
"the procedures derive from a model based on unfolding 
theory and additive conjoint measurement, which dis­
and sex bias and goes beyond first
An important factor which must be considered in any discus-
20. Coombs et al. (1973) Abstract.
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of reproductive goals. The previous chapter examined the physio­
logical relationship between child mortality and fertility, but 
one also needs to take into account the conscious attempts of 
parents to bear sufficiently many children to ensure the survivor­
ship of a minimum number. In Chapter Two the models of Heer and 
Smith (1967) and May and Heer (1968) were discussed, as was the 
motivation behind a desire for surviving sons, so only a brief 
account needs to be presented again. These models were based on 
the first such paper of Heer (1966), and were used to discover 
the effect of changing mortality conditions on the extent to which 
actual fertility falls short of or exceeds particular son survivor­
ship goals. The basis of the fertility experience simulated in 
the models was that couples want to be 95 per cent certain that
they will have a particular number of sons still alive when the
21father reaches a particular birthday . However, as Iskander and Jones 
(1975)commented in reference to Heer and Smith (1967):
"the. ..peasant farmer has never studied such computer- 
based probabilities. He simply knows that many babies 
die in infancy and early childhood, and that this has 
always been so" (p.l).
One could expect an increase in the proportion of surviving child­
ren under conditions of improved mortality; if parents are unaware 
of this mortality trend one could expect an increase in total sur­
viving fertility caused by the survival of children who in previous 
times could have been expected to die .
Immerwahr (1969a) constructed a Monte Carlo cohort model 
to examine "how the probabilities of parents' survival by children 
will be affected by declines in mortality, fertility or both" (p.5). 
He noted that "the fertility needed to produce such families may 
be far in excess of what is needed for the population to reproduce 
itself" (p.l). This was considered to be especially true "if this
21. Say, one son by the father's 65th birthday.
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desire [to have sons and daughters to outlive them] can be met 
only by the survival of some children of each sex" . The model used 
varying assumptions of age-specific mortality and fertility rates, 
ages at marriage and decisions by parents to cease childbearing when 
a given number of children have survived, and the model’s structure 
was such that a woman could give birth neither in two consecutive 
years nor in the year .she died. Immerwahr and Gupta (1973) used 
both analytic and Monte Carlo techniques to derive probabilities 
that one or two sons of particular ages will outlive either fathers 
of a particular age, or both parents of fixed ages.
Knodel (1968) described yet another pathway connecting the 
births and deaths of consecutive children. Harrington (1971) had 
described the mechanisms through which the older child dies when 
the younger is born. The death of the first child may lead to the 
resumption of ovulation as breastfeeding is discontinued; the birth 
of the younger child may cause the older one’s nutritional needs 
to be neglected, causing its death through malnutrition. Knodel's 
(1968) study of three Bavarian villages in the nineteenth century 
showed that:
"Infants born after short intervals were subject to 
considerably higher mortality risks than infants 
following longer intervals provided the previous 
child was still living at the time of birth "(p.318).
Hence it appears that the death of the second child has been caused
by the fact that this child has a slightly older sibling rather
than one who is several years older. It is interesting that this
study showed neglect of the younger child rather than the older
one which seemed to occur in the West African study. However,
the principal difference between the mothers of the two populations
lies in the fact that the Bavarian mothers did not breastfeed their
infants for more than a few months, if at all, while the West African
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norm is for long periods of breastfeeding
In the previous two chapters, the discussion of the paper of
Harrington (1971) concentrated on the non-volitional effects on
fertility of infant mortality as these are the only effects which
have been simulated up to this point in the development of our model.
Knodel (1975) mentioned a number of volitional effects. The "child
replacement effect" occurs when couples continue bearing children,
replacing those who die young, until they reach "some number of
surviving progeny which they consider sufficient"(p.2): implicit
in the operation of this strategy is that couples can control their
23fertility once they have achieved their desired family goal . Next 
is the "insurance effect" which hypothesises that "couples adjust 
their fertility to anticipate possible future child deaths": this 
assumes that parents are aware of the level of child mortality in 
their community. Finally, Knodel (1975) defined a "societal effect" 
which "would operate indirectly through social customs to insure 
that the community's fertility level was brought into some sort of 
balance with the community level of general mortality": such cus­
toms include age at marriage and the practice of breastfeeding with
24or without post partum sexual abstinence . Although these effects 
have been defined independently, they are not truly separate mecha­
nisms and act in combination with one another: the separate defi­
nitions assist in clarifying the rationale for the actual fertility 
behaviour.
22. See, e.g., Figure 5.4.2.
23. Brass (1975) called this the "family effect": "the deaths of 
children to a couple are a determining factor on the attempts 
to produce subsequent children" (p.3).
24. Brass (1975) referred to these last two as "community effects" 
which "come from a broad recognition by the couples in a popu­
lation that the mean family size should be related to the 
average incidence of child mortality to meet the needs for 
survivors". He considered it unlikely that community effects 
could occur without family effects.
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Brass (1975) derived parity progression ratios from his 
microsimulation model to assess the extent to which chance arti­
facts are capable of producing "trends" in the output of fertility 
models which incorporate infant and child mortality, rather than 
true volitional mechanisms. Such work is useful because it under­
lines the need for care in hypothesising that trends in "real" 
fertility data have been caused by motivational factors such as 
child replacement, rather than a combination of chance effects with 
the shortening of the period of lactation amenorrhoea caused by 
the death of an unweaned child.
Venkatacharya (1975) used a Monte Carlo model to assess the 
impact on fertility of different levels of child mortality. The 
model employed a time unit of one month, an Indian distribution for 
age at marriage (which was universal), a fecundability function 
which varied with the age of women and two levels of post partum 
amenorrhoea corresponding with short and extended periods of lacta­
tion. It was discovered that as mortality decreases, the mean number 
both of living children and of living sons increases. Indeed, "the 
improvement in mortality is [ more ] likely to step up the rate of
increase of the dependency burden when the level of fertility is
25low than when it is high" (p.ll) although the family dependency 
burden is positively correlated with improvements in mortality 
whatever the level of fertility.
This section has examined the development in fertility models 
from the simplest ones incorporating contraception, through ones 
in which birth control is used in an attempt to arrive at a family 
of a specific size or sex composition; finally those models are 
described which include both child mortality and strategies employed 
to overcome its effect and still achieve predetermined reproductive
25. See May and Heer (1968).
goals. The following section examines Yoruba data on contraceptive 
usage and family size and sex composition norms, and simulates the 
effect of these volitional factors on the Yoruba fertility of
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Chapter Five and Chapter Six.
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7.3. THE SIMULATION OF YORUBA FERTILITY INCORPORATING FAMILY 
SIZE IDEALS
In this section the Yoruba simulations of Chapter Five 
and Chapter Six will be further refined in the light of data on 
contraceptive usage and desired family size and sex composition. 
Tests will be made of the effect on fertility of different levels 
of contraception, with and without the additional component of 
infant and child mortality. Before any simulations are performed, 
however, one needs to look at the raw data that have been obtained 
from the Nigerian surveys.
Table 7.3.1. contains the percentages of the CAFNl^ Yoruba 
women in a regular sexual relationship who have used a particular 
contraceptive method, who have never used the method but have heard 
of it, and who have never heard of the method. Out of the original 
sample of 6,606 women 492 women were not married or in any regular 
relationship, and eight women stated that they had a boyfriend but 
were not engaging in sexual activity, leaving a sample of 6,033 
women who were either married, in a de facto relationship or 
engaged in sexual activity with a boyfriend. Only nine per cent of 
the original sample do not fall into this latter category.
Although more contraceptive methods than appear on 
Table 7.3.1. were actually used by the CAFN1 women, they do not 
appear on the table for a number of reasons. Firstly, 78.8 per cent 
of the total sample had used post partum abstinence (and 40.8 
per cent had used it for more than two years after a birth) but in 
this chapter our concern is with modern methods of birth control 
rather than traditional methods used in effect to maximise the 
number of surviving children. Further, 1.1 per cent of all the
1. See Table 5.4.1.
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women had used charms or medicines sold by a native doctor, but
mention of these is omitted from the table as they are traditional
2methods and of doubtful efficacy . Only 0.4 per cent of the whole 
sample had used jellies, creams or quinine pessaries, and the same 
percentage had used douching or washing with salt water. Only 0.2 
per cent had used a Grafenberg or other internal ring. No husbands 
had been vasectomised* and only 0.2 per cent of wives had been 
medically sterilised. A total of 15.6 per cent of women had used 
withdrawal, rhythm or any modern (mechanical) contraceptive at some 
time .
TABLE 7.3.1.
PERCENTAGE CONTRACEPTIVE USAGE OF 6033 CAFN1 YORUBA WOMEN WHO 
ARE IN A REGULAR SEXUAL RELATIONSHIP
METHOD
Used this 
method
Never used 
but have 
heard of 
method
Never heard 
of method
No respons 
or
refusal
Foams 0.9 28.3 70.3 0.5
Diaphr agm 1.0 39.5 58.8 0.7
I . U . D . 2.6 55.9 41.1 0.4
Condoms 3.1 51.5 45.0 0.4
Withdrawal 3.4 51 .6 44.7 0.3
Rhythm 5.7 64.6 29.4 0.3
Pill 7.3 75.9 16.7 0.1
The entries in Table 7.3.1. are arranged in increasing order 
of usage. If we accept the figure of 15.6 per cent of women who 
have ever used some form of contraception and if we accept the 
percentage given in the table it appears, as expected, that some 
women have used more than one contraceptive method as the percentages
who have used the methods cited in Table 7.3.1. add to 24, and this
2. For example, Olusanya (1969) mentions an iron ring worn on the 
woman's finger during intercourse, or a leather belt worn around 
her waist - see p.14.
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is excluding modern contraceptives which have been used by less 
than 0.5 per cent of the total sample. One would expect, for 
instance, that a woman who had actually taken the trouble to try 
to prevent a pregnancy would also make an effort to arrive at the 
method of contraception which she found most acceptable or efficient:
thus a woman became dissatisfied with her partner's use of with-
3drawal might seek to have an I.U.D. inserted .
The table shows that the contraceptive pill is the most 
popular method of family limitation. Interestingly enough, it is 
the unsophisticated techniques of withdrawal and rhythm which are 
the next most popular methods, closely followed by the use of con­
doms. Only 4.5 per cent of the women in a regular relationship use 
either foams, a diaphragm or an I.U.D.. Thus the pill is the only 
modern form of contraception which has outstripped in popularity 
the less efficient methods of withdrawal and rhythm.
As one would have expected, the proportion of women who 
have heard of the contraceptive method (even if they have never 
used it) increases with the incidence of usage of the method. The 
only exception to this trend occurs for the I.U.D. where it appears 
either that disproportionately many women have heard of the method, 
or disproportionately few have used it. The latter interpretation 
may be the more valuable one: the insertion of an I.U.D., and the 
subsequent medical attention needed by the woman, require medical
or para-medical facilities of a certain degree of sophistication
4which may not be generally available . The no response or refusal
3. In fact, the first method used by those women who had ever used 
contraception was orals for 27.7% of women, rhythm for 17.9%, 
I.U.D. for 11.3%, withdrawal for 9.2% and condoms for 8.8%.
4. See Population Reports (1975) Series J, Number 5: "Contraceptive 
Distribution - Taking Supplies to Villages and Households" in 
which there is discussion of the problem of servicing rural 
communities with birth control information and products, and
the relative merits of different forms of contraception according
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rate tends to decrease with the number of women who have never 
heard of the method.
Table 7.3.2. contains the characteristics of some further 
Nigerian surveys which sought information on desired family size 
norms from Yorubas of at least seventeen years, and interviewed 
both Yoruba wives and monogamously married men who were at least 
forty years old, and .had used birth control to achieve a "small" 
family of no more than five children. Although the CAFN2 sample 
was drawn from Western State and Lagos State, the distribution of 
age at first marriage was almost identical with the regression line^ 
used in the previous two chapters, derived from the CAFN1 data 
which themselves were obtained from women living in Ibadan City, 
Western State. Hence, even when CAFN2 data are used in simulations 
the CAFN1 regression line will be used for age at marriage with 
no loss of verisimilitude.
Responses were drawn from the CAFN2 survey in order to make 
an assessment of desired Yoruba family size and sex composition.
Table 7.3.3. contains four questions whose answers were analysed 
with the former purpose in mind. It is clear that a very large 
number of respondents were unable or unwilling to give a quantitative 
answer to the questions, but preferred to say either that the number 
was "up to God", or "no special number/what comes"^. The CAFN2 survey
to the amount of training needed by the supplier. It is advocated 
that extensive use be made of "village or household distribution 
points for condoms, foams, and oral contraceptives" (p.J-69) 
which "can be supplied without clinic procedures and with new, 
more flexible patterns of supervision". See also Population 
Reports (1975) Series J, Number 6: "Training Nonphysicians in 
Family Planning Services".
5. y = proportion married; x = age; y = 8.4x - 126.
6. Two separate codings were amalgamated to give this latter cate­
gory: "no special number, up to them" (with "them" being the 
hypothetical couple about whose fertility the respondent has 
been asked to comment) and "don't know, what comes". With
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interviewed 1,497 Yoruba men and 1,499 women, but there is a 
clear sex differential in the answer to question C only. The mean 
family sizes advocated by men and women respectively were 6.2 and 
5.8 for question A, 5.9 and 5.7 for question B and 4.5 and 4.3 for 
question D: for question C the male and female responses were res­
pectively 7.0 and 6.1. There is a general trend for men to state a 
slightly larger number.of children than women.
The residual groups of respondents to the four questions 
gave exact numerical answers, and these are presented in Figure 
7.3.1.. The responses by men and women have been amalgamated. It 
appears that the distributions of the responses to the first three 
questions are not greatly dissimilar: this indicates firstly that
the respondents cannot perceive that mortality conditions could be
7better than they are , and secondly that people are unable to 
envisage a situation in which they could be much wealthier or in 
which their being much wealthier could affect their attitudes to 
f ami1y size.
The first point needs some amplification since several 
issues are confused here. On the one hand, one might be led to 
believe that the levels of child mortality are very low, and hence 
that the respondents see no need to adjust their desired family 
size in line with a vast improvement in mortality conditions. In
reference to the former response it is interesting to note the 
comments of Taylor (1972): "At the Narangwal Rural Health 
Research Center, Punjabi village women who recognized that more 
children are surviving now than 30 years ago had significantly 
correlated patterns of response'in that they desired fewer 
children, fewer sons, referred less often to 'God's Will' as an 
explanation for demographic events, and expressed greater appro­
val of family planning and greater willingness to accept per­
manent methods of family planning" (p.4).
7. The "societal effect" of Knodel (1975) and the "community effect" 
of Brass (1975).
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FIGURE 7.3.1.
PERCEHTACE RESPCHSE8 TO CAFH2 QUISTICHS A. B. C AMD D
A: "BEST' FAMILY SIZE
____ i: IF "LOW MORTALITY"
C: IF "VERY RICH”
D: IF "VERY POOR"
H U M B E R C H I L D R E H
the previous chapter an estimate of the CAFN1 infant mortality
rate was given as 52 per 1,000 live births, but some scepticism
was expressed about the smallness of this figure on the basis of
comparison with other West African infant mortality rates which
0were four or five times as great . It does appear that there has
been an improvement in overall mortality, since the expectation of 
9life at birth has increased over the last 40 years from about 47 
years to about 66 years. The current infant mortality rate has been 
estimated at around 100 : this is double the value originally
cited, but half the other West African figures. On the other hand, 
one might infer that the respondents were unaware of high child 
mortality conditions, or at any rate unable to imagine how they 
would behave were mortality to be lowered. With an estimate of one 
child in ten dying before his first birthday one cannot say that no
8. See Footnote 6.1.17.
9. Using North estimates of mortality: personal communication,
J.C. Caldwell.
10. Ibid.
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improvement in infant mortality is possible . One must conclude 
that the respondents do not consider such mortality as startlingly 
high: indeed, there may be an intuitive understanding of the fact 
the people live longer now than they used to do. The value of the 
response to question B lies not in any indication of possible Yoruba 
behaviour under conditions of lowered mortality, but in our under­
standing of the way the Yoruba perceive their own situation.
The answers to questions C and D are the only ones in which 
12some respondents indicated that no children would be desirable, 
and question C is the only one to which some people answered that 
one child would be best . The logic behind the zero answers may be 
that when one is very rich one does not need children, and when one 
is very poor one cannot afford them. The distribution of the numerical 
responses to question D, and the average desirable family size, in­
dicate that the general consensus of Yoruba opinion is that the 
very poor cannot afford many children, and should not have them. 
However, Ware (1975) wrote:
"The very marked shift between ideal family size 
and the number of children Nigerian respondents 
would have 'if very poor' indicates that very 
few respondents do, in fact, perceive themselves 
as being very poor, although by external criteria 
a significant proportion would appear to be impove­
rished" (p.285).
Once again, the respondents have provided indirect information on 
their understanding of their own situation, rather than hard fac­
tual data which can be directly used in a simulation.
Another indication of the value of the distributions of the 
desired family size is the preference for even digits in the upper
ranges, above parity six. Thus more respondents gave six as their
11. For instance, the Australian infant mortality rate was 16.7 
in 1972: see 6.1.
12. Admittedly only very few respondents.
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answer than seven, eight than seven or nine, ten than nine or
eleven, and twelve than eleven. This preference for even numbers
was demonstrated earlier in Figure 5.4.4. which contains the
stated completed family size obtained from those CAFN1 women who
could be expected to have completed their childbearing. Even
though the question sought historical rather than attitudinal data
it happened that,for all parities except ten, more women had
stated that they had borne an even number of children than had
reported a number one less or one more. With women expressing
such a strong preference for even numbers despite being asked to
report hard facts, it is perhaps surprising that stronger even
digit preference does not occur when they are asked to state 
1 3preferences . In the latter case, the preference occurs only in
14the parities which exceed average total fertility . If one wished
to use one of the desired family size distributions in a simulation,
it would perhaps be best to smooth the stated responses above
parity six to eliminate this preference: although many CAFN2 women
1 5have indicated that they prefer stating an even to an odd number , 
one cannot infer from this that they will make a deliberate attempt
13. In their West African (Liberian) study, Gay and Cole (1967)
wrote: "We must now determine just what the people do and do
not count in daily life. Our observations indicate that it is 
possible to count many things but that some things are not 
counted. For instance, it is not proper to count chickens or 
other domestic animals aloud, for it is believed that some 
harm will befall them. This has also been the case in many 
other non-Western cultures, including that of the Old Testament, 
where it was not considered proper to count people aloud, lest 
some die. The Liberian government requires the Kpelle to count 
people from time to time...but it is not a traditional prac­
tice ... Counting is not so common an activity as it is in more 
highly commercial or technological cultures" (p.4l).
14. See 5.4.
i.e., that they can conceptualise better a hypothetical family 
of an even number of children than an odd number.
15 .
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to produce an even rather than an odd number of children.
The actual mean and modal family sizes which were presented 
by the CAFN2 women may also be open to doubt, for as Ware (1975) 
noted:
"Amongst the older women a large component of 
desired family size is made up of children 
who have already been born, and one would not 
expect these children to be wished away 
(especially as'to say that one has more children 
than one would desire, in the Yoruba context, 
comes very close to wishing them dead by 
witchcraft)" (p.285).
The sex preference data from the CAFN2 survey provide even 
less information than that on desired family size. Indirect measures 
were obtained from questions which asked whether boys or girls 
of the same age needed to have the most spent on them by the family, 
and whether boys or girls of the same age did more productive 
work. It was found that 22 per cent of respondents thought that 
boys and girls did the same amount of work; and 29 per cent 
thought that boys and girls demanded the same outlay. While 52 
per cent thought that boys earned more than girls, 42 per cent 
considered that they cost more: 23 per cent judged that girls 
earned more than boys but 27 per cent thought that they cost more. 
Table 7.3.4. shows the distributions of answers to these question 
by the respondent's sex. From the table it appears that while both 
CAFN2 Yoruba men and women agree either that boy children cost 
about half as much again as girl children, or that they cost the 
same, there is a clear sex differential in their responses re­
lated to the relative productivity of male and female children. 
While slightly more women than men think that children of either 
sex have about the same value, four out of every five men who see 
a differential in productivity between boy and girl children con­
sider that boys are worth more than girls. Three out of every
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five women who perceive a sex differential in productivity con­
sider that boys are worth more than girls. Thus, while those 
respondents who do not think that boys and girls are equally 
productive are more likely to consider that boys are the more 
productive, this conviction is held by more men than women. How­
ever, this is at best indirect data on actual family composition 
pref erences.
Figure 7.3.2. presents the distributions of responses by 
male and female respondents to the question: "In a family of 
six children, what is the best number of boys and the best 
number of girls to have?" The response "It doesn't matter" was 
given by 17 per cent of men and 21 per cent of women, and these 
percentages along with the small number who gave no response^ 
were eliminated from the sample in order to construct a percen­
tage distribution of the numerical responses. Only six respon­
dents (0.2 per cent) chose at least five girls, but six per 
cent chose at least five boys and 65 per cent chose at least 
four boys. When the denominator is restricted to those people 
who responded numerically this latter percentage rises to 82 
per cent being composed of 55 per cent of male respondents. The 
figure makes it plain that both CAFN2 men and women prefer a 
family of four boys and two girls to an equally balanced family, 
with men holding a slightly stronger male preference than women.
These findings are not widely different from those of 
Dow (1974) whose analysis of a 1*970 KAP survey in Sierra Leone 
indicated that "no pronounced sexual preference was apparent in 
either the desire for additional children or the expression of 
ideal family size preferences" (p.22). However, when any 
(admittedly small) preferences were expressed for one sex rather
401
16. 17 men and 15 women, or 1.1% of the total sample.
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FIGURE 7.3.2.
PERCENTAGE RESPONSES TO CAFN2 QUESTION ON THE DESIRABLE SEX COMPOSITION OF A SIX-CHILD FAMILY
MALE RESPONDENTS
FEMALE RESPONDENTS
6 BOYS
0 GIRLS
than the other, "they tended to favour the male child". From a 
wider point of view the author wrote that:
"Although there are some indications of sex preference 
in parts of tropical Africa, the general conclusion 
that in most African tribes girls are as welcome as 
boys is probably correct
Repetto (1972) made a study of Indian, East Pakistani and 
Moroccan fertility data, testing a basic hypothesis "that the 
desire for a minimum number of sons directly affects fertility 
behaviour" (p.71). He examined detailed hypotheses related to sex 
ratios by parity and total fertility, birth intervals by sex of 
the last born child and total fertility by the sex of the first 
two or three children. Interestingly enough, the data he examined
"provides no support whatever for the idea that in 
countries with strong son preference, the limitation 
of fertility is constrained by the strong desire to 
ensure the survival of one or more sons...Families
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t h a t  la c k  sons or t h a t  have a h igh p r o p o r t i o n  
of d a u g h te r s  t e n d ,  o th e r  t h i n g s  being e q u a l ,  to  
have fewer c h i l d r e n .  F a m i l i e s  t h a t  have a h igh 
p r o p o r t i o n  of sons  tend to  have h ig h e r  f e r t i l i t y "
( p .7 5 ) .
Thus, i f  we acc ep t  t h e  f i n d i n g s  o f  R ep et to  (1972) ,  we would not 
expec t  s t r o n g  Yoruba son p r e f e r e n c e s  to  i n s p i r e  h ig h l y  m ot ivated  
f e r t i l i t y  b e h a v io u r ,  and indeed we have found t h a t  the  Yoruba p r o ­
f e s s  no more th a n  a s l i g h t  p r e f e r e n c e  f o r  sons i f  they  ex p re s s  any 
p r e f e r e n c e  a t  a l l .
TABLE 7 . 3 . 5 .
CONTRACEPTIVE STRATEGIES 1 TO 4
C o n t r a c e p t iv e
S t r a t e g y
C o n t r a c e p t iv e  
Ef f i c i e n c y
Post  Partum A f te r  At ta inment  
of  Desi red  
Family Size
1 90% Complete ly 
n o n - s u s c e p t i b l e
C o n tr a c e p t io n
2 95% f o r  two yea rs of  s t a t e d
3 9C% N o n -su s c e p t ib le  
f o r  3 months,
ef  f i c i e n c y
4 95% th e n  c o n t r a ­
c e p t io n  f o r  
2 y e a r s
u n t i l  t e r m i n a l  
s t e r i l i t y
A number of  Yoruba s i m u l a t i o n s  were performed ac co rd in g  to  
t h e  s t r a t e g i e s  l a i d  down in  Table 7 . 3 . 5 . .  C o n t r a c e p t iv e  e f f i c i e n ­
c i e s  of  90 and 95 per c e n t  were chosen,  and i t  was assumed t h a t  
a l l  women in  the  sample had the  same i d e a l  f a m i ly  s i z e  and used 
t h e  same c o n t r a c e p t i v e  regimens  in  an a t t em p t  t o  r e a l i s e  t h i s  i d e a l .  
Table 7 . 3 . 1 .  showed t h a t  t h e  o r a l  c o n t r a c e p t i v e  i s  th e  most popu la r  
b i r t h  c o n t r o l  method used by Yoruba women, and a l though  t h i s  has 
a t h e o r e t i c a l  e f f i c a c y  as h igh as 99 .9  per cen t  th e  pregnancy r a t e
per  100 woman-years of use i s  1 .0  in  developed  c o u n t r i e s  and 2 .0
17in  unde rdeveloped c o u n t r i e s  . Thus th e  p e rc e n ta g e s  used in  t h i s  
f i r s t  group of  s i m u l a t i o n s  were chosen to  r e f l e c t  user-method
17. See 7 .1 .
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failure rates, and are not intended to characterise particular 
methods of contraception.
The first two strategies differ only in contraceptive effi­
ciency: each woman is completely non-susceptible to conception for 
two years after each birth, but when she has reached her repro­
ductive goal she initiates the use of birth control after these 
two years have elapsed. Thus, if she produces an additional birth, 
she is effectively sterile for two years post partum, and then 
recommences her use of contraception. Strategies 3 and 4 also 
differ only in the efficiency of the contraception used by the 
sample,but the period of complete post partum non-susceptibility 
has been shortened to three (lunar) months, and at this point each 
woman begins to take contraceptive precautions, intending to guard 
against conception for two years. If she conceives during this 
time the period of contraceptive usage is shortened prematurely: 
otherwise, she voluntarily terminates her use of contraceptives 
at the end of the two years.
The first two post partum strategies correspond with total
abstinence for two years, while the latter two simulate a situation
in which each woman is temporarily sterile for at least three
months after each confinement. This is a reasonable assumption
18according to Yoruba customs of breastfeeding and abstinence , 
even if we assume that these norms have changed greatly in line 
with the changes in contraceptive practices. Even though a completely 
hypothetical situation is being simulated one still needs internal 
consistency of input data. For instance, one would be able to draw 
no useful inferences from a simulation in which women abstained 
for long periods post partum, according to tradition, but had 
modern family ideals of two or three children and used contraception
18. See Figure 5.1.1. and Figure 5.4.2.: the latter showed the
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of 99 per cent efficiency. Such a short period of non-suscepti­
bility as is used in strategies 3 and 4 is not inconsistent with 
the degree of modernisation inherent in the general use of contra­
ception of 90 or 95 per cent efficiency. It is far more realistic 
that a woman who has access to contraceptives would use them in 
order to space her births, rather than abstain between births and 
commence the use of contraception only when she had borne a
family of the size she wanted. Thus the first two strategies were
19performed more as theoretical exercises rather than as serious
attempts to study Yoruba fertility.
Table 7.3.6. contains the 95 per cent confidence intervals
of average parities derived from simulations differentiated by
the four different contraceptive strategies and family size ideals
ranging from three to seven children. No lower ideals were chosen
because so few CAFN2 respondents indicated that they would be
20happy with even three children : no higher ideals were chosen
because strict contraceptive regimens need not be employed to
attain a family even as large as this upper limit. The use of
family size ideals of as many as six or seven children is largely
incompatible with any of the contraceptive strategies.
This is made clear in Table 7.3.6. which demonstrates a
large amount of "reproductive under-achievement" for desired
parities six and seven: for each strategy, those women who want
seven children produce about two fewer than this number. The width
of the confidence intervals increases with desired family size.
erosion of traditional patterns of abstinence and breast­
feeding, while the former related the duration of physiological 
non-susceptibility to the duration of lactation.
19. Like the simulations of 7.1.
20. See Figure 7.3.1.
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TABLE 7.3.6.
95 PER CENT CONFIDENCE INTERVALS (a, b) FOR AVERAGE PARITIES 
OBTAINED UNDER VARYING STRATEGIES OF CONTRACEPTION AND 
IDEALS OF FAMILY SIZE
Contraceptive
Strategy
Desired family 
size
1
a b
2
a b
3
a b
4
a b
3 3.37 3.52 3.02 3.15 3.64 3.84 3.24 3.39
4 3.88 4.05 3.70 3.86 4.21 4.41 3.83 3.99
5 4.37 4.56 4.23 4.42 4.51 4.73 4.30 4.49
6 4.66 4.89 4.76 4.97 4.96 5.21 4.70 4.93
7 4.97 5.21 4.92 5.16 5.16 5.42 4.79 5.04
All the women who wish to have three children exceed their goal, 
while of those who want four children, only those following 
strategy 3, the most inefficient one, actually exceed their goal.
As desired family size increases, the different contraceptive 
procedures become less important in separating out the average 
parities, as is evidenced by the gradual overlapping of confidence 
intervals.
Table 7.3.7. presents these data in a different form: calcu­
lations were made of the percentages of the simulated samples 
which actually attained their family size ideals and did not exceed 
them. As the Pittenger progressive sterility function starts from 
a positive radix there are some women sterile at marriage, and 
hence the percentages attaining their goals can never reach 100
I
per cent: under the best contraceptive regimen, the maximum pro­
portion exactly achieving their ideal would be less than 95 per 
cent as the percentage of women with zero parity ranged from five 
to eight in the first set of twenty simulations.
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TABLE 7.3,7.
PERCENTAGE OF SAMPLE EXACTLY ATTAINING THEIR FAMILY SIZE IDEAL 
UNDER DIFFERENT CONTRACEPTIVE STRATEGIES
Contraceptive
Strategy
Desired family 
size
1 2 3 4
3 39.8 59.0 30.3 51.2
4 49.5 59.8 41.0 58.9
5 53.3 57.9 45.7 54.2
6 38.5 46.3 38.3 42.3
7 26.4 26.4 29.5 25.3
As one would expect, the most consistently efficient contra­
ceptive strategy is the second one: this is because it incorporates 
the most effective contraception and two-year periods of non-sus­
ceptibility. Those people using stragies 1 and 3 are composed of 
the largest proportions achieving exactly five children (although 
strategy 1 is more efficient in this respect than the more rea­
listic strategy 3). Similarly, those people using strategies 2 
and 4 contain the largest proportions of women who achieve exactly 
four children: in this case, the percentages are almost identical. 
It is made apparent that none of the contraceptive regimens are 
particularly effective in achieving parities as high as seven.
Figure 7.3.3. contains the distributions of live births
obtained from simulations of 1,000 women using contraceptive
strategy 1 and a range of desired family sizes from three to
seven. The modal numbers of live births do occur at the desired
family size, but there is a considerable amount of spread around
this number of live births. Most of the "reproductive under­
by reducing fecundability andg-^
achievement" is caused/by physiological sterility overtaking 
21. Rather than contraceptive sterility.
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FIGURE 7.3.3.
DISTRIBUTIONS OF LIVE BIRTHS BY DESIRED FAMILY SIZES UNDER CONTRACEPTIVE STRATEGY _1
4 (MEAN
—  ■ 5 (MEAN
6 (MEAN
7 (MEAN
B I R T H SL I V EN U M B E R
FIGURE 7.3.4.
DISTRIBUTIONS OF LIVE BIRTHS BY DESIRED FAMILY SIZES UNDER CONTRACEPTIVE STRATEGY 2
3 (MEAN
4 (MEAN
5 (MEAN
6 (MEAN
7 (MEAN
N U M B E R  O F  L I V E  B I R T H S
.44)
.96)
.47)
.78)
5.09)
3.09)
* 3.78)
- 4.32)
- 4.86)
= 5.04)
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FIGURE 7.3.5.
DISTRIBUTIONS OF LIVE BIRTHS BY CONTRACEPTIVE STRATEGY FOR IDEAL PARITY OF 4 .
..........  1 (MEAN = 3.96)
2 (MEAN = 3.78)
3 (MEAN » 4.31)
4 (MEAN - 3.91)
N U M B E R  O F  L I V E  B I R T H S
women in the sample before they have borne as many children as 
they would like. The "reproductive over-achievement" is caused 
by the gap between total non-susceptibility to conception and 
the actual efficiency of the contraception employed after the 
ideal fertility has been attained. The distributions become pro­
gressively sharper up to the one with desired parity five, and 
then decline in height as they broaden in range.
Figure 7.3.4. contains the comparable live birth distri­
butions obtained under the second contraceptive strategy. While 
the same general pattern is observed as in Figure 7.3.3., the peaks 
of the distributions are higher as the more efficient form of 
contraception ensures that the modal frequencies are higher than 
those depicted in Figure 7.3.3. The comparative irregularity of 
the curve obtained when the ideal family size is seven is an 
indication of the unlikelihood of such a contraceptive strategy's
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being employed to achieve a family size of this magnitude: this 
is apparent also in Figure 7.3.3..
The next figure presents the live birth distributions of 
those simulated populations which attempted to produce exactly 
four children, according to the contraceptive regimen which was 
employed to this end. As already indicated in Table 7.3.7. the 
second strategy is the most efficient, but the figure demonstrates 
that this strategy is only very slightly better than the fourth 
one. In contrast to this, the first strategy is clearly more effec­
tive than the third. Thus, as contraceptive efficiency increases, 
and birth intervals increase due to deliberate spacing there is
a diminishing of the extent of the difference between the use of
22contraceptives for two years and the practice of sexual absti­
nence for this period. As one would expect, the latter two regimens 
are less efficient than the first two, but they (and variants) 
will be used from this point on because of the superiority of the
assumption that deliberate birth spacing is effected through
23contraception rather than abstinence .
It is a large oversimplification to assume both that all 
women have the same ideal parity and that they seek to achieve 
this by the same contraceptive strategy. Table 7.3.8. contains 
the characteristics of the next four simulations, the first two 
of which allowed ideal family size to vary over the population 
according to a distribution based roughly on the first three 
curves which appear in Figure 7.3.1.. The runs using contraceptive 
strategies 5 and 6 allow ideal parity to vary from three to ten,
22. Plus 3 months non-susceptibility to conception.
23. At any rate, in the light of constructive attempts to produce 
a small family - "small" in the Yoruba sense of the word.
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and contraceptive efficiency is a function of ideal parity: this 
was based on the premise that those women, or couples, who were 
sufficiently motivated to desire a small family would also be 
sufficiently "modernised" to use fairly effective contraception; 
conversely, those traditional Yorubas who desired large families 
would be using methods such as withdrawal, which are of unpredic­
table (low) efficacy.’ Strategies 5 and 6 differ in the length of 
their durations of post partum contraceptive usage, with women 
employing the former strategy using contraception after a birth 
for twice as long as those using strategy 6. Strategies 7 and 8 
use a distribution of ideal parity which has been shifted down 
one live birth so that the range of the distribution extends from 
two to nine. The simple averages of the two distributions are 
respectively 5.53 and 4.53.
Figure 7.3.6. contains the distributions of live births
which were obtained under contraceptive regimens 5 and 6, as
well as the actual input distribution of desired family size.
Although the smallest desired parity is as high as three, the
simulated women have parities extending from zero since the
simulations incorporate primary sterility. For interest's sake,
Figure 7.3.6. also presents the live birth distribution which
24was simulated using the CAFN1 "did abstain" data
Both the distributions which were obtained using strategies 
of contraception have a wider range than that of the input dis­
tribution. At lower parities this is caused by the progressive 
sterility function, as some women are sterile at marriage and 
others become so shortly afterwards. The strategy 5 distribution 
lies above the strategy 6 one at this end of the range because
24. See Figure 5.4.4.
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FIGURE 7,3.6.
DISTRIBUTIONS OF LIVE BIRTHS OF CONTRACEPTIVE STRATEGIES 5 AND 6 AND THE CHAPTER 5 "DID
ABSTAIN" SIMULATION.
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FIGURE 7.3.7.
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each of these women employs contraception for two years after
a birth, and thus has a greater risk of becoming sterile in the
time before she can produce another child than a woman who is
attempting to space her children closer together. The live birth
distributions of both strategies 5 and 6 extend to parity 12,
but that of strategy 5 falls below that of 6 above parity five.
The simulated populations are seen to exceed their ideal below
parity four, and to fall short of it above parity eight. While
the distributions obtained from the simulations of Chapter Five
and strategy 5 are very similar for the lower parities, their
later divergence illustrates their intrinsic differences despite
26the similarity of their means
Figure 7.3.7. presents the live birth distributions which 
were obtained under strategies 7 and 8, and the input distribution 
of desired family size. In this case, the average parities of both 
the simulated populations are closer to the mean of the input dis­
tribution than was the case in Figure 7.3.6. although, in both 
figures, those women who use post partum contraception for one 
year rather than two are more successful, in the mean, in achie­
ving their reproductive ideal. For all four strategies, the modes 
of the distributions of live births coincide with the modes of 
the input distributions.
The use of contraception affects fertility by extending the 
waiting time to conception. Table 7.3.9. contains the mean birth 
intervals appropriate to the modal parity of each simulation. As 
no contraception is used between marriage and the first live birth,
25. With an efficiency which is dependent on the number of children 
she considers ideal.
26. Their confidence intervals being (5.15, 5.42) for the CAFN1 
Chapter 5 mean, and (5.13, 5.40) for the strategy 6 mean.
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TABLE 7.3.9.
AVERAGE BIRTH INTERVALS IN LUNAR MONTHS FOR WOMEN WITH MODAL 
PARITY, BY CONTRACEPTIVE STRATEGY
STRATEGY 
BIRTH INTERVAL
5 6 7 8
1 17.0 17.0 16.6 17.8
2 40.8 32.6 41.9 31 .6
3 41 .7 32.1 44.8 31.5
4 44.6 33.7 53.9 53.2
5 47.1 46.2
N 281 261 282 252
the differences in the mean first birth intervals are caused by 
stochastic variation. However, in later birth intervals the dif­
ferences between runs 5 and 6 (and runs 7 and 8) are caused by 
variations in the intended spacing of births: differences between 
runs 5 and 7 (and runs 6 and 8) are caused by differences in the 
input distribution of ideal family size. The shortening of birth 
intervals caused by the decrease in the length of post partum contra 
ceptive usage is more noticeable in the runs which use the input 
distribution with the lower mean parity than the one with the 
higher value. This rule breaks down only for the final pairs of 
birth intervals where the birth intervals are shortened only very 
slightly by the decrease in the spacing period.
Table 7.3.10 presents the age-specific fertility rates of 
simulated Yoruba women using contraceptive strategies 5 to 8.
There is little difference in the 15 - 19 rates although both 
the shorter spacing periods produce higher fertility than the 
longer ones: this trend is continued up to the age of 30 years.
Up to the age of 25 years, there are no significant differences
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TABLE 7.3.10.
AGE-SPECIFIC FERTILITY RATES OF WOMEN USING CONTRACEPTIVE
STRATEGIES 5 TO 8
STRATEGY 5 6 7 8
AGE GROUP
15 - 19 62 84 71 82
20 - 24 201 257 206 250
25 - 29 290 350 269 303
30 - 34 218 230 191 185
35 - 39 118 104 88 69
40 - 44 30 24 22 20
45 - 49 4 5 3 3
50 - 54 1 - 1 -
TOTAL FERTILITY 4612 5268 4253 4563
between runs according to the input distributions of desired
parity, but after this age the fertility rates of run 7 are less
than those of run 5, and those of run 8 are less than those of
run 6. The effect of shifting the input distribution one live birth
lower does not make itself felt until the third age group because
no constraints are placed on the fertility of the women of any of
the runs until they have borne at least two children, and only a
very small percentage of the women subject to the second input
27distributions anyhow want a family as small as this
So far we have simulated Yoruba fertility under different
2Qconditions of spacing, contraceptive efficiency and family size ; 
then simulations were performed incorporating distributions of 
desired family size and contraceptive efficiency. The first simu­
lations are of a fairly hypothetical nature, since they were 
27. See Table 7.3.8.
28. See also 7.1.
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performed as exercises to discover the theoretical effects of
the changes in input parameters: no-one would suggest that it is
likely that all the women of any population would have the same
family size ideal. The simulations which incorporate a variety of
ideal parities and contraceptive efficiencies are hypothetical
because we have no evidence to suggest that Yoruba women are
likely to adopt contraception, of whatever efficiency, as a
total substitute for sexual abstinence. The results from the 
29CAFN3 survey indicated that a large proportion of those Yoruba
women over 40 years of age who had achieved a family of fewer than
six children relied on abstinence: 31.0 per cent reported that post
natal abstinence had been their main method, and 42.0 per cent,
their second most important method; 43.4 per cent reported that
abstinence at other times had been their main method, and 33.5 per
cent, their second most important method. Overall, 66.9 per cent
of women had used no method other than abstinence, while as few 
30as 10.7 per cent had used rhythm and/or withdrawal with or with­
out sexual abstinence. A further 2.0 per cent had combined these 
latter methods with the use of condoms. It does not therefore seem 
likely that the fertility behaviour of Yoruba women will approach 
the patterns described in Table 7.3.8. for some time to come, if 
at all .
A further simplification in the simulations is that no
account has been taken of Yoruba infant and child mortality. The
Ibadan Yoruba infant mortality rate has been estimated at 100 per
311,000 live births , and Orubuloye and Caldwell (1975) reported
29. See Table 7.3.1.
30. 32.4% of the remainder.
31. See Footnote 7.3.9.
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99 deaths per 1,000 children aged between one and four years:
this figure was derived form retrospective data pertaining to a
32village which contained health services' . One might thus like to 
incorporate into some runs an infant mortality rate of 100, and 
a mortality rate of children under five of 200.
The first simulations incorporating mortality were performed
using constant family'size ideals ranging from three to seven and
33a fixed contraceptive efficiency of 95 per cent" These Yoruba 
simulations differ from those in 6.3. in that infant and child 
mortality up to the age of five years is allowed to affect ferti­
lity only through a volitional mechanism: in the previous runs, 
mortality affected fertility only through a non-volitional, physio­
logical mechanism. Here it was assumed that the mother was tempo­
rarily sterile post partum for only three months, and no allowance 
was made for child death to interrupt lactation and thus promote 
the return of fecundity. In the earlier simulations of this section 
the woman's fertility achievement was compared constantly with her 
fertility ideal, and terminal contraception initiated when these 
factors were equal. In these new simulations it is her nett 
fertility achievement which is compared with her fertility ideal.
Only deaths of children under the age of five years are 
allowed to affect fertility decisions, and the estimated 100 
deaths of Yoruba children in the one to five age group are
32. See 6.3.: a village with no health services had a comparable
rate almost double this value^ .
33. The discussion in the early part of this section indicated that 
the contraceptive pill was by far the most popular modern method 
of birth control, so one may like to assume that this contra­
ceptive efficiency characterises a population of universal pill- 
takers. It was not considered worthwhile to run these highly 
theoretical simulations again with a different contraceptive 
efficiency as this was done earlier in the section.
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partitioned so that 50 and 25 deaths occur in the second and third 
years of life respectively, and 25 more deaths are spread uniformly 
over the following two years. Infant age at death is taken as 
three months, but all other age-specific deaths occur at the mid­
point of the appropriate time interval.
TABLE 7.3.11.
95 PER CENT CONFIDENCE INTERVALS (a, b) FOR AVERAGE PARITIES 
OF RUNS INCORPORATING CHILD MORTALITY AND FIXED IDEAL
FAMILY SIZES
DESIRED FAMILY 
SIZE a b
AVERAGE
PARITY
NETT
PARITY
3 3.62 3.80 3.71 2.99
4 4.19 4.40 4.30 .3.47
5 4.70 4.92 4.81 3.89
6 4.96 5.20 5.08 4.11
7 4.92 5.19 5.06 4.07
Table 7.3.11 contains the 95 per cent confidence intervals 
for average parities of these first runs. Nett parity is presen­
ted, being the average parity less the average number of deaths 
of children aged less than five years. As each woman is effectively 
sterile for three months post partum and then uses 95 per cent
efficient contraception for two years (unless a pregnancy occurs)
34the results may be compared directly with those of strategy 4
Thus, while the confidence intervals are of about the same length
as those obtained using strategy 4, the average parities all
exceed the comparable strategy 4 ones although the excess ferti-
35lity declines as the ideal family size increases
34. See Table 7.3.5. and Table 7.3.6.
35. From 0.40 live births for ideal parity 3 to 0.25 for ideal 
parity 7.
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FIGURE 7 . 3 . 8 .
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The structure of the model ensures that the death of an 
infant cannot affect the length of the post partum infecundable 
period, nor is  i t  allowed to affect the duration of post partum 
contraception. However, the number of deaths of children aged less 
than five years increases with ideal parity as the input data 
require that on average one child out of five should die before 
his f if th  birthday. The nett parities are all less than the corres­
ponding strategy 4 ones, and the f e r t i l i ty  deficit increases with 
ideal parity"'" . The decrease in the excess of average parities 
over those of strategy 4 is caused by the fact that the achieved 
fe r t i l i ty  has to reach a progressively higher goal before terminal 
contraception is introduced. The increase in the deficit of nett 
parities below the average parities of strategy 4 is caused by 
the fact that women seeking to produce large families do not
36. From 0.32 live births for ideal parity 3 to 0.84 for 
ideal parity 7.
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initiate terminal contraception for some time, if at all, and
thus suffer a greater number of child deaths overall than women
37with smaller families
Figure 7.3.8. compares the distributions of live births of 
the mortality runs with ideal parities three and five, with the 
comparable strategy 4 runs. The effect of introducing mortality 
into the simulations is not felt until the ideal parity has been 
attained since, for instance, the death of a child to a woman 
who desires three children will motivate her to produce a replace­
ment. Thus the distributions of the mortality runs are flatter 
and extend to higher parities than the strategy 4 ones. Indeed, 
using the latter strategy, the modal parity is always the ideal 
parity, but when mortality is included in the simulation this is 
true only for parities four to six. As is clear in Figure 7.3.8.,
for ideal parity three the modal parity is four: for ideal parity
30seven, the modal parity is 5.5
Next, two simulations were run using the distributions of 
ideal family size based on Figure 7.3.1. and contraceptive effi­
ciency as shown in Table 7.3.8., and post partum contraception for 
two and one years respectively, with allowance being made for 
the same levels of child mortality as were incorporated in the 
previous runs. These new ones are thus directly comparable with 
those of strategies 5 and 6 and will be referred to as strategies 
5* and 6*. The inclusion of mortality increases the average parity 
of strategy 5 from 4.61 to 5.01, and that of 6 from 5.27 to 5.63.
37. Note however that nett parity is consistently about 20.5% 
less than average parity, as one would expect.
38. Equal frequencies for parities 5 and 6: when the mortality 
runs are repeated with a contraceptive efficiency of only 
9C% (derived from strategy 3) the ideal parity is one less 
than the modal parity for all parities but 7, when they 
are equal.
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However, the nett parities fall short of those obtained in 
the runs which make no allowance for child mortality, being 
respectively 4.00 and 4.49. This occurs because no allowance 
was made for the termination of the period of post partum contra'
ception if a child died during this interval.
40Two further simulations were performed which differed 
from strategies 5* and 6* by allowing the death of a child to 
cut short the period of post partum contraception. Thus, the 
pre-determined length of contraceptive usage was compared with 
the child's age at death, and if it exceeded this age then it 
was truncated so that it equalled the age. For instance, a woman 
who intended to use contraception for two years after delivery, 
but whose child died in its second year of life, would re-enter 
the fecundable state six months earlier than she would otherwise 
have done.
TABLE 7.3.12.
AVERAGE AND NETT PARITIES OF STRATEGIES 5, 5*, 5' AND 
6, 6*, 6' AND OF THE CAFN1 "DID ABSTAIN" SIMULATION
CONTRACEPTIVE STRATEGY 5 5* 5« 6 6* 6'
AVERAGE PARITY 4.61 5.01 5.56 5.27 5.63 5.68
NETT PARITY 4.61 4.00 4.46 5.27 4.49 4.59
POST PARTUM CONTRACEPTION 2 years 1 year
* Allowing child mortality.
1 Allowing child mortality; post partum contraception interrupted 
by death of child.
CAFN1 "DID ABSTAIN" SIMULATION
NO MORTALITY CH. 7 MORTALITY
AVERAGE PARITY 5„28 5.60
NETT PARITY 5.28 4.49
39. Defined as in Table 7.3.11.
40. 5' and 6' .
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Table 7.3.12. presents the average parities and nett parities 
of the two original simulations, strategies 5 and 6, and the simu­
lations based on these which include child mortality. As one would 
expect, the average fertilities are increased in the last pair of 
runs because of the shortening of birth intervals caused by the 
cessation of contraception at the death of a child, although the 
increase is not significant between runs 6* and 6'. However, the 
increase between runs 5* and 5' is obviously significant: the 
difference in contraceptive strategies occurs here when deaths 
take place of children under two years old. That for runs 6* and 
6' occurs only for infant deaths, when women in the 6* run use 
no post partum contraception at all as the age of death of an 
infant is a constant three months in the model; and the mother 
is assumed to be sterile for this period, and to commence contra­
ceptive use only after this time has elapsed (in the absence of 
an infant death).
While both sets of nett parities fall short of the average 
parity of the parent run (because of the "wasted" reproductive 
time spent in producing a child who is to die) nett parity is 
actually increased by the strategy which allows post partum contra­
ception to be influenced by child death. Hence, in the case where 
the mother usually practises contraception for two years after 
a birth except when her child dies, her nett fertility is almost 
as high as that of the mother whose children are not subject to 
mortality. When post partum contraception is ordinarily practised 
for only one year, the differential is greater, as are nett parities. 
The distributions of live births are not presented because, although 
as one moves from strategies 5 to 5* to 5' (and 6 to 6* to 6') 
there is a flattening and broadening of the curves, the variations 
are extremely slight. They are much less marked than those observed
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in Figure 7.3.8. because the use of distributions of ideal family
size and contraceptive efficiency anyway tends to flatten and
skew to the right the live birth distribution.
As a matter of interest, the same level of child mortality
as is used in this section was applied to the CAFN1 simulation
of 5.4. which used the survey's "did abstain" data, and post death
41abstinence the length of which was parity-dependent . The original
42distribution is surprisingly like that of the strategy 6 run :
this serves as a warning that one cannot tell from the live birth
curve what were the reproductive practices of the population, as
43quite different input data and reproductive mechanisms were
employed in the two simulations. In that of Chapter Five, the
period of sexual abstinence was cut short by the death of a young
child, while in the later simulations of this chapter the death
of a child motivated the mother to try to conceive again so that
her fertility ideal might yet be achieved.
In this section, an attempt has been made to examine the
effect on Yoruba fertility of desires for particular family sizes
which are sufficiently strong to motivate consistent contraceptive
use; ideal family sizes were introduced both as fixed numbers and
distributions, as were contraceptive efficiencies. However, the 
44survey data indicated that the concept of an "ideal family size" 
is vague in the Yoruba context as significant proportions of res­
pondents could state no preferences, or apparently quantified their
41. See Figure 5.4.4. and 6.1.
42. and their means are respectively 5.28 and 5.27.
43. Respectively, a distribution of post partum sexual abstinence, 
and distributions of ideal family size and contraceptive
efficiency.
44. CAFN1, CAFN2 and CAFN3.
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notion that a large family was ideal by seizing on a large even
45number . Perhaps no more can be deduced from the distributions
of such responses as appear in Figure 7.3.1. than such conclusions
as "only 16% of all Yoruba women personally wish to have four or
fewer children" ' . This itself may even be an over-quant ification
of the situation: one should perhaps say that "between one and
two Yoruba women out of every ten" wish to have this number of
children. Further, even if the numerical data were stronger, one
still has the problem of assessing to what extent a lifetime's
reproductive performance is likely to be consistent with the answers
47given to an interviewer on one particular day of that life . For
this reason no attempt has been made here to simulate the even
weaker data on sex preferences. Ware's (1975) study did indicate
that younger women were more willing than older women to state
the lower parities as ideal, but this may indicate either some
"modernisation" trend, or just an increasing awareness among the
young of propaganda on contraception and the desirability of
48family limitation . It is therefore probably safest to regard 
the simulations of this section largely as theoretical exercises, 
since the pre-conditions (input data) certainly do not mirror the 
current Yoruba situation. The Yoruba were chosen as the base 
population for these runs in order to complete the demonstration 
of the model's potentialities for experimentation on one population, 
and not because their fertility behaviour is particularly well suited
45. See Footnote 7.3.13.
46. Ware (1975) p.295.
47. See 7.2.
48. See the discussion in 7.2. of Blake (1974).
426
to this type of analysis. More "realistic" simulations can certainly 
49be performed , and this will be discussed in the next and final 
chapter, but some worthwhile results related to the effects of 
volitional mechanisms on fertility have yet been derived from the 
simulations of this chapter.
49. For instance, using a low fertility Western population which 
has ready access to a variety of highly efficient methods of 
contraception.
C H A P T E R  E I G H T
CONCLUSIONS: PAST FINDINGS AND 
FUTURE DIRECTIONS
I was ever of opinion that the honest man who married and 
brought up a large family did more service than he who continued 
single and only talked of population.
Oliver Goldsmith - *The Vicar of Wakefield' (1766)
427
8.1. INTRODUCTION
The final chapter seeks to consolidate the methods and 
findings of the preceding ones, as well as to delineate those areas 
in which further investigation of human reproduction would be 
particularly interesting. The advantages of using Monte Carlo models 
in such fertility studies were listed in the second chapter, and 
indicated indirectly in the first one where a discussion was pre­
sented of the whole range of models which have been established 
to study fertility. However, the diffidence with which much of 
the input data were discussed in Chapter Three stresses the need 
for continual diligence in searching out new and better data, and 
for flexibility in being willing to adjust one's models as such
improved data become available . Chapter Four tested the model
2with a variety of different parameters and distributions and 
established the model as a viable working unit by comparing its 
output with known Hutterite data, and finding good agreement 
between the sets of real and simulated data. Thus the first four 
chapters form an integrated structure in which a microsimulation
1. For example, one might decide to allow fecundability to vary 
between couples, perhaps using a Beta distribution as in the 
models of Barrett and Brass; or use the results of Suchindran 
and Lachenbruch (1975) who made fecundability estimates by 
truncating a Beta distribution as "a population consisting of 
women who have conceived before a time t ignores all women 
whose conception time exceeds t" (p.291); or use those of 
Bongaarts (1975) who estimated the first two moments of fecund- 
ability by fitting his model to the distribution of first 
birth intervals observed in 5 historical populations.
2. The two studies of Roy and Venkatacharya (1971) and Roy and 
Balasubramanian (1973) used conventional analysis of variance 
techniques on the output from their Monte Carlo fertility models 
firstly to assess the effects on total fertility and birth 
intervals of fecundability, post partum amenorrhoea and foetal 
wastage, and their interactions, and secondly to determine the 
relative sensitivity of birth intervals to these three factors 
and to age at marriage. Such analysis was not performed in 
Chapter 4, but the possibility of carrying out such work 
should be noted.
428
model is progressively developed, tested and validated.
The following three chapters not only tested the capability 
of this model, but also used it to examine the fertility patterns 
of the Yoruba of Western Nigeria: an examination was made of the 
effects on fertility of post partum and terminal sexual abstinence; 
of the physiological effects of infant and child mortality; and 
of the impact of strong desires for particular family sizes with 
or without infant and child mortality. Linked with these simulations 
were discussions of the input data relevant to each variant of the 
basic model, and of the theoretical effects of the refinements of 
the model on the fertility of the original simulations. Thus, for 
instance, not only Yoruba lactation and abstinence patterns were 
simulated, but a detailed study was made of the relationship 
between the durations of breastfeeding and post partum amenorrhoea, 
and a number of exercises were performed to discover the theoretical 
effects on fertility of the length of the post partum infecundable 
period. Not only were useful results derived from these simulations, 
but various avenues of research were indicated. The chapters con­
clude where they do not because the subject has been exhausted, 
but because it was felt that the model should demonstrate its 
capabilities in studying a wide range of fertility problems, and 
provide some answers to them, rather than concentrate exclusively 
on one aspect of fertility.
In the following sections some indications will be given of 
possible refinements of both input data and model structure, and 
also of some further problems for whose analysis the model is 
particularly well-suited.
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8.2. FURTHER MECHANISMS AFFECTING FERTILITY
8.2.1.Nutrition, Morbidity and Fertility
"Why workers in such closely related fields as nutrition and 
population have been so slow in joining forces has long been a 
source of puzzlement and frustration to those with interests in 
both...The key to successful family planning is the desire of 
individuals to control the number of their offspring, but it is 
questionable whether this desire can be successfully promoted in 
the presence of high infant and childhood mortality."
Anderson (1972).
In Chapter Five the relationship was discussed between the 
duration of breastfeeding and post partum amenorrhoea, and one of 
the reasons given for prolonged periods of lactation among the 
Yoruba was the fear that a child weaned too early might fall sick 
or die"'’. In the following chapter infant and child mortality were 
added to the basic model, but there was little discussion con­
cerning the reasons for child deaths apart from a brief glance at 
papers such as those of Cantrelle and Leridon (1971) and Harrington 
(1971) and a brief discussion in the last few pages of the chapter 
introducing the notion of a relationship between malnutrition, mor­
bidity and mortality. Jelliffe (1955) reported on the Yoruba 
custom of breastfeeding for two or three years, noting that:
"sexual abstinence is supposed to be practised for 
twenty-seven months after the birth of a child, which 
is more or less the time the first infant is being 
breast-fed" (p.63)^.
1. See 5.2.: however, the Yoruba still seem willing to agree with 
the traditional reasons for post partum sexual abstinence as, 
for instance, 84% of CAFN2 respondents agreed with the state­
ment "A man's seed (sperm) poisons a nursing mother's milk".
2. Vis et al. (1975) commented that in Central Africa "there is
no intercourse taboo to discourage rapid consecutive preg­
nancies .. .because malnutrition itself induces a long period 
of birth spacing" (p.438).
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However, in a survey of 208 "infants" in Ibadan, Jelliffe 
(1955) went on to study at what age children were first given 
food other than their mother's milk, and what was the actual 
nutritive value of this food. One particular method of force-feeding 
of liquid food was held responsible for choking and broncho­
pneumonia .
Jelliffe (1955) commented on the similarity of feeding 
practices in widely separated subtropical and tropical countries. 
Thus, "breast-feeding is the main bulwark in all regions and 
almost always produces satisfactory results to start with" (p.69). 
However, fresh milk is rarely available, and milk substitutes 
generally over-diluted. The change to an almost adult diet may 
be very abrupt or the child may subsist almost entirely on a 
carbohydrate diet: such simple but valuable food as eggs are used 
very little.
As family planning is promoted one would hope that infor­
mation on child nutrition could be disseminated along with infor­
mation on contraception, particularly as the duration of post 
partum amenorrhoea is likely to be shortened, essentially by the
process of "modernisation". This operates indirectly through an
4improvement in maternal nutrition and directly through the shorte­
ning of the period of breastfeeding^, which may generally
3. More properly, "children".
4. See Vis et al. and Chen et al.; "Widespread amenorrhoea has 
been reported during times of severe food shortage and famine, 
presumably due to severe malnutrition" (p.290).
5. This may actually be advantageous at the upper limits of the 
lactation duration, as Jelliffe (1955) stressed the impact on 
the health of the poorly nourished mother of the "protracted 
protein drain" caused by lactation being extended beyond 1 year. 
Although "the protein and calorie content of milk from mal­
nourished mothers is not significantly different from that of 
well nourished mothers...the maternal depletion which results 
can have serious effects on the mother's health and on the 
children of subsequent pregnancies" - Population Reports (1975) 
Series J :54.
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"result from a variety or combination of factors, 
including perinatal mortality, infant morbidity, 
maternal morbidity, industrialization and urbani­
zation, adoption of artificial feeding practices, 
and discontinuation of traditional taboos against 
renewal of sexual intercourse" /'
The health centres which it would be desirable to establish are 
of the type set up by Vis et al. (1975), namely "multi-purpose
maternal and child care centers...equipped to handle problems 
of fertility, sterility and birth spacing" (p.438). These centres 
evaluate public health conditions in the area as well as providing 
obstetric, gynaecological and paediatric care. The authors con­
cluded that mortality could not be greatly reduced by maternal, 
child care and public health clinics such as theirs because of the 
extent of the nutritional problems in the area, but that the clinics
"through analysis of local sanitary and nutritional 
conditions, help us to understand the nature of the 
problem as well as potential solutions" (p.44l).
An understanding of the processes leading to infant and
child deaths caused by simple nutritional defects should not only
provoke family planning personnel to direct their attention to the
7problem , but also assist the builders of fertility models in their 
comprehension of the mechanisms behind the transitional phases of 
the processes they wish to study. Thus, in the absence of improved 
public health measures, the introduction of contraceptive measures 
may actually increase fertility when contraceptive user-method 
efficiency is low and prolonged lactation is abandoned, thus paving 
the way for an increased incidence of kwashiorkor and weanling 
diarrhoea. One might even be able to include in our model different
6. Wishik et al., (1972) p.34.
7. Anderson (1972) considered that "linking birth prevention with a 
nutrition program specifically designed to promote the health 
and survival of children may help reduce resistance to family 
planning programs, through convincing parents that the program 
is concerned with the health and welfare as well as with the 
number of their children" (p.9).
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levels of childhood morbidity as a function of lactation and weaning 
practices, and thus characterise a particular population.
Malnutrition, and associated morbidity, affects fertility 
in ways other than the lengthening of the period of post partum 
amenorrhoea. For instance, Tanner (1955) noted that "malnutrition 
in the years preceding adolescence delays the appearance of the
Qadolescent spurt" (p.83) this effect being known in man "from the
effects of famine associated with war". He considered that "age
at menarche is a particularly useful measure for following secular
changes and environmental effects in various populations" (p.94),
but this has limited direct application to our model as cohabitation
9rarely commences at menarche, nor does regular ovulation . For our 
purposes a more relevant interrelationship is that with sterility 
and foetal wastage.
Romaniuk (1968) wrote that African sanitary and diet defi- 
ciencies
"can be expected to exercise an adverse effect upon 
the reproductive process by impeding conception, 
through the delay of puberty, premature menopause, 
temporary sterility, and by impairing the normal 
development of the foetus" (p.218).
The author concluded that "it should not be surprising to find 
among African populations a somewhat higher incidence of mis­
carriages, stillbirths and maternity accidents", but was sceptical 
that "these biological factors bear any substantial responsibility 
for infertility" (p.219) although these findings appeared to have 
been substantiated by the few studies available at the time of 
his writing.
Nag (1962) spent some time refuting the conclusions of 
8. See also Nag (1962) p.117.
9. See 3.2.1. and 3.3.1.
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de Castro (1952) and then went on to describe some better es­
tablished data linking nutrition and fertility. Deficiencies of 
certain vitamins and minerals in laboratory animals have been 
shown to inhibit spermatogenic activity, and to cause foetal 
death, sterility and lowered fecundity. In some African cases, 
these results have been extrapolated to human subjects although 
the dangers of making such generalisations have been discussed 
in Chapter Two.
Iyengar (1972) further reported that
"in experimental animals, induction of various 
deficiencies singly or in multiples is known 
to produce congenital malformations, increased 
fetal wastage and resorption, and growth 
retardation of surviving offspring" (p.53)
and it is known that "maternal nutritional status influences the 
course and outcome of pregnancy". At this time, however, there 
are insufficient quantitative data to be able to incorporate into 
our model any characterisation of a population's nutritional status 
via such biological input data as its foetal loss probabilities 
or progressive sterility distribution.
Wray (1972) cited "massive evidence of an association between 
malnutrition and mortality" (p.17) and considered firstly that 
infant and early childhood mortality rates must fall before ferti­
lity rates can be lowered’*’’*’ , and secondly that improved nutrition 
is the most important factor which can operate to lower these 
mortality rates.
There is also a less direct way in which malnutrition affects 
fertility, as "nutritional deficiencies generally reduce the
10. See 2.3.: de Castro believed that there was a causal relation­
ship between lack of protein in the diet , and high fertility.
11. Perhaps also the proportion of pregnancies ending in foetal
loss .
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capacity of the host to resist the consequences of infection"
Thus a poorly nourished community is more likely than a well 
nourished one to suffer a high rate of infection, and such 
infection may affect fertility in two ways. Firstly, the infection 
itself may make the individual woman more prone to foetal wastage 
or prolong the usual period of post partum amenorrhoea, thus 
extending birth intervals. Secondly, the infection may cause the 
woman's death to occur while she is still fecund, thus truncating 
from above the number of live births she would have borne had she 
lived until she became terminally sterile. This latter mechanism 
prematurely terminates the reproductive period, and this will be 
considered in 8.2.3.. There are few reliable data on the former 
mechanism, so no more will be done here than acknowledging its 
existence. Venereal disease affects fertility through both of these 
mechanisms and as its incidence is more directly linked with
sexual behaviour than other diseases, it will be examined on its 
own in the next subsection of 8.2..
12. Scrimshaw et al. (1968) p.13.
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8.2.2. Venereal Disease and Fertility.
"0 my dear Candide! You knew Paquette, that pretty attendant 
upon our august Baroness; I tasted in her arms the delights of 
paradise, which produced these torments of hell by which you see 
me devoured; she was infected and she may have died of it. Paquette 
had received this present from a very learned Franciscan, who had 
gone back to the source; for he had got it from an old countess, 
who had received it from a cavalry captain, who owed it to a 
marquise, who had it from a page, who had received it from a 
Jesuit, who as a novice had got it in a direct line from one of 
the companions of Christopher Columbus..."
Voltaire - 'Candide' (1759)
The inclusion of the above quotation may seem flippant 
in the light of the severity of the problem of the world-wide 
increase in the incidence^ and geographical distribution of 
venereal diseases; but it serves to illustrate the way in which 
venereal disease travels through a population (through both 
heterosexual and homosexual contact) and its capacity for assuming 
epidemic proportions. The incidence of gonorrhoea is second only 
to that of measles, and in 1970 there were an estimated 200 million
3sufferers of gonorrhoea, and 50 million of syphilis". Llewellyn- 
Jones (1974) considered that "nine out of every ten persons... 
acquire gonorrhoea if they have sexual intercourse with an infected
1. Here Pangloss is bemoaning his syphilis.
2. e.g., Llewellyn-Jones (1974) wrote: "Information obtained from 
many nations of the world by the World Heath Organization 
confirms that, in the past fifteen years, the number of cases 
of sexually transmitted diseases has been increasing" (p.ll).
See this source for an examination of why this should be so 
(Chapter 1) and for a history of the spread of venereal 
disease (Chapter 5).
3. Llewellyn-Jones (1974) p.ll.
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partner" (p.22) and "about one in every three people who have 
intercourse with a partner who has active syphilis will develop 
syphilis".
Between three and five women out of every ten infected
with gonorrhoea have no symptoms and thus act as a "silent reser-
4voir of infection" : they are capable of transmitting the disease 
for long periods.Similarly, about a quarter of the women who are 
infected by a man with untreated syphilis develop a primary lesion 
on the cervix which "is invisible, but highly infectious should 
she have sexual intercourse with another, uninfected partner"^.
The untreated syphilitic remains infectious for about two years, 
that is, during the primary and secondary stages of the disease. 
Untreated syphilitics are subject to higher age-specific mortality 
rates than uninfected subjects even though syphilis may not be 
the direct cause of the syphilitic's death. Thus syphilitic women 
in the 30-49 age group have nearly twice the mortality of non­
syphilitic women.
McFalls (1973) noted that gonorrhoea may cause permanent 
sterility in both sexes by damaging the tissues of the reproduc­
tive organs, and while the disease can be cured by antibiotics, 
as can syphilis, the tissue damage (and hence the sterility) is 
irreversible^. However, syphilis reduces fertility by increasing 
the probability of foetal wastage, as well as by increasing the 
probability of death of a fecund woman. Male syphilis has no effect 
on fertility other than infecting a female partner. McFalls (1973)
4. Ibid, p.45
5. Ibid, p .55
6. Griffith (1963): "A characteristic of the type of fertility 
impairment expected of gonorrhoea is irreversibility...In 
successive age-groups the proportion of infertile women thus 
becomes larger [ assuming] . . .that fertile women die no more 
quickly than sterile women" (p.107).
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cited sources which claimed that between 30 and 50 per cent of 
pregnancies in untreated syphilitic women end in foetal death, 
while over 20 per cent of their live-born infants die from con­
genital syphilis.
It is clear that venereal disease is capable of influencing
the fertility rate, but we need to look at some incidence data to
assess what could be its nett impact on fertility. Lorimer (1954)
7considered that the fecundity of the Baganda and the Bahaya had 
been reduced by diseases, principally venereal, although there 
were no exact data on the prevalence of syphilis and gonorrhoea. 
This seemed to be the best way of explaining the relatively low 
level of fertility in this area. A classic example of depopulation 
is that of the islands of Yap of which Lorimer (1954) reported 
that a medical examination in the 1930s of 89 per cent of the 
islanders showed that gonorrhoea had infected 25 per cent of the 
men, and 43 per cent of the women: 31 per cent of women in the 
26-50 age group had never conceived. It is possible also that
Qsome of the female sterility was caused by unhygienic abortion .
Lessa et al. (1962) studied another Micronesian atoll
community, that of Ulithi, whose sudden population increase in the
1950s was attributed to changes in fertility rather than mortality.
As amongst the Yapese, gonorrhoea had been introduced by outsiders
and seemed to be the only venereal infection prevalent among the
population, with an incidence of about 80 per cent in 1948. In
that year an antibiotic programme was initiated, and fertility
9subsequently increased .
7. 2 African populations near Lake Victoria.
8. See also Nag (1962) p .30 ff.
9. The validity of directly correlating these two factors is 
weakened by the knowledge that Lessa had himself predicted such 
a correlation in 1948, and studied the population with that 
conclusion in mind.
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Griffith (1963) extended the tentative hypothesis put 
forward by Lorimer (1954) to suggest that "in Uganda fertility 
is largely determined by the frequency of gonorrhoea" (p.106). 
Romaniuk (1968) used mainly Congolese data to examine the hypo­
thesis according to which venereal disease is a major cause of 
infertility in tropical Africa. Data from a 1957 medical survey 
showed a negative relationship between the birth rate and the 
incidence of syphilis and gonorrhoea: a strong causal relation­
ship was found between infertility and syphilis, and the incidence 
of venereal disease varied with the degree of sexual promiscuity. 
Although positive findings did emerge from the study, Romaniuk 
(1968) warned that the actual reported incidences of venereal 
disease were certainly too low^, so actual figures will not be 
repeated here.
McFalls (1973) examined the hypothesis that the fertility 
decline in the U.S. black population between 1880 and 1940, and the 
increase up to 1950, were caused respectively by the incidence of 
venereal disease, and by improved public measures specifically 
related to venereal disease. He found that it was unlikely that 
venereal disease was the principal factor in the above-mentioned 
fertility decline as, for instance, syphilis could account for no 
more than five per cent of this decline: despite this conclusion 
his method of analysis has some merit. He used historical data 
and estimates of the maximum possible prevalence of syphilis and 
gonorrhoea, and assessed the value of such parameters as the propor­
tions of women and men actually infected with gonorrhoea who
10. "Underreporting of venereal disease is a common feature of 
morbidity statistics all over the world. There is more than 
one reason to expect the underreporting to be strong in a 
country like the Congo..." (p.220). The U.S. Statistical 
Bulletin of November 1973 estimated that there were about
500.000 cases of undetected syphilis at that time, with
91.000 cases of syphilis at all stages having been reported 
in the U.S. in the previous year.
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subsequently became sterile, and the age at which sterility occurred. 
These data were used to calculate how many births may have been 
averted by venereal disease.
With information on the prevalence of venereal disease in 
a particular population"^ one can make estimates of its effect 
on fertility, bearing in mind the different physiological effects 
of syphilis and gonorrhoea as briefly described over the last few 
pages. Similarly, one can assess the impact of different levels 
of infection on this population, and thus estimate the increase in 
fertility which can be expected to result from the establishment 
of an effective antibiotic programme directed at eliminating 
venereal disease. While one can only concur with the need for alle­
viating human suffering, and thus supporting such programmes, one 
must also be aware of the possible consequent effects on the popu­
lation's fertility, and plan accordingly. (For instance, contra­
ceptive advice could be given at venereal disease clinics.) Simu­
lation techniques would provide an immediate and dramatic way of 
demonstrating the effect on fertility of changes in the incidence 
of venereal disease.
11. This has special relevance to studies of African fertility.
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8.2.3. The Limits of the Reproductive Period
"Demography...has the same ingredients as all the most 
popular stories: sex and death."
Hollingsworth (1969)
In all the simulations which have been performed so far 
the lower and upper limits of the reproductive period have been 
respectively marriage and terminal sterility, and consequently 
all simulated fertility has been marital fertility. In the Yoruba 
case of Chapter Seven "marriage" was taken to mean any type of 
regular sexual union, whether or not some sort of official ceremony 
had taken place. As the proportion of Yoruba women who never "marry" 
is very small, little is lost by equating fertility with marital 
f ertility.
However, if we wished to simulate a Western population, 
for example, we would be faced with the reslisation that a size­
able proportion of total fertility is actually extra-marital"^. In 
Chapter Three some mention was made of the difficulty of simulating 
a woman's extra-marital sexual behaviour because of the difficulty 
of assigning a fecundability function to such a woman. In the 
ideal case, one would say that any such woman was using perfect 
contraception so as to ensure that all her children would be con­
ceived within marriage, but such data as that of Ruzicka (1975b) 
dispel any such illusions^.
1. Ruzicka (1975b) defined non-marital pregnancies as "the sum 
of ex-nuptial confinements and the first nuptial confinements 
delivered within the first 8 months of marriage" (p.113) and 
found, for instance, that in 1972 18% of Australian live births 
had been conceived outside marriage.
2. Also, although 18% of the 1972 Australian live births were 
extra-maritally conceived, 45% of them were delivered within 
marriage which indicates that it was the pregnancy which actually 
caused the ceremony to take place, and not the reverse.
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It would be possible to construct a fecundability function 
which allowed for cyclic variations in value rather than smooth 
variations with age, but here the difficulty is that coital fre­
quency is the prime determinant of fecundability, and this must 
be always the "great unknown". Perhaps one way of the simulation's 
allowing for extra-mar ita1 fertility would be to allow the values 
derived from the Version I fecundability function to operate every
n ^  cycle, where n was some number arrived at through a combination
3of real data and intuition .
In the absence of actual data on the age at marriage, it
may be possible to use the results of Coale (1971 ) who examined
a great deal of marriage data and found a regular pattern in the
distribution by age of ever married women, and hence a regular
pattern of frequencies of first marriage. The analysis showed that
a cohort's marriage distribution can be reconstructed using three
parameters: the earliest age at which a significant number of
first marriages occur; the proportion ever married when first
marriages have effectively ceased; and the length of time over
which these first marriages occur. Thus, in Part II of this dis-
4sertation all the Yoruba marriage age distributions could have 
been constructed using Coale's method. Such sophistication was felt 
to be unnecessary at the initial stages of the simulation, but it 
would be interesting to attempt such a refinement at a later date.
3. In a similar way, one could characterise the fecundability of 
a woman using the contraceptive pill by zero in (n-l)cycles 
out of n, and as the Version I value for the n ^  cycle, with 
the unprotected cycle being chosen at random from the total
n cycles. This would probably be a more realistic way of 
characterising pill-users than assigning a percentage efficiency 
which operates in every cycle, as it is principally the user's 
forgetfulness rather than any imperfections in the product which 
makes the contraceptive pill less than 100% efficient.
4. Whose raw data were subject to a certain amount of age mis­
statement: see Figure 5.4.3.
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Feeney (1972) actually constructed a model for the age 
distribution of first marriage, regarding the woman's age at 
first marriage as the sum of the interval between birth and entry 
to a hypothetical marriage pool, and the interval between this 
entry and marriage. As in Pollard's models^ the initial theore­
tical basis of the model is such that quantification is difficult, 
and if the intention is to simulate a real population it would be 
better to use either the raw data or some simple adjustment of 
these data (like the linear extrapolations used in the Yoruba simu­
lations), or marriage data adjusted using the method of Coale (1971).
At the upper age limit of fecundity we have employed only 
terminal sterility. However, it would be possible to incorporate 
adult mortality^ and divorce into the model as couple parameters: 
the marriage is dissolved when one partner dies. In the case of 
remarriage being allowed in the model, death would still be con­
sidered a couple parameter, but a woman who survived would become 
subject to a remarriage probability. In the case of divorce, the 
woman would re-enter the marriage pool: the simulation is concerned 
only with females and it is thus tacitly assumed that there is a 
supply of available marriage partners in accordance with the age- 
specific probability that she marries again. Such refinements of 
the model raise the additional question of whether to allow births 
to occur after a once-married women has left that state, and in 
such a situation the same considerations arise as have been dis­
cussed earlier with respect to pre-marital pregnancies and
5. See the relevant discussion in 2.2.
6. See the discussion in 2.2. in which Indian and Australian morta­
lity data were compared by examining the expectations of life
of 15-year old women. Holmberq (1972) incorporated infant and 
parent mortality into his microsimulation model, as well as 
contraceptive usage, spacing and family size goals. See also 
Holmberg (1968) for a simpler model incorporating parent morta­
lity.
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confinements .
In 4.4. historical Hutterite data on total fertility were
examined, and it was noted that there may be some problem in
comparing reported data with data simulated by means of a model
which makes no allowance for parent mortality. In other words,
mortality would tend to remove higher parity women from the
survey data, while they would still be present in the simulated
0
cohort study . To bypass this problem one could incorporate 
9mortality into the simulation, and construct two total fertility 
rate parameters: one would be the sum of all live births; the 
other would be the sum of all live births to surviving mothers. 
Depending on the value of actual data one could compare the total 
fertility rate with one or other of these parameters, bearing in 
mind that the accuracy of the former parameter is dependent on 
the memories of people other than the actual mother whose repro­
ductive history is being sought'*’^ .
v'hile on the subject of the relationship between fertility 
and longevity, mention should be made of the study of Dorn et al,(1939) 
who investigated the experimental fact that "women dying at 
advanced ages have borne on the average more children than women 
dying at younger ages" (p.234). There were two interpretations: 
a decline in the birth rate would mean that the average parity of 
women dying at, say, 75-79 years of age would exceed that of women 
dying at 50-54 years of age; a positive correlation between ferti­
lity and length of life would also produce this result. The problem
7. Holmberg (1972) allowed marriage dissolution and remarriage to 
occur in some of his low fertility simulations(see p.52 ) ; see 
also Hoümberg (1968 ).
8. This statement is based on the generalisation that in a non- 
contracepting community one can expect parity to be directly 
related to age, and the period data incorporate the age struc­
ture of the population.
9. If mortality data exist, or can be approximated.
10. The availability of population registers such as the Danish and 
Swedish ones would obviate the need for such a procedure.
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is an interesting one, but Dorn (1939) could arrive at no con­
clusive result:
"It is not possible from these data to determine 
whether women live longer because they have large 
families or whether they have large families because 
they live longer. However, as the average size of 
family decreases, it seems reasonable to expect 
that the association will become less evident"
(p.246).
A link can be made with 8.2.1. when one considers that
there is a pathway from morbidity to mortality to fertility. In
the simplest type of stable population problem Keyfitz (1972)
demonstrated how "eliminating heart disease would make very
little difference to population increase, while eradication of
12malaria makes a great deal of difference " . The proof depends
on the fact that "malaria affects the young ages, while heart 
disease is negligible before middle life" (p.32). Thus, while 
malaria and heart disease cause "about equal numbers of deaths, 
malaria has a much greater effect in diminishing the fraction 
of births that survive to reproductive age".
There has been some controversy about the influence of 
malaria control programmes on the overall mortality rate. With 
regard to Ceylon, Taylor (1972) noted that "the death rate 
fell just as rapidly in the non-malarious third of the island... 
as it did in the malarious two-thirds of the island" (p.2). He 
considered that malaria control had eased population pressure 
by "making it possible for excess population to migrate to 
areas where malaria had previously inhibited settlement".
Romaniuk (1968) did not consider that the statistics substantiated 
a connection between a fertility increase and successful malaria 
control, although he warned that one should not therefore conclude 
from this failure that "paludism is completely irrelevant to
11. Australian data.
12. Problem 8, p .31.
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fer t i l i ty"  (p.219).
Gray (1974) used Ceylonese data in arguing a case which
was opposite to that of Taylor (1972). Using regression analysis,
he ascribed the mortality differentials between dis tr ic ts  largely
to the variation in the prevalence of malaria. He estimated that
"the malaria control programme contributed approximately 23 per
cent. . . to  the decline in the national crude death rate" (p.205).
However, Gray (1974) estimated that the control of malaria had
only negligibly increased the crude birth rate, and so the effect
1 3on the rate of natural increase is caused more by the drop in 
mortality than any increase in f e r t i l i ty .  Thus, even though we 
may not care to ascribe a rise in f e r t i l i ty  in this case to the 
survival of people in the reproductive years who would have 
succumbed to malaria in earlier times, i t  is yet clear that the 
decrease in mortality has led to a rise in the rate of natural 
increase. Thus one might hope that the efforts of family planning 
programmes could be strengthened ideally before the implementation 
of such health programmes or, at any rate, as soon as funds are 
available.
Other diseases also affect mortality and f e r t i l i ty .  For
instance, Scrimshaw et a l . (1968) described a number of studies
on tuberculosis which demonstrated quite clearly that cause-specific
morbidity and mortality rates are inversely related to the nutri-
14tional level of the host population . Moreover, Wallace (1946) 
wrote that the confinement of a tubercular woman caused the tuber­
culous process in the lungs to become increasingly active after
13. 14.2 per 1,000 in 1936-45 and 26.1 per 1,000 in 1946-50, with 
malaria control being responsible for nearly 20% of the increase.
14. In contrast, Gray (1974) found "no evidence to suggest that 
dietary factors act as a disturbing variable in the malaria/ 
mortality correlation" (p.220).
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the birth, thus inferring a shortening of her expectation of life 
in the absence of antibiotic treatment.
The three topics of discussion presented in this section 
are clearly closely related, but it was thought to be helpful to 
divide the general topic in this way. Venereal disease makes its 
effect felt on both fertility and mortality, but its inclusion in 
a separate section from the others was felt to be warranted because 
of its unique relationship with the sexual act , which is the 
ultimate determinant of fertility. The first and third sections 
are closely related through a network of mechanisms linking nutrition, 
morbidity, mortality and fertility. The next and final section 
summarises the findings of our simulations and suggests several 
refinements; but refinements which are of a more direct and quan­
tifiable nature than those discussed in this section.
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8.3. FINDINGS AND DIRECTIONS
"It was about this time [ 1920s] that I read my old col­
league Carr-Saunders* remarkable book on population, in which he 
showed that primitive people all over the world had deliberately 
adopted some method of regulating their numbers. This made me 
think hard . . .I t  was clear that unlimited multiplication at any 
positive rate of compound interest, however small, would lead to 
deforestation, shortage of food, gross overcrowding, and other 
troubles. Malthus had arrived at the same conclusion, but believed 
that excessive numbers could only be kept down by continence or 
disease. I became deeply interested in the problem and, ever since, 
I have campaigned for family planning..."
Julian Huxley - 'Memories' (1970)
"When the population was small and death came early, those 
who did survive to adulthood had to raise large families i f  the 
tribe was to continue, and religion and morality had to encourage 
childbearing. Once death rates have fallen and correspondingly 
low birth rates are required, morality has to reverse i t se l f  and 
now discourage childbearing, i f  equilibrium is to be attained in 
the new conditions."
Keyfitz (1971b)
In this concluding section some indication will be given 
of the implications of the findings of the simulations performed 
in the previous three chapters. Because a large body of Yoruba 
survey data was available most of the specific results refer to 
this Western Nigerian population, but the basic inferences drawn 
from these results can be generalised to a whole range of different 
populations.
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In Chapter Five a trio of simulations was performed to 
estimate the fertilities of rural, poorer and richer urban (Ibadan) 
Yoruba women, and the appropriate post partum non-susceptibility 
and marriage data were employed^. We found that average parities 
increased respectively from 4.7 to 6.1 to 7.3: the poorer urban 
women married on average about four years earlier than the rural 
ones and this was responsible for about one extra live birth per 
woman; the richer women abstained for a much shorter period than 
the rural ones and this produced about one and a half extra live 
births. Overall, the lengths of post partum sexual abstinence 
decreased from the rural to the poorer to the richer groups: the 
fertility of the latter group would be even higher but for the 
fact that these women marry about four years later than the poorer 
ones, as do the rural women.
In 5.2. the reasons were given for the taboo on post partum 
sexual intercourse in societies where it has been practised, and 
continues to be practised. The underlying motive has always been 
to ensure the survival of children at the breast , whatever the 
elaborate justifications in vogue at the time. With respect to 
the Yoruba, Dow (1976) considered that if intercourse and concep­
tion could be shown to be distinct both biologically and
"psychologically (so that sex is seen as appropriate and 
and desirable independent of the possibility of 
conception), it follows that the real or essential 
intention of the taboo - prevention of conception 
during lactation - could be realized without abstent­
ion. Accordingly, the dissociation of lactation and 
abstinence would make possible the combination of 
lactation and intercourse without violating the 
basic intent of the original taboo" (p.5).
In Chapter Six estimates were made of the effects of infant 
1. NF2-1, NF2-2 and NF2-3 data as characterised in Table 5.4.1.
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and child mortality on the Yoruba fertility of the previous
2chapter". Three different levels of mortality were employed, 
designated "high", "medium" and "low", and average parity in­
creased with the level of mortality of children still at the breast 
because of the premature curtailment of the lactation period and 
the consequent early appearance of the mother's menses. Hypothe­
tical mortality levels were used because of the absence of data 
of the calibre of those referring to lactation and abstinence 
which were used in Chapter Five; and also to calculate the capacity 
of different mortality levels to increase average parity, and 
thus the reproductive burden of the population's women.
In Chapter Seven, Yoruba fertility was influenced by 
volitional mechanisms effected by contraception and family size 
goals. The simulations are even more hypothetical than those of 
the previous chapter, as Yoruba survey data indicated both a low
level of the usage of efficient contraception and a low level of
3motivation to produce a particular family size . These simulations 
were further refined by including infant and child mortality in 
such a way that a mother tried to replace a dead child by post­
poning her adoption of terminal contraception in the hope that 
she would conceive again. Thus, separate simulations were per­
formed to assess the separate impacts on fertility of the physio­
logical shortening by child death of the post partum non-suscep- 
tible period, and the decision to replace a dead child with a new 
birth.
It would be possible to combine these simulations so that 
both non-volitional and volitional mechanisms could act on fertility:
2. CAFNl "did abstain" simulation.
3 . It was clear only that large families were far more acceptable 
than small.
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for example, the death of an unweaned child would not only lead 
to the mother's early return to the fecundable state, but also 
her decision to produce a replacement. However, as performed, 
the separate simulations did indicate the components of fertility 
increase contributed by the individual mechanisms.
Further refinements of all these Yoruba simulations are 
possible. The actual duration of lactation (as derived from the 
appropriate distribution by the Monte Carlo method) could be used 
to determine the survival of the child: for instance, half the 
infants who are nursed for only six months might not survive.
When the replacement effect was simulated, only deaths of children 
under five years were allowed to affect fertility, but it would 
be possible to use maternal age, rather than the child's, to deter­
mine whether a replacement was to be attempted: a forty year old 
woman might be less ready to try to conceive again than a thirty 
year old. Also, despite the fact that insufficient evidence exists
to suggest that the Yoruba strongly prefer boy children to girls,
4it would be possible (and perhaps desirable in some cases ) to 
incorporate sex preferences.
Although there is scope for improvement in the Yoruba 
simulations there are yet some basic generalisation that one is 
justified in inferring from them. As a matter of course one con­
siders such signs of "progress" and "development" as improved 
education and public health as good things in themselves. However, 
in practice, such advances have brought in their train a host of 
problems. The increased degree of urbanisation and contact with 
Western culture has "educated" Yoruba women to the extent that 
they are aware of alternatives to prolonged periods of post partum
lactation and sexual abstinence, without having substituted
4. e.g., Indian simulations: see the discussion of the Heer 
simulations in 2.2. and 7.2.
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alternative methods of spacing births.
It is theoretically possible that educational advances 
should provide methods of family limitation which are as effective 
as traditional methods of spacing births, and also that it convince 
Yoruba women of their need to limit families at least to the levels 
attained by those Yoruba women who abstain for the maximum duration 
shown on Figure 5.4.2.. However, data on contraceptive usage by 
Yoruba women indicate that this adjustment has not yet taken place“1, 
and the simulations of Chapter Five indicated the extent of the 
fertility increases which can be expected to result from this 
failure. As Nag (1962) expressed it:
"...the gradual relaxation of some of the taboos 
on sexual intercourse observed in some nonindus­
trial societies may have the effect of enhancing 
their fertility levels and thus increasing their 
population at a higher rate than before, unless 
effective means for preventing conception or birth 
are adopted" (p.150).
Further, improvements in public health facilities have 
produced a decline in infant mortality, and the non-volitional 
simulations of Chapter Six indicated that this leads to a decline 
in average parity. However, although the pregnancy burden inflicted 
on the Yoruba women is lightened by the decline in the mortality 
of unweaned children, the number of surviving children actually 
increases because of the virtual extension of her reproductive 
span: time that would formerly be "lost" in the process of con­
ceiving and bearing a child destined to die can now be utilised 
in producing a child who will survive. Simulations were also per­
formed to test the effect on Yoruba fertility of declining infant 
and child mortality rates, and a further extension of these runs 
was to test the effect of declining post neonatal mortality rates
5. See also Footnote 5.4.23.
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but constant neonatal ones, under the assumption that these rates 
correspond with exogenous and endogenous mortality rates respecti- 
vely . In a like manner, those women who seek to "insure" against
child mortality by bearing more children than they think will
7survive are likely to find that their fertility performance has
Qexceeded their ideal (or their ideal range of parities).
The implications of such generalisations are complex. Public
health and family planning programmes need to work in cooperation,
firstly as decreased morbidity and mortality at all ages can be
9expected to increase fertility and secondly, as the knowledge that 
fewer of her children are likely to die should strengthen a 
mother's motivation to limit her family size. Fifty years ago 
Julian Huxley^ considered that "primitive people all over the 
world had deliberately adopted some method of regulating their 
numbers" and saw that the consequence of unbalancing this regulation 
technique was a need for modern methods of birth control^. The 
possible extent of these fertility increases has been simulated 
under different conditions, and an indication given of the way 
family planning should be implemented to combat these increases.
6. See Table 6.3.8. for example.
7. According to some out-dated understanding of the level of 
child mortality in the community.
8. Such an "insurance" mechanism has not been simulated here.
9. See 8.2.1. and 8.2.2.
10. See the quotation at the head of this section.
11. It is interesting to find even earlier examples of the reali­
sation of the way in which Westernisation has upset the ferti­
lity balance: writing in Sydney in 1893 Robert Louis Stevenson 
"conceded that there were cases where the recruiter might
even appear as a boon to the islanders. Suppression of infanti­
cide by the missionaries - the islander's only method of birth 
control - had caused overpopulation in some of the islands".
J.D. Pringle - 'On Second Thoughts' (1971).
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In Chapters Six and Seven some hypothetical low fertility 
simulations were performed - "hypothetical" in the sense that they 
were not intended to represent any actual population. Those of 
Chapter Six were especially theoretical because it is hard to 
believe that mortality would affect fertility only through physio­
logical factors when the population was of a type which ensured
that its fertility was low through the extensive use of efficient
12contraception . However, in 7.1. the low fertility simulations 
were performed with a definite end in mind, that of testing the 
effect on fertility of different strategies of family formation. 
Women who started childbearing in their early twenties were on 
average more likely to overshoot their goal of two children if they 
spaced their births close together and to fall short of their goal 
of three if they used longer spacing periods.
Some possible sophistications of the simulation of low 
fertility were not attempted. It was noted in 7.2. that some ferti­
lity models incorporate contraceptive efficiency as a function of 
achieved and ideal parity, but was thought that such a refinement was 
outside the scope of these introductory contraceptive simulations.
However, there is a more important factor which was completely
1 3omitted from our simulations, that of induced abortion . Pearl
(1939) considered in his usual moralistic manner that:
"resort to wilfully induced abortion is much more 
common among women who practise birth-control than 
it is among women who do not. The result is one to 
be expected on the morally lower levels of behaviour- 
istic psychology" (p.94).
12. The simulations were performed primarily so that three different 
fertility levels were represented, with high fertility being 
characterised by the Hutterites, and medium by the Yoruba.
13. Induced abortion is not considered to be a factor appropriate 
for inclusion in Yoruba simulations: see Dow (1976) p.43 ff.
The author presents a body of evidence to demonstrate that 
"abortion in tropical Africa was never acceptable" (p.43)
and used survey data from Togo and Sierra Leone to show that
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This statement highlights one of the variety of the religious 
and moral objections to induced abortion, and these complicate 
any study of the subject. For instance, Dunn (1968) presented a 
study of therapeutic abortion in New Zealand and concluded that 
"it is doubtful if there are any incontrovertible medical indi­
cations for this operation" (p.253). Although the format and 
tone of this article is deceptively conventional and factual, 
the author's true bias is only too plain in his 1972 pamphlet 
which commences:
"The danger is obvious, the need for defensive 
action urgent. A wave of legalised abortion is 
sweeping round the world and is breaking on our 
own shores. If it floods across the country one 
thing is certain: it will mean death for thousands 
of unborn children" (p.3).
Naturally abortion means the death of an unborn child, but the
virulent emotionalism of the pamphlet is more in keeping with the
pronouncements of Pearl forty years ago, than with what one might
14expect in the present day . It is not Dunn's pamphlet which is 
harmful, but his paper of 1968 which masquerades beneath a cloak 
of scientific impartiality^.
"the reasons given for the rejection of family planning (e.g., 
it is destroying life/it is criminal/against religion and 
morals/the methods are dangerous/all pregnancies must be 
accepted) are virtually the same as the attitudes expressed 
with reference to abortion"(p.44).
14. Dunn (1972) actually argued that "the population explosion is 
the greatest intellectual hoax of the century" (p.34) as "the 
food and wealth explosions are much more dramatic", but then 
went on to declare that the population explosion (whose exis­
tence he denied) "seems already to have fizzled out, at least 
in the Western world...".
15. A telling comparison can be made between the respective state­
ments of Dunn (1972) and Baird (1971): "Every child has a 
right to be born. To be wanted is a fringe benefit" (p.33) 
and"'the punishment of a woman for an unwanted pregnancy and 
the condemnation of the child to a blighted life to buttress 
morality are both socially and morally indefensible'" (p.108).
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The problem of objection to induced abortion is further 
complicated by world-wide legal sanctions of varying degrees of 
severity and laxity which complicate any attempt to obtain reliable 
data on the incidence of the operation^. Such authors as James 
(1971) and Goodhart (1973) attempted to estimate the British inci­
dence of induced abortion, but there must always be doubt attached
to such estimates because of the extent and the number of unknown 
17factors which enter into such calculations. However, despite 
such obstacles, other workers have constructed models which incor­
porate induced abortion. Thus Potter (1972) approached the problem 
in a highly theoretical manner by using his simulations to calcu­
late how many births can be averted when abortion is added to 
contraception. Of more direct interest as far as our model is con­
cerned is the Greek clinical study of Pantelakis et al. (1973)
which showed that nearly one third of the multiparous women 
admitted one or more induced abortions. "The percentage of still­
births and premature births among the women with previous abor­
tions, induced or spontaneous, was double that of the control 
group" (p.799). Further, the authors cited other Greek studies 
which had suggested that "about one third of the women subjected 
to an induced abortion subsequently remain irreversibly infertile". 
Similarly, Tietze (1970) wrote that Hungarian and Japanese studies 
had shown that
"premature births tend to occur more frequently 
among women who have had induced abortions than 
among women who have not had them, regardless 
of age, parity, employment, and other charac­
teristics of the mother, and that they tend to 
increase with the number of prior induced abortions"
(p•3 ) •
16. See 3.2.2. and also Population Reports Series F (1973) Series 1 
and 3. See also Tietze (1965) which contains a discussion of 
fertility control by legal abortion and sterilisation.
17. Complicating factors such as maternal mortality, for instance. 
See Tietze (1970).
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Estimates of the relationships between induced abortion and steri-
18lity, foetal wastage and maternal mortality , could be used in 
simulations designed to test the effect on fertility of induced 
abort ion .
The Yoruba simulations we have performed in the last three 
chapters have quantified our notions of the ways in which progres­
sive Westernisation acts to increase fertility. Some indications 
have been given of the need for family planning personnel to work 
in cooperation with medical, para-medical and educational bodies
to achieve the sort of "morality reversal" discussed by Keyfitz 
19(1971b) . When we consider together the results of the Yoruba
simulations and the low fertility simulations it appears that the 
attitudes to contraceptive usage must progress in a particular way. 
Firstly, the use of post partum sexual abstinence to ensure that 
birth intervals will be sufficiently long to maximise the number 
of surviving children must give way to the efficient use of contra­
ception both to space births and limit ultimate family size. The 
next progression is that the conscious decision becomes the dis­
continuation of contraception rather than the initiation of its 
use: the couple is effectively sterile for the greater part of 
the reproductive period, and contraceptive protection is suspended 
only when a conception is desired.
18. Note that this varies with the abortionist's expertise, the 
method used and the age of the foetus.
19. See the quotation at the head of this section.
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APPENDIX 1A
It was felt to be worthwhile to examine the workings of 
the actual random numbers on (0,1) which are to be used in the 
microsimulations (although they are actually pseudo-random numbers, 
as described briefly in 2.3.). To this end the means were calcu­
lated of sets of the random numbers with sample sizes increasing 
from 500, in steps of this size, to 10,000. From the law of large 
numbers we would expect that, as the sample size increases, the 
sample mean approaches the theoretical mean. It is a simple matter 
to calculate that the theoretical mean is 0.5 (and this is anyway 
intuitively obvious) and the theoretical variance is 0.0833, 
using the uniform distribution on the unit number line.
The results of this investigation appear below.
APPENDIX 1 A
A IS Th E SAMPLE SIZE
B I s The L o rt E R BOUND o r The 95*
C I s The SAMPLE m e a n
D I s The UPPER b o u n d
E I s The SAMPLE s t a n d a r d DEVIATION
F I s The SAMPLE VARIANCE
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APPENDIX 2A
The observant reader will notice that the flow chart 
of Figure 2.2.1. directs the simulation to determine the woman"s 
sterility status before fixing on the length of her reproductive 
life: however, these operations were actually performed in the 
reverse order as is obvious in the program listing of Appendix 2A, 
This is a function solely of the fact that this basic program was 
developed in a step-wise fashion which allowed the trivial incon­
sistency to occur. Naturally, it makes no significant difference 
to the program's output as is made unequivocal when one calculates 
95 per cent confidence intervals for mean live births, and mean 
birth intervals, for the run of the flow chart, and that of 
Appendix 2A, both using samples of 1,000 women. The intervals 
around mean live births are respectively (10.78, 11.18) and 
(10.57, 10.99), and these overlap. Those for the mean first birth 
interval are respectively (16.26, 17.08) and (16.34, 17.22); and 
for the second are (28.10, 29.02) and (28.38, 29.34). Although one 
knows from the outset that no significant differences will be
■kproduced it is of interest to calculate these intervals just to 
see the amount of variability which is built in to the model.
The following pages contain the listing of the basic 
program, just as Appendix 2B contains its output.
★The problem is analogous to proving that
1 + 2 = 2 + 1 .
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APPENDIX 3A
Let the constant fecundability be p. Then the probability of an
interval to conception of length t months is just the probability
of conception in the (t+l)st month, or (l-p^p .
So f(t) = p(l-p)t t=0,1,2,...
The mean interval length is thus
y=E pt^l-p)* = p(l-p)?t(l-p)t-1 
t=0 t=0
= P(1-P)P"2 
= (l-p)/p
More correctly, and as pointed out by Hyrenius and Adolfsson 
(1964)*,
y = (1-p)/p +0.5
(This correction is caused by the discrete nature of the time 
unit of a month.)
