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СПОСОБИ ОРГАНІЗАЦІЇ РУХУ МОНІТОРИНГОВИХ, ІНТЕРАКТИВНИХ І ДІАЛОГОВИХ  
ДАНИХ У СТРУКТУРАХ РОЗПОДІЛЕНИХ КОМП'ЮТЕРНИХ СИСТЕМ 
Розроблено способи організації руху моніторингових, інтерактивних і діалогових даних у структурах розподілених кі-
берфізичних систем. Базовою ідеєю запропонованих способів є систематизація структур і класів джерел інформації в РКС, 
які формують моніторингові, інтерактивні та діалогові дані. Запропоновано метод розрахунку емерджентності класифікова-
них структур комп'ютеризованих систем управління (КСУ) таких типів: монопольної, автоматичного регулювання, монока-
нальної системи моніторингу, розділеного часу та мультипроцесорного опрацювання даних. Для кожної з названих струк-
тур оцінено критерії структурної складності та емерджентності. Запропоновано адитивно-мультиплікативний критерій, який 
враховує структурну складність окремих компонентів та архітектуру комп'ютерної системи. Запропоновано критерій емер-
джентності комп'ютерної системи у вигляді відношення кількості інформаційних зв'язків до загальної кількості компонентів 
системи. Застосування таких критеріїв дає змогу здійснити порівняння системних характеристик комп'ютерних і кіберфізич-
них систем, а також визначити перспективні напрями їх удосконалення. Викладено особливості функціональних можливос-
тей різних архітектур КСУ та їхні недоліки в організації руху моніторингових, керувальних, діалогових й інформаційних 
поліфункціональних даних. Досліджено архітектуру мережевих станцій КСУ та оцінено їх емерджентність та структурну 
складність. Наведено структуру класичної трирівневої мережевої КСУ, яка оснащена на технологічному рівні контролерами 
низової мережі абонентськими станціями та спецпроцесорами, які інформаційно взаємодіють з інтелектуальними сенсора-
ми, виконавчими механізмами та операторами об'єктів управління. Запропоновано на цеховому рівні застосовувати цехові 
процесори, які обслуговують оператори технологічних установок. На адміністративному рівні потрібно розміщувати адмі-
ністративні процесори, системний сервер, який має інформаційні зв'язки з адміністративною комп'ютерною мережею, базою 
даних, зовнішньою інформаційною системою та міжрівневим комутаційним процесором. Систематизовано інформаційні па-
ри потоків даних, які формуються різними компонентами системи, що дає змогу вдосконалити інформаційні характеристи-
ки кожної пари компонентів КСУ з позиції сумісності та зменшення алгоритмічних перетворень моніторингових, керуваль-
них, діалогових і поліфункціональних даних. З'ясовано, що відомі класифікації інформаційних потоків в КСУ не врахову-
ють різні типи інформаційних даних, які формуються ОУ-джерелом інформації. Запропоновано архітектуру системи іденти-
фікації семантичних, технологічних й інформаційних станів ОУ. 
Ключові слова: розподілені комп'ютерні системи; типи даних; мережева станція; трирівнева мережева комп'ютерна сис-
тема управління (КСУ); міжкомпонентні взаємодії; семантичний, технологічний, інформаційний стани джерела інформації. 
Вступ 
У теорії формування моніторингових, керувальних, 
діалогових структуризованих даних широко використо-
вується цифрове опрацювання інформаційних потоків 
згідно із статистичним, кореляційним, спектральним, 
логіко-статистичним, кластерним, ентропійним та ін-
шими системними підходами [8]. Водночас, практично, 
відсутня узагальнена інтегрована теорія формалізації 
аналітично заданих і поліфункціональних даних, які 
формуються джерелами інформації. Ця проблема особ-
ливо актуальна для визначення та застосування критері-
їв інтелектуальної та структурної складності різних ти-
пів даних, що формуються в реальному масштабі часу 
різними класами джерел інформації. 
Об'єкт дослідження – розподілені комп'ютерні сис-
теми управління, які використовують у кіберфізичних 
системах. 
Предмет дослідження – методи та засоби створення 
розподілених комп'ютерних систем управління, резуль-
тати яких будуть використані для покращення систем-
них взаємодій між компонентами кіберфізичних систем. 
Мета роботи – розробити структури комп'ютеризо-
ваних систем управління та розрахувати їх інтелекту-
альність та структурну складність, використання яких 
буде забезпечувати можливість порівняння їх систем-
них характеристик та здійснити їх удосконалення. 
Для досягнення зазначеної мети визначено такі ос-
новні завдання дослідження: розробити спосіб органі-
зації руху моніторингових, інтерактивних і діалогових 
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даних у структурах розподілених кіберфізичних сис-
тем; систематизувати структури та класи джерел інфор-
мації в РКС, які формують моніторингові, інтерактивні 
та діалогові дані; розробити метод розрахунку емер-
джентності класифікованих структур комп'ютеризова-
них систем управління таких типів: монопольної, авто-
матичного регулювання, моноканальної системи моні-
торингу, розділеного часу та мультипроцесорного опра-
цювання даних; дослідити структуру та розрахувати ха-
рактеристики емерджентності та структурної складнос-
ті трирівневої мережевої архітектури КСУ. 
Наукова новизна отриманих результатів дослі-
дження – вперше розроблено критерії оцінювання емер-
джентності та структурної складності архітектур і ком-
понентів розподілених комп'ютерних систем управлін-
ня, що дало змогу оптимізувати міжкомпонентні вза-
ємодії у структурі такого класу систем. 
Практична значущість результатів дослідження – 
розроблено способи організації руху моніторингових, 
інтерактивних і діалогових даних, які дають змогу здій-
снити порівняння системних характеристик КСУ. 
Аналіз останніх досліджень та публікацій. У на-
укових роботах [5, 7, 11, 13, 17] описано теоретичні та 
методологічні положення побудови розподілених і кі-
берфізичних систем. Запропоновані критерії оцінюван-
ня структурної складності [15] та емерджентності [12] 
дають змогу провести оцінювання ефективності засто-
сування кіберфізичних систем у різних галузях промис-
ловості, визначити їх функціональні обмеження та оп-
тимізації апаратної та часової складності. Milan Novak 
[6] дослідив мультипроцесорну систему для моніторин-
гу лісів, відповідна розробка використовує БПЛА як 
компонент збирання даних на заповідних територіях. 
Компонентами такої системи є: тепловізор, сенсор 
SWIR, сенсор NIR, мінікомп'ютер. Перевагами такої 
системи є організація міжкомпонентних інформаційних 
зв'язків. Наступна розробка системи SCADA [4] забез-
печує максимальну універсальність її застосування в 
різних галузях промисловості. Проблемно орієнтована 
КСУ Centrum VP [2] забезпечує моніторинг та управ-
ління в реальному часі технологічними процесами. 
Особливістю тиражованих комп'ютерних систем реаль-
ного часу [1, 3, 14] є те, що вони недостатньо ефектив-
но використовують спецпроцесори, які формують дані 
логіко-статистичних інформаційних моделей на їх ни-
зових технологічних рівнях, що значно знижує емер-
джентність таких систем. При цьому розширення типів 
та кількості застосованих спецпроцесорів на техноло-
гічному рівні КСУ дає змогу успішно вирішити пробле-
му підвищення швидкодії формування та опрацювання 
даних у таких системах, розширити функціональні 
можливості, підвищити інтелект та їх надійність шля-
хом формування поліфункціональних даних у міжком-
понентних взаємодіях. 
Результати дослідження та їх обговорення 
Систематизація структур і класів джерел інфор-
мації в РКС, які формують моніторингові, інтерак-
тивні та діалогові дані. Систематизацію структур і 
класів джерел інформації в РКС, які формують моніто-
рингові, інтерактивні та діалогові дані, наведено в 
табл. 1. КСУ призначена для людино-машинного управ-
ління промисловими технологічними об'єктами у реаль-
ному масштабі часу. У таких системах автоматичне уп-
равління виконується спеціалізованими комп'ютерними 
засобами, а людина-оператор виконує функції моніто-
рингу станів ОУ, їх ідентифікацію у стані норми, не 
норми та аварії. 
Спеціалізовані комп'ютерні засоби таких систем ма-
ють структуру джерел формування даних, поданих у п. 
1 табл. 1. Такі джерела формують два двонаправлених 
потоки функціональних даних між парами: сенсори – 
КСУ, ВМ – КСУ. При цьому ОУ, що є генераторами да-
них, класифікуються як прості (один технологічний па-
раметр, один технологічний процес, один соціальний 
об'єкт), складні (одна технологічна установка, група опе-
раторів) та надскладні (цех, підприємство, організація). 
У структурі системи автоматичного регулювання 
(див. п. 2 табл. 1) розрізняються такі класи даних: X(t) – 
параметр задання, уставка; X∆  – різницева функція; 
( )Z X  – функція управління. У моноканальній структурі 
системи моніторингу оператори виконують функції мо-
ніторингу та керування параметрами ОУ (див. п. 3 
табл. 1). У цій структурі використовують два типи дво-
направлених потоків даних: ОУ-оператор, оператор-
процесор, процесор-оператор. При цьому інформа-
ційний потік даних ОУ-оператор реалізується шляхом 
опрацювання оптичних зображень. 
Ця структура (див. п. 3 табл. 1) характеризується 
максимальним паралелізмом руху даних, внаслідок 
цього має максимальну надійність та живучість. Окрім 
цього, кожен оператор володіє всіма ресурсами проце-
сорів, включаючи повний об'єм пам'яті, швидкодію, 
операційне та прикладне програмне забезпечення, час. 
Основними недоліками такої архітектури є відсут-
ність інформаційних зв'язків між процесорами, висока 
собівартість опрацювання даних, недостатнє викорис-
тання часового ресурсу процесорів, вплив професійного 
рівня операторів на ефективність організації потоків ру-
ху. Архітектура розділеного часу характерна такими па-
рами потоків даних (див. п. 4 табл. 1): оператор-комута-
тор (О-К), комутатор-потужний процесор (К-PP). Така 
організація потоків даних не забезпечує високопара-
лельного режиму обміну, що зумовлено наявністю ко-
мутатора. 
При цьому також виникають ефекти старіння інфор-
мації, а також висока ймовірність утворення черг. Пози-
тивними характеристиками такої організації руху ПФД 
є зниження собівартості опрацювання даних за рахунок 
більш ефективного завантаження КС в часі та колектив-
ного користування ПЗ і масивами даних. 
Основними недоліками цієї організації руху ПФД є 
істотне зниження надійності, яке зумовлене наявністю 
комутатора та одного колективного процесора, а також 
обмеження ресурсів часу для опрацювання даних кож-
ного оператора. Структура мультипроцесорного опра-
цювання даних (див. п. 5 табл. 1) забезпечує істотне 
підвищення надійності системи, можливості розпарале-
лення інформаційних потоків та істотне зниження собі-
вартості опрацювання даних за рахунок одночасного 
використання супервізора та групи процесорів різної 
потужності. 
При цьому супервізор не тільки аналізує активність 
та характер задач, які виконуються операторами, але й 
розподіл потужностей процесорів та їх головних ресур-
сів. Незалежність від активності сенсорних даних забез-
печується цілодобовим рішенням фонових задач, які за-
вантажуються в супервізор операторами через комута-
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тор. Позитивною характеристикою такої організації ру-
ху даних є наявність прямих інформаційних зв'язків 
між процесорами на підставі високошвидкісної пара-
лельної шини. 
Табл. 1. Структури та структурна складність джерел інформації в РКС 
№ з/п Назва та ck  структури Структурне відображення системи 
1 Структура комп'ютеризованої 
системи управління 
148,4ck =  
 
ОУ – об'єкт управління, S, ВМ – інтелектуальні сенсори та виконавчі механізми, КСУ – 
комп'ютеризована система управління 
2 Структура системи автома-
тичного регулювання 
246ck =  
 
 – схема порівняння; КСР – контролер системи регулювання; ОУ – об'єкт управління; 
S – сенсор; fy – вхідна функція; fz – функція зовнішніх впливів; Y(t) – вихідна функція 
3 Структура моноканальної 
системи моніторингу 
104ck =  
 
О – оператор, P – процесор 
4 Структура КСУ розділеного 
часу 119ck =  
 
K – комутатор, РР – потужний процесор 
5 Структура мультипроцесор-
ного опрацювання даних 
262ck =  
 
ОО – оператори обчислювального центру; ФЗ – фонові задачі, які мають найнижчий рі-
вень пріоритету 
Описані системи формування та обміну ПФД класу 
належать до класу комп'ютеризованих систем управління. 
Мережеві архітектури КСУ організовуються на під-
ставі реалізації функцій формування, цифрового опра-
цювання, зберігання, управління об'єктами та переда-
вання інформації мережевими станціями (СT) з базо-
вою архітектурою (рис. 2), де формують такі інформа-
ційні потоки між парами об'єктів, які характеризуються 
різною структурною складністю, проблемною орієнта-
цією, об'ємом та швидкістю обміну даними: ОУ-О, О-
АП, АП-Р, Р-ММ, ММ-КМ, S-КНМ, КНМ-ВМ, КНМ-Р, 
КНМ-КМ. 
Компоненти мережевої станції виконують такі фун-
кції: збір та аналіз технологічних і техніко-економічних 
даних (ТЕД) у реальному масштабі часу виконують 
оператори, оснащені спеціалізованими абонентськими 
пунктами у вигляді промислових комп'ютерів, спеціалі-
зованих пультів, табло, панелей перемикачів та ін. 
Базовий процесор станції Р виконує функції опера-
тивної архівації даних на заданому інтервалі часу, по-
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будові інформаційних моделей ОУ згідно з характерис-
тичним функціоналом ХОУ, контролем відхилень станів 
ОУ від норми та організації мережевого зв'язку через 
модем з іншими станціями та серверами КСУ. 
 
Рис. 1. Архітектура мережевої станції КСУ ( 410,6ck = ): ОУ – 
об'єкт управління; О – оператор; АП – абонентський пункт; 
Р – процесор; ММ – модем; КМ – комп'ютерна мережа; S – 
сенсор; КНМ – контролер низової мережі; ВМ – виконав-
чий механізм 
Характеристика емерджентності системи визначає 
ступінь складності, архітектурної досконалості та її інте-






= , (1) 
де: зN  – кількість інформаційних зв'язків; eN  – кіль-
кість елементів або компонентів системи. За означен-
ням Дж. Мартіна, систему вважають емерджентною, 
тобто такою, що має високі інформаційно-інтелектуаль-
ні властивості, за умови, коли 2eK ≥  [5]. 
Синтез та аналіз структур і компонентів РКС потре-
бує чіткого визначення системи критеріїв, на підставі 
яких здійснюється порівняння та оптимізація характе-
ристик і способів організації руху даних у КС. Одним з 
важливих критеріїв оцінювання досконалості архітекту-
ри РКС є критерій структурної складності, який визна-
чають у вигляді зваженої суми структурних характерис-









= ∑ , (2) 
де: ( , , , , , , , , , , , , )iP l P x d r h z b c i n a f∈  – інформативні парамет-
ри атрибутів структур; iα  – вагові коефіцієнти експер-
тних оцінок структурної складності елементів і компо-
нентів структур. 
Цей критерій дає змогу оцінити та оптимізувати 
системні характеристики діючих і проектованих архі-
тектур моніторингових, інтерактивних і діалогових 
КСУ. 
Однак критерій оцінювання структурної складності 
не враховує характеристики інформативності компо-
нентів структури, тому автор [16] запропонував крите-
рій ефективності структури шляхом розрахунку відно-
шення між інформаційною та структурною складністю 
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= ⋅ = ⋅ ⇒∑ ∑ , (3) 
де: K  – ідентифікатор рівня ПФД ( K n= ,… – відповід-
но для n-рівневих структур); CF  – інформаційна склад-
ність пристрою; jf  – функціонально-інформаційна ха-
рактеристика структури. 
Результати опрацювання параметрів технологічного 
процесу у вигляді функціоналу структуризованих даних 
ХОУ, який формується на виході процесора Р у вигляді 
образно-кластерної моделі моніторингових станів ОУ, 
описує набір аналітичних функцій, згідно з якими вико-
нують опрацювання даних сенсорів, розрахунок фун-
кцій та математичних сподівань, кореляцій та ін., які 
використовують для моніторингу стану ОУ та контро-
лю його відхилень від норми. 
Для магістральної організації руху даних характерне 
зниження собівартості опрацювання розподілених да-
них за рахунок істотного зниження вартості магістраль-
ного фізичного каналу зв'язку на підставі провідних лі-
ній (витої пари та коаксіального кабеля) або волоконно-
оптичних ліній. 
 
Рис. 2. Багаторівнева зірково-магістральна архітектура: 1) сис-
темний сервер; 2) станції магістрально-зіркової структури; 
3) станції бісигнального оптичного зв'язку кільцевої еста-
фетної архітектури; 4) об'єкти моніторингу та управління; 
5) інформаційні зв'язки; 6) оператори 
Головними перевагами такої структури є можливість 
встановлення безпосередніх інформаційних зв'язків між 
станціями, а також колективне використання ресурсів 
сенсорних даних і сервера. Водночас, ця структура має 
низку істотних недоліків, зумовлених можливістю колі-
зій та конфліктів, які ліквідуються на підставі спеціаль-
них складних протоколів доступу, а також низьку на-
дійність, зумовлену одним каналом зв'язку. 
Серед архітектур, на підставі фізичних ліній зв'язку, 
найефективнішою є багаторівнева зірково-магістраль-
на, яка забезпечує максимальне розпаралелення інфор-
маційних потоків і може бути ефективно застосована у 
структурах моніторингових, інтерактивних і діалогових 
систем. Для усунення недоліків магістральної архітек-
тури та зірково-магістральної архітектури з фізичними 
лініями зв'язку запропонована кільцево-зіркова архітек-
тура на підставі оптичних безпровідних ліній зв'язку. 
Ця архітектура відповідає умовам її застосування для 
побудови ІРКС і діалогових систем в умовах фонового 
моніторингу природоохоронних об'єктів. Структуру та-
кої системи зображено на рис. 2 [10]. 
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Рис. 3. Структура трирівневої мережевої КСУ ( 871,2ck = ) 
Структура та функції трирівневої мережевої 
КСУ. Усі три класи системи управління синтезовані та 
структурно об'єднані на виробництві у вигляді трирів-
невої мережевої КСУ (рис. 3). Складові компоненти 
трирівневої КСУ: 
● ОУ – складний об'єкт управління, що є комплексом взаємо-
пов'язаних інформаційно та матеріально технологічних ус-
тановок з випуску конкретної продукції, який обслуго-
вується інформаційною вимірювальною системою, систе-
мами автоматичного регулювання та операторами трьох 
рівнів (технологічного, цехового та адміністративного), які 
оснащені автономними процесорами програмного опрацю-
вання даних; 
● S – сенсори виконують функції вимірювання фізичних зна-
чень технологічних параметрів та перетворення у стандар-
тні електричні сигнали; 
● ІS – інтелектуальний сенсор; 
● ВМ – виконавчі механізми – пристрої управління, оснащені 
інтерфейсними засобами дистанційного зв'язку, які викону-
ють фізичне регулювання технологічними параметрами; 
● SP – спецпроцесори, які виконують функції побудови моде-
лей ОУ на підставі статистичного, кореляційного, спек-
трального, логіко-статистичного, кластерного та ентро-
пійного опрацювання сигналів; 
● OO – група операторів, які виконують функції моніторингу 
та управління об'єктом у ручному режимі; 
● AS – абонентська станція оператора, оснащена промисло-
вим комп'ютером та модемом для телекомунікаційного 
зв'язку з низовою комп'ютерною мережею (НКМ); 
● КНМ – контролери низової мережі, якій виконують функції 
аналого-цифрового перетворення сигналів сенсорів, цифро-
ве опрацювання даних, їх кодування та забезпечення інтер-
фейсного зв'язку з верхніми рівнями системи; 
● РН – процесор-шлюз виконує функції комутації пакетів да-
них між різними рівнями мережі та узгодження швидкості 
їх передавання; 
● НКМ – низова комп'ютерна мережа виконує функції інтер-
фейсного зв'язку між різними КНМ та РН-процесором; 
● СР – цеховий процесор – персональні комп'ютери, якими 
оснащені оператори цехів, що виконують операції збирання 
інформаційних даних і здійснюють їх опрацювання згідно з 
моделлю ОУ; 
● О – оператори виконують функції моніторингу станів окре-
мих технологічних установок або окремих груп параметрів 
(витрата електроенергії, газу, води тощо); 
● CS – комутаційний сервер призначений для організації рів-
невого інформаційного зв'язку між технологічним та адмі-
ністративним рівнями системи; 
● ЛКМ – локальна комп'ютерна мережа виконує функції ін-
терфейсного зв'язку між процесорами та операторами цехо-
вого рівня, має швидкодію на порядок вищу відносно 
швидкодії НКМ; 
● АР – адміністративний процесор є ПК, яким оснащені опе-
ратори адміністративної системи (головні інженер, метро-
лог, енергетик, технолог та оператори бухгалтерської під-
системи); 
● SS – системний сервер виконує функції організації інте-
фейсних зв'язків всіх трьох рівнів, а також зв'язку з вищими 
рівнями управління; 
● БД – база даних; 
● АКМ – адміністративна комп'ютерна мережа, яка має висо-
ку швидкодію і захищена від зовнішнього впливу; 
● ЗІС – зовнішнє інформаційне середовище (інтернет та ін-
формаційне хмарне середовище); 
● ККМ – корпоративна комп'ютерна мережа. 
У цій структурі джерелами інформації формують та-
















Розроблення та реалізація теорії структуризації да-
них, з урахуванням їх поліфункціональних характерис-
тик та проблемної орієнтації, дає змогу оптимізувати 
процеси перетворень інформаційних потоків та спрос-
тити алгоритми обчислень і реалізацію програмно-апа-
ратних засобів під час організації руху інформаційних 
потоків у РКС. Практичне застосування цієї теорії та-
кож дає змогу істотно підвищити функціональні мож-
ливості оцінювання впливу рівня структуризації даних 
на процеси збирання, опрацювання, передавання, збері-
гання, відображення даних і керування складними 
об'єктами, що відповідно знижує вартість комп'ютер-
них систем, собівартість організації руху даних, підви-
щує рівень достовірності ідентифікації станів ОУ, а за-
галом підвищує рівень надійності та безпеки функці-
онування розподілених комп'ютерних систем. 
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Оператор технологічної установки (О) виконує фун-
кції еврістичної ідентифікації семантичних і екологіч-
них станів ОУ, які інваріантні різним технологічним та 
інформаційним станам ОУ, і не можуть бути однознач-
но визначені різними логічними аналізаторами , ,i j kS X I  
автономно. 
Інформаційна система контролю та ідентифікації 
станів ОУ дає змогу зменшити надлишковість даних на 
етапі первинного обробляння. Обсяг даних, що фор-
мується усіма сенсорами, на порядок перевищує обсяг 
вихідних даних промислового контролера, що через 
НКМ надходять до комп'ютера-сервера. Скорочення об-
сягів даних досягається за рахунок кодування стану ОУ 
та формалізованого параметра, що описує цей стан. Як-
що об'єкт контролю має 15 сенсорів, кожний з яких 
формує 10-розрядне значення і може перебувати в од-
ному з восьми станів, то застосування запропонованої 
системи дає змогу скоротити обсяг даних зі 150 біт до 
13 біт, а в окремих випадках до 3 біт. 
Інформаційна система контролю та ідентифікації 
станів ОУ повинна бути обладнана відповідними засо-
бами автоматики і включати: сенсори ( pC ); логічні та 
еврістичні аналізатори семантичних ( iS ), технологіч-
них ( jX ) та інформаційних ( kI ) станів ОУ; промислові 
контролери (ПрК), низову комп'ютерну мережу (НКМ) 
та базовий комп'ютер-сервер диспетчерського центру 
(рис. 4). Структура модуля оцінки стану об'єкта управ-
ління характеризує інформативність та структурну 
складність на підставі даних табл. 1 [16]. 
 
Рис. 4. Архітектура системи ідентифікації семантичних, техно-
логічних і інформаційних станів ОУ: О – оператор техноло-
гічної установки; Pi, Pj, Pk – формалізовані параметри се-
мантичних, технологічних та інформаційних станів ОУ; 
Pijk – характеристичний параметр технологічного стану ОУ 
Табл. 2. Експертні оцінки інформативності та структурної 









Сенсори (С) 100 27 n 
Аналізатори логічних, ев-
рістичних і технологічних 
станів (Si, Xj, Ik) 
15 35 3 
Промисловий контролер 
(ПрК, КНМ) 
30 47 1 
Низова комп'ютерна мере-
жа (НКМ) 
5 31 1 
Процесор (Р) 40 21 1 
Оператор (О) 15 13,2 1 
Відповідно до даних табл. 2 та згідно з критерієм 
(3), оцінка інформативності становить 100 135CF n= +  
одиниць, структурної складності 27 217, 2ck n= +  оди-










Отримана інформація про ОК та про сигнали, що 
його описують, подається у формах: 
● доступних безпосередньо вимірюванню входів, виходів, 
змінних стану; 
● моделей ОУ, ДІ або сигналів; 
● оцінок сигналів та станів. 
Властивості кожного з наведених вище класів ОУ 
можуть бути описані у вигляді сигнальної, статистичної 
та ентропійної моделей. 
Інформація про ОУ надається у НКМ у цифровому 
вигляді. Тому у названих моделях доцільно дослідити 
системні властивості різних класів дискретних ОУ, від-
повідно властивості аналогових ОУ можуть бути описа-
ні в класі дискретних ОУ з певною заданою точністю. 
Визначення інформаційних станів ОУ ґрунтується 
на теорії і технології кодування дискретних ОУ. При 
цьому найбільш актуальним завданням є кодування 
квазістаціонарних ОУ, до яких відносять широкий клас 
промислових об'єктів. 
Виконана систематизація та дослідження архітектур 
у попередньому розділі дали змогу встановити пари ак-
тивних вузлів у структурі РКС, де реалізується форму-
вання та обмін різними типами функціонально орієнто-
ваних даних. Класифікацію таких типів даних наведено 
в табл. 3. На сьогодні існує велика кількість тиражова-
них РКС, які реалізують досліджені архітектури та їх 
компоненти. 
Проведені дослідження дають змогу встановити такі 
типи поліфункціональних даних, які використовують 
для обміну інформаційними потоками між компонента-
ми РКС: інформаційно-вимірювальні аналого-сигнальні 
та цифрові біт та байт орієнтовані дані (ІВМ), цифрові 
байт орієнтовані потоки даних (ЦПД), мережно-інтер-
фейсні сигнально-маніпульовані біт орієнтовані дані 
(МІД, СМД), які передаються по фізичних, безпровід-
них і оптичних лініях зв'язку електричними, електро-
магнітними та оптичними сигналами. 
Обговорення результатів дослідження. Під час 
аналізу отриманих результатів дослідження, порівняв-
ши їх, можна прийти до висновку, що для розв'язання 
різних поставлених задач перед розподіленою комп'ю-
терною системою управління доцільно використовува-
ти запропоновані критерії розрахунку емерджентності 
та структурної складності компонентів та архітектур 
даного класу систем. Для організації руху моніторинго-
вих, керувальних, діалогових і поліфункціональних да-
них найоптимальнішим є використання спецпроцесорів 
формування логіко-статистичних інформаційних моде-
лей. Цей вибір забезпечує розширення функціональних 
можливостей та покращує міжкомпонентну взаємодію 
інформаційних потоків в архітектурі комп'ютерних сис-
тем. Під час розв'язання поставлених задач є неактуаль-
ним підвищення універсальності та апаратної складнос-
ті мікроконтролерів низової мережі КСУ, що в багатьох 
випадках є функціонально надлишковим та знижує ха-
рактеристики мобільності та надійності таких компо-
нентів. 
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Табл. 3. Типи пар компонентів РКС, між якими виконують обмін даними 
№ 
з/п 




руху даних на рис.  
1 S – КСУ 
Інформаційно-вимірюваль-
ні дані (ІВД) 
+ + п.1 табл. 1 
2 КСУ ↔ ВМ 
Цифрові потоки даних 
(ЦПД) 
+ + п.1 табл. 1 
3 
Х(t) –  ІВД  + п.2 табл. 1 
4  – КСР ІВД  + п.2 табл. 1 
5 КСР – ВМ ІВД  + п.2 табл. 1 
6 S –  ІВД  + п.2 табл. 1 
7 О ↔ Р ЦПД  + п.2 табл. 1 
8 О ↔ АР ЦПД  + 2 
9 АР ↔ АКМ 
Мережно-структуризовані 
дані (МСД) 
+  2 
10 SS → БД ЦПД  + 2 
11 SS ↔ АКМ МСД +  2 
12 SS ↔ ЗІС МСД +  2 
13 О ↔ СР ЦПД  + 2 
14 SS ↔ СS МСД +  2 
15 АКМ ↔ РН МСД +  2 
16 ЛКМ ↔ РН МСД +  2 
17 СР ↔ ЛКМ МСД +  2 
18 СР ↔ РН ЦПД +  2 
19 РН ↔ НКМ МСД +  2 
20 СS ↔ НКМ МСД +  2 
21 КНМ↔ НКМ МСД +  2 
22 SР ↔ НКМ МСД +  2 
23 АS ↔ НКМ МСД +  2 
24 S → КНМ ІВМ + + 2 
25 ІS ↔ КНМ ІВМ, ЦПД + + 2 
26 ВМ ↔ КНМ ЦПД + + 2 
27 S → SР ІВМ + + 2 
28 ОО ↔ АS ЦПД  + 2 
 
Отже, проаналізовано результати застосування різ-
них архітектур КСУ для розв'язання поставлених задач, 
визначено емерджентність та структурну складність 
для кожної окремої архітектури. 
Висновки 
У цій роботі запропоновано критерії розрахунку 
емерджентності та структурної складності різних типів 
структур КСУ: монопольної, автоматичного регулюван-
ня, моноканальної системи моніторингу, розділеного 
часу та мультипроцесорного опрацювання даних. Зап-
ропоновано також адитивно-мультиплікативний крите-
рій, який враховує структурну складність окремих ком-
понентів та архітектуру комп'ютерної системи. Дослі-
дження показали, що застосування запропонованих 
критеріїв дає змогу здійснити порівняння системних ха-
рактеристик розподілених комп'ютерних та кіберфізич-
них систем, а також визначити перспективні напрями їх 
удосконалення. 
Викладено функціональні особливості різних архі-
тектур КСУ та їх недоліки в організації руху моніто-
рингових, керувальних, діалогових й інформаційних 
поліфункціональних даних. 
На підставі наведеної структури класичної трирівне-
вої мережевої КСУ обґрунтовано застосування цехових, 
адміністративних і системних процесорів на відповід-
них рівнях КСУ для забезпечення інтерактивної взаємо-
дії всіх учасників системи управління. 
Систематизовано пари інформаційних потоків да-
них, які формуються різними компонентами системи, 
що дає змогу вдосконалити інформаційні характеристи-
ки кожної пари компонентів КСУ з позиції сумісності 
та зменшення алгоритмічних перетворень даних. 
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METHODS OF ORGANIZING THE MOVEMENT OF MONITORING, INTERACTIVE AND DIALOG 
DATA IN THE STRUCTURES OF DISTRIBUTED COMPUTER SYSTEMS 
Methods for organizing the movement of monitoring, interactive and dialog data in the structures of distributed cyberphysical 
systems have been developed. The basic idea of the proposed methods is the systematization of structures and classes of information 
sources in distributed computer systems that generate monitoring, interactive and dialog data. A method for calculating the emergen-
ce of classified structures of computerized control systems of the following types: monopoly, automatic control, mono-channel moni-
toring system, split time and multiprocessor data processing. For each of these structures, estimates of the criteria of structural 
complexity and emergence are calculated. An additive-multiplicative criterion of structural complexity is proposed, which takes into 
account the structural complexity of individual components and the architecture of the computer system. The criterion of emergence 
of a computer system in the form of the ratio of the number of information links to the total number of system components is propo-
sed. The application of such criteria allows comparing the system characteristics of computer and cyberphysical systems, as well as 
identifying promising areas for improvement. The peculiarities of the functional capabilities of different architectures and their 
shortcomings in the organization of the movement of monitoring, control, dialog and information fields of functional data are presen-
ted. The architecture of network stations is studied; estimates of their emergence and structural complexity are given. The structure of 
the classic three-level networked computerized control system is presented, which is equipped at the technological level with low-le-
vel network controllers, subscriber stations and special processors that interact with intelligent sensors, actuators and operators of 
control objects. At the shop level, shop processors are used, which are serviced by operators of technological installations. At the ad-
ministrative level, there are administrative processors, a system server that has information connections with the administrative com-
puter network, database, external information system, and inter-level switching processor. Systematized information pairs of data 
streams formed by different components of the system, which allows improving the information characteristics of each pair of com-
ponents of the computerized control system from the standpoint of compatibility and reduce algorithmic transformations of monito-
ring, control, dialog and multifunctional data. Known classifications of information flows do not take into account the different types 
of information data that are formed by the object of management – the source of information. The architecture of the system of iden-
tification of semantic, technological and information states of the control object is offered. 
Keywords: distributed computer systems; data types; network station; three-level network computer control system; between 
component interactions; semantic, technological, informational state of the source of information. 
