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ABSTRACT 
We obtain a real canonical form for real symplectic pencils. It extends earlit>r 
results which were derived over the complex field, so that the canonical form was 
complex, and which were limited to the case where the elementary divisors of 
eigenvalues on the unit circle have an even degree. 0 1998 ElseLier Science Inc. 
1. INTRODUCTION 
Let 
0 
K= 
- 4, 
i 1 I,, 0 (1.1) 
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Two real matrices H and S are said to be Hamiltonian and symplectic, 
respectively, if HTK + KH = 0 and SrKS = K. Observe that if H is Hamil- 
tonian, then S, = eH, S, = (H + Z,)(H - Z )-l, and S, = (H - Z,XH + 
Z,>-l are all symplectic matrices, where S, an”d S, are defined only if H does 
not have eigenvalues at 1 or - 1, respectively. Note also that the Cayley 
transformation used to generate S, and S, can be inverted and used to 
convert a symplectic matrix S into a Hamiltonian one, as long as S does not 
have eigenvalues either at 1 or at - 1. 
Starting with the work of Williamson [17-191, the symmetries of Hamilto- 
nian and symplectic matrices have been exploited by a number of re- 
searchers, such as Cikunov [5, 41, Ciampi [3, 21, Laub and Meyer [13], 
Burgoyne and Cushman [l], Djokovic et al. [6], and Lancaster and Rodman 
[12], to obtain canonical forms for these two classes of matrices. The main 
difficulty is, for the Hamiltonian case, to characterize the eigenstructure 
corresponding to eigenvalues on the imaginary axis or at the origin, and for 
the symplectic case, to characterize the eigenstructure corresponding to 
eigenvalues on the unit circle or at $- 1. Hamiltonian and symplectic matrices 
arise naturally in a wide variety of problems of mechanics, optimal control 
[12], and signal p recessing, so that studies of the internal structure of such 
matrices have a wide applicability. For example, the canonical form of 
Hamiltonian matrices was employed recently in [14] to perform a complete 
classification of multivariate stationary Gaussian reciprocal diffusions. 
A partial study of canonical forms of symplectic pencils of the form 
SE - tA, with E and A not necessarily invertible, was undertaken by 
Wimmer [2O] in the context of an analysis of the discrete-time algebraic 
Riccati equation. However, Wimmer’s results are restricted to the case where 
the elementary divisors corresponding to eigenvalues on the unit circle have 
an even degree. Moreover, the analysis of [20] was performed over the 
complex field, and the canonical form obtained is, in general, complex even 
for real pencils. The objective of this paper is to extend Wimmer’s results by 
constructing a real canonical form for arbitrary real symplectic pencils. This 
generalization is needed to extend the results of [14] to discrete-time station- 
ary Gaussian reciprocal processes. 
The approach we follow exploits the symmetries of symplectic pencils to 
restructure the Weierstrass canonical form of regular matrix pencils. This 
form, which is described in detail in [7, Chapter 121, is the analog for matrix 
pencils of the Jordan form of a matrix. Note that this canonical form is often 
attributed to Kronecker, although according to [16, Chapter 91, it was first 
derived by Weierstrass for regular pencils, and subsequently extended to 
singular pencils by Kronecker. The canonical form of symplectic pencils is 
described in Section 2, and after deriving some preliminary results in Section 
3, its construction is given in Section 4. 
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1.1. Mathematical Setting and Definitions 
Consider a matrix pencil 
P(s, t) = SE - tA, (I.21 
where E and A are two real matrices with the same size. The pencil is said to 
be square if E and A are square matrices, and regular if its determinant does 
not vanish identically. 
An eigenualue of the pencil P(.s, t) is a number +, E C U {a} such that 
there exists a pair (so, t,) E Cc” \ ((0, O)} for which % = -so/t,, and 
det PCs,,, t,) = 0, with the convention that so/O = 00 for any complex s,). To 
characterize the properties of matrix pencils which remain invariant under 
coordinate changes, the following equivalence relation may be introduced. 
DEFINITION 1.1. Two real matrix pencils P,(s, t) and P,(s, t) are eyuic- 
alent, which we denote by 
P&s, t) - P,(s, t>, (1.3) 
if there exist two real invertible matrices V and W such that 
P,( s, f)V = WP,( .s, t). (1.4) 
The following definition introduces symplectic pencils and symplectic 
pairs. 
DEFINITION 1.2. A pair (P(s, t), K) formed by a regular real matrix 
pencil PCs, t) = sE - tA of size 2 n X 2 n and a real 2 n X 2n nonsingular 
skew-symmetric matrix K is said to be symplectic if 
ETKE = ATKA. ( 1 .S) 
If K is given by the right-hand side of (l.l), the pencil P( .s, t) itself is said to 
be symplectic. 
Recall that for a real pencil PCs, t), if Z” is an eigenvalue of P, so is its 
complex conjugate 2:. The symplectic property (1.5) imposes additional 
symmetries to the eigenstructure of PCs, t), which are described in Section 3. 
We now define an equivalence relation between symplectic pairs. The 
goal of our paper is to construct a canonical form under this equivalence 
relation. 
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DEFINITION 1.3. Two symplectic pairs (P,(s, t>, K,) and (P,(s, t>, K,) 
are said to be symplectically equivalent, which we denote by 
if there exist two real invertible matrices V and W such that 
P,(s,t)V = WP,(s,t), (1.7a) 
W%,W = K,. (IJb) 
In 1867, Weierstrass showed that under the equivalence relation (1.3), a 
regular pencil can be brought to a canonical form with the structure shown in 
Theorem 3.1 below. The purpose of the present paper is to reorganize the 
Weierstrass canonical form to exploit the symmetries of the class of symplec- 
tic pairs. 
Before describing the main result, we introduce some notation that will 
be useful in the sequel. First recall that, given two matrices A E R”‘” and 
B E [wPx4, and denoting by aij the (i,j)th element of the matrix A, the 
Komecker product A @ B of A and B takes the form 
A@B:= 
all B aI2 B *** al, B 
a,,B a22 B ... azm B 
anlB an2 ‘B . . . a,,B 
(1.8) 
It is therefore a block matrix of size np X my which admits aij B as its 
(i, j)th block of size p X q. The reader is referred to [lo] for a discussion of 
the properties of the matrix Kronecker product. 
Given two matrices A and B, we write A @ B the block-diagonal matrix 
AeBB:= ; ;. 
[ 1 (1.9) 
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We denote by 2, and Xc, and r x r matrices given respectively by 
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1 
0 1 0 ... 0 
0 0 1 ... 0 
2, = 0 . . . . . . . . ’ 0 0 ‘.. 0 1 0 0 .** 0 0 I (1.10) 
and 
2, = 
0 . . . 0 0 (_,)‘--l 
0 . . . 0 (-l)‘_” 0 
* : : 
0-10 . . . ; 
1 0 0 ... 0 
(1.11) 
For a complex number a = cr + jw, J,(n) d enotes a Jordan block of size 
r with eigenvalue a, i.e. 
Jt-( u) = al, + z,. . (1.12) 
Similarly, J,,(a, a*> represents the 2r x 2r real Jordan block obtained by. 
pairing the complex Jordan blocks of size r associated to a and n*: 
JpJU> a*) = 1, QD [; -gq +z,c3zl,. (1.13) 
2. MAIN RESULT 
The canonical form that we propose for symplectic pencils has the 
following structure. 
THEOREM 2.1. Under the symplectic equivalence relation (@I, u sy:n- 
plectic pair ( P(S, t), K) can be trunsfhned to a canonical form (P(t, s), K), 
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l$,t) = & (sEi - tAi), (2.1) 
i=l i=l 
and the blocks Ei, Ai, and Ki are of four possible types: 
Type 1. The blocks Ei, Ai, and Kj corresponding to a real eigenvalue 
pair (ai, a,‘), with lail < 1, take theform 
pi IrkCui> O 
Ai= @ 
[ 1 k=l 0 I ’ ?i
(2.2a) 
(2.2b) 
K,= & 0 - Ck 
[ I k=l IQ 0 . (2.2c) 
Type 2. The blocks Ei, Ai, and Ki corresponding to a complex eigen- 
value quadruple (a,, a:, ai ‘, a,:* 1, such that ai = ci + jw, with oi > 0 and 
la, ( < 1, admit the structure 
0 
1 ’ 
J2rktai, a?> O 
0 z ’ 2~k 1 
Ki= ;;; 
0 -L,, 
[ 1 k=l bq 
0 . 
(2.3a) 
(2.3b) 
(2.3~) 
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Type 3. The blocks Ei, Ai, and Ki corresponding to a complex eigen- 
value pair (ej*i, e -j’f) on the unit circle, tsith 0 < 13~ < m, admit the 
structure 
Ei = & ( Zlrk -J2,,(jbi -jbi))7 (2.4a) 
k=l 
Ai = kk, ( Izri + lzrii(jb, - jbi)), (2.4b) 
& = ,9, ‘+r, @ %) (2.4~) 
with K~ = f 1 and bi = tan(8,/2). 
Type 4. The blocks Ei, Ai, and Ki corresponding to eigenvalues located 
at E, = f 1 take the form 
0 
(L;+, + ZPr;+J ’ 
(2.5~1) 
I 2r;+ 1 + z,r;+ I 0 
0 
with K~ = f 1. 
REMAHKS. 
(2.5b) 
(2.5~) 
(1) Each block Ki is clearly skew-symmetric of even size, and each pair 
(P,(s, t) = sEi - tAi, Ki) is symplectic. This implies that (P(s, t>, K) is a 
symplectic pair. 
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(2) The blocks K, are orthogonal: 
KiKT = -q = 1, i = 1,2,. , . ,1. (2.6) 
(3) An interesting feature of the triples (Ei, Ai, Ki) is that they admit the 
symmetry 
A; = ??iKiEiKT, (2.7) 
with ei = 1 for blocks of type 1, 2, or 3, and ??i = + 1 for blocks of type 4, 
depending on whether they are associated to eigenvalues at 1 or - I. 
(4) In Theorem 2.1 we have regrouped the pairs (A, A-l> of reciprocal 
eigenvalues. If E is singular, the pencil PCs, t) admits (0, w> as an eigenvalue 
pair. This pair is included among the blocks of type 1. 
(5) The canonical form (PCs, t), K) is defined only up to an ordering of 
the diagonal blocks (Pi(s, t), Ki). Such an ordering is uninteresting and is 
therefore not specified. 
(6) The skew-symmetric blocks Ki employed in the above decomposition 
have the same structure as those used for Hamiltonian matrices in [6]. Since 
we are dealing with real pencils, they do not coincide with the blocks 
employed in [2O], where the complex case was considered. 
(7) The sign s K~ = + 1 appearing in the blocks of type 3 and 4 are 
invariants of the symplectic pair (PCs, t), K) under the equivalence relation 
(1.6), and are of the same type as the inertial invariants of [13, 201, or the 
sign characteristic of 181. 
3. PRELIMINARY RESULTS 
Our derivation of Theorem 2.1 makes use of the Weierstrass canonical 
form of an arbitrary regular pencil, which has the following structure [7, 
Chapter 121. 
THEOREM 3.1. Under the equivalence relation (1.2) a regular real matrix 
pencil can be brought to the block-diagonal form 
sgn - t&%fo := @ (sq -t&q, (3.1) 
i=l 
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where the blocks ZFi and Ai are of three possible types: 
Type R. To each distinct real finite eigenvalue a, corresponds a block of 
the form 
&=l= ;;;I 
k=l “’ 
(3.2a) 
(3.2b) 
Type C. To each pair (ai, a:) of finite complex eigenvalues cowesponds 
a block with the structure 
q = 1 = ;;; IZTk, 
k=l 
(3.3a) 
(3.3b) 
Type 1. To an eigenvalue at infinity, if present, cowesponds a block of 
the form 
2Fi = & J 
k=l ” 
(0) = ;;; q., 
k=l 
(3.4a) 
(3.4b) 
The following results will also be of use in the derivation of Theorem 2.1. 
LEMMA 3.1. Zf (SE - tA, K) is a symplectic pair, the pencil SE - tA 
admits the equivalence relation 
SE - tA - (tE - sA)? (3.5) 
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Proof. From the symplectic property (1.5) it follows that, for arbitrary (Y, 
P, s, and t, 
(aE - PA)?C(sE - tA) = (tE - sA)?C( PE - CIA). (3.6) 
Because of the regularity of the pencil SE - tA, we can choose CY and /3 real 
such that both (aE - pA>T and /3E - CYA are nonsingular (i.e., such that 
neither o//3 nor P/a are eigenvalues of the pencil sE - tA). Thus, both 
(aE - /3AjTK and K(oA - BE) are nonsingular, and (3.5) holds, ??
As a consequence of the identity (3.6) if we select s = (Y and t = P, with 
(Y and /3 real and such that /3E - crA is invertible, we find that the matrix 
S = ((YE - PA)( PE - aA)-’ (3.7) 
is symplectic, i.e., STKS = K. In other words, if the pair (sE - tA, K) is 
symplectic, so (sI,, - tS, K). It is easy to verify that under the transforma- 
tion (3.7) if z is an eigenvalue of SE - tA, then 
(3.8) 
is an eigenvalue of S. The transformation f(e) is an involution, since we have 
f(f(z)) = z, and it maps the unit circle into the unit circle. In particular, it 
maps 2 = IfI 1 into 2’ = T 1. The transformation (3.7) can be used to relate 
the analysis of symplectic pencils to the simpler case of symplectic matrices. 
To connect more precisely the eigenstructures of the pencils SE - tA and 
s&n - tS, we employ the following lemma. 
LEMMA 3.2. Given a Jordan block J,(z) corresponding to z E C, ilf 
CY, /3, y, 6 E R are such that z f y/6, the matrix 
J’ = (YL - aw-‘+4 - PIM) (3.9) 
is similar to J,.(h( z)), with 
h(z) = z, (3.10) 
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i.e., there exists an invertible similarity transformation T such that J’ = 
T-‘J,(h(z))T. 
Proof. Let D = aS - Py denote the determinant of the Moebius trans- 
formation (3.10). The matrix J’ is upper triangular and can be expressed as 
r-l 
J’ = h(z)Z, + c cP(ZJk 
k=I 
(3.11a) 
with 
ak-1 
C k = D(r- &)k+‘* (3.11b) 
This shows that h(z) is the only eigenvalue, with multiplicity r, of /‘. 
Furthermore, the only right eigenvector of J’ corresponding to h(z) is 
c=[l 0 . . . OIT. This implies that J’ admits a single Jordan block of size r 
corresponding to h( z 1. ??
Consider now the symplectic matrix S obtained by applying the transfor- 
mation (3.7) to a symplectic pencil SE - tA. Let P” be a r X 2n matrix 
whose rows span a left invariant subspace of S, so that 
prs L /’ pl (3.12) 
where /’ is an r X r matrix. The expression (3.7) implies 
((YZ,. - pJ’)P”E = (pZ, - crYJ’)P’A, (3.13) 
so that the rows of PT span a left dejating subspace (see [ISI for the 
definition and properties of deflating subspaces) of the pencil SE - tA. This 
ilnplies the following result. 
LEMMA 3.3. Let SE - tA be a regular pencil. Zf, in the transformation 
(3.7), (Y and p are selected in such a way that @E - aA is invertible, then to 
each elementary divisor of the form (s’ - zi,t)’ with z.:, z /3/a (?f sZ,, - tS 
corresponds an elementary divisor (s - +,t)‘- of .sE - tA with q, = f( .zi,), 
where f(.> is given by (3.8). 
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Proof. In (3.9), let J’ = J,.(zb) be a Jordan block of size t- corresponding 
to the eigenvalue zb. Then (3.13) can be rewritten as JPTE = PTA, with 
J = (PL - q,(4d-1(az, - Plr(4))- (3.14) 
But according to Lemma 3.2, J is similar to Jr< z,,) with za = f( 2;). ??
Lemmas 3.1 and 3.3 can be used to give the following characterization of 
the elementary-divisor structure of symplectic pencils. 
THEOREM 3.2. Zf ( sOs - t, t 1’ is an elementary divisor of a symplectic 
pencil SE - tA, so is (t,s - s,t)‘. Furthermore, the elementary divisors 
(s f t)2r+1 of odd degrees corresponding to eigenvalues at f 1 occur in 
pairs. 
Proof. The first part of the statement is a consequence of the equiva- 
lence of SE - tA and tE - SA (see also [ZO]). The second part uses the fact 
that since the matrix S obtained by (3.7) is symplectic, its elementary divisors 
of odd degree corresponding to eigenvalues at f 1 must occur in pairs, as 
shown in [13]. Then, according to Lemma 3.3, the elementary divisors of 
SE - tA corresponding to eigenvalues at f 1 have the same property. ??
The results described below will also be useful in the sequel. 
LEMMA 3.4. The following equivalence relations hold: 
(1) For any r E N and any a E C \ {O}, 
sj,r(a) - tZ, N sZ, - tJ?(a-‘). (3.15) 
(2) For any r e N and any a E C \ R, 
s],‘,( a, a*) - tZ,, N sZZr - tJzr( a-l, a-*). (3.16) 
(3) Let r E N, 8 E (0, r>, b = tan(8/2>, E = I,, - J2,(jb, -jb), and 
A = I,, + J,,(jb, -jb); then 
SE - tA N sZ2,. - t],,(@, e+). (3.17) 
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(4) Let r E N, E = + 1, E = I,. - Z,, and A = E(Z, + Z,); then 
SE - tA N sZ, - tJ,.( ??) . (3.18) 
Proof. (1): Clearly the equivalence relation (3.15) holds if and only if the 
matrix Jrr(a> is similar to J,(a -’ ). Since any matrix is similar to its 
transpose, we only need to prove that Jr ‘(a) is similar to J,.(u-‘). This is a 
consequence of Lemma 3.2, with cx = 1, /3 = 0, y = 0, and 6 = - 1. 
(2): We need to show that the matrix Jirr( a, a* ) is similar to 
J,,W’, a -*I. But since the matrix Jz,(u, a*) is similar to J,(u) CB J,(u*) [9, 
p. 1521, the proof follows from 1. 
(3): We need to show that the matrix AE-’ is similar to Jer(eje, e-j’). 
We have 
,#-I = -2(-E)-’ - 1, (3.19) 
as can be checked by right multiplication of the identity A = 21 - E by 
E-‘. The right-hand side of (3.13) can be rewritten as - 2[ Jzr( - 1 + jb, 
-1 -$>I-’ - I. I nvoking the same argument as for the derivation of item 
2, the matrix -2[ Ja,( - 1 + jb, - 1 - jb)]-’ is similar to Jzr( -2( - 1 + 
jb)F’, -2(- 1 - jb)-l) = J,,((2 + j2bXl + b2)-‘, (2 - j2b)(l + b’)-‘), 
and hence AE-] is similar to JPr((2 + j2bX1 + b2)-l - I,(2 - j2bX1 + 
b”)-’ - 1). This last expression, taking into account the definition of b, may 
be written as J2,.(eje, e-j’). 
(4): To prove that the matrix E( I,. + &.)(I,. - Z,))’ is similar to Jr( ??), 
we apply Lemma 3.2 with (Y = -p = E, y = 6 = 1, and z = 0. This con- 
cludes the proof. ??
LEMMA 3.5. Let SE - tA and SE’ - tA’ be two regular matrix pencils, 
possibly of different sizes. Then the Lyupunoc-type matrix equation 
(E’)~ME - (~‘)~h/l~ = 0 (3.20) 
udm,its a nonzero solution if and only if there exists two eigenvalues zO = so/t, 
and zb = s’,/tl of sE - tA and SE’ - tA’, respectively, such that sbso = tb t,, 
or equivalently 
z. = (zb)-‘. (3.21) 
For a proof of this lemma, we refer to [15]. 
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4. PROOF OF THE MAIN RESULT 
4. Z . Introduction 
In this section we prove Theorem 2.1. In particular, we shall prove that 
there exist two real invertible matrices V and W such that 
and 
(sE - tA)V = Wp’( s, t) (4.1) 
wTZzW - i, (4.2) 
where F(s, t) and K’ have the form specified by Theorem 2.1. To complete 
the proof, it will be sho\lln that if-a symplectic pair (P(s, t>,, K) is symplecti- 
$1~ equivalent to_ (P,(s, t,>, K,) and to (P,(s, t), K,), where both 
(P&s, t), K,) and (P,(s, t), K,) have the form specified by Theorem 2.1, 
then 
(P&t), zq = (&(O,> G). (4.3) 
The approach employed to derive Theorem 2.1 is constructive and allows, 
in principle, the computation of the matrices V and W. An alternative 
approach based on Theorem 2.1 of [20] and Theorem 3.5.2 of [12] would 
consist first of showing that (PCs, t), K) is symplectically equivalent to a pair 
of the form (P,(s, t), k,), with 
I -1 
K, 0 0 
K,= [ 0 0 -I, 1 , 
0 I, 0 
[ 
s 0 0 
:o NT 0 
0 0 z, 
(4.4a) 
(4.4b) 
where m denotes the algebraic multiplicity of the zero eigenvalues of P(s, t), 
N is a real nilpotent matrix of size m X m, K, is a real skew-symmetric 
matrix of size 2(n - m), and S is K,-symplectic, i.e., STK,S = K,. Then, 
one could adapt the results of Cikunov [5, 41 and Laub and Meyer [I31 to 
bring the pair (sZ - tS, K,) to the desired canonical form. However, the 
blocks of types l-4 considered by Cikunov and by Laub and Meyer do not 
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have the same structure as those considered here, so that additional transfor- 
mations would be needed to bring them to the desired form. As a conse- 
quence, the computations required by this alternative derivation do not 
appear significantly shorter than those appearing below. 
As a first step, observe that if K = -K T is a real nonsingular skew- 
symmetric matrix of even size, there exists a nonsingular matrix WC, such 
that W,TKW,, has the structure (1.1). Then, without loss of generality, we 
may assume that, in the symplectic pair (P(s, t), K), the matrix K is given 
by (1.1). 
Consider now the Weierstrass canonical decomposition of the symplectic 
pencil SE - tA. According to Theorem 3.2, each block of the decomposition 
corresponding to an eigenvalue at u E @ with (I # k 1 is matched by an 
identical block at a ‘. For the particular case of an eigenvalue at cz,, = 0 
whose block sg,;, - t&a takes the form 
(4.5) 
the matching block is the block sgZ - ttim corresponding to the eigenvalue at 
00 _’ = CT, with the structure 
(4.fi) 
where the integers rk in (4.5) and (4.6) are the same. 
We can regroup the blocks of the Weierstrass canonical form correspond- 
ing to (1) reciprocal real eigenvalues a, a -’ (2) complex quadruples 
u, a*, up’, a-*, or (3) complex conjugate pairs u = ej’, n* = e-j’ on the 
unit circle, where for all three such cases we assume a # f 1. By using the 
equivalence relations of Lemma 3.4, it is easy to verify that under equiva- 
lence, each grouping can be brought to the form specified for blocks of types 
1,2, and 3 in the canonical form of Theorem 2.1. Next, consider the blocks of 
the Weierstrass canonical form corresponding to eigenvalues at a = k 1. 
According to Theorem 3.2, the Jordan blocks of odd size corresponding to 
such eigenvalues appear in pairs, so that under equivalence they can be 
brought to the form specified for blocks of type 4. 
At this point, we have show that there exist real matrices V and W such 
that the equivalence relation (4.1) holds. We now demonstrate that V and W 
may be chosen in such a way that the identity (4.2) is satisfied. First, we 
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prove that G := W TKW is block-diagonal. To do so, let 
E, := ; Ei, AD:= &A,. 
i=l i=l 
(4.7) 
By using the symplectic property (1.5) of the pencil SE - tA, the equivalence 
relation (4.1) implies 
E;GE, = ALGA,. (4.8) 
Partitioning G as G = [Gij], w h ere Gij has the same row size as Ei and the 
same column size as Ej, the equation (4.8) can be rewritten block by block as 
E;Gjj Ej - ATGij Aj = 0. (4.9) 
But, for i #j, the eigenvalues of sEi - tAi and sEj - tAj never satisfy the 
condition (3.211, so that, in view of Lemma 3.5, Gij = 0 for i #j. As a 
consequence, G admits the block-diagonal structure 
G:=WTm= &, (4.10) 
i=l 
where the blocks Gi satisfy 
E;Gi Ei - ATG, Ai = 0. (4.11) 
We now show that the matrices W and V can be selected so that 
Gi = Ki, where, depending on whether we are considering blocks of type 1, 
2, 3, or 4, K, admits the structure (2.2c), (2.3~1, (2.4~1, or (2.5~). The key step 
consists in showing that the solution Gi of (4.11) can be expressed as 
Gj = Q;KiQi, (4.12) 
where Ki takes the form (2.2~1, (2.3~1, (2.4~1, or (2.5c), depending on the 
block type, and where Qi commutes with the matrices Ei and Ai. As a 
consequence, if we define 
q := Q,:‘, vj := Q;‘, (4.13) 
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the relation 
(SET - tA,)v, = wi( sEi - tAi) 
275 
(4.14) 
holds. 
4.2. Justijkation of (4.12) 
Type 1. Let (a,, a,‘) with [ai1 < 1 b e a pair of real eigenvalues corre- 
sponding to a block sEi - tA, with 
I 0 +I;; ” 
[ 1 k=l 0 Irk 
(4.15a) 
(4.15b) 
where for simplicity we denote lr, = lrk(ai). Partitioning Gi as Gj = [G,,], 
the (k, 0th block of Equation (4.11) can be written as 
Taking into account Lemma 3.5, this equation implies that 
structure 
G,, = 
where 
I. (4.16) 
G,, has the 
(4.17) 
(4.18a) 
(4.18b) 
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Since G,, is skew-symmetric, we have 
G,,= [itz 7’1 = [ _;;; -:“I = -G;. (4.19) 
In particular, for k = I, 
G’ = _GzT 
kk kk* (4.20) 
Now define the matrix Qi = [Qkl] partitioned conformally with G,[G,,], with 
Qkl := 
Gz 0 
[ 1 o QkZ’ 
where the block & is given by 
(4.21a) 
(4.21b) 
and where OYk x r, denotes the zero matrix of size ?-k X T-~. 
It is not difficult to check that (4.12) holds, where Ki is given by (2.2~). 
Specifically, 
[&Qilk, = KkkQk, = ii, -fki > 
[ 1 (4.22a) 
[QT]~~ = Q;, = “’ ’ 
[ 1 0 a (4.22b) 
and 
(4.23) 
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Furthermore, Qi commutes with 
from (4.18b) that 
Ei and A,. This can be verified by noting 
(4.24) 
Similarly, we can check that Qi commutes with Ei. 
Type 2. Let (ai, ~27, a,:‘, a,:* > with a, = cr, +jwi and Iail < 1 be a 
quadruple of complex eigenvalues corresponding to the block sEi - tA, with 
(4.25a) 
Ai = & J [ 1 “6” zo , (4.25b) k=l 2rk 
where Jzr, is an abbreviation for J2,,<uj, UT). Let also Gi be the correspond- 
ing diagonal block of G. By employing the same argument as for type 1 
blocks, it can be shown that there exists a matrix Qi commuting with E, and 
Aj such that (4.12) holds, where Ki has the structure (2.3~). 
Type 3. Let e ‘jel be a pair of complex conjugate eigenvalues on the 
unit circle corresponding to the block sE, - tAi with 
(4.26a) 
(4.26b) 
where J2,., is an abbreviation for J2rk(jbi, -jbi) with b, := tan(OJ2). Parti- 
tioning Gj as Gi = [Gkl], the equation (4.11) can be rewritten in block form 
as 
(4.27) 
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By observing that 
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J&b, -jb) = bZ, 8 &, + Z, 8 I,, (4.28a) 
we deduce that G,, can be represented as 
with r, 1 = max(rk, rl>, where each of the 
satisfies an equation of the form 
@ (CJkJ+l (4.2813) 
r, x rl matrices r,‘f and I’,I, 
z;r,, + rklzr, = 0. (4.29) 
Noting that Z,’ = - &.Z,zF, the equation (4.29) can be rewritten as 
Z&&l = z$C, Z,! 7 (4.30) 
from which we conclude that if r,, solves (4.29), it can be expressed as 
(4.31a) 
for rk > rl, where pL2(x) is a polynomial of degree less or equal to rk - 1 
which is divisible by xrk-‘l. Similarly, for rl 2 r, we have 
r,, = [ OrkX(rl-rk) Irk] qh(q 
where pkl(x) is a polynomial of degree less or equal to rl 
divisible by xrlmrk. 
Since Gj is skew-symmetric, its blocks must satisfy G,, = 
into account the identity 
(Z$X, = (-$C,(ZJk> 
- 
(431b) 
1 which is 
GL. Taking 
(4.32) 
this implies that the polynomials pfi( r) and pL2( x) parametrizing r: and r,l, 
must satisfy 
??a x> = Pix -17 A(4 = -?a-4. (4.33) 
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In particular, for k = 1, we have 
P,“,(X) = PkRk( -x)7 P:kw = -Pi2 -xl> (4.34) 
so that p,R,(x) and P:~(x) are respectively even and odd polynomials of 
degree less than or equal to rk - 1. 
Now that we have completely characterized the structure of Gi, all we 
need to do is construct a matrix Qi such that the factorization (4.12) holds, 
where Ki has the structure (2.4~) and Qi commutes with both Ei and Ai. 
Without loss of generality, we can assume that the blocks appearing in the 
decomposition (4.26a)-(4.26b) h ave decreasing sizes, so that r, > r2 > e.9 
> rl,,. Partitioning Qi = [ Qkl] in accordance with this decomposition, we 
require Qi to be block upper triangular, i.e., Qkl = 0 for k > 1, and 
Qkl = Qk”I ~3 (C,)‘” + Qll 8 (C,)“” (4.35) 
for k < 1, where the matrices QF, and Qil have the structure 
(4.36a) 
(4.36b) 
In this representation, u,R,(x> and u:,(x) are polynomials of degree less or 
equal to r, - 1 which are required to be divisible by xrk-‘i. For k = 1, we 
also require that the polynomials u,R,(x) and u:,(x) should be even and odd, 
respectively. 
To evaluate the polynomials U:!(X) and U:,(X) so that the factorization 
(4.12) holds, we need only to compare the representation of each block on 
both sides of (4.12). To do so, it is convenient to introduce the complex 
polynomials 
PkdX) = P/M +jP:L(xL (4.37a) 
Ukl(X) = 4%-T) +.h:l(x)~ (4.3713) 
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as well as the pi X pi rational matrix 
Pkd x) 
Qi(X) = ___ 
i I (jx)‘“,’ 
(4.38) 
and the pi X pi polynomial matrix U,(X) = [u,Jx)]. Then, the property 
(4.33) of the polynomials p,R,(x) and pLl< x) implies that ai( x) has the 
para-Hermitian property 
((a,( -LX*))” z @i(x)> (4.39) 
where H denotes the Hermitian transpose. Furthermore, because of the 
upper triangular structure of pi, the polynomial matrix U,(x) is upper 
triangular. Note also that the requirement that u,R,(x) and u:,(x) should be 
even and odd respectively is equivalent to requiring that the polynomials 
ZL~~(X) appearing on the 
proper-9 
Let Si(x) be the rational para-Hermitian matrix 
diagonal of V,(X) should have the para-Hermitian 
(Ukk( -x* )I* = Ukk( 4 * (4.40) 
(4.41) 
Then, by identifying the (k, Z)th bl oc k on each side of the factorization (4.12) 
it is easy to verify that it is equivalent to the partial rational matrix factoriza- 
tion 
Qi( x) = P-((q -X*))HSi( X)Ui( x,), (4.42) 
where the operator r_ (0) projects a rational matrix function onto its strictly 
proper part. 
The existence of such a factorization is a consequence of the para-Hermi- 
tian property of a,(x). In this context, it is useful to note that because the 
matrices W and K are invertible, the blocks Gi in (4.10) are invertible. It is 
shown in Appendix B that the invertibility of Gi implies that when Qi(x> is 
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express as 
(ai( x) = Ll;‘( x)N,( x) = (N,( -“*))f’D,-‘( x) (4.43a) 
with 
Di(x) = diag{(jx)r’; 1 < k < p,}, (4.43b) 
the constant matrix N,(O) is invertible, so that (4.43a) yields left- and 
right-coprime matrix fraction descriptions of Qi( x ). The reader is referred to 
[ 1 l] for a study of the properties of matrix function descriptions of a rational 
matrix. But (4.42) indicates that (U,( -~*)>~s~(x)CJ~(x) is, up to the addition 
of a polynomial matrix, a polynomial matrix description of @‘i(~) of the same 
order as the irreducible representations (4.43a). It is therefore also irre- 
ducible, so that the constant matrix U,(O) is invertible, i.e., the constant term 
of the polynomial u,,(x) is nonzero for all k. Then, the factorization (4.42) 
can be performed row by row, in a manner similar to the LDU factorization 
of a symmetric matrix. Thus, for k < 1, let 
k-l 
fikl(X) := Pkl(“) - ,c, (“ix) rkP’“(Uhl;( -X*))*Q( X). (4.44) 
1 
Note that Pkk(r) is para-Hermitian. Also, if Pkl(“) is divisible by rriPri and 
u/Jr) is divisible by rrh-‘l for h < 1, then ckl(x) is also divisible by rrkP’-l. 
Then, for 1 < k < pi and 1 < 1 < pi, the factorization (4.42) is obtained by 
solving the equations 
(4.45a) 
(4.45b) 
where we have used the para-Hermitian property of UkL(X), and where the 
modulo operation indicates that the polynomials on both sides of the above 
identities need only to be equal module the addition of a multiple of x rA. 
From (4.45a), we see that K~ is just the sign of the constant term of ekk(r). 
Then by matching the coefficients of increasing orders on both sides of 
(4.45a), it is easy to check this equation admits a unique solution. Substituting 
the polynomial u,,(x) inside (4.45b), we can then determine the successive 
coefficients of ukl(x) for all 1 > k. Note also that since the constant coeffi- 
cient of u,,(x) is nonzero, and jjkl(x) is divisible by ~‘i~‘l, u,,(x) will also 
be divisible by rrkmrl. 
282 AUGUST0 FERRANTE AND BERNARD C. LEVY 
This yields the factorization (4.12). Finally, from the structure of the 
blocks Qk., it is clear that Qi commutes with @:L rJsrk, and thus with Ei 
and Ai. 
Type 4. Let ei = f 1 be an eigenvalue of the pencil corresponding to a 
block sEi - tAi with 
E,=E,@E,, (4.46a) 
Ai =A, @A,, (4.4613) 
where the blocks of even size take the form 
Ee := a3 ( z2r, - Z2& 
k=l 
(4.47a) 
(4.47b) 
and the blocks of odd size are given by 
PO< I 2r;+1 - ZPri;+l 0 
E, := @ 
k=l 0 1 ( zsr;+r + Z,,;+J ’ (4*48a) 
Pot I 2r;+1 + Z2r;+l 0 
A, := ??i @ 
k=l 0 I 
( z2r;+l - Z2,;+,)T . (4*48b) 
Then, we can partition Gi as 
Gi := 
G, Go 
i 1 -G,', Go ’ (4.49) 
where the sizes of the even and odd blocks match those of the corresponding 
blocks of E, and Ai in (4.46a) and (4.46b). The equation (4.11) reduces to 
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the three block equations 
Ea’G,. E, = A;G, A,, (4.50a) 
E,TG,,, E, = A;G,,, A,, , (4.50b) 
E;‘G,, = A?,‘G,, A,, . (4.5Oc) 
Each of these equations can be written in a blockwise manner by subdividing 
G,, G,, and G, as G, = [Gil], G,,, = [Cl;], and G,, = [Gil]. The equations 
for each block are then given by 
2&G;, + G&Z2rk = 0, (4.51a) 
0 
- z? 1 = 0, (4.51b) 2r;+ 1 
z:;,+ 1 0 
0 -Z2,;+ 
1 1 I z , ‘;;+I 0 G;, + Gil 1 = -‘iri+ 0. (4.51c) 1 
From these identities, we deduce that the blocks composing G,,, G,,,,, and G<, 
have the following structure. 
Even blocks. The blocks G;i, admit the parametrization 
(4.52a) 
for rI; > rl, and 
for rl > rk where pEl(x) is a polynomial of degree less than or equal to 
2max(rk, rl) - 1 which is divisible by x2”iP’~‘. The skew symmetry of G,, 
implies also 
G;, = -GfkT, (4.53) 
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from which we conclude that the polynomials pi&x) satisfy 
Pked xl = P.?k( -4. (4.54) 
In particular, for k = 1 we have 
Pkek( x) = Pkek( -xl> (4.55) 
so that pik( x) is an even polynomial of degree less or equal to 2(rk - 1). 
Cross blocks. By partitioning GE: as 
Gil’ = [G;;’ G;f”] , (4.56) 
we find that 
eol _ 
Gkl -c 2rk Pke? 
0[2T,- (2 r; + l)] X (2 ri + 1) 
Z 2rifl 
(4.57a) 
z2ri+1 
0[2r~-(2r$+1)]X(2r~+1) 1 (4.57b) 
for 2rk 2 2ri + 1, and 
G;;l zzz 0 2QX((2ri+1)-2rk) Z 2Q 2 1 2ri+ 1 Pkl e”‘( ‘,,I_ I), (4.58a) 
eo2 - 
Gd - [ 
() 
2r,X((2r;+1)-2rk) Z 2% 1 ( PE2 -z:,+,), (4.5813) 
for 2ri + 1 > 2rk, where for j = 1,2, p{pj(x) is a polynomial of degree less 
than or equal to max(2rk - 1,2ri) which is divisible by X12rk-(2rif1)l. 
Odd blocks. The blocks 
G& = (4.59) 
G;; = p;;( -ZzTrI+, 
)[ 
lzrj+ 1 
o 
2(r;-r;)X(2r;+ I) 1, 
G;; = I’$( Zzri+ 1 
)I 
Oz(r;-r;)xzr;+l) 
L 
L;s I 1 ’ 
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have the structure 
for T-; > T-;, and 
2% 
(4.60a) 
(4.60b) 
(4.60~) 
(4.6Od) 
(4.61~~) 
(4.61b) 
(4.61~) 
(4.61d) 
for ri > r;. In these expressions, p;{(x) with j = 1,2,3,4 denotes a polyno- 
mial of degree less than or equal to 2 max(rL, t-t> which is divisible by 
xPlriPril. The skew symmetry of the matrix G, implies 
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from which we deduce that the polynomials pi{< x) satisfy 
Pi34 = --P;kY -xl> (4.63a) 
PC) = -pl)k3( -x)? (4.6313) 
Pko.xX) = -&( -x). (4.63~) 
In particular, for k = I, this implies that for j = 1,4 
P2x”> = -Pi?% -x>> (4.64) 
so that p$x> and p$x) are odd polynomials. 
The construction of the factorization (4.12) for Gi can then be performed 
in two steps. 
Step 1: We factor the even block G, as 
(4.65a) 
where 
(4.6513) 
is the even block of Ki in (2.5~). The existence of such a factorization relies 
on the invertibility of G,, which is provided in Appendix A. Without loss of 
generality, we can assume that the blocks of G, have decreasing size, with 
2r, > 2r, ‘.a > 2rpe,. Then, partitioning Qe as Qe = [Qtl], we require Qe 
to be block upper triangular with QEl = 0 for k > 1 and 
for 1 > k, where the polynomials ull(x) are required to have degree less or 
equal to 2(rk - 1) and to be divisible by x 2(rk-rf). For k = 1, we also require 
that the polynomials u;,(x) should be even. 
If we introduce the pei X pej polynomial matrix U,(r) = [+(x)1, and 
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the pei x pei rational matrix 
(4.67) 
the property (4.54) of the polyn omials pii implies that ae( X) is parusym- 
metric, i.e., 
where we assume that x is real. Because Qe is block upper triangular, the 
polynomial matrix U,(x) is upper triangular. Then, substituting the 
parametrization (4.66) of the blocks Qil inside the factorization (4.65a), and 
introducing the rational parasymmetric matrix 
(4.69) 
we can rewrite (4.65a) as the partial rational matrix factorization 
@P,,(x) = ~-((~(_X))‘S,(.r)li,(X)). (4.70) 
This factorization is similar to the factorization (4.42) employed for blocks of 
type 3 and can be constructed in the same manner. 
Note also that because G, is invertible, Qe is invertible, and the form 
(4.66) implies it commutes with E, and A,. Then, G, admits the block LDU 
decomposition 
Gi = @6& 
with 
(4.71) 
(4.72a) 
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ei=[“, :“I:=[: Go+Ge;G;lGeo] (4.72b) 
is skew-symmetric. An important feature of this expression (4.72a) for Qi is 
that because Qe is block upper triangular, so is 0;‘. In addition, if we 
partition Qi , ’ = [V{[] it is easy to verify that the blocks Vkel admit a 
parametrization of the same type as the blocks Qkl, except that the polynomi- 
als U&(X> are replaced by the polynomials u;Jx). For k > I, the polynomial 
@Jr) is required to have degree less than or equal to x2rkP1 and to be 
divisible by LY~(~~-~,). The pei X p,{ upper triangular polynomial matrix V,(r) 
= [z)~~(x)] is obtained by solving the polynomial matrix identity 
Ve( x)UJ X) = ZPe, mod [ x’~~,L], (4.73) 
where the modulo operation in (4.73) indicates that the (k, Z)th polynomial 
entries on both sides of this identity are equal modulo ~~‘k.1. The coefficients 
of V,(x) can be determined by identifying coefficients of increasing orders on 
both sides of (4.73). 
Then, taking into account the parametrization (4.57aH4.57b) for the 
cross block G,,, it is easy to verify that Qi commutes with I$ and Ai. This 
completes the first stage of the factorization of G,. 
Step 2: All that remains to do is to factor the skew-symmetric block F,. 
Note that since Gi is invertible, di and its F, block are also invertible. F, 
obeys the same equation as GO, so that in the partition F, = [Fill, the 
subblocks of 
(4.74) 
admit exactly the same parametrization as the blocks Gil. The only difference 
is that the polynomials pi{(x) appearing in (4.61a)-(4.61d) are replaced by 
polynomials m;{(x). The polynomial m;{(x) has degree less or equal to 
r2’b,f, with r;- 1 = m&r;, ri>, and is divisible by x~~‘~-‘;/. The skew-symme- 
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try of F,, implies also that the polynomials m!{(r) satisfy 
mg( x) = -v&y-x), 
m;p( X) = -n$( -r), 
m;f( x) = -m;;;4( -x). 
(4.75a) 
(4.75b) 
(4.75c) 
and that for k = 1, map and rr~$r> are odd polynomials. 
The next step is to construct a matrix Q(, such that the factorization 
holds, where 
(4.7&l) 
(4.76b) 
is the odd block of Ki in (2.5~). Without loss of generality, we can assume 
that the blocks F[/ have decreasing sizes, so that 2r; + 1 > 2rL + I > ... 
a 2 r;I,>I + 1. Partitioning Q0 as Q. = [Qil], we again require Q(, to be block 
upper triangular, so that Qil = O for k > 1 and 
(4.77) 
for I > k, where the blocks Qii admit the parametrization (4.60a)-(4.60d), 
except that the polynomials pii< x) are replaced by polynomials uij( x). For 
k < 1, the polynomials u$( x) are required to have degree less or equal to 2 r; 
and to be divisible by x 2(ri prj). 
To evaluate the polynomials u~<(x> so that the factorization (4.76a) holds, 
it is convenient to rewrite this identity as a partial parasymmetric rational 
matrix factorization. Thus, let Mll(x) and U&(X) be the 2 X 2 matrix 
polynomial blocks given by 
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(4.79) 
and the 2 poi X 2p,, polynomial matrix U,(x) = [U,O,(x)]. The properties 
(4.75a)-(4.75c) of the polynomials m$(x) imply that @,(x1 is parasymmetric 
i.e., 
@o(x) = (w-a’. (4.80) 
Then, by substituting the parametrization of the blocks Qi{ inside the 
factorization (4.76a), we can rewrite it as the partial rational matrix factoriza- 
tion 
with 
@Jr) = ~-((V,(-3i))TS~(Z)u~(~))~ (4.81) 
80(x) = diag .,I,+1 
i 
--~---;1~k~p~, @C,. 
I 
(4.82) 
The existence of such a factorization is a consequence of the parasymme- 
try of aO(x>. First, by adapting the argument of Appendix B, note that 
because the block F, is invertible, when @,(x> is represented as 
with 
@J x) = II,-‘( x)N,( CC) = (NJ -%))?I,_‘( x) (4.83a) 
Do(x) = diag{ xzri+’ ; 1 < k Q poi} @ Z,, (4.83b) 
the constant matrix N,(O) is invertible, so that (4.83a) yields both left- and 
right-coptime matrix function descriptions of @,(x 1. This implies that U,(O) is 
invertible, and thus the constant 2 X 2 matrix coefficients U& ,, of the 
diagonal blocks U&(x> are invertible for all k. Then the factorization (4.81) 
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can be constructed block row by block row. Specifically, for k < 1, let 
k-l 
M;,(x) := M&(x) - c x”“~-““(u&( -x))“&U,:;( x). (4.84) 
/I = 1 
Note that Mlk( r) = -( Mik( -x))~, -‘I so that Mkk(x) is para-skew-symmetric. 
Also, if Ml,(x) is divisible by ~~(~k-‘;) and U,$x) is divisible by x2(ri mri) for 
h < 1, then h-i;Jx) is also divisible by x2(‘~-‘i). Then, for 1 < k < p, and 
k < 1 < pi, the factorization (4.81) is achieved by solving the equations 
u,O,‘( -x)C,U~~( X) = G,,( 1) mod x’~;+‘, (4.85a) 
U{,‘( -x)C,U;;( X) = hi,,(~) mod x”‘;“. (4.85b) 
The factorization (4.85a) is obtained by matching the 2 X 2 matrix coeffi- 
cients of successive orders on both sides of (4.85a). Specifically, consider the 
polynomial expansions 
2 I-; 2r; 
A;k( Lx) = c hi&,xS, U,i;(x) = c u;;.sxs. (4.86) 
s = 0 3 = 0 
Because of the para-skew-symmetry of ~6[,( x), its constant coefficient 
(4.87) 
is a skew-symmetric matrix, where rFt!i (, is nonzero, since Mlk,,, is invertible. 
Then the factorization 
holds with 
(4.88b) 
292 AUGUST0 
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both sides of (4.85a) takes the form 
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by matching the coefficients of xS on 
where the 2 X 2 matrix C,,, s satisfies C,,, s = (- l)“+ ‘Cfk, S. Taking into 
account the form (4.85b) of Utk, O, it is easy to verify that this equation admits 
a solution U,O, S. Substituting the matrix polynomial U$( -x) inside (4.85b), 
we can then match the coefficients of increasing powers of x on both sides of 
(4.85b) to evaluate the matrix coefficients of U$& x) for 1 > k. These coeffi- 
cients are uniquely determined because Uik 0 is invertible. The invertibility 
of U,o, 0 also ensures that since &?ll( x) is divisible by x2(ri-“;), so is U&(x>. 
This construction yields the factorization (4.76a), where the parametriza- 
tion (4.6Oa)-(4.6Od) of the blocks Ql{ implies that Q0 commutes with both 
E, and A,. Then, if we define 
(4.90) 
Qi commutes with E, and Ai, and after combining (4.71) and (4.76a), we 
obtain the factorization (4.12) of Gi. 
4.3. Conclusion 
Having now constructed factorizations of the form (4.12) for blocks of 
each type, we employ the resulting factors to modify the matrices V and W of 
(4.1) to ensure (4.2) holds. If we denote 
v:= iv,, w:= ; Wi, (4.91) 
i=l i=l 
where vi and Fj are given by (4.13), the commutation relations (4.14) can be 
written compactly as 
i=l i=l 
(4.92) 
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Mutliplying Equation (4.1) on the right by V gives 
(SE - tA)w = m 
i=l 
or equivalently 
(SE-tA)$=+ 
i=l 
with c := WV and $’ := m-. 
Finally, we find 
= &Ki, 
i=l 
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(4.93) 
(4.94) 
(4.95) 
where we have used the identities (4.10) and (4.12), and where, depending on 
whether they are of type I, 2, 3, or 4, the skew-symmetric blocks Ki have the 
structure (2.2c), (2.3c), (2.4~1, or (2.5~). Thus, the real matrices W and 1: 
obey the identities (4.1) and (4.2) of Theorem 2.1. 
It remains to show that to each symplectic pair_ (PCs, t), K ), with K given 
by (l.l), corresponds a unique canonical form (P( s, t ), K ). Let V,, W,, V?. 
and W, be four nonsingular matrices such that 
(SE - tA)V, = W,, p,,( s, t), WZKW,,, = k,, , m = 1,2, (4.96) 
where the pairs ( gm,<t, s), K,), with m = 1,2, have the structure described 
ip Theorem 2.1. It is obv@us from the previous construction that Pi<,. t) = 
PCs, t) and that K, and K, may differ only by the signs K~ = f 1 appearing 
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in the blocks of type 3 and 4. We now show that these signs need actually to 
be the same, so that I?, = Z?,. Denoting 
pe(s,t) = &(s,t) = &(s,t), (4.97) 
the equations (4.96) yield 
WF(s,t) = I$+)?, (4.98a) 
where I? := WF’W, and V := 
and W have a block-diagonal 
@f= 1 Kli and K, = CI$= 1 Kzi: 
i=l 
lt, = lGTi,ti, (4.98b) 
Vi ‘V,. The identity (4.98a) implies that $ 
structure matching the structure of K, = 
Vi> W= &. (4.99) 
i=l 
Then, Equations (4.98a)-(4.98b) may be written blockwise as 
Wi( sEi - tAi) = ( sEi - tAi)ci, (4.100a) 
K,, = li$TK,,@j, (4.10ob) 
with i = 1,2,. . . , 1. 1 n particular, let i be the index corresponding to a block 
of type 3 (the corresponding Ei is nonsingular) and S := A,E,l. The 
corresponding Kli and K,i blocks have the structure 
Pi 
‘Ii = @ Klk(Cr,, @ zp)> 
k=l 
Kzi = ;;; K&irl @ 22). (4.101) 
k=l 
From (4.1OOa) it immediately follows that Wr commutes with S, which in turn 
implies that Wr commutes with Jr = @:l 1 Jzr,(jbi, -jbi): 
@Ji = Jibci . (4.102) 
But it is shown in 161 that if Kli and Kzi are given by (4.101) and Krk Z ~~~ 
for at least one value of k, then the Hamiltonian normal forms (Ji, K,:) and 
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(Ji, Kxi) cannot satisfy the equivalence relation (4.1OOb), (4.102). Therefore, 
K,i = K,, (up to a permutation of blocks of the same size). A similar 
argument holds for blocks of type 4. 
APPENDIX A. INVERTIBILITY OF G, and G,, 
In this appendix, we prove that in the partition (4.49) of a matrix G, 
corresponding to a block of type 4, the even and odd blocks G, and G,, are 
both invertible. The proof relies on a property of determinants of block 
matrices with upper triangular Toeplitz blocks. 
Consider a matrix T = [Tkl] whose blocks Tkl have size rk X rl with 
1 < k, 1 < p. For TV 2 rl, Tkl admits the parametrization 
(,4.la) 
where t,,(x) is a polynomial of degree less or equal to rk - 1 which is 
divisible by xrkprl. Similarly, for rl > rk we have 
(A .lb) 
where t,,(x) is a polynomial of degree less or equal to r, - I which is 
divisible by xri-‘k. We assume that the diagonal blocks have decreasing size, 
and that there are ~zi diagonal blocks of size sr, 11~ blocks of size s2, . . . , and 
n, blocks of size .sq with s, > sg > ... > s,,. Let 
h- 1 
c,= t,,(O); ~nj+l<k,k ;nj I (A .2) j=l j=l 
for 1 < h < 4. The matrix C, is formed by the constant coefficients of the 
polynomials t,,(x) associated to all the square blocks of T with size sIZ X s,,. 
Because there are nh diagonal blocks of size s,,, the matrix C, has size 
nh X nh. Then, the determinant of T can be evaluated as follows. 
LEMMA A.l. Let T be a block matrix whose blocks have the upper 
triangular Toeplitz structure (A.la)-(A.Ib). Then 
det T = n (det Ch)“. 
12= 1 
(A J) 
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Proof. Let S,=s,-s,, S,=s,-s,,...,S~_~-S~. Then we per- 
form a permutation of the rows and columns of T where for 1 < j < S,, we 
select the rows and columns of T corresponding to the jth rows and columns 
of the blocks of size si. Next, for 1 < j < S,, we pick the rows and columns 
of T corresponding to the 6, + jth rows and columns of the blocks of size si 
and the jth rows and columns of the blocks of size s2. Continuing this 
process, we finally select for 1 < j < sy the rows and columns of T corre- 
sponding to the Q&S, + jth rows and columns of block size si, the 
CqziS, + jth rows and columns of blocks of size si, the Cq,iSi + jth rows 
and columns of blocks of size ss, . . . , and the jth rows and columns of the 
blocks of size s 4. This yields a matrix T which is block upper triangular, 
whose diagonal blocks are block lower triangular, and where the diagonal 
blocks are first 6, copies of C,, followed by 6, copies of the pair CC,, C,>, 
and then sq copies of the q-tuple (C,, C,, . . . , Cs). As a consequence, 
det T = det ? has the form (A.3). 
EXAMPLE. To illustrate the technique described above to evaluate det T, 
consider the matrix 
T= 
aPYsE5 
0 fJ P 0 6 E 
00a00s 
t)Khj_LUfl 
O~KO~Z' 
00000p 
0 r s 0 t u 
0 0 r 0 0 t 
ovwoxy 
0 0 2) 0 0 x: 
i j 
0 i 
0 0 
m n 
0 m 
0 0 
a b 
0 a 
e f 
0 e 
k 1 
0 k 
0 0 
P 4 
0 P 
0 0 
c d 
0 c 
g h 
0 g 
(A 4 
It has nr 
have 
= 2 blocks of size si = 3, and n2 = 2 blocks of size se = 2, and we 
c,= [; ;I; c2=[: ;I. (A *5> 
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By permuting its rows and columns as indicated in the proof of Lemma A.l, 
we obtain the matrix 
i;= 
CY 6 
0 CL 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
p E i kr5_il 
~vmphpnq 
a 6 0 0 p E i k 
0 EL 0 0 K 1, 111 p 
r t a c s u b d 
v x f: g UJ Y f h 
0 0 0 0 a 6 0 0 
0 0 0 0 e P 0 0 
0 0 0 0 1‘ t n c 
0 0 0 0 v x e g 
from which it is then easy to verify that 
det T = det f = (det C,)“(det C,)‘. (A.7) 
(A f9 
An important feature of the expression (A.3) for the determinant of T is 
that it does not depend on the coefficients of the blocks Tkl with different 
row and column sizes, i.e. with rk z rI, so that when evaluating the determi- 
nant of T, these blocks can be set equal to zero. Consider now the matrix Gi 
with the structure (4.49), where we assume that the blocks of the even and 
odd matrices G, and G, have decreasing sizes. Let 
(A .Ilb) 
Then, by taking into account the structure (4.5%~(4.52b), (4.57a)-(4.58b), 
and (4.60a)-(4.61d) of the even, cross, and odd blocks of Gi, we find that G, 
can be expressed as 
Gi = L,T,R, (A .9a) 
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T 
‘Ii= ; ;’ , 
[ 1 oe 0 
(A .9b) 
and where T,, T,,, and To can be partitioned into subblocks which have all 
the upper triangular Toeplitz structure (A.la)-(A.lb). Because the subblocks 
of T,, have an even number of rows and an odd number of columns, they do 
not contribute to the determinant of Ti, so that 
det Ti = det T, det To. (A .lO) 
Observing that det 2,. = 1 for all T, we find 
det Gi = det G, det G,, (A .ll) 
so that Gi is invertible if and only if G, and G, are both invertible. 
APPENDIX B. INVERTIBILITY OF Nj(0) 
In this section, we prove that for blocks of type 3, the invertibility of Gi 
implies that in the representation (4.43a) of ai( the matrix N,(O) is 
invertible. 
First note that the unitary matrix 
1 
u, = -g !j ; [ 1 (fw 
diagonalizes C, , since 
U,“C,U, = diag{j, -j}. P.2) 
Let I’,, be the permutation which for a matrix of even size permutes all the 
rows so that the rows with an odd index are placed ahead of those with an 
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even index, while preserving the internal order of the odd and even index 
sets. Let also 
Lj = 
Ri = P,’ 
(B.3a) 
(B.3b) 
Then, by taking into account the parametrization (4.28b) of the blocks G,, of 
Gi, where F,‘l and Fki admit the structure (4.31a)-(4.31b), it is easy to verify 
that 
Gi = ZAi(Ti @ T;)Rj, (B.4) 
where the blocks of T, = [Tkl] have the upper triangular Toeplitz structure 
(A.la)-(A.Ib) with the polynomials tkl(x) replaced by the complex polynomi- 
als pkl(x) given by (4.37a). For the matrix T,, let C, be the square matrices 
defined by (A.2). By applying Lemma A.l, we find 
det G, = fi ldet Chlzsh. 
h=l 
(B-5) 
However, by taking into account the definition (4.38) of Qi(x) and the 
expression (A.21 for C,, it is easy to check that the matrix Nj(0) is block lower 
triangular, and its diagonal blocks are C, for 1 < h < q. This implies 
det Ni(0) = fi det C,,, 
h= 1 
(B-6) 
and comparing (B.5) and (B.61, we see that N,(O) is invertible if and only if 
Gi is invertible. 
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