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The group G of units of a ring A with identity acts naturally on A’ by left multiplication and 
the set X of nonzero, nonunits in A is invariant under this action. Those rings for which all the 
orbits of X are trivial or X is a finite union of orbits (when A is compact) are characterized. 
Moreover, a characterization of the compact semisimple rings such that AH = N,A for every 
finite subgroup H of G is given. 
1. Introduction 
Let A be an arbitrary ring with identity and let G be the group of units of A. 
Then G acts naturally on A+, the additive group of A, by left (or right) 
multiplication. In particular, if X is the set of nonzero, nonunits of A, then X is 
invariant under the action of G. In Section 2 we prove that if G acts transitively 
on X, then A is a local ring, that is, X U (0) IS an idea1 of A. On the other hand, 
if all of the orbits are trivial, then G = {l} or A is a local ring. In this case, A is a 
finite ring if and only if A is noetherian and there is a compact ring topology on 
A. Furthermore, G = { 1} and there exists a compact ring topology on A if and 
only if A z naE,, Z/(2) for some set A. Finally if A is a compact ring and X has a 
finite number of orbits, then A is a finite ring. 
Cartan and Eilenberg introduced several useful ideas, for our purposes, in the 
study of the cohomology groups H”( G, A) in case G is a finite group [l, p. 2321. 
Following Cartan and Eilenberg, we define for each subgroup H of G, the idea1 of 
invariants AH and the augmented idea1 Z,A by 
AH={xEAIgx=xforallgEH} and Z,A= c (l-g)A. 
REl-I 
In case H is a finite group, we define the normal homomorphism N, of H by 
It is easily seen that A” 1 N,,A and N,Z,A = 0. In Section 3 we prove that if A is 
a ring with identity, then A is a compact, semisimple ring such that AH = N,A for 
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every finite subgroup H of G if and only if A is either isomorphic to the ring of 
2 X 2 matrices over Z/(2) or to lIee, F, where each F, is a finite field of 
characteristic p, and for (Y # p, (p, , 1 FP 1 - 1) = 1. It is also shown in Section 3 
that if A is a compact local ring with identity such that char(A) = pm where p is an 
odd prime and m is a positive integer, then A is a finite field or A E Z/( p”) if and 
only if for each subgroup H of G, AH and AIZ,A are isomorphic as right 
A-modules and for each finite subgroup H of G, AH = N,A. 
2. Action of the group of units in a compact ring 
If A is a ring with identity, let G denote the group of units of A and let X 
denote the set of nonzero, nonunits of A. If A is a commutative ring, then 
X U (0) is a multiplicatively closed subset of A. However, if A is an arbitrary 
ring, X U (0) is not necessarily closed under multiplication. For example, let F be 
a field, let V be the vector space of all finite sequences in F, let A be the ring of 
linear transformations of V and let { ul}y=, be a basis for V over F. Define 
elements S and T of X by T(uj) = u,+~ for all i, S(u,) = u,_, for i 2 2 and 
S(u,) = 0. Then S * T is a unit of A. 
Lemma 2.1. Zf X U (0) is closed under addition, then X U (0) is cZosed under 
multiplication. 
Proof. Let x and y be elements of X. Suppose xy E G. So there exists g E G with 
(g-‘x)y = 1. Replacing x by g-lx, we may assume that xy = 1. As y # 0, yx # 0. 
(Indeed, yx = 0 implies that y = yxy = 0.) Moreover, as x@G, yx 6 G, that is, 
yx E X. So 1 - yx E X as yx( 1 - yx) = 0. Thus 1 = yx + (1 - yx) E X U (0)) a 
contradiction. 0 
Definition 2.2. A ring A is a local ring provided that X U (0) is an ideal of A. 
Lemma 2.3. If XU (0) is closed under +, then A is a local ring. 
Proof. As noted in Section 1, X is invariant under left or right multiplication by 
G. Hence by Lemma 2.1, XU (0) is an ideal of A. 0 
Definition 2.4. Let n E X. The G-orbit of x, denoted by O(x), is the set 
{ y E X 1 y = gx for some g E G} . (We drop G in case the group in question is 
fixed.) O(x) is trivial if O(x) = {x}. We say that G acts transitively on X if 
X = O(x) for some x E X. 
Definition 2.5. If A is a ring, let J(A) denote the Jacobson radical of A. In case the 
ring involved does not vary, we write J in place of J(A). 
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Lemma 2.6. Let A be a ring with identity. Suppose G # {l}. If all of the orbits are 
trivial, then A is a local ring. 
Proof. Let x, y E X U (0). By Lemma 2.3, it suffices to show that x + y E 
XU{O}. Suppose that x+y~G. Let g~G\{l}. Then g(x+y)=gx+gy= 
x + y. As x + y E G, g = 1, a contradiction. So x + y E X U (0). 0 
Theorem 2.7. Let A be a ring with identity such that X# 0. The following 
statements are equivalent: 
(i) All orbits are trivial; 
(ii) G = (1) or A/J’ Z/(2), J* = (0), G = 1 + J and A is a commutative local 
ring. 
Proof. (i) + (ii). Suppose that G # {l}. By Lemma 2.6, A is a local ring. Hence 
J = X U (0) and so 1 + J c G. Moreover, if x is any element of X, then 
(1 - g)x = 0 for all g E G by (i). Hence 1 - g E J and so G = 1 + J. Since 
{x} = (1+ J) x f or all x E J, J’ = (0). Note that if x E A\J, then x E G. As 
G = 1 + J, x = 1 (mod J). Consequently, A/J= Z/(2). 
A is commutative. Indeed, if x, y E X U {0}, then xy and yx are elements of J’. 
Soxy=O=yx. IfxEXU{O}andyEG,letaEJbesuchthaty=l+a.Then 
yx = x = xy as ax = 0 = xa. Finally, if x, y E G, let a, b E J be such that x = 1 + a 
and y = 1 + b. Then xy = 1 + a + b = xy. 
(ii) *(i). Supp ose AiJz Z/(2), J’ = (0), G = 1 + J, and A is a commutative 
local ring. So J = X U (0). Let x E X and let g E G. Then (g - 1)x = 0 as g - 1, 
XEJ. Sogx=x, i.e., O(x)=(x). 0 
Definition 2.8. A ring A is a topological ring if A is a topological space and the 
mappings (x, Y) -P x - y and (x, y) --, xy are continuous from A x A into A. 
Henceforth we will assume that each compact or locally compact topological 
ring is Hausdorff. 
Definition 2.9. A topological ring A is left bounded if, given any neighborhood U 
of zero, there exists a neighborhood V of zero such that AV c U. The definition 
of right bounded is analogous. 
Any compact topological ring is left and right bounded [4, Lemma lo] but the 
converse is false. Indeed, if p is any prime, then lhe integers equipped with the 
p-adic topology is a left and right bounded ring but is not compact. 
Definition 2.10. A ring A is noetherian if A satisfies the ascending chain condition 
on (two-sided) ideals. 
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Theorem 2.11. Let A be a ring with identity such that all orbits are trivial. Then the 
following statements are equivalent: 
(i) A is noetherian and there is a compact topology on A; 
(ii) A is finite. 
Proof. Clearly (ii) implies (i). Suppose (i) holds. If X = 0, then A is a compact 
division ring and hence is finite [4, Corollary to Theorem 91. Assume that X # 0. 
By [6, Theorem 21, the only compact topology on A is the J-adic topology. If 
G = {l}, then as 1 + J c G, A is semisimple. Thus (0) is open in A. So A is 
discrete and hence finite (as A is compact). If G # {l}, then J* = (0). Con- 
sequently, as in the previous case, A is finite. 0 
Theorem 2.12. Let A be a ring. The following statements are equivalent: 
(i) G= (1) d h an t ere exists a compact ring topology on A ; 
(ii) A z naE,, Z/(2) for some index set A. 
Proof. If A znn,,, Z/(2), then clearly G = (1) and the product topology on 
n uEn Z/(2), where Z/(2) is given the discrete topology, induces a compact ring 
topology on A. So assume (i) holds. As G = (1) and 1+ J C_ G, A is a compact, 
semisimple ring. So by [4, Theorem 16; 2, Theorem, p. 431; 3, Theorem, p. 1711, 
A is isomorphic to nI,,,,, M, for some index set A where for each LY E A, Ma is the 
ring of n, x n, matrices over a finite field F,. If there exists an (Y such that MU has 
more than one unit, then G # (1). Consequently for all (Y E A, n, = 1 and 
IF,] =2. Hence Az’naE,, Z/(2). 0 
Theorem 2.13. Let A be a ring with identity. Zf G acts transitively on X, then A is a 
local ring. 
Proof. If X = 0, then A is a division ring and hence a local ring. So we may 
assume that X # 0. Fix x E X. Let x, , x2 E X. Then there exist g, and g, in G with 
xi = gjx for i = 1,2, and hence x1 + x2 = (g, + g,)x. If g, + g, E G, then x, + 
x2 E X. If g, + g, = 0, then x, + x2 E X U (0). Suppose that g, + g, E X. Denote 
g, + g, by y. If yx E G, let g E G be such that y = gx. So gx2 = yx E G. Hence 
x2 E G. Let g’ E G be such that g’x’ = x’g’ = 1. Then x has both a right and a left 
inverse. Therefore, x E G, a contradiction. Thus (g, + g,)x E X U {0}, i.e., 
x, + x2 E X U (0). The result follows from Lemma 2.3. 0 
Theorem 2.14. Zf A is a compact topological ring with identity and there exists 
x1,x2,. . . , x, E X such that X = 0(x,) U 0(x,) U . . . U 0(x,), then A is finite. 
Proof. First observe that G = G. Indeed, if a,, E G, for each neighborhood U of 0, 
let xU E (U + a,,) fl G. Let % = {U ( U is a neighborhood of zero}. Order Ou by 
U, 2 U2 if and only if U, C U, . Then {x “: U E $21) is a net converging to a,. 
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Consider the net {xi’: U E Q}. As A is compact, there exists a subnet of 
{xii : U E %} which converges to some element b of A. If a,b f 1, let W be a 
neighborhood of a,b such that 1 @ W and let U and V be neighborhoods of 0 such 
that (U + aO)(V + b) C W. By assumption, there exists a neighborhood S of zero 
such that x,~ E U + a, and xi’ E V + 6. So 1 E W, a contradiction. Thus a,b = 1. 
Similarly, ba, = 1. 
For each i, lsisn, O(x,)=Gx,. Hence each 0(x,) is compact and con- 
sequently closed in A. Therefore, AX is open in A. Moreover A\G is open by the 
above. As (0) = (A\G) fl (A\X), A is discrete and thus finite. 0 
Theorem 2.15. Let A be a locally compact, left bounded ring with identity such that 
X=O(x,)UO(x,)U~~~UO(x,) for some x1,x2,...,x,EX. Then A is dis- 
Crete. 
Proof. If X = 0, then A is a left bounded division ring and hence discrete. (The 
proof is the same as the proof of [4, Theorem lo].) So we may assume that X # 0. 
Case 1. There exists a compact neighborhood U of zero and a neighborhood V 
of zero such that AV C U and V n G # 0. 
Let g E V fl G. Then A = Ag C U C A. Therefore, A is compact and hence 
finite by Theorem 2.14. 
Case 2. For all compact neighborhoods U of zero and for all neighborhoods V 
of zero such that AV C U, V n G = 0. 
Suppose A is not discrete. Let CT’ be any neighborhood of 0, let U be a 
compact neighborhood of 0 contained in U’ and let V be a neighborhood of 0 
such that AV C U. As V C X U (0) and A is not discrete, there exists an x in 
V fI X. By hypothesis, x = gx, for some g E G and i E [l, n]. Then xi = g-lx E 
AV c U’. So U’ n {x,, x2, . . . , x,,} # 0. Therefore 0 E {x,, x2, . . . , x,,} = 
{ x,, x2,. . . , x,}, a contradiction. Thus A is discrete. 0 
3. Invariant ideals, augmented ideals and normal homomorphisms 
Throughout this section, A is a ring with identity and G, X and J are defined as 
in Section 2. Define AH, Z,A and NH as in Section 1. If H is a finite subgroup of 
G, let Ker NH = {a E A ) N,a = O}. As noted in Section 1, An > N,A and 
N, I,A = 0. Hence I,,A C Ker NfI. 
Theorem 3.1. Let A be a ring with identity. The following statements are equi- 
valent : 
(i) A is a compact semisimple ring such that A” = N,A for every finite 
subgroup H of G; 
(ii) A is isomorphic to the ring of 2 X 2 matrices over Z/(2) or A is isomorphic 
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to LA F, where each F, is a finite jield of characteristic p, and for (Y # p, 
(P,, IFBI - 1) = 1. 
Proof. (i)J(ii). By [4, Theorem 16; 2, Theorem, p. 431; and 3, Theorem, p. 
1711, A = naE., A, where each A, is the ring of n, x II, matrices over a finite 
field F, of characteristic p,. As AH = N,A for every finite subgroup H of G, the 
corresponding statement holds for any ring isomorphic to A. So we may assume 
that A = nu,,, A,. 
Let (Y E A be such that p, # 2. If FZ, > 1, let E, n be the na x ylu matrix having 
a 1, in the first row, last column and zeroes’ glsewhere, and let H, = {I + 
aE,,,ala=O, I,,..., (p, - l)lu} where 1, is the identity of F, and I is the 
identity of A,. Let H = nptA HP where H, is defined as above and for /3 # 
cr, HP = (1). Then H is a finite subgroup of G and NH = nPtn ap where a, = Oa 
and ap = \Hu(l, for p # (Y as p, is odd. Let proj, be the canonical projection of A 
onto Aa. Then for all xE N,,A, projol(x) = Ou. But nPE,, b, E AH where ba = 
E l,n, and for p # cr, b, = 0,. This is contrary to the assumption that AH = N,A. 
Thus if p, 22, then Aa E F,. 
Now let LY E A be such that p, = 2 and suppose that A, is not a field. We first 
show that II, = 2. Indeed, if ~1, > 2, define E,,,a as before, let H, = {I + E, n , Z} 
and let H = npE,+ HP where HP = {lp} for /3 f (Y. Then NIf = npEn up Ghere 
a, = E, ,n, and ap = [H, (1, for p # CX. Thus N,A = {npr,, xP (x, is an ~1, x II, 
matrix whose entries in rows 2,3, . . , nU are all zero and for p f LY, xp E 
k&A,). But AN={&,4 Y,I(I+ &JY, =Y,]= {npe~ Y,]&,.~ Y, = 
O} = {rl pEn y, 1 y, is an II, x II, matrix whose entries in the n,th row are zero}. 
Clearly if it, > 2, AH # N,A. 
Suppose now that p, = 2 and ~1, = 2. We show that 1 F, 1 = 2. Indeed, if 1 F, ( > 2, 
let aE Fm\{O,, l,}, let H, = [AI], [: ‘T” 1, [xi], [ ,!,:‘I (where 1 is the identity of 
F,) and let H= npE, HP where Ho = {lp} for 0 # a. Then NH = 
{n p&l x/3 1% =O, and xP =4.1, for p #LY} and hence if XEN,A, then 
proj,(x) = 0,. But for each x, y E Fe, npt,, zp E AH where z, = [“, i] and zp = 0, 
for (Y # p, a contradiction. Thus if p, = 2 and A, is not a field, then A, is the ring 
of 2 X 2 matrices over Z/(2). Let MZx2 denote the ring of 2 X 2 matrices over 
Z/(2). 
Suppose now that there exist CY, p E A, (Y # /3, and a subgroup G, of the group 
of units of A, such that (Gal =pP. Let H = II,,, H, where H, = (1,) for y f LY 
and Ha=G,. Then N,=l&,,a,where ap=Op, a,=]G,)l,for yfa,p and 
a, = C,E, g. Hence for all xE N,A, proj,(x) = 0,. But &,,,h yy E AH where 
y, = 1, and y, = 0, for all y # p, a contradiction. 
As the group of units of Mzx2 contains a subgroup of order 2 and char(M,,,)) = 
2, by the above, A, = Mzx2 for at most one (Y. Moreover, if there is an (Y in A 
such that Am = Mlx2 and if IAl Z- 2, then there exists ,8 E A\{ a} such that A, is a 
finite field of odd characteristic by the previous observation. Hence A g, the set of 
Group actions of units on non-units 237 
nonzero elements of A,, is a finite abelian group of even order. Therefore, Ai 
contains a subgroup of order 2, a contradiction. So A z Mzx2 or A z n,,, F, 
where each F, is a finite field of characteristic p, . In the latter case, if (Y and p are 
distinct elements of A with (p, , 1 FP 1 - 1) # 1, then p, 11 Fz) and as FE is cyclic, it 
contains a subgroup of order p,, a contradiction. 
(ii) j (i). In either case, A is semisimple and compact for the appropriate 
topology. An easy computation shows that A” = NnA for all subgroups of the 
group of units of Mzx2. So it suffices to prove that An = NnA for all finite 
subgroups H of the group of units of A when A = n,,,I F, where each F, is a 
finite field of characteristic p, and for CY #/3, (p,, jFPl - 1) = 1. 
If H is a finite subgroup of the group of units of A, let H, = proj,(H) for each 
(Y E A. So H, is a finite subgroup of Fz and hence is cyclic. Let g, be a generator 
of H, and let k, =I{h~HIproj~(h)=g,}I. Then k, =I{h~Hlproj,(h)=gk}l 
for any integer i. Indeed, if h,, h2, . . , h, are distinct elements of H such that 
proj,(hi) = g,, then for any i, h’,-‘h,, h:-‘h2, . . , hi-‘h, are distinct elements 
of H such that proja(hAm’h,) = gt . Moreover if there exist integers i and n, IZ > k, 
and distinct elements hi, . . . , h,!, in H with proja(hI) = gt, 15 j 5 n, then 
h’lh;, . . . , hih: are distinct elements of H with proja(h;hj) = g, where r is any 
integer such that gc’ =g,. Thuska=I{hEHIproju(h)=gL}l foranyi. Hence 
NH = n,,, aa where a(* = c gEH proj, (g) = k, c ~E~C,~’ gt . (Here, m, is the order 
of g,.) Observe that if H, # {l,}, then CREH, g = Oa. (Otherwise, cgEHu gE c 
and g’ cgEHo g = c,,,= g for each g’ E H,, a contradiction.) If H, = {I,}, then 
aa =k,l,=IHIl,. So NH=nIat,+aa where an = 0, if H, # (1,) and a(, = 
IHI.l,if Hn={la}. Suppose that (~~Aissuch that H, ={l,}. Ifp,IIHI, then 
as H is a finite abelian group, there is an a in H such that the order of a is p,. Let 
/3 be such that proj,(a) f 1,. So /3 # LY and the order of proj,(a) = p, Hence 
p,I IFzI,acontradiction. ThuswheneverHa ={l,}, (IHI,p,)=l. So IHI.l,isa 
unit in c for each (Y such that IH,I = 1. Hence NnA = {n,,,, b, I b, = On if 
Hn#{la}}=AH. 0 
Theorem 3.2. Let A be a compact local ring with identity such that the characteristic 
of A is pm where p is an odd prime and m is a positive integer. The following are 
equivalent: 
(i) For each subgroup H of the group G of units of A, AM and AIZnA are 
isomorphic as right A-modules and for each finite subgroup H of G, AH = N,A; 
(ii) A fi ‘t IS a m e field of characteristic p or A is isomorphic to Z/( p”‘). 
To prove that (i) implies (ii), we need the following lemmas: 
Lemma 3.3. Suppose (i) holds. Let (J)’ = {x E A ) Jx = (0)). Then (J)’ is a finite 
ideal of A, I( J)‘I = p” for some positive integer n, (J)’ and A lJ are isomorphic 
right A-modules, and (J)' . J = (0). 
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Proof. Let H = 1+ J. Then AH = (J)’ and Z,A = J. By assumption, AH G AlZ,A. 
Hence AH and A lJ are isomorphic right A-modules. By [4, Corollary to Theorem 
131, J is closed in A. So A/J is a compact division ring and thus a finite field of 
characteristic p by [4, Corollary to Theorem 9; 2, Theorem, p. 4311. Hence AH is 
a minimal right ideal of A. Let n be a positive integer such that IA/J\ = p”, let &, 
be an A-homomorphism of A onto AH with kernel ZHA and let x = 4,(l). If 
go H, then g - 1 E Z,A. So 0 = c$,( g - 1) = (+H(l))( g - 1) = x( g - 1) for all 
g E H. Therefore, xg = x = gx for every g E H. Thus XJ = (0) and (x)’ = J where 
(x)’ = {a E A ( xa = O}. But xA = AH = (J)’ and so (J)’ . J = xAJ s xJ = (0). q 
Lemma 3.4. Suppose (i) holds. Then J = p * A, J” = (0) and (J”-I)’ = J. 
Proof. If J = (0), then A is a finite field of characteristic p. Hence J = p . A, 
J’ = (0) and (J”)’ = J. A ssume that J # (0). Let H = 1 + (J)‘. As I(J)‘1 is finite, H 
is a finite subgroup of G. Hence AH = N,A by hypothesis. Let (1)’ = 
{0,x1,. . .,xpn_,}. AspisoddandAIJ~(.l)‘,x,+~~~+x,,_,=0. Therefore, 
NH = p" . 1. By Lemma 3.3, (J)’ . J = (0). Thus AH = J and so J = p” . A. Now, 
A/J is a finite field of characteristic p. So p - A C J and hence J = p” * A C p . A C 
J. Clearly J” = pm . A=(O) but J”-‘Z(0). So (Jm-l)r= J. q 
Lemma 3.5. Suppose (i) holds and J # (0). Then IA/J1 = p. 
Proof. We know IA/J1 =p”. By Lemma 3.4, J =p. A. Also, by the proof of 
Lemma 3.4, J = p" . A = J”. Thus n = 1 by Nakayama’s Lemma [3, Theorem, p. 
4121 and [A/J1 =p. 0 
Lemma 3.6. Suppose (i) holds and J # (0). Then IJ’IJ”‘I = p for i = 
1,2, . , m - 1. 
Proof. By Lemma 3.4, J’ = p’ . A and J”’ = pit1 . A. By Nakayama’s Lemma [3, 
Theorem, p. 4121, there exists an x in J’\J’+‘. Then x = pi . u for some unit u of A. 
As IA/J1 = p by Lemma 3.5, there exists an integer k, 15 k 4 p - 1 such that 
u-k (mod J). Then x=p’u=p’k (mod Ji”). So IJ’IJ’+‘\~~. Since Ji/Ji+’ is a 
nonzero vector space over A/J, p = I J?J~+~ I. 0 
Proof of Theorem 3.2. (i) + (ii). If J = (0), then A is a finite field of characteristic 
p. So we may assume that J # (0). By Lemmas 3.3 and 3.4, J = p. A, J” = (0), 
J”-’ # (0) and A/J= Z/(p). Since IJ’IJ’+‘( = p for all i = 1,2, . . . , m - 1 by 
Lemma 3.6, IAl = pm. Hence as the mapping 4 : Z-+ A, defined by 4(k) = k. l,, 
has kernel (p”), t#~ is surjective and therefore A s Z/( p”). 
(ii)+(i). Suppose first that A is a finite field of characteristic p. Let H be a 
subgroup of A*. Then AH = (0) if and only if H # (1). If AH = (0)) then 
(0) = AH > iV,A 2 (0) and so An = N,A = (0). Moreover, Z,A = A and so 
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AH g A/Z,A. If AH # {0}, then H= (1) and hence AH = A. Furthermore, 
N,A = A. So AH = N,A. Also, Z,A = (0) and thus AH z AlZ,A. 
Now let A r Z/(p”) where p is an odd prime and m is an integer greater than 
1. It suffices to prove that (i) holds for A = Zl(p”). 
Let H be a subgroup of the group of units of Z/( p”) such that IHI = p’ for 
some positive integer i. Note that as p is an odd prime, the group of units of 
Z/( p”) is cyclic [5, Theorem 4.5, p. 811. So H is the unique subgroup of order p’. 
Now J= p. A and so J”-’ =p”-‘. A. Therefore IJ”-‘I =p’. As 1 + J”‘-’ is a 
subgroup of the group of units of A, H = 1 + J”-‘. Hence AH = (.Zmmi)’ = p’ . A. 
Since p is odd, NH = p’ . 1 + CaElm-, a = p’ . 1. Therefore, AH = pi. A = N,,A. 
Moreover, if we define +H: A+ AH by 4,(a) = c,,, g. a, then Ker(4,) = 
P m-i . A = Z,A. So AH and AIZ,A are isomorphic as right A-modules. 
Now let H be an arbitrary subgroup of G. If there exists g E H such that 
g-l@J, then N,AcAH=(0) and Z,A = A. Hence AH = N,A and AH s 
A/Z,A. Otherwise, H C 1 + J and so IHI = p’ for some nonnegative integer i. If 
i = 0, then AH = A = N,A and Z,A = (0). So AH= AlZ,A. If i >O, the result 
follows from the previous observation. q 
References 
[1] H. Cartan and S. Eilenberg, Homological Algebra (Princeton University Press, Princeton, NJ, 
1956). 
(21 N. Jacobson, Basic Algebra I (Freeman, San Francisco, CA, 1974). 
[3] N. Jacobson, Basic Algebra II (Freeman, San Francisco, CA, 1980). 
[4] I. Kaplansky, Topological rings, Amer. J. Math. 69 (1947) 153-183. 
[5] W. LeVeque, Fundamentals of Number Theory (Addison-Wesley, Reading, MA, 1977). 
[6] S. Warner, Compact rings, Math. Ann. 145 (1962) 52-63. 
