We derive, by means of Γ-convergence, the equations of homogenized bending rod starting from 3D nonlinear elasticity equations. The main assumption is that the energy behaves like h 2 (after dividing by the order h 2 of vanishing volume) where h is the thickness of the body. We do not presuppose any kind of periodicity and work in the general framework. The result shows that, on a subsequence, we always obtain the equations of bending-torsion rod and identifies, in an abstract formulation, the limiting quadratic form connected with that model. This is a generalization from periodic to non-periodic homogenization of bending-torsion rod theory already present in the literature.
Introduction
This paper is about derivation of homogenized bending-torsion theory for rods, starting from 3D elasticity by means of Γ-convergence. The main novelty is that we do not presuppose any kind of periodicity, but work in a general framework. There is a vast literature on deriving rod, plate and shell equations from 3D elasticity. The first work in deriving the lower dimensional models by Γ-convergence techniques was [ABP91] where the authors derived the string model. It was well known that the obtained models depend on the assumption what is the relation of the external loads (i.e. the energy) with respect to the thickness of the body h. The first rigorous derivation of higher ordered models was done in [FJM02, FJM06] ) for the case of bending and von Kármán plate. The key mathematical ingredient in these cases was the theorem on geometric rigidity.
After these pioneering works there is a vast literature on the rigourous derivation of lower dimensional models from 3D elasticity by means of Γ-convergence. We mention only those works that refer to the derivation of the rod theories.
In [MM03] the authors derive the bending-torsion rod theory assuming the fixed stored energy density function (without possible oscillations in the material). As usual in bending theories, they assume that the energy is of the order h 2 , where h is the thickness of the body (after division with the order of vanishing volume, which is h 2 ). In [MM04] the authors derive the model in the so called von-Kármán regime where the order of energy is h 4 . In [MM08] the authors analyze the stationary points (i.e. the equations) in the case of bending rod and show that the limit equation is the one corresponding to the limit energy obtained by Γ-convergence. However, due to nonlinearity, it is not clear that the global minimizers satisfy these equations from which the authors start the derivation (see [MS12, DM12] for details).
It is important to notice that the bending theory is still large deformation theory (although small strain theory), while the von-Kármán theory is a small displacement theory where the limit deformation is rigid motion and the energy depends on the correctors. Thus, we can say that the bending theory carries more nonlinearity. We refer the reader to [Sca09] where the author gave the full asymptotic (higher ordered) theory for curved rods.
This paper deals with the effects of simultaneous homogenization and dimensional reduction. There is a vast literature on the effects of simultaneous homogenization and dimensional reduction on the limit equations, in different context. In [GM06] the authors study the effects of simultaneous homogenization and dimensional reduction for linear elasticity system without periodicity assumption introducing the variant of H-convergence adapted to dimensional reduction. In [BFF00] the authors study the same effects for nonlinear systems (membrane plate) by means of Γ-convergence, also without periodicity assumptions. In [CM04] the author studies nonlinear monotone operators in the context of simultaneous homogenization and dimensional reduction, without periodicity assumption. Much earlier in [JT89] the authors study the same effects for the linear rod case where it was assumed that the rod is homogeneous along its central line, but the microstructure is given in the cross section. We also mention the work of Arrieta on Laplace equation and thin domain with an oscillatory boundary (see e.g. [AP11] ). Finally we emphasize the works [Neu10, Neu12] , where the author gave the systematic approach and combined the techniques from [FJM02, FJM06] and two scale convergence to obtain the model of homogenized bending rod.
Recently, the techniques from [FJM02, FJM06] were combined together with two-scale convergence to obtain the models of homogenized von Kármán plate (see [Vel13, NV13] ), homogenized von Kármán shell (see [HV] ) and homogenized bending plate (see [HNV, Vela] ). These models were derived under the assumption of periodic oscillations of the material where it was assumed that the material oscillates on the scale ε(h), while the thickness of the body is h. The obtained models depend on the parameter γ = lim h→0 h ε(h) . In the case of von Kármán plate the situation γ = 0 corresponds to the case when dimensional reduction dominates and the obtained model is the model of homogenized von Kármán plate and can be obtained as the limit case when γ → 0. Analogously, the situation when γ = ∞ corresponds to the case when homogenization dominates and can again be obtained as the limit when γ → ∞; this is the model of von Kármán plate obtained starting from homogenized energy. In the case of von Kármán shell and bending plate the situation γ = 0 was more subtle and leaded that the models depend on the further assumption of the relation between ε(h) and h. We obtained different models for the case ε(h) 2 ≪ h ≪ ε(h) and h ∼ ε(h) 2 .
This paper derives the model of bending-torsion rod by simultaneous homogenization and dimensional reduction without any periodicity assumption and generalize the work [Neu12] . In that work the author derived the bending-torsion rod theory by assuming periodic oscillations of the material on the central line of the rod. The author used the tool of two-scale convergence, appropriate for periodic homogenization. Here we show sort of stability result: one obtains the same type of equations starting from any kind of oscillating or non-oscillating material, where the oscillations can be done in any direction (even in the cross-section). This is, because of these reasons, significant improvement of [Neu12] and uses the general approach from Γ-convergence. The similar work in this direction was [Velb] where the author derived the model of von-Kármán plate by means of simultaneous homogenization and dimensional reduction without periodicity assumption and thus generalized earlier work [NV13] . This paper, together with [Velb] , is the first treatment of simultaneous homogenization and dimensional reduction without periodicity assumption by variational techniques in the context of higher order models in elasticity, at least to our knowledge (membrane case was already analyzed in [BFF00] ). The main results are given in Theorem 2.17 and Theorem 2.18 where the lower bound and the upper bound is proved, respectively. We prove that, on a subsequence, the limit energy density is a quadratic form in the strain of the limit deformation (the limit deformation and the strain itself is the standard one for the bending rod case).
Notation
By B(x, r) we denote the ball of radius r > 0 around x ∈ R n in Euclidean norm. We denote by e 1 , e 2 , e 3 the canonical basis in R 3 and by ∇ h we denote the operator
. By M m×n we denote the space of matrices with m rows and n columns, by M n we denote the space of quadratic matrices of order n. M n sym denotes the space of symmetric matrices of order n, while M n skw denotes the space of skew symmetric matrices of order n. For A ∈ M n by sym A we denote the symmetric part of A; sym A = 1 2 (A + A t ), while by skw A we denote the skew symmetric part of A; skw A = 1 2 (A − A t ). For A, B ∈ M n by A · B we denote the tr(AB t ). ι : R 3 → M 3 denotes the natural inclusion
For A ∈ M 3 skw axlA stands for the axial vector of A, i.e., Ax = axl A ∧ x, for all x ∈ R 3 . It is easy to see that axl A = (A 32 , A 13 , A 21 ) t .
we denote the subset of Sobolev space of functions taking values in M ⊂ R m for a.e. x ∈ O. It is easy to see if M is a subspace of R m then
is a closed subset of W 1,p (O; R m ) in weak and strong topology. For S ⊂ R n , by χ S we denote the characteristic function of S; χ S : R n → {0, 1}. By |S| we denote the Lebesgue measure of S. For x ∈ R, by ⌊x⌋ we denote the greatest integer less or equal to x.
Derivation of the model
Let ω ⊂ R 2 be an open connected set with Lipschitz boundary. We define by Ω h = [0, L] × hω the reference configuration of the rod-like body. When h = 1 we omit the superscript and write Ω = Ω 1 . We may assume that the coordinate axes are chosen such thatˆω x 2 dx 2 dx 3 =ˆω x 3 dx 2 dx 3 =ˆω x 2 x 3 dx 2 dx 3 = 0.
We denote the moments of inertia by µ i =´ω x 2 i dx 2 dx 3 for i = 2, 3 and define d ω = (0, x 2 , x 3 ) t .
General framework
The following two definitions will give conditions on the energy densities. (W1)
W is minimal at I, i.e. (W3)
W admits a quadratic expansion at I, i.e. (W4)
where Q : M 3 → R is a quadratic form.
In the following definition we state our assumptions on the family (W h ) h>0 .
Definition 2.2 (Admissible composite material). Let 0 < η 1 ≤ η 2 and ρ > 0. We say that a family (
(ii) W h (x, ·) ∈ W(η 1 , η 2 , ρ) for every h > 0 and almost every x ∈ Ω.
(iii) there exists a monotone function r : R + → R + ∪ {+∞}, such that r(δ) → 0 as δ → 0 and
for almost all x ∈ Ω, where Q h (x, ·) is a quadratic form given in Definition 2.1.
Notice that for each h > 0 Q h can be written as the pointwise limit
Therefore, it inherits the measurability properties of W h .
Lemma 2.3. Let (W h ) h>0 be as in Definition 2.2 and let (Q h ) h>0 be the family of the quadratic forms associated to (W h ) h>0 through the expansion (W4). Then (Q1) for all h > 0 and almost all x ∈ Ω the map Q h (x, ·) is quadratic and satisfies
Proof. (Q1) follows from (W2).
Remark 1. From (Q1) we also obtain that (4)
We will assume that we are in bending regime, i.e., that the energy of minimizing sequence behaves like thisˆΩ
This assumption can be replaced by the assumption on the scaling of external loads, see [FJM06] for details.
Theorem 2.4. Assume that the sequence of deformations
for some C 1 > 0, independent of h. Then there exist a constant C > 0 and a sequence
Proof. See the proof of [MM08, Proposition 4.1].
From the expression (7) we conclude that the sequence (R h ) h>0 , on a subsequence, converges weakly in
Characterization of relaxation field
We will need the following characterization of the rod deformation.
Lemma 2.5. There exists a constant C(ω) > 0 independent of h such that for given u ∈ W 1,q (Ω, R 3 ), 1 < q < ∞, we have that
where
Proof. The proof follows from the Griso's decomposition (see [Gri08, Theorem 2.1]): there are functions U e andū such that u = U e +ū, whereū ∈ W 1,q (Ω; R 3 ) and U e is the elementary displacement, i.e., there are functions
which are independent of x 2 and x 3 variables such that
Also the following estimates hold
We define the functions:
It is straightforward to check that (8) holds. To prove the estimates (9) and (10) we use the Poincaré inequality, (11) and (12) to deduce
and (10) is valid. Moreover, we have:
, such that , A h → 0 and v h → 0 strongly in L q and the following decomposition holds
Proof. Since´ωz h = 0 we conclude from the Poincaré inequality that
Thus,z h → 0 strongly in L q . After redefining a h and B h we can assume that
Integrating the first equation in (8) over ω and taking into account the choice of coordinate axes (1), we conclude that
. By multiplying the (8) with x 2 and x 3 and taking into account (9) and (10) we obtain that hB h 12 and hB h 13 are bounded in L q norm. We multiply the second and third equation of (8) by h(x 1 − L 2 ), integrate over Ω and take the limit as h → 0 to obtain that hB h 12 → 0 and hB h 13 → 0 strongly in L q . Again, integrating the second and third equation of (8) over Ω and taking the limit as h → 0 we deduce that ha h 2 → 0 and ha h 3 → 0 in L q . We also obtain that ϕ h α → 0 strongly in W 1,q , since it is bounded in W 2,q .
We multiply the second equation in (8) by x 3 and integrate over ω. Using the decomposition of z h we conclude that hB h 23 + w h → 0 strongly in L q . From this, using (14), it follows that hB h 23 → 0 and w h → 0 strongly in L q . This finishes the proof of (a) and (b). To prove (c) we take the sequence
for some C > 0. The sequence p h can be constructed by mollification of (z h 2 , z h 3 ) such that the mollifiers are of radius r h ≫ h. We define
and conclude the proof.
From the first equation in (8) (after integration over ω) we obtain that a h 1 |ω| + z h 1 → 0 strongly in L q . From this, by integration over [0, L], we obtain a h 1 → 0 and then z h 1 → 0 strongly in L q . We also conclude that hB h 12 , hB h 13 is bounded. From the second and third equation of (8) (after multiplication with h) we then obtain that hB h 12 → 0, hB h 13 → 0. This is done by multiplication with x 1 − L 2 and then integrating over Ω. Now only integration over Ω also gives ha h 2 → 0, ha h 3 → 0. We also obtain that ϕ h α → 0 strongly in W 1,q , since it is bounded in W 2,q and converges to zero strongly in L q .
The second equation we multiply with x 3 and integrate over ω. Using the decomposition of z h we conclude that hB h 23 + w h → 0 strongly in L q . From this, using (14), it follows that hB h 23 → 0 and w h → 0 strongly in L q . This finishes the proof of (a) and (b). To obtain (c) we find the sequence ( 
This can be done by mollification of (z h 2 , z h 3 ) with mollifiers of radius r h ≫ h. We define
Lemma 2.7. Let q ≥ 1 and let A ∈ W 1,q (Ω; M 3 skw ) and v ∈ W 1,q (Ω; R 3 ). Then there exists u h ∈ W 1,q (Ω; R 3 ) such that
If A = 0 and v = 0 in the neighbourhood of {0, L} × ω then u h = 0 in a neighbourhood of {0} × ω and u h is constant in a neighbourhood of {L} × ω.
Proof. Everything follows from the definition u = A 12 (x 1 )x 2 +A 13 (x 1 )x 3 ,
Definition of limit energy density
We now proceed as in [Velb] For any open set O ⊂ [0, L], function m in L 2 (Ω; R 3 ) and sequence (h n ) n∈N monotonly decreasing to zero we define
Remark 2. By using standard diagonalization argument it can be shown that for any (h n ) n∈N monotonly decreasing to 0 the infimum in expressions (15) and (16) are attained.
Lemma 2.8. There exists a constant C > 0 dependent only on η 1 , η 2 such that for every sequence (h n ) n∈N monotonly decreasing to 0 and A ⊂ [0, L] open set the following inequality is valid
The analogous claim holds for K By using previous lemma and diagonal procedure we can also easily argument the following claim.
Lemma 2.10. For every sequence (h n ) n∈N monotonly decreasing to zero there exists a subsequence, still denoted by (h n ) n∈N , such that
We will now make an assumption on the sequence (h n ) n∈N monotonly decreasing to zero and family (Q hn ) n∈N .
Assumption 2.11. For given (h n ) n∈N monotonly decreasing to zero we suppose that we have
Although the numbers K(m, D) also depend on the sequence, we will not write it, since it will be clear from the context on which sequence we are referring to.
Remark 3. As in [Velb, Lemma 3 .8] we can see that if a sequence (h n ) n∈N satisfies the Assumption 2.11 than we have that
The following lemma is analogous with [Velb, Lemma 3.10]. We shall not prove it here.
Lemma 2.12. Let (h n ) n∈N be a sequence monotonly decreasing to 0 which satisfies Assumption 2.11. Take m ∈ L 2 (Ω, R 3 ) and O ⊂ ω open. Then there exists a subsequence
are equi-integrable. Also the following is valid
where C is independent of the domain O and for each k ∈ N we have A k = 0 in a neighborhood of ∂O and v k = 0 in a neighborhood of ∂O × ω.
sym be a measurable mapping such that for every x ∈ Ω, L(x, ·) is a unique positive semidefinite linear operator such that
Corollary 2.13. Take m ∈ L 2 (Ω; R 3 ) and a sequence (h n ) n∈N monotonly decreasing to 0 that satisfy Assumption 2.11 and for which there exists
Then we have that:
is any other sequence that satisfies (a) and (b) then
and (| sym ∇ hn ψ n | 2 ) n∈N is equi-integrable.
Proof. From (Q1) and by taking the zero subsequence we obtain the bound lim sup
From Corollary 2.6 there are sequences (A n ) n∈N ⊂ W 1,2 ((0, L); M 3 skw ) and (v n ) n∈N ⊂ W 1,2 (Ω; R 3 ) such that A n → 0 and v n → 0 strongly in L 2 and
From (13) we obtain that lim sup
To prove that (| sym ∇ hn ϑ n | 2 ) n∈N is equi-integrable, let us assume the opposite, i.e., that there is ε > 0 such that for every k > 0 there is a measurable set S k such that
and there is a n(k) > n(k − 1) such that
On the other hand, by Lemma 3.1 and 3.2 there is a subsequence, still denoted by n(k) and sequences
which gives a contradiction. Therefore, (| sym ∇ hn ϑ n | 2 ) n∈N is equi-integrabile.
We will show that ϑ n is optimal on any open set O ∈ D which is a finite union of disjoint open intervals. If that was wrong then there would exist a subsequence, still denoted by (h n ) n∈N such that there is a sequence (ψ 1 n ) n∈N ⊂ W 1,2 (O × ω, R 3 ) satisfying the conditions of Lemma 2.12 and
On the other hand, on the further subsequence, still denoted by (h n ) n∈N we take the sequence ψ 2 n ⊂ W 1,2 ([0, L] \Ō, R 3 ) satisfying the conditions of Lemma 2.12 and
By using Lemma 2.7 we define (
We conclude that
which yields a contradiction with the optimality of the sequence (ϑ n ) n∈N .
Now for any open O ⊂ [0, L], by density, there is an increasing family of sets (D
(this can be easily seen from Lemma 2.12) we deduce from equi-integrability of
that ϑ k is also optimal for K(m, O) and (II) is proved.
To prove (III) we first note that
for every (ψ n ) n∈N ⊂ W 1,2 (Ω; R 3 ) that satisfies (a) and such that | sym ∇ hnψn | is bounded in L 2 .
To prove this we take ε > 0 and for k large enough we derive:
If (21) didn't hold we would choose ε (by taking the appropriate sign) such that the linear term dominates and the inequality is violated. Thus, we deduce (21), by the contradiction. To prove the last claim we take two sequences (ϑ n ) n∈N ⊂ W 1,2 (Ω; R 3 ), (ψ n ) n∈N ⊂ W 1,2 (Ω; R 3 ) that satisfy (a) and (b). Now we have, using (21)
The following lemma proves the compactness result we need.
Lemma 2.14. For every sequence (h n ) n∈N that satisfy the Assumption 2.11 there exists a subsequence, still denoted by
Proof. Let M ⊂ L 2 (Ω; R 3 ) be a countable dense family. By diagonalization procedure it is possible to construct the subsequence, still denoted by (h n ) n∈N such that for each m ∈ M there is a sequence ϑ(m) n for which (a) and (b) holds. Now we take the sequence (m n ) n∈N ⊂ M such that m n → m in L 2 as n → ∞ and define the strictly increasing function k : N → N which satisfies for every n 0 ∈ N
For every i ∈ N and j ∈ [k(i), k(i + 1)) take ϑ j (m) := ϑ j (m k(i) ) and use Lemma 2.8 to show (b).
We are now in position to make the assumption on the family (Q h ) h>0 . 
Moreover, we have
We define the mapping m : 
Moreover, Q satisfies the following property
is a quadratic form and there is a positive constant C ω such that
Proof. The existence of Q and the proof of 22 is identitical as in [Velb] . Therefore, we will only prove the boundedness and coercivity property. The function Q is defined via (see [Velb] )
The upper bound in (23) is easily obtained by taking the zero subsequence ϑ n = 0 and by using (Q1) and (1) to deduce
for a.e.x 1 ∈ (0, L).
From the Assumption 2.15 and Corollary 2.6 we deduce that there are bounded sequences
for some C > 0. We can assume, by the density argument, that v h and A h are smooth functions. Using the property (Q1) we have
where I 1 and I 2 are defined by:
From the choice of the coordinate axis, see (1), we have that for every x 1 ∈ B(x 1 , r)
Thus, we derive that
Since (A h ) ′ ⇀ 0 and ∂ 1 v 1 h ⇀ 0 weakly in L 2 the mixed term vanishes as h → 0. Hence, we obtain that
To obtain the lower bound for I 2 we we look for a solution of the minimum problem
The solution of the problem is unique up to constant and satisfies the variational equation
for every ψ ∈ H 1 (ω). The solution corresponds to L 2 projection on the space
which is a closed subspace in L 2 (ω; R 2 ). We denote with P u = u − ∇ϕ u . Denote also with
we have that
where P Ψ h equals
Notice that the projection is done for fixed x 1 ∈ [0, L]. This yields that:
h→0ˆB (x 1 ,r)×ω
where the constantC ω equalsC
Since A ′ h ⇀ 0 in L 2 the second term converges to zero. Since P is the projection we have that B(x 1 ,r)×ω
. We obtain that
Combing this with (24) and (25) and taking the limit as r → 0 yields the coercivity of Q.
We define the function
and mapping
It is easy to see that Q 0 satisfies the following property.
is a quadratic form and satisfies
whereC ω is defined in (27).
The mapping a min is well defined, linear in A and for some C a > 0 we have
Identification of Γ-limit
We will state and prove liminf and limsup inequality.
Theorem 2.17. Let Assumption 2.15 be valid. Assume that the sequence of deformations (y h ) h>0 ⊂ W 1,2 (Ω; R 3 ) satisfy (5). Then every sequence (h n ) n∈N monotonly decreasing to zero has its subsequence (still denoted by (h n ) n∈N ) such that the following is valid
and R h satisfies (6) and (7). From (7) we conclude that on a subsequence R hn ⇀ R weakly in W 1,2 ([0, L]; R 3 ) and thus also in C([0, L]; R 3 ). We write the following decomposition
Using (1) it is easy to see that for a.e.
We prove that ∇ hn v hn L 2 is bounded. It is easy to see
,
Using (6) we conclude that there exists C > 0 such that
Using (6) and (7) we conclude that there exists C > 0 such that
Using (31) and Poincare inequality we conclude that for some C > 0
Define the approximate strain
From (6) we conclude that (G h ) h>0 is bounded in L 2 . It can be easily seen that
Definep
Notice that
This follows from (7) and (34), since we have that h n (R hn ) ′ L ∞ → 0, by the Sobolev embedding. From this it follows that
It also easily follows that
for some C > 0. Observe that
Now using Lemma 3.1 and Lemma 3.2 we take a subsequence, (h n(k) ) k∈N such that there exist sequences (
It can be easily seen thatĀ k → 0,v k → 0, strongly in L 2 (i.e. weakly in W 1,2 ). By using Lemma 2.7 we obtain a sequence (
The sequence (| sym ∇ h n(k) ψ k | 2 ) k∈N is equi-integrable. We define the sets
From the boundedness of the sequnce (G h ) h>0 we conclude that |Ω\C h | → 0 as h → 0. Using frame indifference property we have that W h (x, ∇ h y h ) = W h (x, I + hG h ). From (2), by integrating, we conclude that lim sup
Finally we conclude, using the equi-integrability of (| sym ∇ h n(k) ψ k | 2 ) k∈N , (Q1), the definition of K and (42):
The next theorem gives the construction of the recovery sequence.
Theorem 2.18. Let Assumption 2.15 be valid. Then for every R ∈ W 1,2 ([0, L]; SO(3)) and every sequence (h n ) n∈N monotonly decreasing to 0 there exists a subsequence, still denoted by (h n ) n∈N , such that a. there exists (y n ) n∈N ⊂ W 1,2 (Ω; R 3 ) such that y n →´x
Proof. It is easy to see that smooth rotations are dense in W 1,2 ([0, L]; SO(3)). This can be seen by approximating with smooth maps taking values in M 3 and then projecting on SO(3) (by Sobolev embedding weak W 1,2 implies strong convergence in L ∞ and we can project from tubular neighbourhood of SO(3)). Without loss of generality we can assume that R ∈ C 2 ([0, L]; SO(3)), since in the general case we can use the diagonal procedure. Take a ∈ C([0, L]) and define A ∈ C 1 ([0, L]; M 3 skw ) as A = R t R ′ . Now we take m = m(R t R ′ , a) and the sequence (ϑ n (m)) n∈N ⊂ W 1,2 (Ω; R 3 ) which satisfies (a) and (b) of the Assumption 2.15. From Corollary 2.13 we have the boundedness and equiintegrability of (| sym ∇ hn ϑ n (m)| 2 ) n∈N (see (20)).Using Corollary 2.6, we obtain a sequence (A n ) n∈N ⊂ W 1,2 ([0, L]; M 3 skw ), (v n ) n∈N ⊂ W 1,2 (Ω; R 3 ) such that A n → 0, v n → 0 strongly in L 2 and sym ∇ hn ϑ n (m) − sym ι(A
Moreover we have that
Choose a subsequence (h n(k) ) k∈N such that kh n(k) → 0. Using Lemma 3.1 and Lemma 3.2 we conclude that there exist sequences (Ã k ) k∈N ⊂ W 1,∞ ([0, L]; M 3 skw ) and (ṽ k ) k∈N ⊂ W 1,∞ (Ω; R 3 ) such that for some C > 0 we have (on a further subsequence; not relabeled) a. |A ′ k | ≤ Ck, for a.e. x 1 ∈ [0, L], |∇ h n(k)ṽ k | ≤ Ck for a.e. x ∈ Ω.
b. lim k→∞ |{Ã k = A n(k) orÃ ′ k = A ′ n(k) }| = 0 lim k→∞ |{ṽ k = v n(k) or ∇ṽ k = ∇v n(k) }| = 0 c. the sequences (|Ã ′ k | 2 ) k∈N , (|∇ h n(k)ṽ k | 2 ) k∈N are equi-integrable.
It is easy to argument thatÃ k → 0,ṽ k → 0 strongly in L 2 (i.e. weakly in W 1,2 ). We define the sequence (R k ) k∈N ⊂ C 1 ([0, L]; M 3 ) as the solutions of the following Cauchy problem
Since the right hand side of the first equation in (44) is Lipschitz function this system has unique solution. Moreover, since it is tangential to SO(3) it can be easily argumented that we have R k (x 1 ) ∈ SO(3) for every x 1 ∈ [0, L] (this can be done e.g. by approximating A k with smooth fields and then using the standard theorem for the solutions of ODE system whose right hand side is tangential to some smooth manifold). Notice also that R k ⇀ R weakly in W 1,2 and thus, by Sobolev embedding strongly in L ∞ . Define for every k ∈ N; v k =ṽ k −´Ωṽ k to accomplish v k W 1,∞ ≤ Ck, which follows by Poincare inequality. Using the equi-integrability property it is easy to see that
Define the recovery sequence with the formulae
Define also
It is easy to see that
From (45) we conclude that
Notice that from the property (W1) of Definition 2.1 we have that W h n(k) (x, ∇ h n(k) y k ) = W h n(k) (x, I + h n(k) G k ), for a.e. x ∈ Ω. Using property (iii) of Definition 2.2 as well as property (b) of G k we conclude that
Using (45) we conclude that
Q(x 1 , A, a) → 0.
The claim now follows by diagonilizing procedure and approximating a min (·, A(·)) ∈ L ∞ ([0, L]), defined in (29), with continuous maps in L 2 norm.
We denote with
and (by Lemma 3.1) sup k M k < ∞ and lim k→∞ m k = 0.
4. It is easy to argument that for k large enough there exists a part of the domain S
5. Finally, we define the functionsz k = v k | S h n(k) j and the functions z k ∈ W 1,p ((0, L) × Q 2 ; R 3 ) by translation, dilatation in x 2 , x 3 variable and possible reflection of the functionsz k .
