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We consider the class of normal complex matrices that commute
with their complex conjugate. We show that such matrices are real
orthogonally similar to a canonical direct sum of 1-by-1 and cer-
tain 2-by-2matrices. A canonical form for quasi-real normal matri-
ces is obtained as a special case. We also exhibit a special form of
the spectral theorem for normal matrices that commute with their
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1. Introduction
A square complex matrix A is quasi-real normal if it satisﬁes the following three conditions: A is
normal; a complex vector x is an eigenvector of A if and only if x¯ is an eigenvector of A; and the null
spaces of A and A are identical. This class ofmatriceswas studied in [1], which containsmany examples
and properties of quasi-real normal matrices. For example, if A is quasi-real normal, it can always be
factored as A = RE, in which R is real, E is coninvolutory (that is, EE = I), both R and E are quasi-real
normal, and RE = ER [1, Theorem 9]. This factorization implies that AA = RERE = R2EE = R2 is real, so
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AA = AA = AA, that is, A commutes with A. Of course, A also commutes with its conjugate transpose A∗
since A is normal. We shall see that these two commutation properties imply that A commutes with
its transpose AT as well.
The class of real normal matrices is (strictly) contained in the class of complex quasi-real normal
matrices, which is (strictly) contained in the class of complex normal matrices that commute with
their complex conjugates. The quasi-real normal matrix[
1 i
i 1
]
is neither real nor a scalar multiple of a real matrix; the matrix
A =
[
0 1
−1 0
]
⊕ [i]
is normal and commuteswith its complex conjugate, but it is not quasi-real normal: x = [i − 1 1]T is an
eigenvector of A, but x¯ is not. This example shows that the class of quasi-real normal matrices (unlike
the class of normal matrices) is not closed under direct sums.
Real normal matrices have a canonical form under real orthogonal similarity that is a direct sum of
1-by-1 and certain 2-by-2 blocks [2, Section 2.5]. Themain goal of this paper is to provide an analogous
canonical formunder real orthogonal similarity for complex normalmatrices that commutewith their
complex conjugate. As a consequence,weobtain a canonical form for quasi-real normalmatrices under
real orthogonal similarity; it shows how the quasi-real normal matrices are contained in the class of
complex normal matrices that commute with their complex conjugates, and how the real normal
matrices are contained in the class of quasi-real normal matrices. Another consequence is a special
formof thespectral theoremfor complexnormalmatrices that commutewith their complexconjugate;
this form generalizes a known canonical form for quasi-real normal matrices under unitary similarity.
Real orthogonal similarity A → QAQ−1 = QAQT is both a (unitary) similarity and a (unitary) con-
gruence. Thus, real orthogonal similarity preserves the Jordan structure of A; if A is nonsingular, it also
preserves the Jordan structure of the cosquare A−TA.
Lemma 1. Let A,B, S ∈ Mn be nonsingular. If A = STBS, then A−TA and B−TB are similar. In particular, if A
and B are real orthogonally similar, then A is similar to B and A−TA is similar to B−TB.
Proof. Compute A−TA = (STBS)−T (STBS) = S−1B−T S−T STBS = S−1(B−TB)S. 
Our strategy for obtaining canonical forms for a complex normal matrix A that commutes with its
complex conjugate involves two major reductions by real orthogonal similarity. The ﬁrst uses the fact
that A commutes with the real normal matrix AA to show that A is real orthogonally similar to B ⊕ N,
in which B is nonsingular and NN = 0. The second reduction uses the fact that B commutes with the
complex orthogonal normal matrix B−TB to show that B is real orthogonally similar to B+ ⊕ B− ⊕ B1 ⊕
· · · ⊕ Bd, in which B+ is symmetric; B− is skew symmetric; and each cosquare B−Tj Bj has a single pair
{βj ,β−1j } of reciprocal eigenvalues such that all βj /= ±1 and {βi,β−1i } /= {βj ,β−1j } if i /= j. Once we know
that A is real orthogonally similar to
N ⊕ B+ ⊕ B− ⊕ B1 ⊕ · · · ⊕ Bd
and that the real orthogonal similarity class of each summand is uniquely determined by A, we reduce
each summand separately by real orthogonal similarity to a canonical direct sum of 1-by-1 and certain
2-by-2 blocks.
The basic building block for our canonical forms is a 2-by-2 complex matrix of the form
A =
[
a b
−b a
]
, a, b ∈ C. (1)
A calculation reveals that: A is normal; any two matrices of this form commute; any product or linear
combination of matrices of this form has the same form; the eigenvalues of A are a ± ib with corre-
sponding eigenvectors [1 ±i]T ; the determinant of A is a2 + b2;A is nonsingular if and only if it is a
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nonzero scalar multiple of a complex orthogonal matrix; A is singular and nonzero if and only if it is a
nonzero scalar multiple of[
1 i
−i 1
]
or its transpose; A is real orthogonally similar to AT via a reversal matrix, that is,[
a −b
b a
]
=
[
0 1
1 0
] [
a b
−b a
] [
0 1
1 0
]
(2)
and the real orthogonally similarity class of A is uniquely determined by the eigenvalues λ1, λ2 of A (in
any given order) since their sum is 2a and their difference is ±2ib, that is, A and
E =
[
1
2
(λ1 + λ2) 12i (λ1 − λ2)
− 1
2i
(λ1 − λ2) 12 (λ1 + λ2)
]
(3)
are in the same real orthogonal similarity class and either A = E or A = ET .
In matters of terminology and notation, we follow the usage in [2].
2. Real normal matrices
Every complex or real normalmatrixA is unitarily similar to a complex diagonalmatrixwhosemain
diagonal entries are the eigenvalues of A, which may appear in any prescribed order. If A is real and
normal, and if we consider only real unitary similarities (that is, real orthogonal similarities), then its
eigenvalues (real and complex) still determine the real canonical forms that can be achieved. A basic
fact about real square matrices is that any non-real eigenvalues occur in complex conjugate pairs.
Theorem 2 [2, Section 2.5]. Let A ∈ Mn(R) be given. Suppose that A is normal and rankA = r. Then A is
real orthogonally similar to a direct sum of a zero block 0n−r and positive scalar multiples of blocks of the
following four types:
[1], [−1],
[
0 1
−1 0
]
or
[
a b
−b a
]
, a, b ∈ R (4)
in which a /= 0 /= b, a2 + b2 = 1, and b > 0. This direct sum is determined by the eigenvalues of A, up to
permutation of the direct summands. There is one block of the form [λ] for each positive real eigenvalue λ
of A and one block of the form [−|λ|] for each negative real eigenvalue λ; there is one block of the form[
0 |c|
−|c| 0
]
, c ∈ R
for each nonzero complex conjugate pair ±ic of pure imaginary eigenvalues of A; for each pair z = |z|eiθ , z¯
of nonzero complex conjugate eigenvalues of A such that 0 < θ < π and θ /= π/2, there is one block of the
form
|z|
[
cos θ | sin θ |
−| sin θ | cos θ
]
.
Conversely, if A is real orthogonally similar to the direct sum of a zero block and real scalar multiples of
blocks of the form (4), then it is normal.
A family of commuting real normal matrices can be put into block diagonal form by a single real
orthogonal similarity. Commutativity of corresponding diagonal blocks imposes some restrictions on
which blocks can be in which positions.
Theorem 3. LetN ⊆ Mn(R) be a commuting family of real normal matrices. Suppose that the non-real
eigenvalues of a given A0 ∈N are μ1,μ1, . . . ,μp,μp, in which each μj = aj + ibj , all aj , bj ∈ R, and all
bj > 0. Let λ1, . . . , λn−2p be the real eigenvalues of A0. Then:
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(a) There is a single real orthogonal matrix Q such that for each A ∈N,QTAQ is real block diagonal
with all diagonal blocks either 1-by-1 or 2-by-2 and of the form (1) for some a, b ∈ R, and
QTA0Q = [λ1] ⊕ · · · ⊕ [λn−2p] ⊕
[
a1 b1
−b1 a1
]
⊕ · · · ⊕
[
ap bp
−bp ap
]
.
(b) Let Q be as in (a) and consider a given index set γ = {j, j + 1} with 1 j < n − 2p, for which
(QTA0Q )[γ ] =
[
λj 0
0 λj+1
]
. If λj /= λj+1, then (QTAQ )[γ ] is a diagonal matrix for every A ∈N.
(c) Let Q be as in (a) and consider a given index set γ = {n − 2p + 2j − 1,n − 2p + 2j} with 1  j  p,
for which (QTA0Q )[γ ] =
[
aj bj
−bj aj
]
. Then for each A ∈N, (QTAQ )[γ ] =
[
a b
−b a
]
for some a, b ∈ R (b = 0
is possible).
Proof. See [2, Section 2.5] The assertions in (b) and (c) follow from considering the possibilities in the
identity[
c 0
0 d
] [
a b
−b a
]
=
[
a b
−b a
] [
c 0
0 d
]
,
which force us to consider the equation cb = bd. If c /= d, then b = 0. 
3. Normal matrices that commute with their conjugate
The following useful fact about matrices that commute with normal matrices is often called the
Fuglede–Putnam Theorem.
Lemma 4. Let A,B ∈ Mn and suppose that A is normal. Then AB = BA if and only if A∗B = BA∗.
Proof. If A is normal, then there is a polynomial q(t) such that A∗ = q(A) [2, Section 2.5, Problem 25].
If AB = BA, then p(A)B = Bp(A) for every polynomial p(t). 
We are interested in the equivalence asserted in the preceding lemma when B = A or B = AT .
Corollary 5. Let A ∈ Mn be normal. Then AA = AA if and only if AAT = ATA.
Proof. Since A is normal, so are A and AT . Thus, AA = AA implies AA∗ = A∗A, that is, AAT = ATA;AAT =
ATA implies A(AT )∗ = (AT )∗A, that is, AA = AA. 
It is tempting to conjecture that if A ∈ Mn,AA = AA, and AAT = ATA, then AA∗ = A∗A, that is, A is
normal. However, consider the following 4-by-4 example, which cannot be normal since it is block
upper triangular and its upper-right block is nonzero:
A =
[
02 B
02 02
]
, B =
[
1 i
−i 1
]
.
Nevertheless, a calculation reveals that AA = AA and AAT = ATA because BBT = BTB = 0.
Examples of classes of complex matrices A such that AA = AA are: coninvolutory matrices (AA = I);
skew-coninvolutorymatrices (AA = −I); ﬁxedscalarmultiplesof realmatrices {cB : B ∈ Mn(R)and c ∈ C
is given}; and conjugate annihilatingmatrices A (AA = 0).
There are three basic classes of square complex matrices that commute with their transpose (and
hence also with their complex conjugate if they are normal): complex symmetric matrices (AT = A);
complex skew-symmetric matrices (AT = −A); and complex orthogonal matrices (ATA = I = AAT ).
G.R. Goodson, R.A. Horn / Linear Algebra and its Applications 430 (2009) 1025–1038 1029
• There is no constraint on the eigenvalues of a complex symmetric matrix [2, Section 4.4].
• IfA is skew symmetric, thenA is similar to−A since both are similar toAT . Therefore, the nonzero
eigenvalues of a complex skew-symmetric matrix must occur in ± pairs.
• If A is orthogonal, then A is similar to A−1 since both are similar to AT . Therefore, the eigenvalues
of a complex orthogonal matrix that are different from ±1 must occur in reciprocal pairs.
We now show that if a complex normal matrix commutes with its complex conjugate, then it
is real orthogonally similar to a direct sum of 1-by-1 and certain 2-by-2 complex matrices. At this
point, however, it is premature to call this direct sum a canonical form, as its summands remain to be
identiﬁed with real orthogonal similarity invariants.
Theorem 6. Let A ∈ Mn be normal and suppose that AA = AA. Then A is real orthogonally similar to a direct
sum of blocks, each of which is either a zero block or a nonzero complex scalar multiple of
[1],
[
0 1
−1 0
]
,
[
a b
−b a
]
or
[
1 i
−i 1
]
, a, b ∈ C (5)
in which a /= 0 /= b, a2 + b2 = 1. Conversely, if A is real orthogonally similar to a direct sum of complex
scalar multiples of blocks of the form (5), then A is normal and AA = AA.
Proof. Write A = B + iC, in which B,C ∈ Mn(R), so that B = (A + A)/2 and C = (A − A)/2i. Each of B and
C is a linear combination of the same two commuting normalmatrices, so the realmatrices B and C are
normal and commute. Suppose that B has β complex conjugate pairs of non-real nonzero eigenvalues
and that C has γ complex conjugate pairs of non-real nonzero eigenvalues. If β < γ , Theorem3 ensures
that there is a real orthogonal Q such that
QTBQ = B ⊕ B1 ⊕ · · · ⊕ Bβ ⊕ B̂1 ⊕ · · · ⊕ B̂γ−β ,
QTCQ = C ⊕ C1 ⊕ · · · ⊕ Cβ ⊕ Cβ+1 ⊕ · · · ⊕ Cγ
in which B,C ∈ Mn−2γ are real diagonal, each of the 2-by-2 real blocks B1, . . . ,Bβ ,C1, . . . ,Cγ has
the form (1) in which b /= 0, and B̂j = λjI2 for some real λj for each j = 1, . . . , γ − β. Then QTAQ =
QT (B + iC)Q is the direct sum ofB + iC and blocks of the form (1) for some complex a, bwith b /= 0.
A similar argument reaches the same conclusion if β = γ or β > γ . Any 1-by-1 direct summands of
QTAQ are scalar multiples of the ﬁrst block in (5); 2-by-2 direct summands of QTAQ in which a = 0
and b /= 0 are scalar multiples of the second block; nonsingular 2-by-2 direct summands of QTAQ in
which a /= 0 /= b are nonzero scalar multiples of blocks of the third type; and singular 2-by-2 direct
summands of QTAQ in which a /= 0 /= b are nonzero scalar multiples of the fourth type of block. 
With respect to real orthogonal similarity, there is no redundancy among the four types of blocks
in (5).
• Every eigenvalue of the cosquare of any direct sum of nonzero 1-by-1 complex blocks is +1.
• Every eigenvalue of the cosquare of any direct sum of nonzero scalar multiples of the block[
0 1
−1 0
]
is −1.
• Thecosquareof anynonzero scalarmultipleof a complexorthogonal blockP =
[
a b
−b a
]
inwhich
a2 + b2 = 1 and a /= 0 /= b is P−TP = P2; if±1were an eigenvalue of P2, then either 1,−1, i, or−i
would be an eigenvalue of P. If λ1 = 1 were an eigenvalue of P then the other eigenvalue would
be λ2 = trP − 1 = 2a − 1, inwhich case 1 = a2 + b2 = det P = λ1λ2 = 2a − 1, so a = 1 and b = 0.
If λ1 = −1 were an eigenvalue of P, then the other eigenvalue would be λ2 = trP + 1 = 2a + 1
and 1 = det P = λ1λ2 = −2a − 1, so a = −1 and b = 0. Finally, if either i or−iwere an eigenvalue
of P, then its reciprocal would also be an eigenvalue, and hence 2a = trP = ±i ∓ i = 0 and a = 0.
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• A nonzero scalar multiple of the block C =
[
1 i
−i 1
]
has rank one, so it is not similar to any scalar
multiple of a block of type two or three. The eigenvalues of C are 2 and 0, but there is no real
orthogonal Q such that C = Qdiag(2, 0)QT because C is not symmetric.
Unlike the situation in Theorem2, the eigenvalues of a complex normalmatrix that commuteswith
its complex conjugate need not determine its real orthogonal similarity class. Each of the matrices
A1 = diag(i,−i, i,−i),
A2 =
[
i 0
0 −i
]
⊕
[
0 1
−1 0
]
and
A3 =
[
0 1
−1 0
]
⊕
[
0 1
−1 0
]
is normal and commutes with its complex conjugate. The eigenvalues of all threematrices are±i, each
with multiplicity two, so these matrices are mutually unitarily similar. However, A−T
1
A1 = I4,A−T2 A2 =
I2 ⊕ (−I2), and A−T3 A3 = −I4, so no pair of these matrices is real orthogonally similar.
The preceding examples exploit the observation (Lemma 1) that if A and B are nonsingular and
real orthogonally similar, then the eigenvalues of A and B are the same, and the eigenvalues of their
cosquares are the same. This necessary condition is not sufﬁcient. Consider
A =
[
i 0
0 −i
]
⊕ 2
[
0 1
−1 0
]
and
B = 2
[
i 0
0 −i
]
⊕
[
0 1
−1 0
]
,
which arenormal and commutewith their complex conjugates. The eigenvalues ofA andB are the same
(±i and ±2i), and the eigenvalues of their cosquares are the same (±1, each with multiplicity two). If
there were a real orthogonal Q such that A = QBQT , then A + AT = Q (B + BT )QT , so A + AT would be
similar to B + BT . However, the nonzero eigenvalues of A + AT are ±2i and the nonzero eigenvalues of
B + BT are ±4i, so A and B are not real orthogonally similar.
According to Theorem 6, any normal matrix that commutes with its complex conjugate is real
orthogonally similar to a direct sum of a zero block and nonzero scalar multiples of the four types
of blocks in (5). Could it be real orthogonally similar to an essentially different direct sum of such
blocks? In the following discussion, we answer this question by showing that certain real orthogonal
similarity invariants essentially uniquely determine the direct summands, that is, the direct sum is
uniquely determined up to permutation of summands and replacement of any 2-by-2 block with its
transpose.
We begin by observing that ifA ∈ Mn is normal and is either symmetric, skew symmetric, or orthog-
onal, then it is real orthogonally similar to a direct sum of a zero block and nonzero scalar multiples of
blocks of the four types in (5); this direct sum is essentially uniquely determined in each case by the
eigenvalues of A.
Theorem 7. Let A ∈ Mn be normal and let rankA = r.
(a) Suppose that A is symmetric. Then it is real orthogonally similar to a direct sum of 0n−r and r nonzero
1-by-1 blocks, one for each nonzero eigenvalue of A. If x ∈ Cn and Ax = λx, then Ax¯ = λx¯.
(b) Suppose that A is skew symmetric. Then r is even, the nonzero eigenvalues of A occur as ± pairs, and
A is real orthogonally similar to a direct sum of 0n−r and r/2 blocks of the form
iλ
[
0 1
−1 0
]
, 0 /= λ ∈ C, (6)
one for each nonzero eigenvalue pair ±λ of A. If x ∈ Cn and Ax = λx, then Ax¯ = −λx¯.
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(c) Suppose that A is complex orthogonal. Let n+ be themultiplicity of+1 as an eigenvalue of A, let n− be
themultiplicity of−1 as an eigenvalue of A, let d be the number of distinct reciprocal pairs of complex
eigenvalues {λj , λ−1j } of A that are different from ±1, and let 2nj be the sum of the multiplicities of λj
and λ−1
j
as eigenvalues of A, j = 1, . . . , d. Then there is a real orthogonal matrix Q such that
QTAQ = In+ ⊕ (−In− ) ⊕ A1 ⊕ · · · ⊕ Ad (7)
in which
Aj =
[
aj bj
−bj aj
]
⊕ · · · ⊕
[
aj bj
−bj aj
]
∈ M2nj , j = 1, . . . , d (8)
and
aj = 12
(
λj + 1
λj
)
, bj = 12i
(
λj − 1
λj
)
, j = 1, . . . , d. (9)
If x ∈ Cn is nonzero and Ax = λx, then Ax¯ = λ−1x¯.
(d) In each of the preceding three cases, A is quasi-real normal and its real orthogonal similarity class is
uniquely determined by its eigenvalues.
Proof. In each of the three cases, use Theorem6 towriteA = QDQT , andhenceD = QTAQ , inwhichQ is
real orthogonal and D is a direct sum of a zero block (whichmust be absent in the complex orthogonal
case) and nonzero scalar multiples of blocks of the four types in (5). Alternatively, see [2, Section 4.4]
for (a) and (b).
If A is symmetric, then D is symmetric, so it contains no direct summands of the second, third, or
fourth type in (5). This means that D is diagonal, A = QDQT , and the main diagonal entries of D are the
eigenvalues of A;n − r of these entries must be zero.
If A is skew symmetric, then so is D and hence only blocks of the second type in (5) can be among
its direct summands. The number of 1-by-1 zero block direct summands in D is n − r; r is twice the
number of direct summands of the form iλ
[
0 1
−1 0
]
or its transpose, each of which corresponds to a
pair of nonzero eigenvalues ±λ of A.
If A is complex orthogonal, then so is D, which is therefore a direct sum only of blocks of the form
[1], [−1], or
[
a b
−b a
]
, in which a2 + b2 = 1 and b /= 0. The number of [1] blocks is the multiplicity of
+1 as an eigenvalue of A, and the number of [−1] blocks is the multiplicity of −1 as an eigenvalue of
A. Each 2-by-2 block corresponds to a pair of reciprocal eigenvalues λ = a + ib and λ−1 = a − ib of A,
so a = (λ + λ−1)/2 = (λ2 + 1)/2λ and b = (λ − λ−1)/2i = (λ2 − 1)/2iλ. For each reciprocal pair λ, λ−1 of
eigenvalues of A in which λ /= ±1, the number of corresponding 2-by-2 blocks of the form
1
2
⎡⎣ λ + λ−1 i (λ − λ−1)
−i
(
λ − λ−1
)
λ + λ−1
⎤⎦ (10)
or its transpose is equal to the multiplicity of λ as an eigenvalue of A.
Suppose that x ∈ Cn is nonzeroandAx = λx. Then xTAT = λxT , or x¯∗AT = λx¯∗, andnormality ofA (and
hence of AT ) ensures that AT x¯ = λx¯ [2, Problem 20, Section 2.5]. If AT = ±A, it follows that Ax¯ = ±λx¯. If
AAT = I, it follows that x¯ = AAT x¯ = λAx¯, so Ax¯ = λ−1x¯. In particular, A is quasi-real normal in all three
cases.
The ﬁnal assertion (d) follows from the constructions of the direct sums in the three cases; each
depends only on the eigenvalues. The direct summands can be permuted, and each 2-by-2 block can
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be replaced with its transpose, without changing the real orthogonal similarity class of the direct
sum. 
Several times in the followingdiscussionwehaveoccasion to invokeacorollaryofSylvester’s theorem
on linear matrix equations: If A and B have no eigenvalues in common, then the only solution to the
equation AX − XB = 0 is X = 0 [2, Section 2.4]. In particular, suppose that: A = A1 ⊕ A2 and B = B1 ⊕ B2
are block diagonal and conformally partitioned; A1 and B2 have no eigenvalues in common; and A2 and
B1 have no eigenvalues in common. If AX = XB and if we partition X = [Xij]2i,j=1 conformally to A1 ⊕ A2,
then A1X12 = X12B2 and A2X21 = X21B1, so X12 = 0,X21 = 0, and X = X11 ⊕ X22 is block diagonal.
The following regularization theorem shows that a normal matrix that commutes with its com-
plex conjugate is real orthogonally similar to a direct sum of regular and singular parts whose real
orthogonal similarity classes are uniquely determined.
Theorem 8. Let A ∈ Mn be normal, let r = rankA, and let s = rankAA. Suppose that AA = AA and that
1 r < n.
(a) Let the columns of X ∈ Mn,n−s(R) be an orthonormal basis for the null space of AA and let Q = [Y X] ∈
Mn(R) be real orthogonal. Then
QTAQ = B ⊕ N, (11)
in which B ∈ Ms is nonsingular, N ∈ Mn−s, rankN = r − s, and NN = 0.
(b) The real orthogonal similarity classes of B and N are uniquely determined by A.
(c) Let λ1, . . . , λr−s be the nonzero eigenvalues of N (not necessarily distinct). Then N is real orthogonally
similar to
λ1
2
[
1 i
−i 1
]
⊕ · · · ⊕ λr−s
2
[
1 i
−i 1
]
⊕ 0n+s−2r . (12)
The direct sum (12) is essentially uniquely determined by A. If x ∈ Cn−s and Nx = λjx for some j ∈
{1, . . . , d}, then Nx¯ = 0;N is quasi-real normal if and only if N = 0n−r .
Proof. (a) Theorem 2 ensures that the null space of the real normal matrix AA has a real orthonormal
basis, which we may use to construct the matrices X and Y with the stated properties. Then AAX = 0,
so normality of AA ensures that XTAA = 0 and hence
QTAAQ =
[
YT
XT
]
AA
[
Y X
] = [YTAAY YTAAX
XTAAY XTAAX
]
=
[
C 0
0 0
]
,
in which C = YTAAY ∈ Ms is nonsingular since rankAA = s. The matrix QTAQ commutes with QTAAQ
because A commutes with AA. If we partition QTAQ = [Aij]2i,j=1 conformally to QTAAQ = C ⊕ 0n−s, then
Sylvester’s theorem ensures that QTAQ = A11 ⊕ A22 is block diagonal conformal to C ⊕ 0n−s. Thus,
QTAAQ =
[
C 0
0 0
]
=
[
A11A11 0
0 A22A22
]
= (QTAQ )(QTAQ ).
We conclude that A11 is nonsingular, A22A22 = 0, and rankA22 = r − s, so we may take B = A11 and
N = A22.
(b) Suppose that there is a real orthogonal P and matrices B′ ∈ Ms and N′ ∈ Mn−s such that B′ is
nonsingular, N′N′ = 0, and A = P(B′ ⊕ N′)PT . Then Q (B ⊕ N)QT = P(B′ ⊕ N′)PT , so
B ⊕ N = RT (B′ ⊕ N′)R, (13)
in which R = PTQ is real orthogonal. Partition R = PTQ = [Rij]2i,j=1 conformally to B ⊕ N. Then
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(B ⊕ N)(B ⊕ N) = (BB¯ ⊕ 0) = RT (B′B′ ⊕ 0)R = RT (B′B′ ⊕ N′N′)R,
so R(BB¯ ⊕ 0) = (B′B′ ⊕ 0)R. Sylvester’s theorem again ensures that R = R11 ⊕ R22, and hence both R11
and R22 are real orthogonal. The identity (13) tells us that B = RT11B′R11 and N = RT22N′R22 so B and B′
are in the same real orthogonal similarity class, andN andN′ are in the same real orthogonal similarity
class.
(c) If N ∈ Mn−s is normal, NN = 0, and rankN = r − s, Theorem 6 ensures that N is real orthogonally
similar to
c1
[
1 i
−i 1
]
⊕ · · · ⊕ cr−s
[
1 i
−i 1
]
⊕ 0n+s−2r all cj /= 0.
Thenonzeroeigenvaluesof thisdirect sumare2c1, . . . , 2cr−s, sowemaytake cj = λj/2 for j = 1, . . . , r − s.
If x ∈ Cn−s and Nx = λjx, then 0 = (NN)x = λjNx, so Nx = 0 = Nx¯ since λj /= 0. 
Corollary 9. Let N ∈ Mn be normal. Then NN = 0 if and only if NNT = NTN = 0.
Proof. If NN = 0 then N commutes with N. The preceding theorem ensures that there is a real orthog-
onal Q such that N = QSQT , in which S is a direct sum of the form (12). A calculation reveals that
SST = STS = 0, so NNT = NTN = 0. Conversely, if NNT = NTN = 0, then N commutes with NT , so N
commutes withN. Theorem 6 ensures that there is a real orthogonal Q such thatN = QSQT , in which S
is a direct sum of a zero block and nonzero scalar multiples of blocks of the four types in (5). No block
of the ﬁrst three types has the property that its product with its transpose is zero, so S can only be a
direct sum of a zero block and nonzero scalar multiples of the fourth type of block in (5). In this case,
a calculation reveals that SS = 0, so NN = 0. 
The direct summands B and N in the preceding theorem are called, respectively, the regular part
and the singular part of A under real orthogonal similarity; we have shown that the real orthogonal
similarity classes of the regular and singular parts are uniquely determined by A.
Wenowuse the cosquare of the regular part to obtain important information about a normalmatrix
that commutes with its complex conjugate.
Lemma 10. Let A ∈ Mn be nonsingular. Its cosquare A = A−TA is complex orthogonal if and only if A
commutes with AT .
Proof. A−1AT =A−1 =AT = ATA−1 if and only if ATA = AAT . 
Theorem 11. Let A ∈ Mn be normal and nonsingular. Suppose that AA = AA and letA = A−TA. Then:
(a) A is normal and orthogonal, and −1 has even multiplicity as an eigenvalue ofA.
(b) A = ATA.
(c) AA =AA.
(d) Let n+ be the multiplicity of +1 as an eigenvalue ofA, and let n− be the multiplicity of −1 as an
eigenvalue ofA. Let αj ,α
−1
j
, j = 1, . . . , d be the distinct reciprocal eigenvalue pairs ofA that are
different from ±1 and let 2nj be the sum of the multiplicities of the eigenvalues αj and α−1j . Let Q be
any real orthogonal matrix such that
QTAQ = In+ ⊕ (−In− ) ⊕A1 ⊕ · · · ⊕Ad (14)
in which, for each j = 1, . . . ,m,αj and α−1j are the only eigenvalues ofAj ∈ M2nj , each with multi-
plicity nj. Then n− is even and
QTAQ = A+ ⊕ A− ⊕ A1 ⊕ · · · ⊕ Ad, (15)
1034 G.R. Goodson, R.A. Horn / Linear Algebra and its Applications 430 (2009) 1025–1038
in which A+ ∈ Mn+ is normal, symmetric, and nonsingular;A− ∈ Mn− is normal, skew symmetric,
and nonsingular; each Aj ∈ M2nj is normal, commuteswith its complex conjugate and is nonsingular,
and the eigenvalues of each cosquare A−T
j
Aj are αj and α
−1
j
, each with multiplicity nj.
(e) The real orthogonal similarity class of each of the direct summands in (15) is uniquely determined
by A.
Proof. (a) Lemmas 4 and 10 ensure thatA is orthogonal; it is normal because it is the product of
commuting normal matrices. Although there is no restriction on themultiplicity of−1 as an eigen-
value of a complex orthogonal matrix, it must have even multiplicity in this case becauseA is a
diagonalizable cosquare [3, Eq. (11); 4, Theorem 2.3.1].
(b) ATA = AT (A−TA) = A.
(c) A = ATA = (ATA)TA =ATAA =A−1AA, so AA =AA.
(d) Partition QTAQ = [Aij]d+2i,j=1 conformally to the direct sum in (14), whose direct summands have
disjoint sets of eigenvalues. Since A commutes with A,QTAQ commutes with QTAQ , and
Sylvester’s theorem ensures that Aij = 0 for all i /= j, that is, QTAQ is block diagonal confor-
mal to QTAQ . Let QTAQ = A+ ⊕ A− ⊕ A1 ⊕ · · · ⊕ Ad and invoke the identity (b) in the form
QTAQ = (QTAQ )T (QTAQ ). It follows that A+ = (A+)T In+ = (A+)T , so A+ is symmetric; A− =
(A−)T (−In− ) = −(A−)T , so A− is skew symmetric; and Aj = ATjAj , so the eigenvalues of each
cosquare A−T
j
Aj =Aj are αj ,α−1j , each with multiplicity nj .
(e) Suppose that P is a real orthogonal matrix such that
PTAP = A′+ ⊕ A′− ⊕ A′1 ⊕ · · · ⊕ A′d (16)
in which A′+ is symmetric, A′− is skew symmetric, and each cosquare (A′j)
−TA′
j
=A′j has the
same eigenvalues as A−T
j
Aj (that is, the same as those ofAj), j = 1, . . . , d. The cosquare of any
nonsingular symmetricmatrix is+I and thecosquareof anynonsingular skew-symmetricmatrix
is −I, so A′+ ∈ Mn+ and A′− ∈ Mn− . Then
A−TA = Q (In+ ⊕ (−In− ) ⊕A1 ⊕ · · · ⊕Ad)QT
and
A−TA = P(In+ ⊕ (−In− ) ⊕A′1 ⊕ · · · ⊕A′d)PT .
Partition R = PTQ = [Rij]d+2i,j=1 conformally to the direct sum in (14). Compare corresponding off-
diagonal blocks of both sides of the identity
R(In+ ⊕ (−In− ) ⊕A1 ⊕ · · · ⊕Ad) = (In+ ⊕ (−In− ) ⊕A′1 ⊕ · · · ⊕A′d)R
and invoke Sylvester’s theorem again to conclude that Rij = 0 for all i /= j, that is, the real orthogonal
matrix R is block diagonal and hence each diagonal block Rjj is real orthogonal, j = 1, . . . , d + 2. Since
P = QRT , we have PTAP = R(QTAQ )RT and we deduce from (15) and (16) that A′+ = R11A+RT11,A′− =
R22A−RT22, and A
′
j
= Rj+2,j+2AjRTj+2,j+2 for each j = 1, . . . , d, that is, corresponding direct summands of
(15) and (16) are in the same real orthogonal similarity classes. 
Theorems 8 and 11 tell us that if A ∈ Mn is normal and AA = AA, then there is a real orthogonal Q
such that
QTAQ = N ⊕ A+ ⊕ A− ⊕ A1 ⊕ · · · ⊕ Ad (17)
inwhichN is normal andNN = 0;A+ is nonsingular, normal, and symmetric;A− is nonsingular, normal,
and skew symmetric; each Aj is nonsingular and normal; each cosquare A
−T
j
Aj is complex orthogonal
and has only two eigenvalues αj and α
−1
j
; each αj /= ±1; and {αi,α−1i } /= {αj ,α−1j } if i /= j. The direct
summand N is the singular part of A;A+ is the symmetric component of A;A− is the skew-symmetric
component of A; and A1, . . . ,Ad are the residual components of A. The real orthogonal similarity class of
each direct summand in (17) is uniquely determined by A.
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Theorem7 reveals canonical forms for the symmetric and skew-symmetric components of A, which
are essentially uniquely determined by their respective eigenvalues. We now determine a canonical
form for each residual component Aj , which is essentially uniquely determined by its eigenvalues and
the pair of reciprocal eigenvalues of its cosquare.
Theorem 12. Let A ∈ M2m be normal and nonsingular. Assume that AA = AA and letA = A−TA. Suppose
that the only eigenvalues ofA are α and α−1, each with multiplicity m, and suppose that α /= ±1. Then
the eigenvalues λ1, . . . , λ2m of A can be ordered so that λ1/λ2 = · · · = λ2m−1/λ2m = α, and there is a real
orthogonal matrix Q such that
QTAQ = λ2Cα ⊕ λ4Cα ⊕ · · · ⊕ λ2mCα (18)
in which
Cα = 1
2
[
α + 1 i(α − 1)
−i(α − 1) α + 1
]
. (19)
The direct sum in (18) is essentially uniquely determined by the eigenvalues of A and its cosquare. If x ∈ C2m
and Ax = λx, then Ax¯ = αλx¯, so A is quasi-real normal.
Proof. Theorem6ensures thatA is real orthogonally similar to a direct sumof nonzero scalarmultiples
of one ormore of the nonsingular blocks in (5). No scalar multiples of blocks of the ﬁrst or second type
in (5) can occur because ±1 are not eigenvalues ofA. Thus, there is a real orthogonal Q such that
QTAQ =
[
a1 b1
−b1 a1
]
⊕ · · · ⊕
[
am bm
−bm am
]
(20)
in which a2
j
+ b2
j
/= 0 and aj /= 0 /= bj for each j = 1, . . . ,m.
Write (20) as a direct sum of nonzero scalar multiples of complex orthogonal blocks
QTAQ = c1Â1 ⊕ · · · ⊕ cmÂm (21)
in which cj =
√
a2
j
+ b2
j
(with a ﬁxed choice of sign) and
Âj = 1cj
[
aj bj
−bj aj
]
, j = 1, . . . ,m.
The eigenvalues of Âj are a reciprocal pair {μj ,μ−1j } and its cosquare is Â−Tj Âj = Â2j , which has eigen-
values {μ2
j
,μ−2
j
}. The cosquares of the direct sums in (20) and (21) are the same, namely
Â21 ⊕ · · · ⊕ Â2m.
It follows that {μ2
j
,μ−2
j
} = {α,α−1} for each j = 1, . . . ,m. The eigenvalues of Aj are cjμj and cjμ−1j .
Their ratio is cjμj/cjμ
−1
j
= μ2
j
∈ {α,α−1} for each j = 1, . . . ,m.
We conclude that the eigenvalues of A can be ordered so that λ1/λ2 = · · · = λ2m−1/λ2m = α, that is,
so that λ2j−1 = αλ2j for each j = 1, . . . ,m. These eigenvalues essentially uniquely determine the direct
summands in (20), which are equal to
1
2
[
λ2j−1 + λ2j −i(λ2j−1 − λ2j)
i(λ2j−1 − λ2j) λ2j−1 + λ2j
]
= λ2j
2
[
α + 1 −i(α − 1)
i(α − 1) α + 1
]
or its transpose.
Finally, let v = [1 i]T and observe that Cαv = v and CTα v = αv. Since α /= 1, it follows that if ξ ∈ C2
is nonzero and Cαξ = ξ , then CTα ξ = αξ . Now suppose that x ∈ C2m is nonzero and Ax = λx. Using (18),
we see that ATx = αλx, so xTA = x¯∗A = αλx¯∗. Normality of A ensures that Ax¯ = αλx¯. 
The canonical form (18) for a residual block emphasizes that it depends only on the eigenvalues of
the block and its cosquare; it can be rewritten to emphasize that a residual block is real orthogonally
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similar to a direct sum of scalar multiples of a certain canonical normal orthogonal matrix, as in (5).
Let
√
α denote a ﬁxed choice of square root and let
Qα = 1√
α
Cα = 1
2
√
α
[
α + 1 i(α − 1)
−i(α − 1) α + 1
]
.
Let γj =
√
αλ2j , j = 1, . . . ,m. ThenQα is normal and orthogonal with eigenvalues
√
α and 1/
√
α, and (18)
is equivalent to
QTAQ = γ1Qα ⊕ γ2Qα ⊕ · · · ⊕ γmQα. (22)
We now have all the pieces needed to assemble a canonical form under real orthogonal similarity
for a complex normal matrix A that commutes with its complex conjugate:
1. Regularize A to reduce it by real orthogonal similarity to a direct sum of its regular part B and its
singular partN. Use the nonzero eigenvalues ofN to determine its canonical form (12) (Theorem
8).
2. Use the canonical form of the complex orthogonal cosquare B−TB to determine the symmetric,
skew-symmetric, and residual components of A (Theorem 11).
3. Use the eigenvalues of the symmetric component of A to determine its canonical form (Theorem
7).
4. Identify ± pairs of eigenvalues of the skew-symmetric component of A and use them to deter-
mine its canonical form (Theorem 7).
5. For each residual componentAj ∈ M2nj , ﬁnd its eigenvalues aswell as the single reciprocal pair of
eigenvalues αj ,α
−1
j
of its cosquare. Identify eigenvalue pairs (λ
(j)
1
, λ
(j)
2
), . . . , (λ
(j)
2nj−1, λ
(j)
2nj
) of Aj such
that λ
(j)
1
/λ
(j)
2
= · · · = λ(j)
2nj−1/λ
(j)
2nj
= αj . Use these pairs and αj to determine the canonical form of
Aj (Theorem 12).
6. The canonical form for A under real orthogonal similarity is the direct sum of the canonical form
of its singular part and the respective canonical forms of its symmetric, skew-symmetric, and
residual components. In that canonical form, a direct sum of a zero block and nonzero scalar
multiples of blocks of the four types in (5), the ordering of direct summands is inessential, and
any 2-by-2 block may be replaced by its transpose.
What do we obtain if we apply the preceding six-step algorithm to a real normal matrix A ∈ Mn(R)
such that rankA = r? Since A is real, it cannot be real orthogonally similar to a direct sum that contains
any non-real blocks (the fourth type) in (5), so its singular part is just a zero block 0n−r . Let B ∈ Mr be
the regular part of A. Its cosquareB = B−TB is real orthogonal, so its eigenvalues have modulus one:
they are±1 and distinct complex conjugate (reciprocal) pairs e±2iφ1 , . . . , e±2iφd of non-real eigenvalues,
none of which is ±1. The +1 eigenvalues ofB correspond to nonzero 1-by-1 blocks in the canonical
form of A, which are just its nonzero real eigenvalues. The −1 eigenvalues ofB correspond to 2-by-2
blocks
iλ
[
0 1
−1 0
]
, 0 /= λ ∈ C
in the canonical form, so λ is pure imaginary since iλ is real. These blocks correspond to the ± pairs
of nonzero pure imaginary eigenvalues of A. Each eigenvalue pair e±2iφ /= ±1 ofB corresponds to the
nonzero eigenvalue pairs (λ1, λ2), . . . , (λ2m−1, λ2m) of A such that λ2j−1 = e2iφλ2j for each j = 1, . . . ,m.
The corresponding canonical direct summands (18) are a direct sum of blocks of the form
λ2j
2
[
e2iφ + 1 i(e2iφ − 1)
−i(e2iφ − 1) e2iφ + 1
]
= λ2je
iφ
2
[
eiφ + e−iφ i(eiφ − e−iφ)
−i(eiφ − e−iφ) eiφ + e−iφ
]
= λ2jeiφ
[
cosφ − sinφ
sinφ cosφ
]
, φ /= 0, π/2(modπ),
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which must be real, so λ2j = |λ2j|e−iφ and λ2j−1 = e2iφλ2j = |λ2j|eiφ . That is, the corresponding canon-
ical blocks are essentially uniquely determined by the nonzero nonreal complex conjugate pairs of
eigenvalues of A that are not pure imaginary.
If a real normal matrix A is decomposed via a real orthogonal similarity into a direct sum of the
form (17), the preceding analysis shows that its singular part N is a zero matrix, and that the spectra
of the direct summands in (17) are mutually disjoint: the eigenvalues of its symmetric component
A+ are nonzero and real; the eigenvalues of its skew-symmetric component A− are nonzero and pure
imaginary; and the complex conjugate eigenvalues of each of its residual components Aj lie on a pair
of complex rays {re±iφj : r > 0}, in which φ1, . . . ,φd are distinct, 0 < φj < π and φj /= π/2.
Our six-step algorithmprovides a systematicway to construct the canonical formunder real orthog-
onal similarity of a complex normal matrix that commutes with its complex conjugate. Although
the decomposition provided by Theorem 6 is not achieved in a similarly systematic fashion, it must
nevertheless be essentially the same canonical form. To see this, group together (a) all nonzero scalar
multiples of the fourth type of block in (5); (b) the 1-by-1 zero blocks; (c) the 1-by-1nonzero blocks; (d)
all nonzero multiples of the second type of block in (5); and (e) nonzero multiples of the third type of
block in (5), inwhich blockswith the same cosquare are grouped together. This direct sum is comprised
of a conjugate-annihilating summand, a zero summand, a nonsingular symmetric summand, a nonsin-
gular skew-symmetric summand, and some residual summands. Since the real orthogonal similarity
class of each summand is uniquely determined and each summand is a direct sum of nonzero scalar
multiples of canonical blocks, it must be the canonical form obtained by the six-step algorithm, up to
permutation of direct summands and replacement of any block by its transpose.
Our canonical form under real orthogonal similarity leads directly to a special version of the spec-
tral theorem because of the special eigenstructure of the basic blocks (1). Let u = [1 i]T/√2 and let
U = [u u¯] ∈ M2, Then U is unitary and[
a b
−b a
]
= U
[
a + ib 0
0 a − ib
]
U∗. (23)
Thus, if A ∈ Mn is normal and AA = AA, and if Q is a real orthogonal matrix such that QTAQ is a
direct sum of a zero block and nonzero scalar multiples of the four types of blocks in (5), then (23)
permits us to construct a complex matrix Y ∈ Mn,p with orthonormal columns (each column of Y is a
linear combination of exactly two columns of Q with coefﬁcients 1/
√
2 and i/
√
2) and a real matrix
Z ∈ Mn,n−2p(R) with orthonormal columns (each column of Z is a column of Q corresponding to a
1-by-1 block in the canonical form of A) such that U = [Y Y Z] is unitary and A = ULU∗, in which
L = L1 ⊕ L2 ⊕ L3 is diagonal and L1, L2 ∈ Mp. Moreover, L1 − L2 is nonsingular because no 2-by-2 block
in the canonical form of A has two equal eigenvalues. Except for this condition, the diagonal blocks
L1, L2, and L3 are entirely arbitrary.
Conversely, suppose thatU = [Y Y Z] ∈ Mn is unitary and Z is real, and let L ∈ Mn be any given diag-
onal matrix, partitioned as L = L1 ⊕ L2 ⊕ L3 conformal to U. Then the matrix A = ULU∗ is normal and
AA = (YL1L2YT + YL1L2YT ) + ZL3L3ZT
is real, so A commutes with its conjugate.
We summarize the preceding discussion as
Theorem 13. Let A ∈ Mn be normal. If AA = AA, there is a unitary matrix U = [Y Y Z] ∈ Mn in which Z
is real, and a conformally partitioned diagonal matrix L = L1 ⊕ L2 ⊕ L3 in which L1 − L2 is nonsingular,
such that A = ULU∗. Conversely, if U = [Y Y Z] ∈ Mn is unitary, Z is real, and L ∈ Mn is any given diagonal
matrix, then A = ULU∗ is normal and commutes with its complex conjugate.
4. Quasi-real normal matrices
Understanding how the class of quasi-real normal matrices ﬁts into the larger class of normal
matrices that commute with their conjugate requires an understanding of how quasi-real normal
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matrices behave under direct sums. Of course, a direct sum of normal matrices is normal if and only if
each summand is normal.
Lemma 14. Let A ∈ Mn and B ∈ Mm be normal and let C = A ⊕ B.
(a) If C is quasi-real normal, then each of A and B is quasi-real normal.
(b) Suppose that A and B are quasi-real normal. Then C is quasi-real normal if and only if for every pair
of nonzero vectors x ∈ Cn and y ∈ Cm such that Ax = λx and By = λy, the eigenvalues of A and B
corresponding to x¯ and y¯ are equal.
(c) If A and B are quasi-real normal and have no common eigenvalue, then C is quasi-real normal.
(d) Let A and B be quasi-real normal. Suppose that for every pair of nonzero vectors x ∈ Cn and y ∈ Cm
such that Ax = λx and By = λy, the eigenvalues of A and B corresponding to x¯ and y¯ are different.
Then C is quasi-real normal if and only if A and B have no common eigenvalue.
Proof. Let z ∈ Cn+m be partitioned as zT = [xT yT ] with x ∈ Cn and y ∈ Cm.
(a) If x /= 0 and Ax = λx, let y = 0. Then Cz = λz, so z¯ is an eigenvector of C and hence x¯ is an eigen-
vector of A. A similar argument shows that B is also quasi-real normal.
(b) IfC is quasi-real normal,Ax = λx, andBy = λy, thenCz = λz, soCz¯ = μz¯ for someμ ∈ C andhence
Ax¯ = μx¯ and By¯ = μy¯. Conversely, the stated condition ensures that if Cz = λz then Cz¯ = μz¯ for
some μ ∈ C.
(c) If A and B have no common eigenvalue, then no pair of vectors x, y can violate the condition in
(b).
(d) The stated condition and (b) ensure that if A and B have a common eigenvalue, then C is not
quasi-real normal. The converse implication is (c). 
Since the property of being quasi-real normal is invariant under real orthogonal similarity, wemay
use the decomposition (17) to formulate our criterion for quasi-real normality.
Theorem 15. Let A ∈ Mn be normal and suppose that AA = AA. Let Q be a real orthogonal matrix such that
QTAQ = N ⊕ A+ ⊕ A− ⊕ A1 ⊕ · · · ⊕ Ad (24)
in which N is the singular part of A,A+ is the symmetric component of A,A− is the skew-symmetric com-
ponent of A, and the residual components of A with distinct cosquare eigenvalue pairs are A1, . . . ,Ad.
Then A is quasi-real normal if and only if N is either absent or a zero matrix, and no pair of the matrices
A+,A−,A1, . . . ,Ad has a common eigenvalue.
Proof. If the direct summand N is present in (24), it is quasi-real normal if and only if it is a zero
matrix (Theorem 8). The nonsingular quasi-real normalmatrices A+,A−,A1, . . . ,Ad satisfy pairwise the
condition in Lemma 14(d) (Theorems 7 and 12), so their direct sum is quasi-real normal if and only if
no pair of these matrices has a common eigenvalue. 
Every quasi-real normal matrix has a factorization of the form described in Theorem 13, but in this
case the diagonal blocks L1, L2, L3 are subject to some conditions that are described in [1, Theorem 8].
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