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Resumen
La creciente disponibilidad de informacio´n georreferenciada necesita de herramientas econome´tri-
cas particulares como las desarrolladas por la econometr´ıa espacial. Esta rama econome´trica
se dedica al ana´lisis de la heterogeneidad y dependencia espacial en modelos de regresio´n. En
este trabajo se revisan los desarrollos ma´s consolidados del a´rea relativos a la especificacio´n e
interpretacio´n de la dependencia espacial en corte transversal y datos de panel. El trabajo se
completa con dos ejemplos emp´ıricos cla´sicos.
Co´digo JEL: C12, C21, C23.
Palabras Clave: Modelos espacio-temporales, Dependencia espacial, Matriz espacial.
Abstract
The growing availability of Geo-referenced information needs particular econometric tools such
as those developed by Spatial Econometrics. This econometric branch is dedicated to the analy-
sis of heterogeneity and spatial dependence in regression models. In this paper, I review the
most consolidated developments in the area related to the specification and interpretation of
spatial dependence in cross-section and panel data. The work is completed with two classic
empirical examples.
JEL Code: C12, C21, C23.
Keywords: Spatio-temporal models, Spatial dependence, Weighting matrix.
*Este trabajo es una versio´n preliminar de un cap´ıtulo en elaboracio´n basado con material del curso de
Econometr´ıa Espacial dictado en UdeSA (2016). Agradezco profundamente a Jesu´s Mur por ser mi mentor
en estos temas, adema´s de un gran amigo. El trabajo ha sido parcialmente financiado por el proyecto del
Ministerio de Economı´a y Competitividad de Espan˜a (ECO2015-65758-P). Errores u omisiones son de exclusiva
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1. Introduccio´n
La econometr´ıa espacial es una rama econome´trica dedicada al ana´lisis de efectos espacia-
les en modelos de regresio´n en datos de corte transversal y de panel. Anselin (2010) ubica el
nacimiento del a´rea en el an˜o 1979 producto de una serie de publicaciones que sentaron las pri-
meras bases metodolo´gicas (Bartels y Ketellapper, 1979; Bennett, 1979; Hordijk, 1979; Paelinck
y Klaassen, 1979). Pra´cticamente una de´cada mas tarde, la publicacio´n del libro Spatial eco-
nometrics: Methods and models (Anselin, 1988) consolida las principales l´ıneas metodolo´gicas
que marcaron la primera agenda de investigacio´n dentro del a´rea. Desde los inicios, el principal
me´todo de estimacio´n de los modelos espaciales fue por ma´xima verosimilitud (ML, Maximum
Likelihood). Sin embargo, los aportes realizados por Kelejian y Prucha (1998, 1999) y Lee (2003)
impulsaron la estimacio´n por el variables instrumentales (IV , Instrumental Variables) y me´to-
do de momentos generalizados (GMM , Generalized Method of Moments). Adicionalmente, el
libro de LeSage y Pace (2009) resume los aportes por estimacio´n bayesiana.
Tradicionalmente, los modelos que incorporaban expl´ıcitamente el espacio (topolog´ıa geogra´fi-
ca) estaban confinados a temas de ciencia regional, economı´a geogra´fica o urbana. Tal es as´ı que
la primera vez que se empleo´ el te´rmino econometr´ıa espacial fue para brindar fundamentacio´n
metodolo´gica a modelos regionales y urbanos (Jean Paelinck, Annual Meeting of the Ducth
Statistical Association, Tilburg, 1974). Sin embargo, el actual entendimiento del espacio no
esta´ restringido a cuestiones geogra´ficas ampliando el uso de las te´cnicas al espacio econo´mico
y social (distancia socio-econo´mica). La diversidad de aplicaciones que utilizan herramientas
de econometr´ıa espacial incluye temas de redes sociales, criminolog´ıa, finanzas pu´blicas, ciencia
pol´ıtica, psicolog´ıa, salud, educacio´n, historia, transporte, marketing, entre muchos otros.
En este cap´ıtulo se revisan y organizan los desarrollos ma´s consolidados de econometr´ıa
espacial enfatizando un rango de to´picos relativos a la especificacio´n e interpretacio´n de los
efectos espaciales. Estos efectos pueden dividirse en: (1) dependencia o interaccio´n espacial,
generalmente entendida por su versio´n ma´s de´bil de autocorrelacio´n espacial y (2) heteroge-
neidad espacial que es un tipo de inestabilidad estructural proveniente del te´rmino de error
(heteroscedasticidad) o de los coeficientes de las variables del modelo. Entre estos efectos, la
heterogeneidad espacial puede ser resuelta mediante herramientas econome´tricas esta´ndares.
En cambio, la dependencia espacial es el efecto que mayor dificultad presenta y por eso nos
dedicaremos casi exclusivamente a su tratamiento. Debido a la amplia literatura sobre el te-
ma, el intere´s se centrara´ en modelos con variable dependiente continua que buscan incorporar
dependencia espacial.
Dentro del a´rea econo´mica, la econometr´ıa espacial adquirio´ mayor relevancia a partir de
la de´cada del 90’ por diferentes desarrollos teo´ricos que involucraron cuestiones geogra´ficas y
de interaccio´n social (por ejemplo, Krugman, 1991; Manski, 1993; Brock y Durlauf, 1995, en-
tre otros avances). Puede afirmarse que esta demora obedece a cuestiones histo´ricas, la teor´ıa
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econo´mica minimizo´ la influencia del espacio o lo supuso neutral al comportamiento de los
mercados y a los procesos productivos y distributivos de bienes. Un simple repaso de los prin-
cipales libros de texto utilizados en las carreras de ciencias econo´micas permite comprobar que
las principales corrientes teo´ricas no mencionan casi ningu´n aspecto de la localizacio´n de los
individuos o de los mercados. Dicho olvido se traslada directamente a la ensen˜anza de la eco-
nometr´ıa. El ana´lisis econome´trico de datos con informacio´n georreferenciada no esta´ presente
en los libros de econometr´ıa de base y el problema de dependencia es relegado casi con exclusi-
vidad a series temporales. Este u´ltimo punto impulsa el desarrollo del presente cap´ıtulo con la
intencio´n de cubrir una tema´tica pra´cticamente ausente en cursos de econometr´ıa intermedia
y avanzados.
El resto del cap´ıtulo esta´ organizado de la siguiente manera. En la seccio´n 2 se presentan los
principales elementos de econometr´ıa espacial. La seccio´n 3 desarrolla los principales modelos
espaciales en corte transversal y en datos de panel. En la seccio´n 4 se discute la interpretacio´n
de los modelos que incluyen efectos espaciales endo´genos. La seccio´n 5 ilustra los desarrollos
teo´ricos mediante dos ejemplos emp´ıricos. Finalmente, los comentarios finales son incluidos en
la seccio´n 6.
2. Conceptos y elementos espaciales
Esta seccio´n contiene conceptos y temas relacionados a la dependencia espacial en su versio´n
ma´s de´bil de autocorrelacio´n espacial. Antes de explorar la autocorrelacio´n espacial, se presenta
una discusio´n sobre los datos espaciales y sus particularidades. Este conocimiento nos permitira´
hablar de autocorrelacio´n espacial de una forma ma´s precisa y entender la necesidad de la matriz
de contactos espaciales, elemento clave en el a´rea.
2.1. Sobre la naturaleza de los datos
El primer aspecto a destacar, y no siempre mencionado, es sobre la naturaleza de los datos
espaciales. Existen diferentes tipos de datos espaciales y esto conlleva desarrollos estad´ısticos
particulares para los mismos.
Cressie (1993) realiza una taxonomı´a de datos segu´n los supuestos del proceso estoca´stico
espacial (spatial random field). Sin una excesiva formalizacio´n, este proceso estoca´stico puede
definirse como un conjunto de variables aleatorias y, indexadas por localizacio´n i, {yi, i ∈ D} ,
donde D es un ı´ndice proveniente de un subconjunto del espacio euclidiano (D ⊂ R2). De-
pendiendo del supuesto realizado sobre D, los datos pueden clasificarse como geoestad´ısticos
(geostatistical data), areales o regionales (lattice data) y de patro´n de puntos (point pattern
data).
Los datos geoestad´ısticos son datos provenientes de una superficie continua ocupando un
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subconjunto fijo D. Por ejemplo, D puede ser el a´rea de Argentina y los datos representan la
superficie de precipitaciones. Los datos regionales provienen de un ı´ndice D fijo, siendo una
coleccio´n finita, regular o irregular, de puntos o a´reas que particionan al espacio euclidiano.
Ejemplo de este tipo es el a´rea de Argentina particionada con datos del producto bruto geogra´fi-
co por provincias. En el caso del patro´n de puntos son datos en donde D es un proceso puntual
en R2. La diferencia de este u´ltimo tipo de datos respecto a los anteriores proviene del hecho
de que los puntos en D son el resultado de un proceso aleatorio, siendo el principal intere´s la
localizacio´n de un evento en particular. Este u´ltimo tipo de dato espacial es rara vez analiza-
do en nuestra a´rea. Para mayor detalle sobre estos tipos de datos una excelente referencia es
Cressie (1993).
Las diferencias existentes entre los datos geoestad´ısticos y regionales pueden relacionarse
con la nocio´n de modelos de datos (data models) que son abstracciones de la realidad en forma
manejable y almacenada por medio de los sistemas de informacio´n geogra´fica (GIS, Geographic
Information Systems). El modelo raster almacena campos (mallas o cuadr´ıculas regulares)
pertenecientes a distribuciones espaciales continuas y representadas como superficies. En el
modelo vectorial se almacenan objetos discretos representados por l´ıneas, puntos y pol´ıgonos.
En economı´a, estos objetos pueden corresponder a jurisdicciones, viviendas, radios censales,
etc. Consecuentemente, los datos regionales y el modelo vectorial se encuentran asociados de
una forma natural y son t´ıpicamente analizados en econometr´ıa espacial.
Sin importar el tipo de dato espacial a analizar, existen problemas que son comunes a to-
dos. Uno de ellos es el problema de unidad de a´rea modificable (Modifiable Areal Unit Problem,
MAUP ), versio´n geogra´fica de la falacia ecolo´gica, en donde las conclusiones basadas en una
agregacio´n particular de las a´reas o regiones pueden cambiar si se agregan los mismos datos en
un conjunto diferentes de a´reas o regiones (Waller y Gotway, 2004). El efecto de agregaciones
geogra´ficas diferentes fue investigado por Openshaw y Taylor (1979), con datos electorales de
99 counties en Iowa, incorporando el te´rmino MAUP para describir el problema. Estos auto-
res construyeron todos los posibles agrupamientos en grandes distritos alcanzando diferentes
e inexplicables correlaciones con rangos de valores desde -0.97 hasta +0.99. El problema tie-
ne dos componentes distinguibles: uno es el efecto escala o agregacio´n y el otro es el efecto
agrupamiento o zonificacio´n (Openshaw y Taylor, 1979; Openshaw, 1984). El primer efecto
radica en la obtencio´n de distintas inferencias estad´ısticas cuando el mismo conjunto de datos
es agregado en diferentes resoluciones espaciales, especialmente cuando se agregan pequen˜as
a´reas en grandes regiones (por ejemplo, datos de familias agregados para radios censales o para
comunas de la Ciudad Auto´noma de Buenos Aires, CABA). El segundo efecto se refiere a la
variacio´n en el resultado debido al agrupamiento alternativo de las regiones en la misma o
similar escala espacial (por ejemplo, datos de familias agregados por comunas o por distritos
escolares de CABA). Ambos efectos pueden generar errores que afectara´n la validez de los
resultados. El problema, igual que en el caso de la falacia ecolo´gica, no tiene solucio´n y esto
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implica la necesaria cautela que debe hacerse al extraer conclusiones inferenciales, ma´s au´n si
son base para la toma de decisiones pol´ıticas.
Otro problema relacionado a la naturaleza de los datos espaciales, o debido al proceso
de medicio´n, ocurre al integrar diferentes tipos de datos en una u´nica base de informacio´n.
Por ejemplo, es comu´n que la toda informacio´n no este´ disponible al nivel de escala deseada:
imaginemos que deseamos investigar el impacto de la delincuencia o contaminacio´n ambiental
en un ana´lisis hedo´nico de precio de vivienda. Los datos de ubicacio´n de las viviendas son una
nube de puntos (modelo vectorial) pero los datos de contaminacio´n es una superficie (campo
continuo, modelo raster) o en el caso del ı´ndice de delincuencia puede estar construido a nivel
barrial (pol´ıgonos, modelo vectorial). La necesaria transformacio´n de los datos espaciales a
la escala de intere´s genera el problema de cambio de soporte (COSP , Change Of Support
Problem). El te´rmino “soporte” hace referencia al taman˜o y volumen de cada base pero tambie´n
incluye la forma, el taman˜o y la orientacio´n espacial de los objetos o campos representados.
El paso de un soporte involucra generar nuevas variables relacionadas a las originales pero con
diferencias espaciales y estad´ısticas. Existen alternativas para atenuar el problema aunque no
lo resuelven completamente. Para conocer el detalle de estas alternativas puede consultarse el
art´ıculo de Gotway y Young (2002) y referencias all´ı indicadas.
Una vez revisada la naturaleza de los datos espaciales discutiremos la definicio´n de depen-
dencia en estos datos y el enfoque ma´s utilizado para introducir este elemento en la especifica-
cio´n econome´trica.
2.2. Definiendo autocorrelacio´n espacial
Es t´ıpico en econometr´ıa establecer independencia de las observaciones permitiendo as´ı
un tratamiento estad´ıstico manejable. Una implicacio´n de este supuesto es que los valores
observados yi, para un individuo i, son estad´ısticamente independientes de otros valores yj ,
para el individuo j, E (yiyj) = E (yi)E (yj) = 0 donde E (·) es el operador de esperanza. Sin
embargo, cuando los individuos representan a periodos temporales o a regiones en el espacio este
supuesto es demasiado restrictivo y debera´ relajarse permitiendo alguna forma de dependencia.
La definicio´n ma´s habitual de dependencia espacial es por medio de la autocorrelacio´n es-
pacial que puede definirse, vagamente, como la similitud de valores en localizaciones similares.
La autocorrelacio´n puede ser positiva, en el sentido que un valor alto (bajo) de una variable
aleatoria en una posicio´n espacial es acompan˜ado por un vecindario de valores altos (bajos).
Tambie´n es posible una autocorrelacio´n espacial negativa con un valor elevado (bajo) en una
posicio´n geogra´fica y valores bajos (elevados) en el vecindario. Ya sea si la autocorrelacio´n
espacial es positiva o negativa, su existencia implica que una muestra de datos contiene menor
informacio´n que una muestra no correlacionada. Esta pe´rdida de informacio´n debe ser expl´ıci-
tamente considerada en la estimacio´n y este es el problema esencial en temas de econometr´ıa
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aplicada con datos espaciales.
De manera ma´s formal, la autocorrelacio´n espacial es una versio´n re-escalada de la siguiente
condicio´n de momentos (covarianzas):
Cov (yi, yj) = E (yiyj)− E (yi)E (yj) 6= 0, ∀i 6= j, (1)
donde yi, yj son observaciones de una variable aleatoria en la localizacio´n i y j en el espacio,
es decir, todo par (i, j) posee informacio´n geogra´fica espec´ıfica medida por latitud y longitud.
Dada una muestra de n observaciones en un corte transversal, existen
(
n2 − n) covarianzas
a ser estimadas. La estimacio´n de todas las covarianzas es imposible de realizar y no puede
resolverse incrementando el taman˜o muestral, siempre habra´ ma´s covarianzas que datos dispo-
nibles. Este es un problema de para´metros incidentales y para resolverlo se necesita imponer
restricciones sobre la forma en que las observaciones interactu´an entre si.
Existen al menos dos enfoques utilizados para estimar la covarianza espacial. En geoes-
tad´ıstica, todos los pares de localizaciones son clasificados segu´n la distancia que los separa
entre si y la covarianza es expresada como una funcio´n continua de dicha distancia, comu´nmen-
te conocida como variograma o semi-variograma. Esta alternativa supone que el proceso es-
toca´stico es continuo en el espacio (datos geoestad´ısticos). La segunda alternativa supone que
el proceso espacial es discreto (datos regionales) construyendo una medida de similitud para
la variable aleatoria y otra medida de similitud para la localizacio´n. La similitud de la locali-
zacio´n se materializa en la construccio´n del vecindario para cada observacio´n bajo una matriz
de pesos espaciales. Esta alternativa es la eleccio´n mayoritaria en econometr´ıa espacial y sera´
desarrollada a continuacio´n.
2.3. Importancia de la matriz de pesos espaciales
El enfoque preponderante en econometr´ıa espacial utiliza la matriz de pesos espaciales para
brindar una medida de similitud de las localizaciones. Esta matriz comu´nmente se denominada
W (es similar a la matriz G en redes sociales) y describe la conectividad entre n unidades
que se encuentran localizadas en un espacio bidimensional. La construccio´n de W esta´ basada
en al menos dos supuestos clave sobre la estructura espacial: (1) un criterio de conectividad
que define que´ unidades pueden ser consideradas vecinas entre si, y (2) un supuesto de pesos
espaciales que operacionaliza co´mo los vecinos se afectan entre si.
Para entender co´mo la matriz W permite simplificar el problema de dependencia espacial
formalizaremos la discusio´n. Supo´ngase un proceso autorregresivo espacial SAR (Spatial Au-
toRregresive) tal que la variable de estudio y se distribuye espacialmente en tres regiones de la
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siguiente forma:
yi = αijyj + αikyk + ui,
yj = αjiyi + αjkyk + uj ,
yk = αkiyi + αkjyj + uk,
ui;uj ;uk ∼ i.i.d.
(
0;σ2
)
.
(2)
es decir, en la primera ecuacio´n, el valor y en la regio´n i depende del valor de y en la regio´n
j y k, ma´s un te´rmino aleatorio que se distribuye de manera ide´ntica e independiente entre
las localizaciones. Lo mismo puede decirse de las regiones j y k. En te´rminos matriciales, la
expresio´n (2) se reduce a:yiyj
yk
 =
 0 αij αikαji 0 αjk
αki αkj 0

yiyj
yk
+
uiuj
uk
 ,
y = Ay + u, (3)
donde
A =
 0 αij αikαji 0 αjk
αki αkj 0
 .
El problema con el sistema (3) es que, bajo un corte transversal, hay ma´s para´metros
que observaciones (3 observaciones y 6 para´metros). Puede imponerse simetr´ıa, reduciendo el
nu´mero de para´metros pero, de todas formas, no podra´ estimarse. Por lo tanto, es necesario
buscar una solucio´n alternativa para poder estimar la dependencia subyacente en los datos.
La solucio´n radica en imponer un conjunto de restricciones sobre las relaciones de depen-
dencia. De esta forma, la estructura de la matriz A es reparametrizada de la siguiente manera:
A = ρW,
donde ρ es un para´metro a estimar que captura el efecto promedio de interaccio´n entre todas
las regiones y W es la matriz de pesos espaciales. Los elementos de W son:
W =
 0 wij wikwji 0 wjk
wki wkj 0
 , (4)
tal que se ha intercambiado a los para´metros α′s (para´metros originales del modelo) por wij
(coeficientes exo´genos al modelo) y el modelo queda expresado como y = ρWy+u, donde Wy
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es interpretado como el rezago espacial de y por analog´ıa a series temporales.1
Generalizando, la matriz W sera´ de orden n × n, siendo n el taman˜o muestral. Cada
elemento de W es denominado peso espacial, wij . Los pesos espaciales capturan la vecindad,
siendo diferentes de cero cuando las regiones i y j son consideradas vecinas. Por convencio´n,
ninguna regio´n puede ser vecina de si misma, dando como resultado que la diagonal principal
de W contenga todos sus elementos iguales a cero, wii = 0.
La matriz de pesos espaciales ocupa una posicio´n clave y su eleccio´n condicionara´ al resto
del ana´lisis. El problema central radica en co´mo se construyen los pesos de la matriz W. En
la pra´ctica econome´trica, la matriz de contactos es construida mediante diferentes criterios.
Estos criterios van desde el uso de la posicio´n geogra´fica hasta el uso de flujos que capturan
interacciones sociales y utilizan otras fuentes de informacio´n socio-econo´mica.
La forma ma´s tradicional para construir la matriz es bajo criterios geogra´ficos, siguiendo
la primera ley de la geograf´ıa (Tobler, 1970): “Todas las cosas esta´n relacionadas entre s´ı, pero
las cosas ma´s pro´ximas en el espacio tienen una relacio´n mayor que las distantes.” Entre los
criterios geogra´ficos, puede definirse vecindad por contigu¨idad, por alguna funcio´n de distancia,
por k vecinos ma´s cercanos o alguna combinacio´n de estas opciones.
El criterio contigu¨idad considera como vecinos a los pol´ıgonos que comparten l´ımites. Hay
varias opciones dentro de este criterio: tipo torre (vecinos al norte-sur y este-oeste) o tipo
reina (todos los pol´ıgonos que comparten l´ımite), nombres alusivos a los movimientos del aje-
drez. Cuando la informacio´n es de tipo puntual (como el caso de viviendas), la aplicacio´n de
este criterio puede realizarse mediante la creacio´n regiones artificiales (pol´ıgonos Voronoi o
Thiessen).
Una opcio´n ma´s natural para la informacio´n de tipo puntual es utilizar algu´n criterio de
distancia. Es posible construir diversas medidas, por ejemplo: vecinos son aquellas unidades
que se encuentran a una distancia inferior a un determinado umbral, definido por un radio
d∗. Tambie´n es posible usar este criterio cuando se cuenta con datos de a´reas, en este caso la
distancia entre pol´ıgonos se calculara´ utilizando los centroides de los pol´ıgonos. Dependiendo
de la aplicacio´n emp´ırica, es posible cambiar el centroide por otro punto ma´s relevante del
pol´ıgono. Por ejemplo, si se trabaja con informacio´n de pa´ıses puede usarse la ubicacio´n de
cada ciudad capital.
El problema con los criterios de contigu¨idad y de distancia por umbral es que pueden dar
lugar a regiones aisladas que no tienen vecinos. Esto puede suceder debido a que la densidad
de los puntos no es regular en el mapa o, bajo contigu¨idad, cuando se trabaja con mapas que
contienen islas que naturalmente no comparten l´ımites con otras regiones.
En el caso de contigu¨idad, el problema de regiones sin vecinos puede salvarse asignando
1En series temporales, un proceso autorregresivo de orden 1, AR(1), puede representarse como y = αLy + u,
siendo L el operador de rezagos temporales. La diferencia entre L y W radica en la multidireccionalidad espacial
y esto genera que las te´cnicas estad´ısticas temporales no tengan las propiedades deseadas en el espacio.
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manualmente vecinos a estas unidades. Bajo el criterio de distancia por umbral, puede deter-
minarse un umbral cuya amplitud asegure que cada observacio´n contenga al menos un vecino.
Este criterio es conocido como max-min, el umbral sera´ la ma´xima distancia del vecino ma´s
cercano de todas las unidades. Un umbral elevado puede ocasionar que existan regiones con
una excesiva cantidad de vecinos dando lugar a un gran nu´mero de conexiones irrelevantes.
Otro criterio de uso habitual es el de k vecinos ma´s cercanos. Utilizando latitud y longitud, se
va eligiendo como vecino al punto ma´s cercano hasta obtener el nu´mero de vecinos establecidos,
k. Bajo este criterio todas las regiones poseera´n la misma cantidad de vecinos evitando el
problema de unidades aisladas o unidades con excesiva cantidad de vecinos.
Una vez definido el criterio de vecindad, resta operacionalizar co´mo los individuos se afectan
entre si. Una forma simple es utilizando una eleccio´n binaria, con wij = 1 cuando i y j cumplen
con el criterio de vecindad elegido y wi,j = 0 cuando no. Si el criterio utilizado es distancia, los
pesos binarios pueden reemplazarse por alguna funcio´n de distancia entre unidades espaciales.
Por ejemplo, utilizando la funcio´n la inversa wij = f(dij) = 1/dij , tal que a mayor distancia
menor relacio´n entre i y j, cumpliendo de esta forma con la ley de Tobler. La literatura aplicada
tambie´n ha combinado los criterios de distancia o contigu¨idad con otra informacio´n geogra´fica
como el per´ımetro del pol´ıgono, la extensio´n de la frontera en comu´n, y otras caracter´ısticas
geogra´ficas.
Otras especificaciones de pesos espaciales combinan informacio´n socio-econo´mica y con
informacio´n geogra´fica. Continuando con el ejemplo de distancia podr´ıa definirse cada peso
como wij = [|zi − zj |+ 1]−1 × 1/dij , donde z es una variable que captura una distancia socio-
econo´mica (PBI, flujo comercial, etc.). En otras aplicaciones, directamente se aplica un concepto
de distancia socio-econo´mica: wij = [|zi − zj |+ 1]−1 con z siendo el ingreso per ca´pita o el
porcentaje de poblacio´n con alguna caracter´ıstica (tasa de pobreza, porcentaje de algu´n grupo
e´tnico). El problema con la distancia socio-econo´mica es que la exogeneidad del peso es dudosa
en numerosas ocasiones.
Definidos los pesos espaciales, lo habitual es trabajar con alguna transformacio´n de la matriz
debido a que mejora las propiedades estad´ısticas de los estimadores. La transformacio´n ma´s
utilizada es la normalizacio´n por fila, en donde los nuevos pesos se obtienen como w∗ij = wij/
∑
j
wij,
tal que la suma de cada fila de W sera´ sea igual a la unidad:
∑
j
w∗ij = 1. Esta transformacio´n
tiene implicancias a la hora de interpretar el coeficiente espacial ρ: medira´ el impacto promedio
de los vecinos sobre una regio´n. Otra opcio´n es normalizar por columna, w∗ij = wij/
∑
i
wij, en
cuyo caso el coeficiente espacial capturara´ el impacto promedio de la regio´n sobre los vecinos.
Respecto al orden de vecindad, puede ser de intere´s conocer el impacto de los vecinos de los
vecinos. Por ejemplo, bajo el criterio de distancia por umbral, el vecindario de segundo orden
estara´ compuesto por las regiones que se encuentren a una distancia d∗ < dij ≤ 2d∗. Para estos
casos, los ordenes superiores a 1 se identifican con un supra-´ındice: W(j), ∀ j ≥ 2, siendo j el
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orden de vecindad.
Por lo general la eleccio´n del criterio de vecindad es un a priori del investigador. Aunque
existen un conjunto de lineamientos u´tiles para la eleccio´n de la matriz establecidos por Griffith
(1996): (i) Es mejor utilizar una especificacio´n razonable de la matriz de pesos geogra´ficos que
considerar todas las conexiones nulas; (ii) modelos con bajos ordenes deben ser preferidos por
sobre los modelos de altos ordenes; (iii) en general, es mejor emplear una matriz de pesos
sub-identificada que una sobre-identificada.
Sin importar cua´l sea el caso emp´ırico, el desarrollo econome´trico supone que W contiene
elementos estrictamente exo´genos a la especificacio´n econome´trica y la eleccio´n de los vecinos no
deber´ıa realizarse mediante variables consideradas en el modelo analizado, ya sea relacionadas
a la variable dependiente o a las variables explicativas.
3. Especificaciones espaciales alternativas
La creacio´n de la matriz de pesos espaciales brinda la oportunidad de contrastar e incluir
nuevas variables al modelo econome´trico. A nivel emp´ırico, la inclusio´n de estos efectos espa-
ciales ha sido dirigida por dos tipos de enfoques. Por un lado, los modelos espaciales pueden
especificarse siguiendo una teor´ıa sobre la interaccio´n entre los agentes, enfoque conocido como
theory-driven. Hay numerosas investigaciones que utilizan teor´ıas bien establecidas e incorpo-
ran externalidades en forma de spillovers espaciales. En contraposicio´n a este tipo de enfoque,
gran parte de la literatura aplicada ha sido t´ıpicamente dirigida por problemas que no tie-
nen un sustento teo´rico formal. Este enfoque, denominado data-driven, encuentra justificacio´n
por problemas ya mencionados: los datos no se encuentran disponibles en la misma escala y
localizacio´n al proceso espacial de intere´s, existen errores de medicio´n u omisio´n de variables
que generan dependencia espacial. El enfoque data-driven busca obtener estimadores consis-
tentes, insesgados y eficientes controlando por la estructura espacial presente en los datos. En
esta seccio´n exploraremos las alternativas de especificacio´n que han sido utilizadas bajo ambos
enfoques.
3.1. Modelos espaciales de corte transversal
Un punto de partida muy utilizado en investigaciones emp´ıricas es un modelo no-espacial,
usualmente estimado por mı´nimos cuadrados ordinarios (MCO). Este modelo lineal no-espacial
es un modelo lineal general con la siguiente especificacio´n:
y = αι+ Xβ + u, (5)
siendo la variable dependiente y un vector de dimensio´n (n× 1), ι es un vector (n× 1) de unos
asociados al te´rmino constante α, X es una matriz de variables explicativas de orden (n×K),
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β es un vector de para´metros desconocidos de orden (K × 1) y u = (u1, u2, . . . , un)′ es un
vector de te´rminos aleatorios de dimensio´n (n× 1), donde ui es independiente e ide´nticamente
distribuido para todo i con media cero y varianza constante σ2. Se supone que el modelo cumple
con los supuestos habituales en la parte sistema´tica.
La deteccio´n de efectos espaciales en la ecuacio´n (5) permite introducir efectos espaciales de
diversas formas, tal como puede observarse en la Figura 1. Un recorrido habitual es introducir
efectos espaciales secuencialmente usando como punto de partida el modelo lineal, estrategia
“de lo particular a lo general” (Stge, Specific-to-general). Para aplicar esta estrategia puede
utilizarse una bater´ıa de tests estad´ısticos de multiplicadores de Lagrange, LM , simples y ro-
bustos, que permiten detectar las posibles estructuras espaciales omitidas (consu´ltese Anselin
et al., 1996, para mayor detalle). En muchas aplicaciones, previo al desarrollo de la estrategia
Stge, se realiza un ana´lisis exploratorio de datos espaciales (mapas, deteccio´n de agrupamien-
tos, test espaciales univariados, deteccio´n de outliers espaciales, etc.) que permite establecer
conjeturas sobre la importancia del espacio, generalmente bajo el enfoque data-driven. Anse-
lin (2005) muestra co´mo realizar dicho ana´lisis con el programa GeoDa, Bivand (2010) ofrece
similares alternativas bajo R y Herrera (2015) presenta las opciones disponibles en Stata.
Otra estrategia de especificacio´n, una vez detectada la importancia del espacio, es comenzar
por un modelo espacial lo ma´s complejo posible, estrategia “de lo general a la particular”
(Gets, General-to-specific) (Hendry, 1979). En la literatura espacial el modelo ma´s complejo es
conocido como modelo general de Cliff-Ord (modelo 1, Figura 1):
y = ρWy + αι+ Xβ + WXθ + u, (6)
u = λWu + ε,
donde Wy representa el efecto de interaccio´n espacial endo´geno o efecto espacial sustantivo,
WX son los efectos de interaccio´n exo´genos y Wu es el efecto de interaccio´n espacial en el
te´rmino de error o efecto espacial residual. El para´metro ρ es denominado coeficiente de rezago
espacial, λ es el coeficiente de autocorrelacio´n espacial y θ son los coeficientes espaciales de
dependencia local.
La ecuacio´n (6) posee una estructura similar al conocido modelo de Manski (1993) de efectos
sociales. En el modelo de Manski las interacciones sociales son especificadas como el resultado
esperado de un equilibrio social. La similitud entre ambos modelos ha sido destacada por Lee
(2004, 2007) entre otros. La especificacio´n del modelo es:
y = ρmE [y|a] + αι+ Xβ + E [X|a]θ + u, (7)
u = λmE [u|a] + ε,
donde a indexa unidades no-solapadas de vecinos. En la literatura de redes sociales, ρm cap-
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tura el efecto endo´geno del resultado esperado de los vecinos sobre la variable dependiente, θ
captura el efecto contextual o exo´geno de las caracter´ısticas grupales y λm captura el efecto
correlacionado de caracter´ısticas no observables. Luego de algunas manipulaciones, la forma
reducida del modelo puede escribirse como:
y = αι+ Xβ + E [X|a] (ρmβ + θ)
1− ρm +
ρm
1− ρmE [u|a] + u, (8)
y esta u´ltima ecuacio´n permite visualizar el problema de identificacio´n planteado por Mans-
ki, “problema de reflexio´n”: no es posible identificar el efecto endo´geno del efecto exo´geno a
menos que se impongan restricciones adicionales. Los modelos espaciales se diferencian de esta
literatura en el sentido que no se busca estimar el efecto “vecindario” ya que cada unidad
observada se encuentra conectada por una estructura que se supone conocida por medio de
la especificacio´n de W.2 Salvando esta diferencia, el modelo general de Cliff-Ord presenta si-
milares problemas de identificacio´n imposibilitando su uso en la estrategia Gets. Es decir, el
modelo espacial ma´s complejo solo puede incorporar dos efectos espaciales de los tres posibles
(ρ, λ o θ) necesitando imponer restricciones en el efecto restante.
Figura 1: Modelos espaciales alternativos en corte transversal
2Aqu´ı tambie´n puede destacarse la centralidad de la matriz de contactos como aquella que refleja la exactitud
de las verdaderas relaciones entre las unidades espaciales y todos los resultados inferenciales sera´n condicionales
a la calidad de esta matriz.
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Las especificaciones alternativas segu´n la restriccio´n sobre el modelo de Cliff-Ord se presen-
tan en la Figura 1, modelos (2), (3) y (4). Si se impone la restriccio´n θ = 0, el modelo resultante
es denominado SARAR (Spatial AutoRegressive with AutoRegressive error), con dependencia
espacial y sustantiva, impulsado principalmente por Kelejian y Prucha (1998) en sus desarro-
llos teo´ricos. Este modelo es frecuentemente utilizado en teor´ıa econome´trica ya que contiene
los dos te´rminos espaciales ma´s complejos de estimar. Sin embargo, a nivel emp´ırico ha sido
escasamente utilizado ya que proporciona cierta proteccio´n contra la falta de especificacio´n en
una parte del modelo pero contamina las estimaciones de otras partes (Pace y Zhu, 2012).
LeSage y Pace (2009) proponen al modelo espacial de Durbin (SDM , Spatial Durbin Model)
como la mejor alternativa de especificacio´n general (modelo 3, Figura 1):
y = ρWy + αι+ Xβ + WXθ + u. (9)
Los motivos que llevan a esta eleccio´n son comprensibles: (1) la omisio´n de un te´rmino
relevante en el error solo genera pe´rdida de eficiencia; pero (2) los costos de ignorar efectos
espaciales en la variable dependiente y/o la omisio´n de variables explicativas espaciales relevan-
tes generan estimadores sesgados e inconsistente de los coeficientes restantes. Elhorst (2014b)
reconoce la ventaja del modelo SDM , sin embargo, no descarta al modelo SDEM (Spatial
Durbin Error Model) como una especificacio´n de intere´s y competitiva en te´rminos predictivos
(modelo 2, Figura 1). Los ana´lisis comparativos entre los modelos SDM y SDEM muestran
que son pra´cticamente indistinguibles cuando no existen motivos teo´ricos para la incorporacio´n
de un rezago espacial endo´geno.
Es interesante mencionar que el modelo SDM anida la mayor cantidad de modelos: si
θ = 0 el modelo se reduce a un SLM (Spatial Lag Model), si ρ = 0 el modelo alcanzado
es el SLX (Spatial Lag in X’s), y mediante una combinacio´n no-lineal (θ = −ρβ) el SDM
puede reducirse a un modelo SEM (Spatial Error Model). Este u´ltimo resultado se alcanza
reemplazando θ = −ρβ en la ecuacio´n (9):
y = ρWy + αι+ Xβ + WX (−ρβ) + u.
Reagrupando te´rminos en la u´ltima ecuacio´n y reemplazando la notacio´n ρ por λ se obtiene
el modelo SEM :
y = α∗ι+ Xβ + (I− λW)−1 ε.
Debido a la dificultad de estimar modelo ma´s complejos, en la primera etapa de desarrollo de
econometr´ıa espacial los modelos insignia eran el SLM y el SEM . El modelo de rezago espacial
tuvo una presencia preponderante en esta etapa inicial por dos razones. Por una parte, bajo un
esquema econo´mico de teor´ıa de juegos entre agentes, con funciones de pago cuadra´ticas en sus
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variables de eleccio´n, el SLM puede ser visto como la condicio´n de primer orden o funcio´n de
reaccio´n que surge del problema de optimizacio´n simulta´neo de n individuos (Brueckner, 2003).
Otra razo´n estaba justificada por cuestiones de estimacio´n, la inclusio´n de un te´rmino espacial
endo´geno evita la inconsistencia del estimador y, adema´s, el modelo de rezago espacial obtiene
una estimacio´n del spillover espacial que es muy atractiva a nivel emp´ırico. El otro modelo
modelo con buena presencia en los inicios fue el modelo SEM que permite una ganancia de
eficiencia respecto al modelo no-espacial. Una cr´ıtica emp´ırica al modelo SEM sucede cuando
la autocorrelacio´n espacial es de´bil: los resultados tienden a ser similares a los obtenidos por
una estimacio´n no-espacial robusta.
El modelo espacial ma´s simple en te´rminos de estimacio´n es el SLX:
y = αι+ Xβ + WXθ + u, (10)
donde θ captura el efecto espacial de las variables explicativas de los vecinos a cada observacio´n.
Estos efectos son conocidos como contextuales en la literatura de modelos sociales y tienen un
impacto local.3
Dentro de la literatura, el SLX no ha sido muy utilizado en aplicaciones emp´ıricas y menos
au´n en trabajos teo´ricos. La falta de intere´s en econometr´ıa teo´rica proviene del hecho que no
ofrece dificultad en su estimacio´n, el modelo puede estimarse por MCO. Pero en cuestiones
aplicadas Halleck Vega y Elhorst (2015) aconsejan no descartar los resultados que ofrece este
modelo.
3.2. Modelos espaciales en datos de panel
La taxonomı´a de los modelos presentados en la Figura 1 puede extenderse fa´cilmente a
modelos espacio-temporales esta´ticos. Para pasar de informacio´n de corte transversal a infor-
macio´n de datos de panel solo es necesario incorporar un sub-´ındice t, que va de t = 1, . . . , T ,
apilando las observaciones del corte transversal periodo a periodo. Sin modificar ningu´n su-
puesto en el te´rmino de error, este tipo de extensio´n espacio-temporal da lugar a los modelos
pooled. Por ejemplo, el modelo pooled de Cliff-Ord puede escribirse como:
yt = ρWyt + αι+ Xtβ + WXtθ + ut, (11)
ut = λWut + εt, t = 1, . . . , T,
3Este modelo es muy utilizado en ana´lisis de efectos pares o contextuales. Por ejemplo, la relacio´n entre
rendimiento acade´mico (r) y nivel socio-econo´mico (nes) individual y contextual puede especificarse como r =
ια + nesβ1 + nesβ2 + u, en donde nes = W × nes es el efecto contextual o rezago espacial del nivel socio-
econo´mico, siendo W construida en funcio´n de pertenencia a la misma escuela.
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donde las unidades de corte transversal (i = 1, . . . , n) esta´n apiladas por periodo temporal t y
el te´rmino εt es un vector de dimensio´n n de errores aleatorios i.i.d.
En econometr´ıa espacial se trabaja habitualmente con paneles micro, es decir, con un nu´me-
ro amplio de unidades de corte transversal y un nu´mero reducido de periodos temporales. Por
otra parte, las te´cnicas espaciales requieren que los datos de panel se encuentren balanceados en
el sentido que las mismas unidades espaciales deben ser observadas en cada uno de los periodos.
Esto plantea un problema adicional ya que los datos de panel tienden a sufrir el feno´meno de
desgaste muestral, es decir, pe´rdida informacio´n entre diferentes periodos, ocasionando paneles
desbalanceados.
Las cr´ıticas a los modelos pooled es que omiten posibles fuentes de heterogeneidad. Por
ejemplo, no consideran particularidades de cada regio´n que pueden ser espec´ıficas e invariantes
en el tiempo. Caracter´ısticas como religio´n, normas jur´ıdicas o estructura laboral no mues-
tran variabilidad temporal y su omisio´n aumenta el riesgo de sesgo en las estimaciones. Una
posible solucio´n es incorporar en los modelos un te´rmino µ, de dimensio´n n, que capture el
efecto espec´ıfico individual de las regiones. Otra fuente de heterogeneidad puede provenir de
particularidades espec´ıficas entre periodos temporales, como un an˜o de crisis o recesio´n. Estos
eventos causara´n diferencias entre periodos temporales que posiblemente sesgara´n las estima-
ciones. Como solucio´n a esto puede an˜adirse un te´rmino φt que controle por efectos temporales
espec´ıficos.
Al incorporar los efectos espec´ıficos, individuales y temporales, el modelo en 11 es re-
expresado como:
yt = ρWyt + Xtβ + WXtθ + µ+ φtιn + ut, (12)
ut = λWut + εt, t = 1, . . . , T.
Los efectos espec´ıficos pueden ser considerados como efectos fijos o aleatorios. En el caso
un modelo de efectos fijos, una variable ficticia es introducida por cada unidad espacial (sin
considerar a la unidad base) y otra variable variable ficticia es utilizada para capturar el efecto
temporal espec´ıfico.
En el caso de los modelos con efectos aleatorios, debe especificarse la distribucio´n de estos
efectos, como por ejemplo: µ ∼ N (0, σ2µIn) , φt ∼ N (0, σ2φ) . Entonces, la especificacio´n en
el caso de considerar un SDM con efectos aleatorios sera´:
yt = ρWyt + Xtβ + WXtθ + µ+ φtιn + εt︸ ︷︷ ︸
ut
,
εt ∼ N
[
0, σ2εIn
]
, µ ∼ N [0, σ2µIn] , φt ∼ N (0, σ2φ) .
En el caso de considerar un SDEM con efectos aleatorios, la especificacio´n vendra´ dada
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por:
yt = Xtβ + WXtθ + µ+ φtιn + εt︸ ︷︷ ︸
ut
,
εt = λWεt + ηt,
ηt ∼ N
[
0, σ2ηIn
]
, µ ∼ N [0, σ2µIn] , φt ∼ N (0, σ2φ) .
Estas versiones aleatorias suponen que el te´rmino remanente de error εt posee estructura
espacial. Otras especificaciones modifican este supuesto tal que el mismo proceso espacial aplica
tanto a los efectos individuales como al error remanente (ver Kapoor et al., 2007).
Respecto a los estad´ısticos para detectar dependencia espacial existen diversos desarrollos.
La presencia de estructura espacial residual y sustantiva en modelos pooled puede ser detectada
usando las versiones de los tests LM desarrolladas por Anselin et al. (2008) adaptadas a la
estructura espacio-temporal. Tambie´n existen versiones de los tests LM para modelos no-
espaciales de efectos fijos (Debarsy y Ertur, 2010) y aleatorios (Baltagi et al., 2003).
Alternativamente, pueden utilizarse otros tests generales que permiten detectar la presencia
de dependencia espacial. Recue´rdese que, bajo un corte transversal, la dependencia espacial ha
sido reducida a la estimacio´n de un para´metro debido a la insuficiente informacio´n para estimar
la correlacio´n entre pares de observaciones. Con datos de panel, esta limitacio´n es reducida
dependiendo de la longitud de la dimensio´n temporal y es posible obtener estimaciones de la
correlacio´n entre las observaciones del corte transversal. Un estad´ıstico que detecta dependencia
de corte transversal es el CD de Pesaran (2004). Este estad´ıstico puede ser aplicado a una
amplia variedad de paneles, incluyendo dina´micos y no-estacionarios, ya sea bajo efectos fijos
o aleatorios.
La literatura ra´pidamente ha ampliado el ana´lisis de paneles esta´ticos hacia paneles dina´mi-
cos. La incorporacio´n de dina´mica temporal genera un modelo ba´sico, que en su forma vectorial
puede escribirse, para un periodo t:
yt = τyt−1 + Xtβ + µ+ φtιn + εt, (13)
con εt ∼ i.i.d
(
0, σ2ε
)
, con yt e yt−1 de orden n × 1 y efectos espec´ıficos individuales µ′ =
[µ1, µ2, . . . , µn] y temporales φt, con t = 1, . . . , T .
La ecuacio´n (13) permite capturar la persistencia temporal del proceso, incluyendo la he-
terogeneidad entre las regiones y entre periodos. Igual que en los modelos esta´ticos, los efectos
espec´ıficos pueden ser tratados como efectos fijos o aleatorios.
Tal como suced´ıa en los modelos esta´ticos, los efectos espaciales pueden introducirse en la
ecuacio´n (13) en diferentes formas. Anselin et al. (2008) propone un conjunto de especificacio-
nes:
Modelo simulta´neo espacio-temporal:
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yt = τyt−1 + ρWyt + Xtβ + µ+ φtιn + εt, (14)
Modelo recursivo espacial puro:
yt = γWyt−1 + Xtβ + µ+ φtιn + εt, (15)
Modelo recursivo espacio-temporal:
yt = τyt−1 + γWyt−1 + Xtβ + µ+ φtιn + εt, (16)
Modelo dina´mico espacio-temporal:
yt = τyt−1 + γWyt−1 + ρWyt + Xtβ + µ+ φtιn + εt, (17)
El modelo dina´mico espacio-temporal incorpora todas las alternativas de rezagos espacio-
temporales de la variable dependiente. Las caracter´ısticas de este modelo fueron analizadas
por Yu et al. (2008). El modelo recursivo espacio-temporal, ecuacio´n (16), ha sido aplicado en
cuestiones de predicciones espacio-temporales (por ejemplo, ve´ase Giacomini y Granger, 2004).
Los modelos previamente mencionados son tipos de modelos espacio-temporales SLM
(dynSLM) ya que solo incorporan elementos dina´micos espacio-temporales endo´genos. Esta
clasificacio´n puede ampliarse hacia modelos espacio-temporales de Durbin (dynSDM) en cua-
tro versiones:
yt = τyt−1 + ρWyt + Xtβ + WXtθ + µ+ φtιn + εt, (18)
yt = γWyt−1 + Xtβ + WXtθ + µ+ φtιn + εt, (19)
yt = τyt−1 + γWyt−1 + Xtβ + WXtθ + µ+ φtιn + εt, (20)
yt = τyt−1 + γWyt−1 + ρWyt + Xtβ + WXtθ + µ+ φtιn + εt, (21)
en donde se han introducido efectos espaciales locales, WXt, adema´s de los efectos ya presentes
en los modelos previos.
Revisiones relativamente recientes de estos modelos pueden encontrarse en Anselin et al.
(2008), Lee y Yu (2010), Elhorst (2010b) y Lee y Yu (2014).
3.3. Cuestiones inferenciales y asinto´ticas
La estimacio´n de los modelos espaciales no puede realizarse por me´todos simples. La inclu-
sio´n de variables Wy o Wu provocan que el estimador MCO sea inconsistente y/o ineficiente,
17
dependiendo del caso (Anselin, 1988, pp. 57-59). Como consecuencia, la literatura ha desarro-
llado tres me´todos de estimacio´n para modelos de efectos espaciales. El me´todo ma´s utilizado
desde los inicios de la disciplina fue la estimacio´n por ma´xima verosimilitud, ML. Otra al-
ternativa de gran desarrollo en los 90’s esta´ basada en variables instrumentales o me´todo de
momentos generalizados (IV/GMM), y tambie´n se ha desarrollado la estimacio´n bayesiana
(LeSage y Pace, 2009, cap. 5).
La estimacio´n de estos modelos presenta una serie de dificultades relacionadas a los para´me-
tros espaciales y al comportamiento de las matrices W, (I− ρW)−1 y/o (I− λW)−1 presentes
en todos los me´todos de estimacio´n. Una de ellas es la necesidad de imponer alguna restriccio´n
sobre el rango de valores que puede alcanzar ρ, lo mismo se aplica para λ. Sin restricciones sobre
este para´metro, el espacio parame´trico da lugar a discontinuidades y no asegura la invertibilidad
de la matriz (I− ρW). Para evitar este problema y tambie´n facilitar la estimacio´n de ρ, Ord
(1981) propuso restringir los posibles valores del para´metro en un rango 1/rmin < ρ < 1/rmax,
donde rmin y rmax son los autovalores, mı´nimo y ma´ximo, de la matriz W. Bajo una matriz
espacial estandarizada por filas automa´ticamente se impone una restriccio´n sobre el ma´ximo
autovalor tal que ρ se encontrara´ restringido entre los valores 1/rmin < ρ < 1. Algunos autores
como Kelejian y Robinson (1995) han sugerido limitar el espacio parame´trico de ρ al intervalo
(−1, 1) en similitud al tratamiento que se realiza en series temporales, sin embargo este rango
de valores puede ser demasiado restrictivo para el caso espacial.
En el caso de los modelos dina´micos espacio-temporales tambie´n deben cumplirse con cier-
tas restricciones de estacionariedad. Como Elhorst (2014b) explica, la estimacio´n de un modelo
dina´mico que incorpore los te´rminos yt−1, Wyt−1, Wyt sera´ estable si se cumplen las condi-
ciones: |τ | < 1 y |τ | + |γ| + |ρ| < 1. En situaciones en donde esta condicio´n no se cumpla, el
modelo estara´ espacialmente cointegrado y una transformacio´n del modelo sera´ necesaria para
su estimacio´n (Yu et al., 2012).
En el caso de la estimacio´n por ML, una dificultad adicional se encuentra en la maxi-
mizacio´n de la funcio´n de log-verosimilitud que involucra al determinante de una matriz de
dimensio´n n × n, ln |I− ρW|. Este determinante debe ser evaluado repetidamente para cada
valor estimado de ρ y el procedimiento puede ser problema´tico para grandes bases de datos.
En la era de big data, donde puede tenerse millones de observaciones la precisio´n de este deter-
minante es clave. Una solucio´n propuesta por Ord (1975) es estimar dicho te´rmino mediante
la siguiente transformacio´n:
ln |I− ρW| =
n∑
i=1
ln (1− ρri) , (22)
siendo ri los autovalores de la matriz W, que reduce la complejidad pero puede ser problema´tica
en tiempo computacional para grandes bases de datos.
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Respecto a la estimacio´n por IV/GMM , los principales avances de este me´todo fueron
realizados por Kelejian y Prucha (1998, 1999), con generalizaciones realizadas por Kelejian y
Prucha (2010), Arraiz et al. (2010) y Drukker et al. (2013). Las condiciones de momentos no
incluyen la estimacio´n del determinante, ecuacio´n (22), estableciendo ventajas computacionales
claras y notorias si nos encontramos con grandes bases de datos. Otra virtud de este me´todo es
la posibilidad de instrumentalizar otras variables explicativas endo´genas, adema´s de la endoge-
neidad espacial. Este es un punto en donde ML o estimacio´n bayesiana no presentan ninguna
solucio´n.
Una potencial desventaja de la estimacio´n por IV/GMM es que no impone ninguna res-
triccio´n sobre el espacio parame´trico en el proceso de estimacio´n. Por lo tanto puede sucede
que el valor estimado del coeficiente espacial (ρ o λ) se encuentre fuera del rango de estabilidad
dando lugar a estimaciones no-interpretables.
En el caso de la estimacio´n de los paneles espaciales dina´micos (estacionarios), hay dife-
rentes alternativas que extienden los procedimientos de ma´xima verosimilitud condicional y
no-condicional, as´ı como existen procedimientos alternativos por IV/GMM . Elhorst (2010a)
muestra diferentes procedimientos basados en MV y Yu et al. (2008) desarrollan un estimador
de cuasi-ma´xima verosimilitud que muestra propiedades comparables a los estimadores MV .
Respecto a las propiedades asinto´ticas de los estimadores, en econometr´ıa esta´ndar suponer
que n→∞ no incluye ningu´n tipo de informacio´n adicional. Pero en el espacio, el incremento
del taman˜o muestral necesita especificar de que´ forma es expandido el taman˜o muestral en
el espacio geogra´fico. Elhorst (2014b, pp. 55) comenta que existen dos tipos de asinto´tica
comu´nmente utilizadas en el contexto espacial. Una de ellas es la estructura “infill”, donde
las observaciones espaciales se encuentran delimitadas en el espacio geogra´fico a medida que
n → ∞. Otra estructura es “increasing domain”, donde los l´ımites geogra´ficos de las regiones
se expanden cuando n → ∞. Por otra parte, hay dos tipos de disen˜o muestral en el espacio:
(a) disen˜o estoca´stico donde las unidades espaciales son aleatoriamente seleccionadas; y (b)
disen˜o fijo donde las unidades espaciales se encuentran relacionadas a un espacio no aleatorio,
posiblemente irregular.
La literatura de econometr´ıa espacial se enfoca principalmente en la estructura asinto´tica
“increasing domain” bajo un disen˜o muestral fijo esto es debido a que mayoritariamente se
utilizan datos areales. Por lo tanto, una posicio´n con mayor respaldo ha sido la estimacio´n por
efectos fijos, dado que el espacio es usualmente muestreado en forma exhaustiva y la inferencia
realizada puede considerarse como poblacional. De todas formas, hay argumentos para realizar
estimaciones por efectos aleatorios ya que no todos los estudios utilizan de forma exhaustiva
el espacio geogra´fico y, por otra parte, los datos de panel para un intervalo temporal pueden
considerarse como una muestra representativa de una superpoblacio´n (concepto relacionado a
un proceso generador de datos espacio-temporal, ver Graubard y Korn, 2002, y referencias all´ı
citadas para mayor detalle).
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Las propiedades de los estimadores dependen crucialmente de determinadas condiciones
de regularidad que debe cumplir la matriz de pesos espaciales. Un requisito mencionado por
Kelejian y Prucha (1998) establece que la sumatoria de las columnas y filas de las matrices
W, (I − ρW)−1, antes de normalizar W, debe estar uniformemente limitada en valor absoluto
cuando n tiende a infinito. Adema´s, Lee (2004) establece que la sumatoria de filas y columnas
de W, antes de estandarizar, no debe divergir a infinito a una velocidad igual o mayor que la
tasa a la que crece el taman˜o muestral n. El cumplimiento de al menos una de las anteriores
condiciones permiten que la correlacio´n entre dos unidades espaciales tienda a cero cuando la
distancia que las separa tiende a infinito y de esta forma limitan la correlacio´n a un rango de
valores manejables. Por ejemplo, si se trabaja con el criterio contigu¨idad la primera condicio´n
es satisfecha automa´ticamente. En cambio, si el criterio utilizado es la inversa de la distancia
la primera condicio´n no es satisfecha pero si satisface la condicio´n que establece Lee (2004).
Las anteriores condiciones establecen situaciones l´ımites a la conectividad de la matriz de
pesos. Pero au´n cuando se cumplan, las propiedades finitas de los estimadores pueden verse
afectadas. Smith (2009) muestra que matrices espaciales fuertemente conectadas (medidas por
el nu´mero medio de vecinos), con una densidad media de v´ınculos de 30 % o superior, generan
un sesgo descendente en los para´metros espaciales bajo ML. En todos los casos, este sesgo
implica que la autocorrelacio´n espacial positiva puede no ser detectada debido a la presencia
de matrices densamente conectadas. Por lo general, la conectividad de la matriz por criterios
geogra´ficos son poco densas, no superando el 10 % de los v´ınculos posibles. El problema puede
ser importante cuando la matriz es construida por criterios de redes sociales o no-espacial.
4. Interpretacio´n de los modelos con rezago espacial endo´geno
Un punto de intere´s, va´lido para los modelos de corte transversal y de datos de panel,
es la interpretacio´n de los resultados obtenidos. Por ejemplo, en los inicios de la especialidad
el modelo SLM fue adoptado como un modelo central debido a que brinda una estimacio´n
de la interdependencia espacial. La interpretacio´n de los resultados obtenidos era directa, en
el sentido que un valor significativo del para´metro ρ era evidencia de la importancia de los
efectos desbordamiento o contagio. Sin embargo, LeSage y Pace (2009) destacan la erro´nea
interpretacio´n de estos resultados y muestran la necesidad de considerar derivadas parciales
del impacto de un cambio en una unidad de las variables explicativas.
Para ver ma´s claramente el punto destacado por LeSage y Pace (2009), debe tenerse presente
que los efectos desbordamiento en un modelo SDM , por ejemplo, se deben a la presencia de
Wy (efecto global) y WX (efecto local):
yt = ρWyt + Xtβ + WXtθ + ut. (23)
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Supongamos que se desea analizar el impacto del incremento unitario de la k − e´sima
variable explicativa, este incremento es considerado igual para todas las localizaciones. Bajo
un modelo de regresio´n no espacial, el efecto total sobre la variable dependiente sera´ igual a la
estimacio´n del coeficiente βk, ceteris paribus, sin importar la localizacio´n. Pero ante un modelo
como el presentado en (23), el efecto total depende de las unidades vecinas de cada localizacio´n
y de la magnitud de los coeficientes que acompan˜an a las variables espaciales.
El efecto total puede ser descompuesto en un efecto directo y otro indirecto. El efecto
directo es el impacto del cambio de la variable explicativa sobre la variable dependiente en
cada localidad, este efecto tendera´ a ser similar al obtenido por un modelo de regresio´n no
espacial si ρ y θk son cercanos a 0. El efecto indirecto se debe a la dina´mica espacial generada
por la presencia de ρ y θk que afectara´ a todas las unidades el modelo.
Bajo un modelo de Durbin pueden distinguirse dos tipos de efectos indirectos producto de
la interdependencia entre las unidades. Uno es de tipo global, afectando a todas las unidades: yi
aumenta inicialmente βik unidades, y esto genera un nuevo incremento producto del cambio en
las y′js de los S vecinos, capturado por el te´rmino endo´geno ρWy. Es decir, para cada i− e´sima
localidad existira´ un nuevo impacto igual a ρ
S∑
j 6=i
wijβjk unidades, retro-alimentando el cambio
en la variable dependiente y que solo cesara´ al converger (suponiendo |ρ| < 1). Este efecto es
identificado como un efecto espacial global para distinguirlo del efecto espacial local que surge
del incremento unitario en la k − e´sima variable explicativa de los S vecinos de la localidad i:
S∑
j 6=i
wijθjk. Este efecto espacial refuerza al efecto inicial βk y es de tipo local en el sentido que
no posee un efecto dinamizador como el generado por la presencia de ρ.
En te´rminos matriciales, y de forma ma´s compacta, el efecto marginal total en el modelo
SDM puede ser representado por la matriz de derivadas parciales de y respecto al cambio en
una unidad de la k − e´sima variable explicativa en X, dado un periodo t:
[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
=

∂E(y1)
∂x1k
· · · ∂E(y1)∂xnk
...
. . .
...
∂E(yn)
∂x1k
· · · ∂E(yn)∂xnk

t
,
= (In − ρW)−1t

βk w12θk · · · w1nθk
w21θk βk · · · w2nθk
...
...
. . .
...
wn1θk wn2θk · · · βk

t
,
= St [βkIn + θkW]t , (24)
donde wij es el elemento (i, j) − e´simo de W , βk es el k − e´simo elemento del vector β,
θk es el elemento k − e´simo del vector θ y St es igual a (In − ρW)−1t . Obse´rvese que para
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la estimacio´n de los efectos marginales se utiliza el valor esperado de la forma reducida del
modelo, E (yt) = (I− ρW)−1t [Xtβ + WXtθ].
En la expresio´n (24) puede observarse la presencia de un efecto directo y otro indirecto. El
efecto directo es representado por los elementos de la diagonal principal de la ecuacio´n (24).
Este cambio sera´ diferente para cada regio´n por lo que no existe un u´nico efecto directo. Por
su parte, el efecto indirecto (spatial spillover), proviene de los elementos fuera de la diagonal
principal de (24) y, nuevamente, sera´ diferente para cada regio´n. En este caso se tiene un
sumatorio de efectos para cada localidad.
Para el caso de un SLM , yt = ρWyt+Xtβ+εt, los efectos marginales totales se simplifican
ya que θk = 0 siendo la expresio´n final igual a St [βkIn]t. El efecto directo sera´ igual al que
surge en el modelo SDM , pero el efecto indirecto se torna ma´s simple siendo igual a la suma
de los elementos fuera de la diagonal principal de βkSt, conteniendo solo efectos globales.
Ya sea que se estime un modelo SLM o SDM , siempre se tendra´ un efecto marginal que
no es u´nico para todas las localidades (en contraposicio´n a lo que sucede bajo un modelo no-
espacial). Debido a esta caracter´ıstica, LeSage y Pace (2009) proponen una medida resumen
para cada uno de los efectos considerando valores promedio. Por ejemplo para un modelo SLM ,
para cada periodo temporal se estiman los siguientes efectos:
MTotal =
βk
n
1′nS1n =
βk
n
∑
i
∑
j
Si,j .
MDirecto =
βk
n
tr (S) =
βk
n
∑
i
Si,i.
M Indirecto =
βk
n
1′nS1n −
βk
n
tr (S) =
βk
n
∑
i
∑
j 6=i
Si,j .
Los efectos indirectos estimados deber´ıan ser utilizados para conocer si los estos efectos
espaciales son significativos o no. El problema es que los mismos surgen de una combinacio´n de
coeficientes y puede suceder que algunos coeficientes sean significativos otros sin poder conocer
la significancia conjunta involucrada en los efectos indirectos. LeSage y Pace (2009) propo-
nen simular la distribucio´n de los efectos directos e indirectos usando la matriz de varianza-
covarianza implicada en la estimacio´n por ma´xima verosimilitud. Si hemos estimado un SLM, el
procedimiento consiste en extraer una combinacio´n r de para´metros de esta matriz de varianza-
covarianza: [
αr β
′
r ρr σ
2
r
]′
=
[
α̂ β̂
′
ρ̂ σ̂2
]′
+ P ′,
donde P simboliza matriz triangular superior de la descomposicio´n de Cholesky de la matriz
de varianza-covarianza de los para´metros de ma´xima verosimilitud, y  es un vector de nu´me-
ros aleatorios de dimensio´n (K + 3), provenientes de una distribucio´n normal esta´ndar. Si R
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extracciones para´metros son realizadas de esta forma, entonces los efectos promedios totales,
directos e indirectos para cada variable explicativa pueden ser aproximados como:
δk =
1
R
R∑
r=1
δkd,
t− valork = δk/
[
1
R
R∑
r=1
(δkd−δk)2
]
,
donde δk es el efecto promedio de obtenido en R simulaciones, generalmente R = 1000, y dado
el t− valor de los efectos, puede obtenerse la significancia de cada efecto.
Los efectos directos e indirectos desarrollados para corte transversal o paneles esta´ticos
pueden extenderse hacia paneles dina´micos. La ventaja del modelo dina´mico es que pueden
obtenerse efectos directos e indirectos de corto y largo plazo. Por ejemplo, bajo un modelo
dynSDM3 (ecuacio´n 20), los efectos de corto plazo se obtienen ignorando τ y γ. La matriz
de derivadas parciales de y con respecto a un cambio en una unidad de la variable explicativa
k − e´sima en las n regiones, para un punto temporal dado puede obtenerse como:
[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
= (In − ρW)−1 [βkIn + θkW] . (25)
Para obtener los efectos de largo plazo se puede suponer se alcanza un estado estacionario
(yt = yt−1 = y∗) tal que:[
∂E(y)
∂x1k
. . . ∂E(y)∂xnk
]
t
= [(1− τ) In − (ρ+ γ) W]−1 [βkIn + θkW] . (26)
Estos resultados permiten determinar los efectos directos en el corto y largo plazo, y los
efectos indirectos del corto y largo plazo (spatial spillovers). Desde estos modelos pueden ob-
tenerse trayectorias secuenciales periodo a periodo como las presentadas por Debarsy et al.
(2012).
Es importante recordar que estos efectos deben ser cuidadosamente interpretados y no esta´n
libres de controversias ya que su obtencio´n tiene un fuerte componente causal. La relacio´n sobre
la adecuada interpretacio´n de los resultados y que´ se entiende por causalidad en el espacio no
es un tema abierto. Por ejemplo, algunos autores sugieren que el para´metro espacial ρ del SLM
(o del SDM) es un para´metro causal (Gibbons y Overman, 2012). La posicio´n ma´s adecuada
no es posiblemente esa, ma´s bien el para´metro ρ u´nicamente captura la dina´mica espacial de
la propia variable endo´gena y no deber´ıa interpretarse como causal. Este posicio´n proviene de
las similitudes espaciales a lo que sucede en un proceso AR(1) en el tiempo, yt = ρyt−1 + εt, en
donde ρ nunca se interpreta como un para´metro causal en series de tiempo. Para una discusio´n
sobre este punto ve´ase Herrera et al. (2014).
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5. Aplicaciones emp´ıricas
Las aplicaciones emp´ıricas de esta seccio´n esta´n basadas en dos modelos econo´micos bien
conocidos. El primero es un modelo de crecimiento econo´mico estimado por Ertur y Koch
(2007) usando datos de corte transversal de 91 pa´ıses en el periodo 1960–1995. El otro ejemplo
es un modelo de consumo de tabaco estimado por Baltagi y Li (2004) usando un panel de datos
de 50 estados norteamericanos desde 1963 hasta 1992.
5.1. Modelo de crecimiento (Ertur y Koch, 2007)
Ertur y Koch (2007) investigan la interdependencia tecnolo´gica en el crecimiento econo´mico
entre pa´ıses. Basados en un modelo neocla´sico, los autores consideran una funcio´n de produccio´n
Cobb-Douglas que refleja rendimientos constantes a escala respecto al trabajo y capital f´ısico
para el pa´ıs i en el periodo temporal t:
Yi(t) = Ai(t)K
α
i (t)L
1−α
i (t), (27)
donde Yi(t) es el producto, Ki(t) es el nivel de capital f´ısico, Li(t) es el nivel de trabajo, y Ai(t)
es el nivel agregado de tecnolog´ıa especificado como:
Ai(t) = Ω(t)k
φ
i (t)
n∏
j 6=i
A
δωij
i (t). (28)
El nivel agregado de tecnolog´ıa Ai(t) de un pa´ıs i depende de tres elementos. Primero, una
cierta proporcio´n de progreso tecnolo´gico exo´geno e ide´ntico en todos los pa´ıses, Ω(t) = Ω(0)eµt,
donde µ es la tasa constante de crecimiento. Segundo, el nivel tecnolo´gico de cada pa´ıs crece
con el nivel agregado de capital f´ısico per trabajador kφi (t) = (Ki(t)/Li(t))
φ con φ ∈ [0; 1]
capturando la fortaleza de las externalidades dome´sticas de la acumulacio´n del capital f´ısico.
Finalmente, el tercer te´rmino captura el efecto externo de conocimiento incorporado en el
capital localizado en diferentes pa´ıses cuyo impacto trasciende los l´ımites nacional con una
intensidad decreciente, δ ∈ [0; 1]. Los te´rminos ωij representan la conectividad entre el pa´ıs i y
sus vecinos j.
Siguiendo el desarrollo de Solow, los autores suponen que en cada pa´ıs i, una fraccio´n
constante del producto si es ahorrada y que el mano de obra crece exo´genamente a la tasa
li. Adema´s, se supone una tasa anual de depreciacio´n del capital f´ısico constante e ide´ntica
para todos los pa´ıses. La evolucio´n del producto por trabajador en el pa´ıs i es gobernado
por la conocida ecuacio´n dina´mica de Solow que permite obtener el ingreso por trabajador de
estado estacionario de los pa´ıses (Ertur y Koch, 2007, pp. 1038, ecuacio´n 9). Luego de algunas
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manipulaciones se obtiene el ingreso real por trabajador del pa´ıs i en estado estacionario:
ln y∗i (t) =
1
1− α− φ ln Ω (t) +
α+ φ
1− α− φ lnsi −
α+ φ
1− α− φ ln (li + g + δ)
− αγ
1− α− φ
n∑
j 6=i
wij lnsj +
αγ
1− α− φ
n∑
j 6=i
wij ln (lj + g + δ)
+
γ (1− α)
1− α− φ
n∑
j 6=i
wij lny
∗
j (t) . (29)
Este es un modelo de Solow espacialmente aumentado y coincide con el predictor obtenido
por Solow ma´s un efecto espacial. Considerando t = 0 por simplicidad, la anterior ecuacio´n
permite encontrar el ingreso real por trabajador a lo largo de la trayectoria de crecimiento
balanceado:
ln
[
Yi
Li
]
= β0 + β1lnsi + β2ln (li + g + δ)
+θ1
n∑
j 6=i
wij lnsj + ρ
n∑
j 6=i
wij ln
[
Yj
Lj
]
+ εi, (30)
donde 1/(1−α−φ)lnΩ (0) = β0 +εi, i = 1, . . . , n, siendo β0 una constante y εi un te´rmino de error
con lnΩ (0) reflejando la tecnolog´ıa, dotacio´n de recursos, etc. pa´ıs-espec´ıfico. Se supone adema´s
que g + δ = 0,05. Finalmente, se tienen las siguientes restriicciones teo´ricos entre coeficientes:
β1 = −β2 = α+φ1−α−φ y θ2 = −θ1 = αγ1−α−φ .
La ecuacio´n (30) coincide con el modelo SDM y es estimada usando informacio´n del ingreso
real, inversio´n y crecimiento poblacional de una muestra de 91 pa´ıses durante 1960 − 1995.
Respecto a la matriz de pesos espaciales, se consideran dos matrices con criterios de distancia
geogra´fica: la primera utiliza la funcio´n inversa de la distancia al cuadrado (principal matriz
que refleja una aproximacio´n gravitacional) y la segunda se basa en la funcio´n exponencial
negativa de la distancia al cuadrado (utilizada como prueba de robustez en la especificacio´n).
Ambas matrices, Winv y Wexp son estandarizadas por filas tal que cada elemento es trans-
formado como: ωhij = ω
∗
hij/
n∑
j=1
ω∗hij ; h = inv, exp, en donde
ω∗inv,ij =
{
0 si i = j
d−2ij en otro caso
, ω∗exp,ij =
{
0 si i = j
e−2dij en otro caso
, (31)
siendo dij la distancia del gran-circulo entre capitales de los pa´ıses i y j.
Los autores analizan varias especificaciones siguiendo restricciones teo´ricas sobre los para´me-
tros, incluyendo modelos espaciales alternativos. En el Cuadro 1 se presentan los resultados del
modelo de Solow tradicional estimado por MCO y los resultados del modelo SDM estimado
por ML bajo las dos matrices alternativas. El parte superior de Cuadro 1 muestra las estima-
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ciones no restringidas y la parte inferior muestra los resultados bajo las restricciones teo´ricas
β1 = −β2 y θ2 = −θ1. Para el modelo de Solow, los resultados del test I de Moran (Cliff y
Ord, 1981) rechaza fuertemente la hipo´tesis nula de no autocorrelacio´n espacial. Este resultado
refleja el error de especificacio´n del modelo de Solow tradicional.
Cuadro 1: Estimaciones alternativas
Modelos no restringidos Solow SDM/Winv SDM/Wexp
constante 4,65∗∗∗ 0,48∗∗∗ 1,81∗∗∗
ln(s) 1,28∗∗∗ 0,82∗∗∗ 0,80∗∗∗
ln(l + 0,05) −2,71∗∗∗ −1,50∗∗∗ −1,58∗∗∗
W × ln(s) −0,28∗∗∗ −0,24∗∗∗
W × ln(l + 0,05) 0,24∗∗∗ 0,52∗∗∗
W × ln(y) 0,71∗∗∗ 0,62∗∗∗
I Moran(Winv) 0,41
∗∗∗
I Moran(Wexp) 0,40
∗∗∗
Modelos restringidos
constante 8,38∗∗∗ 2,32∗∗∗ 3,11∗∗∗
ln(s)− ln(l + 0,05) 1,38∗∗∗ 0,85∗∗∗ 0,82∗∗∗
W × [ln(s) − ln(l + 0,05)] −0,22∗∗∗ −0,19∗∗∗
W × ln(y) 0,71∗∗∗ 0,62∗∗∗
I Moran(Winv) 0,40
∗∗∗
I Moran(Wexp) 0,38
∗∗∗
Test de restricciones 4,43∗∗∗ 2,07∗∗∗ 1,88∗∗∗
α implicado 0,58∗∗∗ 0,28∗∗∗ 0,30∗∗∗
φ implicado 0,18∗∗∗ 0,15∗∗∗
γ implicado 0,56∗∗∗ 0,51∗∗∗
AIC 97,54∗∗∗ 105,37∗∗∗
Entropı´a 30,83∗∗∗ 34,74∗∗∗
Bayes (prob. post.) 0,98∗∗∗ 0,02∗∗∗
Note: ∗, ∗∗ y ∗∗∗ denota significancia al 10 %, 5 % y 1 % respectivamente.
Las otras columnas del Cuadro 1 muestran el modelo de Solow aumentado. En los modelos
no restringidos los coeficientes tienen el signo predicho por la teor´ıa y el coeficiente de autoco-
rrelacio´n espacial, ρ, es positivo y significativo. Las restricciones teo´ricas β1 = −β2 y θ2 = −θ1
no son rechazadas por los test LR (2,07 y 1,88, respectivamente) por lo que los modelos pueden
estimarse bajo la restricciones teo´ricas.
Las estimaciones de los modelos restringidos confirman el error de especificacio´n del modelo
tradicional de Solow mediante los resultados del test I de Moran. Los modelos de Solow aumen-
tado muestran un α implicado cercano a un tercio con valores significativos. Adema´s, el valor
estimado de γ es cercano a 0,5 y significativo indicando la importancia de la interdependencia
tecnolo´gica entre pa´ıses y la importancia del vecindario en la determinacio´n del ingreso real (ρ
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estimado significativo).
Finalmente, los criterios de informacio´nAIC y Entropı´amuestran preferencia por el modelo
bajo Winv y similar evidencia es mostrada por la probabilidad posterior de la estimacio´n
bayesiana. El desarrollo teo´rico del modelo de crecimiento gu´ıa la especificacio´n econome´trica
pero no resuleve la incertidumbre sobre (1) el criterio de conectividad que define que´ pa´ıses
son vecinos, y (2) el supuesto de pesos espaciales que define co´mo los vecinos se afectan entre
si. Los autores definen un criterio de conectividad basado en la distancia y plantean cierta
incertidumbre sobre la fortaleza de la interaccio´n. Ertur y Koch usaron el criterio AIC para
elegir la primera matriz y, en este ejemplo, se han agregado dos alternativas que confirman esa
eleccio´n.
5.2. Consumo de tabaco en datos de panel
Baltagi y Li (2004) explican la demanda de cigarrillos en 464 estados norteamericanos en
un periodo de 30 an˜os, desde 1963 a 1992. La variable dependiente, log(c), es el logaritmo
de la venta per ca´pita de cigarrillos en te´rminos reales, medida en paquetes de cigarrillos
por personas de 14 o ma´s an˜os. Las variables explicativas son: log(p), el logaritmo del precio
de venta promedio del paquete de tabaco y log(ing), logaritmo del ingreso disponible per
ca´pita. La matriz de pesos espaciales es especificada como una matriz de contigu¨idad binaria,
estandarizada por fila. Esta base de datos ha sido utilizada por Debarsy et al. (2012), Elhorst
(2014a) y Kelejian y Piras (2014).
La motivacio´n inicial del trabajo fue el efecto contrabando, en donde compradores de cigarri-
llos de estados limı´trofes compraban cigarrillos en los estados vecinos si el precio era ventajoso.
Esto podr´ıa ser para consumo propio o para revender en su estado de origen.
En el Cuadro 2 se presentan los resultados de modelos esta´ticos y dina´micos. De los dos
modelos esta´ticos presentados, el modelo pooled permite una primera aproximacio´n para detec-
tar la presencia de elementos faltantes como efectos espaciales, sustantivos y residuales. Esta
informacio´n es obtenida por las versiones robustas de los tests LM , LM rerror y LM
r
lag, que
detectan la omisio´n de un efecto espacial en el error o un efecto espacial en la variable depen-
diente, respectivamente. Ambos tests rechazan la hipo´tesis nula de no autocorrelacio´n residual
y sustantiva, permitiendo avanzar en la especificacio´n espacial. Adicionalmente, se testea en el
modelo pooled la significancia conjunto de efectos fijos individuales y temporales encontrando
evidencia a favor de la inclusio´n de ambos efectos.
Considerando los resultados del modelo pooled, la seleccio´n especificacio´n del modelo pue-
de seguir la secuencia de abajo hacia arriba de la Figura 1. En nuestro caso aplicaremos la
estrategia de utilizar el modelo esta´tico ma´s complejo posible, SDM , y a partir de all´ı reducir
elementos no significativos.
4Los estados omitidos son Alaska, Colorado, Hawaii, North Carolina, y Oregon.
27
Cuadro 2: Estimaciones alternativas
Modelos
Esta´ticos Dina´micos
Pooled SDM dynSDM1 dynSDM4
log(c)−1 0,87∗∗∗ 0,87∗∗∗
W × log(c)−1 0,02∗∗∗
W × log(c) 0,23∗∗∗ 0,05∗∗∗ 0,03∗∗∗
log(p) −0,86∗∗∗ −1,00∗∗∗ −0,26∗∗∗ −0,26∗∗∗
log(y) 0,27∗∗∗ 0,60∗∗∗ 0,10∗∗∗ 0,10∗∗∗
W × log(p) 0,06∗∗∗ 0,16∗∗∗ 0,16∗∗∗
W × log(y) −0,29∗∗∗ −0,02∗∗∗ −0,02∗∗∗
LMrerror 144,84
∗∗∗
LMrlag 58,26
∗∗∗
Wald (θ = 0) 16,06∗∗∗
LR (fact. com.) 8,62∗∗∗
Nota: ∗, ∗∗ y ∗∗∗ denota significancia al 10 %, 5 % y 1 % respectivamente. Los modelos SDM incluyen efectos fijos.
Los resultados del modelo esta´tico SDM se presentan en la tercera columna del Cuadro 2.
La hipo´tesis nula de θ = 0 permite ver si el modelo SDM puede ser simplifacado a un SLM ,
la evidencia del test de Wald permite rechazar la hipotesis a favor de la inclusio´n de rezagos
espaciales exo´genos. La posible reduccio´n del modelo SDM a un SEM es realizada por el test
LR de factores comunes: H0 : θ+ρβ = 0, con 2 grados de libertad. Finalmente, la significancia
del para´metro ρ̂ muestra que no es posible reducir el modelo SDM en un SLX.
Una vez detectado el modelo esta´tico final, puede procederse a intepretar los resultados. Los
coeficientes de las dos variables explicativas tienen el signo esperado con elasticidad unitaria
negativa para el precio y de 0.6 positiva para el ingreso indicando que un mayor ingreso aumenta
la demanda de cigarrillos. Comparados estos coeficientes con los obtenidos por el modelo pooled
parece claro que existe una correccio´n, sin embargo, esta comparacio´n no es va´lida debido a la
presencia del para´metro ρ. Es necesario computar los efectos marginales para proveer de una
interpretacio´n adecuada. En el Cuadro 3 se muestran los efectos marginales del modelo esta´tico
SDM basados un 1000 repeticiones. Los resultados son intepretados como de largo plazo, una
vez que la dina´mica espacial del consumo converge. El efecto de principal intere´s es el impacto
marginal indirecto del precio y como puede observarse el resultado es una elasticidad-precio
−0,21 y significativo al 5 %, evidencia que no es consistente con la hipo´tesis inicial de Baltagi
y Lee. Esto puede ser explicado por la ausencia de elementos dina´micos temporales.
Para conocer si existe dina´mica temporal, se han estimado dos versiones dina´micas del mo-
delo SDM : dynSDM1 (ecuacio´n 18) y dynSDM4 (ecuacio´n 21), ambos considerando efectos
fijos individuales y temporales. Como se muestra en el Cuadro 3, ambos modelos detectan
una alta persistencia en el consumo de cigarrillos con un coeficiente del ln (c)−1 de 0.87. Sin
embargo, el modelo dynSDM4 no detecta persistencia espacio-recursiva siendo W × ln (c)−1
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no significativo. Por lo tanto, el modelo ma´s adecuado es el dynSDM1.
Cuadro 3: Efectos directos e indirectos de modelos SDM con efectos fijos
Modelos SDM dynSDM1
Corto plazo
efecto directo log(p) −0,26∗∗∗
efecto directo log(y) 0,10∗∗∗
efecto indirecto log(p) 0,15∗∗∗
efecto indirecto log(y) −0,02∗∗∗
Largo plazo
efecto directo log(p) −1,01∗∗∗ −1,94∗∗∗
efecto directo log(y) 0,59∗∗∗ 0,78∗∗∗
efecto indirecto log(p) −0,21∗∗∗ 0,59∗∗∗
efecto indirecto log(y) −0,19∗∗∗ 0,25∗∗∗
Nota: ∗, ∗∗ y ∗∗∗ denota significancia al 10 %, 5 % y 1 % respectivamente.
Bajo este modelo final, dynSDM1, nuevamente se obtienen los efectos marginales de las
variables explicativas que se presentan en el Cuadro 3. Debido a la presencia de dina´mica
temporal es posible obtener efectos marginales de corto y largo plazo. Centrando el intere´s en
el efecto indirecto del precio, puede deducirse que efecto un efecto contrabando en el corto plazo,
elasticidad-precio 0,15 y significativa: el incremento del precio en estados vecinos aumenta el
consumo en cada regio´n. Este efecto en el largo plazo continu´a siendo positivo pero no es
significativo. En conclusio´n, existe evidencia de spillovers espaciales del precio del cigarrillo a
corto plazo.
6. Comentarios Finales
El desarrollo de la econometr´ıa espacial ha sido muy importante en los u´ltimos an˜os acom-
pan˜ando la mayor disponibilidad de informacio´n georreferenciada. El cap´ıtulo presenta los
desarrollos ma´s consolidados dentro del a´rea para datos de corte transversal y datos de panel
destacando to´picos relativos a la especificacio´n e interpretacio´n de los modelos espaciales.
Los datos espaciales presentan caracter´ısticas particulares. Los datos pueden ser continuos o
discretos, pueden provenir de agregaciones u observaciones puntuales en el espacio, la localiza-
cio´n puede ser regular o irregular, y dichas localizaciones pueden ser consideradas provenientes
de un espacio continuo o discreto. La agregacio´n altera la variabilidad e impacta en la infe-
rencia a realizar. Tambie´n el soporte de la informacio´n geogra´fica es importante cuando se
combinan diferentes tipos de datos espaciales. Estas caracter´ısticas deben ser consideradas y
las conclusiones inferenciales deber´ıan realizarse con suma cautela teniendo en cuenta la escala
de ana´lisis, ma´s au´n si estas conclusiones son orientadas a acciones pol´ıticas.
29
Un tema central en esta disciplina es la construccio´n de la matriz de pesos espaciales y
los problemas inferenciales que puede generar una mala eleccio´n. La normalidad asinto´tica y
consistencia de los estimadores esta´ bien establecida bajo el supuesto de una matriz espacial
estrictamente exo´gena. Sin embargo, cuando los pesos espaciales involucran variables endo´genas
los me´todos no son va´lidos. Algunos recientes desarrollos flexibilizan este supuesto, por ejemplo,
Kelejian y Piras (2014) proponen una matriz de pesos espaciales endo´genos instrumentalizada.
Cheng y Lee (2017) utilizan esta estrategia para desarrollar un test de endogeneidad tipo
Hausman para los pesos espaciales. Qu et al. (2017) y Qu y Lee (2017) desarrollan enfoques
de estimacio´n permitiendo correlacio´n entre el te´rmino error y las variables utilizadas en la
construccio´n de los pesos espaciales. Esta endogeneidad es solucionada utilizando el me´todo
de funcio´n de control. Estos modelos son actualmente de frontera y existen varios avances que
flexibilizan la matriz de contactos permitiendo que la misma cambie entre periodos temporales.
Los ejemplos emp´ıricos presentados en el cap´ıtulo pretenden mostrar dos v´ıas alternativas
habituales en econometr´ıa espacial aplicada. El trabajo de Ertur y Koch (2007) es un buen
ejemplo de la aplicacio´n del enfoque theory-driven y co´mo la estimacio´n final ı´ntegramente
vincula la interpretacio´n a la teor´ıa de crecimiento econo´mico. A pesar de ser un modelo
derivado desde la teor´ıa, la especificacio´n de la matriz es un a priori de los investigadores y
por ello la necesidad de comparar matrices alternativas. Esta incertidumbre esta´ presente en
todo modelo espacial y existen diferentes de alternativas que ayudan a la eleccio´n de la matriz
ma´s adecuada (ve´ase Herrera et al., 2017). El segundo caso aplicado es un ejemplo del enfoque
data-driven, explorando especificaciones espaciales alternativas y con conclusiones obtenidas del
modelo final. En este caso no hay un desarrollo teo´rico que fundamente el modelo finalmente
estimado, son los datos los que permiten adecuar la mejor especificacio´n. La interpretacio´n
de los resultados son realizados segu´n la vigente visio´n de efectos marginales simulados. La
interpretacio´n de estos efectos marginales posee un fuerte significado causal que no deja de ser
controversial y es un tema que merece un mayor debate a futuro.
Finalmente, cabe mencionar las diferentes alternativas computacionales. Bajo Matlab existe
una amplia cantidad de co´digos que cubren todo el rango de modelos presentados en el cap´ıtulo.
El programa R tiene diferentes paquetes que permiten estimar modelos de corte transversal
y paneles espaciales esta´ticos. GeoDa es un excelente programa para iniciarse en el ana´lisis
espacial, permitiendo la estimacio´n de modelos de corte transversal y paneles pooled bajo ML.
GeoDaSpace es u´til si se desea estimar modelos de corte transversal por IV/GMM . Tambie´n
existe un conjunto de opciones desarrolladas bajo Python. Finalmente, la versio´n 15 de Stata
trae incorporado un mo´dulo para ana´lisis espacial y hay una nutrida variedad de comandos
desarrollados por usuarios que cubren todo el espectro de los modelos espaciales aqu´ı analizados.
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