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Most methods of optimal control cannot obtain accurate time-optimal protocols. The quantum
brachistochrone equation is an exception, and has the potential to provide accurate time-optimal
protocols for essentially any quantum control problem. So far this potential has not been realized,
however, due to the inadequacy of conventional numerical methods to solve it. Here, using differ-
ential geometry, we reformulate the quantum brachistochrone curves as geodesics on the unitary
group. With this identification we are able to obtain a numerical method that efficiently solves the
brachistochrone problem. We apply it to two examples demonstrating its power.
PACS numbers: 03.67.Lx,02.40.-k,02.30.Yy,02.60.Pn
Given a physical quantum device, the study of how to
efficiently generate a target unitary gate is important for
both fundamental theory and quantum technology. A
powerful approach to this task is to use a time-varying
Hamiltonian [1]. A prescription for varying a Hamilto-
nian with time to obtain a desired evolution is called a
control protocol, and a protocol that achieves this task
in the minimal time is called time-optimal. Since real
systems experience noise from their environment, time-
optimal protocols often achieve superior fidelities because
they minimize the total time of exposure to decoher-
ence. Hence, constructing a time-optimal solution can be
considered as a straightforward error-minimization tech-
nique for quantum information processing [2–7]. We note
also that the technique we develop here can be used to
improve existing control designs in state-of-the-art exper-
iments [8–10].
From the point of view of numerical optimization
methods, finding accurate time-optimal protocols is dif-
ficult because it is a two-objective optimization problem:
one must maximize the gate fidelity and simultaneously
minimize the time taken by the protocol (hereafter the
“protocol time”). To find an approximate solution, on
the other hand, is relatively easy: one can minimize a
weighted sum of the two objectives [1], obtaining a sub-
optimal protocol, or perform multiple optimizations of
the gate fidelity, each for a different fixed time, to locate
a likely minimal time. But neither method provides so-
lutions of sufficient accuracy that they can be efficiently
refined further. On the other hand, general theories, such
as the Pontryagin maximum principle and the geometry
of the unitary group, can be used to obtain exact time-
optimal solutions, but are applicable only to very specific
kinds of problems and constraints [11–21]. In view of this,
the quantum brachistochrone equation (QBE) was a sig-
nificant development [22, 23]; it could potentially provide
time-optimal solutions to any accuracy, and do so un-
der two generally applicable constraints: (i) the system
has a finite energy bandwidth; (ii) the Hamiltonian is re-
stricted to a subspace of all Hermitian operators. For any
time-optimal problem in the above class, the QBE trans-
forms the optimization problem into that of solving an
ODE with boundary values. However the potential of the
QBE has not been realized because there exists no numer-
ical method that can solve a high-dimensional boundary-
value ODE problem efficiently; the traditional technique
for these problems is called the “shooting method” [24],
and it usually fails unless seeded with a guess that is suf-
ficiently close to the solution. Even for systems as small
as two qubits random guesses are not sufficient, with the
result that the QBE has been solved only for a few special
examples in which analytic solutions are possible [25–27].
Here we show that if the norm of the Hamiltonian is
bounded (other constraints may also be included, see
below) then the problem of finding a control protocol
that takes the minimum time can be transformed into a
problem of finding a shortest path. If we imagine driv-
ing a car over some smooth but undulating terrain (in
our case, a differentiable manifold), then if the speed
of the car is bounded, and we can always travel at the
maximum speed, then we get from A to B fastest by
taking the shortest route. We will see that for quan-
tum control it is possible to prove a similar result, and
thus connect the brachistochrone problem to a minimum-
distance, or geodesic problem. Our second primary result
is a numerical method, obtained by exploiting this con-
nection, that can be combined with the shooting method
to efficiently solve the brachistochrone equation. This
method also suggests a way of identifying globally time-
optimal solutions with high confidence, for which the
ar
X
iv
:1
40
8.
24
65
v1
  [
qu
an
t-p
h]
  1
1 A
ug
 20
14
2brachistochrone-geodesic connection is essential.
Preliminaries — To generate a target unitary Utg on
an n-dimensional quantum system, we need to find a
time-varying Hamiltonian H(t) =
∑
m um(t)Hm such
that U(t) satisfies the Schro¨dinger equation
U˙(t) = −iH(t)U(t) (1)
with boundary conditions U(0) = I and U(T ) = Utg
(we use units such that ~ = 1). Here {Hm} is the set
of Hamiltonian terms that we can physically implement
for the system, and {um(t)} is a set of real functions
that will constitute the control protocol. If we neglect a
global phase in Utg, we can restrict H(t) to the (n
2− 1)-
dimensional space of traceless Hermitian matrices, which
we will denote by M. We divide M into M = A ⊕ B,
where A = span{Aj} ≡ span{Hm} is the subspace of
Hamiltonians we can implement, and B = span{Bk}
is the subspace we cannot. Under the Hilbert-Schmidt
product on M, we have 〈A,B〉 = 0 and {Aj , Bk} is
an orthonormal basis for M. We consider two general
physical constraints on H. (i) the constraint above that
H(t) =
∑
j µj(t)Aj (equivalently PA(H(t)) = H(t) or
PB(H(t)) = 0 with PA and PB projectors onto A and
B, respectively); (ii) the energy of the control is bounded
via the constraint ||H(t)|| ≤ E, where || · || is the Hilbert-
Schmidt norm. In addition to (i) and (ii), another natural
constraint is that H(t) has a fixed“free drift” component
that we cannot vary. Here we restrict our analysis to
problems without free drift, but similar ideas can de ap-
plied to problems that include it.
Shortest time vs shortest distance — We now show that
a bound on the norm of the Hamiltonian is a bound on
the speed of evolution. To be precise, a bound on the
norm implies that every minimal-time path is a minimal
distance path, where distance is defined by the norm.
We can show [28] that for any curve connecting the two
fixed points I and Utg, with ||H(t)|| ≤ E, we can merely
rescale the Hamiltonian so that the norm is equal to E
at all points on the path, and the path is unchanged but
takes a shorter time. This means that every minimal-
time path has ||H(t)|| = E. Further, the length of every
minimal-time path is given by
L =
∫ T
0
||H(t)|| dt =
∫ T
0
E dt = ET, (2)
so that minimizing the duration T also minimizes the dis-
tance, L. Thus we can conclude that the minimum-time
curve must also be the minimum-distance curve connect-
ing I and Utg. Note that this is also true for any par-
ticle traveling on a manifold in which only the speed is
bounded: the shortest time is achieved by traveling at
maximal speed along the shortest path. This is why we
can say that a bound on the norm corresponds to a bound
on speed.
Brachistochrone equation — By virtue of the analy-
sis above, constraint (ii) can be replaced by the equal-
ity Tr(H2(t)) = E2. Now all our constraints are ex-
pressed in terms of equalities, and it is possible to derive
the minimum-time protocols using variational calculus
with Lagrange multipliers. We are now ready to intro-
duce the quantum brachistochrone equation that governs
time-optimal protocols under our constraints [23]:
H˙ +
∑
k
λ˙kBk = −i
∑
k
λk[H,Bk], (3)
or in component form:
µ˙j = i
∑
k′
λk′ Tr(H[Aj , Bk′ ]), (4a)
λ˙k = i
∑
k′
λk′ Tr(H[Bk, Bk′ ]). (4b)
The solution to the QBE has the two components µj(t)
and λk(t), where H(t) =
∑
A µj(t)Aj and {λk(t)} are the
adjoint Lagrange multipliers, introduced by the Hamil-
tonian constraints (ii). Together with the Schro¨dinger
equation (1), the QBE (3) defines a boundary value non-
linear ODE problem with boundary conditions I and Utg.
The time-optimal curve U(t) is uniquely determined by
the initial value
(
µ0j , λ
0
k
)
:=
(
µj(0), λk(0)
)
, and can be
written as a flow U(t) = U(µ0j , λ
0
k, t).
To solve the boundary value problem we must first
solve the ODEs in (3) and (1), parametrizing the solu-
tions as functions of
(
µ0j , λ
0
k
)
. We then solve the non-
linear equation U(µ0j , λ
0
k, T ) = Utg via a search method
for the root
(
µ0j , λ
0
k
)
. This is the so-called shooting
method[24], which works efficiently if the initial guess
for the root is sufficiently good, but fails if not. As
the dimension of the model increases, the complexity of
searching for the root increases exponentially and ran-
dom guesses become useless, as mentioned above.
Geodesic interpretation — When the control Hamilto-
nian H(t) is restricted to the subspace A, the shortest-
distance curves that can be generated from −iH(t) are
actually geodesics on SU(n) as a sub-Riemannian man-
ifold, rather than a Riemannian manifold. In a sub-
Riemannian manifold, distances are measured by al-
lowing only curves tangent to the so-called horizontal
subspaces (in this case, A). It is possible to derive
the geodesic equation on a sub-Riemannian manifold
by using a clever trick: one introduces a Riemannian
penalty metric on M [29] that in an appropriate limit
will force H(t) to stay in A. To do this we allow the
Hamiltonian to be chosen from the entire space M, so
that H =
∑
A αjAj +
∑
B βkBk. We now define a
new inner product, which we will call the q-inner prod-
uct, by 〈H1, H2〉q ≡
√∑
j α
(1)
j α
(2)
j + q
∑
β
(1)
k β
(2)
k . We
also define the q-metric for the tangent vectors at U
as 〈−iH1U,−iH2U〉U,q ≡ 〈H1, H2〉q. Accordingly, the
3length of a curve U(t) under this q-metric can be writ-
ten as L =
∫ ||H(t)||qdt. This metric applies a penalty
proportional to q to the basis operators Bk, and thus a
penalty to the forbidden subspace. In the limit q → ∞
we can expect that the geodesics resulting from the q-
metric (the “q-geodesics”) will be confined exactly to
A, and will therefore correspond to the sub-Riemannian
geodesics that we seek.
For a given q, the q-geodesics are given by the geodesic
equation, i.e., the Euler-Lagrange equation for L, which
is further reduced to the following:
Gq(H˙q) = i[Hq,Gq(H)] (5)
where Gq(Hq) = PA(Hq) + qPB(Hq). In the component
form, it reads:
α˙qj = i
∑
j′
αqj′ Tr(Hq[Aj , Aj′ ]) + i
∑
k′
qβqk′ Tr(Hq[Aj , Bk′ ])
(6a)
qβ˙qk = i
∑
j′
αqj′ Tr(Hq[Bk, Aj′ ]) + i
∑
k′
qβqk′ Tr(Hq[Bk, Bk′ ])
(6b)
Alternatively, since the q-metric is right-variant, this
geodesic equation can be derived from the Euler-Arnold
equation [30]. This was shown by Nielsen in [31], where
he used the path length in SU(n) to quantify the com-
plexity of quantum computation.
The geodesic equation (Eq.(5)) defines a family of q-
geodesics parametrized by the scalar q. The major dif-
ference between Eq.(4) and Eq.(5) is that in the latter
Hq(t) =
(
αqj(t), β
q
k(t)
)
is allowed to have components
in B, but at a cost determined by q. Focusing on the
geodesic curves with ||Hq(t)||q = E, we expect βk(t)→ 0
and ||PA(H)||HS → ||Hq||q = E, as q →∞. We thus ex-
pect to recover the brachistochrone equation from Eq.(5)
in this limit. Under the assumption that the operators
qβqk converge as q → ∞, we can prove [32] that the first
terms in the RHS of Eqs. (6a) and (6b) vanish, and in
the limit these equations reduce to:
α˙qj = i
∑
k′
qβqk′ Tr(Hq[Aj , Bk′ ]), (7a)
qβ˙qk = i
∑
k′
qβqk′ Tr(Hq[Bk, Bk′ ]) (7b)
These are identical to the brachistochrone equations (4)
with the replacement (αqj , qβ
q
k) with (µj , λk). Hence, we
have shown that the brachistochrone equation can be
considered as the limit of the geodesic equation when
q → ∞. The geometric meaning of the Lagrange multi-
pliers {λk} in Eq. (4) is now clear: they are the remaining
trails of the vanishing βqk in Hq(t) along the geodesics. As
we now show, the brachistochrone-geodesic connection
yields an efficient method to solve the brachistochrone
equation by first solving the corresponding geodesic equa-
tion.
Solving the geodesic equation — Together with the
Schro¨dinger equation (1) and the boundary conditions
U(0) = I and U(T ) = Utg, the geodesic equation (5) de-
fines a boundary-value problem for an ODE, whose solu-
tion is fully determined by the initial value H0q ≡ Hq(0).
If we scale H0q by a factor a then the total time T scales
as 1/a. For numerical purposes it is convenient to fix
T = 1 to determine H0q , and afterwards scale the latter
by E/||H0q || so that its norm is equal to E. The total
time is then T = ||H0q ||/E. For q = 1, Eq. (5) reduces
to H˙q=1(t) = 0 or Hq=1(t) ≡ H¯. That is, every geodesic
on SU(n) is an evolution under a constant Hamiltonian:
U(t) = e−iH¯t with Utg = e−iH¯ . We can find H¯ by tak-
ing the logarithm: H¯ = −i log(Utg). This solution is not
unique, however. The solution set is countably infinite:
{H¯(m) = −i log(m)(Utg)}, m = 1, 2, · · · , where log(m) de-
notes the mth branch of the logarithm.
We can now obtain the q-geodesics for q > 1 by
choosing an equally-spaced sequence {qk} with q1 = 1,
∆q = qk+1 − qk > 0. As long as ∆q is sufficiently
small, the geodesic solution for qk is sufficiently close
to the qk+1 − geodesic that we use it to obtain the lat-
ter via the shooting method. Thus, starting from each
H0q1 = H¯
(m), we can find a sequence of geodesic solutions
{H0qk} by consecutively applying the shooting method.
Notice that this reasoning holds under the assumption
that the geodesic solutions (Hq(t), Uq(t)) vary smoothly
with respect to q. In fact, so long as this is true, there
is an even better method for obtaining H0q for all q that
avoids the shooting method. According to the geodesic
deformation technique[33], used previously by Dowling
and Nielsen[34] to study the geodesic equation, when the
metric is smoothly varied, the geodesic between the two
end points is smoothly perturbed in such a way that H0q
satisfies the differential equation
dH0q
dq
= D(Uq(t), Hq(t)), (8)
where D is a functional of U(t), H(t) whose form we give
in the supplemental material. Coupled with Eqs.(1) and
(5), the above differential equation can be solved to ob-
tain H0q for q > q1. However, it is possible that a so-
lution of Eq.(8) is not defined on the entire domain of
q, which happens if D(Uq(t), Hq(t)) is undefined at some
value q = q2 > q1. In this case Eq.(8) can be used to find
H0q only up to q = q2. If, on the other hand, the solu-
tion of (8) can keep extending from q1 to q → ∞, then
we can compute H0q for any value q > q1 by integrating
Eq.(8). As mentioned above, there are many H0q1 that
can be used to find solutions for q → ∞ (βqk(t) → 0),
and it can be shown from Eq. (8) that qβqk(t) also con-
verges, and hence the geodesic curve converges to the
brachistochrone curve. In practice, there is a much more
4efficient method: once we obtain a q-geodesic for suffi-
ciently large q, this provides a sufficiently good guess for
the brachistochrone equation that it can be efficiently
solved with the shooting method.
We can now summarize our method for solving the
brachistochrone equation:
Step 1: Put all of the solutions of H¯ = −i log(Utg)
into the sequence {H¯(m)}, m = 1, 2, · · · .
Step 2: For each m: using H0q=1 = H¯
(m) as the
initial condition, solve Eq. (8), together with Eqs. (1)
and (5), to obtain the family of geodesic solutions
{H(m)q (t), U (m)q (t)} connecting I and Utg, parametrized
by q and indexed by m.
Step 3: For each m: (i) if in Step 2 we are able to solve
Eq. (8) up to a value of q for which the q-geodesic U
(m)
q (t)
is sufficiently close to the brachistochrone, then use it as
the initial guess to solve the brachistochrone equation
(Eq.(3)). (ii) If the solution to Eq. (8) terminates before
a sufficiently large value of q can be obtained (that is,
H
(m)
q cannot be calculated for q → ∞), then abandon
that solution and move to the next value of m.
A special case: When [PA(H0q=1),PB(H0q=1)] = 0 the
derivative dH0q /dq|q=1 vanishes, and we cannot obtain
H0q>1 from H
0
1 using Eq.(8). Nevertheless, for q 6= 1
but near to 1, the shooting method with a random initial
guess is still effective at solving for Hq(t) in Eq.(5). From
there we can obtain the geodesics for larger values of q
by integrating Eq.(8).
At first sight, the above method may seem inefficient
because there are an infinite number of geodesic families,
one for each m. In practice we do not need to calculate
the q-geodesics for every m to find one or more glob-
ally time-optimal protocols. Simulation results suggest
that i) within each geodesic family m that can extend
to q → ∞ the protocol time is monotonically increasing
with q, and ii) the ordering of the protocol times with
m is independent of q. Thus, if we have a rough esti-
mate T ∗ of the minimum protocol time, it is sufficient to
consider the initial solutions H¯(m) with T (m) < T ∗. As
discussed in the introduction, there are simple methods
that can be used to find rough estimates of the global
minimum time, and thus provide a T ∗. In principle,
the Hamilton-Jacobi-Bellman equation [35] could also be
used to determine which brachistochrone solution, ob-
tained numerically, corresponds to the global minimum
time.
Examples — To demonstrate our method, we consider
the following two-qubit model
H = ~
∑
l,m
ω(l)m σ
(l)
m + ~κ
∑
m
σ(1)m ⊗ σ(2)m , (9)
where σ
(l)
m , m = x, y, z, l = 1, 2 are the Pauli operators
for the lth qubit. We assume that we can vary the six pa-
rameters {ω(l)m } and the inter-qubit coupling rate κ. The
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FIG. 1. Here we show the seven control functions µk(t), k =
1, · · · , 7, that implement the minimal-time CNOT gate (solid
curves) for a given 2-qubit interaction, along with the seven
functions αk(t) for the approximate protocol which is a crucial
step in obtaining it (dashed curves). Two pairs of control
functions are identical, so only five distinct curves appear in
the plot. The approximate protocol is a geodesic for a metric
with q = 100 (see text).
accessible and forbidden spaces for this model are thus
A = span{σ(l)m , σ(1)m ⊗ σ(2)m } and B =M/A, respectively.
As our first example, we choose the target unitary, Utg,
to be a randomly selected 2-qubit operator in SU(4).
We give the explicit expression for Utg in the supple-
mental material. We first attempt to use the shooting
method to directly solve Eq.(4). We have tried one hun-
dred different randomly chosen initial guesses, and find
that every try fails. We then apply the new method pre-
sented above. We initially fix T = 1. For q = 1, solving
H0q=1 = −i log(Utg) gives a sequence of solutions {H¯(m)}
with norms in a nondecreasing order. For each H¯(m),
we integrate Eq.(8) to get the geodesic solution for suf-
ficiently large q. For H¯(1) and H¯(2), we find Eq.(8) can-
not be integrated for sufficiently high q, and hence they
have to be abandoned. For H0q=1 = H¯
(3), Eq.(8) can
be integrated from q = 1 to q = 100, with geodesic solu-
tion denoted as Hq(t), satisfying ||PB(Hq=1)||/||Hq=1|| =
0.42, and ||PB(Hq=100)||/||Hq=100|| = 0.03. Denote
the components of Hq(t) as (α
q
j(t), β
q
k(t)). Due to the
brachistochrone-geodesic connection, the geodesic curve
Hq=100(t) provides a good approximated solution for
Eq.(4): (µj , λk) ≡ (αqj , qβqk), with fidelity 0.9916, indicat-
ing that it is close to a true brachistochrone. We then use
this approximated solution to seed the shooting method
to solve Eq.(4). This attempt succeeds, resulting in a
minimum-time protocol H(t) = PA(H(t)) with infidelity
ε ≡ 1− F < 10−10 and ||H|| = 6.69, so that after rescal-
ing we obtain a protocol time of T = 6.69/E. On the
other hand, a weighted-sum optimization gives an upper
bound T ∗ = 6.8/E. Repeating the above procedure for
larger values of m, with ||H¯(m)|| < 6.8, we can numeri-
cally find other brachistochrone solutions. All those that
we have calculated give T (m) > 6.69/E. As regards the
5run-time, solving Eq.(8) from q = 1 to q = 100 took
approximately 130 minutes on our machine, and solving
Eq.(4) via the shooting method using Hq=100 took about
2 minutes.
As our second example we find a time-optimal imple-
mentation of the CNOT gate [36]. To do so we first add a
global phase of pi/4 to the standard CNOT, so that Utg =
eipi/4UCNOT is in SU(4). Since [PA(H0q=1),PB(H0q=1)] =
0, this problem is an example of the special case noted
above. We must therefore solve the geodesic equation
for a value of q′ > 1 using the shooting method. Here,
at q′ = 5, we solve Eq.(5) and obtain the geodesic solu-
tion Hq=5(t). We then integrate Eq.(8) from q = 5 to
q = 100, obtaining Hq=100(t) with a fidelity of 0.9978.
The third and final step then gives us a brachistochrone
solution H(t) with infidelity ε < 10−10 and protocol time
T = 5.75/E. We plot the 7 components (µj(t)) of the
brachistochrone H(t) in Fig. 1, along with the seven com-
ponents (αj(t)) of the geodesic solution Hq=100(t) for
comparison. We see that when q is sufficiently large, the
geodesic solution is close to the brachistochrone solution.
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6Supplement of “Quantum brachistochrone curves as geodesics:
obtaining accurate control protocols for time-optimal quantum gates”
Xiaoting Wang, Michele Allegra, Kurt Jacobs, Seth Lloyd, Cosmo Lupo, Masoud Mohseni
(Dated: August 10, 2014)
In this supplemental material, we present a detailed proof of the brachistochrone-geodesic connection, and give two examples
based on a two-qubit model demonstrating how to apply the proposed algorithm to find accurate time-optimal control protocols.
Shortest time vs shortest distance
Let (H(t), U(t)) be a control protocol satisfying constraints (i) and (ii), such that PA(H(t)) = H(t), ||H(t)|| ≤ E
and U(t) = T (e−i ∫ t0 H(t)dt) with U(0) = I, U(T ) = Utg, and T as the time-ordering operator. Define a new time
parameter s, which is a monotonic function of the old time variable t:
s(t) ≡ 1
E
∫ t
0
||H(t)||dt, or ds = 1
E
||H(t)||dt
Since s is a monotonic function of t, H(t) can be expressed a function of s: H(s) = H(t(s)). We can define new
Hamiltonian H¯ as a function of s: H¯(s) ≡ EH(t(s))||H(t(s))|| satisfying ||H¯|| = E and
T (e−i ∫ H¯(s)ds) = T (e−i ∫ EH(t)||H(t)|| 1E ||H(t)||dt) = T (e−i ∫ H(t)dt)
with U(s = 0) = U0 and U(s = s(T )) = Utg. Notice that H¯ also satisfies constraints (i) and (ii). Moreover,
s(T ) =
1
E
∫ T
0
||H(t)||dt ≤ maxt ||H(t)||
E
∫ T
0
dt ≤ T
and s(T ) < T if ||H(t)|| < E during some interval in [0, T ]. Hence, a time-optimal solution (H(t), U(t)) must satisfy
||H(t)|| ≡ E.
On the other hand, under the right-invariant norm induced by the Hilbert-Schmidt norm, the length of the curve
U(t) is
L =
∫ T
0
||H(t)|| dt =
∫ T
0
E dt = ET. (10)
Therefore, the shortest-time solution must also be the shortest-distance solution connecting I and Utg.
Euler-Lagrange equation on SU(N)
Next we show that both the brachistochrone equation and the geodesic equation can be obtained as Euler-Lagrange
equations on the differential manifold SU(N), through the variation of some action S = ∫
γ
Ldt.
The Euler-Lagrange equation is essential in variational calculus. In general, given a manifold M , the Lagrangian
L is a function defined on the tangent bundle TM . Denoting the local coordinates near a point p ∈ M as Xm(p),
and the basis of the tangent space at p as ∂
(p)
m ≡ ∂∂Xm |p, L at p can be expressed as a function of (Xm(p), Xm(p)).
Accordingly, along a curve γ(t) = Xm(t), L can be written as a function of (Xm(t), X˙m(t)). The action functional
S[γ] =
∫
γ
dt L(t) is minimized along the curve γ such that the Euler-Lagrange equations are satisfied:
d
dt
( ∂L
∂X˙m
)
=
∂L
∂Xm
In the following, we will consider M = SU(N). We consider a special type of Lagrangian that only depends on
H(t) = −iU˙(t)U(t) at every point of a curve U = U(t). This peculiar dependence ensures that the action S is
invariant under the right-translation of the curve, which considerably simplifies the equation of motion.
A local region near any point U on SU(N) can be parametrized by some coordinates Xm, and the curve U(t) within
7that region can be represented by Xm(t). Specifically, we parametrize SU(N) as U = e−iX where X is a Hermitian
matrix X =
∑
mX
mCm, where {−iCm} = {−iAj ,−iBk} is a basis of su(n), orthonormal with respect to the
Hilbert-Schmidt scalar product. For a curve U(t) = e−iX(t) we have:
U(t+ ∆t) = e−iX(t+∆t) = e−i(X(t)+X˙(t)∆t) +O(∆t2)
This formula can be reexpressed upon introducing H(t) = iU˙(t)U†(t),
U(t+ ∆t) = e−iH(t)∆te−iX(t) +O(∆t2)
Under right translations, U = e−iX 7→ UV = e−iX′ , so X and X˙ are changed as X 7→ X ′ , X˙ 7→ X˙ ′ = dX′dX X˙, but H
remains invariant, U˙V (UV )† = U˙V . In fact, H =
∑
mH
mσm can be regarded as a right-invariant representation of
the tangent vector.
The relation between H,X, X˙ can be expressed as H = φ(X, X˙) and can be computed as follows. Up to corrections
of order O(∆t2) we have:
log(e−iH∆te−iX) = −i(X + X˙∆t) +O(∆t2)
Upon using the logarithmic form of the BCH formula,
log(eAeB) = A+
adAe
adA
eadA − 1B +O(B
2)→ log(e−iH∆te−iX) = − log(eiXeiH∆t) = −iX − iadXe
iadX
eiadX − 1 iH∆t+O(∆t
2)
where adA = [A, ·] and after simple algebra we can get:
H = φ(X, X˙) = (adX)
−1i(e−iadX − 1)X˙
Suppose now that the Lagrangian depends on X and X˙ only though the combination φ(X, X˙). Then the Lagrangian
is invariant under right translations. As a particular case one may have a right-invariant metric, L(X, X˙) = g(H,H) =
g(φ(X, X˙), φ(X, X˙)) where g is a metric on su(n). The right-invariance of the Lagrangian has important consequences
as for the equations of motion. We have indeed:
∂L
∂Xm
|X0 =
∂L
∂Hr
∂Hr
∂Xm
|X0 ,
∂L
∂X˙m
|X0 =
∂L
∂Hr
∂Hr
∂X˙m
|X0
Now, because of the right invariance of H we have
∂Hr/∂Xm|X0 = ∂Hr/∂X ′m|X′0 , ∂Hr/∂X˙m|X0 = ∂Hr/∂X˙ ′m|X′0
Upon translating by eiX0(t) we can thus evaluate ∂H/∂X, ∂H/∂X˙ at the intentity I corresponding to X ′0 = 0. For
X ′ in the vicinity of the origin, we have:
adX′e
iadX′
eiadX′ − 1 = −i(1 +
i
2
adX′) +O(X ′2)
whence we can derive the relations between H and X ′:
X˙ ′ = H +
i
2
[X ′, H] +O(X ′2) (11)
H = X˙ ′ − i
2
[X ′, X˙ ′] +O(X ′2) (12)
Upon expanding the latter equation in the Pauli basis,
Hr = X˙ ′
r − i
2
[X ′, X˙ ′]r +O(X ′2) = X˙ ′r − i
2
cmnrX
′mX˙ ′n +O(X ′2)
where cmnr are the structure constants of the group (for SU(N) they are completely antisymmetric). The terms in
the Euler-Lagrange equations become:
∂L
∂X˙m
=
∂L
∂Hr
∂Hr
∂X˙m
=
∂L
∂Hr
∂Hr
∂X˙ ′m
=
∂L
∂Hm
− i
2
∂L
∂Hr
cnmrX
′n +O(X ′2)
d
dt
( ∂L
∂X˙m
)
=
d
dt
( ∂L
∂Hm
)
− i
2
d
dt
( ∂L
∂Hm
)
cnmrX
′nn − i
2
∂L
∂Hr
cnmrX˙
′n +O(X ′)
∂L
∂Xm
=
∂L
∂Hr
∂Hr
∂Xm
=
∂L
∂Hr
∂Hr
∂X ′m
=
∂L
∂Hr
(− i
2
cmnrX˙
′n +O(X ′))
8Hence, the Euler-Lagrange equations at X(t) become (taking into account X ′ = 0, X˙ ′|X′=0 = H):
d
dt
( ∂L
∂Hm
)
− i
2
∂L
∂Hr
cnmrH
n +
i
2
∂L
∂Hr
cmnrH
n = 0
Upon introducing Fm ≡ ∂L∂Hm , and using cmnr = −cnmr, we get:
F˙m − iF rcnmrHn = 0 (13)
or, using F =
∑
m F
mCm, H =
∑
mH
mCm, and F rcnmrH
n = F rcrnmH
n = [F,H]m, we have
F˙ = −i[H,F ] (14)
As the first example, let’s derive the brachistochrone equation under constraints (i) and (ii). The admissible
Hamiltonian H(t) is within the subspace A satisfying ||H|| = E, with M = A ⊕ B. The action functional for total
time under the constraints can be chosen as: S =
∫ T
0
L dt, with
L = 1 + 1
2
λ0
(
Tr(H2)− E2)+∑
k
λk Tr(HBk)
where {λ0, λj} are Lagrange multipliers, and {Bk} is the basis of B. From F ≡ ∂L∂H = λ0H+
∑
k λkBk, Eq. (14) gives:
λ˙H + λH˙ +
∑
k
λ˙kBk = −i[H,
∑
k
λkBk]
Multiplying by H and taking the trace of the two sides, we find λ˙E2 + λTr(H˙H) = 0. From Tr(H2) = E2, we have
Tr(H˙H) = 0, and hence we have λ˙ = 0 or λ being a constant. We can rescale λj such that λ0 can be chosen to be 1,
and then the above equation becoms:
H˙ +
∑
k
λ˙kBk = −i[H,
∑
k
λkBk] (15)
which is the quantum brachistochrone equation originally derived in [23].
As the second example, we discuss the geodesic equation for the q-metric as defined in the main paper. Under the
q-metric, the length of a curve U(t) can be written as:∫ T
0
〈H(t), H(t)〉q dt
For a rescaled Lagrangian L = 12 〈H,H〉q = 12 Tr(HGq(H)) where Gq(H) ≡ PA(H) + qPB(H), we have F ≡ ∂L∂H =Gq(H) =
∑
A αjAj + q
∑
B βkBk. Then Eq.(14) becomes:
Gq(H˙q) = i[Hq,Gq(H)] (16)
where the index q indicates that the extremal solution (Uq(t), Hq(t)) is under the given q-metric. This is the geodesic
equation, which is equivalent to the Euler-Arnold equation originally derived in [31]. For different values of q, the
geodesic solutions are different, but we can smoothly vary a geodesic curve over different values of q. This is commonly
known as geodesic variation or deformation technique, and will be discussed in the following.
Brachistochrone-geodesic connection
Under constraints (i) and (ii), we assume H(t) has a decomposition H(t) =
∑
j µj(t)Aj , where {Aj} forms a basis
for the physical accessible subspace A and {Bj} is the basis for the forbidden subspace B.
For the brachistochrone equation (15), multiplying by Aj and Bk respectively on both sides and tracing, we get the
component form of the brachistochrone equation:
µ˙j = i
∑
k′
λk′ Tr(H[Aj , Bk′ ]) (17a)
λ˙k = i
∑
k′
λk′ Tr(H[Bk, Bk′ ]) (17b)
9Under the q-metric, let the geodesic solution be Hq(t) =
∑
j α
q
j(t)Aj +
∑
k β
q
j (t)Bk, Analogously, multiplying by Aj
and Bk respectively on both sides of Eq.(5) and tracing, we get the component form of the geodesic equation:
α˙qj = i
∑
j′
αqj′ Tr(Hq[Aj , Aj′ ]) + i
∑
k′
qβqk′ Tr(Hq[Aj , Bk′ ]) (18)
qβ˙qk = i
∑
j′
αqj′ Tr(Hq[Bk, Aj′ ]) + i
∑
k′
qβqk′ Tr(Hq[Bk, Bk′ ]) (19)
For different values of q, there are different geodesic solutions (αqj , β
q
k) that connect I and Utg. When q → ∞, in
order to have well-defined limiting solutions, (αqj , β
q
k) must converge to finite values. Actually, for (α
q
j) to converge, a
stronger convergence condition on (βqj ) is required. Define
Λqk(t) = qβ
q
k(t)
As q →∞, Λqk(t) either diverges or converges to a finite value. If Λqk(t) diverges, according to the above equation, α˙qj
also diverges, so that αqj has no well-defined limit. Hence (α
q
j) coverges only if Λ
q
k(t) converges as q → ∞, which is
equivalent to βqk = O( 1q ). To sum up, we make the following stronger assumption:
(A1) (αqj ,Λ
q
k) ≡ (αqj , qβqk) converge as q →∞.
Consider the first term in (18). It can be rewritten as
i
∑
j′l
αqj′α
q
l Tr
(
Al[Aj , Aj′ ]
)
+ i
∑
j′m
αqj′β
q
m Tr
(
Bm[Aj , Aj′ ]
)
,
whose first term can be rewritten as
i
∑
j′l
αqj′α
q
l Tr
(
Al[Aj , Aj′ ]
)
= iTr
(∑
j′l
αqj′α
q
l [Al, Aj′ ]Aj
)
By antisymmetry,
∑
j′l α
q
j′α
q
l [Al, Aj′ ] vanishes and we are left with
i
∑
j′m
αqj′β
q
m Tr(Bm[Aj , Aj′ ])
In the limit, q → ∞, under the assumption that βqm = O(1/q) , this term converges to 0. Hence, under (A1), in the
limit q →∞ the first term of (18) converges to zero and (18) is reduced to:
α˙qj = i
∑
k′
Λqk′ Tr(Hq[Aj , Bk′ ])
Next, consider the first term in equation (19). It can be rewritten as
i
∑
j′l
αqj′α
q
l Tr(Al[Bk, Aj′ ]) + i
∑
j′m
αqj′β
q
m Tr(Bm[Bk, Aj′ ])
The first term can be rewritten as
i
∑
j′l
αqj′α
q
l Tr(Al[Bk, Aj′ ]) = iTr(
∑
j′l
αqj′α
q
l [Al, Aj′ ]Bk)
By antisymmetry,
∑
j′l α
q
j′α
q
l [Al, Aj′ ] vanishes and we are left with
i
∑
j′m
αqj′β
q
m Tr(Bm[Bk, Aj′ ])
In the limit, q → ∞, under the assumption that βqm = O(1/q) , this term converges to 0. Hence, under (A1), in the
limit q →∞ the first term of (19) converges to zero and (19) is reduced to:
Λ˙qk = i
∑
k′
Λqk′ Tr(Hq[Bk, Bk′ ]) (20)
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To sum up, as q → ∞, under the assumption βqk = O( 1q ) for any Bk ∈ B, the geodesic equation converges to the
following equation:
α˙qj = i
∑
k′
Λqk′ Tr(Hq[Aj , Bk′ ]) (21a)
Λ˙qk = i
∑
k′
Λqk′ Tr(Hq[Bk, Bk′ ]) (21b)
which have the same form of the brachistochrone equations (17) upon replacing (αqj ,Λ
q
k) with (µj , λk). Thus, we have
shown that the quantum brachistochrone equation can be considered as the limit of a bundle of geodesic equations,
parametrized by q, under the assumption that βqk = O( 1q ) and αqj converges as q → ∞. Moreover, if (αqj , βqk) is the
corresponding solution of the geodesic equation for a sufficiently large q, then (αqj ,Λ
q
k) = (α
q
j , qβ
q
k) approximates the
solution (µj , λk) for the corresponding limiting brachistochrone equation.
Geodesic deformation technique
The following derivation was originally given in [34]. For a given value q, let Uq(t) and Hq(t) satisfy the geodesic
equation that connects I and Utg. We aim to express the geodesic Uq+dq(t) and Hq+dq(t) for the value q + dq, based
on Uq(t) and Hq(t). Let us assume there is a matrix function J(t) such that the relation between Uq(t) and Uq+dq(t)
can be written as:
Uq+dq(t) = Uq(t)e
−iJ(t)dq
where J(0) = J(T ) = 0 so that Uq+dq(t) also connects I and Utg. From this relation and the Schrodinger equation,
U˙q(t) = −iHq(t)Uq(t)
U˙q+dq(t) = −iHq+dq(t)Uq+dq(t),
we have
U˙q+dq(t) = U˙q(t)e
−iJ(t)dq + Uq(t)
(− idqJ˙(t) +O(dq2)),
which gives
−iHq+dq(t)Uq+dq(t) = −iHq(t)Uq+dq(t) + Uq(t)
(− idqJ˙(t) +O(dq2)).
Hence, we have
− iHq+dq(t) = −iHq(t) + Uq(t)
(− idqJ˙(t))U†q+dq(t) +O(dq2) = −iHq(t) + Uq(− idqJ˙(t))U†q +O(dq2)
and taking the limit dq → 0 we obtain
dHq(t)
dq
= Uq(t)J˙(t)U
†
q (t) ≡ K(t) (22)
where for simplicity we have defined a new operator K(t) = Uq(t)J˙(t)U
†
q (t). In particular, we have J˙(0) = K(0) =
dHq(0)
dq . Notice that from the definition, both J(t) and K(t) are also functions of q, but for simplicity we will omit
these lower indices in the following. Moreover, defining a superoperator Fq = PA + q−1PB, i.e., Fq = G−1q , we can
rewrite the geodesic equation (16) as
H˙q = −iFq([Hq,Gq(Hq)])
where Hq(t) is the Hamiltonian of the geodesic curve Uq(t), under the given q-metric. Plugging it into (22), we find
K˙ =
d
dq
H˙q(t) = −i d
dq
(
Fq
(
[Hq,Gq(Hq)]
))
= −i
(
Fq
(
[K,Gq(Hq)] + Fq
(
[Hq,Gq(K)]
))− i(Fq([Hq,PB(Hq)])− 1/q2PB([Hq,Gq(Hq)]))
≡ A(q,Hq,Fq,Gq,K) +M(q,Hq,Fq,Gq)
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where A(q,Hq,Fq,Gq,K) is homogeneous and linear in K, while M(q,Hq,Fq,Gq) is an inhomogeneous term which is
not a function of K. Thus we have derived a first-order ODE for K(t), which is essentially a second order ODE for
J(t). We can express the solution K(t) using a notation borrowed from dynamical systems. Since the above equation
is a first-order linear equation for K(t), we can define a linear operator Kt such that Kt(K(0)) ≡ K(K(0), t) = K(t)
is the solution of the homogenous part of the above ODE. Then the solution of the entire equation including the
inhomogeneous part M(t) ≡M(q,Hq,Fq,Gq) = −iF2q
(
[PA(Hq),PB(Hq)]
)
can be written as:
K(t) = Kt(K(0)) +Kt
(∫ t
0
dsK−1s
(
M(s)
))
Next we substitute the expression of K(t) into the integration form of J˙(t) = U†q (t)K(t)Uq(t):∫ T
0
dtU†q (t)K(t)Uq(t) = J(T )− J(0) = 0
and we get: ∫ T
0
dtU†q (t)Kt(K(0))Uq(t) = −
∫ T
0
dtU†q (t)Kt
(∫ t
0
dsK−1s
(
M(s)
))
Uq(t)
where we have used the condition J(T ) = J(0) = 0. Let us define a linear operator JT , acting on K(0):
JT
(
K(0)
)
=
∫ T
0
dtU†q (t)K(t)Uq(t)
If JT has an inverse, then we can express K(0) as:
K(0) = −J−1T
[ ∫ T
0
dtU†q (t)Kt
(∫ t
0
dsK−1s
(
M(s)
))
Uq(t)
]
Moreover, we can further simplify the expression of the above right hand side. For q = 1, the geodesic solution
becomes a constant, Hq=1(t) = Hq=1(0), and Fq=1 and Kt are the identity operator; for q > 1, we have the identity:
U†q (t)Gq(Hq(t))Uq(t) = Gq(Hq(0)). Finally, together with the fact that J˙(0) = K(0) = dHq(0)dq , we obtain Eq.(8) as:
dHq(0)
dq
= D(Uq(t), Hq(t)) ≡
 J
−1
T
( ∫ T
0
dtU†q (t)it[PA(Hq),PB(Hq)]Uq(t)
)
, q = 1;[
J−1T
(Gq(Hq(0)))T − Gq(Hq(0))]/(q(q − 1)), q > 1. (23)
Numerical examples
As illustrated in the main paper, we consider a two-qubit model with the following Hamiltonian, bounded by energy
E:
H = ~
∑
l,m
ω(l)m σ
(l)
m + ~κ
∑
m
σ(1)m ⊗ σ(2)m (24)
where σ
(l)
m , m = x, y, z, l = 1, 2 are the Pauli operators for the lth qubit. Define A = span{σ(l)m , σ(1)m ⊗ σ(2)m } and
B = M/A, with dimA = 7 and dimB = 8. Let {Aj , Bk} be the orthonormal basis for M = A ⊕ B. From
controllability results, it can be shown that H(t) ∈ A is sufficient to generate arbitrary unitary gate in SU(4). Instead
of directly solving the brachistochrone equation, which is extremely difficult, we will first solve the corresponding
geodesic equation. So we relax the condition H ∈ A and assume H(t) can be chosen from the entire space. Under the
q-metric, we look for the geodesic solution Hq(t) = (α
q
j(t), β
q
k(t)) for sufficiently large q, which then provides a good
approximated solution for the corresponding brachistochrone equation. Then solving the brachistochrone equation
becomes efficient.
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Example 1: Utg as a random unitary gate.
We randomly choose a generic Utg ∈ SU(N), which is in the following form:
Utg =

−0.1479 + 0.3562i 0.0477− 0.1303i 0.0508− 0.7344i −0.1364− 0.5210i
−0.0857 + 0.3357i −0.4268 + 0.0635i 0.5410 + 0.1276i −0.5788 + 0.2233i
−0.7706 + 0.0735i −0.1654 + 0.4709i −0.3602− 0.0343i 0.0397 + 0.1390i
0.3442− 0.1166i −0.2479 + 0.6957i 0.0372 + 0.1300i −0.0088− 0.5515i
 (25)
For a fixed total time T = 1, we can find the geodesic solution for q = 1, through solving H0q=1 = −i log(Utg). We
get a sequence of solutions {H¯(m)} with their norms in a nondecreasing order. The first four solutions of {H¯(m)} are
listed in Table I.
Next, for each H¯(m), we apply geodesic deformation technique to solving Eq.(23) and find the geodesic solution
Hq(t) for q > 1. For H¯
(1) and H¯(2), we find that Eq.(23) can only be integrated to a finite value q, and hence we have
to abandon these two branches.
For H¯(3) and H¯(4), we can integrate Eq.(23) from q = 1 to q = 100. For example, for H0q=1 = H¯
(3):
H¯(3) =

−0.2920 −0.1913 + 0.2159i −0.7479− 0.8110i 0.5540− 0.5108i
−0.1913− 0.2159i −0.2216 0.5196− 0.3685i −1.4427− 0.6584i
−0.7479 + 0.8110i 0.5196 + 0.3685i −1.1955 0.0063 + 0.2534i
0.5540 + 0.5108i −1.4427 + 0.6584i 0.0063− 0.2534i 1.7091

We can find H0q=100 from H
0
q=1 by integrating Eq.(23), with simulation results illustrated in Table II. The fidelity
of a geodesic solution Hq(t) is defined as the final gate fidelity under the Hamiltonian control H(t) ≡ PA(Hq(t)).
From H0q=100 =
(
αq=100j (0), β
q=100
k (0)
)
, we get an approximated solution
(
µj(0), λk(0)
)
=
(
αq=100j (0), qβ
q=100
k (0)
)
of
Eq.(17), with a final gate fidelity 0.9916. This approximated solution can then be used to seed the shooting method
to solve Eq.(17), giving a final gate infidelity as small as we like. For example, the brachistochrone solution H(t) as
shown in Table II has an infidelity less than 10−10, and ||H(t)|| = 6.69 for T = 1. Hence, after rescaling we obtain an
optimal protocol time T = 6.69/E.
Starting from H(4), we can find a brachistochrone solution with ||H(t)|| = 7.49 for T = 1, with the optimal protocol
time 7.49/E after rescaling. On the other hand, using weighted-sum optimization we find a rough upper bound
T ∗ = 6.8/E for global optimal time. Repeating the above procedure for other larger values of m, with ||H¯(m)|| < 6.8,
we find other brachistochrone solutions, but all with Tm > 6.8, implying that T = 6.69/E is very likely to be the
global minimum time.
Example 2: Utg as the CNOT gate.
Let’s consider the target gate to be the CNOT gate:
Utg =
√
2
2
(1− i)

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

where the global phase is added such that Utg ∈ SU(2).We fix the total time T = 1. At q = 1, we have H0q=1 =
i log(Utg), which gives [PA(H0q=1),PB(H0q=1)] = 0. This is the special case we mentioned in the main paper, and in
order to solve Eq.(23) we need to find H0q at a value q > 1. For example, at q = 5, shooting method is still efficient
to give a sequence of solutions {H(m)q=5(0)} with their norms in a nondecreasing order. For each m, we can apply the
deformation technique in order to find the geodesic solution at large q. For m = 1, starting from H0q=5 = H
(1)
q=5(0), we
can find H0q=100 by integrating Eq.(23), with simulation details illustrated in Table III. H
0
q=100 corresponds to a final
gate fidelity of 0.9978, and the approximated brachistochrone solution gives fidelity of 0.9974. From there, we can
seed the shooting method to find the accurate brachistochrone solution, with an optimal protocol time 5.75/E. On
the other hand, from weighted-sum optimization, we get an upper bound of the global minimum time, T ∗ = 5.8/E,
which will help identify the global time-optimal solution from numerics through comparison.
13
m H¯(m) = (αj , βk) ||H¯(m)|| α
1 (0.3274 0.4584 0.5397 1.1585 0.1866 0.5210 0.8587 0.2493 -0.0365 -0.9354 0.3499 -1.4261 1.0149 -0.3798 1.0106) 2.8783 -1
2 (-0.7359 -0.2306 -1.3681 -0.9518 1.8213 -1.7732 0.0636 -1.0186 0.1108 -0.0134 -1.0328 0.2993 -0.6518 -0.0979 -0.0463) 3.5328 i
3 ( 1.4181 -0.1850 -0.4693 -1.4876 -2.1906 1.4694 -0.5136 0.8793 -0.1975 0.1424 0.0375 0.6948 0.1526 0.3121 -1.0264) 3.7671 -i
4 (-1.2809 -0.4489 1.2508 0.5144 -0.4232 -0.3323 -1.3300 -0.1244 0.1477 1.8407 0.6265 1.8334 -1.4321 0.5882 -0.9263) 4.0205 1
...
...
...
...
TABLE I. Different solutions H¯(m) = (αj , βk) for H
0
q=1 = −i log(Utg) with Utg in (25).
q Geodesic solution: Hq(0) = (α
q
j(0), β
q
k(0)), j = 1, · · · , 7, k = 1, · · · , 8 Fidelity
1 (1.2200 -0.1238 -0.6603 -1.3985 -2.4579 1.6768 -0.7312 0.4938 0.4424 0.2142 0.1968 0.4047 -0.3723 -0.0584 -0.6108) 0.7612
2 (0.9034 0.0337 -0.6488 -1.3562 -2.6288 1.7150 -0.8652 0.3377 0.4857 0.1816 0.2110 0.3417 -0.4431 -0.1047 -0.5384) 0.7818
3 ( 0.5851 0.1617 -0.6198 -1.3278 -2.7493 1.7308 -0.9837 0.2508 0.4839 0.1704 0.2044 0.3025 -0.4521 -0.1243 -0.5086) 0.7992
4 (0.2747 0.2575 -0.5888 -1.3071 -2.8308 1.7388 -1.0848 0.1920 0.4702 0.1691 0.1929 0.2698 -0.4434 -0.1351 -0.4932 ) 0.8146
5 ( -0.0214 0.3244 -0.5592 -1.2916 -2.8822 1.7421 -1.1688 0.1478 0.4525 0.1719 0.1804 0.2403 -0.4290 -0.1405 -0.4839) 0.8282
...
...
...
39 ( -2.9985 -0.0496 0.8486 -0.3773 -2.3631 0.4896 -2.4435 -0.0778 0.2137 0.1445 -0.0258 -0.0327 -0.1844 -0.0185 -0.4464) 0.9266
40 (-2.9972 -0.0388 0.8888 -0.3574 -2.3680 0.4507 -2.4622 -0.0787 0.2103 0.1420 -0.0280 -0.0340 -0.1811 -0.0166 -0.4463) 0.9273
...
...
...
59 (-2.8716 1.2846 -0.6363 -0.8567 -3.2048 2.0340 -1.4730 -0.1193 0.0566 0.0177 -0.0016 0.0213 -0.0884 0.0074 -0.3967) 0.9559
60 ( -2.8693 1.2953 -0.6781 -0.8527 -3.2025 2.0753 -1.4622 -0.1201 0.0526 0.0151 -0.0002 0.0237 -0.0866 0.0068 -0.3932) 0.9567
99 (-3.5774 0.5188 -2.4764 -0.0207 -1.7913 3.8783 -1.1532 -0.0784 0.0019 -0.0244 0.0471 0.0426 -0.0362 0.0193 -0.1488) 0.9920
100 (-3.5776 0.4989 -2.4919 -0.0148 -1.7645 3.8928 -1.1452 -0.0774 0.0019 -0.0246 0.0471 0.0421 -0.0356 0.0192 -0.1465) 0.9922
Brachistochrone solution: (H(0), λqk(0)) = (µ
q
j(0), λ
q
k(0)), j = 1, · · · , 7, k = 1, · · · , 8 Fidelity
approx. ( -3.5776 0.4989 -2.4919 -0.0148 -1.7645 3.8928 -1.1452 -7.7391 0.1918 -2.4552 4.7084 4.2111 -3.5625 1.9163 -14.6530) 0.9916
exact (-4.0194 0.1372 -2.8829 0.2481 -1.0109 4.2998 -0.8674 -6.7600 0.0926 -3.0355 5.9394 3.5790 -2.7144 3.3526 -9.7607) 1
TABLE II. For Utg in (25), geodesic solutions Hq(0), q = 1, · · · , 100, are calculated by integrating Eq.(23) from H0q=1 = H¯(1).
The brachistochrone solution H(t) is found using shooting method with the good approximated solution derived from Hq=100(t).
q Geodesic solution: Hq(0) = (α
q
j(0), β
q
k(0)), j = 1, · · · , 7, k = 1, · · · , 8 Fidelity
5 (-0.2517 1.5660 0.3099 -0.1429 -0.1428 -0.3098 1.5660 0.0624 -1.5488 -0.0535 -0.0624 0.0302 0.0535 0.0004 -0.0008) 0.5110
6 ( -0.5907 1.5092 0.9173 -0.3865 -0.3863 -0.9173 1.5092 0.1531 -1.4052 -0.2006 -0.1531 0.0418 0.2006 -0.0095 0.0163) 0.5725
7 ( -0.6899 1.4049 1.2875 -0.4685 -0.4684 -1.2875 1.4049 0.1840 -1.2924 -0.2869 -0.1840 0.0368 0.2869 -0.0125 0.0215) 0.6106
8 (-0.6641 1.0984 1.8222 -0.4269 -0.4269 -1.8222 1.0984 0.2278 -1.1489 -0.3584 -0.2278 0.0371 0.3584 -0.0066 0.0115) 0.6531
9 (-0.1509 0.0516 2.7287 0.0356 0.0353 -2.7287 0.0514 0.3031 -0.7892 -0.3732 -0.3031 0.0381 0.3732 0.0172 -0.0297) 0.7752
...
...
...
29 ( -0.1255 -1.6023 3.2449 0.8386 0.8387 -3.2449 -1.6022 0.1118 -0.1267 -0.1143 -0.1118 0.0653 0.1143 0.0385 -0.0666) 0.9848
30 (-0.1626 -1.6094 3.2497 0.8419 0.8419 -3.2497 -1.6093 0.1083 -0.1222 -0.1106 -0.1083 0.0654 0.1106 0.0382 -0.0661) 0.9857
...
...
...
99 (-1.7415 -1.5536 3.2860 0.7932 0.7933 -3.2860 -1.5535 0.0331 -0.0403 -0.0363 -0.0331 0.0465 0.0363 0.0223 -0.0386) 0.9977
100 (-1.7644 -1.5519 3.2827 0.7921 0.7921 -3.2827 -1.5519 0.0328 -0.0399 -0.0359 -0.0328 0.0464 0.0359 0.0222 -0.0384) 0.9978
Brachistochrone solution: (H(0), λqk(0)) = (µ
q
j(0), λ
q
k(0)), j = 1, · · · , 7, k = 1, · · · , 8 Fidelity
approx. (-1.7644 -1.5519 3.2827 0.7921 0.7921 -3.2827 -1.5519 3.2827 -3.9922 -3.5942 -3.2827 4.6402 3.5942 2.2177 -3.8412) 0.9974
exact (-3.5651 -1.2154 2.8937 0.5839 0.5839 -2.8937 -1.2154 2.8937 -4.8797 -3.9232 -2.8937 7.3429 3.9232 3.2361 -5.6051) 1
TABLE III. First, for Utg as the CNOT gate, geodesic solution Hq=5(0) is calculated using shooting method. Then Hq(0),
q = 5, · · · , 100, are calculated by integrating Eq.(23). Finally from the brachistochrone-geodesic connection, an accurate
brachistochrone solution H(t) is found, with ||H(t)|| = 5.75.
