The paper describes a new regression method for creating polynomial models. The method combines numerical and symbolic regression. Genetic programming finds the form of polynomial expressions, and least squares optimization finds the values for the constants in the expressions.
INTRODUCTION
The method for symbolic regression proposed by Koza (1992) is an alternative approach to curve fitting. The technique creates mathematical expressions to fit a set of data points using the evolutionary process of genetic programming. Like all evolutionary computing techniques symbolic regression manipulates populations of solutions (in this case mathematical expressions) using operations analogous to the natural evolutionary processes that operate in living organisms. The genetic programming procedure mimics natural selection as the 'fitness' of the solutions in the population improves through successive generations. The term 'fitness' in this instance refers to a measure of how closely expressions fit the data points.
Symbolic regression is based on genetic programming, which is similar to the technique of genetic algorithms.
Genetic algorithms evolve solutions to a given problem, while genetic programming aims at evolving computer programs that solve a given type of problem. Genetic algorithms typically organize data in linear strings of fixed length in which different genes occupy different fields.
Genetic programming uses a more flexible tree structure to represent computer programs. The length or depth of the trees can vary as programs evolve. The structure of the tree is reflective of the hierarchical structure of the computer programs they represent. Symbolic regression limits the structure of evolving programs to mathematical expressions only. The paper assumes the reader is familiar with genetic programming and symbolic regression. A substantial body of work exists that describes these methods in detail (Koza 1992 (Koza , 1994 Kinnear 1994) . A variety of applications have been presented since these early works and hydroinformatics has started to benefit from the use of genetic programming (Babovic 1996 
METHOD Improving on ephemeral random constants
The original symbolic regression method makes use of 'ephemeral random constants' (Koza 1992) 1. The regression problem is more difficult to solve.
Rather than finding the form of the expression alone, the method must also find expressions that produce the required parameter values from a limited set of available constants. Incorporating a method to obtain the optimal parameters through numerical regression techniques may be an obvious approach to symbolic regression. However, the complex forms of expressions that genetic programming generates makes this approach difficult. As mentioned previously, the method makes use of a rule-based component to perform the necessary algebraic manipulation. Figure   1c at the nodes shown enclosed in squares. The rule base is used again to remove any redundancies in the expression producing the expression shown in Figure 1d . Figure 1d shows parameter values found through least squares optimization as lozenge-shaped nodes.
Usually the genetic programming operators of crossover and mutation require that all multiplication and addition operators take two arguments only. Problems occur with genetic programming operators if the power operator is allowed to remain in the expressions as well.
A procedure (referred to as 'Procedure 2') expands all powers to repeated multiplication operations and introduces addition and multiplication operators where required to convert the expressions to the form in which these operators take only two arguments. Figure 1e represents the final expression as it would appear in the population during symbolic regression. As a function of the length of the expression (the number of nodes in the parse tree) the number of degrees of freedom of this worst-case condition is:
where df is the number of degrees of freedom of the expanded polynomial; and l is the length of the expression. The program maintains copies of the best solutions encountered for each expression length from 2 to the maximum of 14 terms. Figure 3 shows the best MSE (mean squared error) values obtained after 100 generations. Table 1 is the best approximation. Haaland (1983) provides Equation 7 as an explicit approximation to the ColebrookWhite formula below. In comparison to Equation 7 the 14-term polynomial is 33% more accurate over the selected region when the predicted values are transformed back to the original scale (using the inverse of Equation 6 to obtain f from ŷ ). The largest absolute value of error of the 14-term polynomial over 100 selected data points was 0.000194 while the absolute value of error for Equation 7
was 0.000208. The sum of absolute values of errors for the 100 data points was 0.002967 for the 14-term polynomial and 0.00455 for Equation 7.
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Figure 3 | Trade-off between accuracy and complexity of best solutions. 
DISCUSSION
In earlier work Watson & Parmee (1996) used a modified symbolic regression algorithm to find an explicit approximator function for the Colebrook-White formula. The modification to the algorithm was the incorporation of micro-evolution to improve on ephemeral random constants. Appendix B explains micro-evolution and disadvantages with the approach. Watson & Parmee (1996) compared their best result with Haaland's equation. However, they incorrectly report an inaccurate version of Haaland's formula with a value 3.6 in place of the value of 1.8 in Equation 7. Unfortunately Equation 8, the best solution offered by Watson & Parmee (1996) , is similarly inaccurate. The sum of the absolute value of error for the 100 data points for Equation 8 is 2.296928. 
APPENDIX A. OPERATORS AND PROCEDURES

New operators
In addition to the problems of exponential growth in the number of terms in polynomials and the potential for under-determined functions, there are other problems associated with the conventional genetic programming operators of crossover and mutation. The conventional genetic programming crossover operator splits a parse tree at any possible location creating a sub-tree and super-tree.
Crossover randomly selects the location for splitting in two parent solutions and creates offspring by combining the super-tree from one parent with the sub-tree of the other. The method is described in greater detail in Koza (1992) . The difficulty with this approach when applied to polynomial expressions is that the offspring usually bear little resemblance to the parent expressions from which they derive, particularly if the expressions then undergo algebraic manipulation. The same is true of the commonly used mutation operators of allele and shrink mutation, described in Koza (1992) . The symbolic regression method described in the paper makes use of new operators of crossover and mutation specifically designed to preserve polynomial terms as they are transferred from parent to descendant solutions. These operators ensure descendant solutions consist of the same powers and cross-products of independent variables as are found in the parent solutions. As with 'add' crossover the operation requires the specification of a maximum number of terms. However, the maximum number of terms for this operator does not remain constant throughout the execution of the program.
Normally the maximum number of terms is specified at a low number and gradually increased to the maximum specified for 'add' crossover. The next section, which describes the method for generating the starting population, explains the reason for the gradual increase in the maximum number of terms.
The 'set' crossover operation generates a random number between 1 and the maximum number of terms.
This number specifies the number of terms the operation will take from the first parent. For the parent solutions in Experience has shown that when the maximum number of terms is low (six or less) the resulting child solution usually has the maximum number of terms. As the maximum is increased above eight, solutions rarely have the maximum number of terms. The smaller number of terms is likely due to two reasons: (1) the second parent solution may not have enough terms to make up the full complement; and/or (2) the rule base reduces common terms in the contribution of both parents.
Backward Elimination
Backward elimination is not an evolutionary procedure, but rather, it is a statistical procedure commonly used within the method of stepwise regression, described in Draper & Smith (1998) , to eliminate non-significant terms. 
Procedure for Generating the Starting Population
The method creates the starting population by an exhaustive search of all expressions of the form below: 
APPENDIX B. DISADVANTAGES OF MICRO-EVOLUTION
The approach Watson & Parmee (1996) 
