The aspect-based sentiment analysis (ABSA) task remains to be a long-standing challenge, which aims to extract the aspect term and then identify its sentiment orientation. In previous approaches, the explicit syntactic structure of a sentence, which reflects the syntax properties of natural language and hence is intuitively crucial for aspect term extraction and sentiment recognition, is typically neglected or insufficiently modeled. In this paper, we thus propose a novel dependency syntactic knowledge augmented interactive architecture with multi-task learning for end-to-end ABSA. This model is capable of fully exploiting the syntactic knowledge (dependency relations and types) by leveraging a well-designed Dependency Relation Embedded Graph Convolutional Network (DREGCN). Additionally, we design a simple yet effective message-passing mechanism to ensure that our model learns from multiple related tasks in a multi-task learning framework. Extensive experimental results on three benchmark datasets demonstrate the effectiveness of our approach, which significantly outperforms existing state-of-the-art methods. Besides, we achieve further improvements by using BERT as an additional feature extractor.
Introduction
The aspect-based sentiment analysis (ABSA) is a long-challenging task, which consists of two subtasks: aspect term extraction (AE) and aspect-level sentiment classification (AS). The AE task aims to extract aspect terms from the given text. The goal of the AS task is to detect the sentiment orientation over the extracted aspect terms. For example, in Figure 1 , there are two aspect terms mentioned in the sentence, namely, "coffee" and "cosi sandwiches", towards which the sentiment polarity is positive and negative, respectively. For the overall ABSA task, previous work has shown that the joint approaches can achieve better results than pipeline or integrated methods , since the joint approaches can sufficiently model the correlation between the two subtasks, i.e., AE and AS. However, these models are typically insufficient for modeling the syntax information, which reveals internal logical relations between words and thus is intuitively pivotal to the ABSA task. For instance, in Figure 1 , 1) given "sandwiches" as a part of an aspect term, "cosi" can also be extracted as a part of the aspect term through the dependency relation type compound with "sandwiches", and thus constitutes a complete aspect term with "sandwiches", namely, "cosi sandwiches"; 2) after the aspect term being extracted, the sentiment polarity of "cosi sandwiches" can be easily classified as negative due to the opinion word "overpriced", which is pointed out by the dependency relation: sandwiches amod − −− → overpriced (amod means adjectival modifier); 3) for the sentiment orientation of another aspect term, the opinion word "better" indicates that the sentiment polarity of "coffee" is positive through the multi-level dependency relation: cof f ee nsubj −−−→ is attr − − → deal amod − −− → better. Clearly, for the sentiment orientation of multiple aspects, the model will be not confused if differentiated dependency relation paths are considered appropriately. Therefore, a syntax-independent encoder may not encode such critical relational information into the final representation, which may lead to incorrect predictions. Coffee is a better deal than overpriced cosi sandwiches.
Aspect Term
Opinion Term Figure 1 : An example of dependency tree (generated by spaCy (Honnibal and Johnson, 2015) ). For instance, the dependency relation sandwiches compound − −−−−− → cosi means "sandwiches" is a nominal modifier of "cosi". The tree can be easily converted into a dependency graph representation where words are regarded as nodes, and dependency relation types become edges. Figure 2 : Overview of the interactive architecture. "t" denotes the iteration number and "T " denotes the maximum number of iterations in the message-passing mechanism. Document-level parts are removed compared with the original work .
Background

Task Definition
We formulate the complete aspect-based sentiment analysis (ABSA) task as two sequence labeling subtasks, namely, aspect term extraction (AE) 1 and aspect-level sentiment classification (AS). For the AE task, following , we employ the BIO tagging scheme: Y ae = {BA, IA, BP, IP, O} to label all the aspect and opinion terms mentioned in the sentence 2 . BA and IA denotes the beginning and inside of an aspect term, respectively. BP and IP denotes the beginning and inside of an opinion term, respectively, and O denotes other words. For the AS task, we employ the label set: Y as = {pos, neg, neu} to mark the token-level sentiment polarity. pos, neg and neu indicates the positive, negative and neutral sentiment polarity, respectively. Given an input sentence X = {w 1 , w 2 , . . . , w n } with length n, our goal is to predict two tag sequences Y ae = {y ae 1 , y ae 2 , . . . , y ae n } and Y as = {y as 1 , y as 2 , . . . , y as n }, where y ae i ∈ Y ae , y as i ∈ Y as , respectively, 1 ≤ i ≤ n.
An
Interactive Architecture with Multi-task Learning Figure 2 is the interactive architecture with multi-task learning, proposed by , which is the current state-of-the-art model for the end-to-end ABSA task 3 , in which the Encoder Layers encode the sentence representation for multiple related tasks. The Task-specific Layers, which consist of two key components: message-passing and opinion-passing mechanism, serves as predictions for different tasks.
For an input sequence, the feature extractor f θs maps the input to a shared latent sequence {h s 1 , h s 2 , . . . , h s n } 4 . Then task-specific component AE assigns to each token with a probability distribution:ŷ ae 1 ,ŷ ae 2 , . . . ,ŷ ae n = f θae (h s 1 , h s 2 , . . . , h s n ), where the top value of the probability distribution of each token indicates whether it is a part of any aspect terms or opinion terms. The output of the AS component is formulated as:ŷ as 1 ,ŷ as 2 , . . . ,ŷ as n = f θas (h s 1 , h s 2 , . . . , h s n ). Then, message-passing mechanism will update the sequence of shared latent vectors by combining the probability distribution of the AE and AS task:
where h s(t) i denotes the shared latent vector corresponding to w i after t rounds of message-passing; f θre is a re-encoding function (i.e. fully-connected layer) and [;] means concatenation.
Meanwhile, the opinion information from the AE task is sent to the AS task as shown in Figure 2 , which is useful to the AS task. Specifically, a self-attention matrix M ∈ M n×n is employed:
1 Aspect and opinion term co-extraction are simultaneously performed. In this paper, AE denotes these two tasks for simplicity. 2 A word can not belong to both aspect term and opinion term at the same time. 3 also achieve good performances on the end-to-end ABSA task but they focus on the limited scenario where the opinion term and corresponding aspect term need to be paired in one sentence. 4 The iteration superscript t in the description is omitted for simplicity, i.e., {h s 1 , h s 2 , . . . , h s n } = {h
Message-passing f ɵ re f ɵ re Input Figure 3 : Architecture of the proposed approach. e g and e d mean general-purpose and domain-specific embeddings, respectively.
[;] denotes concatenation. AE: aspect term and opinion term co-extraction; AS: aspect-level sentiment classification.
where i = j means we only consider context words for inferring the sentiment of the target token; W s is the transformation matrix; 1 |i−j| is a distance-related factor and P op j is computed by summing the predicted probabilities of y ae j which is the predicted probability on opinion-related labels (i.e. BP and IP). The Eq.(2) aims to measure the semantic relevance between h as i and h as j . Finally, h as i and h as i are concatenated as the output representation of the AS part where h as i = n j=1 M ij h as j . Although the interactive architecture mentioned above has achieved state-of-the-art performance, there still exist two drawbacks: 1) the architecture neglects the syntax modeling; and 2) the probability distribution is insufficient to pass the rich task-specific information. We thus propose a syntax augmented interactive architecture, which can fully exploit the syntax information by utilizing a dependency relation embedded graph convolutional network (DREGCN). And we also design a more effective message-passing mechanism. The whole model with those two key components will be elaborated in the next section.
Approach
Overview
In Figure 3 , from left to right, our approach has two key components, described in detail with the callouts, to investigate two important intuitions in the ABSA task. Firstly, we carefully design a dependency relation embedded graph convolutional network (DREGCN) in the Encoder Layers, which aim to fully exploit the syntactic knowledge. Secondly, we propose a more effective message-passing mechanism in the Task-specific Layers to make the model learn from multiple related tasks.
Encoder Layers
To exploit the syntactic knowledge, we design a dependency relation embedded graph convolutional network (GCN, (Kipf and Welling, 2017) ) in the Encoder Layers. Additionally, we retain the convolutional neural network (CNN) as an alternative part, because the n-gram features at different granularities are important to the ABSA task.
GCN aggregates the feature vectors of neighboring nodes and propagates the information of a node to its first-order neighbors. For a dependency tree with n nodes, an n × n adjacency matrix A can be generated. As done in (Schlichtkrull et al., 2018) , we add a self-loop for each node and include the reversed direction of a dependency arc if there is a dependency relation between node i and node j, i.e., A ij = A ji = 1, otherwise A ij = A ji = 0. Then a GCN layer can obtain new node features by convolving the neighboring nodes' features by the following function:
where i is the current node and j denotes the neighborhood of node i; h l j represents the feature of node j at layer l; W g and b g are trainable weights, mapping the feature of a node to its adjacent nodes in the graph; h, b g ∈ R d , W g ∈ R d×d , where d is the feature size. By stacking such GCN layers, GCN can retrieve regional features for each node. In order to model the dependency relation type, we propose to use trainable latent features to represent each dependency relation type. Specifically, we preserve a trainable relational look-up table R ∈ R |N |×m , where |N | is the number of dependency relation types and m is the dependency relation feature size. Then, the novel DREGCN can be defined as:
, Q ijk denotes whether there is the k-th dependency relation type between node i and node j or not. In doing so, the relational feature among nodes can be reasonably modeled and updated during training.
Task-specific Layers
For the opinion-passing, we make the information of opinion term available to the AS task, as done in . For the message-passing, we design a more effective mechanism for information sharing between multiple related tasks. Instead of passing the predictions of the AE task and the AS task shown in Eq.
(1), we propose to pass the original representation, which contains more abundant message than the probability distribution. The message-passing function is as follows:
(o ∈ {ae, as}) denotes the task-specific representation corresponding to w i after t − 1 rounds of message-passing. The difference between the representation and the probability distribution is that the representation can be transformed to the probability by a fully-connected layer and a softmax layer. The new message-passing mechanism makes the rich information of the AE task and the AS task available to each other, and thus is more effective for the ABSA task, as empirically verified in the Ablation Study section.
Prediction
After T times iteration, the predicted results for the AE task and the AS task are generated. Clearly, we can compute the score by directly counting the result for each task. To measure the overall performance, we need to obtain the aspect term-polarity pairs. Since the extracted aspect term may be composed of several tokens and the predicted polarities of each token may be inconsistent, we following only take the sentiment polarity of the first token of the current aspect term as the sentiment label.
Training
We simultaneously train the AE task and the AS task for message-passing. The loss function is as follows:
where N a denotes the total number of training instances, n i denotes the number of tokens contained in the ith training instance, C is the class number, and y ae i,j,k (y as i,j,k ) denotes the ground-truth of the AE (AS) task. In all datasets, only aspect terms have sentiment annotations. We label each token which belongs to any aspect terms with the sentiment of the corresponding aspect terms. During training, we only consider AS predictions on these aspect term-related tokens for computing the AS loss and ignore the sentiments predicted on other tokens, i.e., ce(y as i,j,k ,ŷ Table 1 shows the statistics of all datasets. We use three benchmark datasets, taken from SemEval 2014 (Pontiki et al., 2014) and SemEval 2015 (Pontiki et al., 2015) , to evaluate the effectiveness of our approach. The opinion terms are annotated by . Table 1 : Dataset statistics with numbers of sentences, aspect terms (AT) and opinion terms (OT).
Experiments
Datasets
Experiment Settings
Word Embeddings. For general-purpose embeddings, we use GloVe.840B.300d released by (Pennington et al., 2014) . For domain-specific embeddings, we adopt the embeddings released by as done in .
Implementation Details. Our models 5 are trained by adam optimizer (Kingma and Ba, 2014), with the learning rate η 0 = 0.0005, and we set batch size to 50. At the training stage, as done in , we randomly sample 20% of each training data as the development set and use the remaining 80% only for training. More details are given in Appendix A. The tuning details about the layer number of GCN and the iteration T are given in Appendix B.
Evaluation Metrics. We employ five metrics for evaluation and report the average score over 5 runs with random initialization in all experiments as done in . For the overall ABSA task, we compute the F1 score denoted as F1-I to measure the overall performance, where an extracted aspect term is taken as correct only when the span and the sentiment are both correctly identified. For the AE task, we use F1 to measure the performance of aspect term extraction and opinion term extraction, which are denoted as F1-a and F1-o, respectively. For the AS task, we adopt accuracy and macro-F1 to measure the performance of AS, which are denoted as acc-s and F1-s, respectively. The two metrics are computed based on the correctly extracted aspect terms from AE instead of the golden aspect term.
Compared Models
• Pipeline Approach.
{CMLA, DECNN}-{ALSTM, dTrans}: The four methods are constructed by two best-performing models for two subtasks. For AE task, we select CMLA (Wang et al., 2017) and DECNN . The former is proposed for the AE task through modeling their inter-dependencies. The latter utilizes a multi-layer CNN structure as encoder with double embeddings. For AS task, ATAE-LSTM (denoted as ALSTM for short) and the model from ) (denoted as dTrans) are used. ALSTM is an attention-based LSTM structure. The dTrans introduces a large document-level corpus to improve the AS performance.
PIPELINE-IMN:
It means the pipeline setting of IMN , which trains the AE task and the AS task separately.
SPAN-pipeline (hu et al., 2019):
This work investigates those three methods (i.e. pipeline, integrated and joint) with BERT as backbone networks, which obtains the best results with SPAN-pipeline method. We replace BERT-Large with BERT-Base in their released code to get the result.
• Integrated Approach.
MNN : It handles this task as a sequence labeling task with a unified tagging scheme.
INABSA : This model leverages a unified tagging scheme to integrate the two subtasks of ABSA. Table 2 : Model comparison. The results with " * " are retrieved from IMN . " †" represents that these models utilize a large document-level corpus. " −d " denotes without using document-level corpus. "wo DE" indicates without using domain-specific embeddings. "+BERT " denotes exploiting BERT-BASE features on "DREGCN+CNN". In the Encoder Layers of Figure 3 , "IMN −d " means only CNNs s module, and "DREGCN" means only DREGCN module. The results of ours do not use any document-level corpus.
Row Model
D1 0 DOER 59.48 1 DREGCN+CNN (Ours) 61.60 2 BERT+GRU (BERTBASE) 60.42 3 SPAN-pipeline (BERTBASE) (hu et al., 2019) Table 4 : F1-I (%) scores of ablation study. The component (i.e., Rows 3∼5) is added on the DREGCN (i.e., Row 2), respectively.
BERT+GRU : It explores the potential of BERT for ABSA task.
• Joint Approach.
DOER : This model employs a cross-shared unit to jointly train the two subtasks.
IMN : It is the current state-of-the-art method, which uses an interactive architecture with multi-task learning for end-to-end ABSA task. "IMN −d wo DE" and "IMN −d " are the variants of IMN.
Results and Analysis
Overall Performance. Table 2 and Table 3 present the results of our models and baseline models for the complete ABSA task. Results show that our model consistently outperforms all baseline models by a large margin on all datasets in most cases even without BERT. Since there is no syntax-based method for the overall ABSA task to compare with, we also conduct experiments on the separate subtask setting, i.e, the AE and AS task, which are presented in Appendix D. From Table 2 and Table 3 , we can conclude: 1) For the overall performance (F1-I), Table 2 shows that "DREGCN+CNN" is able to significantly surpass other baselines. Concretely, "DREGCN+CNN" outperforms the best F1-I results of IMN by 3.23%, 0.67%, and 1.88% on D 1 , D 2 , and D 3 , respectively 6 , suggesting that DREGCN and messagepassing mechanism have an overall positive impact on the ABSA task. We notice that the improvement of our method on D 2 is marginal by contrast with IMN. The reason may be that D 2 contains a large number of ungrammatical sentences (14.3%), which affect the accuracy of dependency parsing. After using BERT BASE features, we achieve further improvements (+4.67%, +3.06%, and +3.19% compared with IMN, respectively). Besides, the results also show that domain-specific knowledge is very helpful ("IMN −d wo DE" vs. IMN −d and "DREGCN wo DE" vs. DREGCN).
2) For AE (F1-a and F1-o in Table 2 ), "DREGCN+CNN" performs the best in most cases than baselines. Those results demonstrate the effectiveness of our model, which indeed benefits from the dependency structure information and message-passing mechanism. This shows that the syntax information is very pivotal to the AE task.
3) For AS (acc-s and F1-s in Table 2 ), even though some methods (IMN and the pipeline methods with dTrans) utilize additional knowledge by joint training with document-level tasks, DREGCN still significantly surpasses the baseline methods. This suggests that our model can sufficiently model the dependency structure and indeed benefit from the message-passing mechanism. This shows that the syntax information is crucial for the AS task. 4) Table 3 shows the results of our model and another strong baselines: DOER, "BERT+GRU" and SPAN-pipeline. We find that "DREGCN+CNN" can surpass DOER and even be highly comparable with BERT-based models. Our model with BERT (Row 4) can also outperform the "BERT+GRU" (Row 2) and SPAN-pipeline (Row 3), which suggests the effectiveness of our proposed approach. Besides, we investigate the impact of BERT CLS at different positions in the model, which are given in Appendix C.
Ablation Study. To investigate the impact of different components, we conduct ablation studies in Table 4 , where Rows 1∼2 are conducted without any informative message-passing, and add other components on DREGCN one at a time (Rows 3∼5). From Table 4 , we can conclude: 1). Considering dependency relation types as features between nodes is helpful with considerable performance gains to the ABSA task (Row 2 vs. Row 1 & Row 0), which shows that the syntax information is very critical for both aspect term extraction and sentiment recognition.
2). Opinion message can indeed help the AS task and thus improves the overall performance (Row 3 vs. Row 2).
3). Message-passing makes a large contribution to the overall performance (Row 4 & Row 5 vs. Row 2). 4). Transferring representations (our proposed message-passing mechanism) is more helpful than passing predictions (Row 5 vs. Row 4), which is intuitive that original representations have richer information than the probability distribution.
Case Study. To provide an intuitive understanding of how the DREGCN works, we present some examples in Table 5 . As observed in Example 1 and 2, the "Vanilla GCN" correctly predicts the opinion term and the sentiment while it fails to produce the right aspect term. With the help of modeling the dependency relation type: windows nummod −−−−−→ 8 and size conj − −− → speed (i.e. by a coordinating conjunction word and), DREGCN can correctly handle these two cases, which suggests that dependency relation type is indeed critical to the AE task. For the sentiment orientation of multiple aspect terms, our model is not confused when identifying the sentiment polarity in Example 3. Here, DREGCN can accurately predict the sentiment polarity because of modeling the dependency relation. For Example 4, since no opinion word is mentioned in this sentence, "device" should not be regarded as an aspect term. DREGCN avoids to extract this kind of terms by aggregating information from rich opinion and sentiment representation, which demonstrates the effectiveness of our message-passing mechanism. For Example 5, due to combining the dependency relation type: veal conj − −− → mushrooms with the message-passing mechanism, DREGCN correctly handles this case even though "veal" is an uncommon word in the training corpus.
Related Work
Aspect-based Sentiment Analysis. There are two sub-tasks in ABSA, namely, the aspect term extraction task (Qiu et al., 2011; Ye et al., 2017; He et al., 2017; Wang et al., 2017; Table 5 : Case study. The "Opinion" and "Complete" columns denote the opinion terms and aspect terms with corresponding sentiment polarities, respectively. "" indicates incorrect predictions. al., 2019; Li and Lam, 2017; Angelidis, Stefanos and Lapata, Mirella, 2018; fan et al., 2019; Ma et al., 2019) and the aspect-level sentiment classification task Tang et al., 2019; Tang et al., 2016; Liu and Zhang, 2017; Chen et al., 2017; Chen and Qian, 2019; Ma et al., 2018; Li and Lu, 2019; Du et al., 2019; , which have been deeply studied as two separate tasks in the past. Recently, some methods attempt to solve the overall ABSA task simultaneously. Concretely, a unified tagging scheme is applied to address it as a sequence labeling task, while the inter-dependency relation between the two tasks is not explicitly modeled . Therefore, some studies propose to take them as two sequence tagging tasks and jointly model them, which generate some promising results in this direction . However, the syntax information is not considered in their models, which is important to the ABSA task. Although some work involves the syntax information in separate subtask settings, they do not sufficiently exploit that information to enhance the overall ABSA task. For example, Dong et al. (2014) and Nguyen and Shirai (2019) need to convert the dependency structure into a binary tree and then adjust the target aspect as the root node, which may lead to the opinion word far away from the target aspect, while GCN can overcome the limitation over the original order of the dependency graph (huang and carley, 2019; .
Graph Convolutional Network. GCN (Kipf and Welling, 2017) has been extensively studied in many natural language processing (NLP) tasks. The ABSA task is no exception, for instance, most existing GCNbased methods are for separate AS task setting, in which focus on modeling the sentiment dependencies over multiple aspect terms in one sentence; , Huang and Carley (2019) , and focus on encoding more aspect-specific representations by using vanilla GCN (GAN) on dependency graphs without considering dependency types. Different from all studies above, in this work, we focus on the end-to-end ABSA task and extend vanilla GCN through embedding dependency types into the model for capturing more fine-grained linguistic knowledge (i.e. the dependency relation and type) at the relational level in a joint framework, and obtain better performances.
Conclusions
In this paper, we propose a dependency syntactic knowledge augmented interactive architecture for endto-end ABSA task, which can fully exploit the syntax information through a well-designed dependency relation embedded graph convolutional network (DREGCN) and jointly model multiple related tasks. In addition, we design a more effective message-passing mechanism to enable our model to learn information representation from multiple tasks. The experimental results on three benchmark datasets demonstrate the effectiveness of our proposed approach, which achieves new state-of-the-art results. Besides, using BERT as an additional feature extractor, we provide further improvements.
