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8Resumen
En esta memoria se han estudiado las simetr´ıas de ciertas funciones hipergeome´tricas:
las confluentes y las gaussianas. Las primeras esta´n relacionadas con los polinomios or-
togonales de Laguerre y las segundas con los de Jacobi. En el primer caso se obtuvo
su(1, 1) × h(1) × h(1) como a´lgebra de simetr´ıas de las confluentes y el a´lgebra de Lie
su(2, 2) para las hipergeome´tricas gaussianas.
Se han comparado estos resultados con otros obtenidos por otros autores para los po-
linomios de Laguerre y de Jacobi obtenie´ndose un acuerdo total. Se han aplicado estas
a´lgebras de simetr´ıa a dos sistemas f´ısicos de intere´s: el potencial de Tremblay-Turbiner-
Winterniz y el de Rosen Morse II, respectivamente.
Finalmente se ha comenzado a analizar las simetr´ıas de ciertas funciones hipergeome´tricas
generalizadas 3F2 [a1, a2, a3; b1, b2;x] obtenie´ndose resultados parciales pero muy intere-
santes.
Abstract
In this report we have studied the symmetry of some hipergeometric function: confluent
and gaussian. The confluent hypergeometric is related to Laguerre polynomials and gaus-
sian hypergeometric with Jacobi polynomials. Algebra of symmetries of the confluent
hypergeometric functions is su(1, 1)×h(1)×h(1) and algebra of symmetries of the Gauss
hypergeometric functions is su(2, 2).
We compared these results with others obtained by other authors for Laguerre and Ja-
cobi polynomials and we found a total agreement. Algebras has been applied to two
physical potential: Tremblay-Turbiner-Winterniz potential and Rosen Morse II potential,
respectively.
Finally we have begun to study hypergeometric functions 3F2 [a1, a2, a3; b1, b2;x] and we
have obtained very interesting partial results of his algebra
Cap´ıtulo 1
Introduccio´n
Los polinomios ortogonales son muy u´tiles en diversos campos de la f´ısica especialmente en
meca´nica cua´ntica. En matema´ticas aparecen como soluciones de ecuaciones diferenciales
y como bases ortogonales de espacios de Hilbert, de ah´ı su relevancia en meca´nica cua´ntica.
Tambie´n esta´n presentes en la teor´ıa de representaciones de grupos de Lie, como espacios
soportes de representaciones tal como en el caso del grupo de rotaciones.
Los polinomios ortogonales son el nexo de unio´n de diversos campos de la matema´tica,
todos ellos muy relacionados con la f´ısica, como son la teor´ıa de ecuaciones diferenciales,
la teor´ıa de grupos y a´lgebras de Lie, los espacios de Hilbert. De ah´ı nuestro intere´s en
explorar estas conexiones en este trabajo de fin de grado.
Nuestro intere´s como f´ısicos es la resolucio´n de sistemas f´ısicos cla´sicos y cua´nticos. Una
forma de estudiar tales sistemas es analizando sus simetr´ıas y construyendo el “spectrum
generating algebra”, esto es, el a´lgebra de Lie de las simetr´ıas dina´micas del sistema que
nos permite obtener el espectro de energ´ıas y las funciones de onda del sistema. Este
me´todo es especialmente interesante cuando la correspondiente ecuacio´n de Schro¨dinger
del sistema no es fa´cil de resolver directamente. Para ello se utiliza el me´todo de factori-
zacion [1, 2] que nos permite obtener conjuntos de operadores escalera “ladder and shift
operators” que conectan unos estados con otros y cierran un a´lgebra de Lie [3–8].
En muchos de estos sistemas, oscilador armo´nico, a´tomo de hidro´geno, Po¨schl-Teller,
Morse, etc, aparecen polinomios ortogonales en las funciones de onda de los mismos, lo
que da cuenta de la importancia de estas funciones especiales y como esta´n presentes en
mu´ltiples sistemas cua´nticos [9]. Nosotros nos proponemos estudiar no las simetr´ıas de
un sistema f´ısico concreto sino la de los polinomios ortogonales en s´ı mismos.
La relacio´n entre grupos de Lie y polinomios ortogonales fue puesta en evidencia prime-
ramente por Wigner y Talman [10, 11] conectando algunos polinomios ortogonales con
representaciones de ciertos grupos de Lie elementales (SU(2), SU(1, 1)). Posteriormen-
te Miller [12–14] y Vilenkin [15–17] desarrollaron ampliamente esta conexio´n. Miller en
mu´ltiples art´ıculos entre finales de los an˜os 60 y 70 del siglo pasado estudio´ las simetr´ıas
de los polinomios ortogonales, de las funciones hipergeome´tricas y de ciertos sistemas f´ısi-
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cos. Los resultados ma´s relevantes obtenidos por e´l aparecen en los libros que acabamos
de citar. Sin embargo, sus resultados se circunscriben a un a´mbito matema´tico ma´s que
f´ısico, en muchos casos son parciales y no esta´n adecuados para su aplicacio´n directa en
meca´nica cua´ntica. Vilenkin, por su parte, se centra mas en los polinomios ortogonales
como espacios soportes de representaciones de los grupos elementales SU(2) y SU(1, 1)
o como elementos de matriz de tales representaciones.
Los trabajos de Askey y colaboradores [18]– [20] han sen˜alado una nueva direccio´n en la
investigacio´n sobre polinomios ortogonales. El denominado esquema de Askey considera
los polinomios ortogonales relacionados con las funciones hipergeome´tricas. Este esquema
ha sido ba´sico para las generalizaciones de estos objetos en te´rminos de q-funciones.
Recientemente Celeghini y del Olmo [21, 22] han vuelto a retomar el estudio de las re-
laciones de las funciones especiales [23] con los grupos de Lie pero desde la perspectiva
de la f´ısica cua´ntica. Introdujeron el concepto de “funciones especiales algebraicas” para
aquellas funciones tales que:
1. las propiedades de recurrencia relevantes de las funciones especiales pueden ser
asociadas a conjuntos de operadores;
2. estas funciones especiales soportan una representacio´n irreducible de ese a´lgebra;
3. un espacio de Hilbert se puede asociar a dichas funciones especiales de modo que los
operadores escalera tienen las propiedades de hermiticidad apropiadas para cons-
truir una representacio´n irreducible unitaria del grupo de Lie asociado.
De esta manera se han estudiado algunos casos de los llamados polinomios ortogonales
clas´icos y algunas generalizaciones de ellos (Hermite, Legendre, Laguerre y Jacobi).
En esta trabajo de fin de grado nos hemos propuesto continuar con el estudio de las poli-
nomios ortogonales pero desde un nivel ma´s ba´sico, el de las funciones hipergeome´tricas,
siguiendo el esquema de Askey. De esta manera pretendemos conectar los trabajos de Mi-
ller y de Celeghini-del Olmo y tambie´n completar los resultados de Miller, que en algunos
casos, las simetr´ıas so´lo esta´n bosquejadas y pretendemos obtener expresiones expl´ıcitas
de las mismas que sean u´tiles en meca´nica cua´ntica.
El proceso que seguiremos se puede describir muy someramente en las siguientes etapas:
1. Se considera un espacio vectorial concreto de funciones hipergeome´tricas caracteri-
zadas tanto por para´metros discretos como por variables continuas.
2. En dicho espacio vectorial se consideran las relaciones de recurrencia que permiten
conectar funciones con diferentes para´metros discretos. A cada relacio´n de recurren-
cia se asociada un operador escalera (que incrementan el valor de los para´metros o
lo disminuyen en una unidad).
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3. Se considera el nu´mero ma´ximo de estos operadores linealmente independientes y
se comprueba si cierran un a´lgebra de Lie (a´lgebra de simetr´ıa de las funciones bajo
consideracio´n).
4. De esta manera las funciones son el espacio soporte de una representacio´n irreducible
del a´lgebra de simetr´ıa.
Las funciones hipergeome´tricas no tienen bien definido un producto interno, esto es, que
constituyan un espacio de Hilbert, de modo que no podemos hablar en muchos casos de
representaciones unitarias del grupo de simetr´ıa correspondiente. Sin embargo, si conside-
ramos los polinomios ortogonales asociados a dichas funciones hipergeome´tricas podremos
construir un espacio de Hilbert y un producto interno adaptado a la meca´nica cua´nti-
ca en te´rminos de las funciones algebraicas correspondientes, de manera que podremos
recuperar los resultados de Celeghini y del Olmo.
El esquema de esta memoria es como sigue.
En el cap´ıtulo dos presentamos una introduccio´n del material matema´tico que vamos a
utilizar, polinomios ortogonales y a´lgebras y grupos de Lie con el fin de que esta memoria
sea autocontenida.
En el siguiente cap´ıtulo estudiamos el a´lgebra de simetr´ıas de las funciones hipergeome´tri-
cas confluentes 1F1[a; c;x] encontrando un a´lgebra de Lie tal que su(1, 1) y h(1), el
a´lgebra de Weyl-Heisenberg, aparecen como suba´lgebras. Conectamos las funciones hi-
pergeome´tricas con las funciones algebraicas de Laguerre y recuperamos el a´lgebra de
simetr´ıa de tales funciones algebraicas. Finalmente se conecta estos resultados con una
aplicacio´n a un problema de un potencial f´ısico que ha adquirido gran relevancia en los
u´ltimos an˜os [24].
En el cap´ıtulo cuatro se realiza el estudio las funciones hipergeome´tricas gaussianas de-
notadas por 2F1[a, b; c;x] obteniendose el a´lgebra de simetr´ıas su(2, 2). Realizamos la
conexio´n con las funciones algebra´icas de Jacobi recuperando los resultados de [8]. Apli-
camos los resultados anteriores al caso del potencial de Rosen-Morse II [9] de utilidad en
f´ısica molecular.
En el siguiente cap´ıtulo comenzamos el estudio de las simetr´ıas de las funciones hiper-
geome´tricas generalizadas 3F2[a1, a2, a3; b1, b2;x]. Debido a la magnitud del problema pues
conjeturamos, de acuerdo con los resultados anteriores, un a´lgebra de Lie de dimensio´n
35 que debe corresponder a un grupo de rango cinco (nu´mero de para´metros de las
3F2[a1, a2, a3; b1, b2;x] ). Otra dificultad esta´ relacionada con que estas funciones obe-
decen una ecuacio´n diferencial de orden tres, de manera que nos aparecen operadores
escalera de orden dos, cuando normalmente nos encontramos con operadores de orden
uno. Esperamos en un futuro inmediato completar el a´lgebra de simetr´ıa.
Finalmente unas conclusiones y bibliograf´ıa utilizada cierran la memoria.

Cap´ıtulo 2
Complementos matema´ticos
Con el fin de que la memoria sea autoconsistente vamos a presentar una breve introduccio´n
de los conceptos matema´ticos ma´s relevantes que se van a utilizar a lo largo de este trabajo:
los polinomios ortogonales y las a´lgebras de Lie.
2.1. Polinomios Ortogonales.
Los polinomios ortogonales tienen multitud de aplicaciones en f´ısica, en la teor´ıa de la
aproximacio´n, el ana´lisis nume´rico, la meca´nica cua´ntica y muchos otros campos. Apa-
recen de manera natural cuando se estudia el oscilador armo´nico cua´ntico (polinomios
de Hermite), el a´tomo de Hidro´geno (polinomios de Laguerre), el momento angular (po-
linomios de Legendre), problemas electrosta´ticos (polinomios de Bessel) y muchos otros
casos.
Su origen de remonta al siglo XVIII cuando Legendre intento´ resolver el problema de la
atraccio´n electro´statica por una esfera maciza.
Estos polinomios cla´sicos pueden surgir de multitud de maneras:
Al resolver las ecuaciones diferenciales de tipo Sturm-Liouville.
A trave´s de la fo´rmula de Rodrigues.
Usando el me´todo de ortonormalizacio´n de Gram-Scchimdt.
Mediante la teor´ıa de grupos, al estudiar representaciones de ciertos grupos de Lie.
En este trabajo se pretende hacer un estudio de las propiedades de simetr´ıa de los di-
ferentes polinomios ortogonales usando el marco conceptual de la teor´ıa de grupos de
Lie.
13
14 CAPI´TULO 2. COMPLEMENTOS MATEMA´TICOS
Los polinomios ortogonales son secuencias de polinomios, tales que el producto interno
entre dos polinomios de la secuencia es nulo si tales polinomios son diferentes. Los poli-
nomios ortogonales ma´s utilizados son los denominados polinomios ortogonales cla´sicos,
que fueron los primeros en ser estudiados y por ello gozan de un intere´s especial. Nues-
tro trabajo esta relacionado con el estudio de los grupos de simetr´ıa de los polinomios
ortogonales cla´sicos.
Se dice que una familia de funciones reales fn(x) (n = 0, 1, 2, 3, ...) es ortogonal respecto
a una funcio´n peso w(x) en un intervalo [a, b] ⊂ R si∫ b
a
fm(x) fn(x) w(x)dx = cn δnm (2.1)
donde w(x) es una funcio´n peso no negativa real e integrable en el intervalo [a, b] ⊂ R.
Como ejemplo podemos considerar el conjunto de las funciones cos(nx) con n ∈ N y
funcio´n peso w(x) = 1.
Este integral puede escribirse en analog´ıa con la meca´nica cua´ntica de la forma:
〈fm, fn〉 =
∫ b
a
fm(x) fn(x) w(x) dx (2.2)
Tenemos de esta manera un producto interno en el espacio vectorial de todos los polino-
mios ortogonales. Esta definicio´n induce de manera natural la nocio´n de ortogonalidad,
i.e, dos polinomios son ortogonales si su producto interno es cero.
Diremos que una secuencia de polinomios ortogonales {fm,m ∈ N} es ortonormal si
〈fn, fm〉 = δnm ∀n,m ∈ N (2.3)
Estas secuencias de polinomios son infinitas y determinan un espacio de Hilbert.
2.1.1. Propiedades de los polinomios ortogonales
En este apartado se pretende revisar algunas de las propiedades ma´s importantes que
cumplen todas las familias de polinomios ortogonales. No se pretende hacer un desarrollo
exhaustivo de estas propiedades, sino que nos limitaremos a presentar los resultados
generales que cumplen estos polinomios y que nos fueron u´tiles para obtener algunos de
los resultados presentados en esta memoria.
Fo´rmulas de recurrencia
Los polinomios ortogonales satisfacen fo´rmulas recursivas que relacionan te´rminos de
distinto grado y segu´n sea el nu´mero de para´metros de los que dependen estos polinomios
ma´s te´rminos estara´n involucrados en la relacio´n de recurrencia. La relacio´n de recurrencia
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ba´sica que cumplen tres polinomios ortogonales consecutivos de una misma especie es de
la forma:
fn+1(x) = (An x+Bn) fn(x)− Cn fn−1(x). (2.4)
Las constantes que aparecen (An, Bn y Cn) dependen de n y de cada familia de polinomios
ortogonales. En algunos otros polinomios, como los de Hahn, estas relaciones suelen ser
ma´s complejas e involucran te´rminos de mayor orden.
Ra´ıces de los polinomios ortogonales
Sea una familia de polinomios ortogonales {fn(x)} definidos en un intervalo [a, b] ⊂ R.
Entonces los polinomios fn(x) tienen exactamente n ra´ıces reales simples en el intervalo
abierto (a, b), o lo que es lo mismo los ceros de los polinomios son reales simples y esta´n
contenidos en (a, b).
Funcio´n generatriz
Se dice que G(x, t) es una funcio´n generatriz de una familia de funciones {fn(x)} si se
puede desarrollar en serie de potencias de t en un cierto dominio D ⊂ R tal que:
G(x, t) =
∞∑
n=0
fn(x) t
n. (2.5)
Se puede definir una funcio´n generatriz G(x, t), para todos los polinomios ortogonales,
de tal manera que cada uno de los polinomios ortogonales fn(x) ser´ıa proporcional al
coeficiente de tn del desarrollo en serie de Taylor en potencias de t alrededor del punto
x = 0. Esta funcio´n generatriz constituye una forma alternativa de definir los polinomios
ortogonales.
2.1.2. Polinomios ortogonales cla´sicos
Los polinomios ortogonales cla´sicos (fn(x)) son un caso especial de los polinomios ortogo-
nales. Son los ma´s importantes dentro del a´mbito de la f´ısica matema´tica por la multitud
de aplicaciones que tienen. Surgen al resolver la ecuacio´n de Sturn-Liouville para ciertos
valores determinados del para´metro λ:
Q(x) f ′′n(x) + L(x) f
′
n(x) + λn fn(x) = 0, (2.6)
con Q(x) y L(x) dos funciones particulares dependiendo de la familia de poliomios con-
siderados.
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De esta manera surgen tres familias diferentes que son los denominados polinomios orto-
gonales cla´sicos: Hermite, Laguerre y Jacobi.
Polinomios de Hermite
Los polinomios de Hermite constituyen una de las familias de polinomios ortogonales
ma´s importantes en la f´ısica cua´ntica por aparecer al resolver el problema del oscilador
armo´nico. Llevan el nombre del matema´tico france´s Charles Hermite y tambie´n aparece
en campos de las matema´ticas (por ejemplo, que aparece en la serie de Edgeworth). Se
definen los polinomios de Hermite por:
Hn(x) = (−1)n ex2 d
n
dxn
(
e−x
2
)
; x ∈ R (2.7)
Figura 2.1: Polinomios de Hermite: H3(x) (morado), H4(x) (azul) y H5(x) (verde).
Verifican la ecuacio´n diferencial:
H ′′n(x)− 2x H ′n(x) + 2n Hn(x) = 0. (2.8)
Presentan la simetr´ıa
Hn(−x) = (−1)Hn(x). (2.9)
Cumplen la siguiente relacio´n de recurrencia
Hn+1(x) = 2x Hn(x)− 2n Hn−1(x). (2.10)
La condicio´n de ortogonalidad expl´ıcita es∫ ∞
−∞
Hm(x) Hn(x) e
−x2dx =
√
pi 2n n! δnm, (2.11)
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con w(x) = e−x
2
la funcio´n peso para estos polinomios que hace que la secuencia sea
ortogonal. Por u´ltimo, la expresio´n de la funcio´n generatriz de estos polinomios es
e2xt−t
2
=
∞∑
n=0
1
n!
Hn(x) t
n. (2.12)
En este trabajo nos sera´n ma´s u´tiles las funciones de Hermite {Kn(x)} que son funcio-
nes ortonormales que se construyen a partir de los polinomios de Hermite y forman un
conjunto ortonormal completo en L2(−∞,∞) y tienen la forma:
Kn(x) =
1
4
√
pi
√
2nn!
Hn(x) e
−x2/2. (2.13)
Figura 2.2: Funciones de Hermite: K3(x) (verde), K4(x) (azul) y K5(x) (morado).
Estas funciones de Hermite cumplen las relaciones de ortonormalidad y completitud∫ ∞
0
Kn (x) Km (x) = δn,m,
∞∑
n=0
Kn (x) Kn (y) = δ (x− y) ,
(2.14)
lo que las hace u´tiles en el a´mbito de la meca´nica cua´ntica.
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Polinomios de Laguerre
Los polinomios de Laguerre son una familia de polinomios ortogonales cla´sicos {Lνn(x)}∞n = 0,
con ν ∈ R, que esta´n definidos en la semirrecta real positiva, [0, ∞). Corresponden a la
siguiente expresio´n:
Lνn(x) =
1
n!
x−νex
dn
dxn
(
e−xxn+ν
)
. (2.15)
Figura 2.3: Polinomios de Laguerre: L53(x) (morado), L
3
2(x) (azul) y L
8
2(x) (amarillo).
Verifican la ecuacio´n diferencial:
x
d2
dx2
Lνn(x) + (ν + 1− x)
d
dx
Lνn(x) + nL
ν
n(x) = 0. (2.16)
Tienen la siguiente relacio´n de recurrencia:
(n+ 1)Lνn+1(x) = (2n+ ν + 1− x)Lνn(x)− (n+ ν)Lνn−1(x). (2.17)
La relacio´n de ortogonalidad expl´ıcita es∫ ∞
−∞
Lνn(x)L
ν
m(x)e
−xxνdx =
Γ (n+m+ 1)
n!
δnm, (2.18)
con funcio´n peso e−x xν .
Por u´ltimo, la expresio´n de la funcio´n generatriz de estos polinomios es
1
(1− t)1+ν e
−
xt
1− t =
∞∑
n=0
Lνn(x) t
n. (2.19)
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Las funciones algebrai cas de Laguerre forman un conjunto ortonormal completo en
L2(0,∞) y esta´n definidas por:
Gνn(x) =
√
n!
Γ (n+m+ 1)
Lνn(x)x
ν/2e−x/2. (2.20)
Las relaciones de completitud y ortonormalidad para un ν fijo es∫ ∞
0
Gνn (x)G
ν
m (x) = δn,m,
∞∑
n=0
Gνn (x)G
ν
n (y) = δ (x− y) .
(2.21)
Figura 2.4: Funciones de Laguerre: G82(x) (amarillo), G
3
2(x) (azul) y G
5
3(x) (morado).
Polinomios de Jacobi
Se definen los polinomios de Jacobi en el intervalo (−1, 1) ⊂ R por:
J (α,β)n (x) =
(−1)n
2nn!
(1− x)−α(1 + x)−β d
n
dxn
(
(1− x)α(1 + x)β (1− z2)n) (2.22)
con α y β para´metros reales mayores que −1. Verifican la ecuacio´n diferencial:
(
1− x2) d2
dx2
J (α,β)n (x) + (β − α− (α + β + 2)x)
d
dx
J (α,β)n (x)
+ n(n+ α + β + 1) J (α,β)n (x) = 0.
(2.23)
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Figura 2.5: Polinomios de Jacobi: J
(3,4)
3 (x) (morado), J
(10,2)
2 (x) (azul) y J
(5,3)
2 (x) (amari-
llo).
Tienen la siguiente relacio´n de recurrencia:
2n (n+ α + β) (2n+ α + β − 2) J (α,β)n (x) =
(2n+ α + β − 1 {(2n+ α + β) (2n+ α + β − 2)x+ α2 + β2} J (α,β)n−1 (x)
−2 (n+ α− 1) (n+ β − 1) (2n+ α + β) J (α,β)n−2 (x).
(2.24)
La relacio´n de ortogonalidad expl´ıcita es:∫ 1
−1
J (α,β)n (x)J
(α,β)
n (x) (1− x)α (1 + x)β dx =
Γ (n+ α + 1) Γ (n+ β + 1)
Γ (n+ α + β + 1)
(2.25)
con (1− x)α (1 + x)β la funcio´n peso.
Para hacer un estudio de las propiedades de simetr´ıa de estos objetos se construye las
funciones de Jacobi que forman un conjunto ortonormal en el espacio de funciones de
L2(−1, 1) y por lo tanto esta´n estan definidos en el intervalo (−1, 1), se definen por:
J(α,β)n (x) =
√
2n+ α + β + 1
2α+β+1
√
Γ (n+ α + β + 1)
Γ (n+ α + 1) Γ (n+ β + 1)
J (α,β)n (x) (1− x)α/2 (1 + x)β/2
Tienen la relacio´n de ortonormalidad y completitud, para un α y β, fijo∫ ∞
0
J(α,β)n (x) (n+ 1/2) J
(α,β)
m (x)dx = δn,m,
∞∑
n=sup(|α|,|β|)
J(α,β)n (x) (n+ 1/2) J
(α,β)
n (y) = δ (x− y) .
(2.26)
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2.1.3. Funciones hipergeome´tricas generalizadas
En este apartado se va a realizar una recopilacio´n de los principales resultados relativos a
las funciones Hipergeome´tricas. Estas funciones van a ser la base de la que se partira´ para
analizar diferentes aspectos de la simetr´ıa de los polinomios ortogonales. Las funciones
Hipergeome´tricas aparecieron por primera vez en 1812 en un art´ıculo de Gauss, y tienen
gran importancia histo´rica porque fue con ellas con las que Gauss realizo´ el primer es-
tudio de convergencia de series nume´ricas. Hoy en d´ıa aparecen al resolver multitud de
ecuaciones diferenciales.
Definicio´n 2.1. Se conoce como funcio´n hipergeome´trica generalizada, a la serie en po-
tencias de x:
pFq [a1, a2, ..., ap; b1, b2, ..., bq;x] =
∞∑
k=0
(a1)k...(ap)k
(b1)k...(bq)k
xk
k!
, x ∈ C (2.27)
con aj, bk ∈ C, bk 6= 0,−1,−2, ...; j = 1, 2, ..., p; k = 1, 2, ..., q y (a)i el s´ımbolo de
Pochhammer que se define por
(a)i := a(a+ 1)...(a+ i− 1) (2.28)
Convergencia
Por motivo de la convergencia de estas funciones vamos a excluir algunos casos en los
cuales el numerador o el denominador se hacen cero.
Si algu´n aj es entero negativo la serie tiene un nu´mero finito de te´rminos, siendo la
funcio´n un polinomio de grado aj.
Si la serie es infinita podemos distinguir
1. Si p = q + 1,
a) Es absolutamente convergente si |x| < 1.
b) Es divergente si |x| > 1.
c) Para |x| = 1, x 6= 1 se tiene que
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1) Absolutamente convergente, si Re (
∑p
i=1 ai −
∑q
i=1 bi) < 0.
2) Condicionalmente convergente, si 0 ≤ Re (∑pi=1 ai −∑qi=1 bi) < 1.
3) Divergente, si Re (
∑p
i=1 ai −
∑q
i=1 bi) > 1.
d) Para x = 1, es:
1) Absolutamente convergente, si Re (
∑p
i=1 ai
∑q
i=1 bi) < 0.
2) Divergente, si Re (
∑p
i=1 ai −
∑q
i=1 bi) ≥ 1.
2. Si p ≤ q, es absolutamente convergente para todo valor de x.
3. Si p > q + 1, es divergente para x 6= 0.
Ecuacion diferencial de las funciones hipergeome´tricas
La ecuacio´n diferencial que satisface la funcio´n pFq [a1, a2, ..., ap; b1, b2, ..., bq; z] viene dada
por la expresio´n:[
z
d
dz
(
z
d
dz
+ b1 − 1
)
...
(
z
d
dz
+ bq − 1
)
− z
(
z
d
dz
+ a1
)(
z
d
dz
+ ap
)]
pFq = 0.
Estas ecuaciones tienen distinto orden dependiendo del valor de p y q, Si p ≥ q + 1 son
ecuaciones diferenciales de orden p, si p ≤ q + 1 son ecuaciones diferenciales de orden q.
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2.2. A´lgebras y grupos de Lie
Definicio´n 2.2. Decimos que un grupo G es un grupo de Lie si G es una variedad C∞
y las aplicaciones
1. G×G −→ G, (g1, g2) −→ g1 g2 ,
2. G −→ G, g −→ g−1
son C∞.
Sophus Lie se dio cuenta de que las principales caracter´ısticas de un grupo se pueden
deducir de los elementos pro´ximos a la identidad (generador infinitesimal ), de esta forma
asocio´ a cada grupo un a´lgebra que capturaba la estructura local del grupo.
Definicio´n 2.3. : Sea K un cuerpo, un a´lgebra de Lie sobre K es un K-espacio
vectorial G unido a una operacio´n bilineal [, ] : G × G → G, llamada corchete de Lie, que
satisface:
1. El corchete de Lie se define como [X, Y ] = XY − Y X para todo X, Y ∈ G.
2. Antisimetr´ıa: [X, Y ] = −[Y,X] para todo X, Y ∈ G.
3. Identidad de Jacobi: [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0 para todo X, Y, Z ∈ G.
La estructura de un a´lgebra de Lie G puede ser representado en una base dada {ej}dimGj=1
por unos elementos denominados constantes de estructura cljk en la base {ej}dimGj=1
[ej, ek] =
dimG∑
l=1
cljkel. (2.29)
Basta caracterizar las constantes de estructura para conocer el a´lgebra.
2.2.1. Representacio´n de un grupo
La forma en la que un grupo de simetr´ıa aparece en f´ısica es a trave´s de ciertas operaciones
sobre el sistema f´ısico que se esta´ estudiando y que lo deja invariante. La forma de actuar
sobre este sistema f´ısico es mediante operadores D1, D2,... que actua´n sobre el espacio
vectorial V y que forman un grupo, este grupo se llama grupo de operadores de simetr´ıa.
En esta memoria el grupo de operadores que se utilizan son un conjunto de operadores
diferenciales que actu´an sobre las funciones que se quieren estudiar. Estos operadores
diferenciales generan cambios en la funciones transforma´ndolas en otras funciones.
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Definicio´n 2.4. Sea V un espacio vectorial, G un grupo con elemento neutro e y D(g),
g ∈ G un conjunto de operadores sobre V . Se dice que dichos operadores forman una
representacio´n del grupo G sobre V si:
D(g)D(g′) = D(gg′), D(g−1) = (D(g))−1 D(e) = 1V (2.30)
siendo la dimensio´n de la representacio´n igual a n = dimV .
Definicio´n 2.5. Diremos que una representacio´n D(g) sobre V de un grupo G es irre-
ducible si no existe ningu´n subespacio de V que permanece invariante bajo la accio´n de
todos los D(g), g ∈ G.
Definicio´n 2.6. Una representacio´n D es unitaria si las matrices u operadores son uni-
tarios, i.e, D† = D−1.
La representacio´n de un grupo es reducible si este se puede descomponer como suma
directa de representaciones irreducibles D = D1 ⊕ D2 ⊕ ... . En este caso, tambie´n se
puede descomponer el espacio vectorial V como suma directa de subespacios vectoriales
invariantes, V = V1 ⊕ V2... .
2.2.2. A´lgebra universal envolvente de un a´lgebra de Lie
Sea G un grupo de Lie de dimensio´n s y {Xµ}rµ=1 un conjunto de generadores infinitesi-
males. El conjunto {Xµ}rµ=1 genera un a´lgebra de Lie real.
A cada grupo de Lie G le corresponde su a´lgebra de Lie G (o´ L(G)). Sin embargo diferentes
grupos pueden tener asociado cada uno el mismo a´lgebra de Lie. Pero so´lo uno de ellos
es conexo y simplemente conexo (G¯ ), a este se le denomina grupo recubridor universal.
En muchos casos todos los elementos g del grupo de Lie G se pueden obtener por expo-
nenciacio´n de los elementos X del a´lgebra g = eaX , con a ∈ R.
Al igual que el grupo recubridor universal existe el recubridor universal del a´lgebra, este
se define como un factor del a´lgebra de un a´lgebra tensorial de un grupo de Lie G dado.
El a´lgebra tensorial de un cierto espacio vectoriaal V sobre un cuerpo K es el espacio
vectorial
T (V) = ⊕∞k=0V ⊗k = K⊕ V ⊕ V....⊕ V ⊗k ⊕ ... (2.31)
e I el ideal bila´tero minimal que contiene todos los elementos de la forma
X ⊗ Y − Y ⊗X − [X, Y ] , X, Y ∈ g (2.32)
Definicio´n 2.7. El a´lgebra universal envolvente (UEA) de G es el cociente ⊗G/I
U (G) ∼= ⊗G/I (2.33)
Los elementos de un grupo de Lie G son elementos del UEA de L(G).
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Definicio´n 2.8. Los operadores de Casimir son elementos distinguidos del centro del
a´lgebra universal envolvente U (G) del a´lgebra de Lie G, i.e, sea G ∈ U (G) entonces
[G, X] = 0 (2.34)
para todo X ∈ U (G)
En particular el Casimir conmuta con todos los generadores del a´lgebra de Lie.
2.2.3. Un ejemplo: el momento angular cua´ntico
Para ver un ejemplo pra´ctico de la teor´ıa referente a los grupos de Lie vamos a estudiar
el momento angular cua´ntico. Consideramos el a´lgebra de Lie su(2). Los tres generadores
del a´lgebra son los tres operadores de momento angular Ji que satisfacen las relaciones
de conmutacio´n
[Jl, Jk] =
3∑
l=1
jklJl. (2.35)
Cuando se estudia el grupo su(2) es usual poner Jx y Jy en funcio´n de los dos operadores
escalera J± = Jx ± iJy. Con estos dos operadores las relaciones de conmutacio´n son
[J+, J−] = 2Jz, [Jz, J±] = ±J± (2.36)
En este caso se tiene que J+ y J− son hermı´ticos conjugados el uno del otro, y as´ı se
consigue una representacio´n unitaria del grupo SU(2).
Sea |m〉 un estado propio de Jz con valor propio
Jz |m〉 = m |m〉 (2.37)
entonces se tiene que
J± |m〉 =
√
(j ±m) (j ∓m− 1) |m± 1〉 . (2.38)
En el caso particular de los estados |±j〉
J± |±j〉 = 0. (2.39)
Entonces el nu´mero m va desde −j a j. El estado |m〉 se reescribe como |j,m〉.
Los estados |j,−j〉,...,|j, j〉 forman una representacio´n de dimensio´n (2j + 1) de los ope-
radores del momento angular.
Por cierto, este ana´lisis se basa en la hermiticidad de los Ji.
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El Casimir del a´lgebra es
C = 1
2
{J+, J−}+ J2z (2.40)
y a´ctua sobre el estado |j,m〉 como
C |j,m〉 = j (j + 1) |j,m〉 (2.41)
Luego los valores del Casimir para SU(2) son 0, 3/4, 2, 15/4, 6... , pues j puede tomar
valores enteros o semienteros.
Cap´ıtulo 3
Simetr´ıas de las funciones 1F1 [a; c; z]
En este cap´ıtulo se va a realizar un estudio de las simetr´ıas de las funciones hipergeo-
metr´ıcas confluentes 1F1 [a; c; z], que son las funciones hipergeome´tricas ma´s simples que se
van a analizar en esta memoria. A continuacio´n construiremos las simetr´ıas de las funcio-
nes algebraicas de Laguerre aprovechando la relacio´n entre las funciones hipergeome´tricas
confluentes y los polinomios de Laguerre. Finalmente se presenta una aplicacio´n de estas
bases de funciones al estudio de un potencial cua´ntico de intere´s en f´ısica.
3.1. Funcio´n hipergeome´trica confluente
Se llama funcio´n hipergeome´trica confluente a la serie daba por:
1F1 [a; c; z] =
∞∑
n=0
(a)n
(c)n
xn
n!
. (3.1)
Tambie´n se puede escribir equivalentemente como
1F1 [a; c; z] =
Γ (c)
Γ (a)
∞∑
n=0
Γ (a+ n)
Γ (c+ n)
xn
n!
(3.2)
Con el objetivo de obtener representaciones que puedan compararse con las de los po-
linomios de Laguerre tomaremos los valores de a y c de manera que −a ∈ N y c ∈ N
con c ≥ 1. Con esta restriccio´n conseguimos que las funciones hipergeome´tricas no sean
series infinitas sino polinomios de grado −a. La ecuacio´n diferencial que satisfacen estas
funciones es [
x
d2
dx2
+ (c− x) d
dx
− a
]
1F1 [a; c;x] = 0 (3.3)
Algunas propiedades de las funciones hipergeome´tricas confluentes son:
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1. Si a ∈ 0,−1,−2, ... la funcio´n hipergeome´trica 1F1 [a; c;x] se reduce a un polinomio
de grado −a.
2. Es el l´ımite de la funcion hipergeome´trica 2F1 [a; c;x]:
l´ım
b→∞ 2
F1 [a, b; c;x/b] = 1F1 [a; c;x] (3.4)
3. Cumple la igualdad denominada primera fo´rmula de Kummer
1F1 [a; c;x] = e
x
1F1 [c− a; c;−x] (3.5)
4. Admite la representacio´n integral, va´lida si Re(c) > Re(a) > 0:
1F1 [a; c;x] =
Γ(c)
Γ(a)Γ(c− a)
∫ 1
0
extta−1(1− t)c−a−1dt. (3.6)
3.2. Operadores de simetr´ıa de 1F1 [a; c;x]
Para dar una estructura de a´lgebra al conjunto de simetr´ıas de las funciones {1F1 [a; c;x]}
y en analog´ıa con la meca´nica cua´ntica, definimos los operadores X y Dx que actu´an
como:
X f(x) = x f(x), Dx f(x) = f
′(x), [X,Dx] = −1 ,
adema´s definimos los operadores A y C como:
A 1F1 [a; c;x] = a 1F1 [a; c;x] C 1F1 [a; c;x] = c 1F1 [a; c;x] . (3.7)
Como se ve fa´cilmente estos operadores A y C conmutan entre si, luego, pertenecera´n a
la suba´lgebra de Cartan del a´lgebra de simetr´ıas.
Los operadores que so´lo cambian el valor de a en las funciones 1F1 [a; c;x] en una unidad
±1 les denotaremos por N±, y vienen dados por
N+ := X Dx + A,
N− := − (X Dx − X + (C − A)) .
(3.8)
Actua´n sobre las funciones hipergeome´tricas confluentes, 1F1 [a; c;x], como
N+ 1F1 [a; c;x] = a 1F1 [a+ 1; c;x] ,
N− 1F1 [a; c;x] = (a− c) 1F1 [a− 1; c;x] .
(3.9)
Definiendo ahora N3 := C/2− A y teniendo en cuenta la accio´n de los operadores N± y
N3 sobre las funciones hipergeome´tricas, se comprueba fa´cilmente que N± y N3 cierran
un a´lgebra su(1, 1), que conmuta con C, lo denotaremos entonces por suN(1, 1)
[N3, N±] = ±N±, [N+, N−] = 2N3. (3.10)
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Entonces estas funciones hipergeome´tricas {1F1 [a; c;x]} para −a ∈ N y c ∈ N ≥ 1 deter-
minan una representacio´n irreducible (infinita) de la serie discreta de su(1, 1). Partiendo
ahora de estos operadores diferenciales N±, podemos reescribir la ecuacio´n diferencial de
las funciones hipergeome´tricas a trave´s del operador de Casimir, CN , de suN(1, 1)[
CN − C
2
(
C
2
− 1
)]
1F1 [a; c;x] ≡
[
1
2
{N+, N−} −N23 +
C
2
(
C
2
− 1
)]
1F1 [a; c;x] = 0 .
Existe otro me´todo de factorizacio´n, que nos permite escribir la ecuacio´n diferencial de
la forma [
N+N− −
(
C
2
−N3
) (
C
2
+N3 + 1
)]
1F1 [a; c;x] = 0 ,[
N−N+ −
(
C
2
+N3
) (
C
2
−N3 + 1
)]
1F1 [a; c;x] = 0 ,
(3.11)
Como c = 1, 2, 3, 4... el valor del Casimir es CN ≡ C/2 (C/2− 1) = −1/4, 0, 3/2, 2, 15/4....
Tambie´n el espectro del operador N3 depende del valor c y tiene de valores c/2, 1+c/2, 2+
c/2....
Figura 3.1: Clasificacio´n de las funciones 1F1 [a; c;x] (puntos negros) en te´rminos de su
representacio´n su(1, 1). En la figura se representa la accio´n del operadorN3 que es diagonal
y con valor −a+ c/2 y la accio´n de los operadores N±.
Hemos encontrado un grupo SU(1, 1). Esta simetr´ıa nos indica que se puede usar el
operador de bajada indefinidamente sobre el ı´ndice a de las funciones 1F1 [a; c;x], por el
contrario si se utiliza el operador de subida al llegar al ı´ndice cero de a el polinomio que
representa la funcio´n 1F1 [a; c;x] se destruye y por lo tanto no se puede seguir aplicando
este operador.
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3.3. Operadores de simetr´ıa tales que ∆c = ±1
En el apartado anterior hemos visto los operadores escaleras que sub´ıan y bajaban en una
unidad el para´metro a. Siguiendo este esquema se va a buscar operadores que mantengan
el para´metros a fijo y sin embargo cambien c en ±1. Estos operadores esta´n definidos por:
M+ := Dx − 1,
M− := X Dx + C − 1
(3.12)
que actua´n sobre las funciones hipergeome´tricas confluentes 1F1 [a; c;x] como
M+ 1F1 [a; c;x] =
a− c
c
1F1 [a; c+ 1;x] ,
M− 1F1 [a; c;x] = (c− 1) 1F1 [a; c− 1;x] .
(3.13)
Definiendo ahora M3 := 1 se comprueba fa´cilmente que M± y M3 cierran el a´lgebra de
Weyl-Heisenberg que denotaremos por hM(1)
[M3,M±] = 0, [M+,M−] = M3. (3.14)
Podemos escribir el Casimir de las funciones hipergeme´tricas confluentes en funcio´n de
los operadores M± de la forma:
CM 1F1 [a; c;x] ≡
[
{M+,M−} − (2M + 1
2
)
]
1F1 [a; c;x] = 0.
donde M es el operador nu´mero definido por M+M−. Concluimos que estas funciones
soportan una representacio´n del a´lgebra Weyl-Heisenberg, que tambie´n esta relacionado
con otros polinomios como los de Hermite. De hecho se ve que la forma de escribir el
Casimir en funcio´n de los operadores M± tiene el aspecto t´ıpico del oscilador armo´nico
cua´ntico cuando se escribe su ecuacio´n diferencial en funcio´n de los operadores de creacio´n
y aniquilacio´n.
3.4. Operadores de simetr´ıa R±
Nos queda finalmente estudiar los operadores que suben o bajan una unidad los valores
de a y c a la vez. Estos operadores son:
R+ := Dx,
R− := X Dx − X + C − 1
(3.15)
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Figura 3.2: Clasificacio´n de las funciones 1F1 [a; c;x] en te´rminos de la simetr´ıa ligada a
hM(1). En la figura se representa la accio´n del operador M3 que es diagonal y la accio´n
de los operadores M±.
que actua´n sobre las funciones hipergeome´tricas confluentes 1F1 [a; c;x] como
R+ 1F1 [a; c;x] =
a
c
1F1 [a+ 1; c+ 1;x] ,
R− 1F1 [a; c;x] = (c− 1) 1F1 [a− 1; c− 1;x] .
(3.16)
Definiendo ahora R3 := 1 se ve de nuevo que R± y R3 cierran un a´lgebra h(1) y se denota
por hR(1)
[R3, R±] = 0 [R−, R+] = R3. (3.17)
Tenemos el mismo caso que con los operadores anteriores, estos operadores soportan
tambie´n un a´lgebra de Weyl-Heisenberg. Se puede escribir el Casimir de las funciones
hipergeme´tricas confluentes en funcio´n de los operadores M± de la misma forma que se
hizo en el apartado anterior:
CR 1F1 [a; c;x] ≡
[
{R+, R−} −
(
2R +
1
2
)]
1F1 [a; c;x] = 0.
donde R = R+R−, y juega de nuevo el ana´logo al operador nu´mero del oscilador armo´nico.
Con estos dos u´ltimos operadores hemos obtenido todos los operadores de subida y bajada
de estas funciones hipergeome´tricas 1F1 [a; c;x].
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3.5. El grupo completo de simetr´ıa
Estas funciones hipergeome´tricas no tienen definido un productor escalar, por lo tanto
no podemos hablar de representaciones unitarias como cuando se pasan a las bases de
las funciones algebraicas, donde se consiguen definir operadores unitarios. El sistema de
ra´ıces del a´lgebra de operadores de nuestras funciones hipergeome´tricas se representa de
manera esquema´tica en la siguiente figura.
Figura 3.3: Sistema de ra´ıces del a´lgebra de operadores.
Los conmutadores de Lie de los operadores N±, M±, R±, N3, M3 y R3 son:
[N+, N−] = 2N3, [N3, N±] = ∓N±,
[M3,M±] = 0, [M+,M−] = M3,
[R3, R±] = 0, [R+, R−] = −R3,
[M±, N±] = ∓R±, [M±, N∓] = 0, [N3,M±] = ±12 M±, [N±, R∓] = ∓,M±,
[N±, R±] = 0, [N±, R∓] = 0, [M±, R±] = 0, [M±, R∓] = 0,
(3.18)
El conjunto completo de operadores generan una a´lgebra de dimensio´n ocho y de la
forma su(1, 1) ⊗ (h(1)⊗ h(1)), generado por seis operadores escalera (N±, M± y R±) y
dos operadores diagonales A y C.
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3.6. Polinomios de Laguerre.
Los polinomios de Laguerre son polinomios ortogonales definidos en la semirecta real
positiva ([0, ∞)) y forman un espacio de Hilbert. Se relacionan con las funciones hiper-
geome´tricas confluentes del modo siguiente
Lνn (x) :=
Γ (n+ ν + 1)
n! Γ (ν + 1)
1F1 [−n, ν + 1;x] . (3.19)
Debido a esta relacio´n se pueden deducir el grupo de simetr´ıa de los polinomios de Lague-
rre y sus correspondientes campos vectoriales a partir de los de 1F1 [a; c;x]. Los polinomios
de Laguerre cumplen la siguiente relacio´n de ortogonalidad para un ν fijo:∫ ∞
0
Lνn (x)L
ν
m (x) e
−x xνdx =
Γ (n+ ν + 1)
n!
δn,m. (3.20)
Definimos las funciones algebraicas de Laguerre por
Gνn (x) :=
√
n!
Γ (n+ γ + 1)
Lνn (x) e
−x/2xν/2. (3.21)
Forman un conjunto ortonormal completo en L2 [0,∞). Los posibles valores que pueden
tener n y ν, teniendo en cuenta los valores que tomaban a y c en las funciones 1F1 [a; c;x],
son n ∈ N y ν ∈ N La relacio´n de ortogonalidad y la relacio´n de cierre quedan∫ ∞
0
Gνn (x)G
ν
m (x) = δn,m,
∞∑
n=0
Gνn (x)G
ν
n (y) = δ (x− y) .
(3.22)
Como forman una base ortonormal se puede definir los vectores |n〉 con n ∈ N por
|n〉 :=
∫ ∞
0
Gνn (x) |x〉 dx (3.23)
Estas relaciones de ortogonalidad y cierre se verifican, para un valor de ν fijo. El conjunto
{|n〉}n∈N tiene una correspondencia con la base esta´ndar {|x〉}x∈[0,∞).
Los polinomios algebraicos de Laguerre se reescriben en te´rminos de las funciones hiper-
geome´tricas confluentes a trave´s de (3.19) y (3.21) como
Gνn (x) =
1
Γ (ν + 1)
√
Γ (n+ ν + 1)
n!
e−x/2 xν/2 1F1 [−n, ν + 1;x] . (3.24)
Si realizamos el proceso inverso podemos escribir las funciones hipergeome´tricas a partir
de los polinomios algebraicos de Laguerre y con los campos vectoriales de los primeros
deducir los campos vectoriales de los Gνn (x):
1F1 (−n, ν + 1;x) = Γ (ν + 1)
√
n!
Γ (n+ ν + 1)
ex/2x−ν/2Gνn (x) . (3.25)
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Definiendo primero los dos operadores:
NGνn (x) = nG
ν
n (x)
V Gνn (x) = ν G
ν
n (x)
(3.26)
Con los operadores de simetr´ıa de las funciones hipergeome´tricas confluentes y teniendo en
cuenta la ecuacio´n (3.25), si la sustituimos en los campos (3.8), (3.12) y (3.15) obtenemos
unas expresiones en funcio´n de las funciones algebraicas de Laguerre, que sera´n los nuevos
campos vectoriales asociados a las simetr´ıas de las funciones algebraicas de Laguerre. Estos
son
N+ =
(
−XDx − X
2
+
(
N +
V
2
))
,
N− =
(
XDx − X
2
+
(
1 +N +
V
2
))
,
N3 = −
(
N +
V + 1
2
)
,
M+ =
(
− X√
X
Dx +
X + V
2
√
X
)
,
M− =
(
X√
X
Dx +
X + V
2
√
X
)
,
M3 = 1,
R+ =
(
X√
X
Dx − X − V
2
√
X
)
,
R− =
(
− X√
X
Dx − X − V
2
√
X
)
,
R3 = 1.
(3.27)
Y su efecto sobre las funciones algebraicas de Laguerre es:
N+ G
ν
n (x) =
√
n (n+ ν) Gνn−1 (x) ,
N− Gνn (x) =
√
(n+ 1) (n+ ν + 1) Gνn+1 (x) ,
M+ G
ν
n (x) =
√
n+ ν + 1 Gν+1n (x) ,
M− Gνn (x) =
√
ν (n+ ν) Gν−1n (x) ,
R+ G
ν
n (x) =
√
n Gν+1n−1 (x) ,
R− Gνn (x) =
√
n+ 1 Gν−1n+1 (x) .
(3.28)
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El grupo de simetr´ıa de estos polinomios es el mismo que e´l de las funciones hipergeome´tri-
cas, es decir, estos polinomios poseen un grupo de simetr´ıa SU(1, 1) ⊗ (H(1)⊗H(1)).
Las relaciones de conmutacio´n son tambie´n las que se obtuvieron anteriormente (3.18).
Figura 3.4: Clasificacio´n de las funciones algebraicas de Laguerre en te´rminos de dos de
sus posibles IR. La primera gra´fica representa la IR su(1, 1) mostrando la accio´n de los
operadores N±. La segunda gra´fica representa la IR hM(1) a trave´s de la accio´n de los
operadores M± y M3.
Ahora los operadores N± hacen el rol contrario al que ten´ıan en el caso anterior, el
operador de subida N+ de las hipergeome´tricas ahora es un operador de bajada en los
polinomios de Laguerre, para el caso del operador N− pasa lo contrario, los operadores
M± siguen teniendo un rol similar y los operadores R± suben un para´metro pero bajan el
otro, al contrario de los que ocurr´ıa en el caso de las hipergeometricas que bien o bajaban
o sub´ıan al mismo tiempo los dos para´metros a y c. Ello es debido al cambio n = −a y a
que ν = c− 1.
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Figura 3.5: Sistema de ra´ıces del a´lgebra de operadores para las funciones algebraicas de
Laguerre.
3.7. Bases de las funciones de cuadrado integrable en
[0,∞)
Consideramos el espacio vectorial definido por el operador posicio´n X, con vectores pro-
pios {|x〉}, donde x es un punto de la semirrecta positiva (0 < x <∞). Se tiene que
X |x〉 = x |x〉 , 〈x|x′〉 = δ (x− x′) , I :=
∫ ∞
0
|x〉 〈x| dx. (3.29)
Las funciones algebraicas de Laguerre esta´n, al igual que los polinomios ortogonales de
Laguerre, definidos en la semirecta positiva R+. Para cada valor fijo de ν podemos obtener
una base discreta {|n〉}. Recordando las relaciones que satisfacen estas funciones∫ ∞
0
Gνm (x)G
ν
n (x) = δn,m,
∞∑
n=0
Gνn (x)G
ν
n (y) = δ (x− y) .
(3.30)
Podemos ver que {Gνn (x)} nos sirven como elementos de matrices entre una base continua
{|x〉} y una base discreta {|n〉}
|n〉 :=
∫ ∞
0
Gνn (x) |x〉 dx. (3.31)
Y ahora las relaciones en esta base discreta son:
N |n〉 = n |n〉 , 〈n|n′〉 = δnn′ , I =
∞∑
n=0
|n〉 〈n| (3.32)
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Construimos con estos polinomios una base ortonormal discreta en la semirecta positiva
y las funciones algebraicas de Laguerre juegan el papel de matrices de transicion entre
las bases discretas {|n〉} y las bases continuas {|x〉}:
Gνn (x) = 〈y|n〉 = 〈n|y〉 . (3.33)
Podemos escribir un vector arbitrario definido en R+, |f〉 ∈ R+ de la forma
|f〉 =
∫ ∞
0
dx f (x) |x〉 =
∞∑
n=0
|n〉 fn, (3.34)
f (x) := 〈y|f〉 =
∞∑
n=0
Gνn (x) fn, fn :=
∫ ∞
0
Gνn (x) f(x). (3.35)
Una funcio´n de onda f (y) y la secuencias de funciones {fn} describen el vector |f〉 en
dos bases diferentes. Luego se puede construir con estas funciones algebraicas dos bases
del espacio de Hilbert que describen vectores en la semirecta positiva.
En el caso anterior de las bases ortonormales hemos considerado que uno de los para´me-
tros, el ν, estaba fijo. Esto es debido a que se quiere evitar la degeneracio´n que tienen
estos polinomios
Gνn (x) = G
−ν
n (x) , (3.36)
lo que quiere decir que el espacio vectorial no esta del todo bien definido, porque las
funciones coinciden en el caso de ±ν. Para romper la degeneracio´n de estos polinomios,
se hace lo mismo que se hace cuando se estudian los polinomios de Legendre a trave´s de
los armo´nicos esfe´ricos, considerar unos nuevos objetos:
Z νn (x;φ) := e
imφGνn (x) (3.37)
con {φ ∈ R| − pi ≤ φ ≤ pi}. Estas funciones son el ana´logo en el plano a lo que los armo´ni-
cos esfe´ricos son a la esfera. Hemos roto ahora al degeneracio´n y el conjunto de funciones
{Z νn (x;φ)} son una base en el espacio de Hilbert de L2 (R2).
Las propiedades de normalizacio´n y ortogonalidad estan definidas ahora por:
1
2pi
∫ pi
−pi
dφ
∫ ∞
0
dx Z νn (x;φ)
∗ Z vm(x;φ) = δn,m δν,v,∑
n,ν
Z νn (x;φ)
∗ Z νn (x
′;φ′) = δ (x− x′) δ (φ− φ′) .
(3.38)
Tenemos, de nuevo, que estos objetos que hemos definido son las matrices de transicio´n
de una base continua a otra base discreta, no obstante estamos ahora en un espacio
de Hilbert un poco especial debido a la diferente cardinalidad de los ı´ndices y y ν, las
matrices de transicio´n se pueden poner como
Z νn (x;φ) = 〈n, ν|y, φ〉 (3.39)
38 CAPI´TULO 3. SIMETRI´AS DE LAS FUNCIONES 1F1 [A;C;Z]
la representacio´n irreducible {|n, ν〉} que nos localiza estados en el plano {|y, φ〉} esta
dada por:
1
2pi
∫ pi
−pi
dφ
∫ ∞
0
dx Z νn (x;φ)
∗ |y, φ〉 . (3.40)
Resolvemos de esta forma el problema de fijar el para´metro ν pasando a una representa-
cio´n irredcible en el espacio de funciones L2 (R2) que corresponde al plano.
3.8. Hamiltoniano de Tremblay-Turbiner-Winternitz.
Para realizar un estudio pra´ctico de estas funciones de Laguerre vamos a estudiar el a´lge-
bra del Hamiltoniano de Tremblay-Turbiner-Winternitz, que depende de cuatro para´me-
tros reales (k, ω, α, β) y tiene la forma:
Hk,ω,α,β = −∂2r −
1
r
∂r − 1
r2
∂2ϕ + ω
2r2 +
k2
r2
(
α (α− 1)
cos2 kϕ
+
β (β − 1)
sin2 kϕ
)
(3.41)
donde 0 ≤ r ≤ ∞ y 0 < ϕ < pi/2k. Este Hamiltoniano es separable en las coordenadas
(r, ϕ). La correspondiente ecuacio´n de Schro¨dinger para los estados estacionarios es
Hk,ω,α,β Ψ(r, ϕ) = EΨ(r, ϕ) (3.42)
Teniendo en cuenta Ψ(r, ϕ) = ψ(r)φ(ϕ) se separa las dos ecuaciones en las variables (r, ϕ)
consiguiendo ecuaciones independientes, una radial y otra angular
Hrk,ω,Mψ(r) =
(
−∂2r −
1
r
∂r + ω
2r2 +
k2M2
r2
)
ψ(r) = Eψ(r) (3.43)
Hϕk,ω,α,βφ(ϕ) =
(
− 1
r2
∂2ϕ + k
2α (α− 1)
cos2 kϕ
+ k2
β (β − 1)
sin2 kϕ
)
ψ(r) = k2M2φ(ϕ) (3.44)
donde 2 = (kM)2 es la constante de separacio´n. El primer Hamiltoniano se puede ver
como un oscilador radial y el segundo como un potencial de Po¨schl-Teller. Vamos a realizar
un ana´lisis del primer Hamiltoniano pues es el que contiene las funciones algebraicas de
Laguerre, a trave´s de los operadores escalera que nos van a conectar estados propios del
Hamiltoniano.
El Hamiltoniano de la parte radial hemos dicho que corresponde a un oscilador armo´nico
y tiene la forma
Hrk,ω =
(
−∂2r −
1
r
∂r + ω
2r2 +
2
r2
)
. (3.45)
Si realizamos el cambio de variable ρ = ωr2 el Hamiltoniano ahora toma la forma
Hρk,ω,M = 4ω
(
−ρ ∂2ρ − ∂ρ +
ρ
4
+
2
4ρ
)
. (3.46)
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Figura 3.6: Potencial radial del potencial de Tremblay-Turbiner-Winternitz con valores
de ω2 = 2 y 2 = 40.
Luego la ecuacio´n diferencial que cumplen estas funciones de onda es(
ρ ∂2ρ + ∂ρ −
ρ
4
− 
2
4ρ
+
E
4ω
)
ψ(ρ) = 0, (3.47)
que es la ecuacio´n de las funciones algebraicas de Laguerre que hemos definido en apar-
tados anteriores con ν = +m y n = 1
2
(
E
2ω
− (+ 1)). Luego la solucio´n de este sistema
sera´n las funciones G+mn (x).
Se puede entones poner este Hamiltoniano en funcio´n de los operadores escalera de las
funciones algebraicas de Laguerre. A trave´s de esta descomposicio´n en operadores se
observan algunas caracter´ısticas de este sistema y de las funciones de este potencial cuando
se aplican los operadores.
As´ı por ejemplo, el efecto de los operadores M± sobre el sistema, es modificabar en una
unidad el para´metro , luego este operador lo que va a hacer es modificar el potencial
teniendo un nuevo Hamiltoniano. Tenemos as´ı una nueva familia de Hamiltonianos:
Hρk,ω,m = 4ω
(
−ρ ∂2ρ − ∂ρ +
ρ
4
+
(+m)2
4ρ
+ 2ωm
)
(3.48)
La accio´n de los operadores M± es la de relacionar funciones de distinto Hamiltonianos.
Bajo la accio´n de M− los estados propios de Hrm pasan a ser estados propios del hamilto-
niano Hrm+1y de la forma contraria las funciones propias de H
r
m+1 pasan a ser funciones
propias de Hrm con la accio´n de M+.
Esta propiedad es debido a que los operadores M± forman un a´lgebra de Weyl-Heisenberg
y por lo tanto los operadores M± conmutan con el operador nu´mero N = M+M− de la
forma
[N,M+] = M+, [N,M−] = −M−. (3.49)
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luego se cumple
M−Hrm = H
r
m+1M−, M+H
r
m+1 = H
r
mM+. (3.50)
Para el Hamiltoniano que hemos introducido al comienzo la energ´ıa tiene un valor de
E = 2ω (2n+ + 1) (3.51)
Y para el caso de estos nuevos Hamiltonianos generales {Hrm} la energ´ıa del sistema
sera´ ahora
E = 2ω (2n+ 2m+ + 1) (3.52)
Se ve que a trave´s del estudio de las simetr´ıas de los polinomios de Laguerre, se ha con-
seguido asociar a este Hamiltoniano la ecuacio´n de las funciones algebraicas de Laguerre
y se ha visto que el para´metro  de este Hamiltoniano se asociaba con el para´metro ν de
las funciones algebraicas de Laguerre.
Se ha comprobado que si se hace actuar los operadores M± sobre las funciones lo que
estamos haciendo es modificar el para´metro  y por lo tanto estamos transformando
esas funciones en unas funciones que ahora sera´n estados propios de otros Hamiltonianos
nuevos Hrk,ω,±1. Este ana´lisis que hemos realizados con los operadores M± se podr´ıa hacer
con los otros cuatro operadores restantes que ten´ıamos para estos polinomios.
Figura 3.7: Accio´n de los operadores N±, M± y R± sobre la funcio´n ψmn del Hamiltoniano
Hrk,ω,.
Los operadores N± aplicados a estas funciones y a estos potenciales no transforman las
funciones en estados propios de otros Hamiltonianos, sino que so´lo var´ıan el valor del
para´metro n y por lo tanto transformar´ıa estos estados en otros estados propios del mismo
Hamiltoniano pero con distinta energ´ıa, se estar´ıa modificando la energ´ıa del sistema pero
seguir´ıamos teniendo estados propios de ese Hamiltoniano. Estos operadores generan el
espectro y las funciones de onda de la parte radial.
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Por u´ltimo el conjunto de operadores R± que soportan tambie´n un a´lgebra de Weyl-
Heisenerg y por tanto actuar´ıan modificando al mismo tiempo la energ´ıa del sistema pero
tambie´n nos modificar´ıan las funciones propias de ese Hamiltoniano pasando a ser fun-
ciones propias de otro Hamiltoniano, se estar´ıa mezclando el efecto de ambos operadores.
El lector interesado puede comparar estos resultados con los obtenidos en [8].

Cap´ıtulo 4
Simetr´ıas de las funciones 2F1 [a, b; c;x]
Despue´s de hacer el estudio de las simetr´ıas de las funciones hipergeome´tricas confluentes
que solo contienen dos para´metros se pretende dar un paso mas adelante y pasar a la
siguiente familia de funciones hipergeome´tricas. Este es el caso de las funciones hiper-
geome´tricas 2F1 [a, b; c;x]. El esquema a seguir en este cap´ıtulo es parecido al caso que se
siguio´ en el apartado anterior, lo que pasa que ahora tenemos tres para´metros en vez de
dos lo que hace que el nu´mero de para´metros se mucho mayor.
4.1. Funciones hipergeome´trica y sus operadores es-
tructurales
Se llama funcio´n hipergeome´trica gaussiana a la serie daba por:
2F1 [a, b; c;x] =
∞∑
n=0
(a)n(b)n
(c)n
xn
n!
, (4.1)
tamb´ıen se puede escribir equivalentemente como
2F1 [a, b; c;x] =
Γ (c)
Γ (a) Γ (b)
∞∑
n=0
Γ (a+ n) Γ (b+ n)
Γ (c+ n)
xn
n!
. (4.2)
En lo que sigue vamos a construir el a´lgebra de simetr´ıas de estas funciones 2F1 [a, b; c;x].
Luego buscaremos la concordancia de estos resultados con los obtenidos recientemento por
Celeghini-del Olmo para los polinomios de Jacobi. Para poder dar la estructura de grupo
que buscamos tendremos que restringir el valor de estas variables a, b y c. Las variables
−a,−b ∈ N y la variable c ≥ 1 con c ∈ N, de esta forma las funciones hipergeome´tricas no
sera´n series infinitas sino polinomios. Adema´s hay que notar que el radio de convergencia
de estos polinomios viene dado por x < |1|, luego es anal´ıtica en el interior del disco
unidad.
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La funcio´n hipergeome´trica posee una propiedad muy clara de simetr´ıa al intercambiar
los para´metros a y b:
2F1 [a, b; c;x] = 2F1 [b, a; c;x] (4.3)
La ecuacio´n diferencial que satisfacen estas funciones es[
x(1− x) d
2
dx2
+ (c− (a+ b+ 1) x) d
dx
+ ab
]
2F1 [a, b; c;x] = 0 (4.4)
La simetr´ıa anterior de intercambio a⇔ b se hace evidente tambie´n en esta ecuacio´n.
Para dar una estructura de a´lgebra al conjunto de simetr´ıas de las funciones {2F1 [a, b; c;x]}
definimos los tres operadores A, B que C cuyo efecto sobre las hipergeome´tricas es
2F1 [a, b; c;x] = a 2F1 [a, b; c;x] , B 2F1 [a, b; c;x] = b 2F1 [a, b; c;x] ,
C 2F1 [a, b; c;x] = c 2F1 [a, b; c;x] ,
(4.5)
es decir, son diagonales sobre las funciones hipergeome´tricas y , por lo tanto , pertenecen
a la suba´lgebra de Cartan del a´lgebra de Lie de simetr´ıas.
4.2. A´lgebra se simetr´ıas de 2F1 [a, b; c;x]
Vamos a empezar a evaluar el operador que solo cambia el valor de a. Para ello definimos
los operadores:
A+ := X Dx + A,
A− := X(X − 1)Dx + C + A+ BX
(4.6)
que actua´n sobre las funciones hipergeome´tricas 2F1 [a, b; c;x] como
A+ 2F1 [a, b; c;x] = a 2F1 [a+ 1, b; c;x] .
A− 2F1 [a, b; c;x] = (a− c) 2F1 [a− 1, b; c;x] .
(4.7)
Definiendo ahora A3 := A − C/2 y teniendo en cuenta la accio´n de los operadores A±
y A3 sobre las funciones hipergeome´tricas, en las ecuaciones (4.7) y (4.5) se comprueba
facilmente que A± y A3 cierran un a´lgebra su(1, 1) y que A± conmutan con B y C.
Denotaremos dicha a´lgebra por suA(1, 1)
[A3, A±] = ±A± [A+, A−] = −2A3.
Entonces estas funciones hipergeome´tricas 2F1 [a, b; c;x] soportan una representacio´n del
grupo del a´lgebra de Lie suA(1, 1). Partiendo ahora de estos operadores diferenciales A±,
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podemos reescribir la ecuacio´n diferencial de las funciones hipergeome´tricas a trave´s del
operador de Casimir CA, de suA(2) como[
CA + C
2
(
C
2
− 1
)]
1F1 [a; c;x] ≡
[
1
2
{A+, A−} − A23 +
C
2
(
C
2
− 1
)]
1F1 [a; c;x] = 0 .
(4.8)
Por otro lado podemos utilizar un segundo me´todo de factorizacio´n, poniendo la ecua-
cio´n diferencial de segundo orden como el producto de los operadores de primer orden.
Teniendo en cuenta este hecho, se obtienen estas dos ecuaciones[
A+A− −
(
C
2
− A3
) (
C
2
+ A3 + 1
)]
2F1 [a, b; c;x] = 0 ,[
A−A+ −
(
C
2
+ A3
) (
C
2
− A3 + 1
)]
2F1 [a, b; c;x] = 0 ,
(4.9)
que reproduce de nuevo la ecuacio´n (4.4) de las funcio´n hipergeome´trica. Las ecuaciones
(4.8), (4.9) son casos particulares de una regla general: la definicio´n de las funciones
hipergeome´tricas puede recuperarse con los operadores de Casimir de cualquier a´lgebra
involucrados y sub-a´lgebra, as´ı como cualquier producto diagonal de operadores escalera.
Ahora usando la propiedad de simetr´ıa a ⇔ b de las 2F1 [a, b; c;x], podemos construir la
suba´lgebra de simetr´ıa que cambia b manteniendo a y c intactos. A partir de A± los dos
nuevos operadores B± estas definidos por
B+ := X Dx + B,
B− := X(X − 1)Dx + C + B + AX
(4.10)
y la accio´n de estos operadores sobre las funciones es
B+ 2F1 [a, b; c;x] = b 2F1 [a, b+ 1; c;x]
B− 2F1 [a, b; c;x] = (b− c) 2F1 [a, b− 1; c;x] .
(4.11)
Obviamente estos dos nuevos operadores B± y B3 := B−C/2 cierran un a´lgebra su(1, 1)
que denotamos como suB(1, 1). Las relaciones de conmutacio´n de estos operadores son
[B3, B±] = ±B± [B+, B−] = −2B3,
y estas funciones hipergeome´tricas {2F1 [a, b; c;x]} para −a,−b ∈ N y c = 1, 2, 3... sopor-
tan una representacio´n irreducible de dimensio´n infinita de suB(1, 1). De nuevo podemos
recuperar la ecuacio´n diferencial (4.4) con el Casimir, CB, de suB(1, 1)[
CB + C
2
(
C
2
− 1
)]
2F1 [a, b; c;x] ≡
[
1
2
{B+, B−} −B23 +
C
2
(
C
2
− 1
)]
2F1 [a, b; c;x] = 0 .
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o bien de la forma[
B+B− −
(
C
2
−B3
) (
C
2
+B3 + 1
)]
2F1 [a, b; c;x] = 0 ,[
B−B+ −
(
C
2
−B3
) (
C
2
+B3 + 1
)]
2F1 [a, b; c;x] = 0 .
(4.12)
Tenemos ahora una estructura algebraica ma´s compleja por la aparicio´n de aplicac´ıones
comunes de los dos operadores A± y B±. Los operadores {A±, A3} conmutan con {B±, B3}
de modo que, la estructura algebra´ica es la suma directa de las dos a´lgebras de Lie:
suA(1, 1)⊕ suB(1, 1).
Fijado un c podemos cambiar el valor de a y/o b a trave´s de los elementos de suA(1, 1)⊕
suB(1, 1). Como en las funciones hipergeome´tricas no esta definido el producto escalar
esta representacio´n no es unitaria a nivel de grupo SUA(1, 1)⊕ SUB(1, 1) .
4.3. Otros operadores de simetr´ıa para las 2F1 [a, b; c;x]
Se conocen muchas otras relaciones diferenciales de las funciones hipergeome´tricas. Si
partimos de ellas podemos reconstruir un a´lgebra de Lie su(2, 2). Tenemos quince gene-
radores infinitesimales, de los cuales tres de ellos son los generadores de Cartan (como
sabemos, A, B y C). Se ve claramente que cuatro de ellos conmutan con C (A± y B±),
que son los estudiados en el parrafo anterior. Los otros ocho operadores escaleras (no
diagonales ) son:
C+ := (1−X)Dx − (A+B − C),
C− := X Dx + C − 1,
D+ := (1−X)Dx − A,
D− := (1−X)X Dx −BX + C − 1,
E+ := (1−X)Dx −B, ,
E− := (1−X)X Dx − AX + C − 1,
F+ := Dx,
F− := X(1 +X)Dx − (B + A− 1)X + C − 1.
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Su accio´n sobre las funciones hipergeome´tricas es:
C+ 2F1 [a, b; c;x] =
(c− a)(c− b)
c
2F1 [a, b; c+ 1;x] ,
C− 2F1 [a, b; c;x] = (c− 1) 2F1 [a, b; c− 1;x] ,
D+ 2F1 [a, b; c;x] =
a(b− c)
c
2F1 [a+ 1, b; c+ 1;x] ,
D− 2F1 [a, b; c;x] = (c− 1) 2F1 [a+ 1, b; c+ 1;x] ,
E+ 2F1 [a, b; c;x] =
b(a− c)
c
2F1 [a, b+ 1; c+ 1;x] ,
E− 2F1 [a, b; c;x] = (c− 1) 2F1 [a, b+ 1; c+ 1;x] ,
F+ 2F1 [a, b; c;x] =
ab
c
2F1 [a+ 1, b+ 1; c+ 1;x] ,
F− 2F1 [a, b; c;x] = (c− 1) 2F1 [a− 1, b− 1; c− 1;x] .
(4.12)
Los operadores (4.12) cambian todos los para´metros en ±1. Si nos limitamos a hablar de
los operadores escalera C±. Su accio´n sobre las funciones es
[C+, C−] = −2C3, [C3, C±] = ±C± (4.13)
donde
C3 := C − 1
2
(A+B + 1). (4.14)
Por lo tanto {C±, C3} cierran un a´lgebra su(1, 1) que denotaremos por suC(1, 1). Siguiendo
los pasos que hemos hecho con los operadores A± y B± podemos tambie´n descomponer
la ecuacio´n diferencial de estas funciones en producto de operadores C±, el Casimir CC ,
de suC(1, 1) se escribe de la forma:[
CC +
(
1 + A−B
2
)(
1 + A−B
2
− 1
)]
2F1 [a, b; c;x] ≡
[
1
2
{C+, C−} − C23 +
(
1 + A−B
2
)(
1 + A−B
2
− 1
)]
2F1 [a, b; c;x] = 0 .
Usando el segundo me´todo de factorizacio´n[
C+C− −
(
1 + A−B
2
− C3
) (
1 + A−B
2
+ C3 + 1
)]
2F1 [a, b; c;x] = 0 ,[
C−C+ −
(
1 + A−B
2
− C3
) (
1 + A−B
2
+ C3 + 1
)]
2F1 [a, b; c;x] = 0 .
(4.15)
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Lo mismo que se ha realizado con estos tres operadores se podr´ıa hacer con los restantes
operadores, pues toda ecuacio´n diferencial puede ponerse como funcio´n de sus operadores
escalera.
Estos seis operadores (A±, B± y C±) que se han estudiado tienen un grupo de simetr´ıa
su(1, 1), pues se puede aplicar uno de los operadores escalera indefinidas veces pero el
nu´mero de veces que se puede aplicar en otro operador es finito.
Los otros tres operadores que nos quedan de estudiar (D±, E±, F±) poseen un grupo de
simetr´ıa SU(2), pues solo permiten usar el operador de subida y bajada un nu´mero finito
de veces. Por ejemplo las relaciones de conmutacio´n de los operadores D± son
[D+, D−] = 2D3, [D3, D±] = ±D± (4.16)
donde D3 =
1
2
(B + 1− A− C).
De las ecuaciones (4.12) se puede ver que se puede aplicar D+ a las funciones hiper-
geome´tricas hasta que se llega a a = 0, del mismo modo se puede hacer actuar D− hasta
que c = 1, luego se ve solo podemos hacer actuar estos operadores de subida y baja-
da un nu´mero finito de veces sobre las funciones, como es propio de la representaciones
irreducibles de su(2).
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4.4. El grupo completo de simetr´ıa para 2F1 [a, b; c;x]:
SU(2, 2)
Se puede representar la accio´n de los doce operadores A±, B±, C±, D±, E±, F±, que hemos
definido en la seccio´n previa, y obtenemos la Fig 4.1 . Para obtener el sistema de ra´ıces
del a´lgebra de Lie simple A3 ≡ D3 solo tenemos que an˜adir tres puntos en el origen
correspondientes a los elementos A,B y C de la suba´lgebra de Cartan.
Figura 4.1: Sistema de ra´ıces de las funciones hipergeome´tricas 2F1 [a, b; c;x].
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Los conmutadores de lie de los operadores A±, B±, C±, D±, E±, F±, A3, B3, J3 son
[E3, F±] = ±12F±, [E3, F3] = 0, [E3, C±] = 12C±, [E3, C3] = 0,
[E3, E±] = ±E±, [E3, B±] = ±12 B±, [E3, A±] = ±12 A±, [E3, D±] = ±12 D±,
[F3, C±] = 0, [F3, C3] = 0,
[F3, E±] = ∓12 E±, [F3, B±] = ∓12 B±, [F3, A±] = ∓12 A±, [F3, D±] = ∓12 D±,
[C3, F±] = 0,
[C3, E±] = ±12 E±, [C3, B±] = ∓12 B±, [C3, A±] = ∓12 A±, [C3, D±] = ∓12 D±,
[F+, F−] = 2F3, [F3, F±] = ±F±, (F3 = 12(A+B − 1)),
[D+, D−] = 2D3, [D3, D±] = ±D±, (D3 = 12(B + 1− A− C)),
[E+, E−] = 2E3, [E3, E±] = ±E±, (E3 = 12(A+ 1−B − C)),
[B+, B−] = −2B3, [B3, B±] = ±B±, (B3 = B − C2 ),
[A+, A−] = −2A3, [A3, A±] = ±A±, (A3 = A− C2 ),
[C+, C−] = −2C3, [C3, C±] = ±C±, (C3 = C − 12(B + A+ 1)),
[F±, C±] = 0, [F±, C∓] = 0,
[F±, E±] = 0, [F±, E∓] = ±A∓, [D±, B±] = 0, [F±, B∓] = ∓D∓,
[F±, A±] = 0, [F±, A∓] = ∓E±, [F±, D±] = 0, [F±, D∓] = ∓B±,
[C±, E±] = 0, [C±, E∓] = ±B∓, [C±, B±] = ±E±, [B±, D∓] = 0,
[C±, A±] = ∓D∓, [C±, A∓] = 0, [C±, D±] = 0, [B±, F∓] = ∓D±,
[E±, B±] = 0, [E±, B∓] = ∓C±, [E±, A±] = ∓F±, [E±, A∓] = 0,
[E±, D±] = 0, [E±, D∓] = 0,
[B±, A±] = 0, [D±, A∓] = 0, [B±, D±] = 0, [B±, D∓] = ∓D±,
[A±, D±] = 0, [A±, D∓] = ∓C±.
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4.5. Funciones Algebraicas de Jacobi
Los polinomios de Jacobi se relacionan con las funciones hipergeome´tricas 2F1 [a, b; c;x]
por:
J (α,β)n (x) =
(α + 1)n
n!
(
1 + x
2
)n
2F1
[
−n,−n− β;α + 1; x− 1
x+ 1
]
. (4.17)
Tambie´n podemos obtener una expresio´n binomial
J (α,β)n (x) =
n∑
s=0
(
n+ α
s
) (
n+ β
n− s
) (
x+ 1
2
)s (
x− 1
2
)n−s
. (4.18)
donde se considera la generalizacio´n de la expansio´n binomial(
a
s
)
:=
(a+ 1− s)s
s!
,
siendo a un nu´mero arbitrario y s un entero positivo. Sin embargo para obtener una
estructra algebraica mucho mas simple e intuitiva, se definen otras tres variables discretas
alternativas a n, α, β adema´s de incluir un factor dependiente de x Sustituimos primero
(n, α, β) por (j,m, q)
j := n+
α + β
2
, m :=
α + β
2
, q :=
α− β
2
,
o inversamente
n = j −m, α = m+ q, β = m− q .
Por u´ltimo, se incluye el factor que depende de x que incluyen el peso de los polinomios
de Jacobi, con el fin de hacer ortonormal la base de polinomios en el espacio de Hilbert.
A estos nuevos objetos se le llama “funciones algebraicas de Jacobi” (AJF), que tienen
la forma final
Jm,qj (x) :=
√
Γ(j +m+ 1) Γ(j −m+ 1)
Γ(j + q + 1) Γ(j − q + 1)
(
1− x
2
)m+q
2
(
1 + x
2
)m−q
2
J
(m+q,m−q)
j−m (x),
(4.19)
donde para obtener una representacio´n de grupo, que se vera´ mas adelante, se inluyen las
siguientes restriciones (j,m, q)
j ≥ |m|, j ≥ |q|, 2j ∈ N, j −m ∈ N, j − q ∈ N (4.20)
Siendo, por lo tanto, (j,m, q) todos enteros o semienteros. Las condiciones (4.20) escritas
en te´rminos de los antiguos para´metros (n, α, β) son
n ∈ N, α, β ∈ Z, α ≥ −n, β ≥ −n, α + β ≥ −n.
52 CAPI´TULO 4. SIMETRI´AS DE LAS FUNCIONES 2F1[A,B;C;X]
Recordando que los polinomios de Jacobi J
(α,β)
n (x) estan determinados por α > −1 y β >
−1 (α, β ∈ R) de tal manera que una funcio´n de peso u´nico w(x) pueda renormalizarlos.
Sin embargo se deben cambiar las restrinciones para que las nuevas funciones algebraicas
esten normalizadas correctamente. Jˆm,qj (x) := l´ımε→0 Jm+ε,qj (x) como
Jˆm,qj (x) =
{ Jm,qj (x) ∀ (j,m, q) verificando las condiciones de (4.20)
0 j < |m|
.
Estas AJF para un m y q fijos verifican las siguientes relaciones de ortogonalidad∫ 1
−1
Jm,qj (x) (j + 1/2) Jm,qj′ (x) dx = δj j′ (4.21)
o de otra forma
∞∑
j=sup(|m|,|q|)
Jm,qj (x) (j + 1/2) Jm,qj (y) = δ(x− y). (4.22)
que son similares a la de los polinomios de Laguerre y a las de los polinomios asociados
de Legendre: todos son ortonormales so´lo hasta el factor j + 1/2. La ecuacio´n de Jacobi
queda entonces de la forma[
(1− x2) d
2
dx2
− ((α + β + 2)x+ (α− β)) d
dx
+ n(n+ α + β + 1)
]
J (α,β)n (x) = 0 (4.23)
Por otro lado los polinomios algebraicos de Jacobi Jm,qj (x) ∀ (j,m, q) en funcio´n de las
funciones hipergeome´tricas 2F1 [a, b; c;x] se relacionan mediante el cambio de para´metros:
a = m− j , b = q − j , c = m+ q + 1 ,
j =
c− 1− a− b
2
, m =
c− 1 + a− b
2
, q =
c− 1− a+ b
2
.
Inversamente se puede escribir las funciones hipergeome´tricas en funcio´n de los polinomios
algebraicos de Jacobi.
2F1
[
a, b; c;
1− x
2
]
=
(−a)!
(c)n
√
Γ(c− a+ 1) Γ(b− c+ 1)
Γ(b) Γ(1− a)
(
1− x
2
) 1−c
2
(
1 + x
2
) c−a−b
2
× J
b+a−1
2
,c− b+a+1
2
b−a−1
2
(x)
(4.24)
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4.6. Operadores de simetr´ıa de los AFJ
Si sustituimos en los operadores que se han calculado en la seccio´n anterior se obtendra´n
los operadores correspondientes a estos polinomios y seguiran el mismo el a´lgebra que las
funciones hipergeome´tricas. Si tomamos el operador A+ del caso anterior
(X Dx + A )2 F1 [a, b, c, z] = a 2F1 [a+ 1, b, c, z] (4.25)
Obtenemos tras operar y sustituir la ecuacio´n hipergeome´trica por (4.24):
A+Jm,qj (x) =
√
(j −m) (j + q) Jm+1/2, q−1/2j−1/2 (x), (4.26)
donde
A+ =
[
(1−X)√1 +X√
2
Dx +
1√
2 (1 +X)
(XJ + (J −M +Q))
]
, (4.27)
que es justamente uno de los operadores de las funciones de Jacobi. Tomando ahora el
campo A− y realizando el mismo ca´lculo se llega a
A−Jm,qj (x) =
√
(j −m+ 1) (j + q + 1) Jm−1/2, q+1/2j+1/2 (x), (4.28)
donde
A− = −
[
(1−X)√1 +X√
2
Dx +
1√
2 (1 +X)
(X(J + 1) + (J + 1−M +Q))
]
, (4.29)
El operador A3 queda de la forma A3 := J+
1
2
(Q−M)+ 1
2
. El a´lgebra de estos operadores
tiene la misma estructura que en el caso de las hipergeome´tricas. Los operadores A± y
A3 cierran un a´lgebra su(2), de nuevo.
[A3, A±] = ±A±, [A+, A−] = 2A3.
Esto se puede ver claramente si se analizan los ı´ndices de las funciones algebraicas de
Jacobi, el operador A− no aumenta el ı´ndice j en +1/2 cada vez que actu´a sobre las ASJ,
luego podemos aplicar indefinidas veces el operador A− a estas funciones. Sin embargo el
operador A+ no disminuye el valor de j en 1/2, y sin embargo sube el de m. Si el valor
de m supera al de j la funcio´n se destruye, luego solo podemos aplicar este operador un
nu´mero finito de veces sobre las ASJ.
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Figura 4.2: Accio´n sobre las AFJ de los diferentes operadores representado por el triplete
(j,m, q). La accio´n sobre los planos nos mueve los para´metros m y q y la accio´n sobre el
eje vertical nos mueve el ı´ndice j.
Realizando los mismos ca´lculos para todos los campos de las hipergeome´tricas llegamos
a las operadores escaleras de las polinomios algebraicos de Jacobi:
B+ := +
(1−X)√1 +X√
2
Dx +
1√
2 (1 +X)
(X J + (J +M −Q)) ,
B− := − (1−X)
√
1 +X√
2
Dx +
1√
2 (1 +X)
(X(J + 1) + (J + 1 +M −Q)) ,
C+ := +
(1 +X)
√
1−X√
2
Dx − 1√
2(1−X) (X (J + 1)− (J + 1 +M +Q)) ,
C− := − (1 +X)
√
1−X√
2
Dx − 1√
2(1−X) (X J − (J +M +Q)) ,
D+ := +
√
1−X2Dx + 1√
1−X2 (XM +Q) ,
D− := − +
√
1−X2Dx + 1√
1−X2 (XM +Q) ,
E+ := − +
√
1−X2Dx + 1√
1−X2 (X Q+M) ,
E− := +
√
1−X2Dx + 1√
1−X2 (X Q+M) ,
F+ := +
(1 +X)
√
1−X√
2
Dx +
1√
2 (1−X) (XJ − (J −M −Q)) .
F− := − (1 +X)
√
1−X√
2
Dx +
1√
2 (1−X) (X(J + 1)− (J + 1−M −Q)) ,
(4.30)
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Todos estos operadores actu´an en el espacio de {Jm,qj } con j,m, q enteros o semientero y
que cumplen j ≥ |m|, |q|. La forma expl´ıcita de su accio´n es
B+ Jm,qj (x) =
√
(j +m)(j − q) Jm−1/2, q+1/2j−1/2 (x),
B− Jm,qj (x) =
√
(l +m+ 1)(l − q + 1) Jm+1/2, q−1/2j+1/2 (x),
C+ Jm,qj (x) =
√
(j +m+ 1)(j + q + 1) Jm+1/2, q+1/2j+1/2 (x),
C− Jm,qj (x) =
√
(j +m)(j + q) Jm−1/2, q−1/2j−1/2 (x),
D+ Jm,qj (x) =
√
(j −m)(j +m+ 1) Jm+1, qj (x),
D− Jm,qj (x) =
√
(j +m)(j −m+ 1) Jm−1, qj (x),
E+ Jm,qj (x) =
√
(j − q)(j + q + 1) Jm, q+1j (x),
E− Jm,qj (x) =
√
(j + q)(j − q + 1) Jm, q−1j (x),
F+ Jm,qj (x) =
√
(j −m) (j − q) Jm+1/2, q+1/2j−1/2 (x),
F− Jm,qj (x) =
√
(j −m+ 1) (j − q + 1) Jm−1/2, q−1/2j+1/2 (x).
(4.31)
Estos operadores cumplen los mismos conmutadores que los vistos para las funciones
hipergeome´tricas luego las funciones algebraicas de Jacobi cumplen el mismo algebra de
Lie que el estudiado en el caso anterior (su(2, 2)).
A trave´s de la definicio´n de productor escalar unitario de las AFJ se ha conseguido un
a´lgebra unitaria, luego estos nuevos operadores adema´s cumplen la propiedad:
A†± = A∓, B
†
± = B∓, C
†
± = C∓, D
†
± = D∓, E
†
± = E∓, F
†
± = F∓,
y esto demuestra que los operadores tienen la propiedad de hermiticidad requerida para
que la representacio´n del grupo sea unitaria. Estos operadores camb´ıan los valores de los
para´metros en ±1/2, excepto los D± y los E±. Los operadores que cambian los para´metros
en ±1/2 son los operadores que en la imagen cambian de plano, y a trave´s de la Fig 4.2
es fa´cil ver que
B∓(X,Dx,M,Q) = C±(−X,−Dx,M,−Q),
A∓(X,Dx,M,Q) = C±(−X,−Dx,−M,Q),
F∓(X,Dx,M,Q) = −C±(X,Dx,−M,−Q).
(4.32)
Podemos construir los diferentes Casimires para estos operadores de la forma que se ha
venido haciendo en toda la memoria. El Casimir cuadra´tico de su(2, 2) que involucra
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todos los operadores tiene la forma
Csu(2,2) = 1
2
({C+, C−}+ {F+, F−} − {A+, A−} − {B+, B−} − {D+, D−} − {E+, E−})
+
1
2
(
A23 +B
2
3 + C
2
3 +D
2
3 + E
2
3 + F
2
3
)
=
1
2
({A+, A−}+ {B+, B−} − {C+, C−} − {D+, D−} − {E+, E−} − {F+, F−})
+ 2J(J + 1) +M2 +Q2 +
1
2
≡ −3
2
.
Luego los AFJ soportan una representacio´n unitaria del grupo SU(2, 2) con valor −3/2
de Csu(2,2) como se observa en Fig 4.3 . Adema´s, como se ha visto a lo largo de las seccio-
nes anteriores, con el Casimir de cualquier suba´lgebra o de los productos de operadores
escalera se recuperar las ecuaciones de los AFJ.
Figura 4.3: Representacio´n irreducible del grupo SU(2, 2) soportada por los AJF Jm,ql (x),
los planos horizontales corresponden a la representacio´n irreducible de suD(2)⊕ suE(2).
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4.7. Simetr´ıas en el ı´ndice j
En la seccio´n anterior se han deducido las simetr´ıas de los polinomios algebraicos de
Jacobi Jm,qj (x) donde los operadores D± (E±) cambiaban solo los ı´ndices m (q) en ±1,
permaneciando invariante el resto de ı´ndices.
Los otros operadores del a´lgebra cambian todo los ı´ndices (j,m, q) por una cantidad
semientera. Los valores enteros o semineteros de (j,m, q) esta´n relacionados con una
u´nica UIR del SU(2, 2).
Podemos construir nuevos pares de operadores componiendo la accio´n de dos operadores
X± , nosotros vamos a construir dos operadores que lo que hacen es cambiar (j,m, q) a
(j ± 1,m, q). Componiendo F∓C± (equivalentemente, C∓F±, D±E± o E±D±) aparecen
nuevos operadores. Estos nuevos operadores son en general operadores diferenciales de
segundo orden,porque aparecen al componer dos operadores de primer orden.
Como se dijo antes los Jm,qj tienen j ≥ |m| y j ≥ |q|, pero ahora tenemos que considerar
por separado valores espec´ıficos de m y q .
Para comenzar vamos a empezar con los estados que j ≥ |m| > |q| . De (4.31) deducimos
los dos operadores hermı´ticos de la forma:
K+ := F−C+
1√
(J + 1)2 −Q2 , K− := F+C−
1√
J2 −Q2 (4.33)
y podemos escribir el efecto de esto sobre AJF como
K+ :=
(
−(1−X2) Dx +X (J + 1) + MQ
J + 1
)
J + 1√
(J + 1)2 −Q2 , (4.34)
K− :=
(
(1−X2) Dx +X J + MQ
J
)
J√
J2 −Q2 . (4.35)
Vemos que la accio´n de estos operadores no depende del valor de q:
K+ Jm,qj (x) =
√
(j + 1)2 −m2 Jm,qj+1 (x),
K− Jm,qj (x) =
√
j2 −m2 Jm,qj−1 (x),
(4.36)
y K± junto con K3 := J + 1/2 cierran un a´lgebra de Lie su(1, 1)
[K+, K−] = −2K3, [K3, K±] = ±K±
adema´s se ve que Jm,qj con m y q fijos y j ≥ |m| > |q| son una base de UIR de su(1, 1)
con Casimir
C = m2 − 1/4.
Para los estados con , |m| < |q| el proceso es ana´logo: solo tenemos que intercambiar
M ⇔ Q en K±.
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El problema es ma´s complejo cuando |m| = |q| porque la accio´n de K− no esta´ bien
definida en la eq.(4.35) para j = |m| = |q|.
Para extender esta definicio´n a este caso nosotros tenemos no so´lo que considerar los
valores de M y Q pero su l´ımite i.e.
K− := l´ım
→0
[(
(1−X2)Dx +X J + (M + )(Q+ )
J
)
J√
J2 − (Q+ )2
]
.
De esta manera la accio´n de K− no cambia para j = |m| = |q|. En conclusio´n, todos Jm,qj
cierran, para un m y q fijo, una UIR de SU(1, 1).
Si |m| ≥ |q| nosotros tenemos eqs. (4.36) con j = |m|, |m| + 1, |m| + 2 . . . y un Casimir
invariante C = m2 − 1/4 mientras, para |m| < |q|, tenemos que intercambiar q y m.
Hay que tener en cuenta que, a diferencia de la UIR de SU(2, 2), cada representacio´n de
SU(1, 1) contiene so´lo los estados con un nu´mero entero o semientero de ı´ndices. Esto
tiene expecialmente relevancia en las simetr´ıas f´ısicas, pues indica que no se puede mezclar
ı´ndices enteros y semienteros de spin, es decir fermiones y bosones.
Este SU(1, 1) no puede, en general, ampliarse a grupos ma´s grandes porque sus operadores
no se pueden combinar con otros operadores para construir un a´lgebra ma´s grande, pero
hay algunas excepciones De hecho , cuando q = 0, es decir, sobre los Jm,0j con j,m ∈ Z
y j ≥ |m|, podemos definir no so´lo el {K±, K3}, sino tambie´n el {A±, A3} y por lo tanto
todo el a´lgebra de so(3, 2).
Debido a la simetr´ıa m ⇔ q tenemos un SO(3, 2) tambie´n para m = 0 es decir, en el
{J 0,qj } . Tambie´n los estados ”fermio´nicos ”{Jm,±1/2j } y {J ±1/2,qj } esta´n relacionados con
la misma a´lgebra SO(3, 2) .
4.8. Funciones-L2 y J m,qj (x)
La fo´rmulas (4.21) y (4.22) donde m y q son fijos permiten introducir j y x como variables
conjugadas en el mismo espacio de Hilbert. Se va a comenzar discutiendo el caso en el
que se fijan m y q que es la que caracteriza la UIR de su(1, 1) y el espacio de Hilbert que
soportan.
Los operadores (4.36) en los {Jm,qj (x)} permiten definir, de una forma abstracta, para
unos m y q fijos, la accio´n en el espacio de Hilbert construido en el espacio de vectores
propios {|j, (m, q)〉} como
K+ |j, (m, q)〉 =
√
(j + 1)2 −m2 |j + 1, (m, q)〉,
K− |j, (m, q)〉 =
√
j2 −m2 |j − 1, (m, q)〉.
(4.37)
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Y {|j, (m, q)〉} es una base en el espacio de Hilbert i.e.
〈j, (m, q)|j′, (m, q)〉 = δj j′ ,
∞∑
j=sup(|m|,|q|)
|j, (m, q)〉 〈j, (m, q)| = I. (4.38)
Estos permiten definir los
|x, (m, q)〉 :=
∞∑
j=sup(|m|,|q|)
|j, (m, q)〉
√
j + 1/2 Jm,qj (x) (4.39)
donde los vectores {|x, (m, q)〉} son una base en el espacio de configuraciones E =
(−1, 1) ⊂ R, i.e,
〈x, (m, q)|x′, (m, q)〉 = δ(x− x′),
∫ +1
−1
|x, (m, q)〉 dx 〈x, (m, q)| = I .
Esto implica que los {Jm,qj (x)} son las matrices de transicio´n entre ambas bases:
Jm,qj (x) =
1√
j + 1/2
〈x, (m, q)|j, (m, q)〉 = 1√
j + 1/2
〈j, (m, q)|x, (m, q)〉
y
|j, (m, q)〉 =
∫ +1
−1
|x, (m, q)〉
√
j + 1/2 Jm,qj (x) dx . (4.40)
Los m y q son para´metros invariantes en esta representacio´n, y solo las variables conju-
gadas j y x (una discreta y una continua) esta´n presentes.
Consideramos ahora el caso de tres variables, en relacio´n con el grupo SU(2, 2) en tanto
m y q son modificados por el a´lgebra.
El espacio de Hilbert es ahora E × Z × Z/2 ,donde E es de nuevo (−1, 1) ⊂ R, Z/2 :=
{0,±1/2,±1,±3/2,±2, · · · } pues m y q son enteros y semienteros El espacio E×Z×Z/2,
con bases {|x,m, q〉}, es la suma directa de los espacio de Hilbert Em,q con m y q fijos,
E× Z× Z/2 =
⋃
m−q∈Z
⋃
q∈Z/2
Em,q.
Las relaciones de ortonormalidad y completitud son ahora:
〈x,m, q|x′,m′, q′〉 = δ(x− x′) δmm′ δq q′ ,
∑
m,q
∫ +1
−1
|x,m, q〉 dx 〈x,m, q| = I.
Se puede definir en el espacio de Hilbert una nueva base {|j,m, q〉} con m, q ∈ Z/2, j ≥
|m|, j ≥ |q|, j −m ∈ N, j − q ∈ N dada por
|j,m, q〉 :=
∫ +1
−1
|x,m, q〉
√
j + 1/2 Jm,qj (x) dx .
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por eso
〈j,m, q|j′,m′, q′〉 = δj j′ δmm′ δq, q′ ,
∑
j,m,q
|j,m, q〉 〈j,m, q| = I.
Los {Jm,qj (x)} juegan de nuevo el papel de matrices de transico´n:
Jm,qj (x) =
1√
j + 1/2
〈x,m, q|j,m, q〉 = 1√
j + 1/2
〈j,m, q|x,m, q〉 .
Un vector arbitrario |f〉 ∈ L2(E,Z,Z/2) puede der expresado como
|f〉 =
∞∑
m,q=−∞
∫ +1
−1
dx |x,m, q〉 fm,q(x) =
+∞∑
m,q=−∞
∞∑
j=sup(|m|,|q|)
|j,m, q〉 fm,qj
donde
fm,q(x) := 〈x,m, q|f〉 =
∞∑
j=sup(|m|,|q|)
√
j + 1/2 Jm,qj (x) fm,qj ,
fm,qj := 〈j,m, q|f〉 =
∫ +1
−1
dx
√
j + 1/2 Jm,qj (x) fm,q(x)
y todas las funciones-L2 definidad en (E,Z,Z/2) pueden ser escritas como
∞∑
m,q=−∞
∞∑
j=sup(|m|,|q|)
√
j + 1/2 Jm,qj (x) fm,qj . (4.41)
Como el {Jm,qj } son una base de una UIR de SU(2, 2) y al mismo tiempo, una base de
las funciones–L2 definidas en (E,Z,Z/2) de L2(E,Z,Z/2) entonces ambas pertenecen a
la misma UIR de SU(2, 2) . Esto implica que cada cambio de base en el L2(E,Z,Z/2) se
relaciona con un elemento g del grupo SU(2, 2) y que cada operadores que actu´a sobre el
L2(E,Z,Z/2) se puede escribir dentro del recubrimiento universal A´lgebra de su(2, 2).
4.9. El Potencial de Rosen-Morse II.
Despue´s de este estudio de las simetr´ıas de los polinomios de Jacobi resulta interesante ver
algunos casos donde los resultados anteriores puedan aplicarse. Vemos que el conocimiento
de las simetr´ıas facilita enormemente la resolucio´n del problema. El potencial que se quiere
analizar es el potencial de Rosen-Morse II, que tiene la forma:
V (z) = −a (a+ 1) sech2(z) + 2b tanh(z) (4.42)
La correspondiente ecuacio´n de Schro¨dinger del sistema unidimensional queda de la
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Figura 4.4: Potencial de Rosen Morse con para´metros b = 20 y a = 15.
forma:
d2R(z)
dx2
+
(−a (a+ 1) sech2(x) + 2b tanh(x)− E)R(z) = 0. (4.43)
donde E denota la energ´ıa del sistema. Se puede ver que es una ecuacio´n con tres para´me-
tros libres, a, b y E. Tenemos un problema de Sturn-Liouville que en principio debe darnos
como solucio´n algunos polinomios ortogonales. Si realizamos un astuto cambio de variable
dado por x = tanh(z) la ecuacio´n del potencial de Rosen-Morse II se transforma en:
(
1− x2) d2R(x)
dx2
− 2xdR(x)
dx
+
(
2bx− E
1− x2 − a(a+ 1)
)
R(z) = 0. (4.44)
Esta ecuacion ya tiene una analog´ıa muy clara con nuestra ecuacio´n diferencial que cum-
plen las funciones algebraicas de Jacobi y por simple comparacio´n podemos identificar los
valores de nuestro potencial con las variables que hemos estado utilizando hasta ahora
a = j; b = mq; E = −m2 − q2 (4.45)
Se puede entonces escribir la solucio´n de este sistema como:
Jm,qj (x) :=
√
Γ(j +m+ 1) Γ(j −m+ 1)
Γ(j + q + 1) Γ(j − q + 1)
(
1− x
2
)m+q
2
(
1 + x
2
)m−q
2
J
(m+q,m−q)
j−m (x),
(4.46)
Si reescribimos la solucio´n en funcio´n de los para´metros iniciales del problema e incluimos
el nu´mero cua´ntico n que se define como n = j−m las funciones de onda de este potencial
son las funciones algebraicos de Jacobi de la forma:
J a−n, b/(a−n)a (x). (4.47)
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La energ´ıa del sistema queda en funcio´n de estos para´metros como:
E = − b
2
(a− n)2 − (a− n)
2. (4.48)
El nu´mero de niveles de energ´ıa de este sistema es finito, no podemos tener un nu´mero
indefinido de n, pues so´lo sera´n va´lidas aquellos que cumplan las condiciones a ≥ |a− n|
y |a− n| ∈ N .
Luego el estudio anterior nos ha servido para resolver sin necesidad de ca´lcular las solu-
ciones ana´liticamente del potencial, ademas sirve para ver la simetr´ıa que posee el sistema
anterior, que por analog´ıa soporta un grupo de simetr´ıa SU(2, 2).
Del mismo modo que hemos hecho con el potencial de Tremblay-Turbiner-Winternitz,
podemos descomponer este Hamiltoniano en producto de operadores diferenciales de pri-
mer orden, que en este caso sera´n los operadores escalera de las funciones algebraicas de
Jacobi. No obstante en este potencial esta´n muy mezclados los para´metros n, a y b en los
nu´meros j, m y q y el ana´lisis del efecto de estos operadores sobre las funciones de onda
se vuelve mas complicado.
Los para´metros a y b esta´n determinados por el potencial y son en teor´ıa fijos en cada
caso. Se ve que, por ejemplo, los operadores K± lo que hacen es modificar el para´metro
j en ±1 quedando fijos los dema´s nu´meros cua´nticos. La energ´ıa de este sistema depende
de los nu´mero m y q pero no de j, luego si se hace actuar el operador K± sobre la funcio´n
de onda ψna,b(x) del Hamiltoniano Ha,b lo que hace es cambiar un estado propio del mismo
a un estado propio de un sistema con Hamiltoniano Ha±1,b, aunque no modifica la energ´ıa
de e´ste.
Cap´ıtulo 5
Simetr´ıas de las funciones
hipergeome´tricas 3F2
En los cap´ıtulos anteriores se ha realizado un estudio de las simetr´ıas de las funciones
hipergeome´tricas 1F1 [a; c;x] y 2F1 [a, b; c;x] y estas se han relacionado con los polinomios
ortogonales de Laguerre y Jacobi. A trave´s de las primeras se han podido estudiar los
grupos de simetr´ıa de estos polinomios ortogonales y hacer un estudio de estos como bases
ortonormales de un espacio de Hilbert.
En este u´ltimo cap´ıtulo se presentan algunos resultados parciales que se han obtenido al
estudiar otras funciones hipergeome´tricas dentro de esquema de Askey. No se ha conse-
guido obtener del todo el a´lgebra de simetr´ıa de estas funciones hipergeome´tricas y por lo
tanto se deja como un problema abierto que se espera solucionarlo en estudios posteriores.
5.1. El Esquema de Askey
El esquema de Askey surge en 1985 en un art´ıculo de Labelle y posteriormente por Askey
y Wilson en 1985, es una lista para clasificar los polinomios ortogonales en funcio´n de
las funciones hipergeome´tricas. En ese esquema de Askey lo que se ha hecho es clasificar
los diferentes polinomios ortogonales teniendo en cuenta co´mo se pueden reescribir como
funcio´n de las series hipergeome´tricas.
Los polinomios de Hermite, por ejemplo, aparecen como funcio´n de las 2F0 [a1, a2;x],
los polinomios de Laguerre se escriben en funcio´n de los 1F1 [a1; b1;x] y los polino-
mios de Jacobi aparecen en este estudio como funcio´n de las funciones hipergeome´tricas
2F1 [a1; a2 b1;x], como es de todos bien conocido.
Todos los polinomios ortogonales cla´sicos ma´s conocidos (Hermite, Legendre, Laguerre,
Jacobi, Charlier ... ) se pueden reescribir en funcio´n de estas tres series hipergeome´tri-
cas, no obstante, existen otros polinomios menos conocidos, como los de Hahn, que se
reescriben como funcio´n de las funciones hipergeome´tricas 3F2 [a1; a2; a3 b1, b2;x]. Estas
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funciones hipergeome´tricas esta´n muy poco estudiadas y responden a un ecuacio´n dife-
rencial de orden tres, lo que explica que su utilidad en a´reas de la f´ısica sea menor, pues
las ecuaciones diferenciales con ma´s aplicaciones responden a ecuaciones diferenciales de
orden dos (la ecuacio´n de Newton, la ecuacio´n de Schro¨dinger,...).
Figura 5.1: Esquema de Askey que relaciona las funciones hipergeome´tricas con los poli-
nomios ortogonales.
Hasta ahora se ha realizado un estudio de las simetr´ıas de las dos primeras funciones
hipergeome´tricas que aparecen en el esquema de Askey (la funcio´n hipergeome´tricas
2F1 [a1; a2 b1;x] y la funcio´n hipergeome´tricas confluente 1F1 [a1; b1;x]), estas don fun-
ciones satisfacen una ecuacio´n diferencial de segundo orden, lo que hace que este´n muy
estudiadas, como ya hemos visto y aparecen en multitud campos, de la f´ısica, de las ma-
tema´ticas, de la qu´ımica, de la ingenier´ıa,... etc . Las ecuaciones de segundo orden son de
gran utilidad en f´ısica, pues la fuerza es una derivada segunda de la posicio´n. Este hecho
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origina que las ecuaciones diferenciales de segundo orden sean las ma´s importantes desde
el punto de vista f´ısico.
Siguiendo el esquema anterior se ha intentado realizar un estudio de las simetr´ıas del con-
junto de funciones hipergeome´tricas 3F2 [a1; a2; a3 b1, b2;x]. Estas funciones hipergeome´tri-
cas ya no verifican una ecuacio´n diferencial de segundo orden, sino que cumple una ecua-
cio´n diferencial de orden tres. Este hecho hace, como ya hemos indicado, que estas fun-
ciones hipergeome´tricas no este´n tan estudiadas como las anteriores, pues su utilidad
pra´ctica es mucho ma´s reducida. No obstante las ecuaciones de orden tres tambie´n apa-
recen en algunos a´mbitos de la f´ısica como por ejemplo cuando se estudia la interaccio´n
electromagne´tica del electro´n con su propio campo.
El hecho de que la ecuacio´n diferencial de estos objetos sea de orden tres tiene algunas
consecuencias cuando se estudian sus simetr´ıas, en este caso ahora los operadores de
simetr´ıa no van a ser u´nicamente operadores diferenciales de orden uno, sino que van a
aparecer operadores diferenciales de orden dos.
5.2. Las funciones hipergeome´tricas 3F2 [a1; a2; a3 b1, b2;x]
Se definen las funciones hipergeome´tricas 3F2 [a1; a2; a3 b1, b2;x] como
3F2 [a1, a2, a3; b1, b2;x] =
∞∑
n=0
(a1)n(a2)n(a3)n
(b1)n(b2)n
xn
n!
(5.1)
tambie´n se puede escribir equivalentemente como
3F2 [a1, a2, a3; b1, b2;x] =
Γ (b1) Γ (b2)
Γ (a1) Γ (a2) Γ (a3)
∞∑
n=0
Γ (a1 + n) Γ (a2 + n) Γ (a3 + n)
Γ (b1 + n) Γ (b2 + n)
xn
n!
.
El radio de convergencia de estos polinomios viene dado por x ≤ |1|, luego es anal´ıtica
en el interior del disco unidad.
Estas funciones tienen una clara propiedad de simetr´ıa cuando se intercambian sus varia-
bles ai o bj entre ellos:
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a2, a1, a3; b1, b2;x] ,
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a3, a2, a1; b1, b2;x] ,
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a1, a3, a2; b1, b2;x] ,
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a3, a1, a2; b1, b2;x] ,
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a2, a3, a1; b1, b2;x] ,
(5.2)
3F2 [a1, a2, a3; b1, b2;x] = 3F2 [a2, a1, a3; b2, b1;x] . (5.3)
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La ecuacio´n diferencial de orden tres que satisfacen estas funciones es
[x2(1− x) d
3
dx3
+ x (x (3 + a1 + a2 + a3)− b1 − b2 − 1) d
2
dx2
+ (x (1 + a1 + a2 + a3 + a2a3 + a1a2 + a1a3)− b1b2) d
dx
+ a1a2a3] 3F2 [a1, a2, a3; b1, b2;x] = 0.
La simetr´ıa anterior de intercambio ai ⇔ aj y b1 ⇔ b2 se ve evidente en la ecuacio´n
diferencial anterior, pues si se intercambian los ı´ndices la ecuacio´n diferencial permanece
invariante. Para el conjunto de estas funciones {3F2 [a1, a2, a3; b1, b2;x] definimos los cinco
operadores diagonales A1, A2, A3, B1 y B2 que actu´an de la forma:
A1 3F2 [a1, a2, a3; b1, b2;x] = a1 3F2 [a1, a2, a3; b1, b2;x] ,
A2 3F2 [a1, a2, a3; b1, b2;x] = a2 3F2 [a1, a2, a3; b1, b2;x] ,
A3 3F2 [a1, a2, a3; b1, b2;x] = a3 3F2 [a1, a2, a3; b1, b2;x] ,
B1 3F2 [a1, a2, a3; b1, b2;x] = b1 3F2 [a1, a2, a3; b1, b2;x] ,
B2 3F2 [a1, a2, a3; b1, b2;x] = b2 3F2 [a1, a2, a3; b1, b2;x] ,
(5.4)
estos sera´n los operadores diagonales para estas funciones que tienen cinco ı´ndices (a1,
a2, a3, b1 y b2) y por lo tanto perteneceran a la Suba´lgebra de Cartan del a´lgebra de
simetr´ıas.
5.3. Operadores con accio´n ∆ai = ±
Estas funciones tienen en total cinco variables, luego el nu´mero de operadores escalera
crece sustancialmente respecto a los casos anteriores. Vamos a comenzar a estudiar el
operador que solo cambia el valor de a1, por la simetr´ıa de intercambio ai ⇔ aj se ve que
generalizar esto para el caso a2 y a3 es muy simple. Para ello definimos los operadores:
A+1 := X Dx + A1,
A−1 := X
2 (X − 1)Dxx +X (A1 −B1 −B2 + (1 + A2 + A3) X) Dx
− (A2A3 X − (A1 −B1) (A1 −B2))
(5.5)
que actu´an sobre las funciones hipergeome´tricas como 3F2 [a1, a2, a3; b1, b2;x] de la forma
A+1 3F2 [a1, a2, a3; b1, b2;x] = a1 3F2 [a1 + 1, a2, a3; b1, b2;x] ,
A−1 3F2 [a1, a2, a3; b1, b2;x] = − (a1 − b1) (a1 − b2) 3F2 [a1 − 1, a2, a3; b1, b2;x] .
(5.6)
Podemos definir para estos operadores el operadorA31 =
1
2
((b1 − 2a1)(b2 − 2a1)− a1(a1 − 1))
de forma que se cumplen las relaciones
[A+1 , A
1
1] = 2A
3
1 [A
3
1, A
+
1 ] = (2 + 3A1 −B1 −B2) A+1
[A31, A
−
1 ] = (−1 + 3A1 −B1 −B2) A+1
(5.7)
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Vemos aqu´ı que si se define este operador no se cumple una relacio´n clara de conmutacio´n
que podamos asociar a un grupo de simetr´ıa. Se ha intentado normalizar estos factores
pero no se ha conseguido hacer por el momento.
Para los otros cuatro operadores que modifican en ±1 los para´metros a2 y a3 se tienen
los operadores
A+2 := X Dx + A2,
A−2 := X
2 (X − 1)Dxx +X (A2 −B1 −B2 + (1 + A1 + A3) X) Dx
− (A1A3 X − (A2 −B1) (A2 −B2)) ,
A+3 := X Dx + A3,
A−3 := X
2 (X − 1)Dxx +X (A3 −B1 −B2 + (1 + A2 + A1) X) Dx
− (A2A1 X − (A3 −B1) (A3 −B2)) .
(5.8)
El efecto sobre las funciones hipergeome´tricas 3F2 [a1, a2, a3; b1, b2;x] es
A+2 3F2 [a1, a2, a3; b1, b2;x] = a2 3F2 [a1, a2 + 1, a3; b1, b2;x] ,
A−2 3F2 [a1, a2, a3; b1, b2;x] = − (a2 − b1) (a2 − b2) 3F2 [a1, a2 − 1, a3; b1, b2;x] ,
A+3 3F2 [a1, a2, a3; b1, b2;x] = a3 3F2 [a1, a2, a3 + 1; b1, b2;x] ,
A−3 3F2 [a1, a2, a3; b1, b2;x] = − (a3 − b1) (a3 − b2) 3F2 [a1, a2, a3 − 1; b1, b2;x] .
(5.9)
Las relaciones de conmutacio´n son iguales que las de los operadores A±1 si se tiene en
cuenta la relacio´n de simetr´ıa respecto a estos ı´ndices
[A+2 , A
−
2 ] = 2A
3
2 [A
3
2, A
+
2 ] = (2 + 3A2 −B1 −B2) A+2
[A32, A
−
2 ] = (−1 + 3A2 −B1 −B2) A+2
[A+3 , A
−
3 ] = 2A
3
3 [A
3
3, A
+
3 ] = (2 + 3A3 −B1 −B2) A+3
[A33, A
−
3 ] = (−1 + 3A3 −B1 −B2) A+3
(5.10)
con A32 y A
3
3 de la forma
A32 =
1
2
((B1 − 2A2) (B2 − 2A1)− A2 (A2 − 1))
A33 =
1
2
((B1 − 2A3) (b2 − 2A3)− A3 (A1 − 1))
(5.11)
Hay que notar que el operador que sube una unidad estos ı´ndices ai es un operador
diferencial de orden uno, y los operadores diferenciales que bajan una unidad al ı´ndice
ai tiene un orden dos. Esto es debido a que la ecuacio´n diferencial de estos objetos es de
orden tres y por lo tanto si se quiere construir el Casimir como producto de dos operadores
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escaleras uno tiene que ser de orden uno y el otro de orden dos. No obstante, a pesar
de conseguir unos operadores de subida y de bajada de las funciones hipergeome´tricas
3F2 [a1, a2, a3; b1, b2;x], no se ha conseguido cerrar el a´lgebra de simetr´ıa que soportan
estos objetos.
5.4. Operadores con accio´n ∆bi = ±1
De la misma forma que se ha conseguido hacer con los ı´ndices ai se puede construir unos
operadores que suban o bajen los para´metros bi y dejen los otros sin alterar.
Los operadores escalera que suben o bajan en una unidad los bi tienen la forma
B+2 := X (X − 1)Dxx +X (−B2 + (1 + A1 + A2 + A3 −B1) X)) Dx
− (A1 (A2 + A3 −B1) + (A2 −B1) (A3 −B1)) ,
B+1 := X Dx + (B1 − 1) ,
B−2 := X (X − 1)Dxx +X (−B1 + (1 + A1 + A2 + A3 −B2) X)) Dx
− (A1 (A2 + A3 −B2) + (A2 −B2) (A3 −B2)) ,
B+2 := X Dx + (B2 − 1) ,
(5.12)
y actu´an sobre las funciones de la forma
B+1 3F2 [a1, a2, a3; b1, b2;x] =
(b1 − a1)(b1 − a2)(b1 − a3)
b1
3F2 [a1, a2, a3; b1 + 1, b2;x] ,
B−1 3F2 [a1, a2, a3; b1, b2;x] = (b1 − 1) 3F2 [a1, a2, a3; b1 − 1, b2;x] ,
B+2 3F2 [a1, a2, a3; b1, b2;x] =
(b2 − a1)(b2 − a2)(b2 − a3)
b1
3F2 [a1, a2, a3; b1, b2 + 1;x] ,
B−2 3F2 [a1, a2, a3; b1, b2;x] = (b2 − 1) 3F2 [a1, a2, a3; b1, b2 − 1;x] .
(5.13)
Si definimos ahoras los B31 y B
3
2 como
B31 =
1
2
(1 + A1 + A2 + A1A2 + A3 + A1A3 + A2A3 − 3B1 − 2 (A1 + A2 + A3) B1 + 3B21) ,
B31 =
1
2
(1 + A1 + A2 + A1A2 + A3 + A1A3 + A2A3 − 3B2 − 2 (A1 + A2 + A3) B2 + 3B22)
que cumplen las relaciones de conmutacio´n
[B+1 , B
−
1 ] = −2 B31 ,
[B31 , B
+
1 ] = (3B1 − A1 − A2 − A3 − 3) B+1 , [B31 , B−1 ] = −(3B1 − A1 − A2 − A3) B−1 ,
[B+2 , B
−
2 ] = 2B
3
2 ,
[B32 , B
+
2 ] = (3B2 − A1 − A2 − A3 − 3) B+2 , [B32 , B−2 ] = −(3B2 − A1 − A2 − A3) B−2 .
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Obtenemos de nuevo unas relaciones de conmutacio´n que no podemos asociar por el
momento a un grupo de simetr´ıa concreto.
Por u´ltimo podemos hacer un estudio de los operadores que al mismo tiempo suben o
bajan todos los operadores en ±1, estos vienen dados por
T+ := Dx,
T− :=
(
(−1 +X)X2)Dxx +X (1−B1 −B2 + (A1 + A2 + A3)X)Dx
+ ((− (B1 − 1) (B2 − 1) + (1− A2 − A3 + A2 A3 + A1 (−1 + A2 + A3))x))).
(5.14)
que actu´an sobre las funciones hipergeome´tricas como
T+ 3F2 [a1, a2, a3; b1, b2;x] =
a1a2a3
b1b2
3F2 [a1 + 1, a2 + 1, a3 + 1; b1 + 1, b2 + 1;x] ,
T− 3F2 [a1, a2, a3; b1, b2;x] = − 3F2 [a1 − 1, a2 − 1, a3 − 1; b1 − 1, b2 − 1;x]
que cumplen las relaciones de conmutacio´n
[T+, T−] = 2T3,
[T3, T+] = (A1 + A2 + A3) T+, [T3, T−] = −(−3 + A1 + A2 + A3) T−,
con T3 = (−1 + A+A2 − A1A2 + A3 − (A1 + A2)A3)/2.
Como vemos aparecen operadores y constantes de estructura en los conmutadores muy
complejos y con muchos te´rminos lo que hace complicado su tratamiento. Por el momento
no se ha conseguido ver con claridad los grupos de simetr´ıa que soportan estos objetos
y se queda como problema abierto. Se plantea como modo de abordarlo intentar incluir
ciertas constantes de estructura en los operadores ya que la diferencia en todos ellos es
la misma o redefinir los operadores escalera para tener de manera directa una relaciones
de conmutacio´n que nos indiquen de forma clara el grupo de simetr´ıa de estas funciones.
Adema´s so´lo se han encontrado doce operadores escalera y se espera que existan muchos
ma´s (del orden de 35) como los que suben/bajan todos los ai y dejan invariantes los bi.....
Este problema queda abierto para un futuro inmediato.

Conclusiones.
Los principales resultados de este trabajo los podemos enumerar como sigue
1. Se ha estudiado las funciones hipergeome´tricas confluentes 1F1 [a; c;x] obtenie´ndose:
a) Un conjunto de ocho operadores diferenciales escalera que cierran el a´lgebra
su(1, 1)⊗ (h(1)⊗ h(1)).
b) Teniendo en cuenta la relacio´n entre las funciones 1F1 [a; c;x] y las funciones
algebraicas de Laguerre se traslado´ la representacio´n obtenida para las funcio-
nes hipergeome´tricas confluentes obteniendose una IUR del grupo SU(1, 1)⊗
(H(1)⊗H(1)) soportada por las funciones algebraicas de Laguerre.
c) Se recuperan los resultados obtenidos por Celeghini y del Olmo en 2014.
2. Se ha estudiado las funciones hipergeome´tricas gaussianas 2F1 [a.b; ; c;x] encontra´ndo-
se que:
a) Las funciones 2F1 [a, b; c;x] tiene como a´lgebra de simetr´ıa el a´lgebra de Lie
simple de rango 2 y dimensio´n quince: su(2, 2).
b) La conocida relacio´n entre las funciones 2F1 [a, b; c;x] y los polinomios de Ja-
cobi nos permiten relacionar las funciones hipergeome´tricas con las funciones
algebraicas de Jacobi. De este modo obtenemos una representacio´n irreducible
unitaria del grupo SU(2, 2)
c) Se han recuperados los resultados obtenidos en 2013 por Celeghini y del Olmo
para las funciones algebraicas de Jacobi.
3. Se ha aplicado estos resultados a dos potenciales cua´nticos mostrando como el co-
nocimiento previo de las simetr´ıas de los polinomios ortogonales que aparecen en
su solucio´n simplifican el problema.
4. Se ha iniciado el estudio de las funciones hipergeome´tricas 3F2 [a, b, c; d, e;x] que
esta´n relacionadas segu´n el esquema de Askey con los polinomios de Hann y aso-
ciados habiendose obtenido resultados parciales muy interesantes:
a) Se han identificado varios operadores para las funciones 3F2 [a, b, c; d, e;x] pero
no hemos encontrado el a´lgebra de simetr´ıa completa que se espera que sea de
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rango cinco y de una dimensio´n del orden de 35, lo que da idea de la magnitud
del problema au´n por resolver completamente.
b) Algunos operadores diferenciales obtenidos son de orden dos, en vez de orden
uno como suele ser normalmente. Sin embargo en todos los casos, aplicando
la ecuacio´n diferencial de las funciones 3F2 [a, b, c; d, e;x], que es de grado tres,
obtenemos un a´lgebra de dimensio´n finita.
c) Este caso es un ejemplo nuevo de representaciones y operadores de simetr´ıa
que tienen so´lo sentido restringidos a un espacio soporte de funciones.
d) Este resultado nos adentra en un nuevo escenario en el universo de las repre-
sentaciones de grupos y a´lgebras de Lie que estamos comenzando a explorar.
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