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Re´sume´
La maintenance de donne´es cartographiques est traditionnellement un processus de photo-
interpre´tation d’images de te´le´de´tection. Avec l’e´mergence commerciale des images satellitaires
optiques de re´solution sub-me´trique (Ikonos, Quickbird) la mise a` jour fiable et re´gulie`re de cartes
nume´riques a` grande e´chelle devient abordable. Cependant, l’actualisation manuelle des donne´es
cartographiques, lente et couˆteuse, ne permet plus de re´pondre au flux grandissant des donne´es de
te´le´de´tection. De nombreux travaux en vision par ordinateur ont e´te´ de´die´s a` l’automatisation de
cette taˆche, offrant des re´sultats satisfaisants sur des sce`nes rurales ou pe´ri-urbaines. Les milieux
urbains restent ne´anmoins plus complexes a` analyser a` haute re´solution : la pre´sence d’ombres,
d’occlusions et la profusion de de´tails rendent l’interpre´tation des images difficile.
Cette the`se a pour objectif de proposer une me´thodologie visant a` analyser les changements
entre une carte nume´rique de baˆtiments et des donne´es de te´le´de´tection optiques haute re´solution
plus re´centes. L’ide´e centrale de notre approche est d’utiliser l’information ge´ome´trique et spe´ci-
fique des baˆtiments symbolise´s dans la carte afin de faciliter leur reconnaissance dans une image
satellitaire panchromatique et de s’affranchir des difficulte´s du milieu urbain. Cette connaissance
a priori est incorpore´e comme une contrainte de forme dans un mode`le variationnel de recalage
fin carte-image par contours actifs. Nous proposons des solutions nouvelles pour l’ame´lioration de
la robustesse des contours actifs contraints : la fusion de l’image avec un Mode`le Nume´rique de
Surface (MNS) permet de surmonter le proble`me des minima locaux ; la variation spatio-temporelle
de la contrainte de forme permet aussi d’accroˆıtre l’efficacite´ de la mise en correspondance tout en
re´duisant les temps de convergence. Les variabilite´s locales de forme carte-image dues soit a` des
erreurs de saisie lors de la photo-interpre´tation, soit aux effets de simplification et de ge´ne´ralisation
de la carte, sont aussi conside´re´es. Nous proposons un nouveau crite`re e´nerge´tique de contrainte
de forme, alliant e´nergie line´aire et quadratique, permettant aux contours actifs de s’affranchir
localement et paralle`lement de la forme a priori entache´e d’erreur.
L’alignement des donne´es par contours actifs permet ainsi d’accroˆıtre la cohe´rence entre la
carte et l’image et ame´liore la position planime´trique des objets cartographiques retrouve´s dans
l’image. Ce recalage fin re´sout le proble`me des variabilite´s exoge`nes carte-image inde´pendantes d’un
changement effectif et rend ainsi l’analyse de changements subse´quente plus fiable. Des indices de
changement simplement calcule´s a` partir du MNS et d’une image satellitaire multispectrale sont
fusionne´s pour la de´tection de changements univoques du baˆti urbain. En l’absence de changement
univoque, une me´thode base´e sur le vote de Hough quantifie la ressemblance entre le polygone
cartographique recale´ et des primitives segments extraites de l’image panchromatique. La fusion
du score de Hough avec la variation ge´ome´trique enregistre´e par le recalage des contours actifs
permet la formulation d’une probabilite´ de non-changement visant a` assister un ope´rateur dans sa
taˆche de re´vision de carte. Nous illustrons l’efficacite´ de l’approche propose´e a` partir d’expe´riences
mene´es avec une carte d’e´chelle 1 :10,000 et une image satellitaire Quickbird (0.6 m/pixel) de la
ville de Pe´kin qui connaˆıt actuellement un fort de´veloppement de son tissu urbain.
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Abstract
The maintenance of cartographic data usually applies to the photo-interpretation of remote
sensing images. With the commercial advent of optical satellite images with sub-meter resolu-
tion (Ikonos, Quickbird) a higher frequency of digital map revision and monitoring is affordable
and realistic at a large scale. However, manual map updating is slow and costly and it cannot
handle the increasing flow of available remote sensing data. Many works have been dedicated to
the automation of this task in Image Processing and Computer Vision, yielding remarkable results
over rural or suburban areas. Urban areas are however more difficult to analyze at a high reso-
lution : the presence of shadows, occlusions and details profusion make their interpretation difficult.
This thesis aims at proposing a methodology to analyze changes between a digital map of buil-
dings and more recent high resolution optical remote sensing data. The key idea of the proposed
approach is to use the specific geometrical information derived from the buildings symbolized in
the map in order to ease their recognition in a panchromatic satellite image while overcoming ur-
ban difficulties. This prior knowledge is embedded in active contours models as a shape constraint
formulated in a variational approach. We propose new solutions to improve the robustness of shape
constrained active contours : the fusion of the image with a digital surface model (DSM) allows to
overcome the critical issue of local minima ; the spatio-temporal variation of the shape constraint
also enables to increase the efficiency of map-to-image matching while decreasing the computational
workload. Local shape discrepancies between the cartographic objects and the image are considered
(these variabilities are either due to delineation mistakes or simplification/generalization effects in
the map). We propose a new shape constraint energetic criterion, made of linear and quadratic
energies, to allow local and parallel discrepancies of the active contour from the mistaken carto-
graphic shape prior.
The fine map-to-image matching achieved by the active contours increases the consistency
between the map and the image and improves the planimetric localization of cartographic objects
found in the image. The fine matching attempts to solve the issue of exogenous variabilities between
the map and the image ; it therefore makes the subsequent change detection decision more reliable.
Change indicators simply calculated from the DSM and a multispectral satellite image are merged
to detect obvious changes of buildings. When no obvious change is detected, a method based
on Hough voting quantifies the similarity between the refined cartographic object and segment
primitives extracted from the panchromatic image. The fusion of the Hough voting score with
the geometric variation due to the active contours matching enables to formulate a “non-change”
probability aiming at assisting a photo-interpreter performing map updating. We show the efficiency
of the proposed scheme with experiments carried out with a 1 :10,000 scale map and a Quickbird
satellite image (0.6 m/pixel) depicting Beijing city, which has nowadays a rapid urban growth.
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Notations et conventions
Typographie
– Une variable scalaire est note´e en italique maigre : x
– Un vecteur colonne est note´ en minuscule, droite, grasse : x
– Un vecteur ligne est un vecteur colonne transpose´ : xT
– Une matrice est repre´sente´e par une majuscule, droite, grasse : M
Notations
〈x,y〉 produit scalaire de deux vecteurs
|x| ou |x| valeur absolue d’un scalaire ou norme Euclidienne d’un vecteur
AB longueur du segment [AB]
ou` A et B sont deux points d’un espace Euclidien
∇f gradient d’une fonction scalaire
div (x) divergence d’un vecteur
∆f Laplacien d’une fonction scalaire
min (a, b) minimum de deux arguments re´els
max (a, b) maximum de deux arguments re´els
sign (a) fonction caracte´ristique de l’argument re´el a.
Elle vaut +1 si a est strictement positif ; -1 si a est strictement ne´gatif ;
0 si a est nul
H (.) fonction e´chelon de Heaviside
δ (.) distribution de Dirac
Ha (.), δa (.) approximations re´gulie`res et de´rivables de H (.) et δ (.)
g (x) fonction a` valeurs re´elles tendant asymptotiquement vers ze´ro.
g : R+ → R
g (x) = 11+xp , avec p ∈ N, typiquement p = 1, 2
I (c, l) valeur de l’image I a` la colonne c et la ligne l
Acronymes
– MAP : Maximum A Posteriori
– ACP : Analyse par Composante Principale
– MDL : Minimum Description Length
– SIG : Syste`me d’Information Ge´ographique
– BISM : Beijing Institute of Surveying and Mapping
– MNS : Mode`le Nume´rique de Surface
– LIDAR : LIght Detection And Ranging
– UTM : Universal Transverse Mercator
– CSTB : Centre Scientifique et Technique du Baˆtiment
– GPS : Global Positioning System
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– RVB : Rouge Vert Bleu
– HSI : Hue Saturation Intensity
– RANSAC : RANdom SAmple Consensus
– IGN : Institut Ge´ographique National (France)
– BDTopo : Base de Donne´es Topographiques, produit IGN
– PPS : Point Principal de Symme´trie
– BNS : Beijing National System
– SAR : Synthetic Aperture Radar
– GVF : Gradient Vector Flow
– NDVI : Normalized Difference Vegetation Index
Chapitre 1
Introduction
1.1 Contexte applicatif et besoins d’une mise a` jour de cartes
urbaines
Depuis quelques anne´es, les images optiques de te´le´de´tection ayant une re´solution sub-me´trique
dans le domaine civil ne sont plus l’apanage des images ae´riennes. L’imagerie satellitaire, comme
en te´moignent les programmes Quickbird et Ikonos, atteint dore´navant des re´solutions similaires
avec les avantages de moindre couˆt et d’une fre´quence d’acquisition plus e´leve´e. C’est un atout
sans pre´ce´dent pour la maintenance re´gulie`re des donne´es cartographiques a` grande e´chelle. La
mise a` disposition de cartes actualise´es est indispensable pour de nombreuses applications. A titre
d’exemple, be´ne´ficier d’une fre´quente mise a` jour du tissu urbain est essentiel pour planifier a` long
terme le de´veloppement durable d’une cite´. Une repre´sentation fiable et re´cente du re´seau routier
permet de solutionner les proble`mes de trafic automobile ; connaˆıtre avec pre´cision la localisation
des zones re´sidentielles permet d’optimiser les transports dans les zones mal desservies et de savoir
ou` de´velopper les prochaines habitations. La pollution urbaine, de nature atmosphe´rique ou sonore,
peut eˆtre mieux comprise et mieux controˆle´e graˆce a` une carte enrichie de l’information d’altitude
du baˆti. Dans un contexte tre`s diffe´rent, celui des catastrophes naturelles (tremblements de terre,
inondations) ou moins naturelles (conflits militaires), la production rapide de cartes des de´gaˆts -
en termes d’infrastructures et de baˆtiments de´truits - est un e´le´ment cle´ pour pouvoir apporter un
secours rapide a` la population et permettre une re´habilitation efficace. On comprend alors qu’avant
tout, une carte fre´quemment mise a` jour repre´sente un outil d’aide a` la de´cision, qu’elle doive eˆtre
prise dans l’urgence ou pour une planification a` long terme.
Alors que le besoin en cartes fiables et actualise´es est grandissant et que le flux des images de
te´le´de´tection est croissant, le goulot d’e´tranglement de la production de donne´es cartographiques est
son traitement manuel. La maintenance de carte est traditionnellement re´alise´e soit par releve´ sur
le terrain, soit par des ope´rateurs de´tectant des changements entre une ancienne base de donne´es et
des images de te´le´de´tection plus re´centes. Dans les deux cas, ce processus est lent et donc couˆteux,
et par conse´quent ne permet pas de re´pondre a` la demande. Un besoin urgent d’automatiser la
photo-interpre´tation sollicitant des techniques de compre´hension d’images par ordinateur s’est alors
fait ressentir. Depuis une vingtaine d’anne´es, de nombreux de travaux ont ainsi de´ja` e´te´ re´alise´s
dans le but de faciliter la mise a` jour de cartes, ou d’essayer de la rendre automatique. Force est
de constater que l’utilisation de l’imagerie tre`s haute re´solution comme seule source d’information
pour la maintenance de donne´es cartographiques a` grande e´chelle est un e´chec.
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1.2 Objectif scientifique et approche choisie
Dans cette the`se, nous adressons le proble`me de la mise a` jour de donne´es cartographiques du
baˆti urbain a` partir d’imagerie satellitaire optique haute re´solution (0.6 m/pixel) et de donne´es
ge´ospatiales auxiliaires, notamment altime´triques de type MNS (Mode`le Nume´rique de Surface).
L’objectif de ce travail de recherche consiste a` e´tudier et a` proposer une me´thodologie pour l’analyse
de changements entre une repre´sentation symbolique des baˆtiments d’une sce`ne urbaine (carte nu-
me´rique) et des donne´es de te´le´de´tection plus re´centes. Dans cette e´tude, l’analyse de changements
concerne la ve´rification de la pre´sence ou de la disparition dans l’image d’un baˆtiment symbolise´
dans une carte nume´rique plus ancienne.
La comparaison entre une carte et une image optique haute re´solution pre´sente deux difficulte´s
majeures. La premie`re est relative a` l’interpre´tation automatique ou semi-automatique de l’image
d’un paysage urbain : la profusion de de´tails, la pre´sence d’ombres, le faible contraste des objets et
autres artefacts, sont autant d’obstacles faisant e´chouer les approches traditionnelles du traitement
des images et de reconnaissance de formes. La seconde est due aux erreurs et aux simplifications
contenues dans la carte qui introduisent des variabilite´s que nous appellerons exoge`nes entre la
donne´e se´mantique et l’image. Ces variabilite´s exoge`nes sont spe´cifiques a` chaque objet cartogra-
phique et sont susceptibles d’eˆtre interpre´te´es a` tort comme un changement effectif.
En vue de surmonter ces proble`mes, nous proposons une me´thodologie base´e sur la fusion de
donne´es et l’utilisation de connaissance a priori. La fusion de donne´es ge´ospatiales permet de ti-
rer avantage de la comple´mentarite´ de leurs informations dans le but d’assurer une plus grande
robustesse des traitements. La connaissance a priori de position et de forme - fournie par la carte
nume´rique - permet quant a` elle de restreindre l’espace de recherche des objets a` retrouver dans
l’image pour une comparaison avec la carte.
Nous proposons par conse´quent une approche base´e sur les principes suivants :
– De´tecter les changements e´vidents entre la carte et les donne´es de te´le´de´tection par une me´-
thode simple. Une de´tection des changements univoques du baˆti de la carte tirera parti de
la fusion d’une donne´e altime´trique (MNS) et d’une image multispectrale de te´le´de´tection.
Ces changements e´tant sans ambigu¨ıte´s, ils ne ne´cessitent pas de traitements complexes des
images. Nous ferons ainsi appel a` des traitements e´prouve´s et reconnus par les communaute´s
de traitement de l’image et de te´le´de´tection.
– De´velopper une me´thode plus sophistique´e pour les cas plus complexes de changement/non-
changement. Nous de´signons par situations complexes les cas ou` l’information de la carte
est partiellement errone´e ou lorsque celle de l’image est alte´re´e par les artefacts des milieux
urbains. Dans ces circonstances, la de´tection de changement ne peut eˆtre mene´e par des trai-
tements simples. Nous avons, pour ce faire, choisi une approche en deux temps :
– Effectuer la correction des variabilite´s exoge`nes entre la carte et une image satellitaire
panchromatique par la technique des contours actifs contraints. Les contours actifs offrent
un cadre the´orique particulie`rement approprie´ a` l’inte´gration de connaissance de forme a
priori et a` la fusion de donne´es. Ils sont par ailleurs parfaitement adapte´s a` l’inte´gration
de donne´es symboliques vectorielles (carte nume´rique) et matricielles (image). Cependant,
les mode`les de contours actifs sous contrainte propose´s dans la litte´rature ne re´pondent pas
entie`rement aux proble`mes lie´s a` notre application. En particulier, la profusion de de´tails
dans les images tre`s haute re´solution en re´gion urbaine tend a` multiplier l’occurrence des
minima locaux de la fonctionnelle d’e´nergie minimise´e par les contours actifs. La pre´sence
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d’erreurs locales dans la forme a priori de´rive´e de la carte limite e´galement le pouvoir
de recalage de la technique. L’un des objectifs de cette the`se sera de s’affranchir des pro-
ble`mes pre´cite´s en proposant des solutions nouvelles pour une convergence plus robuste,
plus rapide du contour avec en meˆme temps une plus grande flexibilite´ vis-a`-vis de la forme
connue a priori.
– Analyser les changements et les non-changements en comparant l’objet cartographique
affine´ par les contours actifs avec l’image panchromatique. Cette analyse vise a` produire
un indicateur de changement dont la fiabilite´ est accrue par le recalage fin des contours
actifs.
1.3 Innovations
Les principales innovations de ce travail de the`se concernent les mode`les de contours actifs.
La premie`re originalite´ regarde l’adaptation des contours actifs contraints a` la proble´matique du
recalage carte-image et de l’analyse de changements entre une carte et des donne´es optiques de
te´le´de´tection haute re´solution.
Nos autres contributions sont relatives a` l’ame´lioration de la robustesse de ces mode`les vis-a`-
vis des minima locaux. Pour palier ce proble`me nous proposons deux solutions : l’une concerne la
fusion dans le terme d’attache aux donne´es d’un MNS en plus de l’image analyse´e. La meilleure
discrimination du baˆti dans le MNS rend le contour actif moins sensible a` l’initialisation et diminue
les temps de convergence. La seconde solution consiste a` relaxer spatialement et dynamiquement
la contrainte de forme pendant la convergence du contour actif. Celui-ci atteint alors une solution
approximative de l’objet a` recaler dans l’image avant que la contrainte de forme soit uniforme´ment
re´tablie afin de re´gulariser le contour.
La contribution la plus innovante de ce travail de the`se est la cre´ation de nouvelles e´nergies de
contrainte de forme permettant au contour actif de s’affranchir localement et paralle`lement de la
forme a priori. La pre´sence d’erreurs locales de forme des objets cartographiques nous a conduit a`
la cre´ation de tels mode`les.
Enfin, nous avons tire´ parti de la robustesse de l’algorithme d’optimisation du simplex dans
des circonstances ou` son utilisation fut alors jusqu’ici inexplore´e. En particulier, son inte´gration
dans la contrainte de forme des contours actifs se re´ve´lera plus performante que la technique de
descente de gradient traditionnellement employe´e.
1.4 Plan de la the`se
Dans un premier temps, le chapitre 2 retracera un bref e´tat de l’art sur la mise a` jour de don-
ne´es cartographiques et l’extraction d’objets a` partir de donne´es de te´le´de´tection haute re´solution.
Nous constaterons que l’usage de connaissance a priori spe´cifique extraite de la carte et la fusion
de donne´es sont les tendances actuelles pour faciliter l’analyse de sce`nes. Nous exposerons ensuite
pre´cise´ment la proble´matique adresse´e dans cette the`se, ses difficulte´s, et l’approche que nous pro-
posons pour mener a` bien l’analyse de changements carte-image. Notre me´thodologie s’appuie a` la
fois sur l’utilisation de connaissance a priori et sur la fusion de donne´es auxiliaires. Nous utilise-
rons une donne´e altime´trique comme source d’information additionnelle. Le chapitre suivant de´crit
comment cette donne´e a e´te´ ge´ne´re´e a` partir d’images ae´riennes ste´re´oscopiques.
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Le chapitre 3 de´crit la ge´ne´ration d’un Mode`le Nume´rique de Surface (MNS) a` partir de couples
d’images ste´re´oscopiques ae´riennes. Le MNS est utilise´ comme une source additionnelle d’informa-
tion aux donne´es satellitaires pour aider l’analyse du baˆti urbain. Le proble`me de calibration de
came´ra a e´te´ traite´ au moyen d’un nouvel algorithme d’optimisation destine´ a` estimer pre´cise´-
ment les parame`tres de prise de vue des images ae´riennes. Cette approche permet d’estimer les
parame`tres en utilisant la redondance d’information de points de controˆle extraits de n images
ste´re´oscopiques. Une fonction de couˆt non line´aire construite a` partir du mode`le de la came´ra est
minimise´e afin d’estimer les parame`tres de calibration. Les MNSs ge´ne´re´s sont ensuite ge´ocode´s,
orthorectifie´s et fusionne´s. L’information contenue dans le MNS sera ulte´rieurement utilise´e lors
de la de´tection de changements univoques (chapitre 7) ainsi qu’avec les mode`les de contours actifs
(chapitre 5). Le chapitre suivant rappelle les fondements the´oriques de ces outils mathe´matiques.
Le chapitre 4 pre´sente dans une premie`re partie un bref e´tat de l’art des contours actifs. Nous
classerons les diffe´rents mode`les selon leur mode de repre´sentation, leurs termes d’attache aux don-
ne´es et de re´gularisation, avec une attention spe´ciale a` l’insertion de contrainte de forme exoge`ne
connue a priori. Enfin, nous motiverons notre choix pour une repre´sentation par ensemble de ni-
veaux du contour actif et exposerons les mode`les d’attache aux donne´es et de contrainte de forme
qui seront employe´s dans cette e´tude.
Le chapitre 5 montre comment accroˆıtre la robustesse des contours actifs contraints par la forme
et destine´s a` re´aliser une mise en correspondance entre les baˆtiments cartographiques et l’image.
La premie`re contribution consiste a` proposer un algorithme d’optimisation diffe´rent pour l’estima-
tion des parame`tres de pose rendant la contrainte de forme invariante par transformation globale.
La seconde est relative a` l’insertion du MNS dans le terme d’attache aux donne´es des contours
actifs. Une telle repre´sentation est comple´mentaire de l’image satellitaire et permet une meilleure
discrimination du baˆti du reste de la sce`ne. La troisie`me innovation regarde l’incorporation d’une
contrainte de forme variant en fonction de l’espace et du temps. Celle-ci est destine´e a` confe´rer plus
de flexibilite´ aux contours actifs afin de les rendre moins sensibles aux minima locaux de l’e´nergie
minimise´e. Nous constaterons aussi que le mode`le de contrainte de forme est malgre´ tout inapte
a` surmonter les erreurs locales de forme contenues dans la carte. Le chapitre suivant adresse ce
proble`me avec la formulation de nouvelles e´nergies.
Le chapitre 6 de´crit la formulation d’un nouveau crite`re e´nerge´tique de contrainte de forme,
alliant e´nergie line´aire et quadratique. Celui-ci est destine´ a` s’affranchir des erreurs pre´sentes dans
la carte afin d’ame´liorer le recalage avec l’image. Nous proposons une solution consistant a` au-
toriser certains e´carts du contour actif par rapport a` la forme de re´fe´rence. La classe des e´carts
autorise´s est celle des de´placements contraints par le paralle´lisme et correspond aux erreurs les plus
souvent rencontre´es dans la carte. Ce mode`le est comple´te´ d’une e´nergie quadratique imposant au
contour actif des contraintes ge´ne´riques de rectiline´arite´ et d’orthogonalite´. Les travaux pre´sente´s
aux chapitres 5 et 6 sont destine´s a` ame´liorer le recalage carte-image, i.e. la cohe´rence des deux
repre´sentations. Ceci contribue a` accroˆıtre la fiabilite´ de l’analyse de changements de´crite dans le
chapitre suivant.
Le recalage fin par contours actifs nous a permis de re´duire les variabilite´s entre l’objet carto-
graphique et sa repre´sentation dans l’image. Ces variabilite´s sont signes de diffe´rences relativement
mineures entre la carte et l’image, et peuvent eˆtre issues ou non de re´els changements entre les
deux donne´es. Nous exposons dans le chapitre 7 une me´thodologie pour l’analyse des changements
entre une carte de baˆtiments et des donne´es de te´le´de´tection multi-sources. L’approche que nous
proposons se fonde sur la fusion de traitements de la donne´e altime´trique, multispectrale et pan-
chromatique et se scinde en deux e´tapes. La premie`re fusionne des indices de changement destine´s
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a` valider uniquement la disparition univoque d’un baˆtiment. Ces indices sont calcule´s a` partir de
me´thodes simples utilisant l’image multispectrale et la donne´e altime´trique. Dans la majorite´ des
cas ou` un changement n’a pu eˆtre identifie´ de fac¸on e´vidente, une seconde phase plus complexe
est mise en œuvre afin de caracte´riser le degre´ de ressemblance entre l’objet cartographique et sa
repre´sentation dans l’image satellitaire panchromatique. Ce traitement tire parti du recalage fin
par contours actifs et permet la formulation d’une probabilite´ de non-changement pour chaque
e´le´ment de la carte.
Chacun des chapitres 3, 5, 6 et 7 est illustre´ par des re´sultats expe´rimentaux qui sont analyse´s
et compare´s aux approches traditionnelles.
1.5 Cadre de la the`se
Cette the`se re´alise´e en cotutelle est le fruit d’une coope´ration franco-chinoise entre le LIAMA
(Acade´mie des Sciences de Chine), Alcatel Alenia Space et le LIMA (ENSEEIHT/INPT). La the`se
fut co-finance´e par Alcatel Alenia Space et le LIAMA/NLPR dans le cadre des projets 01.10 (Digital
map updating on urban areas using high resolution images) et MOST 863 (Multi-source data fusion
and urban development planning decision support).
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Chapitre 2
Analyse et formulation du proble`me
2.1 Introduction
Ce chapitre donne un aperc¸u des travaux re´cents effectue´s sur l’interpre´tation de sce`nes urbaines
a` partir de donne´es de te´le´de´tection a` haute re´solution. Cet e´tat de l’art n’a pas la pre´tention
d’eˆtre exhaustif et sera oriente´ vers la description de me´thodes utilisant la fusion de donne´es
de te´le´de´tection et cartographiques afin de faciliter l’analyse difficile des paysages urbains. Nous
dresserons ensuite la proble´matique de la mise a` jour de cartes dans un cadre conceptuel ge´ne´ral.
Ceci nous me`nera a` formuler plus spe´cifiquement le proble`me que nous tenterons de re´soudre dans
cette e´tude, a` savoir la mise a` jour de cartes nume´riques de baˆtiments a` partir d’imagerie optique
haute re´solution en milieu urbain. Enfin, nous exposerons une me´thodologie destine´e a` re´soudre
cette proble´matique et base´e sur l’atte´nuation des variabilite´s exoge`nes entre la carte et l’image.
2.2 E´tat de l’art sur l’analyse de sce`nes et la mise a` jour de cartes
a` partir d’images de te´le´de´tection haute re´solution
2.2.1 Spe´cificite´s et strate´gies pour la mise a` jour de cartes
La mise a` jour automatique ou semi-automatique de donne´es cartographiques graˆce a` des
donne´es de te´le´de´tection est un proble`me a` l’intersection de plusieurs domaines du traitement
d’image et de l’analyse de forme. Elle fait appel a` la fois a` la de´tection de changement entre deux
repre´sentations multi-temporelles d’une meˆme sce`ne [14, 98] et a` la reconnaissance de forme pour
l’extraction d’objets (routes, baˆtiments...) [63, 45, 8, 72, 74].
2.2.1.1 Comparaison d’images
Les approches de de´tection de changement en te´le´de´tection se basent traditionnellement sur
une comparaison d’images se faisant soit au niveau du pixel, de primitives extraites des images
- typiquement des invariants - ou de l’objet. Une revue comple`te des techniques de de´tection de
changement inter-images est disponible dans [98]. Quel que soit l’algorithme utilise´, une phase
pre´liminaire d’alignement des donne´es est indispensable pour leur comparaison ulte´rieure. Cette
mise en correspondance est a` la fois ge´ome´trique et radiome´trique.
Dans le cas d’images acquises avec des prises de vue peu diffe´rentes, une transformation affine
suffit a` la superposition ge´ome´trique des donne´es ; dans le cas contraire, des transformations non
globales sont alors estime´es comme le flot optique [11]. Le choix des primitives de´rive´es de l’image
a` mettre en correspondance est de´licat. En effet, la qualite´ de l’extraction de celles-ci conditionnera
la pre´cision de la fusion des donne´es et ainsi la fiabilite´ de la me´thode de de´tection de changement.
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Dans [14], P. Blanc propose une me´thode de mise en correspondance base´e sur l’intensite´ des pixels
(corre´lation) de pre´cision sub-pixellaire. Dans le cas de prises de vue avec des re´solutions sensible-
ment diffe´rentes, Dufournaud et al. mettent en correspondance des primitives ponctuelles rendues
invariantes par rotation et translation [37]. En remarquant qu’une image a` basse re´solution est le
re´sultat d’une convolution d’une image haute re´solution par un noyau Gaussien de variance sσ, les
auteurs discre´tisent l’espace d’e´chelle s et estiment la meilleure similitude plane directe mettant en
correspondance les points extraits de deux images dont la diffe´rence en re´solution peut atteindre
un facteur six.
La correction radiome´trique des donne´es consiste a` atte´nuer les diffe´rences d’illumination et
d’e´clairement repre´sente´es dans les images afin de rendre leur comparaison ulte´rieure efficace.
La technique la plus usuelle consiste a` normaliser les images pour que celles-ci aient la meˆme
moyenne et variance radiome´trique [67, 118]. D’autres techniques plus sophistique´es base´es sur
des transformations line´aires de l’e´clairement [34, 57] ou la mode´lisation de l’illumination ont e´te´
propose´es [76, 127].
2.2.1.2 Comparaison carte-image
La proble´matique de la comparaison d’une carte avec une image est cependant diffe´rente de
celle inter-images car la donne´e cartographique est une repre´sentation synthe´tique, de haut niveau
se´mantique et simplifie´e de la re´alite´. A l’instar de la comparaison d’images pour la de´tection de
changement, la comparaison carte-image comprend une phase pre´liminaire de fusion des donne´es.
Cependant, aucune correction radiome´trique ne s’applique puisque la carte n’est pas une image de
te´le´de´tection. Le proble`me de superposition d’une carte avec une image satellitaire SPOT-4 a e´te´
e´tudie´ par M. Roux dans [106]. Une carte de format papier est nume´rise´e puis pre´-traite´e pour ex-
traire le re´seau routier. Celui-ci est ensuite recale´ par programmation dynamique sur des primitives
line´aires et de type “jonctions” de´rive´es de l’image. Les cartes actuelles sont ge´ne´ralement issues de
Syste`mes d’Information Ge´ographique (SIG) et sont de fait nume´riques. La mise a` disposition de
telles cartes repre´sente un avantage certain : la donne´e cartographique est vectorielle et ne ne´cessite
pas de pre´-traitement comme pour les cartes papier nume´rise´es ; la carte est nume´rique et ge´oco-
de´e, son interfac¸age avec des images de te´le´de´tection est ainsi facilite´. En particulier, si l’image
est aussi ge´ocode´e, la superposition des donne´es pre´alable a` la de´tection de changement est directe.
A ce jour, la quantite´ de travaux mene´s sur la comparaison de donne´es cartographiques et de
te´le´de´tection en vue d’une mise a` jour de cartes reste bien moindre que celle relative a` la de´tection
de changement entre deux ou plusieurs images. Alors que les recherches mene´es sur la mise a` jour
de cartes graˆce a` l’imagerie optique haute re´solution restaient marginales dans les anne´es quatre-
vingt-dix [54, 110], elles tendent a` se multiplier comme en te´moignent les programmes d’agences
europe´ennes pour la cartographie : projet ATOMI en Suisse [38, 6, 133, 134], re´vision de carte
ATKIS en Allemagne [124, 122, 123, 42] et TOP10DK aux Pays-Bas [62, 83, 61]. Parmi les travaux
de´ja` effectue´s sur le sujet de la mise a` jour de donne´es cartographiques, on peut distinguer ceux
tirant parti de la connaissance a priori spe´cifique de´rive´e de la carte afin de faciliter le traitement,
de ceux ignorant cette information de haut niveau. Dans ce dernier cas, des approches ascendantes
sont souvent utilise´es : extraction pre´alable des primitives pertinentes de l’image, puis raisonnement
a` plus haut niveau en e´mettant des hypothe`ses sur l’appartenance a` la carte de l’objet extrait
dans l’image. D’une fac¸on ge´ne´rale, le proble`me d’une telle approche est la difficulte´ d’extraire
exhaustivement et correctement toutes les primitives recherche´es de l’image. Ainsi, celles qui sont
manquantes pourraient eˆtre interpre´te´es a` tort comme un changement lors de la comparaison avec
la carte. Il est aussi incertain d’extraire des primitives correspondant a` un objet de l’image dont
la nature est cohe´rente
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avec ceux symbolise´s dans la carte. S. Servigne est confronte´e a` ces proble`mes dans le cadre de
la mise a` jour de donne´es cadastrales de la ville de Padoue a` partir d’images ae´riennes [110]. Le
re´sultat d’une segmentation (bas-niveau) des images est utilise´ pour tenter de le mettre en corres-
pondance avec les donne´es cartographiques. Dans un premier temps, une technique de relaxation
est utilise´e pour tenter d’associer un e´le´ment de la base cadastrale a` sa repre´sentation segmen-
te´e dans l’image. Les re´sultats sont peu satisfaisants car la segmentation produit de nombreux
contours, souvent fragmente´s, pour un meˆme objet. Afin d’ame´liorer la mise en correspondance,
une autre me´thode base´e sur les re´gions est applique´e injectant de la connaissance a priori relative
a` la texture des objets. Une base de donne´es de textures est apprise manuellement sur l’image
et recense neuf diffe´rents types : terrain, culture, macadam, eau, ve´ge´tation, toit, fac¸ade, ombre,
pie´ton. La comparaison des objets cartographiques et de l’image est finalement effectue´e au regard
de crite`res de ressemblance de forme, texture et surface. O. Jamet dans [54] justifie le choix de ne
pas utiliser l’information de la carte puisqu’elle est non re´cente et parfois peu fiable et risquerait
ainsi de biaiser le processus de de´tection de changement. Il propose alors une me´thode d’appa-
riement de primitives segments a` partir d’un couple ste´re´oscopique d’images ae´riennes qui sont
compare´es aux vecteurs d’une carte nume´rique du baˆti urbain (IGN, BDTopo). Cette comparaison
formalise´e dans le cadre de la the´orie des croyances de Dempster-Shafer [112] permet de mode´liser
l’incertitude associe´e a` la carte.
La connaissance a priori de´rive´e de la carte est cependant un avantage inde´niable pour ame´-
liorer l’extraction d’objets de sce`nes urbaines ou pour la mise a` jour de donne´es cartographiques
[35, 36, 120, 122, 124, 48, 3, 123, 4, 9, 62, 12, 61, 83, 42]. Les sce`nes urbaines image´es a` haute re´so-
lution contient une multitude de de´tails et autres artefacts qui rend leur analyse automatique ou
semi-automatique difficile (ombres, distorsion due a` la perspective de la prise de vue, occlusions).
L’information spe´cifique de´rive´e de la carte renseigne sur l’emplacement de l’objet a` retrouver
dans l’image, ce qui limite a` la fois l’espace de recherche et le taux de fausses alarmes. Outre la
connaissance spe´cifique issue de la carte, la fusion de donne´es auxiliaires de te´le´de´tection est aussi
la tendance pour l’analyse de sce`nes urbaines a` haute re´solution. Ces donne´es supple´mentaires se
re´ve`lent utiles pour lever les ambigu¨ıte´s relatives a` l’interpre´tation de la sce`ne (images multispec-
trales, infra-rouges, altime´triques, couples ste´re´oscopiques) [124, 122, 48, 123, 47, 46, 62, 84, 83, 61].
Dans la suite de ce chapitre, nous proposons d’exposer les travaux re´cents sur l’extraction d’objets
et la mise a` jour de cartes a` partir d’images haute re´solution en milieu urbain selon ces deux angles
d’approche, a` savoir la fusion de donne´es de te´le´de´tection et l’utilisation de connaissance a priori,
en particulier celle spe´cifique issue de cartes existantes.
2.2.2 Quelques travaux sur la fusion de donne´es de te´le´de´tection pour l’analyse
de sce`nes a` haute re´solution
2.2.2.1 Fusion d’images optiques
“La fusion de donne´es constitue un cadre formel dans lequel s’expriment les moyens et tech-
niques permettant l’alliance des donne´es provenant de sources diverses. Elle vise a` l’obtention
d’information de plus grande qualite´ ; la de´finition exacte de « plus grande qualite´ » de´pendra de
l’application” [121]. Dans le cadre de la fusion d’images optiques haute re´solution, nous pouvons ci-
ter les me´thodes visant a` ame´liorer la re´solution spatiale d’images multispectrales a` partir d’images
panchromatiques de meilleure re´solution. Une revue comple`te de ces techniques de fusion est dis-
ponible dans [125]. Le gain en qualite´ est alors une description plus comple`te de la sce`ne, alliant
une haute re´solution ge´ome´trique avec de nombreuses signatures spectrales, a` meˆme de faciliter
l’analyse et l’extraction d’objets. Ce gain est ne´anmoins entache´ d’artefacts de reconstruction de
l’image fusionne´e qui se manifestent par des biais dans le domaine spatial et spectral. Une e´tude
comparant les performances de certaines de ces techniques a e´te´ mene´e par F. Laporterie dans [64].
Dans [42], M.
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Gerke fait l’usage d’une image satellitaire Ikonos re´sultant d’une fusion d’une image panchroma-
tique et multispectrale (Pan-sharpening ou PXS ) pour la mise a` jour de cartes du re´seau routier
ATKIS. Les informations multispectrales permettent de caracte´riser efficacement la route (graˆce a`
la bande proche infra-rouge) tout en satisfaisant les contraintes de pre´cision topographique de la
carte.
Notons que la fusion de donne´es optiques ne concerne pas uniquement les images de re´solutions
diffe´rentes. En effet, des images panchromatiques et ste´re´oscopiques de re´solutions identiques sont
aussi utilise´es pour faciliter l’analyse de sce`ne, en particulier au niveau du baˆti [108, 81, 78, 53].
Dans [78], Nevatia et al. proposent une approche ascendante pour la de´tection de baˆtiments a`
partir d’images ae´riennes : des primitives line´aires sont premie`rement extraites d’une image, et
sont ensuite associe´es pour formuler des hypothe`ses de toits en forme de paralle´logrammes. Les
hypothe`ses sont ve´rifie´es par la de´tection des ombres et des murs du baˆti. Les meilleures hypothe`ses
sont retenues et fusionne´es avec celles e´manant de l’analyse d’autres images. Une revue comple`te
d’extraction et de reconstruction 3D de baˆtiments est disponible dans [63, 45, 72, 8]
Remarquons enfin que des images issues de capteurs optiques de meˆme re´solution et ayant
des signatures spectrales diffe´rentes sont aussi utilise´es. La donne´e de mesures multispectrales est
particulie`rement inte´ressante pour la classification des objets de la sce`ne. Dans les travaux de
V. Walter [122], des images multispectrales ae´riennes (RVB, 2 m/pixel) sont utilise´es pour une
classification supervise´e par maximum de vraisemblance des zones agricoles, urbaines, routie`res et
de plans d’eau. L’information multi-bandes couple´e a` celle de texture des images permet d’obtenir
des re´sultats encourageants sur des images rurales et pe´ri-urbaines. Nous verrons en section suivante
que pour les milieux purement urbains, une donne´e altime´trique supple´mentaire s’ave`re ne´cessaire
pour une discrimination efficace du baˆti.
2.2.2.2 Fusion d’images optiques et altime´triques
La mise a` disposition d’un mode`le nume´rique de surface (MNS) repre´sentant l’altitude des ob-
jets de la sce`ne est particulie`rement inte´ressante pour l’analyse des milieux urbains. Le MNS est
ge´ne´ralement le fruit d’une reconstruction 3D a` partir d’au moins deux images, ou d’une mesure
directe de la re´flection d’un signal laser (Lidar). Un MNS permet de distinguer les structures ae´-
riennes du sol, facilitant l’extraction du baˆti. Cette dernie`re est ne´anmoins rendue de´licate lors de
la pre´sence de ve´ge´tation qui se confond avec les baˆtiments sur l’image altime´trique.
Dans [48], N. Halla et V. Walter filtrent la ve´ge´tation d’un MNS Lidar par une analyse multi-
e´chos : le signal laser traversant la canope´e engendre deux e´chos. L’e´cho le plus rapide correspond
au feuillage de la ve´ge´tation alors que le second est relatif au sol. En conside´rant uniquement le
second e´cho, le MNS Lidar ge´ne´re´ contient tre`s peu de ve´ge´tation ae´rienne et limite de fac¸on dras-
tique les ambigu¨ıte´s entre la canope´e et le baˆti. Dans une seconde phase, les auteurs poursuivent
les travaux de [122] en appliquant une classification par maximum de vraisemblance de la sce`ne :
le MNS est alors conside´re´ comme la quatrie`me bande d’une image multispectrale (RV et proche
infra-rouge). L’utilisation conjointe du MNS avec la bande proche infra-rouge permet une classi-
fication performante du baˆti et de la ve´ge´tation. La donne´e du MNS permet aussi d’estimer les
zones d’ombres de la sce`ne et d’e´viter ainsi leur mauvaise classification.
Dans [83], des images couleur (RVB, 0.5 m/pixel) et un MNS normalise´ LIDAR sont les don-
ne´es d’entre´e d’un algorithme de classification supervise´e du baˆti. Une premie`re e´tape consiste a`
scinder la classe apprise des baˆtiments en sous-groupes de caracte´ristiques spectrales homoge`nes
(algorithme ISODATA [5]). Dans un second temps, une classification base´e sur la distance de
Mahalanobis est
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mene´e sur les donne´es de te´le´de´tection. Le re´sultat de la classification est ensuite compare´ a` une
carte nume´rique du baˆti pour la de´tection de changement.
Dans [47] des contours actifs de type snakes sont utilise´s pour segmenter des baˆtiments repre´-
sente´s dans une image Ikonos (1 m/pixel) et un MNS LIDAR. Les contours actifs sont initialise´s
graˆce a` une de´tection grossie`re des baˆtiments a` partir du MNS, ils e´voluent ensuite vers les hauts
gradients de l’image satellitaire tout en e´tant contraints par des forces de gonflage de´rive´es du MNS
[27].
2.2.3 Utilisation de contraintes issues de connaissance a priori
Nous opposons dans les sections suivantes les travaux sur l’extraction d’objets ou la mise a` jour
de cartes selon qu’ils sont base´s sur la connaissance ge´ne´rique ou spe´cifique (carte) d’un paysage
e´tudie´. Une revue comple`te des diffe´rents types de connaissance a priori utilise´s en te´le´de´tection
est disponible en [9, 35].
2.2.3.1 Connaissance ge´ne´rique
La connaissance ge´ne´rique renseigne sur des proprie´te´s ge´ne´rales relatives a` la radiome´trie et/ou
la ge´ome´trie d’un objet a` extraire dans l’image. Elles sont issues du raisonnement humain sur la
base de connaissances apprises et permettent le plus souvent de de´finir des mode`les d’objets (typi-
quement les routes et les baˆtiments). Des exemples de connaissance ge´ne´rique sont :
– Les routes ont des bords paralle`les, une largeur constante et une faible courbure excepte´ aux
intersections.
– Les routes ont une radiome´trie homoge`ne et plus claire que leur environnement.
– Les baˆtiments ont des bords rectilignes et des coins.
– Les baˆtiments ont une altitude supe´rieure au sol et y projettent des ombres.
Cette connaissance est de´rive´e d’observations et se veut donc empirique. Pe´teri et Ranchin utilisent
dans [95, 97, 96] des contours actifs de type snake ([58], cf. section 4.2.1.3) pour extraire le re´seau
routier a` partir d’une image satellitaire Ikonos repre´sentant un milieu urbain dense avec une re´so-
lution de un me`tre. L’inte´reˆt du contour actif est double : il permet d’avoir in fine une extraction
non fragmente´e du re´seau routier ; il incorpore aussi facilement une information de haut niveau
telle que des contraintes ge´ome´triques. Notamment dans [96], une contrainte de paralle´lisme est
utilise´e afin de segmenter les bords de la route. Cette contrainte ge´ome´trique issue de connaissance
ge´ne´rique permet une segmentation plus robuste. Une analyse multi-e´chelle accroˆıt la robustesse
de la me´thode vis-a`-vis du niveau de de´tail de l’image.
M. Rochery et al. utilisent e´galement le paralle´lisme dans [101, 100, 102] pour l’extraction de
routes par contours actifs. La contrainte est formule´e graˆce a` l’introduction d’une e´nergie quadra-
tique qui permet une interaction a` longue distance des points du contour actif. Contrairement aux
travaux de Pe´teri [95, 97, 96], cette approche n’est pas sensible a` l’initialisation et incorpore natu-
rellement la notion de re´seau. Cependant, les re´sultats sont re´alise´s a` partir d’images pe´ri-urbaines
a` moyenne re´solution.
Dans [84], H. Oriot utilise des snakes statistiques afin de segmenter les baˆtiments d’un couple
d’images ste´re´oscopiques haute re´solution. Une fonction de couˆt est de´finie de fac¸on a` favoriser
l’inte´gration de re´gions de fortes disparite´s a` l’inte´rieur du contour. L’extraction du baˆtiment est
affine´e par l’information de gradient des images et par une contrainte ge´ne´rique favorisant les angles
a` 90˚
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et 180˚ . Cette approche est semi-automatique dans la mesure ou` l’initialisation du contour actif est
manuelle. L’e´volution du contour minimisant une fonction de couˆt (approche non variationnelle)
est base´e sur l’insertion, mise a` jour et suppression des n œuds du snake.
Dans [119], Vinson et al. utilisent des mode`les de´formables rectangulaires afin de segmenter
les baˆtiments d’une ortho-image. Une pre´-de´tection des baˆtiments par segmentation d’un mode`le
nume´rique de surface sert a` l’initialisation du mode`le qui convergera vers les lieux de haut gradient
de l’image, i.e. les bords des baˆtiments. A la convergence, les parame`tres du mode`le rectangulaire
(barycentre, longueur, largeur, orientation) sont estime´s. Les re´sultats des extractions rectangu-
laires peuvent eˆtre ensuite fusionne´s. Le choix d’un mode`le rectangulaire refle`te la connaissance
empirique relative a` la forme des baˆtiments la plus souvent rencontre´e.
Alors que la connaissance a priori ge´ne´rique est largement utilise´e pour aider l’extraction
d’objets, elle est de´pendante d’aspects socie´taux et culturels et peut ainsi varier a` une e´chelle
nationale ou mondiale (a` titre d’exemple le re´seau routier des vieux quartiers de Pe´kin n’a rien a`
voir avec celui de Manhattan). Cette information n’est donc pas ge´ne´ralisable vis-a`-vis de l’endroit
ge´ographique repre´sente´ par des donne´es de te´le´de´tection. Elle se doit d’eˆtre comple´te´e par une
connaissance plus de´die´e et spe´cifique et moins contrainte par la connaissance empirique humaine.
2.2.3.2 Connaissance spe´cifique
La connaissance spe´cifique est typiquement de´rive´e de donne´es cartographiques. La carte ren-
seigne sur la localisation, la forme et la nature des objets repre´sente´s par les donne´es de te´le´de´-
tection. C’est un a priori fort qui rend plus robuste la taˆche d’extraction ou de mise a` jour de
cartes. L’utilisation de la carte se fait principalement selon trois aspects. Le premier concerne la
re´duction de l’espace de recherche d’un objet recherche´ dans les donne´es de te´le´de´tection. Ceci
permet de re´duire les temps de calcul ainsi que le taux de fausses alarmes. Le second regarde la
de´finition de zones d’apprentissage pour la classification supervise´e de sce`nes. Alors que ces zones
sont traditionnellement de´finies manuellement, la donne´e cartographique permet d’en automatiser
la saisie. Enfin, la carte peut eˆtre utilise´e pour enrichir une base de connaissance avec des informa-
tions spe´cifiques de l’image analyse´e.
De´finition de zones d’apprentissage
Les travaux de B.P. Olsen [83], N. Haala [48] et V. Walter [122] sont tous base´s sur la clas-
sification supervise´e d’images multi-capteurs (cf. section 2.2.2). Ces me´thodes de classification
ne´cessitent des zones d’apprentissage de´finies manuellement par des experts. Ces auteurs utilisent
une carte existante pour de´finir ces zones afin de rendre le syste`me automatique. Cependant,
l’utilisation d’une telle connaissance de´rive´e de la carte fait l’hypothe`se que le nombre d’objets
cartographiques ayant change´ est faible devant le nombre total d’objets. En effet, un nombre de
changements trop important fausserait la classification subse´quente. Pour e´viter les erreurs d’ap-
prentissage aux frontie`res des objets cartographiques, A. Busch re´duit l’espace d’apprentissage
par filtrages morphologiques [16]. A la diffe´rence des travaux de [83, 48, 122], ceux de A. Busch
concernent des images optiques de moyenne re´solution. Dans le cas d’images tre`s haute re´solution
telles que celles utilise´es par B.P. Olsen, une distorsion due a` la perspective est visible au niveau
des baˆtiments. La carte e´tant en ge´ome´trie orthoscopique (vue au nadir), les donne´es ne sont pas
compatibles pour une superposition pre´alable a` l’apprentissage. Ne´anmoins, la carte TOP10DK
utilise´e est a` trois dimensions : la connaissance de la prise de vue des images de te´le´de´tection
permet alors de projeter efficacement chaque baˆtiment cartographique sur sa repre´sentation homo-
logue dans l’image.
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Diminution de l’espace de recherche
Dans [107], M. Roux et H. Maˆıtre font usage d’une carte papier nume´rise´e a` l’e´chelle 1 :25,000
de la ville de Paris pour ame´liorer la reconstruction 3D de baˆtiments. La carte, dans laquelle les
blocs de baˆtiments sont isole´s, permet de restreindre l’espace de recherche de points homologues
obtenus par corre´lation pour le calcul de disparite´s a` partir d’images ae´riennes ste´re´oscopiques.
L’espace de recherche e´tant diminue´, les erreurs d’appariement sont moins courantes et une feneˆtre
de corre´lation plus petite est utilise´e pour l’obtention de re´sultats plus fins.
Dans [115, 35], les auteurs utilisent une carte routie`re comme initialisation d’un processus de
de´tection de changement avec une image ae´rienne haute re´solution plus re´cente. Dans [35], M.E.
de Gunst effectue une comparaison entre les donne´es cartographiques et l’image par corre´lation
entre la carte et un profil radiome´trique issu de l’image. Lorsque la corre´lation est satisfaisante,
il n’y a pas de changement. Lorsqu’elle est faible, une deuxie`me phase du processus base´e sur un
raisonnement contextuel est de´clenche´e : selon l’environnement ou` un changement a e´te´ de´tecte´,
une liste d’objets susceptibles d’eˆtre observe´s dans l’image est dresse´e par ordre de priorite´. Chaque
type d’objet candidat de´clenche un type de segmentation particulier dont le re´sultat est confronte´
par tests d’hypothe`ses a` des mode`les de´finis a priori. Si tous les tests sont infructueux, la feneˆtre
de recherche est agrandie, les parame`tres des me´thodes d’extraction sont adapte´s. Dans [115], C.
Steger propose une analyse de profil radiome´trique de la route guide´e par la carte afin de valider
le non-changement des parties qui la composent. Lorsque la carte est peu pre´cise, des contraintes
ge´ne´riques de paralle´lisme et de rectiline´arite´ de la route sont utilise´es pour s’affranchir des impre´-
cisions. Les e´le´ments de la carte peuvent eˆtre rejete´s, ve´rifie´s ou ambigus. Un second algorithme
de´tecte les nouvelles routes en inspectant le voisinage des parties valide´es de la carte lors de la
phase pre´ce´dente.
Dans le cadre du projet ATOMI [38], les auteurs utilisent des sources redondantes d’informa-
tion (carte nume´rique au 1 :25,000, mode`le nume´rique de surface (MNS), images multispectrales)
pour l’extraction de routes [133] et la reconstruction de baˆtiments [79]. La carte est utilise´e pour
restreindre l’espace de recherche. Dans [133], des images ae´riennes RVB ste´re´oscopiques ainsi qu’un
MNT sont employe´es pour l’extraction de routes. Dans [79], des donne´es vectorielles de zones re´-
sidentielles sont couple´es a` une pre´-de´tection de baˆtiments issue du MNS. Ces donne´es ainsi que
les images multispectrales sont simultane´ment utilise´es pour une classification non supervise´e du
baˆti dans l’image. Une seconde phase consiste a` recaler les objets cartographiques sur les re´sultats
de la classification. Les e´chelles de la carte et de l’image e´tant diffe´rentes, les baˆtiments symbolise´s
sont souvent e´loigne´s de leur repre´sentation dans l’ortho-image. Une transformation affine estime´e
par des scores empiriques permet le recalage carte-image et une reconstruction 3D subse´quente.
Agouris et al. [4] ont de´veloppe´ une me´thode permettant de de´tecter les variations ge´ome´triques
d’une route symbolise´e dans une carte et repre´sente´e dans une image de te´le´de´tection plus re´cente
graˆce aux snakes. L’originalite´ de leur approche est l’introduction d’un nouveau terme d’e´nergie
de contrainte externe qui de´pend du degre´ d’incertitude associe´ a` la pre´cision planime´trique de la
carte. Cette incertitude est calcule´e a` partir d’une image de te´le´de´tection dont la date d’acquisition
correspond avec celle de la re´alisation de la carte : le contour actif est initialise´ graˆce aux objets
cartographiques et e´volue sans contrainte externe dans l’image. Selon les variations d’e´nergie totale,
et en fonction de sa valeur finale, un degre´ d’incertitude est alloue´ a` chaque n œud du snake. Ce
degre´ est attribue´ selon des re`gles de logique floue inspire´es de la linguistique. Ainsi, une forte
variation d’e´nergie ainsi qu’une e´nergie finale e´leve´e pour un n œud conside´re´ conduira a` attribuer
une forte incertitude au point de l’objet cartographique sur lequel e´tait initialise´ ce n œud. Cette
incertitude
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permet aux auteurs d’exprimer une force de rappel similaire a` celle d’un ressort fixe´ a` la position
du n œud du contour actif dans son e´tat initial. Finalement, la contrainte externe est impose´e aux
contours actifs qui e´voluent sur l’image la plus re´cente. Qualitativement, la me´thode mise en œuvre
rend l’e´nergie de contrainte externe proportionnelle a` l’allongement d’un ressort dans un certain
voisinage, puis elle devient constante en dehors de celui-ci. L’e´tendue du voisinage et la raideur
du ressort de´pendent de l’incertitude pre´ce´demment de´termine´e. Plus l’incertitude est faible, plus
le rayon d’action de l’e´nergie de contrainte est petit avec une forte raideur associe´e au ressort :
le degre´ de ve´racite´ de la carte e´tant e´leve´, s’il y a re´ellement un changement, les gradients des
contours de la nouvelle route devraient eˆtre suffisamment intenses pour vaincre la contrainte. Au
contraire, si l’incertitude est e´leve´e (grand rayon d’action, faible raideur), il ne semble pas justifie´
d’attirer le contour actif vers sa position initiale de´finie par la carte. Cette me´thode paraˆıt efficace
sur des cas simples d’images optiques de re´solution moyenne : la route est de´vie´e manuellement sur
des portions de la route, simulant ainsi un faible changement. La me´thode ne prend pas en compte
l’apparition de nouvelles routes intersectant ou non l’ancienne.
Une approche similaire a` [4] est introduite dans [12] par Bentabet et al. pour l’extraction de
routes a` partir d’images SAR. Des snakes, initialise´s graˆce a` une carte, e´voluent pour segmen-
ter plus fide`lement la repre´sentation de la route dans l’image. Les contours actifs utilise´s sont
attire´s par les zones de gradient e´leve´ de l’image. Ils sont par conse´quent sensibles au bruit des
donne´es de te´le´de´tection. Les auteurs proposent un filtrage du speckle qui pre´serve l’information
de contour. Conside´rant le proble`me du parame´trage des snakes, les auteurs estiment le coefficient
de rigidite´ du contour actif a` partir de la courbure moyenne de la route calcule´e a` partir de la carte.
Dans [3, 2], Agouris et al. proposent une me´thode de de´tection de changement au niveau des
baˆtiments symbolise´s dans une carte graˆce a` la donne´e de deux images ae´riennes diachroniques.
L’une des images est acquise a` la meˆme date que la re´alisation de la carte alors que l’autre est
plus re´cente. Chaque objet cartographique est projete´ sur l’image cohe´rente avec la carte. Le
sous-e´chantillonnage du polygone cartographique conside´re´ fournit une liste de points dans l’image
ancienne dont la pre´sence sera ve´rifie´e dans l’image plus re´cente. La de´tection de changement est
effectue´e par l’e´valuation d’un score de corre´lation originellement de´veloppe´e par Gru¨n dans [44].
Le but de cette me´thode est de trouver ite´rativement les six parame`tres d’une transformation affine
permettant de minimiser, au sens des moindres carre´s, les diffe´rences radiome´triques des pixels de
deux feneˆtres appartenant a` chacune des images. Cette approche permet une tre`s bonne pre´cision
de mise en correspondance, cependant, elle rencontre souvent des proble`mes de non-convergence
d’estimation des parame`tres. Les auteurs de [3] re´solvent ces proble`mes en donnant plus de poids
aux contours de baˆtiments qu’au reste de l’image. L’analyse du profil radiome´trique des contours
dans l’image de re´fe´rence, guide´e par la carte, permet de classer les contours en trois cate´gories :
contour simple (transition entre deux niveaux radiome´triques), double et triple. Ces profils sont
ensuite mathe´matiquement mode´lise´s par une combinaison de Gaussiennes dont les maxima sont
localise´s au niveau des contours ; ils sont finalement injecte´s dans le mode`le d’estimation des pa-
rame`tres de la transformation affine et ame´liorent sensiblement la technique. L’avantage de cette
me´thode est de pouvoir de´tecter des changements partiels d’un baˆtiment conside´re´. La difficulte´
est la ne´cessite´ de posse´der une image acquise a` la meˆme date que la carte ; la me´thode repose
aussi sur une parfaite superposition entre la carte et l’image ce qui n’est souvent pas le cas a` cause
des erreurs dues aux impre´cisions cartographiques.
Dans [65], Leitloff et al. proposent d’extraire des files de ve´hicules a` partir d’une image pan-
chromatique Quickbird. Cette me´thode est base´e sur l’extraction de primitives line´aires de´rive´es
du gradient de l’image. La connaissance d’une carte nume´rique permet aux auteurs de filtrer de
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nombreuses primitives n’ayant aucun lien avec les voitures : en faisant l’hypothe`se que celles-ci
sont aligne´es avec la route, ils appliquent un filtrage morphologique ne gardant que les primitives
paralle`les au re´seau routier. Ce pre´-traitement diminue la complexite´ calculatoire et les erreurs de
la reconnaissance ulte´rieure de files base´e sur l’analyse de profils radiome´triques.
Enrichissement d’une base de connaissance
Dans [133], la connaissance a priori est compose´e de re`gles concernant l’agencement des routes,
de primitives caracte´ristiques telles que le marquage au sol et de cartes existantes. Cette dernie`re
information spe´cifique est inse´re´e dans un syste`me a` base de connaissance. Cette base se verra
enrichie des caracte´ristiques radiome´triques de l’image aux endroits ou` la cohe´rence avec la carte
est ve´rifie´e. Une classification non supervise´e base´e sur les connaissances acquises extrait le re´seau
routier.
2.2.4 Synthe`se
A la vue de cette analyse bibliographique, nous constatons que la fusion de donne´es de te´le´de´-
tection ame´liore sensiblement l’interpre´tation de paysage, et en particulier celle des sce`nes urbaines
qui sont difficiles a` analyser. L’injection de connaissance spe´cifique et a priori permet d’accroˆıtre
les performances de reconnaissance d’objets et de mise a` jour de cartes, e´vitant ainsi les e´cueils des
me´thodes ascendantes traditionnelles. Cette information spe´cifique est le plus souvent utilise´e pour
restreindre l’espace de recherche, de´finir des zones d’apprentissage ou enrichir spe´cifiquement des
bases de connaissance. Cependant, la prise en compte de l’information ge´ome´trique dispense´e par
la carte est plus marginalement employe´e. La difficulte´, en contre partie, tient naturellement au
fait que la carte et l’image ne contiennent pas exactement la meˆme information (en raison soit de
changements, soit d’erreurs dans la carte). Une comparaison carte-image doit par conse´quent savoir
s’e´carter de cette connaissance a priori afin de retrouver l’objet tel qu’il est dans l’image. Dans la
section suivante, nous clarifions ces aspects de manie`re ge´ne´rale en formulant la proble´matique de
mise a` jour de cartes que nous tentons de re´soudre.
2.3 Position du proble`me de la mise a` jour de cartes
Pour poser et formuler le proble`me de la mise a` jour de cartes a` partir de donne´es de te´le´de´-
tection, nous proposons d’employer et e´tendre le cadre conceptuel expose´ dans [55] et repris dans
[14] pour analyser la de´tection de changement entre des donne´es multi-dates et multi-sources. Ce
cadre est inte´ressant dans la mesure ou` il se preˆte bien a` la proble´matique que nous adressons,
mais ne´cessite d’eˆtre adapte´.
2.3.1 Cadre conceptuel ge´ne´ral
2.3.1.1 De´finition des univers relatifs a` la te´le´de´tection
Ce formalisme consiste a` conside´rer l’univers objectif Uobjectif contenant l’ensemble exhaustif
des connaissances que l’on peut avoir sur une sce`ne conside´re´e. Cette connaissance objective nous
est inaccessible dans sa totalite´. Elle se manifeste sous la forme de phe´nome`nes physiques appele´s
observables. La connaissance de toutes les observables ne permet pas d’en de´duire exhaustivement
Uobjectif car la fonction de transcription physique de cet univers vers Uobservable n’est pas inversible
(proble`me mal pose´). Ainsi, la seule fac¸on de connaˆıtre partiellement Uobjectif revient a` mesurer
une ou plusieurs observables par le biais d’un appareil de mesure. Il est cependant a` noter que pour
une meˆme sce`ne conside´re´e, les observables varient selon certains facteurs. Dans le cas de l’imagerie
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optique ils sont par exemple :
– L’e´clairement qui varie en fonction de la position du soleil par rapport a` la terre. Selon
l’illumination, les ombres porte´es dues a` la pre´sence de baˆtiments varieront.
– La ge´ome´trie d’observation (angle ze´nithal de vise´e). Dans le cas spe´cifique d’un milieu ur-
bain dense, cette ge´ome´trie explique la pre´sence ou non d’occlusions dues aux baˆtiments en
fonction de l’angle de prise de vue.
– Les conditions me´te´orologiques.
– Les phe´nome`nes parasites de re´flexions multiples (par l’atmosphe`re, le sol ou les objets com-
posants la sce`ne) viendront perturber et biaiser l’observable que l’on de´sire ve´ritablement
mesurer.
Le choix du moyen d’observation de´pend bien suˆr de l’observable a` mesurer. Dans le cas de l’image-
rie optique, nous choisissons d’observer les ondes e´lectromagne´tiques e´mises par le soleil et ensuite
re´fle´chies par la sce`ne sur une feneˆtre spectrale du domaine visible et infra-rouge proche (capteur
passif). La mesure faite de cette observable appele´e observation est aussi entache´e d’erreurs propres
a` l’instrument de mesure physique. A titre d’exemple, le bruit du capteur de mesure, ou un mauvais
calibrage de ce dernier viendra alte´rer l’information finale qui nous sera disponible et a` partir de
laquelle nous espe´rerons remonter a` la connaissance de Uobjectif .
Nous comprenons de`s lors que Uobservation n’est qu’une repre´sentation partielle et biaise´e de
Uobjectif . Ces alte´rations ne sont pas force´ment stables dans le temps. Ainsi lors de la comparaison
d’images diachroniques pour la de´tection de changement, ces artefacts introduisent des variabilite´s
exoge`nes inde´sirables car elles sont susceptibles d’eˆtre interpre´te´es a` tort comme un changement.
S’affranchir des variabilite´s exoge`nes pour de´tecter les changements effectifs s’e´tant produits dans
Uobjectif est une taˆche difficile qui est au c œur de tout proble`me de de´tection de changement entre
deux images.
2.3.1.2 De´finition de Uinterpre´tation
Les travaux mene´s par P. Blanc dans [14] tentent d’adresser cette question de manie`re ge´ne´-
rale par un recalage ge´ome´trique et radiome´trique des donne´es. Cependant, dans [14] les donne´es
compare´es pour la de´tection de changement appartiennent toutes a` Uobservation. Notre cas a ceci
de diffe´rent que nous comparons une observation avec une carte. Une carte n’est de´finitivement
pas une observation, elle est le fruit d’une interpre´tation, sche´matisation, simplification d’une ob-
servation. La carte, qui appartient a` Uinterpre´tation, est aussi susceptible de contenir des erreurs
inhe´rentes a` la transcription cartographique de Uobservation vers Uinterpre´tation. Ces dernie`res sont
dues aux erreurs d’interpre´tation de l’ope´rateur ayant re´alise´ la carte (ou d’un processus automa-
tique s’il existe). Les erreurs de photo-interpre´tation sont de deux sortes. L’une concerne une erreur
d’interpre´tation quant a` la nature de l’objet manuellement extrait. Par exemple, une parcelle de
gazon ou d’espace de stationnement pourrait eˆtre interpre´te´e comme le toit d’un baˆtiment observe´
au nadir tant leurs caracte´ristiques sont susceptibles d’eˆtre similaires (zone radiome´triquement ho-
moge`ne dont les contours sont caracte´rise´s par de forts gradients). Ces erreurs sont tre`s rares car
les cas ambigus de photo-interpre´tation sont le plus souvent ve´rifie´s sur le terrain. Les erreurs les
plus courantes concernent la de´line´ation des contours des objets. Dans [80], N. Nidero¨st illustre ces
erreurs de de´line´ation qui varient selon l’interpre´tation des cartographes (figure 2.1).
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Fig. 2.1 – Erreurs de de´line´ation des contours : diffe´rentes segmentations (en noir) du meˆme objet
(ve´rite´ terrain en blanc) par plusieurs photo-interpre´teurs. Le sche´ma est extrait de [80].
A ceci s’ajoute la phase de simplification des contours des objets inse´re´s dans la carte qui, meˆme
si ce n’est pas une erreur d’interpre´tation, repre´sente un e´cart avec la re´alite´ des objets observe´s
dans l’image. Dans le cas des baˆtiments, certains d’entre eux ont une forme complexe qu’il est inutile
de transcrire avec pre´cision dans la carte pour l’e´chelle conside´re´e. La forme est ainsi simplifie´e de
fac¸on plus ou moins arbitraire par l’ope´rateur. Il est e´galement difficile de de´tourer chaque baˆtiment
lorsqu’ils sont agglome´re´s entre eux, nombreux et de petite taille. Une solution retenue consiste
a` inclure un groupe d’objets dans une seule entite´ cartographique. La figure 2.4 illustre cet effet
de ge´ne´ralisation. Enfin, la cohe´rence des e´chelles de la carte et de l’image pour la de´tection de
changement est un facteur essentiel. En effet, une carte de faible e´chelle superpose´e a` une image de
haute re´solution exhibera des effets significatifs de ge´ne´ralisation et d’impre´cision de la localisation,
qui rendra in fine la de´tection de changement ardue voire incohe´rente (figure 2.2).
Fig. 2.2 – Effet de ge´ne´ralisation duˆ a` l’e´chelle. La meˆme sce`ne est repre´sente´e a` diffe´rentes e´chelles :
1 :25,000 / 1 :50,000 / 1 :100,000 (de gauche a` droite). Le sche´ma est extrait de [80].
Une me´thode fiable de de´tection de changement carte-image se doit donc de palier les variabi-
lite´s exoge`nes pre´sentes dans les univers Uobservable, Uobservation et Uinterpre´tation afin de ne pas les
interpre´ter comme un changement effectif (table 2.1).
2.3.2 Proble´matique adresse´e dans la the`se
2.3.2.1 Analyse de changements carte-image conside´re´e dans la the`se
Dans ce travail de the`se, nous nous inte´ressons a` la mise a` jour des baˆtiments de cartes nume´-
riques a` deux dimensions a` partir d’une image satellitaire panchromatique haute re´solution plus
re´cente. La maintenance de donne´es cartographiques reveˆt principalement quatre aspects :
1. La validation/suppression des objets cartographiques qui sont de´tecte´s comme pre´sents/absents
dans l’image satellitaire plus actuelle.
2. L’insertion dans la carte de nouveaux objets de´tecte´s dans l’image satellitaire plus actuelle.
3. L’ame´lioration de la pre´cision planime´trique des objets cartographiques existants dans l’image
satellitaire plus actuelle.
4. L’enrichissement de la carte par insertion de nouveaux attributs. L’ajout d’information 3D a`
une carte 2D en est un exemple.
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Univers Artefacts sources de variabilite´s exoge`nes
Uobservable Ge´ome´trie d’e´clairement Ombres dues aux objets de la sce`ne en fonction de
la hauteur du soleil
Ge´ome´trie d’observation Occlusions diffe´rentes en fonction de l’angle de
prise de vue
Uobservation Bruit du capteur, erreurs de quantification (nume´-
risation), erreurs de calibrage.
Uinterpre´tation Erreurs d’interpre´tation sur la nature de l’objet
cartographique
Inexactitudes de l’extraction de l’objet
Simplifications, ge´ne´ralisations
Tab. 2.1 – Classification des artefacts urbains en fonction des diffe´rents univers.
Dans cette e´tude nous explorerons les points 1,3 et 4 de cette liste. Ainsi nous ne de´tecterons
pas les nouveaux baˆtiments pour les ajouter a` la carte. Nous nous limiterons a` une de´tection
de changement carte-image consistant a` conside´rer individuellement chaque baˆtiment symbolise´
dans la carte et a` ve´rifier s’il existe toujours dans les donne´es de te´le´de´tection plus re´centes. Si
le baˆtiment de la carte existe toujours, sa position et sa forme sont susceptibles d’eˆtre affine´es
graˆce aux donne´es de te´le´de´tection (nous conside´rons que l’information de´livre´e par l’image est
plus fiable que celle des donne´es cartographiques). Le tableau 2.2 re´capitule les diffe´rents types de
changements susceptibles d’eˆtre rencontre´s.
Nature du changement Nouvelle situation
a. Baˆtiment totalement de´truit Sol nu
b. Baˆtiment totalement de´truit Baˆtiment quelconque
c. Baˆtiment totalement de´truit Baˆtiments plus petits intersectant
l’ancienne empreinte au sol
d. Baˆtiment totalement de´truit Baˆtiment avec la meˆme empreinte au
sol
e. Baˆtiment totalement de´truit Objets 6= baˆti (routes, arbres, mobilier
urbain, ...)
f. Baˆtiment partiellement de´truit Baˆtiment partiellement de´truit
g. Baˆtiment avec de nouvelles exten-
sions
Baˆtiment partiellement e´tendu
h. Baˆtiment en cours de construction Baˆtiment avec la meˆme empreinte au
sol mais avec une altitude plus e´leve´e
Tab. 2.2 – Changements possibles d’un baˆtiment dans Uobjectif
Le changement de type d est marginal et ne sera pas conside´re´, celui de type h est difficilement
de´tectable puisque que la carte qui sera utilise´e contient une information uniquement a` deux di-
mensions. Il sera par conse´quent e´carte´.
Remarquons que dans la mesure ou` nous conside´rons la pre´sence potentielle d’erreurs locales
de forme dans la carte, les cas f et g repre´sentent des proble`mes mal pose´s de la de´tection de
changement. En effet, il est impossible de savoir si un changement partiel carte-image de faible
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amplitude est duˆ a` une erreur de de´line´ation de la carte ou a` un changement effectif dans le monde
re´el (extension, destruction partielle du baˆti). Ainsi, nous ne conside´rerons pas ces changements
partiels. Ne´anmoins, nous de´velopperons une me´thodologie qui tentera de corriger les incohe´rences
carte-image, qu’elles soient dues a` des artefacts de la carte ou a` des changements re´els.
Nous supposerons que les e´chelles de la carte et des donne´es de te´le´de´tection utilise´es corres-
pondent, ainsi nous nous affranchissons d’effets de ge´ne´ralisation dus a` l’e´chelle. Cependant les
erreurs de de´line´ation et les effets de ge´ne´ralisation de la carte inhe´rents a` Uinterpre´tation seront a`
prendre en compte (figures 2.3-2.4).
Fig. 2.3 – Superposition d’une carte du baˆti (polygones jaunes) avec une image satellitaire. Les
fle`ches blanches pointent des inexactitudes locales de forme de la carte.
Fig. 2.4 – Superposition d’une carte du baˆti (polygones jaunes) avec une image satellitaire illustrant
l’effet de ge´ne´ralisation : un seul polygone cartographique englobe de nombreux baˆtiments contigus.
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2.3.2.2 Difficulte´s des milieux urbains
Nous focalisons notre e´tude sur les milieux urbains denses. Les difficulte´s intrinse`ques a` Uobservable
et Uobservation sont nombreuses pour ce type de paysage pour lequel l’utilisation d’images de te´-
le´de´tection a` tre`s haute re´solution fait apparaˆıtre des artefacts qui n’existent pas a` des e´chelles
moyennes et petites. Ces artefacts peuvent eˆtre les ombres dues aux baˆtiments et aux voies rou-
tie`res ae´riennes, une distorsion ge´ome´trique importante due aux effets de perspective au niveau du
baˆti, ou encore les effets d’occlusion. Les distorsions ge´ome´triques de l’image inhe´rentes aux effets
de perspective et a` l’angle de prise de vue ont pour effet de rendre la localisation planime´trique
des objets vus dans l’image peu pre´cise tout en modifiant leur forme. Un moyen de corriger cet
artefact est d’orthorectifier l’image mais ce traitement n’a pu eˆtre effectue´ avec nos donne´es. Les
ombres sont un proble`me certain car elles occultent de l’information et cre´ent des contours arti-
ficiels inde´sirables pour tout traitement de photo-interpre´tation par ordinateur. Dans les travaux
de D. Boldo et H. Le Men [15], une me´thode est propose´e afin d’atte´nuer les effets d’ombres et
d’occlusions du ciel. En milieu urbain, les occlusions sont dues aux structures de haute altitude
(baˆtiments), cependant il faut faire la distinction entre occlusion observe´e sur l’image et l’effet
d’une occlusion qui n’est pas observe´e. Une occlusion observe´e sur l’image engendre l’occultation
d’une information (un baˆtiment en cache un autre). L’effet d’une occlusion qui n’est pas physi-
quement observe´e de´grade l’information en l’occultant partiellement : une rue peut eˆtre ombrage´e
a` cause d’occlusion du ciel (la zone ombrage´e n’est pas directement e´claire´e par le soleil, mais
par le ciel environnant ce qui a pour effet d’atte´nuer la re´flexion de l’objet de la sce`ne) tout en
e´tant visible sur l’image. Un autre effet typiquement urbain est la re´tro-illumination des fac¸ades
qui e´clairent les objets au sol, introduisant ainsi un biais dans la mesure de leur luminance [15].
Enfin, d’autres difficulte´s sont lie´es a` l’activite´ humaine qu’il est possible de de´celer sur des images
a` tre`s haute re´solution. Ainsi, une route embouteille´e, ou` la densite´ de ve´hicules est tre`s e´leve´e,
aura une radiome´trie tre`s diffe´rente d’une route avec un trafic fluide. Il est toutefois a` noter que
si ces artefacts sont des proble`mes additionnels, ils peuvent aussi apporter une information non
ne´gligeable. Ainsi, la de´tection d’une ombre signifie qu’un baˆtiment existe dans son voisinage, la
de´tection de ve´hicules confirme l’existence d’une route (connaissance ge´ne´rique a priori).
2.4 Me´thodologie propose´e
Notre me´thodologie suppose la mise a` disposition de deux images satellitaires haute re´solution
panchromatique et multispectrale (RVB et proche infra-rouge) de la meˆme sce`ne et une carte nu-
me´rique de baˆtiments plus ancienne a` deux dimensions. Nous supposerons que la carte et les images
satellitaires sont initialement superposables (soit par la donne´e de points de controˆle soit par un
algorithme de recalage global ou encore l’information de ge´ocodage). Ce recalage global n’est pas
suffisant pour re´soudre les variabilite´s exoge`nes propres a` chaque baˆtiment de la carte.
Nous ferons l’usage d’un mode`le nume´rique de surface (MNS) auxiliaire visant a` aider la dis-
crimination du baˆti du reste de la sce`ne. Dans notre e´tude, ce MNS sera ge´ne´re´ a` partir d’images
ae´riennes ste´re´oscopiques plus re´centes que la carte a` mettre a` jour.
La me´thode que nous proposons pour mener a` bien l’analyse de changement avec la carte est
la suivante :
1. Optimisation des parame`tres de prise de vue des images ae´riennes et ge´ne´ration d’un MNS
par corre´lation des images ae´riennes ste´re´opaires (chapitre 3).
2. Pour chaque baˆtiment symbolise´ dans la carte :
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(a) De´tection de changements univoques par fusion de donne´es multispectrales et altime´-
triques. Cette de´tection de changement est limite´e au cas a du tableau 2.2. Elle ne peut
en aucun cas confirmer un non-changement. Elle est destine´e a` de´tecter les cas sans
ambigu¨ıte´s de changement entre la carte et les donne´es de te´le´de´tection (chapitre 7).
(b) Atte´nuation des variabilite´s exoge`nes survenant dans Uinterpre´tation graˆce a` l’image satel-
litaire panchromatique. Sont e´tudie´s uniquement les baˆtiments qui n’ont pas e´te´ de´tecte´s
comme ayant change´ a` l’e´tape (a). Nous utilisons des contours actifs destine´s a` mettre
en correspondance finement chaque baˆtiment symbolise´ dans la carte avec sa repre´senta-
tion homologue dans l’image (chapitres 4,5,6). Dans le cas d’un baˆtiment cartographique
absent de l’image (changement), la mise en correspondance e´choue et le changement
sera ulte´rieurement de´tecte´ en e´tape (c). Pour effectuer le recalage fin carte-image par
contours actifs, nous tirons parti de la connaissance a priori et spe´cifique de´rive´e de la
carte afin de surmonter les difficulte´s des milieux urbains denses. Cette connaissance est
a` la fois :
i. Ge´ographique. Les donne´es cartographiques et de te´le´de´tection e´tant initialement
superpose´es, nous savons ou` chercher dans l’image pour effectuer le recalage fin.
Ainsi, le contour actif sera initialise´ pre`s du toit du baˆtiment a` recaler graˆce a` l’in-
formation ge´ographique contenue dans la carte. Il est important de remarquer que
lorsque l’image n’est pas orthorectifie´e, la superposition carte-image n’est efficace
que pour les baˆtiments peu a` moyennement e´leve´s (la distorsion due a` la perspec-
tive visible au niveau des baˆtiments e´leve´s e´loigne le toit de l’objet cartographique
orthoscopique). La technique des contours actifs e´tant sensible a` l’initialisation,
notre me´thode ne peut donc prendre en compte les baˆtiments d’altitude tre`s e´leve´e.
Lorsque les donne´es de te´le´de´tection sont orthorectifie´es, cette limitation disparaˆıt.
ii. Ge´ome´trique. Nous connaissons a` l’avance la forme du baˆtiment a` retrouver dans
l’image si aucun changement n’est survenu. Cette information sera inse´re´e comme
une contrainte de forme dans le mode`le des contours actifs et garantira un meilleur
succe`s de mise en correspondance avec une moindre sensibilite´ aux artefacts urbains.
La fusion d’un MNS dans le mode`le des contours actifs ainsi qu’une variation de la
contrainte de forme montreront une plus grande capacite´ du recalage fin vis-a`-vis de
l’incertitude ge´ographique des baˆtiments de la carte. Alors que les variabilite´s exo-
ge`nes sont atte´nue´es, la pre´cision des objets cartographiques est susceptible d’eˆtre
ame´liore´e.
(c) De´tection de changement carte-image panchromatique. Un score de cohe´rence est calcule´
entre les segments de l’objet cartographique recale´ et ceux extraits de l’image panchro-
matique. Ce score, combine´ a` la variation ge´ome´trique enregistre´e par le recalage des
contours actifs, permettra le calcul d’une probabilite´ de non-changement indiquant la
pre´somption de changement/non-changement pour le baˆtiment de la carte conside´re´
(chapitre 7).
Le re´sultat de la me´thode est une probabilite´ de changement/non-changement pour chaque baˆti-
ment de la carte. Optionnellement, l’altitude de´rive´e du MNS peut venir enrichir la carte originel-
lement a` deux dimensions (phase 2.b.ii, cf. annexe F). Si l’image satellitaire est orthorectifie´e, alors
la localisation planime´trique des baˆtiments est ame´liore´e par recalage fin (phase 2.b).
Les images satellitaires, ae´riennes et les cartes nume´riques que nous utiliserons, afin de ve´-
rifier expe´rimentalement l’efficacite´ de la me´thode, sont pre´sente´es en annexe A. Les images de
te´le´de´tection proviennent du capteur embarque´ a` bord du satellite Quickbird. Les re´solutions des
images
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panchromatiques et multispectrales sont respectivement 0.6 m/pixel et 2.4 m/pixel. L’angle de
prise de vue par rapport au nadir varie entre 5˚ et 9˚ . La distorsion due a` la perspective est
donc relativement faible mais correspond ne´anmoins a` la configuration sous-optimale des donne´es
non orthorectifie´es e´voque´e en 2.b.i. Ces images satellitaires ainsi que les donne´es ae´riennes (0.2
m/pixel) repre´sentent toutes la ville de Pe´kin qui connaˆıt actuellement une forte expansion et
restructuration de son tissu urbain.
2.5 Conclusion
Ce chapitre a brosse´ un e´tat des travaux re´cents mene´s sur l’extraction d’objets (routes, baˆ-
timents) et la mise a` jour de cartes a` partir de donne´es de te´le´de´tection haute re´solution. Il en
ressort que la fusion de donne´es auxiliaires est la tendance actuelle pour re´soudre les ambigu¨ıte´s
des sce`nes urbaines. Plus re´cemment, l’utilisation de cartes dans le processus de fusion a montre´
son efficacite´. La connaissance a priori apporte´e par la carte est spe´cifique et permet soit de res-
treindre l’espace de recherche, soit de de´finir des zones d’apprentissage, soit d’enrichir une base
de connaissances avec des caracte´ristiques propres a` l’image. Apre`s avoir expose´ le proble`me de
la mise a` jour de cartes sous l’angle ge´ne´ral des univers propres aux observables, observations et
interpre´tations, nous avons formule´ plus spe´cifiquement la proble´matique de la the`se. Enfin, nous
avons propose´ notre me´thodologie pour l’analyse de changements entre une carte nume´rique de
baˆtiments et des images de te´le´de´tection plus re´centes. Celle-ci est base´e sur la fusion de donne´es
de te´le´de´tection et propose de re´soudre le proble`me des variabilite´s exoge`nes entre la carte et les
images par la technique des contours actifs afin d’achever une de´tection de changement carte-image
fiable. L’approche propose´e se limite a` l’analyse des changements a,b,c,e du tableau 2.2 et est res-
treinte aux baˆtiments peu a` moyennement e´leve´s lorsque les donne´es de te´le´de´tection ne sont pas
orthorectifie´es.
Chapitre 3
Ge´ne´ration d’un mode`le nume´rique
de surface orthoscopique
3.1 Introduction
Ce chapitre propose de de´crire le processus de ge´ne´ration d’un mode`le nume´rique de surface
(MNS) orthoscopique a` partir de couples d’images ae´riennes ste´re´oscopiques. Rappelons que dans
la me´thodologie ge´ne´rale, ce MNS est une source d’information supple´mentaire et discriminante
au niveau du baˆti qui visera a` faciliter la mise a` jour de cartes a` partir d’une seule image satel-
litaire. Dans un premier temps, les principes fondamentaux de la ste´re´ovision seront brie`vement
rappele´s, ainsi que l’algorithme de reconstruction 3D ayant servi a` la ge´ne´ration d’un MNS non
orthoscopique. Cet algorithme est base´ sur une technique de corre´lation d’images ste´re´oscopiques
qui pre´serve le contour des objets du paysage [86, 87]. Ce logiciel impose d’avoir une connaissance
pre´cise des parame`tres de prise de vue des images implique´es dans la ge´ne´ration du MNS. La
seconde section de ce chapitre propose une me´thode permettant d’affiner la pre´cision de tels para-
me`tres connus a priori. Cette approche, qui est la principale contribution expose´e dans ce chapitre,
fait appel a` l’optimisation de fonctionnelles non-line´aires par l’algorithme du simplex. Des re´sultats
quantitatifs de´montreront l’efficacite´ de la me´thode propose´e. Enfin, nous terminerons ce chapitre
avec le ge´ocodage, l’orthorectification et la fusion des MNSs ge´ne´re´s par la chaˆıne de reconstruction
3D.
3.2 Ste´re´oscopie photogramme´trique
La ste´re´oscopie est relative aux me´thodes qui permettent d’obtenir une mesure de relief d’une
sce`ne a` partir de deux photographies prises sous deux angles de vue distincts. Inspire´e du syste`me
visuel humain, la ste´re´oscopie est couramment utilise´e en photogramme´trie lors de la constitution
de cartes en relief, mais aussi en microscopie optique et e´lectronique.
Dans ce chapitre, nous nous inte´ressons uniquement a` la restitution automatique du relief d’une
sce`ne observe´e par des moyens de te´le´de´tection (figure 3.1). Le re´sultat d’une telle reconstruction
est la localisation dans l’espace a` trois dimensions de chaque point de la sce`ne vu dans au moins
deux images. Dans le cas particulier de la te´le´de´tection, les points reconstruits du paysage sont
souvent re´fe´rence´s par rapport au terrain, i.e. par rapport a` un re´fe´rentiel cartographique. L’esti-
mation des de´nivele´s d’un paysage est appele´e Mode`le Nume´rique de Terrain (MNT) ou Mode`le
Nume´rique de Surface (MNS) selon qu’on repre´sente le relief du sol uniquement ou le sol et ses
superstructures (baˆtiments, ve´ge´tation...). A la diffe´rence d’un MNS obtenu par imagerie LIDAR,
un MNS re´alise´ par ste´re´o-photogramme´trie est le re´sultat d’un traitement complexe de recons-
truction, ce qui le rend sous-optimal. En effet, cette reconstruction est sujette aux erreurs pre´sentes
dans la connaissance de la prise de vue (calibration) ainsi qu’a` la performance des mode`les mathe´-
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matiques employe´s. Les auteurs de [7] ont cependant montre´ que leur reconstruction 3D a` partir
d’images satellitaires ste´re´oscopiques Ikonos s’est re´ve´le´e meilleure que la donne´e LIDAR sur une
faible e´tendue du MNS ge´ne´re´.
(a) Image ouest (b) Image est
Fig. 3.1 – Exemple d’un couple d’images ste´re´oscopiques. Les images sont des donne´es satellitaires
simule´es a` partir d’images ae´riennes.
3.2.1 Ste´re´oscopie - rappel et principe ge´ne´ral
Soit un point P de l’espace appartenant a` un paysage repre´sente´ par deux images de te´le´-
de´tection diffe´rentes IA et IB. Ces images ont e´te´ prises a` partir de positions diffe´rentes de la
came´ra. CA et CB de´notent les positions des centres optiques pour chacune des prises de vue.
Le but de la ste´re´oscopie est de de´terminer la localisation du point P de la sce`ne par le calcul de
ses coordonne´es tridimensionnelles a` partir de ses projections PA et PB dans les images (figure 3.2).
La diffe´rence relative entre PA et PB est appele´e parallaxe et est inversement proportionnelle a`
la distance entre le point P et les plans focaux des came´ras. La parallaxe repre´sentant la distance
en me`tres dans le plan de mesure entre les deux repre´sentations d’un meˆme point, peut s’exprimer
en pixels dans l’image, on l’appelle alors disparite´. Par de´finition, la disparite´ d est le rapport entre
la parallaxe et la re´solution ρ de l’image en m/pixel :
d =
parallaxe
ρ
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L’intersection du plan (P,CA, CB) avec les plans focaux forme les droites e´pipolaires conjugue´es.
La distance CACB est appele´e la base que l’on notera B. Les centres optiques sont suppose´s eˆtre
a` une altitude H du sol.
C
P
Image BImage A
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A PB
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Droites e´pipolaires
Fig. 3.2 – Pour la restitution ste´re´oscopique, deux images sont acquises de deux points de vue
diffe´rents. Un point P de la sce`ne se projette sur chaque image a` l’intersection du plan image et
de la droite joignant le point P et le centre optique CA ou CB.
La connaissance des conditions de prise de vue (orientation et parame`tres intrinse`ques de la
came´ra) permet de de´terminer les directions de vise´e des pixels PA et PB, i.e. les droites (PACA)
et (PBCB). On peut alors calculer la position tridimensionnelle de P en conside´rant l’intersection
des directions de vise´e des deux points homologues PA et PB (phase appele´e ae´ro-triangulation).
La reconstruction 3D par ste´re´oscopie revient donc a` re´soudre deux proble`mes :
1. Calibration. Une connaissance pre´cise des parame`tres de prise de vue est requise pour un
calcul fiable des directions de vise´e. Ces informations peuvent eˆtre estime´es a` partir des
images et de points d’appui au sol ou connues a priori. En section 3.3, nous proposerons
une me´thode permettant d’affiner la pre´cision de ces parame`tres, dont seule une estimation
impre´cise est connue a priori.
2. Mise en correspondance. Pour un pixel PA donne´, il faut retrouver son homologue PB
dans l’image conjugue´e afin de calculer l’intersection des vise´es. Ce proble`me appartenant a`
la reconnaissance de formes est le plus de´licat. Il est a` noter que l’espace de recherche de PB
pour un PA donne´ peut eˆtre re´duit de fac¸on drastique par la connaissance des droites e´pi-
polaires conjugue´es. Nous exposerons en section 3.2.2 la me´thode de mise en correspondance
surfacique implante´e dans la chaˆıne de reconstruction ayant servi a` la ge´ne´ration du MNS.
Les parame`tres importants de la prise de vue ste´re´oscopique sont la base B et la hauteur H, ou
plutoˆt leur rapport B/H. Dans le cas d’un satellite, H est fixe´e par l’orbite de ce dernier et B
est le seul parame`tre sur lequel il est possible d’influer. En imagerie ae´rienne, le re´glage de ces
parame`tres est plus souple.
– Un rapport B/H e´leve´ suppose deux prises de vue avec des angles importants par rapport
au nadir de la sce`ne observe´e. L’avantage d’une telle configuration est une bonne localisation
altime´trique des objets. En effet, plus l’angle des directions de vise´e inter-images se rapproche
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de 90˚ , moins l’incertitude sur les directions de vise´e induit de grandes erreurs sur l’altime´trie
calcule´e. Cependant un rapport B/H important accroˆıt significativement les risques d’occlu-
sion (point vu dans une image mais cache´ dans l’autre a` cause du relief de la sce`ne) ainsi
que le taux d’e´chec de reconnaissance des points homologues. Un rapport B/H important ne
conviendra donc pas a` un relief urbain car ce dernier varie fortement et rapidement induisant
ainsi de nombreuses occlusions.
– A contrario, un rapport B/H peu e´leve´ sous-entend deux prises de vues quasi semblables
avec un angle faible par rapport au nadir de la sce`ne. Le nombre d’occlusions est re´duit,
les points a` apparier sont plus aise´ment reconnaissables. En revanche la pre´cision altime´-
trique est de´grade´e car de´termine´e a` partir de vise´es quasi paralle`les engendrant de fortes
erreurs s’il existe des impre´cisions relatives a` la calibration du capteur de te´le´de´tection. Il est
donc ne´cessaire de choisir un rapport B/H adapte´ a` la nature du relief de la sce`ne observe´e.
Outre les deux cas limites que nous venons d’exposer, B/H varie typiquement entre 0.1 et 1.2.
Finalement, remarquons que nous avons implicitement suppose´ jusqu’ici que les directions de vise´e
de chaque couple de points homologues s’intersectent. Cela est e´videmment faux a` cause des erreurs
et impre´cisions des instruments de mesure permettant de calculer les directions de vise´e. Dans la
pratique, le point d’intersection P est ge´ne´ralement de´fini comme le centre du plus petit segment
joignant les deux directions de vise´e (figure 3.3).
CA CB
P
Image BImage A
A PB
P
Fig. 3.3 – Pour deux points conjugue´s PA et PB, l’orientation relative permet de calculer la position
du point P dans le syste`me de coordonne´es lie´ au couple d’images. P est de´fini comme le centre
du plus petit segment reliant les droites (PA,CA) et (PB,CB).
3.2.2 Mise en correspondance automatique d’images par masques de corre´la-
tion adaptatifs
Le but de la mise en correspondance est de trouver pour chaque pixel de l’image IA de re´fe´rence,
son homologue dans l’image IB. La relation ge´ome´trique exacte permettant de passer du point
(iA, jA) de IA a` (iB, jB) de IB est la suivante :
(iB, jB) = (iA + dc, jA + dl)
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ou` : (dc, dl) est la disparite´ vraie au point (iA, jA) selon les colonnes et les lignes respectivement.
La mise en correspondance automatique d’images ne´cessite la maximisation d’une fonction de
ressemblance entre deux points ou deux re´gions appartenant a` chacune des images. L’approche
surfacique consiste a` chercher les points homologues a` partir de la ressemblance de leurs voisinages
respectifs. Soit un pixel de l’image de re´fe´rence, on conside`re une vignette centre´e en ce point, puis
on cherche son homologue en balayant une feneˆtre de meˆme taille dans l’autre image. Il suffit de
formuler un crite`re de ressemblance afin de quantifier la similarite´ des feneˆtres.
3.2.2.1 Crite`re de ressemblance par corre´lation croise´e
Les techniques fonde´es sur la corre´lation des intensite´s des images ont e´te´ utilise´es dans de
nombreuses applications commerciales de la ste´re´o-photogramme´trie, elles sont e´galement l’une
des plus anciennes me´thodes de´veloppe´es en vision par ordinateur. Le principe de la corre´lation
croise´e pour mesurer la similarite´ entre deux points est de calculer le coefficient d’inter-corre´lation
a` partir de deux vignettes de taille K×L. Plus le score de corre´lation est e´leve´, plus la pre´somption
de similarite´ sera forte. Le coefficient de corre´lation centre´e normalise´e au pixel (iA, jA) de l’image
de re´fe´rence IA et au pixel s = (sc, sl) dans l’image IB s’e´crit :
ciA,jA,s =
γiA,jA,s (IA, IB)
σiA,jA (IA)σiA,jA,s (IB)
avec la fonction d’inter-corre´lation :
γiA,jA,s (IA, IB) =
iA+K∑
m=iA−K
jA+L∑
n=jA−L
(
IA(m,n)− IA
) (
IB(m+ sc, n+ sl)− IB
)
et les variances :
σ2iA,jA (IA) =
iA+K∑
m=iA−K
jA+L∑
n=jA−L
(
IA(m,n)− IA
)2
et
σ2iA,jA,s (IB) =
iA+K∑
m=iA−K
jA+L∑
n=jA−L
(
IB(m+ sc, n+ sl)− IB
)2
ou` :
– IX repre´sente la moyenne d’intensite´ des pixels de l’image X a` l’inte´rieur de la feneˆtre de
taille K × L conside´re´e.
– La feneˆtre de corre´lation dans l’image conjugue´e est centre´e sur le pixel s = (sc, sl). sc et sl
appartiennent a` l’intervalle [−W,W ] qui de´finit l’aire de recherche dans l’image conjugue´e
(W > K, W > L).
La normalisation du coefficient de corre´lation par les e´carts-type des vignettes, ainsi que le fait
qu’il soit centre´, permet de s’affranchir d’un biais radiome´trique line´aire pre´sent entre les deux
images. Le processus de corre´lation est re´ite´re´ pour chaque pixel de l’image conjugue´e au sein de
l’aire de recherche, ce qui permet de construire une surface de corre´lation comprise entre 0 et 1
pour chaque pixel de l’image de re´fe´rence (figure 3.4).
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Fig. 3.4 – Exemple de surface de corre´lation.
La surface de corre´lation illustre´e en figure 3.4 exhibe plusieurs modes. C’est ici une surface
complexe. La surface de corre´lation ide´ale correspond au cas ou` l’homologue est identifie´ de ma-
nie`re unique et non ambigue¨, elle ne comprend alors qu’un seul pic de fort niveau. La position
du maximum correspond a` celle de l’homologue du pixel traite´. Ce maximum est extrait et per-
met de calculer la disparite´ associe´e a` ce pixel. Une interpolation de cette surface de corre´lation
au voisinage du maximum discret permet d’obtenir une pre´cision sub-pixellaire de la position du
ve´ritable maximum, et donc de la disparite´. La recherche de la disparite´ sub-pixellaire est re´ite´re´e
pour chaque pixel de l’image de re´fe´rence afin de re´aliser une carte de disparite´.
L’e´valuation de la qualite´ de la mise en correspondance se fait selon les crite`res suivants :
– hauteur du pic de corre´lation : la valeur de la corre´lation doit eˆtre supe´rieure a` un seuil εcorr.
– largeur du pic de corre´lation : l’e´talement du pic au sommet se doit d’eˆtre restreint.
– unicite´ : pre´sence limite´e de maxima locaux (ambigu¨ıte´s) au voisinage du pic de corre´lation.
– divergence de la fonction d’interpolation : le maximum sub-pixellaire ne doit pas eˆtre de´tecte´
trop loin du maximum discret.
Ces crite`res de qualite´ permettent de filtrer les erreurs et les ambigu¨ıte´s d’appariement afin d’ob-
tenir une image de disparite´ la plus fiable possible. Si pour un pixel de l’image de re´fe´rence, aucun
pixel de l’image conjugue´e ne satisfait les conditions pre´cite´es, la disparite´ n’est pas renseigne´e.
Ce cas survient lorsque la ressemblance entre les deux pixels n’est pas assez franche, ou lorsqu’un
point de la sce`ne n’est visible que sur une seule image (occlusion).
D’autre contraintes de corre´lation peuvent eˆtre prises en compte pour fiabiliser et acce´le´rer la
mise en correspondance :
– Contrainte de re´ciprocite´ : si X est l’homologue conjugue´ de Y, Y est l’homologue de X,
d’ou` l’inte´reˆt de re´aliser une corre´lation croise´e (avec une image puis l’autre comme re´fe´rence)
puis un filtrage pour e´liminer les points de disparite´ incohe´rente.
– Contraintes externes : elles limitent la combinatoire lors de la recherche de l’homologue
afin d’augmenter la vitesse de traitement. Ainsi, rectifier les deux images en ge´ome´trie e´pipo-
laire permettra de chercher l’homologue d’un pixel dans l’image de re´fe´rence sur une droite
de l’autre image, et non plus une zone du plan. De plus, si on connaˆıt a priori les altitudes
maximales et minimales de la sce`ne, on limite la recherche a` une partie seulement de la droite
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e´pipolaire correspondante. Cela permet de limiter les temps calculs puisque le proble`me de
recherche de pixels homologues est alors re´duit a` une dimension. De plus, la restriction de
l’espace de recherche limite l’occurrence d’erreurs de corre´lation. La rectification en ge´ome´trie
e´pipolaire ne´cessite ne´anmoins une connaissance pre´cise des parame`tres de prise de vue. Nous
ne de´taillons pas ce processus de re´e´chantillonnage des images qui est illustre´ en figures 3.5-3.6
et de´taille´ en [129].
Image A Image B
Orientation
quelconque
Fig. 3.5 – Paire d’images en ge´ome´trie quelconque
Image A Image B
redresse´e
Orientation
Fig. 3.6 – Paire d’images en ge´ome´trie e´pipolaire
3.2.2.2 Corre´lation par masques adaptatifs
La me´thode de corre´lation avec des vignettes de dimensions fixes pre´sente l’avantage d’obtenir
des cartes de disparite´s denses. Cette technique est bien adapte´e a` la restitution de MNT, cepen-
dant elle pre´sente une limite pour la ge´ne´ration de MNS urbains. En effet, elle a tendance a` lisser
les transitions altime´triques du fait des disparite´s non-homoge`nes contenues dans les vignettes.
Ceci est particulie`rement critique pour la reconstruction du relief du baˆti.
La me´thode de corre´lation par masques adaptatifs a e´te´ conc¸ue pour palier ce proble`me et
restituer des MNS urbains pre´sentant de fortes discontinuite´s altime´triques. Cette technique a
e´te´ de´veloppe´e par N. Paparoditis dans [86, 87]. Cette approche permet d’adapter la forme de la
vignette aux contours des objets pre´sents dans l’image de fac¸on a` re´duire les variations de disparite´.
Le principe de corre´lation par masques adaptatifs est illustre´ en figure 3.7. On notera que cette
approche est base´e sur l’hypothe`se que les discontinuite´s altime´triques et plus ge´ne´ralement les
ruptures de pente de la sce`ne se caracte´risent par de forts gradients d’intensite´ dans l’espace
image.
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Pixels a` l’inte´rieur du masque de corre´lation
Aire de recherche
Gradients de l’image de´limitant le masque
Pixels a` l’exte´rieur du masque
Feneˆtre de corre´lation
Fig. 3.7 – Masque adaptatif de corre´lation.
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Les figures 3.8 et 3.9 montrent l’apport de la corre´lation par masques adaptatifs : la prise en
compte des contours des objets permet d’e´viter les erreurs d’appariement au voisinage du baˆti.
Vignette
Pixel de disparite nulle
(a) Image de re´fe´rence
Position choisie par le correlateur Point homologue
Disparite non nulle mesuree
(b) Image conjugue´e
Fig. 3.8 – Erreur dans le cas de zones occulte´es avec une feneˆtre de corre´lation fixe. (a) un pixel de
disparite´ nulle est conside´re´. (b) son homologue dans l’image conjugue´e n’est pas retrouve´ a` cause
de la prise en compte d’une partie du baˆtiment dans la feneˆtre de corre´lation.
Vignette
Pixel de disparite nullePixels en dehors du masque
(a) Image de re´fe´rence
Position du point homologue
(b) Image conjugue´e
Fig. 3.9 – Application du masque sur la vignette de contexte. La partie du baˆtiment est retire´e
de la feneˆtre de corre´lation graˆce a` la ge´ome´trie adaptative du masque. Le pixel homologue est
retrouve´.
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La taille du masque adaptatif de corre´lation est ajuste´e localement et automatiquement. Cette
adaptation locale est effectue´e en conside´rant une taille minimale pour laquelle le rapport signal sur
bruit soit suffisamment important pour parvenir a` une corre´lation de qualite´. La qualite´ est e´value´e
par la mesure de la borne statistique dite de Cramer-Rao qui est un minorant de l’e´cart-type de
l’erreur d’estimation de la disparite´. La figure 3.10 illustre les meilleures performances des masques
adaptatifs par rapport aux vignettes fixes.
(a) (b)
Fig. 3.10 – Image de disparite´ ge´ne´re´e a` partir du couple de la figure 3.1 : (a) corre´lation classique
(b) corre´lation par masques adaptatifs.
3.2.3 Principe de la chaˆıne de reconstruction utilise´e
La chaˆıne de reconstruction 3D utilise´e permet de traiter aussi bien des couples d’images ae´-
riennes que satellitaires. Afin de re´duire les temps de calcul et les erreurs de corre´lation, les images
sont premie`rement rectifie´es en ge´ome´trie e´pipolaire graˆce a` la connaissance des parame`tres de
prises de vue. Les images sont ensuite mises en correspondance par la technique des masques adap-
tatifs de´taille´e en section 3.2.2.2. Le re´sultat de la mise en correspondance est une image de disparite´
pour chaque paire d’images corre´le´es. Les roˆles de l’image de re´fe´rence et de l’image conjugue´e sont
ensuite e´change´s pour ge´ne´rer une seconde image de disparite´ e´quivalente. Les deux images de
disparite´ sont ensuite fusionne´es et l’ae´ro-triangulation est finalement mise en œuvre pour pro-
duire un MNS ge´ocode´ en ge´ome´trie e´pipolaire. Chaque pixel de ce MNS contient une information
de localisation spatiale code´e par des coordonne´es ge´ode´tiques lorsqu’elle a pu eˆtre reconstruite
(longitude, latitude et e´le´vation par rapport a` un ellipso¨ıde de re´fe´rence), sinon, le pixel est non
renseigne´
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(occlusion, faible score de corre´lation, etc.). Le de´tail du processus de la chaˆıne de reconstruction
est illustre´ en figure 3.11.
Fig. 3.11 – Synthe`se du processus de reconstruction 3D.
3.3 Optimisation des parame`tres de prise de vue
Nous conside´rons dans la suite du document la donne´e de trois images ae´riennes repre´sentant
la ville de Pe´kin. Ces images sont le re´sultat de la nume´risation de films analogiques (cf. annexe
A). La pre´cision des parame`tres de prise de vue de´livre´s avec les trois images est cruciale pour
la rectification en ge´ome´trie e´pipolaire pre´ce´dant la phase de corre´lation permettant de re´aliser le
MNS. Elle est aussi de´terminante quant a` la pre´cision de l’information spatiale qui sera associe´e a`
chaque pixel du MNS par ae´ro-triangulation.
3.3.1 Parame`tres de prise de vue
Les parame`tres de prise de vue en imagerie optique ae´rienne sont les suivants :
1. Position du centre optique de la came´ra exprime´e en coordonne´es tridimensionnelles par
rapport a` un re´fe´rentiel R.
2. Angles d’attitude de la came´ra par rapport a` R.
3. Distance focale f de la came´ra.
4. Point Principal de Syme´trie (PPS) du plan focal.
5. Distorsion du syste`me optique (ne´gligeable pour les images de Pe´kin)
6. Parame`tres d’affinite´ : six parame`tres correspondant a` la rotation, translation et facteur
d’e´chelle mode´lisant la nume´risation de l’image. Il est ne´cessaire d’introduire une rotation et
une translation pour rendre compte du non alignement de la photographie avec le scanner
ainsi que du de´calage entre le premier pixel nume´rise´ et celui correspondant au premier pixel
imageant la photographie. Le facteur d’e´chelle correspond au grossissement (zoom) du scan-
ner.
Les parame`tres de´livre´s par le Beijing Institute of Surveying and Mapping (BISM) sont re´fe´rence´s
par rapport au Beijing National System 1954 (BNS) qui est un re´fe´rentiel de projection cartogra-
phique de type Gauss-Kru¨ger (type UTM avec un facteur d’e´chelle du me´ridien central e´gal a` 1)
associe´e a` l’ellipso¨ıde de Krasovsky. Les angles d’attitude de la came´ra sont les parame`tres (ϕ, ω, κ)
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couramment utilise´s en photogramme´trie (et non les angles de tangage, roulis et lacet (φ, θ, ψ)
utilise´s en navigation ae´rienne [10]). Les angles (φ, θ, ψ) illustre´s en figure 3.12 sont re´fe´rence´s par
rapport a` un plan tangent a` l’ellipso¨ıde terrestre (horizon) ainsi qu’aux directions Nord et Est
alors que (ϕ, ω, κ) expriment la rotation entre le repe`re came´ra et un repe`re terrestre associe´ a`
une projection cartographique (figure 3.13). La relation de passage entre ces deux triple´s d’angles
n’est donc pas triviale et fait intervenir des e´quations non line´aires e´manant de la projection
cartographique.
Fig. 3.12 – De´finition des angles d’attitude (roulis, tangage, lacet) d’une came´ra embarque´e sur
une plate-forme ae´rienne (en supposant que les axes de rotation de l’avion et de la came´ra sont
identiques). Le sche´ma est extrait de [10].
Fig. 3.13 – llustration des angles (ϕ, ω, κ) utilise´s en photogramme´trie. Ces angles expriment la
rotation entre le re´fe´rentiel came´ra
(
xB, yB, zB
)
et le re´fe´rentiel terrain
(
xE , yE , zE
)
associe´ a` une
projection cartographique. Le sche´ma est extrait de [10].
Les parame`tres d’affinite´ ne sont pas directement fournis mais doivent eˆtre calcule´s graˆce a` huit
marques fiduciaires pre´sentes aux extre´mite´s de l’image (figures A.1-3.14). Ces marques fiduciaires
sont exprime´es en millime`tres dans le plan focal du syste`me optique, et peuvent eˆtre repe´re´es
manuellement ou automatiquement dans l’image en coordonne´es pixellaires. L’estimation des pa-
rame`tres d’affinite´ est alors aise´ment re´alise´e par re´solution d’un syste`me line´aire surde´termine´ par
la technique des moindres carre´s.
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3.3.1.1 Calcul des parame`tres d’affinite´ : orientation interne
Huit marques fiduciaires sont exprime´es en coordonne´es millime´triques dans le plan focal de la
came´ra.
Fig. 3.14 – Huit marques fiduciaires repre´sente´es dans le plan focal de la came´ra. Le repe`re du
plan focal est centre´ sur le point principal de syme´trie (PPS) du syste`me optique.
Les coordonne´es en pixels de ces meˆmes marques peuvent aussi eˆtre collecte´es manuellement
ou automatiquement sur les images nume´rise´es. Il est alors possible de re´soudre le syste`me suivant
en posse´dant au moins trois marques :{
lig = Tlig + a00Xcamera + a01Ycamera
col = Tcol + a10Xcamera + a11Ycamera
ou` :
– (col, lig) sont les coordonne´es en pixels d’une marque fiduciaire conside´re´e Φ dans l’image.
Ces donne´es sont mesure´es sur l’image
– (Xcamera, Ycamera) sont les coordonne´es de la marque Φ en millime`tres dans le plan focal. Ces
coordonne´es sont fournies par les spe´cifications du constructeur de la came´ra.
– (Tlig, Tcol) sont les parame`tres d’affinite´ en translation a` estimer.
– (aij)i,j∈{0,1} sont les parame`tres d’affinite´ de rotation/facteur d’e´chelle a` estimer.
La re´solution d’un tel syste`me line´aire se fait par la technique des moindres carre´s. Nous avons
choisi d’utiliser les huit marques simultane´ment pour une meilleure pre´cision des estimations. Les
re´sidus sur les huit marques varient entre 0,33 et 0,36 pixels sur les trois images. L’estimation de
ces parame`tres est effectue´e sur les images ae´riennes non sous-e´chantillonne´es afin de pre´server la
pre´cision des marques fiduciaires.
3.3.1.2 E´valuation de la qualite´ des parame`tres de prise de vue
Comme nous l’avions souligne´ en introduction de cette section, la qualite´ des parame`tres de
prise de vue est de´terminante pour l’utilisation des images avec la chaˆıne de reconstruction 3D.
Cette qualite´ doit eˆtre examine´e selon deux aspects. L’un concerne la pre´cision de l’information
de ge´o-re´fe´rencement des pixels de l’image dans la sce`ne 3D (pre´cision absolue), l’autre regarde la
pre´cision de la localisation d’un point de la sce`ne pre´sent dans les deux images d’un couple ste´-
re´oscopique (pre´cision relative) en vue d’une mise en ge´ome´trie e´pipolaire ulte´rieure. L’e´valuation
de ces deux crite`res de qualite´ des parame`tres de prise de vue ne´cessite la donne´e d’informations
supple´mentaires. En effet, des points de controˆle (GCPs1) exprime´s dans un re´fe´rentiel R ainsi
1De l’anglais Ground Control Points.
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qu’en coordonne´es pixels dans les images sont indispensables pour e´valuer la pre´cision absolue. Des
points conjugue´s repe´re´s dans deux images d’un couple ste´re´oscopique (TPs2) permettent d’e´valuer
la pre´cision relative. Pour les meˆmes raisons qu’au paragraphe 3.3.1.1, l’e´valuation de la qualite´
est effectue´e sur les images non sous-e´chantillonne´es.
.Pre´cision absolue
Formalisation
L’e´valuation de la pre´cision absolue d’une image consiste a` projeter tous ses GCPs (exprime´s
dans le repe`re R) dans l’image par mode´lisation inverse (annexe C.1). La mode´lisation inverse
permet, graˆce aux parame`tres de prise de vue, de calculer la position d’un point 3D de la sce`ne
dans l’image. Il est alors possible de calculer la distance moyenne entre les points projete´s dans
l’image et les GCPs image´s correspondants. Environ dix GCPs par image ont e´te´ fournis par le
BISM.
Notons :
– GCP lk,R le k
ie`me GCP de l’image l exprime´ en coordonne´es tridimensionnelles par rapport
au re´fe´rentiel terrain R.
– GCP lk,Im le k
ie`me GCP de l’image l exprime´ en coordonne´es pixels.
– GCP lk,proj est le k
ie`me GCP de l’image l projete´ dans l’image par mode´lisation inverse a`
partir de GCP lk,R.
Une image l contient Nl GCPs, dans notre cas l = {1, 2, 3} et Nl ' 10. Le crite`re d’e´valuation de
la pre´cision absolue confe´re´e par les parame`tres de prise de vue pour l’image l devient :
dabs,l =
∑Nl
k=1GCP
l
k,projGCP
l
k,Im
Nl
Re´sultats
Les re´sultats de la pre´cision absolue avec les parame`tres de prise de vue fournis sont de l’ordre
de deux a` trois pixels pour les images 1 et 3 (table 3.1). Les parame`tres sont moins bons sur la
deuxie`me image avec presque huit pixels de diffe´rence en moyenne et un e´cart type important. Une
optimisation absolue semble ne´cessaire au regard de ces re´sultats.
l dabs,l en pixels max
(
GCP lk,projGCP
l
k,Im
)
σ
(
GCP lk,projGCP
l
k,Im
)
1 2.3 4.8 1
2 7.5 14.1 4.7
3 2.7 6.4 1.5
Tab. 3.1 – Re´sultats en pixels de la quantification de la pre´cision absolue des parame`tres de prise
de vue pour les trois images ae´riennes.
2De l’anglais Tie Points.
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.Pre´cision relative
Formalisation
L’e´valuation de la pre´cision relative consiste a` projeter tous les TPs d’une image sous forme
de droites e´pipolaires dans l’image ste´re´oscopique conjugue´e. Le crite`re de pre´cision relative est la
moyenne des distances entre les droites e´pipolaires calcule´es et les TPs de la seconde image. Pour
de´terminer une droite e´pipolaire dans la seconde image d’un couple ste´re´oscopique, un TP de la
premie`re image est projete´ dans le repe`re terrain R par mode´lisation directe a` deux altitudes dif-
fe´rentes : altmin et altmax (annexe C.2). Ces deux points 3D sont ensuite projete´s dans la seconde
image par mode´lisation inverse. La projection dans le repe`reR fait intervenir les parame`tres de prise
de vue de la premie`re image alors que ceux de la seconde sont sollicite´s pour la mode´lisation inverse.
Notons :
– TPmk,1 le k
ie`me TP de la premie`re image du mie`me couple ste´re´oscopique. Il est exprime´ en
coordonne´es pixels.
– TPmk,2 le k
ie`me TP de la seconde image du mie`me couple ste´re´oscopique. Il est exprime´ en
coordonne´es pixels.
– EPImk,proj est la k
ie`me droite e´pipolaire projete´e dans la seconde image du mie`me couple ste´-
re´oscopique. Elle est calcule´e a` partir de TPmk,1 .
Les deux images du mie`me couple ste´re´oscopique contiennent chacune Nm TPs, dans notre cas
m = {1, 2} et Nm = 10. Le crite`re d’e´valuation de la pre´cision relative pour le couple m devient :
drel,m =
∑Nm
k=1 dist
(
EPImk,proj , TP
m
k,2
)
Nm
(3.1)
La fonction distance dist(.) exprime´e dans l’e´quation (3.1) est la distance d’un point a` une droite,
i.e. la distance entre le point et l’intersection entre la droite et la normale a` cette dernie`re passant
par le point. Les TPs ont e´te´ extraits manuellement, puis affine´s par corre´lation sub-pixellaire [14].
Vingt TPs sont ainsi se´lectionne´s pour finalement garder les dix meilleurs.
Re´sultats
Les re´sultats de pre´cision relative obtenus ne sont pas assez bons pour eˆtre utilise´s par la chaˆıne
de reconstruction 3D (table 3.2). En effet, une pre´cision relative infe´rieure a` trois pixels est requise
pour la phase pre´alable de mise en ge´ome´trie e´pipolaire. La pre´cision des parame`tres de prise de
vue fournis par le BISM n’est pas suffisante pour assurer un ge´o-re´fe´rencement de qualite´ ainsi
que la mise en ge´ome´trie e´pipolaire des images. Une optimisation de ces parame`tres s’ave`re donc
ne´cessaire.
m drel,m en pixels max
(
dist
(
EPImk,proj , TP
m
k,∈
))
σ
(
dist
(
EPImk,proj , TP
m
k,∈
))
1 1.7 3 0.6
2 3.9 7.7 1.8
Tab. 3.2 – Re´sultats en pixels de la quantification de la pre´cision relative des parame`tres de prise
de vue pour chacune des paires d’images ae´riennes.
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3.3.2 Optimisation globale
3.3.2.1 Fonction de couˆt
L’optimisation des parame`tres de prise de vue des trois images se doit de tenir compte a`
la fois de la pre´cision absolue et relative. Les parame`tres optimise´s permettront ainsi de mettre
les images en ge´ome´trie e´pipolaire (pour assurer la re´ussite de la corre´lation 1D du logiciel de
reconstruction) tout en assurant une information de localisation ge´ographique de qualite´ (chaque
pixel du MNS re´sultant posse`de des coordonne´es de longitude, latitude et e´le´vation calcule´es par
ae´ro-triangulation). L’optimisation est mene´e sur les images non sous-e´chantillonne´es. Il suffira de
diviser les parame`tres d’affinite´ par le facteur de sous-e´chantillonnage pour les rendre compatibles
avec les images de taille re´duite en entre´e du logiciel de reconstruction. Le fait de posse´der plus de
deux images est un avantage pour la qualite´ de l’optimisation. En effet, la redondance d’information
permettra de mieux minimiser chaque distance dabs,l et drel,m intervenant dans l’optimisation. La
fonction de couˆt Jparam a` minimiser est alors :
Jparam =
n∑
l=1
dabs,l +
n−1∑
m=1
drel,m (3.2)
Remarque : si une zone de la sce`ne est image´e par plus de deux photographies, nous ne conside´-
rerons que le couple ayant le recouvrement le plus e´leve´. Ainsi pour n images, nous supposerons
qu’il existe n− 1 couples ste´re´o-graphiques.
La fonction de couˆt expose´e en (3.2) n’est pas line´aire en fonction des parame`tres de prise de vue
des images. L’approche couramment utilise´e pour minimiser Jparam consiste a` line´ariser la fonction
de couˆt afin d’effectuer l’optimisation. Nous avons choisi de garder Jparam dans sa forme non li-
ne´aire originale et d’utiliser l’algorithme du simplex pour mener a` bien l’estimation des parame`tres
de vue optimaux. Le simplex est un algorithme robuste d’optimisation adapte´ aux fonctions non
line´aires ; le de´tail de cette me´thode est expose´ en annexe B. Nos motivations a` choisir l’algorithme
du simplex sont les suivantes :
– Le simplex optimisant directement des fonctions non line´aires, il n’est pas ne´cessaire de
line´ariser la fonction de couˆt Jparam.
– Jparam n’e´tant pas line´arise´e, une estimation plus pre´cise des parame`tres de prise de vue est
susceptible d’eˆtre obtenue.
– Le simplex n’a pas de parame`tres de re´glage, ce qui rend son utilisation aise´e.
Les degre´s de liberte´ de l’optimisation sont tous les parame`tres de prise de vue des images. A
chaque image sont associe´s 15 parame`tres : 3 pour le centre optique, 3 pour les angles d’attitude,
1 pour la distance focale, 2 pour le PPS et 6 pour les parame`tres d’affinite´. Cependant la distance
focale ainsi que le PPS sont suppose´s identiques quelle que soit l’image conside´re´e. Pour n images
il y aura ainsi 12n+ 3 parame`tres (soit 39 dans cette e´tude).
3.3.2.2 Re´fe´rentiel carte´sien ge´ocentre´
Les parame`tres de prise de vue en entre´e du logiciel de reconstruction doivent eˆtre re´fe´rence´s
par rapport a` un re´fe´rentiel carte´sien direct ge´ocentre´ (cela concerne l’expression de la position et
de l’attitude de la came´ra). L’origine d’un tel repe`re est confondu avec le centre de gravite´ de la
terre. L’axe (OZ) est l’axe de rotation de la terre et pointe vers le nord. L’axe (OX) est tel que le
me´ridien de Greenwich soit inclus dans le plan (OXZ). (OY ) est tel que le repe`re (OXY Z) soit
direct. De´sormais,R de´signe ce re´fe´rentiel (voir [39] pour d’autres re´fe´rentiels couramment utilise´s).
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La position du centre optique de la came´ra pour chaque prise de vue doit de´sormais eˆtre
exprime´e dans ce repe`re R. Puisque nous disposons de la position dans le repe`re de projection
BNS, il a fallu convertir cette dernie`re graˆce aux e´quations de [39, pp. 100-101]. Quant aux angles
d’attitude du syste`me optique, il est de´licat d’essayer de les convertir du syste`me BNS vers R. La
principale difficulte´ est la diffe´rente nature des re´fe´rentiels utilise´s : l’un est a` trois dimensions (R),
l’autre est le re´sultat d’une projection cylindrique transverse (BNS). Il a e´te´ plus simple d’estimer
ces angles par optimisation absolue sur chaque image en utilisant les GCPs pre´alablement convertis
dans le syste`me R. Il est le´gitime de se demander si ces angles, initialise´s a` 0, n’auraient pas pu
eˆtre estime´s lors de l’optimisation globale. L’expe´rience a montre´ que le calcul des angles e´chouait
dans ce cas, d’ou` la ne´cessite´ de le faire pre´alablement par optimisation absolue sur chaque image.
Le diagramme de la figure 3.15 synthe´tise le fonctionnement global du programme d’optimisation
des parame`tres de prise de vue.
58 CHAPITRE 3. GE´NE´RATION D’UN MNS ORTHOSCOPIQUE
n
1
n
1
n
1 1
n− 1
1
n− 1n
1
n
1
GCPs des
images 1 a` n
fiduciaires des
images 1 a` n
Marques
prise de vue des
images 1 a` n
Parame`tres de
couples
TPs des
1 a` n− 1
Parame`tres de prise
images 1 a` n
de vue optimise´s des
Ajustement a` la taille des
images sous-e´chantillonne´es
Calcul des
distances
absolues : dabs,l
par moindres carre´s
d’affinite´
Calcul des
parame`tres
Estimation des angles
optimisation absolue
d’attitude par
drel,m
du SIMPLEX
Minimisation de
Jparam par algorithme
Tant que
et n < nseuil
|Jparam(n+ 1)− Jparam(n)| < ε
Conversion des
donne´es au
syste`me Carte´sien
ge´ocentre´
∑
=
fonction de
couˆt
Jparam
P
ou
r
P
ou
r
P
ou
r
k
=
1
a`
n
m
=
1
a`
n
−
1
relatives : drel,m
Calcul des
distances
dabs,l
l
=
1
a`
n
Fig. 3.15 – Synthe`se algorithmique de l’optimisation globale des parame`tres de prise de vue de n
images ae´riennes.
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3.3.2.3 Re´sultats
Les re´sultats obtenus avec les parame`tres de prise de vue des trois images de Pe´kin sont donne´s
en tableau 3.3.
l dabs,l en pixels max
(
dist
(
GCP lk,proj , GCP
l
k,Im
))
σ
(
dist
(
GCP lk,proj , GCP
l
k,Im
))
1 1.5 4.5 1.5
2 1.8 4.1 1.2
3 1.8 5.1 1.5
m drel,m en pixels max
(
dist
(
EPImk,proj , TP
m
k,∈
))
σ
(
dist
(
EPImk,proj , TP
m
k,∈
))
1 0.3 1 0.3
2 0.3 0.65 0.25
Tab. 3.3 – Re´sultats de l’optimisation des parame`tres de prise de vue avec les images a` 0.21 m/pixel
de re´solution.
Si l’on rame`ne ces re´sultats aux images sous-e´chantillonne´es (par un facteur 3) utilise´es par la
chaˆıne de reconstruction 3D, on a :
l dabs,l en pixels
1 0.5
2 0.6
3 0.6
m drel,m en pixels
1 0.1
2 0.1
Tab. 3.4 – Re´sultats de l’optimisation des parame`tres de prise de vue avec les images sous-
e´chantillonne´es par un facteur trois.
On constate que l’optimisation a permis d’ame´liorer la pre´cision des parame`tres de prise de vue,
et ceci de fac¸on significative pour la pre´cision relative. Il est ne´anmoins important de mentionner
que ces re´sultats sont sensibles a` la re´partition et au nombre des points de controˆle dans les
images. Environ dix points uniforme´ment re´partis sur chaque image sont ne´cessaires pour obtenir
des re´sultats satisfaisants. La figure 3.17 illustre le MNS ge´ne´re´ par la chaˆıne de reconstruction 3D
avec les parame`tres optimise´s et le couple ste´re´oscopique de la figure 3.16.
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(a) Image ouest (b) Image est
Fig. 3.16 – Couple d’images ste´re´oscopiques rectifie´es en ge´ome´trie e´pipolaire.
Fig. 3.17 – MNS en ge´ome´trie e´pipolaire. Les zones non renseigne´es sont en noir ; la luminance est
proportionnelle a` l’altitude.
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Le MNS ge´ne´re´ posse`de de nombreux pixels non renseigne´s (en noir sur l’image de la figure
3.17) au niveau du baˆti. Ce sont en effet des zones ou` il existe des occlusions et ou` les fac¸ades de
baˆtiments sont difficiles a` corre´ler. Les contours artificiels dus aux ombres et les objets pre´sents sur
une seule des images (voitures ...) provoquent des zones non renseigne´es de faible dimension sur
la route. Cependant, les contours de baˆtiments sont bien pre´serve´s, et la plupart d’entre eux ont
une altitude assez homoge`ne. Les ombres porte´es sur le sol sont aussi bien ge´re´es (pas de de´tection
de faux baˆtiments). Meˆme si cette image est visuellement imparfaite, elle contient ne´anmoins une
information pertinente permettant de localiser le baˆti et de le distinguer du sol dans la majorite´ des
cas. Les limites du corre´lateur sont illustre´es aux endroits annote´s A et B sur l’image de la figure
3.17 : ces zones semblent appartenir au sol (re´gion de faible intensite´, par conse´quent de faible
e´le´vation) alors qu’en re´alite´ elles correspondent a` deux baˆtiments (figure 3.16). Les baˆtiments A
et B repre´sentent un cas extreˆme du milieu urbain dense. Ils sont en effet enclave´s et dans une
zone d’ombre qui permet difficilement d’observer leurs disparite´s et leurs contours.
3.3.3 E´valuation de la qualite´ de ge´ocodage des MNSs
L’e´valuation de la qualite´ du ge´ocodage du MNS a e´te´ re´alise´e par la donne´e de points de
controˆle (GCPs). Chaque point de controˆle est exprime´ en coordonne´es pixellaires dans les images
ae´riennes ainsi qu’en coordonne´es 3D dans le syste`me cartographique de Pe´kin : Est (E), Nord
(N) et e´le´vation (Z). Les coordonne´es cartographiques sont exprime´es en me`tres, l’altitude Z est
re´fe´rence´e par rapport a` l’ellipso¨ıde de Krasovsky. La qualite´ du MNS pourra eˆtre quantifie´e lorsque
les coordonne´es de ces GCPs seront mesure´es dans le MNS puis compare´es a` leur ve´rite´ terrain. La
premie`re e´tape consiste a` repe´rer les points de controˆle dans les images de re´fe´rence en ge´ome´trie
e´pipolaire sous-e´chantillonne´es ayant servi a` la ge´ne´ration du MNS. Puisqu’il existe une exacte
correspondance entre les images de re´fe´rence et les MNS e´pipolaires ge´ne´re´s a` partir d’elles, il est
alors possible de lire les valeurs (E,N,Z) dans les MNS pour les GCPs conside´re´s. Nous avons
ge´ne´re´ deux MNS e´pipolaires a` partir de 3 images ste´re´o-paires deux a` deux. Pour chaque MNS,
nous posse´dons une dizaine de GCPs parmi lesquels quelques-uns n’ont pas e´te´ implique´s dans
l’optimisation des parame`tres de prise de vue. Les tableaux 3.5 et 3.6 rassemblent les re´sultats.
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Erreur Absolue
GCP ∆N ∆E ∆Z ∆Plan
1 1.0 0.1 0.8 1.0
2 -0.5 -0.1 0.4 0.5
3 1.5 0.6 2.9 1.6
4 -0.5 0.8 1.5 0.9
5 0.0 0.6 2.4 0.6
6 0.0 -1.5 0.2 1.5
7 0.0 0.0 -0.5 0.0
8 -0.5 -0.5 0.5 0.7
9 0.0 -0.2 0.8 0.2
10 -1.0 -0.1 0.2 1.0
11 -0.5 0.5 -0.3 0.7
12 0.0 -0.3 0.2 0.3
Moyenne 0.0 0.0 0.8 0.7
E´cart type 0.7 0.6 1.0 0.5
Tab. 3.5 – Erreur absolue entre les GCPs et la reconstruction 3D du MNS1. ∆N : erreur dans
la direction nord, ∆E : erreur dans la direction est, ∆Z erreur altime´trique, erreur dans le plan :
∆Plan =
√
∆N2 +∆E2.
Erreur Absolue
GCP ∆N ∆E ∆Z ∆Plan
1 0.5 -0.9 1.0 1.0
2 0.0 -0.2 -0.2 0.2
3 -0.5 0.6 2.7 0.8
4 -0.5 0.1 1.6 0.5
5 0.5 0.0 1.4 0.5
6 2.5 -3.4 -0.8 4.2
7 -1.5 0.5 0.4 1.5
8 0.0 0.2 1.1 0.2
9 0.0 -0.2 0.5 0.2
10 -0.5 0.2 2.2 0.5
11 -1.5 0.4 -0.2 1.5
12 0.0 0.8 -1.3 0.8
13 0.0 -0.2 0.1 0.2
14 0.0 -0.5 -0.3 0.5
Moyenne -0.1 -0.2 0.6 0.9
E´cart type 1.0 1.0 1.1 1.1
Tab. 3.6 – Erreur absolue entre les GCPs et la reconstruction 3D du MNS2. ∆N : erreur dans
la direction nord, ∆E : erreur dans la direction est, ∆Z erreur altime´trique, erreur dans le plan :
∆Plan =
√
∆N2 +∆E2.
Les quantite´s pertinentes de ces tableaux sont les e´carts types qui repre´sentent la pre´cision du
ge´ocodage dans la direction Nord, Est, Z ou dans le plan. On remarque que la pre´cision plani-
me´trique varie entre 0.5 m et 1 m, la pre´cision altime´trique est de 1 m. Ces re´sultats semblent
satisfaisants et valident la phase pre´liminaire d’optimisation des parame`tres de prise de vue de la
came´ra, ainsi que le calcul d’ae´ro-triangulation de la chaˆıne 3D.
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3.4 Orthorectification d’un MNS e´pipolaire
L’orthorectification consiste a` corriger la distorsion due a` la perspective pre´sente dans l’image.
Chaque pixel d’une image en ge´ome´trie orthoscopique est tel qu’il serait vu au nadir. La ne´cessite´
d’orthorectifier des images de sce`nes urbaines survient uniquement pour des images a` tre`s haute
re´solution repre´sentant un relief ou des baˆtiments e´leve´s. De`s lors que l’image est orthorectifie´e, elle
est superposable avec des donne´es cartographiques qui sont aussi dans cette ge´ome´trie. Le MNS issu
de la chaˆıne de reconstruction 3D est en ge´ome´trie e´pipolaire. L’information de ge´o-re´fe´rencement
associe´e a` chaque pixel du MNS permettra d’orthorectifier ce dernier.
3.4.1 Orthorectification par me´thode directe
L’orthorectification par me´thode directe consiste a` conside´rer chaque pixel du MNS en ge´ome´-
trie e´pipolaire et a` le projeter dans une grille terrain ge´ocode´e [82]. Pour une meˆme localisation
planime´trique dans la grille orthoscopique, plusieurs pixels du MNS e´pipolaire peuvent y eˆtre proje-
te´s. Seul le pixel de plus haute altitude sera garde´ (technique du z-buffer). La grille orthoscopique
peut eˆtre code´e en longitude/latitude ou selon une projection cartographique. Dans notre cas,
nous de´sirons superposer le MNS avec les donne´es cartographiques. Par conse´quent, l’informa-
tion de longitude/latitude pre´sente dans le MNS e´pipolaire ge´ne´re´ a e´te´ convertie en coordonne´es
(E,N,Z) de la projection cartographique BNS [39, pp. 99]. Chaque pixel est ensuite projete´ dans
la grille orthoscopique elle-meˆme associe´e au re´fe´rentiel BNS. La relation entre les pixels de la grille
orthoscopique et les coordonne´es terrain BNS est du type :{
E = Emin + iR
N = Nmax − jR (3.3)
ou` :
– R est le pas de la grille en me`tres.
– (Emin, Nmax) sont les coordonne´es terrain BNS de l’origine contenue dans le MNS e´pipolaire.
– (i, j) sont les coordonne´es pixels de la grille orthoscopique, respectivement colonne et ligne.
– (E,N) sont les coordonne´es terrain BNS associe´es au pixel (i, j).
i
j
0
N
N
EE
max
min
R
R
Fig. 3.18 – Grille orthoscopique associe´e a` la projection cartographique.
3.4.1.1 Interpolation triangulaire (interpolation biline´aire sur les 3 plus proches voi-
sins)
Projeter individuellement chaque pixel du MNS e´pipolaire dans la grille orthoscopique ne peut
aboutir a` un ortho-MNS de qualite´. En effet, un pixel projete´ dans la grille orthoscopique aura des
coordonne´es non entie`res. La contribution du pixel projete´ envers son voisinage devra faire l’objet
d’une interpolation. La principale question est de de´cider sur quel voisinage contribuera le pixel.
Si le voisinage est trop petit, certains points de la grille orthoscopique seront non renseigne´s et le
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re´sultat sera peu dense. Si le voisinage d’influence est trop e´leve´, il se peut que des points de la
grille se voient affecter une valeur d’altitude incorrecte. Ce proble`me sera d’autant plus sensible au
niveau des toits des baˆtiments.
Une manie`re de trancher cette question est d’adopter une interpolation triangulaire. Au lieu de
conside´rer individuellement chaque pixel du MNS e´pipolaire, conside´rons un triangle isoce`le dont
les coˆte´s e´gaux font un pixel. Ce triangle (ABC) du MNS e´pipolaire est illustre´ en figure 3.19
(a` gauche). Ce triangle est ensuite projete´ dans la grille orthoscopique graˆce aux informations de
ge´ocodage associe´es a` chaque pixel A, B et C et graˆce au syste`me d’e´quations (3.3).
u+1
v+1
i
j
u
v A B
C
A’
C’
B’P
Fig. 3.19 – Projection d’un triangle du MNS e´pipolaire vers la grille orthoscopique.
Les points de la grille orthoscopique inclus dans le triangle projete´ se verront affecter une
altitude et une radiome´trie selon les formules d’interpolation suivantes :
zij =
zAPB PC + zBPAPC + zCPAPB
PAPB + PB PC + PC PA
(3.4)
ou` :
– zij est l’altitude du point P de la grille et de coordonne´es (i, j). P est inclus dans le triangle
projete´ (A,B,C).
– zX est l’altitude du point X (X = A, B ou C).
Si la distorsion due a` la perspective est importante, rares seront les cas ou` un pixel de la grille sera
inclus dans un seul triangle projete´. Pour illustrer ce propos, prenons l’exemple d’une arreˆte d’un
baˆtiment paralle´le´pipe´dique soumise a` une distorsion de perspective dans l’image. Tous les pixels
de cette arreˆte ont une meˆme position planime´trique (E0, N0) avec des altitudes diffe´rentes. Dans
la grille orthoscopique, ce point se verra ainsi inclus dans plusieurs triangles (figure 3.20).
j
i
P
Fig. 3.20 – Multiples triangles projete´s dans la grille orthoscopique et intersectant le meˆme pixel.
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Notre objectif est d’orthorectifier le MNS e´pipolaire, i.e. de re´aliser une vue verticale pour
chaque pixel de la grille orthoscopique. Ainsi, pour un pixel donne´ de la grille, nous affecterons
l’altitude maximale parmi celles calcule´es par les diffe´rents triangles incluant ce point.
3.4.1.2 Algorithme
L’algorithme d’orthorectification directe avec interpolation triangulaire est le suivant :
1. Initialisation de l’image du MNS orthoscopique “MNSortho” a` -1 (-1 est la valeur symbolisant
l’inde´termination : pas de valeur d’altitude renseigne´e) ; fixer la valeur du pas de la grille
orthoscopique R en me`tres.
2. Convertir les coordonne´es ge´ode´tiques du MNS e´pipolaire “MNSepi” en coordonne´es carto-
graphiques BNS selon [39, pp. 99]. De´terminer les valeurs Emin et Nmax duMNSepi converti.
3. Pour chaque pixel (u, v) de MNSepi, on pose B = (u+ 1, v) et C = (u, v + 1) :
(a) Pour A = (u, v) et A = (u+ 1, v + 1)
i. Si les pixels A,B et C sont tous renseigne´s :
– Projection du triangle (ABC) sur la grille orthoscopique selon l’e´quation (3.3) qui
devient (A′B′C ′).
– Pour chaque pixel (i, j) de la grille orthoscopique inclus dans (A′B′C ′) :
– Calculer l’altitude zij selon l’e´quation (3.4).
– MNSortho(i, j)=max(MNSortho(i, j), zij)
3.4.1.3 Re´sultats
La figure 3.21 illustre un MNS orthorectifie´ et projete´ dans le syste`me BNS avec un pas R =
0.65m.
Fig. 3.21 – MNS orthorectifie´ avec un pas R = 0.65m et εcorr = 0.4.
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Les commentaires relatifs au nombre important de pixels non renseigne´s en figure 3.21 ainsi que
de leur localisation au niveau du baˆti sont identiques a` ceux formule´s pour le MNS en ge´ome´trie
e´pipolaire (figure 3.17). Cependant on constate l’apparition d’artefacts de type rayures claires. Ces
artefacts sont inhe´rents a` la technique d’interpolation triangulaire de´veloppe´e en section 3.4.1.1
ainsi qu’aux erreurs de corre´lation contenues dans le MNS e´pipolaire. En effet, certains pixels
du MNS e´pipolaire sont le re´sultat d’une corre´lation errone´e engendrant le calcul d’une altitude
anormalement e´leve´e par rapport a` l’environnement du pixel. Les coordonne´es planime´triques de
ce point sont aussi fausses. Un triangle impliquant un, ou plusieurs de ces pixels corrompus inclura
un nombre anormalement e´leve´ de pixels lors de sa projection dans la grille orthoscopique. De
plus, ces pixels recevront une altitude trop e´leve´e ce qui explique l’aspect clair des artefacts. Il
existe plusieurs moyens d’atte´nuer ce proble`me. Le premier consiste a` modifier le seuil de re´jection
du score d’inter-corre´lation εcorr intervenant lors de l’appariement des images ste´re´oscopiques. Le
re´sultat pre´sente´ en figure 3.21 a e´te´ ge´ne´re´ avec un seuil εcorr = 0.4. Le danger d’augmenter εcorr
est de rendre la de´cision de renseigner un pixel plus se´lective, et ainsi de voir s’agrandir les zones
inde´termine´es.
(a) MNS ortho ge´ne´re´ avec εcorr = 0.5 (b) MNS ortho ge´ne´re´ avec εcorr = 0.6
Fig. 3.22 – MNS orthorectifie´s avec diffe´rents seuils de corre´lation.
La comparaison des figures 3.21, 3.22.a et 3.22.b montre la propagation des zones inde´termine´es
en fonction du seuil de corre´lation εcorr. Les artefacts sont atte´nue´s lorsque εcorr augmente.
3.4.2 Pre´-traitements sur l’image de disparite´
Un autre moyen de re´duire ces artefacts consiste a` filtrer l’image de disparite´ qui sert a` ge´ne´rer
le MNS e´pipolaire. Deux filtres ont e´te´ essaye´s pour tenter de supprimer ces pixels errone´s. Un
filtrage me´dian de taille N × N (N = 3 ou 7) et un filtre de re´jection de taille N × N (N = 7).
Le filtre de re´jection conside`re le pixel courant non de´termine´ s’il existe plus de x% de pixels non
renseigne´s
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dans la feneˆtre l’entourant. Ce filtre a e´te´ conc¸u suite a` l’observation que les pixels errone´s sont
souvent isole´s et entoure´s par des pixels non renseigne´s.
3.4.2.1 Filtrage me´dian
Le filtrage me´dian dont les re´sultats sont illustre´s en figure 3.23 a e´te´ mene´ uniquement sur les
pixels renseigne´s de l’image de disparite´. On constate que ce filtrage permet d’atte´nuer les artefacts
sans les supprimer totalement. Appliquer une feneˆtre plus grande ne re´duit pas mieux les artefacts.
Les artefacts sont aussi moins bien atte´nue´s que par l’augmentation du seuil de corre´lation.
(a) Feneˆtre 3× 3 (b) Feneˆtre 7× 7
Fig. 3.23 – MNS ortho re´alise´ avec une image de disparite´ filtre´e avec un filtre me´dian.
3.4.2.2 Filtre de re´jection
La comparaison des figures 3.21, 3.24.a et 3.24.b montre clairement l’influence du seuil de
re´jection pour une feneˆtre de taille fixe´e. Lorsque le seuil de´croˆıt, les artefacts sont sensiblement
e´limine´s mais les zones non renseigne´es se re´pandent au point d’occulter de l’information pertinente
(e.g. baˆtiment rogne´ et annote´ en figure 3.24.b par la lettre C).
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(a) Re´jection a` 50 pour-cent (b) Re´jection a` 30 pour-cent
Fig. 3.24 – MNS ortho re´alise´ avec une image de disparite´ filtre´e avec un filtre de re´jection de
taille 7× 7.
Les bords de toits de baˆtiments sont aussi affecte´s par le seuil de re´jection du filtre. Alors que
l’algorithme de corre´lation implante´ dans la chaˆıne de reconstruction 3D pre´serve les bords de
baˆtiments, ce filtre a` tendance a` les rogner ainsi qu’a` fragmenter l’information d’altitude des toits.
3.4.2.3 Synthe`se
Plusieurs me´thodes ont e´te´ teste´es afin de re´duire les artefacts dus aux pixels errone´s de l’image
de disparite´. Aucune n’est parfaite dans l’absolu puisque chacune d’elles de´te´riore sensiblement
l’information contenue dans le MNS. Expe´rimentalement, nous avons observe´ que les meilleurs
re´sultats e´taient obtenus en utilisant conse´cutivement toutes les me´thodes expose´es et avec des
parame`tres ne de´te´riorant pas trop l’image traite´e. Ainsi nous pouvons augmenter le´ge`rement le
seuil de corre´lation lors de la ge´ne´ration du MNS e´pipolaire (εcorr = 0.5) afin d’e´viter de ge´ne´rer
trop de pixels inde´termine´s tout en supprimant quelques pixels errone´s. L’image de disparite´ peut
ensuite eˆtre filtre´e par un filtre me´dian (3× 3), puis par le filtre de re´jection 7× 7 avec un seuil de
60% de pixels non renseigne´s. La figure 3.26.b montre le re´sultat de l’orthorectification avec un tel
pre´-traitement de l’image de disparite´ sur une autre zone du MNS.
3.5 Fusion de MNSs
L’information pre´cise de ge´ocodage contenue dans chaque MNS orthorectifie´ va nous permettre
d’effectuer la fusion des deux MNS ge´ocode´s. L’algorithme de´veloppe´ a` cet effet s’inspire largement
de la fonction correlar utilise´e par la chaˆıne de reconstruction 3D. A la diffe´rence de la fonction
correlar qui fusionne des images de disparite´s, nous fusionnons des MNS orthorectifie´s et ge´ocode´s.
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Cet algorithme tente de fusionner au mieux ces MNS en tenant compte de la cohe´rence inter-MNS
(validation de l’information si les valeurs e´manant d’autres MNS sont proches) et intra-MNS (va-
lidation de l’information de fusion vis-a`-vis de sa cohe´rence par rapport au voisinage). Dans notre
cas, la fusion s’apparente plutoˆt a` de la “concate´nation” ou encore “mosa¨ıquage” puisque l’aire de
recouvrement des MNS repre´sente seulement un quart de leur surface. L’algorithme de fusion se
veut le plus ge´ne´ral possible en conside´rant la fusion de N et non seulement deux MNS orthorec-
tifie´s. Cet algorithme s’exprime de la fac¸on suivante :
I) De´termination de la grille englobante. Chaque MNS a une e´tendue parfaitement connue
dans le syste`me cartographique dans lequel il est projete´. La premie`re e´tape consiste a` construire
la grille ge´ocode´e du MNS final, re´sultat de la fusion. Cette grille est la plus petite grille contenant
les N MNS a` fusionner.
II) Boucle sur chaque pixel de la grille englobante :
Pour chaque pixel pix de la grille :
1. Test d’appartenance aux N MNSs
(a) Pour i ∈ {1, ..., N} teste si pix ∈MNSi
i. Si pix n’appartient a` aucun MNS : rejet
ii. Si pix appartient a` un seul MNS : on assigne la valeur du MNS a` pix (que la
valeur soit renseigne´e ou non)
iii. Si pix appartient a` m MNS dont mr sont renseigne´s (m ∈ {2, ..., N})
iv. Si mr = 0, rejet
v. Si mr = 1, on assigne la valeur de l’unique MNS renseigne´ en ce point a`
pix
vi. Si mr ∈ {2, ...,m}
A. Si les mr points des mr MNS sont cohe´rents entre eux :
* On assigne a` pix la valeur moyenne des points cohe´rents par rapport
a` leur voisinage3
* Si aucun point n’est cohe´rent avec le voisinage : rejet
B. Si les mr−k points des mr MNS sont cohe´rents entre eux (k ∈ {1, ...,mr − 2}),
on choisit les deux points les plus cohe´rents entre eux :
* Si ce deux points sont cohe´rents par rapport au voisinage : on assigne a` pix
leur valeur moyenne.
* Si un seul est cohe´rent par rapport au voisinage : on assigne a` pix la valeur
de ce point.
* Sinon : rejet
C. Si les mr − k points des mr MNS sont incohe´rents entre eux :
* Si la cohe´rence par rapport au voisinage est calculable : on assigne a` pix la
valeur du point le plus cohe´rent par rapport au voisinage.
* Sinon : rejet
III) Fin.
3On effectue la meˆme ope´ration s’il est impossible de calculer la cohe´rence par rapport au voisinage des mr points.
70 CHAPITRE 3. GE´NE´RATION D’UN MNS ORTHOSCOPIQUE
Dans cet algorithme, les notions de cohe´rence sont de´finies de la fac¸on suivante :
– Cohe´rence entre deux points pi et pj e´manant de deuxMNSi,MNSj : pi et pj sont cohe´rents
entre eux ⇐⇒ |altitude(pi)− altitude(pj)| < εinter−coherence.
– Cohe´rence par rapport au voisinage d’un point pi e´manant de MNSi : pi est cohe´rent par
rapport au voisinage ⇐⇒|altitude(pi)− altitude(voisinage)| < εintra−coherence.
L’altitude du voisinage est la moyenne des points du MNS fusionne´ (re´sultat) localise´s dans
une feneˆtre causale (le pixel d’inte´reˆt se trouve en bas a` droite de la feneˆtre). Typiquement,
les calculs ont e´te´ mene´s avec une feneˆtre de 5×5 pixels. Puisque que les MNS posse`dent des
pixels non renseigne´s pouvant entraver le calcul de la moyenne de la cohe´rence par rapport au
voisinage (s’il existe trop peu de points renseigne´s dans la feneˆtre, ce calcul n’a pas de sens),
on conside`re que cette cohe´rence est “incalculable” si plus de 50% des pixels de la feneˆtre
sont non renseigne´s.
Le re´sultat de la fusion de MNSs illustre´ en figures 3.25-3.26 a e´te´ re´alise´ avec εinter−coherence =
εintra−coherence = 5m. La figure 3.25 illustre la fusion des deux MNS. La figure 3.26 montre plus
pre´cise´ment la zone encadre´e en rouge.
Fig. 3.25 – MNS fusionne´ MNS1 +MNS2.
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(a) Extrait de l’image ae´rienne (b) MNS fusionne´ correspondant
Fig. 3.26 – Agrandissement de la zone rectangulaire rouge de la figure 3.25.
3.6 Conclusion
Ce chapitre a permis de pre´senter les travaux effectue´s sur la ge´ne´ration de MNSs orthosco-
piques. La principale contribution de cette e´tude est l’optimisation de parame`tres de prise de vue
d’images ae´riennes. Ces parame`tres connus a priori avec une pre´cision insuffisante ont e´te´ optimise´s
par l’algorithme du simplex graˆce a` la donne´e de GCPs et de TPs. Une attention particulie`re a e´te´
porte´e sur l’e´valuation quantitative de la pre´cision de ge´ocodage des MNS ge´ne´re´s par la chaˆıne
de reconstruction avec les parame`tres optimise´s. Les MNSs reconstruits atteignent une pre´cision
planime´trique et altime´trique de l’ordre du me`tre, ce qui valide la me´thode d’optimisation des
parame`tres de prise de vue. Il est ne´anmoins important de remarquer que la qualite´ de l’optimi-
sation de´pend du nombre et de la re´partition uniforme des GCPs utilise´s. Nous avons e´galement
de´taille´ l’orthorectification et la fusion de plusieurs ortho-MNSs ge´ocode´s. Le MNS fusionne´ et
orthoscopique final peut de`s lors eˆtre superpose´ avec les donne´es cartographiques et l’image satel-
litaire graˆce a` l’information de ge´ocodage. Cette superposition sera d’autant plus cohe´rente avec
les donne´es cartographiques qui sont aussi en ge´ome´trie orthoscopique.
Enfin, nous avons pu remarquer, graˆce aux re´sultats illustre´s, que la reconstruction 3D produit
des MNSs ayant de nombreux pixels non renseigne´s. Dans le MNS de la figure 3.25, ils repre´sentent
33% de l’image. Ces zones inde´termine´es sont principalement localise´es autour des baˆtiments en
raison des occlusions. En effet, deux images ne sont pas suffisantes pour renseigner l’altitude de
l’inte´gralite´ de la sce`ne. La tendance actuelle est d’utiliser des triple´s ou des quadruple´s d’images
pour restituer le relief d’un paysage [136]. Les MNS ge´ne´re´s dans cette e´tude ont ainsi un aspect
grossier et semblent difficilement utilisables. Les erreurs de corre´lation y contribuent aussi. Celles-
ci sont inhe´rentes a` la difficulte´ des milieux urbains qui pre´sentent de nombreux de´tails mettant
en e´chec le corre´lateur. Il est aussi a` noter que les conditions de rapport signal a` bruit n’e´taient
pas optimales : les images e´tant analogiques, elles ont e´te´ scanne´es. La nume´risation introduit
ine´vitablement du bruit. Nous avons remarque´ que la bande spectrale bleue e´tait particulie`rement
bruite´e, ce qui est duˆ a` un de´faut soit de la came´ra, soit du scanner. Ne´anmoins, nous verrons
au chapitre suivant que l’aspect imparfait de l’ortho-MNS produit ne sera pas un obstacle a` son
utilisation comme source d’information supple´mentaire comple´tant l’image satellitaire.
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Chapitre 4
Pre´sentation et choix de contours
actifs avec contrainte de forme pour
le recalage fin carte-image
4.1 Introduction
Ce chapitre pre´sente les mode`les de´formables appele´s contours actifs. Ils seront destine´s a` mettre
en correspondance les baˆtiments symbolise´s dans la carte avec leur repre´sentation homologue dans
une image satellitaire panchromatique haute re´solution. Nous exploitons la flexibilite´ des contours
actifs ainsi que leur potentiel a` incorporer de l’information de haut niveau pour mener a` bien ce
recalage fin dont l’objectif est double : i) les objets cartographiques auront une localisation spatiale
affine´e si l’image est de meilleure pre´cision que la donne´e cartographique, ce qui correspond a` l’une
des composantes de la mise a` jour de cartes. ii) la mise en correspondance permet d’amoindrir les
variabilite´s exoge`nes carte-image qui sont sources d’erreurs pour toute de´tection de changement
subse´quente. Les sce`nes urbaines repre´sente´es dans les images satellitaires Quickbird utilise´es com-
portent un niveau de de´tail e´leve´ ainsi que certains artefacts urbains uniquement remarquables
a` tre`s haute re´solution (occlusions, ombres, faible contraste des objets,...). Afin de surmonter ces
difficulte´s nous proposons de tirer avantage de la connaissance a priori contenue dans la carte. De
fac¸on ge´ne´rale, la connaissance fournie par la carte reveˆt trois aspects. Elle permet de renseigner
la nature de l’objet a` recaler dans l’image (baˆtiment, route, . . . ), sa localisation (les donne´es carto-
graphiques et de te´le´de´tection sont suppose´es globalement superpose´es), et sa forme. L’information
de localisation permettra d’initialiser le contour actif proche du baˆtiment repre´sente´ dans l’image,
et sa forme sera contrainte par la silhouette du baˆtiment symbolise´ dans la carte afin de surmonter
les difficulte´s des images urbaines. Dans une premie`re partie, ce chapitre de´crira un e´tat de l’art des
contours actifs. Nous classerons les diffe´rents mode`les selon leur mode de repre´sentation, d’attache
aux donne´es et de re´gularisation, avec une attention spe´ciale pour l’insertion de contrainte de forme
exoge`ne connue a priori. Enfin, nous motiverons notre choix pour une repre´sentation par ensemble
de niveaux du contour actif et exposerons les mode`les d’attache aux donne´es et de contrainte de
forme qui seront employe´s dans cette e´tude.
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4.2 E´tat de l’art des contours actifs contraints par une forme a
priori
4.2.1 Les contours actifs
Les contours actifs sont des techniques de segmentation permettant d’extraire un objet d’inte´-
reˆt d’une image. Cette segmentation n’est pas imme´diate, elle requiert une phase dynamique du
contour (d’ou` la de´nomination “actif”) qui e´voluera ite´rativement au cours du temps artificiel t,
de sa position initiale vers les bords de l’objet a` extraire. Une telle e´volution temporelle peut se
formaliser mathe´matiquement sous la forme d’une e´quation d’e´volution exprimant explicitement
ou implicitement la vitesse du contour actif. Il existe plusieurs manie`res d’obtenir une e´quation
d’e´volution. L’une consiste a` de´river cette e´quation de la minimisation d’une fonctionnelle d’e´ner-
gie, on parle alors d’approche variationnelle. Une alternative consiste a` construire une e´quation
d’e´volution par analogie avec d’autres disciplines scientifiques comme la Physique, c’est l’approche
ge´ome´trique. Nous nous attacherons a` de´crire, puis utiliser l’approche variationnelle dans ce travail
de the`se. Avec une telle approche, la fonctionnelle d’e´nergie peut eˆtre sche´matise´e comme la somme
de deux classes de termes e´nerge´tiques. La premie`re classe concerne l’e´nergie interne du contour
visant a` controˆler des contraintes intrinse`ques a` celui-ci, comme par exemple sa re´gularite´. Nous
verrons en section 4.2.2 qu’il est possible d’inse´rer des contraintes ge´ome´triques plus spe´cifiques
de´rive´es de la connaissance a priori que l’on a sur l’objet a` segmenter dans l’image. La deuxie`me
classe est relative au terme d’attache aux donne´es qui fera interagir le contour actif avec des carac-
te´ristiques extraites de l’image. Dans les travaux de Foulonneau [40] et Jehan-Besson [56], ce terme
d’e´nergie externe est appele´ crite`re et est construit a` partir de descripteurs. Un descripteur est une
mesure faite sur l’image permettant de caracte´riser une frontie`re ou une re´gion. Un descripteur de
frontie`re serait par exemple la carte des gradients de l’image, un descripteur d’une re´gion R pour-
rait eˆtre la moyenne des pixels de l’image inclus dans R. Selon le choix du descripteur adopte´ dans
la fonctionnelle d’e´nergie, on de´rivera diffe´rents types de contours actifs plus ou moins performants
en fonction de la nature de l’image a` analyser.
On voit donc se dessiner diffe´rentes cate´gories de contours actifs. Celles-ci se diffe´rencient par
la fac¸on avec laquelle on de´duit l’e´quation d’e´volution, par le mode de repre´sentation du contour
actif, et finalement le terme d’attache aux donne´es qui peut eˆtre soit base´ sur les frontie`res, les
re´gions ou bien les deux. L’objectif de cette section est de de´tailler et d’expliquer ces diffe´rents
moyens de classifier les contours actifs. Dans le reste de ce document, nous nous restreignons au cas
des contours actifs bi-dimensionnels e´voluant dans le plan. Nous conseillons au lecteur les travaux
de [13, 111, 88, 109, 56, 103, 40] pour un exhaustif e´tat de l’art des contours actifs.
4.2.1.1 Repre´sentation d’un contour actif
Repre´sentation explicite
Historiquement, c’est la repre´sentation explicite du contour actif qui a e´merge´ en premier dans la
communaute´ de Vision par Ordinateur graˆce aux travaux pionniers de Kass, Witkin et Terzopoulos
en 1987 [58]. Une telle repre´sentation consiste a` parame´trer le contour actif1 C par un parame`tre
arbitraire p et le temps t : C (p, t).
C =
{
C (p, t) ∈ R2, C2 ∣∣p ∈ [a, b] ⊂ R, t ∈ R+} (4.1)
Il est important de remarquer qu’il existe d’autres moyens de repre´senter un contour de fac¸on
1Nous conside´rerons dans ce document que C est un contour oriente´ dans le sens trigonome´trique.
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explicite (B-Splines, base de Fourier,...). Nous nous attacherons cependant a` expliciter celle de´crite
en e´quation (4.1) par souci de simplicite´. L’e´quation d’e´volution de C peut alors eˆtre formalise´e de
fac¸on ge´ne´rale, en de´composant la vitesse de C (p, t) selon sa composante normaleN et tangentielle
T en (p, t) dans un repe`re de Frenet (T,N) :
∂C (p, t)
∂t
= vN (p, t)N (p, t) + vT (p, t)T (p, t) (4.2)
ou` : N (p, t) est le vecteur unitaire normal au contour C en C (p, t) ; T (p, t) est le vecteur
unitaire tangent au contour C en C (p, t). Dans [109], Sapiro montre que si la vitesse normale
ne de´pend pas du parame´trage, alors la composante tangentielle de la vitesse n’influence pas la
de´formation du contour actif, mais uniquement son parame´trage. On peut donc, sans perte de
ge´ne´ralite´, supposer dans le reste de ce document que le contour actif e´volue selon sa normale :
∂C (p, t)
∂t
= vN (p, t)N (p, t) (4.3)
La de´finition pre´sente´e en e´quation (4.1) correspond a` une courbe C continue du plan. Puisqu’une
image est physiquement repre´sente´e de fac¸on discre`te par une grille re´gulie`re pixellaire, le contourC
se doit d’eˆtre aussi discre´tise´. En pratique, la discre´tisation du contour est un sous-e´chantillonnage
de ce dernier en fonction de la variable p (figure 4.1).
Fig. 4.1 – Sous-e´chantillonnage d’un contour repre´sente´ de fac¸on explicite et parame´tre´ par son
abscisse curviligne.
Le contour actif se re´sume alors a` une liste de n œuds dont la position est mise a` jour au fil de
l’e´volution de C selon l’e´quation (4.3) qui devient :
C (mi, t+ 1) = C (mi, t) + ∆tvN (mi, t)N (mi, t) (4.4)
avec mi le ie`me n œud parmi N . Si l’on suppose que le nombre de n œuds N est fixe au cours du
temps, on entrevoit les proble`mes suivants : si la longueur de C croˆıt au cours du temps,
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l’approximation polygonale de l’objet a` segmenter sera grossie`re ; si la longueur diminue, on risque
d’avoir des n œuds extreˆmement proches les uns des autres ce qui provoquera des instabilite´s nu-
me´riques si des de´rive´es aux diffe´rences finies sont calcule´es le long de C pour le calcul de vN (son
de´nominateur tend alors vers 0). Diminuer le pas temporel ∆t de l’e´quation (4.4) permet d’e´viter
ces instabilite´s mais me`ne a` l’allongement des temps de calcul qui deviennent rapidement imprati-
cables. Il existe trois fac¸ons de re´soudre ce proble`me : i) le re´e´chantillonnage des n œuds de C afin
de garder une distance inter-n œuds constante, ii) ajouter des termes de diffusion dans l’expression
de la vitesse visant a` adoucir la courbure du contour actif (la distance inter-n œuds est alors mi-
nore´e et non-nulle), iii) filtrer les oscillations dues aux instabilite´s. Ces solutions non intrinse`ques
sont sous-optimales, cre´ent d’autres proble`mes inde´pendants de la proble´matique de segmentation,
et influencent fortement le re´sultat d’extraction d’objet. Deux autres proble`mes propres a` la repre´-
sentation explicite subsistent : le contour C ne peut changer de topologie, de plus, des artefacts de
croisement du contour peuvent apparaˆıtre. Le premier proble`me est re´solu par un re-parame´trage
du contour actif [73]. Le second inconve´nient peut eˆtre traite´ par des techniques de de´bouclage [51].
Repre´sentation implicite
En 1988, les travaux de Osher et Sethian [85] pre´sentent une fac¸on moins naturelle de repre´-
senter un contour. C’est une repre´sentation implicite venant de la Physique des interfaces, appele´e
“ensemble de niveaux” ou encore level sets en anglais. Le principe est le suivant : on repre´sente
un contour ferme´ C (t) comme le ze´ro d’une fonction a` n+ 1 dimensions (dans le plan, n = 2, cf.
figure 4.2). Originellement, c’est une fonction de distance Euclidienne signe´e qui a e´te´ propose´e
pour repre´senter la (n+1)ie`me dimension de l’ensemble de niveaux. Cependant, d’autres fonctions
peuvent eˆtre choisies, ainsi Haker et al. repre´sentent une surface 3D comme le ze´ro d’une fonction
u solution de l’e´quation harmonique de Laplace ∆u = 0 [49].
Dans le cadre des travaux expose´s en [85], on appelle φ la fonction d’ensemble de niveaux
ve´rifiant les proprie´te´s suivantes :
– φ est une fonction de Lipschitz a` valeurs re´elles, φ : R2 → R
– quel que soit le temps t, le ze´ro de φ (x, t) est le contour ferme´ C (t) :
∀x ∈ R, C (t) = {x ∈ R2 |φ (x, t) = 0} (4.5)
– φ (x) est la distance signe´e entre le point x et le contour C (t). Le signe de φ (x) de´pend de
l’appartenance de x a` la re´gion interne ou externe au contour que nous noterons respective-
ment Ωin (t) et Ωout (t). Par convention, nous choisirons φ (x) positive a` l’inte´rieur de C (t)
et ne´gative a` l’exte´rieur :
φ (x, t) = 0 si x ∈ C (t)
φ (x, t) = d (x,C (t)) si x ∈ Ωin (t)
φ (x, t) = −d (x,C (t)) si x ∈ Ωout (t)
(4.6)
avec d (x,C (t)) la plus petite distance Euclidienne du point x au contour C (t) :
d (x,C (t)) = min
xc∈C(t)
|x− xc| (4.7)
Une telle repre´sentation posse`de certains avantages sur la repre´sentation explicite. Premie`re-
ment, un contour repre´sente´ par un ensemble de niveaux peut changer de topologie au cours du
temps, il n’est donc pas ne´cessaire de la connaˆıtre a priori. L’e´quation d’e´volution est plus stable
nume´riquement et e´vite le remaillage des n œuds de la repre´sentation explicite. Le proble`me des
boucles du contour est naturellement re´solu par la topologie flexible de C (t). Enfin, l’ensemble de
niveaux
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Fig. 4.2 – Repre´sentation a` trois dimensions de l’intersection d’un ensemble de niveaux avec le
plan de l’image (niveau ze´ro). Le contour repre´sente´ implicitement est celui de la figure 4.1. La
le´gende repre´sente la distance Euclidienne signe´e au contour.
permet d’acce´der a` de nombreuses proprie´te´s ge´ome´triques inte´ressantes et intrinse`ques au contour,
ou de n’importe quelle ligne de niveau. Ainsi on peut de´terminer la normale a` φ en n’importe quel
point de l’image, et donc a fortiori en n’importe quel point du contour pour le peu qu’on connaisse
l’ensemble des points tels que φ (x, t) = 0. La normale inte´rieure au contour est donne´e par :
N (x) =
∇φ (x)
|∇φ (x)| (4.8)
La courbure κ vient aussi naturellement :
κ = div (N) = ∇.
( ∇φ (x)
|∇φ (x)|
)
(4.9)
=
φxx (x)φ2y (x)− 2φx (x)φy (x)φxy (x) + φyy (x)φ2x (x)(
φ2x (x) + φ2y (x)
)3/2 (4.10)
Les ensembles de niveaux permettent aussi d’effectuer des ope´rations logiques sur des ensembles
telles que le calcul d’union ou d’intersection.
L’e´quation d’e´volution ne concerne plus explicitement le contourC (t) comme en e´quation (4.2),
mais l’ensemble de niveaux. On de´duit l’e´quation d’e´volution de φ (x, t) en diffe´renciant l’e´quation
(4.5) par rapport au temps t :
∀x (t) ∈ C (t) , ∂φ (x (t) , t)
∂t
= 0 (4.11)
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Il vient alors :
∂φ (x, t)
∂t
+
〈
∇φ (x, t) , ∂ (x (t))
∂t
〉
= 0 (4.12)
φt (x, t) + 〈∇φ (x, t) ,xt (t)〉 = 0 (4.13)
En de´composant l’expression de xt (t) de fac¸on similaire a` l’e´quation (4.2), on a finalement :
φt (x, t) = −〈∇φ (x, t) , vN (x, t)N (x, t)〉 (4.14)
Il est important de remarquer que la formulation implicite s’affranchit du parame´trage p du contour
actif C (t), ce qui posait un proble`me de stabilite´ nume´rique et de topologie en repre´sentation ex-
plicite. La discre´tisation de la fonction φ (x, t) peut donc se faire sur une grille re´gulie`re de pas ∆x
et ∆y (approche Eule´rienne), contrairement a` la discre´tisation Lagrangienne explicite selon p plus
de´licate (figure 4.1). Pour un contour donne´ C (t), l’ensemble de niveaux associe´ revient au calcul
de la distance signe´e a` ce contour (e´quation (4.6)). Pour un ensemble de niveaux donne´, si l’on
veut retrouver le contour C (t), il suffit de de´tecter les passages a` ze´ro de φ (x, t) (e´quation (4.5)).
Le contour extrait est alors une approximation line´aire du ve´ritable contour repre´sente´ par φ (x, t)
(figure 4.5).
Remarques :
– Il est important de remarquer qu’un ensemble de niveaux n’est pas juste un artifice de calcul
permettant de mettre en œuvre diffe´remment l’e´quation d’e´volution d’un contour actif. Un
ensemble de niveaux est une repre´sentation intrinse`quement diffe´rente de ses homologues
explicites, qui par conse´quent aboutit a` une re´solution nume´rique alternative.
– La repre´sentation implicite pre´sente une perte d’information spatiale par rapport a` la repre´sen-
tation par n œuds (snakes). Alors qu’il est possible de savoir si l’on est situe´ sur le contour
(niveau ze´ro), il est en revanche impossible de de´terminer ou` on se situe sur ce dernier. La
relation d’ordre entre les points du contour est perdue. Le proble`me des n œuds est dual : ils
permettent la localisation sur le contour puisqu’ils sont organise´s sous forme d’une se´quence
ordonne´e. Cependant la connaissance de la distance de n’importe quel pixel de l’image au
contour n’est pas directe.
– Remarquons qu’une repre´sentation explicite par n œuds permet de mode´liser des contours
ferme´s ou ouverts. Il est plus difficile de traiter les contours ouverts dans le cas des ensembles
de niveaux.
– Enfin, la complexite´ calculatoire des ensembles de niveaux est plus grande que les me´thodes
explicites. Ceci est inhe´rent a` l’encodage sous forme d’une fonction de distance signe´e de
dimension n + 1 (n e´tant la dimension de l’image), alors que la fac¸on explicite ge`re un
nombre de n œuds beaucoup plus re´duit.
4.2.1.2 Approche ge´ome´trique et variationnelle
Approche ge´ome´trique
Lorsqu’un mode de repre´sentation implicite ou explicite a e´te´ choisi, il convient de de´terminer
la vitesse normale vN (x, t) qui permettra de de´former le contour actif. La de´termination de ce
champ vectoriel de vitesse est le point crucial des contours actifs puisque leur habilite´ a` segmenter
l’objet d’inte´reˆt repre´sente´ dans une image en de´pend.
L’approche ge´ome´trique, par analogie avec la Physique, ou par des conside´rations purement
mathe´matiques, e´tablit directement l’e´quation d’e´volution du contour actif. Dans [17] et [69, 70],
les
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auteurs de´crivent un contour actif soumis au flux Euclidien de la chaleur ou de la courbure moyenne
κ (analogie avec l’e´quation de propagation de la chaleur) : vN = κ. Ce flux a des proprie´te´s
diffusantes et lissantes et e´vite au contour actif de pre´senter des singularite´s [111]. Ceci n’est
qu’une contrainte de re´gularite´ interne au contour actif. Pour faire e´voluer le contour, les auteurs
introduisent une vitesse normale constante : vN = κ + c. Cette constante est analogue a` l’effet
d’une force de gonflage ou de re´traction introduite par Cohen et al [27]. Le terme d’attache aux
donne´es de l’image est une fonction g ponde´rant la vitesse normale. Dans leurs expe´riences, les
auteurs utilisent un terme base´ sur les frontie`res de l’objet a` segmenter : lorsque le contour atteint
des zones de gradient e´leve´ de l’image, la fonction de ponde´ration tend vers ze´ro. L’expression de
la vitesse normale est finalement :
vN = g (|∇I|) (κ+ c) (4.15)
Le principal proble`me de cette approche est la sensibilite´ a` l’initialisation du contour actif.
Ceci est inhe´rent au terme d’attache aux donne´es base´ sur les frontie`res ainsi qu’a` la force de gon-
flage/re´traction univoque durant l’e´volution du contour. L’initialisation requiert une forte connais-
sance a priori de la localisation de l’objet a` extraire. Cette technique s’est ave´re´e performante en
approche semi-automatique sur des images me´dicales.
Approche variationnelle
L’approche variationnelle consiste a` formuler une fonctionnelle d’e´nergie J dont la minimisation
par calcul des variations fournira l’e´quation d’e´volution du contour actif C (t). La fonctionnelle est
compose´e de termes d’e´nergie, ou crite`res, qui sont intrinse`ques (contraintes internes sur C (t)) ou
extrinse`ques (attache aux donne´es). Alors que les crite`res intrinse`ques sont souvent base´s sur la
frontie`re de´finie par C (t), les crite`res extrinse`ques sont soit base´s sur les frontie`res ou les re´gions.
Nous utiliserons cette dichotomie ope´re´e sur les crite`res extrinse`ques pour diffe´rencier les contours
actifs base´s sur l’information de frontie`re de ceux base´s sur l’information de re´gion. La technique de
descente de gradient est traditionnellement utilise´e pour de´duire l’e´quation d’e´volution du contour
C a` partir du calcul des variations :
∂C
∂t
= − ∂J
∂C
(4.16)
Un contour actif e´voluant selon l’e´quation (4.16) tendra a` minimiser l’e´nergie J dont le minimum
correspond a` la segmentation des objets recherche´s dans l’image.
4.2.1.3 Contours actifs base´s sur l’information de frontie`re
Un contour actif base´ sur l’information de frontie`re tient uniquement compte de l’information
pre´sente dans un voisinage de C (t). Ainsi, seule l’information pre´sente au niveau des bords de
l’objet a` segmenter sera utilise´e. Pour formuler une fonctionnelle, il convient premie`rement de
choisir un descripteur de frontie`re que l’on appellera kb (x). Un tel descripteur peut eˆtre la carte
du module du gradient de l’image, ou le champ de vecteurs de gradient en chaque pixel de l’image
I. Le crite`re construit a` partir du descripteur est alors l’inte´grale le long du contour C (t) :
Jb (C (t)) =
∫
C(t)
kb (x) da (x) (4.17)
ou` da (x) est un e´le´ment d’aire. Nous choisissons de pre´senter deux types de contours actifs base´s
frontie`re : les snakes et les contours ge´ode´siques.
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- Les snakes
Dans [58], Kass, Witkin et Terzopoulos en 1987 repre´sentent le contour actif de fac¸on explicite
en formulant la fonctionnelle comme la somme de trois termes base´s frontie`re :
Jb (C (p, t)) = α
∫ b
a
∣∣∣∣∂C (p, t)∂p
∣∣∣∣2 dp+ β ∫ b
a
∣∣∣∣∂2C (p, t)∂p2
∣∣∣∣2 dp− γ ∫ b
a
|∇I (C (p, t))|2 dp (4.18)
avec {α, β, γ} ∈ R+. Les deux premiers termes sont des crite`res intrinse`ques, cas particulier
de l’ope´rateur de Tikhonov de´veloppe´ a` l’ordre deux et avec des poids wk constants :
Jb,T ikhonov (C (p, t)) =
n∑
k=0
∫
C(t)
wk (p)
∣∣∣∣∂kC (p, t)∂pk
∣∣∣∣2
Le premier crite`re intrinse`que est assimilable a` une contrainte e´lastique sur les n œuds de
discre´tisation deC (p, t), entraˆınant les n œuds voisins a` se rapprocher. Le second crite`re intrinse`que
est une contrainte de rigidite´ sur le contour actif, re´gulant sa courbure (mode`le des plaques minces).
Le dernier terme de l’e´quation (4.18) est le crite`re extrinse`que d’attache aux donne´es base´ sur le
module du gradient de l’image. On note que plus C (p, t) sera place´ sur des lieux de gradient e´leve´
de l’image, plus la fonctionnelle globale Jb (C (p, t)) sera faible. Dans une approche variationnelle,
la seconde e´tape consiste a` de´river l’e´quation d’e´volution du contour actif dont la solution est un
minimum de la fonctionnelle. Dans [58], les auteurs utilisent les e´quations d’Euler-Lagrange afin
de minimiser Jb (C (p, t)). Dans le formalisme de Lagrange, S de´signe “l’action” et est de´finie par :
S =
∫
L (t, qi, q˙i) dt (4.19)
ou` L est le Lagrangien, diffe´rence entre l’e´nergie cine´tique et potentielle ge´ne´ralise´e d’un syste`me
me´canique a` n particules. L de´pend des positions et des vitesses des particules ainsi que du temps.
Minimiser “l’action” (principe de moindre action) consiste a` annuler une variation infinite´simale S˜
de S engendre´e par une variation infinite´simale L˜ du Lagrangien. La minimisation de S revient a`
re´soudre les n e´quations diffe´rentielles suivantes :
∂L
∂qi
=
d
dt
(
∂L
∂qit
)
, i ∈ {1, ..., n} (4.20)
Dans l’hypothe`se d’un contour actif ferme´ (conditions cycliques aux limites), l’e´quation (4.20)
revient a` re´soudre l’e´quation aux de´rive´es partielles suivante :
α
∂2C (p, t)
∂p2
+ β
∂4C (p, t)
∂p4
+ γ
∂
∫
C(t) |∇I (C (p, t))|2 dp
∂C (p, t)
= 0 (4.21)
En discre´tisant le contour actif en n n œuds mi, les auteurs de [58] re´solvent l’e´quation (4.21)
selon les diffe´rences finies et aboutissent in fine a` l’e´quation matricielle suivante :
AV + fv = 0
avec A une matrice de Toeplitz pentadiagonale, V = (C (m0) , ...,C (mn)) et
fv =
(
∂
∫
C(t) |∇I (C (p, t))|2 dp
∂C (mi)
)
i∈{1,...,n}
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La solution recherche´e est V, cependant, A n’est pas inversible (0 est une valeur propre de A).
On cherche alors la solution de manie`re ite´rative. La me´thode propose´e dans [58] rencontre des
instabilite´s nume´riques, en particulier a` cause du calcul de la de´rive´e d’ordre quatre de l’e´quation
(4.21). De plus, le contour actif a tendance a` se contracter sur la partie du contour qui a le plus
fort gradient. Dans [126], les auteurs proposent un algorithme rapide e´vitant les e´cueils de [58].
Le principal apport de cette me´thode est de proposer une alternative aux estime´es des de´rive´es
premie`res et secondes par diffe´rences finies dans la fonctionnelle, accroissant ainsi la rapidite´ de
calcul et la pre´cision des re´sultats. Les coefficients de ponde´ration (α, β) de ces de´rive´es sont aussi
variables au cours des ite´rations : selon un crite`re relatif a` la courbure (seuillage) et a` la valeur du
plus fort gradient a` proximite´ du n œud courant, leurs valeurs peuvent diminuer afin de mode´liser
des points anguleux. Cette cate´gorie de contours actifs est ne´anmoins limite´e :
– La fonctionnelle exprime´e en e´quation (4.18) de´pend du parame´trage p du contour actif, ce
qui la rend non intrinse`que.
– Le re´sultat de la segmentation est sensible vis-a`-vis des parame`tres α, β, et γ qu’il faut re´gler
et ajuster en fonction de l’image a` analyser. Il n’existe pas cadre the´orique pour fixer leurs
valeurs, mais seulement des choix empiriques.
– De fac¸on inhe´rente au mode de repre´sentation, la topologie du contour ne peut e´voluer. De
plus celui-ci ne peut segmenter que des formes convexes.
– Comme nous l’avons de´ja` e´voque´, ce type de contour est instable nume´riquement a` cause de
sa repre´sentation explicite.
– Enfin, l’initialisation du contour doit eˆtre tre`s proche de l’objet a` segmenter dans l’image, ce
qui de manie`re ge´ne´rale pre´sente peu d’inte´reˆt.
- Les contours ge´ode´siques
Dans [18], Caselles et al.montrent que minimiser la fonctionnelle de l’e´quation (4.18) avec β = 0
revient a` trouver une courbe ge´ode´sique dans un espace de Riemann dont la me´trique de´pend de
l’image analyse´e. La fonctionnelle propose´e est alors :
Jb (C (p, t)) = α
∫ b
a
∣∣∣∣∂C (p, t)∂p
∣∣∣∣2 dp+ γ ∫ b
a
g (|∇I (C (p, t))|) dp (4.22)
La fonctionnelle exprime´e en e´quation (4.22) a les meˆmes inconve´nients que celle propose´e en
e´quation (4.18) : elle est non intrinse`que et de´pend de parame`tres arbitraires α et γ. Graˆce au
principe de Maupertuis [18], Caselles et al. montrent que minimiser la fonctionnelle de l’e´quation
(4.22) revient a` minimiser la longueur du contour actif LR (d’ou` la de´nomination ge´ode´sique) selon
une me´trique propre a` l’image :
LR =
∫ L(C(t))
0
g (|∇I (C (s, t))|) ds (4.23)
Compare´e a` la longueur Euclidienne de C (t) qui est par de´finition LE =
∮
ds, on constate
que la nouvelle de´finition de la longueur comprend une ponde´ration en g (|∇I (C (s, t))|) qui est
un terme attache´ aux donne´es. Ainsi, plus le contour actif traversera des zones de gradient e´leve´
de l’image, plus sa longueur diminuera. Le proble`me de segmentation revient ainsi a` trouver un
contour ge´ode´sique dont la me´trique de´pend de l’image. En minimisant la fonctionnelle de´sor-
mais intrinse`que de l’e´quation (4.23) par calcul des variations, les auteurs e´tablissent l’e´quation
d’e´volution du contour
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par descente de gradient. En repre´sentant le contour par un ensemble de niveaux ils obtiennent :
φt (x, t) = g (|∇I (C (p, t))|)κ |∇φ (x, t)| − 〈∇g (|∇I (C (p, t))|) ,∇φ (x, t)〉 (4.24)
Le premier terme de l’e´quation (4.24) est relatif a` la courbure du contour actif et a un effet
re´gularisateur. Ce terme apparaˆıt naturellement et justifie la suppression du terme controˆlant
la rigidite´ du contour dans la fonctionnelle donne´e en e´quation (4.18). Ce terme garantissant la
re´gularite´ de la courbe est ponde´re´ par la fonction g, arreˆtant ainsi la progression du contour sur
les zones de haut gradient. Le second terme est la ve´ritable nouveaute´ des contours ge´ode´siques.
En effet, les termes base´s sur la courbure ont de´ja` e´te´ introduits auparavant avec les approches
ge´ome´triques. En revanche, le second terme de l’e´quation (4.24) permet de stabiliser le contour actif
sur des bords caracte´rise´s par une valeur variable du gradient. Habituellement, une progression du
contour dont la vitesse est ponde´re´e par g est efficace si la valeur du gradient est suffisamment e´leve´e
pour faire tendre g vers ze´ro. Dans la pratique la valeur du gradient n’est pas ne´cessairement tre`s
e´leve´e, engendrant un phe´nome`ne de “fuite” du contour actif au travers des zones ou` |∇I| n’est pas
significatif. Ce type de phe´nome`ne apparaˆıt aussi lorsque la valeur du gradient n’est pas constante
le long du bord d’un objet a` segmenter. Dans ce dernier cas, le deuxie`me terme de l’e´quation
permet de palier ce proble`me en exerc¸ant une force de rappel, stabilisant le contour, et e´vitant
ainsi les e´cueils des approches purement ge´ome´triques.
Les contours ge´ode´siques surpassent les “snakes” sur plusieurs plans. Premie`rement, la fonction-
nelle des contours ge´ode´siques est intrinse`que. Ces derniers prennent en compte le cas d’une valeur
variable du gradient le long d’un bord d’objet a` extraire. De plus, ils permettent de segmenter des
objets non convexes, et sont facilement transposables en ensembles de niveaux. Finalement, on peut
saluer et souligner la contribution des contours ge´ode´siques a` unifier les approches variationnelles
et ge´ome´triques.
Les inconve´nients des contours actifs base´s sur l’information de frontie`re
Bien qu’ils soient abondamment utilise´s pour la segmentation d’image, les contours actifs base´s
frontie`re reveˆtent de nombreux proble`mes limitant leur domaine d’application a` des images rela-
tivement simples. Le principal inconve´nient de cette approche est le caracte`re purement local de
l’information utilise´e pour mouvoir le contour actif. Cela a pour effet de devoir initialiser le contour
actif tre`s proche de l’objet que l’on de´sire segmenter. Le descripteur couramment choisi pour ce
genre de contours actifs est le module du gradient de l’image. Ainsi, si tout ou partie du contour
actif se retrouve dans des zones de luminance homoge`ne, de´pourvues de gradient e´leve´, le contour
ne sera muˆ par aucune force externe. Enfin, l’autre proble`me du caracte`re local de l’information
de frontie`re est la sensibilite´ au bruit de l’image. Les descripteurs de frontie`re e´tant calcule´s lo-
calement, les voisinages conside´re´s sont petits devant la taille de l’image et sont ainsi largement
influence´s par le bruit. Pre´-filtrer l’image est toujours une solution pour re´duire ce proble`me, ce-
pendant, le filtrage a pour effet de de´localiser les bords de l’objet d’inte´reˆt, rendant la segmentation
impre´cise.
Pour palier le proble`me de la sensibilite´ a` l’initialisation des contours actifs base´s sur l’infor-
mation de frontie`re, Cohen [27] propose d’ajouter une force artificielle de gonflage ou re´traction
visant a` mener le contour actif sur les bords de l’objet a` segmenter. Ceci est e´quivalent a` ajouter
une constante c dans l’e´quation d’e´volution des contours ge´ome´triques ou ge´ode´siques de la fac¸on
suivante :
φt (x, t) = [κ+ c] g (|∇I (C (p, t))|) |∇φ (x, t)| − 〈∇g (|∇I (C (p, t))|) ,∇φ (x, t)〉 (4.25)
En fonction du signe de c, le contour actif s’e´tend ou se re´tracte selon sa normale. Le choix du
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signe se re´ve`le ainsi critique car il ne´cessite la connaissance a priori de la localisation de l’objet a`
extraire par rapport a` l’e´tat initial du contour C (t = t0). Le cas ou` le contour actif est partielle-
ment a` l’inte´rieur et l’exte´rieur de l’objet a` segmenter est aussi proble´matique.
- Diffusion de l’information de gradient par Gradient Vector Flow (GVF)
Afin de rendre l’information de gradient de l’image non locale, Xu et Prince [128] proposent de
diffuser le gradient d’une image sous la forme d’un champ de vecteurs de composantes (u,v). Soit
f le module normalise´ du gradient d’une image I. La diffusion de l’information de gradient se fait
par la minimisation de la fonctionnelle :
JGV F (u, v) =
∫
Ω
µGV F
(
u2x + u
2
y + v
2
x + v
2
y
)
+ |∇f |2 |(u,v)−∇f |2 dx (4.26)
ou` µGV F est une constante positive.
Le premier terme de l’e´quation (4.26) est relatif a` l’allure du champ (u,v). Pour les lieux de
gradient faible de l’image, ce terme est pre´dominant et re´gularise (u,v). A contrario, pour les
gradient e´leve´s, le second terme d’attache aux donne´es impose a` (u,v) a` ressembler au gradient
de l’image ∇f . Dans [128], les auteurs proposent de de´duire le GVF (u,v) a` partir d’une descente
de gradient minimisant JGV F :{
ut = µGV F∆u− (u− fx) |∇f |2
vt = µGV F∆v − (v − fy) |∇f |2 (4.27)
Le GVF ainsi obtenu peut eˆtre soit incorpore´ avec des contours actifs repre´sente´s explicitement
[128] ou implicitement [92]. Dans [92], N. Paragios utilise ce champ de vecteurs diffuse´ avec des
contours actifs repre´sente´s par des ensembles de niveaux. Voici l’un des mode`les pre´sente´ dans [92] :
φt (x, t) = g (|∇I (C (p, t))|) (κ |∇φ (x, t)| − 〈(u,v),∇φ (x, t)〉) (4.28)
Le premier terme de l’e´quation (4.28) re´gularise la courbe alors que le second aligne la normale
du contour avec le GVF et tend a` diriger C vers les lieux de gradient e´leve´. Cette technique de
gradient vector flow permet de rendre moins locale l’information de frontie`re tout en autorisant le
contour actif a` segmenter des objets non convexes.
4.2.1.4 Contours actifs base´s sur l’information de re´gion
Une alternative efficace aux contours actifs base´s sur l’information de frontie`re est l’utilisation
des contours actifs base´s sur l’information de re´gion, qui intrinse`quement font usage d’une infor-
mation globale de l’image. Les descripteurs d’une re´gion R sont souvent des quantite´s statistiques
telles que la moyenne, la variance, la texture ou l’histogramme de cette meˆme re´gion. La fonction-
nelle d’e´nergie construite a` partir de tels descripteurs k (x, R) est alors une inte´grale double sur la
re´gion R (t) de´limite´e par C (t). Optionnellement, il est possible d’ajouter une composante base´e
frontie`re de descripteur kb (x) soit pour introduire un terme de re´gularisation, soit pour inse´rer un
terme d’attache aux donne´es comple´mentaire de ceux apporte´s par l’information de re´gion :
Jr (R (t)) =
∫
R(t)
k (x, R (t)) dx+
∫
C(t)
kb (x) da (4.29)
Les contours actifs base´s sur l’information de re´gion font partie d’un domaine de recherche tre`s
actif depuis les anne´es 90 en Vision par Ordinateur. Originellement, les travaux de Zhu et al. [137]
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pre´sentent une me´thode de compe´tition de re´gions dans un cadre mixte a` la fois Baye´sien et mi-
nimisant le crite`re de description de longueur minimale (MDL). Les auteurs conside`rent les pixels
de l’image comme une re´alisation d’une variable ale´atoire dont la densite´ de probabilite´ Gaus-
sienne a des parame`tres diffe´rents selon l’appartenance ou non a` la re´gion de´limite´e par le contour
actif. C’est sur la base de ces travaux et de ceux de [18] que N. Paragios introduira (dans une
approche purement Baye´sienne) les re´gions actives ge´ode´siques qui inte`grent le terme base´ contour
des contours ge´ode´siques pour la segmentation supervise´e d’images scalaires, et le suivi d’objets en
mouvement dans des se´quences vide´os [88, 91]. Les travaux de M. Rousson [104, 103] prolongent
ceux de N. Paragios en les e´tendant aux images en couleurs et a` la segmentation de zones texture´es
ne re´pondant plus aux crite`res Gaussiens.
Paralle`lement, les travaux de D. Mumford et J. Shah re´alise´s en 1985 ont permis d’ouvrir une
autre branche, plus ge´ome´trique, dans le domaine de la segmentation base´e sur les re´gions [75]. Ces
travaux ont re´cemment e´te´ rendus populaires dans la communaute´ de Vision par Ordinateur graˆce
a` T. Chan et L. Vese [19]. Rousson montre dans [103] que la limite de partition minimale des tra-
vaux de Mumford et Shah est un cas particulier de l’approche Baye´sienne. Les travaux re´cents sur
la segmentation base´e re´gion foisonnent [19, 20, 21, 25, 40, 75, 89, 88, 93, 91, 104, 103, 117, 137]. Ils
traitent la segmentation ou la classification supervise´e/non supervise´e de N partitions de l’image,
l’utilisation d’information de texture, et l’analyse de se´quences d’images. Dans le cadre de notre
e´tude, nous nous restreignons a` la segmentation bi-modale d’une image scalaire. Si le nombre de
partitions est connu a` l’avance (N = 2), leurs proprie´te´s statistiques dans l’image ne le sont pas (a`
l’inverse des approches supervise´es). Nous pre´sentons les deux mode`les principaux de la segmen-
tation base´e re´gion qui ont e´te´ implante´s pour notre application : le mode`le de Mumford-Shah (et
ses de´rive´s) ainsi que le celui base´ sur une approche Baye´sienne.
Fonctionnelle de Mumford-Shah
En 1985, D. Mumford et J. Shah proposent dans [75] une me´thode de segmentation, applicable
a` n’importe quel type de signal. Dans le cadre du traitement des images, l’ide´e est la suivante :
pour une image I donne´e, on cherche une image ide´ale U homoge`ne par morceaux qui est une
approximation de I. L’image U est une collection de re´gions homoge`nes dont les intersections
forment un ensemble B compose´ de frontie`res re´gulie`res. Les auteurs ont formalise´ cette ide´e sous
la forme de la fonctionnelle suivante :
JMS = µ2
∫ ∫
R
(U − I)2 + µ
∫
R−B
|∇U |2 + νLB (4.30)
ou` : (µ, ν) ∈ R+ et LB est la longueur des frontie`res composant l’ensemble B. Le premier terme
de cette fonctionnelle impose a` U de ressembler a` l’image I. Le second force U a` eˆtre homoge`ne a`
l’inte´rieur de chaque re´gion (les discontinuite´s inter-re´gions sont pre´serve´es). Enfin, le dernier terme
impose aux frontie`res partitionnant l’image U d’avoir une longueur LB minimale. La minimisation
de cette fonctionnelle revient donc a` trouver l’ensemble des frontie`res de B segmentant l’image I
en parties homoge`nes. Cette technique de segmentation permet ainsi de de´bruiter une image dans
le meˆme temps.
Plus re´cemment, Chan et Vese ont applique´ cette technique de segmentation au cas limite de
deux re´gions, c’est la limite de partition minimale [19]. Les auteurs re´duisent U a` la moyenne de
I a` l’inte´rieur et a` l’exte´rieur de la re´gion R. Cette simplification appele´e cartoon limit en anglais,
ou plus poe´tiquement univers de Mondrian [40] restreint U a` eˆtre constante (et non homoge`ne)
par
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morceaux. L’expression de la fonctionnelle sous forme d’ensemble de niveaux revient alors a` :
JCV (φ, t) =
∫
Ω
(I (x)− cin (φ (x, t)))2Ha (φ (x, t)) dx
+
∫
Ω
(I (x)− cout (φ (x, t)))2 (1−Ha (φ (x, t))) dx+ ν
∫
Ω
|∇Ha (φ (x, t)) dx| (4.31)
Les quantite´s cin et cout e´tant par de´finition la moyenne des pixels de l’image I a` l’inte´rieur et
l’exte´rieur du contour actif au temps t :
cin (φ (x, t)) =
∫
Ω I (x)Ha (φ (x, t)) dx∫
ΩHa (φ (x, t)) dx
(4.32)
cout (φ (x, t)) =
∫
Ω I (x) (1−Ha (φ (x, t))) dx∫
Ω (1−Ha (φ (x, t))) dx
(4.33)
ou` Ha est une approximation re´gulie`re de la fonction de Heaviside. La minimisation de la fonction-
nelle de l’e´quation (4.31) par la technique de descente de gradient produit l’e´quation d’e´volution
suivante :
φ (x, t)t = −
{
(I (x)− cin (φ (x, t)))2 − (I (x)− cout (φ (x, t)))2 + κν
}
δa (φ (x, t)) (4.34)
ou` δa est une approximation re´gulie`re de la distribution de Dirac. Cette approche permet une
segmentation moins sensible a` l’initialisation du contour actif compare´ a` ceux base´s frontie`re. C’est
aussi une me´thode facile a` implanter et relativement peu couˆteuse en temps de calcul. Cependant,
ce mode`le restreint la segmentation aux objets constants par morceaux. Il est ne´anmoins possible de
s’e´loigner de cette hypothe`se si l’objet d’inte´reˆt se de´marque sensiblement du fond de l’image. C’est
le cas de certains re´sultats de [19] illustrant la segmentation de galaxies (constellation d’e´toiles)
qui ne sont pas homoge`nes mais qui se distinguent singulie`rement de l’espace inter-side´ral. Chan
et Vese ont par la suite introduit dans [20] une simplification moins drastique de l’image U en
l’autorisant a` eˆtre homoge`ne par morceaux. Les valeurs de U de´pendent de´sormais de la position
pixellaire x et de l’appartenance a` l’inte´rieur ou l’exte´rieur de la re´gion de´limite´e par le contour
actif :
U (x) =
{
Uin (x) , si x ∈ Ωin (t)
Uout (x) , si x ∈ Ωout (t)
La fonctionnelle de Mumford-Shah devient alors :
JCV (φ, t) =
∫
Ω
(I (x)− Uin (x))2Ha (φ (x, t)) dx
+
∫
Ω
(I (x)− Uout (x))2 (1−Ha (φ (x, t))) dx
+µ
∫
Ω
|∇Uin (x)|Ha (φ (x, t)) dx
+µ
∫
Ω
|∇Uout (x)| (1−Ha (φ (x, t))) dx
+ ν
∫
Ω
|∇Ha (φ (x, t)) dx| (4.35)
En de´rivant l’e´quation (4.35) respectivement par rapport a` Uin (x), Uout (x) et φ (x), les auteurs
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de´duisent les e´quations d’e´volution de l’image ide´ale U et du contour actif implicitement repre´sente´
par φ. Dans une approche diffe´rente, Tsai et al estiment Uin (x) et Uout (x) graˆce a` une the´orie
stochastique de l’optimisation [117].
Approche Baye´sienne
Nous rappelons la formulation du maximum a posteriori (MAP) exprime´e dans [88, 91, 103] et ses
liens avec des travaux ante´rieurs aussi base´s sur une approche Baye´sienne.
Soit p (P (Ω)| I) la probabilite´ d’obtenir une partition P (Ω) de l’image pour une image I
donne´e. Une segmentation optimale de l’image est re´alise´e lorsque cette probabilite´ est maximise´e.
Selon la formule de Bayes, cette probabilite´ s’exprime sous la forme :
p (P (Ω)| I) = p (I| P (Ω))
p (I)
p (P (Ω)) (4.36)
avec p (I) : probabilite´ d’observer une re´alisation I de l’image. p (P (Ω)) est la probabilite´ d’obtenir
une partition P (Ω) de l’image parmi toutes les partitions possibles. p (I| P (Ω)) est la probabilite´
d’obtenir une image I pour une partition P (Ω) connue a priori. Pour le proble`me de segmentation
a` partir d’une seule image, la probabilite´ d’observation d’une re´alisation I de l’image est constante.
Ainsi, l’e´quation (4.36) revient a` :
p (P (Ω)| I) ∼ p (I| P (Ω)) p (P (Ω)) (4.37)
Dans [105, 103], Rousson injecte dans p (P (Ω)) une connaissance a priori sur la forme des partitions
optimales a` obtenir. D’une autre fac¸on, ce terme permet de re´gulariser le contour actif s’il de´pend
de la longueur L (C) de ce dernier :
p (P (Ω)) ∼ exp−νL(C) (4.38)
avec ν une constante appartenant a` R+. Maximiser la probabilite´ ci-dessus revient bien a` trouver
une partition de longueur minimale. Ce terme est e´quivalent a` celui introduit dans la fonctionnelle
de Mumford-Shah en e´quation (4.30). Dans [88, 91], N. Paragios conside`re p (P (Ω)) constante. Il
ajoute a` la fonctionnelle base´e re´gion de´rive´e du MAP le terme base´ frontie`re des contours ge´ode´-
siques qui comporte un terme diffuseur et re´gularisateur.
Le calcul de p (I| P (Ω)) requiert quelques hypothe`ses pour eˆtre mene´ a` bien :
– Les re´gions de la partition optimale ne sont pas corre´le´es :
p (I| P (Ω)) = p (I| P (Ωin,Ωout)) = p (I| P (Ωin)) p (I| P (Ωout)) (4.39)
Cette hypothe`se est raisonnable puisque le but de la segmentation est de se´parer des re´gions
de l’image dont les proprie´te´s sont diffe´rentes.
– En revanche, l’hypothe`se suivante est plus forte et restrictive : les pixels d’une meˆme re´gion
sont inde´pendants et ont la meˆme probabilite´ d’eˆtre observe´s. Cette hypothe`se est mise en
de´faut dans des zones texture´es, ou a` motifs pe´riodiques ou` il existe une interaction locale
entre les pixels. L’e´quation (4.37) devient alors :
p (I| P (Ω)) =
∏
x∈Ωin
p (I (x)| P (Ωin))
∏
x∈Ωout
p (I (x)| P (Ωout)) (4.40)
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La maximisation peut eˆtre reformule´e sous la forme de la minimisation de l’e´nergie suivante :
J (Ωin,Ωout) = − ln {p (P (Ω)| I)} (4.41)
En remplac¸ant les expressions des e´quations (4.38) et (4.40) dans la formulation de l’e´quation
(4.41), on a finalement la fonctionnelle d’e´nergie :
J (Ωin,Ωout) ∼ −
∫
Ωin
ln (p (I (x)| P (Ωin)))−
∫
Ωout
ln (p (I (x)| P (Ωout))) + νL (C) (4.42)
Dans [88, 91], [103] et [137], les auteurs supposent que les densite´s de probabilite´ suivent des lois
normales dont les seuls parame`tres sont la moyenne c et la variance σ calcule´es sur Ω :
p (I (x)| c, σ) = 1√
2piσ2
exp−
(I(x)−c)2
2σ2 (4.43)
Dans [88, 91], les parame`tres des distributions Gaussiennes sont connus a` l’avance par un processus
supervise´. Dans [103] et [137], ces parame`tres sont calcule´s dynamiquement au cours des ite´rations
du contour actif. Dans [137], l’expression de la fonctionnelle ne provient pas du MAP mais de la
technique dite MDL (Minimum Description Length).
Avec l’hypothe`se d’une distribution Gaussienne, et en repre´sentant le contour actif par un
ensemble de niveaux, la fonctionnelle d’e´nergie devient :
JBayes (φ, t) =
∫
Ω
(
(I (x)− cin (φ (x, t)))2
2σ2in
+ ln
(√
2piσ2in
))
Ha (φ (x, t)) dx
+
∫
Ω
(
(I (x)− cout (φ (x, t)))2
2σ2out
+ ln
(√
2piσ2out
))
(1−Ha (φ (x, t))) dx+ νL (C) (4.44)
ou` les variances a` l’inte´rieur et l’exte´rieur du contour actif sont par de´finition :
σ2in (φ (x, t)) =
∫
Ω (I (x)− cin (φ (x, t)))2Ha (φ (x, t)) dx∫
ΩHa (φ (x, t)) dx
(4.45)
σ2out (φ (x, t)) =
∫
Ω (I (x)− cout (φ (x, t)))2 (1−Ha (φ (x, t))) dx∫
Ω (1−Ha (φ (x, t))) dx
(4.46)
L’e´quation d’e´volution du contour actif de´rive´e de la fonctionnelle (4.42) par descente de gradient
est alors :
φ (x, t)t =
{
−(I (x)− cin (φ (x, t)))
2
2σ2in (t)
+
(I (x)− cout (φ (x, t)))2
2σ2out (t)
+ ln
(
σ2out (t)
σ2in (t)
)
+ κν
}
δa (φ (x, t))
(4.47)
Les parame`tres des distributions Gaussiennes sont e´value´s a` chaque ite´ration par la technique de
maximum de vraisemblance qui revient a` la simple estimation de la moyenne et de la variance dans
ce cas. Dans [137], Zhu et al aboutissent a` une fonctionnelle similaire a` celle de l’e´quation (4.47)
sans le terme de re´gularisation. Leur de´marche base´e sur le MDL occulte cependant les hypothe`ses
clairement e´nonce´es dans l’approche Baye´sienne pour aboutir a` ce re´sultat. On remarque que pour
σ2in (t) = σ
2
out (t) = cst, on retrouve le mode`le de Mumford-Shah exprime´ en e´quation (4.34) par
Chan et Vese.
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4.2.2 Segmentation sous contrainte de forme spe´cifique
Qu’ils soient base´s frontie`re ou re´gion, les mode`les pre´sente´s dans la section pre´ce´dente sont
fonctions de l’intensite´ des pixels de l’image. Ainsi, si l’objet a` segmenter est alte´re´ par du bruit,
des occlusions ou un faible contraste au niveau de ses bords, le re´sultat sera largement influence´
par ces artefacts qui de´graderont la qualite´ de l’extraction. Ceci est particulie`rement critique pour
le cas de certaines images me´dicales (ultra-sonores par exemple) qui ont un faible rapport signal a`
bruit et pre´sentent des organes dont certaines parties du contour sont tre`s te´nues ou occulte´es. De
ce fait, c’est la communaute´ de Vision par Ordinateur en Imagerie Me´dicale qui a e´te´ la premie`re
et la plus active a` re´soudre ce proble`me par l’insertion de connaissance de forme a priori dans le
processus de segmentation.
La connaissance a priori relative a` un objet a` segmenter dans une image est multiple. Elle
concerne a` la fois la radiome´trie de l’objet (couleur, luminance), ses proprie´te´s de texture ou sa
forme. Dans ce chapitre, nous nous inte´ressons uniquement a` la connaissance a priori de forme.
Celle-ci permet de contraindre le contour actif a` ressembler a` une forme (ou une famille de formes)
de re´fe´rence qui re´gularisera spe´cifiquement le contour sur les lieux de l’image ou` des artefacts sont
pre´sents.
Depuis le de´but des anne´es 90, de nombreux travaux ont montre´ combien la donne´e d’une forme
spe´cifique de re´fe´rence pouvait ame´liorer les re´sultats de segmentation [33, 29, 31, 32, 30, 41, 40, 66,
21, 24, 23, 25, 22, 93, 105, 103, 114, 131, 130]. Nous proposons une bre`ve revue des travaux les plus
marquants sur l’insertion de forme a priori en distinguant les approches statistiques (qui utilisent
un jeu de formes de re´fe´rence) de celles de´terministes. De fac¸on ge´ne´rale, la contrainte de forme est
introduite par une me´trique permettant de comparer le contour actif au temps t avec la forme a
priori. Dans le cadre des approches variationnelles, cette me´trique est utilise´e pour la formulation
d’une e´nergie de contrainte de forme Jshape qui est alors ajoute´e a` celle relative a` l’attache aux
donne´es :
J = Jimage + λJshape (4.48)
ou` J est la fonctionnelle d’e´nergie globale, Jimage est l’e´nergie d’attache aux donne´es et λ ∈ R+.
Nous proposons de de´crire ces distances en fonction de la fac¸on dont est repre´sente´ le contour actif
(explicite ou implicite). Cette dichotomie n’est pas parfaite puisque certaines approches peuvent
eˆtre formule´es dans l’un ou l’autre des syste`mes de repre´sentation. Nous le pre´ciserons le cas
e´che´ant.
4.2.2.1 Approche non statistique
Repre´sentation explicite
Dans [41] A. Foulonneau propose d’utiliser les moments ge´ome´triques afin de caracte´riser la
forme du contour actif et celle de la forme de re´fe´rence. Une distance portant sur ces moments
est ensuite cre´e´e pour mesurer l’e´cart du contour actif a` la forme a priori. Afin d’assurer une
repre´sentation plus compacte et moins redondante, les moments ge´ome´triques sont projete´s sur une
base orthogonale de polynoˆmes de Legendre. Les parame`tres de cette repre´sentation explicite ont
l’avantage d’eˆtre intrinse`quement invariant par translation et transformation par facteur d’e´chelle.
Le de´tail de leur extension a` l’invariance par rotation, et plus ge´ne´ralement par transformation
affine est disponible dans [40]. Comme toute repre´sentation fonde´e sur l’utilisation d’une base (de
Legendre, ou Fourier), la troncature de l’ordre de cette dernie`re est une de´cision de´licate. En effet,
pour repre´senter des formes comportant des singularite´s (coins), il faut utiliser un ordre e´leve´ pour
assurer une approximation de qualite´. Ceci est un proble`me qui augmente la complexite´ calculatoire
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et restreint le pouvoir de repre´sentation de ces me´thodes explicites.
Repre´sentation implicite
Y. Chen est la premie`re a` introduire un terme de contrainte de forme graˆce aux ensembles
de niveaux [24, 23]. Cependant, il convient de remarquer que cette formulation peut aussi eˆtre
repre´sente´e explicitement. L’auteur propose un terme e´nerge´tique de contrainte de forme invariant
par similitude plane directe Tsim qui dans le cadre d’une approche variationnelle prend la forme
suivante :
Jshape (C, Tsim) =
∫ 1
0
d2 (TsimC (p)) |Cp (p)| dp (4.49)
ou` d (x) ≡ d (C∗,x) est la distance entre le point de coordonne´es x et la forme de re´fe´rence C∗.
Ce terme est ponde´re´ par un poids constant λ et ajoute´ au terme d’e´nergie d’attache aux donne´es
des contours ge´ode´siques. Les re´sultats de cette approche montrent une ame´lioration notable de la
segmentation d’images me´dicales. Cependant, elle reste tre`s sensible a` l’initialisation a` cause du
terme base´ frontie`re de l’attache aux donne´es. L’invariance par similitude ne´cessite l’optimisation
des parame`tres de Tsim au cours de l’e´volution du contour actif. L’auteur estime leurs valeurs par
descente de gradient. Le re´glage du poids λ n’est pas une question triviale. Un poids trop faible
risque une mauvaise segmentation de l’objet alors qu’un poids trop e´leve´ empeˆchera le contour
actif d’eˆtre fide`le a` l’information de´rive´e de l’image.
Dans [32], D. Cremers propose le terme d’e´nergie de contrainte suivant :
Jshape (φ, ψ0) =
∫
Ω
(φ (x)− ψ0 (x))2 dx (4.50)
ce terme quadratique est la diffe´rence entre l’ensemble de niveaux φ repre´sentant le contour actif et
celui encodant la forme de re´fe´rence ψ0. Cette formulation a la qualite´ de pre´server la caracte´ristique
intrinse`que de topologie flexible confe´re´e par les ensembles de niveaux. En revanche, cette e´nergie
de´pend de la taille du domaine d’inte´gration et n’est invariante par aucune transformation. D.
Cremers remarque qu’une telle distance ne permet que d’extraire l’objet connu a priori dans
l’image, ope´rant tel un filtrage dans l’espace des formes du contour actif. Il propose alors une
nouvelle e´nergie capable d’appliquer localement la contrainte de forme dans l’image :
Jshape (φ, ψ0, L) =
∫
Ω
(φ (x)− ψ0 (x))2 (L (x) + 1)2 dx+
∫
Ω
λ2 (L (x)− 1)2 dx+γ
∫
Ω
|∇H (L (x))| dx
(4.51)
La fonction L dite de label dynamique prend uniquement les valeurs +1 ou −1. La fonction L ren-
force la contrainte de forme lorsqu’elle tend vers 1, et l’annule en convergeant vers -1. Ce dernier
comportement est favorise´ lorsque le contour actif est e´loigne´ de la forme a priori, statique dans
le cas pre´sent. Le dernier terme de l’e´quation (4.51) assure la re´gularite´ de la fonction L. Cette
e´nergie permet a` la fois de segmenter un objet corrompu graˆce a` l’a priori ainsi que les objets
environnants de meˆme radiome´trie sans connaˆıtre a` l’avance l’endroit ou` appliquer la contrainte.
Dans [105] les auteurs proposent l’e´nergie de contrainte suivante :
Jshape (φ, ψ0) =
∫
Ω
(φ (x)− ψ0 (Tsimx))2H (φ (x)) dx (4.52)
Cette formulation a l’avantage de ne plus de´pendre de l’espace d’inte´gration Ω puisque l’inte´grale
porte de´sormais sur l’inte´rieur du contour actif. Elle est aussi invariante par similitude plane directe
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comme en e´quation (4.49). Mais comme le remarque D. Cremers dans [31], cette distance quadra-
tique n’est pas syme´trique et est incapable de prendre en compte des objets a` plusieurs composantes.
Ce dernier propose alors une pseudo-distance ve´rifiant les proprie´te´s de positivite´ et de syme´trie
sans pour autant satisfaire l’ine´galite´ triangulaire :
Jshape (φ, ψ0) =
∫
Ω
(φ (x)− ψ0 (x))2 h (φ (x)) + h (ψ0 (Tsimx))2 dx (4.53)
ou` : h (φ (x)) = H(φ(x))R
ΩH(φ(x))dx
. Cette e´nergie permet ainsi de segmenter avec succe`s un objet multi-
composantes partiellement efface´ et bruite´.
Dans [21], une autre e´nergie de contrainte syme´trique et inde´pendante du domaine d’inte´gration
est formule´e :
Jshape (φ, ψ0) =
∫
Ω
(H (φ (x))−H (ψ0 (Tsimx)))2 dx (4.54)
Ce terme compare les aires inte´rieures au contour actif et a` la forme de re´fe´rence au sens de la
norme L2.
4.2.2.2 Approche statistique
L’objet a` segmenter dans l’image peut pre´senter une certaine variabilite´ par rapport a` la forme
de re´fe´rence. Ceci est par exemple le cas des images me´dicales ou` la forme d’un organe varie d’un
patient a` l’autre, selon le mode d’acquisition, l’orientation de la came´ra ou le temps dans le cas de
se´quences vide´os (e´chographie cardiaque). Puisque ces variations par rapport a` la re´fe´rence ne sont
pas mode´lisables par une transformation line´aire de type affine, de nombreux travaux ont focalise´
leurs efforts sur l’apprentissage de formes diverses afin de confe´rer plus de souplesse a` la contrainte
de forme. Ainsi, le contour actif est autorise´ a` se de´former dans un sous-espace des formes de´fini par
l’apprentissage. Puisque les formes apprises sont redondantes, elles sont souvent projete´es dans un
sous-espace orthogonal graˆce a` l’analyse en composantes principales (ACP) afin de de´terminer les
modes principaux de variabilite´ (i.e. de de´formation). Un souci inhe´rent au traitement de formes
d’apprentissage est leur alignement. En effet, il convient de les placer dans un meˆme syste`me de
re´fe´rence afin de pouvoir les comparer sans biais. L’approche commune´ment adopte´e est d’esti-
mer la meilleure similitude plane directe permettant un alignement optimal (me´thode Procrustes).
Lorsque certaines formes sont trop diffe´rentes, elles sont classe´es en sous-familles par clustering [24].
Repre´sentation explicite
Les travaux pionniers sur l’insertion de contrainte statistique de forme est a` attribuer a` Staib et
Duncan [114]. Les auteurs proposent de repre´senter explicitement le contour actif sur une base de
Fourier. La donne´e d’e´chantillons d’apprentissage leur permet d’e´valuer une densite´ de probabilite´
sur les parame`tres de la repre´sentation (qui sont les coefficients de chacun des e´le´ments de la base).
En supposant que la densite´ de probabilite´ de forme a priori est Gaussienne, ils formulent leur
crite`re de segmentation par MAP. La segmentation optimale est ainsi obtenue lorsque le contour
actif satisfait l’attache aux donne´es avec un maximum de vraisemblance avec les formes de re´fe´-
rence de l’apprentissage.
Une approche similaire est reprise par Cootes et al dans [28]. La diffe´rence provient du mode de
repre´sentation par snakes. Ces derniers pre´le`vent des “points de controˆle” a` des endroits choisis sur
les formes d’apprentissage. Ce processus est manuel ou assiste´ et repre´sente une contrainte forte :
i) le choix des points de controˆle peut avoir une influence sur le re´sultat final. ii) c’est une e´tape
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lente qui restreint le flux de donne´es a` traiter. Nous verrons que ce proble`me a e´te´ re´solu dans
[33, 105]. Apre`s avoir aligne´ les formes d’apprentissage, ces dernie`res sont projete´es dans une sous-
base orthogonale par ACP. Il n’existe pas a` proprement parler de crite`re e´nerge´tique permettant
de comparer le contour actif avec la re´fe´rence. A chaque ite´ration, la variation spatiale de chacun
des n œuds attire´s par les zones de haut gradient est projete´e dans l’espace des formes, ce qui
contraint le de´placement, et in fine la forme du contour actif. Ces travaux sont traduits dans un
cadre Baye´sien et ge´ne´ralise´s a` l’invariance par transformation affine dans [131].
Dans [33], D. Cremers introduit les Diffusion Snakes base´s sur une repre´sentation par B-splines.
L’avantage de la base de B-splines est une meilleure compacite´ de la repre´sentation des formes d’ap-
prentissage ainsi qu’un caracte`re local (une variation d’un point de controˆle modifie localement la
courbe contrairement a` une base de Fourier). De plus, le pouvoir de ge´ne´ralisation est e´tendu aux
formes singulie`res comportant des coins. Une analyse statistique par ACP permet de de´terminer
les variations principales des points de controˆle. La contrainte de forme est formule´e comme une
distance de Mahalanobis entre le contour actif et la forme moyenne de re´fe´rence. Ce terme a` l’avan-
tage d’eˆtre intrinse`quement invariant par similitude plane directe.
Repre´sentation implicite
Leventon et al proposent dans [66] de repre´senter les formes d’apprentissage sous forme d’en-
sembles de niveaux. A l’instar des me´thodes pre´sente´es, l’ACP est utilise´e pour de´terminer les
modes principaux de de´formation. La contrainte de forme est aussi de´rive´e d’une approche de type
MAP. Cependant, elle apparaˆıt dans l’e´quation d’e´volution comme un terme correcteur e´gal a` la
diffe´rence entre l’ensemble de niveaux du contour actif et celui de la forme la plus probable (combi-
naison line´aire des modes principaux de l’apprentissage). Cette fac¸on peu naturelle d’introduire la
contrainte de forme est formalise´e plus ge´ne´ralement dans la fonctionnelle d’e´nergie d’une approche
variationnelle dans [105, 103]. Dans ces travaux, les formes d’apprentissage sont aussi repre´sente´es
par leurs ensembles de niveaux. Ceux-ci sont premie`rement aligne´s par l’estimation d’une simili-
tude plane directe optimale selon l’e´quation (4.50). La forme moyenne est repre´sente´e comme la
moyenne des ensembles de niveaux φM (x, t), la variance σM (x) est calcule´e pour chaque pixel
a` partir des formes de l’apprentissage. Le crite`re e´nerge´tique de contrainte s’inscrivant dans une
de´marche MAP est alors :
Jshape (φ, T ) =
∫
Ω
(
(sφ (x, t)− φM (Tx, t))2
sσM (Tx)
+ ln (σM (Tx))
)
δa (φ (x, t)) dx (4.55)
Le premier terme de cette e´nergie repre´sente la contrainte de forme qui est normalise´e par la
variance moyenne mesurant la confiance du mode`le. Ainsi, les zones a` forte re´pe´titivite´ parmi
les e´chantillons d’apprentissage (faible variance) verront une contrainte de forme particulie`rement
renforce´e.
4.2.2.3 Invariance de la contrainte de forme par transformation ge´ome´trique
Comme nous venons de le constater, l’invariance de la contrainte de forme par rapport a` cer-
taines transformations ge´ome´triques est cruciale. En effet, sans cette invariance, le pouvoir de
segmentation serait re´duit a` un objet de l’image correspondant exactement a` la re´fe´rence. L’in-
variance par transformation affine est un proble`me re´curant en Vision par Ordinateur. Certaines
repre´sentations permettent une invariance naturelle a` une sous-classe des transformations affines,
comme par exemple les similitudes planes [33, 114]. D’autres ont besoin de l’ajout de parame`tres
extrinse`ques permettant de re´aliser l’invariance [105, 21, 23, 24].
Dans le cas d’un crite`re e´nerge´tique de contrainte de forme repre´sente´e par un ensemble de
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niveaux (e´quation (4.54)), il est possible de calculer analytiquement l’ensemble de niveaux φ2 d’un
contour repre´sente´ par φ1 et transforme´ par une similitude plane directe Tsim :
φ2 (x) = sφ1
(
T−1simx
)
(4.56)
ou` s est le facteur d’e´chelle de Tsim. L’e´quation (4.56) peut eˆtre explicite´e sous la forme :
φ2 (x, y) = sφ1
(
(x− µx) cos (θ) + (y − µy) sin (θ)
s
,
− (x− µx) sin (θ) + (y − µy) cos (θ)
s
)
(4.57)
ou` θ est l’angle de rotation, et (µx, µy) la translation de Tsim. L’extension de la relation analy-
tique entre ensembles de niveaux a` une transformation avec un facteur d’e´chelle anisotrope ou
une transformation affine est plus de´licate et reste une question ouverte. Dans [30], D. Cremers
propose une formulation de contrainte intrinse`que sans l’estimation paralle`le des parame`tres de
pose. Cependant, elle reste limite´e a` l’invariance par translation et agrandissement/re´duction par
facteur d’e´chelle. Enfin, les travaux inte´ressants re´alise´s par Riklin-Raviv et al. [99] permettent de
mode´liser une projection de type perspective en intersectant la fonction de distance signe´e par un
plan incline´ (et non le plan horizontal du niveau 0).
4.2.3 Segmentation sous contrainte de forme ge´ne´rique : les mode`les quadra-
tiques
Une nouvelle classe de contours actifs d’ordre supe´rieur a e´te´ propose´e par M. Rochery et I.
Jermyn dans [102]. La finalite´ de ces re´cents mode`les est d’incorporer des contraintes ge´ome´triques
globales au sein du contour actif. Alors que cette contrainte est plus spe´cifique que celles ge´ne´riques
de re´gularisation du contour, elle l’est cependant moins que l’incorporation de forme a priori
de´crite aux paragraphes pre´ce´dents. Les contours actifs propose´s sont fonde´s sur une approche
variationnelle et minimisent l’e´nergie quadratique suivante de´finie sur l’espace des 1-chaˆınes :
Jquad(C) =
∮ ∮ 〈−→
t (p), F
(
C(p),C(p′)
)−→
t (p′)
〉
dpdp′ (4.58)
ou`
−→
t (p),
−→
t (p′) sont les vecteurs tangents au contour actif C aux points p et p′. F est un tenseur
covariant ponde´rant l’interaction entre les deux points du contour C(p) et C(p′). La de´rivation de
Jquad par rapport a` la courbe C permet de de´duire une force de contrainte de forme non locale
pour chaque point C(p) s’exprimant comme une inte´grale simple sur le contour.
Dans [100], les auteurs utilisent les mode`les quadratiques pour faciliter l’extraction du re´seau
routier a` partir d’images de te´le´de´tection. Ils s’inte´ressent au cas particulier ou` le tenseur F est
la matrice identite´, et formulent une e´nergie visant a` favoriser la segmentation de structures aux
bords paralle`les (routes). L’e´nergie quadratique alors propose´e est :
Jquad(C) = −
∮ ∮ 〈−→
t (p),
−→
t (p′)
〉
Ψ
(∣∣C(p)−C(p′)∣∣) dpdp′ (4.59)
ou` Ψ est une fonction de´croissante repre´sentant le potentiel d’interaction entre les points du contour
d’abscisse p et p′ :
Ψ (x) =

1 si x < dmin − ε
0 si x > dmin + ε
1
2
(
1− x−dminε − 1pi sin
(
pi x−dminε
))
sinon
(4.60)
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On remarque que l’e´nergie formule´e en e´quation (4.59) est minimale lorsque deux points voisins du
contour (|C(p)−C(p′)| < dmin) ont des tangentes coline´aires. Ceci favorise l’extraction de struc-
tures rectilignes. Cette e´nergie est en revanche e´leve´e pour deux points voisins avec des tangentes
anti-paralle`les. Ainsi, les deux bords paralle`les d’une route extraite auront une largeur minimale
dmin au dela` de laquelle la re´pulsion due a` l’e´nergie tend vers ze´ro en meˆme temps que le profile
Ψ. D’autres variantes d’e´nergies quadratiques impliquant des termes d’attache aux donne´es ont
e´te´ propose´es. Les re´sultats de tels contours actifs repre´sente´s par leurs ensembles de niveaux sont
prometteurs. L’insertion de telles contraintes ge´ome´triques fortes et non locales se re´ve`le efficace,
et la repre´sentation implicite permet d’inclure naturellement la notion de re´seau.
4.3 Contours actifs pour le recalage fin carte-image : choix et
implantation
4.3.1 Choix de la repre´sentation du contour actif
Dans le cadre du recalage fin carte-image que nous proposons d’e´tudier dans cette the`se, nous
optons pour une repre´sentation implicite du contour actif par ensemble de niveaux pour les raisons
suivantes :
1. La repre´sentation implicite permet une mode´lisation naturelle des coins. Ce point est particu-
lie`rement de´terminant pour notre application puisque nous conside´rons des objets (baˆtiments)
pre´sentant ces singularite´s ge´ome´triques.
2. La repre´sentation par ensemble de niveaux est de´pourvue de parame`tres de re´glage contrai-
rement a` la repre´sentation explicite. Son utilisation est donc plus ge´ne´rale et aise´e.
3. La repre´sentation implicite permet de mode´liser naturellement des objets a` topologie com-
plexe. Par exemple, des baˆtiments comportant des cours inte´rieures pourront eˆtre mode´lise´s.
4. La topologie d’un contour actif repre´sente´ par un ensemble de niveaux peut changer durant
la convergence. Cette proprie´te´ semble peu pertinente pour notre application puisque la
contrainte de forme est suppose´e de´terminer la topologie du contour actif. Ne´anmoins nous
verrons que la flexible topologie des ensembles de niveaux sera mise a` profit pour re´soudre le
proble`me de minima locaux (cf. section 5.4).
5. Les ensembles de niveaux sont plus stables nume´riquement que les contours explicitement
repre´sente´s, en particulier pour la mode´lisation de singularite´s ge´ome´triques.
6. La comparaison de deux formes repre´sente´es par leurs ensembles de niveaux est directe et
efficace. La mise en œuvre de la contrainte de forme a priori s’en trouve facilite´e.
Ne´anmoins, les inconve´nients de la repre´sentation implicite sont :
1. Une complexite´ calculatoire accrue. Cela est inhe´rent a` la dimension d’ordre n + 1 de l’en-
semble de niveaux repre´sentant le contour actif. Nous verrons en section 4.3.4.1 comment
la restriction de l’ensemble de niveaux a` une bande e´troite permet de re´duire les temps de
calcul.
2. La fonction distance de l’ensemble de niveaux n’est pas pre´serve´e par les e´quations d’e´vo-
lution de type Hamilton-Jacobi. Ceci implique une re´initialisation pe´riodique de l’ensemble
de niveaux au cours de l’e´volution du contour actif. Le couˆt calculatoire s’en trouve ainsi
augmente´.
4.3.2 Choix du terme d’attache aux donne´es
Dans cette e´tude, nous nous servirons de deux mode`les d’attache aux donne´es base´s sur l’in-
formation de re´gion : celui de Chan et Vese [19] et le mode`le Baye´sien [91]. Le mode`le de Chan
et
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Vese est d’autant plus efficace que l’image a` analyser est constante par morceaux. Ceci restreint le
champ d’application de notre me´thode aux baˆtiments dont la radiome´trie du toit est uniforme. Nous
verrons comment le mode`le Baye´sien permet de s’affranchir de cette hypothe`se avec la possibilite´ de
traiter les baˆtiments homoge`nes. Notre motivation a` choisir des contours actifs base´s re´gion repose
sur leur moindre sensibilite´ a` l’initialisation et au bruit compare´s a` ceux base´s sur les frontie`res.
Ne´anmoins, nous explorerons e´galement le potentiel des contours actifs base´s sur l’information de
frontie`re pour leur capacite´ a` segmenter des baˆtiments non homoge`nes. Afin de rendre le contour
moins sensible a` l’initialisation, nous utiliserons la technique de Gradient Vector Flow (GVF) qui
permet de diffuser l’information tre`s locale des gradients de l’image. Les e´quations d’e´volution des
ensembles de niveaux relatives aux mode`les de contours actifs que nous utiliserons sont :
4.3.2.1 Mode`les base´s sur l’information de re´gion
– Mode`le de Chan et Vese
φt (x, t) = −δa (φ (x, t))
(
− [I (x)− cout (φ (x, t))]2 + [I (x)− cin (φ (x, t))]2
)
(4.61)
avec φ l’ensemble de niveaux repre´sentant le contour actif, δa est une approximation re´gu-
larise´e de la distribution de Dirac, cin et cout sont les moyennes de l’image I a` l’inte´rieur et
l’exte´rieur du contour respectivement.
– Mode`le Baye´sien
φt (x, t) =
{
−(I (x)− cin (φ (x, t)))
2
σ2in (t)
+
(I (x)− cout (φ (x, t)))2
σ2out (t)
+ ln
(
σ2out (t)
σ2in (t)
)}
δa (φ (x, t))
(4.62)
ou` σ2in et σ
2
out sont les variances de l’image I a` l’inte´rieur et l’exte´rieur du contour respecti-
vement. Dans les e´quations (4.61-4.62), le terme de re´gularisation a e´te´ ignore´ pour deux rai-
sons : il a tendance a` arrondir les coins que pourrait pre´senter le contour actif, nous cherchons
a` e´viter cet effet puisque nous voulons segmenter des baˆtiments dont les contours pre´sentent
souvent ces singularite´s. De plus, le terme de contrainte de forme aura un effet re´gularisateur.
– Domaine d’application
– Baˆtiment peu e´leve´ (distorsion due a` la perspective ne´gligeable). Cette contrainte provient
de l’incompatibilite´ des ge´ome´tries dans lesquelles les donne´es cartographiques et de te´le´-
de´tection sont projete´es. Alors que la carte est orthoscopique, l’image satellitaire n’est pas
rectifie´e. Dans le cas des baˆtiments tre`s e´leve´s, l’initialisation du contour actif provenant
de la carte se situera au niveau de l’empreinte au sol dans l’image. Le contour actif sera
ainsi e´loigne´ du toit a` segmenter, et rendra le re´sultat du recalage fin non robuste puisque
les contours actifs sont sensibles a` l’initialisation.
– Baˆtiment sans effet de ge´ne´ralisation dans la carte, avec un toit de forme quelconque. La
ge´ne´ralisation cartographique consistant a` regrouper plusieurs baˆtiments dans un unique
polygone rendra la radiome´trie de l’objet he´te´roge`ne, ce qui est incompatible avec les
mode`les base´s re´gion propose´s.
– La repre´sentation cartographique du baˆtiment n’est pas entache´e d’erreur. Nous discute-
rons a` la fin du chapitre suivant de la pre´sence d’erreurs dans la carte qui illustrera les
limites du mode`le propose´ avec contrainte de forme (cf. section 5.6).
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4.3.2.2 Mode`le base´ sur l’information de frontie`re
– Mode`le ge´ode´sique avec Gradient Vector Flow
Nous adaptons le mode`le expose´ en e´quation (4.28) issu de [92] de la fac¸on suivante :
φ (x, t)t = −〈(u,v),∇φ (x, t)〉 (4.63)
ou` (u,v) est le champ de vecteurs GVF re´sultant de la diffusion de l’information de gradient de
l’image. Par rapport a` l’e´quation (4.28), le terme de re´gularisation a e´te´ omis ainsi que le terme
de ponde´ration inversement proportionnel au module du gradient de l’image. Nous justifions la
premie`re omission par l’insertion ulte´rieure d’une contrainte de forme qui aura un effet de re´gulari-
sation. La seconde est justifie´e par le fait que le champ (u,v) est nul sur les lieux de haut gradient
ce qui est redondant avec la fonction g(|∇I|) de l’e´quation (4.28).
Enfin, la dernie`re adaptation au mode`le que nous apportons est l’information de gradient qui
sera diffuse´e pour le calcul du champ (u,v). Nous diffuserons des primitives segments extraites
a` partir des lieux de gradient e´leve´ de l’image. Ces primitives ne sont pas seulement issues d’une
de´tection de contours, mais d’un chaˆınage subse´quent qui permet de trouver les segments de l’image.
Les primitives segments sont d’un plus haut niveau et sont plus a` meˆme de caracte´riser un baˆtiment
dont l’empreinte au sol et le toit sont le plus souvent compose´s de bords rectilignes. Le calcul des
segments ope`re ainsi tel un filtrage des gradients de l’image, e´vitant la prise en compte d’objets
pe´riphe´riques tels les arbres ou le mobilier urbain qui ne re´pondent pas au crite`re de rectilignite´.
La figure 4.3 illustre l’extraction de ces primitives.
(a) Primitives segments extraites par chainage
des points de gradient e´leve´ (rouge)
(b) Vecteur de gradient des segments diffuse´ par
la me´thode de ”Gradient Vector Flow”
Fig. 4.3 – Exemple d’extraction de segments (a) et du gradient vector flow associe´ (b).
– Domaine d’application
– Baˆtiment peu e´leve´.
– Baˆtiment avec ou sans effet de ge´ne´ralisation dans la carte, avec un toit de forme quel-
conque.
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L’he´te´roge´ne´ite´ des baˆtiments regroupe´s en un seul objet peut eˆtre ge´re´e par le mode`le
base´ uniquement sur les gradients de l’image.
– La repre´sentation cartographique du baˆtiment n’est pas entache´e d’erreur.
4.3.3 Choix de la contrainte de forme
L’information a priori de´rive´e de la carte reveˆt trois aspects. Premie`rement, c’est une informa-
tion sur la nature de l’objet que l’on cherchera a` recaler dans l’image, nous traitons uniquement la
couche du baˆti. Deuxie`mement, c’est une information de localisation qui nous permet de rechercher
un baˆtiment au bon endroit dans l’image, nous nous servons de cette connaissance pour initialiser
le contour actif. Enfin, la carte fournit la forme du baˆtiment que l’on est susceptible de retrouver
dans l’image. Nous contraignons le contour actif a` ressembler a` cette forme de´rive´e de la carte en
utilisant le crite`re e´nerge´tique de´crit en e´quation (4.54). La de´rive´e de cette e´nergie par rapport a`
l’ensemble de niveaux φ donne l’e´quation suivante :
φ (x, t)t = −
∂Jimage
∂φ
+ 2λ (H (φ (x))−H (ψ (x))) δa (φ (x, t)) (4.64)
avec
ψ = ψ0 ◦ Tsim
ou` : Jimage est un crite`re e´nerge´tique quelconque d’attache aux donne´es, φ est l’ensemble de ni-
veaux repre´sentant le contour actif ; ψ0 est l’ensemble de niveaux repre´sentant la forme a priori
de´rive´e de la carte, λ ∈ R+.
Le crite`re de l’e´quation (4.54) a l’avantage d’eˆtre inde´pendant du domaine d’inte´gration Ω, et
fournit une mesure discriminante de deux formes repre´sente´es implicitement par φ et ψ0 [103]. La
contrainte de forme est invariante par une transformation globale Tsim qui permet d’introduire
des degre´s de liberte´ entre le contour actif repre´sente´ par φ et la forme a priori statique ψ0. Tsim
est une similitude plane directe qui permet de rendre l’insertion de forme a priori invariante par
rotation d’angle θ, de translation µ et dilatation/diminution par facteur d’e´chelle s identique dans
les directions (Ox) et (Oy) de l’image :
Tsimx = s
[
cos θ − sin θ
sin θ cos θ
]
x+
(
µx
µy
)
(4.65)
Selon l’expression de l’e´quation (4.54), il n’est pas possible de de´duire analytiquement les pa-
rame`tres ξ = (s, θ, µx, µy) de Tsim a` partir du syste`me :(
∂Jshape
∂ξi
)
i=1,...,4
= 0 (4.66)
A de´faut, des techniques d’optimisation nume´rique sont employe´es pour estimer les parame`tres ξˆ
au cours de l’e´volution du contour actif. L’optimisation par descente de gradient est couramment
employe´e pour re´soudre cette question. Nous discuterons d’une alternative a` la descente de gradient
en section 5.2.
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4.3.4 Algorithme et optimisation
4.3.4.1 Re´duction des temps de calculs : utilisation de la technique de bande e´troite
rapide
Si nous implantions au sens strict l’e´quation d’e´volution (4.64), il faudrait passer en revue tous
les pixels x de l’image pour renseigner comple`tement et mettre a` jour la fonction φ. Ceci couˆterait
conside´rablement en temps de calcul, et serait inutile. En effet, seules les valeurs de φ proches de
ze´ro nous inte´ressent car c’est le passage a` ze´ro de l’ensemble de niveaux qui repre´sente le contour
actif. En pratique, on effectue la mise a` jour dans une bande e´troite autour du niveau ze´ro de
l’ensemble φ. Lorsque le contour actif est sur le point de sortir de la bande e´troite, cette dernie`re
est reconstruite a` partir de la dernie`re position du contour.
La fonction distance de l’ensemble de niveaux n’est pas pre´serve´e par les e´quations d’e´volution
de type Hamilton-Jacobi qui sont habituellement de´rive´es des approches variationnelles. Ainsi,
la condition |∇φ| = 1 n’est plus ve´rifie´e au cours du temps. Deux options sont possibles pour
re´soudre ce proble`me. La plus satisfaisante consiste a` de´river des e´quations d’e´volution qui ne sont
pas de type Hamilton-Jacobi, c’est ce que propose Jose´ Gomes dans son travail de the`se, ou plus
synthe´tiquement dans [43]. La complexite´ des calculs est accrue mais re´sout le proble`me de fac¸on
e´le´gante. La deuxie`me fac¸on que nous avons choisie consiste a` re´initialiser l’ensemble de niveaux
toutes les N ite´rations comme lorsque le contour est sur le point de sortir de la bande e´troite. Le
concept de re´initialisation dans une bande e´troite a e´te´ originellement implante´ dans un article de
D.L. Chopp traitant de la physique des interfaces [26]. Dans [116] Sussman propose une me´thode
de reconstruction de bande e´troite selon l’e´quation diffe´rentielle :
φτ (x, t) = sign (φ (x, τ)) (1− |∇φ (x, τ)|) (4.67)
Une telle approche propose une approximation de la fonction distance, qui est d’autant plus
fine que le nombre d’ite´rations est grand. Le proble`me d’une telle me´thode est la ne´cessite´ de cal-
culer le gradient de l’ensemble de niveaux φ, ce qui peut eˆtre de´licat au voisinage d’une singularite´
ge´ome´trique. Une mauvaise estimation du gradient en ces lieux entraˆınera et propagera des erreurs
dans l’estimation de la fonction distance. Dans [60], R. Keriven discute d’algorithmes de re´initia-
lisation plus anciens. R. Keck discute de fac¸on tre`s de´taille´e de l’influence de la re´initialisation sur
la pre´cision des calculs dans le cadre de la me´canique des fluides [59]. Dans [90], N. Paragios et R.
Deriche proposent une me´thode locale plus rapide que [116] baptise´e Herme`s, dans [111] Sethian
de´crit une technique base´e sur le Fast Marching. Nous avons opte´ pour la me´thode propose´e par
Yui en 2002, appele´e “bande e´troite rapide” (Fast Narrow Band), et qui est plus rapide que les
approches pre´cite´es [132]. Cette me´thode consiste en deux passes :
1. Pour chaque pixel de coordonne´es x appartenant au niveau ze´ro de l’ensemble de niveaux,
on assigne une approximation de la fonction distance aux pixels voisins selon les voisinages
circulaires illustre´s en figure 4.4 : on re´ite`re ce processus pour des voisinages circulaires
progressivement plus grands jusqu’a` atteindre la largeur de bande e´troite de´sire´e. Lorsqu’un
pixel se voit assigner plusieurs fois une valeur diffe´rente, la valeur minimale est garde´e. A la
fin de cette phase, une bande e´troite contenant des approximations grossie`res de la fonction
distance est construite.
2. Pour chaque pixel de la bande e´troite, on recherche les pixels appartenant au contour (niveau 0
de l’ensemble de niveaux) dans un voisinage circulaire de rayon e´gal a` la valeur pre´alablement
assigne´e. Parmi tous les pixels de contour trouve´s, leurs distances Euclidiennes au pixel
conside´re´ sont calcule´es ; la valeur minimale est finalement attribue´e au pixel conside´re´ de la
bande e´troite.
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Cette me´thode astucieuse permet de manipuler des voisinages circulaires ce qui limite conside´rab-
lement l’espace de recherche des pixels du contour. Ne´anmoins, on peut se montrer critique quant
a` la ne´cessite´ du contour d’avoir une pre´cision pixellaire et non sub-pixellaire. Cette perte de
pre´cision peut se re´ve´ler pe´nalisante lors de calculs ulte´rieurs de courbure. Les auteurs proposent
de corriger ce proble`me par diffusion a` l’issue de la deuxie`me phase de l’algorithme. Nous proposons
d’adapter l’algorithme de la bande e´troite rapide pour calculer une fonction distance de pre´cision
sub-pixellaire :
1. Pour chaque point de coordonne´es sub-pixellaires xcontour,sp appartenant au niveau ze´ro de
l’ensemble de niveaux, on arrondit les coordonne´es sur la grille pixellaire en me´morisant le lien
xcontour → xcontour,sp, puis on assigne une approximation de la fonction distance aux pixels
voisins selon les voisinages circulaires illustre´s en figure 4.4 : on re´ite`re ce processus pour
des voisinages circulaires progressivement plus grands jusqu’a` atteindre la largeur de bande
e´troite de´sire´e. Lorsqu’un pixel se voit assigner plusieurs fois une valeur diffe´rente, la valeur
minimale est garde´e. A la fin de cette phase, une bande e´troite contenant des approximations
grossie`res de la fonction distance est construite.
2. Pour chaque pixel de la bande e´troite, on recherche les pixels appartenant au contour dans un
voisinage circulaire de rayon e´gal a` la valeur pre´alablement assigne´e en ce pixel. Pour chaque
pixel de contour trouve´ xcontour,k, on e´value la distance Euclidienne aux points sub-pixellaires
xcontour,sp,k,i relie´s a` xcontour,k. La valeur minimale parmi tous les xcontour,sp,k,i est finalement
attribue´e au pixel conside´re´ de la bande e´troite.
Fig. 4.4 – Voisinages circulaires utilise´s pour la construction de la bande e´troite rapide. La le´gende
fournit une approximation de la distance pixellaire au centre.
La construction d’une bande e´troite intervient donc lors de trois types d’e´ve`nements : pour la
construction de φ (x, t = 0), pour la reconstruction de la bande lorsque le niveau ze´ro de l’ensemble
de niveaux est sur le point d’en sortir, et pour re´initialiser l’ensemble de niveaux lorsque celui-ci
de´ge´ne`re au cours du temps. En pratique, nous avons pre´fe´re´ travailler dans une bande tre`s e´troite
de deux ou trois pixels, en re´initialisant a` chaque ite´ration de l’e´quation d’e´volution du contour actif.
Si la construction de bande e´troite s’ave`re indispensable, son ope´ration duale est aussi ne´ces-
saire. Retrouver le contour a` partir d’un ensemble de niveaux par de´tection des ze´ros de ce dernier
intervient pour deux raisons : l’affichage du contour actif, et la re´initialisation de la bande e´troite.
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Le contour extrait de l’ensemble de niveaux est une approximation line´aire du contour re´el (figure
4.5). On le de´tecte par changement de signe de la fonction φ (x, t), et on calcule ses coordonne´es
sub-pixellaires par interpolation line´aire.
Fig. 4.5 – Approximation line´aire d’un contour.
4.3.4.2 Diagramme d’e´volution du contour actif contraint
Le diagramme illustre´ en figure 4.6 de´crit l’algorithme de mise a` jour du contour actif. Sur cette
figure, la fonction F est de´finie par l’e´quation d’e´volution. Dans toutes les expe´riences mene´es sur
des images re´elles, la forme a priori polygonale de´rive´e de la carte et le contour actif initial sont
identiques.
– En pratique, l’espace image conside´re´ pour faire e´voluer le contour actif est un sous-ensemble
de Ω. Typiquement, une sous-image de 256 par 256 pixels est extraite de l’image satellitaire
Quickbird (qui en fait 30,000 par 30,000 !) a` l’endroit du polygone cartographique que l’on
de´sire recaler et re´viser. Si la taille de la boˆıte englobante du polygone est supe´rieure a` 256
par 256 pixels, on extrait une sous-image plus grande ayant une marge de 100 pixels par
rapport a` la boˆıte englobante.
– Dans le cas ou` les mode`les base´s re´gion sont utilise´s, la caracte´ristique d’homoge´ne´ite´ des
baˆtiments repre´sente´s dans l’image peut eˆtre force´e en la pre´-traitant par une diffusion ani-
sotropique (pre´servant les contours).
– La ge´ne´ration de l’ensemble de niveaux ψ0 repre´sentant la forme a priori est effectue´e a`
l’initialisation et couvre la totalite´ de la sous-image e´tudie´e (contrairement a` l’ensemble φ
uniquement calcule´ dans une bande e´troite). Pour re´duire les temps de calcul, nous utilisons
l’algorithme de Maurer [71] qui permet de calculer la distance Euclidienne sur des images
binaires en O (N) ou` N est le nombre de pixels de l’image. Le polygone cartographique vec-
toriel est ainsi pre´alablement converti en coordonne´es pixellaires avant l’application de cet
algorithme.
– Nous avons de´cide´ d’estimer les parame`tres de Tsim apre`s chaque mise a` jour du contour
actif.
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Fig. 4.6 – Diagramme de l’algorithme d’e´volution du contour actif
4.4. CONCLUSION 101
4.4 Conclusion
Ce chapitre a retrace´ un e´tat de l’art des contours actifs avec une attention particulie`re pour
l’incorporation de contrainte de forme a priori. Nous avons expose´ notre choix d’un contour actif
repre´sente´ par ensemble de niveaux pour mener a` bien le recalage fin des baˆtiments de la carte sur
l’image. Diffe´rents termes d’attache aux donne´es ont e´te´ retenus pour conduire les contours actifs
vers les baˆtiments de l’image. Deux mode`les base´s sur l’information de re´gion ont e´te´ choisis pour
leur simplicite´ d’implantation et leur moindre sensibilite´ a` l’initialisation. Ils seront ne´anmoins
limite´s a` segmenter les baˆtiments homoge`nes de l’image. Un mode`le base´ sur l’information de fron-
tie`re, intrinse`quement plus sensible a` l’initialisation, sera utilise´ pour le recalage avec les baˆtiments
non homoge`nes. Enfin, les de´tails relatifs a` l’implantation et la re´duction de la complexite´ calcula-
toire des ensembles de niveaux ont e´te´ de´crits. Le chapitre suivant exposera nos contributions pour
ame´liorer la robustesse des mode`les avec contrainte de forme choisis.
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Chapitre 5
Contours actifs contraints robustes
5.1 Introduction
Ce chapitre e´tudie l’ame´lioration de la robustesse des contours actifs contraints par la forme
et destine´s a` re´aliser une mise en correspondance entre les baˆtiments cartographiques et l’image.
Le but d’un tel recalage est d’accroˆıtre la cohe´rence carte-image afin de permettre une de´tection
de non-changement subse´quente fiable. Nous proposons d’ame´liorer les mode`les de contours actifs
propose´s au chapitre pre´ce´dent afin d’accroˆıtre leur pouvoir de recalage. La premie`re contribution
consiste a` proposer un algorithme d’optimisation diffe´rent pour l’estimation des parame`tres de pose
rendant la contrainte de forme invariante par transformation globale. La seconde est relative a` l’in-
sertion du mode`le nume´rique de surface (MNS) dans le terme d’attache aux donne´es des contours
actifs. Une telle repre´sentation est comple´mentaire de l’image satellitaire et permet une meilleure
discrimination du baˆti du reste de la sce`ne. La troisie`me innovation regarde l’incorporation d’une
contrainte de forme variant en fonction de l’espace et du temps. Celle-ci est destine´e a` confe´rer
plus de flexibilite´ aux contours actifs afin de les rendre moins sensibles aux minima locaux de
l’e´nergie minimise´e. Des re´sultats expe´rimentaux propose´s en fin de chapitre permettent d’e´valuer
la contribution de ces trois solutions a` accroˆıtre la robustesse et l’efficacite´, en terme de temps de
calcul, du recalage carte-image.
5.2 Estimation robuste des parame`tres de Tsim par algorithme du
simplex
Comme nous l’e´voquions en section 4.3.3, le minimum de l’e´nergie de contrainte de forme
de´crite de fac¸on ge´ne´rale en e´quation (5.1) peut ne pas avoir de solution analytique des parame`tres
ξi∈(1,...,N) de la transformation globale T :
Jshape (φ, ψ) =
∫
Ω
D (φ (x) , ψ0 (Tx)) dx (5.1)
ou` D repre´sente une distance mesurant la similarite´ entre la forme du contour actif φ et la forme
de re´fe´rence ψ0. C’est le cas de l’e´nergie formule´e en e´quation (4.54) ou` D (φ (x) , ψ0 (Tx)) =
(H (φ (x))−H (ψ0 (Tx)))2 et T = Tsim (N = 4). A de´faut d’avoir une expression formelle des
parame`tres qui aurait rendu l’approche intrinse`que, il est alors ne´cessaire de les estimer par opti-
misation nume´rique au cours du processus d’e´volution du contour actif. Dans [21, 23, 105, 24], les
auteurs proposent de calculer nume´riquement les parame`tres d’une similitude plane directe mini-
misant l’e´nergie de l’e´quation (4.54) par descente de gradient. On a alors quatre e´quations relatives
a`
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chacun des parame`tres de Tsim, a` savoir l’e´chelle s, la rotation θ et la translation µ :
sn+1 = sn +∆tsF
(
φ, ψ0, s
n, θn, µnx, µ
n
y
)
θn+1 = θn +∆tθG
(
φ, ψ0, s
n, θn, µnx, µ
n
y
)
µn+1x = µ
n
x +∆tµxM
(
φ, ψ0, s
n, θn, µnx, µ
n
y
)
µn+1y = µ
n
y +∆tµyN
(
φ, ψ0, s
n, θn, µnx, µ
n
y
) (5.2)
ou` n est le rang de l’ite´ration, φ et ψ0 sont les ensembles de niveaux repre´sentant respectivement le
contour actif et la forme a priori. ∆ts, ∆tθ, ∆tµx et ∆tµy sont les pas temporels associe´s a` chacune
des descentes de gradient estimant les parame`tres de Tsim. Le de´tail des expressions des fonctions
F ,G,M et N est disponible dans [21].
L’estimation des parame`tres graˆce aux quatre descentes du syste`me (5.2) peut se re´ve´ler
extreˆmement pe´rilleuse. Le point de´licat est le re´glage des pas temporels des quatre descentes
relatives a` chacun des parame`tres. Alors que chaque descente estime un parame`tre avec un sens
ge´ome´trique diffe´rent (translation, rotation, e´chelle), il est fort probable que la vitesse de chaque
descente ne soit pas la meˆme. A titre d’exemple, la descente estimant la rotation devrait eˆtre bien
moins rapide que celles de la translation. Cependant, il n’existe aucun cadre the´orique permet-
tant de clarifier cette question ce qui donne lieu a` des re´glages empiriques difficiles, instables et
influenc¸ant l’estimation des parame`tres. Enfin, l’inter-de´pendance des quatre descentes de gradient
fait qu’une mauvaise estimation d’un parame`tre dans une descente va biaiser les autres au point
de faire diverger rapidement l’optimisation. Daniel Cremers mentionne le proble`me du re´glage des
descentes de gradients dans [30].
Une alternative plus heureuse que nous avons choisie est l’utilisation de l’algorithme du simplex
(le de´tail de cet algorithme est rappele´ et illustre´ en annexe B). On minimise alors l’e´nergie de
contrainte de forme expose´e en e´quation (5.1) en trouvant un jeu de N parame`tres optimaux esti-
me´s simultane´ment. L’optimisation se fait par re´flexion, expansion et contraction d’un polye`dre de
N + 1 sommets dans l’espace des parame`tres. L’avantage du simplex est l’absence de parame`tres
de re´glage influenc¸ant fortement le re´sultat d’optimisation. Cette approche, moins sensible aux mi-
nima locaux de l’e´nergie, est plus robuste que la descente de gradient. C’est une me´thode d’ordre
ze´ro (ne ne´cessitant pas le calcul du gradient de la fonction de couˆt) plus a` meˆme de trouver un
minimum d’une fonctionnelle non strictement convexe. Enfin, le simplex est capable de minimiser
des formes plus complexes d’e´nergie de contrainte de forme, avec plus de parame`tres a` estimer,
sans ne´cessiter le calcul the´orique des de´rive´es partielles ∂Jshape∂ξi inhe´rent aux descentes de gradient.
Cependant, le simplex a une complexite´ calculatoire accrue par rapport a` la descente de gra-
dient. En effet, la construction ite´rative des sommets du simplex demande l’e´valuation de la fonction
de couˆt Jshape qui est ainsi effectue´e de nombreuses fois durant le processus de convergence. Jshape
est une inte´grale sur tout le domaine de l’image et implique une complexite´ calculatoire e´leve´e,
ce qui augmentera significativement les temps de calcul par rapport a` la descente de gradient. On
peut ne´anmoins limiter le calcul inte´gral de Jshape au sein d’une bande e´troite pour diminuer la
charge calculatoire. L’expression de l’e´nergie de l’e´quation (4.54) devient alors :
Jshape (φ, ψ) =
∫
Ω
N (φ (x) , εb) (H (φ (x))−H (ψ (x)))2 dx (5.3)
ou` la fonctionN (φ (x) , εb) est e´gale a` 1 si |φ (x)| ≤ εb, sinon elle est e´gale a` 0. La valeur de εb qui est
choisie arbitrairement est un compromis entre la complexite´ calculatoire et la pre´cision souhaite´e
de l’estimation des parame`tres. En effet, une bande large permettra une bonne diffe´renciation
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des formes φ et ψ, ce qui garantira une e´valuation pre´cise et robuste des parame`tres, au prix d’un
couˆt calculatoire e´leve´. A contrario, une bande trop e´troite induira une convergence rapide vers une
estimation impre´cise, voire meˆme un minimum local de la fonctionnelle d’e´nergie. Une demi-bande
de trois pixels εb = 3 s’est re´ve´le´e un compromis satisfaisant. Le seul parame´trage de l’algorithme
du simplex est relatif a` la construction du simplex initial. Le premier sommet du simplex est calcule´
a` partir du jeu des parame`tres initiaux ξini, le reste des sommets est construit en ajoutant une
variation individuelle δξ(i) a` chacun des parame`tres de ξini. Dans le cas de Tsim, quatre parame`tres
sont a` estimer. Le simplex aura ainsi cinq sommets et son e´tat initial sera :
– Sommet initial 1 : calcule´ a` partir de (sini, θini, µx,ini, µy,ini)
– Sommet initial 2 : calcule´ a` partir de (sini + δs, θini, µx,ini, µy,ini)
– Sommet initial 3 : calcule´ a` partir de (sini, θini + δθ, µx,ini, µy,ini)
– Sommet initial 4 : calcule´ a` partir de (sini, θini, µx,ini + δµx , µy,ini)
– Sommet initial 5 : calcule´ a` partir de
(
sini, θini, µx,ini, µy,ini + δµy
)
Le choix des valeurs de δξ(i) conditionne la taille du simplex initial et ainsi son aptitude a` estimer
des parame`tres e´loigne´s de ξini. Le choix le plus suˆr est un simplex initial relativement grand, ce
qui garantira une meilleure robustesse de l’optimisation au prix d’un couˆt calculatoire plus e´leve´.
La comparaison des deux algorithmes a` partir de re´sultats expe´rimentaux est expose´e en section
5.5.2.
5.3 Fusion de termes exoge`nes dans la fonctionnelle d’e´nergie
d’attache aux donne´es
L’examen de la figure 5.1 montre que les baˆtiments repre´sente´s dans l’image satellitaire pan-
chromatique sont localement discrimine´s du reste de l’image, mais pas globalement. Ainsi, la radio-
me´trie d’un baˆtiment peut eˆtre diffe´rente de son voisinage proche sans eˆtre pour autant discrimine´e
du reste de l’image au sens de quantite´s statistiques telles que la moyenne. Ces quantite´s sont ce-
pendant utilise´es dans les mode`les base´s sur l’information de re´gion que nous avons choisis. Cette
difficulte´ inhe´rente aux milieux urbains aura pour effet de rendre la convergence du contour actif
base´ re´gion sensible a` l’initialisation. Celui-ci aura alors plus de risque d’atteindre un minimum
local de la fonctionnelle d’e´nergie a` minimiser.
Cependant, le Mode`le Nume´rique de Surface (MNS) que nous avons auparavant ge´ne´re´ (cf.
chapitre 3) semble mieux re´pondre aux caracte´ristiques des mode`les base´s sur l’information de
re´gion. En effet, l’intensite´ des pixels du MNS est proportionnelle a` l’altitude des objets reconstruits,
garantissant aux baˆtiments de se de´tacher de leur environnement proche, ou du reste de l’image si
la densite´ du baˆti n’est pas trop e´leve´e. On peut forcer la discrimination d’un baˆtiment repre´sente´
dans le MNS en modifiant l’histogramme de ce dernier. Pour notre application, nous avons adopte´
le pre´-traitement suivant :
IclippedMNS (x) =
1
2
max
x∈IMNS
(IMNS (x))
[
1 +
2
pi
arctan
(
IMNS (x)−m+ s
ζ
)]
(5.4)
avec m : moyenne d’altitude du MNS a` l’inte´rieur du polygone cartographique superpose´ au MNS ;
s = ζ tan
(
pi(2ratio−1)
2
)
garantit que les pixels du MNS de valeur m se verront assigner une valeur
e´gale a` max (IMNS (x)) × ratio. La valeur de ratio a e´te´ fixe´e a` 0.95 dans nos expe´riences. La
variable ζ permet de re´gler la pente de la fonction arctan, plus ζ sera de valeur faible devant 1,
plus la pente sera e´leve´e lorsque IMNS (x) = m− s, accroissant ainsi le contraste entre le baˆtiment
conside´re´ et les objets moins e´leve´s. A contrario, le baˆtiment aura une intensite´ tre`s peu diffe´rente
des objets
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plus e´leve´s. Nous avons choisi ζ = 0.5. La figure 5.1 pre´sente un baˆtiment dans une image satellite
et dans le MNS pre´-traite´ selon l’e´quation (5.4). On constate que le MNS pre´-traite´ se rapproche
plus d’une image bi-phasique au sens de la moyenne, et aura plus de chance de fonctionner avec le
terme d’attache aux donne´es du mode`le de Chan et Vese ou du mode`le Baye´sien. Ne´anmoins, la
reconstruction 3D du MNS est tre`s “bruite´e”, les pixels non renseigne´s y sont nombreux. Ainsi, il
semble difficile d’obtenir une segmentation pre´cise du baˆtiment en utilisant uniquement le MNS.
(a) Image satellitaire (b) MNS (intensite´ de l’image proportionnelle a` la
hauteur)
Fig. 5.1 – Repre´sentations diffe´rentes de la meˆme sce`ne : image satellitaire et reconstruction 3D.
Nous proposons de fusionner l’information radiome´trique de l’image satellitaire et d’altitude
du MNS pour mener a` bien la segmentation de baˆtiment. Cette fusion de donne´es exoge`nes est
motive´e par les repre´sentations comple´mentaires de la sce`ne que proposent l’image de te´le´de´tection
et le MNS :
– Dans l’image satellitaire, les bords du baˆtiment sont le plus souvent faciles a` caracte´riser
et l’image a un rapport signal a` bruit tre`s e´leve´. Cependant, la pre´sence d’ombres, d’objets
pe´riphe´riques au sol ou occultant partiellement le baˆtiment rend la segmentation difficile.
L’he´te´roge´ne´ite´ de la radiome´trie du toit ou de l’environnement du baˆtiment peut mettre en
e´chec les mode`les d’attache aux donne´es base´s sur les re´gions homoge`nes.
– A l’inverse, le MNS repre´sente mal les bords du toit du baˆtiment car la reconstruction en
trois dimensions est de´licate sur les lieux de transition d’altitude. Cependant, le proble`me des
ombres et des objets pe´riphe´riques situe´s au niveau du sol est e´carte´. Le baˆtiment repre´sente´
dans le MNS est mieux discrimine´ du reste de l’image.
Ces deux repre´sentations se comple`tent de fac¸on satisfaisante. Cependant si on de´sire les fusionner,
elles doivent remplir certaines conditions de cohe´rence :
1. Les donne´es doivent repre´senter le meˆme objet d’inte´reˆt : ceci pose le proble`me de
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la date d’acquisition des donne´es. E´tant exoge`nes, les donne´es sont susceptibles d’avoir e´te´
acquises a` des instants diffe´rents, instants entre lesquels des changements auraient pu surve-
nir. Ainsi, un baˆtiment repre´sente´ dans le MNS ge´ne´re´ a` partir d’images ae´riennes de 1999
peut tre`s bien avoir disparu sur l’image Quickbird de 2002. Cette condition de cohe´rence
nous impose de tester la fusion de donne´es exoge`nes sur des zones ou l’objet d’inte´reˆt de la
sce`ne est inchange´ entre les dates d’acquisition.
2. Les donne´es doivent eˆtre superposables : chaque pixel des donne´es a` fusionner doit
repre´senter la meˆme partie d’un objet de la sce`ne. Cette clause soule`ve deux questions. La
premie`re est relative a` la pre´cision du recalage des donne´es. Dans notre cas, l’image et le
MNS sont ge´ocode´s dans le meˆme syste`me cartographique. L’image a une pre´cision de ge´oco-
dage infe´rieure au pixel alors que celle du MNS est e´gale a` deux pixels. Ceci semble suffisant,
sachant qu’a` la fin de la convergence du contour actif, il est possible de re´duire l’influence du
MNS et ainsi d’accorder plus de poids a` l’image qui est la plus fiable. La deuxie`me question
concerne la ge´ome´trie des donne´es a` fusionner. Le MNS est en ge´ome´trie orthoscopique alors
que l’image satellitaire Quickbird ne l’est pas. Ceci causera assure´ment des proble`mes de su-
perposition pour les baˆtiments e´leve´s qui pre´sentent une distorsion due a` la perspective dans
l’image : le toit et l’empreinte au sol ne sont alors plus superpose´s, contrairement au MNS.
Cela nous contraindra a` traiter uniquement les baˆtiments peu e´leve´s, a` de´faut de posse´der
une image satellitaire orthoscopique.
En plus de ces deux conditions de cohe´rence, une hypothe`se implicite a e´te´ faite sur l’inde´pendance
des donne´es a` fusionner. Celle-ci est re´alise´e par le caracte`re exoge`ne des images :
p (Isat, IMNS |φ) = p (Isat|φ) p (IMNS |φ)
ou` Isat est l’image satellite, IMNS est l’image du MNS. En supposant que les deux conditions de
cohe´rence ainsi que celle d’inde´pendance sont ve´rifie´es, nous fusionnons l’image satellitaire et le
MNS dans la fonctionnelle d’e´nergie d’attache aux donne´es base´e re´gion de Chan et Vese de la
fac¸on suivante :
Jfusion,CV (φ) = JCV (φ)
+λMNS
[∫
Ω
|IMNS (x, y)− cMNS,in|2H (φ (x, y)) dxdy
+
∫
Ω
|IMNS (x, y)− cMNS,out|2 (1−H (φ (x, y))) dxdy
]
(5.5)
ou` JCV est de´finie en e´quation (4.31), IMNS est l’image du MNS. Les quantite´s statistiques
indexe´es par MNS sont de´finies comme en e´quations (4.32-4.33) mais re´fe`rent au MNS. Le terme
que nous venons d’ajouter a` la fonctionnelle JCV est le terme e´nerge´tique d’attache aux donne´es
de Chan et Vese relatif a` la donne´e exoge`ne du MNS.
L’extension du mode`le Baye´sien de l’e´quation (4.44) est similaire :
Jfusion,Bayes (φ) = JBayes (φ)
+λMNS
[∫
Ω
(
|IMNS (x, y)− cMNS,in|2
2σ2MNS,in
+ ln
(
2piσ2MNS,in
))
H (φ (x, y)) dxdy
+
∫
Ω
(
|IMNS (x, y)− cMNS,out|2
2σ2MNS,out
+ ln
(
2piσ2MNS,out
))
(1−H (φ (x, y))) dxdy
]
(5.6)
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Il est aussi concevable de fusionner la donne´e du MNS avec le mode`le d’attache aux donne´es
base´ sur l’information de frontie`re (GVF) (section 4.3.2.2). Nous choisissons d’inte´grer la donne´e
exoge`ne du MNS avec un mode`le base´ sur l’information de re´gion. En effet, le MNS re´pond mieux
a` la caracte´ristique d’une image constante ou homoge`ne par morceaux. Il paraˆıt donc plus justifie´
d’utiliser un mode`le base´ sur l’information de re´gion plutoˆt que sur les frontie`res. L’inte´gration du
MNS selon le mode`le de Chan et Vese revient a` l’e´quation suivante :
φ (x, t)t = −〈(u,v),∇φ (x, t)〉
−λMNSδa (φ (x, t))
(
− [IMNS (x)− cMNS,out (φ (x, t))]2 + [IMNS (x)− cMNS,in (φ (x, t))]2
)
(5.7)
Selon les mode`les des e´quations (5.5) a` (5.7), le contour actif e´voluera paralle`lement sur deux
images : le MNS et l’image satellitaire, et sera un compromis entre les informations de´rive´es de
ces deux repre´sentations ainsi que celle de la contrainte de forme a priori. Il est a` noter que la
pre´cision de ge´ocodage du MNS (' 1m) est infe´rieure a` celle de l’image rectifie´e Quickbird qui a
pour vocation d’eˆtre la source d’information la plus fiable (' 0.2m). Ainsi, nous annulons le poids
λMNS a` la fin du processus de convergence pour que le contour actif soit plus fide`le a` l’image.
La phase pre´liminaire consistant a` accorder plus de cre´dit au MNS est destine´e a` se rapprocher
rapidement de la solution finale sans les proble`mes des minima locaux.
Dans [47], T. Guo fait e´voluer un contour actif de type snake sur une image de te´le´de´tec-
tion orthoscopique et un MNS re´alise´ par LIDAR. Une diffe´rence notable avec notre approche est
l’utilisation d’un terme d’attache aux donne´es base´ sur les frontie`res dans l’image altime´trique et
satellitaire, ce qui impose l’emploi de forces artificielles de gonflage. De plus, aucune contrainte de
forme n’e´tait employe´e et un MNS de meilleure qualite´, issu d’une mesure et non d’une reconstruc-
tion, e´tait utilise´.
La contribution du MNS pour une moindre sensibilite´ aux minima locaux est pre´sente´e en
section 5.5.5.1.
5.4 Insertion plus souple de la forme a priori : flexibilite´ spatio-
temporelle de λ
Toujours dans l’optique de rendre la mise en correspondance carte-image plus robuste, nous
discutons dans cette section de l’influence du poids λ qui met en balance l’information de l’image et
la contrainte de forme dans les e´quations (4.48) et (4.64). Le re´glage de cette constante ponde´rant
l’influence de la contrainte de forme n’est pas trivial pour les raisons suivantes :
1. Une contrainte trop faible ne permet pas de re´gulariser suffisamment le contour actif qui sera
ainsi sensible aux alte´rations de l’image. Ceci me`nera a` une segmentation errone´e de l’objet
qui correspond a` un minimum local de la fonctionnelle J de l’e´quation (4.48). Dans ce cas,
les minima locaux, que nous nommerons de premie`re espe`ce, sont nombreux.
2. A l’oppose´, une pre´ponde´rance de la contrainte de forme limite les possibilite´s du contour
actif a` s’e´chapper des minima locaux de la fonctionnelle a` minimiser J . Dans ce genre de
situation, il en couˆtera plus au contour actif de se de´former pour atteindre la cible dans
l’image que de rester immobile et fide`le a` la forme impose´e par la contrainte. La solution
choisie est ainsi un
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minimum local (de seconde espe`ce) qui correspond aussi a` une mauvaise segmentation/recalage
de l’objet dans l’image.
De´terminer a priori une valeur optimale λopt du poids de contrainte paraˆıt une taˆche de´licate
puisque celle-ci de´pendrait a` la fois de l’image et du degre´ d’alte´ration qu’elle comporte ; ces carac-
te´ristiques ne sont ne´anmoins pas connues a` l’avance. Dans le contexte de l’imagerie me´dicale, Y.
Chen propose d’essayer plusieurs valeurs du poids de contrainte et de retenir la valeur correspon-
dant a` la meilleure solution e´value´e graˆce a` des profils radiome´triques [22]. Cette solution paraˆıt
sous-optimale puisque λopt n’est pas assure´ment estime´, de plus, le processus de segmentation doit
eˆtre re´pe´te´ plusieurs fois. Enfin, le re´glage de´licat de λ est d’autant plus difficile que les objets
des images traite´es sont peu discrimine´s du fond. Dans ce cas, l’information relative a` l’image est
affaiblie compare´e a` la contrainte de forme qui devient pre´dominante, cela augmente l’occurrence
de minima locaux de seconde espe`ce. Cet effet est d’autant plus significatif lorsque le contour actif
est initialise´ trop loin de l’objet a` retrouver dans l’image.
Pour re´soudre le proble`me des minima locaux inhe´rents a` une sous ou sur-estimation de la
contrainte de forme, nous proposons de convertir le poids constant λ des e´quations (4.48) et (4.64)
en une fonction de l’espace. Le but d’une telle fonction est de relaxer l’influence de la contrainte
dans un voisinage du niveau 0 de l’ensemble de niveaux ψ, tout en pre´servant une contrainte forte
et uniforme loin de la forme a priori. Ceci autorise une plus grande liberte´ et flexibilite´ du contour
actif qui restent ne´anmoins spatialement borne´es. Par conse´quent, le contour actif sera a` meˆme de
ressembler globalement a` la forme a priori tout en autorisant des variations locales. Cette flexibilite´
est une proprie´te´ de´terminante pour e´viter les minima locaux de seconde espe`ce. Nous proposons
de formaliser le profil spatial de relaxation comme une fonction syme´trique de la distance a` la
forme a priori :
λspace (ψ (x)) = λ
(
1− e−
“
ψ(x)
d
”2)
(5.8)
La fonction de relaxation spatiale de l’e´quation (5.8) est nulle sur les lieux de la forme a priori re-
pre´sente´e par ψ et tend asymptotiquement vers la constante λ. Le parame`tre d controˆle la taille de
l’espace de relaxation. Cette formulation n’a pas de justification the´orique et d’autres expressions
plus simples pourraient satisfaire les meˆmes crite`res de relaxation. Nous ve´rifierons expe´rimentale-
ment en section 5.5.5.2 que la de´rivabilite´ et le point stationnaire de λspace en ψ (x) = 0 ame´liorent
l’insensibilite´ aux minima locaux.
L’existence de l’espace de relaxation parame´tre´ par d est destine´ a` empeˆcher le contour actif
d’eˆtre sujet aux minima locaux de seconde espe`ce. Cependant, la liberte´ accorde´e au contour actif
dans l’espace de relaxation ne permettra pas d’e´viter les minima de premie`re espe`ce. Pour re´soudre
ce proble`me, nous proposons de re´duire dans un second temps (a` partir de t1) l’espace de relaxation.
Alors que cet espace diminue, l’efficacite´ de la contrainte de forme est re´tablie uniforme´ment sur
le domaine de l’image. L’ide´e est donc d’atteindre une segmentation grossie`re de l’objet de l’image
avec relaxation spatiale (t < t1), puis de re´tablir la contrainte de forme a priori uniforme dans
un second temps pour vaincre les alte´rations de l’image (t ≥ t1). Le poids de contrainte de forme
devient ainsi une fonction de l’espace et du temps artificiel du processus ite´ratif. La de´croissance
de l’espace de relaxation se fait par le remplacement de la constante d par une fonction line´aire
par morceaux et de´croissante en fonction du temps :
d (t) =

d0 si t < t1
(ε− d0) t−t1t2−t1 + d0 si t1 ≤ t < t2
ε si t2 ≤ t
(5.9)
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ou` (d0, ε, t1, t2) ∈ R∗+ avec d0 > ε et ε  1. d0 est une constante de´terminant la taille initiale de
l’espace de relaxation et t2 re`gle la vitesse de de´croissance. Nous verrons en section 5.5.5.2 qu’une
de´croissance temporelle plus simple de type e´chelon de Heaviside est moins efficace a` cause de
l’inertie due a` l’estimation des parame`tres de Tsim.
Finalement, nous renforc¸ons la relaxation spatiale et le re´tablissement de la contrainte uniforme
en remplac¸ant le facteur λ de l’e´quation (5.8) par une fonction croissante du temps λa (t) qui
controˆlera l’amplitude globale de la fonction spatio-temporelle du poids de contrainte. Durant la
phase de relaxation (t < t1), la valeur est minimale pour accorder plus de flexibilite´ au contour actif.
A partir de t1, l’amplitude augmente pour atteindre un maximum qui renforcera le re´tablissement
de la contrainte afin de surmonter les alte´rations de l’image. La fonction spatio-temporelle du poids
de la contrainte de forme est finalement :
λflex (ψ (x) , t) = λa (t)
(
1− e−
“
ψ(x)
d(t)
”2)
(5.10)
ou` λa (t) varie entre λmin et λmax avec un profil oppose´ a` celui de l’e´quation (5.9). La figure 5.2
illustre a` trois dimensions la fonction spatio-temporelle λflex (ψ (x) , t).
Fig. 5.2 – Variation spatio-temporelle de la fonction ponde´rant la contrainte de forme. d0 = 3,
t1 = 100, t2 = 400, λmin = 1.25 et λmax = 2.
5.5 Applications et analyse des re´sultats expe´rimentaux
Cette section pre´sente les re´sultats obtenus avec les trois innovations propose´es, a` savoir, l’es-
timation des parame`tres de la transformation globale par l’algorithme du simplex, la fusion de
donne´es exoge`nes dans le terme d’attache aux donne´es des contours actifs et enfin la variation
spatio-temporelle de la contrainte de forme. Nous comparerons ces re´sultats aux mode`les plus clas-
siques et examinerons dans quelle mesure les solutions que nous avons propose´es permettent de
s’affranchir du proble`me des minima locaux. Enfin, nous ne nous limiterons pas au domaine de la
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te´le´de´tection et illustrerons des re´sultats obtenus avec des images utilise´es en Vision par Ordinateur
et en imagerie me´dicale. Ces images partagent la meˆme caracte´ristique que les images satellitaires
en milieu urbain : un manque de discrimination globale de l’objet a` extraire par rapport au fond
de l’image.
5.5.1 Protocole expe´rimental
Dans toutes les expe´riences expose´es ci-apre`s, le contour actif et la forme a priori ont les
caracte´ristiques suivantes :
1. La forme a priori repre´sente´e par l’ensemble de niveaux ψ0(x) correspond exactement aux
frontie`res de l’objet a` segmenter/recaler dans l’image.
2. Le contour actif initial repre´sente´ par l’ensemble de niveaux φ(x, t = 0) est similaire a` la
forme a priori ψ0(x). Il est ensuite transforme´ par une similitude plane directe Tsim dont
les parame`tres sont ξ0 = (s0, θ0, µx,0, µy,0). Le but d’une telle transformation est de cre´er un
e´cart ge´ome´trique entre le contour actif initial et l’objet cible de l’image afin d’examiner le
pouvoir de recalage de la me´thode.
Dans certains cas, nous illustrons l’e´volution du contour actif de l’e´tat initial a` la convergence finale
sous la forme d’une se´quence allant soit de gauche a` droite soit du haut vers le bas.
5.5.2 Comparaison simplex vs. descente de gradient pour l’estimation des pa-
rame`tres de Tsim
Pour comparer les performances des deux algorithmes, conside´rons l’expe´rience suivante : une
forme a priori ψ0 est choisie parmi les deux exemples de la figure 5.3. Le contour actif repre´sente´
par φ et transforme´ par Tsim de parame`tres ξ0 n’e´voluera pas au cours du temps (aucune force
externe due a` l’image n’est employe´e, nous travaillons uniquement dans l’espace des formes).
L’objectif est de constater si les deux me´thodes parviennent a` estimer ξ0 par la minimisation
de l’e´nergie donne´e en e´quation (5.3). Le nombre d’ite´rations pour atteindre la convergence ainsi
(a) (b)
Fig. 5.3 – Formes a priori (en blanc, {x/ψ0 (x) = 0}) et leurs ensembles de niveaux associe´s
(niveaux de gris, |ψ0 (x)|). (a) jouet (b) baˆtiment en L
que les temps de calcul seront compare´s. Nous menons plusieurs fois la meˆme expe´rience avec
diffe´rentes initialisations (s0, θ0, µx,0, µy,0) :
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1. Translation seule : ξ0,1 = (1, 0, 10,−5).
2. Rotation seule : ξ0,2 = (1, pi/3, 0, 0).
3. E´chelle seule : ξ0,3 = (1.2, 0, 0, 0).
4. Similitude plane directe : ξ0,4 = (1.2, pi/3, 10,−5).
Dans les expe´riences mene´es, nous avons privile´gie´ la robustesse des optimisations en travaillant
avec une bande e´troite de 11 pixels. Les temps de calcul seront e´leve´s, mais le but de ces expe´riences
est la comparaison des deux algorithmes et non leurs performances absolues. Le simplex et la
descente de gradient auront converge´ lorsqu’ils ve´rifient le crite`re :
∣∣∣Jn+1shape − Jnshape∣∣∣ < 10−4. Les
deux algorithmes ont e´te´ parame´tre´s de la fac¸on suivante :
1. Descentes de gradient : ∆ts = 5.10−7, ∆tθ = 2, 5.10−7, ∆tµx = 2, 5.10−3 et ∆tµy = 2, 5.10−3
2. Simplex : δs = 0.25, δθ = pi, δµx = 10 et δµy = 10
Les tables 5.1 et 5.2 illustrent les re´sultats obtenus avec la descente de gradient et le simplex
respectivement. Une premie`re constatation est la robustesse du simplex qui estime correctement
ξ0 dans toutes les situations. Le gradient est plus sensible aux minima locaux de la fonctionnelle
d’e´nergie Jshape et e´choue ainsi dans trois cas a` accomplir l’estimation correcte des parame`tres. La
deuxie`me remarque concerne les temps de calcul. Le simplex se re´ve`le extreˆmement plus efficace
que la descente de gradient. Le nombre d’ite´rations ne´cessaires pour atteindre la convergence est
moindre, avec, dans ces expe´riences, une rapidite´ supe´rieure variant d’un ratio 5 a` 68. La principale
raison de la lenteur de la descente de gradient est la stabilite´ nume´rique. Un pas temporel petit
doit eˆtre utilise´ pour chaque descente afin de satisfaire les conditions de stabilite´, au risque de voir
le syste`me instable ou diverger. Il est ne´anmoins important de remarquer qu’un re´glage le´ge`rement
diffe´rent des pas temporels est susceptible de fournir des convergences un peu plus rapides ou plus
longues. Les re´sultats du tableau 5.1 doivent ainsi eˆtre nuance´s mais donnent un ordre de grandeur
des temps de convergence.
Erreur absolue
Forme Expe´rience ∆θ en rad ∆s ∆µ en pixels Ite´rations Temps (s)
ξ0,1 0 0 0 440 15
Jouet ξ0,2 0.8 1.05 (−14.3,−3.17) 1680 58
ξ0,3 0 0 0 550 21
ξ0,4 0.8 1.05 (−14.3,−3.17) 2780 98
ξ0,1 0 0 0 420 11
Baˆtiment en L ξ0,2 0 0 0 2750 68
ξ0,3 0 0 0 330 8
ξ0,4 0.3 1.51 (16.47, 12.54) 1170 30
Tab. 5.1 – Erreur absolue entre ξ0 et son estime´e ξˆ0 par l’algorithme de descente de gradient et
temps de calcul.
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Erreur absolue
Forme Expe´rience ∆θ en rad ∆s ∆µ en pixels Ite´rations Temps (s)
ξ0,1 0 0 0 338 3
Jouet ξ0,2 0 0 0 251 3
ξ0,3 0 0 0 204 3
ξ0,4 0 0 0 390 3
ξ0,1 0 0 0 201 <1
Baˆtiment en L ξ0,2 0 0 0 312 1
ξ0,3 0 0 0 216 1
ξ0,4 0 0 0 276 1
Tab. 5.2 – Erreur absolue entre ξ0 et son estime´e ξˆ0 par l’algorithme du simplex et temps de calcul.
5.5.3 Contribution de la connaissance de forme a priori pour la segmentation
Dans cette section, nous comparons les performances des contours actifs choisis en section 4.3.2
avec et sans incorporation de forme a priori. Le but est d’illustrer la ne´cessite´ d’utiliser la connais-
sance de forme afin de segmenter correctement un objet dont la repre´sentation est alte´re´e dans une
image.
La figure 5.4 pre´sente les re´sultats obtenus avec le mode`le de Chan et Vese et le mode`le Baye´sien
avec un baˆtiment re´pondant au crite`re d’homoge´ne´ite´. Dans cette expe´rience ou` la contrainte de
forme n’est pas utilise´e, le contour actif initial n’a pas subi de transformation (ξ0 = (1, 0, 0, 0))
et se trouve ainsi exactement superpose´ au baˆtiment en forme de U de l’image. En de´pit d’une
initialisation du contour actif confondue avec la solution de´sire´e, celui-ci e´choue a` segmenter le
baˆtiment conside´re´. On constate que dans ce cas, le contour actif a un comportement attendu
sur les zones de faible contraste de l’image : le contour “fuit” et se propage alors dans toute
l’image, englobant des zones ayant les meˆmes proprie´te´s statistiques. Ces re´sultats illustrent aussi
une segmentation plus se´lective du mode`le d’attache aux donne´es de Chan et Vese du fait de sa
restriction au partitionnement de zones constantes de l’image. Le mode`le Baye´sien, plus permissif,
segmente une zone homoge`ne et plus e´tendue de l’image. Les expe´riences pre´sente´es en figure 5.5
sont mene´es avec les meˆmes conditions initiales et les meˆmes mode`les que ceux de la figure 5.4.
Cependant, l’incorporation de forme a priori est prise en compte. Nous constatons que dans ce
cas, les re´sultats sont similaires quel que soit le mode`le utilise´ : une segmentation satisfaisante est
obtenue et les artefacts dus aux zones de faible contraste sont surmonte´s. Il s’est ave´re´ ne´cessaire
d’opter pour un poids de contrainte de forme λ diffe´rent selon le mode`le d’attache aux donne´es
utilise´. Le choix empirique de λ est un compromis entre l’information contenue dans l’image et
la contrainte de forme a priori. Si λ est trop faible, le contour actif est libre d’eˆtre influence´ par
le terme d’attache aux donne´es qui est susceptible d’eˆtre corrompu par le bruit, les occlusions ou
autres artefacts urbains. A l’inverse, un poids trop e´leve´ reviendrait a` minimiser la contribution
de l’image qui conduit le contour vers le baˆtiment que l’on cherche a` segmenter. Le contour actif
perdrait ainsi en flexibilite´ et serait plus enclin a` atteindre des minima locaux de la fonctionnelle
a` minimiser (nous examinerons ce point en section 5.5.4). Si un poids λ = 1 est convenable pour
le mode`le de Chan et Vese, il est insuffisant pour le mode`le Baye´sien. En effet, ce dernier mode`le
diffe`re de celui de Chan et Vese par la normalisation des termes relatifs a` l’image par la variance
a` l’inte´rieur et l’exte´rieur du contour actif. Alors que l’exte´rieur du contour actif dans l’image est
plus “de´sordonne´” que le baˆtiment homoge`ne que l’on cherche a` segmenter, on a de fac¸on ge´ne´rale :
σ2in (t) < σ
2
out (t). Lorsque le contour converge vers la cible homoge`ne, on a σ
2
in (t) 1 : la division
par ce terme accroˆıt alors de fac¸on drastique le terme d’attache aux donne´es a` l’inte´rieur de C (t).
Pour contrecarrer cet effet, nous choisissons une valeur plus e´leve´e de λ (λ = 10).
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(a)
(b)
Fig. 5.4 – Segmentation sans insertion de forme a priori et ξ0 = (1, 0, 0, 0). (a) mode`le de Chan
et Vese (b) mode`le Baye´sien.
(a)
(b)
Fig. 5.5 – Segmentation avec insertion de forme a priori : (a) mode`le de Chan et Vese et λ = 1
(b) mode`le Baye´sien et λ = 10.
La ne´cessite´ d’utiliser la connaissance de forme a priori est a` nouveau illustre´e en figure 5.6 avec
les contours actifs base´s sur l’information diffuse´e des gradients de l’image (GVF). A la diffe´rence
des expe´riences des figures 5.4 et 5.5, le contour actif initial n’est pas exactement superpose´ a`
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l’objet a` recaler dans l’image : le contour initial a subi une transformation de parame`tres ξ0 =
(s0 = 1.1, θ0 = 0.1, µx,0 = −4, µy,0 = 1). La figure 5.6.a montre que la segmentation du baˆtiment
e´choue en l’absence de contrainte de forme. Comme nous l’avions de´ja` remarque´ avec les contours
actifs base´s re´gion, le mode`le de´formable sans contrainte est trop libre et devient sensible aux
artefacts des images urbaines. Dans le cas de la figure 5.6.a, la multitude de de´tails produit de
nombreuses zones de gradient e´leve´ qui attirent le contour actif et l’e´loignent des bords du baˆtiment.
La figure 5.6.b montre l’ame´lioration apporte´e par la contrainte de forme : le baˆtiment de l’image
est correctement segmente´ malgre´ une initialisation e´loigne´e de la cible. L’invariance par similitude
plane directe de la contrainte de forme permet de s’affranchir des erreurs initiales de superposition
graˆce a` l’estimation dynamique des parame`tres de Tsim.
(a)
(b)
Fig. 5.6 – Segmentation avec un contour actif base´ sur l’information de contour (GVF) et ξ0 =
(s0 = 1.1, θ0 = 0.1, µx,0 = −4, µy,0 = 1) : (a) re´sultat sans contrainte de forme a priori. (b) re´sultat
avec contrainte de forme a priori (λ = 5).
5.5.4 Sensibilite´ a` l’initialisation des contours actifs contraints
L’e´volution des contours actifs minimise une fonctionnelle d’e´nergie par descente de gradient.
Cette optimisation n’est pas globale mais locale. Ainsi, toutes les configurations possibles du
contour dans l’image ne seront pas essaye´es pour minimiser la fonctionnelle d’e´nergie. Au contraire,
le contour actif devra eˆtre initialement proche de la solution finale pour y converger. Ainsi, un re-
couvrement non nul entre le contour initial et la cible dans l’image est indispensable. Dans cette
section, nous examinons la sensibilite´ des contours actifs avec contrainte de forme vis-a`-vis de l’ini-
tialisation afin d’e´valuer la robustesse des algorithmes et leur pouvoir a` re´soudre le proble`me de
la mise en correspondance carte-image. Ne´anmoins, nous n’examinons qu’une seule classe d’erreur
de mise en correspondance initiale : celle mode´lisable par une similitude plane directe.
5.5.4.1 Comparaison des mode`les base´s sur l’information de re´gion
Les figures 5.7 a` 5.12 illustrent la sensibilite´ des mode`les de Chan et Vese et du mode`le Baye´sien
par rapport a` l’initialisation du contour actif. La figure 5.7 montre que le mode`le de Chan et Vese
n’est pas sensible a` une faible translation sur les trois exemples illustre´s. Les figures 5.8.a et 5.8.c
montrent que si la mise en correspondance des baˆtiments rectangulaires ne semble pas poser de
116 CHAPITRE 5. CONTOURS ACTIFS CONTRAINTS ROBUSTES
proble`me avec une rotation initiale de 0.3 rad, on constate en revanche que celle du baˆtiment en
U e´choue (figure 5.8.b). Il existe deux raisons a` cela :
– La premie`re est relative aux images que nous utilisons. En milieu urbain dense, un baˆtiment
conside´re´ ne se de´marque pas singulie`rement de son environnement. Ainsi, si l’initialisa-
tion est trop e´loigne´e, une convergence vers l’objet recherche´ peut eˆtre tre`s de´licate. Cette
convergence est rendue encore plus hasardeuse pour le mode`le de Chan et Vese ou` la seule
quantite´ statistique examine´e est la moyenne. Il est fortement possible qu’au cours du pro-
cessus ite´ratif, cin (φ (x, t)) ' cout (φ (x, t)) ce qui aura pour effet d’immobiliser le contour
actif, empeˆchant la mise en correspondance (minimum local).
– La deuxie`me raison est inhe´rente au terme de contrainte de forme. Il est possible que le
terme d’attache aux donne´es fasse tendre le contour actif vers un e´tat qui n’appartient pas a`
l’espace des formes autorise´es par le terme e´nerge´tique de contrainte. Ainsi, meˆme si l’objet
repre´sente´ dans l’image est la solution minimisant la fonctionnelle d’e´nergie, il est probable
qu’il en couˆte plus pour le terme de contrainte de forme de s’en approcher que le gain enre-
gistre´ par l’e´nergie d’attache aux donne´es. On atteint alors un statu quo entre ces deux forces
antagonistes, faisant converger le contour actif vers un minimum local de la fonctionnelle
d’e´nergie.
Le mode`le de Chan et Vese semble tre`s sensible a` une variation du facteur d’e´chelle. Cela est une
manifestation probante du manque de discrimination radiome´trique du baˆtiment a` recaler dans
l’image au sens de la moyenne (figures 5.9.a et 5.9.b).
Les re´sultats obtenus avec le mode`le Baye´sien en figures 5.10.b et 5.10.c sont similaires a`
ceux re´alise´s avec le mode`le de Chan et Vese concernant la sensibilite´ vis-a`-vis de la translation.
En revanche, on constate que la segmentation du premier baˆtiment rectangulaire e´choue (figure
5.10.a). Ceci est inhe´rent au mode`le Baye´sien, plus permissif et qui autorise la segmentation d’objets
d’intensite´ non uniforme. Cette flexibilite´ du mode`le associe´e a` une contrainte de forme trop e´leve´e
(λ = 10) permet d’expliquer le re´sultat errone´ obtenu. Nous verrons en section 5.4 comment
re´soudre ce proble`me avec un poids λ variable. Quant a` la rotation (figure 5.11), on constate que la
mise en correspondance du baˆtiment en U a re´ussi (figure 5.11.b), tout comme celle des baˆtiments
rectangulaires, alors que le mode`le de Chan et Vese avait e´choue´ (figure 5.8.b). Comme nous
l’e´voquions auparavant, la normalisation par la variance de l’image a` l’inte´rieur du contour actif
permet de rendre pre´ponde´rant le terme d’attache aux donne´es pour vaincre le terme de contrainte
de forme qui avait tendance a` cre´er des minima locaux. A l’instar du mode`le de Chan et Vese, le
test de sensibilite´ vis-a`-vis du facteur d’e´chelle e´choue pour les expe´riences des figures 5.12.a et
5.12.b. Ceci est duˆ a` une mauvaise initialisation et a` un manque de discrimination du baˆtiment
dans l’image. A contrario, le baˆtiment clair de la troisie`me expe´rience e´tant singulie`rement diffe´rent
du reste de la sce`ne, la segmentation re´ussit quel que soit le mode`le employe´ (figure 5.12.c).
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(a) (b) (c)
Fig. 5.7 – Sensibilite´ a` la translation : segmentation avec le mode`le de Chan et Vese et la contrainte
de forme. Le contour actif initial des expe´riences (a), (b) et (c) a e´te´ transforme´ par une similitude
plane directe de parame`tres ξ0 = (s0 = 1.0, θ0 = 0.0, µx,0 = 5, µy,0 = 5).
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(a) (b) (c)
Fig. 5.8 – Sensibilite´ a` la rotation : segmentation avec le mode`le de Chan et Vese et la contrainte
de forme. Le contour actif initial des expe´riences (a), (b) et (c) a e´te´ transforme´ par une similitude
plane directe de parame`tres ξ0 = (s0 = 1.0, θ0 = 0.3, µx,0 = 0, µy,0 = 0).
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(a) (b) (c)
Fig. 5.9 – Sensibilite´ au facteur d’e´chelle : segmentation avec le mode`le de Chan et
Vese et la contrainte de forme. (a) ξ0 = (s0 = 1.5, θ0 = 0.0, µx,0 = 0, µy,0 = 0) ; (b) ξ0 =
(s0 = 0.8, θ0 = 0.0, µx,0 = 0, µy,0 = 0) ; (c) ξ0 = (s0 = 1.5, θ0 = 0.0, µx,0 = 0, µy,0 = 0).
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(a) (b) (c)
Fig. 5.10 – Sensibilite´ a` la translation : segmentation avec le mode`le Baye´sien et la contrainte de
forme. Le contour actif initial des expe´riences (a), (b) et (c) a e´te´ transforme´ par une similitude
plane directe de parame`tres ξ0 = (s0 = 1.0, θ0 = 0.0, µx,0 = 5, µy,0 = 5).
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(a) (b) (c)
Fig. 5.11 – Sensibilite´ a` la rotation : segmentation avec le mode`le Baye´sien et la contrainte de
forme. Le contour actif initial des expe´riences (a), (b) et (c) a e´te´ transforme´ par une similitude
plane directe de parame`tres ξ0 = (s0 = 1.0, θ0 = 0.3, µx,0 = 5, µy,0 = 5).
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(a) (b) (c)
Fig. 5.12 – Sensibilite´ au facteur d’e´chelle : segmentation avec le mode`le Baye´sien et la contrainte
de forme.
(a) ξ0 = (s0 = 1.5, θ0 = 0.0, µx,0 = 0, µy,0 = 0)
(b) ξ0 = (s0 = 0.8, θ0 = 0.0, µx,0 = 0, µy,0 = 0)
(c) ξ0 = (s0 = 1.5, θ0 = 0.0, µx,0 = 0, µy,0 = 0).
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5.5.4.2 Mode`le base´ sur l’information de frontie`res
La figure 5.13 montre le re´sultat du recalage avec le contour actif base´ sur le GVF de l’image.
Les recalages illustre´s sur cette figure sont satisfaisants. Il est cependant a` noter que l’erreur
d’initialisation est faible. Avec une initialisation plus e´loigne´e, la segmentation contrainte e´choue
(figure 5.14). Ces expe´riences de´montrent que meˆme avec la diffusion spatiale de l’information
de gradient, le contour actif reste sensible a` l’initialisation. La raison est la profusion de de´tails
entourant le baˆtiment et qui pie`gent facilement le contour actif dans un minimum local de la
fonctionnelle d’e´nergie.
5.5.5 Solutions pour une moindre sensibilite´ a` l’initialisation et aux minima
locaux
Les expe´riences de la section pre´ce´dente ont montre´ que les contours actifs utilise´s e´taient
sensibles a` une initialisation e´loigne´e par rapport a` l’objet a` segmenter dans l’image. Nous justifions
cette sensibilite´ par le manque de discrimination de l’objet d’inte´reˆt par rapport au reste de l’image
et par la pre´sence de la contrainte de forme, encline a` faire converger le contour vers des minima
locaux. Dans cette section, nous pre´sentons des re´sultats relatifs a` la fusion du MNS avec l’image
satellitaire et la contrainte de forme spatio-temporelle. Nous examinerons expe´rimentalement dans
quelle mesure ces deux solutions re´solvent le proble`me des minima locaux qui empeˆchent un recalage
efficace.
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(a) (b) (c)
Fig. 5.13 – Sensibilite´ a` l’initialisation : segmentation avec un contour actif base´ sur l’information
de contour (GVF) et avec contrainte de forme.
(a) ξ0 = (s0 = 1.1, θ0 = 0.1, µx,0 = −4, µy,0 = 1)
(b) ξ0 = (s0 = 1.0, θ0 = −0.1, µx,0 = −1, µy,0 = −2)
(c) ξ0 = (s0 = 1.0, θ0 = 0.1, µx,0 = 0, µy,0 = 2).
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(a) (b) (c)
Fig. 5.14 – Sensibilite´ a` une initialisation e´loigne´e : segmentation avec un contour actif base´ sur
l’information de contour (GVF) et avec contrainte de forme.
(a) ξ0 = (s0 = 1.1, θ0 = 0.25, µx,0 = −4, µy,0 = 1)
(b) ξ0 = (s0 = 1.0, θ0 = −0.25, µx,0 = −2, µy,0 = −3)
(c) ξ0 = (s0 = 1.0, θ0 = 0.1, µx,0 = −2, µy,0 = 2).
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5.5.5.1 Re´sultats avec fusion de donne´es exoge`nes dans le terme d’attache aux don-
ne´es
La figure 5.15 illustre le re´sultat obtenu avec le baˆtiment en U et les mode`les propose´s en e´qua-
tions (5.5) et (5.6). En de´pit d’une initialisation volontairement e´loigne´e du baˆtiment de l’image,
le recalage re´ussit. Ceci montre que la bonne discrimination du baˆtiment dans le MNS parvient
a` conduire le contour actif vers la cible dans l’image. A la fin de la convergence, la contribution
du MNS est relaxe´e pour donner plus de poids a` l’image dans laquelle les bords du baˆtiment sont
mieux de´finis. La figure 5.16 illustre la meˆme expe´rience que la figure 5.15 mais sans inte´gration
du MNS. On constate que dans ce cas, le contour actif ne parvient pas a` segmenter le baˆtiment.
(a)
(b)
Fig. 5.15 – Recalage re´ussi avec une initialisation e´loigne´e et l’insertion du MNS exoge`ne dans la
fonctionnelle d’e´nergie. (a) mode`le de Chan et Vese (b) mode`le Baye´sien.
Fig. 5.16 – E´chec du recalage avec une initialisation e´loigne´e et le mode`le de Chan et Vese (pas
d’incorporation du MNS).
La comparaison des figures 5.17 et 5.18 illustre l’efficacite´ de la me´thode propose´e. Dans l’expe´-
rience de la figure 5.17 ou` seule l’information de l’image satellitaire dirige le contour actif (mode`le
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Baye´sien), le recalage e´choue. L’initialisation e´loigne´e et la pre´sence d’ombres expliquent le re´sultat
obtenu. L’ombre est un artefact absent du MNS qui parvient alors a` diriger le contour vers la bonne
solution (figure 5.18).
(a) Etat initial (b) Etat final : e´chec du recalage
Fig. 5.17 – E´chec du recalage sans insertion du MNS, avec une initialisation e´loigne´e et le mode`le
Baye´sien.
Fig. 5.18 – Recalage re´ussi avec une initialisation e´loigne´e et l’insertion du MNS exoge`ne dans la
fonctionnelle d’e´nergie (mode`le Baye´sien pour l’image, mode`le de Chan et Vese pour le MNS).
Enfin, l’expe´rience de la figure 5.19 illustre la comple´mentarite´ de l’information de re´gion pro-
venant du MNS (Chan et Vese) et de frontie`re extraite des segments de l’image (GVF). La force
de´rive´e du MNS parvient a` rapprocher le contour actif de la solution finale en surmontant les
artefacts susceptibles de pie´ger un contour actif uniquement muˆ par les gradients de l’image. Le
baˆtiment est finalement segmente´ avec succe`s (figure 5.19), contrairement au cas de la figure 5.20
sans incorporation de MNS.
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Fig. 5.19 – Recalage re´ussi avec une initialisation e´loigne´e et l’insertion du MNS exoge`ne dans la
fonctionnelle d’e´nergie (mode`le GVF pour l’image, mode`le de Chan et Vese pour le MNS).
(a) Etat initial (b) Etat final : e´chec du recalage
Fig. 5.20 – E´chec du recalage sans insertion du MNS, avec une initialisation e´loigne´e et le mode`le
GVF.
Le dernier avantage de la fusion de MNS concerne la diminution des temps de convergence. Le
tableau 5.3 compare les temps de convergence sans et avec fusion de MNS graˆce au calcul de leur
ratio. Les expe´riences re´alise´es pour e´tablir ces comparaisons ont e´te´ mene´es avec les baˆtiments des
figures 5.7.a et 5.7.b avec diffe´rentes initialisations. Nous constatons que les temps de convergence
sont plus courts avec la fusion de MNS. Cette ame´lioration est due a` la forte discrimination du
baˆtiment dans le MNS compare´e a` celle de l’image. Ainsi, l’utilisation conjointe du MNS permet de
conduire suˆrement et plus efficacement le contour actif vers l’objet cible. Les re´sultats du tableau
5.3 de´pendent de l’initialisation du contour actif et de l’image analyse´e. Ne´anmoins ils affichent
une re´elle tendance de gain en efficacite´.
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Expe´rience ratio
Baˆtiment en U, expe´rience 1 1.4
Baˆtiment rectangulaire, expe´rience 1 1.3
Baˆtiment en U, expe´rience 2 2.5
Baˆtiment rectangulaire, expe´rience 2 1.3
Tab. 5.3 – Rapport entre les temps de convergence sans et avec fusion de MNS : ratio = tsans fusiontavec fusion .
5.5.5.2 Re´sultats avec une contrainte de forme spatio-temporelle
L’expe´rience illustre´e en figure 5.21 reproduit celle de la figure 5.10.a avec le poids spatio-
temporel de contrainte de forme exprime´ en e´quation (5.10). L’amplitude du poids de contrainte
varie entre λmin = 3 et λmax = 30 alors que la distance de non-interaction initiale est d0 = 7 pixels.
Alors que la mise en correspondance du baˆtiment rectangulaire e´chouait avec un poids de contrainte
de forme constant et le mode`le Baye´sien (figure 5.10.a), elle re´ussit avec sa formulation variable en
fonction de l’espace et du temps (figure 5.21). La seconde image de la se´quence illustre la premie`re
phase de l’algorithme : le poids e´tant faible, le contour peut changer de topologie afin de segmenter
les zones de radiome´trie similaire. Cette segmentation est e´videmment limite´e dans l’espace. La
troisie`me image de la se´quence illustre la seconde phase : le poids augmente progressivement et de
fac¸on continue ce qui a tendance a` pe´naliser et donc re´duire la surface de la seconde re´gion apparue
a` l’e´tape pre´ce´dente. Finalement, le contour converge vers la bonne solution.
Fig. 5.21 – Segmentation avec une variation spatio-temporelle de la contrainte de forme et le
mode`le Baye´sien (λmin = 3, λmax = 30, d0 = 7).
La figure 5.22 pre´sente un recalage re´ussi avec une initialisation e´loigne´e de la cible dans l’image.
La difficulte´ de la sce`ne est la pre´sence d’un baˆtiment voisin (carre´) avec des proprie´te´s radiome´-
triques similaires a` celles du baˆtiment d’inte´reˆt. Dans le cas de l’utilisation d’un poids de contrainte
constant (figure 5.23), nous remarquons que ce baˆtiment pe´riphe´rique est aussi segmente´, empeˆ-
chant un recalage satisfaisant. A l’inverse, la contrainte de forme spatio-temporelle confe`re suffi-
samment de flexibilite´ au contour actif pour autoriser un changement de topologie pour atteindre
une segmentation grossie`re de l’objet (deuxie`me image de la se´quence en figure 5.22). Lorsque la
contrainte uniforme est restaure´e dans un second temps, les erreurs locales de segmentation situe´es
dans l’espace de relaxation sont e´limine´es et un recalage re´ussi est finalement atteint.
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Fig. 5.22 – Segmentation avec une variation spatio-temporelle de la contrainte de forme et le
mode`le Baye´sien (λmin = 27, λmax = 70, d0 = 7).
Fig. 5.23 – Segmentation avec un poids constant de contrainte de forme et le mode`le Baye´sien
(λ = 50).
Les expe´riences pre´sente´es en figure 5.24 reproduisent avec une contrainte flexible celles ayant
e´choue´ en figure 5.14 avec un poids constant de contrainte de forme et un mode`le base´ frontie`re
(GVF). L’ame´lioration due a` la variation de la contrainte est plus nuance´e avec le mode`le GVF.
Dans le premier cas (figure 5.24.a), le poids adaptatif ne permet pas un recalage correct, alors qu’il
est efficace sur les deux autres exemples. Avec un contour actif base´ sur le gradient de l’image,
le poids spatio-temporel ne permet pas un recalage re´ussi avec une initialisation trop e´loigne´e.
En effet, ces mode`les de´formables sont affecte´s par l’information locale de l’image, ce qui est un
proble`me lorsque la contrainte de forme est relaxe´e. Ainsi, il est probable que le contour reste
pie´ge´ durant la pe´riode ou` le poids de contrainte est faible, ce qui l’empeˆche de se rapprocher du
baˆtiment a` recaler dans l’image.
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Fig. 5.24 – Variation spatio-temporelle de lambda avec le mode`le GVF et λmin = 1, λmax = 5,
d0 = 5 :
(a) ξ0 = (s0 = 1.1, θ0 = 0.25, µx,0 = −4, µy,0 = 1)
(b) ξ0 = (s0 = 1.0, θ0 = −0.25, µx,0 = −2, µy,0 = −3)
(c) ξ0 = (s0 = 1.0, θ0 = 0.1, µx,0 = −2, µy,0 = 2).
Nous proposons en figure 5.25 de mener des expe´riences avec des images n’appartenant pas au
domaine de la te´le´de´tection. Ces images pre´sentent les meˆmes difficulte´s que les donne´es de
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te´le´de´tection en milieu urbain, a` savoir un manque de discrimination de l’objet d’inte´reˆt par rapport
a` son environnement. Les expe´riences des images 5.25.a et 5.25.b montrent l’efficacite´ du poids
flexible de contrainte de forme avec le mode`le Baye´sien d’attache aux donne´es. L’utilisation d’un
poids constant empeˆche un recalage re´ussi : le manque de flexibilite´ du contour le fait rapidement
sombrer dans un minimum local de la fonctionnelle d’e´nergie (figure 5.26).
(a)
(b)
Fig. 5.25 – Segmentation avec variation spatio-temporelle du poids de contrainte de forme (mode`le
Baye´sien) : (a) λmin = 15, λmax = 100, d0 = 15 (b) λmin = 50, λmax = 100, d0 = 10.
(a) (b)
Fig. 5.26 – E´chec du recalage avec un poids constant de contrainte de forme (mode`le Baye´sien) :
(a) λ = 20 (b) λ = 70 .
Enfin, nous proposons des expe´riences avec diffe´rentes fac¸ons de faire varier la contrainte de
forme en fonction de l’espace et du temps. L’expe´rience illustre´e en figure 5.27.a reproduit celle de
la figure 5.22.a mais sans relaxation spatiale de la contrainte, seule la variation temporelle en ampli-
tude de l’e´quation (5.10) est employe´e. Nous constatons que contrairement au cas spatio-temporel,
la segmentation e´choue. Dans ce cas, l’absence de relaxation ne permet pas au contour actif d’eˆtre
suffisamment flexible pour segmenter grossie`rement l’objet d’inte´reˆt avant le re´tablissement
5.5. APPLICATIONS ET ANALYSE DES RE´SULTATS EXPE´RIMENTAUX 133
de la contrainte uniforme. L’utilisation d’une valeur λmin plus faible pour confe´rer plus de flexibilite´
e´chouerait dans la mesure ou` la flexibilite´ accorde´e ne serait pas spatialement borne´e. Le contour
segmenterait alors les objets pe´riphe´riques ayant les meˆmes proprie´te´s statistiques que la cible.
L’expe´rience de la figure 5.27.b reproduit celle expose´e en figure 5.25.b. Un poids spatio-temporel
est aussi utilise´, mais avec une formulation plus simple du profil spatial :
λflex(ψ(x), t) = λa (t)
{ |ψ(x)|
2d(t) si |ψ(x)| < 2d(t)
1 sinon
(5.11)
ou` ψ est l’ensemble de niveaux de la contrainte de forme, d(t) et λa (t) sont de´finis en e´quation
(5.10). La formulation line´aire par morceaux de la relaxation spatiale de l’e´quation (5.11) est
certainement plus intuitive que celle de l’e´quation (5.10). Ne´anmoins, l’expe´rience de la figure
5.27.b utilisant une telle formulation e´choue. Le proble`me d’un tel profil spatial est un renforcement
trop important de la contrainte de forme au voisinage du niveau ze´ro de ψ. Ainsi, la contrainte
n’est pas autant relaxe´e qu’avec la pre´sence d’un point stationnaire de la formulation exponentielle
en e´quation (5.10). Augmenter la taille de l’espace de relaxation d0 ne serait pas une solution
viable car ce dernier e´tant trop e´tendu, le contour actif serait susceptible d’eˆtre influence´ par les
artefacts et objets environnants, empeˆchant la segmentation grossie`re de l’objet d’inte´reˆt avant
le re´tablissement de la contrainte uniforme. L’avantage du profil spatial de l’e´quation (5.10) est
d’autoriser une relaxation forte tre`s proche de la forme a priori tout en pre´servant une contrainte
e´leve´e a` une distance plus e´loigne´e. Enfin, l’expe´rience de la figure 5.27.c re´pe`te celle de la figure
5.22.a avec une formulation plus simple du profil temporel. Les variations temporelles de λa (t) et
d(t) sont remplace´es par des fonctions respectivement croissante et de´croissante de type e´chelon
de Heaviside. La restauration de la contrainte de forme est ainsi re´tablie brusquement et non
progressivement. Dans ce cas, la figure 5.27.c montre que la segmentation est un e´chec. La raison
d’un tel re´sultat concerne l’estimation dynamique des parame`tres de Tsim permettant l’invariance
de la contrainte de forme par similitude plane directe. Alors que l’espace de relaxation est effectif, le
contour actif segmente grossie`rement l’objet d’inte´reˆt dans l’image. Les variations spatiales borne´es
du contour actif par rapport a` la forme de re´fe´rence peuvent biaiser le´ge`rement l’estimation des
parame`tres de Tsim. Ainsi, lorsque la contrainte uniforme est re´tablie soudainement, le contour
actif ressemble a` la forme de re´fe´rence transforme´e par Tsim dont les parame`tres sont mal estime´s.
En conse´quence, le contour actif peut se retrouver loin de l’objet a` segmenter dans l’image et avec
une contrainte uniforme et forte, ce qui le rend tre`s sensible aux minima locaux que nous cherchions
a` e´viter. A l’inverse, un re´tablissement progressif de la contrainte de forme permet a` l’estimateur
des parame`tres de Tsim (ici le simplex) d’effectuer une estimation de moins en moins biaise´e alors
que le contour actif converge vers la cible (figure 5.27.c).
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(a) (b) (c)
Fig. 5.27 – E´chec du recalage (mode`le Baye´sien) avec : (a) unique variation temporelle de la
contrainte de forme avec λmin = 30, λmax = 70 (pas de relaxation spatiale) ; (b) variation spatio-
temporelle de la contrainte de forme avec un profil spatial de´fini en e´quation (5.11) et λmin = 27,
λmax = 70, d0 = 7 ; (c) variation spatio-temporelle de la contrainte de forme avec des fonctions
e´chelon de Heaviside pour λa (t) et d(t).
Outre la possibilite´ d’assurer une convergence plus robuste, la flexibilite´ spatio-temporelle du
poids de contrainte de forme permet aussi d’acce´le´rer significativement les temps de calcul (tableau
5.4). En effet, lors de la premie`re phase, la faible contrainte de forme confe`re suffisamment de
flexibilite´ au contour actif pour qu’il s’approche efficacement de la cible dans l’image. La contrainte
uniforme et constante qui a tendance a` ralentir l’e´volution du contour est re´tablie uniquement a` la
fin du processus pour re´gulariser la segmentation. Le tableau 5.4 compare les temps de convergence
sans et avec variation spatio-temporelle de la contrainte graˆce au calcul de leur ratio. Comme pour
le cas de la fusion de donne´es exoge`nes, les expe´riences re´alise´es pour e´tablir ces comparaisons ont
e´te´ mene´es avec les baˆtiments des figures 5.7.a et 5.7.b avec diffe´rentes initialisations. A l’instar
des re´sultats avec fusion de MNS, la tendance affiche´e est un gain en efficacite´, qui de´pend aussi
de l’initialisation et de la sce`ne analyse´e.
Expe´rience ratio
Baˆtiment en U, expe´rience 1 1.8
Baˆtiment rectangulaire, expe´rience 1 3.1
Baˆtiment en U, expe´rience 2 4.3
Baˆtiment rectangulaire, expe´rience 2 2.0
Baˆtiment en U, expe´rience 3 2
Baˆtiment rectangulaire, expe´rience 3 1.3
Tab. 5.4 – Rapport entre les temps de convergence sans et avec contrainte de forme spatio-
temporelle : ratio = tcontrainte uniformetcontrainte spatio−temporelle .
5.6 Limites du mode`le avec contrainte de forme
Les cartes nume´riques sont souvent entache´es d’erreurs car elles re´sultent d’un traitement ma-
nuel, qui est de fait imparfait et subjectif. Si ces erreurs sont mode´lisables par la composition
d’une
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translation, rotation et dilatation/re´traction, notre me´thode sera capable de s’en affranchir puisque
le terme e´nerge´tique de contrainte de forme est invariant par similitude plane directe. Le plus
souvent, les erreurs observe´es dans la carte sont locales et ne peuvent eˆtre mode´lise´es et corrige´es
par une transformation globale (cf. section 2.3 de´taillant les erreurs de Uinterpre´tation). Ainsi, il
est possible que par endroits, l’objet cartographique et sa repre´sentation homologue dans l’image
soient incohe´rents sans obe´ir a` des re`gles particulie`res (figure 5.28).
Fig. 5.28 – Superposition de la ve´rite´ terrain (grise´e) et d’un polygone cartographique localement
errone´
Les erreurs cartographiques influenceront et se manifesteront sur les re´sultats de la segmentation
comme l’illustrent les figures 5.29 et 5.31. Sur la figure 5.28, on remarque qu’une correction par
une rotation ame´liorerait la correspondance entre la carte et la ve´rite´ terrain re´alise´e a` la main.
Cependant, des incohe´rences locales subsistent : la barre centrale du U n’est pas assez large dans
la carte, la barre gauche n’est pas assez longue non plus, alors que la taille de celle de droite semble
convenir meˆme si elle paraˆıt trop large. Le re´sultat du recalage avec une carte localement errone´e
est alors un compromis entre l’image et la contrainte de forme corrompue. La figure 5.29 illustre
l’exemple de segmentation du baˆtiment en U avec le mode`le Baye´sien. Les figures 5.30 et 5.31
illustrent le re´sultat avec le mode`le base´ GVF sans erreur de la carte (figure 5.30) et avec erreurs
locales de forme (figure 5.31). La pre´sence d’erreurs locales dans la carte est un proble`me puisque
nous tirons parti de celle-ci pour assister et contraindre le processus de mise en correspondance.
Nous proposerons dans le chapitre suivant un moyen de surmonter cet obstacle en assouplissant
l’incorporation de la contrainte de forme.
Fig. 5.29 – Convergence finale du contour actif avec une forme a priori errone´e
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 5.30 – Recalage par contour actif base´ sur l’information de gradient (GVF) et avec une forme
a priori non errone´e.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 5.31 – Recalage par contour actif base´ sur l’information de gradient (GVF) et avec une forme
a priori errone´e de´rive´e de la carte.
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5.7 Conclusion
L’objectif de ce chapitre e´tait de montrer la contribution de l’insertion de contrainte de forme
pour le recalage fin carte-image par contours actifs. La technique de mise en correspondance pro-
pose´e permet de recaler individuellement chaque baˆtiment symbolise´ dans la carte sur sa repre´sen-
tation homologue dans une image satellitaire panchromatique haute re´solution. La finalite´ est de
re´duire les variabilite´s exoge`nes carte-image afin d’ame´liorer la cohe´rence entre ces deux repre´sen-
tations et de permettre une de´tection de non-changement subse´quente plus fiable.
Des re´sultats expe´rimentaux ont permis de mesurer l’apport de la forme a priori de la carte
afin de palier les difficulte´s inhe´rentes aux images urbaines. Trois types de contours actifs ont e´te´
utilise´s et ont exhibe´ une certaine sensibilite´ a` l’initialisation ainsi qu’aux minima locaux de la
fonctionnelle d’e´nergie minimise´e. Nous avons propose´ deux solutions pour rendre les mode`les de´-
formables plus robustes. La premie`re regarde l’injection d’un MNS orthoscopique dans l’e´nergie
d’attache aux donne´es et permet une meilleure discrimination de la couche baˆti par rapport au
sol de l’image. La force de´rive´e de la donne´e du MNS dirige alors plus suˆrement et efficacement le
contour actif vers le baˆtiment dans l’image. La seconde contribution consiste a` relaxer spatialement
et temporellement la contrainte de forme au cours du processus de convergence. La flexibilite´ spa-
tialement borne´e confe´re´e au contour actif autorise une segmentation approximative de l’objet dans
l’image avant d’eˆtre spe´cifiquement re´gularise´e par le re´tablissement d’une contrainte uniforme. Des
re´sultats expe´rimentaux ont montre´ l’efficacite´ de ces deux approches avec une re´duction des temps
de calcul. Une alternative a` la descente de gradient a aussi e´te´ propose´e afin d’assurer l’invariance
de la contrainte de forme par transformation globale. Notre alternative base´e sur la technique du
simplex s’ave`re plus robuste et plus rapide que la me´thode traditionnelle de descente de gradient.
Enfin, nous avons suppose´ que la forme a priori utilise´e comme contrainte repre´sentait exac-
tement l’objet a` recaler dans l’image, modulo une similitude plane directe. Nous n’avons jusqu’a`
pre´sent pas aborde´ le proble`me de possibles disparite´s entre la forme globale du baˆtiment dans
l’image et celle de l’objet cartographique. La pre´sence de telles variabilite´s est cependant fre´quente,
elle est due soit a` des erreurs locales de forme de la carte ou a` des changements partiels intervenus
sur le baˆti. Pour traiter le recalage carte-image avec de tels artefacts, de nouvelles e´nergies de
contrainte de forme doivent eˆtre formule´es.
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Chapitre 6
Contrainte de forme autorisant les
variations paralle`les
6.1 Introduction
Il est possible que les objets cartographiques contiennent des incohe´rences locales de forme
par rapport a` la re´alite´ de l’image. Nous avons illustre´ au chapitre pre´ce´dent la pre´sence de ces
erreurs qui empeˆchent un recalage totalement satisfaisant avec le baˆtiment repre´sente´ dans l’image
satellitaire. Ces incohe´rences sont aussi dues a` des changements locaux et partiels apparus au niveau
du baˆtiment de l’image. Dans les deux cas, les parties du contour actif, contraintes a` tort par la
forme a priori n’atteignent pas les bords de l’objet vu dans l’image en raison de la fac¸on rigide dont
a e´te´ inse´re´e la contrainte de forme qui est uniquement invariante par une transformation globale. Le
proble`me des e´carts locaux par rapport a` une forme a priori a e´te´ essentiellement traite´ d’un point
de vue statistique graˆce a` la donne´e d’e´chantillons d’apprentissage [114, 28, 66, 105, 93, 103, 30].
Nous proposons une autre solution non heuristique, consistant a` autoriser certains e´carts du contour
actif par rapport a` la forme de re´fe´rence. La classe des e´carts autorise´s est celle des de´placements
contraints par le paralle´lisme par rapport aux segments de la forme a priori et correspond aux
incohe´rences locales carte-image les plus souvent rencontre´es dans les donne´es cartographiques.
Pour permettre de telles de´formations, nous proposons une nouvelle e´nergie de contrainte de forme.
Celle-ci est la somme d’une e´nergie line´aire comparant les normales du contour actif et de la
forme a priori, et d’une e´nergie quadratique imposant au contour actif des contraintes ge´ne´riques
de rectiline´arite´ et d’orthogonalite´. Des re´sultats expe´rimentaux pre´liminaires, mais ne´anmoins
encourageants sont pre´sente´s.
6.2 E´nergie de contrainte de forme autorisant les variations pa-
ralle`les
La fac¸on d’introduire la notion de paralle´lisme dans la fonctionnelle d’e´nergie de contrainte de
forme consiste a` imposer l’alignement des normales du contour actif et de la forme de re´fe´rence. En
termes d’ensembles de niveaux, les normales sont∇φ (x) et∇ψ (x)12. Le nouveau terme e´nerge´tique
1On suppose que la condition |∇φ| = 1 est toujours ve´rifie´e, ce qui est en pratique vrai si on re´initialise la fonction
φ a` chaque ite´ration de l’e´quation d’e´volution. La condition |∇ψ0| = 1 est toujours ve´rifie´e puisque la forme a priori
n’est pas mise a` jour. Ainsi |∇ψ0| = |∇ψ| = 1 puisque que les ensembles de niveaux ψ0 et ψ ne diffe`rent que par une
transformation isome´trique qui par de´finition n’affecte pas la fonction distance.
2Les de´formations locales contraintes par le paralle´lisme sont susceptibles d’eˆtre inhibe´es par l’invariance par
similitude plane directe (e´chelle) exprime´e en e´quation (4.54). Par conse´quent, nous excluons toute invariance par
transformation globale dans ce chapitre. En reprenant la notation des chapitres pre´ce´dents, nous avons alors :
ψ = ψ0 ◦ Tsim = ψ0 ou` Tsim est l’identite´.
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formule´ sur la base de l’e´quation (4.54) est alors :
Jshape (φ, ψ) = λpara
∫
Ω
|∇φ (x)−∇ψ (x)|2 (H (φ (x))−H (ψ (x)))2 dx (6.1)
L’e´quation d’e´volution associe´e a` une fonctionnelle J = Jimage + JShape ne´cessite le calcul du
gradient de Jshape par rapport a` φ. Le de´tail des calculs est donne´ en annexe E, et aboutit a` :
φt (x, t) = −∂Jimage
∂φ
+4λparaδα (ψ (x, t)) (〈∇φ (x) ,∇ψ (x)〉 − 1) [Ha (φ (x, t))−Ha (ψ (x, t))]
+ 2λpara (∆φ (x)−∆ψ (x)) [Ha (φ (x, t))−Ha (ψ (x, t))]2 (6.2)
Les deux derniers termes de l’e´quation (6.2) sont le re´sultat de l’insertion du nouveau terme
d’e´nergie. Le premier tend vers ze´ro lorsque la normale au contour actif a le meˆme sens et la meˆme
direction que celle de la forme a priori. Cependant, ce terme a une influence tre`s locale puisqu’il
est ponde´re´ par la distribution de Dirac qui de´pend ici de ψ. Ainsi, lorsque le contour actif sera
e´loigne´ de la forme de re´fe´rence (au dela` de quelques pixels), ce terme n’aura aucune influence. Le
second terme n’est pas local, et impose une contrainte sur la courbure du contour actif par rapport
a` celle de la forme a priori. C’est ce terme qui contribuera principalement a` imposer la contrainte
de paralle´lisme. La contrainte de paralle´lisme propose´e s’applique aux lignes de niveau de la forme
a priori ψ, cependant celles-ci sont courbes loin des singularite´s ge´ome´triques (coins) du niveau 0
de la forme a priori. Cela aura pour effet d’arrondir le contour actif lorsque ce dernier s’e´loignera
de la forme de re´fe´rence (cf. figure ??).
Fig. 6.1 – Effet d’arrondissement au niveau des singularite´s ge´ome´triques duˆ a` la nouvelle e´nergie
de contrainte de forme base´e sur l’alignement des normales.
6.3 Connaissance a priori ge´ne´rique par mode`les quadratiques
Afin de re´soudre l’effet inde´sirable d’arrondissement au niveau des singularite´s ge´ome´triques de
type “coins”, nous introduisons une e´nergie correctrice visant a` favoriser la formation de coins a` 90
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degre´s et de segments rectilignes. Nous introduisons ainsi une contrainte de forme ge´ne´rique en
plus de celle spe´cifique repre´sente´e par la forme a priori. Les e´nergies quadratiques expose´es a` la
section 4.2.3 ont e´te´ retenues pour corriger l’arrondissement du contour actif.
6.3.1 E´nergie quadratique correctrice
6.3.1.1 Mode`le
Nous proposons d’ajouter a` l’e´quation (6.1) l’e´nergie quadratique de correction suivante :
Jcorrection (C) =
∮ ∮
dsds′ (sin 2θ)2Ψ
(∣∣C (s)−C (s′)∣∣) (6.3)
ou` θ est l’angle entre les tangentes au contour3 C aux points d’abscisse curviligne s et s′ (cf. fi-
gure ??). Ψ est une fonction de´croissante tendant asymptotiquement vers 0 et de´finit le potentiel
d’interaction entre C (s) et C (s′). Notons que le domaine d’inte´gration de Jcorrection est cette fois
Fig. 6.2 – Interaction a` longue distance due a` l’e´nergie correctrice quadratique. Les vecteurs tan-
gents ~t(s) et ~t(s′) auront tendance a` eˆtre orthogonaux ou coline´aires.
le contour lui-meˆme et non Ω. Une telle e´nergie permettra de favoriser la formation de parties
rectilignes et de coins au sein du contour actif. L’imposition de contraintes d’orthogonalite´ a de´ja`
e´te´ propose´e par H. Oriot dans [84] dans le cadre de la segmentation de baˆtiments par snakes.
Nous nous sommes inspire´s de cette ide´e afin de proposer la formulation donne´e en e´quation (6.3).
Cependant, a` la diffe´rence des travaux de H. Oriot qui n’utilisent pas de forme a priori, nous
proposons de formuler un crite`re d’e´nergie quadratique et non line´aire ; de plus, nous repre´sentons
le contour actif de fac¸on implicite.
En remarquant que sin 2θ = 2 sin θ cos θ, l’e´nergie de correction peut eˆtre re´e´crite selon :
Jcorrection (C) = 4
∮ ∮
dsds′
{
cos2 θ − cos4 θ}Ψ (∣∣C (s)−C (s′)∣∣) (6.4)
Cette e´nergie est minimale pour θ = 0, pi2 , pi,
3pi
2 :
3Nous conside´rerons dans ce document que C est un contour oriente´ dans le sens trigonome´trique.
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– Si θ = 0. Cela implique que les tangentes sont aligne´es dans le voisinage d’interaction de´fini
par le profil Ψ. Ainsi, la rectiline´arite´ des objets extraits par le contour actif se trouvera ren-
force´e. Cette proprie´te´ est souhaite´e puisque les baˆtiments exhibent tre`s souvent des bords
de toit rectilignes (objets fortement polygonaux).
– Si θ = pi2 modulo pi. Ce cas repre´sente l’objectif vise´ par la formulation de l’e´nergie correc-
trice : les coins a` 90 degre´s sont favorise´s pour contrecarrer l’effet d’arrondissement.
– Si θ = pi. Les tangentes sont dans ce cas anti-paralle`les. Le voisinage d’interaction de´fini
par Ψ a une e´tendue spatiale de l’ordre de quelques pixels avant de tendre vers 0. Dans le
cas des baˆtiments, l’occurrence de tangentes anti-paralle`les survient alors que la distance
|C (s)−C (s′)| est grande et ou` la fonction Ψ est de´ja` quasi nulle. Ainsi l’effet des tangentes
oppose´es est ne´gligeable dans notre cas. Ce cas surviendrait si l’objet a` recaler exhibait des
structures fines ou labyrinthiques, ce qui est le cas des routes image´es a` petite e´chelle, mais
pas celui des baˆtiments a` tre`s haute re´solution.
Avant de de´duire la force quadratique a` partir de la de´rivation de Jcorrection par rapport a` C,
il convient de re´e´crire l’e´quation (6.4) dans une forme inde´pendante du parame´trage du contour.
Pour ce faire, conside´rons un parame`tre arbitraire p dont la relation avec l’abscisse curviligne s
est :
dC
ds
=
dC
dp
dp
ds
(6.5)
ce qui donne
ds
dp
=
∣∣∣∣dCdp
∣∣∣∣ (6.6)
Dans la suite de ce chapitre, nous adoptons les notations suivantes :
C ≡ C (p)
C′ ≡ C (p′)
R
(
p, p′
)
=
∣∣C−C′∣∣
R
(
p, p′
) ≡ R
R˜ ≡ (C−C′)R−1
La de´rivation par rapport au parame´trage du contour est symbolise´e par un point : C˙ = dCdp . Les
vecteurs tangents aux points p et p′ deviennent alors : C˙ et C˙′. En utilisant ces notations, l’e´nergie
quadratique a` minimiser de l’e´quation (6.4) devient :
Jcorrection (C) ∼
∮ ∮
dpdp′
{〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1 − 〈C˙, C˙′〉4 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3}Ψ(R) (6.7)
6.3.1.2 Gradient de l’e´nergie
En vue de trouver l’e´quation diffe´rentielle re´gissant l’e´volution du contour actif avec correction
quadratique, la variation de Jcorrection par rapport a` C doit eˆtre calcule´e :
∆Jcorrection = Jcorrection
(
C+ δC˜
)
− Jcorrection (C) (6.8)
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ou` ∆Jcorrection est la variation d’e´nergie Jcorrection engendre´e par l’e´cart infinite´simal du contour
δC˜. Le calcul de ∆Jcorrection, long et fastidieux est synthe´tise´ en annexe E. En supposant que la
courbe est a` nouveau parame´tre´e par l’abscisse curviligne, la variation d’e´nergie est finalement :
∆Jcorrection =
∮ ∮
dsds′Ψ(R)
〈
α˜
(
s, s′
)
, δC˜
〉
+
∮ ∮
dsds′Ψ′ (R)
〈
β˜
(
s, s′
)
, δC˜
〉
(6.9)
avec
α˜
(
s, s′
)
= 2
〈
C˙, C˙′
〉2(
1− 3
〈
C˙, C˙′
〉2)
C¨+ 4
(
1− 6
〈
C˙, C˙′
〉2)〈
C˙′, C¨
〉(〈
C˙, C˙′
〉
C˙− C˙′
)
(6.10)
et
β˜
(
s, s′
)
= 2
(
1−
〈
C˙, C˙′
〉2)〈
C˙, C˙′
〉2
R˜+ 4
〈
C˙, R˜
〉〈
C˙, C˙′
〉(
2
〈
C˙, C˙′
〉2 − 1) C˙′
+ 2
〈
C˙, R˜
〉〈
C˙, C˙′
〉2(
1− 3
〈
C˙, C˙′
〉2)
C˙ (6.11)
En notant que C¨ = κn ou` n est la normale unitaire a` C, et que κ est la courbure signe´e du contour,
la force quadratique Fquad(s) calcule´e au point d’abscisse curviligne s est :
Fquad(s) =
〈
∂Jcorrection
∂C
,n
〉
=
∮
ds′Ψ(R)
〈
α˜
(
s, s′
)
,n
〉
+
∮
ds′Ψ′ (R)
〈
β˜
(
s, s′
)
,n
〉
(6.12)
avec 〈
α˜
(
s, s′
)
,n
〉
= 2κ
{〈
C˙, C˙′
〉2(
1− 3
〈
C˙, C˙′
〉2)− 2〈C˙′,n〉2(1− 6〈C˙, C˙′〉2)} (6.13)
〈
β˜
(
s, s′
)
,n
〉
= 2
(
1−
〈
C˙, C˙′
〉2)〈
C˙, C˙′
〉2 〈
R˜,n
〉
+4
〈
C˙, R˜
〉〈
C˙, C˙′
〉(
2
〈
C˙, C˙′
〉2 − 1)〈C˙′,n〉
(6.14)
Le mode`le de contrainte de forme autorisant les de´placements paralle`les par rapport a` l’a priori et
avec correction quadratique est en de´finitive re´gi par l’e´quation :
φt (x, t) = −∂Jimage
∂φ
+4λparaδα (ψ (x, t)) (〈∇φ (x) ,∇ψ (x)〉 − 1) [Ha (φ (x, t))−Ha (ψ (x, t))]
+ 2λpara (∆φ (x)−∆ψ (x)) [Ha (φ (x, t))−Ha (ψ (x, t))]2 − λquadFquad,ext(x) |∇φ (x)| (6.15)
ou` Fquad,ext(x) est la force correctrice e´tendue en tout point du domaine de´fini par la bande e´troite
entourant le niveau ze´ro de la fonction φ selon l’e´quation (6.18).
6.3.2 Algorithme
L’algorithme d’e´volution du contour actif est alors :
1. Construction de φ (x, t = 0) dans une bande e´troite ; construction de ψ (x, t = 0) sur le do-
maine Ω de l’image.
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2. Extraction du contour C.
3. Calcul de la tangente et de la courbure pour chaque point du contour. Lorsque le point a des
coordonne´es non entie`res, les quantite´s ge´ome´triques sont interpole´es line´airement entre les
deux plus proches voisins entourant le point.
4. Calcul de la force Fquad(s) pour chaque point du contour.
5. Extension de la force : Fquad(s)→ Fquad,ext(x) selon l’e´quation (6.18).
6. E´volution du contour actif en utilisant l’e´quation (6.15).
7. Re´initialisation de la fonction distance de l’ensemble de niveaux φ.
8. Boucle les e´tapes 2 a` 7 jusqu’a` la convergence.
6.3.2.1 Calcul de la force quadratique
La force Fquad(s) est une inte´grale sur un contour ferme´ dont on fait une approximation par la
me´thode des trape`zes de Newton-Cotes. Si l’on e´crit Fquad(s) sous la forme :
Fquad(s) =
∮
ds′f
(
s, s′
)
L’approximation trape´zo¨ıdale sera :
F̂quad(s) =
L−1∑
s′=0
f (s, s′) + f (s, s′ + 1)
2
∣∣C (s′)−C (s′ + 1)∣∣ (6.16)
que l’on peut aussi e´crire sous la forme :
F̂quad(s) =
L−1∑
s′=0
f (s, s′)
2
(∣∣C (s′ − 1)−C (s′)∣∣+ ∣∣C (s′)−C (s′ + 1)∣∣) (6.17)
ou` : L est la longueur du contour et avec les conditions cycliques : f (s, 0) = f (s, L) ; C (0) = C (L).
La formule d’inte´gration nume´rique donne´e en e´quation (6.16) impose implicitement que les points
C (s) du contour soient ordonne´s afin de pouvoir calculer la quantite´ |C (s′)−C (s′ + 1)|. Apre`s
que le contour actif soit extrait par de´tection des ze´ros de l’ensemble de niveaux φ, l’algorithme de
trac¸age de contour propose´ par Pavlidis dans [94] est utilise´ pour ordonner les points de C.
6.3.2.2 Extension de la force
L’extension de la force consiste a` renseigner Fquad,ext(x) a` chaque location x de la bande e´troite
avec la valeur F̂quad(s) du point du contour le plus proche de x. Ainsi, la valeur e´tendue de la force
est constante le long des normales aux lignes de niveau de φ. Les techniques d’extension de force
sont re´fe´rence´es dans [111]. La fac¸on la plus populaire consiste a` re´soudre l’e´quation aux de´rive´es
partielles propose´e par les auteurs de [1] :
∂Fquad,ext(x)
∂t
+ sign (φ)
〈 ∇φ
|∇φ| ,∇Fquad,ext(x)
〉
= 0 (6.18)
Les de´tails relatifs a` l’extension de Fquad,ext(x) sont disponibles dans [102].
6.3.3 Difficulte´s d’implantation
La programmation et l’implantation de l’e´quation d’e´volution (6.15) a souleve´ de nombreux
proble`mes de stabilite´ nume´rique. En particulier, l’e´valuation pre´cise des quantite´s ge´ome´triques
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telles que la tangente ou la courbure a e´te´ capitale pour atte´nuer les instabilite´s. Les mesures liste´es
ci-dessous par ordre de´croissant d’importance ont e´te´ mises en œuvre pour limiter les proble`mes
de stabilite´ :
1. Calcul pre´cis des quantite´s ge´ome´triques.
(a) Calcul de la courbure selon la formule propose´e par les auteurs de [135] dans le cadre de
la me´canique des fluides. La formulation propose´e est robuste vis-a`-vis des singularite´s
ge´ome´triques. La courbure se calcule uniquement graˆce a` l’ensemble de niveaux φ.
(b) Calcul pre´cis des tangentes. Les normales aux points du contour sont estime´es, les tan-
gentes associe´es s’en de´duisent par rotation de pi/2 dans le sens trigonome´trique. Nous
estimons la normale a` partir de φ comme la moyenne des normales dans quatre direc-
tions [111, pp. 70]. Des de´rive´es aux diffe´rences finies sont sollicite´es lors de l’estimation.
Afin d’accroˆıtre la pre´cision des de´rive´es, nous les calculons par une technique Essen-
tiellement Non-Oscillatoire (ENO) qui consiste a` faire une approximation locale de φ
par un polynoˆme d’ordre n. Le gradient de φ estime´ de cette fac¸on est plus robuste au
voisinage de singularite´s [68].
2. Re´initialisation de l’ensemble de niveaux. La technique de reconstruction de la bande
e´troite rapide expose´e en section 4.3.4.1 s’est re´ve´le´e trop grossie`re pour eˆtre utilise´e avec les
mode`les quadratiques. En effet, la technique dite de bande e´troite rapide de´place le contour
(niveau ze´ro de l’ensemble de niveaux) a` une e´chelle sub-pixellaire, ce qui est source d’in-
stabilite´s. Nous avons opte´ pour une autre technique de re´initialisation conservant la surface
incluse dans le contour, et qui limite le de´placement du front [68].
3. Estimation de ∇φ. Le calcul du gradient de l’ensemble de niveaux repre´sentant le contour
actif est utilise´ de nombreuses fois lors du calcul de l’e´nergie quadratique : calcul des tan-
gentes, re´initialisation de φ, extension de la force quadratique. Sachant que nous cherchons
a` cre´er des singularite´s ge´ome´triques (coins) ou` le calcul de ∇φ est de´licat et sensible aux
impre´cisions de calcul, nous avons employe´ une me´thode ENO avec un polynoˆme d’ordre
trois pour obtenir une mesure robuste de ce gradient.
4. Choix de la fonction d’interaction Ψ. Nous avons mene´ des expe´riences avec le profil
d’interaction Ψ de l’e´quation (4.60). Un tel profil n’est pas force´ment adapte´ pour notre appli-
cation puisqu’il est de´die´ a` la re´pulsion de tangentes anti-paralle`les dans un voisinage spatial
infe´rieur a` dmin. De plus, la de´croissance de la fonction de l’e´quation (4.60) est susceptible
d’occasionner des perturbations de Gibbs dans le domaine spatial. Le choix d’une fonction
de Bessel modifie´e de seconde espe`ce Ψ(x) = K0(x/a) (a ∈ R∗+) dont l’allure est visible en
figure (6.3) a donne´ de meilleurs re´sultats, avec des instabilite´s nume´riques atte´nue´es. Kn(x)
est solution de l’e´quation diffe´rentielle modifie´e de Bessel, et sa de´finition inte´grale est :
Kn(x) =
√
pi
(n− 1/2)!
(
1
2
x
)n ∫ ∞
1
e−zx
(
z2 − 1)n−1/2 dz (6.19)
Pour n = 0, on a :
K0(x) =
∫ ∞
0
cos (x sinh t) dt (6.20)
La de´rive´e de K0 par rapport a` x est :
dK0(x)
dx
= −K1(x)
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Fig. 6.3 – Fonctions modifie´es de Bessel de seconde espe`ce.
La fonction K0 de´croˆıt asymptotiquement, mais diverge lorsque x → 0. Cette singularite´
n’empeˆche cependant pas l’inte´grale de l’e´quation (6.12) de converger. Toutefois, il faut
prendre en compte cette singularite´ lors du calcul nume´rique de l’inte´gration exprime´ en
e´quation (6.16). En effet, la divergence de Ψ(x) en 0 fait que le terme f (s, s′ = s) de (6.17)
n’est plus calculable. Nous faisons une approximation Dˆ du terme
D =
f (s, s)
2
(|C (s− 1)−C (s)|+ |C (s)−C (s+ 1)|)
en sur-e´chantillonnant les segments [C (s− 1)C (s)] et [C (s)C (s+ 1)] avec un pas h fixe´
(figure 6.4). Les valeurs de f aux endroits sur-e´chantillonne´s des segments sont calcule´es a`
partir d’interpolations line´aires des quantite´s ge´ome´triques, Dˆ est calcule´e par la me´thode
des trape`zes.
5. Extraction du contour. L’extraction du contour par interpolation line´aire peut se re´ve´ler
inade´quate a` cause d’une localisation trop grossie`re des points du contour, biaisant in fine
le calcul des quantite´s ge´ome´triques. Nous avons opte´ pour une me´thode ENO faisant une
approximation de l’ensemble de niveaux par un polynoˆme de degre´ deux [113]. Les racines
du polynoˆme de´signent les points du contour C.
6. Re´gularisation due a` la courbure. Un terme de re´gularisation ge´ne´rique de la courbure
a e´te´ utilise´ pour amoindrir les instabilite´s restantes.
6.4 Expe´riences et analyse des re´sultats
6.4.1 Re´sultats sans correction quadratique
Nous proposons de mener des expe´riences avec le mode`le de l’e´quation (6.2), sans correction
quadratique et avec des images de synthe`se. Le but de ces expe´riences est d’e´valuer l’efficacite´ de
l’e´nergie propose´e et de mesurer l’impact de l’effet d’arrondissement des coins. L’image de synthe`se
illustre´e en figure 6.5 pre´sente un objet en forme de U localement alte´re´ par un effacement. Pour
les
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Fig. 6.4 – Sche´ma de´crivant le mode d’e´chantillonnage avec une fonction de Bessel pour profil Ψ
expe´riences de cette section, le contour initial est carre´ en englobe l’objet d’inte´reˆt (figure 6.5).
La forme a priori utilise´e a aussi une forme en U mais avec des diffe´rences locales par rapport
a` l’objet d’inte´reˆt (figure 6.6). Pour faciliter la compre´hension des re´sultats pre´sente´s en figures
6.7-6.9, nous affichons en bleu le polygone repre´sentant la forme a priori sur l’image.
Fig. 6.5 – Image de synthe`se avec le contour initial repre´sente´ en rouge.
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(a) (b)
Fig. 6.6 – (a) Forme a priori et son ensemble de niveaux associe´ (b).
L’expe´rience de la figure 6.7 montre le re´sultat obtenu avec une contrainte de forme classique
exprime´e en e´quation (4.54) et le mode`le d’attache aux donne´es de Chan et Vese.
Fig. 6.7 – Re´sultat avec la contrainte de forme classique
On constate qu’avec une contrainte de forme classique, le contour final est un compromis entre
l’attache aux donne´es et la forme de re´fe´rence a` une similitude plane directe pre`s. Aucune de´viation
locale par rapport a` la re´fe´rence n’est permise. Les expe´riences des figures 6.8-6.9 illustrent les
re´sultats avec la nouvelle e´nergie de contrainte et ont e´te´ re´alise´es avec diffe´rentes valeurs de λpara
afin d’e´valuer son impact sur la contrainte de forme. Comme le montrent les figures 6.8-6.9, la
forme de contrainte avec le nouveau terme d’e´nergie permet de s’e´loigner de la forme a priori, afin
de segmenter plus pre´cise´ment l’objet de l’image.
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(a) (b)
Fig. 6.8 – Segmentation avec contrainte de forme autorisant les variations paralle`les : (a) λpara = 5 ;
(b) λpara = 10
(a) (b)
Fig. 6.9 – Segmentation avec contrainte de forme autorisant les variations paralle`les : (a) λpara =
15 ; (b) λpara = 30
La barre centrale du U est de´sormais bien extraite, meˆme si ses bords sont e´loigne´s de la forme
a priori. On remarque que naturellement, plus le poids λpara est e´leve´, plus le mode`le est a` meˆme
de s’affranchir des alte´rations de l’image (effacement de l’objet repre´sente´ dans l’image dans le cas
pre´sent). Cependant, cette nouvelle e´nergie introduit des effets inde´sirables tel que l’arrondissement
du contour au niveau des coins exte´rieurs ; l’effet de distorsion duale est aussi observable sur les
coins inte´rieurs de la re´fe´rence. Dans le cas des coins externes, les lignes de niveau sont courbes a`
l’exte´rieur de la forme implicitement repre´sente´e. Ainsi, la contrainte de forme de longue porte´e
impose au contour de respecter cette courbure non nulle et induit l’arrondissement du contour
actif.
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6.4.2 Re´sultats avec correction quadratique
Les expe´riences mene´es avec la force quadratique sont mene´es de la fac¸on suivante :
1. Le contour actif initial est semblable a` la forme a priori (repre´sente´e en bleu sur les images)
et e´volue selon le mode`le de l’e´quation (6.2) sans correction quadratique. Le mode`le d’attache
aux donne´es est celui de Chan et Vese.
2. Apre`s n0 ite´rations, la force de correction quadratique est active´e.
Il y a deux raisons pour un tel protocole expe´rimental : i) cela permet de re´duire les temps de
calcul. La force quadratique est une inte´gration a` effectuer pour chaque point du contour, ce qui
augmente de fac¸on drastique la complexite´ calculatoire. ii) la force quadratique semble neutraliser
la progression du contour. Cet effet n’est actuellement pas compris. L’une des raisons serait le
terme proportionnel a` la courbure de l’e´quation (6.13) qui tend a` re´duire la longueur du contour
actif.
La figure 6.10 compare le re´sultat obtenu sans et avec correction quadratique avec un objet
synthe´tique parfait. On constate en figure 6.10.a l’effet d’arrondissement des bords remarque´ en
section pre´ce´dente. Ces arrondissements sont atte´nue´s avec l’insertion de la force quadratique de
re´gularisation (figure 6.11.b). On remarque en particulier que le contour actif est rectiligne sur les
parties supe´rieures des deux branches de l’objet en U, les parties inte´rieures sont aussi correctement
segmente´es.
(a) (b)
Fig. 6.10 – Segmentation avec le mode`le d’attache aux donne´es de Chan et Vese et la contrainte de
forme autorisant les variations paralle`les : (a) sans correction quadratique et λpara = 20 a` l’instant
n0 ; (b) avec correction quadratique, λpara = 20, λquad = 8 et a = 0.5.
La figure 6.11 compare le re´sultat obtenu sans et avec correction quadratique avec un objet
synthe´tique alte´re´. Nous constatons la meˆme atte´nuation des effets d’arrondissement. En revanche,
nous remarquons que l’effacement est moins bien corrige´. La figure 6.12 permet de comprendre
ce re´sultat : la partie du contour actif situe´e au voisinage de l’alte´ration rec¸oit une force ne´gative
qui aura tendance a` repousser ce dernier vers l’inte´rieur. Ainsi, le terme d’attache aux donne´es
ainsi que la force quadratique conduisent le contour a` se contracter et vainquent la force de´rive´e
de la contrainte de forme. Une solution pour re´soudre ce proble`me est d’augmenter le poids de la
contrainte de forme λpara, cependant, le contour ne serait alors pas en mesure de s’e´carter de la
forme a priori de fac¸on significative.
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(a) (b)
Fig. 6.11 – Segmentation avec le mode`le d’attache aux donne´es de Chan et Vese et la contrainte de
forme autorisant les variations paralle`les : (a) sans correction quadratique et λpara = 50 a` l’instant
n0 ; (b) avec correction quadratique, λpara = 50, λquad = 7 et a = 0.5.
Fig. 6.12 – Repre´sentation de la force quadratique a` l’instant n0. Les zones bleues correspondent
a` une force positive (effet de dilatation), celles en vert repre´sentent une force ne´gative (effet de
compression).
D’une manie`re ge´ne´rale, il s’est ave´re´ difficile de re´gler les poids respectifs a` la contrainte
et au terme quadratique (λpara, λquad) par rapport a` la force d’attache aux donne´es. L’exemple
de la figure 6.13 avec une image re´elle illustre cette difficulte´. Le baˆtiment de l’image e´tant peu
discrimine´ du reste de la sce`ne, il a fallu diminuer les poids de contrainte (λpara, λquad). Dans cette
expe´rience, la forme a priori est le re´sultat du recalage du polygone cartographique issu de la
carte avec la contrainte de forme classique utilise´e au chapitre pre´ce´dent. Nous remarquons que le
re´sultat avec l’image re´el n’est pas satisfaisant. Des oscillations sont visibles le long du contour qui
semble sensible aux artefacts de l’image. Nous avions de´ja` remarque´ cette sensibilite´ avec l’image
de synthe`se.
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Fig. 6.13 – Expe´rience avec une image re´elle, la forme a priori est le re´sultat du recalage avec la
contrainte de forme classique. La segmentation est effectue´e avec le mode`le d’attache aux donne´es
de Chan et Vese, la contrainte de forme autorisant les variations paralle`les et avec correction
quadratique λpara = 4, λquad = 0.5 et a = 0.5.
6.5 Conclusion
Nous avons pre´sente´ un nouveau mode`le e´nerge´tique de contrainte de forme. Celui-ci, plus
souple, permet des variations locales du contour actif par rapport a` la forme a priori. Le mode`le
propose´ comprend une e´nergie line´aire limitant les diffe´rences entre le contour et la forme a priori
a` appartenir a` la classe des variations paralle`les. Une seconde e´nergie quadratique impose la recti-
line´arite´ du contour et favorise la formation de coins. Ces caracte´ristiques sont adapte´es aux objets
fortement polygonaux tels que les baˆtiments repre´sente´s dans les images de te´le´de´tection. Des ex-
pe´riences ont montre´ des re´sultats encourageants obtenus avec des images de synthe`se. Cependant,
l’application du mode`le aux images re´elles est a` ce jour infructueuse. De nombreux aspects relatifs
a` l’e´nergie quadratique restent incompris, en particulier le re´glage de la ponde´ration de la force
quadratique par rapport a` la contrainte de forme et a` l’image, la forme du profil d’interaction ainsi
que sa taille. Toutes ces questions actuellement sans re´ponses influencent la stabilite´ nume´rique du
mode`le.
Chapitre 7
Analyse de changements carte-image
7.1 Introduction
Le recalage fin par contours actifs nous a permis de re´duire les variabilite´s entre l’objet carto-
graphique et sa repre´sentation dans l’image. Les variabilite´s que nous avons propose´ de corriger au
fil des chapitres pre´ce´dents sont caracte´rise´es soit par une transformation de type similitude, soit un
de´placement normal par rapport aux segments composant l’objet cartographique. Ces variabilite´s
sont signes de diffe´rences relativement mineures entre la carte et l’image, et peuvent eˆtre issues ou
non de re´els changements entre les deux donne´es. Nous exposons dans ce chapitre une me´thodo-
logie pour l’analyse des changements entre une carte de baˆtiments et des donne´es de te´le´de´tection
multi-sources. L’approche que nous proposons se fonde sur la fusion de traitements de la donne´e
altime´trique, multispectrale et panchromatique et se scinde en deux e´tapes. La premie`re fusionne
des indices de changement destine´s a` valider uniquement la disparition univoque d’un baˆtiment.
Ces indices sont calcule´s a` partir de me´thodes simples utilisant l’image multispectrale et altime´-
trique. Dans la majorite´ des cas ou` un changement n’a pu eˆtre identifie´ de fac¸on e´vidente, une
seconde phase plus complexe est mise en œuvre afin de caracte´riser le degre´ de ressemblance entre
l’objet cartographique et sa repre´sentation dans l’image satellitaire panchromatique. Ce traitement
tire parti du recalage fin par contours actifs et permet la formulation d’une probabilite´ de non-
changement pour chaque e´le´ment de la carte. Des re´sultats expe´rimentaux illustreront l’efficacite´
de la me´thode propose´e et en particulier la contribution du recalage fin a` accroˆıtre la confiance
accorde´e a` la de´cision de non-changement. Enfin, nous examinerons la sensibilite´ de l’approche
propose´e a` des erreurs locales de forme contenues dans la carte graˆce a` une analyse statistique des
re´sultats.
7.2 Me´thodologie
La me´thode de de´tection de changement que nous proposons suppose une superposition glo-
bale de la carte avec les donne´es de te´le´de´tection et le mode`le nume´rique de surface ge´ne´re´ (MNS).
Dans notre cas, cette mise en correspondance est accomplie graˆce a` l’information de ge´ocodage des
donne´es (figure 7.2).
Nous proposons ensuite deux niveaux de de´tection de changement :
1. Le premier ope`re par fusion d’indices de bas niveau calcule´s a` partir des donne´es auxiliaires
(MNS et image multispectrale) susceptibles d’eˆtre acquises a` des temps diffe´rents mais ne´-
cessairement plus re´centes que la re´alisation de la carte (figure 7.1, phase A). Le re´sultat de
cette premie`re e´tape est de confirmer uniquement des changements univoques au niveau du
baˆti mais ne permet pas de de´cider des non-changements. Les baˆtiments non de´tecte´s comme
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ayant change´ sont conside´re´s comme “inde´termine´s” et ne´cessitent le traitement plus sophis-
tique´ de la seconde phase.
2. Si le re´sultat final de la premie`re phase ne peut pas confirmer de changement, nous cherchons
en premier lieu a` atte´nuer les variabilite´s exoge`nes ge´ome´triques de faible amplitude entre
l’objet cartographique et sa repre´sentation dans l’image satellitaire panchromatique. Ceci est
acheve´ au moyen des contours actifs pre´sente´s aux chapitres pre´ce´dents (figure 7.1, phase
B). Nous proposons alors de nouveaux indices de changement, plus e´labore´s que ceux de
l’e´tape 1. Le premier indice est une mesure dans un espace de Hough de la ressemblance des
segments extraits de l’image et de ceux de l’objet cartographique recale´. Le second e´value
la variation ge´ome´trique entre l’objet cartographique initial et son repositionnement apre`s le
recalage par contours actifs. Ces indicateurs sont fusionne´s sous la forme d’une e´nergie qui
permet d’exprimer une probabilite´ de non-changement dans le cadre probabiliste de Gibbs
(figure 7.1, phase C). Ce re´sultat est un indicateur de changement qui pourra eˆtre utilise´
pour faciliter et acce´le´rer une proce´dure de mise a` jour de carte par un ope´rateur.
La me´thodologie propose´e est synthe´tise´e en figure 7.1.
Fig. 7.1 – Me´thodologie propose´e pour la de´tection de changement : (A) calcul et fusion d’indices
de changement. (B) atte´nuation des variabilite´s exoge`nes carte-image (C) analyse de changements
finale. Le´gende : Qm et Qp sont respectivement l’images satellitaire multispectrale et panchroma-
tique.
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7.3 Calcul et fusion d’indices simples de changement
Cette section pre´sente deux me´thodes simples permettant de calculer des indices confirmant
des changements univoques au niveau du baˆti a` partir des donne´es auxiliaires de te´le´de´tection. La
premie`re compare les e´le´ments de la carte avec la donne´e altime´trique (MNS) et produit un indice
de changement issu de tests statistiques et de seuillages d’altitudes. La seconde utilise l’image
multispectrale satellitaire. Une classification par maximum de vraisemblance permet de confirmer
la pre´sence de ve´ge´tation et ainsi l’absence de baˆti. Les deux indices produits sont alors fusionne´s
afin de tirer parti de la comple´mentarite´ de la repre´sentation altime´trique et multispectrale.
7.3.1 Indice calcule´ a` partir de la donne´e altime´trique (MNS)
7.3.1.1 Limitations de la comparaison carte-MNS
Une me´thode de de´tection de changement entre une carte et un MNS est intrinse`quement res-
treinte. En effet, un MNS ne fournit qu’une information d’altitude, ce qui est loin d’eˆtre exhaustif
pour renseigner la re´alite´ d’une sce`ne. Ainsi, il sera difficile de distinguer les baˆtiments de la cano-
pe´e avec la donne´e unique d’un MNS issu d’une reconstruction 3D (une analyse d’imagerie LIDAR
permet au contraire de faire la diffe´rence avec la ve´ge´tation).
Plus spe´cifiquement, le MNS que nous avons ge´ne´re´ contient des pixels non renseigne´s inhe´rents
a` la me´thode de ste´re´o-corre´lation ayant servi a` le construire. Ces pixels non renseigne´s repre´sentent
30% a` 40% de l’image et sont localise´s au voisinage des baˆtiments en raison des occlusions. De plus,
ces zones localement inde´termine´es auront e´te´ susceptibles d’eˆtre agrandies par les pre´-traitements
des images de disparite´ expose´s en section 3.4.2. Cette absence d’information d’altitude est une li-
mitation supple´mentaire pour la de´tection de changement qui empeˆchera la prise de de´cision. Pour
ces raisons, nous avons de´cide´ de concevoir une me´thode simple de pre´-de´tection de changement
carte-MNS. Une approche plus sophistique´e ne serait pas pas force´ment plus efficace en raison du
caracte`re incomplet de l’information de´livre´e par le MNS.
Enfin, les erreurs de superposition carte-MNS devront aussi eˆtre prises en compte. Il paraˆıt
difficile d’appliquer le recalage local par contours actifs avec le MNS tant celui-ci est bruite´. Un
recalage effectue´ avec l’image satellitaire panchromatique pour e´liminer les variabilite´s exoge`nes
carte-MNS paraˆıt proble´matique car ces donne´es sont exoge`nes : leurs ge´ome´tries sont diffe´rentes
ainsi que leurs dates d’acquisition.
7.3.1.2 Approche
L’algorithme que nous proposons s’appuie sur le calcul de crite`res statistiques globaux de
moyenne, me´diane et variance a` partir des valeurs d’altitude du MNS contenues dans un polygone
cartographique ou dans son voisinage. La me´thode implante´e se limite a` deux cas de changements
univoques qui correspondent aux situations a et b du tableau 2.2.
1. Baˆtiment totalement de´truit et remplace´ par un sol nu et plat non incline´.
2. Baˆtiment totalement de´truit et remplace´ par un baˆtiment plus grand au toit plat et non
incline´.
Nous nous limitons aux toits ou sols plats non incline´s car ces caracte´ristiques de planitude sont
faciles a` ve´rifier avec une mesure de la variance de l’altitude des pixels du MNS a` l’inte´rieur d’un
baˆtiment de la carte (polygone).
156 CHAPITRE 7. ANALYSE DE CHANGEMENTS CARTE-IMAGE
La me´thode de pre´-de´tection de changement peut eˆtre de´crite de la fac¸on suivante : pour chaque
polygone cartographique superpose´ au MNS, le pourcentage de pixels renseigne´s du MNS et inclus
dans le polygone est calcule´. Si ce pourcentage n’est pas assez e´leve´, aucune de´cision de changement
n’est prise et le cas est conside´re´ comme inde´cidable. Dans le cas contraire, la planitude altime´-
trique est ve´rifie´e dans le polygone et sur son voisinage. Si la planitude est ave´re´e, un test final
mesure la variation d’altitude (au sens de la me´diane) entre le polygone et son voisinage. Si cette
variation est infe´rieure a` la taille normale d’un baˆtiment, un cas de changement sera de´tecte´ ; sinon
le cas est conside´re´ comme ambigu. Le re´sultat final de cette pre´-de´tection est un score binaire
sMNS qui vaut 1 lorsqu’un changement est valide´. Les cas inde´cidables et ambigus sont regroupe´s
pour eˆtre repre´sente´s par un score sMNS = 0.
Si cette me´thode est simple, elle se doit d’eˆtre fiable et ainsi de commettre le moins d’erreurs
possibles. Nous e´valuerons le succe`s de la me´thode par rapport a` ses diffe´rents parame`tres. Ceux-ci
sont au nombre de trois :
1. seuilrens pourcentage de pixels du MNS renseigne´s en altitude en dessous duquel la de´tection
de changement n’est pas mise en œuvre.
2. seuilplat seuil de variance altime´trique (en me`tres) en dessous duquel une zone du MNS est
conside´re´e comme plate et non incline´e.
3. seuilbat seuil altime´trique (en me`tres) au dessus duquel un pixel du MNS est conside´re´ comme
appartenant au baˆti.
L’algorithme de la me´thode pre´sente´e est alors :
1. Pour chaque polygone du SIG superpose´ au MNS :
(a) Si le pourcentage de pixels non renseigne´s a` l’inte´rieur du polygone, ou dans son voisinage
<seuilrens, alors la de´tection de changement n’est pas mise en œuvre. Le re´sultat est
inde´cidable.
(b) Sinon si le polygone et son voisinage ont un e´cart type <seuilplat ET le voisinage a un
taux de pixel non renseigne´s <seuilrens alors :
i. Si la diffe´rence d’altitude polygone/voisinage <seuilbat , alors le baˆtiment est consi-
de´re´ comme ayant change´.
(c) Sinon le cas est conside´re´ comme ambigu
2. Fin.
Nous menons des calculs aussi bien sur le voisinage d’un polygone que sur son inte´rieur afin d’e´valuer
des diffe´rences relatives d’altitude. Une mesure absolue sous-entend la connaissance de l’altitude
du sol de la sce`ne, ce qui ne´cessite la donne´e d’un MNT qui permet alors de normaliser le MNS.
Sans la donne´e du MNT, un crite`re de de´tection absolu aurait e´choue´ si le relief du terrain de la
sce`ne n’e´tait pas strictement plat (re´gions montagneuses ou vallonne´es).
Comme nous l’avons pre´cise´, la me´thode se doit de tenir compte des imperfections e´ventuelles
de superposition carte-MNS. Le voisinage d’un polygone dans le MNS est par conse´quent de´fini
comme e´tant la couronne re´sultant de la soustraction d’une dilatation du polygone par un e´le´ment
structurant 15× 15 pixels avec celle d’un e´le´ment de 3× 3 pixels. Le voisinage n’est donc pas trop
pre`s du bord du polygone, e´vitant ainsi de conside´rer des pixels appartenant au baˆtiment et qui
fausseraient les calculs des crite`res statistiques de la de´tection de changement.
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7.3.1.3 Re´sultats expe´rimentaux
La de´tection de changement illustre´e en figure 7.3 a e´te´ mene´e sur 975 baˆtiments avec les
parame`tres suivants :
– seuilrens= 10 %
– seuilplat= 1 m
– seuilbat= 3 m
Fig. 7.2 – Superposition de la carte du baˆti (en jaune) avec le MNS graˆce a` l’information de
ge´ocodage. La fle`che rouge pointe un changement : baˆtiment remplace´ par un terre-plein.
158 CHAPITRE 7. ANALYSE DE CHANGEMENTS CARTE-IMAGE
Fig. 7.3 – Re´sultat de la de´tection de changement carte-MNS. Le´gende : rouge (de´tection de
changement), jaune (ambigu), bleu (inde´cidable). Parame`tres : seuilrens = 10 %, seuilplat = 1 m,
seuilbat = 3 m.
Le choix des valeurs des parame`tres est, comme dans toute me´thode, une de´cision de´licate. Ce-
pendant ceux-ci ont une valeur physique qui ne peut eˆtre choisie au hasard. Un seuil de planitude
seuilplat supe´rieur a` trois me`tres n’a pas de sens. Fixer un seuil de de´tection de baˆtiment trop e´leve´
augmentera le risque de fausses alarmes car tout baˆtiment dont l’altitude est infe´rieure au seuil se
verra injustement classe´ comme ayant change´. Enfin, prendre des de´cisions avec un pourcentage
de pixels de´termine´s trop faible se verra sanctionne´ par un risque accru d’erreurs de la me´thode.
– Analyse variationnelle des parame`tres
Nous avons mene´ une analyse du succe`s de la me´thode en fonction de la variation de ses trois
parame`tres (cette analyse a e´te´ mene´e avec les donne´es cartographiques SIG de 1996 illustre´es en
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figure 7.2). Syste´matiquement, deux parame`tres sont fixe´s, un seul varie. L’e´valuation du succe`s
de la me´thode se fait par examen visuel de la carte et d’une image ae´rienne ayant servi a` re´aliser
le MNS. Les re´sultats sont re´sume´s en figures 7.4 a` 7.6.
Fig. 7.4 – Succe`s de la me´thode en fonction de seuilrens. En rouge figure le taux de baˆtiments cor-
rectement de´tecte´s comme ayant change´. La courbe bleue repre´sente le taux de baˆtiments de´tecte´s
comme ayant change´ par rapport au nombre total de baˆtiments dans la carte. seuilplat = 1m et
seuilbat = 3m.
Fig. 7.5 – Succe`s de la me´thode en fonction de seuilplat. En rouge figure le taux de baˆtiments cor-
rectement de´tecte´s comme ayant change´. La courbe bleue repre´sente le taux de baˆtiments de´tecte´s
comme ayant change´ par rapport au nombre total de baˆtiments dans la carte. seuilrens = 50% et
seuilbat = 3m
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Fig. 7.6 – Succe`s de la me´thode en fonction de seuilbat. En rouge figure le taux de baˆtiments cor-
rectement de´tecte´s comme ayant change´. La courbe bleue repre´sente le taux de baˆtiments de´tecte´s
comme ayant change´ par rapport au nombre total de baˆtiments dans la carte. seuilrens = 65% et
seuilplat = 1.5m.
Nous constatons que plus seuilrens augmente, plus le succe`s de la me´thode s’accroˆıt (figure 7.4).
Plus seuilplat augmente, plus le succe`s de la me´thode diminue. Il est a` noter que la me´thode semble
eˆtre plus sensible vis-a`-vis de ce parame`tre que par rapport aux autres. Au dela` de 1 m - 1.5 m pour
seuilplat, le succe`s de la me´thode chute de fac¸on critique (figure 7.5). Enfin, plus seuilbat augmente,
plus le taux de fausses alarmes augmente, faisant chuter le taux de succe`s de la me´thode (figure 7.6).
L’examen des valeurs nume´riques des graphiques montre le nombre peu e´leve´ de baˆtiments pour
lesquels il y a prise de de´cision de changement. Cela est cohe´rent avec notre hypothe`se initiale de
restriction de la me´thode a` des cas limites de de´tection de changement mentionne´s dans le tableau
2.2. Un proble`me de la me´thode consiste a` devoir conside´rer syste´matiquement le voisinage d’un
polygone pour pouvoir faire le test de pre´sence de baˆti en comparant la diffe´rence de l’altitude
entre le voisinage et le polygone avec seuilbat. Si le voisinage n’est pas calculable a` cause d’un
taux trop e´leve´ de pixels non renseigne´s (alors que les pixels a` l’inte´rieur du polygone sont assez
renseigne´s), le cas ne sera pas traite´. Normaliser le MNS avec un MNT serait une solution pour
s’affranchir du calcul du crite`re relatif d’altitude et de son proble`me intrinse`que. On pourrait alors
utiliser un crite`re absolu ne testant que l’altitude me´diane des pixels inclus dans le polygone par
rapport a` un seuil.
En conclusion de cette section, nous pouvons nous interroger sur les facteurs influenc¸ant la
me´thode de de´tection de changement carte-MNS propose´e, et examiner si celle-ci est ge´ne´ralisable
a` d’autres sites que celui de Pe´kin. Un premier facteur important est le relief de la sce`ne. Si le
relief est trop “tourmente´”, les conditions de planitude du sol ne seront jamais remplies et par
conse´quent, les prises de de´cision seront tre`s peu nombreuses. La me´thode n’est donc pas adapte´e
a` des sce`nes de paysage vallonne´ ou montagneux, a` moins d’avoir auparavant normalise´ le MNS
par un MNT. Le terrain de Pe´kin e´tant tre`s plat, nous avons pu nous affranchir de cette e´tape de
normalisation. Un deuxie`me facteur relatif a` la culture architecturale de la ville concerne la forme
des baˆtiments. La me´thode ne peut que de´tecter des changements de type b avec des baˆtiments a`
toit plat (tableau 2.2). Une ville ne posse´dant que des baˆtiments aux toits bi-pentes et contigus ne
se preˆtera pas de fac¸on satisfaisante a` cette de´tection de changement.
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7.3.2 Indice calcule´ a` partir d’une image multispectrale
Les images multispectrales que nous posse´dons ont une bande dans le proche infra-rouge qui
permet de caracte´riser la ve´ge´tation du paysage. En faisant l’hypothe`se qu’il n’y a pas de recou-
vrement entre la ve´ge´tation et le baˆti, il nous sera alors possible de confirmer la disparition d’un
baˆtiment aux endroits de la carte qui sont recouverts de ve´ge´tation dans l’image. Comme pour
la me´thode expose´e pre´ce´demment, il ne sera pas possible de confirmer un non-changement puis-
qu’une absence de ve´ge´tation n’implique pas la pre´sence d’un baˆtiment (qui aurait pu eˆtre remplace´
par une route a` titre d’exemple).
Le calcul d’indice de changement entre l’objet cartographique et sa repre´sentation dans l’image
multispectrale doit ainsi re´pondre a` deux questions :
1. Comment caracte´riser la ve´ge´tation de la sce`ne ?
2. Comment prendre une de´cision de changement fiable a` partir de la ve´ge´tation de´tecte´e ?
Caracte´risation de la ve´ge´tation. Nous utilisons un indice classiquement utilise´ en te´le´de´tection
depuis 1969 : le NDV I (Normalized Difference Vegetation Index ). Il consiste a` faire la diffe´rence
entre la bande infra-rouge et la rouge, puis de normaliser ce terme par la somme des deux bandes :
NDV I =
IR−R
IR+R
Cet indice varie entre -1 et 1. La ve´ge´tation a une forte absorption dans le rouge, et une forte
re´flectance dans l’infra-rouge. Ainsi, une valeur positive du NDV I confirme la pre´sence de ve´-
ge´tation. Plus la valeur est proche de 1, plus cette pre´somption est forte. Une valeur ne´gative
confirme l’absence de ve´ge´tation. La figure 7.7 illustre les valeurs de cet indice selon onze classes.
On constate que sur la figure 7.7 la ve´ge´tation est plutoˆt bien caracte´rise´e, avec ne´anmoins des
valeurs peu e´leve´es du NDV I (sur les exemples illustre´s, ce dernier ne de´passe pas 0.4). Il existe
plusieurs explications a` cela : i) l’effet saisonnier a un fort impact sur la valeur du NDV I qui
mesure la vigueur de la ve´ge´tation. L’image Quickbird e´tudie´e a e´te´ acquise en mars, juste avant
le printemps. Ainsi, la biomasse ae´rienne est peu de´veloppe´e. ii) la densite´ de poussie`re ou de pol-
lution (e´leve´e a` Pe´kin) influent aussi sur l’amplitude du NDV I.
Prise de de´cision avec l’indice NDVI. A l’instar de sMNS , nous de´sirons formuler un crite`re
binaire sNDV I dont la valeur 0 signifie l’inde´termination alors que 1 correspond a` une forte densite´
de ve´ge´tation a` l’inte´rieur du polygone cartographique conside´re´, i.e. a` une indication de change-
ment. Nous utilisons une classification supervise´e par maximum de vraisemblance pour de´terminer
sNDV I . Ce type de me´thode a l’avantage d’e´viter les e´cueils des approches empiriques base´es sur
le seuillage de la valeur du NDVI pour caracte´riser la ve´ge´tation. En revanche, la me´thode est
supervise´e et ne´cessite un apprentissage. Dans notre cas, cet apprentissage peut eˆtre automatise´
graˆce a` la couche “ve´ge´tation” d’une carte nume´rique SIG (en supposant que peu de changements
ont affecte´ la ve´ge´tation entre la re´alisation de la carte et l’acquisition de l’image).
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(a) Bande IR (b) Couleurs re´elles (c) NDVI
NDVI 0.20.1 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0< 0.0
Fig. 7.7 – Bande infra-rouge, couleurs re´elles (RVB), et NDV I
Conside´rons n mesures inde´pendantes de l’indice NDV I a` l’inte´rieur du jie`me polygone carto-
graphique. Nous noterons yji ces mesures :
yji∈{1,...,n} = NDV I(xi∈{1,...,n})
ou` xi est la position pixellaire du iie`me pixel de l’image NDVI appartenant au jie`me polygone de
la carte.
Soit p(yji |θ) la densite´ de probabilite´ conditionnelle et normalise´e d’observer la mesure yji pour
le jeu de parame`tres θ donne´. L’estimation des parame`tres θ se fait par la maximisation de la
fonction de vraisemblance :
L(yj |θ) =
n∏
i=1
p(yji |θ) (7.1)
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ou` L est la fonction de vraisemblance mesurant la probabilite´ d’observer le jeu particulier de don-
ne´es yji sachant θ. Dans notre cas, nous conside´rons les deux classes {Ck}k∈{0,1} avec C0 et C1
de´notant la non-ve´ge´tation et la ve´ge´tation respectivement. Selon notre hypothe`se de de´part, il n’y
a pas de recouvrement entre baˆti et ve´ge´tation, ainsi, la classe C1 est associe´e au changement des
baˆtiments, alors que C0 correspond a` l’inde´termination.
Nous supposons par ailleurs que p(yji |θ) suit une loi normale de moyenne m et de variance σ2.
Dans ce cas particulier, chaque classe est totalement caracte´rise´e par ces deux quantite´s statistiques
qui doivent eˆtre mesure´es par apprentissage : θk = (mk, σ2k)k=0,1. Dans le cas des expe´riences
illustre´es dans ce chapitre, les zones d’apprentissage ont e´te´ de´termine´es manuellement. Le proble`me
de classification binaire d’un polygone cartographique revient donc a` choisir la classe Ck dont la
fonction de vraisemblance est maximum a` la vue des donne´es mesure´es :
L (yj |θk )k=0,1 = 1(2piσ2k)n/2 e
−
Pn
i=1(yji−mk)
2
2σ2
k (7.2)
L’indicateur de changement relatif au NDVI pour le polygone cartographique j conside´re´ est
alors :
sNDV I(j) = argmax
k,k=0,1
L(yj |θk) (7.3)
7.3.3 Fusion de la prise de de´cision
Les calculs d’indices de changement base´es sur le MNS et la ve´ge´tation pre´sentent de nombreuses
similarite´s : ce sont des me´thodes simples ne pouvant qu’infirmer la pre´sence d’un baˆtiment de la
carte de fac¸on binaire. Ce sont aussi des me´thodes utilisant des donne´es non redondantes et avec des
re´sultats dont nous pouvons utiliser la comple´mentarite´ pour la prise de de´cision. Nous fusionnons
les indices de changement carte-MNS et carte-NDVI selon la strate´gie suivante :
1. Le MNS et l’image NDVI sont re´alise´s graˆce a` des donne´es acquises a` des dates diffe´rentes.
Il ne semble ne´anmoins pas judicieux de faire intervenir la donne´e temporelle pour mettre en
balance les re´sultats des deux me´thodes. En effet, il serait incorrect d’affaiblir ou renforcer
une de´cision confirme´e de changement en fonction de la date d’acquisition car un changement
ave´re´ perdure dans le temps. Il est pre´fe´rable de de´terminer la contribution d’une me´thode
en fonction de la confiance qui lui est accorde´e. Pour notre application, nous n’avons pas de
connaissance a priori permettant d’affirmer que l’une ou l’autre est plus fiable, ainsi, nous
leurs accordons une confiance e´gale lorsque les deux me´thodes confirment un changement.
2. Lorsque l’une de deux me´thodes renvoie un re´sultat inde´termine´ alors que l’autre confirme un
changement, nous choisissons de ne pas pe´naliser celle ayant de´tecte´ le changement dans la
fusion des re´sultats. Les deux me´thodes base´es sur la comparaison MNS-carte et NDVI-carte
sont simples et traitent des cas limite´s de changement. Ainsi, une inde´termination n’implique
pas une forte pre´somption de non-changement. Elle est souvent due a` une incapacite´ de la
me´thode a` prendre une de´cision.
3. Lorsque les deux me´thodes renvoient un re´sultat inde´termine´, la fusion des re´sultats est aussi
inde´termine´e.
En re´sume´, la fusion des indices de changement se formalise simplement sous la forme suivante
pour l’e´le´ment cartographique j conside´re´ et peut eˆtre conside´re´e comme un “OU” logique :
sfusion,MNS−NDV I(j) = max (sMNS(j), sNDV I(j))
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7.4 Analyse de changements carte-image
Alors que la section pre´ce´dente ne traitait que des disparitions univoques des baˆtiments sym-
bolise´s dans la carte, la me´thode d’analyse de changement entre la carte et l’image satellitaire
panchromatique est destine´e a` prendre e´galement en compte les cas de non-changement. Cette me´-
thode suppose qu’une mise en correspondance locale et individuelle de chaque baˆtiment avec l’image
soit effectue´e au pre´alable par la technique des contours actifs (chapitre 5). Ce pre´-traitement vi-
sant a` re´duire les variabilite´s exoge`nes carte-image accroˆıt la cohe´rence de l’objet cartographique
avec sa repre´sentation homologue dans l’image si aucun changement n’est survenu. La me´thode
d’analyse de changements carte-image est ensuite applique´e sur chaque baˆtiment cartographique
recale´. Pour chaque objet cartographique conside´re´, la me´thode propose´e est base´e sur deux types
d’information :
1. La mesure de la cohe´rence des primitives segment extraites de l’image et de celles
issues de la carte. La cohe´rence est mesure´e par un vote dans l’espace de Hough qui es-
time la translation mettant en correspondance les deux repre´sentations. Nous verrons que la
valeur maximale de l’accumulateur de Hough est un indicateur de ressemblance entre l’objet
cartographique et celui de l’image. Ceci nous permettra d’en de´duire si un changement ou
un non-changement a eu lieu. Les segments extraits de l’image sont le re´sultat d’un chaˆınage
rectiligne des pixels de fort gradient de la sous-image encadrant le baˆtiment cartographique
conside´re´. Ces segments de l’image sont ceux utilise´s par les contours actifs base´s sur l’infor-
mation de frontie`re (cf. section 4.2.1.3). Les segments de l’objet cartographique affine´ par la
technique des contour actifs est le re´sultat d’une vectorisation du contour final.
2. Variation ge´ome´trique lors du recalage fin carte-image. Une variation ge´ome´trique
trop grande entre l’objet cartographique original et sa version affine´e par contours actifs est
aussi un signe de changement. Cette variation est mesurable graˆce a` la donne´e des ensembles
de niveaux ψfinal et ψ0 qui repre´sentent respectivement l’objet cartographique recale´ (re´sul-
tat du recalage fin) et l’objet cartographique initial.
Nous formulerons ces deux types d’information comme des termes d’attache aux donne´es pour
de´finir une e´nergie de Gibbs. Ceci nous permettra in fine de calculer une probabilite´ pNC(j) de
non-changement pour l’objet cartographique j.
7.4.1 Mise en correspondance de segments carte-image par vote de Hough
7.4.1.1 Principe
Soit S et S′ deux ensembles de segments. S est l’ensemble des segments d’un baˆtiment carto-
graphique conside´re´. Cet objet a e´te´ affine´ par le recalage des contour actifs. S′ est l’ensemble des
segments extraits d’une sous-image entourant l’objet cartographique.
Nous proposons d’utiliser un espace de Hough pour accumuler l’e´vidence de la ressemblance
entre S et S′ [52]. Ce type de me´thode ascendante est robuste et permet de s’affranchir de la
contribution des segments extraits de l’image n’appartenant pas au baˆtiment d’inte´reˆt. Le principe
de la me´thode est de conside´rer individuellement chaque paire de segments carte-image et d’estimer
la translation permettant de les superposer. Cette translation est projete´e dans un accumulateur
de Hough qui permet ainsi de de´terminer la translation µHough la plus probable permettant de
superposer S et S′. La normalisation du maximum de l’accumulateur de Hough par le pe´rime`tre de
l’objet cartographique fournit un score de ressemblance sHough entre S et S′ variant entre 0 et 1.
Si sHough ≈ 1 et µHough ≈ 0 alors la cohe´rence de l’objet cartographique avec l’image est ave´re´e.
En effet, le vote majoritaire est important et l’estimation de la translation est cohe´rente avec le
fait
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que l’objet cartographique affine´ est recale´ sur sa repre´sentation dans l’image. Si sHough  1 ou
µHough 6= 0 alors une absence de ressemblance est de´tecte´e, ce qui correspond a` un changement.
Cette me´thode base´e sur le gradient de l’image sera sensible aux ombres des baˆtiments. Il est
probable que l’appariement se fasse sur l’ombre porte´e due au baˆtiment et non sur ses bords
propres. Nous filtrons donc au pre´alable les segments d’ombre de l’image avant l’estimation de la
translation entre chaque paire de segments carte-image.
7.4.1.2 Algorithme
L’algorithme d’e´valuation de sHough et µHough est le suivant :
1. Soit uombre le vecteur norme´ connu a priori donnant le sens et la direction de l’ombre dans
l’image. Ce vecteur a le meˆme sens et la meˆme direction que les rayons solaires. Il peut eˆtre
calcule´ par la connaissance des parame`tres de prise de vue et de la date d’acquisition de
l’image de te´le´de´tection. Dans notre cas, nous le mesurons manuellement. Le vecteur mesure´
est quasi-constant sur toute l’image.
2. Soit S et S′ deux ensembles de segments de taille n et m respectivement.
S = {s1, s2, ..., sn} ; S′ =
{
s′1, s
′
2, ..., s
′
m
}
(7.4)
3. Pour chaque segment si ∈ S :
(a) Pour chaque segment s′j ∈ S′ :
i. Si la moyenne de la radiome´trie le long du profil s′j+uombre est infe´rieure a` celle de
s′j − uombre plus un seuil, alors :
A. Si les segments si et s′j sont quasi coline´aires (
〈si,s′j〉
|si||s′j| ≤ cosαs, avec αs un seuil
donne´), on estime la translation minimale µij,min et maximale µij,max permet-
tant de superposer chacune des extre´mite´s des deux segments (figure 7.8).
B. Dans un accumulateur a` deux dimensions (µx, µy) dont les axes repre´sentent
l’espace des translations possibles dans les directions Ox et Oy, on ajoute le
segment [µij,min, µij,max] avec un poids e´gal a` min
(
|si| ,
∣∣∣s′j∣∣∣), ou` |si| repre´sente
la longueur du segment si. Pour rendre la me´thode plus robuste aux variations
locales des segments des deux repre´sentations (incertitudes dues a` la me´thode
d’extraction de segments, erreurs pre´sentes dans l’une ou l’autre des repre´sen-
tations), le segment est e´largi de l pixels pour former une bande dans l’accumu-
lateur (figure 7.9).
(b) Fin
4. La translation µHough est estime´e a` l’endroit du maximum de l’accumulateur. Ce maximum
est normalise´ par le pe´rime`tre P du polygone cartographique (P =
∑n
i=1 |si|) pour obtenir
sHough.
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µ1 µ2
Fig. 7.8 – Estimation de la translation maximale µ1 et minimale µ2 entre le segment cartographique
[AB] et le segment-image [A’B’].
µx
µy
l
µ2
µ′2
µ1
µ′1
Fig. 7.9 – Accumulateur de Hough a` 2 dimensions (µx, µy). L’accumulation entre la translation
minimale et maximale est e´largie d’une bande de l pixels.
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7.4.1.3 E´nergie associe´e au vote de Hough
En vue d’inse´rer la de´cision du vote de Hough dans le cadre probabiliste de Gibbs, nous formu-
lons une e´nergie EHough mesurant la cohe´rence entre un objet cartographique et l’image. L’e´nergie
propose´e est la suivante :
EHough =
1
P
∮ (
1− α (CµHough(p))) dp (7.5)
ou` P est le pe´rime`tre du polygone cartographique C parame´tre´ par p. CµHough est le contour C
translate´ par l’estime´e µHough. La quantite´ α (x) est telle que :
α (x) =
{
1 si I(x) ∈ S′Hough
0 sinon
(7.6)
ou` I(x) est l’image satellitaire, et S′Hough est l’ensemble des segments extraits de l’image ayant
contribue´ au vote majoritaire dans l’espace de Hough, i.e. ayant contribue´ a` l’estimation de µHough.
L’e´nergie de l’e´quation (7.5) sera minimale lorsque tous les pixels de l’image se trouvant sous la trace
du polygone cartographique translate´ auront contribue´ au vote de Hough. Dans le cas contraire, peu
de pixels de l’image auront contribue´ au vote, ce qui est une indication de changement. L’e´nergie est
alors maximale. La normalisation par le pe´rime`tre P permet de rendre l’e´nergie de l’e´quation (7.5)
invariante par rapport a` la taille du polygone cartographique conside´re´. L’e´nergie de l’e´quation
(7.5) peut eˆtre e´crite plus simplement :
EHough = 1− sHough (7.7)
ou` sHough est le score normalise´ de Hough de´fini en section pre´ce´dente.
Enfin, rappelons que la condition EHough = 0 n’est pas suffisante pas caracte´riser un non-
changement. En effet, celle-ci doit eˆtre associe´e a` une estime´e µHough de norme faible. Pour rendre
compte de cette proprie´te´, nous utilisons l’e´nergie associe´e a` un ressort de raideur k qui pe´nalisera
l’estimation d’une translation trop importante :
EµHough = k |µHough|2 (7.8)
7.4.2 Mesure de la variation ge´ome´trique due au recalage par contours actifs
Lorsque la superposition initiale carte-image est de mauvaise qualite´, l’invariance par transfor-
mation affine des contours actifs permet de corriger cet effet par rotation, translation et dilata-
tion/re´duction par facteur d’e´chelle. Cette correction par contours actifs fait partie de la re´duction
des variabilite´s exoge`nes inde´pendantes d’un changement effectif et ne devraient pas intervenir
dans la de´tection de changement. Ne´anmoins, si la variation ge´ome´trique est trop importante, il se
peut qu’elle ne soit pas imputable a` la mauvaise qualite´ de la superposition initiale, mais plutoˆt a`
un changement (figure 7.11). Nous proposons de formuler un crite`re e´nerge´tique Egeom mesurant
la variation ge´ome´trique entre l’objet cartographique initial et son transforme´ par Tsim,final qui
est la similitude plane estime´e par le recalage des contours actifs :
Egeom (ψfinal, ψ0) =
1
Aψfinal +Aψ0
∫
Ω
(H (ψfinal(x))−H (ψ0 (µpersp + x)))2 dx (7.9)
ou` ψ0 est l’ensemble de niveaux repre´sentant le polygone cartographique initial ; ψfinal est l’en-
semble de niveaux repre´sentant l’objet cartographique transforme´ par Tsim,final : ψfinal = ψ0 (Tsim,finalx) ;
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Aψfinal =
∫
ΩH (ψfinal (x)) dx et Aψ0 =
∫
ΩH (ψ0 (x)) dx. Le terme e´nerge´tique de l’e´quation (7.9)
est inspire´ de celui utilise´ pour la contrainte de forme a priori de l’e´quation (4.54). Deux diffe´-
rences sont cependant a` noter. Premie`rement, l’e´nergie Egeom est rendue inde´pendante de la taille
des objets compare´s graˆce a` la normalisation par la somme des aires incluses dans le polygone car-
tographique (Aψ0) et dans son transforme´ par Tsim,final (Aψfinal). Enfin, cette e´nergie est rendue
invariante par translation µpersp uniquement. Cette invariance est destine´e a` ne pas pe´naliser les
translations entre la carte et le contour actif qui sont coline´aires a` la direction V de distorsion due
a` la perspective. Rappelons que l’image satellitaire n’est pas rectifie´e, il existe ainsi une variation
ge´ome´trique entre l’empreinte au sol du baˆtiment (sur laquelle l’objet cartographique est suscep-
tible d’eˆtre superpose´) et le toit segmente´ par le contour actif. Cette distorsion ge´ome´trique est
intrinse`que a` l’image et ne doit pas eˆtre interpre´te´e comme un changement. Sur l’image satellitaire
Quickbird, la distorsion peut eˆtre mode´lise´e par une translation dont la direction est constante sur
toute l’image. Le sens et la direction de la distorsion est donne´e par le vecteur unitaire V que nous
avons mesure´ manuellement. Le vecteur µpersp est alors de´fini de la fac¸on suivante :
µpersp = wperµfinal (7.10)
avec µfinal l’estimation de la translation entre le contour actif final et la forme de contrainte a
priori. La forme a priori est similaire a` l’objet cartographique initial et µfinal est estime´e par
l’algorithme du simplex (cf. section 5.2). Le poids wper favorise l’invariance par µfinal uniquement
si ce dernier est coline´aire a` V :
wper =
{ 〈
µfinal
|µfinal| ,V
〉2
si
〈
µfinal
|µfinal| ,V
〉
> 0
0 sinon
(7.11)
Les variations locales et paralle`les du contour actif (cf. chapitre 6) par rapport a` la forme carto-
graphique a priori te´moignent aussi des incohe´rences carte-image. Dans ce cas, il est cependant
difficile de discerner si la variation locale (au sens de l’objet cartographique) carte-image est due
a` un changement effectif repre´sente´ dans l’image, ou a` une erreur pre´sente dans la carte. C’est en
raison du caracte`re mal pose´ de ce proble`me que nous avons de´cide´ de ne pas comparer le contour
actif final ayant permis le recalage avec l’objet cartographique (transforme´ ou non).
7.4.3 Probabilite´ de de´tection de non-changement
Nous proposons de fusionner l’information du vote de Hough et de la variation ge´ome´trique
des contours actifs pour chaque baˆtiment j symbolise´ dans la carte. L’e´nergie totale mesurant le
non-changement ENC(j) est alors :
ENC(j) = λHoughEHough(j) + λµHoughEµHough(j) + λgeomEgeom(j) (7.12)
ou` λHough, λgeom et λµHough sont des constantes re´elles positives. Utilisant le formalisme des dis-
tributions de Gibbs pour de´finir une densite´ de probabilite´ de non-changement pNC(j) associe´e a`
ENC(j), nous pouvons e´crire :
pNC(j) =
1
Z
e−ENC(j) (7.13)
ou` Z est la constante de partition. En de´finissant pNC(j) + pC(j) = 1 (ou` pC(j) est la probabilite´
de changement), la constante Z prend alors pour valeur 1. La probabilite´ pNC(j) est un indicateur
de non-changement lorsqu’elle est supe´rieure a` 0.5, sinon un changement est de´tecte´.
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7.5 Re´sultats expe´rimentaux
Nous montrons en section 7.5.2 quelques re´sultats expe´rimentaux pour diffe´rents cas de chan-
gements et de non-changements afin de mesurer l’efficacite´ de la me´thode ainsi que d’illustrer les
difficulte´s ne pouvant eˆtre surmonte´es. En section 7.5.3 nous proposons d’analyser statistiquement
des re´sultats re´alise´s sur un plus grand nombre de cas et avec des cartes de qualite´s diffe´rentes.
7.5.1 Protocole expe´rimental
Toutes les expe´riences mene´es dans cette section ont e´te´ re´alise´es dans les conditions suivantes :
– Donne´es : des cartes de 1996 et 2002 ont e´te´ utilise´es. Lorsqu’une carte porte la mention
“parfaite”, cela signifie que les erreurs de la carte ont e´te´ corrige´es manuellement. Dans ce
cas spe´cifique, l’objet cartographique est cohe´rent avec sa repre´sentation dans l’image ; nous
simulons alors une erreur de recalage mode´lisable sous la forme d’une similitude plane di-
recte de parame`tres ξ0 = (s0, θ0, µx,0, µy,0). L’image satellitaire Quickbird (panchromatique
et multispectrale) datant de 2002 a e´te´ utilise´e dans les expe´riences.
– Proce´dure : Lorsque le test pre´liminaire base´ sur l’information MNS-NDVI confirme un
changement, le recalage fin par contours actifs et le vote de Hough ne sont pas mis en œuvre.
Lorsqu’un changement n’a pas pu eˆtre valide´ par la me´thode base´e sur le MNS-NDVI, nous
illustrons l’e´tat initial de l’objet cartographique superpose´ a` l’image ainsi que l’e´tat final du
recalage (les illustrations ne concernent que la section 7.5.2).
– Initialisation des contours actifs : la forme a priori ainsi que le contour actif initial sont
similaires a` l’objet cartographique. L’objet cartographique est superpose´ a` l’image satellitaire
plus re´cente graˆce a` l’information de ge´ocodage des deux donne´es.
– Vote de Hough : la taille de l’accumulateur utilise´ dans les expe´riences est de : (µx =
−30...30 pixels, µy = −30...30 pixels). La largeur l des segments ajoute´s dans l’accumulateur
est l = 2 pixels.
– Vectorisation : pour pouvoir participer au vote de Hough, le contour actif final ayant
permis le recalage fin doit eˆtre discre´tise´ sous forme de segments. Ce contour actif est ori-
ginellement une liste de points issus de la de´tection des ze´ros de l’ensemble de niveaux le
repre´sentant. Ces points sont premie`rement ordonne´s en une liste {C(i)}, puis chaˆıne´s pour
former une se´quence de segments. L’algorithme de chaˆınage consiste a` former des segments
[C(j),C(j + k)] tant que la distance des points {C(i)} (situe´s entre C(j) et C(j + k)) au
segment [C(j),C(j + k)] est infe´rieure a` un seuil εvect. Dans notre application, la finesse
de la vectorisation est de´terminante pour une mise en correspondance efficace entre l’objet
cartographique affine´ et les segments extraits de l’image. Nous avons ainsi choisi un seuil
restrictif εvect = 0.3.
– Parame`tres des e´nergies de non-changement : Les parame`tres de la de´tection de chan-
gement utilise´s sont : λHough = λµHough = 1, λgeom = 2 et k = 0.01. La valeur de λgeom refle`te
la connaissance a priori disponible sur la qualite´ de superposition initiale carte-image. Un
poids e´leve´ signifie une confiance e´leve´e en la qualite´, ainsi, une faible variation de Egeom se
verra sanctionne´e par une forte hausse de l’e´nergie totale de non-changement pour finalement
diminuer la probabilite´ pNC . La raideur du ressort k peut eˆtre fixe´e en fonction de l’incer-
titude associe´e a` l’estimation de µHough. Rappelons que les segments de l’accumulateur de
Hough sont e´largis de l pixels, ce qui de´te´riore la qualite´ de l’estimation de la translation.
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Nous choisissons une faible valeur de k pour ne pas pe´naliser la de´cision finale de changement
vis-a`-vis de ces impre´cisions.
– De´cision de (non)-changement :
– Nous conside´rons un changement ave´re´ si sfusion,MNS−NDV I = 1 ou pNC < 0.4.
– Nous conside´rons la de´tection d’un non-changement si sfusion,MNS−NDV I = 0 et pNC >
0.6.
– Nous conside´rons la prise de de´cision impossible (inde´termination) si sfusion,MNS−NDV I =
0 et pNC > 0.4 et pNC < 0.6.
7.5.2 E´tude de quelques cas de changements/non-changements
7.5.2.1 De´tection de changement
Les figures ci-apre`s illustrent de correctes de´tections de changement mene´es avec la carte nu-
me´rique de 1996. Dans les figures 7.10.a et 7.10.b, l’absence de baˆtiment est valide´e par la pre´-
de´tection de changement mise en œuvre graˆce a` la donne´e de l’image multispectrale. Ce sont des
cas univoques de changement ou` les baˆtiments ont e´te´ totalement de´truits et remplace´s par un sol
couvert de ve´ge´tation (cas a du tableau 2.2). Dans les deux cas, la classification par maximum de
vraisemblance identifie les zones de l’image incluses dans le polygone cartographique comme de la
ve´ge´tation, ce qui infirme la pre´sence de baˆtiments : sfusion,MNS−NDV I = 1.
Les deux cas suivants de changement ont e´te´ simule´s (objets cartographiques cre´es manuelle-
ment). La prise de de´cision est impossible par les pre´-traitements (sfusion,MNS−NDV I = 0), elle
re´sulte par conse´quent de la me´thode comparant uniquement la carte et l’image satellitaire pan-
chromatique. La figure 7.11 illustre la contribution de la prise en compte de Egeom dans le mode`le
de prise de de´cision. Dans le cas illustre´, le score final de Hough est tre`s e´leve´ car le nouveau
baˆtiment de l’image a la meˆme forme que l’objet cartographique, ce qui tend a` confirmer (a` tort)
un non-changement. Cependant, la variation spatiale est trop importante pour eˆtre imputable
aux variabilite´s exoge`nes, Egeom est ainsi e´leve´e et le baˆtiment est de´tecte´ comme ayant change´
(pNC = 0.3).
Enfin, la figure 7.12 illustre un autre type de changement simule´ et correctement de´tecte´ ou` un
baˆtiment est remplace´ par un autre. Dans ce cas, le recalage par contours actifs e´choue en raison de
l’absence du baˆtiment dans l’image. Le baˆtiment initial ayant disparu, peu de primitives segments
de l’image confortent l’hypothe`se de la pre´sence du baˆti sous la trace de l’objet cartographique
modifie´ par le contour actif. Ainsi, le vote de Hough de´signe un autre emplacement ou` les segments
de l’image sont plus cohe´rents avec la repre´sentation cartographique. Alors que cet emplacement
e´loigne´ (µHough = (−6,−26)) est un meilleur candidat, le score du vote reste faible sHough = 0.27
puisqu’aucun baˆtiment similaire n’est retrouve´ dans l’image. La conjonction d’un score de Hough
faible avec une translation estime´e importante fait tendre pNC vers 0 de fac¸on drastique.
7.5. RE´SULTATS EXPE´RIMENTAUX 171
(a) sfusion,MNS−NDV I = 1 : sMNS = 0 et sNDV I = 1 (b) sfusion,MNS−NDV I = 1 : sMNS = 0 et sNDV I = 1
Fig. 7.10 – De´tection de changements univoques. Les changements ont e´te´ de´tecte´s par la compa-
raison avec l’image NDVI. Les figures illustrent les objets cartographiques superpose´s a` une image
satellitaire plus re´cente.
(a) Superposition initale carte-image sans recalage (b) Apre`s recalage
Fig. 7.11 – De´tection de changement en raison d’une forte variation ge´ome´trique : Egeom = 0.54
et pNC = 0.30. Le changement est simule´.
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(a) Superposition initiale carte-image sans recalage (b) Echec du recalage
Fig. 7.12 – De´tection de changement en raison d’une translation µHough e´leve´e. sHough = 0.27,
µHough = (−6,−26) et pNC = 0.00. Le changement est simule´.
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7.5.2.2 De´tection de non-changement
Carte parfaite
Nous proposons de mener des tests de non-changement avec une carte parfaite datant de 1996.
Dans cette carte, les objets cartographiques ont e´te´ corrige´s afin d’eˆtre similaires avec leur repre´-
sentation dans l’image. Une probabilite´ de non-changement e´leve´e est alors garantie si le recalage
carte-image est effectif. Les figures 7.13 a` 7.16 illustrent une re´duction efficace des variabilite´s
carte-image qui permet d’accroˆıtre la cohe´rence entre ces deux repre´sentations. Le score final de
Hough est ainsi largement accru par rapport a` celui de l’e´tat initial (table 2.2). Il en re´sulte une
de´tection correcte des non-changements du baˆti. En figure 7.13, une rotation de 0.1 rad est appli-
que´e a` l’objet cartographique, simulant une erreur de superposition carte-image. Le recalage par
contours actifs est efficace et permet d’accroˆıtre le score du vote de Hough final (sHough = 0.76).
La probabilite´ pNC = 0.63 confirme un non-changement avec ne´anmoins une valeur moyennement
e´leve´e. Cela est duˆ a` une variation ge´ome´trique Egeom = 0.1 non ne´gligeable qui amoindrit la
valeur de la probabilite´. L’expe´rience de la figure 7.14 illustre le meˆme phe´nome`ne : un score final
de Hough relativement e´leve´ (sHough = 0.76) avec une faible translation estime´e (µHough = (1, 0))
confirment un non-changement. Ne´anmoins, la variation ge´ome´trique revoit a` la baisse la valeur de
la probabilite´ de non-changement : pNC = 0.63. Avec l’expe´rience de la figure 7.15, la pre´somption
de non-changement est plus forte (pNC = 0.76) en raison d’un score de Hough plus e´leve´ et d’une
faible variation ge´ome´trique.Enfin, le re´sultat de la figure 7.16 illustre la ne´cessite´ de ne pas pe´na-
liser les translations coline´aires avec la direction V de distorsion de perspective. La figure 7.16.a
montre un polygone cartographique proche de l’empreinte au sol d’un baˆtiment moyennement
e´leve´ de l’image. La distorsion est suffisamment faible pour que le contour actif puisse segmenter le
toit. Le vecteur de translation entre l’e´tat initial et le recalage final est quasiment coline´aire a` V.
Ainsi, la variation ge´ome´trique n’est pas pe´nalisante (Egeom = 0.01). Le score de Hough est e´leve´
(sHough = 0.84) avec une faible translation µHough = (−1, 0), ce qui explique la valeur e´leve´e de
la probabilite´ de non-changement calcule´e pNC = 0.83 (qui est aussi due au caracte`re parfait de la
carte).
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.13 – De´tection de non-changement avec un objet cartographique parfait transforme´ par
similitude de parame`tres ξ0 = (s0 = 1, θ0 = 0.1, µx,0 = 1, µy,0 = 1). Le non-changement est
confirme´ avec sHough = 0.76, µHough = (1, 0), Egeom = 0.1 et pNC = 0.63.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.14 – De´tection de non-changement avec un objet cartographique parfait transforme´ par
similitude de parame`tres ξ0 = (s0 = 1.05, θ0 = 0.075, µx,0 = 4, µy,0 = −1). Le non-changement est
confirme´ avec sHough = 0.72, µHough = (1, 0), Egeom = 0.08 et pNC = 0.63.
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.15 – De´tection de non-changement avec un objet cartographique parfait transforme´ par
similitude de parame`tres ξ0 = (s0 = 1.0, θ0 = −0.02, µx,0 = −2, µy,0 = 1). Le non-changement est
confirme´ avec sHough = 0.81, µHough = (0, 0), Egeom = 0.04 et pNC = 0.76.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.16 – De´tection de non-changement avec un objet cartographique parfait transforme´ par
similitude de parame`tres ξ0 = (s0 = 1.0, θ0 = 0.0, µx,0 = 5, µy,0 = 5). Le non-changement est
confirme´ avec sHough = 0.84, µHough = (−1, 0), Egeom = 0.01 et pNC = 0.83.
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Carte re´elle
Nous traitons dore´navant des objets cartographiques issus d’une carte re´elle de 1996, sans
correction manuelle des erreurs potentielles. Les erreurs par rapport a` l’image sont soit mode´li-
sables par une transformation globale (au sens de l’objet cartographique), soit locales. Dans le cas
d’erreurs locales de forme des objets cartographiques, le recalage par contours actifs est alors un
compromis entre l’information a priori errone´e de la carte et la re´alite´ de l’image. Les figures 7.17
et 7.18 montrent des re´sultats corrects de de´tection de non-changement dans le cas des erreurs de
mise en correspondance mode´lisables par des transformations globales. Le recalage fin par contours
actifs permet alors une superposition quasiment parfaite entre l’objet cartographique et le baˆtiment
de l’image. Cela permet d’accroˆıtre la cohe´rence entre les deux repre´sentations et par conse´quent
le score de Hough avant et apre`s le recalage. La probabilite´ pNC est moins e´leve´e dans le cas de
la figure 7.17 en raison d’une variation ge´ome´trique plus importante (pNC = 0.68 en figure 7.17
et pNC = 0.83 en figure 7.18). Les figures 7.19 a` 7.21 illustrent des re´sultats d’expe´riences mene´es
avec des objets cartographiques contenant des erreurs de forme locales et de faible amplitude. Nous
constatons que pour chacune de ces expe´riences, le re´sultat de recalage fin permet une meilleure
correspondance, bien que les erreurs locales persistent et ne peuvent eˆtre amoindries. La pre´sence de
ces erreurs diminue le score du vote de Hough. En effet, certaines parties de l’objet cartographique
affine´ ne co¨ıncident pas avec les gradients de l’image et ne peuvent ainsi recevoir la contribution
des segments pour la translation µHough recherche´e. Dans le cas pre´sent, les erreurs locales sont
minoritaires et de faible amplitude. Elles ne de´te´riorent pas le vote de Hough au point de rendre
la de´cision de changement inde´termine´e ou incorrecte (pNC = 0.66 en figure 7.19, pNC = 0.71
en figure 7.20 et 7.21). Ces exemples illustrent la robustesse de l’approche propose´e vis-a`-vis des
erreurs locales de forme mineures pre´sentes dans la carte. Cette robustesse se manifeste a` la fois
dans le processus de recalage ainsi que durant le vote de Hough.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.17 – De´tection de non-changement avec une erreur de mise en correspondance mode´lisable
par une transformation globale. Le non-changement est confirme´ avec sHough = 0.86, µHough =
(0,−1), Egeom = 0.12 et pNC = 0.68.
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.18 – De´tection de non-changement avec une erreur de mise en correspondance mode´lisable
par une transformation globale. Le non-changement est confirme´ avec sHough = 0.88, µHough =
(0, 0), Egeom = 0.03 et pNC = 0.83.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.19 – De´tection de non-changement avec des erreurs locales de forme. Le non-changement
est confirme´ avec sHough = 0.62, µHough = (1, 0), Egeom = 0.02 et pNC = 0.66.
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.20 – De´tection de non-changement avec des erreurs locales de forme. Le non-changement
est confirme´ avec sHough = 0.73, µHough = (1, 0), Egeom = 0.03 et pNC = 0.71.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.21 – De´tection de non-changement avec des erreurs locales de forme. Le non-changement
est confirme´ avec sHough = 0.75, µHough = (1, 0), Egeom = 0.05 et pNC = 0.71.
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7.5.2.3 Ambigu¨ıte´ et fausse alarme avec une carte entache´e d’erreurs locales
Lorsque les erreurs locales de forme de la carte sont plus se´ve`res, la prise de de´cision finale
devient soit ambigue¨ (cf. figure 7.22 avec une probabilite´ proche de 0.5, pNC = 0.55), soit fausse
(cf. figure 7.23 ou` pNC = 0.39 alors qu’aucun changement n’est survenu). Dans le cas ou` des erreurs
de forme plus significatives existent dans la carte, les incohe´rences carte-image subsistent apre`s le
recalage par contours actifs et sont trop nombreuses pour permettre un score de Hough important.
Les scores de Hough des expe´riences des figures 7.22 et 7.23 sont e´quivalents (sHough = 0.45 et
sHough = 0.47) et moins bons que ceux obtenus avec des erreurs de forme mineures (cf. figures 7.19-
7.21). Alors que dans l’expe´rience de la figure 7.22, la de´cision finale est inde´termine´e, dans le second
cas, une de´tection errone´e de changement est produite a` cause d’une variation ge´ome´trique plus
importante (Egeom = 0.19). Ces deux cas illustrent les limites du mode`le propose´ et son incapacite´ a`
surmonter des erreurs de forme locales trop importantes. Ceci est inhe´rent au processus de recalage
fin qui ne permet pas de variations locales significatives du contour actif par rapport a` la forme a
priori de´rive´e de la carte. Les travaux expose´s au chapitre 6 sont une tentative de palier ce proble`me
et permettraient ainsi d’obtenir un score de Hough e´leve´ en de´pit des erreurs locales, pour le peu
qu’elles soient mode´lisables par des variations paralle`les vis-a`-vis de la forme de re´fe´rence.
(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.22 – De´tection ambigue¨ (cas inde´termine´). sHough = 0.45, µHough = (0, 0), Egeom = 0.02 et
pNC = 0.55.
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(a) Superposition carte-image sans recalage (b) Apre`s recalage
Fig. 7.23 – De´tection de changement errone´e due aux erreurs locales de forme de la carte. sHough =
0.47, µHough = (−1,−1), Egeom = 0.19 et pNC = 0.39.
7.5.2.4 Synthe`se des re´sultats
La table 7.1 re´sume les quantite´s calcule´es pour la de´tection de changement/non-changement
des expe´riences pre´sente´es.
Avant recalage Apre`s recalage
Expe´rience sfusion sHough sHough µHough Egeom pNC
figures 7.10.a-b 1 / / / / /
Changement figure 7.11 0 0.22 0.91 (0,−1) 0.54 0.30
figure 7.12 0 0.12 0.27 (−6,−26) 0.13 0.00
figure 7.13 0 0.34 0.76 (1, 0) 0.1 0.63
figure 7.14 0 0.30 0.72 (1, 0) 0.08 0.63
figure 7.15 0 0.54 0.81 (0, 0) 0.04 0.76
figure 7.16 0 0.69 0.84 (−1, 0) 0.01 0.83
Non-changement figure 7.17 0 0.74 0.86 (0,−1) 0.12 0.68
figure 7.18 0 0.78 0.88 (0, 0) 0.03 0.83
figure 7.19 0 0.33 0.62 (1, 0) 0.02 0.66
figure 7.20 0 0.35 0.73 (1, 0) 0.03 0.71
figure 7.21 0 0.52 0.75 (1, 0) 0.05 0.71
Inde´termine´ figure 7.22 0 0.35 0.45 (0, 0) 0.02 0.55
Fausse alarme figure 7.23 0 0.41 0.47 (−1,−1) 0.19 0.39
Tab. 7.1 – Quantification des scores de changement/non-changement. pNC est la probabilite´ de
non-changement. sHough est le score de Hough normalise´.
Nous constatons que l’atte´nuation des variabilite´s exoge`nes graˆce au recalage par contour actifs
est efficace. En effet le score sHough est toujours ame´liore´ apre`s le recalage. Dans le cas de non-
changement, l’ame´lioration varie entre 10% et 40%.
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7.5.3 Analyse statistique
Dans cette section nous analysons le succe`s de la me´thode propose´e sur un plus grand nombre
de cas de changements/non-changements a` partir des donne´es cartographiques disponibles. Une
premie`re se´rie de tests est effectue´e avec une carte de bonne qualite´. Ce que nous entendons par
“bonne qualite´” concerne un faible taux d’erreurs locales de forme des objets cartographiques, ainsi
que peu d’effets de ge´ne´ralisation et simplification. Une seconde se´rie de tests est re´alise´e avec une
carte de qualite´ moyenne. Dans cette carte, des erreurs locales de forme se´ve`res existent. Elles
sont soit dues a` une mauvaise de´line´ation des baˆtiments vus dans les images de te´le´de´tection ayant
servies a` la re´alisation de la carte, soit a` des effets de simplification/ge´ne´ralisation significatifs (cf.
figure 7.24).
(a) Effet de ge´ne´ralisation (b) Ge´ne´ralisation, erreurs de de´lination et pre´sence
de changements partiels
Fig. 7.24 – Illustration des erreurs de de´line´ation et de l’effet de ge´ne´ralisation dans la carte de
1996. L’objet cartographique est superpose´ sur l’image satellitaire de 2002.
Pour le recalage par contours actifs, nous avons choisi le mode`le d’attache aux donne´es base´
sur l’information de frontie`re (GVF, cf. section 4.3.2.2). C’est en effet le mode`le qui est capable
de traiter le plus grand nombre de cas en raison de son insensibilite´ a` l’he´te´roge´ne´ite´ des toits et
a` l’effet de ge´ne´ralisation de la carte. Nous utilisons la contrainte de forme spatio-temporelle avec
λmin = 1, λmax = 3 et d0 = 2 (cf. section 5.4). La contribution du MNS n’est pas utilise´e dans ces
expe´riences.
7.5.3.1 Re´sultats avec une carte de bonne qualite´
La carte utilise´e a e´te´ re´alise´e par le Beijing Institute of Surveying and Mapping (BISM) graˆce
a` l’image satellitaire Quickbird de 2002 utilise´e dans les expe´riences. Ceci a pour effet d’augmenter
la cohe´rence carte-image, bien que des effets de simplification, ge´ne´ralisation et d’erreur soient
pre´sents. D’autre part, aucun cas de changement ne doit eˆtre de´tecte´ avec une telle carte. Nous
menons une premie`re se´rie de tests avec 40 baˆtiments visant a` quantifier les performances de la
me´thode vis-a`-vis des non-changements. Dans un second temps, nous translatons la carte de 30
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me`tres dans la direction Est. La carte et l’image ne sont alors plus en correspondance, ce qui nous
permet de de´tecter uniquement des changements (sur 37 cas). Les re´sultats sont ensuite rassemble´s
et classe´s selon la nomenclature suivante :
1. De´tection de non-changement correcte (true positive)
2. De´tection de changement correcte (true negative)
3. De´tection de changement errone´e (la me´thode conside`re le baˆtiment change´ alors qu’il est
inchange´ dans la re´alite´)
4. De´tection de non-changement errone´e (fausse alarme : la me´thode conside`re le baˆtiment
inchange´ alors qu’il a disparu dans l’image)
5. Cas inde´termine´
Les re´sultats mene´s avec la carte de 2002 sont pre´sente´s dans le tableau 7.2. Nous constatons que le
taux d’inde´termination relatif a` la me´thode est raisonnablement e´leve´. Ainsi, 87% des cas se sont
vus assigner une de´cision de changement/non-changement. Parmi la totalite´ des cas conside´re´s,
5.2% ont e´te´ interpre´te´s a` tort comme un changement. Ces cas de de´tections de non-changement
manque´es sont peu nombreux et s’expliquent par la pre´sence d’erreurs locales de forme dans la
carte. Comme nous l’avons montre´ en section 7.5.2.3, la pre´sence d’erreurs se´ve`res affaiblit le
score du vote de Hough au point de rendre la de´cision inde´termine´e ou errone´e. Ces erreurs sont
responsables des de´tections manque´es et des cas inde´termine´s. Les reste des cas repre´sente 81.8%
de de´tections correctes de changements et non-changements.
De´tections de non-
changement correctes :
42.8%
De´tections de non-
changement errone´es :
0%
De´tections de non-
changement manque´es :
5.2%
De´tections de change-
ment correctes :
39%
Cas inde´termine´s : 13%
Tab. 7.2 – Quantification des re´sultats de la de´tection de changement avec la carte de 2002. Les
re´sultats sont exprime´s en pour-cent sur un total de 77 cas.
7.5.3.2 Re´sultats avec une carte de qualite´ moyenne
La carte de qualite´ moyenne que nous conside´rons date de 1996. L’e´cart temporel entre la carte
et l’image satellitaires (2002) e´tant assez important, nous n’avons pas recours a` la simulation de
changements comme pour les tests pre´ce´dents. Les re´sultats mene´s sur 105 cas sont pre´sente´s dans
le tableau 7.3. Par rapport aux re´sultats re´alise´s avec la carte de 2002, nous constatons une le´ge`re
hausse des cas inde´termine´s (14.3%). En revanche, la plus forte progression est enregistre´e par le
taux de de´tections de non-changement manque´es qui atteint 17%. Ce taux e´leve´ est cohe´rent avec
les conditions expe´rimentales : la carte utilise´e comporte des erreurs plus se´ve`res que celle de 2002.
Les cas difficiles de non-changement n’ont pas e´te´ de´tecte´s et au lieu de basculer dans la cate´gorie
des cas inde´termine´s, ils ont e´te´ a` tort interpre´te´s comme des changements. Outre les erreurs de
la carte, les cas de cette seconde se´rie de tests e´taient plus de´licats a` analyser : l’ombre porte´e de
baˆtiments e´leve´s masquait comple`tement le baˆtiment d’inte´reˆt, le rendant ainsi non de´tectable ; la
canope´e recouvrait totalement certains baˆtiments de petite taille. Comme pour le cas de la carte
de 2002, les de´tections de non-changement errone´es restent ne´gligeables. Elles surviennent lorsque
des segments de l’image sont cohe´rents avec la ge´ome´trie du baˆtiment de la carte qui n’est plus
pre´sent
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dans l’image. Ces cas surviennent mais sont tre`s rares. Parmi tous les cas conside´re´s, le taux de
de´tections de changement/non-changement correctes s’e´le`ve a` 66.7%, ce qui revient a` un taux de
77.8% parmi les cas ou` il y a eu prise de de´cision.
De´tections de non-
changement correctes :
50.5%
De´tections de non-
changement errone´es :
2%
De´tections de non-
changement manque´es :
17%
De´tections de change-
ment correctes :
16.2%
Cas inde´termine´s : 14.3%
Tab. 7.3 – Quantification des re´sultats de la de´tection de changement avec la carte de 1996. Les
re´sultats sont exprime´s en pour-cent sur un total de 105 cas.
7.6 Conclusion
Nous avons pre´sente´ une me´thodologie de de´tection de changement entre une carte et des don-
ne´es de te´le´de´tection. Cette approche se de´compose en deux temps et tire parti a` la fois de la fusion
de donne´es et de la re´duction des variabilite´s exoge`nes carte-image par la technique des contours
actifs. La premie`re phase consiste a` calculer et fusionner des indices de changement respectivement
base´s sur la comparaison de la carte avec un mode`le nume´rique de surface (MNS) et une image
multispectrale. Les me´thodes mises en œuvre sont simples, rapides mais permettent uniquement
la de´tection d’un changement univoque du baˆti urbain.
Lorsque cette phase n’est pas en mesure de de´cider de l’absence d’un baˆtiment cartographique
conside´re´, une seconde phase le compare a` sa repre´sentation dans une image satellitaire panchro-
matique. Les erreurs de superposition carte-image sont premie`rement diminue´es graˆce a` la mise en
correspondance acheve´e par les contours actifs. Une comparaison subse´quente entre l’image pan-
chromatique et l’objet cartographique recale´ est effectue´e au moyen de deux mesures : une mesure
par vote de Hough (qui quantifie la cohe´rence entre les segments du polygone et ceux extraits de
l’image) et une mesure de de´formation ge´ome´trique entre l’objet cartographique avant et apre`s le
recalage. Associant ces deux mesures a` une e´nergie de Gibbs, une densite´ de probabilite´ de non-
changement est formule´e et e´value´e en chaque baˆtiment de la carte.
Des re´sultats expe´rimentaux ont illustre´ l’efficacite´ de la me´thode sur des cas ou` les erreurs
locales de forme des objets cartographiques sont faibles. Une analyse statistique a montre´ que dans
ces circonstances, 82% des cas de changement/non-changement e´taient correctement traite´s. Nous
avons aussi pu constater que le recalage fin par contours actifs pouvait augmenter significativement
la cohe´rence carte-image afin d’ame´liorer la confiance accorde´e a` la de´cision de non-changement.
Les re´sultats expose´s ont par ailleurs mis en lumie`re les limitations de l’approche propose´e : la
pre´sence d’erreurs se´ve`res dans la carte met en e´chec le recalage fin par contours actifs et ne
permet pas un vote de Hough significatif. Nous avons montre´ par une analyse statistique que dans
ce cas, le taux de de´tections manque´es de non-changement augmente sensiblement (+12%).
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Chapitre 8
Conclusion
8.1 Synthe`se
L’objectif de ce travail de the`se e´tait le de´veloppement d’une me´thode d’analyse de change-
ments entre une carte nume´rique du baˆti urbain et des donne´es multi-sources de te´le´de´tection de
haute re´solution. Nous nous sommes en particulier attache´s a` re´soudre le proble`me des variabilite´s
exoge`nes entre les objets cartographiques et leurs repre´sentations dans l’image. Ces variabilite´s
sont dues soit a` une impre´cision de la superposition carte-image, soit a` des erreurs de saisie des
objets cartographiques, soit aux effets de simplification et de ge´ne´ralisation de la carte. Ces diffe´-
rences exoge`nes sont inde´pendantes d’un changement effectif et se doivent d’eˆtre atte´nue´es pour
garantir une de´tection de changement fiable. La correction de ces incohe´rences carte-image est
rendue difficile en raison de la multitude d’artefacts pre´sents dans les images et qui est propre a`
notre application focalise´e sur les milieux urbains.
L’insertion de contrainte de forme de´rive´e de la carte dans les mode`les de contours actifs a
montre´ son efficacite´ a` surmonter certains de ces artefacts. Cette connaissance a priori extraite
de la carte est par ailleurs spe´cifique a` la sce`ne e´tudie´e et permet de s’affranchir de l’endroit ge´o-
graphique analyse´. Nous avons expe´rimentalement montre´ qu’en pre´sence de contrainte de forme,
les contours actifs e´taient sensibles a` une initialisation e´loigne´e de l’objet cible. Ceci nous a mene´
a` proposer deux solutions visant a` conduire plus suˆrement le contour actif vers la solution et a`
e´viter le proble`me des minima locaux. La premie`re consiste a` fusionner l’information d’altitude
d’un mode`le nume´rique de surface (MNS) avec celle d’une image satellitaire panchromatique. La
comple´mentarite´ de ces deux repre´sentations a montre´ son efficacite´. La seconde solution consiste
a` relaxer spatialement et dynamiquement la contrainte de forme durant le processus de conver-
gence du contour actif. Une solution approximative et non re´gulie`re est d’abord atteinte alors que
la contrainte est spatialement relaxe´e. Le re´tablissement ulte´rieur et spatialement uniforme de la
contrainte permet de re´gulariser le contour, e´vitant ainsi les artefacts urbains. Nous avons e´ga-
lement propose´ une nouvelle e´nergie de contrainte de forme, line´aire et quadratique, autorisant
une classe de de´formations du contour actif par rapport a` la forme a priori. Ce mode`le permet
au contour des variations paralle`les par rapport aux segments de la forme polygonale de l’objet
cartographique et vise a` corriger les erreurs locales de forme de ce dernier. Alors que des re´sultats
encourageants sont obtenus avec des images de synthe`se, cette dernie`re technique n’est pas encore
mature et demande une compre´hension plus approfondie des mode`les et de leurs implantations afin
d’eˆtre efficace sur des images re´elles.
Enfin, nous avons propose´ une me´thode d’analyse de changement entre la carte et diffe´rentes
donne´es de te´le´de´tection. Des indices de changement simplement calcule´s a` partir du MNS et d’une
image satellitaire multispectrale sont fusionne´s pour effectuer la de´tection des changements uni-
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voques du baˆti urbain. Dans la majorite´ des cas ou` un changement n’a pu eˆtre identifie´ de fa-
c¸on e´vidente, une seconde phase plus complexe est mise en œuvre afin de caracte´riser le degre´ de
ressemblance entre l’objet cartographique et sa repre´sentation dans l’image satellitaire panchroma-
tique. Ce traitement tire parti du recalage fin par contours actifs et permet la formulation d’une
probabilite´ de non-changement pour chaque baˆtiment de la carte. Cette probabilite´ est de´rive´e
d’une e´nergie de Gibbs. Celle-ci est calcule´e a` partir de la de´formation ge´ome´trique enregistre´e
lors du recalage par contours actifs et d’un vote de Hough destine´ a` mesurer la ressemblance des
segments de l’image et de l’objet cartographique affine´. Une analyse quantitative a montre´ que
le recalage fin ame´liore la robustesse de la de´cision de non-changement. Des tests mene´s sur un
plus grand nombre de baˆtiments ont statistiquement de´montre´ les performances satisfaisantes de
la me´thode lorsque la carte contient peu d’erreurs locales de forme.
De ce travail de the`se, nous pouvons retenir les points suivants :
– La variation spatio-temporelle du poids de contrainte de forme a montre´ son efficacite´ a`
s’affranchir des minima locaux dus soit a` une contrainte de forme uniforme et e´leve´e, soit
aux alte´rations de l’image. Elle permet de de´placer le choix critique d’une valeur constante
du poids de contrainte vers celui d’une famille de fonctions parame´tre´es. Le re´sultat de la
segmentation est alors moins sensible vis-a`-vis de la valeur de ces parame`tres que celle d’un
poids constant. Cependant, notre formulation de la contrainte spatio-temporelle est issue
d’observations empiriques et n’a pas de fondement the´orique. Ne´anmoins, elle peut montrer
la voie d’une formulation plus rigoureuse menant a` la de´termination de la fonction spatio-
temporelle selon les informations de´rive´es de l’image et de la forme a priori et non par la
de´finition de profils ad hoc dont le re´glage des parame`tres est une limitation.
– La contribution la plus innovante de ce travail de the`se est certainement celle concernant la
formulation de nouvelles e´nergies visant a` re´duire les erreurs locales de forme de la carte.
Ne´anmoins, de nombreux aspects relatifs a` la stabilite´ nume´rique et l’influence de l’e´nergie
quadratique restent mal compris. Les re´sultats de cette approche, non mature a` ce jour, sont
cependant encourageants.
– L’algorithme d’optimisation du simplex a montre´ son utilite´ dans deux situations : le cali-
brage de came´ra pour la ge´ne´ration du MNS et l’estimation des parame`tres de la similitude
rendant la contrainte de forme des contours actifs invariante par rotation, translation et fac-
teur d’e´chelle. Dans les deux cas, cette me´thode s’est re´ve´le´e efficace et robuste. Le simplex
permet par ailleurs d’e´viter la line´arisation (calibrage) ou la de´rivation (descente de gradient)
de la fonction de couˆt a` minimiser. Ainsi, son utilisation est transposable a` tout type de fonc-
tionnelle, suppose´ que le nombre de parame`tres a` estimer n’est pas trop grand. Enfin, nous
avons de´montre´ que le simplex, contrairement a` l’intuition, convergeait plus rapidement que
la descente de gradient. Ce fait s’explique par l’estimation simultane´e des parame`tres et graˆce
a` la re´duction de la complexite´ calculatoire par la technique de la bande e´troite.
– L’usage que nous avons fait des contours actifs est plutoˆt paradoxal : alors que ces outils sont
connus pour leur aptitude a` se de´former, nous leur avons impose´ une contrainte de forme
inhibant cette proprie´te´ de flexibilite´. Ainsi, la mise en correspondance par contours actifs
s’apparenterait a` un recalage rigide qui aurait pu eˆtre acheve´ par exemple, par la technique
de vote de Hough pre´sente´e. Cependant, en de´pit d’une contrainte de forme suffisamment
forte pour palier les artefacts urbains, les contours actifs gardent une flexibilite´ tre`s locale
qui les rendent in fine plus performants que les techniques de recalage rigide.
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– Les indices de changement propose´s dans cette the`se, issus d’approches ascendantes, sont
relativement simples a` calculer. Le score de Hough utilise´ pour mesurer la similarite´ entre
l’objet cartographique et l’image est robuste et comple´mentaire de l’approche descendante
des contours actifs.
– Enfin, nous avons pu ve´rifier que les contours actifs e´taient des outils flexibles et puissants
de segmentation, capables a` la fois d’inte´grer des contraintes ge´ome´triques ge´ne´riques et
spe´cifiques et de mener a` bien la fusion de donne´es.
8.2 Discussion des limitations
8.2.1 Limites du mode`le de contrainte de forme
La limitation la plus contraignante de l’approche propose´e est certainement l’incapacite´ des
contours actifs a` s’affranchir de la forme a priori de´rive´e de la carte afin de corriger les erreurs
locales de forme qu’elle comprend. Les mode`les de contrainte de forme utilise´s sont invariants par
similitude plane directe et permettent ainsi de corriger des erreurs globales de rotation, translation
et d’e´chelle modulo des variations locales de tre`s faible amplitude de´pendant du poids alloue´ a` la
contrainte par rapport a` l’information de l’image. Nous avons montre´ dans cette e´tude que l’inva-
riance par similitude n’e´tait pas a` meˆme de re´soudre le proble`me des erreurs locales, ce qui nous
a conduit a` proposer une fac¸on plus flexible d’imposer la contrainte de forme avec la possibilite´ de
de´former localement et paralle`lement le contour par rapport a` la forme a priori. Cette flexibilite´
est ne´anmoins restreinte a` une classe de de´formations : toute tentative d’incorporation de plus de
souplesse dans le mode`le se doit d’eˆtre contrainte et doit obe´ir a` certaines re`gles a` de´faut de quoi
le contour actif sera sensible aux artefacts de l’image.
Notre choix de confe´rer au contour actif une liberte´ restreinte et controˆle´e par le paralle´lisme
refle`te notre connaissance a priori des erreurs locales de forme les plus souvent rencontre´es dans
la carte. Cependant, cette connaissance est clairement insuffisante pour mode´liser la totalite´ des
variabilite´s exoge`nes carte-image. En effet, celles-ci sont dues soit aux impre´cisions de trace´, soit aux
effets de simplification et de ge´ne´ralisation de la carte. Dans la ge´ne´ralite´ des cas, ces variabilite´s
obe´issent plus a` la subjectivite´ du photo-interpre´teur qu’a` des re`gles bien de´finies, elles semblent
ainsi impossibles a` mode´liser avec des me´thodes non heuristiques. Par conse´quent, les mode`les de
contours actifs propose´s dans cette the`se ne seront jamais en mesure d’e´radiquer totalement les
erreurs locales des objets cartographiques.
8.2.2 Limites de l’analyse de changements
Les erreurs locales de forme de la carte, lorsqu’elles sont de faible amplitude, ont peu d’impact
sur la me´thode d’analyse de changements propose´e. Nous avons ne´anmoins montre´ quantitative-
ment que la pre´sence d’erreurs se´ve`res accroˆıt sensiblement le taux de de´tections de changement
errone´es. Ceci est la conse´quence directe de l’inaptitude des contours actifs a` s’affranchir des erreurs
locales de forte amplitude. Ainsi, dans le cas d’erreurs cartographiques notables, la comparaison
entre l’objet cartographique “affine´” et les segments de l’image par vote de Hough produit un score
me´diocre de similarite´, sans qu’il nous soit possible d’affirmer si ce manque de ressemblance est duˆ
a` un changement ou a` des erreurs de la carte.
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8.2.3 Limites des contours actifs
L’utilisation des contours actifs contraints ne´cessite le re´glage de poids de´terminant l’influence
de l’attache aux donne´es et de la contrainte de forme. Ce re´glage est empirique ce qui repre´sente
une limite au caracte`re totalement automatique de la me´thode. Nous avons ne´anmoins remarque´
qu’un seul re´glage permettait d’obtenir des re´sultats satisfaisants quel que soit l’endroit de l’image
analyse´.
Le choix du mode`le d’attache aux donne´es paraˆıt en revanche plus de´licat. Nous avons illustre´
dans cette e´tude que les mode`les base´s sur l’information de re´gion e´taient plus performants mais
uniquement de´die´s aux baˆtiments avec un toit homoge`ne. Les contours actifs base´s sur l’informa-
tion de frontie`re sont plus sensibles a` l’initialisation mais sont applicables a` tout type de baˆtiment.
Pouvoir choisir automatiquement entre l’un et l’autre des mode`les serait un gain en robustesse
et efficacite´. Cette question reste ne´anmoins ouverte car de´terminer a` l’avance si un baˆtiment est
homoge`ne ou non est une taˆche difficile dans la mesure ou` le recalage initial carte-image est impre´cis.
Les contours actifs sont connus pour leur sensibilite´ a` l’initialisation et leurs temps de conver-
gence longs. La premie`re limitation nous a contraint a` traiter uniquement les baˆtiments peu a`
moyennement e´leve´s de l’image. La seconde repre´sente un obstacle au caracte`re ope´rationnel de
l’approche propose´e dans la the`se. Bien que les proce´dures aient e´te´ optimise´es, le traitement d’un
baˆtiment varie de quelques secondes a` quelques minutes ; les temps de calcul mene´s avec les mode`les
quadratiques sont prohibitifs.
8.3 Perspectives
Avant de clore ce document, nous souhaitons e´nume´rer quelques voies possibles pour de futurs
travaux :
– Nous venons de voir que la robustesse de l’analyse de changements carte-image de´pend du
succe`s des contours actifs a` surmonter les erreurs locales de forme des donne´es cartogra-
phiques. Nous avons par ailleurs constate´ qu’une correction exhaustive des erreurs e´tait illu-
soire. Cependant, une suppression totale des erreurs n’est pas indispensable pour accroˆıtre
la robustesse de l’analyse de changements. En effet, la re´duction de l’amplitude de l’erreur
serait de´ja` suffisante pour re´duire le taux de de´tections de changement errone´es. Ainsi, le
travail entrepris au sujet des e´nergies quadratiques me´rite d’eˆtre poursuivi. Alternativement,
il serait inte´ressant de voir dans quelle mesure une incorporation d’un mode`le statistique de
contrainte de forme (a` partir d’un apprentissage des erreurs) pourrait ame´liorer la technique.
– Les crite`res e´nerge´tiques de non-changement formule´s dans notre approche sont globaux a`
l’e´chelle de l’objet cartographique. En effet, le score de Hough est le re´sultat de la contri-
bution totale des segments ayant participe´ au vote ; l’e´nergie de variation ge´ome´trique est
un calcul inte´gral sur le domaine de l’image, de fait global. Il serait judicieux de mener une
analyse plus locale du changement/non-changement afin de valider les parties de l’objet car-
tographique affine´ qui sont cohe´rentes avec l’image. Les parties incohe´rentes qui sont soit
dues a` des erreurs de la carte, soit a` des changements partiels effectifs seraient alors propo-
se´es a` l’examen d’un photo-interpre´teur.
– Notons que l’information d’ombre, caracte´ristique des baˆtiments, n’a pas e´te´ utilise´e pour la
de´tection de changement. Celle-ci me´rite d’eˆtre conside´re´e afin d’accroˆıtre la robustesse de
la de´cision finale de changement/non-changement.
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– En vue d’ame´liorer la robustesse des contours actifs, il est concevable d’utiliser l’image sa-
tellitaire multispectrale pre´alablement a` l’image panchromatique (de re´solution quatre fois
infe´rieure a` celle de l’image multispectrale). Ceci repre´senterait un traitement multi-e´chelles
susceptible d’ame´liorer les temps de calcul. L’information de couleur est directement utili-
sable dans le mode`le Baye´sien selon les travaux de M. Rousson [103]. Bien que la couleur
paraˆıt une caracte´ristique ne discriminant que moyennement le baˆti du reste de la sce`ne,
cette piste me´rite d’eˆtre explore´e.
– Enfin, la technique du vote de Hough peut eˆtre utilise´e pour placer l’objet cartographique
sur le toit des baˆtiments e´leve´s (effet de perspective important) avant d’appliquer le recalage
plus fin et plus pre´cis des contours actifs. L’approche base´e sur le vote de Hough est non
locale, rapide et permettrait de ge´ne´raliser la me´thode propose´e a` tout type de baˆtiment.
Elle ne´cessite ne´anmoins d’eˆtre e´tendue a` l’invariance par rotation et facteur d’e´chelle afin
de tenir compte des erreurs de superposition initiale carte-image.
Nous espe´rons que ce travail de the`se aura pu apporter une modeste contribution a` l’analyse (semi-
) automatique de sce`nes urbaines pour assister et aider tout photo-interpre´teur dans sa taˆche de
mise a` jour de cartes. Au dela` de l’application imme´diate, nous espe´rons que ce travail profitera a`
la socie´te´ et au de´veloppement durable des zones urbaines qui sont en passe de regrouper pre`s de
la moitie´ de la population mondiale.
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Annexe A
Pre´sentation et pre´-traitements des
donne´es
Cette section propose de de´crire les donne´es cartographiques et de te´le´de´tection utilise´es lors
de ce travail de the`se. Ces donne´es repre´sentent toutes la ville de Pe´kin a` diffe´rentes dates. Les
images de te´le´de´tection sont optiques et de deux sortes. La premie`re concerne des couples ste´re´o-
scopiques d’images ae´riennes a` partir desquels nous ge´ne´rerons un mode`le nume´rique de surface
de la sce`ne (MNS). L’autre type d’images de te´le´de´tection regarde l’imagerie satellitaire tre`s haute
re´solution. Nous pre´senterons les caracte´ristiques des images re´alise´es par le satellite Quickbird qui
ont la meilleure re´solution a` l’heure actuelle dans le domaine civil. Enfin, les donne´es cartogra-
phiques utilise´es sont disponibles sous forme nume´rique et sont issues d’un syste`me d’information
ge´ographique (SIG). Nous nous attacherons a` de´crire uniquement celle du baˆti.
A.1 Pre´sentation des donne´es
A.1.1 Donne´es de te´le´de´tection
A.1.1.1 Images ae´riennes
Nous disposons de trois images de Pe´kin couvrant la zone du future village olympique de 2008
(figure A.1). Les images sont analogiques et repre´sentent la sce`ne a` une e´chelle de 1 :10,000. Elles
ont ensuite e´te´ scanne´es par les soins du BISM a` un pas de 21 microns. Les images nume´riques
re´sultantes ont ainsi une re´solution de 21 cm par pixel. Les autres caracte´ristiques de ces images
sont les suivantes :
– date d’acquisition : automne 1999
– acquises par un appareil analogique « RC 30 Leica Systems Camera »
– capteur optique a` ge´ome´trie conique
– images multispectrales (3 bandes : RVB)
– dimensions d’une image : 11,000 par 11,000 pixels (soit une zone couverte de 2.3 × 2.3 km2)
– le syste`me optique assurant l’acquisition de la photographie a une distorsion ne´gligeable.
– pas de syste`me de ge´o-re´fe´rencement par GPS ou gyroscope pour la de´termination des para-
me`tres de prise de vue.
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Fig. A.1 – Image ae´rienne repre´sente´e a` 5% de sa taille originale. Le futur village olympique se
situe au nord-est de l’image.
Suite a` l’e´nonce´ de ces caracte´ristiques, plusieurs remarques s’imposent. La premie`re concerne
la taille e´leve´e des images. Dans l’optique d’utiliser celles-ci avec le logiciel de reconstruction 3D
pour ge´ne´rer un MNS, il sera ne´cessaire de les sous-e´chantillonner au risque d’eˆtre confronte´ a` des
temps de calcul prohibitifs (un MNS ge´ne´re´ par le logiciel re´sulte d’une corre´lation de deux images
ste´re´oscopiques). Le temps n’est pas le seul argument quant au choix du sous-e´chantillonnage. En
effet, ce dernier permettra de re´duire le bruit inhe´rent au scannage de la photographie ainsi que
le niveau de de´tail de l’image qui est source d’erreurs lors de la ge´ne´ration d’un MNS lorsqu’il est
trop e´leve´.
Le logiciel de reconstruction impose une autre contrainte quant aux images ae´riennes. Celles-ci
doivent eˆtre mono-bandes. Nous avons choisi de convertir les images originales tri-bandes (RVB)
par le calcul de la moyenne des trois bandes pour chaque pixel conside´re´. L’image mono-bande
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re´sultante se rapproche ainsi le plus du spectre panchromatique. Cette conversion est effectue´e
avant le sous-e´chantillonnage des images.
A.1.1.2 Images satellitaires
Nous posse´dons deux images Quickbird brutes (produit“basic bundle”de DigitalGlobe) acquises
en 2002 et 2003 et dont les caracte´ristiques sont les suivantes :
– Date d’acquisition : mars 2002 / septembre 2003.
– Image corrige´e radiome´triquement uniquement.
– Image panchromatique a` 0.6 m/pixel.
– Image multispectrale a` quatre bandes (trois canaux rouge, vert, bleu traditionnels avec une
quatrie`me bande en infra-rouge proche) avec 2.8 me`tres de pas au sol.
– Latitude/Longitude de la zone rectangulaire couverte :
– Coin nord-ouest : Latitude : 40.0667˚ (2002) / 40.0808˚ (2003) ; Longitude : 116.2608˚
(2002) / 116.259 (2003)
– Coin sud-est : Latitude : 39.9475 (2002) / 39.919 (2003) ; Longitude : 116.4247˚ (2002) /
116.455 (2003)
– Chaque canal spectral est code´ sur 16 bits.
– L’image est brute et ne contient aucune information de ge´ocodage.
– Angle par rapport au nadir : 5˚ (2002) / 9˚ (2003).
A.1.2 Donne´es cartographiques
Nous posse´dons deux jeux de donne´es cartographiques re´alise´s en 1996, 2001 et 2002 par
le BISM. Les donne´es de 2001 et 2002 sont re´alise´es par photo-interpre´tation d’images Ikonos
(1m/pixel) et Quickbird respectivement, celles de 1996 le sont par photo-interpre´tation de couples
d’images ae´riennes. Ces donne´es de type SIG ont les caracte´ristiques suivantes :
– E´chelle 1 :10,000
– Une carte est partage´e sous la forme de tuiles de 4 km (nord-sud) × 5 km (est-ouest)
– Organise´es en couches : route, baˆti, rivie`res, lacs, espaces verts (figure A.2).
– Donne´es uniquement a` deux dimensions et ge´ocode´es dans le syste`me cartographique propre
a` Pe´kin avec une pre´cision infe´rieure ou e´gale au me`tre.
– Format vectoriel (au niveau du baˆti) :
– Chaque baˆtiment est repre´sente´ par un polygone simple quelconque (pas d’intersection des
coˆte´s) re´sultant du de´tourage de l’objet par un ope´rateur. Il se peut qu’un ou plusieurs
polygones soient inclus dans un autre polygone pour repre´senter des cours inte´rieures, ou
des super-structures.
– Les polygones ne s’intersectent pas de fac¸on partielle.
– Le de´tourage du baˆtiment par l’ope´rateur varie en fonction de l’effet de perspective (fa-
c¸ades visibles). Dans le cas ou` le baˆtiment est peu e´leve´ (distorsion due a` la perspective
ne´gligeable pour l’e´chelle conside´re´e), le contour du toit est saisi et inse´re´ dans la carte.
Lorsque l’effet de perspective est important (le toit et l’empreinte au sol du baˆtiment ne
co¨ıncident pas), le toit est de´toure´ puis translate´ sur l’empreinte au sol.
– Les donne´es SIG sont manipulables sous la forme de fichiers ASCII de type DXF (format
cre´e´ par les de´veloppeurs d’AUTOCAD).
– Le fichier relatif a` une tuile contient une liste de polygones. Chaque polygone contient une
sous-liste de points de´signant les sommets de ce dernier. Cette liste est cyclique (le dernier
194 ANNEXE A. PRE´SENTATION ET PRE´-TRAITEMENTS DES DONNE´ES
point de la liste est identique au premier), chaque point est exprime´ dans le syste`me de
coordonne´es de Pe´kin.
– Simplification lors de la cre´ation des donne´es :
– Ge´ne´ralisation. Il est difficile de de´tourer chaque baˆtiment lorsqu’ils sont agglome´re´s
entre eux, nombreux et de petite taille. La solution retenue par le BISM consiste a` de´tourer
le bloc compose´ des baˆtiments. Les blocs sont se´pare´s par les routes principales. La figure
2.4 illustre cet effet de ge´ne´ralisation.
– Simplification individuelle. Certains baˆtiments ont une forme complexe qu’il est inutile
de transcrire avec pre´cision dans la carte pour l’e´chelle conside´re´e. La forme est ainsi sim-
plifie´e de fac¸on plus ou moins arbitraire par l’ope´rateur.
Fig. A.2 – Extrait des donne´es SIG d’e´chelle 1 :10,000 de la ville de Pe´kin. Le baˆti est en rose, le
re´seau routier en violet, les rivie`res et canaux en bleu, les lacs en vert.
A.2 Pre´-traitements des donne´es de te´le´de´tection
A.2.1 Sous-e´chantillonnage des images ae´riennes
Le sous-e´chantillonnage d’une image est une application de base du traitement d’images. De
nombreuses me´thodes permettent de le re´aliser (plus proche voisin, biline´aire, bicubique,...). Une
ope´ration de sous-e´chantillonnage peut eˆtre formalise´e par un filtrage ide´al passe-bas [14] :
Iˆ (i, j) =
∑
k,l∈Z
sinc (νcei− k) sinc
(
νlej − l
)
I (k, l) (A.1)
ou` : νce et ν
l
e sont les fre´quences d’e´chantillonnage de l’image I selon les colonnes et les lignes
respectivement.
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Un tel filtrage est re´alise´ dans le domaine spatial par une convolution avec un sinus cardinal sur
une e´chelle infinie. Dans la pratique, il existe plusieurs me´thodes pour rendre le feneˆtrage spatial
fini. La manie`re la plus brutale consiste a` multiplier le signal par une feneˆtre rectangle, engendrant
ainsi des effets de Gibbs (cela e´tant duˆ a` la pente infinie de cette feneˆtre a` ses bords). De multiples
feneˆtres aux de´rive´es finies ont ensuite e´te´ propose´es (Blackman, Hanning, Hamming, Kaiser,...).
[50] est l’article de re´fe´rence concernant ces feneˆtres d’apodisation.
Dans notre cas, une attention particulie`re sera porte´e a` la pre´servation des contours de baˆ-
timents puisque ce sont ces derniers que pre´serve la technique de corre´lation de´veloppe´e dans le
logiciel de reconstruction 3D [86, 87]. Dans la majorite´ des cas, un contour de baˆtiment se traduit
par une diffe´rence de luminance sur l’image. C’est une transition de type e´chelon ou rampe, caracte´-
rise´e par de hautes fre´quences dans le domaine spectral. Dans [14], Philippe Blanc a mene´ une e´tude
comparative des filtres passe-bas associe´s a` diffe´rentes techniques d’e´chantillonnage. Il en ressort
que la technique de sous-e´chantillonnage dite d’interpolation de Shannon apodise´e est celle permet-
tant de mieux conserver les hautes fre´quences d’une image. C’est cette me´thode que nous avons par
conse´quent choisie pour le sous-dimensionnement des images ae´riennes de Pe´kin. L’interpolation
par noyau de Shannon apodise´e est une convolution de l’image par un sinus cardinal feneˆtre´ par
les fonctions d’apodisation discute´es dans [50]. Nous avons choisi de sous-e´chantillonner les images
par un facteur trois afin d’obtenir une re´solution de 0,63 me`tres par pixel ce qui est la meilleure
re´solution atteinte par les satellites d’observation dans le domaine civil actuellement (Quickbird
2). Ce facteur de sous-e´chantillonnage permet aussi de diminuer la complexite´ des images et par
conse´quent le taux d’erreurs lors de leur corre´lation. Le bruit introduit par le scanner caracte´rise´
par de hautes fre´quences a pu eˆtre re´duit par le filtrage passe-bas du sous-e´chantillonnage. La
convolution de Shannon apodise´e a e´te´ mene´e sur un domaine de 97 × 97 pixels avec une feneˆtre
de Blackman.
A.2.2 Rectification des images satellitaires
Les images satellitaires ont e´te´ ulte´rieurement rectifie´es des variations altime´triques du terrain
par un MNT. Ce traitement, effectue´ par le BISM, permet le ge´ocodage des donne´es dans le
syste`me cartographique de Pe´kin. La rectification est une phase critique car sa pre´cision influencera
la qualite´ de la carte mise a` jour. En effet, nous conside´rons que les images satellitaires sont les
donne´es re´centes de re´fe´rence a` partir desquelles nous mettrons a` jour la carte. Cinquante points
de controˆle ont e´te´ utilise´s par le BISM pour e´valuer la qualite´ de ge´ocodage les images Quickbird.
La pre´cision globale atteinte est de 0,65 pixel, i.e. 0,4 m.
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Annexe B
Algorithme du Simplex
La me´thode du simplex consiste a` trouver un jeu de parame`tres optimaux minimisant une fonc-
tion de couˆt. C’est une technique d’ordre 0 ne ne´cessitant pas le calcul du gradient de la fonction
de couˆt. Dans cette me´thode due a` Nelder et Mead [77], on recherche des valeurs de la fonction de
couˆt sur un polye`dre a` N + 1 sommets dans un espace de dimension N (un triangle dans le plan,
un te´trae`dre dans l’espace, ...). Le premier sommet est l’e´valuation de la fonction de couˆt avec les
parame`tres initiaux, les autres sommets sont construits en faisant varier ces parame`tres.
A chaque ite´ration, on calcule un nouveau simplex qui permettra de se rapprocher efficacement
du minimum. Pour ce faire, on commence par classer les sommets du simplex courant selon les
valeurs de la fonction sur ces sommets. Appelons m le meilleur point, p le pire, a l’avant-dernier
imme´diatement meilleur que p. Si l’on cherche a` avancer, la direction ge´ne´rale doit correspondre a`
un e´loignement de p. On choisira comme direction celle de la droite {p, c}, c e´tant le centre de la
face oppose´e a` p (ses coordonne´es sont les moyennes des coordonne´es des autres points). Sur cette
droite, on essaie le point e syme´trique de p par rapport a` c :
e = c+ (c− p) = 2c− p
Si e est meilleur que m, on peut essayer d’aller encore plus loin dans cette direction :
e′ = c+ γ (c− p) , γ > 1
Si e′ est meilleur que e, le nouveau simplex sera obtenu en remplac¸ant p par e′ (expansion du
simplex, figure B.2). Sinon, on remplacera p par e (re´flexion du simplex cf. figure B.1)
m
 e
c
p
Fig. B.1 – simplex initial et re´flexion
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m
c
p
 e
Fig. B.2 – Expansion
Si e n’est pas meilleur que m on essaie e′′ et e′′′ situe´s sur la droite {c,p} de part et d’autre
de c selon :
e′′ = c+
1
2
(c− p)
e′′′ = c− 1
2
(c− p)
Sinon, si le meilleur de ces points est meilleur que a, on va le choisir en remplacement de p
(contraction du simplex, figure B.3)
m
c
p
 e’’
 e’’’
Fig. B.3 – Contractions possibles
Sinon, c’est que le point m est vraiment proche du minimum : on re´tre´cit alors le simplex en
gardant m et en remplac¸ant tous les points si par les milieux des segments [si,m].
m
p
Fig. B.4 – Re´tre´cissement
La me´thode est tre`s simple et converge avec une grande robustesse. Les ite´rations s’arreˆtent
lorsque la dimension du simplex est suffisamment petite.
Annexe C
Mode´lisation de localisation directe et
inverse
C.1 Mode´lisation inverse
Cette mode´lisation consiste a` de´terminer la position dans l’image d’un point initialement ex-
prime´ en coordonne´es tridimensionnelles dans un re´fe´rentiel R. Que R soit un re´fe´rentiel ge´ocentre´,
ou associe´ a` une projection cartographique, cela n’affecte par l’e´criture des e´quations de la mode´-
lisation inverse. Nous supposerons uniquement que R soit un repe`re direct orthonorme´.
1. Soient (Xsol, Ysol, Zsol) les coordonne´es d’un point de la sce`ne exprime´es dans le re´fe´rentiel
R. Les coordonne´es du vecteur de vise´e dans R sont : (Xsol−Xcam, Ysol−Ycam, Zsol−Zcam) .
Les coordonne´es indexe´es par “cam” sont celles de la position du centre optique de la came´ra
dans R.
2. Ce meˆme vecteur, exprime´ dans le repe`re came´ra, vaut : UV
W
 =M
 Xsol −XcamYsol − Ycam
Zsol − Zcam

avec M la matrice de rotation faisant passer du repe`re R au repe`re came´ra. L’expression de
M est donne´e par :
M =
 cosαz − sinαz 0sinαz cosαz 0
0 0 1
 cosαy 0 − sinαy0 1 0
sinαy 0 cosαy
 1 0 00 cosαx − sinαx
0 sinαx cosαx
 (C.1)
ou` (αx, αy, αz) sont les angles de rotation du repe`re came´ra par rapport aux axes (0X), (0Y)
et (0Z) du re´fe´rentiel R.
3. Ces coordonne´es dans le repe`re came´ra, centre´es sur le Point Principal de Syme´trie (PPS),
sans distorsion, du point correspondant sont :( − UW f
− VW f
)
ou` f est la distance focale du syste`me optique.
4. En ne´gligeant la distorsion, et en recentrant dans le repe`re came´ra (direct et orthonorme´),
ces
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coordonne´es deviennent : {
x = XPPS − UW f
y = YPPS − VW f
Le passage des coordonne´es exprime´es dans le repe`re came´ra vers les coordonne´es pixels de l’image
sollicitent les parame`tres d’affinite´ :{
ligne = Tlig + a00x+ a01y
colonne = Tcol + a10x+ a11y
Fig. C.1 – Sche´ma illustrant la mode´lisation inverse. Les repe`res terrain et came´ra sont directs.
C.2 Mode´lisation directe
La mode´lisation directe permet de calculer a` partir d’un point de l’image sa position tridimen-
sionnelle dans R a` une altitude h donne´e au-dessus d’un ellipso¨ıde.
1. Soient (l, c) les coordonne´es ligne/colonne du pixel a` localiser. Les coordonne´es (x, y) de ce
meˆme point dans le repe`re came´ra sont donne´es par : x =
(l−Tlig)a11−(c−Tcol)a01
a00a11−a01a10
y =
−(l−Tlig)a10+(c−Tcol)a00
a00a11−a01a10
ou` : (Tlig, Tcol) sont les parame`tres d’affinite´ en translation ; (aij) sont les parame`tres d’affinite´
de rotation/facteur d’e´chelle.
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2. Les coordonne´es (x′, y′) dans ce meˆme repe`re mais centre´es sur le PPS sont :{
x′ = x−XPPS
y′ = y − YPPS
3. En ne´gligeant la distorsion, nous pouvons ensuite exprimer la direction de vise´e V dans le
repe`re came´ra : 
x′
f
y′
f
−1

4. Cette meˆme direction exprime´e dans R est :
V ′ =M−1V
ou` M est la matrice de rotation de l’e´quation (C.1).
La de´termination du point 3D de hauteur h dans R se fait par intersection de la direction de vise´e
avec l’ellipso¨ıde de re´volution de rayons (a+h, b+h) (a : grand rayon, b : petit rayon). L’e´quation
de l’ellipso¨ıde de re´volution mode´lisant la surface de la terre et exprime´e dans R revient a` :
x2
(a+ h)2
+
y2
(a+ h)2
+
z2
(b+ h)2
= 1 (C.2)
Le point d’intersection I entre la direction de vise´e V ′ et l’ellipso¨ıde ve´rifie :
I = C + uV ′
ou` : C est la position du centre optique de la came´ra exprime´e dans R ; u est un scalaire. Trouver
l’intersection I revient ainsi a` de´terminer le scalaire u. L’e´quation pre´ce´dente peut encore s’e´crire
sous la forme : 
xI = xC + uV ′x
yI = yC + uV ′y
zI = zC + uV ′z
(C.3)
Il suffit d’injecter les e´quations du syste`me (C.3) dans l’e´quation de l’ellipso¨ıde (C.2) et de trouver
les racines d’un polynoˆme du second degre´ :
αu2 + βu+ γ = 0
avec : 
α = (a+ h)2 V 2z + (b+ h)
2
(
V
′2
x + V
′2
y
)
β = 2
{
(a+ h)2 zcV
′2
z + (b+ h)
2
(
xcV
′
x + ycV
′
y
)}
γ = (a+ h)2 z2c + (b+ h)
2 (x2c + y2c)− (a+ h)2 (b+ h)2
(C.4)
Les deux racines du polynoˆme de degre´ deux correspondent aux deux intersections de la vise´e avec
l’ellipso¨ıde. Nous sommes a` la recherche de l’intersection la plus proche du centre optique de la
came´ra, i.e. celle correspondant a` la plus petite racine. La quantite´ α e´tant strictement positive, la
plus petite racine est :
u0 =
−β −
√
β2 − 4αγ
2α
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L’intersection I d’altitude h est donc :
xI = xC + u0V ′x
yI = yC + u0V ′y
zI = zC + u0V ′z
(C.5)
Fig. C.2 – Sche´ma illustrant la mode´lisation directe. Les repe`res terrain et came´ra sont directs.
Annexe D
Calcul rapide de la moyenne et de la
variance a` l’inte´rieur et l’exte´rieur
d’un contour actif repre´sente´ par un
ensemble de niveaux
Comme le propose M. Rousson dans [103], il est inutile de calculer inte´gralement la moyenne
et la variance des pixels de l’image a` l’inte´rieur et l’exte´rieur du contour actif a` chaque ite´ration.
En effet, cette ope´ration ne´cessite d’eˆtre effectue´e une seule fois au temps t = 0. Pour l’estimation
ulte´rieure des quantite´s statistiques, il suffit de repe´rer les pixels de l’image qui entrent et sortent
de la re´gion de´limite´e par C (t) afin de corriger les valeurs de la moyenne et de la variance obtenues
au temps ante´rieur. Soit Ωout,in l’ensemble des pixels exclus du contour a` l’instant t et inclus dans
le contour a` t+1. Cet ensemble est de cardinal nout,in. Soit Ωin,out le dual de Ωout,in et de cardinal
nin,out. La moyenne a` l’inte´rieur du contour au temps t+ 1 est par de´finition :
cin (t+ 1) =
1
nin (t+ 1)
∫
Ωin(t+1)
I (x) dx
On exprime cette quantite´ en fonction de cin (t) de la fac¸on suivante :
cin (t+ 1) =
1
nin (t) + nout,in − nin,out
{
nin (t) cin (t) +
∫
Ωout,in
I (x) dx−
∫
Ωin,out
I (x) dx
}
(D.1)
D’une fac¸on similaire, on trouve l’expression de la moyenne a` l’exte´rieur :
cout (t+ 1) =
1
nout (t)− nout,in + nin,out
{
nout (t) cout (t)−
∫
Ωout,in
I (x) dx+
∫
Ωin,out
I (x) dx
}
(D.2)
En remarquant que la variance d’une variable ale´atoire X est :
σ2 (X) = E
(
X2
)− E (X)2
On a alors
σ2in (t+ 1) =
1
nin (t+ 1)
∫
Ωin(t+1)
I2 (x) dx− c2in (t+ 1)
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que l’on exprime en fonction de σ2in (t) et de cin (t) graˆce a` (D.1) :
σ2in (t+ 1) =
1
nin (t) + nout,in − nin,out
{
nin (t)
[
c2in (t) + σ
2
in (t)
]
+
∫
Ωout,in
I2 (x) dx
−
∫
Ωin,out
I2 (x) dx
}
− c2in (t+ 1) (D.3)
L’expression duale σ2out (t+ 1) est analogue :
σ2out (t+ 1) =
1
nout (t)− nout,in + nin,out
{
nout (t)
[
c2out (t) + σ
2
out (t)
]− ∫
Ωout,in
I2 (x) dx
+
∫
Ωin,out
I2 (x) dx
}
− c2out (t+ 1) (D.4)
L’avantage d’une telle technique de calcul est de travailler uniquement sur les espaces Ωin,out et
Ωout,in dont les cardinaux sont tre`s faibles devant ceux de Ωin et Ωout. La re´duction en temps de
calcul est notable puisque la complexite´ du calcul devient proportionnelle a` la longueur du contour
actif. Dans [103], Rousson illustre expe´rimentalement le gain obtenu en temps de calcul.
Annexe E
Calcul de variations d’e´nergies de
contrainte de forme et quadratique
E.1 E´quation d’e´volution de´rive´e de la fonctionnelle de contrainte
de forme par diffe´rence de normales
Conside´rons le terme e´nerge´tique de contrainte de forme base´ sur la diffe´rence entre la normale
unitaire du contour actif implicitement repre´sente´ par l’ensemble de niveaux φ et celle d’une forme
de re´fe´rence repre´sente´e par ψ :
Jshape (φ, ψ) =
∫
Ω
|∇φ (x)−∇ψ (x)|2 (H (φ (x))−H (ψ (x)))2 dx (E.1)
L’e´quation d’e´volution consiste a` trouver des valeurs de φ qui minimiseront la fonctionnelle Jshape (φ, ψ, t).
Pour cela, on adopte le sche´ma classique de minimisation locale par descente de gradient :
∂Jshape (φ, ψ, t)
∂φ
= −φt (x, t) (E.2)
L’expression de ∂Jshape(φ,ψ,t)∂φ se de´duit de la de´rive´e de Gaˆteaux de Jshape (φ, ψ, t) par rapport a` φ
dans la direction φ˜ :(
∂Jshape (φ, ψ, t)
∂φ
)
φ=φ˜
=
〈
Jshape (φ, ψ, t) , φ˜
〉
=
∫
Ω
∂Jshape (φ, ψ, t)
∂φ
φ˜ (x, t) dx (E.3)
Or la de´rive´e de Gaˆteaux de la fonctionnelle s’exprime sous la forme :
(
∂Jshape (φ, ψ, t)
∂φ
)
φ=φ˜
= lim
ε→0
1
ε
(
Jshape
(
φ (x, t) + εφ˜ (x, t) , ψ, t
)
− Jshape (φ (x, t) , ψ, t)
)
(E.4)
De´taillons le calcul de l’e´quation (E.4) :
Jshape
(
φ (x, t) + εφ˜ (x, t) , ψ, t
)
=∫
Ω
〈
∇φ (x) + ε∇φ˜ (x, t)−∇ψ (x) ,∇φ (x) + ε∇φ˜ (x, t)−∇ψ (x)
〉(
H
(
φ (x) + εφ˜ (x, t)
)
−H (ψ (x))
)2
dx
(E.5)
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En remarquant que :
δa (φ (x, t)) = lim
→0
Ha
(
φ (x, t) + εφ˜ (x, t)
)
−Ha (φ (x, t))
εφ˜ (x, t)
(E.6)
et en de´veloppant l’e´quation (E.5), on a :
Jshape
(
φ (x, t) + εφ˜ (x, t) , ψ, t
)
=
Jshape (φ (x, t))
+2ε
∫
Ω
φ˜ (x, t) δa (φ (x, t)) (H (φ (x))−H (ψ (x))) 〈∇φ (x)−∇ψ (x) ,∇φ (x)−∇ψ (x)〉 dx
+ 2ε
∫
Ω
(H (φ (x))−H (ψ (x)))2
〈
∇φ (x)−∇ψ (x) ,∇φ˜ (x, t)
〉
(E.7)
En inte´grant par parties le dernier terme de l’e´quation (E.7), on trouve :
Jshape
(
φ (x, t) + εφ˜ (x, t) , ψ, t
)
− Jshape (φ (x, t)) =
+2ε
∫
Ω
φ˜ (x, t) δa (φ (x, t)) (H (φ (x))−H (ψ (x)))
(
|∇φ (x)|2 + |∇ψ (x)|2 − 2 〈∇φ (x) ,∇ψ (x)〉
)
dx
+2ε
{[
(H (φ (x))−H (ψ (x)))2 (φx (x, t) + φy (x, t)− ψx (x, t)− ψy (x, t)) φ˜ (x, t)
]
Ω
+
∫
Ω
φ˜ (x, t) [2 (H (φ (x))−H (ψ (x))) ((δa (φ (x, t)) + δa (ψ (x, t))) 〈∇φ (x) ,∇ψ (x)〉
δa (φ (x, t)) |∇φ (x)|2 − δa (ψ (x, t)) |∇ψ (x)|2 + (H (φ (x))−H (ψ (x)))2 (∆ψ (x)−∆φ (x))
)}
(E.8)
Le terme
[
(H (φ (x))−H (ψ (x)))2 (φx (x, t) + φy (x, t)− ψx (x, t)− ψy (x, t)) φ˜ (x, t)
]
Ω
est nul puis-
qu’il est toujours possible de trouver un espace rectangulaire Ω qui puisse inclure les formes repre´-
sente´es par φ et ψ. Ainsi, loin du niveau 0 des ensembles de niveaux, on aH (φ (x)) = 0 = H (ψ (x)).
La diffe´rence des e´nergies devient :
Jshape
(
φ (x, t) + εφ˜ (x, t) , ψ, t
)
− Jshape (φ (x, t)) =
2ε
∫
Ω
φ˜ (x, t)
{
(H (φ (x))−H (ψ (x)))
(
δa (φ (x, t))
(
|∇ψ (x)|2 − |∇φ (x)|2
)
− 2δa (ψ (x, t)) |∇ψ (x)|2
+2δa (ψ (x, t)) 〈∇φ (x) ,∇ψ (x)〉) + (H (φ (x))−H (ψ (x)))2 (∆ψ (x)−∆φ (x))
}
(E.9)
Le gradient d’e´nergie vient alors directement, et en remarquant que les normales sont unitaires
(|∇ψ (x)|2 = 1 = |∇φ (x)|2) :
∂Jshape (φ, ψ, t)
∂φ
= 4 (H (φ (x))−H (ψ (x))) {δa (ψ (x, t)) (〈∇φ (x) ,∇ψ (x)〉 − 1)}
+ 2 (H (φ (x))−H (ψ (x)))2 (∆ψ (x)−∆φ (x)) (E.10)
L’e´quation d’e´volution est de´duite par changement de signe selon l’e´quation (E.2).
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E.2 De´rive´e de l’e´nergie de correction quadratique
L’e´nergie introduite en e´quation (6.7) peut eˆtre scinde´e selon :
Jcorrection (C) = J1 (C)− J2 (C) (E.11)
avec
J1 (C) =
∮ ∮
dpdp′
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1Ψ(R) (E.12)
et
J2 (C) =
∮ ∮
dpdp′
〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3Ψ(R) (E.13)
E.2.1 E´nergie J1 (C)
J1
(
C + δC˜
)
=
∮ ∮
dpdp′
〈
C˙+δ ˙˜C, C˙′ + δ ˙˜C′
〉2 ∣∣∣C˙+δ ˙˜C∣∣∣−1 ∣∣∣C˙′ + δ ˙˜C′∣∣∣−1Ψ(R˜) (E.14)
La quantite´ Ψ
(
R˜
)
se re´e´crit selon :
Ψ
(
R˜
)
≈ Ψ(R) +
〈
R˜, δC˜− δC˜′
〉
Ψ′ (R) (E.15)
et
∣∣∣C˙+δ ˙˜C∣∣∣−1 est : ∣∣∣C˙+δ ˙˜C∣∣∣−1 ≈ ∣∣∣C˙∣∣∣−1(1− 〈C˙, δ ˙˜C〉 ∣∣∣C˙∣∣∣−2) (E.16)
En de´veloppant le produit scalaire au carre´, en remplac¸ant Ψ
(
R˜
)
par (E.15), en remplac¸ant∣∣∣C˙+δ ˙˜C∣∣∣−1 par (E.16) et en ne´gligeant les variations infinite´simales d’ordre deux, on a :
J1
(
C + δC˜
)
= J1 (C) + 2
∮ ∮
dpdp′Ψ′ (R)
〈
C˙, C˙′
〉2 〈
R˜, δC˜
〉 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1
−2
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1 〈C˙, δ ˙˜C〉
+ 4
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1 〈C˙′, δ ˙˜C〉 (E.17)
En inte´grant le dernier terme par parties, on trouve1 :
J1
(
C + δC˜
)
− J1 (C) = 2
∮ ∮
dpdp′Ψ′ (R)
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1 〈R˜, δC˜〉
+2
∮ ∮
dpdp′
[
Ψ(R)
(
2
〈
C˙, C˙′
〉〈
C¨, C˙′
〉 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1 − 3 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−1 〈C˙, C˙′〉2 〈C¨, C˙〉)
+Ψ′ (R)
〈
C˙, R˜
〉〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1]〈C˙, δC˜〉
+2
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1 〈C¨, δC˜〉
1Ce re´sultat est obtenu en injectant : ∂Ψ
∂p
= Ψ′ (R)
D
R˜, C˙
E
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−4
∮ ∮
dpdp′
[
Ψ(R)
(〈
C˙′, C¨
〉 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1 − 〈C˙, C˙′〉〈C¨, C˙〉 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1)
+Ψ′ (R)
〈
C˙, R˜
〉〈
C˙, C˙′
〉 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1]〈C˙′, δC˜〉 (E.18)
E.2.2 E´nergie J2 (C)
J2
(
C + δC˜
)
=
∮ ∮
dpdp′
〈
C˙+δ ˙˜C, C˙′ + δ ˙˜C′
〉4 ∣∣∣C˙+ δ ˙˜C∣∣∣−3 ∣∣∣C˙′ + δ ˙˜C′∣∣∣−3Ψ(R˜) (E.19)
avec ∣∣∣C˙+δ ˙˜C∣∣∣−3 ≈ ∣∣∣C˙∣∣∣−3(1− 3〈C˙, δ ˙˜C〉 ∣∣∣C˙∣∣∣−2)
En de´veloppant le produit scalaire, en injectant le re´sultat de (E.15) et en ne´gligeant les termes
d’ordre deux, on a :
J2
(
C + δC˜
)
− J2 (C) = 2
∮ ∮
dpdp′Ψ′ (R)
〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3 〈R˜, δC˜〉
−6
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−3 〈C˙, δ ˙˜C〉
+ 8
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉3 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3 〈C˙′, δ ˙˜C〉 (E.20)
En inte´grant par parties, il vient :
J2
(
C + δC˜
)
− J2 (C) = 2
∮ ∮
dpdp′Ψ′ (R)
〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3 〈R˜, δC˜〉
+2
∮ ∮
dpdp′
[
Ψ(R)
(
12
〈
C˙, C˙′
〉3 〈
C¨, C˙′
〉 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−3 − 15 ∣∣∣C˙∣∣∣−7 ∣∣∣C˙′∣∣∣−3 〈C˙, C˙′〉4 〈C¨, C˙〉)
+3Ψ′ (R)
〈
C˙, R˜
〉〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−3]〈C˙, δC˜〉
+6
∮ ∮
dpdp′Ψ(R)
〈
C˙, C˙′
〉4 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−3 〈C¨, δC˜〉
−4
∮ ∮
dpdp′
[
Ψ(R)
(
6
〈
C˙, C˙′
〉2 〈
C˙′, C¨
〉 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3 − 6〈C˙, C˙′〉3 〈C¨, C˙〉 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−3)
+2Ψ′ (R)
〈
C˙, R˜
〉〈
C˙, C˙′
〉3 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−3]〈C˙′, δC˜〉 (E.21)
E.2.3 Variation totale de l’e´nergie Jcorrection (C)
En groupant les re´sultats de (E.18) et (E.21), on a :
Jcorrection
(
C+ δC˜
)
− Jcorrection (C) =
∮ ∮
dpdp′Ψ(R) {
2
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1(1− 3〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈C¨, δC˜〉
+4
〈
C˙, C˙′
〉〈
C¨, C˙′
〉 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1(1− 6〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈C˙, δC˜〉
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−6
〈
C˙, C˙′
〉2 〈
C¨, C˙
〉 ∣∣∣C˙∣∣∣−5 ∣∣∣C˙′∣∣∣−1(1− 5〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈C˙, δC˜〉
−4
(
1− 6
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2) ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1 [〈C¨, C˙′〉− 〈C¨, C˙〉〈C˙, C˙′〉 ∣∣∣C˙∣∣∣−2]〈C˙′, δC˜〉
+
∮ ∮
dpdp′Ψ′ (R)
{
2
〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1(1− 〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈R˜, δC˜〉
+2
〈
C˙, R˜
〉〈
C˙, C˙′
〉2 ∣∣∣C˙∣∣∣−3 ∣∣∣C˙′∣∣∣−1(1− 3〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈C˙, δC˜〉
−4
〈
C˙, R˜
〉〈
C˙, C˙′
〉 ∣∣∣C˙∣∣∣−1 ∣∣∣C˙′∣∣∣−1(1− 2〈C˙, C˙′〉2 ∣∣∣C˙∣∣∣−2 ∣∣∣C˙′∣∣∣−2)〈C˙′, δC˜〉} (E.22)
En remarquant que
〈
C¨, C˙
〉
= 0, certains termes s’annulent. En supposant que p est l’abscisse
curviligne, cette dernie`re e´quation se simplifie et revient a` (6.9).
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Annexe F
Repre´sentation 3D d’une sce`ne
urbaine
F.1 Objectif et rappel de la me´thodologie
Les re´sultats du chapitre 3 ont montre´ que nous e´tions en mesure de ge´ne´rer un Mode`le Nume´-
rique de Surface (MNS) orthorectifie´ d’un paysage urbain. Cette information d’altitude peut eˆtre
transfe´re´e dans la carte nume´rique du baˆti afin de la rendre a` trois dimensions. Ce chapitre montre
l’e´laboration d’une repre´sentation 3D des baˆtiments de moyen niveau et programme´e en VRML
(Virtual Reality Modeling Language) par Ande´ol Ayzac, stagiaire au LIAMA d’avril a` aouˆt 2004.
F.2 Principe de la mode´lisation
Les baˆtiments sont mode´lise´s par des paralle´le´pipe`des dont la base polygonale est de´rive´e de la
carte. La hauteur assigne´e a` chaque baˆtiment est la moyenne des altitudes du MNS a` l’inte´rieur du
polygone cartographique. Une telle mode´lisation est clairement insuffisante pour la seule finalite´
d’une repre´sentation re´aliste (visite virtuelle d’une ville). Ne´anmoins, elle est entie`rement automa-
tique et suffit a` la mode´lisation de pollution atmosphe´rique ou sonore.
Pour rendre la sce`ne plus re´aliste qu’un amas de “boˆıtes extrude´es”, cette dernie`re peut eˆtre
habille´e d’une image orthoscopique re´alise´e conjointement au MNS, et de textures au niveau des
fac¸ades. Une texture de fac¸ade est une collection de motifs identiques dont la densite´ par pixel est
un parame`tre du programme. Les motifs sont soit de vraies photographies de fac¸ades de Pe´kin,
soit des images de synthe`se. Il existe approximativement une dizaine de classes de motifs place´s
ale´atoirement sur les baˆtiments. Une dernie`re option du programme est la possibilite´ de mode´liser
les variations du terrain si un Mode`le Nume´rique de Terrain (MNT) est disponible. Ce dernier est
alors mode´lise´ par des B-splines dont l’effet lissant n’est pas geˆnant en milieu urbain car le relief y
est rarement accidente´.
F.3 Re´sultats sur la ville de Pe´kin
La figure F.1 illustre la repre´sentation 3D du complexe sportif construit pour les jeux asiatiques
organise´s a` Pe´kin en 1990.
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Fig. F.1 – Visualisation 3D de la ville de Pe´kin - avec textures et sans MNT.
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Contours actifs et information a priori pour l’analyse de changements : application a` la mise a` jour
de cartes nume´riques du baˆti urbain a` partir d’images optiques de te´le´de´tection haute re´solution
Re´sume´ :
Cette the`se a pour objectif de proposer une me´thodologie visant a` analyser les changements entre une carte nume´-
rique de baˆtiments et des donne´es de te´le´de´tection optiques haute re´solution plus re´centes. L’ide´e centrale de notre
approche est d’utiliser l’information ge´ome´trique et spe´cifique des baˆtiments symbolise´s dans la carte afin de faciliter
leur reconnaissance dans une image satellitaire panchromatique et de s’affranchir des difficulte´s du milieu urbain.
Cette connaissance a priori est incorpore´e comme une contrainte de forme dans un mode`le variationnel de recalage
fin carte-image par contours actifs. Nous proposons des solutions nouvelles pour l’ame´lioration de la robustesse des
contours actifs contraints : la fusion de l’image avec un Mode`le Nume´rique de Surface (MNS) et la variation spatio-
temporelle de la contrainte de forme permettent de surmonter le proble`me des minima locaux. Une nouvelle e´nergie
de contrainte de forme, line´aire et quadratique, permet aux contours actifs de s’affranchir localement et paralle`lement
de la forme a priori de la carte pour mieux segmenter l’objet dans l’image. L’alignement des donne´es par contours
actifs re´sout le proble`me des variabilite´s exoge`nes carte-image inde´pendantes d’un changement effectif et rend ainsi
l’analyse de changements subse´quente plus fiable. Des indices de changement simplement calcule´s a` partir du MNS
et d’une image satellitaire multispectrale sont fusionne´s pour la de´tection de changements univoques du baˆti urbain.
En l’absence de changement univoque, une me´thode base´e sur le vote de Hough quantifie la ressemblance entre le
polygone cartographique recale´ et des primitives segments extraites de l’image panchromatique. La fusion du score
de Hough avec la variation ge´ome´trique enregistre´e par le recalage des contours actifs permet la formulation d’une
probabilite´ de non-changement visant a` assister un ope´rateur dans sa taˆche de re´vision de carte.
Mots-cle´s : changement, contour actif, connaissance a priori, optimisation, fusion, image de te´le´de´tection, haute
re´solution, Syste`me d’Information Ge´ographique, cartographie.
Active contours and prior knowledge for change analysis : application to digital urban building map
updating from optical high resolution remote sensing images
Abstract :
This thesis aims at proposing a methodology to analyze changes between a digital map of buildings and more recent
high resolution optical remote sensing data. The key idea of the proposed approach is to use the specific geometrical
information derived from the buildings symbolized in the map in order to ease their recognition in a panchromatic
satellite image while overcoming urban difficulties. This prior knowledge is embedded in active contours models as a
shape constraint formulated in a variational approach. We propose new solutions to improve the robustness of shape
constrained active contours : the fusion of the image with a digital surface model (DSM) and the spatio-temporal
variation of the shape constraint allow to overcome the critical issue of local minima. A new shape constraint energy -
linear and quadratic - allows local and parallel discrepancies of the active contours from the cartographic shape prior
to better segment the object in the image. The fine map-to-image matching achieved by active contours solve the
issue of exogenous variabilities between the map and the image and therefore makes the subsequent change detection
decision more reliable. Change indicators simply calculated from the DSM and a multispectral satellite image are
merged to detect obvious changes of buildings. When no obvious change is detected, a method based on Hough
voting quantifies the similarity between the refined cartographic object and segment primitives extracted from the
panchromatic image. The fusion of the Hough voting score with the geometric variation due to the active contours
matching enables to formulate a “non-change” probability aiming at assisting a photo-interpreter performing map
updating.
Key words : change, active contour, prior knowledge, optimization, fusion, remote sensing image, high resolution,
Geographic Information System, cartography.
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