Abstract: This article studies the Optimal Biased Kriging (OBK) approach which is an alternative geostatistical method that gives up the unbiasedness condition of Ordinary Kriging (OK) to gain an improved Mean Squared Prediction Error (MSPE). The system of equations for the optimal linear biased Kriging predictor is derived and its MSPE is compared with that of Ordinary Kriging. A major impediment in implementing this system of equations and performing Kriging interpolation with massive datasets is the inversion of the spatial coherency matrix. This problem is investigated and a novel method, called "homeogram tapering", which exploits spatial sorting techniques to create sparse matrices for e cient matrix inversion, is described. Finally, as an application, results from experiments performed on a geoid undulation dataset from Korea are presented. A precise geoid is usually the indispensable basis for meaningful hydrological studies over wide areas. These experiments use the theory presented here along with a relatively new spatial coherency measure, called the homeogram, also known as the non-centered covariance function.
Introduction
Geostatistical interpolation methods, for instance various types of Kriging, are often used to generate a predicted surface or map of attribute values at unsampled sites from discrete measurements made at point locations within the same area or region. Many criteria have been proposed to evaluate the quality of an interpolation method; accuracy, degree of biasedness, and computational complexity are among these criteria. Methods which give up the unbiasedness to obtain an improved relative accuracy as expressed by the Mean Squared Prediction Error MSPE, are popular in various statistical and mathematical applications. These methods, often termed "shrinkage estimators", were developed to solve problems that contain nearlinear dependence (multicollinearity) among the predictor variables (e.g, Montgomery and Friedman, 1993; Hoerl and Kennard, 1970) , to treat cases with non-normal data, and to obtain an improved MSPE (Scha rin 1985 (Scha rin , 2000a (Scha rin , 2008 . However, it has not been until fairly recently, through the work of Scha rin (1993) and Gotway and Cressie (1993) that shrinkage methods have been extended to the geostatistical analysis. Gotway and Cressie (1993) constructed a large class of predictors with a risk (de ned as the mean of the total sum of all squared prediction errors -MSPE) that is uniformly smaller than classical Ordinary Kriging (also known as the Best homogeneously Linear Unbiased Prediction -homBLUP). These various predictors were generated using di erent estimators for this mean, integrated in the Simple Kriging equations.
Scha rin (1993) investigated homogeneous-isotropic processes on the sphere; these processes cannot be both Gaussian and ergodic. Thus, when considering a global phenomenon such as (incremental) geoid undulations, magnetic or gravity elds, etc., one cannot use standard geostatistical methods. For example, the covariance function estimate will always be biased on a sphere leading to a biased predictor. To solve this problem, Scha rin (1993) proposed the Optimal Biased Kriging predictor (OBK, also termed homBLIP -Best homogeneously LInear Prediction) as a biased alternative to Ordinary Kriging (OK) with a (slightly) reduced mean squared error. The following section further develops the OBK predictor formulas (with a full proof in the Appendix). In particular, (i) the di erent factors that a ect this method are analyzed, (ii) the computational aspects of this technique are investigated, and (iii) a dataset of geoid undulations from Korea is used to test this method. This paper is organized as follows: Section 2 presents the OBK concepts, its formulas, and the non-centered covariance function (the homeogram) as measure of spatial coherency. Section 3 describes a novel method to efciently invert the spatial coherency matrix. Experiments with the OBK in interpolating a geoid undulation dataset from Korea are then provided in Section 4. Section 5 concludes our ndings and provides a brief outlook on further research issues.
The Optimal Biased Kriging
For clarity of discussion, the de nitions of the mathematical model for the spatial process under investigation will be reviewed. In a vector form it reads: y = x + e , τβ= x+e , and e e
where
T is the n × vector of observed process values (data) at sites s , · · · , sn;
T is the n × random e ects vector of the actual process at sites s , · · · , sn; e := [e , · · · , en] T is the n× vector of random observation errors; e := [e , · · · , e n] T is the n × vector of random process mis-centering errors; β is the process mean value (usually unknown); Cx is the n × n dispersion matrix of x with the elements Cx(s i , s j ) derived from the respective covariance function; σ e is the variance component for the observational noise (assumed to be otherwise uncorrelated); and
T is the n × "summation vector".
Note that the process x s ′ is a scalar-valued process at an arbitrary site denoted by s ′ . This process is predicted through Optimal Biased Kriging (or homBLIP) using the non-centralized covariance function, also called the homeogram, which is de ned as:
where ηx (s, s + h) describes the spatial coherency between points s and s ′ = s + h; E is the expectation operator, and h is the distance di erence or lag vector. The homeogram was already recommended by Jeannée and de Fouquet (2000) and Journel (1988) , as well as Scha rin (1985), for cases where the data have an unknown or positively skewed distribution. The following derivation shows that the homeogram can provide a simpli ed system for OBK.
The homeogram vector between the unknown point at location s ′ and the sample data can be expressed as:
and the homeogram matrix between the sample data points as:
The Optimal Biased Kriging prediction using the homeogram function is given by (see Appendix for a complete derivation):
with
In order to see the di erence between the OBK and OK equations, the OK solution will be expressed in terms of the homeogram as given in Scha rin (2001), where the general equivalence between OK and least-squares collocation (with constant trend) has also been established under mild conditions. Denote:
as the n × n covariance matrix of the observed process y(s i ) in the sample points, and
as the corresponding n × vector of covariances between the point at the new location s ′ and the sample points ,
as the spatial process mean. Then the Ordinary Kriging prediction, following Cressie (1993, p. 123) , may be given by:
and
whereν(s ′ ) may be taken from the system
Obviously,
holds when using the covariance function.
It follows from Eq. (11), that if the number of elements n is large, then τ T K − τ in the denominator of the equation
is very large relative to β − , and the improvement may be negligible. On the other hand, if the mean is very small (for example after applying a trend removing process like "median polish") there can be a noticeable improvement, and the MSPE will be closer to that of Simple Kriging (SK):
From the discussion above and Eqs. (5) and (6) it is clear that Optimal Biased Kriging should be computed using the homeogram matrix, thereby avoiding the unnecessary problem of computing any estimator of β which is not even needed for OK in Eq. (8a). Implementation of Eqs. (5) and (6) requires an inversion of the n × n homeogram matrix (n being the number of given data points). This complex operation could be a major obstacle in trying to apply this method to large datasets, consisting of more than a few hundred points. In the next section, a method to alleviate the problem of working with large spatial coherency matrices will be presented; we may call it "homeogram tapering".
Inverting the spatial coherency matrix using spatial sorting; especially homeogram tapering A major obstacle of spatial statistics methods is the high computational complexity associated with the inversion of the large spatial coherency matrices; cf. Eqs. (5)- (12). This problem has led to many investigations of improved algorithms and of the use of high performance computers. Li (1996) reported on ways of using parallel processing for spatial statistics algorithms. Goovaerts (1997, pp. 178-179) suggested taking only a subset of the given data points instead of the entire dataset. Gundlich et al. (2003) employed sampling-based Monte Carlo methods for the efcient computation of large covariance matrices. Furrer et al. (2006) as well as Barry and Pace (1997) exploit the sparseness of the covariance matrix K to eciently solve the Kriging equations. If an observation displays stochastic dependence with its nearest m − neighbors, only m non-zero entries exist per row of the spatial covariance matrix K. Sparsity enhances computational efciency. For example, multiplying an n × n matrix A by an W LOK matrix A requires O(n · n ) operations using dense matrices while, with the equivalent sparse matrices, multiplication computation requires O(n · n · m) operations. The enhancement is even more signi cant for matrix inversion. This operation can be built upon the Cholesky factorization or, more generally, the LU factorization (lower times upper triangular matrix) which, using Gaussian elimination, requires O(n ) operations for dense matrices. However, if the matrix is sparse and has a band structure, with lower bandwidth p and upper width q, the operation requires time; see Golub and van Loan (1996, pp. 150-151) . Unfortunately, the problem of constructing a band-limited sparse matrix is known to be NP-complete; see Skiena (1997, pp. 202-203) . Thus, any solution to this problem relies on so-called "brute-force" methods or adhoc heuristics.
Here, a novel approach is presented that takes advantage of spatial sorting to create a stable and nearly bandlimited sparse covariance, resp. homeogram matrix, thus making the computation more e cient. The Morton ordering, also known as the "Peano Key" method, was chosen as the spatial sorting technique. This method has the lowest mean absolute-di erence measures and the overall minimum value of the Moran statistics. It is also monotonic and quadrant-recursive; cf. Abel and Mark (1990) . The Morton ordering technique rearranges the data by using both the X-coordinate and the Y-coordinate and by interleaving the X-, Y-coordinate numbers. Higher resolution in the spatial sorting may be achieved by applying the method using the binary representation of the coordinates (see Fig. 1 ).
Morton Ordering can be performed using a Radix sorting which has a worst case of O(n · log n) time but, with a good implementation scheme, can run in an O(n) average time (Skiena, 1997) . Morton ordering will not provide a perfectly band-limited covariance matrix, due to the discontinuities in the spatial sorting (Fig. 2) , and a slight improvement using for example one or two iterations of the Cuthill-McKee ordering algorithm may be needed; cf. Meurant (1999) , for instance.
In addition to creating a nearly band-limited matrix, spatial sorting can be used to detect observations that are very close to each other (relative to the resolution), or nearly duplicated. These observations should be removed since the equation system will become unstable as was shown by Davis and Morris (1997) . Naturally, elimination of observations will negatively a ect reliability as described by Scha rin (2000b).
So far, we have discussed the covariance function and methods to turn it into a band-limited stable matrix. Unlike the covariance function, the homeogram function will not converge to zero at in nity if the data exhibit a trend. To create a sparse matrix in this case, the homeogram matrix can be decomposed via a rank-1 modi cation as:
where is a constant that represents the plateau value of the homeogram such thatH becomes sparse while remaining positive-de nite, with zeros at values beyond the range, i.e. at the plateau. Consequently, the inverse of H can be computed using the well known formula:
The adapted homeogram matrix and the covariance matrix K will contain nm non-zero elements out of possible elements which is an m/n proportion of non-zero elements. These two matrices can be converted into nearly sparse matrices using Morton Ordering.
We shall call the above technique "homeogram tapering". Other tapering methods, mainly applied to the covariance function, have been discussed by Furrer et al. (2006) , Sang et al. (2011) , Sang and Huang (2012) , as well as Vetter et al. (2014) . We also refer to the literature review by Ozanne et al. (2014) which covers a lot of ground on "covariance tapering", but nothing on "homeogram tapering".
Experimental results . The data: Geoid undulations from Korea
For the numerical test of the Optimal Biased Kriging based on the spatial coherency functions, we selected the hybrid geoid of Korea which was generated from airborne and terrestrial gravimetric data along with the GPS/leveling observations. The test area is 2
• (2 • with the spatial resolution of about 1.8 km, which includes various conditions ranging from benign to mountainous rough terrain. The Continuously Operating Reference Stations (CORS) of Korea provide both ellipsoidal and orthometric heights, thus the CORS within the test area are grouped into two sets; a total of 100 sampling points was used to generate the empirical values of spatial coherence, and another 50 validation points were chosen to compare the estimated geoid after Kriging (Fig. 3) . The GPS/leveling data were compared with the geoid model at sampled points, resulting in a mean value of − . cm, and the root-mean-squared error (RMSE) to be ±2.9 cm. Based on the statistics at sampling points, the variance of the random observation error was reasonably set to 100 cm . In order to better estimate the spatial coherency functions, the linear trend in the geoid model was removed by tting it to a planar model with the geodetic latitude and longitude as parameter lines.
. Fitting the homeogram and the covariance function
Two spatial coherency functions were estimated in this study, namely homeogram and covariance function. Since the homeogram is the non-centralized covariance function, the empirical homeogram is shifted by the square of a mean value. Therefore, we present the tting results of the homeogram to the analytical models. According to Cressie 
and the wave model can be represented as
The empirical homeogram was tted using least-squares adjustment with the inverse distance weighting scheme (Fig. 4) , resulting in the quality-of-t as taken from the residuals and given in Table 1 .
. Comparing Ordinary Kriging (OK) with Optimal Biased Kriging (OBK): Smallest MSPE vs. best Kriging results
The MSPE of OBK was compared with that of OK for two spatial coherency functions. The choice of the empirical spatial coherency function seems to favor the homeogram over the covariance function, though the di erence between the OBK and the OK is minor in terms of the expected MSPE ( Figure 5 ). The validation points in the latter part (43) (44) (45) (46) (47) (48) (49) show a disordered estimation with a big number of MSPE. This can be attributed to the fact that these stations are located in a highly rough terrain (southern part of the test area). As can be seen in Fig. 6 , the type of Kriging predictor does not appear to matter much. However, at the validation points in rough condition, the homeogram provides relatively reliable Kriging results compared to those of the covariance function.
The performance using the empirical covariance function compares well with the use of the empirical homeogram. For both homeogram and covariance function, the empirical spatial coherency was better tted to the exponential model than the wave model; thus the average value of the Kriging results shows a smaller number for the exponential model.
Both Optimal Biased Kriging and Ordinary Kriging lead to essentially the same prediction results, whereas the formal MSPE of OBK appears always smaller than that of OK. In theory, the choice of the spatial coherency function (homeogram, covariance function) should be irrelevant. However, since these functions have to be determined empirically, their choice matters indeed. It is interesting that the better t of the empirical functions does not always yield better Kriging results. The wave model seems to be particularly a ected by this phenomenon. Oftentimes, the formal MSPE does not represent the actual predictive quality. More systematic studies are still necessary in this direction.
Discussion and outlook
Our case study had three unique goals as mentioned in the Introduction.
The results of the Optimal Biased Kriging prediction experiments were quite unexpected as the di erences between the Mean Squared Prediction Error from Ordinary Kriging and the Optimal Biased Kriging were relatively minute. Comparing Eqs. (6) and (9a-b), this is rather surprising at rst glance. However, as was mentioned before, with more points in the dataset, τ T K − τ becomes a relatively large element in the denominator of the MSPE Eq. (9a) and therefore the improvement through the addition of β − will be subdued. These results complement the study by Gotway and Cressie (1993) , who computed the relative risks of the James-Stein estimator and the Best Linear Uniformly Unbiased Estimate (BLUUE) as a function of the norm of the bias vector τβ, i.e. β √ n, on simulated data. The greatest reduction in risk occurs for β near zero, and this reduced relative risk was just 99.89% of the original. As β increases, the improvement in the relative risk becomes more and more negligible.
Moreover, in contrast to what is expected from biased Kriging, namely that the results are allowed to be biased, the results of this study exhibit almost no bias in both the detrended and the original data with a trend. The key issue in the understanding of this phenomenon is the homeogram. Unlike the covariance function, the homeogram carries information about the mean through the plateau parameter. The use of the homeogram function as part of the Kriging equation system is a relatively new topic. Further research has been done to investigate the characteristics of the homeogram function and will be published elsewhere; nevertheless it appears that OBK has already shown its potential to become a serious competitor to Ordinary Kriging in many practical situations.
Measurements of CPU time, during the experiments, have shown that Kriging computation using sparse matrix techniques is very e cient and increases the speed of the interpolation algorithm by almost threefold. Sorting the data with the Morton Order technique creates a bandlimited matrix, which is not yet optimal due to the spatial jump (see Fig. 2 ). However, given the nearly ordered matrix, an additional improvement by using, for example, the Cuthill-McKee ordering (Meurant, 1999) is much faster and the overall computational speed is improved by an average of 15%, compared with the same process without sorting; further details on the empirical CPU timing experiments are given in Felus (2001) . These results support the analytical complexity analysis of the algorithm as described in a previous section. Spatial statistics can greatly bene t by using GIS methods; for example, spatial coherency function computation, an time process, can be signi cantly enhanced by using spatial sorting to classify data point into distance lags, thus reducing the algorithm time. Further research is needed toward exploiting this potential.
A Appendix. Optimal Biased Kriging (OBK)
Starting from the mathematical model of Eq. (1) and using the standard assumption of no correlation between the measurement error vector e, the spatial process random variation vector e , and the spatial process x itself, namely: C {e, e } = ⇒ C {x, e} = , the following conditions should be satis ed for the OBK predictionx(s ′ ) of x(s ′ ):
(1) Homogeneously linear:
where L is an unknown row vector of size × n.
(2) Best or minimum MSPE (i.e., minimum mean squared prediction error):
where D denotes the dispersion (or variance-covariance) matrix. Here, we assumed that the covariance function is isotropic and homogeneous/stationary, which means that It is easy to check that the su cient condition is satis ed and the matrix of second derivatives is positivede nite:
· ∂L · ∂L T = σ e In + Cx + τ · β · τ = H > . (A.7)
The MSPE of this prediction is computed from Eq. (A.2) as: 
