Conventionally, glaucoma is diagnosed on the basis of visual field sensitivity (VF). However, the VF test is time-consuming, costly, and noisy. Using retinal thickness (RT) for glaucoma diagnosis is currently desirable. Thus, we propose a new methodology for estimating VF from RT in glaucomatous eyes. The key ideas are to use our new methods of pattern-based regularization (PBR) and pattern-based visualization (PBV) with convolutional neural networks (CNNs). PBR effectively conducts supervised learning of RT-VF relations in combination with unsupervised learning from non-paired VF data. We can thereby avoid overfitting of a CNN to small sized data. PBV visualizes functional correspondence between RT and VF with its nonlinearity preserved. We empirically demonstrate with real datasets that a CNN with PBR achieves the highest estimation accuracy to date and that a CNN with PBV is effective for knowledge discovery in an ophthalmological context.
INTRODUCTION 1.Motivation
Glaucoma is a progressive eye disease that brings about the death of retinal nerves and disorder in visual perception. It can eventually cause the permanent loss of sight. The progression is irreversible but can be slowed down with medical and/or surgical treatment. Therefore, detecting glaucoma progression in the early stages is important. VF is a principal measure for diagnosing glaucoma and monitoring glaucoma progression. VF is commonly measured with a Humphrey field analyzer (HFA, Carl Zeiss Meditec, Dublin, California, USA). However, the VF test is very labor-intensive, very time-consuming, and very noisy [25] . Reports have shown that retinal thickness (RT) is closely correlated to VF [6, 13, 14] . RT is measured using optical coherence tomography (OCT) [15] . This measurement is much less expensive, less time-consuming, and less noisy than the VF test. Thus, developing technology for accurately estimating VF from RT measured by OCT is important. This would drastically reduce the current costs for glaucoma diagnoses and eventually have a large impact on ophthalmology.
Uesaka et al. [30] proposed two methods to realize this estimation task based on affine structured non-negative matrix factorization (ASNMF) and a convolutional neural network (CNN). They showed that the ASNMF-based method works better for relatively small data sizes, while the CNN-based method works better for larger data sizes. They also showed that the ASNMF-based method was useful for ophthalmological knowledge discovery. To the best of our knowledge, [30] was the first paper on estimating the VF from RT data.
The main drawbacks of the previous methods are that 1) the estimation accuracy is not high enough for practical use, and 2) the acquired knowledge fails to reflect nonlinear relations between the VF and RT [14] .
Regarding 1), the root mean squared error (RMSE) for estimation with these methods was 6.8-7.3 in [30] , which is insufficient to be used at the real clinical practices. The reason for this inaccuracy is that significant amounts of paired data of VF and RT are required for training, but only imbalanced data are available. That is, a small amount of paired data are available, while a large amount of nonpaired VF data without the corresponding RT data are available. This is the imbalanced non-paired data problem.
Regarding 2), Uesaka et al. [30] acquired knowledge about the functional relations between RT and VF using a linear model. The true functional relations, however, can be intrinsically nonlinear [14] . That is, VF values can suddenly change as RT values smoothly change. This nonlinearity is a key to early detection of glaucoma.
CNNs can learn such nonlinear relations. However, it has remained open how we can visualize the nonlinear relations. This is the RT-VF nonlinearity problem.
The purpose of this paper is twofold. First we propose a novel universal methodology for estimating VF from RT data by resolving the imbalanced non-paired data problem and RT-VF nonlinearity problem. Second, we empirically demonstrate the effectiveness and usefulness of our proposed methodology to obtain the best performance recorded in this field.
Contribution and Significance
The contributions of our paper can be summarized as follows: A) Development of pattern-based regularization learning: The key idea to resolve the imbalanced non-paired data problem is to first learn the patterns from non-paired data (VF data) using an unsupervised method and then to regularize the supervised learning from paired data (RT+VF data) with the obtained patterns. We call this pattern-based regularization (PBR). Note that PBR is completely different from the conventional semi-supervised learning (SSL) method [4] . Let x be RT and y be VF. In SSL, the unsupervised learning for generating x is utilized in order to learn the conditional probability model p(y|x). In our method, the unsupervised learning for generating y is utilized for the same purpose. Here, we employ CNNs for supervised learning, while we may employ non-negative matrix factorization (NMF), principal component analysis (PCA), or auto-encoders (AEs) for unsupervised learning. Thus, we can make the best use of both non-paired and paired data with PBR. We applied PBR to real datasets of glaucoma patients and showed that our method achieved an RSME of 6.0, which is the highest accuracy for estimating VF from RT to date. B) Development of a novel methodology of "pattern-based visualization": The key idea for resolving the RT-VF nonlinearity problem is to first extract the characteristic patterns in the VF and RT domains using NMF and then to represent the gradient information of CNNs with respect to these patterns. This method is called pattern-based visualization (PBV). PBV is able to represent nonlinear relations between RT and VF. That is, edges of a PBV graph suddenly appear as the glaucoma starts to damage the VF. Hence edge detection in PBV helps us understanding the progression of glaucoma. This is in contrast with ASNMF, which is only capable of visualizing the linear dependency between the domains. We empirically demonstrate that PBV can detect potential VF defects which are suspected to take place in the future. 
Related Work
There have been many studies on predicting glaucoma progression from VF data (e.g. [12, 22] ). However, most suffered from the problem of a shortage of relevant patient data. A number of recent studies overcame this problem by leveraging similar data from other patients [10, [19] [20] [21] . Other studies on glaucoma progression prediction have used not only VF but also other features such as intraocular pressure [29] and retinal nerve fiber layer (RNFL) data around the optic disk of the eye [32] . Recently, Hood et al. [14] and Ajtony et al. [1] showed a statisticallysignificant correlation between VF and RT. Eura et al. [6] demonstrated that the averaged thickness of the ganglion cell and inner plexiform layer (GCIPL) is related to VF. However, these previous studies did not indicate any method for estimating VF from RT.
Uesaka et al. [30] did the first work on estimating VF measured with HFA (SITA-Standard mode 10-2) from RT data. This methodology was based on multi-view learning over two different domains: VF and RT. As already discussed, however, this methodology suffered from the imbalanced non-paired data problem and RT-VF nonlinearity problem. Our proposed methodology in this paper is designed to overcome these difficulties.
Our proposed method of PBR is closely related to SSL in that both combine supervised learning with unsupervised learning to achieve better results [4] . However, the problem settings differ from each other as already discussed. The methodology for SSL cannot straightforwardly be applied to our problem.
The rest of this paper is organized as follows: Section 2 introduces basic notions of VF, RT, CNN, and NMF as preliminaries. Sections 3 and 4 introduce PBR and PBV, respectively. Section 5 presents experimental results on real glaucoma datasets. Section 6 concludes the paper.
PRELIMINARIES 2.1 Visual Field Data
VF is expressed by an integer value of the visual sensitivity threshold belonging to {0, · · · , 40}. The threshold is measured with HFA using SITA-Standard mode and 10-2 programme. A higher photosensitivity at a VF location means a higher threshold value. See [25] for details on SITA-Standard.
In our dataset, the VF was measured at 68 locations within the region of the central 10-deg visual field. These locations are distributed over the visual field every 2 deg. An example of real VF data is shown in Fig. 1 (d) . It indicates that the lower half of the VF has defects. The problem with the VF test is that it is very timeconsuming, and the measurement is very noisy. The test generally takes more than 20 min for both eyes.
Retinal Thickness Data
Researchers have shown that VF is very much correlated with RT [2, 6, 14, 16] . In glaucomatous eyes, there are retinal layers become thin as glaucoma progresses.
The RT data in our dataset consisted of the RNFL, GCIPL, and rod and cone layer (RCL). The data were measured using OCT [15] . and obtained as images with a resolution of 512 × 128 pixels. An example of RT data with structural abnormality is shown in Fig. 1  ((a)-(c) ).
In general, RT tests using OCT are much less time-consuming than VF tests using HFA. The former takes only a few seconds and is much less sensitive to measurement noise. Hence glaucoma diagnosis based on RT tests is desired in order to reduce the costs. The aim of our study was to develop an effective method for estimating VF from RT (See Fig. 2 ).
Estimation with Convolutional Neural Networks
We employ a convolutional neural network (CNN) [17, 27, 28 ] as a basic model for estimating VF from RT following [30] . A CNN is a deep neural network that consists of alternating convolution and pooling layers. The CNN takes RNFL, GCIPL, and RCL images as its input and estimates VF. The size of clinically available glaucoma dataset is usually not large enough for training a CNN. Hence we utilize the framework of transfer learning [31] . Within this framework, network parameters are initialized with those of a network that has already been trained with another large dataset. Specifically, we employ VGG16 [27] trained for natural image classification [24] .
On the top of the last convolutional layer of the pre-trained architecture, a location-wise linear regression layer was stacked to estimate VF in [30] . We use this architecture as one of the baselines. Let h l (x) ∈ R M be the lth output channel (i.e. the lth feature map) of the convolutional layer. Then, VF is estimated as follows:
where L is the number of filters in the last convolutional layer (for VGG16, L = 512), (a lm ) ∈ R L×M and (b m ) ∈ R M are regression parameters, ⊙ is an operator of taking component-wise products, and δ m ∈ R M is an indicator vector for the mth location i.e., its mth element is 1 and others are 0. These regression parameters are randomly initialized and optimized from scratch, unlike the other parameters of the network. M is the number of VF locations; for all of the datasets dealt with in this paper, M = 68. The model is trained on the glaucoma dataset by minimizing the squared regression error
with {y n } being the ground truth, N being the number of paired data, and ∥ · ∥ 2 being the L 2 norm. Standard techniques like backpropagation can be used here.
Extracting Characteristic Patterns with Non-negative Matrix Factorization
We employ non-negative matrix factorization (NMF) for extracting characteristic patterns in PBR and PBV. NMF [18] is a method which approximates a matrix of non-negative data points Y = [y 1 , . . . , y N ] ⊤ ∈ R N ×M with a product of two non-negative matrices. Namely, with a given rank K, NMF approximately factorizes Y as Y ≈ W Θ where W ∈ R N ×K and Θ ∈ R K ×M . Rows of Θ, which are denoted by {θ k }, are characteristic patterns of data. Data points are approximately made up from linear combinations of these patterns. This factorization can be obtained by solving the following optimization problem:
where ∥ · ∥ F is the Frobenius norm.
Since both VF and RT data are non-negative, NMF is suitable for extracting characteristic patterns in these domains. It has actually been demonstrated that NMF can extract useful and medically plausible patterns of glaucoma data [30] .
PATTERN-BASED REGULARIZATION
When we apply the CNN in Sec. 2.3 to a real glaucoma dataset, it often suffers from the problem that insufficient paired data (VF and RT) are available for it to be trained. However, abundant non-paired data (i.e., VF only) are available. The shortage of paired data may cause overfitting to the training data if we simply train a CNN with many parameters only from the paired data. This is the imbalanced non-paired data problem. To resolve this problem, we introduce a novel learning method called PBR. The key idea is to regularize CNN learning by making use of characteristic patterns obtained from non-paired VF data. Note that non-paired VF data were not utilized for CNNs in the previous study [30] .
We propose two techniques for PBR: (A) regularizing objective functions, (B) regularizing network structures. Both regularize CNN learning using VF patterns. We give their details below.
Regularizing Objective Functions
Regularizing objective functions is conducted in two steps. First, we extract characteristic VF patterns with an unsupervised learning method. Most VF data lie in a low-dimensional manifold formed by these patterns. Second, we regularize a model so that the estimation falls near the manifold as illustrated in Fig. 3 . We can then regularize models without diminishing their representation capacity.
We realize these two steps by regularizing the objective function as follows. Suppose that a low-dimensional manifold has already been obtained by an unsupervised learning method. We define the regularized objective function as:
where R(y pred ) is a novel regularization term that penalize the model if the estimation result y pred is far from the manifold. β (> 0) is a hyper parameter that tunes the strength of the regularization. Note that PBR is similar to SSL [33] in that both utilize unsupervised learning results for supervised learning. However, they differ from each other because PBR utilizes the unsupervised learning for the objective variables (i.e, non-paired VF data) for supervised learning of the RT-VF relationship, while SSL utilizes the unsupervised learning for the explanatory variables (i.e, non-paired RT data) for the supervised learning of the relationship.
The concrete form of the regularization term R(y pred ) may depend on the choice of an unsupervised learning algorithm. Below we give examples of R(y pred ) corresponding to the three methods of unsupervised learning: NMF, PCA, and AEs.
3.1.1 Pattern-Based Regularization with Non-negative Matrix Factorization and Principal Component Analysis. Since both NMF and PCA are linear dimension reduction algorithms, we can calculate the regularization term R(y pred ) in a general form. Suppose that a K-dimensional affine subspace embedded in R M with K ≤ M:
is obtained by NMF or PCA, where Θ ∈ R K ×M and b ∈ R M . Then we calculate the regularization term R(y pred ) as follows:
where y proj is the projection of y pred onto the low-dimensional subspace:
Once NMF is performed on non-paired VF data, we obtain characteristic VF patterns Θ in Eq. (3). PBR can then be realized with NMF by plugging the resulting Θ and b = 0 into Eq. (7).
PCA is one of most typical dimensional reduction methods. It calculates the variance-covariance matrix from Y and then calculates its eigenvalues and the orthogonal normalized bases. The bases corresponding to larger eigenvalues are principal components. Let Θ be a set of bases corresponding to the top K largest eigenvalues. Let b be the sample mean. Then we can realize PBR with PCA by plugging such Θ and b into Eq. (7).
Auto
Encoder-based Regularization. We can employ a nonlinear unsupervised learning algorithm in PBR. Below we give an example of PBR with AEs [5, 11] . An AE is a neural network that computes f :
where
, and b 2 ∈ R M are parameters, and f 1 (·), f 2 (·) are respectively nonlinear functions for the encoder and decoder. Let {y 1 , . . . , y N } be non-paired VF dataset. An AE can be trained on this dataset by solving the following optimization problem:
Applied An AE can learn a low-dimensional manifold where the input data lies [9] ïĳŐ Mathematically, the manifold is defined as the invariant set of a recurrence map y t +1 ← f (y t ). The closer y t approaches the manifold, the smaller y t +1 − f (y t ) gets. This observation motivates us to define R(y pred ) for PBR with an AE as follows:
Regularizing Network Structures
Regularizing network structures is a technique for reducing the number of parameters via group-wise estimation. Without this regularization, we would have to make a location-wise estimation, i.e, estimate VF location by location. This would require a huge number of parameters: ML = 68 × 512 = 34816. Thus, location-wise estimation may cause an overfitting problem because the data size will be 600 at most, which is much smaller than the number of these parameters. In order to avoid this problem, we propose drastically reducing the number of parameters by conducting group-wise estimation rather than location-wise one. The former means that we first categorize VF locations into a number of groups depending on functional similarity of the locations; then an estimation model is constructed with these groups where the parameters are shared within each group as in Fig. 4 . Letting the total number of groups be K, then the total number of parameters required by group-wise estimation is K × 512, which can be much smaller than that required for location-wise estimation. Note that grouping visual field locations is reasonable from a medical viewpoint [7, 14] .
NMF can be used to group functionally similar VF locations. Let θ k = [θ k 1 , . . . , θ k M ] ⊤ be the characteristic VF patterns extracted from non-paired VF data with NMF. Large values of θ km tend to be assigned to similar VF locations in each pattern. A pattern thus indicates a group of VF locations in a soft way (i.e., with continuous values). Regularizing network structures can be achieved by using θ k instead of the location indicator δ m in Eq. (1) as:
whereã kl andb k are parameters assigned to the kth pattern.
PATTERN-BASED VISUALIZATION
In this section, we introduce PBV. Characteristic patterns extracted by CNNs play key roles in PBV. We first give the motivation for using the differential information of CNNs. Then, we summarize the problems of conventional CNN-based visualization techniques. Finally, we present the proposed PBV to resolve the problems.
Motivation
There is known to be a significant correlation between RT at a location and VF at the functionally corresponding location [6, 14] . This relation is further known to be nonlinear [14] . In other words, VF is not much influenced by RT unless the latter exceeds a certain threshold. Once it exceeds the threshold, VF suddenly changes. Fig. 5 shows this relation.
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Figure 5: Early glaucoma detection and RT-VF gradient
This nonlinear relation suggests that the derivative of VF with respect to RT gives much more information than VF itself for the early detection of glaucoma (see Fig. 5 ). This is because, in the early stages of glaucoma, the absolute derivative of VF may be large while the VF value is still near normal levels. Such early stages may be overlooked if only VF values are examined.
Our proposed PBV is motivated by this observation. We can extract derivative information from trained CNNs, which may be utilized to visualize the correspondence between RT and VF.
Visualization Technique of CNNs
Observing the backpropagated gradients of a CNN is a widely used technique in deep learning to interpret functionalities of networks [26] .
The function f (•), which is represented by a CNN, can be linearized around a data point x with respect to local changes in the data domains ∆x and ∆y as follows:
where A = (a ml ) = [a 1 , . . . , a M ] ⊤ is the Jacobian matrix:
Row vectors a m can be visualized as images. This indicates which part of the input x is responsible for an estimation outcome.
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There are two problems in the application of this visualization technique to our case. First, RT-VF gradients of a CNN largely disagree with established medical knowledge on RT progression [14] . Fig. 6 compares a 22 of an eye and a medically-understandable RT pattern extracted with NMF. They apparently differ; RT thinning patterns like a 22 are not medically plausible [14] . Therefore, a straightforward application of the existing technique cannot be a reliable predictor for glaucomatous progression. Second, the granularity of the visualization in terms of the VF domain is too fine for our purpose. With a straightforward application of the existing technique, we have to check a m for each of VF locations. From the ophthalmological viewpoint, however, we are less interested in progression at individual VF locations. We are rather interested in progression patterns that span over entire VF [7, 13, 30] . This suggests that we should consider VF patterns rather than individual VF locations. 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 To resolve these two problems, we need to develop a new method that can deal with patterns in low-dimensional manifolds both in the VF and RT domains. Thus, we propose PBV. With this method, we extract characteristic damage patterns in both of the domains. We employ these patterns to restrict the translation vectors ∆x and ∆y to be within the subspaces. With PBV, we can represent RT-VF relations in a concise fashion, which can be easily referred to medical knowledge.
Proposed Method: Pattern-Based Visualization
It has been demonstrated [30] that medically plausible patterns of the VF and RT of glaucomatous eyes can be extracted by using NMF. Here, we also employ NMF for extracting the patterns. In PBV, NMF is conducted under the assumption that VF and RT can be represented as linear combinations of such patterns. This assumption mathematically implies that VF or RT data lie on a linear subspace embedded in a high-dimensional Euclidian space. The PBV process is given as follows. First, we conduct NMF on non-paired RT and VF data to extract glaucomatous damage patterns in the respective domains. We denote these patterns as
We then restrict the local translations ∆x and ∆y as:
where z RT and z VF are local change vectors with respect to the NMF bases (i.e., glaucomatous patterns). B RT and B VF are matrices Fig. 7 illustrates this idea. Eq. (14) is plugged into Eq. (12) and solved for z VF with the Moore-Penrose inverse to yield
Note that local translation vectors are restricted to be within lowdimensional linear subspaces. Thus, the granularity of visualization is no longer too fine. In addition, the resulting correspondence can easily be checked whether it matches existing medical knowledge. Furthermore, PBV is able to visualize nonlinear relations between the VF and RT patterns. By the nonlinearity, an edge may suddenly emerge in the PBV graph as the glaucoma starts to damage the VF, even if the VF is nearly at the normal levels. This implies that edge detection in PBV helps us detect the early damage of glaucoma. of an edge is proportional to the corresponding element of D. Hence a thicker edge means a stronger correlation between the VT and RT bases. The connectivity of the bases shows which part of the retina is related to the defect or potential defect detected with PBV. The graph appearance with regard to edge connections thus indicates the eye's health condition.
EXPERIMENTS 5.1 Data Specifications
The dataset used in our experiments was provided by the Department of Ophthalmology, The University of Tokyo Hospital, Inouye Eye Hospital, or JR Tokyo General Hospital. The number of paired data was 591, the number of non-paired RT data was 1488, and the number of non-paired VF data was 7715. Each data point represented a mutually different eye. For patients with multiple RT or VF measurements, we only used the latest measurements. VF data were measured with HFA using SITA-Standard mode and 10-2 programme. The dimension of the VF data was M = 68. The range of the VF data was {0, . . . , 40}. RT data were measured with OCT (RS3000, Nidek Co ltd., Gamagori, Aichi, Japan). All of the measurements were taken around the macula (9.0 × 9.0mm, corrected with axial length). The measurements had three channels corresponding to the three different retinal layers: RNFL, GCIPL, and RCL. Each measurement channel was a two-dimensional array with the size 512 × 128. The range of the RNFL data was [0, 1848], and the average was 32.3. The range of the GCIPL data was [0, 1673], and the average was 41.5. The range of the RCL data was [0, 394.3], and the average was 67.0. All measurements were in micrometers (µm). Following the manufacturer's recommendation, imaging data with quality factor < 7 were also excluded.
Data Preprocessing
The dataset consisted of both right and left eyes. We horizontally flipped the data of the right eyes to reconcile the horizontal symmetry. Furthermore, the RT data were vertically and horizontally flipped to reconcile the optical image flip in the eyes. All of the RT channels were resized to 224×224 to fit the design of the pre-trained model [27] . The resized RNFL, GCIPL, and RCL data were fed to the red, green, and blue channels of the model. The estimated VF values were rectified to the range [0, 40] by clipping values that were outside this range. We considered the following five types of data augmentation: 1) vertical flip, 2) horizontal flip, 3) small rotation (within 5 deg), 4) small magnification (within 10 pixels), and 5) small transition (within 10 pixels). We tested all and found that only the vertical flip improved the estimation accuracy. In the following sections, we report on the data augmented via the vertical flip.
Experimental Setting
The parameters of the CNNs in the last layer were randomly initialized according to [8] . All other parameters were inherited from VGG16 [27] . The training data were randomly reordered every epoch. We trained models with stochastic gradient descent with momentum [23] and weight decay. Our source code is available at https://goo.gl/MzfMY6.
To make the best use of the limited amount of data, we validated the effect of the proposed methods via nested cross validation (CV) [3] . In the outer CV, the generalization error was estimated. Here, the paired data were split into training and validation sets in k ways with k being an integer. In the inner CV, the hyper parameters were optimized for a training set generated in the outer CV. The training set was further split into training and validation sets in k ′ ways with k ′ being another integer. In our experiments, both the inner and outer CVs were five-fold, i.e., k = k ′ = 5.
We measured the estimation accuracy for an eye in terms of the RMSE defined as where y pred m and y true m are the estimated value and ground truth, respectively, of the VF at the mth location. Models were validated based on the mean RMSE, which was the average RMSE taken over all of the eyes in the validation set. The hyper parameters were tuned via inner CV. An early stopping criterion was determined in all of our experiments. For PBR of objective functions, the rank or dimension of the latent space for NMF, PCA, or AE was selected from {7, 10, 13}. The regularization coefficients were selected from {1.0 × 10 −4 , 3.0 × 10 −4 , 1.0 × 10 −3 }. For PBR of network structures, the rank for NMF was selected from {35, 40, 45}. 
Experiment 1: Estimation of VF from RT
Below, PBR1 denotes the technique of regularizing objective functions in PBR, while PBR2 denotes that of regularizing network structures in PBR. Table 1 presents the mean RMSEs for a number of combinations of PBR1 (with various unsupervised learning algorithms: NMF, PCA, AE), PBR2, and DA (data augmentation as given in Sec. 5.2). It also presents the results with the straightforward CNN from the previous work [30] and with DA as baselines. Both PBR1 and PBR2 outperformed the baselines. The statistical significance of the results was verified with the t-test at p = 0.05 for the mean RMSEs. We observed that the mean RMSE was significantly reduced when using PBR1 and RBM2 together. Specifically, PBR1 with PCA/AE achieved the highest accuracy (6.00/6.02 in median, 6.16 in mean), to the best of our knowledge. This demonstrates that PBR can significantly improve the estimation accuracy for CNNs. Fig. 9 shows examples of NMF bases for PBR2. Red indicates a high VF value while blue indicates a low VF value. In Fig. 9 , VF remains only in the superior area (i.e., upper part) in (a), VF remains only in the superior juxta-central area (i.e., upper middle part) in (b), VF remains only in the inferior juxta-central area (i.e., lower middle part) in (c), VF remains only in the inferior area (i.e., lower part) in (d), and VF remains only in the central area in (e). They show that the resulting groupings of VF locations are reasonable from a medical viewpoint.
Experiment 2: Pattern-Based Visualization
We conducted PBV as described in Sec. 4.3 to demonstrate that early glaucomatous damage is reflected in the visualization.
PBV was performed on a CNN with PBR1(AE) and PBR2, which performed best as described in Sec. 5.4. Characteristic patterns in the VF and RT domains were extracted by NMF with data of 119 eyes in the validation set. There were seven RT bases and six VF bases. The extracted bases were normalized with the L 1 norm. For the RT bases, we ignored elements in the RCL channel because glaucomatous progression is usually not observed in this layer in general [25] .
We computed D according to Eq. (16) for each eye in the validation set. The thickness of an edge was proportional to the corresponding value in D. A thicker edge meant a stronger correlation between the RT and VF bases. For values in D below 2.0 × 10 −3 , edges were not displayed for clarity of the plot.
Figs 10-13 show bipartite graphs corresponding to D for a number of patients. In each graph, we assign the VF bases to the left side and name them as VF basis1ïĳŇ. . . VF basis6, etc. in descending order. We assign the RT bases to the right side and name them as RT basis1ïĳŇ. . . RT basis6, etc. in descending order. In VF and RT bases, red indicates a high VF (or RT) value while blue indicates a low VF (or RT) value. Fig. 10 shows the graph of a patient for which the VF and RT are normal. Fig. 11 shows the graph of a patient for which the VF is normal but RT is defective. Fig. 12 shows the graph of a patient with VF and RT defects in the inferior area. Fig. 13 shows the graph of a patient at the terminal stage glaucoma. In the top of each figure, the RNFL, GCIPL, VF, and estimated VF are shown from left to right.
We see from Fig. 10 that the graph for the patient with normal eyes has no edge. Meanwhile, we see from Fig. 13 that the graph for the patient with defective RT has many edges. This implies that there is nonlinear relations between RT and VF, where VF defect progresses nonlinearly as RT value decreases. This agrees with established medical knowledge [14] . Fig. 12 demonstrates that PBV successfully captured functional correspondence between RT and VF. The patient has defect in the inferior area. The edges are drawn between VF bases responsible for defects in the inferior area and RT bases responsible for retinal deterioration in the inferior area. This result matches the medical knowledge on functional correspondence between VF and RT [14, 25] . In other words, the medical knowledge was confirmed from the view of data science.
In Fig. 11 , the VF and estimated VF may not seem abnormal at first glance. However, PBV shows that there is an edge between VF basis1 and RT basis5. This implies that a mild decrease in the RT on the superior area can greatly affect the corresponding part of the VF. Therefore, this eye is suspected to show glaucomatous damage in this area. Such RT-VF relations represented by PBV will not be obtained by linear methods that discover static correspondence between RT and VF [30] . Our PBV was able to discover such relations because the trained CNN contained the useful nonlinear information between RT and VF, and was thus able to detect a sudden appearance of RT-VF correlation. We expect that PBV can also be used for identifying retinal regions related to the potential VF defect progression.
CONCLUSION
We proposed a novel methodology for estimating VF from RT in glaucomatous eyes. This technology is designed for the purpose of reducing the cost of current glaucoma diagnoses using HFA. The key ideas in our methodology are PBR and PBV, which are implemented with CNNs. PBR conducts unsupervised learning of the non-paired VF data and utilizes the result for supervised learning of RT-VF relations. PBR resolves the imbalanced non-paired data problem to prevent a CNN from overfitting to small datasets. PBV visualizes functional correspondences between RT and VF preserving their nonlinearity attained by CNNs. PBV help us understand the stages of glaucoma and identify retinal regions that are related to VF defects. We used real datasets to demonstrate that a CNN with PBR has achieved the highest estimation accuracy to date, and that PBV is effective in ophthalmological knowledge discovery. Future work may include; A) extension to RT time series prediction, B) extension to a framework using non-paired RT data, and C) further validation of the practical usefulness of our methodology on the basis of an external dataset.
