Abstract. We consider economical representations for the path information in a directed graph. A directed graph G is said to be a transitive reduction of the directed graph G provided that (i) G has a directed path from vertex u to vertex v if and only if G has a directed path from vertex u to vertex v, and (ii) there is no graph with fewer arcs than G satisfying condition (i). Though directed graphs with cycles may have more than one such representation, we select a natural canonical representative as the transitive reduction for such graphs. It is shown that the time complexity of the best algorithm for finding the transitive reduction of a graph is the same as the time to compute the transitive closure of a graph or to perform Boolean matrix multiplication.
1. Introduction. Given a directed graph G, one is often interested in knowing whether there is a path from one vertex to another in that graph. In many cases it is possible to represent this information by another directed graph that has fewer arcs than the given graph. Informally, we say that a graph G is a transitive reduction of the directed graph G whenever the following two conditions are satisfied:
(i) there is a directed path from vertex u to vertex v in G if and only if there is a directed path from u to v in G, and (ii) there is no graph with fewer arcs than G satisfying condition (i). Such minimal representations for graphs are of particular interest for efficiently executing certain computer algorithms, such as the precedence constrained sequencing algorithms of [1] and [2] , whose operation is partially determined by an input-specified transitive relation. In particular, these minimal representations may require less computer memory for storage and, depending upon the precise nature of the algorithm, may also lead to a reduced execution time.
In this paper, we mathematically characterize the transitive reduction and provide an efficient algorithm for computing the transitive reduction of any given directed graph. Furthermore, we show that the computational complexity of computing a transitive reduction is equivalent to the computational complexity of computing a transitive closure or performing a Boolean matrix multiplication.
In [3] , the minimum equivalent of a directed graph G is defined as a smallest subgraph G' of G such that there is a path from vertex u to vertex v in G' whenever there is a path from u to v in G. Our notion of transitive reduction is similar, but with the important exception that we do not require a transitive reduction to be a subgraph of the original graph. The two notions give rise to the same reduced representation when the original graph is acyclic. However, the transitive reduction of a graph G with cycles can be smaller and much easier to find than a minimal equivalent graph for G. 
Proof. Let e (u, v) be as described in the hypothesis of the lemma. Since G] G2 r and e G2, Ga must contain a path from u to v passing through some other vertex, say w. Then G1 must contain a directed path from u to w and a directed path from w to v. If the path from u to w in G1 includes arc , then G1 contains a path from v to w. But, since G1 also contains a path from w to v, this contradicts G being acyclic. If the path from w to v in G1 includes arc , then G1 contains a path from w to u. But, since G1 contains a path from u to w, this also contradicts G1 being acyclic. Thus, G1 contains a directed path from u to w and from w to v, which does not include arc e. Therefore, G1 {e} contains a path Proof. Let G1 and G2 be any two members of S(G). Since G1 r G2 r Gr,
(G1 U 62) r= G r and (G U G2)e S(6).
.., e,} G1-(G1 G2 We now extend this analysis to graphs which contain cycles. Consider the graph G {vl, V2), (/')2' U3), (/)3' U2), (/)2, /)1)} of Fig. l(a) . If We proceed to demonstrate that under the above assumption, the number of steps of a random access computer (e.g., see [4] ) needed to compute the transitive reduction of a graph with n vertices differs by at most a constant factor from the time needed to perform Boolean matrix multiplication or to compute the transitive closure of a graph. It should be noted that it was shown in [5] that multiplication of n x n Boolean matrices requires time which is at most a constant factor more than the time to compute the transitive closure of an n vertex graph, and the converse was shown in [6] [6] , 7] is based on Strassen's matrix multiplication algorithm [9] , and thus takes O(ng2v) steps. This method is the best known for large n. Under some conditions, transitive closure algorithms found in [10] [11] [12] may be preferred.
