A survey of algorithms for solving the eigenproblem for a class of matrices of nearly tridiagonal form is given. These matrices arise from eigenvalue problem for differential equations where the solution is subject to periodic boundary conditions. Algorithms both for computing selected eigenvalues and eigenvectors and for solving the complete eigenvalue problem are discussed.
In this paper we will give a survey of algorithms for solving a linear system of equations Ax = c, for comuting selected eigenvalues and eigenvectors of A and for solving the complete eigenproblem (1.2). The al gorithms can in general also be applied when A is a Hermitian matrix of the same structure as A in (1.3). Some of the methods presented are believed to be new.
We remark that differential equations in two space dimensions with periodic boundary conditions give rise to similar eigenvalue problems, where the matrix A now is nearly bloak-tridiagonal, i.e. a.
and bi in (1.3) are replaced by square matrices Ai and Bi (see [;'J).
Many of the methods proposed will be relevant also to this more general problem.
Basic transformations
We first remaITk that we can always assume in the following that bk # 0, k = 1,2...,n.
(2.1)
Otherwise if bk = 0, then, by a cyclic permutation of rows and columns these two elements can be brought to positions (1,n) and b-O), and the matrix degenerates into a tridiagonal matrix.
The matrix (1.3) has no useful bandstructure at all. We note that the graph associated with A is a polygon:
From this graph it is quite easy to see, Martin[4] , that the minimum bandwidth which can be obtained by permuting rows and columns of A is realized by ordering the nodes (n even) 1, n, 2, n-l, 3, n-2,*.,$+2, $j, f+l.
(For n odd, the last three nodes are (n-1)/2, (n+3>/2, (n+1)/2.)
The permuted matrix then has the form (after renumbering the elements) bl b2
a3 Ot b4 . b3 *. *I, '1. o-*, 'b i . , . ,
0 *a n-l bn b n-l bn an (2.2) i.e. r is symmetric and five-diagonal,
I
with two inner diagonals almost zero. Rutishauser 151 has shown that A can be transformed further into tridiagonal form, using orthogonal similarity transformations.
This can be accomplished with approximately n2/4 plane rotations which corresponds to N &t2 multiplications (see Wilkinson 173 pp. 567-8). Unfort unately it is not possible to take advantage of the zeroes within the band of A, since these will rapidly fill up during the initial transformations. (2.5) where Thus the eigenvalues Xk separate the dk at least in the weak . sense, and if cf 5 0 then Now from (2.1) it follows that the eigenvalues dk are simple, and thus, the eigenvalues Xk have at most multiplicity 2. Also if an eigenvalue \ has multiplicity 2, then dk is also an eigenvalue of T. This differs from the tridiagonal case where if h has multiplicity 2 at least one bi = 0, k 
1
This matrix is a special case of a circulant and has the eigenvalues 'k = a + 2b cos(2nk/n), k = O,l,...,n-1, All the eigenvalues of this matrix has multiplicity 2 except the eigenvalue (a+2b) (and if n is even (a-2b)).
The special unsymmetric matrix
, bici > 0, (2.6) can often be reduced by a diagonal similarity to a symmetric matrix.
If we take
where we have put dn+l. Multiplying these relations together we find If this relation is satisfied then dk are determined by dl = 1, %+, = &d$bk/ck) 112 , k = l,....,n-1.
(2.7)
. i 5.
Lineaz system of equations
We first compare some different methods for solving Ax = c when A is positive-definite.
3a) Gaussian elimination
When A is positive definite Gaussian elimination can be performed without pivoting. Hence symmetry is preserved with consequent savings in storage and operations. To avoid square roots we write the result-
The elements in L and D are computed by the recursion formulas (9 = aly 'k-1 = bk-+k-', OX = ak -Yk-jbk-l k = 2,....,n-1
Thus, the complete decomposition requires 3n multiplications and -2n divisions. To solve the system Ax = c, we then have to solve the two triangular systems Ly = c, LTx = D-'y, which requires another 5n multiplicative operations. This algorithm uses a total of 10n operations and n extra storage locations.
Gaussian elimination can also be applied to the reordered.matrix (2.2).
It is easy to verify that this requires the same number of operations and amount of storage as the algorithm above.
6.
3b) 2dA-ewn reduction -------Assume first that n is evenof A = A, through , and rearrange the rows and columns a permutation matrix
'a n-7)
We now eliminate all even variables from all odd numbered equations by Gaussian elimination also is positive-definite).
then we get for x2 after this elimination step the reduced system of order n/2 We note that this elimination step can be performed without using extra storage, since we can let -. The important thing to note is that A2 is again a symmetric tri---_ diagonal matrix, with elements added in the lower left and upper right hand corners. Thus, if n is a power of two, then we can use the same decomposition repeatedly. Then we will obtain x in n(9/2 + p/4 + p/8 + . . ...) M gn operations.
The odd-even method can in fact be applied without restriction on n, since if n is odd, then we get after the first reordering
'-a n
I , I i
and obviously the reduced matrix A2 will be of the same form also in this case. Perhaps the main advantage with the odd-even reduction is that it does not require extra storage. The operation count is also slightly lower than for Gaussian elimination, but this might , be upset by the need for more organisational instructions. It should be pointed out that if ak = a and b k = b for all k there is a considerable simplification in the algorithm. (Note that in (3.7) the right hand side of the system of equations is modified only in the first and last component).
From the relations (2.5) and (2.6) it follows that if c 2 0, then
Atin 2 Atin(
When T is positive definite the two systems of equations in (3. 7) and (3.8) can be solved without pivoting, and we can compute c with a a total of 9n multiplications . As in Gaussian elimination we need one extra temporary storage vector.
An important case when the algorithms given above are not directly applicable is in inverse iteration for computing eigenvectors of A.
Then we want typically, to solve, the system of equations (A -hI))ic+, = xk 3 where A approximates an eigenvalue of A. Here the matrix (A -AI) is not in general positive-definite, and in Gaussian elimination pivoting must be used to preserve stability. Symmetry will then be destroyed, and therefore the algorithms given below for this case also apply when A is unsymmetric.
9.
This algorithm has been described in detail by Evans [l] . Here we prefer a slightly different approach. In 18 3, contribution 1/6, it has been described how partial pivoting can be performed so that we get as a byproduct the leading principal minors of A. This can be an advantage if selected eigenvalues of A are to be determined, and involves no more arithmtic than the more usual algorithm. The first (n-l) elimination steps will then require 3n multiplications, and the last between 3n and 4n multiplications (depending on the number of interchanges). The forward-and backsubstitution part will take between 5n and 6n, giving a total of less than 14n multiplications.
We note th& Gaussian elimination with pivoting can also be applied to the five-diagonal matrix in (2.2). If we don't try to keep track of the zeroes within the band, then a standard procedure for general bandmatrices (1/6 in [8J) can be used. This will however require l7n multiplications for the solution, and also more indexing operations.
3e) RankZo~e-rn~d~f~c=t~o~,-~-s~~tric case ------
The formulas (3.7) and (3.8) apply also in this case, but we must now use pivoting when solving for v and x. This will increase the operation count to 12n multiplications. We point out, that this method cannot now be expected always to work. Irrespective of the sign of b, T can now be much worse conditioned than A. We return to this question when discussing inverse iteration in section 5. We now have to solve the eigenproblem for a diagonal matrix modified by a matrix of rank one, This problem has been discussed in [2] . We have for X # di, i = 1,2,...,n ,
11.
Thus, the characteristic polynomial is
..,n, and
,2 s*** ¶ n. . The equation (4.5) can easily be solved, since we have precise bounds on each of the roots (from (2.5) and (2.6)). It is also easy to compute derivatives of w(h), so e.g. Newton's method may be used. When an eigenvalue Ak of A is known, we have for the corresponding eigenvector the explicite expression
The eigenvalues dk of T can be efficiently computed by the QR-method.
Note that when all the eigenvectors of A are not wanted, then it is not necessary to compute the whole matrix Q, but only the vector has a double zero X* . Then A* is also a simple zero of sn-,(h) and q&h) and we will get cancellation of high order in (5.3). We now derive an algorithm which although not unconditionally stable, performs well also for double roots. Here, in case A* is a double zero , all elements in the matrix (5.6) also equals zero for X=X* , and thus no cancellation occurs in (5.7)
Unfortunately (5.5) is not a stable way of computing c n-l' --_ When qi-l(') is small, then Jc~(x)( >> /ci ,(A)/ and severe cancellation which causes instability will take place in the later steps. However, unless bi-,/(a;-X) also is small, we have Ic and we can avoid the cancellation by taking a double step with c defined by (5.8). As before we can replace the zero e qi-l(h)nby a small positive quantity c/hi-,/ z where E is the relative precision of the arithmetic which is used. The operation count for this algorithm is the same as for the first one, but the over-1 head is slightly larger.
I d
Recursion formulas similar to these above can also be developed for the five-diagonti form (2.2). However, the formulas corresponding to (5.3) and (5.4) become more complicated, and they retain the same shortcomings.
16.
algorithm can be used in the inverse iterations for the eigenvectors.
An alternative to the methods described so far, is reordering to fivediagonal form and using the &R-algorithm for band symmetric matrices (see 183 , contribution II/'& Note that this procedure is recommended only for computing selected eigenvalues and not for solving the complete eigenproblem.
We finally discuss methods based on the rank one modification (2.3) of A. We have
Here, we cannot as in section 4 exclude the case when X is an eigen- Since w(X) m&y be close to zero, we get a more appropriate scaling by instead considering the vector
Now, assume that X is a very good approximation to an eigenvalue of A, which is not an eigenvalue of T. Then, it follows that p n (X) # 0 and w(A) M 0, and that v(X) will be a good approximation to the corresponding eigenvector. Thus, the eigenvector is obtained already from (5.11) when solving for the eigenvalue, and no inverse iteration has to be done. e
In the case when X is an eigenvalue of both A and T, then we have seen in section 3 that also the corresponding eigenvectors must coincide. T Then we must have u q = 0, where q is this eigenvector, and A/q will T -be an eigenvalue/eigenvector pair of the matrix (T + CJUU > for arbitrary values of CT. It follows that in this case w(X) will remain bounded, but in general not equal to zero. We can obtain the eigenvector by applying inverse iteration to T, i.e. compute the sequence of vectors The first author also received financial support from the Wallenberg foundation. The second author was supported in part by an AEC and M NSF grant.
