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Materials with spin-crossover (SCO) properties hold great potentials in information storage and therefore have received a lot of
concerns in the recent decades. The hysteresis phenomena accompanying SCO is attributed to the intermolecular cooperativity
whose underlying mechanism may have a vibronic origin. In this work, a new vibronic Ising-like model in which the elastic
coupling between SCO centers is included by considering harmonic stretching and bending (SAB) interactions is proposed and
solved by Monte Carlo simulations. The key parameters in the new model, k1 and k2, corresponding to the elastic constant
of the stretching and bending mode, respectively, can be directly related to the macroscopic bulk and shear modulus of the
material in study, which can be readily estimated either based on experimental measurements or first-principles calculations. The
convergence issue in the MC simulations of the thermal hysteresis has been carefully checked, and it was found that the stable
hysteresis loop can be more readily obtained when using the SAB model compared to that using the Wajnflasz-Pick model.
Using realistic parameters estimated based on first-principles calculations of a specific polymeric coordination SCO compound,
[Fe(pz)Pt(CN)4] ·2 H2O, temperature-induced hysteresis and pressure effects on SCO phenomena are simulated successfully.
1 Introduction
Many transition metal complexes with d4 to d7 electronic con-
figurations in octahedral coordination environments are able
to undergo transition between low-spin (LS) and high-spin
(HS) states, often termed as spin-crossover (SCO), under per-
turbations such as variation of temperature or pressure, light
irradiation, applied electric or magnetic field.1–3 It is “one
of the most spectacular examples of molecular bistability” as
O. Kahn remarked, and may function as “active elements in
memory devices”.1 Because of their promising applications
in information storage as well as their intertest in fundamen-
tal study of phase transitions, SCO systems have attracted
tremendous intertest both experimentally and theoretically in
past decades.1,2,4–9 The molecular origin of SCO phenom-
ena can be qualitatively understood based on ligand field the-
ory,1 and modern electronic structure theory have made great
progress on quantitative prediction of SCO properties, includ-
ing, in particular, the energy splitting between LS and HS
states ∆HL.9
One of the most spectacular features of SCO systems is
the cooperativity in the SCO processes. A significant volume
change usually accompanies the LS-HS transition, in which
one or two electrons transfer from the non-bonding t2g orbitals
to the antibonding eg orbitals. Wide hysteresis loops may be
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obtained as a result of strong coupling between intramolecu-
lar SCO and intermolecular interactions.1,10,11 Thus the poly-
meric coordination SCO materials which have a stronger in-
termolecular interaction are promising to give wider hysteresis
loops. 2D and 3D Fe(II)-centered Hofmann-like frames have
been synthesized and characterized in many laboratories,12–15
some of which have shown a relatively wide hysteresis loop
around room temperature.
Simulations of SCO systems based on Monte-Carlo meth-
ods have received widespread concerns, and several theoret-
ical models have been proposed (See, e.g. Refs. 3,8 for a
comprehensive review). Ising-like models, e.g., the Wajnflasz-
Pick (WP) model with a site-independent and somewhat phe-
nomenological interaction parameter JWP, have been devel-
oped prosperously and explained various aspects of SCO be-
haviours.16–19 Many of them have been generalized to model
nanosized SCO compounds3,20 by adjusting the boundary
conditions used in simulations.20,21 However, most simula-
tions with the WP model have to make a compromise be-
tween the acceptable computation time and stable results,21–23
since hysteresis loops obtained in this way often shrink when
slower sweeping rates (i.e. number of simulation steps for
each temperature point) are employed. On the other hand,
mechanoelastic models (or atom-phonon model,24,25 vibronic
Ising-like model) such as “ball and spring” model, attribute
the phenomenological interaction parameter JWP in the WP
model to the elastic interaction arising from molecular volume
change during SCO.23,26 However, parameters of interaction
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strengths in those models are determined from simulations re-
sults rather than experimental work or ab initio calculations,
making them not enough to describe realistic models.
This paper is organized as follows. In the first part, we
briefly review existing theoretical models and then propose the
“stretching and bending” (SAB) model whose interaction pa-
rameters can be determined either experimentally or ab initio.
Both the elastic (up to the three-body level) and the vibronic
interactions are shown to be covered in this model. In the sec-
ond part, details regarding simulation strategies and parameter
values used in this paper are stated. In the third part, we first
discuss the determination of key parameters k1 and k2 from
density functional theory (DFT) calculations of a specific fer-
rous Hoffman-like compound, [Fe(pz)Pt(CN)4] ·2 H2O. Then
we show that simulations with the SAB model are able to
reach a stable result. Finally we demonstrate that it is able
to simulate both temperature-induced hysteresis and pressure
effects on SCO phenomena.
2 Models
2.1 Ising-like models
Consider a solid material constituted of N SCO molecules,
each of which has two spin states: HS and LS, labelled with
the fictitious spin variable s =±1, respectively. The Ising-like
Hamiltonian can be generally writen as
H ({si},T ) = 12h(T )∑i=1 si−
1
2 ∑〈i, j〉J(si,s j)sis j . (1)
The first term in eqn (1) is given by
h(T ) = ∆(T )− kBT lng(T ), (2)
∆(T ) is the intramolecular energy difference accounting for
both the electronic HS-LS splitting ∆HL and the temperature-
dependent vibrational energy difference ∆Evib(T ) between HS
and LS states, and g(T ) is the ratio between the effective de-
generacy in the LS and HS state, g(T ) = gHS(T )/gLS(T ).27
The second term in eqn (1) describes the interactions between
SCO centers, which in most cases consider only the nearest
neighbouring interaction. By comparing eqn (1) to the phe-
nomenological equation by Slichter and Drickamer,28 one can
obtain8 the relation
∆H(T ) = NA∆(T ), ∆S(T ) = R lng(T ). (3)
In principle, eqn (3) enables us to determine the values of
∆(T ) and g(T ) from either experimental data or ab initio cal-
culations. However, only ∆H(T1/2) and ∆S(T1/2) evaluated at
the transition temperature T1/2 can be measured experimen-
tally. On the other hand, it is also not trivial to determine
temperature-dependent enthalpy and entropy from theoretical
calculations, which require the electronic energy difference
at zero temperature (∆EHL) and the full vibrational (phonon)
spectrum.
2.2 The WP Model
The WP model16 is an approximation of the general Ising-
like model (1), in which experimentally determinable ∆(T1/2),
g(T1/2) and a site-independent interaction parameter JWP are
used:
H
WP({si},T ) = 12h
WP(T )∑
i=1
si− J
WP
2 ∑〈i, j〉sis j, (4)
where hWP(T ) = ∆(T1/2)− kBT lng(T1/2). In this model the
summation of interaction terms is restricted to the nearest pair
〈i, j〉. This approximation makes a mean-field analysis (MFA)
possible, which gives a non-trivial criterion for phase transi-
tion accompanied with hysteresis18,29,30
JWP ≥ Jthresh = 2∆/(z lng), (5)
where z is the coordination number under MFA. A generaliza-
tion to the exact case (i.e. get rid of MFA) is straightforward,
Jthresh = 2∆/(B lng), where B is the coefficient in the expres-
sion of Ising model’s critical temperature, Tc = BJ/kB (e.g.
B = 2.269185 for a 2D square lattice).
2.3 The “Ball and Spring” Model
If lattice vibrations are added to the Ising-like model through
harmonic oscillators between molecules, we have the vibronic
Ising-like model. One example is the “ball and spring” (BAS)
model.23,26 In this model, degrees of freedom of molecular
positions {ri} are included and the volume difference between
HS and LS states is treated explicitly. Interactions between
the nearest (〈i, j〉) and the second-nearest pair (〈〈i, j〉〉) are as-
sumed to be harmonic:
H
BAS({xi},T ) = 12 h
WP(T )∑
i=1
si−H BAS1 −H BAS2 ,
H
BAS
1 ({xi}) =
1
2 ∑〈i, j〉
k1
2
[
ri j − (Ri +R j)
]2
,
H
BAS
2 ({xi}) =
1
2 ∑〈〈i, j〉〉
k2
2
[
ri j −
√
2(Ri +R j)
]2
.
(6)
where x = (r,s) is the four-component dynamic variable, Ri =
[(1+ si)RHS +(1− si)RLS]/2 is the radius of molecule at site
i with spin state si, and ri j = |ri − r j| is the distance between
site i and j. Both experimental data and ab initio study sup-
port a larger-than-unity ratio RHS/RLS. By expanding H1 and
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H2 one can show that they are actually equivalent to a site-
dependent interaction term J(xi,x j), which is just a direct gen-
eralization of J(si,s j)sis j in eqn (1). We take H BAS1 as an
example:
k1
2
[ri j−(Ri +R j)]2 = k14 (RHS−RLS)
2sis j+
k1
2
(RHS +RLS− ri j)(RHS−RLS)(si + s j)+
k1
2
(RHS +RLS− ri j)2 + k14 (RHS−RLS)
2.
(7)
The first and third term in eqn (7) depend merely on {si} or
{ri} and characterize interactions araising from either spins or
lattice distortions respectively, while the second one contain-
ing crossing term ri jsi (or ri js j) describes the spin-vibration
coupling. The last term however, is a constant and can be re-
moved. More importantly, if compared with the WP model
(4), one could relate the first term in eqn (7) to JWP as
JWP ∼ k1
4
(RHS−RLS)2. (8)
Relation (8) makes it possible to compare these two models
directly: apart from spin-spin interactions, the BAS model in-
cludes both vibrational and vibronic interactions as well.
Model (6) has been shown to successfully describe both
temperature and pressure-induced hysteresis.26 H2 may or
may not be included, depending on the particular lattice struc-
ture. For example, when a simple cubic lattice is considered, it
must be included in avoid of a structural deformation,26 while
it is not requisite for a hexagonal one.23
2.4 The “Stretching and Bending” Model
Motivated by the concept of bond angles in chemistry, we pro-
pose that a better way to maintain the structure during simula-
tion is to assume a harmonic potential on the angle θ between
two pairs of molecules sharing one common vertex. We name
it as “stretching and bending” (SAB) model (FIG. 1) for rea-
sons we would show below. The Hamiltonian is almost the
same as model (6) except for H BAS2 being replaced with a
bending oscillator:
H
SAB
2 ({r i}) =
1
2 ∑〈i; j,k〉
k2
2
(θi jk −θ0)2, (9)
where 〈i; j,k〉 means that site j and k form a non-linear nearest
set with respect to site i (FIG. 1), and θi jk is the corresponding
angle, in radius. θ0 is the equilibrium angle, whose value de-
pends on the specific lattice (e.g. pi/2 for cubic system, pi/6
for hexagonal system and etc.). In contrast to the BAS model,
H
SAB
2 depends merely on the spatial coordinates {ri}, which
k1
k2
Ri
Rj
RkHS
LS
LS
LS
Fig. 1 A schematic illustration of the SAB model. k1 and k2 are
Hooke’s coefficients for the stretching and bending springs
respectively. Two states, i.e. HS and LS, have different volumes,
thus leading to a lattice distortion and then elastic interactions when
SCO happens.
can be seen from the explicit expression of θi jk. The cosine
theorem gives
θi jk = arccos
(
r2i j + r
2
ik − r2jk
2ri jrik
)
. (10)
Thus interactions arising from spins or spin-vibration coupling
are absent in the bending oscillator. As a compensation, a
three-body interaction between i, j and k is included.
Now, both k1 and k2 are of definite physical significance and
can be related to the macroscopic bulk modulus K and shear
modulus G respectively
K =
k1
3v1/30
, G = 4k2
v0
, (11)
where v0 is the equilibrium unit cell volume (for derivations
see Appendix). Although those data of modulus are not avail-
able in laboratories now, we can easily obtain them from the
equation of state (EOS) calculated by density functional the-
ory (DFT).
3 Simulation Details
In this section we give some details on how the MC simula-
tions are performed in practice. In this work, we consider both
the WP model and the SAB model. For the WP model, we em-
ploy the canonical (N, V , T )-ensemble and consider a simple
square lattice of N = n2 sites with periodic boundary condi-
tions. At each step in a MC simulation, we randomly choose
one site, say i, flip its spin si to −si, and then accept or reject
the new state according to the Metropolis probability
P(si → − si) = min[1,exp(−∆H /kBT )], (12)
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where ∆H according to (4) is
∆H =−hWP(T )si + JWPsi ∑
〈 j〉
s j. (13)
Since larger simulation cells usually requires longer MC sim-
ulation time, we use the Monte-Carlo step (MCS) to measure
the total number of simulation steps. One MCS is equal to
N-simulation steps such that in one MCS all sites in the simu-
lation cell are checked once on average.21
For the SAB model, we consider a 3D simple cubic lattice
with size N = n3 and length L= 2nR at each side, with R=RLS
or RHS, corresponding, respectively, to a pure LS or HS initial
state. We perform the MC simulation in the Gibbs (N, p, T )-
ensemble as in Ref. 26. The Metropolis probability is now
calculated in terms of
P(xi → x′i) = min
[
1,exp(−∆W/kBT )
]
, (14)
where
∆W = H (x′i)−H (xi)+ p(V ′i −Vi)−NT ln
(
V ′i
Vi
)
. (15)
and
H (xi) =
1
2
hWP(T )si +
1
2 ∑〈 j〉
k1
2
[
ri j − (Ri +R j)
]2
+
1
2 ∑〈〈 j;k〉〉
k2
2
(θi jk −pi/2)2.
(16)
A complete MCS includes: (i) Choose randomly a candidate
site i with spin si and position r i. (ii) Set its spin to s′i = ±1
with the probability g : 1. (iii) Move it to a new position r′i =
ri +δξ i, where δ = 0.005L, and ξα ∈ [−1.0,1.0] is a random
number for α = x,y,z. (iv) Update the system according to
(14) with ∆W = ∆H (i.e. no volume change in this step).
(v) Repeat (i) to (iv) N times. (vi) Choose a candidate length
L′i = Li+γξ with γ = 0.08nRLS and ξ is randomly chose from
[−1.0,1.0]. (vii) Update L according to (14).
Most parameters in simulations below are expressed in
terms of Kelvin. For quantities with unit of energy (i.e. ∆ ,
J and k2), dividing them by kB completes the transform. k1
needs some special treatment as followed:
H ∼ k1[ri j − (Ri +R j)]2
= k1R 2LS
[
ri j
RLS
−
(
Ri
RLS
+
R j
RLS
)]2
= k′1[r′i j − (R′i +R′j)]2,
(17)
where by choosing RLS as the unity of length, we have k′1 =
k1R 2LS possessing the unit of energy and thus can be trans-
formed into Kelvin. In the following, we use k1, r and R to
denote these “reduced” quantity k′1, r′ and R′ for simplicity.
Fig. 2 Schematic illustration of the crystal structure of
[Fe(pz)Pt(CN)4] ·2 H2O. Water molecules are removed for the sake
of concision.
4 Results and Discussions
4.1 Ab Initio Determination of k1 and k2
How to determine k1 and k2 should be discussed before sim-
ulations. Although we have relation (11) in hand, no ex-
perimental results about modulus K and G of these systems
are available up till now. As we mentioned above however,
through conducting ab initio calculations we are able to esti-
mate the order of magnitude of them for certain systems. For
example, for the 3D simple cubic system we are concerned, k1
and k2 are related to these two EOSs below
Eel(x) =
3
2
k1v2/30 (x− 1)2, Eel(γ) = 2k2(γ −pi/2)2, (18)
where Eel and v0 are the total electronic energy and equilib-
rium volume of a unit cell respectively, x = (v/v0)1/3, and
γ is one of the lattice angles (for derivations see Appendix).
Using (18), we can now estimate the approximate values
for k’s. To realize this, we choose a ferrous Hoffman-like
polymeric coordination compound with tetragonal symmetry,
[Fe(pz)Pt(CN)4] ·2 H2O15 (FIG. 2) and conducted DFT cal-
culations on Eel(x) and Eel(γ) using the PBEsol functional,31
as implemented in the Quantum ESPRESSO package.32 The
results are illustrated in FIG. 3. Quadratic fittings according to
(18) of calculated values result in good consistency and give
estimated values for k’s in our model k1 ≈ 1.2× 106 K and
k2 ≈ 5.5× 105 K. Thus a ratio
k1/k2 ≈ 2 (19)
holds. We will use this ratio in all of the following simulations
throughout this paper.
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Fig. 3 DFT calculation results of the total electronic energy versus
lattice volume (a) and angle (b) using PBEsol for
[Fe(pz)Pt(CN)4] ·2 H2O in LS state. Dashed lines are fitting curves
according to (18).
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Fig. 4 Reproduction of O. Kahn’s simulation in ref. 17, in which
they claimed to obtain a stable hysteresis loop with ∆T = 6±1K.
Our results show that however, even with a fairly fast sweeping rate,
e.g. 4×102 MCS/K, the width of the loop is less than that value and
keeps decreasing with slower sweeping rates.
4.2 Convergence Properties
In simulating hysteresis phenomena, it is essential to require
that the results be stable under an increase in the number
of MCSs, or equivalently speaking, under slowing down the
sweeping rate (MCS/K). This basic requisite is by no means
trivial. To illustrate it, we reproduce the simulation in a work
of O. Kahn’s17 using the WP model with various sweep-
ing rates. In this simulation, a 500× 500 2D square lattice
is considered, with ∆ = 1440K, g = 1331 (correspondingly,
∆H = 12kJ ·mol−1, ∆S = 60J ·mol−1 ·K−1), T1/2 = 200K,
Jthresh = 88.2K. Kahn took J = 107.9K > Jthresh so there is
expected to be an abrupt phase transition with hysteresis ac-
cording to (5).
In Kahn’s original paper, they claimed to obtain a stable
hysteresis loop of (6±1)K. The results we get however, show
that the loop becomes narrower when decreasing the sweep-
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MCS/K
25
50
75
100
125
(T
u
p-
T d
ow
n)/
K
Fig. 5 Hysteresis loop widths versus sweeping rates using the SAB
model. k1 = 7.2×104K and N = 163.
ing rate (FIG. 4), and is less than 6K even with a fairly small
MCS/K (e.g. 4×102). It is clear that there is a non-ignorable
convergence problem in the WP model.
A possible solution to the convergence problem is to intro-
duce a site-dependent interaction term to replace the constant
JWP in the WP model. We argue that the SAB model, with a
site-dependent spring interaction is an appropriate choice. To
demonstrate this, we compare the widths of hysteresis loop
versus sweeping rates using this model. We take typical ex-
perimentally measured ∆H = 15kJ ·mol−1, ∆S = 60J ·mol−1 ·
K−1 (correspond to ∆ = 1800K and g = 1360), and the simu-
lation is done under normal pressure (i.e. p = 1atm). The re-
sults are illustrated in FIG. 5. One can clearly see that the SAB
model can lead to a stable hysteresis loop as long as enough
number of MCS/K is used (e.g. 106).
4.3 Temperature-Induced SCO Hysteresis
Based on the verification of convergence properties of the
SAB model, we can now exploit its ability to simulate hys-
teresis phenomena. First we tackle the temperature-induced
SCO under normal pressure. In order to estimate the appro-
priate sweeping rates, we depict HS fraction xHS versus MCS
for various values of k1 at several representative temperatures
(FIG. 6). When k1 is small, e.g. (a) and (b), a gradual increase
of stable xHS is observed as temperature goes up, which indi-
cates a gradual phase transition curve xHS(T ). On the other
hand, when k1 is large, e.g. (c) and (d), no intermediate values
between 0 and 1 of stable xHS are observed and abrupt phase
transitions with hysteresis are expected.
After preparing all of these, we study the shapes of xHS(T )
curves with respect to different interaction strength k’s, and
the results are depicted in FIG. 7. As we expected, k1 = 1.8×
104 K and 3.6× 104 K result in gradual changes, while k1 ≥
7.2× 104 K give abrupt phase transitions with hysteresis. The
case of k1 = 5.4× 104 K seems to be somewhat critical, also
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abrupt but without loop. The change of xHS(T ) curves from
being gradual to abrupt with increasing interactions follows
the concept of “generic sequence” raised by Y. Konishi.26
It is worth pointing out that, in the simulations above we
only employ the ratio (19) for k1 and k2 obtained from DFT
computations rather than the absolute values. If the latter is
used, i.e. k1 = 1.2×106 K and k2 = 5.5×105 K, a much wider
loop is expected, even with HS metastable state in low temper-
ature areas. A possible explanation to this inconsistency is the
anisotropy (i.e. tetragonal rather than cubic symmetry) of the
compound [Fe(pz)Pt(CN)4] ·2 H2O. In principle, introducing
of more k’s to describe this anisotropy is likely to improve the
situation. Nevertheless, as an example, the SAB model has
already demonstrate its ability to link its key parameters with
realistic quantities.
4.4 Pressure Effects on SCO Hysteresis
Since in the SAB model the pressure p is an adjustable pa-
rameter, we can investigate the pressure effects on hysteresis
loops. We choose the case k1 = 40 in the above simulations
and consider its behaviours when increasing p from 1atm to
103 atm. The results are depicted in FIG. 8. At first an in-
crease of pressure shrinks the loop and shifts it to a higher T1/2.
By continuing increasing p, the loop moves to the right fur-
ther and finally vanishes, turning into a gradual closed curve.
These results are easy to understand since the LS state has a
smaller volume and is stabilized under higher pressure, lead-
ing to a shrinking loop with higher T1/2.
5 Concluding Remarks
In summary, the SAB model is shown to be both free of the
convergence problem and able to simulate the temperature-
induced SCO phenomenon as well as pressure effects. All the
parameters in the SAB model are demonstrated to be linked to
experimental observables or ab initio results, making it able to
describe the realistic SCO process in principle.
However, in this work only qualitative consistency is
achieved with k1 and k2 predicted by DFT calculations. Apart
from the anisotropy discussed above, the SAB model itself
is still too simple. Although both the vibrational (up to the
three-body level) and vibronic interactions have been intro-
duced through stretching and bending oscillators, anharmonic
contributions are absent.
Albeit on the one hand, the crossing terms in eqn (7) give
an explicit expression for the vibronic interactions for the
first time, which partially accounted for the spin-dependent
elastic interaction terms in the Nasser-Boukheddaden (N-B)
model.24,25,33–35 On the other hand, since k’s optimized from
simulations are smaller than those obtained from DFT calcu-
lations, we might conclude that a weak interaction would lead
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Fig. 6 Convergence tests of k1 = 1.8×104 K (a), 3.6×104 K (b),
7.2×104 K (c) and 9.0×104 K (d). It is easy to see that more MCSs
are required when (i) k1 is larger, and (ii) temperatures are close to
phase transition.
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S
Fig. 7 Phase transition curves xHS(T ) with k1 = 1.8×104 K (black
circle), 3.6×104 K (red square), 5.4×104 K (green diamond),
7.2×104 K (blue triangle-up), 9.0×104 K (orange triangle-down),
and 1.1×105 K (purple cross).
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Fig. 8 Simulating pressure effects on hysteresis loop with the SAB
model for the case k1 = 7.2×104 K.
to a rather wide hysteresis loop too. This could somewhat ex-
plain the hysteresis behaviour of some molecular SCO com-
pounds. Actually if those k’s (i.e. k1 = 2k2 = 7.2× 104 K)
are substituted into eqn (11), we can have an estimate for the
bulk modulus K ≈ 3GPa and shear modulus G≈ 5GPa, which
correspond to relatively soft materials.
More importantly, noting that θ0 in (9) can assume values
other than pi/2, the SAB model is by nature applicable to de-
scribe materials with non-right-angle symmetries. Also, an
extension to lattices of low dimensionality or other boundary
conditions is straightforward. Thus finite-size effects and low
dimensional effects can be exploited using the SAB model too.
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A Deriation of Eq. (11) and (18)
Here we show the derivation details for Eqs. (11) and (18).
For the bulk modulus K, consider a homogeneous expansion
of a simple cubic lattice which has volume V0 at equilibrium
and now V . The total electronic energy corresponding to this
volume change is:
Eel(V ) = 3N× k12
[(
V
N
)1/3
−
(
V0
N
)1/3]2
=
3
2
Nk1
(
V0
N
)1/3[( V
V0
)1/3
− 1
]2
=
3
2
Nk1v2/30 (x− 1)2
(20)
where v0 = V0/N is the unit cell volume and x = (V/V0)1/3
is the stretching ratio in length. This is actually the EOS of
volume change appeared in (18). Substitute (20) into the defi-
nition of bulk modulus K =Vd2E/dV 2, we have
K =
1
3
(
N
V
)1/3[
2
(
V0
V
)1/3
− 1
]
k1. (21)
At equilibrium, V =V0 and hence K = k1/(3v1/30 ) holds.
For the shear modulus G, consider a small displacement of
γ from equilibrium position γ0 = pi/2. The total electronic
energy is
Eel(γ) = 4N× k22 (γ − γ0)
2, (22)
which is the EOS of γ in (18). According to the definition of
shear modulus, we have
G = 1γ − γ0
dE
dγ = 4Nk2, (23)
which completes the derivations for (11).
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