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En este trabajo nos planteamos estudiar la unlcidad de 
soluciones en el problema de la filtración en un dique de forma cua.!_ 
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quiera. Para ello partimos de un resultado de existencia establecido 
por H. Brézis, D. Kinderlehrer y G. Stampacchia mediante una nueva 
formulación del problema, y demostramos que estas soluciones son tam-
bién soluciones del problema planteado de forma clásica. Luego, par-
tiendo de la formulación clásica, demostramos la unicidad en un sentí-
do "débil", y damos condiciones suficientes para la unicidad en el 
sentido fuerte. 
Diferentes autores han trabajado sobre este problema 
para casos particulares de diques. 
Baiocchi [2] se interesó particularmente en el dique de 
forma rectangular (fig. 1) para el que demostró la existencia y unici 
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Alt [l) trabajó sobre un caso un poco más general pero sal 
vando alguna particularidad del dique rectangular (fig. 2), lo que le 
llevó a demostrar la existencia de una solución minimal. 
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Brezis, Kinderlehrer y Stampacchia [4] trabajaron sobre 
un dique de forma cualquiera, representado por un abierto íl de 1R2 
de borde regular en el que distinguimos 3 partes: 
S¡ es la parte impermeable del borde 
S2 es la parte al aire libre. 
S3 es la parte cubierta de agua. 
A la vez. llamamos A la parte submergida de íl, y en el borde de A 
distinguiremos 4 partes: 
I'¡ C: S1 es la parte impermeable 
es la frontera libre de A 
f3 S3 es la parte cubierta de agua 
r4 C: S2 es la parte mojada del dique situada al 
aire libre. (fig. 3). 
Notemos que I'1, I'2 y I'4 no son conocidos, sólo 
r! está perfectamente determinado 
Desde el punto de vista físico, la ley de Darcy estable 
+ 
ce que la velocidad v .iel agua, es proporcional al grad(p+y) donde 
p representa la presión e y la altura. Dada la incompresibilidad 
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del líquido tenemos: 
+ 
div (v) O en A 
lo que significa: 
lip = O en A 
Por otra parte tenemos las siguientes condiciones en el borde: 
3(p+y) + o r1 Clv V • V en 
ace+:O + o ri ri av V • V en y p o en 
3(p+;)'.) + • V < 0 r� r�. av V en y p = o en 
donde v es el vector normal exterior de A y � es la presión del 
agua en r]. Gracias al principio del máximo, tenemos p > O en A, 
dado que ��o en r] y Clp/av > o en r1. 
Esto nos lleva a una formulación débil del problema que 
sería: 
sea � 6 c1(íl) con �=O en r2 y ��O en r� 
tenemos 
JA grad p • grad �.: 
Si prolongamos p por O 
I _lf_ = l ( 3 (p+y) )� = I
. ª<p+y) 
ay áv av-A r1 lH2 Ur4 r4 
en Q - A, para � 6 C1(íl), �=O en 
r3,. ��O en r4 y H representando la función de Heaviside, tene-
mos: 
J Vp • vz; + J H(p) z; = J Vp • vz; 
íl íl y A 
La formulación fuerte del problema será entonces: 
Encontrar p 6 H1(íl), p = cp en S2 U S3 
+ J ..1.L<o 
A <ly 
-
(cfl = o en S2) 
p�O en íl y encontrar un conjunto medible A tal que 
Po p = o en íl - A tales que 
J
íl 
grad p gr ad z; + J
íl 
I(A)l; < O Vl; 6 H1 (íl), z; = o en y -
S3, z; �o en S2 
l. EXISTENCIA. 
Vamos a utilizar la siguiente f ormulaci6n: 
Encontrar p 6 H 1 (íl), p = cp en S2 u S3 (cfl = o en S2) 
p �o en íl y encontrar g 6 L 00 (íl), g = 1 en {p > O} 
P1 o� g < 1 en {p = O} 
J 
íl 
grad p . grad z; + J gl; < o 
íl y 
- Vl; 6 H1 (íl), z; o en 
S3, z; �o en S2, 
para la que tenemos el siguiente teorema de existencia debido a Brezis, 
Kinderlehrei y Stampacchia [4] . 
Teorema 1.1 Suponemos que cfl es lipchitziana y que cfl �O en 
S2 lJ S3. Entonces existe por lo menos una solución del 
problema (P1); además esta solución e�tá en 
1 s wl�c (íl);<!s < ""· 
Para evitar al lector demasiada búsqueda y por ·el inte 
res que tiene en cuanto proporciona un "esquema" de aproximación repr� 
ducimos a continuación la demostración del anterior teorema. 
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Pa!Ul demoJ.itlr.aJr. fu e.wte.nc.i.a. .&e. -!-nt!r.oduc.e. el úgi.U.e.l'lte. 
p�oblema ap�oXÁ.mado: ¡ Ene.o� p 6 H1(íl) c.on PE = � e.n S2 
que. fíl grad
E
pE • grad 
I:; +In HE(pE)l:;Y =O 
. VI:; 6 H 1 (íl) , I:; = O e.n S 2 U S 3, 
donde. HE u una J.iuc.u-i6n de. 6unc.-ione.J.i liphc.lútzlana.& que. "c.onv�e." 
ha.c.-ia H (6wic.-i6n de. He.av-ih-ide.) y tal que. HE(p) = o h.i p.::. O; 
pM e.j emplo: 
HE(p) { °'" 1 . ? h.<. 1 h-i p .::. o o.::. p .::. E. p �E 
Se. tiene. entone.u el ;,.igi.U.e.nte: le.ma: 
Lema.. SupunVnü� que H e.ó una. 6wtc..l6n UpJchi..tU .. a.n.a. y a.co:t'ldti.. E 
tone.u e.wte. una &oluc.-i6n únlc.a PE de. (p.(l 'E)) 1J a.dem'16 
PE � 0 e.11 íl • 
En 
. Vemo.&tJr.a.c.-i6 n del lema.. La. e.w.te.nc.i.a. �u. uUa. 'del te.o -
�ema. del punto 6-iio de. Sc.ha.udM. 
En c.ua.nto a. fu un-ic.-ida.d, he. c.onó-idMa.n do.ti holuc.-ionu. 
PE tj PE de. (P(l'E)). Se.a. q = pE - pE .&e. tie.ne. e.n.tonc.u.: 
donde L e..t. fu c.olth.tante. de. Up.t.c.lútz de. HE. Va.do o >o, .tie uc.o­
ge r; = (q-o)+/q. Se. obtie.ne.: 
f lsra� ql
2 
¡q > o 1 q 
< L 
IJ pOIZ. lo .tanto 
ApUc.ando .f.a deü.guai.da.d de Po-lnc.at1.é .&e tiene: 
donde C u -lndepend.i.ente de o. Hac.i.endo .tendVI. o ha.c.i.a. O, .&e 
deduce que q .::_ O, poJr. lo .tan.to .f..a .&o.f..uc.i.6n u única.. 
Se demuu.tJr.a que p E � o utiUzando r; 
y apUc.ando .f..a ml6ma .técn-lca que ante.Jr.-loJr.me.n.te. 
F-ln de .f..a demo.&.tllac.i.6n del TeOIZ.ema. 1. 1. 
+ 
C-p -o> /p E E 
E.&.t.f e.ia!Lo que p E u.t.f acota.do en H 
1 (íl) a..&1. como 
W��:(íl). Vs < m .  Sea PE + p en H1 (déb-l.f..mente), n 
PE + P en n 
HE (pE )+g n n 
e.n L2• Sea r; € H1(íl) con r;,= o e.n S3 /J r; �O 
en s2; .&e tiene 
Jn grad P� • grad 7; + J H (p )7; = J ª:E 7; < O 
" 
c. íl E E y S2 a\I -
(lpE dado que pE = o en S
2 y pE � O en íl -lmpUca -av- .::_ o e.n s2 
Pa.&ando al. Um.lte, .&e ve que p u .&o.f..uc.i.6n de (P1). Se puede no.ta.Jr. 
que g = 1 e.n el. conjun.to ab-le.Jr..to p > o da.do que HE(pE) + 1 e.n 
p > o. · E.&.to acaba .f..a demo.&.tJr.ac.i.6n del .teoJr.ema 1. 1. 
Nota 1.2. Está claro que toda solución de (Po) es solución de (P1). 
nota l. 3 .  Vamos a demostrar que los problemas (P1) y (Po) son 
equivalentes en el sentido de que toda solución de (P1) 
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es tambiefi solución de (Po) lo que establecerá la exis-
tencia de soluciones de (Po). 
Previo a este resultado, vamos a establecer algunas r� 
laciones obvias que satisfacen las soluciones de (P¡). (Por lo tan-
to también las eventuales soluciones de (Po)). 
Teorema 1.4. Si (p,g) es solución de (P1) tenemos: 










t:.p + a g y 
¡¡ < o yg -o 
{(x,y) 6 íl/g(x, y) 
en íl 
o en íl 
en n. 
G = {p > O} 
l}, entonces l:.p � O 
. oo e 
Demostración. l) Sea C 6 Co(G) tenemos: 
o = J
íl
vp•Vc + Jng�y = JG' Vp•VC + Je gC 
= Je �p·Vc y 
o 
gC = Jo e = o ; luego t:.p o en G. 
. Y  G y 
2) Sea C 6 c7(íl) no-negativa y E > 0 y sea la 
o 










• Vmin(p, EC) + 
• Vmin(p, EC) + 
J 
íl 
g 'cmin(p, EC>) y 
J (min(p, EC)) 
íl y 
• Vmin(p, EC) � EJ Vp • ve 
p>EC 




con lo cual t.p+a g = y 
4) de 
5) Sea 
J Vp•Vi;; = Jílvp·Vi;; .lo que implica: p>O 
Llp �o en íl. 
00 i;; € Co (íl), tenemos: 
J Vp•Vi;; + f gi;; · - < Llp+ó g, i;;> -1 1 íl íl y y H ,Ho 
o en íl 
2) y 3) se deduce a g < o y - en 
íl. 
o 
Gi una componente conexa de G, entonces 
en Gi tenemos ó p > o lo que está conforme con lo deseado ó p = 
Supongamos p = o en Gi y obtengamos una contradicción. 
o. 
Sea entonces Hi {(x, y) € 
íl/ (x,y') 6 Gi para algún 
y'}. Está claro que en Hi - Gi p = O dado que a g < o con lo cual y 
p = o en H .. F.fnalmente, sea 1 
anula en íl - Hi, i;; �O en S2 y 
+f gi;; = J gi;; > O. Lo que implica 
una función C00 no-negativa que se 
i;;y � O, entonces O� J íl 'Vp'Vi;; + 
�2 y n r-
entonces: G = {p > O}. 
Teorema 1.5. 
solución de Po; 
Si (p, g) es 
siendo G = 
Demostración. 
g = O donde 
solución de (P¡)' 
{(x, y) 6 íl/g(x, y) = 
Vamos a demostrar que g = o en 
interior del conjunto {p = o}. Para ello vamos 
¡;; ·' O; y deducimos 
entonces (p,G) es 
l} . 
casi todo punto del 
a suponer que 
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w C Int {p = O} es 1.m conjunto de medida no nula en el que g f O; 
entonces existe (xo, yo) € w tal que VE > O: 
sea entonces E > O tal que la bola B[(xo,yo), E] (__ Int {p = O} 
construimos una función 4 € C00(Q), tal que 4 se anule en íl - HE 
siendo 
HE {(x,y) 6 íl/(x,y') 6 B[(xo,yo),E] para algún y'� y} 
(notemos entonces que HE C Int {p O})' y tal que 4 > o y 4 = l y - y 
en 
HE/z 
= {(x,y) 6 íl/(x,y') € B [(xo,yo), E/2] para algún y' �y}. 
Entonces 4 € H1(íl) y 4 > O  en S2, 4 O en S3 , por lo tanto 
tenemos 
o ..'.: J�p�4 + Jg4 = Jg4 ..:. o 
¡¡ . íl y íl y 
con lo cual · g4 =O y 
en casi todo punto lo que supone g = O en casi todo punto de HE/2 
De esta contradicci6n deducimos: 
g O en Int {p O} 
II. EXISTENCIA DE UNA SOLUCION MINIMAL Y UNICIDAD EN UN SENTIDO DEBIL. 
En esta segunda parte vamos a demostrar que exieyte una 
solución minimal po y que cualquier otra solución es igual a la sol� 
ción minimal más una solución p del problema con dato en el borde 
S2 tJ S3 identicamente nulo, tal que {p > O} () {po > O} = 0. 
a) Soluciones S3-conexas. 
Definición. 2.1. Llamamos solución S3-conexa toda solución p de 
(Po) .tal que los cierres de todas las componentes conexas de {p > O} 
corten S3. 
Teorema. 2.2. 
Demostraremos entonces el siguiente teorema: 
Toda solución de (Po) es swna de una solución S3-co-
nexa más una solución del problema (Po), con un dato en el borde � = O  
en S2 lJ S3, nula en el soporte de la solución S3-conexa. 
Demostración. 
Vamos a ver primero los siguientes lemas: 
� 2.3. Sea p una solución de (Po) y sea Ai una componente 
conexa de {p > O} tal que el cierre de Ai no corte S3 entonces 
Pi = p • I(Ai) . es solución del problema 
Po(� = O) 
Encontrar p 6 H1(íl) p =O en S2 lJ S3, p �O 
en íl y encontrar un conjunto medible A tal que 
p = O en íl - A, tales que: 
Demostración. 
Si llamamos H(Ai) el siguiente conjunto 





� + I(Ai)v • y :S. O en el borde de H(Ai) 
en efecto en la parte vertical tenemos, 
dado que 
no puede tener tramos verticales dentro de íl sip.o en ellos tendría­
é)p i mos pi = -av-- = O y por lo tanto pi = O en Ai; en S1 tenemos 
()p. 
--1 - + I(A
1
. )v • y O av 
Entonces para todo ¡;; 6 H1 (íl)', ¡;; 2_ O ·en S2 U S3 tenemos: 
Lema 2.4. Las soluciones del problema [po(<P 
del problema: 
O)] son soluciones 
Encontrar p 6 H1(íl), p =O en S2 lJ S3, p 2_ O en 
Po (<J> O)* 
íl y encontrar un conjunto medible A tal que p = O 
en íl - A, 
In grad p • 
tales que 
grad ¡;; + f I(A)I;; = O n Y 
(La recíproca es obvia). 
Demostración. 
Sea (Pi, Ai) una solución de [Po(<P = O)] entonces 
para todo ¡;; 6 D(íl) tal que ¡;; > O  en S2 lJ ·s3, ·  tenemos: 
f 17p.• 171:,+ f I(A.)r:, <O con lo cual si l:,1�1:,2 íl 1 íl 1 y-
1:,1 y 1:,2 6 D(ñ), tenemos: 
f l7p.l7("[,¡-l:,2) + f I(A.)(l:,1 - l:,2) < O 
íl 1 íl 1 y-
en particular, sea 1:,2 una función de D(ñ) y ¡;1 y "(,3 . tales que 
1';3 = Min (1';2) entonces 
íl 
o� I 17pf7(1';¡ - l:,2) + I I(A.)(1';¡ - 1';2) 
íl íl 1 y 
=-(f 17p.• 171:,2 + f I(A.)1';2 ] 
n i n i Y 
I 17p.17 ("[,3 - 1';2) + I I(A.)(1';3 - 1';2) >o 
íl 1 íl 1 y-
con lo cual, dado que l:,2 es arbitraria, 
I 17p. • 171'; +·f I(A.)1; = O para todo r; 6 D(ñ), 
n 1 · n  iy 
por lo tanto para todo r:, 6 H1(íl). 
Nota. 2.5. Analizaremos las soluciones del problema [Po(� O)*] 
en la tercera parte de este trabajo. 
Fin de la demostración del Teorema 2. 2. 
Sean Ai, i = l, k las componentes conexas de {p >O} 
(p es solución de (Po)), cuyo cierre no c.ort¡¡ a S3, entonces tene 
mos: 
f 17(p� r I(A.))171'; + f r I(A.)r:, • o VI'; 6 H1(íl) 
íl i=l 1 íl i=l 1 y 
Por lo tanto si Ai i • k + l, i son las componentes cqnexas de. 
{p >.O:} cuyos cierres cortan S3 




�e H1 (íl), �2:.0 en S2, � = O  en S3; con lo cual p• l I(Ai) es k+l 
una solución S3-conexa de (Po). 
b) Unicidad en el conjunto de soluciones S3-conexas - solución mini-
mal. 
Vamos a ver que el problema (Po) posee una única so-
lución S3-conexa , por lo tanto esta solución será solución minimal 
del problema. Para ésto, utilizaremos unos¡ resultados de' Q. Alt [1] 
sobre el siguiente problema: 
íl, y encontrar un conjunto medible A tal que p = O 
en íl A y tales que 
P2 
o 
Nota 2.6. Es obvio constatar que toda solución del problema (P0) es 
también solución del problema (Pz), 
Teorema 2. 7. (Alt [ l]). 
Si � es Lipscñitziana y � � O en S2 lJ S3 enton-
ces el problema (P2) posee soluciones. Si (p,A) es solución de 




ti · =  o en p 
ti > o en p-




4) íl (I(A)) < O y - en 
5) p 6 eº •ªcm >ta 
en íl 
íl 
tal que 0 < CL < 1, 
Además, el problema (P2) posee una solución mínima! 
(Po, Ao) tal que lf(p ,A) sol�ción de _ (P2) tengamos: 
O 2_ Po < p en íl, Ao C A. 
Nuestro propósito es de comparar las soluciones S3-conexas de 
(Po) con la solución mínima! de (P2). · 
Teorema 2. 8. 
El problema (Po) tiene una única solución S3-cone� · 
xa; esta solución es la solución minimal del problema (P2). (y del 
problema Po). 
Demostración. 
Llamamos po la solución minimal del problema (P2), 
vamos a demostrar que cualquier solución p S3-conexa del problema 
(Po) es igual a Po· -Para ello vamos a demostrar que: 
tenemos: 
(2. 5.1.) 
(2. 5. 2.) 
ap-po 
ª" 
En principio tenemos p - Po .'.'._ O en íl y p - Po O 
con lo cual ap-po ª" 
Si cogemos entonces una función � 6 H1 (íl) con �.'.'._O 
I Vp·V�+ J r(A)� = J 
-
<-{P-+ r<A.>v·y)�dr + 
íl íl 
y S2 v 
+ f 
53 
( �� + I(A)v•y)�df 
I Vpifl�+ J I(Ao)� = J (� + I(Ao)V•y)�df + 
íl íl 
y S2 v 
+ f 
53
( ��o+ I(Ao)v•y)�df; 
25 
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restando (2.5.2.) de (2.5.1.) tenemos: 
(2.5.3.) f V(p-po)·V� + f I(A-Ao)� = f ( ó(p-po) + I(A•Ao)V•y)�dr 
íl íl 
y S2 óv 
f ó(p-po) - �dr + 
S3 av 
dado que S3 pertenece a los bordes de A y de Ao. 
(2.5.4.) 
Por otra parte, tenemos: 
f ó(p-po) 
S2 < av 
+ I(Á=Ao)v•y)�ór f ó(p-po) 
S2 n Ao 
+ f ( �5� r(A)v•y)�dr 
S2 () (A-Ao) 
�dr + 
dado que S2 () Ao pertenece a los bordes de A y de Ao y que 
--ª.P.!_ - O en el borne de A-Ao. ÓV -
Por otra parte ó(p-po) ÓV 
_1E..it + I(A)v•y < O d\l en dado que p 
< O en S2 U S 3> y 
es solución de (Po) 
cual, de esto y de (2.5.4.) y (2.5.3. ) deducimos: 
(2.5.5.) �dr � o 
con lo 
VI; El H1 (íl), ��O 
Si llamamos �E la restricción a íl de la función 
�E = Ex + 1 - Exo 
donde xo es escogido tal que para todo x � xo y para todo y El 1R, 
(x,y) � íl (tal elección se puede hacer dado que íl está acota�o). 
�E El H1(íl) y por otra parte �E converge uniformemente hacia 1 cuan 
do E tiende a O, con lo cual existe Eo tal que YE .::_ Eo tenga-
mos: �E > O. 
Suponiendo entonces E 2_ Eo tenemos de (2. 5.5.): 
(2.5. 6. ) E J il
p-po 
n ax 
de lo cual deducimos: 
(2. 5. 7.) 
il(p-po) 
av 
il(p-po) < 0 
dV l,;Eo 
para E 2_ Eo con lo cual haciendo tender E hacia O deducimos 
por lo tanto, tenemos: 





= O en S3, siendo S3 regular, 
y p-p0 anhónica en A0 con' lo cual deducimos 
P - Po O en Ao; 
es obvio deducir entonces, 
p - p0 en íl 
Entonces Po es la única solución de (Po) S3-conexa; por otra Pª!. 
te el teorema 2. 2, nos permite concluir que Po es la solución mini 
mal del problema (Po). 
III. ESTUDIO DE LAS SOLUCIONES DE [Po($ O)] Y UNICIDÁD. 
En esta parte vamos a estudiar las soluciones del pr� 
blema [Po($ = O)] y dados los teoremas (2.2) y (2.8), deduciremos 




Sea p una solución de [Po(� =  O)] es fácil ver que 
para toda componente conexa A. de 
l. 
{p > O} tenemos que p x I(Ai) 
es también solución de [P0(� = O)], por lo tanto, nos vamos a limi-
tar al caso en que {p > O} es conexo. 
Teorema 3. l. 
Si p es solución de [Po(� O)] tal que el conju� 
to {p > O} sea conexo, entonces tenemos: 
donde A = {p > O} y 
p Max • (H-y,O) x I(A) 
H sup {y 6lR tal que p(x,y) >O para algún (x,y) 6 íl} 
Demoatració�. · 
Para todo � 6 H1(íl) tenemos: 
f VpV� + J I(A) � O. 
íl íl y 
Si cogemos � = p - Max(H-y, O) tenemos 
O = J VpV(p-Hax(H-y,O)) + f I(A) (p-Hax(H-y,O)) 
íl íl y 
J VpV(p-Hax(H-u,O)) + f (p-Hax(H-y,O))· A . A y 
Dado.que -V(Max(h-y,O)) = · (O , l) en A, tenemos 
O J VpV(p-Hax(H-y,O)) A· JA V(Max(H-y,O)) • V(p-Max(H-y,O)) 
JA [V(p-Hax(H-y,0)))
2 con lo cual tenemos que 
p-Max(H-y,0) es constante sobre A; como (x,H) pertenece al bor-
de de A para algún x, tenemos: 
Corolario. 3.2. 
p 
p Max(H-y, O) en A 
Max(H-y, O) X I(A) .en !1. 
De este Teorema deducimos el siguiente Corolario. 
Una condición suficiente para que la solución de (Po) 
sea única es que S¡ - Ao sea monótono en cada una de sus componen­
tes conexas, siendo Ao el conjunto en que la solución minimal de 
(Po) es mayor que O. 
Demostración. Es obvio ver que en estas condiciones 
las solucion1es no nulas de [P1o (<f> = O)] tienen un soporte que corta 
Ao, con lo cual los teoremas 2.2. y 2.8, nos permiten asegurar la 
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