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Representation of harmonic functions with
respect to subordinate Brownian motion
Ivan Biocˇic´
Abstract
In this article we prove a representation formula for non-negative gen-
eralized harmonic functions with respect to a subordinate Brownian mo-
tion in a general open set D ⊂ Rd. We also study oscillation properties of
quotients of Poisson integrals and prove that oscillation can be uniformly
tamed.
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1 Introduction
The goal of this article is to prove a representation formula for non-negative
harmonic functions with respect to a class of subordinate Brownian motions
in a general open set D ⊂ Rd, d ≥ 2, where the Laplace exponent of the
corresponding subordinator is a complete Bernstein function satisfying certain
weak scaling conditions. In this setting, the novelty of this article is that we
look at pairs (f, λ) such that f is a function on D and λ is a measure on Dc
that we call, following [5], functions with outer charge. We prove the following
result: if f is a non-negative harmonic function in D with non-negative outer
charge λ then there is a unique finite measure µ on ∂D such that
f = PDλ+MDµ, in D. (1)
Here PDλ denotes the Poisson integral of the measure λ and MDµ the Martin
integral of the measure µ, see Theorem 5.14. The representation that included
functions with outer charge was proved for the case of the isotropic α-stable
process in [5] more than 10 years ago. A similar representation was proved re-
cently for ordinary functions in nice and bounded sets for more general Markov
processes, see [13] and [15]. This result for non-negative classical harmonic func-
tions on the ball B(x, r), i.e. harmonic functions with respect to the Brownian
motion, is better known as Riesz-Herglotz theorem, cf. [1].
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On the way to obtaining this representation, motivated by results in [5], we
study a relative oscillation of a quotient of Poisson integrals. The novelty of this
results is that we prove that the oscillation can be uniformly tamed. To be more
precise, for a positive function f on a set D we define the relative oscillation of
the function f by
RODf :=
supD f
infD f
.
We prove that for every η > 0 there is δ > 0 such that for every D ⊂ B(0, R)
and measures λ1 and λ2 on B(0, R)
c we have
ROD∩B(0,δR)
PDλ1
PDλ2
≤ 1 + η,
see Lemma 5.5. Uniformity lies in the fact that δ depends only on η, i.e. it is
independent of the set D, parameter R, and measures λ1 and λ2. Similar claims
on the relative oscillation of harmonic functions were recently proved for more
general processes in [13, Proposition 2.5 & Proposition 2.11] and [12, Theorem
2.4 & Theorem 2.8] but the claims lack the aforementioned uniformity.
In the article we also study the operatorWD, see Definition 4.5. The operator
WD is a boundary trace operator introduced in [4] building on results in [5]. In
[4] it plays a significant role in the semilinear Dirichlet problem for the fractional
Laplacian. We generalize the operator for the case of the subordinate Brownian
motion and use it as a tool to obtain a finite measure for the Martin integral in
the representation.
Motivated by the article [5] where harmonic functions with outer charge were
introduced for the case of the isotropic α-stable process, we use the same concept
to define L-harmonic functions with outer charge, see Definition 3.7. The letter
L stands for the integrodifferential operator L which generates the subordinate
Brownian motion, see (5). In Theorem 3.14 we prove that L annihilates all
L-harmonic functions in the weak sense. Also, the novelty of the study of L-
harmonic functions is that we prove that all such functions are continuous, see
Proposition 3.9, whereas in [5] the continuity condition was used as a part of
the definition.
The article is organized as follows. Below this paragraph we introduce the
notation. In Section 2 we define the process of interest, introduce the Green and
Poisson kernels, and state some well-known results on the process that will be
needed in the article. In Section 3 we prove basic results on the Poisson kernel,
define L-harmonic functions and study their basic properties. In Section 4 we
recall already known facts on the theory of the Martin kernel and connect them
to L-harmonic functions. Section 5 begins with results on the boundary operator
WD. After we prove results on relative oscillations of Poisson integrals, we finish
the article by proving the representation formula for non-negative L-harmonic
functions.
Notation. For an open set D ⊂ Rd: C(D) denotes the set of all continu-
ous functions on D, C2(D) twice continuously differentiable functions on D,
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C∞(D) infinitely differentiable functions on D, and C∞c (D) infinitely differen-
tiable functions with compact support on D. Furthermore, L1(D) (i.e. L1loc(D))
is the set of all integrable functions (i.e. locally integrable) on D with respect to
the Lebesgue measure restricted on D. If D = Rd we write L1 and L1loc instead
of L1(Rd) and L1loc(R
d), respectively. The boundary of the set D is denoted
by ∂D. Notation U ⊂⊂ D means that U is a bounded open set such that
U ⊂ U ⊂ D where U denotes a closure of U . By |x| we denote the Euclidean
norm of x ∈ Rd and B(x, r) denotes a ball around x ∈ Rd with a radius r > 0.
We abbreviate Br := B(0, r). For A,B ⊂ Rd let δA(x) = inf{|x − y| : y ∈ Ac}
and dist(A,B) = inf{|x − y| : x ∈ A, y ∈ B}. Unimportant constants in the
article will be denoted by small letters c, c1, c2, . . . , and their labeling starts
anew in each new statement. By a big letter C we denote some more impor-
tant constants, where e.g. C(a, b) means that the constant C depends only on
parameters a and b. Furthermore, in what follows if we say λ is a measure on
D ⊂ Rd, we mean that λ is a non-negative measure on Rd such that λ(Dc) = 0.
By |λ| we denote a total variation of a signed measure λ. Dirac measure of a
point x ∈ Rd is denoted by δx. For two positive functions f and g we write
f ≍ g if the quotient f/g stays bounded between two positive constants. Fi-
nally, B(Rd) denotes measurable sets in Rd and for all functions appearing in
the article we suppose that they are Borel measureable.
2 Preliminaries
2.1 Process and the jumping kernel
Let S = (St)t≥0 be a subordinator with the Laplace exponent φ, i.e. S is an
increasing Le´vy process with S0 = 0 and
E[e−λSt ] = e−tφ(λ), λ, t ≥ 0.
It is well known that φ is a Bernstein function of the form
φ(λ) = b λ+
∫ ∞
0
(1− e−λt)µ(dt), λ > 0, (2)
where b ≥ 0 and µ is a measure on (0,∞) satisfying
∫∞
0
(1 ∧ t)µ(dt) < ∞.
The measure µ is called the Le´vy measure and b the drift of the subordinator.
Throughout this article we suppose that φ is a complete Bernstein function. This
assumption means that µ(dt) has a density µ(t) which is a completely monotone
function. For details about Bernstein functions see [17]. Also, we suppose that
φ satisfies the following upper and lower scaling conditions at infinity:
(H1) There exist constants δ1, δ2 ∈ (0, 1) and a1, a2 > 0 such that
φ(λr) ≥ a1λ
δ1φ(r). λ ≥ 1, r ≥ 1, (LSC)
φ(λr) ≤ a2λ
δ2φ(r). λ ≥ 1, r ≥ 1. (USC)
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This assumption yields that b = 0.
Suppose that W = ((Wt)t≥0, (Px)x∈Rd) is a Brownian motion in R
d, d ≥ 2,
with the characteristic function
Ex[e
iξ(Wt−W0)] = e−t|ξ|
2
, ξ ∈ Rd, t ≥ 0
and that W is independent of S. The process X = ((Xt)t≥0, (Px)x∈Rd) defined
as Xt = WSt is called a subordinate Brownian motion in R
d. Here Px denotes
the probability under which the processX starts from x ∈ Rd, and Ex is the cor-
responding expectation. Under conditions above X is a pure-jump rotationally
symmetric Le´vy process with the characteristic exponent ξ 7→ Ψ(ξ) = φ(|ξ|2).
The exponent has the following form
Ψ(ξ) = φ(|ξ|2) =
∫
Rd
(1− cos(ξ · x)) J(dx), ξ ∈ Rd,
where the measure J satisfies
∫
Rd
(1 ∧ |x|2)J(dx) <∞ and it is called the Le´vy
measure of the process X . Also, J has a density given by J(x) = j(|x|), x ∈ Rd,
where
j(r) :=
∫ ∞
0
(4pit)−d/2e−r
2/(4t)µ(t)dt, r > 0,
The density j is positive, continuous, decreasing and satisfies lim
r→∞
j(r) = 0.
It is well known that if φ is a complete Bernstein function then there is a
constant C = C(φ) > 0 such that
j(r) ≤ Cj(r + 1), r ≥ 1, (3)
see e.g. [9, Eq. (2.12)]. Also, from [12, Lemma 4.3] we have that for every
r0 ∈ (0, 1)
lim
δ→0
sup
r>r0
j(r)
j(r + δ)
= 1. (4)
Using (4) we can easily prove the following technical lemma.
Lemma 2.1 Let R > 0, ε > 0, and 0 < q ≤ 1. There exists p = p(q, ε) < q
such that for all z ∈ BpR and y ∈ BcqR
1
1 + ε
j(|y|) ≤ j(|y − z|) ≤ (1 + ε)j(|y|).
Remark 2.2 Condition r ≥ 1 in conditions (LSC) and (USC) is important in
the sense that scaling is true away from zero. Using the continuity of φ it is
easy to show that if R0 > 0 then (LSC) and (USC) are also valid for r ≥ R0
but with different constants a1 and a2 (δ1 and δ2 remain the same). Similarly,
since j is continuous, (3) holds for r ≥ R0 with a different constant C.
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2.2 Additional assumptions
In some results dealing with unbounded sets we will need additional assumptions
on the density j and the exponent φ which will not be assumed throughout the
article. The first additional assumption strengthens (H1).
(H2) (Global scaling condition) There exist constants δ1, δ2 ∈ (0, 1) and a1, a2 >
0 such that
φ(λr) ≥ a1λ
δ1φ(r). λ ≥ 1, r > 0, (GLSC)
φ(λr) ≤ a2λ
δ2φ(r). λ ≥ 1, r > 0. (GUSC)
The second additional assumption comes as an addition to Lemma 2.1.
(E) For every ε > 0, R ≥ 1, and q ∈ (1,∞), there exists p = p(q, ε) > q such
that for all z ∈ BcpR and y ∈ BqR
1
1 + ε
j(|z|) ≤ j(|y − z|) ≤ (1 + ε)j(|z|).
To the best of our knowledge it is not clear if the assumption (E) is true
for every density j generated by a complete Bernstein function. However, it is
known that if for some α ∈ (0, 2) we have limλ→0
φ(λ2)
λαl(λ) = 1, where l is a slowly
varying function at 0, then the condition (E) is satisfied, see [12, Section 4.2].
Note that the isotropic α-stable process, α ∈ (0, 2), satisfies all mentioned
assumptions, since in this case we have φ(λ) = λα/2 and j(r) = c(d, α) 1rd+α .
2.3 Operator L
For x ∈ Rd and u : Rd → R we let
Lu(x) := P.V.
∫
Rd
(u(y)− u(x))j(|y − x|)dy (5)
:= lim
ε→0+
∫
|y−x|≥ε
(u(y)− u(x))j(|y − x|)dy.
whenever the limit above exists. In the case of the isotropic α-stable process
the operator L is the fractional Laplacian ∆α/2.
If ϕ ∈ C2c (R
d), i.e. ϕ is a twice continuously differentiable function with
compact support, then Lϕ(x) exists for every x ∈ Rd. In fact, if ϕ ∈ C2c (R
d),
then using Taylor’s theorem it is easy to see that there is a constant C =
C(suppϕ) > 0 such that
|Lϕ(x)| ≤ C||ϕ||C2(Rd)(1 ∧ j(|x|)), x ∈ R
d, (6)
where || · ||C2(Rd) is the standard norm for twice differentiable functions.
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For functions u ∈ L1 := L1(Rd, (1 ∧ j(|x|))dx) we define a distribution L˜ as
〈L˜u, ϕ〉 := 〈u, Lϕ〉 :=
∫
Rd
u(x)Lϕ(x)dx, ϕ ∈ C∞c (R
d).
It is easy to show that if u ∈ C2(D)∩L1 then Lϕ(x) exists for every x ∈ D and
L˜u = Lu as distributions on D, i.e.
〈L˜u, ϕ〉 = 〈Lu, ϕ〉, ϕ ∈ C∞c (D).
Furthermore, we extend the definition of L˜ on measures in the following way
〈L˜λ, ϕ〉 := 〈λ, Lϕ〉 :=
∫
Rd
Lϕ(x)λ(dx), (7)
for all signed measures λ such that the above integral is finite for all ϕ ∈ C∞c (R
d).
2.4 Green and Poisson kernel
Since we assume (H1) throughout the article we have
∫
Rd
e−tΨ(ξ)|ξ|ndξ < ∞,
for t > 0 and n ∈ N, see [14, Eq. (3.5)], so X has transition densities p(t, x, y) =
p(t, y − x) given by
p(t, x) =
1
(2pi)d
∫
Rd
cos(x · ξ)e−tΨ(ξ) dξ, t > 0, x ∈ Rd.
We assume that the process X is transient, i.e. Px(limt→∞ |Xt| = ∞) = 1,
x ∈ Rd. When d ≥ 3 this is always true, and for d = 2 we have transience if
and only if the Chung-Fuchs condition is satisfied, i.e. if and only if∫
B(0,1)
dξ
Ψ(ξ)
<∞ ⇐⇒
∫ 1
0
1
φ(λ)
dλ <∞.
We define the potential kernel of X , i.e. the Green function of X , by
G(x) :=
∫ ∞
0
p(t, x)dt, x ∈ Rd,
which is finite for x 6= 0 under the assumption of transience. The kernel G is
the density of the mean occupation time for X , i.e. for f ≥ 0 we have∫
Rd
G(x− y)f(y)dy = Ex
[∫ ∞
0
f(Xt)dt
]
, x ∈ Rd.
Further, G is rotationally symmetric and radially decreasing so we will slightly
abuse notation by denoting G(x, y) = G(x − y) = g(|x − y|). Also, from [11,
Lemma 3.2(b)] we get that for everyM > 0 there is a constant C = C(φ,M) > 0
such that
C−1
1
|x|dφ(|x|−2)
≤ G(x) ≤ C
1
|x|dφ(|x|−2)
, |x| ≤M. (8)
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For an open D ⊂ Rd set τD = inf{t > 0 : Xt /∈ D}. We define the killed
process XD by
XDt :=
{
Xt, t < τD
∂, t ≥ τD,
where ∂ is an adjoint point to Rd called the cemetery. The process XD has a
transition density which is for t > 0 and x, y ∈ D given by
pD(t, x, y) = p(t, x, y)− Ex[p(t− τD, XτD , y)1{τD<t}].
The Green function of XD is defined by GD(x, y) :=
∫∞
0 p
D(t, x, y)dt, x, y ∈ D,
which is the density of the mean occupation time for XD, i.e. for f ≥ 0 we have∫
D
GD(x, y)f(y)dy = Ex
[∫ τD
0
f(Xt)dt
]
, x ∈ D. (9)
Note that G = GRd .
For x ∈ Rd the Px distribution of XτD is denoted by ω
x
D, i.e.
P
x(XτD ∈ A) = ω
x
D(A), A ∈ B(R
d).
The measure ωxD is concentrated on D
c and since we are in the transient case
we have the following formula for x, y ∈ D
GD(x, y) = G(x, y) − Ex[G(XτD , y)] = G(x, y) −
∫
Dc
G(w, y)ωxD(dw). (10)
We extend GD outside D ×D by the relation (10). It is well known that GD
is symmetric and non-negative. On (D ×D) \ {(x, x) : x ∈ D} the kernel GD
is jointly continuous which can be easily seen via well-known representation of
the densities p(t, x) in [16, Eq. (2.8)]. Using the strong Markov property and
(10) one can easily show that for all open U ⊂ D and x, y ∈ Rd
GD(x, y) = GU (x, y) +
∫
Uc
GD(w, y)ω
x
U (dw). (11)
Equation (10) also yields that GD(x, y) = 0 if x ∈ D
c
or y ∈ D
c
. Furthermore,
if y ∈ ∂D then GD(x, y) = 0 for all x ∈ D if and only if y is a regular point for
D. A point x ∈ ∂D is regular for D if Px(τD = 0) = 1, i.e. if ωxD = δx. A point
at ∂D which is not regular is called irregular and it is well-known that the set
of irregular points is polar. This property will be used many times throughout
the article.
Equation (11) yields that for every x, y ∈ Rd and U ⊂ D we have GU (x, y) ≤
GD(x, y). In fact, if D1 ⊂ D2 ⊂ · · · ⊂ D and ∪nDn = D, then GDn(x, y) ↑
GD(x, y), for every x, y ∈ Rd. This follows from (10), continuity of G and
quasi-left-continuity of X .
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For an open D ⊂ Rd, we define PD, the Poisson kernel of D with respect to
X , by
PD(x, y) :=
∫
D
GD(x,w)j(|w − y|)dw, (x, y) ∈ R
d ×Dc.
If x ∈ D the measure ωxD is absolutely continuous with respect to the Lebesgue
measure in the interior of Dc. Its Radon-Nikodym derivative is PD(x, ·), see
[12, Eq. (1.1)]. Further, if the boundary of D possesses enough regularity, e.g.
if D is a Lipschitz set, then
ωxD(dy) = PD(x, y)dy, on the whole D
c, (12)
see [9, Eq. (5.5)].
By integrating (11) with respect to j(|y − z|)dy on Rd, with z ∈ Dc, and
using Fubini’s theorem we get
PD(x, z) = PU (x, z) +
∫
D\U
PD(w, z)ω
x
U (dw), (x, z) ∈ U ×D
c, (13)
where we used that the sets of irregular points at ∂D and ∂U are polar.
Definition 2.3 Let D ⊂ Rd be an open set and f : D → [−∞,∞]. The Green
potential of f is defined by
GDf(x) :=
∫
D
GD(x, y)f(y)dy, (14)
for all x ∈ Rd such that the integral above converges absolutely.
Remark 2.4 Let f ≥ 0. If the integral
∫
D
GD(x0, y)f(y) converges at one
point x0 ∈ D then the same is true for almost every other point in Rd, i.e.
GDf < ∞ a.e. Moreover GDf ∈ L1loc, GDf ∈ L
1 and f ∈ L1loc(D). Indeed, let
0 < r < δD(x0), and denote just for this remark B = B(x0, r). We have
∞ > GDf(x0) ≥ Ex0
 τD∫
τB
f(Xt)dt
 = Ex0
EXτB
 τD∫
0
f(Xt)dt

= Ex0 [GDf(XτB)] =
∫
Bc
GDf(y)PB(x0, y)dy.
(15)
From [9, Proposition 4.7] we have that PB(x0,s)(x0, y) ≥ c1(d, s)j(|x0 − y|), y ∈
B
c
. Furthermore, let r0 ∈ (1,∞) such that j(|y|) ≤ 1, for |y| ≥ r0. Inequality (3)
implies that there is a constant c2 = c2(x0) > 0 such that j(|y|) ≤ c2j(|x0− y|),
for all |y| ≥ r0. Let m := inf{j(|x0 − y|) : y ∈ Bc, |y| ≤ r0} > 0. Hence for
y ∈ B
c
we have
1 ∧ j(|y|) ≤ max{c2, 1/m}j(|x0 − y|) =: c3j(|x0 − y|).
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Therefore, there is c4 > 0 such that PB(x0, y) ≥ c4(1 ∧ j(|y|)) > 0, y ∈ B
c
.
Using this fact with (15) we get GD|f | ∈ L1loc∩L
1. Finally, since GRd is radially
decreasing, from (10) we have that y 7→ GD(x, y) is bounded away from {x}.
Hence f ∈ L1loc(D).
Proposition 2.5 If f : D → [−∞,∞] satisfies GD|f |(x) <∞ for some x ∈ D
then L˜(GDf) = −f in D.
Proof. Remark 2.4 yields that GDf is well defined almost everywhere and f ∈
L1loc(D). Without loss of generality we can assume that f ≥ 0. In [7, Lemma
3.5] the claim was proved for bounded D and for f ∈ L1(D).
Suppose now that D is bounded and f ∈ L1loc(D). There is an increasing
sequence of precompact sets (Kn)n in D such that ∪nKn = D. Define fn :=
f1Kn ∈ L
1. Obviously, GDfn ↑ GDf pointwise and also in L1 due to the
previous remark and the dominated convergence theorem. Hence, for all ϕ ∈
C∞c (D) we get
〈L˜GDf, ϕ〉 = 〈GDf, Lϕ〉 = lim
n→∞
〈GDfn, Lϕ〉
= lim
n→∞
−〈fn, ϕ〉 = −〈f, ϕ〉.
Now take D unbounded and f ∈ L1loc(D). There is an increasing sequence of
open precompact sets (Dn)n in D such that ∪nDn = D. Obviously, GDnf ↑
GDf pointwise and in L1. Take any ϕ ∈ C∞c (D). There is n0 ∈ N such that for
all n ≥ n0 we have ϕ ∈ C
∞
c (Dn). Hence,
〈L˜GDf, ϕ〉 = 〈GDf, Lϕ〉 = lim
n→∞
〈GDnf, Lϕ〉
= lim
n→∞
−〈f1Dn , ϕ〉 = −〈f, ϕ〉.
3 Poisson kernel and L-harmonic functions
Proposition 3.1 Let D be an open set. Then PD : D×D
c
→ (0,∞) is jointly
continuous.
Proof. We imitate the proof of the similar claim for the isotropic α-stable
process, see [18, Theorem 5.7]. Let (xn)n ⊂ D and (zn)n ⊂ D
c
such that
xn → x ∈ D, and zn → z ∈ D
c
. Let 0 < ε, δ < 1 such that δD(x) > 2δ
and δDc(z) > 2ε. Then for all large enough n ∈ N we have δD(xn) > δ and
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δDc(zn) > ε. We have
|PD(xn, zn)− PD(x, z)| =
∣∣∣∣∣∣
∫
D
GD(xn, y)j(|y − zn|)dy −
∫
D
GD(x, y)j(|y − z|)dy
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∫
D∩B(x,2δ)c
GD(xn, y)j(|y − zn|)dy −
∫
D∩B(x,2δ)c
GD(x, y)j(|y − z|)dy
∣∣∣∣∣∣∣
+
∫
B(x,2δ)
GD(xn, y)j(|y − zn|)dy +
∫
B(x,2δ)
GD(x, y)j(|y − z|)dy.
For the first term by the dominated convergence theorem we have
lim
n→∞
∫
D∩B(x,2δ)c
GD(xn, y)j(|y − zn|)dy =
∫
D∩B(x,2δ)c
GD(x, y)j(|y − z|)dy.
Indeed, GRd is radially decreasing so from (10) we get that there is c1 > 0 such
that GD(w, y) ≤ c1 for all w ∈ B(x, δ) and y ∈ B(x, 2δ)c. Also, using (3) we can
enlarge c1 such that j(|y−q|) ≤ c1j(|y−z|) for q ∈ B(z, ε) and y ∈ D∩B(x, 2δ)c.
Hence, the dominating function is of the form y 7→ C j(|y − z|).
For the other two integrals we use the estimate (8), i.e. we have
GD(x, y) ≤ GRd(x, y) ≤ c2
1
|x− y|dφ(|x − y|−2)
, |x− y| < 3,
where c2 = c2(φ) > 0. Now for all w ∈ B(x, δ), and q ∈ B(z, ε) we have∫
B(x,2δ)
GD(w, y)j(|y − q|)dy ≤ j(ε)
∫
B(x,2δ)
GD(w, y)dy
≤ j(ε)
 ∫
B(x,2δ)∩B(w,δ)
GD(w, y)dy +
∫
B(x,2δ)∩B(w,δ)c
GD(w, y)dy

≤ j(ε)c2
 δ∫
0
dr
rφ(r−2)
+
∫ 3δ
δ
dr
rφ(r−2)
 ≤ j(ε)c2
 3δ∫
0
dr
rφ(r−2)
 δ→0−→ 0,
where we use (LSC) for convergence of the integral part.
Definition 3.2 Let D ⊂ Rd be an open set and let λ be a σ-finite signed measure
on Dc such that for all x ∈ D∫
Dc
PD(x, y)|λ|(dy) <∞. (16)
The Poisson integral of λ is defined by
PDλ(x) :=
∫
Dc
PD(x, y)λ(dy), x ∈ D.
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It will be of considerable interest to extend PDλ to the whole R
d by a measure
in the following sense. We define the measure P ∗Dλ by
P ∗Dλ(dy) = PDλ(y)1D(y)dy + 1Dc(y)λ(dy), (17)
i.e. P ∗Dλ is on D a measure with the density function PDλ and on D
c it is the
measure λ. This extension was introduced in [5, Eq. (25)] for the case of the
isotropic α-stable process.
Remark 3.3 Suppose that PD|λ|(x) < ∞ for all x ∈ D. Then λ is finite on
compact subsets of D
c
. Indeed, let K be a compact subset of D
c
and let s > 0
such that B(x, s) ⊂ D. Note that for y ∈ D
c
we have PD(x, y) ≥ PB(x,s)(x, y) ≥
c(d, s)j(|x−y|) > 0, where c(d, s) > 0, see e.g. [9, Proposition 4.7]. Thus, since j
is continuous and strictly positive we have that y 7→ PD(x, y) is strictly positive
on K. Hence,
∞ >
∫
Dc
PD(x, y)|λ|(dy) ≥ c(d, s,K)|λ|(K).
Furthermore, in Remark 4.2 we will see that λ can have some mass on ∂D but
only on a specific part of the boundary at so-called inaccessible points.
Lemma 3.4 (a) Let R ∈ (0, 1). There is a constant C = C(φ) > 0 such
that if λ is a σ-finite measure supported on BcR, and D ⊂ BR then for all
x ∈ D ∩BR/2 it holds
C−1 ExτD
∫
Bc
R/2
j(|y|)P ∗Dλ(dy) ≤ PDλ(x) ≤ C ExτD
∫
Bc
R/2
j(|y|)P ∗Dλ(dy).
(18)
(b) Suppose (H2) and let R ≥ 1. There is a constant C = C(φ) > 0 such
that if λ is a σ-finite measure supported on BR, and D ⊂ B
c
R then for all
x ∈ D ∩B
c
2R it holds
C−1PD(x, 0)
∫
B2R
P ∗Dλ(dy) ≤ PDλ(x) ≤ C PD(x, 0)
∫
B2R
P ∗Dλ(dy). (19)
Proof. For part (a) we will use [9, Lemma 5.4]. Notice that the inequality from
the statement of [9, Lemma 5.4] is valid for any (x, y) ∈ (U ∩ B(z0, r/2)) ×
B(z0, r)
c. This can be seen by inspecting the proof of the lemma since [9,
Eq. (5.1)] can be extended to (13). Hence, to finish the proof we just need to
integrate the mentioned inequality with respect to the measure λ(dy), where
z0 = 0, U = D and r = R.
For part (b) we will use [10, Lemma 3.4]. Similarly as above, the inequality
from the statement of [10, Lemma 3.4] is valid for any (x, z) ∈ (U ∩B(0, ar)
c
)×
B(0, r) which can be checked by inspecting the proof. Again, the only difference
is in the fact that [10, Eq. (3.10)] can be extended to (13). To finish the proof
we need to integrate the mentioned inequality with respect to the measure λ(dz)
where a = 2, U = D and r = R.
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Lemma 3.4 yields the following version of a uniform boundary Harnack prin-
ciple.
Theorem 3.5 (a) There is a constant C = C(φ) > 1 such that for every R ∈
(0, 1), for all open D ⊂ Rd, x1, x2 ∈ D ∩ BR/2, y1, y2 ∈ D
c ∩ BcR, and for
all σ-finite measures ρ, λ on BcR we have
PD(x1, y1)PD(x2, y2) ≤ C PD(x1, y2)PD(x2, y1) (20)
and
PDρ(x1)PDλ(x2) ≤ C PDρ(x2)PDλ(x1). (21)
(b) Suppose (H2). There is a constant C = C(φ) > 1 such that for every
R ≥ 1, for all open D ⊂ Rd, x1, x2 ∈ D ∩ B
c
2R, y1, y2 ∈ D
c ∩ BR, and for
all σ-finite measures ρ, λ on BR we have
PD(x1, y1)PD(x2, y2) ≤ C PD(x1, y2)PD(x2, y1) (22)
and
PDρ(x1)PDλ(x2) ≤ C PDρ(x2)PDλ(x1). (23)
The first part of this theorem is an extension of [9, Theorem 1.1(ii)] with D
c
being replaced by Dc, i.e. the difference is that points y1 and y2 in (20) can be
at ∂D. This subtle difference comes as a consequence of Lemma 3.4 and will
play a very important role in proving the results on the relative oscillation of
Poisson integrals, e.g. Lemma 5.5.
Proof of Theorem 3.5. We give the proof of the first claim. The second claim
follows similarly.
Let DR = D ∩ BR. It is easy to see from (13) that for xi ∈ D ∩ BR/2 and
yj ∈ Dc ∩ BcR we have that PD(xi, yj) = PDRλj(xi) for measure λj supported
on BcR. Now (20) follows from Lemma 3.4. By integrating (20) with respect to
the measures ρ(dy1) and λ(dy2) we get (21).
Remark 3.6 By fixing ρ = δy2 , where y2 ∈ D
c
, it follows from (21) that if for
a σ-finite signed measure λ we have PD|λ|(x) < ∞ for some x ∈ D then we
have PD|λ|(x) < ∞ for all x ∈ D. This means that in (16) we could demand
finiteness at just one point x ∈ D.
Before we define L-harmonic functions we recall that a function u : Rd → R
is said to be harmonic with respect to the process X in an open set D ⊂ Rd if
for every open U ⊂⊂ D,
u(x) = Ex[u(XτU )], x ∈ U. (24)
We say that u is regular harmonic in D if (24) holds with U = D. If u is
harmonic in D and u = 0 in D
c
, then u is said to be singular harmonic. From
(11) we can see that for y ∈ D the function x 7→ GD(x, y) is harmonic in D\{y}
and regular harmonic in D \B(y, ε) for every ε > 0.
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Definition 3.7 Let D ⊂ Rd be an open set. We say that f : D → R is L-
harmonic in D with outer charge λ if λ is a σ-finite (signed) measure on Dc
and if for every U ⊂⊂ D and x ∈ U we have
f(x) =
∫
Dc
PU (x, y)λ(dy) +
∫
D\U
f(y)ωxU (dy), (25)
where the integrals converge absolutely.
The previous definition was firstly used in [5] for the isotropic α-stable pro-
cess with an additional assumption of continuity of the function f . We will prove
in Proposition 3.9 that this additional assumption can be dropped. Furthermore,
note that a function u : Rd → R which is harmonic in D is L-harmonic in D
with outer charge λ(dy) = u(y)dy. Indeed, take U ⊂⊂ D and x ∈ U . Equation
(24) implies
u(x) = Ex[u(XτU )] =
∫
Uc
u(y)ωxU (dy)
=
∫
Dc
PU (x, y)u(y)dy +
∫
D\U
u(y)ωxU (dy),
(26)
where we used that PU (x, ·) is the density of ωxU in the interior of U
c. Hence,
every harmonic function is L-harmonic. In Remark 3.12 we will prove that
there exists an L-harmonic function with outer charge which is not harmonic.
However, it is obvious that if u is L-harmonic in D with outer charge λ such
that λ is absolutely continuous with respect to the Lebesgue measure on Dc
then u is harmonic in D. In particular, if u has zero outer charge, i.e. λ ≡ 0,
then u is a singular harmonic function.
If f is L-harmonic in D with outer charge λ we sometimes abbreviate nota-
tion by saying (f, λ) is L-harmonic in D. Property (25) is often referred to as
the mean-value property because of the connection with (26). Similarly as in
(17), integrating with respect to (u, λ) means that we integrate with respect to
the measure u(y)1D(y)dy + 1Dc(y)λ(dy). We continue with a few properties of
L-harmonic functions.
Lemma 3.8 If (f, λ) is L-harmonic in D, then∫
Dc
(1 ∧ j(|y|))|λ|(dy) +
∫
D
|f(y)|(1 ∧ j(|y|))dy <∞, (27)
In particular, f ∈ L1loc(D) and if D is bounded we have f ∈ L
1(D).
Proof. Let B(x, s) ⊂⊂ D and s < 1. From (25) with U = B(x, s) we have
∞ >
∫
Dc
PB(x,s)(x, y)|λ|(dy) +
∫
D\B(x,s)
|f(y)|PB(x,s)(x, y)(dy).
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With the same calculations as in Remark 2.4 we get that there is c > 0 such
that PB(x,s)(x, y) ≥ c (1 ∧ j(|y|)), y ∈ B(x, s)
c. Hence
∞ >
∫
Dc
(1 ∧ j(|y|))λ(dy) +
∫
D\B(x,s)
f(y)(1 ∧ j(|y|))(dy).
Since j is continuous and j > 0 we see that f ∈ L1loc(D) and we get (27).
Obviously, if D is bounded, we have f ∈ L1(D).
Proposition 3.9 If (f, λ) is L-harmonic in D, then f ∈ C(D).
Proof. Let x ∈ D and (xn)n ⊂ D such that xn → x. Let 0 < ε < 1 be such
that δD(x) > ε. Without loss of generality suppose that for all n ∈ N we have
xn ∈ B(x, ε/2). Using (25) with U = B(x, ε) and applying (12) we have
f(x) =
∫
Dc
PB(x,ε)(x, y)λ(dy) +
∫
D\B(x,ε)
f(y)PB(x,ε)(x, y)dy,
f(xn) =
∫
Dc
PB(x,ε)(xn, y)λ(dy) +
∫
D\B(x,ε)
f(y)PB(x,ε)(xn, y)dy.
Note that Proposition 3.1 yields PB(x,ε)(xn, y) → PB(x,ε)(x, y). Also, inequal-
ity (20) for D = B(x, ε) implies that there is a constant c > 0 such that
PB(x,ε)(xn, y) ≤ c PB(x,ε)(x, y), for all n ∈ N and all y ∈ B(x, s)
c. Now by the
dominated convergence theorem we have f(xn)→ f(x).
Remark 3.10 Proposition 3.9 can be strengthened in the case of harmonic
functions, i.e. if u : Rd → R is harmonic inD then u ∈ C∞(D) by [2, Proposition
7.2] and [8, Theorem 1.7].
Corollary 3.11 If λ is a σ-finite signed measure on Dc satisfying (16), then
for every x ∈ U ⊂ D
PDλ(x) =
∫
Dc
PU (x, y)λ(dy) +
∫
D\U
PDλ(y)ω
x
U (dy). (28)
In particular, PDλ is L-harmonic in D with outer charge λ and PDλ ∈ C(D)∩
L1loc(D). Also, if D is bounded PDλ ∈ L
1(D).
Proof. Take U ⊂ D and x ∈ U . By integrating (13) with respect to λ(dz) we
get (28). In particular, PDλ is L-harmonic in D with outer charge λ. Hence
by Proposition 3.9 and Lemma 3.8 we have PDλ ∈ C(D) ∩ L1loc(D) and if D is
bounded then PDλ ∈ L1(D).
Remark 3.12 Note that (28) holds for every U ⊂ D which is a lot stronger
than needed in (25). This property will be heavily used in proving results on
the relative oscillation of Poisson integrals.
Moreover, from the previous Corollary we get that for y ∈ D
c
the function
x 7→ PD(x, y) = PDδy(x) is L-harmonic in D with outer charge δy. Notice that
there is no function f : Dc → R such that (PDδy, f(z)dz) is L-harmonic in D.
Hence, not every L-harmonic function is harmonic.
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We finish this section by proving two theorems about the connection between
harmonic functions and the operator L. First we prove an auxiliary result.
Lemma 3.13 Let λ be a σ-finite measure on Dc such that (16) is satisfied.
Then L˜(P ∗Dλ) = 0 in D.
Proof. First recall that for ϕ ∈ C∞c (D)
Lϕ(x) = P.V.
∫
Rd
(ϕ(y)− ϕ(x))j(|x − y|)dy,
and
〈L˜(P ∗Dλ), ϕ〉 = 〈P
∗
Dλ, Lϕ〉 =
∫
D
PDλ(x)Lϕ(x)dx +
∫
Dc
Lϕ(x)λ(dx)
=: I1 + I2.
Note that PDλ(x) = GDf(x), x ∈ D, where f(z) =
∫
Dc
j(|z− y|)λ(dy). For the
integral I1 by Proposition 2.5 we have∫
D
PDλ(x)Lϕ(x)dx = −
∫
D
(∫
Dc
j(|x− y|)λ(dy)
)
ϕ(x)dx.
For the integral I2 recall that suppϕ ⊂ D and ϕ = 0 on D
c. Hence∫
Dc
Lϕ(x)λ(dx) =
∫
Dc
(∫
D
ϕ(y)j(|x − y|)dy
)
λ(dx)
=
∫
D
ϕ(y)
(∫
Dc
j(|x− y|)λ(dx)
)
dy,
where we can change the order of integration by Fubini’s theorem since f ∈
L1loc(D). Thus, 〈L˜(P
∗
Dλ), ϕ〉 = 0 for all ϕ ∈ C
∞
c (D).
Theorem 3.14 Let D be an open set and u L-harmonic in D with outer charge
λ. Then L˜(u, λ) = 0 in D.
Proof. Let ϕ ∈ C∞c (D). There is U ⊂⊂ D with a Lipschitz boundary such
that suppϕ ⊂ U , i.e. ϕ ∈ C∞c (U). From (25) for u we have u = PU λ˜ in U ,
where λ˜(dy) = u(y)1D\U (y)dy+1Dc(y)λ(dy). This means that u is the Poisson
integral on U so by Lemma 3.13 we have∫
D
Lϕ(x)u(x)dx +
∫
Dc
Lϕ(x)λ(dx) =
∫
U
Lϕ(x)PU λ˜(x)dx +
∫
Uc
Lϕ(x)λ˜(dx) = 0.
Since ϕ was arbitrary we have the claim.
Remark 3.15 The proof of the previous theorem is valid in a much greater
generality. Indeed, the only non-trivial part of the proof was the property
L˜(GDf) = −f in D, i.e. Proposition 2.5. Note that the proposition is true for
the isotropic unimodal Le´vy process with condition (3) on the jumping kernel,
cf. [7, Lemma 3.5].
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We can extract a weakened converse claim of Theorem 3.14 using [7, Lemma
3.3]:
Theorem 3.16 Let D be an open set and u ∈ L1. If L˜u = 0 in D then u has
a modification that is L-harmonic in D.
Proof. If L˜u = 0 in D, then it is proved in [7, Lemma 3.3] that for every
Lipschitz U ⊂⊂ D we have u(·) = PUu(·) =
∫
Uc
u(y)PU (·, y)dy a.e.
Define a function u˜ : Rd → R as u˜ = u on Dc and for x ∈ D choose some
Lipschitz U ⊂⊂ D such that x ∈ U and define u˜(x) = PUu(x). Let us show
that u˜ is well defined. Suppose that we have Lipschitz U1 ⊂⊂ D and U2 ⊂⊂ D
such that x ∈ U1 ∩ U2 and PU1u(x) > PU2u(x). Since by Corollary 3.11 PUju
is continuous in Uj there is ε > 0 such that for every y ∈ B(x, ε) ⊂ U1 ∩ U2
we have PU1u(y) > PU2u(y) + ε. But u = PU1u = PU2u a.e. so we have a
contradiction. Hence, u˜ is well defined and it is obvious from the construction
of u˜ and the beginning of the proof that u = u˜ a.e.
Now we prove that u˜ is harmonic in D. Note that since u = u˜ a.e. we have
for all Lipschitz sets V ⊂⊂ D and all x ∈ V
u˜(x) = Ex[u(XτV )] =
∫
V c
u(y)PV (x, y)dy =
∫
V c
u˜(y)PV (x, y)dy = Ex[u˜(XτV )].
Let x ∈ U ⊂⊂ D and take a Lipschitz set V such that U ⊂⊂ V ⊂⊂ D. We
have by the strong Markov property in the first line and the previous equality
in the third
u˜(x) = Ex[u˜(XτV )] = Ex
[
EXτU
[u˜(XτV )]
]
= Ex
[
EXτU
[u˜(XτV )]1{XτU ∈V }
]
+ Ex
[
EXτU
[u˜(XτV )]1{XτU ∈V c}
]
= Ex
[
u˜(XτU )1{XτU∈V }
]
+ Ex
[
u˜(XτU )1{XτU ∈V c}
]
= Ex[u˜(XτU )].
4 Accessible points and Martin kernel
In this section we would like to give a summary of results concerning the Martin
boundary. All of the results are already known but some are not plainly stated.
Our goal is to state and prove results that are important for our article for the
reader’s convenience.
In the case where only (H1) is assumed many results concerning Martin
kernel can be proved only for bounded sets so the additional assumptions (H2)
and (E) must be assumed to get results for unbounded sets.
For D ⊂ Rd let us denote
D∗ :=
{
D, D bounded,
D ∪ {∞}, D unbounded,
, ∂∗D :=
{
∂D, D bounded,
∂D ∪ {∞}, D unbounded,
where∞ is an additional point for Alexandroff compactification and it is called
the point at infinity.
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Definition 4.1 A point y ∈ ∂D is called accessible from D if
PD(x0, y) =
∫
D
GD(x0, z)j(|z − y|)dz =∞, for some x0 ∈ D.
The point at infinity is accessible from D if
Ex0τD =
∫
D
GD(x0, y)dy =∞, for some x0 ∈ D.
If y ∈ ∂∗D is not accessible it is called inaccessible. The set of all accessible
points is denoted by ∂MD.
Remark 4.2 In [13, Proposition 4.1 & Remark 4.2] the following claims were
proved.
(a) Let y ∈ ∂D. If PD(x0, y) <∞ for some x0 ∈ D, then PD(x, y) <∞ for all
x ∈ D.
(b) Assume (H2). If Ex0τD < ∞ for some x0 ∈ D, then ExτD < ∞ for all
x ∈ D.
Note that we could get the claim (a) directly from Theorem 3.5 (a). Also, from
the definition of accessible points it is clear that if λ is a signed measure on Dc
such that PD|λ| <∞ then λ is concentrated on Rd \ (D∪∂MD), i.e. λ can have
a mass on the set of inaccessible points.
For an open D ⊂ Rd we fix an arbitrary point x0 ∈ D and define the Martin
kernel on D by
MD(x, y) :=
GD(x, y)
GD(x0, y)
, x, y ∈ D, y 6= x0,
MD(x, z0) := lim
D∋v→z0
GD(x, v)
GD(x0, v)
, x ∈ D, z0 ∈ ∂
∗D.
(29)
In [12] and [13] many important and useful results about the Martin kernel
of more general processes then the subordinate Brownian motion were proved.
E.g. it was proved that MD(x, z0) exists, is finite and strictly positive for every
z0 ∈ ∂∗D (if z0 is the point at infinity we assume (H2) and (E)). We summarize
some of those results in the following theorem.
Theorem 4.3 Let z0 ∈ ∂
∗D.
(a) Let z0 ∈ ∂MD (for z0 =∞ assume (H2)). The function x 7→MD(x, z0) is
L-harmonic in D with zero outer charge and for every open U ⊂⊂ D
MD(x, z0) =
∫
D\U
MD(y, z0)ω
x
U (dy), x ∈ U.
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(b) Let z0 /∈ ∂MD (for z0 = ∞ assume (H2) and (E)). The function x 7→
MD(x, z0) is not L-harmonic in D with zero outer charge and for every
open U ⊂⊂ D
MD(x, z0) >
∫
D\U
MD(y, z0)ω
x
U (dy), x ∈ U.
Proof. First notice that by adding the assumptions (H2) and (E) where needed
all assumptions of claims from [12] and [13] are satisfied, see [12, Section 4.1]
and [13, Section 4.1]. Furthermore, recall Lemma 2.1 for the assumption E1 of
[12].
Suppose that z0 /∈ ∂MD. From [12, Theorem 3.1] we have that
MD(x, z0) =
{
PD(x,z0)
PD(x0,z0)
, if z0 ∈ ∂D,
ExτD
Ex0τD
, if z0 =∞.
Hence for finite z0 /∈ ∂MD, x 7→ MD(x, z0) is L-harmonic with outer charge
δz0/PD(x0, z0) but it is not L-harmonic with zero outer charge, see Corollary
3.11. Also, for every x ∈ U ⊂⊂ D we have by the mean-value property of
L-harmonic functions
MD(x, z0) =
∫
D\U
MD(y, z0)ω
x
U (dy) +
PU (x, z0)
PD(x0, z0)
>
∫
D\U
MD(y, z0)ω
x
U (dy), x ∈ U.
If z0 = ∞, then MD(x,∞) is not L-harmonic with zero outer charge because
for x ∈ U ⊂⊂ D we have∫
D\U
MD(y,∞)ω
x
U (dy) =
1
Ex0τD
Ex
[
EXτU
τD
]
=
1
Ex0τD
Ex
[∫ τD
τU
1dt
]
<
ExτD
Ex0τD
=MD(x,∞),
where the inequality comes from the fact that for x ∈ U there is ε > 0 such that
B(x, ε) ⊂ U and ExτU ≥ ExτB(x,ε) > 0 by [9, Lemma 4.3].
Suppose now that z0 ∈ ∂MD. Then we have that x 7→ MD(x, z0) is L-
harmonic with zero outer charge. For a finite point z0 this follows from [12,
Theorem 1.2(b)] (see the proof), or [13, Theorem 1.1], and for the point at
infinity we apply [12, Theorem 1.4(b)], or [13, Theorem 1.3]. In either case by
the mean-value property of L-harmonic functions we get for every U ⊂⊂ D and
all x ∈ U
MD(x, z0) =
∫
D\U
MD(y, z0)ω
x
U (dy).
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Remark 4.4 It will be very useful to note that in [13] two specific mean-value
formulae were proved. If z0 ∈ ∂MD \ {∞}, then for every r <
1
4 |z0 − x0| and
Ur := D \B(z0, r)
MD(x, z0) =
∫
Ucr
MD(y, z0)ω
x
Ur (dy), x ∈ Ur, (30)
see [13, (3.14)].
Also, if z0 =∞ ∈ ∂MD then for every R > 4|x0| and UR := D ∩B(0, R)
MD(x,∞) =
∫
UcR
MD(y,∞)ω
x
UR(dy), x ∈ UR, (31)
see [13, (3.4)]. Obviously, here we assumed (H2).
In fact, from (30) (i.e. (31)) it follows by using the strong Markov property
that (30) (i.e. (31)) is true for every U ⊂ D open such that z0 /∈ U (i.e. for
every U ⊂ D open and bounded such that UR ⊂ U for some admissible R).
Definition 4.5 Let D ⊂ Rd be an open set and µ a finite signed measure on
∂∗D concentrated on ∂MD. The Martin integral of µ is defined by
MDµ(x) :=
∫
∂MD
MD(x, y)µ(dy), x ∈ R
d.
Remark 4.6 Let µ be a finite measure concentrated on ∂MD. FromMD(x0, z) =
1, z ∈ ∂∗D, we see that MDµ(x0) = µ(∂MD). It will follow from Corollary 5.13
that MDµ is finite at some point (or all points) if and only if µ is finite. Also,
due to harmonicity of x 7→ MD(x, z0) for z0 ∈ ∂MD, it is easy to check that
MDµ is L-harmonic in D with outer charge zero. That is the reason why we
look at measures concentrated only on ∂MD.
5 Boundary operator WD and representation of
L-harmonic functions
Let u : D → [−∞,∞] and let U be an open Lipschitz precompact subset of D
such that x0 ∈ U , where x0 is the fixed point from the definition of the Martin
kernel. We define a measure ηUu by
ηUu(A) =
∫
A
GU (x0, z)
 ∫
D\U
j(|z − y|)u(y)dy
 dz, A ∈ B(Rd).
Definition 5.1 If ηU |u| are bounded as U ↑ D and ηUu weakly converge to a
measure µ as U ↑ D, then we denote WDu = µ, i.e. WDu := lim
U↑D
ηUu.
Lemma 5.2 WDu is concentrated on ∂
∗D.
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Proof. Let A ⊂⊂ D. Then there is UA, an open Lipschitz precompact subset
of D, such that x0 ∈ UA and A ⊂⊂ UA. Now we will show that GU (x0, y) ≍
GD(x0, y), for all y ∈ A and for all open Lipschitz precompact U ⊃ UA in D.
Let ε > 0 be such that B(x0, 2ε) ⊂ UA. For y ∈ B(x0, ε) we have
GB(x0,2ε)(x0, y) ≤ GU (x0, y) ≤ GRd(x0, y) ≤ C GB(x0,2ε)(x0, y) (32)
where C > 1 is independent of U . Indeed, by (8) and [8, Theorem 1.3] we have
for y ∈ B(x0, ε)
GRd(x0, y) ≤ c1(d, ε)
1
|x0 − y|dφ(|x0 − y|−2)
,
GB(x0,2ε)(x0, y) ≥
1
c2(d)
j(|x0 − y|)
(K(|x0 − y|) + L(|x0 − y|))2
,
(33)
respectively, where K(r) =
∫
B(0,r)
|z|2
r2 j(|z|)dz, and L(r) =
∫
B(0,r)c
j(|z|)dz.
Define h(r) = K(r) + L(r). By [3, Eq. (6) and Lemma 1] we have that h(r) ≍
φ( 1r2 ) so by using [9, Theorem 2.3] for all small enough q > 0 we have that
K(q) ≤ K(q) + L(q) = h(q) ≤ c3φ(
1
q2
) ≤ c4j(q)q
d.
Using this inequality with inequalities (33) we get (32).
For y ∈ B(x0, ε)c ∩ A notice that 0 < m ≤ GUA(x0, y) ≤ GU (x0, y) ≤
GD(x0, y) ≤M <∞ because Green functions are continuous and strictly posi-
tive on B(x0, r)
c ∩ A since A ⊂⊂ UA ⊂⊂ D. Thus, GU (x0, y) ≍ GD(x0, y), for
all y ∈ A and for all U ⊃ UA open, Lipschitz and precompact in D.
Hence, for all such U we have
ηU |u|(A) ≍
∫
A
GD(x0, y)
∫
D\U
j(|z − y|)|u(z)|dz︸ ︷︷ ︸
↓ 0 as U ↑ D
dy
U↑D
−→ 0
by the dominated convergence theorem.
Remark 5.3 (a) If we take a closer look at the proof of the previous lemma,
we can see that if (ηU |u|)U are bounded, then for every A ⊂⊂ D we have
lim
U↑D
ηU |u|(A) = 0,
i.e. we do not need the weak convergence condition for the claim.
(b) The measures (ηUu)U are dependent on x0 ∈ D but we can prove quite
simply that for any other x ∈ D, the measures
ηxUu(dy) := GU (x, y)
(∫
D\U
j(|z − y|)|u(z)|dz
)
dy
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are also bounded as U ↑ D if (ηUu)U are. Indeed, letM := lim sup
U↑D
ηU |u|(D).
Notice that by Fubini’s theorem
ηU |u|(D) =
∫
D
GU (x0, z)
(∫
D\U
j(|z − y|)|u(y)|dy
)
dz
=
∫
D\U
PU (x0, y)|u(y)|dy.
Find R ∈ (0, 1) such that δD(x0) > 2R and let (Un)n be some increasing
sequence of Lipschitz, open and precompact subsets of D such that x0 ∈ U1
and δU1(x0) > R. Also, fix some y˜ ∈ D
c
. Theorem 3.5 yields that there is
C > 0 such that for all n ∈ N, all x ∈ B(x0, R/2), and all y ∈ U cn
PUn(x, y) ≤ C
PUn(x, y˜)
PUn(x0, y˜)
PUn(x0, y).
Notice that
PUn(x, y˜)
PUn(x0, y˜)
≤
PD(x, y˜)
PU1(x0, y˜)
≤
maxz∈B(x0,R/2) PD(z, y˜)
PB(x0,R/2)(x0, y˜)
≤ c1 <∞
where c1 depends on x0, R and y˜. Finiteness is due to continuity of the
Poisson kernel. Thus, there is c2 > 0 such that for all n ∈ N, all x ∈
B(x0, R/2) and all y ∈ U cn we have PUn(x, y) ≤ c2PUn(x0, y). Hence
ηxUn |u|(D) =
∫
D\Un
PUn(x, y)|u(y)|dy
≤ c2
∫
D\Un
PUn(x0, y)|u(y)|dy ≤ c2 ·M,
i.e. (ηxU |u|)U are bounded as U ↑ D, for all x ∈ D.
The operator WD was used in [4] as a boundary condition in the Dirichlet
problem for the fractional Laplacian and it was used as a tool to get a repre-
sentation of non-negative α-harmonic functions in [5]. We would like to show
that some important properties of the operator WD are also true in the case of
subordinate Brownian motions. For example, we will show that WD[MDµ] = µ
and WD[GDf ] = WD[PDλ] = 0.
Proposition 5.4 Let f and λ be such that GD|f |(x) +PD|λ|(x) <∞ for some
x ∈ D. Then
WD[GDf ] =WD[PDλ] = 0.
Proof. The proof is the same as in the isotropic α-stable case, see [4, Lemma
1.17].
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We now have a series of lemmas that will lead to the mentioned property
WD[MDµ] = µ. They are an adaptation of the technique used in [5]. However,
when X is the isotropic α-stable process then with the help of the Kelvin trans-
form it is enough to prove some results only for bounded sets near the origin.
In the general case, we need to prove results both for sets near the origin and
for unbounded sets. Thus we have twofold statements in the next few results.
Let us recall the definition of a relative oscillation of a positive function f
on a nonempty set D by
RODf :=
supx∈D f(x)
infx∈D f(x)
.
If D = ∅ we put RODf = 1.
The first lemma is the one that generalizes [5, Lemma 8].
Lemma 5.5 (a) For every η > 0 there exists δ = δ(η) > 0 such that for
all R ∈ (0, 1), all open D ⊂ BR and all σ-finite measures λ1, λ2 on BcR
satisfying (16) we have
ROD∩BδR
PDλ1
PDλ2
≤ 1 + η. (34)
(b) Suppose (H2) and (E). For every η > 0 there exists δ = δ(η) > 0 such that
for all R ≥ 1, all open D ⊂ B
c
R and all σ-finite measures λ1, λ2 on BR
satisfying (16) we have
ROD∩BcR/δ
PDλ1
PDλ2
≤ 1 + η. (35)
Before we bring the proof let us emphasize the results of the previous lemma.
In both parts of the lemma δ is chosen independently of the set D, parameter
R, and measures λ1 and λ2. In similar results on the relative oscillation of
harmonic functions, e.g. [13, Proposition 2.5, Proposition 2.11], δ is dependent
on the set D, see also the proofs of [12, Theorem 2.4, Theorem 2.8]. This subtle
but big difference will be used as a crucial and indispensable step in proving
WD[MDµ] = µ, see (46).
Moreover, the previous lemma yields that the Martin kernel MD(x, z) is
well defined and strictly positive for x ∈ D and z ∈ ∂∗D. To this end, recall
MD(x, z) = limy→z
GD(x,y)
GD(x0,y)
, where if z = ∞ we look at the limit as |y| → ∞.
Since the process X is translation invariant, we can assume that for the finite
point z it holds z = 0. Further, notice that from (11) we have for ρ > 0
GD(x˜, y) = PD∩Bρ [GD(x˜, v)dv](y), x˜ ∈ D \Bρ, y ∈ D ∩Bρ,
and
GD(x˜, y) = PD∩Bcρ
[GD(x˜, v)dv](y), x˜ ∈ D ∩Bρ, y ∈ B \Bρ.
Now the claim follows from (34) and (35). However, for this result the uniformity
of δ was not important.
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Proof of Lemma 5.5. We prove only part (b). The proof of part (a) is almost
identical to the proof of the [5, Lemma 8]. The only difference is that instead
of the unit ball B we look at the ball BR and instead of [5, Eq. (48)] we use
Lemma 2.1. The proof of part (b) follows the same idea and we present the
proof to emphasize the differences. To establish a connection between our proof
and the proof of [5, Lemma 8] we will keep a similar notation.
Denote
Ds = D ∩B
c
s,
DRs = (D \Ds) ∪BR,
Dp,q = Dq \Dp.
For 2 ≤ q < p <∞ and a measure µ let
Λ0,qR(λ) =
∫
BqR
λ(dy),
Λ0,pR,qR(λ) =
∫
DpR,qR
λ(dy).
Fix R ≥ 1. We will see at the end of the proof that δ will not depend on R
so this is not a loss of generality. Let c denote C(φ) > 1 of Lemma 3.4(b) and
notice that Theorem 3.5(b) holds with the constant C = c4. Thus, (35) holds
for δ = 12 with 1 + η replaced by c
4. We denote
fi = PDλi, f
pR,qR
i = PDpR [1DpR,qRP
∗
Dλi], f˜
pR,qR
i = PDpR [1DRqRP
∗
Dλi],
f∗i = P
∗
Dλi, f
pR,qR∗
i = P
∗
DpR [1DpR,qRP
∗
Dλi], f˜
pR,qR∗
i = P
∗
DpR [1DRqRP
∗
Dλi].
Recall that PDλ satisfies the mean-value formula for every U ⊂ D by Corollary
3.11. Hence, using (12) we have fi = f
pR,qR
i + f˜
pR,qR
i and f
∗
i = f
pR,qR∗
i +
f˜pR,qR∗i , for i = 1, 2. For δ ∈ (0,
1
2 ] we denote mR/δ = infDR/δ (f1/f2) and
MR/δ = supDR/δ(f1/f2). As we have already noted we have MR/δ ≤ c
4mR/δ.
Let ε > 0 such that 1 + ε < c and let q ≥ 2. Assumption (E) yields that
there is p = p(q, ε) > 2q such that for z ∈ DpR/2 and y ∈ BqR we have
1
1 + ε
j(|z|) ≤ j(|z − y|) ≤ (1 + ε)j(|z|). (36)
Thus, for x ∈ DpR/2 we have
f˜
pR/2,qR
i (x) =
∫
DRqR
∫
DpR/2
GDpR/2(x, z)j(|z − y|)dzf
∗
i (dy)
≤ (1 + ε)Λ0,qR(f
∗
i )PDpR/2(x, 0),
and similarly
f˜
pR/2,qR
i (x) ≥ (1 + ε)
−1Λ0,qR(f
∗
i )PDpR/2(x, 0).
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Let us examine consequences of the following assumption:
Λ0,pR,qR(f
∗
i ) ≤ εΛ0,qR(f
∗
i ), i = 1, 2. (37)
If (37) is true then using Lemma 3.4(b) we have for x ∈ DpR
f
pR/2,qR
i (x) ≤ cPDpR/2(x, 0)Λ0,pR(f
pR/2,qR∗
i ) ≤ cPDpR/2(x, 0)Λ0,pR,qR(f
∗
i )
≤ cεPDpR/2(x, 0)Λ0,qR(f
∗
i ).
Recall that fi = f
pR/2,qR
i + f˜
pR/2,qR
i so if (37) holds, we have for x ∈ DpR
(1 + ε)−1Λ0,qR(f
∗
1 )
(cε+ 1 + ε)Λ0,qR(f∗2 )
≤
f1(x)
f2(x)
≤
(cε+ 1 + ε)Λ0,qR(f
∗
1 )
(1 + ε)−1Λ0,qR(f∗2 )
(38)
and finally
RODpR
f1
f2
≤ (cε+ 1 + ε)2(1 + ε)2. (39)
We are satisfied with (39) for now.
Let 2 ≤ q¯ < p¯/4 <∞, g = f
p¯R/2,q¯R
1 −mq¯Rf
p¯R/2,q¯R
2 , and h = Mq¯Rf
p¯R/2,q¯R
2 −
f
p¯R/2,q¯R
1 . Note that on Dp¯R/2 g and h are Poisson integrals of non-negative
measures. If Dp¯R 6= ∅ then by (23)
sup
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
−mq¯R = sup
Dp¯R
g
f
p¯R/2,q¯R
2
≤ c4 inf
Dp¯R
g
f
p¯R/2,q¯R
2
= c4
(
inf
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
−mq¯R
)
,
and similarly
Mq¯R − inf
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
≤ c4
(
Mq¯R − sup
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
)
.
By adding these two inequalities we obtain
(c4 + 1)
(
sup
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
− inf
Dp¯R
f
p¯R/2,q¯R
1
f
p¯R/2,q¯R
2
)
≤ (c4 − 1)(Mq¯R −mq¯R). (40)
Let us examine the consequences of the following assumption:
Λ0,q¯R(f
∗
i ) ≤ εΛ0,p¯R/2,q¯R(f
∗
i ), (41)
for p¯ big enough such that j(|z − y|) ≤ cj(|z|) for all z ∈ Dp¯R/2 and y ∈ Bq¯R
(see (36)). We have for all x ∈ Dp¯R/2 and y ∈ Bq¯R
PDp¯R/2(x, y) =
∫
Dp¯R/2
GDp¯R/2(x, z)j(|z − y|)dz ≤ cPDp¯R/2(x, 0),
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hence
f˜
p¯R/2,q¯R
i (x) =
∫
DRq¯R
PDp¯R/2(x, y)f
∗
i (dy) ≤ cPDp¯R/2(x, 0)Λ0,q¯R(f
∗
i ).
From the previous inequality using the assumption (41) and Lemma 3.4(b) we
have for x ∈ Dp¯R
f˜
p¯R/2,q¯R
i (x) ≤ c εPDp¯R/2(x, 0)Λ0,p¯R/2,q¯R(f
∗
i )
≤ c εPDp¯R/2(x, 0)Λ0,p¯R(f
p¯R/2,q¯R∗
i ) ≤ c
2εf
p¯R/2,q¯R
i (x).
Recall fi = f
p¯R/2,q¯R
i + f˜
p¯R/2,q¯R
i on Dp¯R/2 so the previous inequality and (40)
yield
(c4 + 1)
(
Mp¯R/(1 + c
2ε)−mp¯R(1 + c
2ε)
)
≤ (c4 − 1)(Mq¯R −mq¯R).
Since mp¯R ≥ mq¯R dividing by mq¯R we finally get
RODp¯R
f1
f2
≤ (1 + c2ε)2 + (1 + c2ε)
c4 − 1
c4 + 1
(
RODq¯R
f1
f2
− 1
)
. (42)
We now come to the conclusion of our considerations. Let η > 0. If ε is
small enough then the right hand side of (39) is smaller than 1+η and the right
hand side of (42) does not exceed ϕ(RODq¯R(f1/f2)), where
ϕ(t) = 1 +
η
2
+
c4
c4 + 1
(t− 1), t ≥ 1.
Let ϕ1 = ϕ, ϕl+1 = ϕ ◦ ϕl, l ∈ N. Observe that ϕ is an increasing linear
contraction with a fixed point t = 1+ η(c4+1)/2. Thus the l-fold compositions
ϕl(c4) converge to 1 + η(c4 + 1)/2 as l →∞. In what follows let l be such that
ϕl(c4) < 1 + η(c4 + 1).
Let k be the smallest integer such that k − 1 > c2/ε2. We denote n = lk. Let
q0 = 2, qj+1 = p(qj) for j = 0, 1, . . . , n − 1, from (36), and δ =
1
qn
. Note that
δ depends only on ε, hence only on η. If for any j < n, (37) holds with q = qj
and p = p(q) = qj+1, then
RODR/δ
f1
f2
≤ RODqj+1R
f1
f2
≤ 1 + η,
by the definition of ε and (39). Otherwise for j = 0, . . . , n − 1, we have
Λ0,qj+1R,qjR(f
∗
i ) > εΛ0,qjR(f
∗
i ) for i = 1 or i = 2. Note that by Lemma 3.4(b)
c−1
fi(x)
Λ0,qjR(f
∗
i )
≤ PDqjR/2(x, 0) ≤ c
f3−i(x)
Λ0,qjR(f
∗
3−i)
, x ∈ Dqj+1R,qjR.
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Hence Λ0,qj+1R,qjR(f
∗
i )/Λ0,qjR(f
∗
i ) ≤ c
2Λ0,qj+1R,qjR(f
∗
3−i)/Λ0,qjR(f
∗
3−i) and so
Λ0,qj+1R,qjR(f
∗
i ) ≥ c
−2εΛ0,qjR(f
∗
i ) for both i = 1 and i = 2 (and all j =
0, . . . , n− 1). If 0 ≤ j < l and p¯ = q(j+1)k, q¯ = qjk, then
Λ0,p¯R/2,q¯R(f
∗
i ) ≥ Λ0,q(j+1)k−1R,qjkR(f
∗
i ) ≥ (k − 1)
ε
c2
Λ0,q¯R(f
∗
i ) ≥ ε
−1Λ0,q¯R(f
∗
i ),
so that (41) is satisfied. We conclude that (42) holds. Recall that q0 = 2 and
ROD2R(f1/f2) ≤ c
4. By the definition of l and monotonocity of ϕ
RODqlkR
f1
f2
≤ ϕ
(
RODq(l−1)kR
f1
f2
)
≤ · · · ≤ ϕl
(
RODq0R
f1
f2
)
≤ 1 + η(c4 + 1),
i.e. RODRδ
f1
f2
≤ 1 + η(c4 + 1). Since η > 0 was arbitrary and δ is dependant
only on η, the proof is complete.
Corollary 5.6 Let D be an open set, Dreg the set of all regular points for D,
z ∈ ∂D, and 0 < r < 1 ≤ R.
(a) Let f1 and f2 be non-negative functions which are regular harmonic in D ∩
B(z, r) and fi = 0 on (D
c
∪Dreg) ∩B(z, r), i = 1, 2. Then
lim
D∋x→z
f1(x)
f2(x)
exists and is finite.
(b) If f1 and f2 are non-negative functions which are regular harmonic in D ∩
B
c
R and fi = 0 on (D
c
∪Dreg) ∩B
c
R, i = 1, 2, then
lim
D∋x→∞
f1(x)
f2(x)
exists and is finite.
Moreover, the speed of convergence in the limits above does not depend on the
set D.
The previous corollary is an immediate consequence of Lemma 5.5, cf. [12,
Theorem 2.4, Theorem 2.8] and [13, Corollary 2.6, Corollary 2.12] where the
speed of convergence depends on the set D.
Proof of Corollary 5.6. For part (a) it is enough to notice that from the as-
sumptions of the corollary we have for x ∈ D ∩B(z, r) and both i = 1, 2
fi(x) =
∫
Dc∪B(z,r)c
fi(y)ω
x
D∩B(z,r)(dy) =
∫
B(z,r)c
PD∩B(z,r)(x, y)fi(y)dy.
The claim now follows from Lemma 5.5(a). Part (b) follows similarly.
The following results generalize [5, Lemma 12].
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Lemma 5.7 For every 0 < ρ < 1 and η > 0 there is r > 0 such that for all
open D
ROy∈D∩BrMD(x, y) ≤ 1 + η, if x, x0 ∈ D \Bρ, (43)
and with the additional assumptions (H2) and (E)
ROy∈D∗\B1/rMD(x, y) ≤ 1 + η, if x, x0 ∈ D ∩B1/ρ. (44)
Proof. Let 1 > ρ > r > 0. Note that
sup
y∈D∩Br
MD(x, y) = sup
y∈D∩Br
GD(x, y)
GD(x0, y)
, inf
y∈D∩Br
MD(x, y) = inf
y∈D∩Br
GD(x, y)
GD(x0, y)
.
Since GD(x˜, y) = PD∩Bρ [GD(x˜, v)dv](y) for x˜ ∈ D \ Bρ the claim (a) follows
from Lemma 5.5(a). For part (b) we apply Lemma 5.5(b) in a similar way.
Remark 5.8 From the previous lemma it is clear that the function z 7→
MD(x, z) is continuous for every x ∈ D.
Now we state two lemmas that appeared in [5] for the case of the isotropic
α-stable process. They will be useful for proving uniqueness of representation
of non-negative L-harmonic functions with zero outer charge.
Lemma 5.9 Suppose that 0 ≤ g ≤ f on D, and f , g are L-harmonic in D
with zero outer charge. If U ⊂ D and f(x) =
∫
Uc f(y)ω
x
U (dy), x ∈ U , then
g(x) =
∫
Uc
g(y)ωxU (dy), x ∈ U .
Proof. The proof is the same as in [5, Lemma 9].
Lemma 5.10 Let D1 and D2 be open sets such that
dist(D1 \D2, D2 \D1) > 0.
Set D = D1 ∪D2 and assume that ω
x
D(D
c) > 0 for one (and therefore for all)
x ∈ D. Let f ≥ 0 be a function on Rd such that f = 0 on Dc, and for i = 1, 2
and all x ∈ Di we have
f(x) =
∫
f(y)ωxDi(dy).
Let D1 be bounded and if D2 is unbounded assume (H2). Then f = 0 on the
whole of D.
Proof. The proof is the same as in [5, Lemma 10] where for inequalities (70)
and (71) we use the Harnack inequality for the subordinate Brownian motion
[6, Theorem 7].
Now we have a generalization of [5, Lemma 14].
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Proposition 5.11 Let D be an open set. If D is unbounded we additionally
assume (H2) and (E). Suppose f ≥ 0 is L-harmonic on D with zero outer
charge. Then there is a unique finite measure µ ≥ 0 on ∂MD such that
f(x) =
∫
∂MD
MD(x, y)µ(dy), (45)
and we have WDf = µ. Conversely, if µ is a finite measure on ∂MD and
f(x) :=
∫
∂MD
MD(x, y)µ(dy) then f is L-harmonic with zero outer charge.
Proof. The second claim is almost trivial. Since µ is a finite measure on ∂MD
we have that f := MDµ is L-harmonic in D with zero outer charge because of
the harmonicity of the Martin kernel.
The first claim is proved similarly as in [5, Lemma 14] but because of some
differences at the end of the proof we give the full proof for the reader’s conve-
nience. Let (Dn)n denote an increasing sequence of open sets precompact in D
with Lipschitz boundary such that D =
⋃∞
n=1Dn. By the mean-value property
we have for x ∈ Dn
f(x) =
∫
D\Dn
PDn(x, y)f(y)dy
=
∫
Dn
MDn(x, v)
GDn(x0, v) ∫
D\Dn
j(|v − y|)f(y)dy
 dv
=
∫
Dn
MDn(x, v)ηDnf(dv)
where ηDnf is the measure from Definition 5.1. For brevity’s sake, we write
ηn for ηDnf . Since ηn(D) = f(x0) <∞, by considering a subsequence we may
assume that the sequence (ηn)n weakly converges on D
∗ to a finite non-negative
measure µ∗. It follows from Lemma 5.2, i.e. Remark 5.3(a), that µ∗ is supported
on ∂∗D.
Let ε > 0 and x ∈ D. By Lemma 5.7 for every y ∈ ∂∗D there exists a
neighbourhood Vy of y such that
ROVy∩U∗MU (x, ·) ≤ 1 + ε, (46)
for all U ∈ {D,D1, D2, . . . }. From {Vy : y ∈ ∂∗D}, we select a finite family
{Vj : j = 1, . . . ,m} such that V := V1 ∪ · · · ∪ Vm ⊃ ∂
∗D. For j ∈ {1, . . . ,m} let
zj ∈ D ∩ Vj . Let k be so large that for n > k we have zj ∈ Dn and
(1 + ε)−1 ≤
MD(x, zj)
MDn(x, zj)
≤ (1 + ε), j = 1, . . . ,m.
The last inequality can be achieved because GDn ↑ GD pointwise as n→∞. If
v ∈ Dn ∩ Vj then by (46) and the last inequality we get
(1 + ε)−3 ≤
MD(x, v)
MD(x, zj)
·
MD(x, zj)
MDn(x, zj)
·
MDn(x, zj)
MDn(x, v)
≤ (1 + ε)3.
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Therefore
(1 + ε)−3 ≤
∫
D∩V
MD(x, y)ηn(dy)∫
D∩V MDn(x, y)ηn(dy)
≤ (1 + ε)3, n > k. (47)
Notice that (ηn)n also weakly converges to µ
∗ on D∗∩V and that x, x0 /∈ D∩V .
Recall that MD(x, ·) is continuous and bounded on D
∗ ∩ V (see Lemma 5.7).
Therefore∫
D∩V
MD(x, y)ηn(dy)→
∫
D∗∩V
MD(x, y)µ
∗(dy) =
∫
∂∗D
MD(x, y)µ
∗(dy).
Also, note that f(x) =
∫
D∩V
MDn(x, y)ηn(dy) +
∫
D∩V c
MDn(x, y)ηn(dy) and
that there is k so large that D ∩ V c ⊂ Dk. Hence∫
D∩V c
MDn(x, y)ηn(dy) ≤
∫
Dk
MDn(x, y)ηn(dy)
=
∫
Dk
GDn(x, v)
∫
D\Dn
j(|v − y|)f(y)dydv
≤ ck
∫
Dk
GD(x, v)dv

 ∫
D\Dn
f(y)(1 ∧ j(|y|))dy
 n→∞−→ 0,
since f ∈ L1 by Lemma 3.8 and since GD(x, ·) ∈ L1loc which we get from (8).
By letting n→∞ in (47) we obtain
(1 + ε)−3 ≤
∫
∂∗D
MD(x, y)µ
∗(dy)
f(x)
≤ (1 + ε)3.
i.e. f(x) =
∫
∂∗D
MD(x, y)µ
∗(dy).
We now prove that the measure µ∗ is concentrated on ∂MD. Let x ∈ U ⊂⊂
D. If y ∈ ∂∗D, then by Theorem 4.3 MD(x, y) ≥
∫
D\U
MD(z, y)ω
x
U (dz) and
equality holds if and only if y ∈ ∂MD. By Fubini’s theorem
0 = f(x)−
∫
D\U
f(z)ωxU (dz) =
∫
∂D
(
MD(x, y)−
∫
D\U
MD(z, y)ω
x
U (dz)
)
µ∗(dy),
hence µ∗(∂∗D \ ∂MD) = 0.
Now we prove uniqueness. Consider first the case f( · ) = MD( · , z0) =
MDδz0( · ) and suppose that there is another measure µ on ∂MD such that
f = MDµ. If z0 is finite then the uniqueness is proved in the same way as in
[5]. Therefore, we deal with the case z0 = ∞. For s > 0 define Ds = D ∩ Bs
and take R > 0 such that (31) is true, i.e. MD(x,∞) = Ex[MD(XτDR ,∞)],
x ∈ DR. Define a function g : Rd → [0,∞) as g(x) =
∫
|y|<R
MD(x, y)µ(dy). For
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x ∈ D \D2R, by Fubini’s theorem and the comment about (30) in Remark 4.4,
we have that∫
D2R
g(z)ωxD\D2R(dz) =
∫
|y|<R
(∫
D2R
MD(z, y)ω
x
D\D2R
(dz)
)
µ(dy)
=
∫
|y|<R
MD(x, y)µ(dy) = g(x).
Also, for x ∈ D3R we have g(x) =
∫
D\D3R
g(z)ωxD3R(dz). Indeed, g ≤ f and
f(x) =
∫
D\D3R
f(z)ωxD3R(dz) because of (31) so Lemma 5.9 yields the claim.
Lemma 5.10 yields g = 0 on whole D, in particular g(x0) = µ({|y| < R}) = 0.
Since this is true for all big R > 0, we see that µ is concentrated at the point
at infinity. Thus, we have uniqueness for the function f( · ) = MD(·,∞).
Consider now f = MDµ for a finite measure µ and let (ηDnf)n be the
corresponding sequence of measures for f from the beginning of the proof. We
want to show that µ∗ = µ. Since (ηDnf)n converges weakly to µ
∗ by uniqueness
of the weak limit it is enough to show that for every relatively open set A ⊂ D
we have lim infn ηDnf(A) ≥ µ(A). To this end, using Fubini’s theorem, Fatou’s
lemma, and what was already proven for the case of Dirac measures we have
lim inf
n→∞
ηDnf(A) = lim infn→∞
∫
A
GDn(x0, v)
 ∫
D\Dn
j(v, y)MDµ(y)dy
 dv
= lim inf
n→∞
∫
∂MD
∫
A
GDn(x0, v)
 ∫
D\Dn
j(|v − y|)MD(y, z)dy
 dv
µ(dz)
≥
∫
∂MD
lim inf
n→∞
∫
A
GDn(x0, v)
 ∫
D\Dn
j(|v − y|)MD(y, z)dy
 dv
µ(dz)
=
∫
∂MD
lim inf
n→∞
ηDn
(
MD(·, z)
)
(A)µ(dz) ≥
∫
∂MD
δz(A)µ(dz) = µ(A).
Thus, we have proved uniqueness.
Notice that due to uniqueness of the measure µ, any choice of the sequence
(Dn)n from the beginning of the proof gives µ as the limit of ηDnf so we have
proved that WDf is well defined and that WDf = µ.
Remark 5.12 Since for a finite measure µ on ∂MD we have that MDµ is L-
harmonic with zero outer charge, we have that MDµ ∈ C∞(D) ∩ L1 ∩ L1loc and
if D is bounded we have MDµ ∈ L1(D), see Lemma 3.8, and Remark 3.10.
Combining Propositions 5.4 and 5.11, we get that (under the assumptions
(H2) and (E) if needed)
WD[GDf + PDλ+MDµ] = µ. (48)
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Corollary 5.13 Let D be an open set. If D is unbounded suppose (H2) and
(E). Let µ be a measure on ∂MD. MDµ(x) =∞ for some x ∈ D if and only if
MDµ ≡ ∞ in D, and in that case µ is an infinite measure.
Proof. Lemma 5.7 yields that ∂∗D ∋ z 7→MD(x, z) is bounded from below and
above for every x ∈ D. Now the claim easily follows.
Theorem 5.14 (Representation of non-negative L-harmonic functions) Let D
be an open set. If D is unbounded additionally assume (H2) and (E). If f is a
non-negative function, L-harmonic in D with non-negative outer charge λ, then
there is a unique finite measure µf on ∂MD such that f = PDλ+MDµf on D.
Proof. The proof is the same as in [5, Lemma 13].
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