This paper investigates the ability of the adaptive learning approach to replicate the expectations of professional forecasters. For a range of macroeconomic and financial variables, we compare constant and decreasing gain learning models to simple, yet powerful benchmark models. We find that both, constant and decreasing gain models, provide a good fit for the expectations of professional forecasters for a range of variables. These results suggest that, instead of relying only on the the most recent observation, agents use more complex models to form their expectations even for financial variables where random walk forecasts are often difficult to beat.
Introduction
Expectations are a key ingredient of many economic and financial models. They reflect behavior of agents and influence economic outcomes. The macroeconomic and finance literature usually endows agents with rational expectations. Although unlikely in reality, they present some advantages over bounded rationality. Under rational expectations, agents' subjective probability distribution coincides with the true distribution of the model economy. This model consistency makes rational expectations unique to the model. In contrast, there is an infinite number of non-rational ways to form expectations.
One widely cited alternative to rational expectations has been suggested by Bray (1982) , Bray and Savin (1986) , Marcet and Sargent (1989) and Sargent (1993) . This approach assumes that agents, modeled by economists, have at most the same knowledge as these economists themselves and hence they behave as econometricians. This approach, called adaptive learning, presents an advantage of imposing modeling discipline. Similar to rational expectations, adaptive learning generates forecasts which are optimal given agents' information at the time. 1 While an extensive finance and macroeconomic literature has been using adaptive learning to explain observed dynamics of financial and macroeconomic variables, to our best knowledge, no study systematically tests for empirical validity of this approach. 2 This paper attempts to fill this gap. Specifically, we investigate in how far agents' expectations can be approximated by adaptive learning. For this purpose, we use a set of financial and macroeconomic survey data and fit adaptive learning laws of motions. The formal test of this approach is conducted by assessing the out-of-sample forecasting performance of such estimated models.
1 By optimal we mean here that the forecasts are orthogonal to forecast errors. 2 There is an extensive literature that uses adaptive learning to understand numerous financial and macroeconomic unexplained stylized facts. Here, we mention only a few of studies. Adam et al. (2009) and Evans and Branch (2010) , among others, show that adaptive learning helps in replicating a variety of asset pricing puzzles. Milani (2011) and Preston and Eusepi (2013) argue that learning dynamics can explain business cycle fluctuations.
We assume that economic agents use simple time series models to make forecasts and they update their parameters using recursive least squares.
Both, empirical and experimental evidence motivates the use of simple forecasting algorithms that require very little computational or informational resources. In forecasting applications difficulties in observing the driving variable, together with parameter instability could lead to large and persistent forecast errors. Numerous empirical studies have demonstrated that fundamentals-based models can frequently underperform forecasts derived from simple univariate time series models, such as a random walk, or AR and MA models. 3 A further reason for agents to use simple forecasting models is the cost related to gathering and processing information. Experimental evidence collected for instance by Adam (2007) indicates that agents use very simple forecasting models, thereby conditioning forecasts only on one explanatory variable, even if information on other relevant variables is available to them. Accordingly, in this paper, we consider simple time-series models. These are represented by autoregressive specifications updated by recursive least squares with constant and decreasing gains, adaptive expectations and the random walk model. Additionally, for each variable we use macroeconomic and financial regressors. These specifications represent more structural approach.
We first estimate parameters in an initial training sample and assess their forecasting accuracy out-of-sample. We also conduct forecasting accuracy tests against the simple, yet powerful benchmark of the random walk. We find that estimated gain parameters are of the range 0.01 to 0.15 across variables and specifications, which suggests that agents use a relatively long history of observations to make their forecasts. The comparison between constant gain and decreasing gain specifications leaves no clear winner. Constant gain models perform better for inflation, the unemployment rate and the yen-dollar exchange rate but decreasing gain specifications are better representations of expectations for interest rates, GDP growth and the pound-dollar exchange rate. Out-of-sample Diebold-Mariano tests show that for most variables at least one model performs significantly better than a naïve random walk forecast. This suggests that, instead of relying only on the last available observation, agents use more complex models to form their expectations.
The remainder of the paper is organized as follows. We start with a review of the related literature in Section 2. The models of expectations and their estimation are described in Section 3. Section 4 presents the results of in-sample estimation and out-of-sample forecasts. Finally, Section 5 concludes.
Related literature
A large body of literature in macroeconomics and finance employed survey data to examine expectation formation by economic agents. This literature can be broadly divided in two strands: studies testing rational expectations hypothesis and studies proposing alternative modeling approaches to match survey expectations. 4 The first branch consists of a group of studies seeking to verify hypothesis of rationality for inflation survey expectations, including Bonham and Dacy (1991) , Bonham and Cohen (2001) , Croushore (1997) , and Evans and Gulamani (1984) . This body of research largely documents the failure of the rational expectations hypothesis for inflation expectations. 5 Similar results have been found using survey expectations of foreign exchange market traders by Froot (1987b, 1990a) and Ito (1990) . Froot (1989) , Friedman (1990) , and Jeong and Maddala (1996) also reject hypothesis of rationality for interest rate forecasts. More recently, Bacchetta, Mertens and van Winkoop (2009) investigate the link between the predictability of excess returns and expectational errors in a set of financial markets, using survey data. They find predictability of excess returns and expectational errors in foreign exchange, stock and bond markets.
As survey data reject rational forecasts hypothesis for a large number of markets, new ways of modeling agents' beliefs have been proposed. Allen and Taylor (1990), Ito (1990) , and Frankel and Froot (1987a , 1990a , and 1990b argue that the dynamics of survey expectations of foreign exchange traders display behavioral rather than rational features. Specifically, they found forecasts heterogeneity across individuals and over time. Ito (1990) argues that, in line with behavioral bias of 'wishful thinking', exporters tend to anticipate a currency depreciation while importers anticipate an appreciation. Frankel and Froot (1987a , 1990a , and 1990b , Taylor and Allen (1992) show that at short horizons traders tend to use extrapolative chartist rules, whilst at longer horizons they tend to use mean reverting rules based on fundamentals. The time-varying heterogeneity of expectations has been modeled by Brock and Hommes (1997) within a framework of an adaptively rational equilibrium dynamics (ARED). Branch (2004) used the ARED to test whether inflation survey data exhibited rationally heterogeneous expectations. Similarly Jongen, Verschoor, Wolff, and Zwinkels (2012) explained dispersion in exchange rate survey data using ARED framework.
The average dynamics displayed by economic agents' beliefs have been often modeled by adaptive learning mechanism, which presumes that agents behave as econometricians in the sense that they estimate model parameters using econometric techniques (for example, Evans and Honkapohja, 2001 ).
Numerous applications and extensions of a standard adaptive learning have been suggested by recent literature. Initially, recursive least squares parameter learning, as proposed by Bray (1982) and Marcet and Sargent (1989) presumed small departures from rationality by assuming that economic agents knew the model economy and updated only its parameters. Additional extensions of this approach include constant gain learning occasionally leading to escape dynamics (Cho, Williams and Sargent, 2002 ). This paper is closely related to the work by Branch and Evans (2006) .
Within a VAR framework and using survey data, they estimate various laws of motion for expectation formation. They find that the constant gain learning rule fits best in sample and performs well in the out-of-sample exercise. While Branch and Evans (2006) studied the survey data for GDP growth and inflation, our aim is to cover a large set of variables and markets to provide a systematic overview of agents' beliefs. Furthermore, we use real time data, which represent the information set available to the professional forecasters.
Modeling expectations
Rational forecasts are built on strong assumptions about the representative agent's information set. We relax these informational assumptions by postulating that, instead of using a structural model based forecasts, agents use simple time-series models to make predictions. This type of forecasting rule embodies very low computational cost as it is based on the past values of observed variables only. Agents are assumed to update parameters of their forecasting rules using recursive least squares.
Recursive least squares
The forecasting rule is governed by adaptive learning where agents behave as econometricians and for a linear model y t = θ t x t + ε t they update model parameters using recursive least squares,
where θ t is a k × 1 vector of parameters, x t is the k × 1 vector of regressors, and γ t is the gain parameter.
The gain parameter γ t can take two forms. First, when γ t = 1/t, the estimator converges to the OLS estimator. The finite-sample difference between (1) and the OLS estimator is determined by the initialization of R 0 , which we set to 0 to obtain OLS forecasts from expanding windows. Under parameter stability OLS forecasts are optimal in the mean square forecast error (MSFE) sense. Since the weight associated with an observation decreases with the amount of available data, this learning scheme is sometimes referred to as "decreasing gain" learning. Second, when the parameter γ t is set to a constant, γ t = c with c ∈ (0, 1], observations receive decaying 6 weights that decrease with the distance from the most recent observation.
This updating rule is known as a "constant gain learning" or "perpetual learning" and the estimator is referred to as "constant gain least squares" (CGLS). CGLS can be shown to deliver good forecasts under parameter instability. In a simplified model (adaptive expectations, discussed below), it can be shown to be the optimal forecasting strategy in the MSFE sense when the model's parameter evolves as a random walk (Pesaran, Pick and Pranovich, 2013).
The vector or parameters θ
t is used to make forecast for the next period:
where the superscript i ∈ {ls, cg} denotes the particular forecasting scheme,
t+1 is the forecast using a decreasing gain andŷ
t+1 that using a constant gain.
Below we use a range of regressor sets. First, we experiment with autoregressive specifications, in particular, AR(1) to AR(4). Additionally, we include one or more variables that may improve forecasts with details provided below. The final regressor set we consider contains only the intercept.
When using only an intercept, that is, x t = 1, ∀t, the expectation of the dependent variable is the intercept,ŷ t = θ t . Setting R 0 = 1, it is easy to see that CGLS reduces to what is called adaptive expectations or exponential smoothing:ŷ
where superscipt (a) denotes the forecast from adaptive expectations. As Under decreasing gain learning and setting y 0 = 0, adaptive expecations yield the simple mean forecastŷ
Finally, when setting the downweighting parameter, γ, to unity, adaptive expectations (2) yield the random walk forecast
When the random walk is differenced, the optimal forecast is ∆ŷ (rw)
Whether (3) or (4) delivers the better forecast will depend on the nature of the variable under consideration.
Estimation of the model parameters
The specifications of the constant gain least square forecasting rule and the adaptive expectations forecasting rule require estimates of the gain parameter, γ, and initialization of the time varying parameters. We seek to identify the law of motion that agents use to make their forecasts, which are represented by survey data. Specifically, we assume that agents employ the observed data to make their forecasts. Accordingly, the parameter of the forecasting rule, γ, is estimated by minimizing the mean square error between the forecasts resulting from the gain parameters and the survey forecasts:γ
where superscript i denotes the different forecast specifications, and y (spf) t is the forecasts provided by professional forecasters. We use the forecasts for observations after T init and up to T pre to determine the gain parameters, where we set T init = 20 and T pre = 60.
The first T init observations are used to estimate the initial values for the time varying parameters, θ 0 of CGLS, where we use reverse downweighting:
We use this reverse downweighting in order to reduce the dependence of the starting value on the later observations in the initialization sample, and we use κ = 0.05. We set R 0 = I k for the CGLS forecasts. For the decreasing gain forecasts we estimate parameters by expanding window OLS, which implies R 0 = 0. Finally, we start withŷ (a) a = y 1 for the adaptive expectations forecast.
We use the observations after T init until the end of the sample to construct out-of-sample forecasts, which we will use to evaluate the different learning models against the median survey of professional forecasters. In order to evaluate the forecasts, we use the mean square forecast error between the median forecasts in the survey of professional forecasters and the forecasts we obtain from each model
where
Additionally, we test for predictive accuracy using the Diebold and Mariano (1995) test statistic for the loss differential
where e (rw) t is the forecast error of the random walk specification.
Forecasting models
The forecasts from recursive least squares use a number of different models.
The first ones are pure autoregressive models, where we have x t = (1, y t−1 ) for AR(1) model and up to x t = (1, y t−1 , y t−2 , y t−3 , y t−4 ) for the AR (4) model. We also use a range of structural variables in the forecasts. When forecasting the inflation rate we use the unemployment rate as a predictor, following the literature on the Phillips curve (for example, Atkeson and Ohanian, 2001 ). We add the ten year government bond yield to the model for the real GDP growth following the literature on the predictive power of asset prices for the business cycle (Stock and Watson, 2003) . In the regressions for the interest rates we incorporate the unemployment rate and the inflation rate in the spirit of Taylor rule forecasts. For the corporate The first column gives the variables and the second column reports the variables that we use as structural variables in the forecasting exercise. The frequencies are in column headed 'Freq.' are quarterly (Q), monthly (M), and bimonthly (bi-M). The column headed 'Sample' reports the sample used for estimation and forecasting after taking account of the presample necessary for differencing and lags. The column with heading '1st fore' shows the first period for which an out-of-sample forecast is made. Finally, the column with heading 'no.fore' gives the number of out-of-sample forecasts per variable.
bond yield we additionally include aggregate corporate profits growth as a regressor. Real GDP growth is added to the regressions for the unemployment growth rate as an indicator of the business cycle. In the exchange rate specifications we incorporate inflation differentials and one month interbank interest differentials. These variables are derived from exchange rate parities: uncovered interest rate parity and purchasing power parity. All the regressors are reported in Table 1 .
Data
We use a range of macroeconomic and financial data on monthly and quarterly frequencies. The variables are reported in the first column of Table 1 .
The quarterly data are the U.S. CPI inflation rate, the three month U.S.
T-bill rate, the ten year U.S. government bond rate, the Moody's AAA corporate bond yield, the U.S. real GDP growth rate, and the U.S. unemployment rate. The survey of professional forecasters (SPF) data for these We transform the interest rates, real GDP and the unemployment rate into annual growth rates
where a lower case variable denotes the growth rate and an upper case variable a level variable, j indicates the variable, and t time. We also transform survey data into expected growth rates
For applications with the real time data, to calculate growth rates, we use the vintages available to the forecasters at the time of the forecast. After allowing for pre-samples to calculate growth rates and for four lags for the autoregressive models, we are left with the samples' lengths reported in the fourth column of In addition we analyze three exchange rate series: the euro-U.S. dollar exchange rate (EUR/USD)), the Japanese yen-U.S. dollar exchange rate (JPY/USD), and the British pound-U.S. dollar exchange rate (GBP/USD).
We use survey data collected by Consensus Economics of London, and their data set also provides the actual exchange rates. We transform exchange rate series into monthly growth rates
where we use the same notation as for the quarterly data. The survey data for the U.S. dollar-British pound exchange rates are only available on a bi-monthly basis.
The structural variables that we use to explain the exchange rate are the differentials in CPI inflation and the differentials in the one month interbank interest rates. For the interest rates we use the LIBOR rate, the dollar LIBOR rate, the yen LIBOR rate, and the EURIBOR rate. These series are provided by the St. Louis Fed's FRED database. the realized data. While the survey expectations do a good job predicting the actual series, it is notable that, for all series, the actual data are substantially more volatile. This is particularly so for the inflation series and for the three exchange rate series. Table 2 
Results

Median SPF Actual
The figures display the median one quarter ahead forecasts from the survey of professional forecasters as the solid line and the actual outcome of each variable as the dashed line. The variables are: real GDP growth as the (1,1) element of the matrix, the growth rate of the unemployemnt rate as the (1,2) element, the inflation rate (2,1), the growth rate of the three month t-bill rate (2,2), the growth rate of the ten year government bond yields (3,1), and the average AAA corporate bond yields (3,2). 
The figures display the median one month ahead forecasts from a survey among forecasters collected by Consensus Economics of London as the solid line and the actual outcome of each variable as the dashed line. The variables are top to bottom: the euro-dollar exchange rate, the yen-dollar exchange rate, and the pound-dollar exchange rate. (2007) for instance. They imply a long memory of agents as they put relatively low weight on more recent observations. The average estimated gain across all the variables and specifications equals 0.060 and suggests that agents use a long history of observations to make their forecasts. Table 3 reports the MSFEs from the out-of-sample forecasts. The estimated gain parameters reported in Table 2 Finally, when we compare the top and bottom panels of Table 3 , we find that in five out of nine cases the decreasing gain forecasts perform better than constant gain forecasts. However, in most cases the forecast performance is comparable. Notable differences are in the cases of the inflation rate, where a constant gain provides better forecasts, and the three month t-bill yield, where decreasing gain forecasts are substantially more precise.
The plots in the first rows of Figures 3 and 4 show that the differences are largely due to the extreme forecasts during the recent crisis. In both cases, forecasts that are not overly influenced by the most recent observations perform relatively well. Table 4 reports Diebold-Mariano test statistics for forecast accuracy against the random walk forecast,ŷ T +1 = y T , where significant differences are in bold font. The positive, significant entries of Table 4 indicate that the alternative specification forecasts significantly better than the random The Diebold-Mariano test statistics for forecast accuracy against the difference random walk forecast,ŷ T +1 = 0, are in Table 5 . Again, significant differences are in bold font. The constant gain forecasts produce 25 significantly more accurate forecasts and 11 significantly less accurate forecasts that the differenced random walk forecast, and the decreasing gain 24
significantly more accurate and 13 significantly less accurate forecasts. For inflation all models are more accurate than both random walk specifications and most of them significantly so. In contrast, no model can significantly beat the differenced random walk when forecasting any of the interest rates. While the differenced random walk specification has the lowest MSFE for the three month interest rate and the AR(4) the lowest MSFE for the ten year rate and the corporate bond rate, although the difference is not statistically significant.
For the macroeconomic variables, GDP growth and unemployment growth, many models beat both specifications of the random walk. It appears that survey expectations are well represented by more complex models than the random walk.
The literature on exchange rates suggests that random walks are difficult to beat, and we would imagine that survey expectations should reflect that. 
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The results for the euro-dollar exchange rate confirm this, where the differenced random walk has the lowest MSFE and is significantly better than all models except adaptive expectations. However, this is not the case for the other two exchange rates. In both cases AR(1) models have the lowest MSFE: constant gains in the case of the yen-dollar and decreasing gains in the case of the pound-dollar exchange rate. Furthermore, in the case of the yen the AR(1) model is significantly better than the random walk, which suggests that professional forecasters are not convinced about the random walk nature of this currency.
Conclusion
In this paper, we evaluate in how far adaptive learning models can replicate the expectations of professional forecasters. We used constant gain and decreasing gain specifications of models with differing complexity. When we fit constant gain models to the survey data, we find that relatively small gains (values smaller than 0.15) provide the best fit, which implies that professional forecasters use rather long data samples.
The comparison between constant gain and decreasing gain specifications leaves no clear winner. Constant gain models do better for inflation, the unemployment rate and the yen-dollar exchange rate but decreasing gain specifications are better representations of professional forecasters' expectations for interest rates, GDP growth and the pound-dollar exchange rate. Compared to other constant gain models, the highly parsimonious adaptive expectations rule does particularly well, in that it is the closest representation of the SPF expectations in five cases and a reasonably close representation in the remaining four.
An additional interesting finding is that professional forecasters agree with the academic economists that exchange rates are best represented by random walks only in the case of the euro-dollar exchange rate but not in the cases of the yen-dollar and the pound-dollar exchange rates.
on exchange rate predictability.
