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CANONICAL METRIC ON THE SPACE OF SYMPLECTIC INVARIANT
TENSORS AND ITS APPLICATIONS
SHIGEYUKI MORITA
Dedicated to the memory of Professor Akio Hattori
ABSTRACT. Let Σg be a closed oriented surface of genus g and letHQ denoteH1(Σg;Q)
which we understand to be the standard symplectic vector space over Q of dimen-
sion 2g. We introduce a canonical metric on the space (H⊗2kQ )
Sp of symplectic invari-
ant tensors by analyzing the structure of the vector space QDℓ(2k) generated by linear
chord diagrams with 2k vertices. We decompose (H⊗2kQ )
Sp as an orthogonal direct sum
of eigenspaces Uλ where λ is indexed by the set of all the Young diagrams with k boxes.
This gives a complete description of how the spaces (H⊗2kQ )
Sp degenerate according as
the genus decreases from the stable range g ≥ k to the last case g = 1.
As an application of our canonical metric, we obtain certain relations among the
Mumford-Morita-Miller tautological classes, in a systematic way, which hold in the tau-
tological algebra in cohomology of the moduli space of curves.
1. INTRODUCTION AND STATEMENTS OF THE MAIN RESULTS
Let Σg be a closed oriented surface of genus g. We denote H1(Σg;Q) simply by HQ
and let
µ : HQ ⊗HQ → Q
be the intersection pairing which is a non-degenerate skew symmetric bilinear form.
If we choose a symplectic basis of HQ, then the automorphism group of (HQ, µ) can
be identified with the symplectic group Sp(2g,Q) and HQ serves as the fundamental
representation of Sp(2g,Q). Let (H⊗2kQ )
Sp denote the Sp(2g,Q)-invariant subspace of
the tensor product H⊗2kQ . Now consider the bilinear mapping
µ⊗2k : H⊗2kQ ⊗H
⊗2k
Q → Q
defined by
(u1 ⊗ · · · ⊗ u2k)⊗ (v1 ⊗ · · · ⊗ v2k) 7→
2k∏
i=1
µ(ui, vi) (ui, vi ∈ HQ).
which is clearly symmetric. Hence the restriction of µ⊗2k to the subspace (H⊗2kQ )
Sp ⊗
(H⊗2kQ )
Sp induces a symmetric bilinear form on (H⊗2kQ )
Sp.
Recall that irreducible representations of the symmetric group Sk is indexed by
Young diagrams λ = [λ1λ2 · · ·λh]whose number of boxes, denoted by |λ| = λ1+ · · ·λh,
is k. We denote the corresponding representation by λSk . For each Young diagram
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λ as above, we define two types of Young diagrams, denoted by 2λ and λδ, with 2k
boxes. One is defined as 2λ = [2λ12λ2 · · · 2λh] and the other is defined to be λ
δ =
[λ1λ1λ2λ2 · · ·λhλh]. For example, if λ = [431], then 2λ = [862] and λ
δ = [443311]. We
call Young diagrams with the former type (resp. the latter type) of even type (resp. with
multiple double floors).
Theorem 1.1. For any g, the symmetric bilinear form µ⊗2k on (H⊗2kQ )
Sp is positive definite
so that it defines a metric on this space. Furthermore, there exists an orthogonal direct sum
decomposition
(H⊗2kQ )
Sp ∼=
⊕
|λ|=k, h(λ)≤g
Uλ
in terms of certain subspaces Uλ. With respect to the natural action of S2k on (H
⊗2k
Q )
Sp, each
subspace Uλ is an irreducibleS2k-submodule and we have an isomorphism
Uλ ∼= (λ
δ)S2k .
In other words, the above orthogonal direct sum decomposition gives also the irreducible de-
composition of the S2k-module (H
⊗2k
Q )
Sp.
Corollary 1.2. The dimension of the space of invariant tensors (H⊗2kQ )
Sp is given by
dim (H⊗2kQ )
Sp =
∑
|λ|=k, h(λ)≤g
dim (λδ)S2k .
Remark 1.3. Recall here that there are a number of explicit formulas for the dimension
of irreducible representations of symmetric groups, e.g. the hook length formula, the
number of standard tableaux on the Young diagram and the formula of Frobenius (cf
[4]). In particular
dim U[k] = dim [k
2]S2k =
1
k + 1
(
2k
k
)
(the k-th Catalan number)
is equal to dim (H⊗2kQ )
Sp for the case g = 1. We mention that, in this case, a basis of
this space was given in a classical paper [34] by Rumer, Teller and Weyl. Furthermore
Mihailovs [22] extended this work to obtain a nice basis of (H⊗2kQ )
Sp for any g. How-
ever, their basis is different from ours because it depends essentially on the choice of
ordering of tensors so that it is not canonical.
A linear chord diagram with 2k vertices is a partition of the set {1, 2, · · · , 2k} into k-
tuple
C = {{i1, j1}, · · · , {ik, jk}}
of pairs {iℓ, jℓ} (ℓ = 1, · · · , k). Here we assume
i1 < · · · < ik, iℓ < jℓ (ℓ = 1, · · · , k)
so that the above expression is uniquely determined. We consider C to be a graph with
2k vertices and k edges (chords) each of which connects iℓ with jℓ for ℓ = 1, · · · , k. Let
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Dℓ(2k)denote the set of all the linear chord diagramswith 2k vertices. It has (2k−1)!! el-
ements and let QDℓ(2k) be the vector space over Q spanned by Dℓ(2k). The symmetric
group S2k acts on D
ℓ(2k) naturally so that QDℓ(2k) has a structure of an S2k-module.
We define a symmetric bilinear mapping
〈 , 〉 : QDℓ(2k)×QDℓ(2k)→ Q[g]
by setting
〈C,C ′〉 = (−1)k−r(2g)r
for any two elements C,C ′ ∈ Dℓ(2k), where r denotes the number of connected com-
ponents of the graph C ∪ C ′ (here we consider interiors of 2k edges to be mutually
disjoint), and extending this bilinearly. If we let g to take a specific value, then the
above can be understood to be a symmetric bilinear pairing. It is clear that this pairing
is S2k-invariant. Namely the equality
〈γ(C), γ(C ′)〉 = 〈C,C ′〉 (C,C ′ ∈ Dℓ(2k))
holds for any γ ∈ S2k. LetM2k denote the corresponding intersection matrix. In other
words, it is the matrix which represents the linear mapping
M : QDℓ(2k)→ QDℓ(2k)
defined as
M(C) =
∑
D∈Dℓ(2k)
〈C,D〉D.
Theorem 1.4. The intersection matrixM2k is positive semi-definite for any g, so that it defines
a metric on QDℓ(2k) depending on g. Furthermore, there exists an orthogonal direct sum
decomposition
QDℓ(2k) ∼=
⊕
|λ|=k
Eλ
in terms of eigenspacesEλ ofMwhich are defined independently of the genus g. The eigenvalue
of Eλ , denoted by µλ, is given by the following formula
µλ =
∏
b: box of λ
(2g − 2sb + tb)
where sb denotes the number of columns of λ which are on the left of the column containing b
and tb denotes the number of rows which are above the row containing b.
With respect to the natural action of S2k on QD
ℓ(2k), Eλ is an irreducible S2k-submodule
and we have an isomorphism
Eλ ∼= (2λ)S2k .
In other words, the above orthogonal direct sum decomposition gives also the irreducible de-
composition of the S2k-module QD
ℓ(2k).
Remark 1.5. It turns out that the main ingredient of the above theorem was already
proved by Hanlon and Wales [8] in a broader context of Brauer’s centralizer algebras.
More precisely, they determined the eigenspaces and eigenvalues together with the
irreducible decomposition of QDℓ(2k) as an S2k-module. However the properties of
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semi-positivity and orthogonality were not shown partly because their sign convention
is different from ours so that the intersection matrix is not the same. Here we would
like to present our own proof for this part also which may hopefully be more geometric
than their original proof.
Theorem 1.6. The correspondence
λ 7→ µλ
defines an injective mapping from the set of all the Young diagrams λ with k boxes into the
space of polynomials in g of degree k.
Example 1.7. The largest (resp. the smallest) eigenvalue occurs for λ = [1k] (resp.
λ = [k]) and the corresponding eigenvalues are
µ[1k] = 2g(2g + 1) · · · (2g + k − 1), µ[k] = 2g(2g − 2) · · · (2g − 2k + 2).
The space QDℓ(2k) is a universal model for the symplectic invariant tensors because
we can make the following construction. First there exists a natural homomorphism
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
which is surjective for any g and “anti”S2k-equivariant (see Proposition 2.1 for details).
In the dual setting, there exists also a natural homomorphism
K : H⊗2kQ → QD
ℓ(2k)
which enumerate all the contractions and can detect Sp-invariant component of any
given tensor (see section §3, in particular Proposition 3.2, for details). We use the same
symbol K for its restriction to the subspace (H⊗2kQ )
Sp.
Theorem 1.8. The following diagram is commutative
QDℓ(2k)
M
−−−→ QDℓ(2k)
Φ
y ∥∥∥
(H⊗2kQ )
Sp K−−−→ QDℓ(2k)
and all the homomorphisms Φ,M,K are isomorphisms for g ≥ k. For any λ with |λ| = k,
Uλ = Φ(Eλ′) where λ
′ denotes the conjugate Young diagram of λ.
Furthermore the subspaces K(Uλ) = Eλ′ ⊂ QD
ℓ(2k) are mutually orthogonal to each other
with respect to the ordinary Euclidean metric on QDℓ(2k) induced by taking Dℓ(2k) as an
orthonormal basis.
This work was originally motivated by an attempt, begun some years ago, to extend
our former work [29] on the structure of the tautological algebra of the moduli space of
curves. We present in §6 an explicit set of relations among the Mumford-Morita-Miller
tautological classes by making use of the canonical metric introduced in this paper (see
Theorem 6.3 and Conjecture 6.5). In a forthcoming joint paper [32] with Sakasai and
Suzuki, which is a sequel to this paper, we show a close relation between the structure
of the tautological algebra of moduli space of curves and stability and degeneration of
certain plethysm of representations.
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2. SPACE OF LINEAR CHORD DIAGRAMS AND (H⊗2k)Sp
For each linear chord diagram C ∈ Dℓ(2k), define
aC ∈ (H
⊗2k
Q )
Sp
by permuting the elements (ω0)
⊗2k in such a way that the s-th part (ω0)s of this tensor
product goes to (HQ)is ⊗ (HQ)js , where (HQ)i denotes the i-th component of H
⊗2k
Q , and
multiplied by the factor
sgnC = sgn
(
1 2 · · · 2k − 1 2k
i1 j1 · · · ik jk
)
.
Here ω0 ∈ (H
⊗2
Q )
Sp denotes the symplectic class.
Now define a linear mapping
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
by setting Φ(C) = aC .
Proposition 2.1. The correspondence
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
is surjective for any g and bijective for any g ≥ k. Furthermore this correspondence is “anti”
S2k-equivariant in the sense that
Φ(γ(C)) = sgn γ γ(Φ(C))
for any C ∈ QDℓ(2k) and γ ∈ S2k.
Proof. The surjectivity follows from a classical result of Weyl on symplectic invariants.
The latter part can be shown by comparing how the signs of permutations act on the
symplectic invariant tensors and the linear chord diagrams. 
Proposition 2.2. The following diagram is commutative
QDℓ(2k)⊗QDℓ(2k)
〈 , 〉
−−−→ Q[g]
Φ⊗Φ
y yevaluation
(H⊗2kQ )
Sp ⊗ (H⊗2kQ )
Sp µ
⊗2k
−−−→ Q.
To prove this, we prepare a few facts.
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Lemma 2.3. Let x1, · · · , xg, y1, · · · , yg be a symplectic basis of HQ and let
ω0 =
g∑
i=1
{xi ⊗ yi − yi ⊗ xi} ∈ (H
⊗2
Q )
Sp
be the symplectic class.
(i) For any two elements u, v ∈ HQ, we have the identity
µ(u, v) =
g∑
i=1
{µ(u, xi)µ(v, yi)− µ(u, yi)µ(v, xi)}.
(ii) For any two elements u, v ∈ HQ, we have the identity
µ(u, v) = µ⊗2(u⊗ v, ω0).
Proof. It is easy to verify (i) while (ii) is just a restatement of (i) in terms of the linear
mapping
µ⊗2 : H⊗2Q ⊗H
⊗2
Q → Q.

Lemma 2.4 (Lemma 3.3 of [29]). For any two indices i, j with 1 ≤ i < j ≤ 2k, let
pij : H
⊗2k
Q → H
⊗2k
Q
be the linear map defined by first taking the intersection number of the i-th entry with the j-th
entry and then putting the element ω0 there. Namely we set
pij(u1 ⊗ · · · ⊗ ui ⊗ · · · ⊗ uj ⊗ · · · ⊗ u2k) =
µ(ui, uj)
g∑
s=1
{u1 ⊗ · · · ⊗ xs ⊗ · · · ⊗ ys ⊗ · · · ⊗ u2k)
− u1 ⊗ · · · ⊗ ys ⊗ · · · ⊗ xs ⊗ · · · ⊗ u2k}.
Then we have
pij(aC) =
{
2g aC {i, j} ∈ C
−aC′ {i, j} /∈ C
where C ′ ∈ Dℓ(2k) is the linear chord diagram defined as follows. Let i′, j′ be the indices such
that {i, j′}, {i′, j} ∈ C. Then
C ′ = C \ {{i, j′}, {i′, j}} ∪ {{i, j}, {i′, j′}}.
Proof of Proposition 2.2. By the linearity, it is enough to prove the following. For any
two linear chord diagrams C,C ′ ∈ Dℓ(2k), we have the identity
(1) µ⊗2k(aC ⊗ aC′) = 〈C,C
′〉 = (−1)k−r(2g)r
where the right equality is the definition of the pairing 〈 , 〉 and r denotes the number
of connected components of the graph C ∪ C ′.
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To prove the above equality (1), we decompose µ⊗2k as
µ⊗2k =
k∏
ℓ=1
µ⊗2iℓ,jℓ
where C = {{i1, j1}, · · · , {ik, jk}} as before and µ
⊗2
iℓ,jℓ
(u⊗v) (u, v ∈ H⊗2kQ ) denotes taking
the product of µ(uiℓ , viℓ) and µ(ujℓ, vjℓ). Now we consider the first chord {i1, j1} of C
(actually i1 = 1) and apply µ
⊗2
i1,j1
on aC ⊗ aC′ . By Lemma 2.3 this can be calculated by
applying the operator pi1j1 on aC′ and by Lemma 2.4 the answer is given as follows.
Namely if {i1, j1} ∈ C
′, then we obtain the number µ⊗2(ω0 ⊗ ω0) = 2g and the linear
chord diagram C ′ is unchanged so that C ′1 = C
′ while if {i1, j1} /∈ C
′, then we obtain
the factor −1 and the new linear chord diagram C ′1 is the one obtained from C
′ by
replacing {i1, j
′
1}, {i
′
1, j1} ∈ C
′ by {i1, j1}, {i
′
1, j
′
1}. In the latter case, it is easy to observe
that the number of connected components of the graph C ∪ C ′1 increases by one than
that of the graph C ∪ C ′ because one of the connected components of the latter graph
is split into two components one of which corresponds to the common edge {i1, j1} of
the two graphs C and C ′1. Next we consider the second chord {i2, j2} of C and apply
µ⊗2i2,j2 on aC ⊗ aC′1 . By the same argument as above, if {i2, j2} ∈ C
′
1, then we obtain
the number 2g and the linear chord diagram C ′1 is unchanged so that C
′
2 = C
′
1 while if
{i2, j2} /∈ C
′
1, then we obtain the factor −1 and the new linear chord diagram C
′
2 is the
one obtained from C ′1 by replacing {i2, j
′
2}, {i
′
2, j2} ∈ C
′
1 by {i2, j2}, {i
′
2, j
′
2}. In the latter
case, the number of connected components of the graph C ∪ C ′2 increases by one than
that of the graph C ∪ C ′1 because one of the connected components of the latter graph
is split into two components one of which corresponds to the common edge {i2, j2} of
the two graphs C and C ′2. Continuing in this way, we finally arrive at the last one C
′
k
which coincides with C and along the way we obtain the factor (2g) r-times while the
factor (−1) (k − r) times for the evaluation of µ⊗2k. This completes the proof. 
Proposition 2.5. The irreducible decomposition of the S2k-module QD
ℓ(2k) is given by
QDℓ(2k) =
⊕
|λ|=k
Eλ
where Eλ is isomorphic to (2λ)S2k .
Proof. The symmetric groupS2k acts onD
ℓ(2k) naturally and this action is clearly tran-
sitive. If we denote by C0 ∈ D
ℓ(2k) the linear chord diagram
C0 = {{1, 2}, {3, 4}, · · · , {2k − 1, 2k}}
then the isotropy group of it is the subgroup Hk ⊂ S2k consisting of permutations
which fix C0 considered as an element of the power set of {1, 2, · · · , 2k}. Hk is isomor-
phic to
(S2 ×
k-times
· · · ×S2)⋊Sk
and we have a bijection
(2) S2k/Hk ∼= D
ℓ(2k)
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from the set of leftHk-cosets ofS2k toD
ℓ(2k). Note that the number of elements of both
sets is equal to (2k− 1)!!. It is easy to see that the above bijection (2) is an isomorphism
of S2k-set. As is well known, the S2k-module S2k/Hk is isomorphic to the induced
representation IndS2kHk 1Hk , where 1Hk denotes the one dimensional trivial representation
of Hk. Hence the proof of the present proposition is reduced to the following one. 
Proposition 2.6. Let S2k be the symmetric group of order 2k and let Hk denote the subgroup
defined above. Then the irreducible decomposition of the induced representation IndS2kHk 1Hk is
given by
IndS2kHk 1Hk
∼=
⊕
|λ|=k
(2λ)S2k .
This is an elementary fact about representations of symmetric groups and can be
proved by applying standard argument in the theory of representations of finite groups
(see e.g. [11]). However, in order to motivate later arguments and also for complete-
ness, we give a proof along the line of the ingredient of this paper.
We first recall a few terminologies about representations of the symmetric groups
from [4]. We will use them also in section §5.
For a Young diagram λ with |λ| = d, choose a Young tableau T (say a standard one)
on λ. Then we set
Pλ = {γ ∈ Sd; γ preserves each row}
Qλ = {γ ∈ Sd; γ preserves each column}
aλ =
∑
γ∈Pλ
γ, bλ =
∑
γ∈Qλ
sgn γ γ
The element
cλ = aλbλ ∈ Q[Sd]
is called a Young symmetrizer. We can also use the following element
c′λ = bλaλ ∈ Q[Sd]
which is another form of Young symmetrizer and can play the same role as above. In
this paper, we use both ones.
Next we recall the following well known result.
Theorem 2.7 (Mackey’s restriction formula, see e.g. [36]). Let G be a finite group and let
H,K be subgroups of G. Let ρ be a representation ofH and for each (H,K)-double coset repre-
sentative g, let ρg be the representation ofHg = gHg
−1∩K defined by ρg(x) = ρ(g
−1xg) (x ∈
gHg−1). Then we have the equality
ResGK Ind
G
H ρ =
⊕
g∈K\G/H
IndKHg ρg.
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Proof of Proposition 2.6. First, we show that
(3) |Hk\S2k/Hk| = p(k).
Namely the number of elements of the double cosetsHk\S2k/Hk is equal to p(k)which
is the number of partitions of k. Recall that the set of left Hk-cosets of S2k can be
canonically identified with Dℓ(2k). Hk acts on this set from the left and it is easy to see
that the space of orbits of this action can be identified with the set of Hk-double cosets
ofS2k. Now define the C0-relative type of an element C ∈ D
ℓ(2k), denoted by τC0(C), as
follows. Consider the graph ΓC = C0 ∪ C. Each connected component of ΓC contains
even number of vertices from the set of all vertices {1, 2, · · · , 2k}. If we enumerate
all these even numbers in the decreasing order, then we obtain an even type Young
diagram 2λ where λ is a partition of k (equivalently a Young diagram with k boxes).
We put τC0(C) = λ. For example τC0(C0) = [1
k]. Then we can show the following. For
any two linear chord diagrams C,D ∈ Dℓ(2k), the corresponding left Hk-cosets belong
to the same rightHk-orbits if and only if τC0(C) = τC0(D). Also, for any Young diagram
λ with |λ| = k, there exists C ∈ Dℓ(2k) such that τC0(C) = λ. Since there are exactly
p(k) Young diagrams λ with |λ| = k, the claim (3) is proved.
Next, by the Frobenius reciprocity theorem, for any Young diagram µ with |µ| = 2k
we have
(4) multiplicity of µS2k in Ind
S2k
Hk
1Hk = dim (Res
S2k
Hk
µS2k)
Hk .
We show that for any Young diagram λ with |λ| = k
(5) dim (ResS2kHk (2λ)S2k)
Hk ≥ 1.
To prove this, it suffices to show that
gλ =
(∑
γ∈Hk
γ
)
c(2λ) 6= 0 ∈ Q[S2k]
because this is clearly an Hk-invariant element. Here we choose a standard tableau T
on 2λ to be the one defined as follows. We give the numbers 1, 2, · · · , 2λ1 to fill the first
row from the left to the right and then the numbers 2λ1+1, · · · , 2λ1+2λ2 to the second
row from the left to the right and so on, where λ = [λ1 · · ·λh]. Consider k ordered pairs
〈1, 2〉, 〈2, 3〉, · · · , 〈2k − 1, 2k〉
of numbers each of which is placed on some row of 2λ. Now the subgroup Hk is
isomorphic to the semi-direct product (S2)
k ⋊ Sk and the i-th S2 acts on 〈2i − 1, 2i〉
naturally whileSk acts on the above pairs by permutations (preserving each order). It
follows that we can write ∑
γ∈Hk
=
∑
γ∈Sk
γ
∑
δ∈(S2)k
δ
and also that (S2)
k is contained in P2λ which is the subgroup of S2k consisting of ele-
ments which permute the numberings but within each row of 2λ. Therefore
gλ =
(∑
γ∈Sk
γ
) ∑
δ∈(S2)k
δ
 a2λb2λ = 2k
(∑
γ∈Sk
γ
)
c2λ
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because δ a2λ = a2λ for any δ ∈ P2λ. Recall that the coefficient of the unit element 1 ∈
S2k in the expression c2λ is 1. To prove the assertion gλ 6= 0, it suffices to show that the
coefficient of 1 is different from 0. Suppose for some elements γ ∈ Sk, g ∈ P2λ, h ∈ Q2λ,
the equality
(6) γgh = 1
holds. It implies that gh ∈ Sk. Let 〈2i − 1, 2i〉 be any one of the above ordered pair.
Then we can write
gh〈2i− 1, 2i〉 = 〈gh(2i− 1), gh(2i)〉 = 〈2j − 1, 2j〉
for some j, because the action of gh = γ−1 ∈ S2k reduces to permutations of the
ordered pairs preserving the order of each pair. Recall that h(2i − 1) (resp. h(2i))
lies in the same column as 2j − 1 (resp. 2j). Since g preserves each row and still
gh(2i − 1) = 2j − 1 and gh(2i) = 2j belong to the same row, we can conclude that
h(2j − 1) and h(2j) belong to the same row. It follows that the image of 〈2i − 1, 2i〉
under h is again one of the ordered pairs. Since 〈2i − 1, 2i〉 was an arbitrary ordered
pair, we can conclude that h is contained in the subgroup Sk ⊂ S2k. Now observe that
the sgn of any element of this subgroup Sk, but considered as an element of S2k, is +1
because it acts on {1, 2, · · · , 2k} by an even permutation. Thus, whenever the equality
(6) occurs, we have sgn h = 1. We can now conclude that the coefficient of 1 in gλ is
different from 0 as claimed.
Finally, we prove
(7) dim
(
ResS2kHk Ind
S2k
Hk
1Hk
)Hk
= p(k).
It is easy to see that the representation ResS2kHk Ind
S2k
Hk
1Hk is nothing other than the one
associated with the left Hk-action on the set D
ℓ(2k) ∼= S2k/Hk. Therefore, by a well-
known basic fact, themultiplicity of the trivial representation occurring in it is the same
as the number of orbits of this action which is p(k) by (3). More precisely, we can apply
Theorem 2.7 to the most simple case where G = S2k, H = K = Hk and ρ is the one
dimensional trivial representation. Then we obtain
ResS2kHk Ind
S2k
Hk
1Hk =
⊕
g∈Hk\S2k/Hk
IndHk(Hk)g 1(Hk)g .
Taking the Hk-trivial part, this implies(
ResS2kHk Ind
S2k
Hk
1Hk
)Hk
=
⊕
g∈Hk\S2k/Hk
(
IndHk(Hk)g 1(Hk)g
)Hk
.
Again by the Frobenius reciprocity theorem, we have
dim
(
IndHk(Hk)g 1(Hk)g
)Hk
= 1 for any g ∈ Hk\S2k/Hk
and the claim (7) follows.
Since there are exactly p(k) Young diagrams λ with |λ| = k, (5) implies
dim (ResS2kHk µS2k)
Hk =
{
1 if µ = 2λ for some λ
0 otherwise.
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In view of (4), we can now conclude
IndS2kHk 1Hk
∼=
⊕
|λ|=k
(2λ)S2k
as required.

Proposition 2.8. A basis for the subspace Eλ is given by
{cτ (C0); τ ∈ ST (λ)}
where ST (λ) denotes the set of all the standard tableaux on the Young diagram 2λ and cτ
denotes the Young symmetrizer corresponding to τ ∈ ST (λ).
Proposition 2.9. The correspondence
λ 7→ µλ
defines an injective mapping from the set of all the Young diagrams λ with k boxes into the
space of polynomials in g of degree k.
Proof. It is enough to recover the shape of any Young diagram λ = [λ1 · · ·λh] from the
corresponding polynomial µλ. Recall that µλ is the product of µb = 2g − 2sb + tb where
b runs through all the boxes of λ. It is clear that the largest (reap. the smallest) one
among µb is (2g + h − 1) (resp. (2g − 2λ1 + 2)). It follows that µλ determines h, which
is the number of rows of λ, and λ1. Now consider the quotient
µ
(1)
λ =
µλ
2g(2g + 1) · · · (2g + h− 1)(2g − 2) · · · (2g − 2λ1 + 2)
which is again a polynomial in g of degree (k−h−λ1+1). Let λ
(1) be the Young diagram
obtained from λ by deleting the first row and the first column. It has (k − h − λ1 + 1)
boxes. For example, if λ = [432], then λ(1) = [21]. Now µ
(1)
λ is expressed as the product
of µb where b runs through all the boxes of λ
(1) which we consider as a subset of the
original λ. Now it is easy to see that the largest (reap. the smallest) one among µb (b ∈
λ(1) is (2g + h2 − 3) (resp. (2g − 2λ2 + 3)) where h2 denotes the number of boxes of the
second column of λ. It follows that we can recover h2 and λ2. Continuing this kind of
argument, we see that we can eventually recover the shape of λ. This completes the
proof. 
3. ORTHOGONAL DECOMPOSITION OF (H⊗2kQ )
Sp
In this section, we deduce Theorem 1.1 from Theorem 1.4 whose proof will be given
in the next section. See Table 1 for an example of the orthogonal direct sum decompo-
sition.
Proof of Theorem 1.1. In view of Proposition 2.1 and Proposition 2.2, we have only to
determine the kernel of the surjective linear mapping
Φ : QDℓ(2k)→ (H⊗2kQ )
Sp
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TABLE 1. Orthogonal decomposition of (H⊗8Q )
Sp
λ µλ′ (eigen value of Eλ′) dim Uλ in case Uλ 6= {0} genera for Uλ 6= {0}
[14] (2g − 6)(2g − 4)(2g − 2)2g 1 g = 4, 5, · · ·
[212] (2g − 4)(2g − 2)2g(2g + 1) 20 g = 3, 4, 5, · · ·
[22] (2g − 2)(2g − 1)2g(2g + 1) 14 g = 2, 3, 4, 5, · · ·
[31] (2g − 2)2g(2g + 1)(2g + 2) 56 g = 2, 3, 4, 5, · · ·
[4] 2g(2g + 1)(2g + 2)(2g + 3) 14 g = 1, 2, 3, 4, 5, · · ·
105
when we fix a specific genus g. Let us denote the eigenvalue of Eλ by µλ(g) to indicate
its dependence on the genus. The smallest factor in the expression of µλ(g), considered
as a polynomial in g of degree k, is (2g − 2λ1 + 2). Therefore we have
µλ(g) 6= 0 ⇔ λ1 ≤ g
It follows that
KerΦ =
⊕
|λ|=k,λ1>g
Eλ
and Φ induces an isometric linear isomorphism
Φ¯ :
⊕
|λ|=k,λ1≤g
Eλ ∼= (H
⊗2k
Q )
Sp
which is also an “anti” -isomorphism asS2k-modules. Now for each Young diagram λ
with |λ| = k and h(λ) ≤ g, we set
Uλ = Φ¯(Eλ′)
where λ′ denotes the conjugate Young diagram of λ so that λ′1 = h(λ) ≤ g. Also as an
S2k-module, we have isomorphisms
Uλ ∼= Eλ′ ⊗ [1
2k]S2k
∼= (2λ′)S2k ⊗ [1
2k]S2k
∼= λδS2k
where the last isomorphism follows because it is easy to see that the identity
(2λ′)′ = λδ
holds for any Young diagram λ. Thus we obtain an orthogonal direct sum decomposi-
tion
(H⊗2kQ )
Sp =
⊕
|λ|=k,h(λ)≤g
Uλ
completing the proof. 
If we are concerned only with the easier part of Theorem 1.1, namely the irreducible
decomposition of (H⊗2kQ )
Sp as an S2k-module, then there exists an alternative proof
based on a classical result together with an argument in the symplectic representation
theory. We briefly sketch it here. First recall the following classical result.
CANONICAL METRIC ON THE SPACE OF SYMPLECTIC INVARIANT TENSORS 13
Theorem 3.1 ([4],Theorem 6.3. (2)). The GL(2g,Q)-irreducible decomposition of H⊗2kQ is
give by
H⊗2kQ
∼=
⊕
|λ|=2k,h(λ)≤2g
λ
⊕ dim λS2k
GL
where λGL denotes the irreducible representation of GL(2g,Q) corresponding to λ.
If we combine this with the following fact
dim (λGL)
Sp =
{
1 (λ: multiple double floors)
0 (otherwise)
which follows from the restriction law corresponding to the pair Sp(2g,Q) ⊂ GL(2g,Q)
(see Proposition 4.1 of [30]), then we obtain a proof of the easier part of Theorem
1.1. We mention here that, in a recent paper [1], Enomoto and Satoh describes the
Sp-irreducible decomposition of H⊗2kQ .
In a dual setting to the homomorphism Φ : QDℓ(2k) → (H⊗2kQ )
Sp given in §2, we
define a linear mapping
K : H⊗2kQ → QD
ℓ(2k)
by
K(ξ) =
∑
C∈Dℓ(2k)
αC(ξ)C (ξ ∈ H
⊗2k
Q )
where αC ∈ Hom(H
⊗2k
Q ,Q)
Sp is defined as
αC(u1 ⊗ · · · ⊗ u2k) = sgnC
k∏
s=1
µ(uis, ujs) (ui ∈ HQ).
We use the same symbol K to denote its restriction to the subspace (H⊗2kQ )
Sp.
Proposition 3.2. (i) The following diagram is commutative
QDℓ(2k)
M
−−−→ QDℓ(2k)
Φ
y ∥∥∥
(H⊗2kQ )
Sp K−−−→ QDℓ(2k)
and the lower homomorphism K is injective for any g and bijective for any g ≥ k.
(ii) For any element ξ ∈ Eλ ⊂ QD
ℓ(2k), we have the following equality
K(Φ(ξ)) = µλ ξ.
Proof. First we prove (i). The commutativity of the diagram follows by comparing the
definitions of the homomorphismsM,Φ andK. The latter claim follows from the basic
result of Weyl that any Sp-invariant can be described in terms of various contractions.
Next we prove (ii). Since ξ is an eigenvector ofM corresponding to the eigenvalue
µλ, we have M(ξ) = µλ ξ. If we combine this with the commutativity just proved
above, then the claim follows. 
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Proof of Theorem 1.8. The fact that Uλ = Φ(Eλ′) follows from Proposition 2.1. The last
claim follows from (ii) of the above Proposition 3.2. 
4. PROOF OF THEOREM 1.4
In this section, we prove Theorem 1.4. For that, we use a few terminologies about
representations of the symmetric groups from [4] which we recalled in §2.
Let
ˆ : QS2k → QS2k
denote the anti-involution induced by the anti-automorphism S2k ∋ γ 7→ γ
−1 ∈ S2k.
Lemma 4.1. (i) For any Young diagram λ, the following equalities hold
aˆλ = aλ, bˆλ = bλ, cˆλ = c
′
λ, cˆ
′
λ = cλ.
(ii) For any element x ∈ QS2k and ξ, η ∈ QD
ℓ(2k), the following equality holds
〈ξ, xη〉 = 〈xˆ ξ, η〉.
Proof. (i) follows from the definitions and (ii) follows from the fact that the pairing 〈 , 〉
is S2k-equivariant. 
Now, for each Young diagram λ with k boxes, we have a map
(Q[S2k] c
′
2λ)⊗D
ℓ(2k)→ QDℓ(2k).
By Proposition 2.5 and the property of the Young symmetrizer, the image of this map
is precisely the subspace Eλ ⊂ QD
ℓ(2k) which is the unique summand isomorphic to
(2λ)S2k .
Proposition 4.2. Two subspaces Eλ and Eµ of QD
ℓ(2k) are mutually orthogonal to each other
whenever λ 6= µ. Namely we have
〈Eλ, Eµ〉 = {0}.
Proof. It suffices to show that, for any C,D ∈ Dℓ(2k)
〈c2λC, c
′
2µD〉 = 0
because the elements of the form c2λC generate the subspace Eλ for any λ and the same
is true if we replace c2λC by c
′
2λC. On the other hand, by Lemma 4.1 we have
〈c2λC, c
′
2µD〉 = 〈cˆ
′
2µc2λC,D〉
= 〈c2µc2λC,D〉
= 0.
The last equality follows because, as is well known, cµcλ = 0 whenever µ 6= λ. This
completes the proof. 
Proposition 4.3. The subspace Eλ ⊂ QD
ℓ(2k) is an eigenspace for the linear mappingM for
any λ.
CANONICAL METRIC ON THE SPACE OF SYMPLECTIC INVARIANT TENSORS 15
Proof. First we prove that Eλ is an M-invariant subspace, namely M(Eλ) ⊂ Eλ. For
this, it suffices to show thatM(Eλ) is orthogonal to Eµ for any µ 6= λ. This is because
we already know that the whole space QDℓ(2k) can be written as
QDℓ(2k) =
⊕
|λ|=k
Eλ (orthogonal direct sum)
(see Proposition 2.5 and Proposition 4.2). Recall that M(Eλ) is generated by the ele-
ments of the form
∑
D〈c2λC1, D〉D while Eµ is generated by the elements of the form
c′2µC2 where C1, C2 ∈ D
ℓ(2k). Now we fix C1, C2 ∈ D
ℓ(2k) and compute〈∑
D
〈c2λC1, D〉D, c
′
2µC2
〉
=
∑
D
〈c2λC1, D〉〈D, c
′
2µC2〉
=
∑
D
〈c2λC1, D〉〈c2µD,C2〉
=
∑
D
〈c2λC1, c
′
2µD〉〈D,C2〉
=
∑
D
〈c2µc2λC1, D〉〈D,C2〉
= 0
because c2µc2λ = 0. ThereforeM(Eλ)⊥Eµ as claimed.
Next observe thatM is an S2k-equivariant linear mapping because, for any γ ∈ S2k
and C ∈ Dℓ(2k), we have
M(γ C) =
∑
D∈Dℓ(2k)
〈γ C,D〉D
=
∑
D∈Dℓ(2k)
〈C, γ−1D〉D
=
∑
D∈Dℓ(2k)
〈C,D〉γ D
= γ(M(C)).
It follows that any eigenspace ofM is anS2k-submodule.
Thus Eλ is an M-invariant and S2k-irreducible subspace of QD
ℓ(2k). We can now
conclude that it is an eigenspace as claimed. 
Remark 4.4. It follows from Theorem 1.8 that, besides our inner product, the subspaces
Eλ ⊂ QD
ℓ(2k) are mutually orthogonal to each other also with respect to the Euclidean
metric on QDℓ(2k) induced by taking Dℓ(2k) as an orthonormal basis. Indeed, this fact
can be proved by a standard argument in the theory of representations of symmetric
groups without mentioning our inner product on QDℓ(2k). The above argument is an
adaptation of this to the case of our symmetric pairing 〈 , 〉 which depends on g. It
follows that the answer should be given by rescaling eigenspaces by certain factors.
Thus, in addition to the positivity, the essential point of our work is the explicit deter-
mination of these factors as below.
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Proof of Theorem 1.4. In view of Proposition 2.5 and the arguments following it, the
proof for the latter part of this theorem is finished so that it remains to prove the former
part.
We know already that each spaceEλ is an eigenspace (see Proposition 4.3). Therefore
for any choice of a tableau on 2λ and for any C ∈ Dℓ(2k), we should have an equality
M(c′2λC) =
∑
D∈Dℓ(2k)
〈c′2λC,D〉D = µλc
′
2λC
where µλ denotes the eigenvalue of Eλ. It follows that, for any C,D, we have
〈c′2λC,D〉 = µλ· (coefficient of D in c
′
2λC).
Our task is to determine µλ by the above equality and for that we may choose C,D
arbitrarily. We choose C = D = C0(2k) where C0(2k) denotes the following linear
chord diagram
C0(2k) = {{1, 2}, · · · , {2k − 1, 2k}} ∈ D
ℓ(2k).
We set
v2λ(2k) = c
′
2λC0(2k), mλ = coefficient of C0(2k) in v2λ(2k)
and we determine µλ from the identity
〈v2λ(2k), C0(2k)〉 = mλµλ.
The rest of the proof is divided into three cases.
(I) The case of λ = [k].
In this case, the group P2λ is the whole group while Q2λ is the trivial group. Hence,
for any tableau τ , we have
v[2k] = c[2k]C0(2k) = 2
kk!
∑
C∈Dℓ(2k)
C
so that m[k] = 2
kk!. Furthermore it was already proved in [29] (proof of Proposition
4.1) that 〈 ∑
C∈Dℓ(2k)
C,C0(2k)
〉
= 2g(2g − 2) · · · (2g − 2k + 2).
Therefore
µ[k] = 2g(2g − 2) · · · (2g − 2k + 2)
as claimed.
(II) The case of λ = [1k].
The case k = 1 was already treated in (I) so that we assume k ≥ 2 and compute the
value of
〈c′[2k]C0, C0〉
step by step as follows. We have
c′[2k] = b[2k]a[2k]
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and we choose a standard tableau τ on [2k] as below
1 2
3 4
· · · · · ·
2k − 1 2k
 .
Then the element b[2k ] can be described as
b[2k] = tktk−1 · · · t3t2
where
t2 = {1− (13)}{1− (24)}, t3 = {1− (15)− (35)}{1− (26)− (46)}, · · · ,
tk = {1− (1, 2k − 1)− (3, 2k − 1)− · · · − (2k − 3, 2k − 1)}·
{1− (2, 2k)− (4, 2k)− · · · − (2k − 2, 2k)}.
We define
c1 = a[2k], cs = ts · · · t2a[2k] (s = 2, · · · , k)
and compute
〈csC0, C0〉, ms = coefficient of C0 in csC0
inductively. Here the essential point in our computation is Lemma 2.4. In fact, we use
this lemma repeatedly in the whole of later argument andwe find a “perfect canceling”
in sgns of various operations on linear chord diagrams.
In the first case s = 1, the group P[2k] ∼= S
k
2 acts on C0 trivially. Therefore
c1C0 = a[2k]C0 = 2
kC0, m1 = 2
k
and we have
〈c1C0, C0〉 = m1(2g)
k.
Next we compute the case k = 2
〈c2C0, C0〉 = 2
k〈t1C0, C0〉, m2= coefficient of C0 in c2C0.
Among the 4 elements in
t2 = {1− (13)}{1− (24)} = 1 + (13)(24)− (13)− (24)
exactly 2 elements, namely 1, (13)(24) preserve C0 unchanged. Therefore m2 = 2m1
and if we apply Lemma 2.4, we can conclude that
〈t2C0, C0〉 = (2g){2 · 2g − 2 · (−1)}(2g)
k−2 = (2g)2(2g + 1)(2g)k−2.
Therefore we have
〈t2C0, C0〉 = m2(2g)(2g + 1)(2g)
k−2.
Next we compute
〈c3C0, C0〉 = 2
k〈t3t2C0, C0〉, m3= coefficient of C0 in c3C0.
Among the 9 elements in
t3 = {1− (15)− (35)}{1− (26)− (46)}
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exactly 3 elements, namely 1, (15)(26), (35)(46)preserveC0 unchanged. Thereforem3 =
3m2 and if we apply Lemma 2.4, we can conclude that
〈t3t2C0, C0〉 = (2g)2(2g+1){3 ·2g−(9−3) · (−1)}(2g)
k−3 = (2g)2(2g+1)3(2g+2)(2g)k−3.
Therefore we have
〈t3t2C0, C0〉 = m3(2g)(2g + 1)(2g + 2)(2g)
k−3.
Continuing the computation like this, we can prove that the equalities
〈ts · · · t1C0, C0〉 = ms(2g)(2g + 1)(2g + 2) · · · (2g + s)(2g)
k−s−1
ms = 2
ks!
hold for all s = 1, · · · , k. We check the inductive argument from the s-th step to the
next (s + 1)-th step.
Among the (s+ 1)2 elements in the expansion of
{1− (1, 2s+ 1)− (3, 2s+ 1)− · · · − (2s− 1, 2s+ 1)}
{1− (2, 2s+ 2)− (4, 2s+ 2)− · · · − (2s, 2s+ 2)}
exactly the following (s+ 1) elements preserve C0 unchanged, namely
1, (1, 2s+ 1)(2, 2s+ 2), · · · , (2s− 1, 2s+ 1)(2s, 2s+ 2).
Therefore ms+1 = (s+ 1)ms and if we apply Lemma 2.4, we can conclude that
〈ts+1ts · · · t2C0, C0〉
= ms(2g)(2g + 1) · · · (2g + s− 1){(s+ 1) · 2g − ((s+ 1)
2 − (s+ 1)) · (−1)}(2g)k−s
= (s+ 1)ms2g(2g + 1) · · · (2g + s)(2g)
k−s.
Therefore we have
〈ts+1 · · · t2C0, C0〉 = ms+1(2g)(2g + 1) · · · (2g + s)(2g)
k−s−1
as required.
(III) The general case.
Finally we consider the general case. Roughly speaking, we combine the above two
arguments, one is the case (I) and the other is the case (II), to treat the general case. Let
λ = [λ1λ2 · · ·λh] be a general Young diagram with |λ| = k. Choose a standard tableau
on 2λ, say 1, 2, · · · , 2λ1−1, 2λ1 on the first row, 2λ1+1, 2λ1+2, · · · , 2λ1+2λ2−1, 2λ1+2λ2
on the second row, and so on. Then we can write
P2λ = P2λ1 × P2λ2 × · · · × P2λh
where P2λi (i = 1, · · · , h) denotes the symmetric group consisting of permutations of
labels attached to the boxes in the i-th row of 2λ. Thus we have
a2λ = a2λ1a2λ2 · · · a2λh .
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If we apply the result of case (I) to each row of 2λ, then we obtain
〈a2λC0, C0〉 =2
λ1λ1! · 2g(2g − 2) · · · (2g − 2λ1 + 2)·
2λ2λ2! · 2g(2g − 2) · · · (2g − 2λ2 + 2)·
· · ·
2λhλh! · 2g(2g − 2) · · · (2g − 2λh + 2)
and
coefficient of C0 in a2λC0 =
h∏
i=1
2λiλi! = 2
k
h∏
i=1
λi!.
Next we consider the element b2λ. The group Q2λ can be described as
Q2λ = Q2λ1 ×Q2λ1−1 × · · · ×Q2 ×Q1
where Qj (j = 1, 2, · · · , 2λ1) denotes the symmetric group consisting of permutations
of the labels attached to the j-th column of 2λ. Here we mention that 2λ1 is the number
of columns of 2λ and also both ofQ1 andQ2 are isomorphic toSh. Nowwe decompose
the element b2λ as
b2λ = bλ1 · · · b2b1
where
bj =
∏
γ∈Q2j−1
(1 + sgn γ)
∏
δ∈Q2j
(1 + sgn δ).
First we consider the element b1a2λC0. It can be seen that we can apply the result of
case (II) to the first two columns of 2λ from the left to obtain
〈b1a2λC0, C0〉 = h! 2
λ1λ1! · 2g(2g − 2) · · · (2g − 2λ1 + 2)·
2λ2λ2! · [(2g + 1)(2g − 1)] · (2g − 4) · · · (2g − 2λ2 + 2)·
· · ·
2λhλh! · [(2g + h− 1)(2g + h− 3)] · (2g − 4) · · · (2g − 2λh + 2)
= h! 2k
h∏
i=1
λi! · 2g(2g − 2) · · · (2g − 2λ1 + 2)·
[(2g + 1)(2g − 1)] · (2g − 4) · · · (2g − 2λ2 + 2)·
· · ·
[(2g + h− 1)(2g + h− 3)] · (2g − 4) · · · (2g − 2λh + 2)
= h! 2k
h∏
i=1
λi! · [2g(2g + 1) · · · (2g + h− 1)] · [(2g − 2)(2g − 1) · · · (2g + h− 3)]·
[(2g − 4)(2g − 6)]λ
′
2 · · · [(2g − 2λ1 + 4)(2g − 2λ1 + 2)]
λ′
λ1
and
coefficient of C0 in b1a2λC0 = h! 2
k
h∏
i=1
λi!
where λ′ = [hλ′2 · · ·λ
′
λ1
] denotes the conjugate Young diagram of λ.
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Next we can apply the result of case (II) to the two columns, the third and the fourth
from the left of 2λ, to obtain
〈b2b1a2λC0, C0〉 =h!λ
′
2! 2
k
h∏
i=1
λi! · 2g(2g − 2) · · · (2g − 2λ1 + 2)·
(2g + 1)(2g − 1) · [(2g − 3)(2g − 5)] · (2g − 8) · · · (2g − 2λ2 + 2)·
· · ·
(2g + h− 1)(2g + h− 3) · [(2g + h− 5)(2g + h− 7)] · (2g − 8) · · · (2g − 2λh + 2)
=h!λ′2! 2
k
h∏
i=1
λi! · [2g(2g + 1) · · · (2g + h− 1)] · [(2g − 2)(2g − 1) · · · (2g + h− 3)]·
· [(2g − 4)(2g − 3) · · · (2g + λ′2 − 1)] · [(2g − 6)(2g − 5) · · · (2g + λ
′
2 − 3)]·
[(2g − 8)(2g − 10)]λ
′
3 · · · [(2g − 2λ1 + 4)(2g − 2λ1 + 2)]
λ′
λ1
and
coefficient of C0 in b2b1a2λC0 = h!λ
′
2! 2
k
h∏
i=1
λi!.
Continuing in this way until the last two columns from the right of λ, we finally
obtain
〈c′2λC0, C0〉 =m2λ · 2g(2g − 2) · · · (2g − 2λ1 + 2)·
(2g + 1)(2g − 1) · · · (2g − 2λ2 + 3)·
· · ·
(2g + h− 1)(2g + h− 3) · · · (2g + h− 2λh + 1)
m2λ =
h∏
i=1
2λiλi!
λ1∏
j=1
λ′j! = 2
k
h∏
i=1
λi!
λ1∏
j=1
λ′j!.
Here we would like to emphasize again that an essential use of Lemma 2.4 is made
in the above computation. This completes the proof. 
5. TOPOLOGICAL STUDY OF THE TAUTOLOGICAL ALGEBRA OF THE MODULI SPACE OF
CURVES
As already mentioned in the introduction, this work was originally motivated by a
topological study of the tautological algebra of the moduli space of curves.
Let Mg be the mapping class group of Σg and let R
∗(Mg) denote the tautological
algebra in cohomology ofMg . Namely it is the subalgebra of H
∗(Mg;Q) generated by
the Mumford-Morita-Miller tautological classes ei ∈ H
2i(Mg;Q). We also consider the
mapping class groupMg,∗ of Σg relative to the base point ∗ ∈ Σg and the correspond-
ing tautological algebra R∗(Mg,∗). In this case, it is the subalgebra of H
∗(Mg,∗;Q)
generated by ei and the Euler class e ∈ H
2(Mg,∗;Q).
In the context of algebraic geometry, there is a more refined form of the tautological
algebra. Namely, if we denote by Mg the moduli space of curves of genus g, then its
tautological algebra, denoted by R∗(Mg), is defined to be the subalgebra of the Chow
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algebraA∗(Mg) ofMg generated by the tautological classes κi ∈ A
i(Mg) introduced by
Mumford. There is a natural surjectionR∗(Mg)→R
∗(Mg)which sends κi to (−1)
i+1ei.
There have been obtained many interesting results about the tautological algebras,
Faber’s beautiful conjecture given in [2] together with his related works being a strong
motivation for them. In particular, Faber and Zagier proposed a set of conjectural
relations in R∗(Mg) and Faber in fact proved that it gives an affirmative answer to his
conjecture including the most difficult part, namely the perfect pairing property, up
to genus g ≤ 23. Very recently, Pandharipande and Pixton [33] proved a remarkable
result that the Faber-Zagier relations are actual relations inR∗(Mg) for all g. However
the structure of R∗(Mg) for general g remains mysterious. For more details of these
developments, we refer to Faber’s recent survey paper [3] as well as the references
therein. The main tools in these works belong to algebraic geometry which are quite
powerful. A theorem of Looijenga given in [19], which is one of the earliest results
in this area, is a typical example. See also recent works [37][38] of Yin for the case of
R∗(Mg,1).
On the other hand, there are a few topological approaches to this subject. The first
one was given in our papers [24][25]. Recently Randal-Williams [35] greatly general-
ized this to obtain very interesting results. See also Grigoriev [7] for the case of higher
dimensional manifold bundles.
In [29] we adopted a closely related but a bit different approach, namely a combina-
tion of topology and representation theory. In the next section we extend this approach
and give a systematic way of producing relations among theMMM tautological classes
inR∗(Mg) andR
∗(Mg,∗). For that, in the remaining part of this section, we summarize
former results.
By analyzing the natural action ofMg on the third nilpotent quotient of π1Σg, in [28]
we constructed the following commutative diagram
(8)
π1Σg −−−→ [1
2]Sp×˜HQy y
Mg,∗
ρ2
−−−→ (([12]torelliSp ⊕ [2
2]Sp)×˜ ∧
3 HQ)⋊ Sp(2g,Q)yp y
Mg
ρ¯2
−−−→ ([22]Sp×˜UQ)⋊ Sp(2g,Q).
This extends our earlier work in [26] in which we treated the case of the action on
the second nilpotent quotient. Here UQ = ∧
3HQ/HQ and [2
2]Sp is the unique Sp-
representation corresponding to the Young diagram [22]which appears in both of ∧2U∗Q
and ∧2(∧3H∗Q). Also ([2
2]Sp) denotes the ideal generated by [2
2]Sp. (([1
2]torelliSp ⊕ [2
2]Sp) is
defined similarly (see [28] for details).
In our joint works with Kawazumi [13][14], we determined the homomorphisms
ρ∗2, ρ¯
∗
2 in cohomology which are induced by the representations ρ2, ρ¯2 in the above dia-
gram (8). More precisely, we proved that the images of them are precisely the tautolog-
ical algebras and also that these representations are isomorphisms in the stable range
22 SHIGEYUKI MORITA
of Harer [9] (so that the images are in fact isomorphic to the whole rational cohomol-
ogy algebras of the mapping class groups by the definitive result of Madsen andWeiss
[20]). In the proof of these results, the work of Kawazumi in [12] played a crucial role.
Thus we have the following commutative diagram
(9)
(
∧∗(∧3H∗Q)/([1
2]torelliSp ⊕ [2
2]Sp)
)Sp ρ∗2−−−−→
stably ∼=
R∗(Mg,∗)x xp∗(
∧∗U∗Q/([2
2]Sp)
)Sp ρ¯∗2−−−−→
stably ∼=
R∗(Mg).
Here ([22]Sp) denotes the ideal generated by [2
2]Sp. (([1
2]torelliSp ⊕[2
2]Sp) is defined similarly.
Furthermore we have given explicit formulas for the homomorphisms ρ∗2, ρ¯
∗
2 in terms
of graphs which we now recall.
Let G be the set of isomorphism classes of connected trivalent graphs and let Q[Γ; Γ ∈
G] denote the polynomial algebra generated by G. We define the degree of a graph
Γ ∈ G to be the number of vertices of it. Thus the subspace Q[Γ; Γ ∈ G](2k) consisting
of homogeneous polynomials of degree 2k can be naturally identified with the linear
space spanned by trivalent graphs with 2k vertices. Also let G0 be the subset of G con-
sisting of connected trivalent graphs without loops. In [26], the following commutative
diagram was constructed
(10)
Q[Γ; Γ ∈ G] −−−→ (∧∗(∧3H∗Q))
Sp
ιg
x x
Q[Γ; Γ ∈ G0] −−−→ (∧∗U∗Q)
Sp
where both of the horizontal homomorphisms are surjective and bijective in a certain
stable range and ιg denotes some twisted inclusion.
Then in [14], the following commutative diagram
Q[Γ; Γ ∈ G]
α
−−−→ Q[g][e, e1, e2, · · · ]
ιg
x x∪
Q[Γ; Γ ∈ G0]
β
−−−→ Q[g][e1, e2, · · · ]
was constructed which realizes the composition of the commutative diagrams (10) fol-
lowed by (9) by means of explicit formulas α and β. In particular, for each trivalent
graph Γ with 2k vertices, we have the associated characteristic class
αΓ ∈ Q[g][e, e1, e2, . . .]
(2k).
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If we fix a genus g, then the commutative diagram (9) is isomorphic to the following
Q[Γ; Γ ∈ G]/W˜
αg
−−−−→
stably ∼=
Q[e, e1, e2, · · · ]
ιg
x x∪
Q[Γ; Γ ∈ G0]/W
βg
−−−−→
stably ∼=
Q[e1, e2, · · · ]
where W˜ denotes certain equivalence relation in Q[Γ; Γ ∈ G] induced by graphical
operations on trivalent graphs including the Whitehead move (or the IH move) and
W is a similar one. We mention that the relation between the ideal ([22]Sp) and the IH
move for the lower case was first studied by Garoufalidis and Nakamura in [5].
6. A SET OF RELATIONS IN R∗(Mg) AND R
∗(Mg,∗)
In this section, we apply Theorem 1.1 to the description of the tautological algebras
R∗(Mg) andR
∗(Mg,∗) in terms of certain symplectic invariant tensors as well as triva-
lent graphs, which we recall in the previous section, and obtain relations among the
MMM tautological classes in a systematic way. This extends our former work in [29].
The symplectic invariant tensors we are concerned is
(
∧2k(∧3HQ)
)Sp
which can be
considered as both a natural quotient space as well as the subspace of (H⊗6kQ )
Sp. Fur-
thermore this subspace can be described by means of the natural action of S6k on the
whole space (H⊗6kQ )
Sp. It follows that the orthogonal direct sum decomposition given
by Theorem 1.1 induces that of the space
(
∧2k(∧3HQ)
)Sp
so that we obtain the following
commutative diagram
(11)
(H⊗6kQ )
Sp quotient, contain−−−−−−−−−→
⊃
(
∧2k(∧3HQ)
)Sp∥∥∥ ∥∥∥⊕
|λ|=3k Uλ
quotient, contain
−−−−−−−−−→
⊃
⊕
|λ|=3k Lλ
where Lλ denotes certain subspace of Uλ. The totality of the upper quotient homomor-
phism in this diagram for all k can be realized graphically by the following collapsing
operation.
Definition 6.1 ([29]). For each C ∈ Dℓ(6k), let ΓC denote the trivalent graph defined
as follows. We understand C as a disjoint union of 3k chords each of which connects
the two points is, js (s = 1, 2, · · · , 3k) in the set of vertices {1, 2, · · · , 6k}. Then ΓC is
the graph obtained from C by joining the three vertices in each of the sets {1, 2, 3},
{4, 5, 6}, · · · , {6k− 2, 6k− 1, 6k} to a single point. Thus ΓC is a (possibly disconnected)
trivalent graphwith 2k vertices. By extending this operation linearly, we obtain a linear
mapping
QDℓ(6k)→ Q[Γ; Γ ∈ G](2k).
For each element ξ ∈ QDℓ(6k), we denote its image under the above mapping by Γξ.
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Then we have the following commutative diagram
(12)
QDℓ(6k)
collapse
−−−−→
⊃
Q[Γ; Γ ∈ G](2k)∥∥∥ ∥∥∥⊕
|λ|=3k Eλ
collapse
−−−−→
⊃
⊕
|λ|=3k L
′
λ
where L′λ denotes the subspace corresponding to Lλ (and in fact isomorphic to Lλ′). In
view of (10), this is equivalent to the diagram (11).
We need one more terminology to formulate our result and that concerns the follow-
ing direct sum decomposition
(13) (∧2k(∧3HQ))
Sp ∼=
2k⊕
p=0
(∧2k−pUQ ⊗ ∧
pHQ)
Sp.
This is based on the fact that ∧3HQ is not irreducible as an Sp-module but is a sum of
two irreducible summands ∧3HQ ∼= UQ ⊕HQ. Notice that the above decomposition is
an unstable operation in the sense that it depends on the genus g and also that it cannot
be described in terms of the action of the symmetric group.
To realize the above decomposition (13) graphically, we recall a few terminologies
from our paper [29] in suitably modified forms. Consider the mapping
∧2k(∧3HQ) ∋ ξ = ξ1 ∧ · · · ∧ ξ2k
7→ ξ(p) =
∑
i1<···<ip
ξ1 ∧ · · · ∧ C˜ξi1 ∧ · · · ∧ C˜ξip ∧ · · · ∧ ξ2k ∈ ∧
2k(∧3HQ)
(14)
where ξi ∈ ∧
3HQ, 0 ≤ p ≤ 2k and C˜ : ∧
3HQ → ∧
3HQ is the mapping defined by
C˜(u ∧ v ∧ w) =
1
g − 1
(µ(u, v)w + µ(v, w)u+ µ(w, u)v) ∧ ω0.
Now let Γ be a trivalent graph with 2k vertices and let VΓ denote the set of vertices.
Fix a subset F ⊂ VΓ consisting of p vertices where 0 ≤ p ≤ 2k. We denote by P(F )
the set of all ways of choices ̟ where, for each vertex v ∈ F , ̟(v) specifies 2 edges
emerging from v out of the 3 such edges. Since there are 3 edges emerging from each
vertex, P(F ) has 3p
(
2k
p
)
elements.
For each ̟ ∈ P(F ), we define a trivalent graph Γ̟ and a number ℓ(̟) as follows.
At each vertex v ∈ F , cut the 2 edges emerging from it which correspond to ̟(v) at
the one third point along each edge from v. Then we connect the two endpoints of the
shortened edges emerging from v to make a loop. At the same time, we also connect
the two endpoints of the remaining 2 edges. After performing this operation at every
vertex v ∈ F , we are left with a trivalent graph together with certain number of disjoint
circles and/or intervals. We define Γ̟ to be this trivalent graph throwing away the
other parts. The number ℓ(̟) is defined to be that of the disjoint circles. Namely it is
the sum of the number of loops and that of double edges “occurring” in ̟.
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Definition 6.2 (graphical contraction). Let Γ be a trivalent graph with 2k vertices. For
each 0 ≤ p ≤ 2k, we define
Γ(p) =
1
(2g − 2)p
∑
F⊂VΓ
∑
̟∈P(F )
(−1)p(−2g)ℓ(̟)Γ̟ ∈ Q[Γ; Γ ∈ G]
(2k)
where F runs through all subsets of VΓ consisting of p elements. Furthermore we set
Γ¯ = Γ− Γ(1) + Γ(2) − · · ·+ Γ(2k).
Finally we extend these operations on the whole space Q[Γ; Γ ∈ G](2k) by linearity.
In summary, each element ξ ∈ QDℓ(6k) gives rise to the associated element Γξ ∈
Q[Γ; Γ ∈ G](2k) by Definition 6.1 and then we have the following series of elements
Γξ = Γ
(0)
ξ ,Γ
(1)
ξ , · · · ,Γ
(2k)
ξ , Γ¯ξ
belonging to Q[Γ; Γ ∈ G](2k) by Definition 6.2. Then it was shown in [29] that the above
graphical operations realize the decomposition (13).
Now we are ready to state our main result in this section.
Theorem 6.3. (i) In the tautological algebraR∗(Mg), the following relations hold.
For all ξ ∈ Eλ ⊂ QD
ℓ(6k) with λ1 > g, we have αΓ¯ξ = 0 ∈ R
2k(Mg).
(ii) In the tautological algebraR∗(Mg,∗), the following relations hold.
For all ξ ∈ Eλ ⊂ QD
ℓ(6k) with λ1 > g, we have αΓ(p)
ξ
= 0 ∈ R2k(Mg,∗) for any 0 ≤ p ≤ 2k.
Proof. We first prove (ii). Let ξ ∈ Eλ ⊂ QD
ℓ(6k) be any element. Then we have
Φ(ξ) ∈ Uλ′ by Theorem 1.8. If we further assume that λ1 > g, then h(λ
′) = λ1 > g
so that Φ(ξ) = 0 ∈ (H⊗6kQ )
Sp by Theorem 1.1. It follows that the projected image of
Φ(ξ) in (∧2k(∧3HQ))
Sp is also trivial. Furthermore all the components of this element
with respect to the direct sum decomposition (13) are trivial because they are obtained
by applying the operations (14). Since these tensorial operations are realized by the
graphical operations given in Definition 6.1 and Definition 6.2, the claim holds.
Next we prove (i). The graphical operation
Γ 7→ Γ¯ = Γ− Γ(1) + Γ(2) − · · ·+ Γ(2k)
given in Definition 6.2 realizes the tensorial operation of taking the (∧2kUQ)
Sp part out
of the whole (∧2k(∧3HQ))
Sp in the direct sum decomposition (13). On the other hand,
the diagram (9) shows that this operation extracts exactly the “basic” part with re-
spect to the projection Mg,∗ → Mg, namely the part which comes from the ”base”
Mg (observe here that we have a natural injection R
∗(Mg) ⊂ R
∗(Mg,∗)). The claim
follows. 
Remark 6.4. The first case λ = [3k] in the above theorem was treated in our former
paper [29] completely. In this case 2λ = [6k] is the one dimensional trivial representa-
tion of S6k so that dimEλ = 1. We have determined the relations αΓ¯ξ = 0 ∈ R
2k(Mg)
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explicitly for all k and g = 3k − 1, 3k − 2, . . . , 2, where ξ denotes a non-trivial unique
(up to scalars) element of Eλ. In this computation, the eigenvalue
µ[3k] = 2g(2g − 2) · · · (2g − 6k + 2)
of E[3k], which is the smallest one, played an important role.
As an application of this first case, we showed that R∗(Mg) is generated by the first
[g/3] MMM classes. Later Ionel [10] proved a stronger result that this fact holds at the
Chow algebra level, namely inR∗(Mg).
The second case corresponds to λ = [3k − 1, 1] and dimEλ = 9k(2k − 1), the third
case corresponds to λ = [3k−2, 2] (k ≥ 2) and dimEλ =
1
2
k(3k−1)(6k−1)(6k−7), and
so on. Schematically, we may write
[3k] 7→ 0 (g ≤ 3k − 1) ⇒ R∗(Mg) is generated by the first [g/3] MMM classes
[3k − 1, 1] 7→ 0 (g ≤ 3k − 2)
[3k − 2, 2], [3k − 2, 12] 7→ 0 (g ≤ 3k − 3)
[3k − 3, 3], [3k − 3, 21], [3k − 3, 13] 7→ 0 (g ≤ 3k − 4)
[3k − 4, 4], [3k − 4, 31], [3k − 4, 22], [3k − 4, 212], [3k − 3, 14] 7→ 0 (g ≤ 3k − 5)
· · ·
Although we have to consider the collapsing Eλ → Lλ′ described in diagram (12), it
seems reasonable to expect that many relations can be obtained in this way. We would
like to pursue this in future.
In view of the fact that Theorem 1.1 gives a complete description how the Sp-invariant
tensors degenerate according as the genus decreases from the stable range to the last
case g = 1, it would be reasonable to make the following.
Conjecture 6.5. The relations given in Theorem 6.3 make a complete set of relations for
the tautological algebrasR∗(Mg) andR
∗(Mg,∗).
7. CONCLUDING REMARKS
In a joint work [31] with T. Sakasai andM. Suzuki, another role of the canonical met-
ric is given. In this work, we investigate the structure of the symplectic derivation Lie
algebra hg,1 which is the Lie algebra consisting of symplectic derivations of the free Lie
algebra generated by HQ. This Lie algebra is a very important subject in topology and
also in other related fields of mathematics including number theory. In particular, the
symplectic invariant part hSpg,1 of this Lie algebra concerns many deep questions in vari-
ous contexts, e.g. homology cobordism invariants for homology cylinders, the rational
cohomology group of the outer automorphism group of free groups and the Galois ob-
structions in the theory of arithmetic mapping class groups. We obtain several results
about hSpg,1 and we refer to the above cited paper for details.
Finally we would like to mention another possible application of our metric. That is
concerned with “harmonic representatives” of cohomology classes which arise in var-
ious symplectic Lie algebras, by which we mean graded Lie algebras such that each
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graded piece is an Sp-module and the bracket operation is an Sp-morphism. We are
keeping in mind the Lie algebra hg,1 mentioned above and more generally Kontse-
vich’s graph (co)homology theory (see [15][16]). It might be worthwhile to investigate
whether harmonic representatives of cohomology classes of these Lie algebras would
uncover some unknown geometric property of them.
In particular, the case of the Gel’fand-Fuks cohomology of formal Hamiltonian vec-
tor fields on HR = HQ ⊗ R, both in the stable as well as the unstable contexts, seems
to be interesting. In the simplest case of formal Hamiltonian vector fields on the plane,
Gel’fand, Kalinin and Fuks found in [6] an exotic class andMetoki found another one in
[21]. The problem of determining whether these classes are non-trivial as characteris-
tic classes of transversely symplectic foliations remains unanswered up to the present.
In the framework due to Kontsevich [17], it was shown in our paper with Kotschick
[18] that the Gel’fand-Kalinin-Fuks class can be decomposed into a product of certain
leaf cohomology class and the transverse symplectic form and in [23] Mikami proved
a similar statement for the Metoki class. It would be worthwhile to study whether
the harmonic representatives of these leaf cohomology classes would shed light on the
above difficult problem.
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