Abstract. We study the maintenance of a simplicial grid or complex under changing density requirements. The proposed method works in any xed dimension and generates grids by projecting cross-sections of a monotone simplicial complex that lives in one dimension higher than the grid. The density of the grid is adapted by locally moving the cross-section up or down along the extra dimension.
Introduction
For many applications of geometric grids, it is important to adapt it to local density requirements. As an example consider an application in nite element analysis where a grid is used to nd an approximate solution to a di erential equation. For reasons of e ciency and also accuracy, it is desirable that the density changes as rst approximations to the solution become available, see e.g. 10] . Ideally, the grid generator and the solver should be integrated into a short feed-back cycle. Adaptation requires that in some regions vertices be deleted and in regions of interest vertices be added. During the course of several iterations it can happen that some regions change from coarse to dense and back to coarse. Fluctuations in the desired density occur in particular in grids modeling objects that change over time.
In this paper we describe a hierarchical approach to adaptive grid generation based on simplicial complexes and fast data structures. The method works in any xed dimension; in this paper we describe it for (d ? 1)-dimensional Euclidean space, R d?1 . The main idea is to perform local changes to the (d ? 1)-dimensional grid, which is a simplicial (d ? 1)-complex, and to record these changes in a data structure, which is a directed acyclic graph. A non-geometric interpretation of the graph is a hierarchically accumulated record of the history. The novelty of our approach lies in how we use the history in order to manipulate the presence. Since the past is recorded in an e ective data structure, we can roll-back time to re-generate earlier states of the grid. It also o ers the possibility to combine states of the grid at di erent times in di erent places. This can be understood as a consistent snap-shot in the framework of time de ned as a partial order of events. A geometric interpretation of the graph is a simplicial d-complex imbedded in R d . We can think of a snap-shot as a cross-section within the d-complex; its projection into R d?1 is a (d ? 1)-dimensional grid. In order to make these abstract ideas work, we need to understand the topology of the situation, and we need to design and implement e cient data structures and algorithms that provide a responsive environment. Our speci c approach is based on ideas in 4, 5] , where a directed acyclic graph, called history dag, is used to compute weighted and unweighted Delaunay complexes in R d?1 . The simplices of these complexes correspond to the sinks of the dag. We view the complexes as grids that discretize geometric objects in R d?1 . The dag is constructed as follows. Initially, it consists of a single node or d-simplex. It is repeatedly extended by attaching nodes or d-simplices to sinks. At any point in connectivity properties of monotone 2-complexes that fail in three and higher dimensions. Section 6 proves connectivity results that hold in all dimensions. Section 7 considers the algorithmic problem of combining cross-sections. Section 8 studies the rotation operation for monotone d-complexes.
De nitions
We begin by introducing basic concepts and notation. A certain familiarity with simplicial complexes as treated in the algebraic topology literature, see e.g. 8] , is useful in dealing with the occasional accumulation of notation.
Simplicial Complexes. A k-simplex, k , is the convex hull of a set T of k + 1 a nely independent points; its dimension is dim k = k = card T ? 1. Special terms are used for small k: a vertex is a 0-simplex, an edge is a 1-simplex, a triangle is a 2-simplex, and a tetrahedron is a 3-simplex. A simplex spanned by a subsets U T is a face of k , or`-face if`= card U ?1. Examples are the empty set, which is the only (?1)-face of k , and k itself, which is its only k-face. The (k ? 1)-faces are the facets, and the (k ? 2)-faces are the ridges of k . In R d , at most d + 1 points can be a nely independent, so the dimension of simplices can be at most d. A nite collection of simplices, K, is a simplicial complex if the faces of every simplex in K also belong to K, and the intersection of two simplices in K is either empty or a face of both. The dimension of K is dim K = max 2K dim , and if this dimension is k then we call K a k-complex. A k-complex K is pure if every 2 K is face of a k-simplex in K. The Interior, closure, and boundary. It is convenient to introduce notions for complexes and their subsets that mimic the common point set topological concepts of interior, closure, and boundary. The notions of boundary and interior are de ned relative to the imbedding space, rather than relative to the complex or set of simplices.
Let K be a collection of simplices so that the intersection of any two simplices in K is either empty or a face of both. In other words, K is a subset of a simplicial complex.By de nition, there is a one-to-one correspondence between cross-sections and pre xes. It is important to notice, that the grids of Z corresponding to cross-sections constitute all possible grids of Z that can be obtained by projecting lower boundaries of monotone complexes K M. Cross-section poset. As we will see shortly, the set of cross-sections of a pure monotone d-complex has itself a nice structure, namely it forms a lattice. Observe that the collection of pre xes of M together with the containment relation de nes a partially ordered set. This set has the structure of a lattice (see below), because intersections and unions of pre xes lead again to pre xes. Lemma 3.3 Let P1 and P2 be pre xes of M. Then reg (P1 \ P2) and P1 P2 are also pre xes of M.
Consider intersection rst. Note that P1 \ P2 = P1 ? (P1 ? P2). Choose From the one-to-one correspondence between pre xes and cross-sections we get another partially ordered set for the crosssections of M. Let C = CM be the set of cross-sections of M. For C1;C2 2 C let P1 and P2 be the pre xes so that C1 = bd`(P1 bduM) and C2 = bd`(P2 bduM), and write C1 C2 if P1 P2. The poset (C; ) has a unique minimum, bduM, and a unique maximum, bd`M. A partially ordered set is a lattice if for every pair of elements, there is a unique maximal element preceding both and a unique minimal element succeeding both in the order.
Thm. 3.4 (C; ) is a lattice.
Let C1;C2 be any two cross-sections in C, and let P1;P2 be the corresponding pre xes. De ne Ph = reg (P1 \ P2) and P`= P1 P2, and set Ch = bd`(Ph bduM) and C`= bd`(P` bduM). We have Ch C1;C2 C`. Furthermore, C Ch for every C that precedes C1 and C2, and C` C for every C that succeeds C1 and C2. Hence, Ch is the required unique maximal element that precedes both cross-sections, and C`is the unique minimal element that succeeds them.
Changing one cross-section to another is like tracing a path from one element in (C; ) to another. The fact that (C; ) is a lattice simpli es navigation signi cantly. In other words, there are e cient ways to manipulate cross-sections in a predictable manner.
Extreme Cross-sections
An important question discussed in section 7 is how to select and manipulate cross-sections. We introduce terminology that will help us to study this question in detail.
Ancestors and descendents. Let Ch and C`serve as brackets for the collection of cross-sections that in some sense most accurately represent the chosen set of simplices, M. More speci cally, this is the set of cross-sections C so that Ch C C`. We see that theorem 3.4 has algorithmic consequences. If we have any pre x P, with M P, then the highest cross-section of M can be generated by removing sinks that are not for any 2 M. Conversely, we can generate the lowest cross-section of M from the highest cross-section by adding sinks that do not remove any 2 M from the lower boundary. Removing and adding sinks without back-tracking is possible only because (C; ) is a lattice.
Anomalies in Three Dimensions
Instead through growing and shrinking a pre x one d-simplex at a time, as suggested by thm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
General Connectivity Results
In spite of the structural irregularities of monotone d-complexes in d 3 dimensions exhibited in section 5, weaker connectivity requirements hold for all dimensions. These weaker properties are crucial for the e cient manipulation of cross-sections.
This section studies what happens when the ancestor complex of a d-simplex is added to a pre x, and it considers the lower boundary of a pure monotone d-complex. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . be two pre xes of M. The corresponding cross-sections are C1 = bd`(P1 bduM), C2 = bd`(P2 bduM), and C`= bd`(P1 P2 bduM). A simplex 2 M belongs to C`if (1) 2 C1 and 6 2 P2, (2) 2 C2 and 6 2 P1, or (3) 2 C1 and 2 C2, see gure 7.1 (a). It is algorithmically more convenient to combine cases (1) and (3) and to write the new cross-section as the union of two sets: C`= (C1 ? int P2) (C2 ? P1). The only shared simplices in the two sets belong to bduM, so we can write C`as the disjoint union of two sets if we subtract bduM from the second set. This leads to the formula used for the algorithm.
Obs. 7.1 C`= (C1 ? int P2) (bd`P2 ? P1 Algorithm. At the start of the algorithm for constructing C`, all facets in C1 are marked (no other simplices in M are marked) and d 0 6 2 P1 is given. The basic idea is to extend the lower facets of d 0 in the steepest possible way across their rims until facets of C1 are encountered. This works ne in R 2 , but for reasons discussed in lemma 5.1 (ii) there is trouble in three and higher dimensions. We account for the indicated di culties by extending the lower facets of d 0 in two steps: the rst step distributes temporary marks, and the second step converts appropriate temporary marks into permanent ones. Together, the two steps compute the second set on the right side of the formula in obs. 7.1. A third step handles the rst set on the right side by visiting and unmarking all facets of C1 that lie in the interior of P2. We see that the work concentrates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Figure 7 .1: New cross-sections can be generated from old ones by performing boolean operations on the corresponding pre xes. In each example, the cross-section consists of the bold solid line, combined with the bold dotted line, possibly combined with some parts of the upper boundary of M (which are not shown). In (c), P 2 is the complement of the pre x P 2 , so reg (P 1 ? P 2 ) = reg (P 1 \ P 2 ), and the lower boundaries in (b) and (c) are indeed the same.
on the changes in the cross-section and avoids visiting the remaining facets in C1 \ C`. However, because of the mentioned complications we cannot substantiate the claim that the running time of the algorithm is at most proportional to the number of facets added to or removed from C1.
Each step is implemented as a search through a subset of the facets in M; breadth-rst and depth-rst search 11] are possible concretizations. A search is su ciently determined if we specify which facets adjacent to the current facet are visited next. If no adjacent facet is visited then the search backtracks and possibly continues at some other facet.
Step Next, temporary marks are converted to permanent marks; these are the same type of marks used for facets of C1.
Step 2. Start a search at every lower facet of d 0 . After executing the three steps we need to remove all remaining temporary marks. This can be done by repeating a search as in step 1.
As described in 4, 5] , the history dag of M can be constructed incrementally by adding one point at a time. The analysis indicates that M is only a small constant times the size of its lower boundary, as long the points are added in a random order. Since we incorporate update operations issued by the user, we cannot assume randomness and a bias in the order is indeed likely to exist. For this and other reason, we introduce the rotation operation. Its sole purpose is the restructuring of the dag. As a side e ect, a rotation changes the number of simplices in M and can thus be used to reduce the memory requirements of the hierarchy. Owing its name to the more familiar rotation operation for balance binary trees 11], it has been studied in the general context of dynamically maintaining randomized data structures by Mulmuley 7] .
We begin with the case where M is a pure monotone d-complex obtained by adding points p0; : : : ; pi; pi+1; : : : ; p`, in this order, using the incremental algorithm in 4]. Di erent permutations result in di erent complexes, all with the same lower boundary. Although we assume a particular ordering of the points, we do not actually have to know it. Let M 0 denote the pure monotone complex that results by adding the points in an order that di ers from the above permutation by exchanging pi and pi+1, for some 0 i <`. We de ne the operation rotation(M; i) for 
This expression suggests a somewhat di erent view of a rotation. Instead of explicitly changing the insertion order of the points, we can view a rotation as changing the dependency among the cups. To make this more precise, we say that Uj depends on Uk if, for some d-simplex d 2 Uj, reg (A( d ) \ Uk) is non-empty.
Remarks. (1) There are di erent ways to implement a rotation. For example, in d = 2 dimensions, a rotation can be performed using edge ips only. In general, a good implementation will avoid removing and reinserting d-simplices that belong to Ui Ui+1 as well as Ui 0 Ui+1 0 .
(2) The correctness of a rotation operation depends on convexity conditions for certain cross-sections of the complex.
For general monotone d-complexes, these conditions may fail and rotations might not be generally possible.
Discussion
A few years ago, Guibas, Knuth and Sharir 5] introduced the history dag as an e cient data structure that supports point locations necessary in the incremental construction of two-dimensional Delaunay complexes. The history dag has been generalized to weighted Delaunay complexes and to dimensions d 3 in 4] . In this paper we promote the notion that this dag is a versatile representation of simplicial grids with as many applications as grids have themselves. There are several advantages the dag o ers over more traditional representations of grids:
(i) it is hierarchical and combines ne and crude simplicial decompositions into a single data structure, (ii) it is adaptive so that the grid can be changed locally by moving the active cross-section within the dag, and (iii) it is dynamic as it admits operations such as adding, moving, and removing a point.
While the dag is more exible and more e cient in terms of speed than traditional grid representations, it possibly su ers from higher memory requirements. Experimental results obtained from an implementation of the dag for d = 2 and d = 3
show that the additional memory required for the dag is only a small constant times the memory required by the most re ned grid. This should be seen in contrast to the improved access e ciency. For example, as shown in 12], for d = 3 the selection of grids with various densities in a precomputed dag is approximately 1000 times faster than the computation of that grid. We conclude this paper by mentioning a few applications of the dag. Research is being conducted for the integration of the dag with the multigrid method 1]. The bene ts of the dag are twofold. First, it provides an e cient means for the local adaptation of the grid as suggested by the results obtained from computations on less adapted grids. A drastic change in density is translated into a locally steep cross-section. The combinatorics of the hierarchy imposes an upper bound on the possible steepness, which translates back to an upper bound on the speed of local density change, see gure 9.1. Second, the the abscissa corresponds to the square root of the average area per vertex in the region with density equal to 1. Similarly, in b) the unit distance on the abscissa corresponds to the cubic root of the average volume per vertex in the region with density equal to 1. dag can be used to provide grids needed in the solution cycle of the multigrid method, see gure 9.2.
As another application and a demonstration of the e ciency of the dag we implemented an iso-surface visualization tool. It allows the user to change the iso-value and get feedback in terms of an updated picture in real time, see gure 9.3. Finally we mention applications of the dag in so-called y-through scenarios where only the areas of interest are shown in high resolution. 
