Massive MIMO systems promise high data rates by employing large number of antennas. By growth of number of antennas in a system, both data rate and power usage rise. This creates an optimisation problem which specifies how many antennas we should have for an optimum operation to achieve the best possible Energy-Efficiency. Since the number of user terminals varies over time, number of operational antennas should be optimised continuously while there exists a fixed number of antennas installed in the BS. In this paper, we propose to select appropriate number of antennas in an adaptive manner relative to number of user terminals. Through this, existence of excessive number of antennas can be used to select best antennas which have better channel conditions. This can improve Energy-Efficiency due to better use of available resources. Next, we find a tight approximation for consumed power using Wishart theorem for the proposed scheme and use it to find a deterministic form for Energy-Efficiency, correspond to our proposed algorithm. Our simulation results show that our approximation is quite tight and there is significant improvement in Energy-Efficiency when antenna selection scheme is employed.
Introduction
Massive MIMO systems, which employ large number of antennas, is one of the promising technologies for next generation of wireless systems [1] . In each new generation of wireless systems, exponentially growth of data rate and number of user terminals (UTs) is expected [2] . For example, Internet of Things and big files oblige the next wireless system generation to manage enormous number of UTs with high data rates. Taking advantage of large number of antennas prepare these systems to face simultaneously growth of both number of UTs and requested data rate [1] . Also, they can simplify other parts of a communication system [3] .
Worries about global warming result in applying some limitations about total power consumption in communication systems [4] . This brings the question that if it is a useful solution to arbitrarily increase number of antennas, which will cause more radiated power and more power consumption in the system. On the other hand, increasing the number of antennas will provide more degree of freedom in a MIMO system which results in better accessibility for UTs [1] . These create a trade-off between total power consumption and data rate in a wireless system [5] . Such a trade-off can be reflected in the Energy-Efficiency (EE) of the communication system. EE is a parameter to reflect the efficiency of consumed power relative to the offered data rate by the system [6] . This parameter can give a general view of optimality of the system.
Increasing number of antennas can raise the circuit power consumption in some important parts of transmitter and receiver which are normally neglected e.g. RF chains and signal processing power consumption. Conventional models of MIMO systems neglect power consumption of RF chains because of the small dimensions of the system. In these cases, the EE is monotonically increasing relative to number of antennas, however this part can not be neglected in massive MIMO systems. Therefore EE will not necessarily increase by employing more antennas, thus it results in an EE optimisation problem with respect to number of antennas and many other system parameters such as number of UTs and desired data rate [7, 8] . In [8] authors have presented a comprehensive model for power consumption of a communication system which can be used to accurately analyse the EE of massive MIMO systems.
To reduce the number of RF chains and the complexity of MIMO system, the idea of antenna selection was first proposed in conventional MIMO systems with small number of transmit and receive antennas [9] . The idea is to select antennas with specific characteristics, depending on selection criteria, to achieve various goals such as capacity. Recently by increasing the dimensions of MIMO systems, the idea of antenna selection becomes more important and has been analysed in massive MIMO systems. The distribution of mutual information between receive and transmit antennas with transmit antenna selection has been derived for a point-to-point communication system [5, 10] . However, there is a lack of comprehensive analysis for the effects of antenna selection in the Multi-User (MU) case which has the most potential to be employed in the next generation of wireless systems [2, 11] . It has been noted in [5] that finding an exact relation for mutual information with antenna selection in Multi-User case is too hard. In order to improve EE, in [12] authors presented an algorithm to select a submatrix which has maximum determinant with significant reduction in computations. Selecting this submatrix is shown to be the optimum choice from capacity point of view in MIMO systems [13] , however the complexity of this method is very high in Massive MIMO systems where the number of antennas is large.
In some works such as [5, 13, 14] authors consider a limited number of RF chains (much less than total number of available antennas). In this case we can cycle RF chains among different antennas in situations where channel is slow changing enough. The more important limitation of these works in the massive MIMO framework is that maximum number of simultaneously operational antennas can not be more than RF chains, thus we cannot take advantage of the whole degree of freedom offered by the system. Another cost of this RF-chain reduction is lack of precision in obtaining channel state information (CSI) of all antennas [6] which is a preciousness parameter in all post and pre-processing parts of the system. It is because in this case we need to spend more time or less pilot bits to achieve CSI of all channels (by cycling RF-chains among antennas) which is not suitable due to the limitation of coherence block time. It is more beneficial to have same number of RF chains as the number of antennas and turn off some RF chains after estimating channel to reduce the power consumption of the whole system and subsequently improve energy-efficiency.
In this paper, we present an algorithm for antenna selection for MU massive MIMO systems which is cost-effective related to the system dimensions. We achieve a tight analytical approximation for EE, using ordered statistics according to our selection algorithm. The rest of the paper is organized as follows: In section 2 system model is presented. Power consumption model and EE is formulated in Section 3. In Section 4 our selection algorithm is proposed. Section 5 gives the calculation of the approximation of EE. In Section 6 numerical results will qualify our analysis and show the improvement of EE, achieved due to antenna selection. Conclusion of this work is given in Section 7.
Notation: Boldface (lower case) is used for column vectors, x, and (upper case) for matrices, X. X H and X T illustrates conjugate transpose and transpose of X, respectively. E{.} denotes expectation, <, > shows inner product, | . | is norm operator, tr is trace operator and (X) k,k represents (k, k) th entry of X. Also, I K is K × K identity matrix.
System Model
We consider both uplink and downlink of a cellular system with a single cell which consists of K single antenna UTs and a base station (BS) in the middle of the cell, employs F selected antennas out of M available antennas in a massive MIMO system. Operational mode is assumed to be Time-Division-Duplex (TDD), thus channels in uplink and downlink are reciprocal and acquired CSI at the BS can be used in both uplink and downlink transmissions. The received signal vector y (ul) ∈ C F ×1 at the BS in uplink can be expressed as
whereG is F ×K channel matrix between F selected antennas in BS and K UTs,
th element is square root of k th UT's allocated power, s ∈ C K×1 is the vector of transmitted symbols, with E{s} = 0 and E{ss H } = I K , and n (ul) ∼ CN (0, σ 2 n I F ) is additive white Gaussian noise. In order to detect the transmitted symbols, combining matrix V is applied to received vector.
Considering precoding at the BS, the received signal in downlink by UTs can be written as
whereD =G T is downlink channel matrix, V T is precoding matrix, Q (dl) is downlink power allocation matrix and n (dl) ∼ CN (0, σ 2 n I K ) is additive white Gaussian noise in UTs. Due to dimensions of the system, to avoid destructive effects of the wireless channel, it is more practical to use linear combiners such as Matched-Filter (MF), Minimum Mean-Squared Error (MMSE) and Zero-Forcing (ZF) [1] , rather than nonlinear methods which are claimed to be optimal such as DPC [15] . In the rest of this paper, we employ ZF precoder/combiner in the BS, however similar results will be obtained using other linear precoder/combiner schemes. Similar to [8] , we employ same precoder and combiner operators to reduce the computational complexity of the system. In this case matrix V can be expressed as
where the M × K matrix G models independent small-scale and large-scale fading of the channel between all of the M BS antennas and UTs,
in which
that models small-scale fading, and B is a diagonal K × K matrix, with k th UT's path-loss coefficient, r k , in its (k, k) th element. We assume perfect CSI availability in the BS side. The matrixG is the channel matrix of F selected antennas, thus it can be obtained using F appropriately selected rows from H and B in a manner which will be presented in section 4, such thatG =HB 
Energy Efficiency
Assume R k (in bit/channel use) as the average achievable information rate of the k th UT and P tot as the total power consumption in transceivers to achieve sum rate of all UTs, then according to [7] average EE is defined as,
In this paper we assume that all UTs achieve an equal gross rate, R k =R, k = 1, · · · , K. To guarantee this gross rate, we use the power allocation scheme presented in [16] . In this manner, despite different channel conditions, all UTs will serve with the same rateR and therefore the power consumption of each UT will be a function ofR and its channel condition. Employing this method of power allocation we have [16] 
where v k is k th column of matrix V T , BW is the transmission bandwidth and 1 K is K × 1 vector whose all elements are equal to one. Note that
Due to using ZF scheme in both uplink and downlink, it is concluded that
. With this strategy of power allocation, depends on the requirements of the system, one can specify an equal rate for all users which can be constant or a function of other system parameters. For example authors in [8] considered a variableR which is a logarithmic function of number of BS antennas and number of UTs. Using this assumption the data rate of all UT's will be affected when a new UT is added or an exciting UT is disconnected from the network. In this paper we assume an arbitrary equalR for all users and acquire our formulas in general case.
The second part of EE is formulating the total power consumption. Total power consumption can be divided into three disjoint parts. First part is the emitted power, P e , which depends on the coefficients of transmitted signal and is computed as the absolute transmitted power. Second part, P process , is the power that BS and UTs consume to generate and process transmitted signals. This part is a function of number of UTs, number of operational antennas and processing algorithms like precoding and combining. Last part,P f ix , is the constant power which consumes in the equipments of BS like cooling system and backhaul infrastructure. In [8] a comprehensive model for last two parts has been presented which can be used here with some minor modifications.
where L is the computational efficiency in operations per Joule, T is the coherence time of channel, P cod and P dec are constant powers required for coding or decoding a symbol and P coding is the total consumed power for coding and decoding symbols of all K UTs. P tx and P rx are constant powers in transmitter and receiver chains, respectively. Assuming equal parts for downlink and uplink in each coherence block, in the first half part which is assigned to downlink, P rx is consumed in each UT and P tx in each RF chain of BS antennas. Then in the second half of coherence block, which is used for uplink, P tx will be consumed in each UT and P rx in each of F RF chains of BS antennas. Thus there exist two parts with a scale factor of 1 2 in Eq. (11), i.e. every antenna in the system (belongs to either BS or UT) works as a transmitter in half of coherence block and as a receiver in the other half. Summing up the above terms, as presented in Eq. (11), P tr shows total consumed power in the system with F active antennas and K UTs for transmit and receive process. P est is the power consumption of channel estimation which is proportional to total available BS antennas M, and P lp is the required power for linear precoding or combining [8] . Rewriting these powers based on their dependence on F or K or both we have,
Power consumption due to emitted power in the downlink from BS can be calculated as [8] ,
where expectation is over both small-scale and large-scale fading. In section IV we will derive an approximation for P e in the antenna selection case. As mentioned above, since the matrix of power allocation in uplink is same as the matrix employed for downlink, the emitted power in uplink is equal to that of downlink. Assuming half of the coherence block for each uplink and downlink as mentioned before, emitted power will be
To sum up, the total power consumption, P tot , will be
Based on presented power consumption model and noting that all UTs are served with constant rate ,R, EE can be written as
Antenna Selection
Increasing number of antennas of a MIMO system is always promising from diversity order and data rate point of views. It can even be treated as one of stimuli of massive MIMO systems. It has been shown that energy efficiency of a massive MIMO system tends to zero in two case: When the number of UTs is equal to the number of antennas with ZF precoder or combiner and also in the condition where F → ∞ [7, 8] , thus it can be concluded that the optimum EE may be achieved for some F in K < F ≤ M < ∞. Assuming M available antennas in the BS side, if the number of optimum antennas (F * ) is less than M, we can employ merely F * antennas from the pool of M available antennas. In some works, such as [8] EE has been optimised with respect to number of antennas. In a real massive MIMO system the number of implemented antennas, M, is fixed. Therefore to improve EE, the idea of our work is to select a portion of antennas, which still holds the massive MIMO benefits, for transmission and reception of data. This selection can be done among best available antennas when all of them are not required. Generally, mathematical analysis of capacity with selection is too hard [5] , however we provide a tight analytical approximation for EE employing antenna selection.
In massive MIMO systems due to existence of an excessive pool of antennas, there are lots of channels with different strengths. This phenomenon can be used to give away some of antennas that will reduce total efficiency without significant reduction in data rate. In this case, depending on priorities, different sets of antennas can be chosen. Several criteria such as channel strength and Frobenius norm had been proposed in conventional MIMO systems. Channel strength criterion is shown to result in maximum SNR, however maximizing SNR does not necessarily maximize the EE of the system [9] . In addition to capacity, another criterion for evaluating the performance of antenna selection is the probability of outage. In this case the Frobenius norm maximization is proposed for antenna selection which has been shown is the best choice [17] .
In order to find the best possible set of antennas, exhaustive search, especially in massive MIMO systems, has a lot of computational complexity. Our approach is to search for the strongest antennas in the sense of average absolute value of channel coefficients. However, this method does not necessarily choose the best possible collection but its computational complexity is linear with number of UTs and BS antennas and also has a fairly acceptable performance, even in conventional MIMO systems.
The proposed algorithm is presented in Table 1 . First the vector a is formed whose i th element contains sum of absolute values of channel coefficients between all UTs and i th BS antenna. Next, in each step maximum of this vector is determined and then corresponding antenna is added to the selected antenna group. The EE is computed for this selected group and is compared to the previous EE, which is obtained without this antenna, and if it is less than the previous one, the last added antenna to the group will be deleted, algorithm stops and the group s is returned as the vector of selected antennas. Otherwise the next strongest antenna will be examined.
Remark 1.
Correlation of channel vectors can be employed as another criterion for antenna selection. Correlation of two antenna can be calculated as c i,j =< h i , h j >, where h i and h j are i th and j th antenna's channel vectors. The aim of this approach is to maximize the rank of selected submatrix [13] . Removing antennas with high correlation is very beneficial under ZF precoding due to existence of inverse term which can be very small value in correlated channels especially in massive MIMO systems.
Approximation of P e
As it can be seen from Eq. (18), it is only P e which does not have a closed form. In order to present a deterministic form for EE, P e should be calculated in a closed form as a function of system parameters. When we have no antenna selection, P e can be expressed analytically as a function 
delete s(n) exit end end return s of K and M, using Wishart theorem [8] , however as claimed in [5] , it is too hard to find an exact relation for Eq. (15) . To face this problem and find a tight approximation, we model the selected matrix,H, with a complex Gaussian matrix,Ĥ, with zero mean and i.i.d. entries aŝ
This model is a single parameter model, thus we only need to findσ 2 analytically. In order to achieve a fair model forH, it is necessary that the energy ofH andĤ be equal, i.e.
where (⋆) is concluded due to independence of elements ofH. The left hand side of Eq. (21) can be written as
where a i:M is the i th greatest value in a out of M. It is seen from Eq. (22) that to obtainσ 2 , the sum of F largest values of a is required. In this case, due to antenna selection algorithm presented in Table 1 , the mean of entries of a can be achieved using order statistics.
Regarding to the distribution of matrix H in Eq. (6), we know that |H(f, k)| 2 has an exponential distribution for all values of f, k i.e.
Thus according to Table 1 each element of the M × 1 vector a is sum of K independent exponentially distributed random variables which results in a Gamma distributed random variable [18] ,
In the next step algorithm will choose F largest values of a. It has been shown in [19] that for M i.i.d. instance of random variable z, with probability density function (pdf) P (z), and cumulative distribution function C(z), we have
where µ r:M is the mean of r th greatest random variable out of M. Eq. (25) has been presented in a closed form only for few specific distributions like Uniform distribution [19] and unfortunately there is no closed form result for Gamma distribution.
Employing Eq. (25), the mean of the F largest values of the vector a can be obtained. The following theorem can be used to find an approximate value for the [21] .
Assuming that the above bound is tight [21] , the following corollary can be employed to derive the upper bound for 
Proof. This result is proved in Appendix.
Due to the tightness of this upper bound, in the rest of this paper it is assumed that
Inserting Eq. (28) in Eq. (21),σ 2 is finally achieved aŝ
Using this Gaussian approximation for the selected antenna matrix, we can achieve an approximation for E{tr(H HH ) −1 } to be used in calculation of P e . Based on Wishart theorem we know that [22] E{tr(Ĥ HĤ )
Since the matrixH is approximated byĤ,
It is seen from Eq. (31) that employing best antenna selection algorithm brings the factor (1 +
) to the denominator of Eq. (31), comparing to the case of no antenna selection. This factor shows that having massive number of antennas in the BS can reduce E{tr(H HH ) −1 } which has a key role in the transmitted power. For the small number of selected antennas this reduction is significant and as number of selected antennas grows, this factor becomes closer to 1 and when all of antennas are used, Eq. (31) will be same as non-selection case.
Eq. (31) can be used as a good approximation in best antenna selection algorithm and its tightness will be validated in section 6. This equation shows that, the E{tr(H HH ) −1 } will decrease as the number of selected antennas F rises, however the speed of this reduction depends on number of UTs. Corollary 2. Using Eq. (31), an approximation for emitted power P e can be achieved as
where r models the path-loss attenuation 1 and thus E{r −1 } is not related to F and K.
Proof. As A (dl) is a diagonal matrix we can write
From Eq. (9) and noting that v k 2 = (G HG )
Using Eq. (30) in [ [20] , Eq. 50]
Since the expectation is same for all UTs [8] , due to the same path-loss model assumption for all UTs, then E{r
and therefore
Inserting Eq. (37) in Eq. (15) results in Eq. (32).
Finally by inserting Eq. (32) in Eq. (18), EE d will be obtained as
Eq. (38) presents a closed form approximation for EE.
Remark 2. In Eq. (38),R can also be one of optimisation parameters, thus to obtain a global optimum point,R itself can be considered as an independent parameter.
Eq. (38) has a simple closed form where the optimum point can be calculated numerically using Newton's method or even a one dimensional global search. In next section global search is used to obtain the optimum point.
Remark 3.
Assuming UEs are uniformly distributed in a circular cell with radius d max and minimum distance d min , and path-loss attenuation is modelled as
where d is the distance of the user from BS and κ is the path-loss exponent and the constantd regulates the channel attenuation at distance d min . In this case the E{r −1 } can be achieved by simple calculations as [8] E{r
In the rest of the paper, this distribution is assumed for UTs.
Numerical Results
In this section Monte-Carlo simulations have been done to study the effects of antennas selection on the performance of the system in different scenarios. The results are obtained from 2000 Monte Carlo iteration. We use the parameters of power consumption from the model presented in [8] which are illustrated in Table 2 . Also, the 3GPP distance-dependent path-loss model is used. In all scenarios, the total number of available antennas is considered to be M = 220. Fig. 1 shows the general behaviour of Eq. (38) in which for each point, optimumR is found using global search, so every point has the best possible EE value according to its F and K. This figure shows that for each K < M the EE gets its optimum value for some points between F = K and F < ∞, however when F > M we have to use all antennas. The global optimum point, which is marked in Fig. 1 , is achieved for M = 165 and K = 97 with EE = 22.54Mbits/Joule. 31) is quite a tight approximation for the expected trace of inverse correlation matrix and therefore is a reasonable alternative for it. Fig. 3 represents the best possible values of EE versus number of UTs for different scenarios of selection to make a general comparison. In this figure, for each K, optimisation for bothR and the number of selected antennas F is done and Monte-Carlo simulations are done for the proposed antenna selection algorithm. This figure qualifies the tightness of our approximations in deriving the EE in Eq. 38 for the proposed antenna selection algorithm. This figure shows that there is a significant improvement in EE when we use antenna selection in system, especially in the cases where the number of users is much lower than the number of antennas. For example when K = 40, EE is about 50% better in antenna selection case comparing to the non-selection. Increasing the number of UTs will result proximity of EE in selection and non-selection cases which is due to the saturation of number of selected antennas, i.e. when the number of UTs is large, the optimum number of selected antennas is the same as the total number of available antennas, thus both selection and non-selection scenarios get similar EE. Fig. 4 , Fig. 5 and Fig. 6 show EE for different values ofR. In these figuresR is fixed to the constant values 40Mbits/s, 70Mbits/s and 100Mbits/s, respectively and optimisation is done with respect to the number of selected antennas F . This scenario is important because in many practical cases the operators are interested in setting a constant data rate for the users. As it is seen, in the lower data rates there is a large gap between EE of the proposed antenna selection and non-selection case. This is because when data rate is low the optimum number of required antennas is much lower than than total installed antennas. By increasing data rate of UTs the non-selection performance curve approaches to the optimum EE obtained using proposed antenna selection, since as data rate raises, with same number of UTs, more antennas should be selected. This means that F * reaches its saturation point, M, for smaller number of UTs. Fig. 7 shows the optimum number of selected antennas as a function of number of UTs. In this figure number of optimum antennas is plotted under circumstances of Fig. 4, Fig. 5 and Fig. 6 . It can be seen that the optimum number of antennas is saturated to its maximum value M = 220 when data rate is 100Mbps. For constantR it can be seen that as soon as number of selected antennas reaches the whole number of installed antennas M, the EE performance of the proposed antenna selection scenario reaches that of non-selection scheme. Fig. 8 represents EE versus Spectral-Efficiency for K = 90. In this figure, for each value of Spectral-Efficiency bothR and F are optimised, so the best possible EE of each scenario is plotted. It is seen that there is a remarkable improvement in EE with the proposed antenna selection. By increasing Spectral-Efficiency, the non-selection and Best antenna selection performance curves become closer to each other. As mentioned before, this is due to the requirement for more antennas to serve higher data rates while there exist a limited number of available antennas. Another interesting point is more than %30 improvement of EE in 3.7bits/s/Hz and 2bits/s/Hz points of Spectral-Efficiency which are Spectral-Efficiency performance targets in LTE-advanced systems for downlink and uplink, respectively [23] .
Conclusion
Massive MIMO systems promise high data rate due to take advantage of large number of antennas.
In new generation of wireless systems, in addition to data rate, there are some limitations about energy consumptions of the whole system. EE is a good parameter to evaluate the efficiency of the system from energy consumption point of view. Considering energy usage of different equipments in a wireless system, a realistic model of EE is assumed in this paper. Employing the proposed antenna selection, a tight closed form approximation for EE was obtained to evaluate the efficiency of the system. Then EE was optimised with respect to number of selected antennas from the pool of installed antennas at the BS. Simulation results showed that using antenna selection in Massive MIMO systems, improves the EE significantly. When the number of UTs is relatively small or average, the amount of improvement is much higher. Our results showed that preserving the advantage of large dimensions of the massive MIMO system, antenna selection will make considerable improvement in EE. 
