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Abstract – We study the eﬀects of time-varying environmental noise on nonequilibrium phase
transitions in spreading and growth processes. Using the examples of the logistic evolution equation as well as the contact process, we show that such temporal disorder gives rise to a distinct
type of critical points at which the eﬀective noise amplitude diverges on long time scales. This
leads to enormous density ﬂuctuations characterized by an inﬁnitely broad probability distribution at criticality. We develop a real-time renormalization-group theory that provides a general
framework for the eﬀects of temporal disorder on nonequilibrium processes. We also discuss how
general this exotic critical behavior is, we illustrate the results by computer simulations, and we
touch upon experimental applications of our theory.
c EPLA, 2015
Copyright 

Introduction. – Systems far from thermodynamic
equilibrium can undergo abrupt transitions between diﬀerent nonequilibrium steady states. These nonequilibrium
phase transitions feature collective behavior over long distances and times just as thermodynamic equilibrium transitions. Examples are found in the extinction dynamics of
epidemics and bio-populations as well as in surface growth,
turbulent ﬂow, and catalytic reactions [1–7].
Nonequilibrium processes often occur in spatially inhomogeneous systems and time-varying environments, i.e.,
in the presence of spatial and temporal disorder. Spatial
disorder can have dramatic eﬀects on nonequilibrium transitions. For example, it destroys the ubiquitous directed
percolation (DP) [8] universality class and produces an
exotic inﬁnite-randomness critical point [9–15]. The associated Griﬃths phases are dominated by rare ﬂuctuations
and feature anomalous power-law relaxation [16,17]. Similar behavior is found in percolating [18,19] and quasiperiodic [20] systems (for a review, see ref. [21]).
The eﬀects of environmental noise, i.e., temporal disorder, have attracted less attention. Kinzel [22] showed
that temporal disorder destabilizes the DP transition because its correlation time exponent ν = ν⊥ z violates the
generalized Harris criterion ν ≥ 2. Jensen [23,24] employed series expansions and Monte Carlo simulations to

determine the fate of the DP transition with temporal disorder and reported nonuniversal critical exponents. In an
intriguing paper, Vazquez et al. [25] demonstrated that
rare noise ﬂuctuations can lead to a temporal analog of the
Griﬃths phase, featuring an unusual power-law relation
between lifetime and system size. Environmental noise
has also been studied within space-independent (singlevariable) models of biological population dynamics (see,
e.g., refs. [26–28]). Despite these eﬀorts, a general framework for understanding nonequilibrium phase transitions
in the presence of external noise is still lacking.
In this letter, we therefore study the eﬀects of environmental noise on two prototypical models of spreading
and growth processes: the space-independent (mean-ﬁeld)
logistic evolution equation and the spatially extended contact process. In both cases, we ﬁnd highly unusual behavior close to the extinction transition. It is characterized by
a diverging eﬀective noise amplitude and enormous density ﬂuctuations on long time scales, motivating the name
“inﬁnite-noise critical point”. Inﬁnite-noise critical behavior can be seen as counterpart of inﬁnite-randomness
critical behavior in spatially disordered systems, but with
exchanged roles of space and time.
In the remainder of this letter, we ﬁrst consider the
logistic evolution equation where a clear picture of the
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t
4550

4600

4650

4700

RG step

dn
2

4750
a

4800

4850

~adn

up

15

a3

2d contact process

a3dn
x = - ln ρ

inﬁnite-noise physics emerges from an asymptotically exact random-walk approach. To establish a framework for
the analysis of temporal disorder, we develop a real-time
renormalization group (RG). We then apply the RG to our
second model, the contact process, and ﬁnd that the DP
critical behavior of the pure problem gets replaced by an
inﬁnite-noise critical point as well. We conﬁrm key ﬁndings by computer simulations, and we discuss applications.
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Logistic equation. – The logistic evolution equation
ρ̇(t) = [λ(t) − μ(t)]ρ(t) − λ(t)ρ2 (t).

describes a variety of growth processes in nature, with
applications as diverse as biological population dynamics [29], catalytic chemical reactions [30], and even linguistics [31]. In the context of epidemic spreading, ρ is
the density of infected individuals, μ is the rate at which
sick individuals heal while λ corresponds to the rate at
which a healthy individual is infected by sick ones. If λ
and μ are time independent, the behavior is easily understood; the epidemic dies out exponentially for λ < μ and
survives for inﬁnite time for λ > μ. At the critical point,
λ = μ, the density decays to zero, but only as a power law,
ρ ∼ 1/t. Environmental noise, i.e., temporal disorder, can
be introduced by making the healing and infection rates
time dependent. For deﬁniteness, we consider the rates to
be piecewise constant, μ(t) = μn and λ(t) = λn , over time
intervals Δtn . The μn and λn are independently drawn
from probability distributions Wμ (μ) and Wλ (λ).
If the healing and infection rates are time independent,
eq. (1) can be solved in closed form. Using this solution
within each time interval of constant rates yields a linear
recurrence for the inverse density,
−1
ρ−1
n+1 = an ρn + cn .

logistic evolution model

(1)

(2)

ρn is the density at the start of time interval n. The
multipliers an = exp[(μn − λn )Δtn ] reﬂect the exponential
growth or decay due to the linear term in eq. (1). The
constants cn = (an −1)λn /(μn −λn ) are only important for
large densities; they limit the growth and prevent ρn > 1.
The time evolution is thus a random sequence of decay
and spreading segments during which the density ρ either
decreases or increases, depending on the balance between
μ(t) and λ(t). This is illustrated in ﬁg. 1. Neglecting
the cn in the recurrence (2) for the moment, we see that
the logarithm of the density, xn = − ln ρn , performs a
simple random walk, xn+1 = xn + ln an . The eﬀect of the
cn can be approximated by a reﬂecting boundary for this
random walk at x = 0. It limits the xn to positive values.
The reﬂected-random-walk theory allows us to ﬁnd the
time evolution of the full probability distribution of the
density rather than just its average. If the evolution starts
from a fully infected system, ρ0 = 1, the probability distribution Pn (x) after a large number n of time intervals is
given by (for x ≥ 0)


(x−vn)2
−x − vn
2
2v 2vx
Pn (x) = √
. (3)
e− 2σ2 n − 2 e σ2 Φ
σ
σn1/2
2πσ 2 n
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Fig. 1: (Color online) Density ρ(t) of individual noise realizations, plotted as x = − ln ρ vs. t. The logistic evolution results
are obtained from eq. (1) with λ = 1, Δt = 1 and binary disorder Wμ (μ) = pδ(μ−μh )+(1−p)δ(μ−μl) with μh = 2, μl = 0.5
and p = pc = 1/3. The 2d contact process data stem from a
Monte Carlo simulation of 10002 sites using μ = 1, Δt = 2 and
Wλ (λ) = pδ(λ−λh )+(1−p)δ(λ−λl) with λh = 3.65, λl = 0.365
and p = 0.8. Inset: schematic of the RG. In each step, the segment with the smallest change of x = − ln ρ is eliminated.

Here, Φ is the cumulative normal distribution, v = ln a
yields the drift of Pn (x), and σ 2 = ln2 a−ln a2 gives its
width. (. . . denotes the average over Wμ (μ) and Wλ (λ).)
The solution (3) can be veriﬁed by inserting Pn (x) into
the drift-diﬀusion equation ∂n P = (σ 2 /2)∂x2 P − v∂x P
with ﬂux-free boundary condition vP − (σ 2 /2)∂x P = 0 at
x = 0.
By inspecting the distribution Pn (x), we can identify
three diﬀerent regimes: v < 0 corresponds to the active
phase in which the epidemic survives for inﬁnite time.
v > 0 is the inactive phase in which the epidemic dies out,
and v = 0 is the critical point separating the two. v thus
serves as a measure for the distance from criticality. We
now discuss the regimes in more detail.
In the active phase, v < 0, Pn (x) approaches the stationary distribution P (x) = (2|v|/σ 2 ) exp[−2|v|x/σ 2 ] in
the long-time limit. The distribution Pρ (ρ) = ρ−1+1/κ /κ
of the density itself is highly singular and characterized
by a nonuniversal Griﬃths exponent κ = σ 2 /(2|v|) that
diverges at criticality. The average stationary density is
given by ρ = exp(−x) = 1/(1 + κ) while the typical
density reads ρtyp = exp(−x) = exp(−κ). Close to criticality, the average density (which is dominated by rare
events) is much larger than the typical one.
At the critical point, v = 0, the distribution Pn (x) simpliﬁes to a half-Gaussian, Pn (x) =
2(2πσ 2 n)−1/2 exp[−x2 /(2σ 2 n)], that broadens without
limit with increasing time. This clearly illustrates the
notion of inﬁnite-noise criticality. For long times, the
average density thus decays as ρn  = exp(−xn ) =
2(2πσ 2 n)−1/2 ∼ t−1/2 . In contrast, the typical den= exp(−xn ) =
sity decays much faster, ρtyp
n
exp[−(2σ 2 n/π)1/2 ], implying ln ρtyp ∼ −t1/2 .
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in the active phase, and ξt ∼ |v|−ν . The exponent values Fig. 2: (Color online) Numerical solution of the logistic

δ = 1/2,

β = 1,

ν = 2

(4)

diﬀer from the “clean” ones (δ = 1, β = 1, ν = 1 [3])
but fulﬁll the scaling relation δ = β/ν , and ν saturates
Kinzel’s bound ν ≥ 2 [22]. What about the correlation
length? The logistic equation does not contain any notion
of space. However, if it describes a d-dimensional system
of N individuals, we can introduce a length scale L ∼
N 1/d . It is clear that the critical dynamics changes when
2
1/2
] becomes of
the typical density ρtyp
n = exp[−(2σ n/π)
order of 1/N . This suggests an exponential dependence
between correlation length ξ and correlation time ξt ,
ln ξ ∼ ξtω

with

ω = 1/2.

(5)

equation (1) for λ = 1, Δt = 1 using 106 disorder realizations drawn from W (μ) = pδ(μ − μh ) + (1 − p)δ(μ − μl ) with
μh = 2, μl = 0.5. The transition is tuned by p, the critical
point is at pc = 1/3. Main panel: probability distribution
Pn (x) at criticality for several times t. The solid lines are the
predictions of the random-walk theory, without adjustable parameters. Inset: average density ρ vs. time t for several p.
The dashed line is a ﬁt to the prediction ρ ∼ t−1/2 .

with a zig-zag curve of alternating upward and downward
segments for x = − ln ρ, as illustrated in the numerical
results of ﬁg. 1. In each segment, ρ−1 follows the linear
recurrence ρ−1 (t + Δt) = aρ−1 (t) + c with the multipliers
of the upward segments fulﬁlling aup > 1 and those of the
downward segments adn < 1.
The idea of the RG consists in iteratively eliminating the smallest upward and downward segments, coarsegraining time. The distributions of aup and adn change
during this process, and their asymptotic behavior governs the long-time physics. In each RG step, we ﬁnd the
multiplier a closest to unity. This deﬁnes the RG scale
dn
Ω = min(aup
i , 1/ai ). We then replace this segment and
its two neighbors by a single segment, as shown in the
inset of ﬁg. 1. The time evolution of the density in this
renormalized segment follows from combining the three
original density recurrences. It takes the same linear form
ρ−1 (t + Δt̃) = ãρ−1 (t) + c̃ but with renormalized coeﬃcients ã and c̃. The renormalized multipliers read

The dynamical exponent z is thus formally zero, and the
correlation length exponent ν⊥ = ν /z is inﬁnite. This
highly unusual dynamical scaling is analogous to the activated scaling at inﬁnite-randomness critical points in spatially disordered systems [32,33], but with the roles played
by space and time exchanged.
To illustrate and verify the reﬂected-random-walk
theory, we have solved the logistic equation (1) numerically. Figure 2 shows the resulting Pn (x) and ρ(t). All
data conﬁrm our predictions. We have also veriﬁed the
stationary distribution P (x) = (2|v|/σ 2 ) exp[−2|v|x/σ 2 ]
in the active phase close to criticality.
The knowledge of the full density distribution allows us
to obtain many additional results. The typical lifetime τN
up
ãup = aup
(6)
i+1 ai /Ω,
of a ﬁnite system of N sites in the active phase can be
dn
dn
dn
1/ã = (1/ai ) (1/ai−1 )/Ω,
(7)
estimated from the probability that the density is below
 1/N
−1
−1/κ
1/N . This yields τN ∼ 0 dρPρ (ρ) ∼ N
. At critfor the decimation of downward segment adn
i and upward
icality, the condition ρtyp (τN ) = 1/N gives τN ∼ ln2 (N ),
,
respectively.
The
time
intervals
combine as
segment aup
i
and in the inactive phase we ﬁnd τN ∼ ln(N ). All these
lifetimes agree with the Langevin results of ref. [25].
Δt̃up = Δtup + Δtdn + Δtup ,
(8)
Real-time renormalization group. – To establish
a general framework for treating the temporal disorder,
we now develop a real-time RG, in analogy to the strongdisorder RG [34] for spatially disordered systems. We ﬁrst
combine consecutive time intervals with μ > λ into a single interval of length Δtup (and consecutive intervals with
μ < λ into a single interval of length Δtdn ). This leaves us

Δt̃

dn

=

i
Δtdn
i−1

i

+

Δtup
i

+

i+1
Δtdn
i .

(9)

The expressions from (6) to (9) are exact. Moreover, they
are equivalent to the RG for the spatially disordered quantum Ising chain [32,33] and can be solved in the same way.
Following Fisher [32,33], we deﬁne logarithmic variables Γ = ln Ω, β = ln aup − Γ, and ζ = − ln adn − Γ.
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Upon iterating the RG steps, Γ increases, and the probability distributions of β and ζ, R(β; Γ) and P(ζ; Γ) change.
They fulﬁll the integro-diﬀerential (ﬂow) equations


β
∂R
∂R
=
+ (R0 − P0 )R + P0 R ⊗ R , (10)
∂Γ
∂β


ζ
∂P
∂P
=
+ (P0 − R0 )P + R0 P ⊗ P ,
(11)
∂Γ
∂ζ
ζ

where R0 = R(0; Γ) and P0 = P(0; Γ). The symbol P ⊗
ζ
P = 0 P(ζ  )P(ζ − ζ  )dζ  denotes the convolution.
The complete solution of the ﬂow equations for R(β; Γ)
and P(ζ; Γ) is quite elaborate [32,33,35]. However, the
physically relevant solutions can be obtained from the
ansatz
R(β; Γ) = R0 e−R0 β ,

P(ζ; Γ) = P0 e−P0 ζ .

(12)

Inserting this ansatz into the ﬂow equations (10) and (11)
gives the ordinary diﬀerential equations
dR0 /dΓ = −R0 P0 ,

dP0 /dΓ = −R0 P0

(13)

which can be solved by elementary means.
This leads to three types of solutions for Γ → ∞. At
criticality, ζ = β (equivalent to v = ln a = 0),
the distributions of the upward and downward multipliers are identical, P(ζ; Γ) = exp(−ζ/Γ)/Γ and R(β; Γ) =
exp(−β/Γ)/Γ. They broaden without limit with the RG
scale Γ, i.e., the eﬀective temporal disorder diverges for
long times, in agreement with the notion of “inﬁnitenoise” criticality. The typical length of a renormalized
time interval Δt̃ behaves as Γ2 . In the inactive phase,
v = β − ζ > 0, the distribution of the upward
steps becomes very broad, R(β; Γ) = R0 exp(−R0 β) with
R0 = exp(−Γ/κ)/κ while the distribution of the downward steps does not broaden, P(ζ; Γ) = exp(−ζ/κ)/κ with
a constant κ ∼ 1/v. In the active phase, v < 0, the expressions for P(ζ; Γ) and R(β; Γ) are exchanged. In both
phases, Δt̃ scales as exp(Γ/κ).
Many important results follow from the RG. To estimate
the lifetime of a ﬁnite-size system of N sites, we run the
RG until the typical upward multiplier aup = exp(Γ + β)
reaches N . The lifetime τN is given by the typical time
interval at that RG scale. Using the above solutions, we
obtain τN ∼ N 1/κ in the active phase, τN ∼ (ln N )2 at
criticality, and τN ∼ ln N in the inactive phase, as in
the random-walk approach. Analogously, the width of the
density distribution P (x) at criticality is governed by the
upward multipliers aup . As the typical value of ln aup =
Γ + β is 2Γ, we obtain a width of Δx ∼ Γ ∼ t1/2 in
agreement with (3)1 .
Contact process. – So far we have analyzed the logistic equation (1) which contains density ﬂuctuations in
1 The full P (x) can be found from the joined distribution of a and
c of the last segment at the end of the decimations.

time but not in space. What changes for ﬁnite-dimensional
systems that ﬂuctuate in space and time? To answer this
question, we turn to the contact process [36]. It is deﬁned
on a d-dimensional lattice. Each site can either be infected
or healthy. During the time evolution, each infected site
heals at rate μ while healthy sites becomes infected at
rate λn/(2d), where n is the number of infected nearestneighbor sites. (Note that the logistic equation (1) can be
understood as the mean-ﬁeld limit of the contact process.)
If μ and λ are uniform in space and time independent, the
nonequilibrium transition between the active and inactive
phases is in the ubiquitous DP universality class [8].
Temporal disorder is again introduced by making the
healing and infection rates random functions of time; we
assume piecewise constant rates, μ(t) = μn and λ(t) = λn ,
over time intervals Δtn . According to Kinzel’s [22] generalization of the Harris criterion, such temporal disorder
destabilizes the DP critical behavior in all dimensions because the clean DP correlation time exponent ν = ν⊥ z
violates the inequality ν ≥ 2. Temporal disorder is thus
a relevant perturbation (having positive scale dimension)
at the clean DP critical point.
To resolve the fate of the phase transition in the presence of temporal disorder, we generalize our real-time RG
method. As in the logistic equation, the time evolution of
the contact process is a sequence of spreading and decay
segments, depending on the values of μn and λn . If the
temporal disorder is strong, the system is far away from
criticality in each individual segment. This allows us to
neglect spatial ﬂuctuations and to formulate the theory
in terms of the density ρ(t) only. We will discuss the validity of this approximation in the conclusions. During
decay segments, the density decreases exponentially with
time, as in the (mean-ﬁeld) logistic equation, because each
site can heal independently. In contrast, the character of
the spreading segments changes because in a ﬁnite-d system with short-range couplings, the infection can at best
spread ballistically, ρ(t) ≈ ρ0 (1 + bt)d , rather than exponentially as in the logistic equation. This diﬀerence is
clearly visible in ﬁg. 1. (This also implies that x = − ln ρ
does not undergo a simple random walk, consecutive steps
are rather correlated in a nontrivial manner.)
The RG must thus be modiﬁed. If a downward segment
(density increase) is decimated, the multipliers aup still
renormalize multiplicatively according to (6). If an upward segment is decimated, we need to combine the two
neighboring downward (ballistic spreading) segments during which the radii of active clusters grow linearly with
dn
Ω, we can
time. For strong disorder, 1/adn
i , 1/ai−1
therefore estimate the renormalized multiplier as 1/ãdn =
dn d
≈
(1 + b̃Δ̃tdn )d ≈ (b̃Δ̃tdn )d = (bi Δtdn
i + bi−1 Δti−1 )
dn 1/d
dn 1/d d
[(1/ai )
+ (1/ai−1 ) ] . We thus arrive at an additive rather than a multiplicative renormalization,
1/d
1/d
+ (1/adn
− Ω1/d . (14)
(1/ãdn)1/d = (1/adn
i )
i−1 )

Here, the last term contains the subleading contribution
of the decimated upward segment which we have mainly
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In the mean-ﬁeld limit d → ∞, we recover the ﬂow
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equation (11), as expected. Inserting the exponential
Fig. 3: (Color online) Monte Carlo simulations of the 2d
ansatz (12) into the ﬂow equations (10) and (15) yields

dR0 /dΓ = −R0 P0 ,

dP0 /dΓ = (1/d − R0 )P0 .

contact process, starting from ρ = 1 (up to 32002 sites,

(16) μ = 1, Δt = 2, W (λ) = 0.8 δ(λ − λh ) + 0.2 δ(λ − λh /10), 20000

These equations take the famous Kosterlitz-Thouless
form [39] for all ﬁnite d. Details of their solution will be
published elsewhere. Here, we just summarize the results.
The critical ﬁxed point is located at P0∗ = 0, R∗0 = 1/d.
This implies that the distribution of the downward multipliers 1/adn becomes inﬁnitely broad while the distribution upward multipliers aup retains a ﬁnite width for
Γ → ∞. The typical length of a renormalized time interval
∗
behaves as Δt̃ ∼ ΩR0 = Ω1/d .
Many important results follow. The width of the (logarithmic) density distribution P (x) at criticality is governed
by the typical value of ln aup . This gives Δx ∼ ln aup ≈
Γ = ln Ω ∼ ln t. Thus, P (x) still broadens without limit
with increasing time, but its width increases only logarithmically, in contrast to the power-law increase in the
case of the logistic evolution equation. The average density thus decays as ρ(t) ∼ (ln t)−δ̄ with δ̄ = 1 (while the
usual decay exponent δ formally vanishes). The correlation time can be obtained from analyzing the oﬀ-critical
solutions of (16). As usual for Kosterlitz-Thouless ﬂows,
it depends exponentially on the distance from criticality
r via ln ξt ∼ |r|−ν̄ with ν̄ = 1/2 (the usual correlation time exponent ν is inﬁnite, fulﬁlling Kinzel’s bound
ν ≥ 2). Correlation length and time are proportional to
each other, implying a dynamical exponent z = 1. Finally,
the stationary density in the active phase varies as |r|β
with β = 1/2. The critical exponents
δ̄ = 1,

β = 1/2,

ν̄ = 1/2

(17)

fulﬁll the scaling relation δ̄ = β/ν̄ . In the active phase,
the lifetime τN of a ﬁnite-size sample shows a Griﬃths
singularity, i.e., it increases as a nonuniversal power law
τN ∼ N 1/κ . However, in contrast to the logistic evolution equation, the Griﬃths exponent κ does not diverge
at criticality but saturates at κc = d.
2 If the density increase in the spreading segments were slower
than ballistic but still followed a power in t, the recursion for 1/ãdn
would take the additive form (14) with 1/d replaced by a diﬀerent
exponent. The resulting critical behavior would not change [37].

disorder realizations). Main panel: P (x) at criticality for different times t, scaled such that the curves coincide. Inset (a):
scale factor ft vs. ln t, conﬁrming the logarithmic broadening of P (x) with time. Inset (b): ρ(t) for varying infection
rate λ. The critical curve, λh = 3.65, follows the predicted
ρ ∼ (ln t)−1 over almost three orders of magnitude in t.

To test these predictions, we have performed Monte
Carlo simulations of the 2d contact process with temporal
disorder by methods analogous to ref. [12]. The time evolutions of P (x) and ρ(t) are shown in ﬁg. 3. All data are
in excellent agreement with the RG predictions. We have
also veriﬁed τN ∼ N 1/2 at criticality.
Conclusions. – In conclusion, random environmental
noise (i.e., temporal disorder) leads to exotic “inﬁnitenoise” critical points at which the density distributions
become inﬁnitely broad (even on a logarithmic scale) both
for the (mean-ﬁeld) logistic evolution model and for the
ﬁnite-d contact process. The inﬁnite-noise critical behavior of the logistic equation is asymptotically exact because,
at criticality, the typical density vanishes with increasing time, justifying the reﬂected-random-walk approach.
Moreover, the real-time RG suggests that this critical behavior holds for an entire class of single-variable growth
models with temporal disorder in the linear growth rate
and some nonlinearity preventing population explosion.
Such models occur in population dynamics, chemical kinetics, economics, and other ﬁelds.
The generalization of the RG to ﬁnite dimensions includes spatial ﬂuctuations only approximately (via the
modiﬁcation of the density increase in spreading segments). The approximation is expected to be good if the
temporal disorder is so strong that individual spreading
and decay segments are far from criticality. As the density distribution broadens without limit at criticality, this
condition appears to be fulﬁlled self-consistently. Moreover, according to Kinzel’s [22] generalization of the Harris criterion, even weakly disordered systems should ﬂow
to this regime. These heuristic arguments suggest that
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our theory is asymptotically stable for all bare disorder
strengths. However, two other scenarios cannot be excluded: i) our theory might be asymptotically stable only
for suﬃciently strong bare disorder, or ii) our theory might
hold in a transient time-regime (whose width diverges with
disorder strength) before spatial ﬂuctuations become important. Discriminating between these scenarios requires
more sophisticated methods.
Our theory for the contact process predicts universal
critical behavior while Jensen [23,24] reported nonuniversal exponents in 1d. (Jensen’s values do not always respect the bound ν ≥ 2, though.) This could mean that
our theory does not apply to 1d, or Jensen’s data could
be preasymptotic, caused by long transients before the
inﬁnite-noise behavior is reached. We have performed
Monte Carlo simulations of the 1d contact process with
strong temporal disorder; preliminary results do show signatures of the strong-noise physics reported here.
In recent years, absorbing state phase transitions have
been observed in turbulent liquid crystals [40], driven suspensions [41,42], superconducting vortex dynamics [43],
as well as in bacteria colony bioﬁlms [44,45]. Studying external noise at these transitions can provide experimental
tests of our theory. Moreover, the eﬀects of noise on the
extinction of a biological population or an entire species
due to environmental changes are attracting considerable
attention (see, e.g., ref. [28]). Experimentally, these questions could be studied, e.g., by growing bacteria or yeast
populations in ﬂuctuating external conditions.
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[38] Juhász R., Kovács I. A. and Igloi F., EPL, 107 (2014)
47008.
[39] Kosterlitz J. M. and Thouless D. J., J. Phys. C, 6
(1973) 1181.
[40] Takeuchi K. A., Kuroda M., Chaté H. and Sano M.,
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