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a b s t r a c t
The standard teleportation protocol requires the availability of a maximally entangled
state. Because such states are difficult to consistently generate experimentally, we study
teleportation in which the entanglement used need not be maximal. The relationship
between the pure state sent and the mixed state received is shown to define a convex
linear, trace preserving, completely positive map on the set of 2× 2 density operators – in
the formal sense of quantum information theory, a qubit channel – and in fact, one whose
Bloch representation is diagonal. We then calculate the amount of classical information
that can be teleported using a given amount of entanglement. This analysis leads to a
remarkable discovery: that the standard measure of entanglement for bipartite states is
not correlated with the amount of information that can be teleported using an entangled
state.
Published by Elsevier B.V.
1. Introduction
Teleportation allows one party to transmit a quantum state to another by making use of the maximally entangled state
1√
2
(|00⟩ + |11⟩). Currently, however, there is no experimental scheme available which can generate maximally entangled
states ‘‘on demand,’’ so attempts to teleport information can only be assumed to make use of imperfect states having the
form a |00⟩+ b |01⟩+ c |10⟩+ d |11⟩. In particular, such states may no longer be maximally entangled. The objective of this
paper is to study the behavior of teleportation in this more general setting in order to gain a more realistic view of how it
can be used to securely transmit information.
First, for a given entangled state, we calculate the mixed state received when a given pure state is sent, and find that
the resulting correspondence defines a convex linear, trace preserving completely positive map – in the formal sense of
quantum information theory, it defines a qubit channel. We find this result surprising because qubit channels are meant to
model the state transition undergone by a two-dimensional systemwhen it interacts with its environment – in our case, the
qubit sent and themixed state received refer to two different systems. Given an exact expression for the teleportation channel
associated to a given bipartite state, we are then able to obtain a precise formula for the amount of classical information that
can be transmitted. These results call our attention to a new concern in quantum information theory, one that only becomes
clear when studying imperfect states.
Entanglement is often referred to as a ‘resource’ for communication. Sincemaximal entanglement can be used to perfectly
teleport quantum states, the general trend is to think that the more entanglement one has, the more information one can
transmit via teleportation. In fact, the opposite can be true. Aswewill see, there are very natural caseswhere no entanglement
can be used to teleport more information than maximal entanglement. Such a result follows from a more fundamental
∗ Corresponding author.
E-mail addresses:marco.lanzagorta@itt.com (M. Lanzagorta), keye.martin@nrl.navy.mil (K. Martin).
0304-3975/$ – see front matter. Published by Elsevier B.V.
doi:10.1016/j.tcs.2012.01.003
118 M. Lanzagorta, K. Martin / Theoretical Computer Science 430 (2012) 117–125
disconnect between channel capacity and degree of entanglement: there are natural situations where the amount of
information that we can teleport will first decrease and then increase, despite the fact that the degree of entanglement
constantly decreases. In short, we will see that the standard measure of bipartite entanglement in physics is not correlated
with the amount of information that can be teleported. These results force us to ask about the sense in which entanglement
is a resource for communication, or, at the very least, to ask if it can be quantified so that the sense in which it is a resource
for communication becomes clear?
2. Qubit channels
LetH2 denote an twodimensional complexHilbert spacewith specified inner product ⟨·|·⟩. There is a 1-1 correspondence
between the setΩ2 of density operators on a twodimensional state space andpoints on theunit ballB3 = {x ∈ R3 : |x| ≤ 1}:




1+ rz rx − iry
rx + iry 1− rz

where r = (rx, ry, rz) ∈ R3 satisfies |r| =

r2x + r2y + r2z ≤ 1. The vector r ∈ B3 is called the Bloch vector associated to ρ.
Bloch vectors have a number of aesthetically pleasing properties.
If ρ and σ are density operators with respective Bloch vectors r and s, then (i) the eigenvalues of ρ are (1±|r|)/2, (ii) the
von Neumann entropy of ρ is Sρ = H((1 + |r|)/2) = H((1 − |r|)/2), where H : [0, 1] → [0, 1] is the base two Shannon
entropy, (iii) if ρ and σ are pure states and r + s = 0, then ρ and σ are orthogonal, and thus form a basis for the state space;
conversely, the Bloch vectors associated to a pair of orthogonal pure states form antipodal points on the sphere, (iv) the
Bloch vector for a convex sum of mixed states is the convex sum of the Bloch vectors, (v) the Bloch vector for the completely
mixed state I/2 is 0 = (0, 0, 0).
Definition 2.1. A qubit channel is a function ε : Ω2 → Ω2 that is convex linear and completely positive. It is called unital
when ε(I/2) = I/2.
To say that ε is convex linear means that ε preserves convex sums i.e. sums of the form x · ρ + (1 − x) · σ . Complete
positivity, defined in [6], is a condition which ensures that the definition of a qubit channel is compatible with natural
intuitions about joint systems.
Definition 2.2. For a qubit channel ε : Ω2 → Ω2, the mapping it induces on the Bloch sphere fε : B3 → B3 is called the
Bloch representation of ε.
The set of qubit channels is closed under convex sumand composition. If ε is a qubit channel and fε is its Bloch representation,
then (i) the function fε is convex linear, (ii) composition of quantum channels corresponds to composition of Bloch
representations: for channels ε1, ε2, we have fε1◦ε2 = fε1 ◦ fε2 , (iii) convex sum of quantum channels corresponds to convex
sum of Bloch representations: for channels ε1, ε2 and x ∈ [0, 1], we have fxε1+(1−x)ε2 = xfε1 + (1− x)fε2 .
3. The teleportation channel
Teleportation allows a sender (Alice) to transmit a qubit |Ψ ⟩ to a receiver (Bob) as follows:
• At the start, Alice and Bob share amaximally entangled pair of qubits, whose state is
|Φ⟩ = 1√
2
(|00⟩ + |11⟩) .
• Alice interacts |Ψ ⟩ = α |0⟩+β |1⟩with her half of the entangled pair, and thenmeasures both of these qubits, obtaining
one of four possible results:m = 00,m = 01,m = 10 orm = 11.
• The state of Bob’s qubit is now determined by the result of the measurement Alice performed in the previous step;
specifically, Bob’s state is
α|0⟩ + β|1⟩ ifm = 00
α|1⟩ + β|0⟩ ifm = 01
α|0⟩ − β|1⟩ ifm = 10
α|1⟩ − β|0⟩ ifm = 11.
• Alice now sends the bit stringm = ij to Bob. He then applies the operator Z iX j to the qubit he holds, thereby completely
recovering |Ψ ⟩.
However, no known experimental method is capable of generating maximally entangled states ‘‘on demand’’ – the most
one can hope for currently is to generate entangled states that are subject to imperfection. Suppose then, that instead of
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Alice and Bob sharing the state 1√
2
(|00⟩ + |11⟩), that they share the imperfect state
|Φ⟩ = a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩
where a, b, c, d ∈ C and |a|2+|b|2+|c|2+|d|2 = 1. How does teleportation function now?When Alice attempts to teleport
a pure state to Bob, what does Bob receive if they no longer have access to maximal entanglement?
Intuitively, there is a ‘‘noisy channel’’ lurking: Alice attempts to teleport the pure state |Ψ ⟩ to Bob, and the state Bob
receives is described by a mixed state fΦ(|Ψ ⟩ ⟨Ψ |) that depends on the entangled state |Φ⟩. There is certainly a function
fΦ that maps pure states to mixed states, but is it a trace-preserving, convex linear completely positivemap? That is, is this
intuitive channel actually a channel in the formal sense of quantum information theory? Surprisingly, it is.
Theorem 3.1. If a pure state with Bloch vector (rx, ry, rz) ∈ B3 is teleported using the state
|Φ⟩ = a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩ ,
then the Bloch vector of the mixed state describing the state received is
fΦ(rx, ry, rz) = (λxrx, λyry, λzrz)
where
λx = ad∗ + bc∗ + b∗c + a∗d = |a+ d|2 + |b+ c|2 − 1
λy = ad∗ − bc∗ − b∗c + a∗d = |a+ d|2 + |b− c|2 − 1
λz = aa∗ − bb∗ − cc∗ + dd∗ = 2(|a|2 + |d|2)− 1.
This correspondence defines a convex linear function fΦ : B3 → B3 that is the Bloch representation of a unital qubit channel.
Proof. The state to teleport is
|Ψ ⟩ = α |0⟩ + β |1⟩
and the entangled state is given by
|Φ⟩ = a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩
The state for the three particle system is then
|Ψ1⟩ = |Ψ ⟩ ⊗ |Φ⟩
= (α |0⟩ + β |1⟩)⊗ (a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩)
= αa |000⟩ + αb |001⟩ + αc |010⟩ + αd |011⟩ + βa |100⟩ + βb |101⟩ + βc |110⟩ + βd |111⟩
After Alice performs the Hadamard and Control-NOT gates, the state is given by
|Ψ2⟩ = α√
2
(|0⟩ + |1⟩) (a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩)
+ β√
2
(|0⟩ − |1⟩) (a |10⟩ + b |11⟩ + c |00⟩ + d |01⟩)
= α√
2
(a |000⟩ + b |001⟩ + c |010⟩ + d |011⟩ + a |100⟩ + b |101⟩ + c |110⟩ + d |111⟩)
+ β√
2
(a |010⟩ + b |011⟩ + c |000⟩ + d |001⟩ − a |110⟩ − b |111⟩ − c |100⟩ − d |101⟩)
After Alice measures her two qubits, Bob gets (depending on Alice’s results, and up to a normalization constant):
|Ψ3(00)⟩ ∝ αa+ βc√
2
|0⟩ + αb+ βd√
2
|1⟩
|Ψ3(01)⟩ ∝ αd+ βb√
2
|1⟩ + αc + βa√
2
|0⟩
|Ψ3(10)⟩ ∝ αa− βc√
2
|0⟩ + αb− βd√
2
|1⟩
|Ψ3(11)⟩ ∝ αd− βb√
2
|1⟩ + αc − βa√
2
|0⟩
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Next, Alice tells Bob the two bits ij that result from her measurements, and Bob applies the Z iX j operator to |Ψ3(ij)⟩ in an
effort to recover the original state. The state that Bob is now holding is
|Ψ3(00)⟩ ∝ αa+ βc√
2
|0⟩ + αb+ βd√
2
|1⟩
|Ψ3(01)⟩ ∝ αd+ βb√
2
|0⟩ + αc + βa√
2
|1⟩
|Ψ3(10)⟩ ∝ αa− βc√
2
|0⟩ + βd− αb√
2
|1⟩
|Ψ3(11)⟩ ∝ αd− βb√
2
|0⟩ + βa− αc√
2
|0⟩ .







































|αa+ βc|2 + |αb+ βd|2
A01 = 12
|αd+ βb|2 + |αc + βa|2
A10 = 12
|αa− βc|2 + |βd− αb|2
A11 = 12
|αd− βb|2 + |βa− αc|2
are the normalization factors of the wave functions after the measurement. Each Aij is the probability of measuring ij,
collectively they satisfy

ij Aij = 1. The density matrices ρ(ij) = |Ψ3(ij)⟩ ⟨Ψ3(ij)| for these states are
ρ(00) = 1
2A00
 |αa+ βc|2 (αa+ βc)(αb+ βd)∗




 |αd+ βb|2 (αd+ βb)(αc + βa)∗




 |αa− βc|2 (αa− βc)(βd− αb)∗




 |αd− βb|2 (αd− βb)(βa− αc)∗
(αd− βb)∗(βa− αc) |αc − βa|2





 |α|2(|a|2 + |d|2)+ |β|2(|b|2 + |c|2) αβ∗(a∗d+ ad∗)+ α∗β(bc∗ + b∗c)
α∗β(a∗d+ ad∗)+ αβ∗(bc∗ + b∗c) |α|2(|b|2 + |c|2)+ |β|2(|a|2 + |d|2)

.






That is, Alice sends the pure state ρΨ ‘‘through’’ Φ and Bob receives the mixed state ρB. On the Bloch sphere, this
transformation acts as the diagonal matrix
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where
λx = a∗d+ ad∗ + b∗c + bc∗ = |a+ d|2 + |b+ c|2 − 1
λy = a∗d+ ad∗ − b∗c − bc∗ = |a+ d|2 + |b− c|2 − 1
λz = aa∗ − bb∗ − cc∗ + dd∗ = 2(|a|2 + |d|2)− 1
and we make use of the identity
|x+ y|2 = (x+ y)(x+ y)∗ = xx∗ + xy∗ + x∗y+ yy∗ = |x|2 + 2Re(xy)+ |y|2
for x, y ∈ C, so that λx = 2Re(ad∗ + bc∗) and λy = 2Re(ad∗ − b∗c).
To prove that the function fΦ represents a completely positive map, we must prove that the following four inequalities
hold:
1+ λx + λy + λz ≥ 0 (1)
1+ λx − λy − λz ≥ 0 (2)
1− λx + λy − λz ≥ 0 (3)
1− λx − λy + λz ≥ 0. (4)
An elementary proof of the aforementioned fact is given in [5]. To prove (1),
1+ λx + λy + λz = 1+ 4Re(ad∗)+ 2(|a|2 + |d|2)− 1 = 2|a+ d|2 ≥ 0.
For (2),
1+ λx − λy − λz = 1+ 4Re(b∗c)− 2(|a|2 + |d|2)+ 1 = 2|b+ c|2 ≥ 0
where we use |a|2 + |b|2 + |c|2 + |d|2 = 1. For (3) and (4),
1− λx + λy − λz = 1− 4Re(b∗c)− 2(|a|2 + |d|2)+ 1 = 2|b− c|2 ≥ 0,
1− λx − λy + λz = 1− 4Re(ad∗)+ 2(|a|2 + |d|2)− 1 = 2|a− d|2 ≥ 0,
which finishes the proof. 
Because fΦ is a channel in the formal sense of quantum information theory, we call it a teleportation channel.1 This result
is surprising since the correspondence defined by fΦ describes a relation between the states of two different systems, as
opposed to the state transition of a single qubit system interacting with its environment (which is what the formalism
of qubit channels is meant to describe). It is even more surprising that every teleportation channel has a diagonal Bloch
representation. In fact, we conjecture that the converse holds: the channelswith diagonal Bloch representations are precisely
the teleportation channels.
4. Quantitative analysis of teleportation
Alice and Bob can use teleportation to steganographically transmit classical information by using an orthonormal basis
|0L⟩ = α |0⟩ + β |1⟩
|1L⟩ = β∗ |0⟩ − α∗ |1⟩
to represent the classical bits 0 and 1 and then engaging in the following simple protocol: Alice prepares a qubit in the basis,
teleports it to Bob, who then measures the qubit he receives in the same basis. Thus, each choice of basis, or representation,
defines a classical binary channel. Let us first determine the capacity of this channel:
Theorem 4.1. If classical information is teleported through the state a |00⟩+b |01⟩+ c |10⟩+d |11⟩, then the capacity achieved
is
1− H(|a|2 + |d|2 + 2 |b+ c|2 − |a− d|2 |α|2|β|2)
where 0 is represented with α |0⟩ + β |1⟩, 1 with β∗ |0⟩ − α∗ |1⟩ and H : [0, 1] → [0, 1] is the binary Shannon entropy.
Proof. The probability that Bob will measure 0L given that his state is |Ψ3(ij)⟩ is
Fij = |⟨0L|Ψ3(ij)⟩|2





1 Thus, all teleportation channels are Scott continuous [4].
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where
F00A00 = 12 |(αa+ βc)α
∗ + (αb+ βd)β∗|2
F01A01 = 12 |(αd+ βb)α
∗ + (αc + βa)β∗|2
F10A10 = 12 |(αa− βc)α
∗ + (βd− αb)β∗|2
F11A11 = 12 |(αd− βb)α
∗ + (βa− αc)β∗|2.
After simplification, we have
P(0|0) = (|a|2 + |d|2)+ 2(1− 2(|a|2 + |d|2)+ (ad∗ + a∗d+ cb∗ + c∗b))|α|2|β|2
and because the only dependence of P(0|0) on α and β involves the term |α|2|β|2, this also gives P(1|1), so that we have a
binary symmetric channel whose probabilities can be rewritten as
P(0|0) = |a|2 + |d|2 + 2 |b+ c|2 − |a− d|2 |α|2|β|2 = P(1|1)
yielding a capacity of
1− H(|a|2 + |d|2 + 2 |b+ c|2 − |a− d|2 |α|2|β|2)
where H : [0, 1] → [0, 1] is the binary Shannon entropy. An alternate proof that the channel is binary symmetric is to note
that fΦ is unital and that the classical channels derived from a unital qubit channel with a single basis are always binary
symmetric [5]. 
The range of capacities achieved in this manner, as we vary over all possible representations α, β for fixed a, b, c, d, is
















where λ1 ≤ λ2 ≤ λ3 are the values {λx, λy, λz} arranged into ascending order and sgn(x) = x/|x| for x ≠ 0, sgn(0) = 0. In
particular, the largest value in s( fΦ) is the Holevo capacity
























where ri are Bloch vectors for density operators in an ensemble and the xi are probabilities that sum to one. Thus, we can
also teleport the largest amount of classical information using the very simple protocol given at the start of this section:
Alice prepares a qubit in some basis, teleports it to Bob, who then measures it in the same basis originally used by Alice. For
this reason, it makes sense to restrict focus to this ‘‘prepare andmeasure’’ protocol when considering the amount of classical
information that can be teleported.
By the previous result, we see that the amount of classical information that can be teleported depends not only on how
we represent the information (α, β), but also on the parameters which govern the entanglement (a, b, c, d). When the
entanglement is ‘‘maximal,’’ as in a = d = 1/√2, we see that the amount of informationwe can transmit is alsomaximized.
This leaves one with the impression that entanglement is a resource for communication, one that comes in varying degrees,
and that the more of it one has, the more information they can transmit.
5. Entanglement as a resource for communication?
In what sense is entanglement a resource for communication? Specifically, how is the capacity of teleportation related
to the degree of entanglement? The standard line:
• Entanglement is a ‘resource’;
• This resource is quantified by the ‘degree of entanglement’;
• Entanglement can be used to transmit information via teleportation;
• The more entanglement we have, the more information we can transmit.
One of these is false. To illustrate this, we will focus on a important class of entangled states which have the form
|Φ⟩ = a |00⟩ + b |11⟩
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with a, b ∈ R and a2 + b2 = 1. Then (a, b) is a point on the unit circle, so each such state is determined by an angle
θ ∈ [0, 2π) via a = cos θ and b = sin θ . The scope of fΦ can then be calculated explicitly as
1− H  12 + sin 2θ2  , 1 if θ ∈ [0, π/2] ∪ [π, 3π/2];
[0, 1] if θ ∈ [π/2, π] ∪ [3π/2, 2π ].
Then for a fixed degree of entanglement θ , this is the range of achievable capacities as we vary over all bases. What we now
turn to is the range of achievable capacities for a fixed basis as we vary over all entangled states.
Specifically, suppose we are using a fixed basis to teleport information using entangled states produced by a device that
is not capable of consistently producing the state 1√
2
(|00⟩ + |11⟩). If the amount of entanglement produced by the device
increases/decreases, does the amount of information that we can transmit also increase/decrease? In particular, we need
a mathematical framework that will let us make sense of the idea ‘‘increasing/decrease the amount of entanglement.’’ For
that, we turn to domain theory.
5.1. A domain of entangled states
Entangled states of the form a |00⟩+b |11⟩with a, b real correspond uniquely to points (a, b) on the circle S1 = {(x, y) ∈











We order S1 so that the arc from any⊥i to an adjacent ej is isomorphic to ([0, 1],≤).
Proposition 5.1. (S1,⊑) is a dcpo.
Note that S1 is not exact (and hence not continuous) since its maximal elements have no exact approximants. Maximal
elements correspond to unentangled states ei and minimal elements⊥i represent maximally entangled states. As we move
up in the order on S1, we become more and more certain about the states of the two subsystems.
5.2. Degree of entanglement
The standard measure of entanglement of a bipartite state
|Φ⟩ = a |00⟩ + b |01⟩ + c |10⟩ + d |11⟩
















1− 4|bc − ad|2

≥ 0
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so that the degree of entanglement is given by









where H : [0, 1] → [0, 1] is the binary Shannon entropy.
Theorem 5.2. Degree of entanglement E : S1 → [0, 1]∗ given by









is Scott continuous. In particular,
x ⊑ y ⇒ E(x) ≥ E(y)
for all x, y ∈ S1. In fact, E is strictly monotone.
Proof. Using a2 + b2 = 1 and simplifying, we have










H(a2) if 2a2 − 1 ≥ 0;
H(b2) otherwise
Either way, since H(x) = H(1− x) and a2 + b2 = 1, we always have E(a, b) = H(a2).
If x ⊑ y in S1, then either y21 ≤ x21 ≤ 1/2 or 1/2 ≤ x21 ≤ y21 and thus the entropy always decreases, proving that E is
monotone into [0, 1]∗. Preservation of directed suprema follows from the Euclidean continuity of E and strict monotonicity
of E follows from that of H . 
In particular, notice that any strictlymonotone Scott continuous function provides a reasonablemeasure of entanglement
for entangled states in S1.
5.3. Degree of entanglement vs. capacity
For n ∈ {1, 2, 3, 4}, let
Qn := ↑⊥n ⊆ S1
denote the arc that lies in the nth quadrant of the plane. For fixed α, β ∈ C, let C : S1 → [0, 1] denote the capacity
C(a, b) = 1− H 1− 2(1− 2ab)|α|2|β|2
achieved when teleporting with x = a |00⟩ + b |11⟩. For fixed α, β we set
p(a, b) = 1− 2|α|2|β|2(1− 2ab) = P(0|0) = P(1|1)
where (a, b) ∈ S1.
Theorem 5.3. The degree of entanglement does not determine the amount of information that may be transmitted via
teleportation with an imperfect state:
(i) The probability p is Scott continuous from Qn into [0, 1]∗ if n is odd and Scott continuous from Qn into [0, 1] if n is even.
(ii) In odd quadrants, degree of entanglement and capacity both decrease as we move up in the order on S1.
(iii) In even quadrants, degree of entanglement decreases as we move up in the order on S1, while capacity
(a) increases if |α|2|β|2 ≤ 1/8, and
(b) first decreases and then increases if |α|2|β|2 > 1/8.
Proof. (i) The answer for Q3 is the same as for Q1 and the answer for Q2 is the same as for Q4 due to the periodicity of sin 2θ .
For fixed α, β we set
p(θ) = 1− 2|α|2|β|2(1− sin 2θ)
where a = cos θ and b = sin θ for θ ∈ [0, 2π). Notice that
p′(θ) = 4|α|2|β|2 cos 2θ.
Consider the case Q1, which is when θ ∈ [0, π/2]. The maximum value of p on [0, π/2] is 1, taken at θ = π/4, which
corresponds to the entangled state ⊥1. Thus, as we move up in the order on S1 within Q1, the value of p decreases toward
its minimum on Q1 of p(e1) = 1− 2|α|2|β|2 .
For Q2, we have θ ∈ [π/2, π]. The minimum value of p on [π/2, π] is 1 − 4|α|2|β|2, taken at θ = 3π/4, which
corresponds to the entangled state ⊥2. Thus, as we move up in the order on S1 in Q2, the value of p increases toward its
maximum on Q2 of p(e1) = 1− 2|α|2|β|2.
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(ii) In odd quadrants, as we move up in the order, p decreases while staying in the interval [1/2, 1]. Since C(a, b) =
1− H(p(a, b)), C also decreases as we move up in the order on S1.
(iii) For even quadrants, we need only consider Q2. The minimum and maximum values of p on Q2 are p(⊥2) =
1− 4|α|2|β|2 and p(e1) = 1− 2|α|2|β|2 respectively. If |α|2|β|2 > 1/8, then
p(⊥2) < 1/2 < p(e1)
so as we move up in the order, say from⊥2 to e1, capacity first decreases and then increases. If |α|2|β|2 ≤ 1/8, then
1/2 ≤ p(⊥2) ≤ (e1)
so moving up in the order on Q2 in this case means that capacity increases. 
Because capacity can move in multiple directions while the degree of entanglement only moves in a single direction, as
shown in (iii) above for |α|2|β|2 > 1/8 in even quadrants, the degree of entanglement does not determine the amount of
information that can be transmitted via teleportation. This is surprising, since its behavior in odd quadrants makes it appear
that it does. Even more surprising, perhaps, is that in even quadrants with |α|2|β|2 ≤ 1/8, no entanglement allows us to
transmit more information thanmaximal entanglement !
6. Closing
We have studied teleportation using an arbitrary degree of entanglement, and have shown that the relation between the
pure state sent and the mixed state received defines a diagonal qubit channel and have calculated the amount of classical
information that can be teleported. These results make us to ask about the sense in which entanglement is a resource for
communication. If it is, we need away to quantify it that is correlatedwith our ability to communicate. The standardmeasure
of entanglement for bipartite states, the entropy of the Schmidt coefficients, does not appear to provide this. If, however,
we know that the entanglement producing device only produces states that with high probability lie in the odd quadrants
of S1, then it seems that we can use degree of entanglement to measure the effectiveness of teleportation. The trouble with




We thank Johnny Feng, Tanner Crowder and the other members of the IP group inWashington DC for listening to several
informal lectures on this work.
References
[1] C.H. Bennett, et al. The quantum reverse Shannon theorem. arXiv:0912.5537v1 [quant-ph]. 2009.
[2] T.M. Cover, J.A. Thomas, Elements of Information Theory, Wiley, 1991.
[3] I. Devetak, A. Harrow, A. Winter, A resource framework for quantum Shannon theory, IEEE Transactions on Information Theory 54 (10) (2008).
[4] K. Martin, A domain theoretic model of qubit channels, in: ICALP 2008, in: Lecture Notes in Computer Science, vol. 5126, Springer-Verlag, 2008.
[5] K. Martin, The scope of a quantum channel, in: Proceedings of Symposia in Applied Mathematics, American Math Society (in press).
[6] M. Nielsen, I. Chuang, Quantum Computation and Quantum Information, Cambridge University Press, 2000.
