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Appl icat ions of  Informat ion Theory to Psychology : A Summary of Basic 
Concepts, Methods, and Resu l ts .  By FRED ATTNEAVE. Henry H01t, New York, 
1959. vii + 120 pp., $3.75. 
To those who like to zoom gracefully over the psychological l i terature comput- 
ing the information rates of nerve tracts and viewing dim horizons constructed 
from computer models of brain function, this will be a disappointing book. 
The perennial ly hopeful prospects of a brave new world in information-psy- 
chology are scarcely even mentioned. Instead at tent ion is r iveted on the areas 
where information theory and its numerical calculus have obviously benefited 
experimental work. Accordingly the book is a very short one. I t  amounts, in fact, 
to only eighty-eight pages of text. But if Attneave had to choose between keeping 
his feet on the ground and putt ing his head in the clouds (since his subject does 
not seem to be big enough to be in both places simultaneously), we can only ap- 
plaud his decision to be earthy. As it is he has produced a brief, extraordinari ly 
lucid review of the good things that  have germinated from the intercourse between 
psychology and information theory. 
The book is intended for college students and comes complete with tables of 
n log2 n that  enable the student to compute information measures for himself. 
However, it is principal ly a faithful reflection of things as they are at the inter- 
section of these two complex areas, and hence can serve as a factual guide to read- 
ers in other areas who wish to bring themselves up to date on what psychology 
has been able to do with information theory in the last ten years. The answer, 
evidently, is not much, but what there is seems to merit  attent ion.  As Attneave 
sees it, there have been three major achievements. 
F irst  of all information theory has led to the discovery of an important  ype of 
sensory invariance similar in nature to channel capacity. Very simply, if an ob- 
server must spread his at tent ion over a wide range of potential  stimuli on some 
perceptual continuum, and be prepared to receive any of them, he can then make 
only the crudest discriminations among the stimuli that  actual ly occur. On the 
other hand, when the range of possible stimuli is small, very fine discriminations 
are found. The number of discriminations in either instance is nearly fixed, and 
a mechanism somehow adjusts itself to match the discriminabi l i ty of its potent ia l  
inputs to the probabi l i ty  of their  occurrence. Hence the window looking into the 
nervous system can pull itself into a var iety of shapes but its total  area does not 
seem to change. 
This "at tent ion  f i ltering" concept has now been documented quant i tat ive ly  
over judgments of hue, brightness, loudness, pitch, number, l inear extent, and a 
large var iety of other perceptual continua. The generalization is not merely a 
natural  analog of similar problems treated by information theory. I t  could not 
have been easily recognized as a generalization without the quantif ication that  
the theory afforded. 
Apart  from the work on sensory inputs, information calculus has provided a 
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a way to measure gestalts. This elementary achievement has produced beauti ful ly 
simple relations such as the Newman-Gerstman law in which intersymbol influ- 
ences in pr inted English text are found to change inversely with the square of the 
number of intervening symbols. Work in a similar vein by Miller and Selfridge 
on the memory span for various orders of approximation to English, and by Att-  
neave himself on statist ical  approximations to visual figures shows something of 
the range of successful applications of information measures to studies of organi- 
zation and patterning.  
Finally, Attneave reviews the largely successful efforts of psychologists to 
ferret out the statist ical  properties of information measures. Small samples are a 
persistent hazard to experimentat ion i  psychology, and research workers are 
continual ly forced to study probabi l i ty  distr ibutions of their  measurements. 
Thus it was that  psychologists were among the first to point out the relation be- 
tween the p logs p formula and the likelihood ratio, and to connect information 
statist ics with the large and important  body of theory on chi-square. These efforts 
were rewarded by the discovery of an arsenal of new analytical  devices in infor- 
mat ion theory. Similar analytical  schemes have been developed slowly and pain- 
fully in the classical theory of chi-square, but they simply popped right out of 
the information measures. 
Attneave's  ummary is short because much of the story is still to be written. 
Nevertheless, this l itt le book leaves a convincing impression that  terrestrial  in- 
formation-psychology can be as thought provoking as the astral  variety, and a 
lot more palatable. 
WILLIAM J. McGILL 
Psychology Department 
Columbia University, New York 
F in i te  Markov  Cha ins .  By JOHN G. KEMENY AND J. LAURIE SNELL. van Nos- 
trand, New York, 1960. viii + 210 pp., $5.00. 
Ever since Shannon has shown the central role of Markov schemes in communi- 
cation, and Mosteller and Bush their  role in learning theory, the workers in this 
general area have been await ing the appearance of a workmanlike and no-nonsense 
textbook devoted exclusively to this topic, which could be consulted without hav- 
ing to refer to other chapters of a broader book (which are likely to be mostly de- 
voted to different opics). The book by Kemeny and Snell will be found, by already 
prepared readers, to be of very great use. But  it is unfortunately not likely to be 
the final answer or a durable one. In particular, it does not supersede the corre- 
sponding chapters of Feller's classic " Int roduct ion to Probabi l i ty"  and it cannot 
be at all recommended without serious reservations concerning Kemeny's  philos- 
ophy which underlies Chapter  1 and Section 2.1 (prerequisites and basic concepts). 
Let us first review briefly the contents of the remainder of the book. Chapter 1[: 
Matr ix Theory; Classification of States and Chains. Chapter I[I: Absorbing 
Chains. Chapter IV: Regular Markov Chains (including the law of large numbers 
and first passage times). Chapter V: Ergodie Chains (including cyclic chains and 
reverse Markov chains). Chapter VI: Miscellaneous Further  Results. Chapter 
VII: Some Applications (including sports but not including the finite state model 
