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In this work, two particular orthogonal and conformal decompositions of the 3+1 dimensional
Einstein equation and Arnowitt-Deser-Misner (ADM) formalism for general relativity are obtained.
In order to do these, the 3+1 foliation of the four-dimensional spacetime, the fundamental conformal
transformations and the Hamiltonian form of general relativity that leads to the ADM formalism,
defined for the conserved quantities of the hypersurfaces of the globally-hyperbolic asymptotically
flat spacetimes, are reconstructed. All the calculations up to chapter 7 are just a review.
We propose a method in chapter 7 which gives an interesting relation between the Cotton (Confor-
mal) soliton and the static vacuum solutions. The formulation that we introduce can be extended to
find the gradient Cotton soliton and the solutions of Topologically Massive Gravity (TMG) as well
as the gradient Ricci soliton.
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5I. INTRODUCTION
In this MS thesis, we have followed Eric Gourgoulhon’s lecture notes titled 3+1 Formalism and Bases
of Numerical Relativity (arXiv:gr-qc/0703035v1 [1] and E. Poisson’s book : A Relativist’s Toolkit, The
Mathematics of Black-Hole Mechanics, Cambridge University Press, Cambridge (2004) [4].
Historically, the 3+1 approach has been put forward G. Darmaois (1927)[5], A. Lichnerowicz (1930-40)
[6], [7] and Y. Choquet-Bruhat (1952)[8]. During 1958, 3+1 formalism started to be used to construct the
Hamiltonian form of general relativity by P. A. M. Dirac [9], [10] and later by R. Arnowitt, S. Deser and C.
W. Misner (1962) [16]. The 3+1 formalism became popular in the numerical relativity community during
1970 [1].
The 3+1 formalism is used to rewrite the Einstein equation as an initial value problem and construct
the Hamiltonian form of the general relativity. This method is based on the concept of the hypersurface, Σt,
which is independent of whether the given spacetime is a solution of the Einstein equation or not. In this
formalism, we consider that there is an embedding mapping Φ which maps the points of a hypersurface into
the corresponding points of the four-dimensional manifoldM such thatM is covered by the continuous set
of hypersurfaces (Σt)t∈R. Furthermore, the well-known Gauss-Codazzi relations and the 3+1 decomposition
of the spacetime Ricci scalar curvature are the fundamental equations of the 3+1 decompositions of the
spacetime (M, g). And they play a crucial role in the 3+1 decompositions of the Einstein equation. The
Gauss-Codazzi relations are defined on a single hypersurface. On the other hand, the 3+1 decomposition
of the spacetime Ricci scalar is obtained from the flow of the hypersurfaces. Moreover, the foliation is
valid for any spacetime with a Lorentzian metric so we have to restrict our selves to the globally-hyperbolic
spacetimes. And the foliation kinematics of the globally-hyperbolic spacetimes allow us to construct the
Ricci equation whose contraction with respect to the induced 3-metric gives the last fundamental equation
of the 3+1 formalism (i.e the 3+1 expression of the spacetime scalar curvature) [1].
The 3+1 decomposition of the Einstein equation is obtained by using the Gauss-Codazzi relations, the
3+1 decomposition of spacetime Ricci scalar and the 3+1 decomposition of stress-energy tensor. Basi-
cally, the four-dimensional Einstein equation decomposes into three main equations which are known as:
the dynamical Einstein equation, Hamiltonian constraint and Momentum constraint. The dynamical Ein-
stein equation is obtained from the full projection of the Einstein equation onto the hypersurface and has 6
independent components, the Hamiltonian constraint is obtained from the full projection of Einstein equa-
tion along the normal vector and has 1 independent component and the Momentum constraint is obtained
from the mixed projection of the Einstein equation and it has 3 independent components. Therefore, as we
expect, the total number of independent components are 10 which is exactly the number of independent
6components of the Einstein equation in four-dimensional spacetime [1].
The 3+1 dimensional Einstein system is modified to the Cauchy problem (or initial-value problem)
by rewriting it as a set of PDEs (Partial Differential Equations) and specifying with the help of particular
choices of the lapse function N and shift vector β. Choosing a scalar field N, a vector field β and a spatial
coordinate system (xi) on an initial hypersurface allows us to define a unique coordinate system (xα) within a
neighborhood of Σ0 such that x0 = 0 corresponds Σt. That is , N and β are depend on the coordinate systems.
And also, the lapse function N at each point of Σ0 leads us to define a unique vector m(= N n) which is
used to construct the neighboring hypersurface Σδt by Lie dragging each point of Σ0 along m. Therefore,
the 3+1 dimensional Einstein system can be turned into as a PDEs system by using tensor components
which are expanded with respect to the coordinates (xα) = (t, xi) adapted to the foliation. The PDEs form
of the 3+1 dimensional Einstein system contains only tensor fields of Σt and their time derivatives which
implies that they can be taken as a time evolving tensor fields on a given Σt. The PDEs form of the 3+1
dimensional Einstein system is a system of second-order, non-linear PDEs for unknown (γi j , Ki j , N , βi )
when the matter source terms (E , pi , S i j ) are given. Here γi j is the metric of the hypersurface, Ki j is the
extrinsic curvature, E is the energy density, pi is the momentum density and S i j is the stress tensor. The
crucial point is that the PDEs form of the 3+1 Einstein system contains neither the time derivative of N nor
of β. This means that they are not dynamical variables rather they are just quantities associated with the
coordinates (xα) = (t, xi) (that is, Lagrange multipliers). Therefore, PDEs form of the 3+1 Einstein system
can be converted into the initial value problem by choosing particular N and β [1], [4].
Beside the orthogonal decomposition that is used for 3+1 formalism, the conformal decomposition is
also used to define the flow of the hypersurfaces by continuously mapping an initial well-defined conformal
background metric γ˜i j into the induced 3-metric of Σt. Lichnerowicz [6] proposed that by mean of the
particular conformal decomposition of the extrinsic curvature, one can arrange the constraint equations
which allows us to define initial data for the Cauchy problem. In addition to this, York has shown that
the conformal decompositions can be used for the time evolution [15]. That’s, he has proved that the two
degrees of freedom of the gravitational field are carried by the conformal equivalence classes of the induced
3-metric [15]. The Weyl tensor is used to check whether a given spacetime, whose dimension is greater than
3, is conformally flat or not.And it disappears for lower-dimensional manifolds. In this case, the Cotton-
York tensor {[14], [15], [13]}, Ci j, does the same task of the Weyl tensor in higher dimensional spacetime.
Furthermore, the Cotton-York [14], [15], [13] tensor of weight 5/6, Ci j∗ = γ5/6Ci j , is conformally invariant.
The Hamiltonian model approaches a physical state at a certain time and gives the evolution of the state
as time varies. This model is being transformed into the gravitational theory as a state on a particular
spacelike hypersurface [9], [10]. Now, the gravitational theory is a covariant theory and locally has Lorentz
7symmetry. In order to write the Einstein equations into the Hamiltonian form, people started to give up the
main covariance property of the gravitational theory by choosing a family of particular coordinate systems
such that “ x0 = constant“ corresponds a spacelike hypersurface. Instead of the set (γi j , Ki j , N , βi ) in the
PDEs form of 3+1 Einstein system, Arnowitt, Deser and Misner have proposed the ADM formalism of the
general relativity in which conjugate momentum of the induced three-metric γi j, pii j =
√
γ(Kγi j − Ki j), is
used. In the ADM formalism [16], pii j and γi j are the dynamical variables and the Lapse function N and the
shift vector β are taken as Lagrange multipliers [16]. In the chapter 6, we will see this in detail [1], [4].
The action for the General Relativity (when the boundary term is different than zero) contains Einstein-
Hilbert part and Matter part. The infinitesimal four-dimensional volume element is taken as the union of two
spacelike hypersurfaces Σt1 , Σt2 which are at the upper and lower boundaries and a timelike hypersurface B
between Σt1 , Σt2 . Now, 3+1 decomposition ofM and 2+1 decomposition of the timelike hypersurface with
proper choice of vectors lead us to the conserved quantities of the ADM mass, ADM linear momentum and
ADM angular (by using rotational Killing vectors) of a given hypersurface. However, due to the fact that
global quantities of mass, linear momentum and angular momentum are defined only for asymptotically
flat spacetimes, the ADM formulas are valid just for the spacetimes which asymptotically converge to well-
defined spacetimes such as Minkowski spacetime [1], [4], [16].
Finally, R. Bartnik and P. Tod introduce [20] the conditions on the intrinsic quantities of the Σt. They
ensure whether the Σt is a hypersurface of a spacetime which is a solution of the four-dimensional static
vacuum field ( with Λ = 0) or not. In addition to [20], we introduce the equations (404), (405) (for Λ = 0
case) and (402), (403) (for Λ , 0 case). These equations can be used to find which solutions of the gradient
Cotton (Conformal) soliton [21] are also the solutions of the static vacuum fields equations. However, We
have not also been able to solve the constraint equations and have not found explicit metric. Moreover, we
think that our method can be extended to the Ricci soliton [23] and Topologically Massive Gravity (TMG)
[24], [25], [26].
II. GEOMETRY OF HYPERSURFACES
Since 3+1 decomposition of the spacetime is constructed by slicing the spacetime with a continuous
set of the hypersurfaces, (Σt)t∈R, we will deal with the geometrical fundamentals of the hypersurface. The
geometrical results that we will obtain in this chapter are fully independent of whether the given spacetime
is a solution of the Einstein equation or not. The only constraint is that the spacetime must have Lorentzian
metric [1], [2], [3] .
8A. Notations and Basic Geometrical Tools
1. Spacetime and Tensor Fields
We assume a real, smooth (i.e.C∞) four-dimensional manifoldMwhich endowed a Lorentzian metric of
signature (−,+,+,+) and a connection ∇. In general, no one can define a global vector space on manifolds.
Therefore, it is considered that at each point of the manifolds there is a space of vectors Tp(M) (titled
as tangent space at the point p) and corresponding space of linear forms T ∗p (M) (titled as dual space or
cotangent space at the point p ). Furthermore, we suppose that all the Greek letters {α, β, γ, ...} run in
{0, 1, 2, 3} are free indices , {µ, ν, ρ, ...} are dummy indices and all Latin letters {i, j, k, ...} run in {1, 2, 3} and
{a, b, c, ...} run in {2, 3}.
Since the Tp(M) and T ∗p (M) are vector spaces, we consider that there is a set of basis (eα) which spans
Tp(M) and the associated dual set of basis (eα) which spans T ∗p (M) such that eα(eβ) = δαβ. Therefore, any
tensor field T of type
(
p
q
)
can be expanded with respect to these bases as
T = Tα1...αpβ1...βqeα1 ⊗ ... ⊗ eαp ⊗ eβ1 ⊗ ... ⊗ eβq . (1)
Here Tα1...αpβ1...βq are the related components of T relative to the bases (eα) and (eα). A tensor field T
with rank
(
p
q
)
turns into another tensor field ∇T with the rank
(
p
q+1
)
when the covariant derivative acts on it.
Therefore, the expansion of ∇T in these bases is
∇T = Tα1...αpβ1...βq;γeα1 ⊗ ... ⊗ eαp ⊗ eβ1 ⊗ ... ⊗ eβq ⊗ eγ . (2)
The contraction of covariant derivative of the tensor field T with an arbitrary vector field u gives us the
covariant derivative of T along the vector field u which does not change the rank of tensor fields T
∇uT = ∇T(..., ...,︸︷︷︸ u) ,
p + q slots
(3)
where uµ∇µTα1...αpβ1...βq are the components of ∇uT with respect to (eα) and (eα).
2. Scalar Products and Metric Duality
In general, we do not know how to relate the elements of Tp(M) ( or of T ∗p (M) ). The concept of metric
is introduced to do this task. Now, the scalar product of two vectors is taken place by mean of the related
metric g of the manifoldM
∀(u, v) ∈ Tp(M) ⊗ Tp(M) ,
9u.v = g(uµeµ, vνeν) = uµvνg(eµ, eν) = gµνuµvν = uµvµ .
Here the metric g is taken as if it has two slots for inputting vectors. Alternatively, the same job is done by
bracket notation : ∀(w˜, v) ∈ T ∗p (M) ⊗ Tp(M),
< w˜, v > =< wµeµ, vνeν >
= wµvν < eµ, eν >
= wµvνeµ(eν)
= wµvνδµν
= wµvµ .
As we see in equation (2), ” ∇βwαeα⊗eβ ” are the components of the 2-form ∇w˜ relative to the bases eα⊗eβ
of T ∗(M)⊗T ∗(M). Then, the directional covariant derivative of a 1-form w˜ along a vector field u,∇uw˜, is
a 1-form
∇uw˜ = ∇w˜(u)
=
[
∇γwβeβeγ
]
(uµeν)
= uµ∇γwβeβeγ(eµ)
= uµ∇γwβeβδγµ
= uµ∇µwβeβ .
Since the directional derivative, ∇uw˜, is a 1-form, we use the bracket notation to get a scalar from it:
∀(w˜,u, v) ∈ T ∗(M) ⊗ T (M) ⊗ T (M) ,
∇w˜(u, v) =< ∇uw˜, v >
=< uµ∇µwβeβ, vνeν >
= uµ∇µwβvν < eβ, eν >
= uµ∇µwβvνδβν
= uµvν∇µwν .
Any element of Tp(M) (or T ∗p (M)) can be mapped into T ∗p (M) (or Tp(M)) by mean of the 2-form g.
That’s, the metric g induces an isometry between Tp(M) and T ∗p (M). Some of crucial properties of this
isometry are
1. The dual of any vector u (∈ Tp(M)) is a unique linear form of T ∗p (M) and denoted by u˜ such that
the scalar product is defined as
∀ v ∈ Tp(M) , < u˜, v >= g(u, v) . (4)
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2. The dual of any linear form w˜ ( ∈ T ∗p (M)), ˜˜w, is a unique vector w ∈ Tp(M) such that
∀v ∈ Tp(M) , g( ˜˜w, v) =< w, v > .
3. T : Tp(M) ⊗ Tp(M) → R (i.e any rank
(
0
2
)
tensor T maps 2-vectors of tangent spaces at the point p
into the space of scalars). An endomorphism
→
T is induced from T such that
→
T : T (M)→ T (M) and
it satisfies
T(u, v) = uαvβTγσδαγδβσ
= uαvσTγσδαγ
= uαvσTγσeα(eγ)
= uαvσTγσ < eγ, eα >
= uαvσT γσg(eγ, eα)
= gγαuαvσT γσ
= u.
→
T(v) .
(5)
As we see in the equation (1) and because the endomorphism
→
T is a 1-form, Tαβ are the components
of
→
T relative to (eα).
3. Curvature Tensor
According to gravity, the matter curves the geometry and the geometry determines the motion of the
matter. The rank
(
1
3
)
Riemann curvature tensor measures how much the spacetime is curved. Basically, it is
a map which sends a 1-form and 3 vectors into the real, smooth space of scalar fields C∞(M,R)
4R : T ∗(M) ⊗ T (M)3 −→ C∞(M,R) ,
(
w˜,w,u, v
)
−→< w˜,∇u∇vw − ∇v∇uw − ∇[u,v]w > . (6)
The Riemann tensor 4R is assumed to be machine which has 1 slot for 1-form and 3 slots for vectors. The
relation (6) is nothing but a tensor field onM. Furthermore, 4Rγδαβ is the components of 4R with respect to
a proper set of basis (eα) and (eα) of Tp(M) and T ∗p (M). Now, the crucial properties of 4R are
1. 4Rαβγδ ( = gαγ4Rγβγδ . ) is anti-symmetric between the 1st two terms α and β and between the 2nd two
terms γ and δ.
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2. 4Rαβγδ satisfies the cyclic property between the last three indices which is known as second Bianchi
identity
4Rαβγδ + 4Rαγδβ + 4Rαδβγ = 0 . (7)
3. For the torsion-free spacetime, the well-known relation of the Ricci identity is
[∇α,∇β]wγ = 4Rγµαβwµ . (8)
4. One-times contraction of 4Rγαδβ , i.e. δ→ β, leads us to a symmetric, bilinear-form Ricci tensor 4R.
The 4R is considered to be a machine that has 2 slots for vectors
4R : T (M) ⊗ T (M) −→ C∞(M,R) ,
(u, v) −→ 4R(eµ,u, eµ, v) .
(9)
Also, the trace of the Ricci tensor relative to the dual of g results in the spacetime Scalar curvature R.
5. The traceless part of the spacetime Riemann tensor titled as Weyl tensor, 4C which gives whether
a given spacetime is conformally flat or not is obtained by subtracting all the trace part (i.e. the
Ricci tensor) and the trace-trace part (i.e. the Ricci scalar 4R = gµνRµν . ) of the spacetime Riemann
curvature tensor from itself
4Cγδαβ =4Rγδαβ − 12
(
4Rγαgδβ − 4Rγβgδα + 4Rδβδγα − 4Rδαδγβ
)
+
1
6
4R
(
gδαδγβ − gδβδγα
)
.
(10)
We need to emphasize that the Weyl tensor , 4C, vanishes for spacetime whose dimension is lower
than 4. Thus, in the lower dimensional geometry the spacetime Riemann tensor can be written in
terms of the Ricci tensor, the metric and the scalar curvature tensor.
4. Hypersurface Embedded in Spacetime
As we see in the figure (1), the set of points, ∀p ∈ M, at which the scalar field is constant corresponds
a hypersurface Σ of the four-dimensional manifoldM which is an image of a three-dimensional manifold
Σˆ under the homeomorphism Φ. Since the three-dimensional manifold Σˆ is something like to be embedded
into the four-dimensional manifoldM, we say that the mapping Φ is an embedding mapping
Φ : Σˆ→M . (11)
Furthermore, ”one-to-one character of the embedding mapping Φ ensures that the hypersurfaces do not
intersect”.
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FIG. 1. The embedding of Σˆ intoM
The embedding mapping Φ induces two well-known mappings of the push-forward mapping, Φ∗ , and
the pull-back mapping, Φ∗. First, Φ∗ maps the vectors of the tangent space of the three-dimensional mani-
fold Σˆ, Tp(Σˆ), into the corresponding vectors of Tp(M)
Φ∗ : Tp(Σˆ) −→ Tp(M) ,
v = (vx, vy, vz) −→ Φ∗v = (0, vx, vy, vz) .
(12)
Here vi = (vx, vy, vz) is the components of the vector v with respect to the natural basis ∂/∂xiof Tp(M)
associated with the coordinates (xi). On the other hand, Φ∗ maps the linear forms of T ∗p (M) into the
corresponding linear forms of T ∗p (Σˆ)
Φ∗ : T ∗p (M) −→ T ∗p (Σˆ) ,
w˜ −→ Φ∗w˜ : Tp(Σˆ) −→ R ,
v −→< w˜,Φ∗v > .
(13)
Further insight, the mapping Φ∗ acts on the multilinear forms of Tp(M), too
∀(v1, ..., vn) ∈ Tp(Σ)n , (Φ∗T )(v1, ..., vn) = T (Φ∗v1, ...,Φ∗vn) , (14)
where T is an n-form. Especially, the pull-back of the 2-form spacetime metric g takes a great attention. The
pull-back of g is called the induced metric, γ, of the hypersurface, Σt and known as the first fundamental
form of Σt
γ = Φ∗g . (15)
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Moreover, the scalar product between any two vectors of the tangent space of the hypersurface is same
either by using g or γ: ∀(u, v) ∈ Tp(Σ) × Tp(Σ) ,
u.v = g(u, v) = γ(u, v) . (16)
5. Normal Vector
We consider there is a scalar field t onM such that each ”t =constant” corresponds the hypersurface Σt
ofM and the vector ∇t is normal to Σ. Then, the dual of the vector ∇t is the gradient 1-form dt such that
the relation between them is
∇αt = gαµ∇µt = gαµ(dt)µ . (17)
and ∀ v ∈ Σ, the scalar product vanishes
< dt, v >= 0 . (18)
Furthermore, the type of the normal vector ∇t is determined by the type of the hypersurface Σ: That’s, if the
signature of induced metric γ of Σ is (+,+,+) then Σ is spacelike and the corresponding normal vector ∇t
is timelike, contrary, if the signature of induced is (-,+,+) then Σ is timelike and the corresponding normal
vector ∇t is spacelike and, finally, if the induced metric is degenerate , i.e. has signature of (0,+,+) then
either Σt or ∇t are null.
Although ∇t is a unique normal vector to Σt, it is not a unit normal vector. Therefore, in the not-null
case, we normalize it to get a unit normal vector of n
nˆ =
∇t√±∇t.∇t , (19)
where the positive sign (+) is used for a timelike hypersurface and the negative sign (-) is used for a spacelike
hypersurface. Thus, the norm of the unit normal vector is
nˆ.nˆ = ±∇t.∇t∇t.∇t =

−1 i f Σ is spacelike
+1 i f Σ is timelike
6. Intrinsic Curvature
For the not-null case, one can always propose a unique Levi-Civita connection D which is still torsion-
free and metric compatible on a hypersurface Σ. Moreover, the intrinsic covariant derivative D is defined
14
by using the induced metric γ. Now, as we see in the relation (6), the Riemann curvature tensor measures
the curvature by using the spacetime connection ∇. However, in order to measure the curvature of the
hypersurface Σ (i.e. the intrinsic curvature of the Σ), we replace the spacetime connection ∇ with the
intrinsic connection D.
∀ v ∈ T (Σ) , [Di,D j]vk = Rkli jvl . (20)
That’s, the intrinsic curvature of a given hypersurface is nothing but the curvature which is measured (or
felt) by anybody moving on the hypersurface. Also, as we did in the equation ( 9), one-times contraction on
the intrinsic curvature tensor gives us the Ricci tensor of the hypersurface Σ
Ri j = Rkik j . (21)
Finally, the contraction of the intrinsic Ricci tensor results into the intrinsic scalar curvature (or Gaussian
curvature) of Σ.
R = γi jRi j . (22)
7. Extrinsic Curvature
In 3+1 formalism, the global manifold is assumed to be constructed by a family of embedded hypersur-
faces. Naturally, we expect that there must be a machine (or a tensor field) which will measure how much
the hypersurfaces are bending within the global manifold. Fortunately, there is one which is known as the
extrinsic curvature K. To find the explicit form of K let us first image a physical case: when a drop of ink is
being released orthogonally onto the surface of water, it spreads over the surface. Therefore, the orthogonal
release of the drop is something related to the spread of it over the surface. By taking this approach as a
reference, we see that we need a vector which is related to the spread of the unit normal vector nˆ over the
hypersurface Σ. Basically, this is done by endomorphism Weingarten map (or shape operator) χ of Tp(Σ)
χ : Tp(Σ) −→ Tp(Σ) ,
v −→ ∇vnˆ .
In words, the machine χ inserts the unit normal vector nˆ into its slot and migrates the directional derivative
of nˆ which is an element of Tp(Σ)
nˆ.χ(v) = nˆ.∇vnˆ = 12∇v[nˆ.nˆ] = 0 .
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Now, let us deduce the crucial property ”self-adjointness with respect to the induced metric γ ” of χ:
∀(u, v) ∈ Tp(Σ) ⊗ Tp(Σ),
u.χ(v) = u.∇vnˆ = ∇v[u.nˆ] − nˆ.∇vu = −nˆ.∇vu , (23)
We assume that the torsion tensor is zero
(
∇vu − ∇uv − [u, v] = 0
)
. Then, ( 23 ) becomes
u.χ(v) = −nˆ.
(
∇uv − [u, v]
)
= −nˆ.∇uv + nˆ.[u, v]
= −∇u
(
nˆ.v
)
+ v.∇unˆ + nˆ.[u, v]
= v.∇unˆ + nˆ.[u, v] .
(24)
For the sake of self-adjointness of χ, we need to show that the last term of (24) disappears
∇t.[u, v] =< dt, [u, v] >
=< dt, (∇uv − ∇vu) >
=< dt,∇uv > − < dt,∇vu) >
=< ∇µt eµ, uν∇νvδeδ > − < ∇µt eµ, vν∇νuδeδ >
= ∇µt uν∇νvδ < eµ, eδ > −∇µt vν∇νuδ < eµ, eδ >
= ∇µt uν∇νvδδµδ − ∇µt vν∇νuδδµδ
= ∇µt uν∇νvµ − ∇µt vν∇νuµ
= uν
[
∇ν(vµ∇µt) − vµ∇ν∇µt
]
− vν
[
∇ν(uµ∇µt) − uµ∇ν∇µt
]
= 0 ,
(25)
where we used the fact that vµ is orthogonal to ∇µt. Thus, we proved that χ is really self-adjoint
∀(u, v) ∈ Tp(Σ) ⊗ Tp(Σ) , u.χ(v) = χ(u).v , (26)
Since the Weingarten map χ is self-adjoint, its eigenvalues are taken as the principal curvatures, κi, of the
hypersurface Σ and the corresponding eigenvectors are taken as the principal directions of the hypersurface
such that the mean of the κi is known as the mean curvature,H , of Σ
H = 1
3
3∑
i=1
κi . (27)
Contrary to the intrinsic curvature, κi and H are depend on how the hypersurface is embedded intoM so
they are taken as extrinsic character of Σ. Now, we are ready to construct the explicit mapping of 2-form of
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the extrinsic curvature K of Σ by using the Weingarten map χ. K is assumed to be a machine which has two
slots for the vectors of Tp(Σ) and whose output is a scalar
K : Tp(Σ) ⊗ Tp(Σ) −→ R ,
(u, v) −→ −u.χ(v) .
(28)
This is the well-known relation of the second fundamental form (or the extrinsic curvature tensor ) of the
hypersurface Σ. Moreover, the relation between the contraction of K with respect to the induced metric γ
and the mean curvature,H of Σ is
K = γi jKi j = −3H . (29)
Up to now, we dealt with timelike and spacelike hypersurfaces. Now, we will restrict ourself to spacelike
hypersurface in which the signature of the induced metric γ is (+,+,+) and we will define the fundamental
geometrical tools for it:
8. The Orthogonal Projector
The tangent space ofM at a point p, Tp(M), can be orthogonally decomposed into the corresponding
tangent space of the hypersurface Σ at the point p, Tp(Σ), and a one-dimensional vector space of nˆ,Vect(nˆ)
Tp(M) = Tp(Σ) ⊕Vect(nˆ) . (30)
where Vect(nˆ) is a 1-dimensional vector space for nˆ. Because in the null case Vect(nˆ) ⊂ Tp(Σ), the
orthogonal decomposition of vector space (30) is valid only for spacelike and timelike hypersurfaces. Now,
the orthogonal decomposition (30) of Tp(M) allows us to define an operator →γ which projects the elements
of Tp(M) into of Tp(Σ)
→
γ : Tp(M) −→ Tp(Σ)
v −→ v + (nˆ.v)nˆ ,
(31)
here
→
γ is known as the orthogonal projection operator. It selects the components of the vector of Σ among
of M. Therefore, the projection of the unit normal vector nˆ is equal to zero [i.e. since nˆ.nˆ = −1, then,
→
γ(nˆ) = nˆ + (nˆ.nˆ)nˆ = 0 ] and it acts as an identity operator for vectors of Tp(Σ) [i.e.∀ v ∈ Tp(Σ) , →γ(v) =
v+ (nˆ.v)nˆ = v]. Further insight, the orthogonal projection operator →γ can be expanded relative a set of bases
(eα) of Tp(M) and the corresponding components are
γαβ = δ
α
β + nαnβ . (32)
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We mentioned in (12) and (13) the embedding Φ induces the push-forward mapping, Φ∗ and the pull-back
mapping, Φ∗ in the given direction and does not imply in the reverse directions. On the other hand, as we
illustrated in (31) that
→
γ carries the elements from Tp(M) and projects them into of Tp(Σ). And, it induces
another mapping
→
γ
∗
M between the corresponding dual spaces [from T ∗p (Σ) to T ∗p (M)]
w˜ ∈ T ∗p (Σ) , v ∈ Tp(M), →γ
∗
M : T ∗p (Σ) −→ T ∗p (M) ,
w˜ −→ →γ∗Mw˜ : Tp(M) −→ R ,
v −→< →γ∗Mw˜, v >
=
→
γ
∗
Mw˜(v)
= w˜
(→
γ(v)
)
.
(33)
Also, the induced mapping
→
γ
∗
M can map arbitrary n-formA of T ∗p (Σ)
∀A ∈ T ∗p (Σ)n , →γ
∗
M : A −→ →γ
∗
MA : Tp(M)n −→ R ,
(v1, ..., vn) −→ →γ
∗
MA(v1, ..., vn) ,
= A(→γ(v1), ...,→γ(vn)) .
(34)
Particularly, the extension of 2-form induced metric γ to M will act on the vectors of Tp(M) .Then, we
denote it with the same symbol, γ =
→
γ
∗
Mγ. The relation between the extended induced metric γ and the
spacetime metric g is
γ = g + n˜ ⊗ n˜ = →γ∗Mγ . (35)
where n˜ is a 1-form. As we did before, γαβ = gαβ+nαnβ are the components of the extended induced metric
γ (=
→
γ
∗
Mγ) relative to a proper family of basis (eα) of T ∗p (M). Let us take a look at the action of γ on the
particular cases:
1. ∀(v,u) ∈ Σ, then, the induced metric γ and the spacetime metric g will do the same job on these
vectors
→
γ
∗
Mγ(u, v) = g(u, v)+ < n˜,u >< n˜, v >
= g(u, v)
= gµνuµvν .
(36)
2. On the other hand, if one of these vectors (consider u = λnˆ) is collinear with nˆ, then, the action of γ
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will be zero. That’s, for any v ∈ Tp(M)
γ(u, v) = →γ
∗
Mγ(u, v)
= λg(nˆ, v) + λ < n˜, nˆ >< n˜, vˆ >
= λ
{
g(nˆ, v)− < n˜, vˆ >
}
= λ
{
< n˜, vˆ > − < n˜, vˆ >
}
= 0 .
(37)
By observing the equation (32) and the components of the extended metric γ (=
→
γ
∗
γ ), we see that the
orthogonal projection operator
→
γ is obtained from the extended metric by raising its 1st index. Indeed, we
use the same symbol for the extension of the extrinsic curvature K toM, too:
K =
→
γ
∗
MK . (38)
Finally, with the help of the orthogonal projection operator
→
γ any rank-(p+q) tensor T [ ∈ T (M)p⊗T ∗(M)q
] can be converted into another tensor,
→
γ
∗
MT, of same type which is still an element of T (M)p ⊗ T ∗(M)q.
The transformation between their components is by
(
→
γ
∗
MT )α1...αpβ1...βq = γ
α1
µ1 ...γ
αp
µpγ
ν1
β1 ...γ
νq
βqT
µ1...µp
ν1...νq . (39)
9. Relation Between ”K” and ∇n˜
Up to now we have not said anything about the diffusion of the unit normal vector nˆ within the neigh-
borhood of a point p of the hypersurface. We only assumed nˆ to be at points of the hypersurface. Basically,
we will see that deviation of nˆ leads us to the relation between the extrinsic curvature K and the covariant
derivative along nˆ. Therefore, we need to define the acceleration vector a of nˆ
a = ∇nˆnˆ . (40)
If we assume that nˆ is a 4-velocity of an observer (since nˆ is a timelike vector), then, nˆ is 4-acceleration of
the observer. Furthermore, this deviation is an element of Tp(Σ),
nˆ.a = nˆ.∇nˆnˆ = 12∇nˆ[nˆ.nˆ] = 0 . (41)
Now, we have emphasized that K can be taken as a machine which has two slots for inputting vectors.
Therefore, let us extend it to M and insert two vectors belonging the tangent space of M at p: ∀(u, v) ∈
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Tp(M),
(
→
γ
∗
MK)(u, v) = K
(→
γ(u),→γ(v)
)
= −→γ(u).∇→
γ (v)nˆ
= −[u + (nˆ.u)nˆ].∇[v+(nˆ.v)nˆ]nˆ
= −u.∇vnˆ − (nˆ.u)nˆ.∇vnˆ − (nˆ.v)(u.a) − (nˆ.v)(nˆ.u)(nˆ.a)
= −u.∇vnˆ − (nˆ.v)(u.a)
= − < ∇n˜(..., v)),u > − < a˜,u >< n˜, v > ,
(42)
where we used u.v = g(u, v) = g(uµeµ, vνeν) = gµνuµvν = uµvµ. We know that the equation(42) is valid for
any pair of tangent vectors ofM so we can drop the vectors to get the compact form as
K = −∇n˜ − a˜ ⊗ n˜ =⇒ ∇n˜ = −K − a˜ ⊗ n˜ , (43)
here the symbol (˜) means dual of the vector. The components of the tensorial equation (43) with respect to
a given basis of T ∗p (M) are
∇βnα = −Kαβ − aαnβ . (44)
The equation ( 44) is defined onto the four-dimensional manifoldM. Then, let us pull-back it to T ∗p (Σ)
γµαγ
ν
β∇νnµ = −γµαγνβKµν − γµαγνβaµnν , (45)
notice that the last term on the right hand side of the equation (45) vanishes because the projection of nν
onto Σ is zero so we get
γµαγ
ν
β∇νnµ = −γµαγνβKµν , (46)
or in compact form
K = →γ
∗
K = −→γ∗∇n˜ . (47)
As we see in the equation (47), the projected form of ∇n˜ onto Σ (i.e. −K) is symmetric though the four-
dimensional ∇n˜ is not. Now, it is easy to show that the trace of the equation (44) with respect to gαβ is
K = −∇βnβ , (48)
or in compact form
K = −∇.nˆ . (49)
The equation (49) gives the relation between the scalar extrinsic curvature and the divergence of the unit
normal vector.
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10. Relation between Connections of the Spacetime and of the Hypersurface
Consider a tensor field T onto Σ. Both the tensor field T and its covariant derivative DT are tensor fields
ofM, too. As we implies before, we are able to convert DT into another vector field ofM which is denoted
by
→
γ
∗∇T
DT = →γ
∗∇T , (50)
or more precisely,
DT = →γ
∗∇→γ∗MT . (51)
And the related transformation of the components is given by
DρTα1...αpβ1...βq = γ
α1
µ1 ...γ
αp
µpγ
ν1
β1 ...γ
νq
βqγ
σ
ρ∇σT µ1...µpν1...νq . (52)
The crucial properties of the transformation of ( 51) are
1.
→
γ
∗∇→γ∗MT is a torsion-free connection on Σ, it satisfies all the defining properties of a connection
[linearity, reduction to gradient for a scalar field, commutes with contraction and Leibniz rule].
2.
→
γ
∗∇→γ∗MT is metric compatible(→
γ
∗∇γ
)
αβγ
= γµαγ
ν
βγ
ρ
γ∇ργµν
= γµαγ
ν
βγ
ρ
γ∇ρ
[
gµν + nµnν
]
= γµαγ
ν
βγ
ρ
γ
{
∇ρgµν + (∇ρnµ)nν + nµ(∇ρnν)
}
= 0 ,
(53)
where we have used the metric compatibility of g and the fact that the orthogonal projection of nˆ
onto Σ vanishes.
Finally, let us derive the relation between the connections:
∀(u, v) ∈ Tp(Σ) ⊗ Tp(Σ) ,
(
Duv
)α
= uσDσvα
= uσγνσγαµ∇νvµ
= uνγαµ∇νvµ
= uν
{
δαµ + nαnµ
}
∇νvµ
= uνδαµ∇νvµ + uνnα nµ∇νvµ︸  ︷︷  ︸
− vµ∇νnµ
= uν∇νvα − uνvµnα∇νnµ .
(54)
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Now, the last term of the equation (54) is nothing but the definition of the extrinsic curvature (28). By using
this fact, the equation ( 54) becomes
Duv = ∇uv + K(u, v)nˆ . (55)
That’s, the difference between the directional covariant derivatives Duv and ∇uv is given by the extrinsic
curvature K(u,v). Furthermore, the difference is along the unit normal vector nˆ.
B. Geometry of Foliation
From now, as we see in the figure (2), we will deal with a continuous family of embedded hypersurfaces
(Σt)t∈R which covers the spacetime (M, g). However, the spacetime (M, g) that we are going to foliate (i.e.
to slice) is not any type of spacetime rather it is a globally-hyperbolic spacetime.
FIG. 2. The foliation of (M, g)
1. Globally Hyperbolic Spacetimes and Foliation
In order to define what the globally-hyperbolic spacetime is, we need to first define the concept of
Cauchy Surface: Any spacelike hypersurface which is being intersected by causal curves (i.e. timelike and
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null) if and only if one time is called A Cauchy Surface. Now, any spacetime on which there can be defined
a continuous family of Cauchy surface is called a globally-hyperbolic spacetime [figure (2)]. Also, it is
obvious that the topology of the globally-hyperbolic spacetime is essentially Σ × R. In words, the foliation
of the spacetime is that there is assumed to be a smooth scalar field tˆ on the four-dimensional manifoldM
such that the union of points at which the scalar field is identical construct the related hypersurface
∀t ∈ R , Σt =
{
p ∈ M , tˆ(p) = t
}
=⇒M =
⋃
t∈R
Σt , (56)
where we assume that the gradient of the scalar field is always different than zero (i.e. regular) which
ensures that the hypersurfaces never intersect
Σt ∩ Σt′ = ∅ f or t , t
′
. (57)
2. Foliation Kinematics
1. Lapse Function
For convention, let us use the symbol t as the scalar field onM. Then, the vector ∇t is essentially
normal to the hypersurface Σt and not necessarily a unit normal vector. Therefore, we suppose that
there exists a scalar field N (> 0 and called lapse function [11]) which is used to re-normalize ∇t :
nˆ = −N∇t = − ∇t√−∇t.∇t =⇒ N =
1√−∇t.∇t , (58)
the minus sign in the equation (58) guarantees that nˆ is future-oriented. Because ∇t is a vector, its
dual is the gradient 1-form dt. The crucial point is that the lapse function makes the dt a unit 1-form,
too: Suppose that there is a scalar field S such that n˜ = S dt so what is S ?,
< n˜, nˆ > =< S dt,−N∇t >
= S N
{
− < dt,∇t >
}
= S .N
1
N2
= −1 ,
(59)
so S = −N. Thus,
n˜ = −Ndt . (60)
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FIG. 3. The Lie Dragging of v ∈ T (Σt) along m such that Lmv ∈ T (Σt).Here the diffeomorphism Φ mappings the
elements of Tp(Σt) into of Tq(Σt)
2. Normal Evolution Vector
Now, when we evaluate the inner product between the vector ∇t and the normal unit vector nˆ, we
will see that it is not equal to 1. This means that the normal unit vector nˆ can not follow the flow
of the scalar field though it locally does. Then, the modification of the nˆ to the evolution of the
hypersurfaces seems as a primary condition. Therefore, we propose a new normal vector m (known
as normal evolution vector)
m = Nn =⇒ m.m = −N2 , (61)
such that the normal evolution vector m is being adapted to the flow of the scalar field t,
< dt,m > =< dt,Nnˆ >
= N < dt, nˆ >
= N < dt,−N∇t >
= −N2 < dt,∇t >
= −N2. 1
N2
= 1 .
(62)
This modification provides the evolution of the hypersurfaces. That’s, all the points of the initial
hypersurface Σt are being carried along the vector δtm such that the union of carried points construct
the neighbor hypersurface Σt+δt [see figure 4]. This evolution of the hypersurface is known as the Lie
dragging of hypersurfaces along m. As we see from the figure (3) the Lie dragging along m does
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not disturb the elements tangent to Σt. That is , they are still the elements tangent to Σt after dragging
along m:
∀v ∈ T (Σt) , Lmv ∈ T (Σt) . (63)
FIG. 4. The Lie Dragging of the Points
3. Eulerian Observers
Actually, the unit normal vector nˆ can be taken as the 4-velocity of the Eulerian Observer. Then, the
world line of Eulerian Observer will intersect the hypersurface Σt only one time which says that all
the simultaneous events at each constant scalar field (i.e. local) construct the hypersurface Σt. Now,
assume that there are two points (=events) p (∈ Σt) whose coordinate time is t and p′ (∈ Σt+δt) whose
time coordinate is t + δt on the world-line of a Eulerian Observer. Then, the elapsed time difference
δτ between two events with respect to the observer’s clock is given by
δτ =
√−g(δt m, δt m) = √g(−m,m) δt , (64)
from the equation (61), we get
δτ = N δt . (65)
As in the equation(40), the corresponding 4-acceleration of the the Eulerian Observer is an element
of Tp(Σt)
a = ∇nˆnˆ . (66)
Due to the fact that a ∈ Tp(Σt), the 4-acceleration vector a can be rewritten in terms of the lapse
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function N:
aα = nµ∇µnα = nµ∇µ[−N∇αt] = −nµ(∇µN)(∇αt) − Nnµ∇µ∇αt
= −nµ∇µN[− 1N nα] − Nn
µ∇α∇µt
=
1
N
nαnµ(∇µN) − Nnµ∇α(− 1N nµ)
=
1
N
nαnµ(∇µN) + Nnµ∇α( 1N nµ)
=
1
N
nαnµ(∇µN) − N 1N2 n
µnµ∇αN + N 1N n
µ∇αnµ
=
1
N
nαnµ(∇µN) + 1N∇αN
=
1
N
[δµα∇µN + nαnµ∇µN] = 1N [δ
µ
α + nαnµ]∇µN
=
1
N
γµα∇µN =⇒ aα = 1N DαN = Dα ln N ,
or in compact form
a˜ = D˜ ln N . (67)
4. Gradient of the 1-form n˜ and m˜
We are going to deduce very important two relations of the gradient of nˆ and of m in terms of the
extrinsic curvature and the lapse function. Firstly, the substitution of the equation (67) into the
equation (43) gives us the gradient of the 1-form n˜ ,
∇n˜ = −K − D˜ ln N ⊗ n˜ =⇒ ∇βnα = −Kαβ − Dα ln Nnβ . (68)
Secondly, the equations (61) and (68) are used to find the gradient of the dual of the m,
∇m˜ = ∇(Nn˜)
= N∇(n˜) + n˜ ⊗ ∇N
= N
(
K − D˜ ln N ⊗ n˜
)
+ n˜ ⊗ ∇N
= N
(
−K − 1
N
D˜N ⊗ n˜
)
+ n˜ ⊗ ∇N ,
so we get the gradient of the dual of m as
∇m˜ = −K − D˜N ⊗ n˜ + n˜ ⊗ ∇N . (69)
And its vector form as
∇m = −K − DN ⊗ n + n ⊗ ∇N ⇒ ∇βmα = −NKαβ − DαNnβ + nα∇βN . (70)
26
5. Evolution of the Induced 3-Metric
Under the flow of the hypersurfaces, the induced 3-metric is being carried by the Lie derivative along
m. With the help of the equation the equation (70), the Lie derivative of γ along m is deduced from
Lmγαβ = mµ∇µγαβ + γµβ∇αmµ + γαµ∇βmµ
= mµ[∇µgαβ + ∇µ(nαnβ)] + γµβ[−NKµα − DµNnα + nµ∇αN]
+ γαµ[−NKµβ − DµNnβ + nµ∇βN]
= mµ[(∇µnα)nβ + nα(∇µnβ)] − NγµβKµα − γµβDµNnα
+ γµβnµ∇αN − NγαµKµβ − γαµDµNnβ + γαµnµ∇βN
= Nnµ(∇µnα)nβ + Nnαnµ(∇µnβ) − NKβα − DβNnα − NKαβ
− DαNnβ
= Naαnβ + Naβnα − 2NKαβ − DβNnα − DαNnβ
= NDα ln Nnβ + NDβ ln Nnα − 2NKαβ − DβNnα − DαNnβ
= DαNnβ + DβNnα − 2NKαβ − DβNnα − DαNnβ ,
so we get
Lmγαβ = −2NKαβ =⇒ Lmγ = −2NK . (71)
Now,
Lmγαβ = LNnγαβ = Nnµ∇µγαβ + γµβ∇α(Nnµ) + γαµ∇β(Nnµ)
= Nnµ∇µγαβ + γµβN∇αnµ + γµβnµ∇αN + γαµN∇βnµ
+ γαµnµ∇βN
= N{nµ∇µγαβ + γµβ∇αnµ + γαµ∇βnµ}
= NLnγαβ .
(72)
Thus, the equations (71) and (72) lead us to rewrite the extrinsic curvature in terms of Lie derivative
of the induced 3-metric along the unit normal vector:
Lnγαβ = 1NLmγαβ =⇒ Kαβ = −
1
2
Lnγαβ . (73)
6. Evolution of the Orthogonal Projector
In order to find the evolution of the tensor field T of T (Σ), we need first to show what happens to
the orthogonal projection operator under the flow of the hypersurfaces. Again, the evolution of the
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orthogonal projection operator is done by the Lie derivative along m
Lmγαβ = mµ∇µγαβ − γµβ∇µmα + γαµ∇βmµ
= Nnµ∇µ[δαβ + nαnβ] − γµβ[−NKαµ − DαNnµ + nα∇µN]
+ γαµ[−NKµβ − DµNnβ + nµ∇βN] .
Because the projection of the normal vector and its dual onto the hypersurface is zero, we have
Lmγαβ = N(nµ∇µnα)nβ + N(nµ∇µnβ)nα + NKαβ + (DαN)nβ
− nαDβN − NKαβ − (DαN)nβ
= Naαnβ + Naβnα − nα(DβN) − (DαN)nβ
= N
1
N
DαNnβ + N
1
N
DβNnα − nα(DβN) − (DαN)nβ
= 0 ,
or in compact form
Lm→γ = 0 . (74)
The equation (74) implies that if initially a tensor field T is an element of hypersurface, it will remain
to be an element of the hypersurface throughout the evolution. Moreover, let us show this in detail:
if a tensor field T is a tensor field belonging to the hypersurface, then, the orthogonal projection
operator acts as an identity operator,
−→γ ∗T = T . (75)
Now, we are seeking after the Lie dragging whether there is any projected part of the carried tensor
field of T along the normal unit vector nˆ or not. If there is any, then, the Lie dragging will disturb the
tensor T which is tangent to Σ to be still tangent to Σ during the flow of the hypersurfaces. Therefore,
let us show on a simple sample of T of type
(
1
1
)
. Then, the transformation in terms of the components
is
γαµγ
ν
βT µν = Tαβ . (76)
Let us carry the transformation along m,
Lm[γαµγνβT µν] = (Lmγαµ)γνβT µν + γαµ(Lmγνβ) + γαµγνβLmT µν . (77)
Hence, the property of (74) allows to write (77) as
γαµγ
ν
βLmT µν = LmTαβ , (78)
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or in compact form
→
γ
∗LmT = LmT . (79)
Thus, the Lie derivative along m of any tensor field T tangent to Σt is a tensor field tangent to Σt.
3. The Foliation of Hypersurfaces
1. Foliation of Spacelike Hypersurface Σt
The coordinates adapted to the foliation xα = xα(ya) is assumed to be the parametrized curves where
the parametrization is the induced coordinates (ya) of the hypersurface Σt [4]. The projection operator
can be written as
eαa =
∂xα
∂ya
. (80)
Since the extended line element of Σt
ds2Σt = gαβdx
αdxβ = gαβ
(∂xα
∂ya
dya
)(∂xβ
∂yb
dyb
)
= habdyadyb , (81)
so the induced 3-metric is
hab = gαβeαa e
β
b , (82)
where hab is the metric component of the spacelike hypersurface Σt. Therefore, contravariant form
of the spacetime metric can be decomposed as
gαβ = −nαnβ + habeαa eβb , (83)
where nα is timelike normal unit vector to Σt. Further inside, the spacelike hypersurface can be
decomposed into its spacelike unit normal vector plus its boundary 2-surface S t: suppose that the
induced coordinates ya on Σt is parametrized curves where the parametrization is the coordinates
ya(θA) of the S t. Then, the corresponding projection operator can be taken as
eaA =
∂ya
∂θA
. (84)
The extended line element of S t
ds2S t = habdx
adxb = hab
(∂xa
∂θA
dθA
)(∂xb
∂θB
dθB
)
= σABdθAdθB , (85)
so the induced 2-metric is
σAB = habeaAe
b
B . (86)
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And the decomposition of the spacelike induced 3-metric is
hab = rarb + σABeaAe
b
B . (87)
Therefore, the contravariant form of the spacetime metric can be written in terms of the timelike and
spacelike unit normal vectors as
gαβ = −nαnβ + habeαa eβb
= −nαnβ +
[
rarb + σABeaAe
b
B
]
eαeβb
= −nαnβ + rαrβ + σAB
(
eαa e
a
A
)(
eβbe
b
B
)
= −nαnβ + rαrβ + σABeαAeβB .
(88)
Because eαa is tangent to Σt and n
α is normal to Σt, we have
rα = raeaα =⇒ rαnα = raeaαnα = 0 =⇒ rα ⊥ nα , (89)
where nα is the unit timelike vector which is normal to Σt and rα is the unit spacelike vector normal
to the boundary of Σt (that is, S t ).
2. Foliation of the Timelike Hypersurface B
Let zi be the coordinates on the timelike hypersurfaceB [4] and the corresponding projection operator
to Σt
eαi =
∂xα
∂zi
. (90)
The induced 3-metric of B is obtained from the projection of the spacetime metric g:
γi j = gαβeαi e
β
j . (91)
And the contravariant form of the spacetime metric can be decomposed as
gαβ = rαrβ + γi jeαi e
β
j . (92)
Because zi is arbitrary, let us choose them as zi = (t, θA)
dxα =
(∂xα
∂t
)
θA
dt +
(∂xα
∂θA
)
t
dθA = Nnαdt + eαAdθ
A . (93)
Here θA (A = 1, 2) are the adapted coordinates of the boundary of the spacelike hypersurface Σt.
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Then, the extended line element of B is
ds2B = gαβdx
αdxβ
= gαβ
(
Nnαdt + eαAdθ
A
)(
Nnβdt + eβBdθ
B)
= gαβ
{
N2nαnβdt2 + NnαeβBdt + dθ
B + NnβeαAdt + dθ
A + eαAe
β
Bdθ
AdθB
}
= −N2dt2 + σABdθAdθB
= γi jdzidz j .
(94)
Thus, we get the 2+1 decomposition of the 3-metric of the timelike hypersurface B as
γi jdzidz j = −N2dt2 + σABdθAdθB . (95)
C. Coordinate Adapted to the Foliation
Here, it is assumed that there is a coordinate system (xi = x1, x2, x3) ) on each Σt such that it smoothly
varies during the flow of the hypersurfaces. Then, we take [xα = (t, xi)] as a proper coordinate system on
M.
FIG. 5. The Shift Vector β
Naturally, these adapted coordinate systems induce another set of coordinate systems for the Tp(M).
Basically, the corresponding partial derivatives are often chosen as the bases of Tp(M) :
∂t =
∂
∂t
, ∂i =
∂
∂xi
, (96)
where (i=1,2,3). Moreover, because of the shift vector that we are going to define, ∂t does not have to be a
timelike vector.
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1. The Shift Vector β
In addition to the Tp(M), the coordinates adapted to the foliation also induces a set of basis gradient
1-form dxα for T ∗p (M) such that it obeys
< dxα, ∂β >= δαβ . (97)
Because of < dt, ∂t >= 1 , ∂t drags the hypersurfaces as m does, too. However, in general, they do not have
to be collinear. They are collinear only if (xi) of Σt are orthogonal to each other. Otherwise, as in the figure
(5), there is assumed to be a deviation vector (shift vector β) [11] between them
→
∂ t = m +
→
β . (98)
And it is easy to show that the shift vector β is an element of the hypersurface Σt. As it is said before ∂t
does not have to be timelike. This property is determined by the square of the β: From the equation (98),
the norm of
→
∂ t is
→
∂ t.
→
∂ t = −N2 +
→
β.
→
β , (99)
so the if
→
β.
→
β < N2 then ∂t is a timelike vector, or if
→
β.
→
β > N2 then ∂t is a spacelike vector and finally, if
→
β.
→
β = N2 then ∂t is a null vector.
2. 3+1 Form of the Metric
The 3+1 decomposition of the spacetime metric and the 2+1 decomposition of the induced 3-metric
of the timelike hypersurface B play a crucial role during the construction of the Hamiltonian form of the
general relativity. Therefore, we need to find the 3+1 form of the spacetime metric g, too: After defining the
suitable coordinate systems adapted toM, let us expand the induced 3-metric γ relative to these coordinates
(xi) of Σt
γ = γi jdxi ⊗ dx j . (100)
Because the shift vector β is tangent to Σt, we can raise its indices with the help of the components of the
induced 3-metric γi j in this coordinate system,
βi = γi jβ
j . (101)
Also, the expansion of the spacetime metric g in the corresponding coordinates is
g = gαβ dxα ⊗ dxβ .
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Basically, g can be assumed as a machine which has two-slots for the corresponding vectors. Therefore, the
components of it are obtained by
gαβ = g(
−→
∂ α,
−→
∂ β) . (102)
Therefore, with the help of the equations (98) and (102), the components gαβ in this coordinate systems are
g00 = g(
−→
∂t ,
−→
∂t) =
−→
∂ t.
−→
∂ t = −N2 + βiβi , (103)
g0i = g(
−→
∂t ,
−→
∂i) =
−→
∂ t.
−→
∂ i = (m +
−→
β ).
−→
∂ i
= m.
−→
∂ i +
−→
β .
−→
∂ i =
−→
β .
−→
∂ i =< β˜,
−→
∂ i >
=< β jdx j,
−→
∂ i >= β j < dx j,
−→
∂ i >
= β jδ
j
i
= βi ,
(104)
gi j = g(
−→
∂ i,
−→
∂ j) =
−→
∂ i.
−→
∂ j = γi j . (105)
Thus, the 3+1 decomposition of the gαβ in matrix representation is
gαβ =
 g00 g0 jgi0 gi j
 =
 −N2 + βiβi β jβi γi j
 .
Furthermore, let us evaluate the explicit 3+1 form of spacetime metric:
gµνdxµ ⊗ dxν =
(
− N2 + βiβi
)
dt ⊗ dt + β jdt ⊗ dx j + βidt ⊗ dxi + γi jdxi ⊗ dx j
=
(
− N2 + βiβi
)
dt ⊗ dt + γi jβidt ⊗ dx j + γi jβidt ⊗ dxi
+ γi jdxi ⊗ dx j ,
we get
gµνdxµ ⊗ dxν = −N2dt ⊗ dt + γi j
[
dxi + βidt
]
⊗
[
dx j + β jdt
]
. (106)
The ability of writing g in terms of its parts(106) is something like the beginning of the 3+1 formalism and
the Hamiltonian form of general relativity. Now, let us find the matrix form of the components of the dual
spacetime metric gαµ. Suppose that the dual metric has the form of
gαµ =
 g00 g0 jgi0 gi j
 =
 a vkv j b jk
 .
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The matrix multiplication (In general, Ai jB jk = Cik) between the covariant and the contravariant forms of
the spacetime metric is given by −N2 + βkβk β jβi γi j

 a vkv j b jk
 =
 1 00 δik
 .
The multiplication of the 1st row of gαµ with the 1st column of gαµ gives
aβi + γi jv j = 0 =⇒ aβi = −vi , (107)
(−N2 + β jβ j)a + b jv j = 1 =⇒ (−N2 + β jβ j)a − aβ jβ j = 1 . (108)
From the equations (107) and (107), we get a = − 1N2 and v j = β
j
N2 . The multiplication between 2
nd row of
gαµ with the 2nd column of gαµ will give us the components b jk:
βivk + γi jb jk = δik =⇒ γi jb jk = δik − βivk = δik − βiβ
k
N2
. (109)
Let us multiply (109) with γli,
γliγi jb jk = γliδik − γli βiβ
k
N2
blk = γlk − β
lβk
N2
,
l→i, k → j .
With the help of the previous change of indices, we get
bi j = γi j − β
iβ j
N2
. (110)
Thus, the decomposition of the components of the dual metric in matrix form is
gαβ =
 g00 g0 jgi0 gi j
 =
 − 1N2
β j
N2
βi
N2 γ
i j − βiβ jN2
 .
Notice that gi j = γi j but that in general gi j , γi j. Alternatively, the dual spacetime metric gαβ in matrix
form can be obtained from the Cramer’s rule. Now, let us denote the determinant of γ and g as
g = det(gαβ) , (111)
γ = det(γi j) . (112)
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Observe that because of the lapse function N and the shift vector β, the related determinants of γi j and gαβ
are coordinate dependent. Because of this, they are not tensors rather they are tensor densities. Now, let us
evaluate g00 component by using the Cramer’s rule,
g00 =
C00
det(gαβ)
=
M00
g
=
γ
g
. (113)
The (113) must be equal to the g00 component of the dual spacetime metric that we have obtained from the
matrix multiplication,
g00 =
γ
g
=⇒ − 1
N2
=
γ
g
. (114)
Thus, the relation between the determinant of the induced 3-metric and of the spacetime metric is
√−g = N √γ . (115)
III. THE GAUSS-CODAZZI RELATIONS AND THE 3+1 DECOMPOSITION OF SPACETIME RICCI
SCALAR
In this chapter we will deduce the fundamental relations that are in the center of the 3+1 formalism of
general relativity [1]. From now, unless it is emphasized, the hypersurface that we will work on must be
taken as the spacelike hypersurface Σt (i.e. whose unit normal vector nˆ is timelike ):
A. Gauss and Codazzi Relations
1. Gauss Relations
In order to find the first fundamental equation of the 3+1 formalism (i.e. Gauss relation), we start with
equation (20) (or the intrinsic Ricci identity) and use the related transformation (52) between connections
of D and ∇: The Ricci identity on Σ is
DαDβvγ − DβDαvγ = Rγµαβvµ , (116)
here v ∈ Tp(M). Since the second term in the equation (116) is obtained by interchanging the indices of α
and β of the first term, it is better to work just on the 1st term of the equation (116): With the help of the
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equation (32), the 1st term of the (116) is obtained as follow:
DαDβvγ = Dα(Dβvγ) = γµαγνβγγρ∇µ[Dνvρ] = γµαγνβγγρ∇µ[γσνγρλ∇σvλ]
= γµαγ
ν
βγ
γ
ρ{(∇µγσν)γρλ∇σvλ + γσν(∇µγρλ)∇σvλ
+ γσνγ
ρ
λ∇µ∇σvλ}
= γµαγ
ν
βγ
γ
ρ{∇µ[δσν + nσnν]γρλ∇σvλ + γσν∇µ[δρλ + nρnλ]∇σvλ
+ γσνγ
ρ
λ∇µ∇σvλ}
= γµαγ
ν
βγ
γ
ρ{[∇µδσν + (∇µnσ)nν + nσ(∇µnν)]γρλ∇σvλ
+ γσν[∇µδρλ + (∇µnρ)nλ + nρ(∇µnλ)]∇σvλ
+ γσνγ
ρ
λ∇µ∇σvλ}
= γµαγ
ν
βγ
γ
ρ{(∇µnσ)nνγρλ∇σvλ + nσ(∇µnν)γρλ∇σvλ
+ γσν(∇µnρ)nλ∇σvλ + γσνnρ(∇µnλ)∇σvλ
+ γσνγ
ρ
λ∇µ∇σvλ}
= γµαγ
ν
βγ
γ
ρ(∇µnσ)nνγρλ∇σvλ + γµαγνβγγρnσ(∇µnν)γρλ∇σvλ
+ γµαγ
ν
βγ
γ
ργ
σ
ν(∇µnρ)nλ∇σvλ + γµαγνβγγργσνnρ(∇µnλ)∇σvλ
+ γµαγ
ν
βγ
γ
ργ
σ
νγ
ρ
λ∇µ∇σvλ .
Because the projection of the unit normal vector (and its dual) on the hypersurface is zero, then, the previous
equation becomes
DαDβvγ = γµαγνβγγργρλnσ(∇µnν)∇σvλ + γµαγνβγγργσν(∇µnρ)nλ∇σvλ
+ γµαγ
ν
βγ
γ
ργ
σ
νγ
ρ
λ∇µ∇σvλ
= γµαγ
ν
βγ
γ
λnσ(∇µnν)∇σvλ + γµαγσβγγρ(∇µnρ)nλ∇σvλ
+ γµαγ
σ
βγ
γ
λ∇µ∇σvλ
= −Kαβγγλnσ∇σvλ − Kγαγσβnλ∇σvλ + γµαγσβγγλ∇µ∇σvλ
= −Kαβγγλnσ∇σvλ + Kγαγσβvλ∇σnλ + γµαγσβγγλ∇µ∇σvλ
= −Kαβγγλnσ∇σvλ + Kγαγσβγλξvξ∇σnλ + γµαγσβγγλ∇µ∇σvλ ,
where we used the equation (46). Let us interchange the dummy index of ξ with λ,
DαDβvγ = −Kαβγγλnσ∇σvλ − KγαKβλvλ + γµαγσβγγλ∇µ∇σvλ . (117)
In order to find the 2nd of the equation (116), it is enough to just interchange the indices α and β of the
equation (117):
DβDαvγ = −Kβαγγλnσ∇σvλ − KγβKαλvλ + γµβγσαγγλ∇µ∇σvλ . (118)
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If we interchange the indices µ and σ of (118) and then subtract it from the equation ( 117), we will get
Rγξαβvξ = [KγβKαλ − KγαKβλ]vλ + γµαγσβγγλ[∇µ∇σ − ∇σ∇µ]vλ .
The last term is nothing but the projection of spacetime curvature tensor. Then, we have
Rγξαβvξ = [KγβKαλ − KγαKβλ]vλ + γµαγσβγγλ 4Rλρµσvρ . (119)
We can rewrite vρ as vρ = γρξvξ. Then, the equation (119) becomes
γµαγ
σ
βγ
γ
λγ
ρ
ξ
4Rλρµσvξ = Rγξαβvξ + [KγαKβλ − KγβKαλ]vλ ,
λ→ ρ, ρ→ σ, σ→ ν, ξ → δ ξ → δ λ→ δ
by changing of the dummy indices, the previous equation turns into
γµαγ
ν
βγ
γ
ργ
σ
δ
4Rρσµνvδ = Rγδαβvδ + [KγαKβδ − KγβKαδ]vδ , (120)
since the vector vδ is arbitrary, then, we can drop it to get the full projection of the spacetime Riemann
curvature tensor 4R onto the hypersurface Σt as
γµαγ
ν
βγ
γ
ργ
σ
δ
4Rρσµν = Rγδαβ + KγαKβδ − KγβKαδ . (121)
The equation (121) is known as the Gauss relation. Let us continue by contracting the indices α and γ of
Gauss relation (121):
γµργ
ν
βγ
σ
δ
4Rρσµν = Rδβ + KKβδ − KαδKαβ . (122)
The left hand side of the equation (122) can be rewritten in terms of the sum of the full projection of the
spacetime Ricci tensor onto Σ and the mixed projection of the spacetime Riemann curvature tensor 4R:
γµργ
ν
βγ
σ
δ
4Rρσµν = [δµρ + nµnρ]γνβγσδ 4Rρσµν
= γνβγ
σ
δ
4Rσν + nµnργνβγσδ 4Rρσµν
= γνβγ
σ
δ
4Rσν + nµnργνβγσδ 4Rρσµν
= γνβγ
σ
δ
4Rσν + nµnργνβγσδ 4Rσρνµ
σ↔ µ, ρ↔ ν
= γνβγ
σ
δ
4Rσν + γµδγρβnσnν 4Rµνρσ . (123)
The substitution of the equation (123) into the equation (122) gives
γνβγ
σ
δ
4Rσν + γµδγρβnσnν 4Rµνρσ = Rδβ + KKβδ − KαδKαβ .
σ→ µ δ→ α α→ µ
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By applying the given change of the dummy indices in the previous equation, we get the well-known relation
of contracted Gauss relation as:
γµαγ
ν
β
4Rµν + γαµγρβnσnν 4Rµνρσ = Rαβ + KKαβ − KαµKµβ . (124)
Now, let us multiply the equation (124) by γαβ (i.e. taking trace with the dual induced 3-metric γαβ)
γαβγµαγ
ν
β
4Rµν + γαβγαµγρβnσnν 4Rµνρσ = γαβRαβ + γαβKKαβ
− γαβKαµKµβ ,
it becomes
γµν 4Rµν + γρµnνnσ 4Rµνρσ = R + K2 − KαµKαµ . (125)
We need to first modify the 1st and 2nd terms of the left hand side of the equation (125):
γµν 4Rµν = [gµν + nµnν] 4Rµν = 4R + nµnν 4Rµν , (126)
and
γρµnνnσ 4Rµνρσ = [δρµ + nρnµ]nνnσ 4Rµνρσ
= δρµnνnσ 4Rµνρσ + nρnµnνnσ 4Rµνρσ .
Because the Riemann tensor is antisymmetric in its first two and second two indices, the last term in the
previous equation is zero. Therefore, it turns into
γρµnνnσ 4Rµνρσ = nνnσ 4Rνσ . (127)
By substituting the related results of (126) and (127) into the main equation of (125), we get the another
well-known relation of scalar Gauss relation as
4R + 24Rνσnνnσ = R + K2 − Ki jKi j . (128)
2. Codazzi Relation
In order to find the second fundamental relation of 3+1 formalism (i.e. Codazzi relation), we start with
the Ricci identity of the four-dimensional spacetime for the unit normal vector nˆ. And, then, we will project
it 3-times onto the hypersurface Σt : Now, the Ricci identity in four dimension is
(∇α∇β − ∇β∇α) nγ = 4Rγσαβnσ . (129)
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Let us start by projecting the equation (129) three-times onto the hypersurface Σt
γµαγ
ν
βγ
γ
ρ(∇µ∇ν − ∇ν∇µ)nρ = γµαγνβγγρ4Rρσµνnσ . (130)
Again, as we did in the part of Gauss relation, let us just work on the 1st term of the equation (130) because
the 2nd term is obtained simply by interchanging the indices α and β of the 1st term: Therefore,
γµαγ
ν
βγ
γ
ρ∇µ∇νnρ = γµαγνβγγρ∇µ[−Kρν − aρnν]
= γµαγ
ν
βγ
γ
ρ{−∇µKρν − (∇µaρ)nν − aρ(∇µnν)}
= −γµαγνβγγρ∇µKρν − γµαγνβγγρ(∇µaρ)nν
− γµαγνβγγρaρ(∇µnν) .
Since the projection of the dual of the unit vector is zero, the 2nd term on the last part of the previous
equation vanishes. Then, it becomes
γµαγ
ν
βγ
γ
ρ∇µ∇νnρ = −γµαγνβγγρ∇µKρν − γµαγνβγγρaρ(∇µnν)
= −DαKγβ − γµαγνβγγρaρ(∇µnν) ,
(131)
where we used the general transformation relation (52) between connections. Because of the equation (46),
the equation (131) turns into
γµαγ
ν
βγ
γ
ρ∇µ∇νnρ = −DαKγβ + Kαβaγ . (132)
As we said before the interchange of the indices α and β of the projected equation (132) of the 1st term of
(129) gives the projected version of the 2nd term of the equation (129),
γµαγ
ν
βγ
γ
ρ∇ν∇µnρ = −DβKγα + Kβαaγ . (133)
Finally, the subtraction of (133) from (132) provides us the famous Codazzi-Mainardi relation:
γµαγ
ν
βγ
γ
ρ
4Rρσµνnσ = DβKγα − DαKγβ . (134)
Now, Let us contract the Codazzi-Mainardi relation (134) on the indices α and γ
γµργ
ν
β
4Rρσµνnσ = DβK − DαKαβ ,
[δµρ + nµnρ]γνβ 4Rρσµνnσ = DβK − DαKαβ ,
γνβδ
µ
ρ
4Rρσµνnσ + nµnρnσγνβ 4Rρσµν = DβK − DαKαβ .
Because the multiplication between symmetric and antisymmetric tensors are zero, the second term on the
left hand side of the previous equation vanishes and we get
γνβδ
µ
ρ
4Rρσµνnσ = DβK − DαKαβ ⇒γνβ 4Rσνnσ = DβK − DαKαβ
σ→ ν, ν→ µ α→ µ ,
(135)
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and with the given change of the dummy indices in the equation (135), we reach
γµβnν 4Rµν = DβK − DµKµβ , (136)
which is known as the contracted Codazzi relation.
As we deduced above, the Gauss and Codazzi (or Codazzi-Mainardi) relations which are obtained from
the various numbers of the projection of the spacetime Riemann curvature tensor 4R onto or normal to a
single hypersurface Σt. That’s, the full-projection of 4R onto the hypersurface Σt gives the Gauss relation.
And the three-times projections of 4R onto the Σt with the one-times projection of it along the unit normal
vector nˆ gives the Codazzi-Mainardi relation.
B. Last Fundamental Relations of the 3+1 Decomposition
1. The Ricci Equation
Contrary to the Gauss-Codazzi relations, the contraction of the Ricci equation that we will deduce in this
section results in the third fundamental relation of the 3+1 decomposition of the spacetime Ricci scalar and
is essentially based on the flow of the hypersurfaces. Moreover, we will see that the two-times projection
of 4R onto Σt with the two-times projection of it along nˆ will lead us to the Ricci equation. As we did in the
previous section, the starting point is the Ricci identity in four dimension of nˆ but, here, we will project it
two-times onto Σt and one-times along nˆ: The related four-dimensional Ricci identity for nˆ is
(∇ν∇σ − ∇σ∇ν)nµ = 4Rµρνσnρ . (137)
Let us project the equation (137) two-times onto Σt and one-times along nˆ,
γαµnσγνβ 4Rµρνσnρ = γαµnσγνβ(∇ν∇σ − ∇σ∇ν)nµ
= γαµnσγνβ{∇ν[−Kµσ − Dµ ln Nnσ] − ∇σ[−Kµν − Dµ ln Nnν]}
= γαµnσγνβ{−∇νKµσ − ∇ν[Dµ ln Nnσ] + ∇σKµν
+ ∇σ[Dµ ln Nnν]}
= γαµnσγνβ{−∇νKµσ − (∇νDµ ln N)nσ − Dµ ln N(∇νnσ)
+ ∇σKµν + (∇σDµ ln N)nν + Dµ ln N(∇σnν)}
= γαµγ
ν
β{−nσ∇νKµσ + ∇ν(Dµ ln N) + nσ∇σKµν
+ Dµ ln Nnσ∇σnν} ,
(138)
where we have used the equation (68) of the gradient of nˆ. Because of the relation
nσKµσ = 0 =⇒ nσ∇νKµσ = −Kµσ∇νnσ ,
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the equation (138) becomes
γαµnσγνβ 4Rµρνσ = γαµγνβ{Kµσ∇νnσ + ∇ν(Dµ ln N) + nσ∇σKµν
+ (Dµ ln N)(Dν ln N)}
= γαµγ
ν
β{Kµσ[−Kσν − Dσ ln Nnν] + ∇ν(Dµ ln N)
+ nσ∇σKµν + (Dµ ln N)(Dν ln N)} .
(139)
Since the projection of dual of the normal vector is zero, the equation (139) reduces to
γαµnσγνβ 4Rµρνσnρ = γαµγνβ{−KµσKσν + ∇ν(Dµ ln N) + nσ∇σKµν
+ (Dµ ln N)(Dν ln N)}
= −γαµγνβKµσKσν + γαµγνβ∇ν(Dµ ln N)
+ γαµγ
ν
βnσ∇σKµν + γαµγνβ(Dµ ln N)(Dν ln N)
= −KασKσβ + Dβ(Dα ln N) + γµαγνβnσ∇σKµν
+ (Dα ln N)(Dβ ln N)
= −KασKσβ − 1N2 (DβN)(DαN) +
1
N
DβDαN
+ γµαγ
ν
βnσ∇σKµν + 1N2 (DαN)(DβN)
= −KασKσβ + 1N DβDαN + γ
µ
αγ
ν
βnσ∇σKµν .
(140)
The aim is to find such a projection of 4R which is totally composed of the intrinsic quantities of Σt.
Therefore, we need to get rid off the last term of the equation (140):
LmKαβ = mµ∇µKαβ + Kµβ∇αmµ + Kαµ∇βmµ
= Nnµ∇µKαβ + Kµβ[−NKµα − DµNnα + nµ∇αN]
+ Kαµ[−NKµβ − DµNnβ + nµ∇βN]
= Nnµ∇µKαβ − NKµβKµα − KµβDµNnα + Kµβnµ∇αN
− NKαµKµβ − KαµDµNnβ + Kαµnµ∇βN
= Nnµ∇µKαβ − 2NKαµKµβ − KµβDµNnα − KαµDµNnβ ,
(141)
where we have used the fact that the projection of the extrinsic curvature along the unit normal vector is
zero. Due to the property of (79), the full projection of the equation (141) onto Σt is
−→γ ∗LmKαβ = LmKαβ
= Nγµαγνβnσ∇σKµν − 2NγµαγνβKµσKσν
− γµαγνβKσνDσNnµ − γµαγνβKµσDσNnν
= Nγµαγνβnσ∇σKµν − 2NγµαγνβKµσKσν ,
(142)
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hence, we obtain
γµαγ
ν
βnσ∇σKµν = 1NLmKαβ + 2KασK
σ
β . (143)
By substituting the equation (143) into the main equation (140), we obtain the crucial Ricci equation as
γαµnργνβnσ 4Rµρνσ =
1
N
LmKαβ + 1N DαDβN + KασK
σ
β , (144)
where we benefited from the fact that the intrinsic connection D is torsion-free (That’s. DαDβ f = DβDα f ;
here, f is a scalar field). Furthermore, we can replace the first term of the equation (144) that is a projection
of the spacetime Riemann tensor 4Rµρνσ with the full projection of spacetime Ricci tensor 4Rµν onto Σt by
using the contracted Gauss relation (124): Now, the contracted Gauss relation that we have found is
γµαγ
ν
β
4Rµν + γαµγρβnσnν 4Rµνρσ = Rαβ + KKαβ − KαµKµβ ,
then
γαµγ
ρ
βnσnν 4Rµνρσ = Rαβ − γµαγνβ 4Rµν + KKαβ − KαµKµβ , (145)
by interchanging the indices ν and ρ of the previous equation (145) and then substituting it into the Ricci
Equation (144), we get
γµαγ
ρ
β
4Rµρ = − 1NLmKαβ −
1
N
DαDβN + Rαβ + KKαβ − 2KαµKµβ . (146)
For convention, let us do the operation of ρ→ ν in the first term of the equation (146). Then, it becomes
γµαγ
ν
β
4Rµν = − 1NLmKαβ −
1
N
DαDβN + Rαβ + KKαβ − 2KαµKµβ . (147)
This is the equation of the full projection of the Ricci tensor onto the hypersurface Σt. And the compact
form of the equation (147) is given by
−→γ ∗ 4R = − 1
N
LmK − 1N DDN + R + KK˜ − 2K˜.
−→
K . (148)
2. 3+1 Expression of the Spacetime Scalar Curvature
The Einstein equation contains the spacetime scalar curvature tensor 4R so we are inevitably forced to
find its 3+1 decomposition. Otherwise, the 3+1 decompositions of the Einstein equation can not to be
constructed. Therefore, let us take the trace of the equation (147) with the dual induced 3-metric γαβ:
γαβγµαγ
ν
β
4Rµν = − 1N γ
i jLmKi j − 1N DiD
iN + R + K2 − 2Ki jKi j , (149)
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it reduces to
γµν 4Rµν = − 1N γ
i jLmKi j − 1N DiD
iN + R + K2 − 2Ki jKi j . (150)
The 1st term of the equation (150) contains γµν and 4Rµν. In order to take the trace of 4Rµν, we need to
rewrite γµν in terms of gµν which is given in the equation (35):
γµν 4Rµν = [gµν + nµnν] 4Rµν = 4R + 4Rµνnµnν . (151)
Observe that (150) is a scalar equation. Because of this, we need to find the explicit form of the 2nd term of
(150): Now,
γi jLmKi j = Lm(γi jKi j) − Ki jLmγi j = LmK − Ki jLmγi j . (152)
The last term of the equation (152) contains the Lie derivative of the dual induced 3-metric,
Lmγi j, along the normal evolution vector m but we do not know what Lmγi j, directly. Fortunately, we
know the Lie derivative of the induced 3-metric along m [equation (71)]. Therefore, to find Lmγi j, we will
use Lmγi j by starting from the relation γikγk j = δ ji :
γikγ
k j = δ ji
(Lmγik)γk j + γik(Lmγk j) = 0
γik(Lmγk j) = −γk j(Lmγik) .
(153)
Let us multiply the equation (153) by γil
γil/γik(Lmγk j) = −γk j(Lmγik) =⇒ Lmγl j = −γilγk j(Lmγik) ,
l→ i, i→ k, k → l
Lmγi j = −γikγ jlLmγkl
= 2Nγikγ jlKkl
= 2NKi j .
(154)
With this result, the equation (152) turns into the form that we want
γi jLmKi j = LmK − 2NKi jKi j . (155)
Finally, by substituting the results of (151) and (155) into the main equation (150), we get
4R + 4Rµνnµnν = − 1NLmK −
1
N
DiDiN + R + K2 . (156)
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To find the 3+1 decomposition of the spacetime scalar curvature 4R, we need to rewrite the term in the
equation (156) which contains the spacetime Ricci tensor. This is done with the help of the scalar Gauss
relation (128):
4R + 2 4Rµνnµnν = R + K2 − Ki jKi j ,
4Rµνnµnν = −12
4R +
1
2
R +
1
2
K2 − 1
2
Ki jKi j .
(157)
Thus, by substituting the results of (157) into the equation (156), we will get the 3+1 decomposition of
spacetime Scalar curvature as
4R = R + K2 + Ki jKi j − 2NLmK −
2
N
DiDiN . (158)
IV. THE 3+1 DECOMPOSITION OF EINSTEIN EQUATION
In this chapter, we will suppose that the spacetime that we are going to deal with is a solution of the
Einstein equation with zero cosmological constant. Now, the Einstein equation:
4R − 1
2
4R g = 8piT . (159)
It can be assumed as an equation of machines where each machine has two slots for inputs. Alternatively, it
can be written in terms of matter parts
4R = 8pi
[
T − 1
2
T g
]
. (160)
where T stands for the second rank stress-energy tensor and T is its trace. Then, by substituting the corre-
sponding inputs into the slots, one can reach the 3+1 decomposition of the Einstein equation. In order to
find it, as we see from the equations (159) and (160), we need first to find what the 3+1 decomposition of
the stress-energy tensor T:
A. The 3+1 Decomposition of the Stress-Energy Tensor
Now, the full projection of the T along the unit normal vector ˆ is nothing but the energy density E
evaluated by the observer,
E = T(nˆ , nˆ) . (161)
And the full projection of T onto Σt is bilinear form stress tensor S: ∀(u, v) ∈ Tp(Σt),
S = →γ
∗
T = T(u , v) , (162)
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or in components form
S αβ = γµαγνβTµν . (163)
What the equation (163) says is that the action of the component of the force along eα onto the infinitesimal
surface of the normal along eβ is given by S αβ. Here, eα and eα are the spacelike vectors with respect to the
frame which does the measurements.
Finally, the mixed projection of T is the pα component of the 1-form momentum density p: That’s,
∀ v ∈ Tp(Σ),
p = −T(nˆ, v) , (164)
or in terms of the components
pα = −nµγναTµν . (165)
Now, let us think reversely. We naturally expect that the stress-energy tensor must be the union of the
corresponding projections of it: That’s,
T = E n˜ ⊗ n˜ + S + p ⊗ n˜ + n˜ ⊗ p . (166)
From the equation (166), it is easy to show that the important relation between the traces of T (i.e. T ) , S
(i.e. S ) [with respect to g] and E is given by
T = S − E . (167)
B. The Projection of the Einstein Equation
With the help of the fundamental relations of the 3+1 formalism that we have found in the previous
chapter and the 3+1 decomposition of the stress-energy tensor, we will find the 3+1 decomposition of
the Einstein equation which are known as the dynamical Einstein equation, the Hamiltonian and the
Momentum constraint equations.
1. Full Projection onto Σt
First of all, let us start by fully projecting the Einstein equation of (160) onto the hypersurface Σt:
−→γ ∗4R = 8pi
(−→γ ∗T − 1
2
T −→γ ∗g
)
. (168)
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Now, the knowledge of T is equal to the difference between S and E (see the equation 167), the full
projection of the T onto Σt (the equation 162) is S and the full projection of the g is the induced 3-metric γ
with the equation (148) of
−→γ ∗4R = − 1
N
LmK − 1N DDN + R + K K − 2K.
−→
K
leads us
− 1
N
LmK − 1N DDN + R + K K − 2K
→
K = 8pi
(
S − 1
2
[S − E]γ
)
,
1
N
LmK = − 1N DDN + R + KK − 2K.
−→
K + 8pi
(1
2
[S − E]γ − S
)
,
LmK = −DDN + NR + KK − 2K.−→K + 4pi
(
[S − E]γ − 2S
)
,
(169)
or in the components form
LmKαβ = −DαβDαβN + N
{
Rαβ + KKαβ − 2KαµKµβ
+ 4pi([S − E]γαβ − 2S αβ)
}
.
(170)
Since the equation (170) is totally composed of the quantities of Σt, we can rewrite it in terms of the spatial
indices,
LmKi j = −DiD jN + N
{
Ri j + KKi j − 2KikKk j
+ 4pi([S − E]γi j − 2S i j)
}
.
(171)
The equation (171) is known as the dynamical part of the Einstein equation and it has 6 independent
components.
2. Full Projection Perpendicular to Σt
Secondly, let us fully project the Einstein equation (159) along the normal unit vector nˆ
4R(nˆ, nˆ) − 1
2
4R g(nˆ, nˆ) = 8piT(nˆ, nˆ) . (172)
From the equation (161), the component form of the equation (172) becomes
4Rµνnµnν +
1
2
4R = 8piE . (173)
By using the scalar Gauss relation (128), we get the Hamiltonian constraint part of the Einstein equation
as
R + K2 − Ki jKi j = 16piE . (174)
Since the Hamiltonian constraint equation (174) is a scalar equation, it has only 1 independent component.
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3. Mixed Projection
Let us project the Einstein equation (159) either one-times onto the hypersurface or one-times orthogonal
to it
4R
(
nˆ,−→γ (.)
)
− 1
2
4R g
(
nˆ,−→γ (.)
)
= 8piT
(
nˆ,−→γ (.)
)
⇒ 4R
(
nˆ,−→γ (.)
)
= 8piT
(
nˆ,−→γ (.)
)
.
From the equation (176) we know that the mixed projection of the T is p. By using this knowledge, the
component form of the previous equation becomes
γµαnν 4Rµν = −8pipα . (175)
Now, by substituting the Contracted Codazzi Relation (136) into the equation (175), we get the momentum
constraint part of the Einstein equation (or simply Momentum constraint equation) as
DµKµα − DαK = 8pipα , (176)
where (176) has 3 independent components. Moreover, it can also be rewritten in terms of the spatial indices
D jK ji − DiK = 8pipi . (177)
C. The 3+1 Dimensional Einstein Equation as a PDEs System
Now, the coordinate systems adapted to the flow of the hypersurfaces (96) allow us to transform the 3+1
Einstein equation into a set of partial differential equations (PDEs).
1. Lie Derivatives Along ”m” as Partial Derivatives
1. For Lm K:
The equation (98) provides us to decompose the Lie derivative of the extrinsic curvature along m in
terms of the Lie derivatives of K along
→
∂ t and along the shift vector
→
β
LmK = L→
∂ t
K − L→
β
K . (178)
The equation (178) says that L→
∂ t
K is also a tensor field of the hypersurface. We wish to write the
tensor components relative to the well-defined coordinates. Then, the L→
∂ t
K turns into the partial
derivate relative to the time coordinate t
L→
∂ t
Ki j =
∂Ki j
∂t
. (179)
47
Similarly, the Lie derivative of K along β turns into the partial derivatives relative to the spatial
coordinates
L→
β
Ki j = βk
∂Ki j
∂xi
+ Kk j
∂βk
∂xi
+ Kik
∂βk
∂x j
. (180)
2. For Lmγ :
Identically, the equation (98) provides us to decompose the Lie derivative Lmγ as
Lmγi j = L→
∂ t
γi j − L→
β
γi j = −2NKi j . (181)
Again, because of the same reason, the Lie derivative of the induced 3-metric becomes the partial
derivative,
L→
∂ t
γi j =
∂γi j
∂t
, (182)
and also
L→
β
γi j = β
kDkγi j + γk jDiβk + γikD jβk
= γk jDiβk + γikD jβk
= Diβ j + D jβi .
(183)
With the help of the form of the corresponding Lie derivatives (178) and (181) in the foliation adapted
coordinates, we get the 3+1 decomposition of Einstein equation within these coordinates
(
∂
∂t
− L→
β
)
γi j = −2NKi j , (184)
(
∂
∂t
− L→
β
)
Ki j = −DiD jN + N
{
Ri j + KKi j − 2KikKk j + 4pi[(S − E)γi j − 2S i j]
}
, (185)
R + K2 − Ki jKi j = 16piE , (186)
D jK ji − DiK = 8pipi . (187)
This set of equations is known as the 3+1 dimensional Einstein system.
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V. CONFORMAL DECOMPOSITION OF THE 3+1 EINSTEIN EQUATION
In the Ricci and Cotton flows [23], [21], the Riemannian metric is being mapped by particular diffeo-
morphisms. Furthermore, if the mapped metric is a scale times the initial metric then it is called the gradient
Ricci and the gradient Cotton solitons. As in the Ricci and Cotton flows, we will examine the evolution of
the hypersurfaces as if there is a well-defined Riemannian conformal background metric γ˜ and it is smoothly
mapped into the 3-metric of Σt by a positive scalar field Ψ during the flow. This type of the flow of the metric
is known as the conformal transformation (or flow) of the induced metric of Σt ( see Lichnerowicz [6])
γ = Ψ4γ˜ . (188)
Now, let us take a look at what Eric Gourgoulhon [1] says about the York’s publications [14], [15] which
give the importance of the conformal transformation in gravity : ” In 1971 − 72, York has shown that
conformal decompositions are also important for the time evolution problem, by demonstrating that two
degrees of freedom of the gravitational field are carried by the conformal equivalence classes of the 3-
metrics. A conformal equivalence is defined as the set of all metrics that can be related to a given metric γi j
by a conformal transformation like the relation of (188)”. Now, we know that the Weyl tensor gives whether
a given spacetime is conformally flat or not [that’s, the background metric in the equation (188) is flat] and
it is valid for the spacetimes whose dimension is greater than 3. Here, in the lower dimensional cases the
conformally invariant Cotton tensor, Ci jk, [13] takes the role of the Weyl tensor:
Ci jk = Dk
(
Ri j − 14Rγi j
)
− D j
(
Rik − 14Rγik
)
. (189)
Moreover, the York [14], [15] showed that the Ci j∗ is another conformally invariant tensor,
Ci j∗ = γ5/6Ci j , (190)
where the Ci j is the well-known Cotton-York tensor [14], [15], [13] which is constructed from the Cotton
tensor (280) [13] as
Ci j = −1
2
iklCmklγm j = iklDk
(
R jl − 14R δ
j
l
)
, (191)
which satisfies the following properties
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1. Symmetric:
i jmCi j = i jmiklDk
(
R jl − 14R δ
j
l
)
=
(
δk jδ
l
m − δkmδl j
)
Dk
(
R jl − 14R δ
j
l
)
= D j
(
R jm − 14R δ
j
m
)
− Dm
(
R − 1
4
R δ j j
)
= D jG jm
= 0 .
(192)
2. The traceless: The Cotton-York tensor is traceless, then, let us first rewrite this in terms of the sum
of the Einstein tensor:
Ci j =
1
2
iklDk
(
R jl − 14R δ
j
l
)
+
1
2
 jklDk
(
Ril − 14R δ
i
l
)
=
1
2
iklDk
(
G jl +
1
4
R δ jl
)
+
1
2
 jklDk
(
Gil +
1
4
R δil
)
=
1
2
iklDkG jl +
1
8
ik jDkR +
1
2
 jklDkGil +
1
8
 jkiDkR
=
1
2
iklDkG jl +
1
2
 jklDkGil .
(193)
By taking the trace of (193) with respect to γi j:
γi jCi j =
1
2
iklDkGil +
1
2
 jklDkG jl . (194)
Because of the symmetric and antisymmetric relations in the equation (194), we get
γi jCi j = 0 . (195)
3. Divergence-free, (i.e. transverse): D jCi j = 0 .
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Now, let us prove that the tensor defined in the equation (190) is really conformally invariant under the
transformation (188) by using the following particular conformal transformations:
1. γi j → Ψ4γ˜i j , γi j → Ψ−4γ˜i j .
2. det(γi j)→ (Ψ4)3det(γ˜i j)⇒ γ = Ψ12γ˜ .
3.  → 1√
γ
⇒ ikl = Ψ−6˜ikl where γ = det(γi j) .
4. Cmkl = C˜mkl .
Then
Ci j∗ = γ5/6Ci j
= −1
2
γ5/6iklCmklγm j
= −1
2
[
Ψ12γ˜
]5/6
Ψ−6˜iklC˜mklΨ−4γ˜m j
= γ˜5/6
{
− 1
2
˜iklC˜mklΨ−4γ˜m j
}
= γ˜5/6C˜i j
= C˜i j∗ .
(196)
From here, we are going to find what happens to the 3+1 form of the Einstein equation under the
conformal transformation. Therefore, in order to find the explicit form of the conformal 3+1 expression of
the Einstein equation, we first need to find the conformal form of the fundamental quantities:
A. The Conformal Form of the Intrinsic Quantities
Because the determinant of γ depends upon the choice of coordinates so the conformal factor is not a
scalar field. Thanks to the flat background metric, we achieve to make the conformal factor a scalar field
[1].
1. Conformal Connection
Now, suppose that there is a conformal background metric γ˜ on the hypersurface whose intrinsic con-
nection is metric-compatible
D˜γ˜ = 0 .
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And associated Christoffel symbols are defined as
Γ˜ki j =
1
2
γ˜kl
{∂γ˜ jl
∂xi
+
∂γ˜il
∂x j
− ∂γ˜i j
∂xl
}
. (197)
Here notice that the partial derivatives are taken with respect to the coordinates (xi). Since the intrinsic
covariant derivative of any tensor field T can be taken relative to two connections D˜ and D, then, it is
normal to expect that there must be a transformation between them. And this transformation is given by
DkT i1...ip j1... jq = D˜kT
i1...ip
j1... jq +
p∑
r=1
Cir klT i1...l...ip j1... jq
−
q∑
r=1
Clk jr T
i1...ip
j1...l... jq ,
(198)
Here Cki j = Γki j − Γ˜ki j. Also, it a tensor field because it is defined as the difference between the Christoffel
symbols. And its explicit form is
Cki j = Γki j − Γ˜ki j
= Γki j − δkmΓ˜mi j
= Γki j +
1
2
(−2)γklΓ˜mi jγml
=
1
2
γkl
{∂γl j
∂xi
+
∂γli
∂x j
− ∂γi j
∂xl
}
+
1
2
(−2)γklΓ˜mi jγml
=
1
2
γkl
{[
D˜iγl j + Γ˜mil γm j + Γ˜
m
i jγml
]
+
[
D˜ jγil + Γ˜mjiγml + Γ˜
m
jlγim
]
−
[
− D˜lγi j − Γ˜mli γm j − Γ˜ml jγmi
]
− 2Γ˜mi jγml
}
=
1
2
γkl
{
D˜iγl j + D˜ jγil − D˜lγi j
}
.
(199)
Because of the conformal transformation of induced 3-metric and its dual,
γi j = Ψ
4γ˜i j , (200)
γi j = Ψ−4γ˜i j . (201)
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We can rewrite the equation (199) fully in terms of the conformal quantities as
Cki j =
1
2
γkl
{
D˜iγl j + D˜ jγil − D˜lγi j
}
=
1
2
Ψ−4γ˜kl
{
D˜i(Ψ4γ˜l j) + D˜ j(Ψ4γ˜il) − D˜l(Ψ4γ˜i j
}
=
1
2
Ψ−4γ˜kl
{
γ˜l jD˜i(Ψ4) + γ˜ilD˜ j(Ψ4) − γ˜i jD˜l(Ψ4)
}
=
1
2
Ψ−4
{
δk jD˜i(Ψ4) + δkiD˜ j(Ψ4) − γ˜i jD˜k(Ψ4)
}
=
1
2
{
δk jD˜i(ln Ψ4) + δkiD˜ j(ln Ψ4) − γ˜i jD˜k(ln Ψ4)
}
= 2
{
δk jD˜i(ln Ψ) + δkiD˜ j(ln Ψ) − D˜k(ln Ψ)γ˜i j
}
.
(202)
The equation (202) is playing an important role in the conformal transformation. As a sample, let us find
the relation between the v ∈ T (Σt)
D jvi = D˜ jvi + Ci jkvk
= D˜ jvi + 2
{
vkδi jD˜k(ln Ψ) + viD˜ j(ln Ψ) − vkγ˜ jkD˜i(ln Ψ)
}
. (203)
Let us do the change of j→ i in the equation (203),
Divi = D˜ivi + 2
{
vkδiiD˜k(ln Ψ) + viD˜i(ln Ψ) − vkγ˜ikD˜i(ln Ψ)
}
= D˜ivi + 2
{
3vkD˜k(ln Ψ) + viD˜i(ln Ψ) − vkD˜k(ln Ψ)
}
.
k → i k → i
Thus, we get the conformal form of the divergence of the vector tangent to Σ as
Divi = D˜ivi + 6viD˜i ln Ψ
= Ψ−6D˜i(Ψ6vi) .
(204)
2. Conformal Transformation of the Intrinsic Ricci Tensor
1. Conformal Relation of the Ricci Tensors in terms of the Tensor Field C
The corresponding Ricci identity is
(DiD j − D jDi)vk = Rkli jvl . (205)
By doing the suitable operation of contraction and change of dummy indices, the equation (205)
becomes
Ri jv j = D jDiv j − DiD jv j . (206)
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Now, with the help of the general transformation relation (198), the equation (206) can be written in
terms of the conformal tensors of R˜ , C and the conformal covariant derivative of C,
Ri jv j = D˜ j(Div j) −Ck jiDkv j + C j jkDivk − D˜i(D jv j)
= D˜ j
{
D˜iv j + C jikvk
}
−Ck ji
{
D˜kv j + C jklvl
}
+ C j jk
{
D˜ivk + Ckilvl
}
− D˜i
{
D˜ jv j + C j jkvk
}
= D˜ jD˜iv j − D˜iD˜ jv j + D˜ jC jikvk −Ck jiC jklvl + C j jkCkilvl − D˜iC j jkvk
= R˜i jv j + D˜ jC jikvk −Ck jiC jklvl + C j jkCkilvl − D˜iC j jkvk
k → j l→ j l→ j k → j
= R˜i jv j + D˜kCki jv j −CkliClk jv j + CllkCki jv j − D˜iCkk jv j .
(207)
Because v j is an arbitrary vector field, we get
Ri j = R˜i j + D˜kCki j − D˜iCkk j + Cki jCllk −CkilClk j . (208)
2. The Conformal Transformation of the Intrinsic Ricci Tensors in terms of the Conformal Factor
The conformal equation (208) can be rewritten in terms of the Conformal factor Ψ by using the
equation of (202). For simplicity, let us work on the terms of the equation (208) which contain the
conformal covariant derivative of tensor field C :
(a) For D˜iCkk j :
Cki j = 2
{
δkiD˜ j(ln Ψ) + δk jD˜i(ln Ψ) − D˜k(ln Ψ)γ˜i j
}
. (209)
Let us do the change i→ k in the equation (209), then, it becomes
Ckk j = 2
{
δkkD˜ j(ln Ψ) + δk jD˜k(ln Ψ) − D˜k(ln Ψ)γ˜k j
}
= 2
{
3D˜ j(ln Ψ) + D˜ j(ln Ψ) − D˜ j(ln Ψ)
}
= 6D˜ j(ln Ψ) ,
(210)
so we get
D˜iCkk j = 6D˜iD˜ j(ln Ψ) . (211)
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(b) For D˜kCki j :
D˜kCki j = D˜k
{
2
{
δkiD˜ j(ln Ψ) + δk jD˜i(ln Ψ) − D˜k(ln Ψ)γ˜i j
}}
= 2
{
D˜iD˜ j(ln Ψ) + D˜ jD˜i(ln Ψ) − D˜kD˜k(ln Ψ)γ˜i j
}
= 4D˜iD˜ j(ln Ψ) − 2D˜kD˜k(ln Ψ)γ˜i j .
(212)
Let us substitute the results of (211), (212) and the explicit formula (202) for the components of C
into the main equation (208)
Ri j = R˜i j + D˜kCki j − D˜iCkk j + Cki jCllk −CkilClk j
= R˜i j + 4D˜iD˜ j(ln Ψ) − 2D˜kD˜k(ln Ψ)γ˜i j − 6D˜iD˜ j(ln Ψ)
+ 2
{
δkiD˜ j(ln Ψ) + δk jD˜i(ln Ψ) − D˜k(ln Ψ)γ˜i j
}
× 6D˜k ln Ψ
− 4
{
δkiD˜l(ln Ψ) + δklD˜i(ln Ψ) − D˜k(ln Ψ)γ˜il
}
×{
δlkD˜ j(ln Ψ) + δl jD˜k(ln Ψ) − D˜l(ln Ψ)γ˜k j
}
= R˜i j − 2D˜iD˜ j(ln Ψ) − 2D˜kD˜k(ln Ψ)γ˜i j
+ 12δki(D˜ j(ln Ψ)(D˜k(ln Ψ) + 12δk j(D˜i ln Ψ)(D˜k ln Ψ)
− 12(D˜k ln Ψ)(D˜k ln Ψ)γ˜i j − 4δkiδlk(D˜l ln Ψ)(D˜ j ln Ψ)
− 4δkiδl j(D˜l ln Ψ)(D˜k ln Ψ) + 4δki(D˜l ln Ψ)(D˜l ln Ψ)γ˜k j
− 4δklδlk(D˜i ln Ψ)(D˜ j ln Ψ) − 4δklδl j(D˜i ln Ψ)(D˜k ln Ψ)
+ 4δkl(D˜i ln Ψ)(D˜l ln Ψ)γ˜k j + 4δlk(D˜k ln Ψ)(D˜ j ln Ψ)γ˜il
+ 4δl j(D˜k ln Ψ)(D˜k ln Ψ)γ˜il − 4(D˜k ln Ψ)(D˜l ln Ψ)γ˜ilγ˜k j ,
(213)
by collecting the identical terms of the equation (213) in the each corresponding clusters, we get
conformal transformation of the Ricci tensor as
Ri j = R˜i j − 2D˜iD˜ j(ln Ψ) − 2D˜kD˜k(ln Ψ)γ˜i j + (D˜i ln Ψ)(D˜ j ln Ψ)
− 4(D˜k ln Ψ)(D˜k ln Ψ)γ˜i j .
(214)
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3. Conformal Transformation of the Scalar Intrinsic Curvature
Let us first take the trace of the equation (214) with respect to the dual induced 3-metric γi j:
R = γi jRi j
= Ψ−4γ˜i jRi j
= Ψ−4
{
γ˜i jR˜i j − 2γ˜i jD˜iD˜ j(ln Ψ) − 2γ˜i jγ˜i jD˜kD˜k(ln Ψ)
+ 4γ˜i j(D˜i ln Ψ)(D˜ j ln Ψ) − 4γ˜i jγ˜i j(D˜k ln Ψ)(D˜k ln Ψ)
}
= Ψ−4
{
R˜ − 8
[
D˜iD˜i ln Ψ + (D˜i ln Ψ)(D˜i ln Ψ)
]}
.
(215)
Here we need to modify the term D˜iD˜i ln Ψ of the equation (215) :
D˜iD˜i ln Ψ = D˜i
[ D˜iΨ
Ψ
]
= Ψ−1D˜iD˜iΨ − Ψ−2D˜iΨD˜iΨ
= Ψ−1D˜iD˜iΨ − (D˜i ln Ψ)(D˜i ln Ψ) .
(216)
Thus, the substitution of the equation (216) into the equation (215) results in the conformal transformation
of the intrinsic scalar curvature of
R = Ψ−4R˜ − 8Ψ−5D˜iD˜iΨ . (217)
4. Conformal Transformation of the Extrinsic Curvature
Since the trace and traceless parts of the 3+1 Dynamical Einstein equation transform differently un-
der conformal transformation, we need first to decompose the extrinsic curvature into the trace part and
traceless part.
1. The Extrinsic Curvature in terms of Trace and Traceless Parts
Now, the traceless part of the extrinsic curvature is defined as
A = K − 1
3
Kγ , (218)
such that trγA = γi jAi j = 0. Therefore, the covariant and conravariant components of the extrinsic
curvature can be rewritten in terms of the trace and traceless parts,
Ki j = Ai j +
1
3
Kγi j and Ki j = Ai j +
1
3
Kγi j . (219)
2. Conformal Transformation of the Traceless Part
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As in the conformal transformation of the induced 3-metric γi j, the conformal transformation of the
traceless part of the extrinsic curvature must be something like
Ai j = ΨαA˜i j . (220)
We will see that the choice α = −4 gives us the evolution equations for the conformal factor Ψ, the
conformal 3-metric γ˜i j and its dual. On the other hand, the choice α = −10 gives the conformal form
of the moment constraint equation.
(a) For the 1st choice of α = −4
The Lie derivative of the induced 3-metric is given by the equation (71). Let us find what
happens to it under the conformal transformation by using the equations (200) and (219):
Lmγi j = −2NKi j
Lm
(
Ψ4γ˜i j
)
= −2N
{
Ai j +
1
3
Kγi j
}
Ψ4Lmγ˜i j +
(
LmΨ4
)
γ˜i j = −2NAi j − 23 NKγi j ,
(221)
then
Ψ4Lmγ˜i j = −2NAi j − 23 NKγi j −
(
LmΨ4
)
γ˜i j
= −2NAi j − 23 NKΨ
4γ˜i j −
(
LmΨ4
)
γ˜i j
Lmγ˜i j = −2NΨ−4Ai j − 23 NKγ˜i j − Lm
(
ln Ψ4
)
γ˜i j
= −2NΨ−4Ai j − 23 NKγ˜i j − 4Lm
(
ln Ψ
)
γ˜i j .
(222)
Therefore, the equation (222) becomes
Lmγ˜i j = −2NΨ−4Ai j − 23
{
NK + 6Lm
(
ln Ψ
)}
γ˜i j . (223)
Since the Ai j is traceless, let us multiply the equation (223) by the conformal dual 3-metric γ˜i j:
γ˜i jLmγ˜i j = −2NΨ−4γ˜i jAi j − 23
{
NK + 6Lm
(
ln Ψ
)}
γ˜i jγ˜i j
= −2
3
{
NK + 6Lm
(
ln Ψ
)}
× 3 ,
(224)
so we get
γ˜i jLmγ˜i j = −2
{
NK + 6Lm
(
ln Ψ
)}
. (225)
Now, the variation of the determinant of an invertible matrixA is given by
δ
(
ln detA
)
= tr
(
A−1 × δA
)
. (226)
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Let us do the changes ofA → γ˜i j and δ→ Lm in (226) so it turns into the left hand side of the
equation (225). Then, the left hand side of the equation (225) becomes the Lie derivative of
a scalar field along m which allows us to decompose the Lie derivative along m into the time
derivative and the Lie derivative along the shift vector β
γ˜i jLmγ˜i j = Lm ln det(γ˜i j) =
( ∂
∂t
− Lβ
)
ln det(γ˜i j) . (227)
Because the time derivative of the scalar field ln det(γ˜i j) vanishes, the equation (227) reduces
to
Lm ln det(γ˜i j) = −Lβ ln det(γ˜i j) = −γ˜i jLβγ˜i j
= −γ˜i j
{
βkD˜kγ˜i j + γ˜k jD˜iβk + γ˜ikD˜ jβk
}
= −γ˜i j
{
γ˜k jD˜iβk + γ˜ikD˜ jβk
}
= −δikD˜iβk − δ jkD˜ jβk
= −2D˜iβi .
(228)
Furthermore, by substituting the result of (228) into the equation (225), we get the evolution
equation for Ψ under conformal transformation as( ∂
∂t
− Lβ
)
ln Ψ =
1
6
(
D˜iβi − NK
)
. (229)
By inserting the equation (229) into the equation (223), it becomes
Lmγ˜i j = −2NΨ−4Ai j − 23 D˜kβ
kγ˜i j . (230)
For consistency in the equation (230), we must have such a conformal transformation of the
traceless part of Ki j as
A˜i j = Ψ−4Ai j , (231)
which says that the corresponding α must be -4. Therefore, we find the evolution equation for
conformal metric during the conformal transformation as( ∂
∂t
− Lβ
)
γ˜i j = −2NA˜i j − 23 D˜kβ
kγ˜i j . (232)
Now, the conformal transformation for the contravariant component of the traceless part of Ki j,
Ai j, is obtained by
A˜i j = γ˜ikγ˜ jlA˜i j
= Ψ4γikΨ4γ jlΨ−4Akl
= Ψ4γikγ jlAkl
= Ψ4Ai j .
(233)
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Finally, let us see how the dual conformal 3-metric γ˜i j evolves under the conformal transfor-
mation by starting from the equation (232) :
γ˜ikγ˜ jlLmγ˜kl = −2NA˜i j − 23 D˜kβ
kγ˜i j
γ˜ik
{
Lm
(
γ˜ jlγ˜kl
)
− γ˜klLmγ˜ jl
}
= −2NA˜i j − 2
3
D˜kβkγ˜i j
γ˜ik
{
Lmδ jk − γ˜klLmγ˜ jl
}
= −2NA˜i j − 2
3
D˜kβkγ˜i j
−γ˜ikγ˜klLmγ˜ jl = −2NA˜i j − 23 D˜kβ
kγ˜i j
δilLmγ˜ jl = 2NA˜i j + 23 D˜kβ
kγ˜i j .
(234)
Thus, we get ( ∂
∂t
− Lβ
)
γ˜i j = 2NA˜i j +
2
3
D˜kβkγ˜i j . (235)
(b) For the 2nd Choice of α = −10
In this case, we will start with the decomposed form of the conravariant extrinsic curvature Ki j
[see the equation (219)] and take the divergence of it. That’s,
Ki j = Ai j +
1
3
Kγi j =⇒ D jKi j = D jAi j + 13 D
iK . (236)
Now, the equations of (198), (202) and (211) provide to rewrite the term D jAi j of the equation
(236) in terms of the conformal quantities,
D jAi j = D˜ jAi j + Ci jkAk j + C j jkAik
= D˜ jAi j + 2
{
δi jD˜k ln Ψ + δikD˜ j ln Ψ − D˜i ln Ψγ˜ jk
}
Ak j
+ 6D˜k ln ΨAik
= D˜ jAi j + 2δi jAk jD˜k ln Ψ + 2δikAk jD˜ j ln Ψ − 2γ˜ jkAk jD˜i ln Ψ
+ 6D˜k ln ΨAik
= D˜ jAi j + 2AikD˜k ln Ψ + 2Ai jD˜ j ln Ψ − 2Ψ−4γ jkAk jD˜i ln Ψ
+ 6D˜k ln ΨAik .
(237)
Because Ak j is traceless, the related term vanishes. Then, (237) turns into
D jAi j = D˜ jAi j + 2AikD˜k ln Ψ + 2Ai jD˜ j ln Ψ + 6D˜k ln ΨAik ,
k → j k → j
(238)
with the given change of indices, we get
D jAi j = D˜ jAi j + 10Ai jD˜ j ln Ψ
= Ψ−10D˜ j
(
Ψ10Ai j
)
.
(239)
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Notice that for consistency of
Aˆi j = Ψ10Ai j , (240)
the corresponding α must be -10.
Finally, let us insert the equation (343) into the momentum constraint equation (177):
D jAi j +
1
3
DiK − DiK = 8pipi =⇒ D jAi j − 23 D
iK = 8pipi . (241)
And let us insert the conformal form of the D jAi j (239) into the equation (241):
Ψ−10D˜ j
(
Ψ10Ai j
)
− 2
3
DiK = 8pipi . (242)
Now, the modification of
D jK = D˜ jK =⇒ γi jD jK = DiK = γi jD˜ jK
= Ψ−4γ˜i jD˜ jK
= Ψ−4D˜iK
(243)
provides us to rewrite the equation (242) as
Ψ−10D˜ j
(
Ψ10Ai j
)
− 2
3
Ψ−4D˜iK = 8pipi . (244)
Thus, the the conformal transformation of the momentum constraint is
D˜ j
(
Aˆi j
)
− 2
3
Ψ6D˜iK = 8piΨ10 pi . (245)
Finally, let us find the conformal transformation of Aˆi j
Aˆi j = γ˜ikγ˜ jlAˆkl
=
(
Ψ−4γik
)(
Ψ−4γ jl
)(
Ψ10Akl
)
= Ψ2γikγ jlAkl ,
= Ψ2Ai j
(246)
then, we get
Aˆi j = Ψ2Ai j . (247)
B. The Conformal Form of the 3+1 Dimensional Einstein System
As we said before, the trace and traceless part of the 3+1 dynamical Einstein equation (171) transform
separately under conformal transformation. Therefore, we need to first deduce the related decomposition of
it. And then, we will be ready to construct their conformal forms.
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1. Trace and Traceless Parts of the 3+1 Dynamical Einstein Equation
1. Trace Part of the 3+1 Dynamical Einstein Equation
Let us take the trace of the 3+1 dynamical Einstein equation (171) with respect to γi j
γi jLmKi j = −DiDiN + N
{
R + K2 − 2Ki jKi j + 4pi
(
S − 3E
)}
. (248)
From the equations (155) and (248), we have
LmK = γi jLmKi j + 2NKi jKi j
= −DiDiN + N
{
R + K2 − 2Ki jKi j + 4pi
(
S − 3E
)}
+ 2NKi jKi j
= −DiDiN + N
{
R + K2 + 4pi
(
S − 3E
)}
.
(249)
Now, the Hamiltonian constraint equation (174)
R + K2 − Ki jKi j = 16piE =⇒ R + K2 = 16piE + Ki jKi j , (250)
by substituting the previous modification into (249), we obtain the trace part of the dynamical 3+1
Einstein equation as
LmK = −DiDiN + N
{
Ki jKi j + 4pi
(
S + E
)}
. (251)
2. Traceless Part of the 3+1 Dynamical Einstein Equation
Now, let us now decompose the left hand side of the 3+1 dynamical Einstein equation (171) by using
the equation (219)
LmKi j = Lm
(
Ai j +
1
3
Kγi j
)
= LmAi j + 13
(
LmK
)
γi j +
1
3
K
(
Lmγi j
)
= LmAi j + 13
(
LmK
)
γi j − 2N3 KKi j ,
(252)
where we used (71). Therefore, the Lie derivative of the traceless part Ai j along m is
LmAi j = LmKi j − 13
(
LmK
)
γi j +
2N
3
KKi j . (253)
Notice that the first term on the right hand side of (253) is the 3+1 dynamical Einstein equation (171)
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and the second term is the trace part of it (249). Then, the explicit form of (253) is
LmAi j = −DiD jN
+ N
{
Ri j + KKi j − 2KikKk j + 4pi
[
(S − E)γi j − 2S i j
]}
− 1
3
{
− DkDkN + N
{
R + K2 + 4pi
(
S − 3E
)}}
γi j
+
2N
3
KKi j
= −DiD jN
+ N
{
Ri j +
5
3
KKi j − 2KikKk j − 13 K
2γi j − 8pi
(
S i j − 13S γi j
)}
+
1
3
{
DkDkN − NR
}
γi j .
(254)
Since we wish a totally traceless equation, we need to get rid of the terms that contain the K :
5
3
KKi j − 2KikKk j − 13 K
2γi j =
5
3
K
(
Ai j +
1
3
Kγi j
)
− 2
(
Aik +
1
3
Kγik
)(
Ak j +
1
3
Kδk j
)
− 1
3
K2γi j
=
1
3
KAi j − 2AikAk j .
(255)
Thus, by substituting (255) into (254), we obtain the traceless part of the dynamical 3+1 Einstein
equation as
LmAi j = −DiD jN + N
{
Ri j +
1
3
KAi j − 2AikAk j − 8pi
(
S i j − 13S γi j
)}
+
1
3
{
DkDkN − NR
}
γi j .
(256)
After constructing the conformal transformation of the fundamental tools, it is time to construct the confor-
mal transformation of the 3+1 Einstein equation :
2. Conformal Decomposition of the Trace and Traceless Parts of the Dynamical 3+1 Einstein Equation
We are trying to construct the corresponding time evolution equations. Therefore, we need use the
α = −4 case.
1. Conformal Form of the Trace Part of the 3+1 Dynamical Einstein Equation
The trace part of the 3+1 dynamical Einstein equation (251) is( ∂
∂t
− Lβ
)
K = −DiDiN + N
{
Ki jKi j + 4pi
(
S + E
)}
. (257)
For simplicity, let us find only the conformal form of the terms DiDiN and Ki jKi j separately:
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(a) The conformal form of the term DiDiN
We have found that the conformal transformation of the divergence of a vector v (204) is given
by
Divi = Ψ−6D˜i
(
Ψ6vi
)
. (258)
Since the gradient of a scalar field is a vector field, we will take vi = DiN,
vi = DiN = γi jD jN = Ψ−4γ˜i jD˜ jN = Ψ−4D˜iN . (259)
Let us substitute (259) into (258),
DiDiN = Ψ−6D˜i
(
Ψ6DiN
)
= Ψ−6D˜i
(
Ψ6
[
Ψ−4D˜iN
])
= Ψ−6D˜i
(
Ψ2D˜iN
)
= Ψ−6D˜i
(
Ψ2D˜iD˜iN + 2ΨD˜iΨD˜iN
)
= Ψ−4
(
D˜iD˜iN + 2D˜i ln ΨD˜iN
)
.
(260)
(b) The explicit decomposition of the term Ki jKi j
Let us use decomposed form of the extrinsic curvature (219):
Ki jKi j =
(
Ai j +
1
3
Kγi j
)(
Ai j +
1
3
Kγi j
)
= Ai jAi j +
1
3
Kγi jAi j +
1
3
Kγi jAi j +
1
9
K2γi jγi j .
(261)
Because the trace of Ai j is zero, (261) reduces to
Ki jKi j = Ai jAi j +
1
3
K2
=
(
Ψ4A˜i j
)(
Ψ−4A˜i j
)
+
1
3
K2
= A˜i jA˜i j +
1
3
K2 ,
(262)
where we used the conformal transformations (231) and (233).
Finally, by substituting (260) and (262) into the fundamental equation (257), we will get the confor-
mal form of the trace part of the 3+1 dynamical Einstein equation as( ∂
∂t
− Lβ
)
K = −Ψ−4
(
D˜iD˜iN + 2D˜i ln ΨD˜iN
)
+ N
{
A˜i jA˜i j +
1
3
K2 + 4pi
(
E + S
)}
.
(263)
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2. Conformal Form of the Traceless Part of the 3+1 Dynamical Einstein Equation
The traceless dynamical 3+1 Einstein equation (256) is
LmAi j = −DiD jN + N
{
Ri j +
1
3
KAi j − 2AikAk j − 8pi
(
S i j − 13S γi j
)}
+
1
3
{
DkDkN − NR
}
γi j .
(264)
First, let us find the conformal form of the terms LmAi j and DiD jN
(a) The conformal form of LmAi j
LmAi j = Lm
(
Ψ4A˜i j
)
= Ψ4LmA˜i j + 4Ψ3
(
LmΨ
)
A˜i j
= Ψ4LmA˜i j + 4Ψ4
(
Lm ln Ψ
)
A˜i j
= Ψ4LmA˜i j + 4Ψ4
(1
6
[
D˜kβk − NK
])
A˜i j
= Ψ4
{
LmA˜i j + 23
(
D˜kβk − NK
)
A˜i j
}
,
(265)
where we used the conformal evolution equation of Ψ (229) and the conformal transformations
(231) and (233). Finally, let us use the equation (256) of LmAi j in the following equation
LmA˜i j = Ψ−4LmAi j − 23
(
D˜kβk − NK
)
A˜i j
= Ψ−4
{
− DiD jN
+ N
(
Ri j +
1
3
KAi j − 2AikAk j − 8pi
[
S i j − 13S γi j
])
+
1
3
(
DkDkN − NR
)
γi j
}
− 2
3
(
D˜kβk − NK
)
A˜i j .
(266)
(b) The conformal form of DiD jN
DiD jN = DiD˜ jN
= D˜iD˜ jN −Cki jD˜kN
= D˜iD˜ jN − 2
{
δkiD˜ j ln Ψ + δk jD˜i ln Ψ − D˜k ln Ψγ˜i j
}
× D˜kN
= D˜iD˜ jN − 2
{
D˜iND˜ j ln Ψ + D˜ jND˜i ln Ψ − D˜kND˜k ln Ψγ˜i j
}
.
(267)
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Finally, let us substitute the equations (214), (260), (266) and (267) into the equation of (264)
LmA˜i j = Ψ−4
{
−
(
D˜iD˜ jN − 2
{
D˜iND˜ j ln Ψ + D˜ jND˜i ln Ψ − D˜kND˜k ln Ψγ˜i j
})
+ N
{(
R˜i j − 2D˜iD˜ j(ln Ψ) − 2D˜kD˜k(ln Ψ)γ˜i j
+ 4(D˜i ln Ψ)(D˜ j ln Ψ) − 4(D˜k ln Ψ)(D˜k ln Ψ)γ˜i j
)
+
1
3
K
[
Ψ4A˜i j
]
− 2Ψ4γ˜klA˜ikA˜ jl − 8pi
[
S i j − 13S Ψ
4γ˜i j
]}
+
1
3
{
Ψ−4
(
D˜kD˜kN + 2D˜k ln ΨD˜kN
)
− NΨ−4
(
R˜ − 8
[
D˜kD˜k ln Ψ + (D˜k ln Ψ)(D˜k ln Ψ)
])}
Ψ4γ˜i j
}
− 2
3
[
D˜kβk − NK
]
A˜i j .
(268)
After some algebra, we reach the conformal transformation of the traceless part of the 3+1 dynam-
ical Einstein equation as
LmA˜i j = −23 D˜kβ
kA˜i j + N
{
KA˜i j − 2γ˜klA˜ikA˜ jl − 8pi
[
Ψ−4S i j − 13S γ˜i j
]}
+ Ψ−4
{
− D˜iD˜ jN + 2D˜iND˜ j ln Ψ + 2D˜ jND˜i ln Ψ
+
1
3
[
D˜kD˜kN − 4D˜k ln ΨD˜kN
]
γ˜i j
+ N
[
R˜i j − 13 R˜γ˜i j − 2D˜iD˜ j ln Ψ + 4D˜i ln ΨD˜ j ln Ψ
+
2
3
(
D˜kD˜k ln Ψ − 2D˜k ln ΨD˜k ln Ψ
)
γ˜i j
]}
.
(269)
3. The Conformal Transformation of the Hamiltonian Constraint
The Hamiltonian Constraint equation (174) is
R + K2 − Ki jKi j = 16piE . (270)
Now, let us substitute the conformal transformation of R (217) and the decomposed form of Ki jKi j (262)
into the Hamiltonian Constraint equation (270),
Ψ−4R˜ − 8Ψ−5D˜iD˜iΨ + K2 − A˜i jA˜i j − 13 K
2 = 16piE . (271)
From the equation (271), we get the conformal transformation of the Hamiltonian constraint as
D˜iD˜iΨ − 18 R˜Ψ +
{1
8
A˜i jA˜i j − 112 K
2 + 2piE
}
Ψ5 = 0 . (272)
Due to the relation of A˜i jA˜i j = Ψ−12Aˆi jAˆi j, the equation (272) becomes
D˜iD˜iΨ − 18 R˜Ψ +
1
8
Aˆi jAˆi jΨ−7 +
{
2piE − 1
12
K2
}
Ψ5 = 0 , (273)
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which is known as Lichnerowicz Equation [6] [7].
Thus, the conformal transformation of the 3+1 dimensional Einstein system [1] can be summarized
as, ( ∂
∂t
− Lβ
)
ln Ψ =
1
6
(
D˜iβi − NK
)
, (274)
( ∂
∂t
− Lβ
)
γ˜i j = −2NA˜i j − 23 D˜kβ
kγ˜i j , (275)
( ∂
∂t
− Lβ
)
K = −Ψ−4
(
D˜iD˜iN + 2D˜i ln ΨD˜iN
)
+ N
{
A˜i jA˜i j +
1
3
K2 + 4pi
(
E + S
)}
,
(276)
LmA˜i j = −23 D˜kβ
kA˜i j + N
{
KA˜i j − 2γ˜klA˜ikA˜ jl − 8pi
[
Ψ−4S i j − 13S γ˜i j
]}
+ Ψ−4
{
− D˜iD˜ jN + 2D˜iND˜ j ln Ψ + 2D˜ jND˜i ln Ψ
+
1
3
[
D˜kD˜kN − 4D˜k ln ΨD˜kN
]
γ˜i j
+ N
[
R˜i j − 13 R˜γ˜i j − 2D˜iD˜ j ln Ψ + 4D˜i ln ΨD˜ j ln Ψ
+
2
3
(
D˜kD˜k ln Ψ − 2D˜k ln ΨD˜k ln Ψ
)
γ˜i j
]}
,
(277)
D˜iD˜iΨ − 18 R˜Ψ +
1
8
A˜i jA˜i jΨ−7 +
{
2piE − 1
12
K2
}
= 0 , (278)
D˜ j
(
Aˆi j
)
− 2
3
Ψ6D˜iK = 8piΨ10 pi . (279)
C. The Isenberg-Wilson-Mathews Approach to General Relativity(IWM)
In IWM model [17], [18], the spacetime is assumed to be foliated by a continuous set of (Σt)t∈R such
that the foliation is maximally sliced (K = 0). Here, the induced 3-metric is conformally flat which means
that its conformal background metric is flat,
γ˜i j = fi j . (280)
(280) is implies that the Cotton-York tensor [14],[15], [13] vanishes. Furthermore, the conformal Ricci
tensor is zero. Thus, the conformal 3+1 Einstein equation turns into,( ∂
∂t
− Lβ
)
ln Ψ =
1
6
Diβi, (281)
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( ∂
∂t
− Lβ
)
fi j = −2NA˜i j − 23 Dkβ
k fi j , (282)
0 = −Ψ−4
(
DiDiN + 2Di ln ΨDiN
)
+ N
{
A˜i jA˜i j + 4pi
(
E + S
)}
, (283)
( ∂
∂t
− Lβ
)
A˜i j = −23 Dkβ
kA˜i j + N
{
− 2 f klA˜ikA˜ jl − 8pi
[
Ψ−4S i j − 13S fi j
]}
+ Ψ−4
{
− DiD jN + 2DiN D j ln Ψ + 2D jN Di ln Ψ
+
1
3
[
DkDkN − 4Dk ln ΨDkN
]
fi j
+ N
[
− 2DiD j ln Ψ + 4Di ln ΨD j ln Ψ
+
2
3
(
DkDk ln Ψ − 2Dk ln ΨDk ln Ψ
)
fi j
]}
,
(284)
DiDiΨ +
{1
8
A˜i jA˜i j + 2piE
}
Ψ5 = 0 , (285)
D jA˜i j + 6A˜i jD j ln Ψ = 8piΨ4 pi . (286)
Here the equation (286) is obtained by using the relation A˜i jA˜i j = Ψ−12Aˆi jAˆi j in the momentum constraint
equation (245). In order to find the IWM conformal system, let us work on the equation (282) : Because of
the metric-compatibility, we have
Lβ fi j = βkDk fi j + fk jDiβk + fikD jβk
= fk jDiβk + fikD jβk .
(287)
Now, since time derivative of the fi j is zero, the equation (282) turns into,
2NA˜i j = fk jDiβk + fikD jβk − 23 Dkβ
k fi j . (288)
Let us multiply (288) by f im f jn
2NA˜mn = Dmβn + Dnβm − 2
3
Dkβk f mn (289)
By change of the indices m→ i, n→ j, we can rewrite the equation (289) as
A˜i j =
1
2N
(
L˜β
)i j
, (290)
where (
L˜β
)i j
= Diβ j + D jβi − 2
3
Dkβk f i j (291)
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is known as the the conformal Killing derivative operator. Moreover, with the help of (290) the corre-
sponding momentum constraint equation (286) can be rewritten as
4 βi + 1
3
DiD jβ j + 2A˜i j
(
6ND j ln Ψ − D jN
)
= 16piNΨ4 pi . (292)
Thus, we get the conformal IWM system as the set of
4 N + 2Di ln ΨDiN = N
(
4pi(E + S ) + A˜i jA˜i j
)
Ψ4 , (293)
4 Ψ +
{1
8
A˜i jA˜i j + 2piE
}
Ψ5 = 0 , (294)
4 βi + 1
3
DiD jβ j + 2A˜i j
(
6ND j ln Ψ − D jN
)
= 16piNΨ4 pi . (295)
VI. ASYMPTOTIC FLATNESS AND THE ADM FORMALISM FOR GENERAL RELATIVITY
A. The Asymptotic Flatness
In this chapter, we will deduce the conserved quantities of the ADM mass, linear momentum and an-
gular momentum of a given hypersurface Σt. Since these quantities can be only in the globally-hyperbolic
asymptotically flat spacetimes (i.e. the spacetimes which approaches asymptotically to the well-defined
spacetimes such as the Minkowski, AdS). Therefore, let us first see review what the asymptotic flatness is:
The asymptotic flat spacetime is such a particular spacetime for the massive objects in which it is assumed
that there is nothing in the universe except these objects. Now, a globally-hyperbolic spacetime is called
asymptotically flat if each of its Cauchy surface has a background metric f with signature (+,+,+) such that
f is flat, can be diagonalized in a particular coordinate system on the Σt [1], [14]. Moreover, in the case of
spatial infinity, r → ∞, the decay of γi j and their spatial partial derivatives must be something like
γi j = fi j + O[r−1] , (296)
γi j
∂xk
= O[r−2] . (297)
And also as r → ∞, the decay of Ki j and their spatial partial derivatives must obey
Ki j = O[r−2] , (298)
∂Ki j
∂xk
= O[r−3] . (299)
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B. The Hamiltonian Formalism for the General Relativity
The Hamiltonian model approaches a physical state at a certain time and gives the evolution of the state
as t varies. This model is being transformed into the gravitational theory as a state on a particular spacelike
hypersurface. Now, the gravitational theory is a covariant theory and locally has Lorentz symmetry. The first
attempts tried to start with the spacelike hypersurface that is free of choosing coordinates to avoid breaking
of the crucial properties of the gravitational theory [9], [10]. However, it is then hard to define initial state of
practical problems. In order to write the Einstein equations into the Hamiltonian form, people started to give
up the main properties of the gravitational theory by choosing a family of particular coordinate systems such
that “ x0 = constant“ corresponds a spacelike hypersurface. Contrary to the unknowns (γi j , Ki j , N , βi ) in
the PDEs form of 3+1 Einstein system, Arnowitt, Deser and Misner have proposed the ADM formalism of
the General Relativity [16] in which conjugate momentum of the induced three-metric γi j, pii j =
√
γ(Kγi j −
Ki j), is used instead of Ki j. Moreover, in the ADM formalism, pii j and γi j are the dynamical variables and
the Lapse function N and the shift vector β are taken as Lagrange multipliers [16], [1].
In this section, we will first deduce the corresponding Hamiltonian form of the vacuum field equation by
mean of the 3+1 decomposition of the spacetime metric that we have found in the 1st chapter (the equation
115) and the knowledge that the boundary term is zero. Secondly, we will deal with the general case. That’s,
we will deduce the corresponding Hamiltonian form of the Einstein equation when the boundary term does
not vanish by using the 2+1 decomposition of the timelike B hypersurface that we have found in the 1st
chapter. This of the general case will lead us to get the explicit form of the famous ADM formulas for
conserved quantities of Σt [4].
1. 3+1 Decomposition of the Einstein-Hilbert Action and the corresponding
Hamiltonian Form of the Vacuum Field Equation
1. 3+1 Decomposition of The Einstein-Hilbert Action
The action for the four-dimensional vacuum field equation is of the Einstein-Hilbert action [19], [1]
S =
∫
V
4R
√−gd4x , (300)
where the infinitesimal volume elementV is composed of the union of the neighboring hypersurfaces
Σt1 and Σt1 . Symbolically,
V =
t2⋃
t=t1
Σt . (301)
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Let us substitute the equations (158) of the 3+1 form of the spacetime Ricci scalar and (115) of the
3+1 decomposition of g into the action (300),
S =
∫
V
{
R + K2 + Ki jKi j − 2NLmK −
2
N
DiDiN
}
N
√
γd4x
=
∫
V
{
N[R + K2 + Ki jKi j] − 2LmK − 2DiDiN
}√
γd4x .
(302)
Let us convert the term LmK into of the boundary and substitute it into the action (302)
LmK = mµ∇µK = Nnµ∇µK = N[∇µ(Knµ) − K∇µnµ]
= N[∇µ(Knµ) + K2] .
(303)
Then, the action (302) becomes
S =
∫
V
{
N[R + K2 + Ki jKi j] − 2N∇µ(Knµ) − 2NK2 − 2DiDiN
}√
γd4x
=
∫
V
{
N[R + Ki jKi j − K2] − 2DiDiN
}√
γd4x
− 2
∫
V
N∇µ(Knµ)√γd4x .
(304)
Here we need to show that because of the boundary condition, the last integral of the action (304)
vanishes: ∫
V
N∇µ(Knµ)√γd4x =
∫
V
∇µ(Knµ)√−gd4x
=
∫
V
∂
∂xµ
(
√−gKnµ)d4x
= 0 ,
(305)
so the action (304) reduces to
S =
∫
ν
{
N[R + Ki jKi j − K2] − 2DiDiN
}√
γd4x . (306)
Observe that the action (306) is fully composed of the intrinsic quantities of Σt. This provides us to
decompose the four-dimensional integral into of the spatial one and of the time coordinate
S =
∫ t2
t1
{ ∫
Σt
(
N[R + Ki jKi j − K2] − 2DiDiN
)√
γd3x
}
dt . (307)
Again, the boundary term vanishes and we get the 3+1 decomposition of the Einstein-Hilbert action
as
S =
∫ t2
t1
{ ∫
Σt
N
(
R + Ki jKi j − K2
)√
γd3x
}
dt . (308)
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2. The Corresponding Hamiltonian Form of the Vacuum Field Equation
The variables of the action in the configuration are q = (γi j,N, βi) and
.
q = (
.
γi j,
.
N,
.
βi) (308) [1].
That’s,
S = S [q,
.
q] .
The Lagrangian density contains the extrinsic curvature Ki j [see the 3+1 decomposition of the action
(308)]. However, in the Hamiltonian approach, it is replaced with the configuration variables. Now,
from the 1st equation (184) of the 3+1 dimensional Einstein system, we have(
∂
∂t
− Lβ
)
γi j = −2NKi j =⇒ Ki j = 12N
[
Lβγi j − .γi j
]
. (309)
We know from the (181) that Lβγi j = Diβ j + D jβi. Then, the equation (309) becomes
Ki j =
1
2N
[
Diβ j + D jβi − .γi j
]
=
1
2N
[
γ jkDiβk + γikD jβk − .γi j
]
. (310)
And the Lagrangian density of the gravitational field (308) turns into
L(q,
.
q) = N
√
γ
(
R + Ki jKi j − K2
)
= N
√
γ
(
R +
[
γikγ jl − γi jγkl
]
Ki jKkl
)
.
(311)
As we see from (311), the Lagrangian density does not depend on the time derivative of N and βi
so they are not dynamical variables. They are just the Lagrange multipliers. On the other hand,
the remaining variable γi j is just the dynamical variable in phase space. And the corresponding
conjugate momentum of it is
pii j =
∂L
∂
.
γi j
=
∂Kab
∂
.
γi j
∂L
∂Kab
= − 1
2N
δiaδ jbN
√
γ
(
γikγ jl − γi jγkl
)(
δiaδ jbKkl + δkaδlbKi j
)
= −1
2
√
γδiaδ jb
{
γkaγlbKkl + γiaγ jbKi j − γabγklKkl − γi jγabKi j
}
k → i, l→ j k → i, l→ j
= −√γδiaδ jb
{
γiaγ jbKi j − γi jγabKi j
}
= −√γ
{
Ki j − γi jK
}
.
(312)
Thus, we get
pii j =
√
γ
{
γi jK − Ki j
}
. (313)
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Finally, let us find the corresponding Hamiltonian: The Legendre transformation is defined as
H = pii j .γi j − L . (314)
Let us substitute the explicit form of pii j (313) and
.
γi j (310) into the Hamiltonian density (314):
H = √γ
(
γi jK − Ki j
)(
− 2NKi j + D jβi + Diβ j
)
− N √γ
(
R + Ki jKi j − K2
)
=
√
γ
{
− 2NKγi jKi j + Kγi jD jβi + Kγi jDiβ j2NKi jKi j − Ki jD jβi
− Ki jDiβ j − NR − NKi jKi j + NK2
}
=
√
γ
{
− 2NK2 + KD jβ j + KDiβi + 2NKi jKi j − Ki jD jβi
− Ki jDiβ j − NR − NKi jKi j + NK2
}
=
√
γ
{
− NK2 + 2KD jβ j + NKi jKi j − 2Ki jD jβi − NR
}
=
√
γ
{
− N
[
R + K2 − Ki jKi j
]
+ 2KD jβ j − 2K jiD jβi
}
=
√
γ
{
− N
[
R + K2 − Ki jKi j
]
+ 2
[
Kγ ji − K ji
]
D jβi
}
=
√
γ
{
− N
[
R + K2 − Ki jKi j
]
+ 2D j
[
Kγ jiβi − K jiβi
]
− 2βi
[
γ jiD jK − D jK ji
]}
=
√
γ
{
− N
[
R + K2 − Ki jKi j
]
+ 2D j
[
Kβ j − K jiβi
]
− 2βi
[
DiK − D jK ji
]}
. (315)
With the aberrations of C0 = R + K2 − Ki jKi j and Ci = D jK ji − DiK, the Hamiltonian density (315)
reduces to
H = √γ
{
− NC0 + 2βiCi + 2D j
[
Kβ j − K jiβi
]}
. (316)
And the related Hamiltonian is obtained by
H =
∫
Σt
Hd3x
= −
∫
Σt
{
NC0 − 2βiCi
}√
γd3x + 2
∫
Σt
√
γD j
[
Kβ j − K jiβi
]
d3x .
(317)
Due to the boundary condition, the last integral of the (317) vanishes and we get the Hamiltonian of
the gravitational vacuum field as
H = −
∫
Σt
{
NC0 − 2βiCi
}√
γd3x , (318)
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where
C0 = R + K2 − Ki jKi j , (319)
Ci = D jK ji − DiK . (320)
The crucial point is that the constraint equations (319) and (320) are nothing but exactly the constraint
equations of the energy (174) and the momentum (176) [for vacuum] that we deduced during the 3+1
decomposition of the Einstein equation. Moreover, for any spacetime to be a solution of the Einstein
equation the related Hamiltonian equation (318) of it must be zero.
2. The General Gravitation Hamiltonian and The ADM Formalism
Contrary to the previous section, we will assume that the boundary term is not zero which with the
2+1 decomposition of the hypersurfaces that we deduced in the 1st chapter will lead us to the well-known
ADM formalism for the conserved quantities of a given hypersurface Σt. Here, we will assume that the
infinitesimal four dimensional volume element ∂V is the union of two spacelike hypersurfaces Σt1 and Σt2
at the lower and upper boundaries and a timelike hypersurface B that covers the region between these two
spacelike hypersurfaces [4]
∂V = Σt2
⋃
(−Σt1)
⋃
B . (321)
Since the unit normal vector of ∂V must be directed outward.However, the unit normal vector of the hy-
persurface Σt1 is future-directed so it points inward. Then, with the help of the minus sign, the unit normal
vector of Σt1 will point outward, too. Now, in order to find the ADM formulas, we need to first deduce the
Hamiltonian of this case:
1. The Gravitational Action and The Corresponding Hamiltonian when the Boundary Term is different
than zero
The related gravitational action is composed of the Einstein-Hilbert part, the matter (or boundary)
part and a no dynamical part of S 0 that does not have any influence on the equation of motion [4]:
S G[g] = S H[g] + S B[g] − S 0 . (322)
Here
S H[g] =
1
16pi
∫
V
4R
√−gd4x , (323)
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S B[g] =
1
8pi
∮
∂V
εK
√
|h|d3y , (324)
S 0 =
1
8pi
∮
∂V
εK0
√
|h|d3y . (325)
By substituting the related actions (323) and (324) into (322), the gravitational action (322) becomes
(16pi)S G =
∫
V
4R
√−gd4x + 2
∮
∂V
εK
√
|h|d3y . (326)
Here, ya are adapted coordinates of ∂V , hab are the corresponding induced 3-metric, nα are the
corresponding unit normal vector and K is the scalar extrinsic curvature. As we mentioned before,
because the ∂V is the union of two spacelike and one timelike hypersurfaces so ε = nαnα will be +1
or -1 depending on the type of hypersurfaces. The explicit form of (326) is
(16pi)S G =
∫
V
4R
√−g d4x + 2
∫
Σt2
nαnαK
√
h d3y + 2
∫
−Σt1
nαnαK
√
h d3y
+ 2
∫
B
rαrαK √−γ d3y
=
∫
V
4R
√−g d4x − 2
∫
Σt2
K
√
h d3y + 2
∫
Σt1
K
√
h d3y
+ 2
∫
B
K √−γ d3y ,
(327)
where we have used nαnα = −1 of the spacelike hypersurface and rαrα = +1 of the timelike hy-
persurface. For convention, let us use the following form of the 3+1 decomposition of the spacetime
Ricci scalar,
4R = R + KabKab − K2 − 2
(
nα;βnβ − nαnβ;β
)
;α
, (328)
where ′′;′′ denotes the intrinsic covariant derivative. And, we know that the 3+1 decomposition of
the spacetime metric is
√−g d4x = N √h dt d3y . (329)
Then, the 3+1 decomposition of the Einstein-Hilbert part is∫
V
4R
√−g d4x =
∫ t2
t1
dt
{ ∫
Σt
R + KabKab − K2
}
N
√
h d3y
− 2
∫
V
{
nα;βnβ − nαnβ;β
}
;α
d4x
=
∫ t2
t1
dt
{ ∫
Σt
R + KabKab − K2
}
N
√
h d3y
− 2
∮
∂V
{
nα;βnβ − nαnβ;β
}
dΣα .
(330)
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Because of ∂V = Σt2
⋃
(−Σt1)
⋃B, we will decompose the closed integral of the equation (330) into
the corresponding integrals of Σt1 , Σt2 and B. For simplicity, let us work on of Σt1 : The spacelike
volume element is dΣα = nα
√
h d3y, then, we have
−2
∫
−Σt1
{
nα;βnβ − nαnβ;β
}
dΣα = −2
∫
Σt1
nβ;β
√
h d3y
= −2
∫
Σt1
K
√
h d3y ,
(331)
where we used the fact that nα;β is an element of the hypersurface Σt1 . Similarly, by evaluating the
corresponding integral on Σt2 in the reverse direction, we will get
2
∫
Σt2
K
√
h d3y . (332)
Observe that the results of (331) and (332) cancel out the 2nd and 3th terms on the right hand side of
the gravitational action (332). Thus, the only contribution is coming from the integral over the time-
like hypersurface B: Now, for timelike case 3-dimensional volume element is dΣα = rα √−γ d3z
and the unit spacelike normal rα of timelike hypersurface B and the unit timelike vector normal
vector nα of the spacelike hypersurface Σt are orthogonal to each other [that is, nαrα = 0], then,
−2
∫
B
{
nα;βnβ − nαnβ;β
}
dΣα = −2
∫
B
nα;βnβrα
√−γ d3z
= 2
∫
B
rα;βnαnβ
√−γ d3z .
(333)
With the help of (333), the gravitational action (327) becomes,
(16pi)S G =
∫ t2
t1
dt
{ ∫
Σt
[
R + KabKab − K2
]}
N
√
h d3y
+ 2
∫
B
[
K + rα;βnαnβ
]√−γ d3z . (334)
Notice that the the gravitational action (334) is composed of the 3+1 decomposition of the Einstein-
Hilbert action and the integral over the timelike hypersurface B. As we mentioned before the
Einstein-Hilbert part results in the Hamiltonian and momentum constraints that ensure whether a
given spacetime is a solution of the The Einstein equation or not. The important point is that the
integral over the timelike hypersurface B will lead us to the conserved quantities of the hypersur-
faces. That’s, the boundary term of B will give the ADM formalism. Therefore, we need to do the
decompose the timelike hypersurfaceB by assuming thatB is being foliated by the boundary of the
spacelike hypersurface Σt, S t, whose topology is supposed to be S 2. Now, the 2+1 decomposition
of the 3-metric of B is
√−γ d3z = N √σ dt d2θ . (335)
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And scalar extrinsic curvature of B is
K = γi jKi j = γi j
(
rα;βeαi e
β
j
)
= rα;β
(
γi jeαi e
β
j
)
= rα;β
(
gαβ − rαrβ
)
. (336)
So with the help of (335) and (335), the integrand of the related integral of (334) that is over B
becomes
K + rα;βnαnβ = rα;β
(
gαβ − rαrβ
)
+ rα;βnαnβ
= rα;β
(
gαβ − rαrβ + nαnβ
)
= rα;β
(
σABeαAe
β
B
)
= σAB
(
rα;βeαAe
β
B
)
= σABkAB
= k ,
(337)
where k is the extrinsic curvature of S t. Thus, by substituting the result of (337) into the gravitational
action (334), we get the decomposition of the gravitational action when the boundary term is
different than zero:
S G =
1
16pi
∫ t2
t1
dt
{ ∫
Σt
(
R + KabKab − K2
)
N
√
h d3y
+ 2
∮
S t
(
k − k0
)
N
√
σd2θ
}
.
(338)
Here k0 is the extrinsic curvature of S t embedded in flat space. The k0 is defined so that the
gravitational action is zero for flat spacetime.
After construction of the action, it is time to find the corresponding Hamiltonian of the system:In
chapter 3, we have found that the relation between the extrinsic curvature and configuration variables
Kab =
1
2N
(
− .hab + Daβb + Dbβa
)
. (339)
And the corresponding canonical conjugate momentum is
piab =
∂
∂
.
hab
(√−gLG) . (340)
Due to the fact that the boundary part is independent of
.
hab, the equation (340) becomes
(16pi)piab =
∂Kmn
∂
.
hab
∂
Kmn
(
16pi
√−gLG
)
, (341)
where
16pi
√−gLG =
[
R +
(
hachbd − habhcd
)
KabKcd
]
N
√
h .
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Then,
(16pi)piab = − 1
2N
δmaδnbN
√
h
[
hachbd − habhcd
][
δmaδnbKcd + δmcδndKab
]
= −
√
h
2
δmaδnb
{
hmchndKcd + hamhbnKab − hmnhcdKcd
− habhmnKab
}
= −√hδmaδnb
[
hamhbnKab − habhmnKab
]
= −
[
Kab − Khab
]
.
so we get
(16pi)piab =
√
h
(
Khab − Kab
)
. (342)
In order to find the corresponding Hamiltonian, let us substitute the explicit forms of piab (339) and
.
hab (342) in to the Hamiltonian density:
HG = piab
.
hab − √−gLG
(16pi)HG = (16pi)piab
.
hab − (16pi)√−gLG
=
√
h
(
Khab − Kab
)(
− 2NKab + DaβbDbβa
)
−
(
R + KabKab − K2
)
N
√
h
=
√
h
{
2NKabKab − KabDbβa − KabDaβb − −2NKhabKab
+ KhabDbβa + KhabDaβb − NR − NKabKab + NK2
}
=
√
h
{
NKabKab − NK2 − NR − 2KabDbβa + 2KhabDbβa
}
= −N √h
[
R + K2 − KabKab
]︸                  ︷︷                  ︸−2√h[Kab − Khab]Dbβa
C0
= −NC0
√
h − 2√h
{
Db
[
βa
(
Kab − Khab
)]
− βa Db
[
Kab − Khab
]︸               ︷︷               ︸
}
.
Ca
(343)
Then, by integrating the Hamiltonian density (343) over the spacelike hypersurface Σt, we get the
Hamiltonian of the system as
(16pi)HG =
∫
Σt
16piHG d3y − 2
∮
S t
(
k − k0
)
N
√
σ d2θ
= −
∫
Σt
{
NC0 − 2βaCa
}√
h d3y
− 2
∫
Σt
Db
[
βa
(
Kab − Khab
)]√
h d3y − 2
∮
S t
(
k − k0
)
N
√
σ d2 .
(344)
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Thus, by using the general Stokes theorem, we reach our aim of the gravitational Hamiltonian when
the boundary term is different than zero
(16pi)HG = −
∫
Σt
{
NC0 − 2βaCa
}√
h d3y
− 2
∮
S t
{
N(k − k0) + βa(Kab − Khab)rb
}√
σ d2θ .
(345)
2. The ADM Formalism
(a) The ADM Mass
In the previous section, we have found the general gravitational Hamiltonian in the equation
(345). Due to the convention that we follow, we should do the following changes in the
gravitational Hamiltonian (345):
a→ i , b→ j
h→ γ , y→ x
k → κ , ko → κo
r → s , σ→ q
θ → y .
(346)
Then, the gravitational Hamiltonian (345) turns into
(16pi)HG = −
∫
Σt
{
NC0 − 2βiCi
}√
γ d3x
− 2
∮
S t
{
N(κ − κ0) + βi(Ki j − Kγi j)s j
}√
q d2y ,
(347)
where S t is the boundary of Σt and has the topology of S 2; x is a well-defined coordinate system
on the Σt and γ is the corresponding induced 3-metric on Σt ; κ is the scalar extrinsic curvature
of S t embedded in (Σt, γ); κ0 is the scalar extrinsic curvature embedded in the flat spacetime
(Σt, f ); sˆ is the spacelike unit vector that is normal to S t; y is a well-defined coordinate system
on S t and q is the corresponding 2-metric on S t.
Now, suppose that a given spacetime is a solution of the Einstein equation. Then,
the corresponding integral of constraints vanishes [ due to C0 = 0 and Ci = 0] [1],
Hsol. = − 18pi
∮
S t
{
N(κ − κ0) + βi(Ki j − Kγi j)s j
}√
q d2y . (348)
The total mass of the Σt which is measured by an asymptotically inertial observer (N = 1 and
β = 0 ) with a well-defined adapted coordinates of (t, xi) is given by the famous ADM energy
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formula [1] of
MADM = − 18pi limS t→∞
(r→∞)
∮
S t
(κ − κ0)√q d2y . (349)
MADM is the conserved quantity associated the symmetry of the action under time translation
[1] . And, in terms of the intrinsic connection of Σt :
MADM = 116pi limS t→∞
∮
S t
[
D jγi j − Di( f klγkl)
]
si
√
q d2y . (350)
Furthermore, as we mentioned before one of the conditions for a spacetime to be asymptot-
ically flat is that there must be a coordinate system (xi) in which the background metric f is
diagonalized. Now, in this coordinate Di = ∂∂xi and f
kl = δkl. Therefore, the ADM energy
formula (350) turns into a simpler one in this specific coordinate [1]:
MADM = 116pi limS t→∞
∮
S t
(∂γi j
∂x j
− ∂γ j j
∂xi
)
si
√
q d2y . (351)
Finally, the conformal form of the ADM energy [1] is
MADM = − 12pi limS t→∞
∮
S t
si
(
DiΨ − 18 D
jγ˜i j
)√
q d2y . (352)
FIG. 6. The topology of S 2.Notice that Σ is equivalent to S t and n to rˆ in the Schwarzschild case.
Example: The Schwarzschild spacetime in the adapted coordinates of (xα) = (t, r, θ, φ) is
gµνdxµdxν = −
(
1 − 2m
r
)
dt2 +
(
1 − 2m
r
)−1
dr2 + r2
[
dθ2 + sin2θ dφ2
]
. (353)
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Now, (xi) = (r, θ, φ) can be taken as the spatial the coordinates on Σt. Then, the induced
3-metric is
γi j = diag
[(
1 − 2m
r
)−1
, r2, r2sin2θ
]
. (354)
The components of the background metric become
fi j = diag(1, r2, r2sin2θ) , (355)
and their duals are
f i j = diag(1, r−2, r−2sin−2θ) . (356)
It is time to start to calculateMADM: As we see in the figure (6), r=constant corresponds S t, the
corresponding coordinates on it are ya = (θ, φ). Also, si
√
qd2y = r2sinθ dθ dφ (∂r)i. Because,
the unit spacelike vector rˆ is normal to the S t, then, (∂r)i = (1, 0, 0). Therefore, the related
integral (350) of this case becomes,
MADM = 116pi limr→∞
∮
r=const.
[
D jγr j − Dr( f klγkl)
]
r2sinθ dθ dφ . (357)
In order to evaluate the correspondingMADM that the hypersurface of the Schwarzschild holds,
we have to first evaluate the integrands of the integral (357): Let us start to calculate 2nd
integrand,
f klγkl = γrr +
1
r2
γθθ +
1
r2sin2θ
γφφ =
(
1 − 2m
r
)−1
+ 2 . (358)
Since (358) is a scalar field, we have
Dr
(
f klγkl
)
=
∂
∂r
(
f klγkl
)
= −
(
1 − 2m
r
)−2 2m
r2
. (359)
Secondly, let us evaluate the 1st integrand:
D jγr j = f jkDkγr j = Drγrr +
1
r2
Dθγrθ +
1
r2sin2θ
Dφγrφ . (360)
Now, the non-vanishing Christoffel symbols associated with D are
Γ˜rθθ = −r and Γ˜rφφ = −rsin2θ , (361)
Γ˜θrθ = Γ˜
φ
φr =
1
r
and Γ˜θφφ = −cosθsinθ , (362)
Γ˜
φ
rφ = Γ˜
φ
φr =
1
r
and Γ˜φθφ =
1
tanθ
. (363)
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With the associated covariant derivatives given by
Drγrr =
∂γrr
∂r
− 2Γ˜irrγir =
∂γrr
∂r
, (364)
Dθγrθ =
∂γrθ
∂θ
− Γ˜iθrγiθ − Γ˜iθθγri = −Γ˜θθrγθθ − Γ˜rθθγrr , (365)
Dφγrφ =
∂γrθ
∂φ
− Γ˜iφrγiφγri = −Γ˜φφrγφφ − Γ˜rφφγrr , (366)
the 1st integrand is
D jγr j = Drγrr +
1
r2
Dθγrθ +
1
r2sin2θ
Dφγrφ
=
∂γrr
∂r
− 1
r2
{
Γ˜θθrγθθ + Γ˜
r
θθγrr
}
− 1
r2sin2θ
{
Γ˜
φ
φrγφφ + Γ˜
r
φφ
}
=
∂
∂r
[(
1 − 2m
r
)−1]−1
r2
{1
r
× r2 − r ×
(
1 − 2m
r
)−1}
− 1
r2sin2θ
{1
r
× r2sin2θ − rsin2θ ×
(
1 − 2m
r
)−1}
= −2m
r2
(
1 − 2m
r
)−2
+
4m
r
× 1
r − 2m
= −2m
r2
(
1 − 2m
r
)−2
+
4m
r2
×
(
1 − 2m
r
)−1
=
2m
r2
(
1 − 2m
r
)−2(
1 − 4m
r
)
.
(367)
With the help of the related results of (359) and (367), the integrand of the equation (357) is
obtained from
D jγr j − Dr( f klγkl) = 2mr2
(
1 − 2m
r
)−2(
1 − 4m
r
+ 1
)
=
4m
r2
(
1 − 2m
r
)−1
=˜
4m
r2
when r → ∞ .
(368)
Let us substitute the result (368) into the integral equation ofMADM (357)
MADM =
1
16pi
lim
r→∞
∮
r=cons.
[
D jγr j − Dr( f klγkl)
]
r2sinθdθ dφ
=
1
16pi
∫ 2pi
0
dφ
∫ pi
0
4m
r2
r2sinθ dθ
= m ,
(369)
which is exactly the mass parameter of the Schwarzschild solution.
(b) The ADM Linear Momentum
We have seen that one of the condition for a spacetime to be asymptotically flat is that there
must be a Cartesian coordinate system (xi) on each of Cauchy surface in which the background
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metric is diagonal and the each diagonal element must be 1. Therefore, the induced coordinates
(∂i)i∈{1,2,3} for the tangent spaces Tp(Σ) provide three spatial direction for translation in coor-
dinates. Now, the symmetry of the action under spatial translations provide the 2nd family of
conserved quantities, Pi, of Σt. Because of the symmetry under spatial translation, we choice
an observer for which N = 0 and βi = 1. Then, the components of related conserved quantities
are given by the formula [1] of
Pi = 18pi limS t→∞
∮
S t
(
K jk − Kγ jk
)
(∂i) jsk
√
q d2y , (370)
where the index i can take the values of (1,2,3) and it shows which component of Pi will be
calculated. In another words, it determines the direction in which the spatial translation will be
done. Furthermore, the P′i s are known as the ith component of the ADM linear momentum of
the hypersurface Σt of the globally-hyperbolic asymptotically flat spacetime. On the other hand,
since the extrinsic curvature K of the Σt embedded in the Schwarzschild spacetime with the
standard and isotropic coordinates vanishes, then, the corresponding ADM linear momentums
Pi of the hypersurface of the Schwarzschild spacetime vanishes.
(c) The ADM 4-Momentum
The ADM 4-Momentum [1] is defined as
PADMα =
(
−MADM,Pi
)
, (371)
which transform like the components of a 1-form under (xα) → (x′α) during which the funda-
mental properties for a spacetime to be asymptotically flat are kept valid.
(d) The ADM Angular Momentum
We suppose that the spacetime that we deal with receives the Killing vectors. Now, the angular
momentum of the Σt of a globally-hyperbolic asymptotically flat spacetime which is related to
the rotational symmetry of the action is obtained by using the rotational Killing vectors of the
background metric (φi)i∈{1,2,3}. In the Cartesian coordinates (x,y,z), the Killing vectors of the
background metric about the x-axis,y-axis and z-axis are [1]
φx = y∂z − z∂y , φy = z∂x − x∂z , φz = x∂y − y∂x . (372)
Then, the ith component of the angular momentum of the Σt can be defined as
Ji = 18pi limS t→∞
∮
S t
(
K jk − Kγ jk
)
(φi) jsk
√
q d2y . (373)
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Contrary to what we expect, Ji do not transform like the 4-dimensional vectors under (xα) →
(x
′α) during which the fundamental properties for a spacetime to be asymptotically flat are kept
valid [1]. That’s, they are coordinate-dependent.
Because of the coordinate-dependence of Ji, the scientists have tried to put the constraints on selecting
coordinate systems such that Ji is invariant under special subset of the related family of coordinate trans-
formations. That’s, they have being considered particular decays. For example, York [14] has considered
the following decays of the γ˜i j relative to the Cartesian coordinates for the background metric and the scalar
extrinsic curvature
∂γ˜i j
∂xk
= O[r−3] ,
K = O[r−3] .
(374)
They are called the quasi-isotropic gauge and asymptotically maximal gauge, respectively. These asymp-
totic gauge conditions are used to select the suitable coordinates. And it rejects some of well-known
coordinates such as the standard Schwarzschild coordinates. Moreover,
York proposed that the angular momentum is carried by the O[r−3] piece of K and is invariant under the
change within this gauge [1].
VII. RELATION BETWEEN THE COTTON (CONFORMAL) SOLITON AND STATIC VACUUM
SOLUTIONS
This chapter is devoted to an application of the methods described in the previous chapters. The four-
dimensional Einstein equation with a cosmological constant is given by
4Rµν − 12Rgµν + Λgµν = 8piTµν . (375)
Alternatively, we could rewrite it as
4Rµν = 8pi
(
Tµν − 12
(
T − Λ
4pi
)
gµν
)
. (376)
By following the same procedure as we did in chapter 4, the corresponding 3+1 Einstein system with Λ , 0
becomes (
∂
∂t
− Lβ
)
γi j = −2NKi j , (377)
(
∂
∂t
− Lβ
)
Ki j = −DiD jN + N
{
Ri j + KKi j − 2KikKk j
+ 4pi
[(
S − E − Λ
4pi
)
γi j − 2S i j
]}
,
(378)
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R + K2 − Ki jKi j = 2Λ + 16piE , (379)
D jK ji − DiK = 8pipi . (380)
The static vacuum equation ( .γ = 0 , β = 0) obtained from the previous system of equations is
Ri j = N−1DiD jN + Λγi j , (381)
where R = 2Λ and N−1 4γ N = −Λ [20]. From now, we will use ∇ as the intrinsic Levi-Civita connection
and gi j as the induced 3-metric (i.e. we are making a change of notation γi j → gi j and D → ∇). The
Cotton-York tensor [14], [15], [13] is
Ci j =  j pq
(
∇qRip − 14gip∇qR
)
. (382)
Notice that the last term of the Cotton-York tensor (382) {[14], [15], [13]} vanishes. Let us rewrite the
Cotton-York tensor of the static vacuum field with Λ , 0 in terms of the Ricci tensor:
Ci j =  j pq∇qRip =  j pq∇q
{
N−1∇i∇pN
}
=  j
pq
{
− 1
N2
∇qN∇i∇pN + 1N∇q∇i∇p
}
,
(383)
then
NCi j =  j pq
{
− ∇qN(N−1∇i∇pN) + ∇q∇i∇pN
}
=  j
pq
{
− [Rip − Λgip]∇qN + ∇q∇i∇pN
}
= − j pq[Rip − Λgip]∇qN +  j pq∇q∇i∇pN
= − j pq[Rip − Λgip]∇qN +  j pq
{
[∇q,∇i]∇pN + ∇i∇q∇pN
}
.
(384)
Because the multiplication between the anti-symmetric and symmetric tensor is zero, the last term vanishes
yielding
NCi j = − j pq[Rip − Λgip]∇qN +  j pq[∇q,∇i]∇pN
= − j pq[Rip − Λgip]∇qN −  j pqRk pqi∇kN
= − j pq[Rip − Λgip]∇qN −  j pqRkpqi∇kN .
(385)
In three dimensions the Weyl tensor is zero so the Riemann tensor can be written in terms of the Ricci
tensor, the metric and the scalar curvature as
Rkpqi = 2gk[qRi]p + 2gp[iRq]k − Rgk[qgi]p . (386)
By using this identity, the equation (385) becomes
Ci j = − j pq
{
2Ripδkq + gpiRkq − 2Λgipδkq
}
N−1∇kN . (387)
84
With the definition of Uk ≡ N−1∇kN,
Ci j = − j pq
{
2Ripδkq + gpiRkq − 2Λgipδkq
}
Uk
= −2 j pqRipUq −  jiq
{
Rkq − 2Λ δkq
}
Uk .
(388)
We can get rid off the anti-symmetric part of (388) : Therefore, let us first do the interchange of the indices
i↔ j in (388)
Ci j = −2i pqR jpUq − i jq
{
Rkq − 2Λ δkq
}
Uk . (389)
The anti-symmetric part will drop by adding the equations (388) and (389), and we will have
Ci j = −i pqR jpUq −  j pqRipUq , (390)
or
Ci j = −ipqR jpUq −  j pqRi pUq . (391)
Let us define Xip ≡ −ipqUq and X j p ≡ − j pqUq, then,
Ci j = Xi pRp j + Ri pX j p . (392)
This can be written as a matrix equation, let us rewrite it in the compact form
C = XR + RXT ,
CT = RT XT + (XT )T RT .
(393)
Since CT = C and RT = R, the equation (393) can be written as
C = RT XT + (XT )T R . (394)
By defining A = R and Y = XT , we have
C = AT Y + YT A . (395)
Now, the matrix equation of the type
AT X ± XT A = B , (396)
has the general solution of
X =
1
2
GT BP1 + GT B(1 − P1) + (1 − PT2 )Y + (PT2 ZP2A) , (397)
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where Z is a rank-2 antisymmetric tensor ; P1 = GA and P2 = AG such that AP1 = P2A = A; AGA = A
[22].
By using the equation (397), the general solution for our equation (395) is
Y = XT =
1
2
R−1C + ZR , (398)
or we have
X =
1
2
CR−1 − RZ . (399)
Let us examine this solution for the Cotton flow [21]: The equation of the gradient Cotton soliton [21] can
be taken as
Ci j + ∇i∇ jN = 0 . (400)
By choosing an ansatz, ∇i∇ jN = (Ri j − Λ gi j)N, the general solution for the gradient Cotton soliton [21]
becomes
Xi p = −12 N δi
p +
1
6
N R (R−1)i p − RimZm p
= −1
2
N δi p +
Λ N
3
(R−1)i p − RimZm p ,
(401)
since X j p = − j pqUq = − j pqN−1∇N, we get
∇mN = 1
2
ipmRinZnpN . (402)
And the corresponding constraint equation in which the rank-2 anti-symmetric tensor Z must satisfy is
1
2
ipm∇mRinZnp + 12
ipmRin∇mZnp + 14Ri
nZnp
(
RikZk p − RpkZki
)
= −Λ . (403)
For the case of the static vacuum solution with zero cosmological constant, we found the general solution
as
∇mN = ipmR jnZnp . (404)
And the corresponding constraint equation for Z is
 jpiR jn∇iZnp = 0 . (405)
It seems that the results (402), (403), (404) and (405) can be used to find which solution of the static field
equation with Λ (or Λ = 0) is also a solution of the gradient Cotton soliton [21]. Furthermore, there is only
one 3-dimensional Ricci soliton [23] which is known as the Bryant soliton. However, the explicit metric
is not known. We have not also been able to solve the constraint equations and have not found explicit
metrics. But the formulation outlined above can be used to explore the gradient Cotton solitons [21] and
the solutions of Topologically Massive Gravity (TMG) [24], [25], [26] as well as the gradient Ricci solitons
[23].
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VIII. CONCLUSION
In this work, we have first learned how to foliate a globally hyperbolic four-dimensional spacetime
by a continuous set of Cauchy surfaces (Σt)t∈R which, with particular numbers of the projection onto the
hypersurface and along the unit normal vector, provide us the fundamental relations of the 3+1 formalism
[12]. Furthermore, with the help of these basic relations as well as the 3+1 decomposition of the stress-
energy tensor, we have learned that the full projection of the Einstein equation onto Σ gives the dynamical
part and the other two projection give the constraint equations which are used to check whether a given
spacetime is a solution of the Einstein equation or not. Moreover, with the help of the coordinate adapted to
the flow and the shift vector β, one can convert the 3+1 Einstein system to a set of PDEs [1].
Secondly, we have analyzed the flow of the hypersurfaces as if there is a conformal relation between a
well-defined conformal background metric γ˜ and the set of the induced 3-metrics associated with the hyper-
surfaces. Moreover, by constructing the fundamental conformal transformations of the intrinsic quantities
of the hypersurface, the 3+1 conformal Einstein system is constructed. And we have emphasized that the
trace and traceless parts of the 3+1 dynamical Einstein equation transform separately under the conformal
transformation. Finally, we have reconstructed the 3+1 Einstein system for the foliation which is maxi-
mally sliced (K = 0). We have seen that the conformal background metric is nothing but a conformally flat
background metric and the Cotton-York tensor [13], [14] vanishes in this case. We have also seen that this
particular case leads to the 3+1 IWM system [17], [18] which is the conformal approximation to the general
relativity.
Thirdly, we have reconstructed the Hamiltonian form [9], [10] of the general relativity which provides
us the ADM formalism for the conserved quantity of hypersurfaces of the globally-hyperbolic spacetimes
which asymptotically approach to the well-defined spacetimes such as the Minkowski spacetime [16]. Fur-
thermore, we have seen that the quasi-isotropic gauge and the asymptotically maximal gauge force us to
shrink the cluster of the coordinates in which the ADM angular momentum Ji becomes invariant.
Finally, we have proposed a method in chapter 7 which we think will give the relation between the
solutions of the gradient Cotton soliton [21] and of the static vacuum field equations. Furthermore, we
think that this method can be used to find the relation between the solutions of the gradient Ricci [23] and
the Cotton [21] solitons and the solutions of the Topologically Massive Gravity (TMG) [24], [25], [26].
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