A stochastic production planning problem with a fmite number of planning periods is analyzed where cumulative demands up to each period are independent random variables with continuous probability distributions.
derived. The convex envelope and its associated solution space are then partitioned so as to constitute subproblems. Each of the subproblems leads to construct a sub-tree in the branch-and-bound algoritlun for which branching rules and bounding schemes are mechanized to make an efficient optimal solution search for the equivalent deterministic problem (and accordingly for the original problem) within finite steps.
Hadley [6] has discussed a similar problem in a dynamic programming formulation but without incorporating any production capacity restriction.
Nevison and Burstein [9] have treated a stochastic production problem with stochastic lead times of demand. They permitted inventory backloggings but did not consider any production capacity. Bitran and Yanasse [3] have con'-sidered deterministic approximations to stochastic production planning problems where cumulative demand quanti ties are random variables and no backlogging is allowed.
In section 2, the stochastic production planning problem is formulated in a mathematical model, and its equivalent deterministic problem is derived.
In section 3, a branch-and-bound algoritrm is developed. In section 4, a convex programming algorithm is introduced for subproblems corresponding to each sub-tree of the branch-and-bound algoritlun. In section 5, the computational performance of the algoritlun is evaluated on various criteria by use of its test results on a number of numerical examples. In section 6, concluding remarks are presented. (i) (ii) (iii) (i v) (v) For the stochastic production problem, the followings are assumed;
Model Formulation
The cumulative demand up to each period has a known continuous probability distribution.
With the assumptions (i)-(v), the stochastic production problem (sPp) is formulated as follows; (SPp) Min.
where
F (x) o :5 X t :5 Ut '
' It' It ~ 0 for all t=l, ... ~T, planning horizon, amount of production at period t, nonnegative random demand for period t, amount of inventory at the end of period t, on-hand inventory at the end of period t, backlogged inventory at the end of period t, production capacity at period t, setup cost at period t, unit production cost at period t, inventory holding cost per unit at period t, inventory backlogging cost per unit at period t, 1 if y > 0, or 0 otherwise, operation of expectation.
In the model, without loss of generality, it is assumed that the starting inventory IO=O.
+ -
It and It are restated as follows;
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Substituting It and It in (sPp) with (1) and (2), respectively, the following problem (SP) is obtained as an equivalent formulation of (SPp):
s. t.
pt(x t ) = KtC(Xt)+ctx t • and if follows that where
Let g (0) be the probability density function of the cumulative demand up (EDP) (6) Min.
where Q(x) is defined as in (5).
If demands in each period are independent Gamma or normally distributed random variables, then the cumulative demands up to each period are also Gamma or normally distributed, respectively. Thus, from these distributions, the deterministic functions F(x) as required in (6) can analytically be derived from the well-known Gamma-Poisson relationship or by integrating by parts, respectively.
Branch-and-Bound Algorithm
In order to formulate a solution algorithm, it shall first be proved that the expected inventory cost function Q(x) is convex. Let Z denote the solution set of problem (EDP);
Then z is a compact convex set. 
Proof: The convexity of w(x) directly follows because w(x) is a linear function for all x £ Z. It also holds that * Let x and x be the optimal solutions of (Cp) and (EDP),
since x e: Z and min{f(x) Ix e: Z} = f(x ). This completes the proof. Now, our branch-and-bound algorithm is described. Soland [11] has proposed a branch-and-bound algorithm for an optimal facility location problem with concave costs. Recently, Erenguc and Tufekci [4] presented an extended branch-and-bound algorithm for a lot sizing problem with deterministic demands, from which our algorithm is derived similarly.
° 1
Let the nodes of the branch-and-bound tree be denoted by N • N , .
• the set of pre'-specified production periods, the set of pre-specified non-production periods, Let LB(~) denote a lower bound of the optimal value of F defined on zk. It is now shown how the lower bound LB(~) is calculated. Let the convex envelope of F(x) associated with zk be denoted by ~(x) which satisfies (8) From the result of Theorem 3.3, substituting f(x) and z with ~(x) and zk, respectively, leads to ~(xk) $ F(X*), where
Therefore, a lower bound of the ml.nl.mum of F(x) defined on zk is determined such that LB(~) = ~(xk), where xk solves the following subproblem
Min. (9) Then, at the (k+l)st stage, the node ~ is branched to generate two nodes
~(x)

Zk+l
Zk+Z .
Zk+l N a n d N accordLng to Z and Z ,respectLvely, where Z and zZk+Z differ from zr only at the period t r which satisfies (9). Theorem 3.4
underlies the determination of such a period tr. As the algori thm proceeds, a lis t of nodes that need be further branched from is maintained. This list is called the candidate list. Now, the branchand-bound algorithm is formulated as in Steps (i), (ii), and (iii).
Step (i Step (iv). (Fathoming tests)
Step
(iv-a). (Completeness test)
Fathom a node Ni in the candidate list such that Ai U Bi I.
(iv-b). (Bound test)
Fathom a node Ni such that LB(~) ;:: UB;k. Go to Step (ii).
The above branch-and-bound algorithm is illustrated by Figure 1 This completes the proof. Step O. Find an initial feasible point x in z.
Step I. Calculate Vf(x) and let for all t=I, ... ,T,
*
Step 2. Find the scalar value \ where following the whole procedure of the branch-and-bound algorithm over such all possible nodes.
Computational Effectiveness of the Branch-and-Bound Algorithm
To examine the effectiveness of the proposed branch-and-bound algorithm a number of numerical examples are generated by varying the problem parameters.
And then by solving the problems, the computational performance is evaluated For each test problem with a planning horizon T, the average demand )1 is generated from the uniform interval [100, 300]. Then with the fixed value of )1, the expected value of demand at period t (t=l, ... ,T) is given by the equa-
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Stochastic Production Planning tion (12) at a = 0.5~ and b = T. For this seasonal demand, the variance of demand at period t is given to increase 'with time:
where a = 0.1~ and a = 0.01.
545
The aforementioned two cases of the demand pattern imply that demands at each period follow normal probability distributions with the corresponding expected demands and variances.
For the planning horizon T, three cases are considered: T (in periods).
6, 12, and 24
The average ratio of production to inventory holding cost and inventory backlogging cost are given by, respectively:
And these costs are generated from the following uniform intervals by allowing 50% deviations from the midpoints, 10, 1" and 15, respectively:
Since the effectiveness of the branch-and-bound algorithm may greatly depend on the cost approximation procedure, a wide range of setup costs and capacities are considered.
For the setup cost, three levels are chosen such that (1) Hax and Candea [7] ):
For the capacities, with the given value of the expected demand Dt' t=I, ... ,T, three levels are considered:
(1) With respect to the demand pattern, the algorithm performs on all criteria better for the stationary demand case than for the seasonal demand one. The computational results as summarized in Table 1 show that on the average the algorithm solves fewer number of subproblems, eliminates greater number of subproblems at higher levels in the tree, and spends fewer computing times,
for the numerical problems with the stationary demand pattern than with the seasonal demand pattern.
In general, the tree size and the computing time may increase with the planning horizon T. However, since the cost function is more tightly approximated to at the low levels of setup cost and capacity, it can be expected that at each corresponding low level many subproblems might be eliminated by the bound test. This intuition is reflected by the computational results in Table   1 and Table 2 . In Table 1 , the number of examined subproblems increases with the planning horizon T and the level of capacity, while the level of setup cost does not seem to affect the tree size as significantly as the planning horizon T and the level of capacity.
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. Even if the tree size increases with the planning horizon, Table 3 shows that the fraction of the worst tree size to the maximum possible size 2T+1 for each T decreases rapidly as T increases.
The number of fathomed nodes by the completeness test is very few. For example, the maximum number fathomed among all examined problems is 8. However, more than 40% of examined nodes are eliminated by the bound test as summarized in Table 2 . This implies that the algorithm eliminates about half the examined nodes until it finds a solution. Computational results in Table   2 show that the average depth level of elimination is about half the planning horizon.
In summary, this eV<lluation shows that the algorithm performs weakly as the planning horizon and the levels of setup cost <lnd capacity incre<lse.
However, the ratio of tree size to its m<lximum possible size decreases rapidly as the planning horizon incre<lses. And the fathoming test gives rise to eliminate many subproblems at around half the level of the tree throughout all cases. The computing time takes less than 10 seconds for the planning horizons T = 6, 12.
Conclusion
A stochastic production planning problem with a finite planning horizon.
where cumulative demands up to each period are random variables. is analyzed based on the solution characteristics of its equivalent deterministic problem.
A branch-and-bound algorithm is proposed. which employs a cost approximation procedure of the objective cost function to the convex function at each branching stage. A convex programming algorithm is then incorporated in the branch-and-bound algorithm for lower bound calculations at each subproblem.
The performance evaluation experiment concludes that the algorithm may work practically for reasonably sized problems.
The application area of the branch-and-bound algorithm proposed in this
paper can include stochastic programming problems with simple recourse, since the associated recourse program part can be expressed in a deterministic program so that an equivalent deterministic program (to the whole program) composed of two deterministic programs can be derived in the similar form of this paper. Further applications may include stochastic transportation-location problems, and capacity expansion problems with random demands.
As a further research, the authors have been considering a decomposition approach of non linear programming as another treatment of the concave part (fixed charge) of the cost function.
