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Die zeitunabhangige nichtrelativistische Schrodinger-Gleichung (S-G) lautet
Ĥ = E: (1.1)
Hierbei ist Ĥ der Hamilton-Operator, E die Gesamtenergie und  die Gesamtwellenfunk-
tion. Nach Born und Oppenheimer (Born-Oppenheimer Naherung) [1] konnen Kern- und
Elektronenbewegung naherungsweise entkoppelt werden und damit hangt  explizit von den
Elektronen-, aber nur parametrisch von den Kernkoordinaten ab. Damit wird eine Disku-
sion der Struktur eines Molekuls durch eine Potentialhyperache ermoglicht. Dies ist eine
Auftragung der Energie gegen die relative Lage der Atome fur jeden elektronischen Zustand.
Geometrieoptimierung ist die Lokalisierung von stationaren Punkten auf der Potentialhyper-
ache. Sie ist von groter Wichtigkeit fur die theoretische Chemie. Minima der Potential-
hyperache eines elektronischen Zustandes entsprechen Gleichgewichtsstrukturen (Isomere)
und Sattelpunkte Ubergangszustanden (aktivierte Komplexe).






Dabei ist q(k) die Anderung der kartesischen Koordinaten der Atome, H die Matrix der
zweiten Ableitungen der Energie nach der Kernkoordinaten, die sogenannte Hesse-Matrix, so-
wie g(k) der Gradient der Energie nach den Kernkoordinaten q im k-ten Optimierungszyklus.
Da die Berechnung von H sehr rechenzeitintensiv ist - ca. N mal so gro wie die Berechnung
eines Gradienten, wobei N die Anzahl der Atome angibt - wurden Quasi-Newton-Verfahren
entwickelt. Bei diesen Verfahren wird H durch eine geeignete, symmetrische Matrix ap-
proximiert, welche dann im Laufe der Optimierung aktualisiert wird. Die Eektivitat der
Geometrieoptimierung hangt von verschiedenen Faktoren ab, wie z.B. vom Typ des verwen-
deten Quasi-Newton-Verfahren oder insbesondere von der Anfangsschatzung der Geometrie
und der Hesse-Matrix [4]. Je naher die Anfangsstruktur an der Zielstruktur liegt oder je ge-
nauer der Startwert der Hesse-Matrix ist, desto schneller konvergiert die Geometrieoptimie-
rung [4]. Ein anderer Weg, die Geometrieoptimierung zu beschleunigen, besteht in der Wahl
des Koordinatensystems. Interne Koordinaten, darunter versteht man Bindungsabstande,
Bindungswinkel, sogenannte out-of-plane-Winkel und Torsionswinkel, sind der Physik gut
angepat. Daher entkoppeln die einzelnen Freiheitsgrade relativ gut und somit werden bei
der Geometrieoptimierung weniger Zyklen zum Erreichen der Konvergenz benotigt. Auer-
dem reduziert sich die Anzahl der Freiheitsgrade gegenuber den kartesischen Koordinaten bei
nichtlinearen Molekulen um sechs. Kartesische Koordinaten haben jedoch den Vorteil, da
keinerlei Informationen uber die Topologie des Molekuls benotigt werden, um die Struktur
zu optimieren. Baker und Hehre [3] zeigten, da fur organische Molekule die Konvergenz der
Geometrieoptimierung mit kartesischen Koordinaten gleich eÆzient im Vergleich zu internen
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Koordinaten ist, wenn man den Startwert der Hesse-Matrix auf Kraftfeld-Niveau berechnet.
Kraftfelder geben eine modellmaige mathematische Beschreibung der Abhangigkeit der
Energie von den Koordinaten der Atome eines Molekuls:
EFF = EB + EA + ET + EI + ECross + EvdW + EEl (1.3)
Jeder Term der Energie beschreibt jeweils eine Wechselwirkung zwischen Atomen eines Mo-
lekuls. Eine genauere Erklarung der einzelnen Terme in Gleichung (1.3) wird in Kapitel 2.4
gegeben. Kraftfelder gehen davon aus, da Bindungen Standardlangen und -winkel besitzen
und da Molekule ihre Strukturen so einrichten, da diese Standardwerte moglichst gut rea-
lisiert werden [5]. Diese Annahmen sind insbesondere bei organischen Molekulen sehr gut
erfullt. Dem gegenuber stehen die Ubergangsmetallkomplexe, bei welchen elektronische Ef-
fekte einen groen Einu auf deren Struktur haben. Dennoch wurden Kraftfeld-Methoden
erfolgreich auf Ubergangsmetall-Verbindungen angewandt [6]. Obwohl diese Anwendungen
einen starken Hinweis fur die Anwendbarkeit von Kraftfelder auf Ubergangsmetall-Komplexe
geben, leiden diese generalisierten Methoden (a) unter den Grenzen, die in den Voraussetzun-
gen der Kraftfelder begrundet sind und (b) in den Schwierigkeiten der Parametrisierung eines
Kraftfeldes [6]. Dem zweitem Problem begegnen die neueren Entwicklungen der Kraftfeld-
Methoden, indem sie aus atomaren Parametern, wie z.B. Atomradien oder Ionisierungspo-
tentialen, die Kraftfeldparameter ableiten. Ein solches Kraftfeld ist das Universal Force Field
(UFF) von Rappe [7] aus dem Jahre 1992. UFF ist ein generisches Kraftfeld, welches die
Atome des gesamten Periodensystem abdeckt. Anstatt die verschiedenen Wechselwirkungen
verschiedener Atome getrennt voneinander zu parametrisieren, werden Parameter fur eine
bestimmte Wechselwirkung aus einem begrenzten atomaren Parametersatz abgeleitet. Der
atomare Satz von Parametern hangt von der Hybridisierung und der Oxidationsstufe des
Atoms ab. Damit ist es moglich, mit einer relativ kleinen Anzahl von Parametern fur alle
Verbindungen eine Struktur sowie eine Hesse-Matrix mit einem sehr geringen Rechenaufwand
zu berechnen. Diese Informationen konnen dann als Startwerte fur eine ab initio Geometrie-
optimierung eingesetzt werden.
Eine Anwendung der auf Kraftfeldniveau berechneten Startwerte fur die Geometrieoptimie-
rung ist die Berechnung der Bindungsenergien von H und CH3 an verschiedenen aktiven
Zentren in polycyclischen aromatischen Kohlenwasserstoen (PAH) unterschiedlicher Groe
und Gestalt. Das Verstandnis der Bildung und des Wachstums von PAHs ist von groer
praktischer Bedeutung [8]. PAHs werden in betrachtlichen Mengen bei der unvollstandigen
Verbrennung von fossilen Materialien gebildet und stellen eine wichtige Klasse von Verschmut-
zungen dar [9],[10]. PAHs werden als Vorlaufer in der Bildung von Ru angesehen. Die Che-
mie der PAHs ist ebenfalls wichtig bei der Astrophysik, bei der Synthese von Diamantlmen
sowie bei den Fullerenen [9]. Kinetische Untersuchungen des PAH-Wachstumsmechanismus
in der Gasphase haben gezeigt, da der Wachstumsproze von PAHs mehrere reversible Re-
aktionsschritte enthalt und da gerade diese Reaktionen entscheidend fur die Bildung von
PAHs sind [8]. Um dies in theoretisch-kinetischen Untersuchungen zu modellieren, kommt es
auf die Genauigkeit der Gleichgewichtskonstanten der kritischen Reaktionen an. Das heit,
da fur eine moglichst genaue kinetische Simulation des PAH-Wachstums genaue Werte der
Gleichgewichtskonstanten benotigt werden. Dazu wurden sehr viele theoretische Studien
zur Ermittlung von thermochemischen Daten, insbesondere der Standardbildungsenthalphie
fH
Æ




In Kapitel 2 werden zunachst das Hartree-Fock- und das DFT-Verfahren mit der RI-J-
Nahrung erlautert, welche bei der Berechnung der Bindungsenergien des Wasserstos und
der Methylgruppe in polyaromatischen Kohlenwasserstoen benutzt wurden. Daneben wer-
den in Kapitel 2 die Geometrieoptimierung und Kraftfeldmethoden besprochen. Im Abschnitt
2.4.2 wird das Universal Force Field (UFF) von Rappe et. al. [11], welches im TURBOMOLE
Programmpaket [12] implementiert wurde, naher erlautert. Im Kapitel 3 wird der Einu der
Startstruktur und der Hesse-Matrix als Startwert, die auf UFF Niveau berechnet werden, auf
die Konvergenz der Geometrieoptimierung untersucht. Anschlieend werden im Kapitel 4 die
Bindungsenergien von Wassersto und der Methyl-Gruppe in PAHs unterschiedlicher Groe
und Gestalt besprochen. Schlielich folgt eine kurze Zusammenfassung. Im Anhang werden
die Strukturen der Molekule, die Beschleunigungsfaktoren, die Reduktionsfaktoren fur Ka-





Die grundlegende Idee des Hartree-Fock-Verfahrens (HF) zur genaherten Losung der zeit-
unabhangigen Schrodinger-Gleichung (Gl. (1.1)) im Rahmen der Born-Oppenheimer-Nahrung
ist, das Mehrelektronenproblem auf gekoppelte Einelektronenprobleme zuruckzufuhren. Das
geschieht durch den formalen Ersatz der Elektron-Elektron-Wechselwirkungs-Terme durch ein
gemitteltes Potential vHF (xi) fur jedes Elektron, welches das mittlere Potential der ubrigen
(N 1) Elektronen (N ist die Anzahl der Elektronen) beschreibt. Dies fuhrt zur Vernachlassi-
gung von Elektronen-Korrelationseekten, welche die Hauptfehlerquelle des HF-Verfahrens
sind.
Ausgehend vom Energieerwartungswert E
E =< jĤj > (2.1)
gelangt man mit Hilfe des Variationsprinzip zu den Hartree-Fock-Gleichungen. Dazu setzt
man in Gl.(2.1) fur Ĥ den Ausdruck aus Gl.(1.1) und fur  einen Determinantenansatz
(Slater-Determinante)
 = ji(x1)j(x2):::k(xN ) > (2.2)
ein. In der Slater-Determinante ist j(xl) das j-te Spinorbital fur Elektron l. Der Deter-
minantenansatz fur  berucksichtigt das fur Fermionen geltende Pauli-Verbot (Antisymme-
trieprinzip). Minimiert man nun E durch Variation der analytischen Form der Spinorbitale
unter der Nebenbedingung der Orthonormalitat der Spinorbitale
< ijj >= Æij (2.3)
mit der Lagrangeschen Methode, so erhalt man die Hartree-Fock-Gleichungen:
f̂(xi)a(xi) = aa(xi) (2.4)


























Dabei bezeichnet f̂ den Fock-Operator, Ĵb den Coulomb-Operator und K̂b den Austausch-
Operator der Spinorbitale. Der Coulomb-Operator gibt das gemittelte lokale Potential an der
Stelle xi, welches vom Elektron j in b stammt. Summiert man nun uber alle b 6= a, so erhalt
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man das totale gemittelte Potential, welches von den (N-1) Elektronen erzeugt wird und
auf das Elektron i in a wirkt. Der Austausch-Operator K̂b resultiert aus der Formulierung
der Gesamtwellenfunktion als Slater-Determinante und korrigiert die Selbstwechselwirkungs-
terme, die im Coulomb-Operator enthalten sind. Der Energieerwartungswert E0 fur den









< abjjab > : (2.5)
Es gibt zwei Ansatze fur Spinorbitale [13], welche auf das eingeschrankte HF (RHF)- Verfah-
ren und auf das uneingeschrankte HF (UHF)-Verfahren fuhren:




 j(r)  (!)
 j(r)  (!)
(2.6)
 'Uneingeschrankte' Spinorbitale, welche unterschiedliche raumliche Funktionen fur  -
und  - Spin haben:
i(x) =
(
 j (r)  (!)
 

j (r)  (!)
(2.7)
Zur Beschreibung von geschlossenschaligen Molekulen, d.h. N Elektronen besetzen N/2-
Orbitale mit jeweils zwei Elektronen mit - und -Spin, benutzt man in der Regel einge-
schrankte Spinorbitale. Oenschalige Molekule, in welchen N Elektronen Spinorbitale mit
-Spin und N Elektronen Orbitale mit -Spin besetzen (N+N=N), beschreibt man im
allgemeinen mit uneingeschrankten Spinorbitalen. Da in dieser Arbeit geschlossenschalige
Molekule mit dem RHF-Verfahren und oenschalige mit dem UHF-Verfahren berechnet wer-
den, wird auf eine Diskussion der Behandlung von oenschaligen Molekulen mit dem RHF-
Verfahren verzichtet.
Eingeschranktes HF-Verfahren (RHF)
Im RHF-Verfahren setzt man in die HF-Gleichung (2.4) die eingeschrankten Spinorbitale (2.6)
ein und integriert uber die Spinkoordinaten unter Berucksichtigung der Orthonormalitat der
Spinfunktionen und erhalt damit die RHF-Gleichungen:
f̂ a = a a (2.8)







Die Coulomb- und Austauschoperatoren Ĵb und K̂b im RHF-Verfahren sind analog zu den
entsprechenden HF-Operatoren, nur mit dem Unterschied, da sie Funktionen der raumli-
chen Orbitale  i sind. Diese Gleichungen konnen nur fur Atome oder fur lineare Molekule
numerisch gelost werden, so da zur Losung von Molekulen eine weitere Naherung eingefuhrt








Dabei hat sich die Entwicklung nach Atomorbitalen (LCAO) oder nach Funktionen, die
die Atomorbitale beschreiben, bewahrt. Setzt man das in die RHF-Gleichungen (2.8) ein,

















Die im Variationsverfahren zu variierenden Parameter sind nun die KoeÆzienten ci der
Basisfunktionen. Die Integro-Dierentialgleichung (2.8) wird auf ein Matrixeigenwertproblem
reduziert:
F C = S C  (2.11)
Die Spalten von C sind die Eigenfunktionen und enthalten die KoeÆzienten der Basisfunktio-
nen ci. Der Eigenwert  ist eine Diagonalmatrix, welche die Orbitalenergien i als Diagonal-
elemente enthalt. Da F eine Funktion von den Eigenfunktionen C ist, kann diese Gleichung
nur iterativ bis zur Selbstkonsistenz gelost werden. Dabei gibt man eine Startmatrix fur
C vor, lost damit Gleichung (2.11) und erhalt einen besseren Wert fur C. Das wiederholt
man so lange, bis die Dierenz von C zweier aufeinanderfolgender Schritte kleiner als eine
vorgegebene Fehlerschranke ist.




















Im UHF-Verfahren lat man die Bedingung der gleichen raumlichen Form fur - und -Spin
fallen. Dazu setzt man in die HF-Gleichung (2.4) die uneingeschrankten Spin-Orbitale (2.7)
ein und erhalt die UHF-Gleichungen:










































Ersetzt man in den Coulomb- und Austauschoperatoren der RHF-Gleichungen die raumli-
chen Orbitale  durch   bzw.  , so erhalt man die entsprechenden uneingeschrankten
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die gekoppelten Integro-Dierentialgleichungen in gekoppelte Matrixeigenwert-Gleichungen
uberfuhren. Man erhalt die Pople-Nesbet-Gleichungen :
F C = S C 
F  C = S C 
(2.17)
Da die Fockmatrix F eine Funktion der Eigenfunktionen C und C ist (fur F  gilt dies
auch), konnen diese Gleichungen nur iterativ bis zur Selbstkonsistenz und nicht unabhangig
voneinander gelost werden. Das heit, man mu in einem Iterationsschritt beide Gleichungen
(2.17) losen.


























Unter dem Begri der Korrelationsenergie versteht man im wesentlichen die gegenseitige
Beeinussung der Elektronen in ihrer Bewegung. Die HF-Methode erfat nur die sogenannte
Fermikorrelation [13], welche verhindert, da sich zwei Elektronen mit parallelem Spin am
selben Punkt im Raum aufhalten. Aufgrund der Coulombwechselwirkung sind die Elektronen
unabhangig vom Spin jedoch immer korreliert. Daher ist die HF-Energie im HF-Limit, d.h.
die Orbitale werden in einer vollstandigen, unendlich groen Basis entwickelt, mit einem
Fehler behaftet. Die Korrelationsenergie EKorr wird deniert als die Dierenz der exakten
Energie Eexakt zur Energie im HF-Limit E
Lim
HF :
EKorr = Eexakt   E
Lim
HF : (2.19)




In der Dichtefunktionaltheorie wird die elektronische Grundzustandsenergie eines Molekuls





und nicht wie bisher, als Funktional der Wellenfunktion beschrieben.
Hohenberg und Kohn stellten ein Variationsprinzip fur dieses Funktional auf [14] . Sie zeig-
ten, da die Minimierung des Energiedichtefunktionals E[] durch Variation von  unter der









Dichten, die sich aus N N -Determinanten als Wellenfunktionen darstellen lassen, genugen
diesem Variationsprinzip [15] . Hohenberg und Kohn bewiesen die Existenz eines Energie-
dichtefunktionals, konnten aber keine Aussage uber dessen Form angeben. Als Ansatz wahlt
man folgende Zerlegung des Energiedichtefunktionals
E[] = T [] + Vee[] + Vne[]: (2.23)
Hierin sind T [] das Funktional der kinetischen Energie, Vee[] das Funktional der Elektronen-
Wechselwirkungen (Elektronen-WW). Man zerlegt es in einen Coulomb- und einen nichtklas-
sischen Anteil










Vne[] ist das Funktional der Coulomb-Energie zwischen Kernen und Elektronen und lat sich
sofort bestimmen:








Die Form von T [] und Vee[] ist allerdings unbekannt. Kohn und Sham eroneten uber ein
Referenzsystem nichtwechselwirkender Elektronen einen Zugang zur Bestimmung von E[]
[16] . Mit Hilfe dieses Systems lat sich E[] fur ein System wechselwirkender Elektronen in
folgender Form schreiben:
E[] = Tu[] + J [] +EXC [] + Vne[]: (2.26)
Hierin sind Tu[] das Dichtefunktional der kinetischen Energie des Referenzsystems nichtwech-
selwirkender Elektronen und EXC [] das Austauschkorrelationsfunktional. Dieses enthalt
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die Dierenz der kinetischen Energie des Referenzsystems und des Systems wechselwirkender
Teilchen sowie die nichtklassischen Elektronen-WW
EXC [] = T []  Tu[] + Vee[]  J [] ;
wobei T [] das Funktional der kinetischen Energie des Systems wechselwirkender Teilchen ist.
Durch EXC [] wird formal die Berechnung des Beitrags der Austauschkorrelationsenergie zur
Gesamtenergie moglich. Die Minimierung von E[] (Gl. 2.26) durch Variation der Dichte un-
ter der Nebenbedingung des Erhalts der Teilchenzahl (Gl. 2.21) fuhrt auf die Eulergleichung






















+ vJ(r) + vXC(r) + v(r)| {z }
veff (r)
:
Hierin ist  der Lagrange-Faktor. Dieses System nicht-wechselwirkender Elektronen kann






i + veff (ri)

i = ii: (2.28)
Daher konnen anstatt der Losung von Gl. (2.27), die sogenannten Kohn-Sham-Gleichungen


















ji > : (2.30)
Bei Kenntnis von EXC [] ist somit auch die Behandlung von T [] und Vee[] moglich. Die
Minimierung von E[] erfolgt nun durch der Variation der Orbitale im Orbitalraum. Anstelle
des Erhalts der Teilchenzahl tritt nun die Bedingung der Orthonormalitat der Orbitale (Gl.
2.3). Die elektronische Gesamtenergie ergibt sich damit zu




























2 + v(r) + vJ(r) + vK(r)

i = ii
mit den Kohn-Sham-Gleichungen. An die Stelle des Austauschpotentials vK , beschrieben




Fur oenschalige Molekule erhalt man analog dem UHF-Verfahren gekoppelte Kohn-Sham-
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Die Kopplung der Gleichungen ergibt sich uber die eektiven Potentiale veff bzw. v

eff , wel-
che jeweils Funktionale der -Dichte  und der -Dichte  sind.
Die Kohn-Sham-Gleichungen (2.28) bzw. (2.32) stellen Eigenwertgleichungen dar, in welchen
die Operatoren explizit von den Eigenfunktionen abhangen. Wie im HF-Verfahren ist es
ein ubliches Losungsverfahren, die Orbitale in einer Basis zu entwickeln und die Gleichun-
gen iterativ bis zur Selbstkonsistenz zu losen. Es ergeben sich dann zu den Roothaan- bzw.
Pople-Nesbet- Gleichungen (Gl. 2.10 bzw. 2.17) im HF-Verfahren analoge Gleichungen, wo-
bei an die Stelle der Austauschterme nun Austauschkorrelationsterme treten.
In den Kohn-Sham-Gleichungen wird die Kenntnis von EXC [] vorausgesetzt, um die ex-
akte Grundzustandsenergie und -dichte zu erhalten. Da weder die exakte Form von EXC
fur molekulare Systeme bekannt ist, noch ein systematisches Vorgehen zur Verbesserung
von EXC angegeben werden kann, ist man auf heuristische Ansatze zur Modellierung von
EXC angewiesen [17] . Die meisten Naherungsansatze fur EXC [] sind sogenannte lokale
Dichte-Approximationen (LDA), in welchen man fur XC die Austauschkorrelationsenergie
pro Teilchen eines freien Elektronengases mit konstanter Dichte (r) ansetzt. Sie sind von
der Form [18] :
EXC [] = EX [] +EC [] =
Z
drXC(; ) : (2.33)
Zur Modellierung von EXC wird dieses Funktional in ein Austauschfunktional EX [] und
ein Korrelationsfunktional EC [] zerlegt. In der Praxis werden haug das Slater-Dirac-
Austauschfunktional S [19] und das Vosko-Wilk-Nusair (VWN)-Korrelationsfunktional [20]
benutzt. Es zeigte sich an Rechnungen von Atomen, da diese LDA-Funktionale, im Vergleich
mit exakten Werten, abweichende Werte fur die Austausch- und Korrelationsenergie liefern
[21]. Sogenannte gradientenkorrigierte Funktionale konnten diese Abweichungen verringern.
Darunter versteht man solche Funktionale, die neben dem Term in der LDA-Naherung (Gl.
2.33) hohere Terme der Entwicklung von EXC in Potenzen des Dichtegradienten berucksich-
tigen. In der Generalized Gradient Approximation (GGA) hat EXC [] folgende Form
EXC [] =
Z
drXC (; ; ; ; ) (2.34)
mit
0 = rr0 :
In der Regel wird nach dem Term zweiter Ordnung die Entwicklung abgebrochen [21].
2.2.1. Die RI-J-Nahrung
Der Rechenzeitbedarf ist bei groeren Systemen fur die Berechnung des Coloumbteils am
groten. Aufgrund der zu berechnenden Vierzentren-Zweielektronenintegrale skaliert die Re-
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chenzeit formal mit der vierten Potenz der Systemgroe. Die Berechnung der Austauschkor-
relationsenergie skaliert hingegen formal nur mit N3.









Dunlap [22] schlug zuerst vor, die Dichte (r) in Gleichung (2.35) durch eine Linearkombi-
nation von Auxiliar-Basisfunktionen darzustellen:
(r)  ! ~(r) =
X
c  f(r): (2.36)





((r1)  ~(r2)) dr1dr2: (2.37)
Dies fuhrt dann zu folgendem linearen Gleichungssystem












welches gelost die gesuchten EntwicklungskoeÆzienten c ergibt. Die genaherte Coulomb-









Dieses Naherungsverfahren wird als 'Resolution of the Identity for J' bezeichnet, weil man




< j >< j > 1< j > (2.40)
eingesetzt wurde [23]. Damit erreicht man ein formales Skalenverhalten von N3. Fur groe




Die Bestimmung der Gleichgewichtsstruktur (Geometrieoptimierung) von Molekulen besteht
im Rahmen der Born-Oppenheimer-Naherung in der Suche des Minimums der Energiehy-
perache E, welche eine Funktion der MO-KoeÆzienten C und der Kernkoordinaten q ist.
Notwendige Bedingung fur das Vorliegen eines Minimums ist, da die erste Ableitung g(q)
von E nach den Kernkoordinaten Null sein mu:
dE(q; C) = g(q)dq +
@E
@C
dC = 0 : (2.41)
Verwendet man die OrbitalkoeÆzienten, welche die oben besprochenen SCF-Verfahren auf
HF- sowie DFT-Niveau liefern, so verschwinden die Ableitungen von E nach C. Das Problem
der Suche des Minimums von E reduziert sich auf die Suche von Nullstellen von g.








q : allgemeine Koordinaten
H : Hesse-Matrix der Energie bezuglich q
Bei einer quadratischen Funktion und einer positiv-deniten Hesse-Matrix fuhrt das Newton-
Verfahren in einem Schritt zum Minimum. Bei Vorliegen einer allgemeinen Funktion ist das
Newton-Verfahren, falls der Startvektor q(0) im Konvergenzbereich liegt, quadratisch konver-
gent [24]. Auerhalb des Konvergenzradius konvergiert das Newton-Verfahren im allgemeinen
nur, wenn eine lineare Suche durchgefuhrt wird[25]. Das heit, da die Richtung des Verschie-
bungsvektor q aus Gl. (2.42) akzeptiert, aber die Lange optimiert wird. Die Berechnung der
Hesse-Matrix ist zu aufwendig, so da das Newton-Verfahren nicht zur Anwendung kommt.
Es wurden daher Quasi-Newton-Verfahren entwickelt, die sich vom Newton-Verfahren in H
unterscheiden [25]. Diese Verfahren sind dann nur noch superlinear konvergent, dennoch ist
der gesamte Rechenaufwand gegenuber dem Newton-Verfahren geringer [26]. In den Quasi-
Newton-Verfahren wird die Inverse der Hesse-Matrix durch eine symmetrische Matrix F (k)
geeignet approximiert:
q(k) =  F (k)  g(k) (2.43)
mit
F  H 1
Dazu gibt man eine geeignete Startmatrix F (0) vor und aktualisiert sie in jedem Optimie-
rungszyklus:
F (k+1) = F (k) +F (k) (2.44)
Bei den meisten Quasi-Newton-Verfahren wird folgende Beziehung fur die Verbesserung
F (k) verwendet [25]
F (k) = a u  uT + b v  vT + c





u = d(k) = q(k+1)   q(k)






Je nach Wahl der drei Parameter a, b und c konnen die Quasi-Newton-Verfahren folgender-
maen unterschieden werden:
 Murtagh - Sargent (MS) [27]




 y(k)   y(k)
T
 F (k)  y(k)
; (2.46)











 F (k)  y(k)
(2.48)
c = 0; (2.49)























Der DIIS-Algorithmus von Pulay [34], [35] (Direct Inversion of the Iterative Subspace) zur
Konvergenzbeschleunigung einer SCF-Iteration ist von ihm auf Geometrieoptimierung ange-
pat worden [2]. Dabei werden die bereits erzeugten Koordinaten q linear kombiniert, um
den besten Vektor, d.h. den Vektor mit dem kleinsten Gradienten, in dem m-dimensionalen
Raum, der durch die bereits erzeugten Koordinatenvektoren aufgespannt wird, zu nden.
2.3.1. Optimierung in verschiedenen Koordinatenraumen
Die Geometrieoptimierung kann in verschiedenen Koordinatenraumen durchgefuhrt werden.
Sie kann im Raum der kartesischen oder der internen Koordinaten der entsprechenden Punkt-
gruppe des Molekuls durchgefuhrt werden. Geometrieoptimierungen im Raum der internen
Koordinaten haben die folgenden Vorteile:
 Die internen Koordinaten sind gut an die Physik der Molekule adaptiert (Bindungs-
abstande , -winkel etc.), daher sind die Kraftkonstanten relativ gut entkoppelt; es
resultiert eine diagonaldominante Kraftkonstantenmatrix.
 Die Anzahl der Freiheitsgrade, die optimiert werden mussen, reduziert sich fur nichtli-
neare Molekule im Vergleich zu den kartesischen um 6. Die Translations- und Rotati-
onsbewegungen sowie zusatzliche Redundanzen aufgrund der Symmetrie des Molekuls
werden von vorneherein eliminiert. Dadurch ist u.a. die Konvergenz der Geometrieop-
timierung deutlich besser als Optimierung mit kartesischen Koordinaten.
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 Die meisten Optimierer - so auch der im TURBOMOLE verwendete Geometrieoptimie-
rer RELAX - brauchen eine geeignete Approximation des Startwertes der Hesse-Matrix
(oder deren Inversen). Dieser Startwert der Hesse-Matrix wird im allgemeinen, wie
auch im RELAX-Programm, empirisch geschatzt und nach jedem Optimierungszyklus
aktualisiert [36]. Diese Abschatzung des Startwertes der Hesse-Matrix kann am besten
im Raum der internen Koordinaten erfolgen, weil dort die einzelnen Elemente als z.B.
Bindungserweiterung oder Winkelanderung interpretiert werden und so geeignete Werte
zugeordnet werden konnen[3].
Allerdings stehen dem aber auch signikante Nachteile gegenuber:
 Fur sterisch beladene Molekule ist die Denition der internen Koordinaten aufgrund
der Randbedingung schwierig.
 Der gewahlte Satz von internen Koordinaten zur Geometrieoptimierung kann groen
Einu auf die Konvergenz der Optimierung, insbesondere fur zyklische Systeme, in
welchen die Freiheitsgrade stark gekoppelt sind, haben [3]. Das Problem ist, da diese
Kopplungen im Startwert der Hesse-Matrix nicht vorhanden sind, welche meist diago-
naldominat oder sogar nur Diagonalmatrizen sind. Im Laufe der Optimierung werden
erst durch die Aktualisierungen der Hesse-Matrix diese Koppelungen eingefuhrt.
 Aus Sicht der Anwender ist insbesondere fur vernetzte oder dreidimensionale, aus-
gedehnte Molekule die Generierung eines kompletten, linear unabhangigen Satz von
Koordinaten, welche die Symmetrie des Molekuls berucksichtigt, sehr zeitaufwendig.
Dieses Problem kann durch redundante interne Koordinate, welche in fast allen Fallen
automatisch generiert werden konnen, umgangen werden [37].
Baker und Hehre [3] zeigten, da mit einer geeigneten Hesse-Matrix als Startwert, die Geo-
metrieoptimierung im Raum der kartesischen Koordinaten nahezu gleiche EÆzienz besitzt
wie eine Optimierung im Raum der internen Koordinaten. Sie benutzten dazu eine auf
Kraftfeldniveau (Kraftfeld TRIPOS 5.2 [38]) berechnete Hesse-Matrix als Startmatrix fur die
Geometrieoptimierung (siehe auch dazu Abschnitt 3.2.5). Deren Testsatz bestand aus 20
organischen Molekulen. Die Ergebnisse lassen sich wie folgt zusammenfassen:
 Im Raum der internen Koordinaten wird die Anzahl der Geometriezyklen zur Errei-
chung des Minimums mit einer Kraftfeld Hesse-Matrix als Startwert um durchschnitt-
lich ein bis zwei Zyklen im Vergleich zu einer Einheitsmatrix als Startwert reduziert.
 Eine Optimierung mit kartesischen Koordinaten und einer Kraftfeld Hesse-Matrix re-
duziert die Zyklenzahl um uber 50 %.
 Mit einer Kraftfeld Hesse-Matrix besitzt die Optimierung im Raum der kartesischen
Koordinaten ahnliche Konvergenzeigenschaften wie jene mit internen Koordinaten.
Die Idee, die in der vorliegenden Arbeit verfolgt wurde, besteht darin, mit Hilfe eines soge-
nannten 'all element' Kraftfeldprogramms [39] fur Verbindungen, die Atome des gesamten
Periodensystem enthalten, eine Startstruktur und eine Kraftkonstantenmatrix zu berechnen.
Die so erhaltene Hesse-Matrix wird dann als Startmatrix fur eine Geometrieoptimierung ver-
wendet. Damit kann man die Geometrieoptimierung auch mit kartesischen Koordinaten mit
ahnlicher EÆzienz wie im Raum der internen Koordinaten durchfuhren, mit dem Vorteil der




Kraftfeldprogramme gehen davon aus, da zwischen Atomen eines Molekuls Bindungen exi-
stieren und da zwischen den nicht gebundenen Atomen van der Waals- und elektrostatische
Krafte (sog. nichtbindende Wechselwirkungen) wirken, die sich einfach modellieren lassen.
Die Energie eines Molekuls in einer gegebenen Konformation ergibt sich dann als Superposi-
tion von Valenzwechselwirkungen (Eval), welche von der Konnektivitat der Atome unterein-
ander abhangen und von nichtbindenden Wechselwirkungen (Enb), welche von der Distanz
der Atome abhangen [6]:
EFF = Eval + Enb: (2.53)
Eine weitere fundamentale Idee dieser Methoden ist die Annahme, da Bindungen 'naturli-
che' Langen und Winkel besitzen, und da Molekule ihre Geometrien so einrichten, da diese
naturlichen Werte moglichst gut realisiert werden [5]. So sind zum Beispiel alle C-H Bin-
dungsabstande im Bereich zwischen 106 und 110 pm. Auch die C-H Streckschwingungen
sind analog im Bereich von 2900 und 3300 cm 1, was bedeutet, da die Kraftkonstanten
vergleichbar sind. Auch fur andere funktionale Gruppen gilt dies, wie zum Beispiel fur den
Bindungsabstand (  121 pm) und die Schwingungsfrequenz ( 1700 cm 1) der Carbonyl-
Gruppe [39].1 In Molekulen, welche nicht alle naturlichen Groen erreichen konnen, wird
die lokale Geometrie in voraussagbarer Art deformiert. Dabei wird eine Spannungsenergie
aufgebaut, die berechnet werden kann. Die Geometrie wird sich nun so einstellen, da die
Summe aller Spannungsenergien minimal wird und in moglichst viele kleine Komponenten
auf das Molekul verteilt wird.
Fur die Berechnung dieser Spannungsenergie wird das Kraftfeld eines Molekuls in eine Summe
von mechanischen Modellkraften zerlegt [5]. Die Spannungsenergie EFF wird dann in allen























B : Bindungslangendeformationsenergie (Bindungsterme)
E
ges
A : Bindungswinkeldeformationsenergie (Winkelterme)
E
ges
T : Energie einer Rotation um eine J-K Bindung
in einer Atomsequenz I-J-K-L (Torsionsterme)
E
ges
I : Energie einer Inversionsbewegung eines Atoms,
welches an genau drei andere Atomen gebunden ist (z.B. NH3) (Inversionsterme)
E
ges
Cross : Energie von sogenannten Kreuztermen, wie z.B. zwischen EB und EA
E
ges
vdW : Van der Waals-Wechselwirkungsenergie (nichtbindende vdW-Terme)
E
ges
El : Elektrostatische Wechselwirkungsenergie (nichtbindende elekt. Terme)
Diese Zerlegung in einzelne Beitrage entspricht der Tatsache, da die Energien (Frequenzen)
der Krafte stark unterschiedlich sind und da dadurch die lokalen Oszillatoren weitgehend
entkoppelt sind[5].
1Das ist die Basis der organischen Chemie, welche sich mit Molekulen beschaftigt, die aus verschiedenen
funktionellen Gruppen aufgebaut sind, die sich in unterschiedlichen Molekulen sehr ahnlich verhalten.
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Die verschiedenen Kraftfeldprogramme unterscheiden sich hauptsachlich in drei Punkten [39]
und zwar
 in der funktionellen Form fur jeden Energieterm
 in der Anzahl der berucksichtigten Kreuzterme, sowie
 in der Art der Information, die fur die Parametrisierung benutzt wird.
Groe Fortschritte wurden in den letzten 30 Jahren erzielt, Strukturen einer Vielzahl von Sub-
stanzklassen auf Kraftfeldniveau akkurat zu berechnen. Die Kraftfeldprogramme MM3 von
Allinger et. al.[40], AMBER von Weiner et. al.[41] oder CHARMM (Chemistry at Harvard
Macromolecular Mechanics) von Karplus et. al.[42] sind klassische Kraftfeldprogramme, wel-
che fur unterschiedliche Substanzklassen parametrisiert wurden und fur diese Verbindungen
angewandt werden. So ndet z.B. CHARMM Anwendung bei der Berechnung von Proteinen
[39].
2.4.1. Kraftfelder bei Ubergangsmetall-Verbindungen
Die Zuordnung der geeigneten, funktionellen Form zur Beschreibung der einzelnen Energie-
terme sowie der entsprechenden Kraftfeldparameter ist fur Ubergangsmetallcluster schwierig
[39]. Die Bindungsvielfalt ist bei Metallen viel groer als bei organischen Molekulen. Daneben
existieren noch weitere Probleme bei der Berechnung der Struktur eines Ubergangsmetall-
Komplexes:
 Fur eine gegebene Anzahl von Liganden ist mehr als nur eine geometrische Anordnung
moglich. Bei der Koordinationszahl (KOZ) von 4 ist eine tetrahedrale sowie eine qua-
dratisch planare Struktur zu erwarten; bei KOZ von 5 ist eine quadratisch-planar oder
eine trigonale Bipyramide moglich.
 Bei Fe(CO)5, welches trigonal bipyramidal in der Gasphase ist, mu das Bindungs-
winkeldeformationspotential drei mogliche Energieminima bei 90Æ, 120Æ sowie 180Æ be-
sitzen. Dies zeigt, da eine einfache Taylorentwicklung um einen 'naturlichen' Winkel
nicht adaquat zur Beschreibung ist.
 Die Energiekosten fur eine Bindungslangen- oder -winkelanderung sind in einem Uber-
gangsmetallkomplex viel geringer als z.B. einem organischen Molekul. Dies spiegelt sich
in den Phanomenen Pseudo-Rotation, Ligandenaustauschprozesse sowie groe Struk-
turanderungen bei Ligandenaustausch wider. Abweichungen bis zu 30Æ vom 'naturli-
chen' Winkel bei Einfuhrung eines sterisch anspruchsvollen Liganden sind keine Sel-
tenheit. Als weiteres Beispiel sei der Trans-Eekt [43] angefuhrt. Dabei kann sich der
Bindungsabstand des gegenuberliegenden Liganden um bis zu 20 pm andern.
 Ein weiteres Problem ist das Fehlen einer wohldenierten Zweizentren-Zweielektronen
Bindung wie zum Beispiel bei der Koordination eines Olens an ein Metallzentrum oder
in den Metallocenen.
Dennoch wurden Kraftfeld-Methoden erfolgreich auf Ubergangsmetall-Verbindungen ange-
wandt, so z.B. auf Konformationanalysen von Chelat-Ringen [44], auf Analysen von Franck-
Condon Faktoren in Elektronentransfer-Reaktionen [45], auf Strukturanalyse von Metall-
Metall Mehrfach-Bindungen [46] sowie auf Simulationen der Liganden Anordnung in Metall-
clustern [47]. Landis et. al [6] entwickelten ein Kraftfeldprogramm SHAPES, welches eine
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gute Beschreibung von idealisierten Strukturen wie z.B. trigonal-bipyramidal, quadratisch-
planar, oktahedral und quadratisch-pyramidal liefert. So wurden z.B. die Strukturen von ver-
schiedenen quadratisch-planaren Rhodium-Komplexen bis auf 0.2 A in den Bindungslangen
und 3Æ in den Bindungswinkeln berechnet. Rappe et. al. [7] entwickelten 1992 das 'Universal
Force Field' (UFF), welches die Elemente des gesamten Periodensystems abdeckt. In der jet-
zigen Version kann es nicht zur Vorhersage von Energiedierenzen benutzt werden [48], aber
Geometrien werden qualitativ richtig berechnet [39]. Es folgt nun eine kurze Beschreibung
des UFF, welche sich im wesentlich an der Veroentlichung von Rappe [7] orientiert.
2.4.2. Das Kraftfeldprogramm UFF
Die grundlegende Idee des UFF ist die Ableitung von di-, tri- und tetra-atomaren Parametern
(fur EB , EA bzw. ET ) aus atomaren Eigenschaften wie Ionisierungspotential, Atomradius,
Elektonegativitat, Polarisierbarkeit. Die Basis des UFF sind die Atomtypen, welche einen
Satz von Atomparametern wie z.B. Hybridisierung, enthalten. Folglich ist fur jede Hybdridi-
sierung des C-Atoms ein eigener Atomtyp zu denieren. Es sind insgesamt 126 Atomtypen im
UFF deniert. Es konnen mit UFF Verbindungen, die aus Atomen des gesamten Perioden-
systems bestehen, berechnet werden. Solche Kraftfelder werden als 'all element' Kraftfelder
bezeichnet [39]. Die Genauigkeit z.B. der berechneten Struktur ist im Vergleich mit Kraft-
feldern, die nur fur eine bestimmte Substanzklasse parametrisiert sind, geringer; dafur erhalt
man fur einen groen Substanzklassenbereich qualitativ richtige Strukturen [39],[49].
Der Energieausdruck fur ein bestimmtes Molekul im UFF setzt sich nach Gleichung (2.53) aus
Bindungs- und Nichtbindungstermen zusammen. Die Valenzwechselwirkungen stellen sich als
Summe nach Gleichung (2.54) von EB; EA; ET und EI und die nichtbindenden Wechselwir-














Es werden also keine Kreuzterme berucksichtigt. Die funktionelle Form der Ausdrucke haben












KIJK  (1  cos ) : linearer Fall
KIJK
9
(1  cos(3)) : trigonal planarer Fall
KIJK
16
(1  cos(4)) : quadratisch planarer Fall
KIJK
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CA1 =  4  C
A









NB; NA; NT ; NI ; Nnb : Die Anzahl der Bindungsterme, Winkelterme,Torsionsterme,
der Inversionsterme sowie der nichtbindenden Wechselwirkungsterme
KIJ ;KIJK : Kraftkonstanten der Bindungs- bzw. Winkelterme
r; rIJ : Bindungs- bzw. 'naturlicher' Bindungsabstand zweier Atome





2 : KoeÆzienten der Fourierentwicklung fur die Bindungsterme
; 0 : Torsions- bzw. 'naturlicher' Torisonswinkel einer Atomsequenz I-J-K-L
V : Hohe der Torsionsbarriere
n : Periodizitat des Torsionspotential
! : Inversions- oder out-of-plane-Winkel einer Sequenz I-J-K-L am Atom I





2 : KoeÆzienten der Fourierentwicklung fur die Inversionsterme
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x; xIJ : Abstand bzw 'naturlicher' Abstand zweier nicht gebundener Atome
DIJ : Potentialtiefe des Lennard-Jones Potentials
qI ;  : Partialladung des Atoms I bzw. Dielektrizitatskonstante.
Das Morse-Potential liefert zwar eine realistischere Beschreibung des Bindungspotential als
das harmonische Potential (Gl. 2.56), hat aber auch den folgenden Nachteil. In vielen
Anwendungen ist die Startgeometrie weit von der Zielgeometrie entfernt; im Falle des Morse-
Potentials waren die Ruckstellkrafte fur groen Bindungsabstand klein, so da die Geome-
trieoptimierung schlecht konvergieren wurde. Fur das harmonische Potential gilt dies nicht.
In der Implementation des Kraftfeldprogramms UFF im Programmsystem TURBOMOLE
wird daher standardmaig das harmonische Potential genutzt. Der 'naturliche' Bindungsab-
stand rIJ setzt sich aus der Summe der Einfachbindungsradien der Atome I und J , einem
Bindungsordnungskorrekturterm rBO nach Pauli [50] sowie einem Term zur Korrektur der
Elektronegativitat rEN nach O'Keefe und Brese[51] zusammen:
rIJ = rI + rJ + rBO   rEN : (2.60)
Die elektronischen Eekte bei Ubergangsmetall-Verbindungen, wie der oben erwahnte Trans-
Eekt oder die -Hinbindung und -Ruckbindung bei Carbonyl-Komplexen [43], werden im
UFF durch die entsprechende Wahl der Bindungsordnung (BO) berucksichtigt. So wird der
Trans-Eekt durch eine gebrochene BO von 1.5 berucksichtigt. Beim Bindungs-Synergieeekt
in den Carbonyl-Komplexen wird die BO zwischen Metallatom und C-Atom auf 2 gesetzt
[52]. Die Kraftkonstante KIJ der Bindungsterme folgt aus der Regel von Badgers [53] in der






r : Abstand der beiden Atome
ZI : Eektive Atomladung, welche aus Anpassungen an
zweiatomigen Molekulen ermittelt werden.
Winkelterme werden im UFF durch eine Fourierkosinusreihe beschrieben, weil damit groe
Auslenkungen aus der Gleichgewichtslage beschrieben werden konnen. Ferner erlaubt dieser
Energieausdruck eine ausreichende Flexibilitat, um physikalische Randbedingungen durch ge-
eignete Wahl der FourierkoeÆzienten zu erfullen. Um zu dem Ausdruck fur den allgemeinen
Fall zu kommen, werden die Hydride der 6. Hauptgruppe als Referenz genommen. In diesen
Hydriden werden die p-Orbitale zur Bindungsbildung benutzt, welches zum Bindungswinkel
von 90Æ fuhrt und damit zu dem cos(2)-Term. Im Wassermiolekul wird durch die Pauli-
Repulsion der Wasserstoe der Winkel auf 104.5Æ aufgeweitet. Diese Abstoung wird bei 0Æ
maximal und bei 180Æ minimal, welches zu dem cos -Term (KoeÆzient CA1 ist negativ) fuhrt.
Fur Wasser z.B. mu die Energie fur  = 104:5Æ ein Minimum und fur  = 180Æ ein Maximum
haben. Die Terme fur die idealisierten Strukturen (linear, trigonal-planar, quadratisch-planar,
oktahedral) entsprechen exakt den Termen, welche im Programm SHAPES [6] benutzt wer-
den. Die Kraftkonstante KIJK der Winkelterme folgt wie bei den Bindungstermen aus der















rIK ; rJK : Abstand der entsprechenden Atome
0 : 'Naturlicher' Winkel der Atomsequenz I-J-K
mit J an der Spitze des Winkels
KIJK : Kraftkonstante einer Atomsequenz I-J-K
ZI ; ZK : Eektive Atomladungen (siehe auch Gl. (2.61)).
Die Torsionsterme fur zwei Bindungen I-J und K-L, welche um eine gemeinsame Bindung J-K
verbunden sind, werden durch eine Fourierkosinusreihe (siehe Gl. (2.56)) beschrieben. Dabei
werden KIJKL und die FourierkoeÆzienten durch die Rotationsbarriere V, die Periodizitat
des Potentials n und den Gleichgewichtswinkel 0 bestimmt werden. Fur eine gegebene
Zentralbindung J-K werden alle Torsionen uber dieser Bindung mit einer Torsionsbarriere,
welche durch die Anzahl der Torsionen dividiert ist, berucksichtigt. Die Periodizitaten und
Energieminima sind genau gleich jenen aus dem DREIDING Kraftfeld [55]. Es werden sieben
verschiedene Satze von Rotationsbarrieren, Periodizitaten und 'naturliche' Torsionswinkel fur
die verschiedenen auftretenden Torsionen in einem Molekul berucksichtigt.
Der Inversionsterm ist in allen Fallen notig fur Atome, die genau an drei Atome gebunden
sind und planare oder fast planare Koordination besitzen. Zum Beispiel reichen beim plana-
ren Molekul Ethen die Winkelterme nicht aus, um die Atome in die Ebene zu bringen. Auch
bei Ammoniak wird die Inversionsbarriere nur mit Hilfe der Winkelterme nicht richtig be-
schrieben [55]. Daher wird ein expliziter Vierkorper Energieterm eingefuhrt. Im UFF werden
Inversionsterme als Fourierkosinusreihe beschrieben (Gl. (2.56)). Der cos (2!)-Term liefert
fur ! = 90Æ ein Minimum und fur ! = 0Æ ein Maximum, welches PH3 richtig beschreibt.
Der cos!-Term liefert fur ! = 0Æ ein Minimum und fur ! = 180Æ ein Maximum, da der
KoeÆzient CI2 immer negativ ist. Das ware zur Beschreibung des Ethens geeignet. Durch
Linearkombinationen dieser Terme konnen alle dazwischenliegenden Falle beschrieben wer-
den. Die FourierkoeÆzienten sind fur Kohlensto CI0 = 1; C
I
2 =  1; C
I
3 = 0. Fur N bzw.
P, As, Sb und Bi wurden die FourierkoeÆzienten aus den bekannten Strukturen der entspre-
chenden Hybride abgeleitet (fur BiH3 wurde eine extrapolierte Struktur genommen). Die
Kraftkonstanten KIJKL wurden so gewahlt, da sie die experimentell beobachtete Inversi-
onsbarriere von Ethen und NH3 wiedergeben. Fur Verbindungen mit den ubrigen Elementen
wird die Inversionsbarriere zu Null gesetzt.
EvdW (Gl. 2.56) beschreibt die Wechselwirkung zweier nicht gebundener Atome mit Hilfe
eines Lennard-Jones 6-12 Ausdruckes. Der Lennard-Jones 6-12 Ausdruck wird aufgrund








Die Potentialtiefe DIJ sowie der 'naturliche' Atomabstand xIJ von I und J erhalt man
aus den Atomparametern mit Hilfe von Kombinationsregeln. So ergibt sich xIJ aus dem





DIJ ergibt sich aus dem geometrischen Mittel der atomaren van-der-Waals Energien DI





Der Ausdruck der elektrostatischen Wechselwirkung EEl (Gl. 2.56) ist ein Coulomb-Gesetz
mit dem Wert fur die Dielektrizitatskonstante  fur das Vakuum ( = 1). Die Partialladungen
qI und qJ der Atome I und J hangen von der Geometrie des Molekuls ab und werden nach
dem Charge Equilibration Modell (QEq) von Rappe et. al. [11] berechnet (siehe 2.4.3).
Die Partialladungen werden so bestimmt, da sich die Elektronegativitaten der Atome im
Molekul ausgleichen.
2.4.3. Das Charge Equilibration Modell (QEq)
Die Bestimmung von Partialladungen fur die Berechnung der elektrostatischen Wechselwir-
kungen ist eine der schwierigsten Aufgaben bei der Entwicklung von Kraftfeld-Modellen, weil
die Partialladungen keine beobachtbaren Groen darstellen [56].
Sanderson formulierte 1952 das Prinzip sich im Molekulverband ausgleichender Elektronega-
tivitaten (EN), welche von Parr et. al. im Rahmen der Dichtefunktionaltheorie ausgebaut
wurde [56]. Rappe entwickelten aus dieser Idee 1991 das Charge Equilibration Modell (QEq)
[11], welches im folgenden nun kurz beschrieben werden soll.













Nimmt man an, da die atomaren Energien EI kontinuierliche, dierenzierbare Funktionen
der atomaren Partialladungen qI sind, so lat sich EI in eine Taylor-Reihe um qI=0 ent-



















Die Zweizentrenterme EIJ (Gl. (2.66)) werden als Coulomb-Wechselwirkungen der Partial-
ladungen qI und qJ formuliert
EIJ = qIqJJIJ : (2.68)
























wobei die Terme JII und JIJ formal zusammengefat wurden. Mit der Forderung, da sich
die Elektronegativitaten der Atome im Molekul ausgleichen
1 = 2 = 3 =    = N (2.72)
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und der Nebenbedingung, da die Summe der Partialladungen die Ladung des Molekuls qTot
ist, ergibt sich folgendes lineares Gleichungssystem zur Bestimmung der Partialladungen q
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Das Gleichungssystem (2.73) kann also bei Kenntnis der Coulomb-Integrale JIJ aufgestellt
werden, da die atomaren Elektronegativitaten 0 sowie die Selbstwechselwirkungspotentiale
JII aus atomaren Groen berechnet werden konnen.
Das Coulomb-Wechselwirkungspotential JIJ der Atome I und J kann nicht durch die Wech-
selwirkung zweier Punktladungen beschrieben werden, da dies bei kleinen Abstanden R von
I und J zu falschen Werten des Potentials fuhrt. Ursache ist die Uberlappung der atoma-
ren Ladungsverteilungen und daraus folgt, da das Coulombpotential fur R!0 gegen einen




Daher wird das Coulomb-Potential JIJ durch die Wechselwirkung zweier raumlich ausge-
dehnter Ladungsdichten 
(n)
I , welche durch normierte s-Slaterfunktionen ausgedruckt werden

(n)









rI : Abstand zum Atomkern




+ 1: Periode des Atoms I
 : Valenzorbitalexponent, welcher sich aus dem Kovalenzradius RI
und der Periode n des Atoms I ergibt,












J (rJ;2) dr1dr2: (2.78)
Setzt man nun in Gl. (2.78) den Ausdruck fur 
(n)
I (Gl. (2.77)) ein, so lat sich das Integral
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2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324   6R+ 43R  6

e 2R:
Aus Abbildung 2.1 kann man entnehmen, da sich die Potentiale fur n = 2 und n = 3 nicht
mehr stark unterscheiden. Der Unterschied zwischen n = 2 und n = 6 ist noch geringer. So
betragt z.B. die Partialladung des Cs-Atoms im CsI 0.763, wenn man fur die Periode des
Cs n=6 wahlt. Fuhrt man die gleiche Rechnung mit n=2 durch, so ergibt sich der Wert
der Partialladung zu 0.782. Daher sind in der UFF-Implementation im TURBOMOLE-
Programmsystem [12] die Falle n=1 und n=2 programmiert.

























Abbildung 2.1.: Coulomb-Wechselwirkung JIJ (R) fur 1s-3s Slaterfunktionen (n=1-3) fur
den Kovalenzradius RI von Kohlensto (RI=0.759 A). Auerdem ist die
Coulomb-Wechselwirkung fur Punktladungen eingetragen (1/R).
Beim H-Atom ist die molekulare EN viel geringer als die atomare. Daher wird der Valenzor-
bitalexponent  als Funktion der Partialladung des H-Atoms gewahlt:
H(qH) = 
0
H + qH; (2.80)










Die Werte fur 0H
und J0
HH
werden aus einer Anpassung fur funf Molekule (HF, H2O, NH3,
CH4 und LiH), fur welche die Dipolmomente bekannt sind, gewonnen.
Validierung der Implementation
Um die Implementation des QEq-Modells im Programmsystem TURBOMOLE zu validie-
ren, wurden die Alkali-Metall-Verbindungen aus [11] nachgerechnet. Es konnten die in
der Veroentlichung publizierten Partialladungen reproduziert werden. Dagegen konnten
die Partialladungen der Wassersto-Verbindungen (Tabelle III in [11]) nur bis auf rund 5
% wiedergegeben werden. Allerdings stimmen die Partialladungen, welche man mit der
UFF-Implementation aus GAUSSIAN98 [58] erhalt, exakt mit jenen aus der TURBOMOLE-
Implementation uberein. Die naheliegendste Ursache fur die Abweichung zu den publizierten
Werten [11] ist ein Fehler in der Implementation von Rappe et. al. [11].
2.4.4. Genauigkeit des UFF-Kraftfelds
Das UFF-Kraftfeld berechnet korrekt die Strukturen von ungespannten, unverzweigten Al-
kanen, Alkenen, Silanen, gesattigten Ethern, gesattigten Aminen, Phosphanen, aromatischen
Systemen sowie von Verbindungen, die unkonjugierte Mehrfachbindungen enthalten, wie Ni-
trile, Ketone und Imine. In diesen Fallen werden Bindungswinkel bis auf 3Æ und Bindungs-
abstande bis auf 2 pm richtig vorhergesagt [49]. Im Vergleich dazu besitzen die speziell
fur organische Molekule parametrisierten Kraftfelder MM2/3 [40] einen Fehler bei den Bin-
dungsabstanden von ca. 1 pm. Vierringe, Funfringe oder verzweigte Kohlenwasserstoe
sowie aromatische Ether werden mit Fehler von ca. 3 pm im Bindungsabstand und bis zu
10Æ im Bindungswinkel [49] berechnet. Der Si-Si Bindungsabstand im Disilan wird nur bis
auf 10 pm richtig wiedergegeben [49]. Die Berechnung der Strukturen von sekundaren- und
tertiaren Halogen-Kohlenwasserstoen erfolgt mit einem Fehler von bis zu 8 pm, auerdem
wird der Bindungsabstand von C-X (X=Halogen) in vinylischen oder aromatischen Systemen
um ca. 10 pm uberschatzt [49]. UFF ist damit nicht adaquat zur Beschreibung von konju-
gierten Mehrfachbindungen, wie z.B. in den Oximen. Ebenfalls wird die Struktur von N-,
O- und S-Heteroaromaten nicht gut wiedergegeben. In diesen Fallen sind die Fehler in den
Bindungslangen ca. 8 pm und in den Bindungswinkel ca. 5Æ [49].
Fur Hauptgruppen-Verbindungen sind die Fehler groer als in typischen organischen Mo-
lekulen [49]. Dort wird der C-X-Bindungsabstand (X=Halogen) zwar gut reproduziert, aber
Bindungsabstande in polaren, kovalenten Bindungen werden im allgemeinen mit einem Fehler
von bis zu 5 pm wiedergegeben. Der Fehler der Bindungslangen in Fallen, in denen mehrere
elektronegative Substituenten an ein elektropositives Zentrum gebunden sind, betragt bis zu
10 pm [49]. Bindungswinkel werden im allgemeinen bis auf 5Æ richtig reproduziert, obwohl
bei elektropositiven Zentren mit mehreren elektronegativen Liganden regelmaig Fehler von
bis zu 14 Æ beobachtet werden [52].
Der Fehler in der Berechnung der Struktur von Ubergangsmetall-Verbindungen mit dem UFF
ist in der gleichen Groenordnung wie bei den Hauptgruppen Elementverbindungen [49]. Po-
lare, kovalente Bindungen werden im allgemeinen mit einem Fehler von bis zu 5 pm berechnet.
Groere Fehler treten bei Ubergangsmetall-Ligand Bindungen mit einer -Ruckbindung auf.




Dennoch sind die Strukturparameter genauer verglichen mit jeder anderen universellen Me-
thode gleichen Aufwands (z.B. dem DREIDING Kraftfeld [55]). Die Informationen bezuglich
der Struktur und der Hesse-Matrix, welche man mit Hilfe von UFF gewinnt, sind eine nutzli-
che Hilfe bei der Berechnung von groen Systemen mit ab initio Verfahren (siehe dazu Kapitel
4). In Kapitel 3 wird gezeigt, da mit einer UFF berechneten Hesse-Matrix als Startwert die
Geometrieoptimierung mit kartesischen Koordinaten nahezu gleiche Konvergenz besitzt wie
mit internen Koordinaten.
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Geometrieoptimierungen
Um den Einu einer berechneten Kraftfeld-Kraftkonstantenmatrix HUFF als Startwert fur
die Geometrieoptimierung auf die Konvergenz einer solchen zu untersuchen, wurden 46 Mo-
lekule berechnet. Der Testsatz umfat Verbindungen mit verschiedenen Typen der chemi-
schen Bindung, welche Atome aus nahezu dem ganzen Periodensystem enthalten. Die Mo-
lekule wurden in drei verschiedene Substanzklassen, namlich Hauptgruppenelement-Verbind-
ungen, Ubergangsmetall-Verbindungen und polycyclische aromatische Kohlenwasserstoe,
eingeteilt, fur welche die Konvergenzeigenschaften getrennt untersucht werden. Die Struktu-
ren sind im Anhang B.1, C.1 und D.1 dargestellt. Die Molekule mit wenigen Atomen (Anzahl
der Atome kleiner als 5), wie z.B. Ag4, dienten zur Uberprufung der Eignung von H
UFF als
Startwert der Hesse-Matrix.
Details der ab initio Berechnungen
Die Geometrieoptimierung wurde mit kartesischen sowie im Raum der redundanten internen
Koordinaten [37] durchgefuhrt. Im folgenden werden die redundanten internen Koordinaten
als 'interne' Koordinaten bezeichnet. Es wurden mit dem Programm TURBOMOLE [12],
[59], [60] Dichtefunktionalrechnungen mit dem gradientenkorrigierten Austauschkorrelations-
funktional von Becke und Perdew [61], [62], [63], sowie einer SV(P)-Basis [64] durchgefuhrt.
Die Coulomb-Energie wird mit der RI-J Approximation [65] berechnet. Die Geometrierelaxa-
tion erfolgte mit den Standardeinstellungen von TURBOMOLE. Die DIIS-Methode [66] , [67]
zur Konvergenzbeschleunigung (siehe Abschnitt 2.3) wird erst ab dem dritten Optimierungs-
zyklus eingeschaltet. Falls der DIIS-Schritt nicht akzeptiert wird, erfolgt eine Inter- bzw.
Extrapolation aus den letzten beiden vorhergehenden Geometriezyklen, um eine neue Struk-
tur zu berechnen ('Interpolate on'). Die Relaxation der Norm des Verschiebungsvektors sowie
einzelner Koordinaten wird auf 0.3 a.u. (dqmax=0.3) beschrankt. Dieser Parametersatz fur
RELAX wird im folgenden mit DEFAULT bezeichnet. Neben diesem Wert fur die maximale
Schrittweite wurde noch ein anderer Wert fur dqmax benutzt. In diesen Rechnungen wurde
die Schrittweite praktisch nicht begrenzt (dqmax=10.3 a.u.) und der RELAX Parametersatz
wird mit NOLIMIT abgekurzt. Die Kraftkonstantenmatrix als Startwert ist eine Diagonal-
matrix, welche fur Bindungsabstande den Wert 0.5 a.u. und fur Bindungswinkel den Wert 0.2
a.u. enthalt. Bei delokalisierten Koordinaten, die Linearkombinationen aus Abstands- und
Winkelkoordinaten sind, wird das Diagonalelement als geometrisches Mittel gewahlt. Die Ak-
tualisierung der approximierten Kraftkonstantenmatrix erfolgt mit der BFGS-Methode [68] ,
[69] , [70] , [71] (siehe Abschnitt 2.3), beginnend ab dem drittem Optimierungszyklus.
Die Berechnung der Molekule erfolgte jeweils in drei Schritten. Zunachst wurde eine Struktur
des Molekuls willkurlich geraten. Dann wurde mit dem Kraftfeldprogramm UFF (2.4.2) eine
Geometrieoptimierung durchgefuhrt und damit eine Startgeometrie sowie einen Startwert fur
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die Hesse-Matrix HUFF berechnet. Ausgehend von dieser Struktur erfolgten dann jeweils
acht Geometrieoptimierungen, mit kartesischen Koordinaten sowie im Raum der 'internen'
Koordinaten:
1. Optimierung im Raum der 'internen' Koordinaten mit dem DEFAULT Parametersatz
fur RELAX und einer Diagonalmatrix als Startwert fur die Hesse-Matrix (IRED/DIAG-
/DEFAULT)
2. Optimierung im Raum der 'internen' Koordinaten mit dem NOLIMIT Parametersatz
fur RELAX und einer Diagonalmatrix (IRED/DIAG/NOLIMIT)
3. Optimierung im Raum der kartesischen Koordinaten mit dem DEFAULT Parametersatz
fur RELAX und einer Diagonalmatrix (CART/DIAG/DEFAULT)
4. Optimierung im Raum der kartesischen Koordinaten mit dem NOLIMIT Parametersatz
fur RELAX und einer Diagonalmatrix (CART/DIAG/NOLIMIT)
5. Optimierung im Raum der 'internen' Koordinaten mit dem DEFAULT Parametersatz
fur RELAX und mit HUFF (IRED/UFF/DEFAULT)
6. Optimierung im Raum der 'internen' Koordinaten mit dem NOLIMIT Parametersatz
fur RELAX und mit HUFF (IRED/UFF/NOLIMIT)
7. Optimierung im Raum der kartesischen Koordinaten mit dem DEFAULT Parametersatz
fur RELAX und mit HUFF (CART/UFF/DEFAULT)
8. Optimierung im Raum der kartesischen Koordinaten mit dem NOLIMIT Parametersatz
fur RELAX und mit HUFF (CART/UFF/NOLIMIT)
Zur Berechnung der Hesse-Matrix auf Kraftfeldniveau wurden die vom Kraftfeldprogramm
generierten Kraftfeldparameter, wie z.B. Atomtyp, Hybridisierung eines Atoms oder Bin-
dungsordnung einer Bindung, ubernommen. Die Atomtypen der Kraftfeldberechnung wurden
also nicht nachtraglich variiert. Der Einu der Startgeometrie auf die Konvergenzbeschleu-
nigung ist schwer quantitativ zu erfassen, daher wird den Tabellen im Anhang (B.1, B.2, D.1
und C.1) die Norm des Gradienten der Startstruktur als Ma fur die Gute der Geometrie
angegeben.
3.1. Beschleunigungsfaktoren A, B und der Gutefaktor RG
Der Einu von HUFF auf die Konvergenz der Geometrieoptimierung wird durch die Groe






nDIAG : Anzahl der Geometriezyklen mit Diagonalmatrix als Startwert der Hesse-Matrix
nUFF : Anzahl der Geometriezyklen mit HUFF als Startwert der Hesse-Matrix
Zusatzlich wird noch die benotigte Zyklenzahl fur die Berechnung aller Molekule einer Sub-
stanzklasse N berechnet. Damit kann dann ebenfalls ein Beschleunigungsfaktor B angeben
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NDIAG : Anzahl der insgesamt benotigten Geometriezyklen mit Diagonalmatrix
als Startwert
NUFF : Anzahl der insgesamt benotigten Geometriezyklen mit HUFF als Startwert
Bei einer quadratischen Funktion fuhrt das Newton-Verfahren in einem Schritt zum Mini-
mum. Daher bietet sich als Ma fur die Gute von HUFF an, die relative Reduktion des






jg(1)j : Norm des Gradienten des ersten Zyklus
jg(2)j : Norm des Gradienten des zweiten Zyklus
Im Grenzfall, da HUFF gleich der exakten Hesse-Matrix ist, ist jg(2)j Null und somit RG
Eins. Fur den Fall, da HUFF eine sehr schlechte Approximation der Hesse-Matrix ist,
ist jg(2)j nahezu jg(1)j und damit ist RG  Null. Es gilt dann: Je starker die Reduktion des
Gradienten, d.h. um so groer RG, desto besser approximiert H
UFF die exakte Hesse-Matrix.




Es wurden die Gute- RG und Beschleunigungsfaktoren A der unverzweigten, linearen n-
Alkane CnH2n+2 (n=3-10) berechnet (Tabelle 3.1). In der Tabelle 3.1 sind zusatzlich die
Gradienten der Startstrukturen tabelliert. Die Geometrieoptimierungen wurden mit kartesi-
schen Koordinaten ohne Beschrankung der Schrittweite (NOLIMIT) und ohne Interpolation
einer neuen Struktur ('Interpolate o') durchgefuhrt. Damit wird der Einu von HUFF auf
die Konvergenzbeschleunigung untersucht. Weil UFF fur die Berechnung der Struktur der
n-Alkane gut geeignet ist, bietet sich diese Substanzklasse an, um ein Gefuhl fur die Werte
der oben eingefuhrten Faktoren zu erhalten.
Die Strukturen werden mit UFF bei allen n-Alkanen mit einer maximalen Abweichung in den
den Bindungslangen von 1.0 pm und von 3.9Æ in den Bindungswinkel berechnet. Daher resul-
tiert der niedrige Wert des Gradienten der Startstruktur. RUFFG ist mit rund 60 % ungefahr
doppelt so gro wie der Reduktionsfaktor der Diagonalmatrix RDIAGG . Die Beschleunigung
der Optimierung A betragt ca. 66 %.
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Tabelle 3.1.: Gradient der Startstruktur jg(1)j, Reduktionsfaktor RUFFG fur die Optimierung
mit HUFF (UFF) bzw. RDIAGG fur die Diagonalmatrix (DIAG), Beschleuni-
gungsfaktor A sowie die Anzahl der Geometriezyklen bis zur Konvergenza fur
Geometrieoptimierungen mit kartesischen Koordinaten (NOLIMITb und Inter-
polate o) der n-Alkane (CnH2n+2, n=3-10). In Klammern sind die Werte fur




n / a.u. / % / % / % UFF DIAG
3 0.0159 67.3 24.5 57.1 (60.0) 6 (6) 14 (15)
4 0.0230 60.4 31.7 58.3 (57.1) 5 (6) 12 (14)
5 0.0285 61.1 36.8 66.7 (62.5) 5 (6) 15 (16)
6 0.0334 61.1 32.0 66.7 (60.0) 5 (6) 15 (15)
7 0.0374 61.0 31.8 68.4 (64.7) 6 (6) 19 (17)
8 0.0409 61.0 31.5 64.7 (64.3) 6 (5) 17 (14)
9 0.0446 61.1 31.2 75.0 (66.7) 6 (7) 24 (21)
10 0.0475 61.4 31.4 65.2 (64.7) 8 (6) 23 (17)
(a) Konvergenzkriterien E 10 6 a.u. und L2-Norm des Gradienten  10
 3 a.u.
(b) RELAX-Parameter NOLIMIT: dqmax=10.3
3.2.2. Hauptgruppenelement-Verbindungen (HP)
Die Strukturen der 28 Molekule sind im Anhang im Abschnitt B.1 dargestellt. In den Tabellen
im Anhang B.1 bzw. B.2 ist die Anzahl der Geometriezyklen zum Erreichen der Konvergenz
tabelliert. Die Reduktionsfaktoren RG sind in Tabelle B.3 sowie die Beschleunigungsfaktoren
A und B in Tabelle B.4. Die ersten 15 Molekule sind dem Testsatz aus [37] entnommen, die
folgenden sieben aus [3] und schlielich die letzten sechs Molekule aus [72]. Dieser Testsatz
enthalt ein breites Bindungsartenspektrum. So sind mit Na14Cl
+
13 ein Ausschnitt aus einem
Kristallgitter, mit Al13 ein Metallcluster, mit (HCONH2)2 ein van-der-Waals gebundenes Di-
mer, mit Li4Me4 und B12H
2 
12 Komplexe mit Mehrzentren-Zweielektronen-Bindungen sowie
Verbindungen mit Zweizentren-Zweielektronen-Bindungen im Testsatz enthalten.
Die Berechnung von Na14Cl
+
13 mit UFF liefert eine schlechte Beschreibung der Struktur. Der
Ausschnitt aus einer Kristallstruktur besitzt einen Gradienten der Startstruktur von 0.83
a.u., das ist der grote von allen in dieser Arbeit beobachteten Gradienten. So liegen die
mit UFF berechneten Bindungsabstande im Bereich von 181 bis 230 pm. Die Bindungs-
abstande zwischen Na und Cl mit DFT liegen hingegen bei 264 bis 285 pm. Das sind also
Dierenzen von uber 50 pm. Daher ist auch HUFF eine schlechte Approximation der Hesse-
Matrix, welches sich auch in der geringen Reduktion des Gradienten vom ersten zum zweiten
Geometriezyklus zeigt (RG=7.9 % fur kartesische Koordinaten und Schrittweitenbegrenzung
von 0.3 a.u.). Die Optimierung mit kartesischen Koordinaten und HUFF (dqmax=0.3 a.u.)
benotigt daher mehr als doppelt so viel Zyklen im Vergleich mit der Optimierung mit der Dia-
gonalmatrix. Ahnliches beobachtet man fur den Metallcluster Al13. Die Bindungsabstande
werden mit einer Dierenz zu DFT von bis zu 25 pm berechnet. RG betragt nur 25.2 %, bei
einer Diagonalmatrix (dqmax=0.3 a.u.) ist RG hingegen 33.5 %. Daher ist die Optimierung
mit HUFF und den Standardeinstellungen fur RELAX langsamer als die Diagonalmatrix
(HUFF : 13 bzw. Diagonalmatrix: 10). Fur B12H
2 
12 ndet man keine oder nur eine sehr
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geringe Beschleunigung der Konvergenz fur HUFF mit kartesischen Koordinaten, obwohl
die UFF-Struktur nahe bei der DFT-Struktur liegt. So ist die Dierenz der B-B-Abstande
10.8 pm und B-H-Abstande 3.2 pm. Die Bindungswinkel stimmen in beiden Fallen ube-
rein. RG betragt fur B12H
2 
12 allerdings nur 23.8 %, welches ungefahr dem Reduktionsfaktor
der Diagonalmatrix (dqmax=0.3 a.u.) mit 35.1 % entspricht. Bei diesen Molekulen ndet
man kollektive Moden mit kleinen Schwingungsenergien, die empndlich von den Details des
Kraftfeldes abhangen.
Fur den van-der-Waals-Komplex (HCONH2)2 beobachtet man eine groe Beschleunigung A
fur die Optimierung mit kartesischen Koordinaten und HUFF (DEFAULT: 64.4 % bzw. NO-
LIMIT: 67.7 %). Der Abstand der beiden Monomere, hier ausgedruckt durch den Abstand
des C-Atoms des einen Monomers zum N-Atom des anderen, wird um rund 80 pm mit UFF
uberschatzt (UFF: 436.5 pm; DFT: 356.7 pm). Die Beschreibung eines Monomers hingegen
liegt nahe der Struktur von DFT, so ist die Dierenz in den Abstanden 8.0 pm und 6.7Æ in
den Winkel.
Der Einu der Startstruktur, welche durch nachtragliche Variation der Atomtypen der Kraft-
feldberechnung optimiert wird, wird anhand der Beispiel C4H4, ACTHCP und C5H4OFCl
untersucht. C4H4 hat einen unerwartet groen Gradienten der Startstruktur. Dies resultiert
aus der Tatsache, da das Kraftfeldprogramm aufgrund der Topologie (Anzahl der nachsten
Nachbarn der C-Atome ist 3) eine sp2 Hybridisierung fur alle C-Atomen annimmt. Daher
resultiert im Rahmen von UFF eine Bindungsordnung von 2 fur alle C-C-Bindungen mit glei-
chen Bindungsabstanden (d=133.0 pm). Dies beschreibt die Struktur von C4H4 nicht richtig,
vielmehr alternieren die C-C-Bindungsabstande. Wenn man nun die Bindungsordnung auf 1
fur die entsprechenden Bindungen setzt, so erhalt man die Alternierung der Bindungslangen.
Es ergeben sich dann Bindungslangen von 133.0 pm bzw. 146.5 pm. Mit DFT erhalt man
Bindungslangen von 134.5 pm bzw. 158.4 pm. Dadurch reduziert sich die Norm des Gradi-
enten der Startstruktur von 0.4556 auf 0.1438 a.u. Obwohl sich die Norm um den Faktor 3
reduziert hat, ist der Einu der besseren Startstruktur auf die Konvergenzbeschleunigung
jedoch gering. So steigt die relative Beschleunigung A der Optimierung mit kartesischen Ko-
ordinaten von 22 auf 30 %. Ahnliches beobachtet man auch bei ACTHCP und C5H4OFCl.
Die Variation der Atomtypen der Kraftfeldrechnung fur ACTHCP hat zur Folge, da die
Norm des Gradienten der Startstruktur um mehr als die Halfte von 0.29 auf 0.13 a.u. ge-
senkt wird. Auch hier wurde der Atomtyp der Sauerstoatome vom Typ 'r', welches fur
resonant steht, auf den Typ '2' fur sp2-Hybdrisierung geandert. Dennoch ist die Konver-
genzbeschleunigung mit kartesischen Koordinaten nahezu unverandert ( A  60 %). Durch
ein nachtragliches Variieren der Atomtypen der Kraftfeldberechnung kann man die Norm des
Gradienten der Startstruktur von C5H4OFCl senken und zwar von 0.26 auf 0.18 a.u. Dabei
wurde der Atomtyp des O-Atoms von 'r' (resonant) auf '2' (sp2-Hybridisierung) geandert.
Doch auch hier beobachtet man bezuglich der Konvergenzbeschleunigung mit kartesischen
Koordinaten fast keinen Unterschied. A wachst lediglich von 62.0 auf 63.6 %.
Fur die Kohlenwasserstoe c-Stilben und t-Stilben wurde man ein besseres Konvergenzver-
halten der Optimierung mit kartesischen Koordinaten mit HUFF (Parametersatz NOLIMIT)
erwarten, ahnlich wie fur die Kohlenwasserstoe Norbornan und Biphenyl. Schaltet man
die Option im RELAX aus, welche Inter- bzw. Extrapolationen einer neuen Struktur er-
laubt, so ist c-Stilben nach 21 Zyklen konvergiert. Dies entspricht genau der Zahl der Zyklen
fur eine Optimierung mit 'internen' Koordinaten und einer Diagonalmatrix (Parametersatz
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DEFAULT). Ahnliches zeigt sich fur t-Stilben. Schaltet man die Inter- bzw. Extrapolation
aus, so reduziert sich die Zyklenzahl mit kartesischen Koordinaten und HUFF (Parameter-
satz NOLIMIT) auf 17, welches naher an der Zyklenzahl 10 fur Optimierung mit 'internen'
Koordinaten und einer Diagonalmatrix (dqmax=0.3 a.u.) liegt.
Die wichtigsten Punkte konnen wie folgt zusammengefat werden:
1. Fur die Optimierung im Raum der kartesischen Koordinaten ist die Beschleunigung der
Konvergenz durch den Einsatz von HUFF ca. 55 %.
2. Optimiert man im Raum der 'internen' Koordinaten betragt die Konvergenzbeschleuni-
gung mit HUFF ohne Schrittweitenbegrenzung rund 24 % gegenuber der Optimierung
mit einer Diagonalmatrix als Startwert und einer Beschrankung der Schrittweite (dq-
max=0.3 a.u.).
3. Die Optimierung ist mit kartesischen Koordinaten ohne Beschrankung der Schrittweite
so eÆzient wie die Optimierung mit 'internen' Koordinaten. Sie ist nur um ca. 1.5 %
langsamer (Tabelle B.3 im Anhang).
4. Der Gradient der Startstruktur betragt durchschnittlich 0.19 a.u. Ein nachtragliches
Variieren der Atomtypen einer Kraftfeldberechnung, um die Norm des Gradienten der
Startstruktur zu senken, hat einen geringen Einu auf die Konvergenzbeschleunigung.
3.2.3. Polycyclische Kohlenwasserstoe (PAH)
Die Strukturen der sieben betrachteten PAHs sind im Anhang im Abschnitt C.1 dargestellt.
In der Tabelle im Anhang C.1 ist die Anzahl der Geometriezyklen zum Erreichen der Konver-
genz aufgelistet. Die Reduktionsfaktoren RG sind in Tabelle C.2 sowie die Beschleunigungs-
faktoren A und B in Tabelle C.3 dokumentiert.
In Kapitel 4 werden H- und Methyl-Bindungsenergien in PAHs berechnet, daher wird die
Leistungsfahigkeit von HUFF fur diese Unterklasse der Hauptgruppen-Verbindungen geson-
dert untersucht. Im Abschnitt 4.1 wird die Nomenklatur der PAHs beschrieben. Hier sei nur
kurz angemerkt, da (3,3) ein PAH ist, der je drei Benzol-Ringe in zigzag- und armchair-
Richtung besitzt. Unter PAH (3,3)A versteht man das (3,3) System nach der Abstraktion
eines H-Atoms am zigzag-Rand (Elementarreaktion A).
Fur Benzol ( (1,1)) stimmen die C-C Bindungslangen bis auf 6.0 pm uberein. Variiert man
den Atomtyp des Kohlenstos C 2 auf C R in der Kraftfeldberechnung, so verringern sich
die Dierenzen in den Bindungslangen auf 2 pm. Der Bindungswinkel stimmt in jedem Fall
uberein. Bei dem System (2,5) stimmen die Strukturparameter im Bindungsabstand bis auf
5.4 pm und im Bindungswinkel bis auf 1.7Æ uberein. Eine analoge Variation der Atomtypen in
der Kraftfeldberechnung verringert diese Dierenzen auf 2.7 pm und 1.6Æ . Diese Variationen
haben aber einen geringen Einu auf die Konvergenzbeschleunigung A fur Optimierungen
im Raum der kartesischen Koordinaten (dqmax=0.3 a.u.). So bleibt bei Benzol der Wert fur
A unverandert bei 0.0 % und fur (2,5) verbessert sich A von 53.3 % auf 55.6 %. Fur das
System (3,3)A, also (3,3) nach Abstraktion eines H-Atoms am zigzag-Rand, stimmen die Bin-
dungsabstande bis auf 6.0 pm uberein. Die Kraftfeld- und DFT-Berechnung unterscheiden
sich jedoch stark im Bindungswinkel am Radikalzentrum (DFT: 150.8Æ bzw. UFF: 129.8Æ ).
Die Ursache, da UFF den Bindungswinkel nahe der 120Æ berechnet, liegt im Fehlen eines
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radikalischen Atomtyps fur C.
Folgende Punkte fassen die Ergebnisse zusammen:
 HUFF fuhrt fur die Optimierung mit kartesischen Koordinaten zu einer Beschleunigung
um rund 60 % gegenuber einer Diagonalmatrix als Startwert.
 Im Raum der 'internen' Koordinaten ist nur eine relativ geringe Beschleunigung fest-
zustellen (ca. 4 %).
 Die Optimierung mit kartesischen Koordinaten und HUFF ist nahezu gleich schnell im
Vergleich mit den 'internen' Koordinaten. Sie ist um rund 10 % langsamer, wenn man
keine Schrittweitenbegrenzung fur die Relaxierung einschaltet.
 Die Norm des Gradienten der Startstruktur betragt im Mittel 0.15 a.u. Das ist der nied-
rigste Wert fur die hier untersuchten Substanzklassen. Ein nachtragliches Variieren der
Atomtypen einer Kraftfeldberechnung, um die Norm des Gradienten der Startstruktur
zu senken, zeigt auch hier einen geringen Einu auf die Konvergenzbeschleunigung.
3.2.4. Ubergangsmetall-Verbindungen (UM)
Die Strukturen der elf Molekule sind im Anhang im Abschnitt D.1 dargestellt. In der Tabelle
D.1 im Anhang ist die Anzahl der Geometriezyklen zum Erreichen der Konvergenz aufgelistet.
Die Reduktionsfaktoren RG sind in Tabelle D.2 sowie die Beschleunigungsfaktoren A und B
in Tabelle D.3 tabelliert. Die ersten sechs Molekule wurden dem Testsatz aus [37] entnommen.
Durch Variation der Atomtypen der C-Atome von '2' fur sp2-Hybridisierung auf '1' (sp-
Hybridisierung) der Kraftfeldrechnung kann die Norm des Gradienten der Startstruktur fur
Cr(CO)6 von 0.6998 auf 0.2859 a.u. gesenkt werden. Der Bindungsabstand Cr-C andert
sich ein wenig von 203.9 pm auf 200.7 pm (DFT: 190.1 pm). Die C-O Abstande hingegen
verkurzen sich stark von 135.0 pm auf 112.8 pm (DFT:115.8 pm). Doch auch hier hat dies
nur einen kleinen Einu auf die Konvergenzbeschleunigung der Geometrieoptimierung.
Diese Variation der Atomtypen in der Kraftfeldberechnung mu von der Berechnung einer
Startstruktur auf Kraftfeld-Niveau unterschieden werden. Durch die Variation wird eine Be-
rechnung der Startstruktur lediglich optimiert und dies hat oensichtlich nur einen geringen
Einu auf die Konvergenzbeschleunigung. Die Berechnung einer Startstruktur auf Kraftfeld-
Niveau hingegen hat groen Einu insbesondere bei sehr groen Molekulen. Dies soll am
Beispiel des Au-Komplexes ([Au10Se4(Ph2P(CH2)PPh2)4]
2+) gezeigt werden. Durch die Be-
rechnung einer Startstruktur, die nahe an der Zielstruktur liegt, erzielt man eine Beschleu-
nigung der Konvergenz. Durch die Kraftfeldoptimierung wird die Ligandenhulle, bestehend
aus Phenyl-Ringen, nahe bei der Zielstruktur berechnet, so da nur das Komplexzentrum mit
dem Au-Atom optimiert werden mu. Die Optimierung im Raum der 'internen' Koordinaten
konnte mit einer vernunftig geratenen Startstruktur nicht durchgefuhrt werden, da im Lau-
fe der Optimierung die lineare Unabhangigkeit dieser Koordinaten verloren geht. Mit einer
UFF-Startstruktur konvergiert die Optimierung mit 'internen' Koordinaten.
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Folgende Punkte fassen die Ergebnisse zusammen:
 Optimierungen mit kartesischen Koordinaten werden mitHUFF um ca. 50 % gegenuber
der Diagonalmatrix als Startwert beschleunigt. Dieses Resultat ist besonders wichtig,
weil die Denition der 'internen' Koordinaten gelegentlich versagt.
 Im Raum der 'internen' Koordinaten wird die Konvergenz nur leicht mit Hilfe von
HUFF verbessert und zwar um ca. 10 %.
 Fur Ubergangsmetall-Verbindungen ist die Konvergenz der Optimierungen mit kartesi-
schen Koordinaten und einer HUFF Hesse-Matrix als Startwert nicht vergleichbar mit
jener fur 'interne' Koordinaten. Die mittleren Beschleunigungsfaktoren A betragen -
166.9 % (dqmax=0.3 a.u.) bzw. -34.7 % (dqmax=10.3 a.u.) (Tabelle D.2 im Anhang).
Der wahrscheinliche Grund liegt darin, da UFF eine zu grobe Nahrung fur die Be-
schreibung der Struktur der Verbindungen darstellt und daher die Hesse-Matrix als
Startwert ungenugend ist.
 Die mittlere Norm des Gradienten der Startstruktur ist fur die Ubergangsmetalle mit
0.21 a.u. am groten. Da die Voraussetzungen einer Kraftfeldberechnung fur diese Sub-
stanzklasse am schlechtesten erfullt sind, war dies auch zu erwarten. Eine Variation
der Atomtypen der Kraftfeldberechnung hat nur einen kleinen Einu auf die Konver-
genzbeschleunigung.
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3.2.5. Diskussion der Ergebnisse
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Abbildung 3.1.: Energieprole fur verschiedene Optimierungen von (a) C30H15und (b) Fer-
rocen: Optimierung mit kartesischen Koordinaten und HUFF als Startwert
('dqmax=10.3'; kart. Koord. mit HUFF ), mit 'internen' Koordinaten und
einer Diagonalmatrix als Startwert ('dqmax=0.3'; 'interne' Koord. mit Dia-
gonalmatrix) und schlielich mit kartesischen Koordinaten und einer Diago-
nalmatrix als Startwert ('dqmax=0.3'; kart. Koord. mit Diagonalmatrix)
Um die Wirkungsweise von HUFF auf die Geometrieoptimierungen zu untersuchen, werden
nun die Energieprole der Optimierungen von C30H15 und Ferrocen als typische Beispiele
herangezogen (Abb. 3.1). Betrachtet man die Energieprole, so fallt auf, da das Prol einer
Optimierung mit 'internen' Koordinaten (dqmax=0.3 a.u.) und einer Diagonalmatrix als
Startwert nahezu identisch ist mit jenem fur kartesische Koordinaten und HUFF als Start-
matrix (dqmax=10.3 a.u.). In Abbildung 3.1 sind noch zusatzlich die Prole fur eine Opti-
mierung im Raum der kartesischen Koordinaten und einer Diagonalmatrix als Startwert mit
der Schrittweitenbegrenzung von 0.3 a.u. zum Vergleich eingetragen. Bei den Rechnungen
mit HUFF mute zusatzlich noch die Inter- bzw. Extrapolation einer neuen Struktur aus-
geschaltet werden (siehe oben). Man sieht, da die Entkopplung der Freiheitsgrade, welche
man durch 'interne' Koordinaten erreicht, auch mit kartesischen Koordinaten erzielt werden
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kann, wenn man HUFF als Startwert Hesse-Matrix benutzt.
Im Anhang in den Tabellen B.1, B.2, B.3, B.4, C.1, C.2, C.3 sowie D.1, D.2 und D.3 sind
die detaillierten Ergebnisse der Geometrieoptimierungen mit einer UFF Startstruktur und
HUFF als Startwert fur die verschiedenen Substanzklassen beschrieben. Die Beurteilung des
sich dadurch ergebenden Gesamtbildes gelingt am besten mit den Mittelwerten der Norm des
Gradienten der Startstruktur jg(1)j, des Gutefaktors RG sowie des Beschleunigungsfaktors A.
Der Beschleunigungsfaktor B verhalt sich wie A, so da im folgenden nur mit dem Faktor A
argumentiert wird.
Fur Optimierungen mit kartesischen Koordinaten ohne Schrittweitenbegrenzung (dqmax=10.3
a.u.) ergeben sich fur die einzelnen Substanzklassen folgende Reihenfolgen:
jg(1)j(PAH) = 0:15 a.u. < jg(1)j(HP) = 0:19 a.u. < jg(1)j(UM) = 0:21 a.u.
RG(PAH) = 76:9% > RG(HP) = 70:1% > RG(UM) = 54:3%
A(PAH) = 64:3% > A(HP) = 51:4% > A(UM) = 39:8%:
(3.4)
Es ergibt sich das Bild, das der Chemiker erwartet hat. Eine gute UFF-Startstruktur, aus-
gedruckt durch einen niedrigen Wert von jg(1)j, ergibt eine gute Approximation der Hesse-
Matrix, was sich in einem groen Wert fur RG widerspiegelt. Eine gute Nahrung der Hesse-
Matrix wiederum hat ein groe Konvergenzbeschleunigung zur Folge. Die PAHs erfullen von
den hier untersuchten Substanzklassen am besten die Voraussetzungen zur Berechnung der
Struktur mit einem Kraftfeld. Daher ist die mittlere Norm des Gradienten der Startstruktur
jg(1)j fur die PAHs am kleinsten. Es folgen die Verbindungen, welche nur Hauptgruppenele-
mente enthalten. Dies ist zu erwarten, da fur diese Verbindungen die Voraussetzung eines
Kraftfeldes, da es 'naturliche' Bindungslangen oder -winkel (siehe Abschnitt 2.4) gibt, nicht
mehr so gut wie bei den PAHs erfullt ist. An letzter Stelle liegen die Verbindungen mit
Ubergangsmetallelementen, weil dort aufgrund elektronischer Eekte (siehe Abschnitt 2.4.1)
die Voraussetzungen 'naturlicher' Strukturparameter oder funktioneller Gruppen mit gleicher
Struktur in verschiedenen Molekulen am schlechtesten erfullt sind.
Die 'internen' Koordinaten haben einen zusatzlichen Einu auf die Konvergenz der Geome-
trieoptimierung, der im einzelnen schwer erfat werden kann. Dies kann man auch an den
Ungleichungen (3.5) und (3.6) sehen. Fur Optimierungen ohne Schrittweitenbegrenzung (dq-
max=10.3 a.u.) mit 'internen' Koordinaten ergibt sich fur die Beschleunigung A fur HUFF
als Startwert gegenuber der Diagonalmatrix folgende Reihenfolge
A(HP) = 23:3% > A(UM) = 15:7% > A(PAH) = 3:0%: (3.5)
Dies zeigt, da die 'internen' Koordinaten fur die PAHs die Freiheitsgrade sehr gut entkop-
peln. Dadurch wird durch HUFF als Startmatrix nur eine geringe Beschleunigung erzielt.
Fur die anderen Substanzklassen gilt dies oenbar nicht. Betrachtet man Optimierungen mit
der Schrittweitenbegrenzung von 0.3 a.u., ergibt sich ein ahnliches Bild:
A(HP) = 13:3% > A(UM) = 9:9% > A(PAH) = 1:5%: (3.6)
Um die EÆzienz der Optimierung mit kartesischen Koordinaten und im Raum der 'internen'
Koordinaten zu vergleichen, werden die Beschleunigungsfaktoren A der einzelnen Substanz-
klassen herangezogen. Es ergibt sich folgende Reihenfolge fur Optimierungen ohne Schrittn-
weitenbegrenzung (dqmax=10.3 a.u.):
A(HP) =  1:6% > A(PAH) =  10:0% > A(UM) =  34:7%: (3.7)
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Man beobachtet, da Optimierungen fur Hauptgruppenelementverbindungen mit kartesischen
Koordinaten gleich eÆzient sind zu solchen mit 'internen' Koordinaten. Fur Ubergangsele-
mentverbindungen gilt dies nicht. Die Ursache liegt in den elektronischen Eekten, welche
gerade bei dieser Substanzklasse eine groe Rolle spielen, und welche durch eine Kraftfeld-
Nahrung zu grob berucksichtigt werden.
Abschlieend kann man folgende Punkte festhalten:
 Die Beschleunigung der Geometrieoptimierung mit 'internen' Koordinaten ist durch die
Verwendung von HUFF als Startwert leicht zu steigern gegenuber einer Diagonalmatrix
als Startwert.
 Fur die Optimierung mit kartesischen Koordinaten steigt die EÆzienz durch HUFF um
ca. 50 %.
 Auer bei den Verbindungen, die ein Ubergangsmetallelement enthalten, sind die kar-
tesischen Koordinaten genauso eÆzient fur die Geometrieoptimierung wie die 'internen'
Koordinaten.
 Der Einu der berechneten Startstruktur auf Kraftfeld-Niveau ist schwer zu quanti-
zieren. Aber insbesondere fur groere Molekule kann die Startstruktur fur die Konver-
genz der Geometrieoptimierung entscheidend sein, wie das Beispiel des Au-Komplexes
([Au10Se4(Ph2P(CH2)PPh2)4]
2+) zeigt. Durch die Kraftfeldoptimierung wird die Li-
gandenhulle, welche typischerweise aus sterisch anspruchsvollen organischen Verbin-
dungen (z.B Phenyl-Ringe) besteht, nahe bei der Zielstruktur berechnet, so da nur
das Komplexzentrum mit dem Metallzentrum optimiert werden mu.
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Polycyclische aromatische Kohlenwasserstoe (PAH) werden als Vorlaufer fur Ru in Koh-
lenwasserstoammen betrachtet und sind in anderen Gebieten von groer Wichtigkeit [9] ,
[73]. Daher werden sie als geeignete Modellverbindungen zur Untersuchung der Elementar-
reaktionen in pyrolytischen Prozessen von kohlenstohaltigen Materialien benutzt [74].
Es wurden die Bindungsenergien von verschiedenen C-H und C-CH3 an verschiedenen akti-
ven Zentren von PAHs verschiedener Groe und Gestalt berechnet. Um die Abhangigkeit der
Bindungsenergien von der Groe des PAHs zu bestimmen, wurde ein einfaches 'Aufbauprin-
zip' fur die PAHs gewahlt (siehe Abbildung 4.1). Mit Hilfe dieser Daten kann die Pyrolyse
oder der Verbrennungsproze in kohlenstohaltigen Materialien modelliert werden. Bisher
wurden diese Daten aus semiempirischen Berechnungen gewonnen [9].
4.1. Aufbau der Modell PAHs und untersuchte
Elementarreaktionen
Die berechneten PAHs werden mit folgender Nomenklatur bezeichnet: [x; y]. Dabei gibt x
die Anzahl der annellierten Ringe am zigzag-Rand bzw. y die Anzahl der Ringe am armchair-
Rand des PAHs an. Anthracen z.B. lautet in dieser Nomenklatur [3; 1].
Erhoht man schrittweise die Anzahl der Ringe am zigzag- bzw. armchair Rand, so gelangt
man zu der Reihe [3; 3]; [3; 5]; [5; 5]; [5; 7] (siehe Abbildung 4.1). Bei Vergroerung
entlang des zigzag-Randes erhalt man [3; 3]; [5; 3]; [7; 3]; [9; 3]. Schlielich kann man
noch ein Satz von PAHs erzeugen, indem man diese entlang der armchair Seite vergroert:
[2; 5]; [2; 7]; [2; 9]; [2; 11]. Diese drei Serien erlauben es, die Groenabhangigkeit der
Bindungsenergien bezuglich der zwei Kantenlangen (zigzag und armchair) und der Flache
des PAHs zu untersuchen.
Die sieben untersuchten Elementarreaktionen an einem typischen PAH sind schematisch in
Abbildung 4.2 dargestellt. Reaktion A steht fur die Spaltung einer C-H Bindung am zigzag-
Rand eines PAHs. Die entsprechende Spaltung einer C-CH3 Bindung wird mit A
0 bezeichnet.
Die Dissoziationsreaktionen von C-H bzw. C-CH3 werden mit B bzw. B
0 bezeichnet. Am
armchair-Rand gibt es noch eine zusatzliche Reaktion: die Dissoziation in direkter Nachbar-
schaft zu einem radikalischen Zentrum. Die Dissoziation eines H-Atoms wird mit C, die einer
Methyl-Gruppe mit C0 bezeichnet. Die letzte Reaktion, deren Bindungsenergie untersucht
wurde, ist die Abstraktion eines H-Atoms am armchair-Rand in direkter Nachbarschaft zu
einer Methyl-Gruppe (Reaktion D).
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Abbildung 4.1 Berechnete Bindungsenergi-
en (in kJ mol 1) fur die Elementarreaktionen
A, B, C und D (X=H,CH3).
Abbildung 4.2 Schematische Darstel-
lung der untersuchten Elementarreaktio-
nen an einem Modell PAH.
4.2. Rechenmethode und deren Genauigkeit
Es wurden mit dem Programmpaket TURBOMOLE [12], [59], [60] , [75] , Geometrieopti-
mierungen fur alle Molekule, die hier vorgestellt werden, durchgefuhrt. Die Geometrieopti-
mierungen erfolgten im Raum der kartesischen Koordinaten mit der Hesse-Matrix HUFF als
Startwert, welche auf Kraftfeld-Niveau (UFF) berechnet wurde (siehe 2.4.2). Zur Ermittlung
der Rechenmethode fur die Berechnung der Bindungsenergien der PAHs wurden Rechnungen
auf Hartree-Fock-, MP2- und DFT-Niveau durchgefuhrt. Bei den DFT-Rechnungen wurden
ausschlielich gradientenkorrigierte Austauschkorrelationsfunktionale benutzt. Es wurde das
Hybridfunktional B3LYP [76] und das sogenannten BP86-Funktional von Becke und Per-
dew [61] , [62] , [63] verwendet. Als Basisfunktionen wurden die Standard TURBOMOLE
Basissatze SV(P) (keine Polarisationsfunktionen an den H- , aber an C-Atomen), SVP [64]
, TZVP [77] und TZVPP [78] , [79] benutzt. Im Falle des BP86-Funktionals wurde aus-
schlielich die eektive RI-J-Naherung der Coulomb-Energie [65] , [78] benutzt. Die groeren
aromatischen Systemen zeigten Triplettinstabilitaten [75], so da auch diese geschlossenscha-
ligen Systeme mit dem UKS-Formalismus berechnet wurden.
Um die Rechenmethode zu ermitteln, wurden Benzol und das Phenyl-Radikal mit den ver-
schiedenen Methoden und Basissatzen berechnet, da fur diese Molekule experimentelle Daten
der Bindungsenergien (und Geometrien) vorliegen. Da das Ziel war, genaue Bindungsenergien
in den PAHs zu ermitteln, wurde die Methode gewahlt, welche das beste 'Preis/Leistungs-
verhaltnis' bezuglich der Berechnung der Bindungsenergien der beiden Molekule ergibt (siehe
Tabelle 4.1). Die in Tabelle 4.1 berechneten Energien sowie die experimentellen Bindungs-
energien wurden um die Nullpunktsschwingungsenergie (ZPE) auf BP86/SV(P)-Niveau kor-
rigiert. Damit ergibt sich der experimentelle Wert der C-H-Bindungsenergie im Benzol zu
501.52.5 kJ mol 1 [80] ( = (468.6  2.5 ) + 32.9 (ZPE) kJ mol 1). Dieser Wert wurde
aus Messungen der Gasphasenaciditat bestimmt und auf 0 K extrapoliert. Die Bindungs-
energie der C-H Bindung im Phenyl-Radikal betragt, korrigiert um die ZPE (ZPE=31.7 kJ
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mol 1), 334.313.0 kJ mol 1 [81] . Fur die C-C-Bindungsenergie im Toluol erhalt man auf
BP86/SV(P)-Niveau einen Wert von De=441.6 kJ mol
 1. Korrigiert man diesen Wert um
die ZPE, so ergibt sich D0 zu 413.0 kJ mol
 1, welcher in etwa um die gleichen Betrag vom
experimentellen Wert abweicht wie die C-H-Bindungsenergie im Benzol. Die experimentell
bestimmte Bindungsenergie von McMillen betragt D0=425.98 kJ mol
 1 [82].
Tabelle 4.1 zeigt, da HF deutlich zu niedrige Dissoziationsenergien im Vergleich zum expe-
rimentellen Wert liefert. Der Fehler von etwa 130 kJ mol 1 ist ein vernunftiger Wert fur den
Beitrag der Elektronenkorrelation zur Bindungsenergie, welcher bei HF nicht berucksichtigt
wird. B3LYP und BP86 geben fur die verschiedenen Basissatze Dissoziationsenergien, die
sich um nicht mehr als ein kJ mol 1 unterscheiden. Im Vergleich zum experimentellen Wert
unterschatzt SV(P) die Bindungsenergie um 18 kJ mol 1 und die groeren Basissatze um 11
kJ mol 1. Morokuma et. al. erhalt auf B3LYP/6-311G(d,p)-Niveau einen Wert von D0 fur
die C-H-Bindung im Benzol von 457.1 kJ mol 1 [83] , was in sehr guter Ubereinstimmung
mit den ZPE korrigierten Werten von B3LYP/TZVP bzw. B3LYP/TZVPP (D0=458.0 kJ
mol 1, siehe Tabelle 4.1) ist. MP2 ist fur diesen Fall nicht genau genug, was man Tabelle 4.1
entnehmen kann.
Die berechneten Bindungsenergien im o-Dehydrobenzol (o-C6H4) (siehe Tabelle 4.1) zeigen
eine bemerkenswerte Tatsache: Die Werte der HF-Methode uberschatzen die Bindungsenergie
um ca. 100 kJ mol 1 gegenuber dem experimentellen Wert und den DFT Ergebnissen. Nor-
malerweise unterschatzt HF die Dissoziationsenergie De, da die C-H-Bindung im Benzol z.B.
einen groeren absoluten Wert der Korrelationsenergie besitzt als im dissozierten Zustand.
Das hier beobachtete umgekehrte Verhalten resultiert aus der groen Korrelationsenergie des
o-C6H4, welche aus dem starkem Multireferenz-Charakter der CC-Dreifachbindung kommt.
Aller Wahrscheinlichkeit nach ist das der Grund fur das Versagen von MP2 [74] . DFT be-
schreibt die Bindungsenergie im o-Dehydrobenzol mit guter Genauigkeit (siehe Tabelle 4.1).
BP86 ist ein wenig besser als B3LYP. BP86 uberschatzt den Wert um 8-17 kJ mol 1 je nach
Basissatz und B3LYP um 19-25 kJ mol 1. BP86 liegt sogar in den Fehlergrenzen des expe-
rimentellen Wertes, welcher 366.0  13.0 kJ mol 1 [81] mit der Korrektur um die ZPE von
31.7 kJ mol 1 auf BP86/SV(P)-Niveau, betragt.
Daher wird das BP86 Funktional mit der kleinen Basis SV(P) als die Methode zur Berechnung
aller System gewahlt. Daruberhinaus erhalt man mit diesem Verfahren auch vernunftige
Strukturdaten. Die experimentellen C-C- und C-H-Abstande im Benzol, welche 139.60.08
pm bzw. 108.50.5 pm betragen, wurden aus Elektronenbeugungsexperimenten und Mikro-
wellenspektren extrapoliert auf 0 K [84] bestimmt. Mit BP86/SV(P) ergeben sich diese
Bindungsabstande zu 140.6 pm (C-C-Bindung) und 110.3 pm (C-H). Auch der kritische
Dreifachbindungsabstand C-C im o-C4H6 wird mit BP86/SV(P) gut erhalten, falls man den
Wert von 126.7 pm mit dem Wert von 127.0 pm aus einer genaueren Rechnung auf CCSD(T)
von Kraka und Cremer [85] vergleicht.
4.3. Ergebnisse und Diskussion
Tabelle 4.2 zeigt die berechneten adiabatischen Dissoziationsenergien De fur die sieben hier
untersuchten Elementarreaktionen an einem PAH. Da die Bindungen, die gebrochen werden,
senkrecht zum konjugierten -System stehen und dieses nicht stark beeinussen, konnte man
erwarten, da die Dissoziationsenergien nahezu unabhangig von der Groe und Gestalt des
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Basis Satz HF B3LYP BP86 MP2 HF B3LYP BP86 MP2
SV(P) 362.4 483.2 483.6 547.6 460.6 385.2 377.7 |
SVP 370.4 489.5 489.4 573.9 468.3 391.5 383.5 |
TZVP 371.9 490.2 489.5 570.3 459.9 387.5 380.0 |
TZVPP 373.5 490.2 489.2 583.5 456.5 387.5 380.2 732.6
Exp. C6H5-H
a:501.5 2.5 kJ mol 1 C6H4-H
b:366.0 13.0 kJ mol 1
a Experimenteller Wert [80] fur De korrigiert um ZPE von 32.9 kJ mol
 1 (siehe Abschnitt 4.2)
b Experimenteller Wert [81] fur De korrigiert um ZPE von 31.7 kJ mol
 1 (siehe Abschnitt 4.2)
PAHs sind.
Fur das kleinste hier untersuchte System [3,3] erhalt man einen Wert fur die Bindungsdisso-
ziationenergie De der Elementarreaktion A von 486.4 kJ mol
 1. Dieser Wert ist ein wenig
hoher als die entsprechende Energie im Benzol (483.6 kJ mol 1 , siehe Tabelle 4.2). Dieser
Trend setzt sich bei Vergroerung der PAH-Flache nicht fort. Fur das System [3,5] ergibt
sich ein Wert fur De von 482.3 kJ mol
 1 , welcher etwas kleiner als der Wert des Benzols
ist. Fur die beiden groten Systeme ([5,5] bzw. [5,7]), die hier berechnet wurden, erhalt man
Dissoziationsenergien von 479.8 bzw. 480.4 kJ mol 1 . Betrachtet man die Reihe [5,3]-[7,3]-
[9,3], so sieht man, da die Dissoziationsenergie der Elementarreaktion A hauptsachlich von
der Lange des zigzag-Randes und nicht von der Flache des PAHs abhangt. Fur das System
[5,3] betragt die Dissoziationsenergie schon 480.4 kJ mol 1 . Fur das [5,3]-System betragt
die Energie hingegen 482.3 kJ mol 1 , ist also ca. 2 kJ mol 1 hoher.
Besteht ein signikanter Unterschied in der Bindungsstarke eines H-Atoms am zigzag-Rand
und am armchair-Rand? Die berechneten Dissoziationsenergien der Elementarreaktion B,
also der Dissoziation eines H-Atoms am armchair-Rand, zeigen, da diese Bindungen ein um
nur ca. 10 kJ mol 1 geringeren Energieinhalt gegenuber A besitzen (siehe Tabelle 4.2). So
betragt fur das System [3,3] De der Elementarreaktion B 476.9 kJ mol
 1 . Das ist auch genau
der Wert fur das grote hier berechnete System [5,7]. Der Einu der Lange der armchair-
Kante auf De wurde mit den Systemen [2,5]-[2,7]-[2,9]-[2,11] untersucht. Diese unterscheiden
sich um nur 0.1 kJ mol 1 und liegen bei 475.2 bzw. 475.3 kJ mol 1 . Dies unterstreicht den
lokalen Charakter der C-H-Bindung und die Ahnlichkeit der C-H-Bindung am zigzag- bzw.
armchair-Rand. Die Dierenzen der C-H-Bindungsstarke am zigzag- und armchair-Rand,
die man hier erhalt, sind zu gering, um daraus unterschiedliche Reaktivitat der PAHs zu
erklaren. Zum anderen zeigen die berechneten Dissoziationsenergien, da bei 1400 K, eine
typische Temperatur bei pyrolytischen Prozessen, nur ein kleiner Teil der C-H-Bindungen dis-
soziert sind. Das heit in anderen Worten, da ein Uberschu an Wassersto das Wachstum
von Graphitschichten inhibiert, da reaktive Zentren besetzt werden. Damit wurden fruhere
Arbeiten von Huttinger et. al. [86] , [87] zur Rolle des Wasserstos bei der Kohlenstoab-
scheidung auf eine physikalische Grundlage gestellt.
Elementarreaktion C, die Abstraktion eines H-Atoms in direkter Nachbarschaft zu einem
radikalischen Zentrum, sollte einen niedrigeren Wert fur De ergeben, weil sich bei dieser Re-
aktion eine Dreifachbindung ausbildet. Dies wird durch die Berechnungen bestatigt (siehe
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Tabelle 4.2). Die Dissoziationsenergien liegen alle, wenn man das kleinste hier untersuchte
System [3,3] unberucksichtigt lat, in einem Bereich von 4 kJ mol 1 und zwar bei 360 kJ
mol 1 . Der Wert der Referenzreaktion B liegt bei 476 kJ mol 1 . Fur die Elementarreakti-
on D, die Spaltung eines H-Atoms in unmittelbarer Nachbarschaft zu einer Methyl-Gruppe,
wurde man im Vergleich zu B einen niedrigeren, im Vergleich zu Reaktion C einen hoheren
Wert der Dissoziationsenergie erwarten. Durch den sterischen Anspruch der Methyl-Gruppe
wird eine Abstraktion des H-Atoms energetisch begunstigt; im Vergleich zu B (Destabilisie-
rung des Eduktes). Bei Reaktion C wird das Produkt stabilisiert, so da man hier einen
hoheren Wert der Dissoziationsenergie erwarten kann. Auch dies wird durch die Rechnungen
bestatigt. Lat man wiederum die Energie des [3,3]-Systems unberucksichtigt, so liegen die
Dissoziationsenergien fur alle Systeme bei 467 kJ mol 1 , also ca. 7 kJ mol 1 uber dem
Wert fur Reaktion C und ca. 8 kJ mol 1 unter dem Wert fur Reaktion B. Interessanterweise
betragt der Wert fur De bei [3,3] der Reaktion C 478.7 kJ mol
 1 , was ein wenig hoher ist als
der Wert fur Reaktion D. Dies lat sich durch die Position des Reaktionszentrum erklaren.
Bei Reaktion B liegt das Reaktionszentrum fur Elementarreaktion B auf der Ecke des PAHs
und ist so kein reiner zigzag- bzw. armchair-Rand.
Tabelle 4.2.: Berechnete, adiabatische Dissoziationsenergien De der Elementarreaktionen A,
A0, B, B0, C, C0 und D
System A B C D A0 B0 C0
[3; 3] 486.4 476.9 367.2 478.7 427.6 404.8 300.4
[3; 5] 482.3 474.6 361.6 467.2 425.0 396.8 291.7
[5; 5] 479.8 476.7 359.8 468.8 424.5 398.7 289.6
[5; 7] 480.4 476.9 360.8 468.3 427.8 394.1 286.6
[5; 3] 480.4 | | | 425.0 | |
[7; 3] 480.5 | | | 425.6 | |
[9; 3] 481.0 | | | 425.9 | |
[2; 5] | 475.3 359.5 468.5 | 399.0 289.9
[2; 7] | 475.2 359.9 468.5 | 397.4 288.7
[2; 9] | 475.3 358.0 468.5 | 398.3 287.8
[2; 11] | 475.3 357.7 466.2 | 396.7 287.3
Die Dissoziationsreaktionen einer Methyl-Gruppe (Reaktionen A', B' und C') zeigen analo-
ges Verhalten von De zu den Wasserstoabstraktionsreaktionen. Fur Elementarreaktion A'
betragt De ca. 425 kJ mol
 1 (siehe Tabelle 4.2). De fur B' betragt nur noch ca. 398 kJ
mol 1 und De fur C' liegt bei ungefahr 287 kJ mol
 1 . Der Energieunterschied zwischen A'
und B' betragt rund 25 kJ mol 1 , wahrend dieser bei A und B nur 5 kJ mol 1 betragt.
Dies lat sich durch die starkere Destabilisierung des Eduktes im Falle der Methyl-Gruppe
am armchair-Rand des PAHs erklaren.
Wie man aus Tabelle 4.2 entnehmen kann, zeigen die Dissoziationsenergien der einzelnen
Prozesse nur eine leichte Abhangigkeit von der Groe und der Gestalt des PAHs. So liegen
die Werte von De, falls man das kleinste hier untersuchte System [3,3] unberucksichtigt lat,
alle in einem Bereich von ca. 2 kJ mol 1 . Fat man die Reaktionen A,B und D zusammen,
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so erhalt man
De(C-H) = 476 10 kJ mol
 1 , Prozesse A,B und D (4.1)
Korrigiert man empirisch die Ungenauigkeiten der verwendeten Methode BP86/SV(P), wel-
che De um ca. 18 kJ mol
 1 bei Benzol (siehe Tabelle 4.1) unterschatzt ,und berucksichtigt
man die ZPE auf BP86/SV(P)-Niveau von ca. 33 kJ mol 1 , so erhalt man mit einem
konservativen Fehler (Tabelle 4.2)
D0(C-H) = 461 20 kJ mol
 1 , Prozesse A,B und D. (4.2)
Fur Proze C, die Abstraktion eines H-Atoms in direkter Nachbarschaft zu einen radikalischen
Zentrum, ergibt sich dann analog (siehe Tabelle 4.2)
D0(C-H) = 345 20 kJ mol
 1 , Proze C. (4.3)
Schlielich ergibt sich fur die Methylabstraktionsreaktionen in volliger Analogie
D0(C-C) = 412 20 kJ mol
 1 , Proze A' (4.4)
D0(C-C) = 378 20 kJ mol
 1 , Proze B' (4.5)
D0(C-C) = 271 20 kJ mol
 1 , Proze C': (4.6)
4.4. Geometrien
Es werden nun die durch den Abstraktionsproze induzierten, signikanten Geometrieande-
rungen im folgenden diskutiert. Die Bezeichnungen der Strukturparameter ist in Abbildung
4.2 dargestellt. Aus Tabelle 4.3 kann man entnehmen, das die Strukturanderungen bei den
Elementarreaktionen A,B und D alle vergleichbar sind. Dies konnte man erwarten, da die
Bindungsenergien dieser Reaktionen sehr ahnlich sind. So werden die Bindungslangen der
am Reaktionszentrum beteiligten Bindungen um ca. 2 pm verkurzt und der Winkel a1 um
ca. 5.7 Æ vergroert.
Durch die sterisch, anspruchsvollere Methyl-Gruppe werden die Strukturanderungen bei den
Prozessen A' und B' gegenuber A und B starker ausgepragt. Bei diesen Elementarreaktionen
andern sich die Bindungslangen von einen typischen Wert von 152 pm um ca. 3 pm und der
Winkel a1 wachst zwischen 8.0 bis 8.6
Æ (Tabelle 4.4).
Bei den Reaktionen C und C', die H- bzw. CH3-Abstraktion am armchair-Rand in un-
mittelbarer Nachbarschaft zu einem radikalischen Zentrum, beobachtet man die starksten
Anderungen in der Struktur. Dies ist durch die Ausbildung einer Dreifachbindung und durch
die damit verbundenen Bindungsverkurzungen erklarbar. So vergroert sich der Winkel a1
im Edukt um 10 bis 13Æ. Der Bindungsparameter r2, an welcher die Dreifachbindung ausge-
bildet wird, verkurzt sich um 11 bis 12 pm und die Bindungslange r1 wird um 2.5 bis 3 pm
kleiner (Tabelle 4.5).
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Tabelle 4.3.: Bindungslangen- (in pm) und -winkelanderungen (in Grad) fur die Elementar-
reaktionen A, B und D (Bezeichnungen siehe Abbildung 4.2)
Proze A B D
System r0,r1,a1 r1 a1 r0,r1,r2,a1 r1 r2 a1 r1 r2 a1
r0=110.3 r0=109.9 110.3
















[5; 3] 141.8 -1.8 +5.8 | | | | | | | |
122.1
110.4
[7; 3] 141.7 -1.8 +5.6 | | | | | | | |
122.2
110.3
[9; 3] 141.6 -1.8 +5.7 | | | | | | | |
122.1
110.0 109.9
















4. C-H- und C-CH3-Bindungsenergien in PAHs
Tabelle 4.4.: Bindungslangen- (in pm) und -winkelanderungen (in Grad) fur die Elementar-
reaktionen A' und B' (Bezeichnungen siehe Abbildung 4.2)
Proze A' B'
System r0,r1,a1 r1 a1 r0,r1,r2,a1 r1 r2 a1
r0=151.3 r0=151.5
















[5; 3] 143.3 -3.6 +8.1 | | | |
119.7
151.1
[7; 3] 143.3 -3.5 +8.1 | | | |
119.7
151.1
[9; 3] 143.2 -3.5 +8.1 | | | |
119.7
151.9
















4. C-H- und C-CH3-Bindungsenergien in PAHs
Tabelle 4.5.: Bindungslangen- (in pm) und -winkelanderungen (in Grad) fur die Elementar-
reaktionen C und C' (Bezeichnungen siehe Abbildung 4.2)
Proze C C'
System r0,r1,r2,a1 r1 r2 a1 r1 r2 a1
r0=110.3 151.8

































In der vorliegenden Arbeit wird die Implementation des Universal Force Fields (UFF) von
Rappe (1992) in das TURBOMOLE Programmsystem vorgestellt. Es wurde untersucht, in
wie weit eine Voroptimierung der Geometrie und die Berechnung der Hesse-Matrix mit UFF
eine nachfolgende DFT-Berechnung beschleunigen kann. Benutzt man HUFF als Startwert
der Hesse-Matrix, so ist eine Geometrieoptimierung mit kartesischen Koordinaten so eÆzient
wie eine Optimierung im Raum der redundanten internen Koordinaten. Dies gilt vor allem fur
Verbindungen, die keine Ubergangsmetalle enthalten. Bei den Ubergangsmetallkomplexen ist
die Kraftfeld-Nahrung zu ungenau, so da die berechnete Hesse-Matrix HUFF eine zu grobe
Nahrung fur die exakte Hesse-Matrix darstellt. Bei sterisch beladenen Molekulen, fur welche
sehr schwierig (oder gar nicht) interne Koordinaten deniert werden konnen, mu man mit
kartesischen Koordinaten optimieren. Fur kartesische Koordinaten beschleunigt HUFF die
Geometrieoptimierung fur alle Verbindungen um rund 50 % gegenuber einer Diagonalmatrix
als Startwert.
Es wurden die adiabatischen Bindungsenergien von verschiedenen C-H und C-CH3-Bindungen
an verschiedenen aktiven Zentren von PAHs verschiedener Groe und Gestalt mit der Dich-
tefunktionalmethode berechnet. Um die Abhangigkeit der Bindungsenergien von der Groe
des PAHs zu bestimmen, wurde ein einfaches 'Aufbauprinzip' fur die PAHs gewahlt. Die
sieben untersuchten Elementarreaktionen an einem typischen PAH sind schematisch in Ka-
pitel 4 in Abbildung 4.2 dargestellt. Reaktion A steht fur eine Spaltung einer C-H-Bindung
am zigzag-Rand eines PAHs. Die entsprechende Spaltung einer C-CH3 Bindung wird mit A
0
bezeichnet. Die Dissoziationsreaktionen von C-H bzw. C-CH3 am armchair-Rand werden
mit B bzw. B0 bezeichnet. Am armchair-Rand gibt es noch eine zusatzliche Reaktion: die
Dissoziation in direkter Nachbarschaft zu einem radikalischen Zentrum. Die Dissoziation ei-
nes H-Atoms wird mit C, die einer Methyl-Gruppe mit C0 bezeichnet. Die letzte Reaktion,
deren Bindungsenergie untersucht wurde, ist die Abstraktion eines H-Atoms am armchair-
Rand in direkter Nachbarschaft zu einer Methyl-Gruppe (Reaktion D). Es zeigte sich, da
die Dissoziationsenergien nur leicht von der Groe und Gestalt des PAH abhangen und es
ergaben sich folgende Werte fur die Dissoziationsenergien D0 fur den Wassersto:
D0(C-H) = 461 20 kJ mol
 1 , Prozesse A,B und D (5.1)
D0(C-H) = 345 20 kJ mol
 1 , Proze C. (5.2)
Die berechneten Dissoziationsenergien der Elementarreaktionen A, B und D zeigen, da bei
1400 K, eine typische Temperatur bei pyrolytischen Prozessen, nur ein kleiner Teil der C-H-
Bindungen dissoziert sind. Das bedeutet, da ein Uberschu an Wassersto das Wachstum
von Graphitschichten inhibiert, da die reaktiven Zentren besetzt sind. Damit wurden fruhere
Arbeiten von Huttinger et. al. [86] , [87] zur Rolle des Wasserstos bei der Kohlenstoab-
scheidung auf eine physikalische Grundlage gestellt. Fur die Methylabstraktionsreaktionen
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ergeben sich folgende Werte:
D0(C-C) = 412 20 kJ mol
 1 , Proze A' (5.3)
D0(C-C) = 378 20 kJ mol
 1 , Proze B' (5.4)
D0(C-C) = 271 20 kJ mol
 1 , Proze C'. (5.5)
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A. Nomenklatur
Operatoren werden mit einem Dach Ô, Vektoren mit einem Unterstrich z.B. r und Matrizen
durch doppeltes Unterstreichen z.B. C gekennzeichnet.
Die Gesamtwellenfunktion  ist eine Funktion aller Elektronenkoordinaten ri und aller
Spinkoordinaten !i :
 = (x1; x2; :::; xN )
mit xi = fri; !ig:
 wird als Slaterdeterminante angesetzt:









i(xN ) j(xN )    k(xN )

Die Einteilchenfunktionen i sind die Spinorbitale und sind Funktionen der Koordinaten ei-
nes Elektrons und dessen Spinfunktion. Die raumlichen Orbitale  i sind Funktionen der
Koordinaten eines Elektrons und unabhangig von der Spinfunktion. Die Indizes a; b der Or-
bitalfunktionen stehen fur besetzte Orbitale und r; s stehen fur virtuelle Orbitale.
Fur die auftretenden Integrale werden die ublichen Dirac-Abkurzungen benutzt [13], wobei
diese Abkurzungen auch fur raumliche Orbitale benutzt werden:
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B.2. Anzahl der Geometriezyklen
Tabelle B.1.: Anzahl der Optimierungszyklena zur Bestimmung der Grundzustandsgeome-
trie im Raum der kartesischen Koordinaten mit HUFF (UFF) und mit einer
Diagonalmatrix (DIAG) als Startwert und zwei Parametersatzen fur den Geo-
metrieoptimierer RELAX
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
Li4Me4 20 S4 0.3230 17 16 9 11
P7H3 10 C3 0.0432 6 13 6 13
AsNH4 6 C1 0.0227 7 24 10 28
Na14Cl
+
13 27 Oh 0.8256 38 18 13 12
H2C4N 7 C2v 0.2889 7 10 8 12
(HCONH2)2 10 C1 0.1238 18 45 10 31
B12H
2 
12 24 Ih 0.1677 7 7 6 7
AlCp2 41 C1 0.2916 134 181 75 157
Al13 13 C2v 0.1826 13 10 7 7
C2+80 80 D5d 0.5748 21 25 9 14
(10,10)-Nanotube 180 D2h 0.2747 33 44 10 46
C8H18 26 C1 0.0384 15 53 13 53
C4H4 8 C1 0.4556 9 9 7 11
C4H
(d)
4 8 C1 0.1438 6 9 6 9
C4H10 14 C1 0.0228 7 16 7 16
C6H12 18 Cs 0.0238 5 13 5 13
C2H4Li2 8 D2h 0.0472 5 9 5 9
C5H4OFCl 12 Cs 0.2593 10 21 8 26
ACTHCP 16 C1 0.2916 35 56 19 62
THAQe 27 Cs 0.1989 15 56 12 49
Pterin 17 Cs 0.1270 8 27 8 27
ACYGLY11 15 Cs 0.2605 10 31 9 45
ACANIL01 19 Cs 0.0780 8 30 8 30
Dimethylamin 10 C1 0.0294 8 27 7 27
Thiophen 12 C2h 0.1127 6 13 6 13
Norbornan 19 C2v 0.0485 5 13 5 13
c-Stilben 26 C1 0.0601 27 108 46 108
t-Stilben 26 C1 0.0738 14 48 22 48
Biphenyl 22 C1 0.0515 9 14 9 14
(a) Konvergenzkriterien E 10 6 a.u. und L2-Norm des Gradienten  10
 3 a.u.
(b) RELAX-Parameter DEFAULT: dqmax=0.3
(c) RELAX-Parameter NOLIMIT: dqmax=10.3




Tabelle B.2.: Anzahl der Optimierungszyklena zur Bestimmung der Grundzustandsgeometrie
im Raum der redundanten, internen Koordinaten mit HUFF (UFF) und mit
einer Diagonalmatrix (DIAG) als Startwert und zwei Parametersatzen fur den
Geometrieoptimierer RELAX
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
Li4Me4 20 S4 0.3230 14 13 9 10
P7H3 10 C3 0.0432 6 9 6 9
AsNH4 6 C1 0.0227 7 10 7 10
Na14Cl
+
13 27 Oh 0.8256 21 21 11 10
H2C4N 7 C2v 0.2889 7 8 6 8
(HCONH2)2 10 C1 0.1238 16 19 10 20
B12H
2 
12 24 Ih 0.1677 6 7 6 7
AlCp2 41 C1 0.2916 64 60 57 63
Al13 13 C2v 0.1826 13 11 8 8
C2+80 80 D5d 0.5748 7 9 7 12
(10,10)-Nanotube 180 D2h 0.2747 7 8 6 7
C8H18 26 C1 0.0384 7 13 8 13
C4H4 8 C1 0.4556 8 7 6 6
C4H
(d)
4 8 C1 0.1438 6 5 5 5
C4H10 14 C1 0.0228 5 5 5 5
C6H12 18 Cs 0.0238 4 5 4 5
C2H4Li2 8 D2h 0.0472 5 7 5 7
C5H4OFCl 12 Cs 0.2593 10 8 7 10
ACTHCP 16 C1 0.2916 16 21 16 30
THAQe 27 Cs 0.1989 11 14 11 16
Pterin 17 Cs 0.1270 7 8 7 9
ACYGLY11 15 Cs 0.2605 9 8 7 7
ACANIL01 19 Cs 0.0780 7 8 7 12
Dimethylamin 10 C1 0.0294 6 9 6 9
Thiophen 12 C2h 0.1127 6 11 6 13
Norbornan 19 C2v 0.0485 4 5 4 5
c-Stilben 26 C1 0.0601 14 21 14 19
t-Stilben 26 C1 0.0738 7 10 7 12
Biphenyl 22 C1 0.0515 7 9 7 9
(a) Konvergenzkriterien E 10 6 a.u. und L2-Norm des Gradienten  10
 3 a.u.
(b) RELAX-Parameter DEFAULT: dqmax=0.3
(c) RELAX-Parameter NOLIMIT: dqmax=10.3





Tabelle B.3.: RG in % (siehe Abschnitt 3.1) fur Optimierungen mit kartesischen Koordinaten
und zwei Parametersatzen fur RELAX (DEFAULT und NOLIMIT)
Anzahl der jg(1)j DEFAULT NOLIMIT
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
Li4Me4 20 S4 0.3230 11.5 33.1 67.2 48.1
P7H3 10 C3 0.0432 39.9 0.2 57.0 0.2
AsNH4 6 C1 0.0227 35.1 39.7 44.2 39.7
Na14Cl
+
13 27 Oh 0.8256 7.9 18.4 96.6 50.8
H2C4N 7 C2v 0.2889 47.7 60.1 79.7 -129.7
(HCONH2)2 10 C1 0.1238 -0.9 16.1 60.7 7.0
B12H
2 
12 24 Ih 0.1677 23.8 35.1 47.7 35.1
AlCp2 41 C1 0.2916 3.3 26.6 77.2 29.0
Al13 13 C2v 0.1826 25.2 33.5 78.9 34.3
C2+80 80 D5d 0.5748 10.9 -21.7 65.8 -35.3
(10,10)-Nanotube 180 D2h 0.2747 3.5 -3.4 68.5 -3.4
C8H18 26 C1 0.0384 48.9 31.9 64.3 31.9
C4H4 8 C1 0.4556 57.7 59.0 95.8 -37.4
C4H
(a)
4 8 C1 0.1438 72.4 -25.8 72.4 -25.8
C4H10 14 C1 0.0228 60.0 32.0 60.0 32.0
C6H12 18 Cs 0.0238 80.5 23.2 80.5 23.2
C2H4Li2 8 D2h 0.0472 78.4 41.7 73.3 41.7
C5H4OFCl 12 Cs 0.2593 39.5 55.8 65.6 -112.0
ACTHCP 16 C1 0.2916 38.6 51.2 73.3 -290.1
THAQb 27 Cs 0.1989 44.3 36.1 64.8 -47.1
Pterin 17 Cs 0.1270 38.9 0.2 57.0 0.2
ACYGLY11 15 Cs 0.2605 47.0 55.7 76.3 -146.1
ACANIL01 19 Cs 0.0780 35.4 15.8 61.1 15.8
Dimethylamin 10 C1 0.0294 46.0 48.0 56.6 48.0
Thiophen 12 C2h 0.1127 51.3 12.7 72.4 12.7
Norbornan 19 C2v 0.0485 87.5 29.3 87.5 29.3
c-Stilben 26 C1 0.0601 77.2 -1.9 78.1 -1.9
t-Stilben 26 C1 0.0738 64.0 -1.7 70.6 -1.7
Biphenyl 22 C1 0.0515 81.3 -2.4 81.2 -2.4




B.4. Beschleungigungsfaktoren A, B
Tabelle B.4.: Beschleunigungsfaktoren A und B (in Klammern) in % der Kraftfeld Hesse-
Matrix HUFF (siehe Abschnitt 3.1) fur Optimierungen im Raum der karte-
sischen (CART) und der redundant, internen Koordinaten (IRED) mit zwei
verschiedenen RELAX Parametersatzen (DEFAULT und NOLIMIT).
HUFF  ! CART IRED
Diagonalmatrix # DEFAULT NOLIMIT DEFAULT NOLIMIT
DEFAULT 39.4 54.4 54.6 62.1
(46.8) (61.4) (67.5) (61.4)
CART
NOLIMIT 30.9 51.4 49.5 59.1
(44.8) (59.9) (66.3) (70.9)
DEFAULT -28.6 -1.4 13.3 23.8
(-44.1) (-4.6) (12.0) (24.1)
IRED
NOLIMIT -34.0 -1.6 10.0 23.3




C.1. Strukturen der Molekule
57
C. Polycyclische aromatische Kohlenwasserstoe (PAH)
58
C. Polycyclische aromatische Kohlenwasserstoe (PAH)
C.2. Anzahl der Geometriezyklen
Tabelle C.1.: Anzahl der Optimierungszyklena zur Bestimmung der Grundzustandsgeometrie
im Raum der redundanten, internen und kartesischen Koordinaten mit HUFF
(UFF) und mit einer Diagonalmatrix (DIAG) als Startwert und zwei Parame-
tersatzen fur den Geometrieoptimierer RELAX
Raum der kartesischen Koordinaten
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
(1,1) 6 D6h 0.1055 6 6 4 6
C30H15 45 C1 0.1348 8 26 8 27
(3,1) 24 D2h 0.1100 6 15 5 15
(2,5) 46 D2h 0.2001 10 30 8 29
(3,3) 42 D2h 0.1943 11 25 8 25
(3,3)A 43 C2v 0.2608 12 26 10 26
(5,7)C0 117 Cs 0.1737 10 53 12 54
Raum der redundanten, internen Koordinaten
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
(1,1) 6 D6h 0.1055 4 4 4 4
C30H15 45 C1 0.1348 8 7 7 7
(3,1) 24 D2h 0.1100 5 6 5 6
(2,5) 46 D2h 0.2001 6 6 7 7
(3,3) 42 D2h 0.1943 6 6 6 6
(3,3)A 43 C2v 0.2608 8 8 9 8
(5,7)C0 117 Cs 0.1737 11 12 10 12
(a) Konvergenzkriterien E 10 3 a.u. und L2-Norm des Gradienten  10
 6 a.u.
(b) RELAX-Parameter DEFAULT: dqmax=0.3
(c) RELAX-Parameter NOLIMIT: dqmax=10.3
59
C. Polycyclische aromatische Kohlenwasserstoe (PAH)
C.3. Reduktionsfaktor RG
Tabelle C.2.: RG in % (siehe Abschnitt 3.1) fur Optimierungen im Raum der kartesischen
Koordinaten und zwei Parametersatzen fur RELAX (DEFAULT und NOLI-
MIT)
Anzahl der jg(1)j DEFAULT NOLIMIT
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
(1,1) 6 D6h 0.1055 74.8 -5.6 90.7 -5.6
C30H15 45 C1 0.1348 28.9 -47.7 72.4 -48.4
(3,1) 24 D2h 0.1100 63.5 -43.2 75.6 -43.2
(2,5) 46 D2h 0.2001 16.7 -14.9 77.8 -15.1
(3,3) 42 D2h 0.1943 4.8 -16.6 77.4 -16.6
(3,3)A 43 C2v 0.2608 9.2 24.8 64.9 3.1
(5,7)C0 117 Cs 0.1737 70.0 10.1 70.0 -6.3
C.4. Beschleungigungsfaktoren A, B
Tabelle C.3.: Beschleunigungsfaktoren A und B (in Klammern) in % der Kraftfeld Hesse-
Matrix HUFF (siehe Abschnitt 3.1) fur Optimierungen im Raum der karte-
sischen (CART) und der redundant, internen Koordinaten (IRED) mit zwei
verschiedenen RELAX Parametersatzen (DEFAULT und NOLIMIT).
HUFF  ! CART IRED
Diagonalmatrix # DEFAULT NOLIMIT DEFAULT NOLIMIT
DEFAULT 55.3 64.2 67.7 67.5
(65.2) 69.6 (73.5) (69.6)
CART
NOLIMIT 55.3 64.3 67.8 67.5
(65.4) (69.8) (73.6) (73.6)
DEFAULT -35.4 -12.8 1.5 0.6
(-28.6) (-12.2) (2.0) (2.0)
IRED
NOLIMIT -32.0 -10.0 3.6 3.0
(-26.0) (-10.0) (4.0) (4.0)
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D. Ubergangsmetallverbindungen ( UM)
D.2. Anzahl der Geometriezyklen
Tabelle D.1.: Anzahl der Optimierungszyklena zur Bestimmung der Grundzustandsgeometrie
im Raum der redundanten, internen und karteischen Koordinaten mit HUFF
(UFF) und mit einer Diagonalmatrix (DIAG) als Startwert und zwei Parame-
tersatzen fur den Geometrieoptimierer RELAX
Raum der kartesischen Koordinaten
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
FeCp2 21 D5h 0.1788 13 14 7 9
Cr(CO)6 13 Cs 0.6998 23 33 8 15
Cr(CO)6
d 13 Cs 0.2859 8 13 7 11
Fe6Br12 18 D3d 0.1111 21 18 14 17
HgC4F6 11 C2h 0.0825 9 20 9 19
(HgPMe)4 24 C2v 0.0726 56 100 41 94
Cd20Se31 51 Td 0.0615 18 18 21 25
Ag4 4 D2h 0.0137 5 6 5 6
[Ag4(N2)4]
+ 12 D2h 0.1048 12 22 13 20
Zn-Komplexe 32 C1 0.3321 157 243 134 282
Ni-Komplexf 89 C1 0.0999 58 174 51 159
Au-Komplexg 210 C2h 0.5070 265 >330 127 >302
Raum der redundanten, internen Koordinaten
Anzahl der jg(1)j DEFAULTb NOLIMITc
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
FeCp2 21 D5h 0.1788 9 8 7 8
Cr(CO)6 13 Cs 0.6998 9 9 7 8
Cr(CO)6
d 13 Cs 0.2859 8 7 12 7
Fe6Br12 18 D3d 0.1111 10 14 10 14
HgC4F6 11 C2h 0.0825 5 6 5 7
(HgPMe)4 24 C2v 0.0726 12 13 12 22
Cd20Se31 51 Td 0.0615 16 20 20 23
Ag4 4 D2h 0.0137 4 5 4 5
[Ag4(N2)4]
+ 12 D2h 0.1048 12 10 10 10
Zn-Komplexe 32 C1 0.3321 24 27 54 64
Ni-Komplexf 89 C1 0.0999 21 30 13 31
Au-Komplexg 210 C2h 0.5070 38 31 43 58
(a) Konvergenzkriterien E 10 6 a.u. und L2-Norm des Gradienten  10
 3 a.u.
(b) RELAX-Parameter DEFAULT: dqmax=0.3
(c) RELAX-Parameter NOLIMIT: dqmax=10.3
(d) Atomtypen der Kraftfeld Berechnung wurden variiert (siehe Abschnitt 3.2.4).
(e) Dichlorobis(7-azaindol)-zink (II)




D. Ubergangsmetallverbindungen ( UM)
D.3. Reduktionsfaktor RG
Tabelle D.2.: RG in % (siehe Abschnitt 3.1) fur Optimierungen im Raum der kartesischen
Koordinaten und zwei Parametersatzen fur RELAX (DEFAULT und NOLI-
MIT)
Anzahl der jg(1)j DEFAULT NOLIMIT
Molekul Atome Symmetrie /a.u. UFF DIAG UFF DIAG
FeCp2 21 D5h 0.1788 17.7 32.7 77.1 35.5
Cr(CO)6 13 Cs 0.6998 7.8 33.9 67.3 -483.5
Fe6Br12 18 D3d 0.1111 5.2 26.3 69.2 26.3
HgC4F6 11 C2h 0.0825 18.3 6.0 52.6 6.0
(HgPMe)4 24 C2v 0.0726 5.7 36.8 57.4 36.8
Cd20Se31 51 Td 0.0615 9.9 8.1 65.6 8.1
Ag4 4 D2h 0.0137 73.2 21.6 73.2 21.6
[Ag4(N2)4]
+ 12 D2h 0.1048 21.1 -291.6 50.5 -291.6
Zn-Komplexa 32 C1 0.3321 12.4 57.8 74.5 -10.0
Ni-Komplexb 89 C1 0.0999 13.7 43.2 52.7 43.2
Au-Komplexc 210 C2h 0.5070 6.5 -191.8 81.6 13.6
(a) Dichlorobis(7-azaindol)-zink (II)
(b) [Nif cyclo - (t-Bu3P5)g(PEt3)2]
(c) [Au10Se4(Ph2P(CH2)PPh2)4]
2+
D.4. Beschleungigungsfaktoren A, B
Tabelle D.3.: Beschleunigungsfaktoren A und B (in Klammern) in % der Kraftfeld Hesse-
Matrix HUFF (siehe Abschnitt 3.1) fur Optimierungen im Raum der karte-
sischen (CART) und der redundant, internen Koordinaten (IRED) mit zwei
verschiedenen RELAX Parametersatzen (DEFAULT und NOLIMIT, siehe Ab-
schnitt 3).
HUFF  ! CART IRED
Diagonalmatrix # DEFAULT NOLIMIT DEFAULT NOLIMIT
DEFAULT 28.5 43.8 59.2 56.5
(34.9) (55.9) (83.0) (55.9)
CART
NOLIMIT 17.0 39.8 53.7 52.5
(32.7) (54.4) (82.5) (79.4)
DEFAULT -166.9 -87.7 9.9 -3.8
(-258.3) (-142.8) (13.5) (-9.4)
IRED
NOLIMIT -90.4 -34.7 18.6 15.7
(-151.0) (-70.0) (34.6) (23.3)
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Die UFF Implementierung erfolgte streng nach der Veroentlichung von Rappe et. al. [7].
Insbesondere werden die Bindungsterme mit dem harmonischen Potential, die van-der-Waals-
Wechselwirkungen(WW) mit dem Lennard-Jones-Potential beschrieben. Fur die Torsionster-
me werden die sieben Falle, welche in [7] beschrieben werden, unterschieden. Nichtbindende
Wechselwirkungen werden fur Atompaare, die in einer 1,4 (oder hoheren) Nachbarschaftsbe-
ziehung zueinander stehen, berechnet. Es ist also kein Cuto implementiert. Die Kraftfeld-
parameter sind [7] entnommen. Die Partialladungen fur die elektrostatischen Nichtbindungs-
terme werden mit dem Charge Equilibration Modell (QEq) [11] berechnet. Die Geometrie-
optimierung erfolgt mit dem Newton-Verfahren mit einem anschlieenden Linesearch, wenn
der Gradient g(k) des Molekuls sich im Bereich EPSSTEEP > g(k) > EPSSEARCH bendet.
Die Standardwerte fur EPSSTEEP und EPSSEARCH sind 0.05 a.u. bzw. 1  10 3 a.u..
Ist der Gradient groer als EPSSTEEP wird ein Deepest-Descent-Schritt, ist g(k) kleiner als
EPSSEARCH wird kein Linesearch im Anschlu an den Newton-Schritt gemacht.
Es wurden die Molekule, welche in den Veroentlichungen von Rappe et. al. [7],[72] be-
rechnet wurden, mit der UFF-Implementation im TURBOMOLE nachgerechnet. Die Struk-
turdaten der Molekule wurden im Mittel bis 0.4 pm in den Bindungsabstanden bzw. 0.6Æ
in den Bindungswinkeln reproduziert. Die grote Abweichung im Bindungsabstand ist bei
Methyl-Adamantan mit 1.0 pm und im Bindungswinkel bei Imidazol mit 1.8Æ . Diese Abwei-
chungen haben ihre wahrscheinliche Ursache in der unterschiedlichen Weise der Berechnung
der Partialladungen. In der vorgestellten Implementation werden nach jedem Zyklus die Par-
tialladungen neu berechnet. In den UFF-Rechnungen aus [7],[72] werden die Partialladungen
im ersten Zyklus berechnet und dann konstant gehalten.
E.1. Realisierung
Als Eingabe verlangt UFF nur die kartesischen Koordinaten. Das Format der Koordinaten-
datei entspricht genau dem TURBOMOLE-Format. Auer dem chemischen Symbol kann
u.a. noch die Hybridisierung des Atoms angeben werden. Dies geschieht mit eine funfziri-
gen Zeichenkette, die diese Informationen enthalt [7]. Daher kann z.B. die Hybridisierung des
C-Atoms im Propan durch eine 3 angegeben werden (C 3; Achtung kein zwischen C und 3).
Wird keine Hybridisierung angeben, versucht, das Programm einen Wert der Hybridisierung
ausgehend von der Anzahl der nachsten Nachbarn zu bestimmen. Jeder Atomtyp wird mit
den folgenden Parametern charakterisiert: rI - 'naturlicher' Bindungsradius, I - 'naturli-
cher' Bindungswinkel, xI - van der Waals Radius, DI - van derWaals Energie, ZI - eektive
Ladung, I - Elektronegativitat. Diese Informationen sind in [7] fur die Atome des gesamten
Periodensystems angegeben. Weiterhin wird uber die Hybridisierung des Atoms, die weiter
unten beschriebenen Kraftfeldparameter fur z.B. Bindungsterme die Bindungsordnung (BO),
ermittelt.
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Es wird dann der Block $u in der control-Datei, falls er nicht vorhanden ist, generiert (sie-
he E.1.1). Dann berechnet das Programm die Konnektivitat, d.h. die nachsten Nachbarn
des Atoms i (i=1,..,NATOMS; NATOMS=Anzahl der Atoms des Molekuls) und daraus die
gesamten Terme, welche das Kraftfeld aufbauen. Die Konnektivitat wird uber ein reines
Abstandskriterium ermittelt, d.h. es besteht eine Bindung zwischen Atom i und j, falls der
Abstand von i und j kleiner als die Summe der Atomradien multipliziert mit einem Eingabe-
parameter (DFAC, siehe E.1.2) ist. Der Defaultwert von DFAC ist 1.10. Falls das Molekul
eine ungewohnliche Topologie besitzt, kann die Konnektivitat auch vorgegeben werden und
ausgehend davon die gesamten Kraftfeldterme berechnet. Die Topologie, die Kraftfeldterme
und die Partialladungen werden in der Datei UFFTOPOLOGY abgespeichert und konnen so
nachtraglich gegebenenfalls editiert werden (siehe E.1.2).
Am Ende einer Single-Point-Rechnung oder eines konvergierten Laufs wird die kartesische
Hesse-Matrix ausgegeben. Die Kraftkonstanten werden analytisch berechnet und mit der
numerischen verglichen. Anschlieend werden die Translations- und Rotationsbeitrage her-
ausprojeziert und die resultierende Hesse-Matrix ausgegeben. Die Ausgabe der berechneten
Koordinaten, der kartesischen Gradienten sowie der kartesischen Hesse-Matrix entspricht ge-
nau dem Format, welches des Programmsystem TURBOMOLE verlangt.
E.1.1. Block $u in der TURBOMOLE control-Datei
Es wird, falls noch kein Eintrag fur UFF in der control-Datei existiert, der Block $u in der
control-Datei generiert. Er sieht standardmaig folgendermaen aus:
$uff
1 1 1 ! maxcycle,modus,nqeq
111111 ! iterm
0.10D-07 0.10D-04 ! econv,gconv
0.00 1.10 ! qtot,dfac
0.50D-01 0.10D-04 0.30 ! epssteep,epssearch,dqmax
25 0.10 0.00 ! mxls,dhls,ahls
1.00 0.00 0.00 ! alpha,beta,gamma
F F ! transform,lnumhess
mit
maxcycle : Anzahl der Optimierungszyklen (maxcycle=1: Single-Point-Rechnung)
modus : kann +1 oder -1 sein.
Falls Modus -1 ist wird nur die Topologie des Molekuls berechnet.
Bei +1 wird neben der Topologie noch die Energie, der Gradient
und die Kraftkonstantenmatrix berechnet.
nqeq : Ein Parameter zur Berechnung der Partialladungen der Atome.
nqeq=0: Partialladungen werden zu Beginn einer UFF-Rechnung berechnet,
falls noch keine UFFTOPOLY-Datei existiert
nqeq>0: Partialladungen werden nach nqeq-Zyklen neu berechnet.
iterm : Schalter fur die einzelnen Kraftfeldterme:
100000 : Nur Bindungsterme werden berechnet.
010000 : Nur Winkelterme werden berechnet.
001000 : Nur Torsionsterme werden berechnet.
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000100 : Nur Inversionsterme werden berechnet.
000010 : Nur nichtbindende WW-Terme (van-der Waals) werden berechnet.
000001 : Nur nichtbindende WW-Terme (elektrostatisch) werden berechnet.
econv, gconv : Konvergenzkriterium fur Energie bzw. Gradient bei Geomerieoptimierungen
qtot : Ladung des Molekuls
dfac : Abstandsfaktor zur Bestimmung der Molekultopologie (siehe oben)
epssteep : Falls die Norm des Gradienten groer als EPSSTEEP ist, wird
anstatt eines Newton-Schrittes ein Deeepest-Descent-Schritt gemacht.
epssearch : Falls die Norm des Gradienten kleiner EPSSEARCH ist, wird
kein Linesearch mehr nach einem Newton-Schritt gemacht.




mxls : Anzahl der Energieberechnungen
alpha, beta,gamma : Modizierungsparameter fur Eigenwerte der Hesse-Matrix (siehe E.2):
f(x)=x*(alpha+beta*exp(-gamma*x))
transform : Schalter, um Koordinaten ins Hauptachsensystem zu transformieren
lnumhess : Schalter, um die numerische Kraftkonstanenmatrix herauszuschreiben
E.1.2. Aufbau einer Topologie-Datei
Die Topologie-Datei beginnt mit dem Kommando $utopology und wird mit $end abgeschlos-
sen. Sie besteht aus den Blocken nxtnei12, nxtnei13, nxtnei14, connectivity, angle, torsion,
inversion, nonbond und qpartial.
In den ersten drei Blocken sind die nachsten (nxtnei12), die ubernachsten (nxtnei13) sowie
die uberubernachsten (nxtnei14) Nachbarn jedes Atoms aufgelistet. Die Nachbarn werden in
allen Blocken in derselben Weise ausgegeben. Zunachst wird die Atomnummer und die An-
zahl der Nachbarn ausgegeben, gefolgt in der nachsten Zeile von der Liste der Atomnummern,
die zum Atom verbunden sind. In den folgenden Blocken sind die verschiedenen Kraftfeld-
terme aufgelistet. Es sind die Bindungsterme (connectivity), die Winkelterme (angle), die
Torsionsterme (torsion), die Inversions- oder out-of-plane-Terme (inversion) sowie die Nicht-
bindungsterme (nonbond).
Der Block der Bindungsterme beginnt mit der Anzahl der zu berechneten Bindungsterme.
Dann folgen in einer Zeile die einzelen Bindungsterme:
I J d BO;
wobei I, J die Atomnummern sind, d der Abstand in a.u. und BO die Bindungsordnung ist.
Es wird also eine Konnektivitatsliste aufgebaut.
Zu Beginn des Blocks der Winkelterme steht die Anzahl der zu berechnenden Winkelterme.
Dann folgen pro Zeile die einzelnen Winkelterme:
J I K wtyp  nrJI nrIK ;
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wobei folgendes gilt:
J; I;K : Atomnummer der Atome, wobei Atom I in der Spitze liegt.
wtyp[7] : wtyp bezeichnet den Winkeltyp:
wtyp=1 : Linearer Winkel (=180Æ)
wtyp=2 : Trigonal planarer Winkel (=120Æ)
wtyp=3 : Quadratisch planarer Winkel (=90Æ)
wtyp=6 : Oktahedraler Winkel (=90Æ)
wtyp=9 : alle anderen Winkel
 : Wert des Winkels in Grad
nrJI : Nummer der Bindung IJ in der Konnektivitatsliste (s.o.)
nrIK : Nummer der Bindung KI in der Konnektivitatsliste (s.o.)
Ausgehend von der Hybridisierung des zentralen Atoms wird dem Winkel der Typ wtyp zu-
geordnet.
Es folgt der Block der Torsionsterme beginnend mit der Anzahl der Torsionsterme. Dann
kommen pro Zeile die einzelnen Torsionsterme:
I J K L nrJK ttyp  IJK JKL;
I; J;K;L : Atomnummer der Atome, die Torsion aufbauen.
nrJK : Nummer der zentralen Bindung J-K in der Bindungsliste (s.o.).
ttyp[7] : ttyp bezeichnet den Torsionswinkeltyp:
ttyp=1 : J (sp3-hybridisiert) - K (sp3-hybridisiert)
ttyp=11 : wie ttyp=1, nur ein oder beide Atome sind aus Gruppe 16
ttyp=2 : J (sp2) - K (sp3) oder umgekehrt
ttyp=21 : wie ttyp=2, nur ein oder beide Atome sind aus Gruppe 16
ttyp=22 : wie ttyp=2, nur J oder K sind direkt an ein
sp2- hybridisiertes Atoms gebunden ist
ttyp=3 : J (sp2-hybridisiert) - K (sp2-hybridisiert)
ttyp=9 : alle anderen Falle
 : Wert des Torsionswinkels ( 2 [0Æ; 360Æ]).
IJK : Wert des Winkel I-J-K in Grad
JKl : Wert des Winkel J-K-L in Grad
Auch im Falle der Torsionswinkel wird der Torsionwinkeltyp ttyp ausgehend von den Hybri-
disierungszustanden der Atome J und K bestimmt.
Dann folgt der Block der Inversionsterme (oder out-of-plane- Terme) beginnend mit der
Anzahl der Inversionsterme. Es kommen dann pro Zeile die Inversionsterme:
I J K L ityp1 ityp2 ityp3 !1 !2 !3;
I; J;K;L : Atomnummern, wobei I das zentrale Atoms ist.
ityp1; ityp2; ityp3[7] : Inversionstyp der drei Inversionen:
ityp=10: I ist C und L ist O.
ityp=11: wie ityp=10, aber L ist beliebiges Atom.
ityp=2 : I ist P.
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ityp=3 : I ist As.
ityp=4 : I ist Sb.
ityp=5 : I ist Bi.
ityp=9 : alle anderen Falle.
!1; !2; !3 : Inversionswinkel
Schlielich kommt der Block der Nichtbindungsterme mit der Anzahl dieser Terme. Es folgen
dann pro Zeile die Nichtbindungsterme:
I J d;
wobei I; J die Atomnummern sind und d der Abstand in a.u. ist. Abschlieend folgt der
Block der Partialladungen der einzelnen Atome in a.u., welche mit dem QEq-Modell [11]
berechnet werden.
Wie oben beschrieben, konnen die einzelnen Blocke der Topologie nur mit Kenntnis der
Konnektivitat (Block nxtnei12) berechnet werden, so da gegebenenfalls nur dieser Block
vorgegeben werden kann.















Abbildung E.1.: Beispiel einer Modizierungs-Funktion von ~H
UFF
f(x) = + e x
Da Abweichungen der niedrigsten Eigenwerten von HUFF auf die Konvergenz der Geome-
trieoptimierung den groten Einu haben, werden diese mit der Funktion (E.2) modiziert.
Aus den modizierten Eigenwerten kann dann eine modizierte Hesse-Matrix berechnet wer-
den (siehe Gl. E.3).
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UTHUFFU =  (E.1)
 enthalt in der Diagonalen die Eigenwerte i und die Spalten-Vektoren von U sind die
entsprechenden Eigenvektoren von HUFF . Werden die Eigenwerte mit folgender Funktion
multipliziert
f(x) = + e x; (E.2)





= U  ~  UT (E.3)
mit





E.3. Struktur des Programms UFF
In Abbildung E.2 auf der nachsten Seite ist schematisch die Baumstruktur der Unterpro-
gramme von UFF dargestellt. Es sind nur die wichtigsten Unterroutinen und Funktionen
eingetragen. Anschlieend folgt eine kurze Beschreibung der dort aufgefuhrten Routinen.
Die wichtigsten Variablen sind im Kopf des Programms UFF erklart. Die Routinen zur
LU-Zerlegung (LUDCMP bzw. LUBKSB) und zur Singularvalue-Zerlegung (NCSVDCMP
bzw. NCSVBKSB) stammen aus [88]. Die Unterprogramme GRPSMB, GETGEN, GROUP
und NUCEX sowie HPROJ, GRDSYM, HSSSYM und DIAGIV sind in der TURBOMOLE-
Bibliothek.
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Abbildung E.2.: Baumstruktur (schematisch) der Unterprogramme von UFF
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Beschreibung der Routinen
Name Art Kurze Beschreibung
fnatoms Funktion Bestimmt die Anzahl der Atome NATOMS eines Molekuls
rdinput Unterprogramm Liest alle notwendigen Eingabeparameter ein
symmetry Unterprogramm Treiberprogramm zur Symmetriebehandlung
getnxt12 Unterprogramm Bestimmt die nachsten Nachbarn pro Atom
rdnxt12 Unterprogramm Liest die nachsten Nachbarn pro Atom ein
cptopo Unterprogramm Treiberprogramm zur Berechnung der Topologie
cbond Unterprogramm Bestimmt die Bindungsterme
cangle Unterprogramm Bestimmt die Winkelterme
theta Funktion Berechnet den Wert des Winkels
phi Funktion Berechnet den Wert des Torsionswinkels
omega Funktion Berechnet den Wert des Inversionswinkels
ctorsion Unterprogramm Bestimmt die Torsionsterme
cinversion Unterprogramm Bestimmt die Inversionsterme
cnonbond Unterprogramm Bestimmt die Nichtbindungsterme
getval Unterprogramm Berechnet die Langen und Winkel der Kraftfeldterme
geteprm Unterprogramm Berechnet die Parameter der Energieberechnung
qeq Unterprogramm Berechnet die Partialladungen mit dem QEq-Modell
lu Unterprogramm Treiber-Programm zur Berechnung der LU-Zerlegung
cpegh Unterprogramm Berechnet die Energie, den analytischen Gradienten
und die analytische Hesse-Matrix
ebond Unterprogramm Berechnet den Anteil der Energie, des Gradienten
und der Hesse-Matrix (Routine hessb), der
von den Bindungstermen kommt
eangle Unterprogramm Berechnet den Anteil der Energie, des Gradienten
und der Hesse-Matrix (Routine hessa), der von den
Winkeltermen kommt
dthetadr Unterprogramm Berechnet die 1. Ableitung von  nach den
kartesischen Koordinaten
etorsion Unterprogramm Berechnet den Anteil der Energie, des Gradienten
und der Hesse-Matrix (Routine hesst), der von den
Torsionstermen kommt
dphidr Unterprogramm Berechnet die 1. Ableitung von  nach den
kartesischen Koordinaten
einversion Unterprogramm Berechnet den Anteil der Energie, des Gradienten
und der Hesse-Matrix (Routine hessi), der von den
Inversionstermen kommt
dedr Unterprogramm Berechnet die 1. Ableitung der Inversionsenergie nach den
kartesischen Koordinaten
domegadr Unterprogramm Berechnet die 1. Ableitung von ! nach den
kartesischen Koordinaten
enonbond vdw Unterprogramm Berechnet den Anteil der Energie, des Gradienten
und der Hesse-Matrix (Routine hessnb vdw), der von den
Nichtbindungstermen (van-der-Waals) kommt
enonbond el Unterprogramm Berechnet den Anteil der Energie, des Gradienten
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und der Hesse-Matrix (Routine hessnb el), der von den
Nichtbindungstermen (elektrostatisch) kommt
outgrad Unterprogramm Gibt die kartesischen Gradienten aus
urelax Unterprogramm Relaxiert das Molekul mit dem Newton-Verfahren und
anschlieendem Linesearch
outcoord Unterprogramm Gibt die kartesischen Koordinaten aus
numhess Unterprogramm Berechnet die numerische, kartesische Hesse-Matrix
symhess Unterprogramm Symmetrisiert die Hesse-Matrix
outhess Unterprogramm Gibt die kartesische Hesse-Matrix aus
eighess Unterprogramm Berechnet die Eigenwert und -vektoren
der kartesischen Hesse-Matrix
outtopo Unterprogramm Gibt UFF-Topologie aus
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