We report a microscopic simulation for the reversible AϩB CϩD reaction in its pseudo-unimolecular limit. The simulations are used to assess the validity of various approximate theories for the time dependence of the approach to equilibrium, up to its long-time asymptotic behavior. To available theories we have added a new theory, the generalized multiparticle kernel 1 ͑GMPK1͒ theory. It is shown to be in very good agreement with our simulations than all other theories. The asymptotic behavior of both simulations and GMPK1 agrees with that derived by Gopich and Szabo ͓Chem. Phys. 284, 91 ͑2002͔͒.
I. INTRODUCTION
In the kinetics of reversible reactions, competition between particles couples their motion and renders the problem difficult. Yet rapid recent advance in theoretical methods and simulation techniques is making such problems trackable. Two major classes of reversible reactions have been considered, which we call the ABC and ABCD reactions. The first kind is a recombination-dissociation reaction may depict energy or atom transfer in solution, enzymatic turnover or collision-induced isomerization. There has been extensive theoretical work carried out for both the ABC reaction [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] and the ABCD reaction. 14, [19] [20] [21] [22] [23] [24] [25] [26] [27] Nevertheless, many-particle simulations have so far been conducted only for the ABC reaction: first in one dimension 28 -32 and more recently in three dimensions. [33] [34] [35] [36] [37] Comparison with these simulations has proved indispensable in establishing the validity of the various approximate theories.
In Part I of this series, 35 we reported on enhanced Brownian simulations for the ABC reaction. By comparing our results with various theoretical approaches, we have found that the multiparticle kernel 1 ͑MPK1͒ theory of Sung and Lee 12 reproduces our calculations for all times and all kinetic parameters investigated. In Laplace space, its ''diffusion factor function'' ͑see below͒ constitutes a linear combination of the geminate and irreversible solutions. This then appears to be the most promising approach to this type of reaction.
In the present work, we consider the ABC reaction as a ''half-reaction'' in comparison with the ABCD reaction. This enables us to generalize the MPK1 theory to the ABCD class of reactions ͑Sec. II͒. We compare this generalization ͑GMPK1͒ with available integral equation theories ͓integral encounter theory 19, 20 ͑IET͒ and modified encounter theory 27 ͑MET͔͒ with the version of MPK1 suggested by Sung et al. 24 and the self-consistent relaxation time approximation ͑SCRTA͒ recently proposed by Gopich and Szabo. 18 For asymptotically long times, these authors have obtained an analytic expression 16 -18 which we test below. Assessment of the various theories is made possible by generating simulation results for the ABCD reaction ͑Sec. IV͒. The algorithm reported in Part I is adapted to the ABCD case. Specifically, the ''Brownian propagator,'' which determines the random numbers by which particles are moved, is calculated from the exact Green-function solution recently obtained by us for the geminate ABCD reaction. 38 In addition, we have implemented an enhanced algorithm for particle elimination which speeds up the calculation nearly an order of magnitude, thus allowing propagations to longer times. The combination of theory and simulations presented below offers an accurate and reliable description for this important class of kinetic processes.
II. THEORY

A. General background
Our model for a reversible ABCD reaction in the pseudo-unimolecular limit involves a single, static, spherical molecule A of radius a 1 . It is initially surrounded by uniform concentrations, c 1 and c 2 , of noninteracting, point particles B and D, respectively. Their corresponding diffusion coefficients are denoted by D 1 and D 2 . While the collision of A and D is nonproductive ͑reflective boundary condition at rϭa 1 ), a reaction may occur ͑rate constant k 1 ) when A col-lides with B. In this case A is converted to a static C molecule of radius a 2 , while the colliding B particle becomes a D particle. The reaction is reversible, the reverse rate parameter being k 2 .
The above scenario may be realized, for example, in an exchange reaction of a heavy group ͑H͒ between two light ones (L 1 and L 2 ):
under conditions of excess L 1 and L 2 ͑e.g., a nucleophilic S N 2 reaction involving a large organic molecule͒. L 1 H is then identified with the static A particle, which is converted upon reaction to a static C particle, HL 2 , at the same position. The above scenario is somewhat less suitable for a small transferring moiety, such as in excitation transfer D*ϩB DϩB*, with excess ground-state B and D, which correspond to B and D in Eq. ͑1.1b͒. To correspond to the conditions in our simulations, the excited D* and B* molecules should be static and, upon reaction, the static D* is converted to a mobile D separated from it by a distance a 2 ͑similarly for B*).
We are interested in the time dependence of the probability, P A (t͉A), that the initially present A particle is still present at time t. In simple chemical kinetics, the solution is
͑2.1͒
Thus P A (t͉A) relaxes to its equilibrium value, P A (ϱ͉A) ϭc 2 k 2 /, with an effective rate constant
The Laplace transform f(s)ϭ͐ 0 ϱ f (t)dt is given by
The chemical kinetic solution is exact only in the limit of infinitely fast diffusion, D 1 →ϱ and D 2 →ϱ, known as the ''reaction control'' limit. In the general case of finite diffusion constants, the Laplace transform generalizes as follows: 12, 13 
͑2.4͒
All the complexity of the problem is now concealed in the ''diffusion factor function'' F (s), which becomes unity in the reaction control limit. Instead of focusing on P A (t͉A), we may consider its relaxation function R(t)ϵ⌬P A (t͉A)/⌬ P A (0͉A), where
͑2.5͒
It is independent of the initial condition and identical for both the ABCD and ABC reactions ͑in the latter case,
All available theories for the ABCD reaction can be characterized in terms of their corresponding F (s), as detailed below.
B. Available theories for the ABCD reaction
A number of theories have been discussed in the literature for the ABCD reaction. Their corresponding diffusion factor functions are written in terms of either the geminate ͑gem͒ or the irreversible ͑irr͒ solutions. Both are exactly solvable special limits of the general case. The first depicts the irreversible recombination of a pair initially at contact, whereas the second describes irreversible recombination in the pseudo-unimolecular case where the B particles are initially randomly distributed ͑the Smoluchowski theory 39 for immobile A and C͒. This situation is similar to that exposed in Part I for the ABC reaction.
As a reminder, 35 the geminate solution (c i →0) for irreversible recombination of a pair initially at ''contact'' (r ϭa i ) is given by
It is defined in terms of the contact Green function for diffusion with a reflecting boundary condition
where the diffusion-control rate constant and time constant are defined by
In our simulations ͑below͒ we consider only the case where a 1 ϭa 2 ϵa ͑while D 1 and D 2 may differ͒. In the reactioncontrol limit, when D i →ϱ, one finds that F gem,i (s)→1.
For an irreversible reaction, the fate of an initially prepared A state is decay to zero. Hence the ''survival probability'' of A, usually denoted S(t), is identical in this case to P A (t͉A) and to the relaxation function R(t). Thus, using Eq. ͑2.5͒, one can write F irr (s) in terms of the irreversible survival probability S irr (s)ϭR irr (s) for static A and uniformly distributed B's.
Here we similarly define a generalized-irreversible ͑girr͒ diffusion factor function as
with the generalized-irreversible survival probability
͑2.9b͒
The generalization here is in having the concentration c i replaced by the more general expression c i ϩc j k j /k i where j i. This function can be shown to solve the modified rate equation ͑MRE͒ suggested by Szabo. 6, 18 The ordinary irreversible ͑irr͒ solution of the Smoluchowski theory 39 is obtained by substituting for its irreversible value irr ϭc i k i .
͑2.10͒
The Laplace transform of the time-dependent rate coefficientis given by
͑2.11͒
With the aid of the latter expression, one can easily show that for small concentrations c i →0,
and similarly for F girr,i (s) when →0.
In Part I we have summarized the diffusion factor functions F (s) for the various approximate descriptions of the ABC reaction. 35 The approximate theories for the ABCD reaction may be similarly categorized in terms of F (s) as follows: ͑a͒ The chemical kinetic limit, when both diffusion constants are infinite, is F (s)ϭ1.
͑b͒ The oldest and most well-known extension of chemical kinetics is the IET of Burshtein and co-workers:
19,20,27
͑2.13͒
In the irreversible limit ͑when either k 1 or k 2 equal zero͒ this reduces to F gem,i (s), while the correct solution is F irr,i (s). These coincide only when c i is small ͓cf. Eq. ͑2.12͔͒. Denoting the deviation from chemical kinetics by
͑2.14͒
When D i becomes infinitely large, F (s)→F gem, j (s), j i. This is the linearized superposition approximation ͑LSA͒, 
͑2.15͒
This relates the IET for ABCD with the LSA for the ABC reaction. We shall apply a similar relationship to generalize the MPK1 solution below. ͑c͒ An enhancement of the IET is the MET, 27 which is identical to the MPK3 theory of Sung and Lee:
͑2.16͒
where F 0 (s) is usually taken from the IET expression in Eq. ͑2.13͒. The MET looks similar to the IET, but with shifted arguments for the Green functions g i (s). The two theories are seen to agree at short times (s→ϱ) or small concentrations, but they differ at long times and high concentrations.
͑d͒ Sung, Chi, and Lee 24 have suggested a MPK1 theory for the D*ϩB DϩB* reaction, which we thus call MPK1/ ABCD. It is given as a superposition of irreversible ͑rather than geminate͒ solutions:
From Eq. ͑2.12͒ one concludes that this solution also tends to the IET result for small concentrations. While it reduces correctly in the irreversible limit, it can be shown to lead to ͑an incorrect͒ exponential approach to equilibrium, instead of the t Ϫ3/2 power-law asymptotics exhibited by the other theories. ͑e͒ The SCRTA, recently proposed by Gopich and Szabo, 18 is a linear combination of four Green functions, two which are shifted and two that are not: 
Thus, as for the IET, Eq. ͑2.18͒ is a superposition of two ABC solutions; see Eq. ͑2.15͒. We use this property below to generalize the MPK1 solution for the ABC reaction to one applicable to the ABCD reaction.
C. MPK1 theory for the ABC reaction
Part I showed that the best available approximation for the ABC reaction, in comparison with our simulations, is the MPK1 theory of Sung and Lee. 12 We summarize this theory below and subsequently generalize it for the ABCD reaction. This generalization will be different from the MPK1/ABCD theory mentioned above, so we denote it by GMPK1.
For the ABC reaction, the MPK1 expression for the deviation from the chemical kinetic limit, ␦F (s)ϵF (s)Ϫ1, is written as a linear combination of these deviations for the geminate and generalized-irreversible solutions:
where ϭc 1 k 1 ϩk d and c 1 ϭ͓B͔. The MPK1 theory can be shown to reduce correctly in all known limits: ͑a͒ In the reaction control limit, when D 1 →ϱ, we have g 1 (s)→0, k irr,1 (t)→k 1 , S girr,1 (t)→exp(Ϫt), F girr,1 (s)→1, so that F ϭ1 in this limit.
͑b͒ In the geminate limit c 1 ϭ0 and ϭk d , so that Eq. ͑2.20͒ gives F (s)ϭF gem,1 (s). This result actually holds to linear order in concentration because of Eq. ͑2.12͒.
͑c͒ In the irreversible limit, when k d ϭ0, ϭc 1 k 1 and hence one obtains from Eq. ͑2.20͒ that F (s)ϭF girr,1 (s) ϭF irr,1 (s).
͑d͒ For long times, we have shown in the Appendix of Part I that
with v 0 a constant. To this order, the small s limit of the relaxation function in Eq. ͑2.5͒ then becomes R (s) ϳF (s)/, so that
which is the exact asymptotic solution.
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D. Generalized MPK1 theory for the ABCD reaction
The ABC reaction, treated by the MPK1 theory above, may be considered as half of an ABCD reaction. If the D particles diffuse infinitely fast (D 2 →ϱ), the backreaction will be in the reaction-control limit. It will then occur with a pseudo-unimolecular rate coefficient c 2 k 2 , which we identify with k d . The ABCD reaction in this limit is described by the MPK1 solution, Eq. ͑2.20͒. In the opposite limit, when D 1 →ϱ while D 2 is finite, the reverse ABCD reaction should be equivalent to an ABC reaction. To account for both directions one sums both solutions ͓cf. Eq. ͑2.15͔͒, so that Eq. ͑2.20͒ generalizes to
where is given by Eq. ͑2.2͒. Alternately, this result may be written as
͑2.23b͒
This is the central new theoretical result of the present work. When one of the D i 's is infinite, it reduces to the MPK1 solution for an ABC reaction starting from the opposite direction, whereas when both diffusion constants are infinite it reduces to the reaction-control limit in Eq. ͑2.3͒. Several additional limits of our generalized MPK1 theory ͑GMPK1͒, Eqs. ͑2.23͒, are of interest:
͑a͒ It reduces correctly in the irreversible limit, when either k 1 or k 2 are zero.
͑b͒ In the limit of small concentrations (c 1 and c 2 ), Eq. ͑2.12͒ implies that our theory reduces to the IET result given by Eq. ͑2.13͒. The latter is thus seen to hold to linear order in the concentrations of the two species.
͑c͒ It is interesting to note that the GMPK1 and SCRTA theories have similar structure. They would be identical if one could identify 
As will be shown in future work, it gives slightly better agreement with our simulations in this case.
͑d͒ When one of the concentrations is identically zero, for example c 2 ϭ0, Eq. ͑2.23a͒ reduces to
͑2.24͒
The same expression follows from MPK1/ABCD in this limit. In addition, this equation with 2c 1 instead of c 1 in F irr,1 (s) describes the fully symmetrical case, when k 1 ϭk 2 , c 1 ϭc 2 , and D 1 ϭD 2 .
͑e͒ The long-time asymptotic behavior can be obtained as for the MPK1 theory ͑see above͒. By summing the two contributions ͓cf. Eq. ͑2.21͔͒ we obtain
. ͑2.25͒
Hence the large t limit of the relaxation function becomes
͑2.26͒
This result agrees with the one recently obtained by Gopich et al., 16, 17 when A and C are static. The Appendix expands this derivation to obtain the next term in the asymptotic expansion, which establishes the conditions for approach to the t Ϫ3/2 asymptotics from above or from below.
III. NUMERICAL ALGORITHM
The problem to be simulated involves N 1 B particles and N 2 D particles which are initially (tϭ0) randomly distributed within a big sphere of radius R(0). In the center of this sphere is located the static A particle whose radius is a ͑see Fig. 1͒ . B and D diffuse with diffusion constants D 1 and D 2 , respectively. If D collides with A, it is reflected, whereas when B collides with A, a reaction may occur with the rate constant k 1 . In this case the colliding B becomes a D particle whereas A changes its state to C, which is a static site of the same radius a, but reactive toward D instead of B. The backreaction between C and D may then proceed similarly, with the rate coefficient k 2 . We are interested in the probability that the initial A particle has not changed to C by time t, to be calculated over several orders of magnitude in time with up to four-digit accuracy. This makes the simulation hard, requiring special numerical algorithms.
The basic algorithm for three dimensional simulations was described in Part I. 35 The underlying principles involve the following:
͑a͒ Finding a method for moving particles which is the most accurate description of the diffusion problem, yet the least costly in terms of computer time.
͑b͒ Finding a method for eliminating un-needed particles so that the same result is generated with a substantially reduced number of particles.
A. The way particles move
The B and D particles are moved one at time, keeping the remaining particles frozen. We expect the solution to converge to the correct one after each particle has moved several ͑5-10͒ times. The crude random-walk method of choosing a direction by comparing a uniform random number with 1/2 has been used for the first simulations of the ABC reaction. 5, 7 This method is insufficient for the present purpose. Because it is tied to fixed time and spatial steps, each trajectory requires millions of small steps, which is both time consuming and accumulates round-off errors. As a result, the solution becomes increasingly inaccurate at long times. Our extension of this method 28 -32 is to move particles which are remote from the binding site by Gaussian random numbers and those closer by in a more careful fashion.
For this end, a ''reaction zone'' is defined as a small spherical shell of radius r 0 surrounding the site ͑Fig. 1͒. It is chosen such that the average number of particles within it is about 0.1 ͓i.e., (r 0 3 Ϫa 3 )/R(0) 3 ϭ0.1/ (N 1 ϩN 2 ) ]. Then, a minimal time step 0 is chosen from the relation r 0 ϭa ϩbͱ2D 0 , with bϷ8. It is sufficiently small so that particles cannot hop across the reaction zone in a single step. Particles outside the reaction zone move in the three Cartesian directions with three Gaussian random numbers, which are very fast to compute. 40 Moreover, their time step is a multiple of 0 , increasing with distance from the site as described in Part I. Moving with large time steps, remote particles move farther into the future as compared with particles closer to the A/C site. Once reaching the reaction zone, these particles wait until the ''real time'' catches up with their ''inner time.'' Particles within the reaction zone move with the minimal time step 0 . The random number for executing the move is no longer Gaussian. Instead, it is drawn from the exact geminate ͑two-particle͒ solution, which is thus called the ''Brownian propagator'' of the simulation. Therefore obtaining an analytic Green-function solution for the geminate problem is a prerequisite for executing this program. The indefinite integrals of this solution are compared with a uniform random number to determine the end point of a move as described below.
B. ABCD Brownian propagator
In order to enable Brownian simulations of the ABCD reaction, we have obtained the Green function for the geminate case. 38 In the following, the initial distance between A and B ͑C and D͒ is denoted by r 1 (r 2 ), whereas the final distances ͑after the move͒ are primed. The Green function has four components: If the initial state is of a A-B pair ͑separated to distance r 1 ), then p 1 (r 1 Ј ,t͉r 1 ) denotes the probability density that the pair is in the same state at time t and separated to the final distance r 1 Ј , whereas p 2 (r 2 Ј ,t͉r 1 ) is the probability that a reaction has occurred with the C-D products separated to distance r 2 Ј . These are given by the following analytic expressions:
͑3.1b͒
Here p 1 0 (r 1 Ј ,t͉r 1 ) is the Green function for free diffusion with a reflective boundary at 1 Јϭ0, 35 ,41 and we have defined
͑3.2b͒
W͑x,y ͒ϭexp͑ 2xyϩy 2 ͒erfc͑ xϩy ͒, ͑3.2c͒
͑3.2f͒
FIG. 1. ͑Color͒
The enhanced algorithm for eliminating particles. The white particles are initially selected to be placed on the reaction-zone sphere, where they are designated yellow ͑all others were eliminated from the onset͒. Such particles start moving when tϭt . For example, the red particle moves with the minimal time step within the reaction zone. The blue particle moves out of the reaction zone with increasing time steps, but eventually returns, whereas the green particle moves outside the shrinking sphere where it is eliminated.
To move the particles for the duration 0 ͑the time step in the reaction zone͒, we use the integrals of the functions ͑3.1͒. Suppose the initial state is an A-B pair ͑state 1͒. The B particle remains in this state if a uniform random number 0 ϽϽ1 is less than ͐ a ϱ p 1 (x, 0 ͉r 1 )4x 2 dx. In this case the end point r 1 of the particle can be determined from
If у͐ a ϱ p 1 (x, 0 ͉r 1 )4x 2 dx, then the reacting system changes its state ͑to a C-D pair͒, and the end point r 2 of the D particle is found from
͑3.4͒
If the initial state is 2, the indices 1 and 2 are interchanged in all equations. The above integrals can be performed analytically, but the resulting equations are exceedingly lengthy. One could also use numerical integration with comparable success, because these integrals are performed only once ͑at the beginning of the calculation͒ and stored in ''lookup tables.''
C. Enhanced particle elimination algorithm
In Part I we introduced a ''shrinking sphere'' algorithm in which the outer sphere radius, R(t), decreases with time. Particles outside the outer sphere can be safely eliminated, because they have a negligible probability of reaching the reaction zone before the end of the simulation ͑Fig. 1͒.
In the present work, we have enhanced the particleelimination procedure by deleting, from the onset, all particles which do not reach the reaction zone. The remaining particles are placed on the surface of this sphere, at rϭr 0 , with appropriate delay times, calculated from the irreversible flux impinging upon an absorbing sphere. Conceptually, this methodology is similar to that applied by Northrup et al. for irreversible binding. 42, 43 A similar procedure was suggested recently as an enhancement to our reversible methodology by Barzykin and Tachiya. 44 Our enhanced algorithm is depicted in Fig. 1 . From the theory of irreversible reactions, the mean number dN of particles from a concentration c hitting the reaction sphere during the time interval (t,tϩdt) is ck(t)dt, where the timedependent rate constant is
͑3.5͒
and k D ϭ4Dr 0 is the diffusion-control rate constant. This k(t) is the limit of k irr,i (t) of Eq. ͑2.11͒ when k i →ϱ and a i ϭr 0 . The mean number of impacts for the duration t is thus
This function is depicted in Fig. 2 . For the duration t max of the simulation, the average number of impinging particles is N max ϭN(t max ).
Given a random number which is uniformly distributed in the interval (0,N max ), the time t when a new bulk particle hits the sphere is obtained from Eq. ͑3.6͒ by setting ϭN(t ). Solving the quadratic equation we obtain
͑3.7͒
Consequently, we can replace the population of B particles by N max particles which are placed at rϭr 0 at times determined by N max random numbers. Since our clock runs in multiple integers of 0 , each of these particles is moved from t for the fraction of 0 required to complete it to an integer multiple. The given scheme implies no fluctuations in the total number of impinging particles. To include number fluctuations, we extend the procedure over the interval (0,mN max ). Picking then mN max appropriate hitting times, we retain only those which were smaller than t max . Figure 3 shows the convergence with respect to m. We find that the optimal value of m should exceed 10 (mϭ50 was used in subsequent simulations͒. Alternately, we use a Poisson distribution for the arrival probability of n particles by time t max , which is (N max ) n exp(ϪN max )/n!. In addition, we retain the shrinking spheres ͑one for B's and another for D's͒ to eliminate any of the impinging particles as they wander away from the reaction zone. Each multiparticle trajectory occupies one node in a 24-processor Pentium III PC cluster, running under the Linux flavor of Unix. Typically, 5 -50ϫ10 6 trajectories are averaged to produce the desired probabilities. One such calculation may occupy our cluster for over 1 month.
IV. RESULTS
We have first tested the various approximate theories against our simulations for the most symmetrical case, when c 1 ϭc 2 , k 1 ϭk 2 , and D 1 ϭD 2 . Figure 4 shows our BD simulations for three values of cϭc 1 ϭc 2 . From the figure it is clear that the theories can be ranked in the following order: ͑1͒ MPK1/ABCD ͑Ref. 24͒ is the least useful theory for the ABCD reaction, as it has an incorrect exponential longtime behavior.
͑2͒ The IET ͑Refs. 19, 20, and 27͒ shows the correct asymptotic t Ϫ3/2 behavior, but with a wrong prefactor. It is always above the exact result, and only at low concentrations provides a reasonable approximation.
͑3͒ The MET ͑Ref. 27͒ indeed provides an improvement to the IET, but not a very dramatic one. It is always below the exact result.
͑4͒ The SCRTA ͑Ref. 18͒ is superior to the above approximations. It deteriorates only at very high concentrations and close to the irreversible limit ͑see below͒.
͑5͒ The GMPK1 of Eq. ͑2.23͒ appears to be the best approximation out of the five considered here, particularly at the highest concentration in this figure ͑and the irreversible limit below͒.
In addition, we show the asymptotic behavior of Eq. ͑2.26͒ as a dotted line. This result, first derived in Ref. 16 , seems to give the correct long-time behavior under all conditions investigated herein.
It is interesting to note that the data shows the transition in the approach to the t Ϫ3/2 asymptotics predicted by Eq. ͑A6͒. For small concentrations, v 0 →1ϩ␣ 1 ϩ␣ 2 whereas →0; hence the inequality is fulfilled and R(t) approaches its asymptotic limiting behavior from above, e.g., c ϭ10 Ϫ4 Å Ϫ3 . The transition in this case ͑when ␣ 1 ϭ␣ 2 ӷ1) is given by ck D Ϸ2 or 2a 2 ͱDcϷ1. This gives a transition around cϭ5ϫ10 Ϫ4 Å Ϫ3 , which can be verified from the figure.
We have also checked several nonsymmetric situations for the ABCD reaction. Thus Fig. 5 shows the case where one of the concentrations is zero, ͓D͔ϭ0, Fig. 6 depicts the situation of unequal rate constants, and Fig. 7 demonstrates the case of unequal diffusion constants. Figure 6 shows that as k 2 diminishes, the SCRTA deteriorates whereas our GMPK1 retains its validity. The MPK1/ABCD improves in this limit at intermediate times ͑but still converges to the wrong asymptotics͒. We also show here the next (t Ϫ5/2 ) term in the asymptotic expansion of the GMPK1 expression ͑see the Appendix for its derivation͒. It shows that convergence to the asymptotic line in this case is from below, because 2v 0 Ͻ ͓cf. Eq. ͑A6͔͒. This is verified by the inset to Fig. 6 .
V. CONCLUSION
In this work we have reported first many-particle simulations of the reversible pseudo-unimolecular AϩB↔CϩD reaction. The ability to accurately perform these simulations is due to the derivation of an analytic geminate solution in Ref. 38 , which is used as a ''Brownian propagator'' for the many-particle dynamics, and to the enhancement introduced to the particle-elimination algorithm. This algorithm allows us to drastically reduce the number of particles which actually need to be shuffled, without affecting the accuracy of the calculation.
The simulations allowed us to perform a numerical test of various approximate theories encountered in the literature: the integral encounter theory ͑IET͒, 19, 20, 27 modified encounter theory ͑MET͒, 14,27 multiparticle kernel 1 for ABCD reaction ͑MPK1/ABCD͒, 24 and the self-consistent relaxation time approximation ͑SCRTA͒. 18 These theories are characterized by a two-term ''diffusion factor function,'' except for the SCRTA which has four terms in this function. Concomitantly, we find that the two-term theories perform poorly in comparison with the SCRTA, which is the only theory exhibiting what appears to be the exact asymptotic behavior, Eq. ͑2.26͒. It nevertheless breaks down in the irreversible limit ͑and at very high concentrations͒.
We have been able to obtain a new theoretical result, by generalizing the MPK1 theory for the AϩB↔C reaction. Thus we term it GMPK1. Like the SCRTA, its diffusion factor function is composed of four terms. shifted-geminate terms we have introduced two irreversible terms. As a result, this theory reduces correctly also in the irreversible limit, where it shows better agreement with the simulations than the SCRTA. The GMPK1 theory appears to provide an adequate approximation in all possible limits. In future work we hope to extend the simulations of this reaction to the excited state ͑with two different lifetimes͒ and to diffusing A and C particles.
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APPENDIX: ASYMPTOTIC EXPANSION FOR GMPK1
Let us expand R (s) and F (s) analogously to the Appendix in Part I ͑Ref. 35͒: Fig. 4 , except that c 2 ϭ0. Comparison is made here only with the SCRTA and GMPK1 theories ͑the other theories are considerably worse͒. In addition to the asymptotic behavior of Eq. ͑2.26͒, black dotted line, we show the asymptotic series up to the t Ϫ5/2 term, Eq. ͑A4͒, black dashed line. In this case the GMPK1 diffusion factor function simplifies as in Eq. ͑2. 24͒   FIG. 6 . ͑Color͒ Effect of unequal reaction rates. Parameters here are the same as in Fig. 4 , for c 1 ϭc 2 ϭ10 Ϫ3 Å Ϫ3 and varying k 2 . Comparison is made with the SCRTA and GMPK1 theories, while the MPK1/ABCD result was added for the smallest value of k 2 ͑its best case͒. The inset shows an enlargement of the asymptotic regime for k 2 /(4a 2 )ϭ100 Å/ns, verifying that the approach to the limiting power-law behavior here is from below, as suggested by GMPK1 ͓see Eq. ͑A4͔͒. 
In the case of equal diffusivities 1 ϭ 2 ϭ this inequality gives 2v 0 Ͼ. ͑A6͒
