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Abstract. With more advanced deep network architectures and learn-
ing schemes such as GANs, the performance of video restoration algo-
rithms has greatly improved recently. Meanwhile, the loss functions for
optimizing deep neural networks remain relatively unchanged. To this
end, we propose a new framework for building effective loss functions by
learning a discriminative space specific to a video restoration task. Our
framework is similar to GANs in that we iteratively train two networks
– a generator and a loss network. The generator learns to restore videos
in a supervised fashion, by following ground truth features through the
feature matching in the discriminative space learned by the loss network.
In addition, we also introduce a new relation loss in order to maintain
the temporal consistency in output videos. Experiments on video super-
resolution and deblurring show that our method generates visually more
pleasing videos with better quantitative perceptual metric values than
the other state-of-the-art methods.
Keywords: Video restoration, Video super-resolution, Video deblur-
ring, Loss function learning, Perceptual quality.
1 Introduction
The performance of video restoration such as video super-resolution and deblur-
ring has been increasing by leaps and bounds recently by employing deep neural
networks (DNNs). More advanced DNN architectures [34,30,16,7,13,38,43,14,48]
and datasets [33,27,42,26] have been introduced for video restoration, enabling
significant progress in video restoration. In this paper, we focus on another key
component of deep learning for video restoration – loss functions.
Most DNNs for video restoration are optimized to reduce a pixel loss (e.g. L2
or L1), which is correlated with the peak signal-to-noise ratio (PSNR) – a com-
mon measure for evaluating the image quality. While the PSNR values keep
improving with new deep architectures, there is still a large gap between the
restoration results obtained by optimizing for the pixel loss and the human vi-
sual perception [40,17,46]. This is because measuring the average of pixel-wise
image differences is limited in capturing perceptually relevant differences like
high frequency details [21].
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(c) Alternately train T and G
Fig. 1: Our video restoration framework. (a) We first pretrain a restoration net-
work G using the pixel loss. (b) Then, the loss network T is trained to discrimi-
nate between real videos and generated videos from G. (c) G and T are updated
alternately to improve other’s performance. While the overall scheme is similar
to training GANs, the generator in our framework is trained in a supervised
manner using the feature space of T , not in an adversarial way.
To produce restoration outputs that are more pleasing for the human per-
ception, the VGG [32] based perceptual loss has emerged [8,17]. The perceptual
loss is calculated on high-level image feature representations extracted from the
pretrained VGG network, and it has shown to restore fine details better than
the pixel loss. However, the VGG network is trained for the image classification
task, and it may not provide the most suitable feature space to measure the
image difference for the restoration tasks. The perceptual loss sometimes pro-
duces undesired checkerboard artifacts when naively used [8,17]. In addition, it
is difficult to incorporate temporal consistency as the perceptual loss processes
each frame independently.
Another alternative for generating perceptually pleasing videos is adopt-
ing generative adversarial networks (GANs) [11]. In the GAN framework, the
generator G produces realistic results by learning to fool the discriminator D,
which is trained to distinguish between fake and real samples. To preserve the
original content for the restoration tasks and reduce excessively hallucinated
high frequency details, the pixel loss and the perceptual loss are usually com-
bined together with the adversarial loss. This strategy has been adopted in
many tasks including image-to-image translation [15,49,6,37] and image super-
resolution [44,21,29,39,47].
While GAN based video restoration tasks including video super-resolution
[41,7] and video deblurring [45] have been successfully used to generate realistic
videos, there are still some major limitations. First, the GAN based methods
sometimes create excessive details or noise due to the adversarial loss, as G is
trained to deceiveD by hallucinating arbitrary details that may not be correlated
with the corresponding ground truth data. Second, training GANs is still chal-
lenging due to its instability. To alleviate the difficulty in training, using modified
objective functions [2,12,24,3] and regularization techniques [31,25] become es-
sential. Training GANs for videos is even more difficult as it also has to maintain
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the temporal consistency. Additionally, training GANs involves extensive exper-
iments as GANs are sensitive to network architectures and hyper-parameters.
In this paper, we propose a novel video restoration framework that outputs
sharper videos compared to DNN methods that minimize the pixel loss, but
without the excessive details of GAN based methods. We achieve this by em-
ploying a task specific loss network T , which is designed to be suitable for videos.
Unlike the fixed VGG network in the perceptual loss, our T is optimized for a
particular video restoration task. The restoration network G is updated using
new loss functions computed from the learned feature space of T in a supervised
fashion, without the hassles of the adversarial loss (Fig. 1). In addition, we pro-
pose several mechanisms including the relation loss and a new fake sampling in
order to improve the temporal consistency for video restorations. We apply our
framework for video super-resolution and deblurring in this work.
Our contributions can be summarized as follows:
– We propose new loss functions for video restoration tasks by learning the
discriminative feature space (T ) to compare the generated videos and the
ground truth videos. This enables the direct supervision for training G without
the adversarial loss, making our method free from common issues in GAN-
based methods – training instability and excessive detail hallucination.
– Compared to using the VGG network trained for the image classification for
the perceptual loss, our loss network T provides an effective perceptual loss
optimized for a specific video restoration task.
– We also propose a novel relation matching loss, designed to maintain the
temporal consistency between frames. In addition, a new way to construct
fake samples that improve the discriminating capability of the loss network is
presented.
– We provide a general framework for the video restoration problems, therefore
our method can be paired with any type of generator networks.
2 Related work
The pixel loss based video super-resolution methods have focused on designing ef-
fective network architectures to improve the performance [18,5,34,30,16,13,38,43].
Similarly, many previous video deblurring works have investigated different ar-
chitecture designs to enhance the results [33,14,28,38,48]. While the works that
are optimized over the pixel loss have improved the performance in terms of
PSNR, the perceptual quality has not improved as much as PSNR. This is be-
cause the mean-square-error based evaluation is limited in capturing the differ-
ence in high frequency details that are essential for the perceptual quality.
To enhance the perceptual quality for video restoration, a perceptual loss
based method [48] and GAN based methods [4,41,7,45] for video restoration
have emerged. In some of those works, several ways to maintain the temporal
consistency between output frames have been introduced. In [41], two discrimi-
nators were used – one for the spatial sharpness and the other for the temporal
smoothness. The method additionally enforces temporal consistency by using
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Fig. 2: Our framework consists of a restoration network G and a loss network
T . T is divided into a feature extractor F and a sequence classifier C, and it
is trained through the binary cross entropy loss to distinguish between real and
fake sequences. G is trained in a supervised fashion by the ground truth data
through the proposed losses on the multi-scale feature maps of F .
the optical flow. A spatio-temporally fused discriminator and the ping-pong loss
were proposed in [7] to generate realistic and temporally coherent video super-
resolution results. The method also used optical flow for warping frames. While
these attempts have definitely helped to maintain the temporal consistency, the
methods can suffer from errors in the optical flow estimation. In [4], local and
global similarity losses were proposed to maintain the temporal consistency in
video prediction. However, the method assumes slowly varying motion between
frames, which can be violated often in practice. In comparison, we propose to use
a relation matching loss to maintain the temporal relationship between frames
without using the optical flows or assuming slow motions.
Another closely related works to ours are the methods that use the discrimi-
nator feature matching loss [22,36,7,35]. Similar to our work, a loss measured in
the feature space learned in the discriminator was used to assist the adversarial
loss for the stability. The big difference is that we completely remove the adver-
sarial loss for training the generator, and the video restoration depends on the
trained loss network in a supervised fashion in our work. This makes training
our method much easier and stable, as we do not have to deal with the hassles
of training GANs. More detailed description will be given in Sec. 3.2.
The perceptual loss [8,17] using the VGG [32] features has also been used
to enhance the perceptual quality of restored images and videos [36,7,45,48].
However, the VGG network is trained for the image classification, so it may not
provide the best feature space for the loss function in the video restoration tasks.
In comparison, our loss function uses the feature space of a loss network that is
specifically trained for the video restoration task at hand.
3 Method
Our method consists of a generator G and a loss network T (Fig. 2). T learns a
new feature space for defining the loss functions for G in the process of training
to discriminate generated video sequences from real sequences. G is trained by
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Table 1: Network structures of F and C. F keeps all the input frame’s features,
and they are combined in C for the binary sequence classification.
(a) Network structure of F .
Layers Kernel Stride Filters
conv3d-bn3d 1× 7× 7 (1, 2, 2) 64
lrelu-conv3d-bn3d 1× 3× 3 (1, 2, 2) 128
lrelu-conv3d-bn3d 1× 3× 3 (1, 2, 2) 256
lrelu-conv3d-bn3d 1× 3× 3 (1, 2, 2) 512
(b) Network structure of C.
Layers Kernel Stride Filters
lrelu-conv3d 3× 3× 3 (1, 2, 2) 256
lrelu-conv3d 1× 1× 1 (1, 1, 1) 1
our content and relation matching loss functions in addition to the pixel loss,
and performs the video restoration task after the training. We note that IGT is
the ground truth frames and IGen is the output frames of G.
3.1 Loss Network (T )
In general, processing videos with CNNs can be implemented with 3D convolu-
tional layers to maintain the time axis for multiple input frames, or 2D convolu-
tional layers for a multi-frame input concatenated channel-wise. We empirically
found that maintaining each frame’s features in early convolutional layers and
later combining their information works better for T in our work. This is similar
to the late fusion strategy in [19]. With this strategy, we design T that consists of
a feature extractor F and a multi-frame classifier C as shown in Fig. 2. Detailed
network configurations for F and C are shown in Table 1.
Feature extractor. F takes an image sequence (IGent−1, I
Gen
t , I
Gen
t+1), and outputs
feature maps of each frame F (IGent−1), F (I
Gen
t ), and F (I
Gen
t+1). Likewise, for a ground
truth sequence (IGTt−1, I
GT
t , I
GT
t+1), it outputs F (I
GT
t−1), F (I
GT
t ), and F (I
GT
t+1). F con-
sists of four convolutional layers (i.e. J = 4), each followed by a batch normaliza-
tion layer and a leaky relu layer. The negative slope of all leaky relu activations
is set to 0.1. Convolutional layers in F have 1× 3× 3 kernels except for the first
layer which has 1×7×7 kernels, and the stride size of (1, 2, 2) is used to make the
output size by 12 at each convolutional layer. Note that the kernel and the stride
values are in the order of time, height, and width respectively. The convolutional
kernels in F are not applied to the time axis, but the normalization layers use
the statistics of the feature maps including the temporal information. We have
found that this design choice helps G to produce better results.
Sequence classifier. A new fake feature sequence (F (IGTt−1), F (I
Gen
t ), F (I
GT
t+1))
and a real feature sequence (F (IGTt−1), F (I
GT
t ), F (I
GT
t+1)) are fed into the classifier
C, which consists of two convolutional layers. C determines whether the input
sequence is fake or real. To make a fully convolutional framework, C has Patch-
GAN [15] discriminator structure. In our framework, the ground truth data for
the neighboring frames are used to form the new fake sample. Note that this
is different from the previous methods, where the fake sequence is constructed
with all the generated frames (e.g. (F (IGent−1), F (I
Gen
t ), F (I
Gen
t+1))). The new fake
sample setting has only one fake frame information, so F needs to extract more
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elaborated features to classify it as fake in C. Since our proposed loss functions
for updating G are defined by the feature space of F , G can produce better
results as F learns more advanced features.
With our approach, we can express the training formulation for F and C as
follows:
LF,C =− logC(F (IGTt−1), F (IGTt ), F (IGTt+1))
− log(1− C(F (IGTt−1), F (IGent ), F (IGTt+1))).
(1)
3.2 Restoration Network (G)
While many types of GANs have shown impressive results for different tasks,
training GANs is still a difficult problem. Ideally, a well trained GAN will reach
the equilibrium in which the generator will match the underlying data distribu-
tion. This rarely happens in practice as it is difficult to make the generator to
fool the discriminator perfectly [11,10,1].
In addition, while the adversarial loss can move the generated samples toward
the given data distribution, it does not guarantee that the generated samples
match the corresponding ground truth data. To deal with this issue, several
reconstruction losses including the pixel loss and the VGG based perceptual
loss have been used together to preserve the contents. However, the common
reconstruction losses fall short in preventing arbitrary details generated by using
the adversarial loss.
To this end, we train G in a supervised manner as the ground truth frames
are given in the video restoration tasks. In our framework, G still utilizes T by
taking advantage of the features learned in T for defining the loss functions. The
intuition behind this is that a discriminator D (T in our framework) converges
fast in practice and reaches its near optimal [11,10,1]. So, instead of trying to
train G to beat D in an unsupervised manner as in GAN, we aim to give a
direct supervision for updating G by matching the features of a generated frame
F (IGent ) to those of corresponding ground truth frame F (I
GT
t ) using the following
two proposed loss functions (Fig. 3).
Content matching loss. First we propose the content matching loss LC , which
makes IGent to be close to I
GT
t by reducing the distance on the feature space of F .
All the feature maps of F are used for multi-scale matching. We can formulate
this as follows:
LjC = H(F j(IGent ), F j(IGTt )), (2)
where j denotes the layer index of F , and H denotes the Huber loss. The Huber
loss is expressed as follows:
H(Yˆ , Y ) =
{
1
2 ||Yˆ − Y ||22 ||Yˆ − Y ||1≤ δ,
δ||Yˆ − Y ||1− 12δ2 otherwise.
(3)
The proposed content matching loss function has the same form as the fea-
ture matching regularization technique introduced in [31], which is expressed as
||Ex∼pdataf(x)−Ez∼pzf(G(z))||22, where f denotes the activations on an interme-
diate layer of a discriminator. This is used as an auxiliary function for the regular
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(b) Content and relation matching losses.
Fig. 3: Two proposed training objectives for updating G. (a) The content match-
ing loss is designed to preserve details in each frame, and the relation matching
loss is for maintaining the temporal consistency. (b) Content matching loss is
calculated on multi-scale feature space of F between IGent and I
GT
t . To ensure
the temporal consistency, we additionally calculate the relation matching loss
between frames. The relationship between IGTt−1 and I
Gen
t , which is represented
on the distance embedded by φ, is trained to be close to ground truth relation-
ship between IGTt−1 and I
GT
t . The same thing is done for the other time direction
such as between the time t and t+ 1.
adversarial loss to help the distribution matching in the unsupervised learning.
In contrast, we get away from using the adversarial loss entirely, replacing the
adversarial loss with our content loss for the supervised learning.
The discriminator feature matching loss [22,36,7,35], which has been sug-
gested to assist the adversarial loss for the stability, also has the same form as
our content matching loss. Once again, we no longer use the adversarial loss for
training the generator, and our content matching loss is motivated and designed
for a different purpose. With our content matching loss, G is directly guided only
by the ground truth data in the feature space of F rather than being guided by
the unsupervised signal from the adversarial training. Our method can give more
robust signals to update G, therefore G produces better results that are closer
to the ground truth data instead of generating arbitrary details that come from
the adversarial loss. Additionally, we can avoid the training instability problems
in the adversarial training that include saturated gradients [24] and unstable
gradients [1].
The content matching loss is also related to the perceptual loss [8,17]. The
perceptual loss is expressed as ||gj(yˆ)−gj(y)||22, where gj denotes the activation of
the j-th layer of the VGG network [32], y is the ground truth target image, and yˆ
is the generated image. Most GAN based restoration methods have additionally
used this loss for preserving the contents, but the VGG network is trained for the
image classification task, so it may not provide adequate gradients for the video
restoration task. In comparison, as our T is trained for a specific restoration task,
it is more reasonable to use our T as the perceptual loss network. In this regard,
one can consider learning T as learning a loss function for a particular video
restoration task, and our T can provide more helpful gradients for updating
G over time. Therefore, our G produces more accurate and visually pleasing
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results than using the VGG based perceptual loss, and this will be shown in the
experiments. In addition, the VGG network does not need to be loaded to GPU
memory, which saves the memory space and helps to shorten the training time.
This enhances the practical use of our algorithm as video data require much
more memory.
Relation matching loss. When we move IGent to I
GT
t , we also have to consider
the relationship with surrounding frames as maintaining the temporal consis-
tency is important in video restoration tasks. Therefore, we suggest another cost
function called the relation matching loss, which makes the temporal difference
between IGent and its surrounding ground truth frames to be close to those of a
real sequence. We can formulate the relation matching loss as follows:
LjR,n = H(φGen,jt+n , φGT,jt+n ), (4)
where the function φ measures the distance between two features in different
time in the Huber space as φψ,jt+n = H(F j(Iψt ), F j(IGTt+n)), and n is the time
difference from the reference time t. The term φGT,jt+n serves as the ground truth
relation, and the loss function makes the generated relation φGen,jt+n get close to
the ground truth relation.
Instead of simply extending an image discriminator to the time axis for
videos, we introduce the relation matching loss to force the temporal consistency
more effectively. As we treat supervised tasks and the output is deterministic, we
can use (IGTt−1, I
Gen
t ) pair instead of (I
Gen
t−1, I
Gen
t ) in LR for updating the generator
with more clear signal. The input IGent can be guided by the ground truth I
GT
t−1
in the former case, while the training signal is less clear in the latter case as both
inputs are non-stationary. This loss function makes transitions between frames
more smooth and prevents excessively sharpened results. It is also useful as it
does not have to assume slowly varying motion, and does not require assistance
from optical flow as in the previous methods.
Pixel loss. We additionally define a loss in the pixel space to prevent color
permutation as follows:
LP = H(IGent , IGTt ). (5)
Total loss. From the proposed loss functions, total loss for updating G is as
follows:
LG = 1
J
J∑
j=1
LjC +
1
2NJ
N∑
n=−N,n6=0
J∑
j=1
LjR,n + LP , (6)
where J denotes the number of layers in F , N denotes the temporal radius. In
our method, we set N = 1 and all thresholds of Huber loss as 0.01.
For training, we first train T only for a small number of iterations for the
initialization. Then, we alternately train T and G similar to the GAN training.
As the training progresses, T becomes better at distinguishing between the gen-
erated and the real samples, and G produces more accurate outputs. Note that
we can use any of the previous architectures for G by simply replacing the loss
function.
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One crucial advantage of our method is that we do not need to run extensive
experiments to find the balancing weights between the reconstruction loss and
the adversarial loss. In general, the weight of the adversarial loss determines
how much details to create, and much effort is needed to find a proper value.
However, we found that our loss function is less affected by the weight balancing
because all the loss terms use the ground truth data as the reference (see the
supplementary materials for details).
4 Experiments
We show the effectiveness of our method on two video restoration tasks: video
super-resolution and video deblurring. Four metrics are used to quantitatively
evaluate the quality of results. The first metric is the learned perceptual im-
age patch similarity (LPIPS) [46], which measures the perceptual similarity us-
ing deep features. LPIPS is designed to measure the quality of images from
the perspective of human visual perception, and we used LPIPS version 0.1.
To examine the temporal consistency, we adopt tOF measure introduced in [7]
to compute the motion similarity between the result and the ground truth as
||OF (IGent−1, IGent )−OF (IGTt−1, IGTt )||, and we set OF as Gunnar Farneback’s opti-
cal flow algorithm [9]. We also evaluate the peak signal to noise ratio (PSNR)
and the structural similarity index (SSIM) [40], which are traditionally used
for image quality assessment. Lower values are better for LPIPS and tOF, and
higher values are better for PSNR and SSIM. PSNR and SSIM are known to
have difficulties in accounting for many nuances of human visual perception [46],
and we consider LPIPS and tOF to be more important in our work.
4.1 Video super-resolution
We first evaluate our framework on video super-resolution by comparing our
method with several recent state-of-the-art image and video super-resolution
methods. For comparisons, we choose EnhanceNet [29] (GAN based single-image
super-resolution), EDVR [38] (pixel loss only), and TecoGAN [7] (GAN based
video super-resolution). Our method presents a learning framework for the video
restoration tasks and can be applied to any generator network. Note that we
are focused on designing a better objective function rather than focusing on
designing a better generator architecture. Therefore, we choose the generators of
EDVR and TecoGAN as our generator networks (named as Ours (EDVR) and
Ours (TecoGAN) respectively) because they are the most recent video super-
resolution methods with the state-of-the-art performance. By comparing ours
with EDVR and TecoGAN, we verify the performance improvement when using
our method over using the pixel loss and the adversarial loss respectively.
For training, we use the same training data used in EDVR and TecoGAN.
EDVR used REDS [26] train set, which contains 240 realistic video sequences
having a total of 24,000 frames of 1280×720 resolution. The videos have various
contents including people, buildings, and other objects with variety of textures
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Foliage/10
Building/11
EnhanceNet EDVR Ours(EDVR) TecoGAN Ours(TecoGAN) GT
(a) Qualitative results on Foliage (Vid4) and Building (non-Vid4) scenes.
000/79
EDVR Ours(EDVR) GT
004/10
EDVR Ours(EDVR) GT
(b) Qualitative results on REDS validation set.
Fig. 4: Qualitative results of video super-resolution. Reference frames with scene
name and frame number are shown on the first column, and we crop and enlarge
the red box regions to show the output details of each method. We also depict
the temporal profiles of generated videos, which are represented by x- and t-axis
with fixed y value (blue dotted line). We can evaluate the restoration accuracy
through the recovered images, and the smooth transition through the temporal
profiles. By applying our method, results are better restored close to the given
ground truth.
and motions. TecoGAN used training videos downloaded from the Internet. The
videos have diverse scenes and objects, and we use 251 sequences with a total
of 30,120 frames for the training. To compare with other methods, we set Vid4
[23] and REDS validation sets as the test sets, as they are commonly used for
evaluating video super-resolution methods.
In video super-resolution experiments, we fix the upscaling factor to 4. We
crop the ground truth frames into patches of size 128× 128, and the size of the
corresponding input patches is 32×32. Based on the pretrained generator models
for the pixel loss, we train T only for 105 iterations using Adam optimizer [20]
with learning rate of 10−5. Then, we alternately train T and G once for another
3 × 104 iterations. Note that pretrained G is used in order to have a better
initialization and avoid undesired local optima, as used in GAN based methods
[21,29,7].
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Table 2: Quantitative results of video super-resolution. ↓ indicates the lower the
better, and ↑ indicates the higher the better. The best values are shown in bold
and the second best values are underlined. Our method produces perceptually
better results while maintaining the temporal consistency (i.e. lower LPIPS and
tOF values).
(a) On Vid4 test set.
Method LPIPS↓ tOF↓ PSNR↑ SSIM↑
EnhanceNet 0.2469 0.1929 20.84 0.5617
EDVR 0.2354 0.0545 25.86 0.8080
Ours(EDVR) 0.1581 0.0568 25.13 0.7832
TecoGAN 0.1621 0.1255 24.10 0.7588
Ours(TecoGAN) 0.1554 0.1248 24.55 0.7885
(b) On REDS validation set.
Method LPIPS↓ tOF↓ PSNR↑ SSIM↑
EDVR 0.2036 3.4420 30.88 0.8653
Ours(EDVR) 0.1302 2.8532 29.81 0.8447
Comparisons. Visual results and quantitative comparisons on Vid4 test set
are shown in Fig. 4(a) and Table 2(a) respectively. All results of other methods
are reproduced from the published codes. We note that PSNR and SSIM values
are computed on RGB channels and averaged, and we exclude the first two and
the last two frames and eight border pixels to avoid errors that can occur at the
borders.
EnhanceNet has the ability to hallucinate image details, but results look
very noisy and fine structures are not restored well. In addition, since the method
cannot consider the temporal information, the temporal profiles look bumpy and
this is observed as flickering artifacts in the videos. Since EDVR is trained to
reduce the discrepancy in the pixel space only, it has the highest PSNR and SSIM
values with the lowest tOF value, but the restored images still show blurriness
to some degree.
Compared to EDVR, our method shows lower PSNR and SSIM values, but
has superior LPIPS value and very comparable tOF value. Our results look
visually more sharp and realistic because we further reduce the differences from
the ground truth in the discriminative space. There are some visual artifacts in
the Vid4 test set, and EDVR shows slightly better tOF values compared to ours
as EDVR blurs spiky pixels.
The results for the REDS validation set are in Fig. 4(b) and Table 2(b). Here
we leave out other methods that are not trained using the REDS train set, and
omit temporal profiles due to the severe camera shaking. Unlike the Vid4 test
set, since there are few spiky pixels in the REDS validation set, our method
has better tOF value than EDVR due to well restored sharpness and temporal
consistency using our losses.
TecoGAN creates details to produce realistic videos through the adversarial
loss with the VGG based perceptual loss. TecoGAN shows low LPIPS values, but
has high tOF values as the spiky pixel values in the restored details interfere with
the optical flow estimation. By applying our method to TecoGAN, we can further
lower the LPIPS and the tOF values and, more surprisingly, increase PSNR and
SSIM at the same time. Existing GAN based restoration methods have focused
on hallucinating arbitrary details to fool the discriminator. In comparison, our
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Table 3: User study of video super-resolution and deblurring. The value repre-
sents the preference.
(a) Video super-resolution on Vid4 test set.
Method Calendar City Foliage Walk Avg
EDVR 33.3% 26.7% 16.7% 23.3% 25%
Ours(EDVR) 66.7% 73.3% 83.3% 76.7% 75%
TecoGAN 21% 69.5% 23.8% 42.5% 39.2%
Ours(TecoGAN) 79% 30.5% 76.2% 57.5% 60.8%
(b) Video deblurring.
Method Avg
OVD 30.7%
Ours(OVD) 69.3%
STFAN 39.8%
Ours(STFAN) 60.2%
method generates details that are closer to the given ground truth data, and
achieves the better values in all four quantitative metrics than TecoGAN. As
can be seen in the Building scene, our method is able to restore fine structures
that TecoGAN is unable to reconstruct. Overall, our method shows more sat-
isfactory results in both the sharpness and the temporal consistency than the
other methods. Please see supplementary materials including the videos for more
comparisons.
User study. To make sure that our method meets the human visual percep-
tion, we conducted user studies on the Vid4 test set through Amazon Mechanical
Turk (Table 3(a)). In the user study, we ask the users to choose more visually
pleasing results between the two results, focusing on the realism with less an-
noying artifacts. For the user study, two comparisons were conducted: EDVR
versus Ours (EDVR), and TecoGAN versus Ours (TecoGAN). For EDVR com-
parison, we randomly show two videos side by side, and ask the users to choose
more pleasing one. The comparison is performed 30 times for each scene. For the
TecoGAN comparison, we focus more on evaluating the ability to restore natu-
ral details. To do this, we provide an user interface to easily switch between the
frames from the two videos and ask the users to select the preference. The com-
parison is performed 30 times for 3 uniformly sampled frames from each scene.
We exclude responses that did not click the button or had too short elapsed time
for confidence. Our method is preferred over EDVR as overall improved sharp-
ness makes the videos look clearer. Our results are also preferred over TecoGAN
results, because our results have clean details with less artifacts.
Ablation study. Table 4 shows the ablation study to learn the contributions
of different loss terms as well as the new fake sample setting. We choose Ours
(EDVR) as the reference model. The pretrained EDVR model using the pixel
loss achieves the best value in PSNR as it is trained to reduce the difference in
the pixel space. Only with the VGG based perceptual loss, there are not much
difference from the pretrained model. To better verify the effectiveness of our
losses compared to the adversarial loss, we set our T network as D for adversarial
training. The adversarial loss can achieve lower LPIPS value, but tOF, PSNR,
and SSIM values are much worse than our method as restored details are not
much correlated with the ground truth. Without LC , results lack high-frequency
details as there is no strong guidance to reduce the content discrepancy in the
discriminative space. Adding LC provides better LPIPS values. We achieve the
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Table 4: Ablation study on Vid4 test set using the Ours (EDVR) model.
Method LPIPS↓tOF↓ PSNR↑ SSIM↑
Pretrained 0.2354 0.0545 25.86 0.8080
Pretrained w/ VGG 0.2272 0.0568 25.84 0.8073
Our T w/ Adv+VGG 0.1730 0.0615 23.64 0.7267
Ours w/o LC 0.2292 0.0564 25.80 0.8050
Ours w/o LR 0.1613 0.0576 25.16 0.7845
Ours w/o new fake 0.1876 0.0589 25.57 0.7972
Ours w/o init T 0.1597 0.0578 24.99 0.7768
Ours 0.1581 0.0568 25.13 0.7832
Pretrained Adv+VGG w/o LC
w/o LR w/o new fake Ours
best perceptual performance while maintaining the temporal consistency using
our full losses and our new fake sample setting. Without the new fake setting,
LPIPS and tOF values increase because the features learned in the loss network
have less discriminating power, and consequently the generator cannot be trained
to produce accurate results.
4.2 Video deblurring
The goal of video deblurring is to estimate sharp video frames from the given
blurry frames, caused by the camera shakes or fast moving objects. We compare
our results with DVD [33], OVD [14], EDVR [38], all of which are trained to
minimize the pixel loss, and STFAN [48] which is trained using the VGG based
perceptual loss. Here, we choose the generators of OVD, EDVR, and STFAN
as our generator networks and name them as Ours (OVD), Ours (EDVR), and
Ours (STFAN) respectively. For Ours (OVD) and Ours (STFAN), we use the
train set of DVD [33] that includes 61 scenes with 5,708 ground truth and blurry
frame pairs, with most frames having 1280× 720 resolution. For Ours (EDVR),
we use the REDS [26] train set. For the training, we crop the train data to
128× 128 size patches. The overall experimental process is similar to the video
super-resolution experiment.
Comparisons. Visual comparisons on the test set of DVD are shown in Fig. 5.
We reproduce OVD’s results by finetuning to the DVD’s train data since OVD
was not trained on them. The results of other methods are reproduced from
the published codes. In the IMG 0032 scene, OVD has difficulty in recovering
the texture of bushes as it only minimizes the pixel loss. STFAN shows better
restoration ability, because it uses an effective generator structure with the per-
ceptual loss. By applying our framework, the sharpness of the texture increases
and the resulting images become closer to the ground truth in both cases. Sim-
ilarly, in the IMG 0033 scene, the generator learned through our method shows
better restoration ability than other methods that have difficulty in restoring a
car wheel in fast motion.
Quantitative comparisons on DVD’s test set and REDS validation set are
shown in Table 5. By applying our method, we can get better LPIPS and tOF
values due to better perceptually restored results with temporal consistency.
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IMG 0032/11
IMG 0033/89
DVD OVD Ours(OVD) STFAN Ours(STFAN) GT
Fig. 5: Qualitative results of video deblurring on DVD’s test set. Applying our
method increases the sharpness.
Table 5: Quantitative results of video deblurring. LPIPS and tOF values are
further decreased by applying our method.
(a) On DVD’s test set.
Method LPIPS↓ tOF↓ PSNR↑ SSIM↑
DVD 0.1247 5.7881 29.86 0.8809
OVD 0.1773 9.0234 29.95 0.8691
Ours(OVD) 0.1401 7.9667 29.36 0.8651
STFAN 0.1064 4.8212 31.24 0.9057
Ours(STFAN) 0.0936 4.6876 31.09 0.9049
(b) On REDS validation set.
Method LPIPS↓ tOF↓ PSNR↑ SSIM↑
EDVR 0.0452 5.2339 35.73 0.9524
Ours(EDVR) 0.0411 4.2283 34.73 0.9440
In addition, on a user study for the video deblurring, our method has 69.3%
preference over OVD and 60.2% preference over STFAN (Table 3(b)). Please see
the supplementary materials for more results and user study details.
5 Conclusion
In this paper, we proposed effective loss functions for realistic video restoration
without using the adversarial loss and the VGG based perceptual loss for training
the generator. The proposed content matching loss and relation matching loss
successfully restore visually pleasing details that correspond to the ground truth
with the new fake sample setting. Through the experiments, we show that our
method achieves the state-of-the-art performance in terms of the perceptual
quality (LPIPS) and the temporal consistency (tOF) for video super-resolution
and deblurring. Our method is a general learning framework in that we can
use it to any video restoration problems with ground truth data. In the future,
we would like to extend our work to other video tasks such as video-to-video
translation.
Supplementary Materials
A Loss during training
We depict training losses to see how learning progresses when using our method
compared to the adversarial loss. Specifically, T for our method and D for the
adversarial loss have same network structures. In Fig. 6, the losses of our method
are shown in orange and the losses of the adversarial loss with the VGG per-
ceptual loss are shown in green. Note that our T is trained by LF,C , and G is
trained by LG = LC +LR +LP . Similarly, for the adversarial loss based model,
D is trained by LD, and G is trained by LG = LAdv + LV GG + LP . By using
our method, both LF,C and LG are stabilized after 30K iterations of training.
However, in the adversarial training, LD and LG seems difficult to stabilize. If G
produces realistic outputs, then Ladv should be decreased, but it actually does
not. We can see that our proposed loss functions are more effectively trains G
than the adversarial loss.
(a) LF,C (LD) (b) LG (c) LP
(d) LC (e) LR (f) LAdv (g) LV GG
Fig. 6: Training loss comparisons with our method and the adversarial loss. By
using our method, the losses are stabilized after 30K iterations of training.
B Layer-level loss analysis
Our loss functions use features from all layers of the feature extractor F . To see
what is learned from each layer, we run experiments on video super-resolution
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by setting the loss function to use only one of the layers. We use Ours (EDVR)
for video super-resolution as a reference model, and the results are shown in
Table 6. Early layers are closer to the pixel space, and they try to restore the
exact pixel value for the exact location resulting in better PSNR and SSIM values
in addition to the temporal smoothness. Higher level layers can learn features
that better understand a given task and the exact pixel location is considered
less. The higher layers tend to create high-frequency details for the video super-
resolution and have better LPIPS values, but show more noise. With all the
layers, all the properties form an ensemble, providing high visual quality and
the best LPIPS value and comparable tOF value.
Table 6: Quantitative results of layer-level loss for the generator. Full model is
Ours (EDVR). With all layers, both high accuracy and temporal consistency are
achieved.
Layer LPIPS ↓ tOF ↓ PSNR ↑ SSIM ↑
First 0.2287 0.0544 25.81 0.8107
Second 0.2273 0.0562 25.68 0.8082
Third 0.1874 0.0604 25.39 0.7888
Last 0.1841 0.0993 24.36 0.7512
All 0.1581 0.0568 25.13 0.7832
First Second Third Last All
C Effect of weight balancing
We conduct additional experiments to inspect the effect of weight balancing be-
tween the two proposed loss functions LC and LR. Again, we use Ours (EDVR)
as a reference model, and the results are shown in Table 7. Generally, the weight
of the adversarial loss term in GAN based methods takes effect on the amount
of hallucinated details. However, our method gives fairly consistent results re-
gardless of the different weight combinations. The best result is obtained when
the ratio is 1:1, but the performance gap is relatively small. We infer that this
is because both loss functions are computed on the same feature space from F .
In comparison, the adversarial loss is computed on a different space.
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Table 7: Results of different weight combinations for LC and LR. The best result
is obtained when the ratio is 1:1, but the performance gap is not much regardless
of different weight combinations.
Combination LPIPS ↓ tOF ↓ PSNR ↑ SSIM ↑
LC + LR 0.1581 0.0568 25.13 0.7832
10 · LC + LR 0.1606 0.0577 24.78 0.7754
100 · LC + LR 0.1628 0.0581 24.72 0.7760
LC + 10 · LR 0.1603 0.0564 24.67 0.7743
LC + 100 · LR 0.1611 0.0576 24.92 0.7778
D More visual results
More visual results of video super-resolution on Vid4 test set and REDS valida-
tion set are shown in Fig. 7 and Fig. 8 respectively. We additionally show the
results of RBPN [13] for Vid4. Also, more visual results of video deblurring on
the test sets of DVD are shown in Fig. 9 and Fig. 10. We have also included
video demos in the supplmentary video.
E User study on video deblurring
We conduct a user study on the results of video deblurring on the test set of
DVD [33]. In the user study, following two comparisons are conducted to see
the improvements when using our method: OVD [14] versus Ours (OVD), and
STFAN [48] versus Ours (STFAN). As comparing two videos is difficult due to
camera shaking, we provide an user interface to easily switch and view between
two video frames, and ask the raters to choose the more preferred ones (Fig. 11).
The comparison is performed 30 times for uniformly sampled 3 frames from
each scene. The user study is conducted with Amazon Mechanical Turk, and
the results of this study are shown in Table 8. The preference of each scene is
calculated by averaging the preference of 3 frames. In both comparisons, people
prefer our method on average.
Table 8: User study of video deblurring on the quantitative test set of DVD. It
shows the preference of each scene and total average in percent. People prefer
our method on average.
Method 720p 0003 0021 0030 0031 0032 0033 0037 0039 0049 Avg
OVD 28.4 17.0 42.5 34.8 26.7 38.4 21.1 17.6 45.3 34.9 30.7
Ours(OVD) 71.6 83.0 57.5 65.2 73.3 61.6 78.9 82.4 54.7 65.1 69.3
STFAN 41.8 34.2 35.4 59.7 41.4 19.3 31.6 39.1 40.0 55.0 39.8
Ours(STFAN) 58.2 65.8 64.6 40.3 58.6 80.7 68.4 60.9 60.0 45.0 60.2
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Calendar/32
City/10
Foliage/10
Walk/31
EnhanceNet RBPN EDVR Ours(EDVR)TecoGAN Ours(TecoGAN)GT
Fig. 7: Qualitative results of video super-resolution on Vid4 test set.
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000/11
001/60
009/77
011/30
014/41
015/55
EDVR Ours(EDVR) GT
Fig. 8: Qualitative results of video super-resolution on REDS validation set.
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720p 240fps 2/88
IMG 0003/69
IMG 0021/54
IMG 0031/76
IMG 0032/89
IMG 0037/76
DVD OVD Ours(OVD) STFAN Ours(STFAN) GT
Fig. 9: Qualitative results of video deblurring on the quantitative test set of DVD.
Best viewed in zoom.
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Anita/40
Cutting/71
Street2/31
Sup/41
DVD OVD Ours(OVD) STFAN Ours(STFAN)
Fig. 10: Qualitative results of video deblurring on the qualitative test set of
DVD. Our method tries to restore the results to look sharper, therefore, wood
and water textures are well recovered in the Cutting and Sup scenes respectively.
Fig. 11: Our user interface for the user study. Two video frames from different
methods are switchable by clicking the toggle button.
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