In this paper, the variational iteration method (VIM) is applied to the solution of general Riccati differential equations. The equations under consideration includes one with variable coefficient and one in matrix form. In VIM, a correction functional is constructed by a general Lagrange multiplier which can be identified via a variational theory. The VIM yields an approximate solution in the form of a quickly convergent series. Comparisons with exact solution and the fourth-order RungeKutta method show that the VIM is a powerful method for the solution of nonlinear equations. The present paper may be a suitable and fruitful exercise for teaching and better understanding techniques in advanced undergraduate courses on classical mechanics.
Introduction
The Riccati differential equation is named after the Italian nobleman Count Jacopo Francesco Riccati (1676-1754). The book of Reid [22] contains the fundamental theories of Riccati equation, with applications to random processes, optimal control, and diffusion problems. Besides important engineering science applications that today are considered classical, such as stochastic realization theory, optimal control, robust stabilization, and network synthesis, the newer applications include such areas as financial mathematics [3, 18] . The solution of this equation can be reached using classical numerical methods such as the forward Euler method and Runge-Kutta method. An unconditionally stable scheme was presented by Dubois and Saidi [7] . El-Tawil et al. [4] presented the usage of Adomian decomposition method (ADM) to solve the nonlinear Riccati in an analytic form. Very recently, Tan and Abbasbandy [24] employed the analytic technique called Homotopy Analysis Method (HAM) to solve a quadratic Riccati equation.
The variational iteration method (VIM) is a simple and yet powerful method for solving a wide class of nonlinear problems, first envisioned by He [11] (see also [13, 15, 16, 12, 14] ). The VIM has successfully been applied to many situations. For example, He [13] solved the classical Blasius' equation using VIM. He [15] used VIM to give approximate solutions for some well-known non-linear problems. He [16] used VIM to solve autonomous ordinary differential systems. He [12] coupled the iteration method with the perturbation method to solve the well-known Blasius equation. He [14] solved strongly nonlinear equations using VIM. Soliman [23] applied the VIM to solve the KdV-Burger's and Lax's seventh-order KdV equations. The VIM has recently been applied for solving nonlinear coagulation problem with mass loss by Abulwafa et al. [2] . Momani et al. The VIM has been applied for solving nonlinear differential equations of fractional order by Odibat et al. [20] . Bildik et al. [5] used VIM for solving different types of nonlinear partial differential equations. Dehghan and Tatari [6] employed VIM to solve a Fokker-Planck equation. Wazwaz [25] presented a comparative study between the variational iteration method and Adomian decomposition method. Tamer et al. [8] The aim of this paper, is to continue the analysis of VIM on different types of Riccati differential equations. In particular, we give 5 examples of Riccati differential equations which include one with variable coefficient and one in matrix form. Numerical comparison between VIM, RK4 and exact solution on these equations are given. We think that, this paper can be used to convey to students the idea that the VIM is a powerful tools for approximately solving linear and nonlinear
Variational iteration method
This method, which is a modified general Lagrange's multiplier method [10] , has been shown to solve effectively, easily and accurately a large class of nonlinear problems [11, 13, 15, 16, 12, 14, 23, 2, 20, 5] . The main feature of the method is that the solution of a mathematical problem with linearization assumption is used as initial approximation or trial function. Then a more highly precise approximation at some special point can be obtained. This approximation converges rapidly to an accurate solution. To illustrate the basic concepts of the VIM, we consider the following nonlinear differential equation:
where L is a linear operator, N is a nonlinear operator, and g(x) is an inhomogeneous term. According to the VIM [15, 16, 12, 14] , we can construct a correction functional as follows:
where λ is a general Lagrangian multiplier [10] , which can be identified optimally via the variational theory, the subscript n denotes the nth-order approximation,ũ n is considered as a restricted variation [15, 16, 12] , i.e. δũ n = 0.
Analysis of general Riccati differential equation
In this paper, we present numerical and analytical solutions for the general Riccati differential equation [21] :
where Q(t), R(t), P (t) and G(t) are scalar functions. To solve equation (3) by means of He's variational iteration method, we construct a correction functional,
whereỹ n is considered as restricted variations, which mean δỹ n = 0. Its stationary conditions can be obtained as follows
The Lagrange multipliers, therefore, can be identified as λ(s) = −1 and the following variational iteration formula is obtained
4 Numerical examples
Example 1
Consider the following example:
Here Q(t) = 0, R(t) = −1, P (t) = 1 and G(t) = 0. The exact solution was found to be [4] :
To solve equation (6) by means of He's variational iteration method, we construct a correction functional (see (5)),
We can take the linearized solution y(t) = t + C as the initial approximation y 0 , the condition y(0) = 0 gives us C = 0. Then we get: In the same manner, the rest of the components of the iteration formulae (8) can be obtained using the Maple Package.
Example 2
Consider this simple example:
Here Q(t) = 2, R(t) = −1, P (t) = 1 and G(t) = 0.
The exact solution was found to be [4] :
To solve equation (9) using VIM, we construct a correction functional (see (5)),
We can take the linearized solution y(t) = − 1 2 + e 2t C as the initial approximation y 0 , the condition y 0 gives us C = 0.5. Then we get: Again, the rest of the components of the iteration formulae (11) can be obtained using the Maple Package.
Example 3
Consider the example [19] :
where Q(t) = 0, R(t) = 1, P (t) = t 2 and G(t) = 1. To solve equation (12) using variational iteration method, we construct a correction functional,
We can take the linearized solution y(t) = t 3 3
+ C as the initial approximation y 0 , the condition y(0) = 1 gives us C = 1. Then we get: The rest of the components of the iteration formulae (13) can be obtained using the Maple Package.
Example 4
Consider the following variable coefficient example:
where Q(t) = −2t 4 , R(t) = t 3 , P (t) = t 5 + 1 and G(t) = 0. The exact solution is:
In order to solve equation (14) by using He's variational iteration method, we construct a correction functional (see (5)),
As before we can take the linearized solution y(t) = t + C as the initial approximation y 0 , the condition y(0) = 0 gives us C = 0. Then we get:
which is the exact solution.
Example 5
The following example of a matrix Riccati differential equation is due to [4] :
where
To find the solution of this equation via VIM, we shall treat the matrix equation as a system of differential equations. So, we rewrite Eq. (17) as system of equations:
To solve equations (19), (20), (21) and (22) by means of He's variational iteration method, we construct a correction functional,
y 12,n+1 (t) = y 12,n (t) + 
whereỹ ij,n are considered as restricted variation i.e. δy ij,n = 0. Its stationary conditions can be obtained as:
Thus, the Lagrange multipliers are λ 11 (s), λ 12 (s), λ 21 (s) and λ 22 (s) = −1.
We can take the linearized solution y 11 (t) = 
In the same manner, the rest of the components of the iteration formulae can be obtained using the Maple Package.
Numerical results and discussion
We now obtain numerical solutions of Riccati differential equation. Table 1 shows comparison between the 3-iterate of VIM and the exact solution for example 1. Table 2 shows comparison between the 3-iterate of VIM and the exact solution for example 2. Table 3 shows comparison between the 2-iterate of VIM, Taylor matrix, Runge-Kutta, Picard and Euler method. Table 4 shows comparison between the 8-iterate VIM and RK4 for example 5. In Table 4 we use the Padé approximation [10, 10] for 8-iterate VIM. 
Conclusions
In this paper, variation iteration method (VIM) has been successfully applied to find the approximate solution of the general Riccati differential equation.
The method was used in a direct way without using linearization, perturbation or restrictive assumptions. It may be concluded that VIM is very powerful and efficient in finding analytical as well as numerical solutions for wide classes of linear and nonlinear differential equations. It provides more realistic series solutions that converge very rapidly in real physical problems. Therefore, it could be easily included in lectures on classical mechanics for undergraduate students.
