Abstract-A model is developed for allocating information files required in common by several computers. The model considers storage cost, transmission cost, file lengths, and request rates, as well as updating rates of files, the maximum allowable expected access times to files at each computer, and the storage capacity of each computer. The criterion of optimality is minimal overall operating costs (storage and transmission). The model is formulated into a nonlinear integer zero-one programming problem, which may be reduced to a linear zero-one programming problem. A simple example is given to illustrate the model.
INTRODUCTION
N THE AUTOMATION of large information systems, a major portion of the planning is concerned with storing large quantities of information in a computer system. This requires study of information storage, modification, and transmission. Examples of such efforts are found in business, medical, library, and management information systems. These systems, which may consist of several geographically separated divisions (subsystems), need to process information files in common.
It is apparent that when a given information file is required in common by several computers, it may be stored in at least one of them and accessed by the others when needed. The overall operating cost related to the files is considered to consist of transmission and storage costs. The problem is the following. Given a number of computers that process common information files, how can one allocate the files so that the allocation yields minimum overall operating costs subject to the following constraints: 1) the expected time to access each file is less than a given bound, 2) the amount of storage needed at each computer does not exceed the available storage capacity. THE 
MODEL
The file allocation problem can be formulated as an integer (0 or 1) programming model.
Let Xij indicate that the jth file is stored in the ith computer:
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Now, aijk is equal to the sum of the expected queuing delay at the ith computer for the channel to the kth computer' Wik(1), the expected queuing delay at the kth computer for the channel to the ith computer Wki (2) and the expected computer access time to the jth file tkj. In most cases, the quantity tkj is much smaller than Next we will discuss the mechanism involved in the queuing delay. Each pair of computers is assumed to be able to transmit information in both directions simultaneously. This is known as single-channel full-duplex operation. Further, the files can be accessed by the local and remote computers at the same time. One pair of transmission paths links each pair of computers; one of these paths carries requests for the files from the ith computer to the kth computer, and reply messages (files) from the ith computer to the kth computer, whereas the other path carries requests for files from the kth computer to the ith computer, and reply messages from kth to the ith computer (Fig. 1) . In most cases, the request message is much shorter than the reply message. Therefore, we shall assign a higher priority to request messages than to reply messages. Messages of the same priority are served in the order of their arrival. Assume, for example, a reply message is being transmitted on a particular transmission path at the time a new request is initiated. The request will interrupt the current reply and the computer will transmit the request first. After finishing transmission of that new request, the computer resumes transmitting the previous reply. Such preemptive-resume priority servicing faciltates optimization, since the queuing delay will be minimum if the shortest messages are serviced first [1] , [2 ] . Recalling that the requested message length is much shorter than that of the reply message, the delay due to the request message can be neglected.2 Under these conditions, the queuing system can be viewed as a single server queue with constant service time.
In many cases, it is reasonable to model the file accessing process as a Poisson process. Then the rate of requests from the ith computer to the kth computer (arrival rate) Xik is the sum of the rates of request of those files not stored in the ith computer but stored in the kth computer. The requested file length may be less than the entire storage file length and is defined as the length of each transaction; that is, the length of each transaction of the jth file Ij should be less or equal to the entire jth file length Lj. The average time required to transmit the reply from the kth computer to the jth computer l/Mik (i.e., service time) is dependent on ij and Xik. Clearly, both Xik and l/lik depend on the 2 Preemptive priority servicing permits the assumption that Wik -Wki (2) . Note that the file retrieval time constraint as shown in (4) also applies to the nonpremptive priority case, but a more complex expression would be required for Wik since Wik (1) Since physically it is impossible for the transmission line to be 100 percent busy, the traffic intensity is less than unity, i.e., Pik< Because nonlinear programming problems are so complex, we are able to obtain a global optimal solution only for special cases (e.g., convexity). Therefore, it is desirable to reduce the nonlinear zero-one programming problems to the linear zero-one programming problems. We shall now show such a reduction, which is derived from the integer (0 or 1) property.
Suppose we want to minimize an arbitrary cost function (which need not be convex) In the same manner, we can linearize (14). Hence, solution to the optimal file allocation problem is reduced to: minimize (16) subject to (1) , (2), (3), (14) or (15), (20), (23), and (24) which is a linear zero-one programming problem.
FILE ALLOCATION IN A MULTIPROCESSOR
Let us consider a multiprocessor with virtual memory system that operates in a paging environment. One of the important problems in such a system is how to allocate files to various types of available storage systems such as thin films, cores, disks, drums, data cells, tapes, etc., so that the operating cost is minimum yet the access time requirements are satisfied for each file, and the storage limitation of each storage system is not exceeded. The model developed in this paper can be directly applied to this problem by letting the distances between computers equal to zero. Clearly, under this condition, a multiple computer system becomes a multiprocessor.
Example
Consider a specific computer communication system consisting of three computers that process five information files in common, as shown in Fig. 2 . These computers are located about 20 miles from each other. The transmission facility between each pair of computers has a rate of R = 5 X 103 char/second. The cost of each such facility is $1050 per month or $1.4 X 10-7/char (based on 100 hours per week and 4.2 weeks per month). The first cost of storage is 35 cents per character or $5.8 X 10-7/char second.6 Table I gives the lengths of each file, file length for each transactions, the request rate of these files at each computer, the rate of modification of these files at each computer after each transaction, the available storage capacity of each computer, and the maximum allowable retrieval time of each file. T1j   U2j   T2j   U3j   T3j   1  100x103  500  0.5  5  30  2  10  0 
CONCLUSION
The file allocation problem can be formulated into a nonlinear zero-one programming problem. By adding additional constraint equations, these nonlinear terms in the objective and constraint equations can be reduced to linear equations. Thus, solution of the optimal allocation requires solving a linear zero-one programming problem. The model introduced in this paper provides a common denominator for analysis and comparison of various proposed information system configurations, a tool to study the sensitivity of various parameters and constraints to the operating cost, and a method for evaluating the growth potential of information systems. However, some related problems still require further studies, such as file reliability, privacy, file partition, etc. All these problems are important considerations for optimal file allocation in multicomputer information systems.
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