We study how the arboreal turtle ant (Cephalotes goniodontus) solves a fundamental computing 2 problem: maintaining a trail network and finding alternative paths to route around broken links 3 in the network. Turtle ants form a routing backbone of foraging trails linking several nests 4 and temporary food sources. This species travels only in the trees, so their foraging trails are 5 constrained to lie on a natural graph formed by overlapping branches and vines in the tangled 6 canopy. Links between branches, however, can be ephemeral, easily destroyed by wind, rain, or 7 animal movements. Here we report a biologically feasible distributed algorithm, parameterized 8 using field data, that can plausibly describe how turtle ants maintain the routing backbone and 9 find alternative paths to circumvent broken links in the backbone. We validate the ability of this 10 probabilistic algorithm to circumvent simulated breaks in synthetic and real-world networks, and 11 we derive an analytic explanation for why certain features are crucial to improve the algorithm's 12 success. Our proposed algorithm uses fewer computational resources than common distributed 13 graph search algorithms, and thus may be useful in other domains, such as for swarm computing 14 or for coordinating molecular robots. 15 Introduction 16 Distributed algorithms allow a collection of agents to efficiently solve computational problems with-17 out centralized control [1] . Recent research has uncovered such algorithms implemented by many 18 biological systems, including slime molds during foraging [2] and neural circuits during develop-19 ment [3]. Ants are a diverse taxon of more than 14,000 species that have also evolved distributed 20 algorithms to establish trail networks [4]. Investigating the algorithms used by biological systems 21 can reveal novel solutions to engineering problems [5, 3]. 22 Here we present the first computational analysis, parameterized using data from field observa-23 tions, of trail networks of an arboreal ant species. The arboreal turtle ant C. goniodontus nests and 24 forages in the trees in the tropical dry forest of western Mexico [6]. Because the ants never leave the 25 trees, their foraging trails are constrained by a natural graph: branches and vines form the edges in 26 the graph, and junctions at overlapping branches form the nodes ( Figure 1A-C) . Each colony has * Corresponding authors: dmgordon@stanford.edu, navlakha@salk.edu 1 several nests, located in dead tree branches, that are connected to each other in a circuit or network 28 routing backbone [4, 7, 8]. Moving on the trails along this backbone, the ants distribute resources 29 among the juveniles, workers, and reproductives in all of the nests, while additional temporary 30 trails split from the backbone and lead to food sources. The backbone trail network can be large, 31 often extending over 50 meters in circumference, and encompassing numerous trees [6]. The ants 32 use many junctions in dense vegetation, so trails can be tortuous; each meter of linear distance 33 typically requires ants to traverse approximately 2-5 meters of vegetation [6]. The colony thus 34 chooses paths in the network from a myriad of potential routes, dictated by the graph structure of 35 the vegetation. Ants lay trail pheromone as they move along the edges, and ants use pheromone 36 when choosing edges. 37 We present a distributed algorithm that can plausibly describe how turtle ants maintain and 38 repair breaks to their routing backbone. Links between branches or vines can be ephemeral, often 39 disrupted by wind, rain, or the movement of an animal through the vegetation. To re-establish con-40 nectivity of the routing backbone after a break, the ants must establish a new path that reconnects 41 the two sides of the broken trail. This is an important problem in many network applications [9] 42 and can be solved efficiently using numerous graph algorithms, such as Dijkstra's algorithm or the 43 Bellman-Ford algorithm [10]. However, these classic algorithms require significantly more com-44 putation and memory than is likely available to simple biological agents such as turtle ants, who 45 regulate their behavior using local interactions rather than central control [11].
a probability proportional to their edge weight; then the agent augments the weight (or pheromone) of each edge chosen. Our model expands edge-reinforced random walks in two ways: first, we allow Parameters. Our algorithm uses three biological parameters: q add , q decay , and q explore . 195 The first parameter (q add ) determines how much pheromone is added when an ant traverses an edge. After each time step, each edge (v 1 , v 2 ) traversed increases its edge weight as:
Without loss of generality, we fix q add = 1, representing a unit of pheromone that an ant deposits 196 on each edge traversed. 197 The second parameter (q decay ) specifies how much pheromone evaporates on each edge in each time step due to natural decay. We model pheromone decay as an exponential decrease in edge weight [56, 57] ; thus q decay ∈ (0, 1), and at each time step, for each edge (v 1 , v 2 ), its weight is updated as:
(2)
Larger values of q decay correspond to more rapid decay of pheromone on the edge. 198 The third parameter (q explore ) specifies the probability that an ant takes an "explore step". The 199 definition of an "explore step" is algorithm-specific (see below), but intuitively, it involves choosing 200 an edge with relatively less or no pheromone. Such deviation is clearly required by any network 201 repair algorithm, since after the routing backbone is ruptured, edges not part of the existing path 202 must be traversed to repair the break. Field observations show that even in the absence of a break, 203 turtle ants explore edges off the main trail. This allows them to discover new food sources and 204 incorporate them into the trail network [12] . rate of 70% means that in 70% of the simulations, the ants successfully formed an alternative 212 path.
213
In the Weighted random walk (Algorithm 1), each ant chooses the next edge to traverse with 245 probability proportional to the amount of pheromone on that edge: the more pheromone on an 246 edge, the more likely an ant is to traverse that edge. However, with probability q explore , the ant 247 takes an edge that has zero pheromone. return t i ∈ Y with probability 1/|Y | 5: else 6:
return t i ∈ X with probability w(s, t i )/ j∈X w(s, t j ) 7: end if Note: The algorithm excludes the previously visited node from the sets of candidate edges. If all neighboring edges have weight 0, the ant chooses a zero-weight edge with probability 1 rather than probability q explore . If none of the neighboring edges have weight 0, then the ant chooses an edge with nonzero-weight with probability 1 rather than probability 1 − q explore .
In the RankEdge random walk (Algorithm 2), with probability 1 − q explore , the ant chooses an 249 edge with the highest weight (ties are broken at random if uniform() < (1 − q explore ) then 5:
return t i ∈ X with probability 1/|X| 6: end if 7: end for Note: The algorithm excludes the previously visited node from the set of candidate edges. If all neighboring edges are tied for the highest weight, then a maximally-weighted edge is chosen with probability 1 rather than probability 1 − q explore . If an ant keeps exploring until it gets to the lowest weight, it takes one of the edges tied for the lowest weight with probability 1 rather than probability 1 − q explore .
Each algorithm contains additional details inspired by field observations, including a queueing sys-256 tem so ants traverse edges one at a time, the ability to traverse and return from an edge on an 257 explore step in one time-step, and the ability to discontinue laying pheromone on the way back Summary of conclusions. Overall, we find that non-linear models perform the best at simulta-267 neously explaining field observations and providing a mechanism by which turtle ants could solve 268 the network repair problem. While the linear (Weighted) algorithm does perform well at explaining 269 some aspects of field observations, and it repairs breaks with high probability, it also produces a 270 very high path entropy, with poor convergence to a consensus path. This departs strongly from 271 field observations [12] that show that when repairing broken paths, the ants quickly converge to a 272 single path.
273
In particular, we find that: (A) RankEdge outperforms all other non-linear algorithms, except 274 for MaxEdgeA, in the likelihood of explaining observed edge choices by turtle ants ( Table 1 ). The (Table 3) .
278
Compared to the linear Weighted algorithm, RankEdge has a lower likelihood of explaining the 279 observed edge choices and a lower success rate. However, RankEdge performs much better in 280 path entropy, path length, and maintaining the trail in the absence of a break. We emphasize that 281 the strong success rate of Weighted is because pheromone is left essentially on every edge in the 282 graph. This guarantees high success but very poor convergence to a single path. Field experiments 283 show that turtle ants converge strongly to a single path.
284

Q1. Field observations to determine the best algorithm and parameter values 285
We first determined what parameter values best allow each algorithm to match the data from field 286 observations. We then used these parameter values to test algorithm performance for the network 287 repair problem.
288
The performance of each candidate algorithm is sensitive to the values chosen for the two free 289 parameters, q explore and q decay (as previously mentioned, we set q add = 1). For example, with low 290 values of q explore , the ants may take a long time to explore enough new edges to find an alternative 291 path; on the other hand, for high values of q explore , the ants will scatter throughout the network and 292 may not converge to a single path. Similarly, for high values of q decay (pheromone decays rapidly), 293 it may be difficult to build and reinforce a single path; for low values of q decay , it may be hard for 294 the colony to eliminate unnecessary edges and commit to one path. These two parameters also 295 affect each other; for example, the higher the decay rate, the fewer edges with pheromone, and thus 296 the more possible edges to explore. 297 We used data from observations made in the field to evaluate the match between the choices Maximum likelihood estimation. We determined which algorithm and parameter values best ex-308 plained the observed edge choices made by turtle ants using maximum likelihood estimation (MLE).
309
The data were used to determine the likelihood that a given algorithm, with a given pair of param-310 eter values, would have produced the observed set of edge choices. Figure 2A Overall, for RankEdge, the maximum likelihood parameter values that best explained the 314 observed turtle ant behavior were: q explore = 0.20, and q decay = 0.02 (Table 1) . For Weighted, 315 the maximum likelihood parameter values were q explore = 0.05 and q decay = 0.01. Both candidate 316 algorithms were more likely to explain the data than the null model (Table 1) .
318
Consistency of the maximum likelihood estimation across colonies and days. The maximum likeli-319 hood parameter values were similar across colonies and days for the 13 junctions ( Figure S2 ). This 320 suggests that across six colonies, there are similar chemical properties in the pheromone (related to 321 q decay ), and that a similar search strategy is used for choosing which edge to traverse next (related 322 to q explore ).
323
Q2. Algorithm performance on synthetic and real-world planar networks 324 Our goal here is to test how well each algorithm solves the network repair problem on simulated 325 and real-world networks. We were particularly interested in how well each algorithm performed 326 when its parameters were set to the maximum likelihood values derived from observations of turtle 327 ants. Our main result is that the maximum likelihood parameters for the RankEdge performed well in simulations for network repair across six networks ( Figure 3 ; the black rectangle in both 329 panels shows that the parameter values that best explain the turtle ants' behavior also perform 330 best for solving the network repair problem.) The latter result is substantiated below. 
698
-Let M 1 , M 2 , . . . , M n be the set of all n solution paths in the final graph.
699
-Let p 1 , p 2 , . . . , p n be the probabilities of taking each solution path with q explore = 0. The 700 probabilitiesp = (p 1 , p 2 , . . . , p n ) form a probability distribution.
701
-The path entropy is then: S(p).
702
• Average path length (lower is better): The average length of the solution paths in the 703 final graph. Path length is defined to be the number of nodes in a path.
704
To compute the pruning metrics, we first define a chosen path as the sequence of nodes v 1 , v 2 , . . . , v n , 705 after removing cycles, that an ant takes to successfully walk from one nest to another. Figure S1 706 illustrates why removing cycles is necessary when comparing chosen paths.
707
Over the course of the simulation, we track all chosen paths for all ants that successfully walk 708 from one nest to the other. This includes the number of times each path was chosen -and thus 709 the distribution over the chosen paths -and the lengths of these paths.
710
• Path elimination: An information-theoretic measure of the degree to which paths from one 711 nest to the other are eliminated over time.
712
-Let S t = S(p t ) be the entropy over the distribution of chosen pathsp that have been 713 completed at or before time t.
714
-Let S max = max 1≤t≤T S t be the maximum chosen-path entropy over the entire simulation.
715
-The path elimination is then the maximum entropy minus the entropy at the end of the 716 simulation: S max − S T .
717
• Path length pruning: A measure of the degree to which ants reduce the lengths of the 718 paths they take over time.
719
-Suppose at time t the ants have taken chosen paths p 1 , p 2 , . . . , p n with frequencies c 1 , c 2 , . . . , c n . Let l(p i ) be the length of path p i . We define the weighted-mean cho-721 sen path length at time t to be:
L t be the maximum weighted mean chosen path length over the entire 723 simulation.
724
-The path length pruning is then: L max − L T .
725
Robustness across network topologies. Table 6 : Path length pruning: For each algorithm we show the average reduction in lengths of chosen paths over time (Methods) observed. We omit the Minimal graph, because there is only one possible path from one nest to the other, and thus no pruning is possible. All ants arrive at node 1 from a different node that is not shown. In the example, we assume pheromone has been deposited at previous time-points, and we now compute the likelihood of the next ant choice. Under the RankEdge algorithm, the likelihood of choosing edges 1 → 3 or 1 → 2 is (1 − q explore )(1/2); the likelihood of edge 1 → 4 is q explore (1 − q explore ); and the likelihood of 1 → 5 is q 2 explore . Under the Weighted algorithm, the likelihood of choosing edge 1 → 5 is q explore ; the likelihood of edge 1 → 4 is (1 − q explore )(1/(1 + 2 + 2)); and the likelihood of edges 1 → 2 or 1 → 3 is (1 − q explore )(2/(1 + 2 + 2). Under the Unweighted algorithm, the edge weights are disregarded, and the likelihood of taking any one of the four edges is (1/4). C-D) For each combination of q explore (x-axis) and q decay (y-axis) values, we determined the pair's likelihood of producing the choices observed in turtle ants. Each heatmap shows the likelihood for each algorithm with a zoom-in below around the highest likelihood region. The optimal parameter values for each algorithm, depicted in white, are shown in Table 1 .
Figure Legends
Figure 3:
The maximum likelihood parameters closely match the best simulation parameters: A) The color of each square in the heatmap corresponds to the robustness (Methods) of the success rates for the RankEdge algorithm for each combination of q explore (x-axis) and q decay (y-axis) values. Results are aggregated over the six simulated and real-world networks presented in Figures 4 and 5. B) The maximum likelihood parameter estimates for RankEdge from observations of turtle ants. The black rectangle in both panels shows that the parameter values that best explain the turtle ants' behavior also perform best for solving the network repair problem. Figure 4 : Success rates for each network. A-E) For each network we show the initial graph (left), an example of the final graph after running the RankEdge algorithm using the maximum likelihood parameters (middle), and the algorithm's success rate for each parameter combination (right). In each panel, black dots indicate nodes in the network, and solid lines indicate edges that may be traversed. If two adjacent nodes are not connected by an edge, there is a space between them. In the initial graphs, the 'X' marks the edge that is broken. The x-axis of the heatmap (right column) shows q explore , and the y-axis shows q decay under the range close to the MLE parameters. Darker shades of red are indicate success rates closer to 1, and thus are better. Figure 5 : Repairing road closures in the Europe road graph. Analysis of how well the turtle ant algorithm translates to repair simulated breaks in a real-world transport network. A) An example of a path in the European E-road network connecting Munich to Berlin, Germany. The roads and junctions form a graph. On the left, the black 'X' shows a road that has been broken or closed along the path. On the right, we show an alternative path that avoids the broken road. B) The success rate of the turtle ant algorithm (RankEdge) applied to this network. Map data: Google, DigitalGlobe. shows the results of an experiment in which an edge was cut. Left: The initial trail is shown in grey. The edge connecting nodes 5 and 6 was cut. After 75 minutes, the turtle ants explored several new paths (red). Center: Five hours after the cut, some of the red paths were pruned (transparent grey). Ants traveling down from node 7 took one trail, consisting of nodes 6, 15, 16, 17, 18, 4, and 3, because they could not use 12 in this direction. Ants traveling in the other direction took another trail, consisting of nodes 3, 4, 5, 12, 13, and 14, or the trail consisting of 11, 13, and 14. Right: The next day, there was additional pruning. Because node 12 could now be used in both directions, ants traveled both ways on the indicated trail.
