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A new design i s  proposed f o r  model-reference con t ro l l e r s .  In  
con t ras t  t o  o t h e r s ,  it l e a d s  t o  a  cont ro l led  system i n  which t h e  
e f f e c t s  of s e v e r a l  forms of  imperfection may be evaluated.  Such form 
include r e l a y  dead-zone and h y s t e r e s i s ,  s a t u r a t i o n ,  add i t ive  noise  
i n  the-swi tching funct ion  o r  f i l t e r e d  noise ,  e r r o r  caused by neglect-  
ing  transducer dynamics, and e r r o r  caused by using f i l t e r e d  forms 
of measured s t a t e s .  The development l eads  t o  an est imate of t h e  
s t a t e  bound t h a t  could r e s u l t  from t h e s e  imperfections a c t i n g  
ind iv idua l ly  o r  together .  Simulation r e s u l t s  a r e  obtained f o r  an 
a i r c r a f t  r o l l - c o n t r o l  loop. 
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A new design i s  proposed f o r  model-reference con t ro l l e r s .  In  
contras t  t o  o the r s ,  it leads t o  a control led  system i n  which t h e  e f f e c t s  
of severa l  forms of imperfection may be evaluated. It is  shown t h a t  
the  choice o f a l i n e a r  model t h a t  has a t  l e a s t  one rea l -  eigenvalue, 
f a c i l i t a t e s  the  use of what is  termed a n a t u r a l  switching function.  
Such a switching function i s  shown t o  guarantee t h a t  t h e  e r r o r  s t a t e  
vector w i l l  monotonically approach t h e  switching plane u n t i l  it en te r s  
a c e r t a i n  p lanar  neighborhood of  the  switching plane, termed the  region 
of imperfect control .  Upon enter ing t h i s  region,  t h e  s t a t e  vector 
is  forced by t h e  n a t u r a l  switching function design t o  remain i n  the  
region f o r  a l l  subsequent time. 
Width of  t h e  region of imperfect control  is shown t o  be d i r e c t l y  
proportional  t o  t h e  degree of imperfection. This width i s  affected 
addi t ively  by a l l  forms of imperfection considered. Such forms include 
re lay  dead-zone and hys te res i s ,  sa tu ra t ion ,  addi t ive  noise i n  the  
svi tching function o r  f i l t e r e d  noise ,  transducer e r r o r  and e r r o r  caused 
by neglecting transducer dynamics, and e r r o r  caused by using f i l t e r e d  
forms of measured s t a t e s  i n  place of s t a t e s  t h a t  cannot be measured. 
The e f f e c t s  of these  imperfections on plant-model o f f s e t  e r r o r  i s  
evaluated i n  terms of t h e  reachable s e t  of a l i n e a r  constant  system 
of order one l e s s  than t h a t  of p lan t  and model. The input t o  t h i s  
system i s  proportional  t o  the width of t h e  afore-mentioned region of 
imperfect control .  A ca lcula t ion scheme i s  developed f o r  the  general  
ca lcula t ion of such s e t s .  
It is  shown t h a t ,  f o r  purposes of comparing d i f f e r e n t  imperfections, 
t h e  s t a t e  bound need not be obtained. Rather, the  width of t h e  region 
of imperfect con t ro l  may be used. I t  is demonstrated t h a t  t h i s  width 
can be used t o  evaluate the  t rade-offs  i n  a reduced-state control  
iii 
s i t u a t i o n .  The r e s u l t s  support i n t u i t i o n  i n  t h a t  a wide band-width 
f i l t e r  gives small f i l t e r  e r r o r  but accentuates t h e  e f f e c t s  due t o  noise. 
Predicted bounds a r e  compared with those t h a t  occur i n  a d i g i t a l  simul- 
a t ion  of a model-reference r a l l - a t t i t u d e  con t ro l l e r .  The simulation 
shows t h e  r e s u l t s  t o  be r e a l i s t i c  i n  t h e  case of a reduced-state 
con t ro l l e r .  In  t h e  case of a hysteresis-type imperfection, predicted 
bounds agree e s s e n t i a l l y  with those t h a t  occur. 
A s  an outgrowth of t h e  main development, it i s  shown t h a t  a 
reduced-state switching funct ion can be shown t o  y i e l d  a p r a c t i c a l  
type of s t a b i l i t y  f o r  r e l a y  con t ro l  systems. This s t a b i l i t y  is 
characterized by a Liapunov function which may decrease i n  a non- 
monotone fashion.  
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I .  INTRODUCTION 
In  the  e a r l y  pa r t  of the  l a s t  decade a considerable amount of 
e f f o r t  was focused on t h e  general  problem of designing c o n t r o l l e r s  
f o r  systems exhibi t ing l a rge  parameter uncer ta in ty .  This problem was 
motivated i n  p a r t  by the  development of such complex systems i n  almost 
a l l  branches of science and it was augmented by t h e  f a c t  t h a t  tech- 
nology of t h e  day demanded to lerances  which simply could not be met 
by extending t h e  c l a s s i c a l  techniques. Al ternat ive  solut ions  can be 
summarized i n  t h r e e  major ca tegor ies .  
For t h e  case of l i n e a r  systems, and f o r  some nonlinear systems, 
t h e  problem was at tacked i n  terms of obtaining a design t h a t  was 
l e a s t  s e n s i t i v e  t o  the  var iable  parameters. However, t h e  cost  of 
obtaining a l e a s t  s e n s i t i v e  design had t o  be weighed r e l a t i v e  t o  o ther  
performance c r i t e r i a .  This l e d  t o  the  optimal formulation which a t  
t h i s  time is  an unsolved problem inasmuch a s  it requires  measurement 
of t h e  s e n s i t i v i t y  and t h i s  is usual ly  not poss ible .  
The f a c t  t h a t ,  with few exceptions,  optimal con t ro l l e r s  f o r  
l i n e a r  systems a r e  nonlinear,  l e d  many researchers  t o  inves t iga te  non- 
l i n e a r  c o n t r o l l e r s .  Most s tud ies  focused on p a r t i c u l a r  forms of non- 
l i n e a r i t i e s .  This was due i n  p a r t  t o  t h e  lack of  a gensral  nonlinear 
theory.  The learning system was one approach which was not so  l imi ted  
by form. This is a challenging approach t o  t h e  problem but a t  -this 
time inves t iga t ions  have not yielded r e s u l t s  of any genera l i ty .  
The t h i r d  category, which encompasses t h e  work of t h i s  d i s s e r t a -  
t i o n ,  i s  i d e n t i f i e d  a s  adaptive control .  There a r e  two general  types 
of adaptation : input adaptation and plant  adaptation.  The l a t t e r  
involves real- t ime adjustment of system parameters and although very 
e f f e c t i v e  i n  some cases ,  no general  techniques a r e  avai lable .  The 
former involves adjustment of only the  input var iable .  In p a r t i c u l a r ,  
a t t e n t i o n  i s  d i rec ted  t o  a very general  design technique a t t r i b u t e d  
t o  R. W. Bass [13]. The bas ic  idea  i s  t o  fo rce  t h e  input t d  t h e  
time-varying and/or imperfectly spec i f i ed  p lan t  t o  cause p lan t  s t a t e s  
t o  respond l i k e  t h e  respect ive  s t a t e s  of a known l i n e a r ,  t ime-invariant  
model, i n  response t o  t h e  command i n p u ~ .  This scheme i s  termed model- 
reference control .  
The design proposed by Bass was popularized by L.P.  Grayson 111 
and f u r t h e r  engineered by R, V .  Monopoli 1 2 1 .  A major contr ibut ion 
was made by D.  P. Lindorff 131 who modified the  design t o  meet p lan t  
sa tu ra t ion  cons t ra in t s .  This enhanced t h e  p r a c t i c a l i t y  of t h e  technique 
but two problems remain. 
One p r a c t i c a l  l i m i t a t i o n  of  t h e  technique is t h a t  instrumentation 
of t h e  r e s u l t i n g  con t ro l  r equ i res  measurement of a l l  p lan t  s t a t e s .  A 
r e l a t e d  problem i s  t h a t  i n  order t o  include transducer dynamics i n  
t h e  design t h e  system order must be augmented, thus  requir ing t h e  
measurement of even more s t a t e s  t h a t  most probably cannot be obtained 
through primary measurements. 
Another l i m i t a t i o n  is  t h a t  a l l  developments assume an i d e a l  
switching element i n  t h e  generation of t h e  control  law. However, no 
such element e x i s t s .  In  any p r a c t i c a l  design, one is forced t o  use 
an imperfect element which may exh ib i t  deadzone, hys te res i s  o r  s a t -  
ura t ion.  A r e l a t e d  problem is caused by measurement noise and t r ans -  
ducer e r r o r .  
Organization of  Thesis 
Chapter I1 provides t h e  mathematical background f o r  t h e  e n t i r e  
d i s s e r t a t i o n .  This s t r u c t u r e  provides f o r  cont inui ty  of l a t e r  sect ions  
with no l o s s  of r i g o r .  
Chapter I11 contains some i n t e r e s t i n g  r e s u l t s  t h a t  pe r t a in  t o  t h e  
design o f  r e l a y  con t ro l l e r s  but not necessar i ly  t o  model-reference 
con t ro l l e r s .  It is  shown t h a t  by means of p a r a l l e l  compensation, a 
p r a c t i c a l  type of s t a b i l i t y  can be guaranteed f o r  a r e l a y  con t ro l  
system which does not  s a t i s f y  t h e  Kalman Positive-Real Test  [ 6  1. This 
enables one t o  design r e l a y  con t ro l l e r s  f o r  phase va r i ab le  l i n e a r  
p lan t s  without using highest-order s t a t e s  i n  t h e  switching function.  
The primary r e s u l t s  of t h e  d i s s e r t a t i o n  a r e  found i n  Chapter I V .  
It is  shown t h a t  i n  t h e  case of model-reference c o n t r o l l e r s  t h e  e f f e c t s  
of switching function imperfection can be evaluated i n  a s imi la r  
fashion. Both contr ibute  t o  t h e  s i z e  of a ' regionof  imperfect c o n t r o l ' ,  
t h e  width of  which is  used i n  Chapter V t o  determine a s t a t e  bound 
on the  t racking e r r o r .  
The s t a t e  bound is  formulated a s  t h e  reachable set of a constant  
l i n e a r  system. A general  ineans of ca lcu la t ing  t h e  boundary of t h i s  s e t  
is developed i n  Chapter V and i s  regarded by the  author  as one of t h e  
major contr ibut ions  of t h e  t h e s i s .  It represents  a new methoa of 
obtaining t h e  reachable s e t  boundary. 
A Note t o  t h e  Reader 
The mater ia l  i n  Chapter I1 could have been included i n  an 
appendix. Its importance t o  t h e  e n t i r e  development of t h e  t h e s i s  
merited its inclus ion i n  t h e  main body of t h e  d i s s e r t a t i o n .  The 
author suggests,  however, t h a t  t h e  reader omit t h i s  chapter i n  t h e  f i r s t  
reading. It should be used only f o r  r e f e r r a l  i n  sec t ions  where a 
comprehensive understanding is  des i red .  

I1 Mathematical Formulations 
I n  t h i s  s e c t i o n  s e v e r a l  theorems b a s i c  t o  t h e  t h e s i s  a r e  developed. 
This  is  done t o  provide f o r  b e t t e r  con t inu i ty  o f  l a t e r  s e c t i o n s  where t h e  
t r a i n  of  thought might be obscured by f requent  i n t e r r u p t i o n s  f o r  theorem 
s ta tements  and proofs .  
For t h e  most p a r t ,  t h e  proofs  a r e  informal and cons i s t  o f  demon- 
s t r a t i o n s .  I n  some cases  those  s ta tements  being proved do not  deserve 
t h e  s t a t u r e  of a theorem. For t h e s e  r easons ,  and a l s o  t o  avoid a 
cumbersome s t r u c t u r e  of theorems and c o r o l l a r i e s  t h e  s ta tements  w i l l  
be r e f e r r e d  t o  by numbers. 
System Models 
The first statement  i s  b a s i c  t o ' t h e  motivat ion of t h e  e n t i r e  
t h e s i s  i n v e s t i g a t i o n  f o r  it e s t a b l i s h e s  t h e  relevance of s t a t e  bounds 
obtained i n  Chapter I V  t o  e r r o r  bounds i n  equiva lent  model-reference 
c o n t r o l  systems. In  Chapter V t h e  concept is  again used t o  f i n d  a 
system which r ep resen t s  motion o f , a n o t h e r  system confined t o  a  c e r t a i n  
reg ion  of i t s  s t a t e  space.  It 'is t h e  fol lowing.  
Consider t h e  system - $7 = - -  f ( y  , p  ( t )  , t )  which has r 
-T 
unknown parameters expressed i n  t h e  form of vec to r  
p ( t )  cons t ra ined  t o  a  reg ion  R i n  r space.  Con- 
-Y Y (2.1) 
s i d e r  a  second system - i = - f ( z , s ( t ) , t )  which has r 
unknown parameters cons t ra ined  by z p E R Z .  Then i f  
R 3 R it fol lows t h a t  any proper ty  t h a t  may be 
Z Y  
implied f o r  a l l  s o l u t i o n s  - zCt;  t ) a p p l i e s  t o  a l l  5Jy 0
s o l u t i o n s  ~ ( t ;  y  ,t ) where _ ~ _ 0  - 4 0 - 3. 
In essence ,  t h i s  says  t h a t  t h e  second system i s  capable of  every motion 
t h a t  can be achieved by t h e  f i r s t .  This  r e s u l t s  from t h e  f a c t  t h a t  
s i n c e  R 2 R then it i s  poss ib l e  t o  have p ( t )  = p ( t )  i n  which 
Y Z "J 
case t h e  s o l u t i o n s  would be i d e n t i c a l .  Therefore t h e  s e t  of s o l u t i o n s  
of  t h e  second conta ins  a l l  s o l u t i o n s  o f  t h e  first.  Thus any property 
common t o  t h e  former app l i e s  t o  t h e  l a t t e r .  In t h i s  sense ,  t h e  
system - 5 = f ( z , ~ ( t )  , t )  se rves  a s  a  model f o r  t h e  system 2 = g ( y , p  ( t )  ,t). 
Y 
The model is usua l ly  conserva t ive  s i n c e  RZ does not  u sua l ly  equal  R 
Y 
but  t h i s  is  overshadowed by t h e  f a c t  t h a t  one can use (2 .1 )  t o  ob ta in  
p r o p e r t i e s  of t h e  system jI_ = f ( y ,  p ( t ) , t )  t h a t  could not  otherwise 
- -Si 
be determined. 
Liapunov's Direct Method f o r  Relay Systems 
The following gives a s u f f i c i e n t  condition f o r  asymptotic s t a b i l i t y  
of t h e  o r ig in  of t h e  nth-order vector d i f f e r e n t i a l  equation 
T i = Ax -bCt) Sgn ( a  x) 
- - - - - (2.2) 
where A is a s t a b i l i t y  matrix,  having a l l  eigenvalues with negative 
r e a l  p a r t s ,  b(t-) has a l l  terms bounded. 
- 
Signum Function of (2.3) 
Figure 2.1 
The signum function i s  defined t o  be 
a s  graphed i n  Figure 2.1; The following is  t o  be proved: 
The o r ig in  of (2 .2)  is  an asymptotically s t a b l e  
equil ibrium point  i f  f o r  some pos i t ive  d e f i n i t e  
symmetric nxn matrix Q t h e r e  e x i s t s  a matrix. P a s  
solut ion t o  
T (2.6) A P + P A = - Q  (2.4) 
such t h a t  
T T 
x P ( t )  Sgn (x a )  > 0 .  
- - - - 
(2.5) 
f o r  a l l  x ,  t . 
- 
That t h e  o r i g i n  - x = 0 i s  an equi l ibr ium poin t  of (2 .2 )  i s  e a s i l y  demon- 
s t r a t e d  by n o t i n g 7 t h a t  - = - 0 a t  - x  = - 0 .  Asymptotic s t a b i l i t y  i s  
guaranteed by t h e  Second Method o f  Liapunov C51. The func t ion  
has t o t a l  t ime d e r i v a t i v e  
T T  T i = -x QX -2x ~ b ( t )  Sgn (a  x ) .  
- -  - -  - - 
(2 .8)  
Inasmuch a s  Q is  p o s i t i v e  d e f i n i t e  (2 .5)  impl ies  t h a t  9 is  negat ive  
d e f i n i t e .  Furthermore, V is  p o s i t i v e  d e f i n i t e  due t o  a theorem of 
Liapunov's t h a t  a p p l i e s  t o  t h i s  case  where Q is  p o s i t i v e  d e f i n i t e ,  A 
i s  a  s t a b i l i t y  mat r ix  and P ,  Q and A a r e  r e l a t e d  a s  i n  2.4 [5 1. The 
func t ion  V i s  t h e r e f o r e  a  Liapunov funct ion  f o r  (2 .2)  thereby guaran- 
t ee ing  asymptotic  s t a b i l i t y  of  ( 2 . 2 )  
The s u f f i c i e n t  condi t ions  f o r  asymptotic s t a b i l i t y  given by (2 .6)  
a r e  somewhat cumbersome because of (2 .5 ) .  However, f o r  t h e  case when 
b ( t )  can be represented  as t h e  product of  a time-varying gain B(t)  and 
- 
a  cons tant  vec to r  - c  where @ ( t )  is  bounded and p o s i t i v e ,  t h a t  i s  i f  
b ( t )  = B(t )  
- 
(2 .9)  
and B, 2 B(t)  2 B1 then  (2.5)  is  s a t i s f i e d  i f  and only i f  
f o r  some p o s i t i v e  number k .  It should be mentioned t h a t  (2.9) i s  
always t r u e  of  any system t h a t  i s  i n  phase-variable form and it w i l l  be 
assumed t h a t  t h e  r e s u l t i n g  @ ( t )  is of  one s ign .  The condi t ion  (2.10) 
is  u s e f u l  i n  searching  f o r  a  switching funct ion  t h a t  guarantees asymp- 
t o t i c  s t a b i l i t y  o f  (2 .2 ) .  S t a r t i n g  wi th  any p o s i t i v e  d e f i n i t e  Q and 
so lv ing  (2.4)  f o r  P ,  such a  switching funct ion  i s  given by (2.10) t o  
P o s i t i v e  Real Tes t  
For a n a l y s i s  purposes (2 .6)  i s  p r a c t i c a l l y  u se l e s s .  
T Given a switching funct ion  - x  - a ,  t o  determine whether it w i l l  provide 
f o r  asymptotic  s t a b i l i t y  of  (2.2)  by us ing  (2 .6 )  it is  necessary t o  
a s c e r t a i n  t h e  ex i s t ence  of  a  P s a t i s f y i n g  (2 .10)  which is  p o s i t i v e  
d e f i n i t e  and which y i e l d s  through (2 .4)  a  p o s i t i v e  d e f i n i t e  Q .  This  
involves an extens ive  search which is  usua l ly  imprac t i ca l .  However, 
f o r  purposes of a n a l y s i s  t h e  fo l lowing  is  q u i t e  u s e f u l .  This  is  a  lemma 
t o  a  theorem of Kalman's 161 presented  by Meyer r 7 7 .  It p e r t a i n s  t o  
(2 ,2 )  with t h e  f u r t h e r  cond i t i on  ( 2 , 9 ) ,  i . e *  t o  
T ic = Ax -B(t) 5 Sgn ( a  x ) .  
- - - 
Meyer's lemma is  t a i l o r e d  t o  t h e  p a r t i c u l a r  case  of  (2.11)  where A 
is  a  s t a b i l i t y  mat r ix .  I t  g ives  necessary and s u f f i c i e n t  cond i t i ons  
on - a which guarantee t h e  e x i s t e n c e  of p o s i t i v e  d e f i n i t e  P  and Q and 
t h e r e f o r e  provides equ iva l en t  s u f f i c i e n t  condi t ions  f o r  asymptot ic  
s t a b i l i t y  o f  t h e  o r i g i n  of  (2.11)  t h a t  a r e  u s e f u l  f o r  a n a l y s i s  pur- 
poses .  
The equ i l i b r ium s t a t e  x = 0 i s  asymptot ica l ly  s t a b l e  
i f  t h e  t r a n s f e r  func t ion  
s a t i s f i e s  t h e  cond i t i on  (2 .14)  
~ e [ H ( s ) ]  0 f o r  Re [s] - > 0 .  (2 .13)  
The t r a n s f e r  func t ion  ~ ( s )  is  t h a t  r e l a t i n g  t h e  nodes u  and y i n  t h e  
s i g n a l  flow rep re sen ta t i on  of  (2 .11)  found i n  Figure ( 2 . 2 ) .  The condi- 
t i o n  (2.14) w i l l  be h e l p f u l  i n  e l imina t ing  a  c e r t a i n  c l a s s  of swi tch ing  
func t ion  candida tes .  
HCS) Por a  Phase Variable System 
Figure 2 . 2  
Geometrical Relations of E l l ipso ids  
The following geometrical r e l a t i o n s  a r e  used throughout t h e  
t h e s i s .  Let t h e  matrices M and N be pos i t ive  d e f i n i t e .  
T The smallest  value of f i  Mfithat occurs on 
T 1 t h e  e l l i p s o i d  x Nx = n is - n where qn 
O 'n 0 
i s  t h e  l a r g e s t  eigenvalue of M-'N. 
T T The l a r g e s t  value of fi Mz t h a t  occurs on - x Nfi=n 0 
1 is - n where n1 i s  t h e  smallest  eigenvalue of 
3 0 
T The smallest  value of Mxthat  occurs on t h e  plane 
T 1 2 p. = no is  - n2 where n is  t h e  l a r g e s t  eigenvalue 
" n 
0 n 
These a r e  a l l  proved i n  t h e  following way. The condit ions f o r  an 
T T 
extremum of - x ME subject  t o  t h e  cons t ra in t  Nx = n 0 i s  t h e  following; 
I This implies t h a t  Mx - = - Nx rewri t ten  a s  
1-1 - 
-1 !-'x = M Nx - 
implying i n  tu rn  t h a t  1-1 is  an eigenvalue of N-'N. 
The extreme value is  
Therefore i n  t h e  case of (2.15) and (2.16) 1-1 must be t h e  l a r g e s t  and 
smallest  eigenvalue of M-'N respect ively .  The proof f o r  (2.17) follows 
T from symmetry of t h e  quadrat ic  form and noting t h a t  planes x p  = no 
T 
and fi  p = n a r e  described by the  r e l a t i o n  (xTp)2 = n2 or equivalently 0 - - 0 
For t h e  c a s e  o f  M  and N p o s i t i v e  d e f i i n i t e ,  (2 .15)  d e t e r m i n e s  t h e  
T 1 l a r g e s t  e l l i p s o i d  - x Mx - = - n t h a t  i s  comple te ly  c o n t a i n e d  i n  t h e  
Q- 0 
T 11 
e l l i p s o i d  - x Nx - = n Likewise,  (2 .16)  g i v e s  t h e  s m a l l e s t  e l l i p s o i d  0 '  
T 1 T 
x  MX = - n which c o n t a i n s  t h e  e l l i p s o i d  x  Nx = n The t h i r d  r e l a -  
- - 11, 0 - - 0 '  
I T 1 t i o n  g i v e s  t h e  l a r g e s t  e l l i p s o i d  x Mx = ; n2 which can be c o n t a i n e d  
- - 
T T ' n  0 between t h e  two p l a n e s  x  p = no and x  p = -no. These r e l a t i o n s  
- - - - 
a r e  i l l u s t r a t e d  i n  F i g u r e  2 .3  a ,  b ,  and c. They w i l l  be  used i n  t h e  
f o l l o w i n g  which i n  essence  was first proved by Monopoli [ 2  1. 
I l l u s t r a t i o n s  o f  ( 2 . 1 5 ) ,  (2.16) and (2 .17)  
F igure  2 . 3  
Monopoli 's  Bound 
Regard less  o f  what s w i t c h i n g  f u n c t i o n  i s  u s e d ,  s o l u t i o n s  
o f  (2 .11)  w i l l  e v e n t u a l l y  e n t e r  and remain i n  t h e  r e g i o n  (2 .22)  
where 
T m 1 
x P x <  - 
- - -  m 
( 2 . 2 1 )  
2 
2 -1 
where m is the  l a r g e s t  eigenvalue of [4B1 Q P c cTp] 1 - - 
-1 
and m is  t h e  smallest  eigenvalue of [P Q]. The term 2 
B1 i s  the  l e a s t  upper bound of @ ( t ) .  
This is reasonable because $ f o r  t h e  case of (2.11) i s  
T T T V = -x Qx =2B(t) - x P - c SGN ( o r  - - x ) .  (2  -23) 
The f i r s t  term has magnitude which genera l ly  increases  according t o  I I 2 - 
a s  evidenced by the  r e l a t i o n  [ll] 
where q and q a r e  t h e  smallest  and l a r g e s t  eigenvalues of Q r e spec t ive ly .  1 n 
Inasmuch a s  t h e  second term i n  (2.23) increases l i n e a r l y  with 1 l X l  1 it 
follows t h a t  f o r  I lxl 1 s u f f i c i e n t l y  l a rge  t h e  g r a d r a t i c  term w i l l  
dominate . 
I n  t h e  proof t h e  l a r g e s t  value of @ ( t )  i s  used so t h a t  t h e  r e s u l t s  
apply f o r  any value withill i ts range of va r i a t ion .  On any plane 
T T 28 x PC = m t h e  smallest  value of x Q ~ t h a t  occurs i s  given by (2.17) 1- - 1 
2 2 -1 T be be m / q  where q i s  t h e  l a r g e s t  eigenvalue of [4B1 Q PC c PI  s ince  1 n n - - T P = P. A s  m increases from zero t h i s  r e s u l t i n g  s n a l l e s t  value of 1 
T 
x Q x  increases  fromzerountilatsomepointitisequaltom That 
- - I' 
2 is  t o  say m / Q  = m implying t h a t  t h e  c r i t i c a l  value is  rn - 1 n 1' 1 - %* 
For any l a r g e r  value of m the  corresponding smallest  value of 
T 1' 
x Qx i s  g rea te r  than ml. Therefore the  region where t h e  l i n e a r  term 
- - 
i n  (2.23) could dominate t h e  quadrat ic  is l imi ted  t o  t h e  region where 
T T 
x Qx < m where m = on. Thus f o r  x Qx > ml we guarantee V < 0. The 
- - 1 1 - - T 
r e s u l t i n g  s t a t e  bound i s  given i n  terms of t h e  smallest  V = x P x  
m 
contour t h a t  encloses t h e  e l l i p s o i d  - X'QX = rn By (2.16)thi.s i s  
T 1' - 1 
x P x  = m /m where m2 i s  t h e  smallest  eigenvalue of P Q. The eventual 
- - 1 2  ,m 
1 bound is  then t h e  region where 5 P x  -- < m /m Figure 2.4 i l l u s t r a t e s  1 2' 
t h e  various regions of i n t e r e s t .  
Conditions f o r  Monotonic Switching Plane Approachment 
The next statement is  useful  i n  e s tab l i sh ing  a bound f o r  solut ions  
of (2.11).  
T Once t h e  s t a t e  vec to r  e n t e r s  t h e  reg ion  where x  Px < m /m 
- --  1 2  
it w i l l  f o r  a l l  subsequent time approach t h e  switching 
T p a n e  y ( x )  - = x = 0  monotonically provided ( 2 . 2 6 )  
[ ~ ~ ~ d ~  2 mlm,/m2 ( 2 . 2 5 )  
-1 T T  
where m is t h e  l a r g e s t  eigenvalue of  [P A aa A]. 3 -
I l l u s t r a t i o n  of t h e  Regions of (2 .22)  
Figure 2 .4  
I f  - x is approaching t h e  switching plane it must be t h a t  t h e  magnitude 
of y i s  decreasing.  That i s ,  i f  y > 0  ( <  0 )  it must be t h a t  
y < 0 ( >  0 ) .  This  can be expressed by t h e  condi t ion  
Sgn ( i .1 = -SgnCy) 
where from ( 2 . 1 1 )  
T  T T  f = - a Ax - -B(t)a c Sgn (a x ) .  
- - - - 
The condi t ion  (2.27) is  s a t i s f i e d  a% a l l  po in t s  i n  RSPA, t h e  region  
o f swi t ch ing  p lane  approachment where 
T T la ~ x l  2 l ~ ~ n  11 (2.29) 
An example of  such a region  i s  sketched i n  Figure 2.5. 
I l l u s t r a t i o n  o f  t h e  Regions of  (2.26) f o r  t h e  Case 
m o 
Figure 2.5 
The t r a j e c t o r y  T i l l u s t r a t e s  t h a t  while - x is  i n  RSPA it i s  approaching 
t h e  switching p lane ,  but  if it l eaves  RSPA t h i s  need not  be t r u e .  For 
monotonic approachment t h e r e  must be found a subse t  RMSPA o f  RSPA yhich 
is i n v a r i a n t  i n  t h e  sense  t h a t  once - x e n t e r s  RMSPA it remains f o r  a l l  
subsequent t ime.  Such a region  would be a reg ion  o f  monotonic switch- 
i ng  p lane  approachment . 
T 
The i n v a r i a n t  na tu re  of RMSPA, which is  where - x Px --  < ml/m2, i s  
guaranteed by (2 .22 ) .  The condi t ion  (2.25) simply guarantees t h a t  
T 
x Px = m /m is e n t i r e l y  contained i n  RSPA given by (2 .29) .  To show 
- - 1 2  T t h i s  (2.17) is  used t o  f ind  t h e  minimum value of x Px t h a t  occurs 
rn rn 
- - 
on = BOELT-, where is  used a s  a worst case of B ( t )  The min- 
T 1 - 0  T 2 imum value is  x Px = - L(@ a c )  1 which must be g r e a t e r  than m /m i f  
- - m, 0-- 1 2  
RMSPA is  t o  be containzd i n  RSPA. This inequa l i ty  i s  expressed in  
(2.25) and t h e  proof of (2.26) is complete. 
Natural Switching Function 
I n  Chapter I V  it w i l l  be shown t o  be des i rab le  t o  have RMSPA 
equal t o  RSPA. This necess i t a t e s  t h e  use of a pos i t ive  semidefinite 
Liapunov function.  The mathematical bas i s  f o r  such a Liapunov function 
i s  provided by LaSalle [8 1. Paraphrasing LaSal le ' s  theorem, it is 
poss ible  t o  obtain asymptotic s t a b i l i t y  with t h e  use of a pos i t ive  
semidefinite Liapunov function providing t h a t  t h e  funct ion approaches 
zero monotonically and t h a t  motion on the  zero manifold is  asymptotic 
t o  t h e  o r ig in .  This w i l l  be applied t o  t h e  system 
2 = A x  - @ ( t ) c  Sgn ( ~ ( 5 ) )  
- 
where a s  before A i s  a s t a b i l i t y  matrix but furthermore i s  assumed t o  
have a t  Beast one r e a l  eigenvalue - A  and i s  assumed t o  be i n  phase 
var iable  form a s  follows 
The input vector is a l s o  i n  phase va r i ab le  form t h & ~  
A s  before we have 0 < B0 ( B(t) ( el. The signum function i s  defined 
more genera l ly  t o  be 
Linear switching is  again assumed thus 
T y = x a  
- - 
With these  assumptions the re  r e s u l t s  t h e  following: 
The o r ig in  of C2.30) i s  asymptotically s t a b l e  i f  t h e  switch- 
ing function coef f i c i en t  vector - a is  chosen t o  be the  eigen- 
vector of AT corresponding t o  t h e  r e a l  d i s t i n c t  (2.35) 
eigenvalue - A  where with no l o s s  i n  genera l i ty  we 
assume a = 1. 
n 
To Drove t h i s  we employ the  pos i t ive  semidefinite function 
1 2  
V ( X >  - = 5- y (5). (2.36) 
This funct ion w i l l  decrease monotonically i f  and only i f  1 y 1 decreases 
monotonically. To e s t a b l i s h  t h a t  1 y 1 decreases monotonically consider 
the  de r iva t ive  
6 = - x T ~ T  -a -\B(t) Sgn(y). (2.37) 
Since - a is  an eigenvector of AT with -A corresponding eigenvalue, 
it r e s u l t s  t h a t  
T T T 
x A a = -Ax 2 = -A'( 
- - 
and the re fo re  
t = -Ay -a B(t) Sgn(y). (2.39) 
n 
Here - A  i s  a negative number s ince  it is a r e a l  eigenvalue of AT and 
the re fo re  of A and a l l  eigenvalues of A have negative r e a l  p a r t .  
The symbol an is  ca r r i ed  i n  (2.39) t o  emphasize t h e  importance of 
having a > 0. To show t h a t  no genera l i ty  is  l o s t  i n  s e t t i n g  an = 1 
n 
it is  necessary t o  show t h a t  t h i s  choice r e s u l t s  i n  a l l  elements of - a 
being f i n i t e .  The n equations represented by 
T A E =  - A 2  
a r e  
Assuming a = 1, leads  t o  t h e  solut ions  
n 
-1 
a ,  = a,A 
Inasmuch a s  each a i s  f i n i t e  and A i s  f i n i t e  it follows t h a t  each a .  i 1 
i s  f i n i t e .  
Returning t o  t h e  p roo f ,  (-2.39) is r e w r i t t e n  wi th  cl = 1 
n 
f = -ky - ~ ( t )  Sgn (y) (2.43) 
With ~ ( t )  nonnegative both terms on t h e  r i g h t  have s ign  oppos i te  t o  t h a t  
of  y.  Therefore when y i s  p o s i t i v e  it i s  decreas ing ,  and when it i s  
negat ive  it i s  inc reas ing .  This  guarantees t h a t  y and consequently 
V(x) - approach ze ro  monotonically. To guarantee asymptotic  s t a b i l i t y  
it only remains t o  show t h a t  motion o f  (2.30) on t h e  switching p lane  
y=O is  asymptotic  t o  t h e  o r i g i n .  
This  can be proved by first not ing  t h a t  motion o f  t h e  system 
on t h e  switching p lane  
is  i n v a r i a n t  meaning t h a t  i f  a  t r a j e c t o r y  i s  i n i t i a t e d  on y=O it remains 
on t h e  switching p lane  f o r  a l l  subsequent t ime.  Consider any i n i t i a l  
condi t ion  x on y=O s o  t h a t  
-0 
xT a = 0. 
- 0 -  
In  view of (2.40) and (2.44) it fol lows t h a t  at  x+, 
Therefore subsequent motion of (2.44) is confined t o  t h e  switching 
plane which must t h e r e f o r e  be a  manifold o f  (2.44).  Inasmuch as A is 
a s t a b i l i t y  mat r ix  (2.44) can only  have asymptot ica l ly  s t a b l e  manifolds. 
Motion of (2.30) on y=O is  t h e r e f o r e  asymptotic  t o  t h e  o r i g i n  and by 
L a S a l l e t s  theorem (2.30) is  asymptot ica l ly  s t a b l e .  It should be added 
t h a t  (2.44) is p a r t i c u l a r l y  u s e f u l  because motion o f  (2.30) on y=O is 
represented  by t h e  fol lowing (n- l )SL-order  d i f f e r e n t i a l  equation 
which is  t h e  exac t  same equation t h a t  r ep resen t s  motion o f  (2.44) on 
16 
t h e  switching plane y=O. 
An i n t e r e s t i n g  point  a r i s e s  when i n  t h e  d e f i n i t i o n  of t h e  signum 
function (2.33) a  is  nonzero. In t h i s  case t h e  o r ig in  of (2.30) is  
not an equil ibrium s t a t e  because - k i s  not i d e n t i c a l l y  zero a t  - x=O 
unless  a=O. This is  t h e  reason t h a t  t h e  o r ig in  of (2.30) has not  
been termed an equilibrium point .  However, (2.35) shows t h a t  it has  
every other  property of an asymptotically s t a b l e  equil ibrium point .  
This i s  explained by t h e  f a c t  t h a t  a t  5=0 t h e  signum function with 
a#O i s  changing i ts s t a t e  from +1 t o  -1 a t  an i n f i n i t e  frequency i n  
such a  way t h a t  i t s  averzge value over any in f in i t e s s imal ly  small 
i n t e r v a l  is  zero.  But s t r i c t l y  speaking t h e  function is  not ident-  
i c a l l y  zero,  This behavior is due t o  t h e  idea l i za t ion  of t h e  r e l a y  
t h a t  is employed here ;  t h e  signum function.  The point is t h a t  t h e  
f a c t  t h a t  t h e  o r i g i n  of (2.30) is not an equilibrium point  is  of 
l i t t l e  o r  no consequence t o  t h e  physical  system. 
Monotonic Decreasing Upper Bound f o r  t h e  Liapunov Function 
The next theorem app l i es  t o  t h e  case wherein a  pos i t ive  d e f i n i t e  
quadrat ic  Liapunov function 
having de r iva t ive  negative d e f i n i t e  has been found f o r  an nth-order 
system. The following implies a  condit ion on a  pos i t ive  d e f i n i t e  
quadrat ic  funct ion 
of a co l l ec t ion  zr of t h e  o r i g i n a l  s t a t e s .  
The function Y (x ) must s a t i s f y  
r -r 
n V (x )  < - V(X) (2.51) 
r -  - n l  
wherepn is t h e  l a r g e s t  eigenvalue of R and n1 
i s  t h e  smallest  eigenvalue of P. 
Using (2.24) gives 
X I  12 < xT Px I - - - 
and 
1 T The f i r s t  imp l i e s  1 1 - x 1 [ < ---- x px and t h e  second impl ies  
- n ,  - - 
I 
nT K x c p / Ix/ 1 s i n c e  I l2A 1 2 I / 2. Together t h i s  impl ies  
-r- n 
I 
which i s  t h e  same a s  (2 .51) .  This  r e s u l t  g ives  an upper bound on V 
r 
which approaches zero  mono ton ica~ ly .  This  w i l l  be used i n  t h e  next  
chap te r  t o  guarantee a p r a c t i c a l  t ype  of s t a b i l i t y  on a reduced-order 
system. 
Extreme P ro j ec t ion  of  t h e  Reachable Se t  
The fo l lowing  p e r t a i n s  t o  a s t a b l e  cons tan t  l i n e a r  f i l t e r  having 
an output  e ( t )  and an inpu t  u ( t )  cons t ra ined  according t o  
The f i l t e r  i s  completely descr ibed  by i t s  impulse response h ( t ) .  It i s  
assumed t h a t  e ( 0 )  = 0. 
The sma l l e s t  number t h a t  ] e l  cannot exceed i n  any amount of  t ime 
To prove t h i s  it must be shown t h a t  (2.57)  i s  t h e  l e a s t  upper bound 
on / e i . It can be r e a d i l y  shown t h a t  t h i s  i s  an upper bound because 
e ( t )  is  given by If 
Thus 
which f o r  any t - < a becomes i n  l i g h t  of  (2.56)  
fa' 
/ e l  2 22 ] / h ( r ) l d i  (2.60) 
0 
Therefore 1 e 1 given by (2 .57)  is  indeed an upper bound, To prove lLlb 
t h a t  it is  a l e a s t  upper bound it must be proved t h a t  no sma l l e r  number 
would q u a l i f y  a s  aLeas t  upper bound. This  is shown by t h e  fo l lowing  
cons t ruc t ive  proof.  
Consider t h e  p o s i t i v e  nondecreasing sequence [t ]=[n]+m, t h e  
n  
sequence of  c o n t r o l s  [unCt)] def ined  over  O < t < t  - - where 
n  
u,( t> = 2L Sgn [h ( t i - t ) ]  (2 .61)  
and t h e  sequence of r e s u l t a n t  ou tpu t s  
e  ( t  ) = 2~  
n  n  h ( ~ )  Sgn C h ( r ) ] d ~  
It fo l lows  t h a t  a s  tn*, e n ( t  )+E where 
n  
Not ice  t h a t  
E = lei (2 .64)  
l u b  
a s  given by ( 2 . 5 7 ) .  
Any sma l l e r  candida te ,  E-E, f o r  a l e a s t  upper bound of  t h e  f i l t e r  
ou tput  must be r u l e d  out  s i n c e  2.63 guarantees t h a t  f o r  some s u f f i c i e n t l y  
l a r g e  n ( e ) ,  it r e s u l t s  t h a t  
e n ( t n )  > E - E .  
Thus (2.57) is  proved. 

111 Relay Control System: The Constant Case 
The ana lys i s  of r e l a y  con t ro l  systems has posed a ser ious  
challenge t o  the  engineer ever s ince  he began t o  r e a l i z e  t h e  advan- 
tages  of On-Off con t ro l .  This challenge was augmented with t h e  l a t e r  
appearance of optimal c o n t r o l l e r s ,  some of which were e s s e n t i a l l y  
r e l a y  c o n t r o l l e r s .  Up t o  t h i s  po in t ,  t h e  major e f f o r t  had been d i r -  
ected a t  t h e  inves t igat ion of condit ions f o r  t h e  exis tence  of l i m i t  
cycles .  Only approximate s t a b i l i t y  condit ions were derived by means 
of inexact  techniques such a s  t h e  Describing Function. The exact 
ana lys i s  was confounded by t h e  f a c t  t h a t  even l o c a l  l i n e a r i z a t i o n  
f a i l e d  t o  give in-the-small s t a b i l i t y  r e s u l t s  due t o  t h e  discontinuous 
nature  of t h e  r e l a y ' s  idea l i za t ion :  the  signum function.  What was 
needed was an exact  ana lys i s  technique f o r  non-linear systems. 
This presented i t s e l f  i n  t h e  rediscovery and popularization of 
t h e  Second Method of Liapunov 1 5 ] which f o r  t h e  case a t  hand provides 
s u f f i c i e n t  condit ions f o r  asymptotic s t a b i l i t y .  However, a s  it w i l l  
be shown, these  condit ions requ i re  t h a t  t h e  re lay  switching function 
involve generally a l l  s t a t e s  of the  system and necessa r i ly  t h e  highest-  
order-derivative s t a t e  f o r  t h e  case of phase-variable system. This 
requirement has l imi ted  the  p r a c t i c a l i t y  of the  technique. 
Linear Part  H(S) 
r r  0 
Figure 3 .1  
Relay Control System 
In  t h i s  chapter,  the  Liapunov analys is  is  extended t o  f a c i l i t a t e  
the  design of r e l ay  con t ro l l e r s  which do not use highest-derivative 
s t a t e  information. The method pe r ta ins  t o  t h e  constant  parameter case 
wherein re lay  feedback i s  applied t o  a l i n e a r  p lan t  having no zeroes.  
A p r a c t i c a l  type  of s t a b i l i t y  is  guaranteed. The a f f e c t s  of imper- 
f e c t i o n  a r e  evaluated. 
Conventional Liapunov Design 
The system under inves t igat ion i s  depicted i n  Figure 3.1. The 
l i n e a r  por t ion i s  assumed s t a b l e  and t h e  gain f3 is  a pos i t ive  number. 
An equivalent  representa t ion i s  
5 = Afi - BcSgny 
- - 
where A is  a constant  n x n s t a b i l i t y  matrix,  
and 
c = C O O . .  . l l T .  
- 
The signum function is defined a s  
f 
and 
Elements of A a r e  constant  and it is  assumed t h a t  A is  a s t a b i l i t y  
matr ix .  Relating (3.1) t o  Figure (3.1) it follows t h a t  
T - 1 H(s) = a [Is - A] 2, 
- 
(3.6) 
which may be expressed a s  
because of t h e  phase-var iab le  s tructure.Theorem (2.14)  g ives  a  s u f f i c i e n t  
cond i t i on  f o r  asymptotic. s t a b i l i t y  of  t h e  o r i g i n  of ( 3 . 1 ) .  It i s  t h a t  
R e [ ~ ( s ) l  2 0 f o r  Re[s] - > 0 .  ( 3 . 8 )  
The po in t  t o  be made he re  i s  t h a t  ( 3 . 8 )  can n o t  be  s a t i s f i e d  i f  a = 0 .  
n 
This  can be seen when 1 s 1 i s  l a r g e .  Let s = Se je  and t o  keep Re(s),O 
2 
we r e s t r i c t  181 - < 90.. H(s) i s  approximated by a /s . Thus, 
n-1 
C1 
n- 1 Re[H(s) % -
-. Cos20 which can be negat ive  f o r  t h e  permissable range o f  
s2 
8. Th i s  i l l u s t r a t e s  t h a t  t h e  Second Method as app l i ed  t o  t h e  design of  
t h e  r e l a y  c o n t r o l  system ( 3 . 1 )  r e q u i r e s  t h a t  t h e  h ighes t -order  s t a t e ,  
x  must be  involved i n  t h e  switching func t ion .  I n  terms of t h e  anal-  
n  ' 
y s i s  of  (3 .1)  t h i s  means t h a t  t h e  Second Method f a i l s  t o  g ive  s t a b i l i t y  
information when t h e  swi tch ing  func t ion  does n o t  con ta in  x . In  t h e  
n 
next  s e c t i o n  it w i l l  be  shown t h a t  a  design modi f ica t ion  w i l l  guarantee 
a  p r a c t i c a l  t ype  of s t a b i l i t y .  
Augmented System Design 
A t  t h i s  po in t  t h e  absence of a  s u f f i c i e n t  cond i t i on  t h a t  does 
not  r e q u i r e  t h e  h ighes t -order  s t a t e  o r  c o l l e c t i o n  of  s t a t e s  f o r  
implementation of  t h e  swi tch ing  func t ion  f o r c e s  a des ign  modi f ica t ion  
which r e s u l t s  i n  a p r a c t i c a l  t ype  of s t a b i l i t y .  Sketched i n  Figure 
(3 .2)  t h e  augmented des ign  maintains t h e  same p l an t - r e l ay  con f igu ra t ion  
but  u t i l i z e s  new s t a t e s  which a r e  generated from t h e  r e l a y  output  f o r  
use  i n  t h e  switching func t ion .  I f  t h e  r th-order  f i l t e r  i s  represented  
then  t h e  fo l lowing  vec to r  equat ion  desc r ibes  t h e  augmented system 
where 
and 
I n i t i a l  
Conditions 
Linear  P a r t  H(S) 
Figure 3 .2  
Augmented System 
For asymptot ic  s t a b i l i t y  of (3.10)  theorem (2.14)  r e q u i r e s  t h a t  
Re H 1 ( s )  - > 0 f o r  ReIs] > 0 
- 
where i n  t h i s  ca se  
T 
~ ' ( s )  = - at C I S - A ' ]  -'c1. -
From t h e  diagrams of Figure 3.3 which a re  equivalent  t o  t h a t  of 
Figure 3.2 it becomes apparent t h a t  t h e  t r a n s f e r  function H1(s) i s  
simply 
H ' ( s )  = H(s) + k F ( s )  
the re fo re  t h e  function 
Figure 3 .3  
Equivalent Diagram of (3.10) 
which has a  numerator of order one l e s s  than t h e  denominator 
regardless  of  the  term a  must s a t i s f y  (3.13) f o r  asymptotic 
n  ' 
s t a b i l i t y  of (3.10). That i s  t o  say,  given h l ( s ) ,  h2(s)  and B then 
t o  achieve asymptotic s t a b i l i t y  of (3.10) without using t h e  s t a t e s  
{xn, x ~ - ~ ,  x ~ - ~ ,  ... x ) one s e t s  a  = an-1=an-2= ... a  = 0 
n- q  n  n- (2 
and seeks c o e f f i c i e n t s  a  n-q-l kn--l9 a  ' ' ' 
al'an+ryan+r-l" " ' 
a  a  a  
n t l '  n + l y  nt2 '  ' "  a n t r y  K and r t h a t  make H1(s )  s a t i s f y  (3.13). 
The condit ions imposed by (3.13) on H '  a r e  not  simple t o  evaluate .  
Inasmuch a s  t h i s  is a  condit ion f o r  pos i t ive  rea lness  of H '  t h e r e  
a r e  some s impl i f i ca t ions  t h a t  can be made using theorems f r ~ m  t h e  a rea  
of network synthes is .  This is  beyond t h e  scope of t h i s  t h e s i s .  It 
s u f f i c e s  t o  i l l u s t r a t e  t h a t  f o r  some cases t h e  constants can be found 
t o  s a t i s f y  t h e  condit ions.  This i s  accomplished by t h e  following 
example. 
The second-order system i n  t h e  form of 
i s  t o  be s t a b i l i z e d  with p a r a l l e l  feedback a s  described above. 
In  t h i s  case H(s) = l / ( s L + s + l )  and B = 1. The f i l t e r  F ( s )=2 / ( s+ l )  
2 
with k =-1 r e s u l t s  i n  H1(s) = (2s ') which is  pos i t ive  3 2 ( s  +2s + 2s + 1 )  
r e a l .  Therefore the  augmented system 
is  asymptotically s t ab le .  This can be substant ia ted  by means of 
theorm (2 .6)  with t h e  choice of pos i t ive  d e f i n i t e  Liapunov funct ion 
which is negative d e f i n i t e .  Thus t h e  o r ig in  of (3.18) i s  asymptotically 
s t a b l e .  
Having demonstrated t h e  f e a s i b i l i t y  of t h e  technique it i s  
appropriate t o  inves t iga te  the  implications of asymptotic s t a b i l i t y  
of t h e  augmented system (3.10) on t h e  o r i g i n a l  system (3 .1) .  
It should be observed t h a t  t h e  exis tence  of a Liapunov function 
f o r  which 
f o r  t h e  system (3.10),does not guarantee t h a t  t h e  function 
x '  
- 
(3119) T V '  = x '  
- 
1 
V r - X I  
- 
* 
T VCx) = x Px, 
- - 
(3.22) 
1 1/2  0 
l / 2  2 -2 
0 -2 3 
is  a Liapunov function f o r  t h e  system (3 .1)  where P i s  derived from P '  
1 3/2 -2 
3/2 3 -4 
-2 -4 6 
X I - ( x t 2 x 3 ) ~ g n ( x l + 2 x 3 )  
- 1 (3.20) 
by t h e  r e l a t i o n  pi jZpi j ;  i , j  5 n .  That is  t o  say, the  f a c t  t h a t  t h e  
pos i t ive  d e f i n i t e  function V '  has de r iva t ive  negative d e f i n i t e  does 
not imply t h a t  t h e  p o s i t i v e  d e f i n i t e  function V has de r iva t ive  nega- 
t i v e  d e f i n i t e .  One important property t h a t  i s  implied is  t h a t  
where p is  the  l a r g e s t  eigenvalue of P  and q i s  t h e  smallest  
n  1 
eigenvalue of PI.  This is  an appl ica t ion of theorem (2.52).  A s  
i l l u s t r a t e d  i n  Figure 3.4.  (3.23) implies t h a t  V(x) - i s  bounded 
Figure 3.4 
Implications of P r a c t i c a l  S t a b i l i t y  on V(x) -
above by a  monotonic decreasing function which approaches zero i n  
t h e  l i m i t  a s  time ge t s  l a rge .  This implies t h a t  V(x) approaches 
zero but allows f o r  t h i s  -to happen o s c i l l a t i n g l y .  This guarantees 
a  p r a c t i c a l  type  of s t a b i l i t y  f o r  (3 .1)  because it implies t h a t  
1 1 X I  1+0 a s  t+ This i s  f u r t h e r  i l l u s t r a t e d  by t h e  following 
example. 
Example 3.2 
Continuing with Example 3 .1  we have 
f o r  which Q~ (P') = 0.284 and pn(P) = ,793. The system (3.18) was 
simulated by computer with i n i t i a l  condition - x '  = [5 5 2. 51T. In 
n Figure (3.5)  - V 1 ( x ' )  - which i s  ( . ~ . ~ ) x ' ~ P ' x '  - i s  p l o t t e d  along wi th  V(x) 
"1 
- - 
T given by x Px. The r e s u l t s  bear  out  (3.23) 
- - 
Figure 3 .5  
Demonstration o f  (3.23) f o r  (3 .18)  
To complete t h i s  d iscuss ion  o f  t h e  augmented system design t h e  
s e n s i t i v i t y  t o  imperfect ion should be evaluated.  Imperfection can 
r e s u l t  i n  p r a c t i c e  from t h e  use of a non-ideal  r e l a y  t h a t  may b e t t e r  
be cha rac t e r i zed  by a deadzone element, a h y s t e r e s i s  element, o r  
poss ib ly  a s a t u r a t i n g  l i n e a r  element, a l l  of  which a r e  sketched i n  
Figure (3 .6) .  I t  may a l s o  occur due t o  t ransducer  e r r o r  o r  measure- 
ment no i se  bound i n  magnitude by some number L.  Common t o  a l l  such 
imperfect ions i s  t h e  f a c t  t h a t  i f  t h e  magnitude o f t h e  switching 
funct ion  y is  g r e a t e r  t h a t  L t h e  imperfect ion has no e f f e c t .  That i s  
t o  say ,  i n  t h e  case  of  t h e  imperfect  elements o f  Figure 3.6,  t h e  out- 
p u t s  a r e  i d e n t i c a l  t o  t h a t  of  t h e  Signum func t ion  i f  1 y / > L and i n  t h e  
- 
case  of  t ransducer  e r r o r  o r  measurement no i se  bounded i n  magnitude by 
L ,  t h e  s ign  o f  t h e  sum y + L is  t h e  same as t h a t  o f  y .  For t h i s  
reason,  t h e  a f f e c t s  o f  imperfect ion a r e  only o f  consequence i n  t h e  s t a t e  
space region  R '  given by 
where 
y ' = a ' T x '  
- - 
(3.25) 
This is termed t h e  ' region of imperfect c o n t r o l ' .  It cons i s t s  of 
B t h e  region between t h e  hyperplanes y=L and ;= -L which a r e  p a r a l l e l  
t o  and equidis tant  from t h e  switching plane y'= 0 .  
In t h i s  t h e s i s  t h e  a f f e c t s  of  imperfection a r e  evaluated i n  
terms of an es t imate  of t h e  s t a t e  bound t h a t  would r e s u l t .  Calcula-- 
t i o n  of t h i s  bound i s  t r e a t e d  i n  Chapter V.  That discussion r e l i e s  
Hys (.y) 
Figure 3.6 
The Signum Function and Some Imperfect Approximations 
on t h e  property t h a t  t h e  s t a t e  vector - x 1  w i l l  eventually en te r  R' and 
remain the re  f o r  a l l  subsequent time. This must be t h e  case even i n  
t h e  presence of imperfection. 
Theorem (2.22) giv-es a r e s u l t  which i s  use fu l  here because it 
app l i es  t o  t h e  augmented system even with unlimited imperfection, t h a t  
i s ,  unbounded L.  In t h i s  case (2.22) implies t h a t  f o r  any amount of 
imperfection, solut ions  of  (3.10) w i l l  eventually en te r  the  region A 
defined by 
T 
n = ( z 1 ; x 1  P ' X '  - - < M ~ / M , )  
L 
2 ,-1 T 
where M is t h e  l a r g e s t  eigenvalue of [4B Q P'C'C' PI], M2 is  t h e  1 - T 
sma l l e s t  eigenvalue o f  [ P ' - ~ Q ' ]  and Q '  = - [A '  P1 + P ~ A ' ] .  
A c r i t i c a l  po in t  is  dependent on whether o r  no t  A i s  contained i n  
t h e  region  of  switching plane approachment (RSPA) given according t o  
(2.29) f o r  (3.10) a s  
4 T 
RSPA= { x ' : l a l ~ ' x l I  ( $ a  c  1 .  
- - - - (3.27) 
If A i s  contained i n  RSPA as sketched i n  Figure 3.7 then once a 
Figure 3.7 
The Case A Contained i n  RSPA 
t r a j e c t o r y  T ,  e n t e r s  .A it must approach R1monotonically u n t i l  it e n t e r s  
R 1 .  Once it e n t e r s  R '  it must not  n e c e s s a r i l y  approach t h e  switching 
plane y = 0 monotonically because i n  R 1  imperfect ion can des t roy  t h e  
proper ty  o f  RSPA. Paramount is  t h e  f a c t  t h a t  once t h e  t r a j e c t o r y  e n t e r s  
t h e  po r t i on  o f  Q' contained i n  A, i nd i ca t ed  by t h e  shaded reg ion  i n  
Figure 3 .7 ,  it remains i n  Cl' f o r  a l l  subsequent t ime.  The bound 
c a l c u l a t i o n  scheme of Chapter V t h e r e f o r e  a p p l i e s  t o  (3.10)  if  A ,  
(3 .26 ) ,  i s  contained i n  RSPA (3.27). The cond i t i on  t h a t  guarantees  
t h i s  i s  given i n  (2.26)  t o  be 
where M and M2 a r e  as i n  (3.26) and M3 is  t h e  l a r g e s t  e igenvalue o f  1 
[ ~ t - ~ ~ t ~ a r a r ~ ~ t i .  - - 
The importance of (3 .28)  is b e s t  app rec i a t ed  by cons ider ing  t h e  
s i t u a t i o n  t h a t  r e s u l t s  when A is no t  e n t i r e l y  contained i n  RSPA a s  
sketched i n  Figure 3.8. The t r a j e c t o r y ,  T ,  demonstrates t h a t  a t  
Figure 3 . 8  
The Case A Not Contained i n  RSPA 
p o i n t s  i n  A not  i n  RSPA, T can move away from t h e  switching plane and 
thus destroy the  property of monotonic approachment of R'. For t h e  
bound ca lcu la t ion ,  a much l a r g e r  region R" would have t o  be used, f o r  
t h i s  i s  t h e  smallest  invar ian t  region of imperfect con t ro l .  This would 
lead t o  a l a r g e r  bound est imate which would not approach zero i n  t h e  
absence of imperfection. 
It should be emphasized t h a t  ( 3 . 2 8 )  is  only important because of 
a bound ca lcu la t ion  technique t h a t  w i l l  be used t o  evaluate  the  a f f e c t s  
of imperfection. Spec i f i ca l ly ,  it guarantees t h a t  t h e  technique 
r e s u l t s  i n  a bound t h a t  approaches zero i n  the  l i m i t  a s  imperfection, 
o r  equivalent ly ,  L goes t o  zero.  
The augmented system design i s  completed with t h e  development of 
Chapter V.  
I V  The Model-Reference Control  Problem 
When confronted wi th  t h e  problem of c o n t r o l l i n g  a p l a n t  which 
is  imperfec t ly  i d e n t i f i e d ,  it i s  of ten  necessary t o  employ extens ive  
s imula t ion  s t u d i e s  i n  order  t h a t  des i r ed  performance i s  guaranteed. 
Although many approaches t o  so lv ing  t h i s  problem have been made, i n  
p a r t i c u l a r  along t h e  l i n e s  of adapt ive  c o n t r o l ,  a  we l l  defined 
syn thes i s  procedure cannot be s a i d  t o  have been def ined .  One approach 
t o  so lv ing  t h i s  problem involves  t h e  app l i ca t ion  of i d e n t i f i c a t i o n  
techniques.  However, t h e s e  methods r e q u i r e  expenditure of  t ime,  and 
i n  many cases ,  if  not  r u l e d  out  by cos t  f a c t o r s  a lone ,  a r e  not  r e l i a b l e  
because t h e  s t a b i l i t y  i s  not  guaranteed due t o  t h e  computation l a g  
involved. 
An a l t e r n a t i v e  t o  t h i s  approach is  t o  develop a c o n t r o l  which 
guarantees s t a b i l i t y  over  t h e  range of parameter unce r t a in ty  involved.  
Although t h i s  s o l u t i o n  t o  t h e  problem w i l l  no t  be t h e  most e f f i c i e n t ,  
it may be j u s t i f i e d  i n  terms of c o s t ,  o r  simply because no o t h e r  method 
is  a v a i l a b l e .  This  method of  c o n t r o l  which has  been discussed by 
s e v e r a l  au thors  [ I ] ,  [ 2 ] ,  [ 3 ]  depends upon t h e  syn thes i s  of  a  
c o n t r o l  law which guarantees s t a b i l i t y  by app l i ca t ion  of Liapunov's 
d i r e c t  method. This is  accomplished by means of a  model-reference 
c o n t r o l  system as cha rac t e r i zed  i n  Figure 4.1.  
Model-Reference Con t ro l l e r  
Figure 4 .1  
The ob jec t  of t h e  model:.reference c o n t r o l  scheme is t o  f o r c e  
t h e  s t a t e s ,  pi, of a s i n g l e i i n p u t ,  single:output,  nonl inear ,  t ime- 
vary ing ,  nthiorder p l a n t  t o  t r a c k  t h e  s t a t e s ,  m .  of  a l i n e a r ,  t ime- 
1 ' 
i n v a r i a n t  nth-order model a s  t h e  model responds t o  some inpu t .  The 
main requirement on t h e  con t ro l  i s  one of  s t a b i l i t y .  S ta ted  i n  gene ra l  
t e r m s ,  t h i s  r e q u i r e s  t h a t  some measure of t h e  o f f s e t s ,  x between i ' 
p l a n t  and model s t a t e s ,  t h e  t r ack ing  e r r o r ,  must e i t h e r  tend  t o  ze ro  
i n  t h e  l i m i t  with time CAsymptotic S t a b i l i t y )  o r  eventua l ly  be conta ined  
wi th in  some small ca l cu lab le  bound (Lagrange S t a b i l i t y ) .  
The main con t r ibu t ion  of t h i s  t h e s i s  i s  an extens ion  o f  previous 
work t o  al low f i l t e r  s t a t e s  t o  be used i n  formulat ing t h e  c o n t r o l  
l a w ,  thereby reducing no i se  content  i n  t h e  gene ra l  design and moreover 
provid ing  t h e  des igner  with t h e  oppor tuni ty  t o  use f i l t e r e d  d e r i v a t i v e s  
of  measureable s i g n a l s  t o  approximate s t a t e s  t h a t  cannot be measured. 
I n  a d d i t i o n ,  it f a c i l i t a t e s  t h e  eva lua t ion  o f  t h e  a f f e c t s  of  t ransducer  
dynamics which here tofore  have been neglec ted .  
J u s t i f i c a t i o n  of  t h e  Relay Model 
The e s s e n t i a l  problem can be r e l a t e d  t o  an equation of t h e  form 
where t h e  s t a b i l i t y  mat r ix  A and t h e  inpu t  vec tor  c a r e  i n  phase 
- 
v a r i a b l e  form 
,c = Co.. 
The signum func t ion  is  defined t o  be 
Sgn (y )= o : y = 0; - l ( a ( l  (4.5) 
and t h e  l i n e a r  switching funct ion  is 
where wi th  no l o s s  i n  g e n e r a l i t y  we assume a = 1. I n  (4.1)  5 
n 
r e p r e s e n t s  t h e  vec to r  d i f f e rence  - m - - p ,  A could r ep resen t  t h e  l i n e a r  
model dynamics and B( t )  is  equal  t o  a  sum o f  non l inea r ,  t ime-varying 
terms which, a s  a  r e s u l t  of t h e  r e l a y  c o n t r o l l e r ,  i s  always p o s i t i v e  
and as a consequence of  t h e  r e l a y  output  l e v e l  L i s  bounded by 2L. 
That (4 .1)  is a proper r ep resen ta t ion  o f  t h e  con t ro l l ed  model- 
r e f e rence  system can be seen by t h e  fol lowing example. Figure 4.2 
is  t h e  s i g n a l  flow graph of  a  t h i rd -o rde r  nonl inear ,  t ime-varying 
p l a n t  having s t a t e s  p t h a t  a r e  t o  t r a c k  those  of  t h e  s t a b l e  l i n e a r ,  i 
t ime i n v a r i a n t  model r e f e rence  m r e spec t ive ly .  Ignorance of  t h e  i 
p l a n t  i s  expressed i n  g ( p , t )  - and c ( t ) .  The former conta ins  non- 
P 
l i n e a r  terms and c o e f f i c i e n t s  known only wi th in  bounds; t h e  l a t t e r  
is  bounded away from ze ro  and known only wi th in  bounds. 
The s ign  o f  t h e  c o n t r o l ,  u ,  i s  t h a t  of  t h e  switching funct ion  
y(5) .  The ga in  M(x,p,r , t )  - - i n  t h e  designs of r e f e rences  [ 1 1 and 1 2  7 
is genera ted  i n  t h e  nonl inear  c o n t r o l l e r  t o  form t h e  magnitude p a r t  
o f  t h e  con t ro l .  To s a t i s f y  p l a n t  s a t u r a t i o n  c o n s t r a i n t s  it must be 
shown t h a t  M is  l e s s  t han  some number L.  I n  so  doing,  one guarantees 
t h a t  s u b s t i t u t i o n  of  t h e  constant  L o r  M would give t h e  same s t a b i l i t y  
r e s u l t s .  This  is t h e  motivat ion f o r  t h e  design of r e f e rence  1 3  1 
where M = L and t h e  nonl inear  c o n t r o l l e r  is e s s e n t i a l l y  a r e l a y .  
The re levance  of  (4 .1)  t o  t h e  system o f  Figure 4.2 becomes 
apparent  through t h e  equiva lent  s i g n a l  flow represented  i n  Figure 3. 
A proper ty  of  t h e  syn thes i s  techniques of r e f e rences  [: 11, 2 1, [ 3 1 
i s  t h a t  t h e  s i g n a l  a t  node a has t h e  s i g n  o f  -y and a magnitude bounded 
by 2L. Inasmuch a s  s t a b i l i t y  o f  t h e  t r ack ing  is based on s t a b i l i t y  
of t h e  e r r o r  s t a t e s  xi then s t a b i l i t y  of t h e  con t ro l l ed  model-reference 
system may be based on ( 4 . 1 ) .  This  is  i n  t h e  s p i r i t  of theorem (2 .1 )  
Before going f u r t h e r  s e v e r a l  p o i n t s  should be made concerning 
(-4.1) and i t s  re levance  t o  t h e  model-reference c o n t r o l l e d  system, 
inasmuch a s  t h e  remainder of t h i s  chap te r  i s  based e n t i r e l y  on (4 .1)  
Third-Order Model Reference Con t ro l l e r  
Figure 4 .2  
F i r s t ,  t h i s  r e l a t i o n  is  n o t  t h e  only  one t h a t  could have been 
chosen. The important  q u a l i t i e s  t h a t  must be preserved by t h e  second 
term on t h e  r i g h t  of  C4.1) a r e  t h a t  it must be bounded i n  magnitude 
and must t ake  t h e  s i g n  of  -y.  Another v a l i d  r e p r e s e n t a t i o n ,  f o r  
example, would be  t h e  express ion  c(tr) y(x)  where 0 - < c t t )  ( a. The 
reason  f o r  t h e  unboundedness of  t h e  t ime-var iab le  ga in  c ( + ) ,  i s  
expla ined  by t h e  second p o i n t .  
Equivalent  Third-Order Model Reference Con t ro l l e r  
Figure 4 .3  
Although t h e  node a  is  bounded and t a k e s  t h e  s i g n  of  -y(x), it 
i s  no t  n e c e s s a r i l y  zero  when y i s  zero .  Thus, i f  a l i n e a r  ga in  is  t o  
r e l a t e  t h e  two it must have i n f i n i t e  range.  ( ~ o t i c e  a l s o  t h a t  t h i s  
proper ty  is p re sen t  i n  (4 .1)  i n  t h e  i n f i n i t e  s lope  of t h e  Signum 
Function) .  I t  i s  t h i s  proper ty  which makes t h e  s t a b i l i t y  a n a l y s i s  
of (4 .1 )  so  d i f f i c u l t .  
The t h i r d  po in t  t o  be made i s  t h a t ,  due t o  t h e  presence of non- 
l i n e a r  terms and t imeyvar iab le  c o e f f i c i e n t s  known only w i th in  bounds 
very l i t t l e  can be implied about t h e  s i g n a l  a .  This  ignorance i s  t r a n -  
s l a t e d  t o  B( t )  i n  ( 4 . 1 ) .  Consequently, no d e f i n i t e  s ta tement  can be 
made concerning t h e  t ime d e r i v a t i v e  of @ ( t ) .  This  a l s o  confounds 
t h e  a n a l y s i s  problem. 
Another p o i n t  i s  t h a t  due t o  t h e  ignorance i n  B( t )  t h e  r e l a y  
system (4 .1)  i s  capable  of  motions t h a t  may no t  be p o s s i b l e  i n  t h e  
a c t u a l  c o n t r o l l e d  system. This  i s  due t o  parameter ignorance.  O f  
paramount importance, however, i s  t h e  f a c t  t h a t  a l l  p o s s i b l e  motions 
of  t h e  c o n t r o l l e d  system a r e  motions of  ( 4 . 1 ) ,  and t h e r e f o r e  any 
p r o p e r t i e s  t h a t  can be  a t t r i b u t e d  t o  s o l u t i o n s  of  (4 .1 )  apply a l s o  t o  
t hose  of  t h e  model-reference c o n t r o l l e d  system. Therefore ,  ( 2 .1 )  
a p p l i e s  he re .  
The l a s t  p o i n t  is  t h a t  having assumed s t a b i l i t y  cond i t i ons  t o  
be s a t i s f i e d  by t h e  r e l a y  output  l e v e l ,  L ,  o r  varying ga in  M(P ,x ,r , t )  , 
- - 
t h e  only des ign  freedom t h a t  remains i s  t h e  choice of t h e  switching 
T func t ion  y (x )  = w x .  
-. - - 
The re levance  of (4 .1)  t o  t h e  c o n t r o l l e d  model-reference system 
has been demonstrated g raph ica l ly .  A t  t h e  end of  t h i s  chapter  t h i s  
is  born out  by a  numerical  example. The problem t h a t  remains is  t o  
ob t a in  a  design c r i t e r i a  f o r  t h e  case  wherein t h e  h ighes t -order  
s t a t e ,  x is  no t  a v a i l a b l e  f o r  implementation of t h e  swi tch ing  
n ' 
func t ion  y ( x )  . 
- 
Deriva t ion  of  F i l t e r e d  System 
I t  was poin ted  ou t  i n  Chapter I11 t h a t  t h e  convent iona l  Liapunov 
syn thes i s  technique  f a i l s  t o  g ive  condi t ions  f o r  asymptot ic  s t a b i l i t y  
of  (4 .1 )  t h a t  r e s u l t  i n  a  y which is  independent of t h e  h ighes t -order  
s t a t e  x . The technique  of Chapter I11 cannot be app l i ed  t o  ( 4 . 1 )  
n 
because t h e  augmented system t r a n s f e r  func t ion  would have time-varying 
ze ro  l o c a t i o n s  and t h e  Kalman theorem [ 6 1 used t o  d e r i v e  theorem 
(2.14)  would not  apply .  In  t h e  time domain t h i s  is  born out  by t h e  
f a c t  t h a t  t h e  ( 4 . 1 )  counterpar t  of (3.10)  could not  have a  separable  
gain  Bet) a s  i s  requi red  by (2.14).  This  i s  a consequence of t h e  
ignorance o f  BCt) i n  (-4.1). Thus a new approach is  r equ i r ed .  
The s o l u t i o n  proposed here is  t o  pass  t h e  noisy  measurements 
of  t h e  h ighes t -order  a v a i l a b l e  s t a t e s  through f i l t e r e d - d e r i v a t i v e  
c i r c u i t s  t o  be used i n  p l ace  of  t h e  unavai lab le  s t a t e s .  This  is  
considered equiva lent  t o  pass ing  t h e  unavai lab le  s t a t e s  along wi th  t h e  
d i f f e r e n t i a t e d  n o i s e  through t h e  r e s p e c t i v e  f i l t e r s .  This  equivalence 
makes t h e  a n a l y s i s  a l s o  apply t o  t h e  t ransducer  dynamics problem, 
inasmuch a s  t ransducers  a c t  a s  f i l t e r s  f o r  t h e  measured s t a t e s .  
In  what fo l lows,  t h e  case x unavai lab le  is t r e a t e d ,  f o r  it is  
n 
t h e  e l iminat ion  of  t h i s  p a r t i c u l a r  s t a t e  t h a t  p re sen t s  t h e  g r e a t e s t  
chal lenge.  This  is due t o  t h e  f a c t  t h a t  it can only be obtained by 
d i f f e r e n t i a t i n g  a lower-order-derivat ive s t a t e .  The problem of 
e l imina t i r eany  o t h e r  s t a t e  i s  s y n t h e t i c  i n  t h e  sense t h a t  it could 
be obtained by i n t e g r a t i n g  another  s t a t e .  Extension t o  t h e  case of  
r unavai lab le  highest-order  s t a t e s  is s t r a igh t fo rward .  
I n  a  s i t u a t i o n  where t h e  h ighes t -order -der iva t ive  s t a t e  x is  
n 
not  acces s ib l e  but  is  r equ i r ed  f o r  asymptotic s t a b i l i t y ,  a  reasonable 
s o l u t i o n  i s  t o  use a  f i l t e r e d  d e r i v a t i v e  of  x i n  p lace  of x . 
n-1  n 
Choice of f i l t e r  dynamics would be based on some knowledge of measure- 
ment no i se  s t a t i s - t i c s .  In  t h i s  ca se ,  t h e  f i l t e r  t r a n s f e r  funct ion  
would haye a denominator polynomial o f  order  t h o  o r  h igher  t o  provide 
adequate low pass f i l t e r i n g  o f  white  no i se  encountered i n  t h e  
measurement of  x In  t h e  case  of colored no i se  a  f i r s t - o r d e r  
n-1 ' 
f i l t e r  might s u f f i c e  b u t  f o r  g e n e r a l i t y  we consider  a  second order  
f i l t e r .  For purposes of  t h i s  2 iscuss ion  such a f i l t e r  w i l l  be represented  
e x  t c k  t x  = A  2 n t l  1 n t l  n t l  n-1 (L;>7) 
This can a l s o  be expressed as 
c ; ;  t c i c  t x  = x  2 n t l  l n t l  n t l  n '  ( 4 .8 )  
because i n  t h e  phase-variable s t r u c t u r e ,  = x . However,(4.7) i s  
n-1 n 
w r i t t e n  t o  i n d i c a t e  t h a t  t h e  s t a t e  x is  t h e  input  t o  t h e  f i l t e r  
n-1 
r a t h e r  than x a s  i nd ica t ed  i n  ( 4 . 8 ) .  Accordingly t h e  d e r i v a t i v e  of 
n 
no i se  encountered i n  t h e  measurement of x would appear on t h e  r i g h t  
n-1 
s i d e  of  ( 4 . 8 ) .  
An augmented system r e s u l t s  when t h e  f i l t e r  (4.8) is  incorpora ted  
i n t o  t h e  o r i g i n a l  system (4 .1 )  , t h a t  i s ,  when t h e  s t a t e  x  is  used 
n + l  
i n  p l ace  o f  x  i n  t h e  switching func t ion  c4 .6) .  It can e a s i l y  be 
n  
shown t h a t  t h e  s t a b i l i t y  ana lys i s  o f  t h i s  augmented system i s  hindered 
i n  much t h e  same manner a s  w a s  t h a t  o f  ( 4 . 1 ) .  
Even though asymptotic s t a b i l i t y  cannot be guaranteed i n  t h e  
augmented system it is  reasonable t o  expect t h a t  t h e  f i l t e r  could be 
chosen so  a s  t o  minimize t h e  u l t ima te  s t a t e  bound t h a t  may r e s u l t .  
Toward t h i s  end we consider  t h e  term 
e = x  ; x  
n  n t l '  (4 .9)  
It i s  t h i s  f i l t e r  e r r o r  t h a t  d i s t i ngu i shes  t h e  augmented system from 
t h e  o r i g i n a l  system ( 4 . 1 ) .  In  f a c t ,  f o r  t h e  fol lowing d iscuss ion  
it i s  convenient t o  express t h e  augmented system a s  
1 
= A x -  B(t) c  Sgn ( a  x - a e ) .  
- - - - n 
The problem t h a t  remains i s  t o  choose t h e  switching funct ion  c o e f f i c i e n t s  
alya2. . ' a  and f i l t e r  cons tants  c  c  t o  minimize t h e  u l t ima te  bound n  1' 2 
on s o l u t i o n s  o f  (4 .10) .  
One s o l u t i o n  i s  t o  choose - a so  t h a t  (4.10) i s  asymptot ica l ly  
s t a b l e  f o r  t h e  case e  5 0. Then t r e a t i n g  t h e  term a e  a s  switching 
n  
func t ion  imperfec t ion ,  a  r e a l i s t i c  bound can be determined by means 
of  t h e  development o f  Chapter V .  Such a  bound would only be v a l i d  
i f  motion o f  t h e  imperfect  system were confined t o  t h e  region  of 
imperfect  con t ro l .  Since t h i s  S s  no t  t r u e  i n  gene ra l ,  an a l t e r n a t e  
design is d e s i r a b l e .  
In  t h e  fo l lowing sec t ion  a  new design technique is  developed 
f o r  which t h e  technique of  Chapter V a p p l i e s  t o  any i n i t i a l  condi t ion .  
A n a t u r a l  switching funct ion  is shown t o  guarantee t h a t  s o l u t i o n s  of 
(4.10) w i l l  monotonically approach a  hyperplanar r eg ion ,  R ,  p a r a l l e l  
t o  and centered  about t h e  switching plane.  By na tu re  of t h e  f a c t  
t h a t  - x w i l l  eventua l ly  e n t e r  R and w i l l  remain t h e r e  f o r  a l l  sub- 
sequent t ime ,  t h e  bound technique of  Chapter V app l i e s  d i r e c t l y .  This  
bound i s  p ropor t iona l  t o  t h e  width o f  fi o r  equ iva len t ly  t h e  eventua l  
bound on 1 y 1 which i n  t u r n  is  based on worst-case magnitudes of  f i l t e r  
e r r o r  and f i l t e r e d  measurement noise .  The trade-off  t h a t  e x i s t s  be- 
tween t h e  e f f e c t s  of these  two bounds is  discussed i n  t h e  example which 
concludes t h i s  chapter.  
Natural Switching Function Design 
Paraphasing a theorem of Lasa l l e ' s  [ 8 ] ,  it i s  poss ib le  t o  obtain 
asymptotic s t a b i l i t y  with t h e  use of a semidefinite Liapunov function 
providing: a )  t h a t  t h e  function approaches zero asymptotically and 
b) t h a t  motion on the  zero manifold i s  asymptotically s t a b l e  t o  the  
o r ig in .  In terms of t h e  problem a t  hand where l i n e a r  switching i s  
employed, asymptotic s t a b i l i t y  could be achieved i f  s u f f i c i e n t  condit ions 
could be found t o  guarantee t h a t  t h e  switching function approaches zero 
monotonically and t h a t  motion on t h e  switching hyperplane is  asymptotic 
t o  t h e  o r ig in .  I t  has been shown i n  (2.35) t h a t  choice of what i s  ca l l ed  
a n a t u r a l  switching function guarantees both condit ions.  
Thus according t o  (2.35) asymptotic s t a b i l i t y  of (4.1) w i l l  r e s u l t  
i f  A has a t  l e a s t  one r e a l ,  d i s t i n c t  eigenvalue - A  and t h e  switching 
function coef f i c i en t  vector - a is  chosen a s  t h e  corresponding eigen- 
T 
vector of A . That i s ,  a s a t i s f i e s  t h e  r e l a t i o n  
- 
T A a = -Xu. 
- - 
(4.11) 
The n a t u r a l  switching function design f o r  t h e  case of an nth-order 
system i s  only poss ible  when and equivalently A has a t  l e a s t  one 
d i s t i n c t  r e a l  eigenvalue. For t h e  case of m - < n simple r o o t s  the re  a r e  
m poss ible  n a t u r a l  switching functions.  This design has severa l  merits .  
The most important w i l l  now be demonstrated. 
Having es tabl ished asymptotic s t a b i l i t y  i n  t h e  absence of f i l t e r  
e r r o r ,  t h e  problem remaips t o  obtain a r e a l i s t i c  est imate of t h e  bound 
on - x due t o  a given f i l t e r .  The method t o  be employed here i s  t o  show 
t h a t  t h e  s t a t e  vector is confined t o  a c e r t a i n  neighborhood of the  
switching plane. Then t h e  bound est imation technique may be employed. 
The problem therefore  is t o  obtain a r e a l i s t i c  bound on y(x) ,  - thus 
guaranteeing t h a t  - x is contained i n  a hyperplanar region centered about 
and p a r a l l e l  t o  t h e  switching plane.  The system with f i l t e r  e r r o r  i s  
represented by 
= -Ay -B(t)  . Sgn (y  - e ) .  (4.12) 
The fo l lowing  d iscuss ion  i s  based on t h e  f a c t  t h a t  magnitude o t  y  w i l l  
be dec reas ing  a s  long a s  
l ~ l ~ l ~ l .  ( 4 .13)  
It becomes apparent  t h a t  t h e  bound on 1 e  1 becomes an u-pper bound on 1 y  1 
Minimization of  t h e  bound is  t h e r e f o r e  simply based on t h e  minimization 
o f  1 e  1 . The o b j e c t  then i n  ob t a in ing  an. upper bound on 1 e  1 i s  t o  
determine t h e  l a r g e s t  va lue  of 1 y  1 t h a t  can r e s u l t .  
The n a t u r a l  switching-funct ion system is  descr ibed  by t h e  fol low- 
i n g  s e t  o f  equat ions  and corresponding flow graph,  Figure 4 .4 .  This  
i s  a c o l l e c t i o n  of  equat ions  ( 4 . 6 ) ,  ( 4 . 9 ) ,  (4.10)  an3 (4 .12) .  
n-1 
C i :  = - X  2 n t 2  - c x  - C a x  $ y  n t l  1 n t 2  i i i=l 
-i. = -Ay - B ( t )  Sgn ( y e )  
The f i l t e r  e r r o r  responds t o  i n i t i a l  condi t ions  of  a l l  i n t e g r a t o r  ou t -  
p u t s  and t o  t h e  r e l a y  ou tpu t .  However it i s  t h e  dr iven  response t h a t  
i s  o f  i n t e r e s t  here  f o r  it is  t h i s  response t h a t  p r e v a i l s  t o  pos s ib ly  
a f f e c t  an even tua l  bound. To f i n d  an upper bound on t h e  l a r g e s t  1 e  1 
t h a t  can be  reached,  t h e  system is  i n i t i a t e d  a t  - x = - 0 and t h e  r e l a y  
is  allowed t o  swi tch ,  r e g a r d l e s s  of  i ts  switching func t ion ,  s o  t h a t  
leCt)  / is maximized. Note t h a t  t h e  system i n  Figure 4 . 4  does not  
Natura l  Switching Function System 
Figure 4.4 
involve p l a n t  parameters .  
To achieve t h e  opt imiza t ion ,  it i s  convenient t o  use t h e  t r ans -  
f e r  funct ion  r e l a t i n g  t h e  nodes u and e i n  t h e  absence of  t h e  non- 
l i n e a r  feedback pa th .  This t akes  t h e  form 
f o r  which t h e  inve r se  t ransform h ( t )  obviously e x i s t s .  It  is  important 
Sn-2 
t o  no te  t h a t  t h e  term ~ / ( s + x ) ( s ~ - ~  t a + --- + a ) r e l a t e s  u 
n-1 1 
t o  x and the re fo re  t h e  r o o t s  of t h i s  polynomial a r e  i d e n t i c a l  with 1 
t h e  eigenvalues of  A .  That is t o  say 
C S ~ A ) ( S ~ - '  t a Sn- 2 + --- a S t a ) = d e t  (IS-A) (4.16) 
n-1 2 1 
Also i n  (4.15) t h e  SnT1 p a r t  of  t h e  numerator r e l a t e s  x 1 t o  x n . The 
remaining term r e l a t e s  x t o  e by t h e  f i l t e r  equation C4.9) and t h e  
n 
r e l a t i o n  e = x - x 
n n t l '  
S(C2S + C1) E(S_L_ = 
2 'nCS) ( C ~ S  + S ~ S  + 1.1 
According t o  (-2.58) the  l a r g e s t  l e ( t )  1 t h a t  can r e s u l t  f o r  
With t h i s  r e s u l t ,  t h e  minimization of 1 e  1 and consequently of 1 y  1 and 
of t h e  eventual  bound on x can be discussed.  
- 
One method of reducing e beyond t h e  r e s u l t  of (4.18) involves 
t h e  f a c t  t h a t  the  behavior required of @ ( t )  and of t h e  r e l a y ,  o r  
equivalent ly ,  of uCt) , t o  produce t h e  maximum 1 e  1 would most l i k e l y  
produce a y t h a t  is l a r g e r  than e i n  magnitude. I f  a  second i n t e r a t i o n  
were performed wherein t h i s  cons t ra in t  were placed on y or  equivalently 
on u ( t )  it is  c e r t a i n  t h a t  a smaller  / e l  would r e s u l t .  This could 
possibly converge through severa l  i n t e r a t i o n s  t o  a much smaller  value 
and possibly zero. However, t h e  optimal problem involves a state-space 
cons t ra in t  and i t s  so lu t ion  has not been determined. 
I t  might be thought poss ible  t o  apply t h e  optimal technique used 
i n  obtaining (4.18) t o  t h e  t r a n s f e r  function r e l a t i n g  t h e  transforms 
of y and e ,  namely, (StX) H(S). However inasmuch a s  t h i s  has numerator 
and demoninator of equal  order it w i l l  never occur t h a t  1 e  1 would be 
l e s s  t h a t  I y 1 . 
It w i l l  now be shown f o r  t h e  case when A has a l a rge  negative 
eigenvalue t h a t  ) 1 max w i l l  be correspondingly small. When t h i s  is  
not the  case it i s  shown t h a t  t h e  f i l t e r  (4.8) can be chosen t o  make 
le/max i n  (4.18) a r b i t r a r i l y  small  a t  t h e  expense of admitt ing noise  
encountered i n  t h e  measurement of x i n t o  t h e  switching function.  
n-1 
The trade-off  of y-bound due t o  f i l t e r  e r r o r  and f i l t e r e d  noise w i l l  
a l s o  be pointed out .  
Bound on l y l  
With the  help of Figure 4.4 it is  seen, s ince  ( u ( < 2 L ,  - t h a t  t h e  
l a r g e s t  / y  1 which can occur i s  2L/X. Clearly,  i f  A were t o  have a 
r e a l  eigenvalue with very l a rge  negative value,  the  hyperplane 
perpendicular t o  i t s  corresponding eigenvector could be chosen a s  a 
n a t u r a l  switching plane. This s i t u t a t i o n  o f f e r s  two advantages. 
The r e s u l t i n g  bound on y would be very small  and, by nature of t h e  
solut ion of C4.121 ) y 1 would tend t o  converge f a s t e r  from some i n i t i a l  
condit ion t o  t h e  bound 2L/A than would be t h e  case with smaller  values 
of A .  This r e s u l t  agrees with i n t u i t i o n  i n  t h a t  the  lack of highest  
de r iva t ive  information should not  be so  se r ious  i n  a  system which 
could be approximately represented by a lower-order system. 
It w i l l  now be shown t h a t  when A does not have t h i s  property,  t h e  
f i l t e r  can be chosen so t h a t  t h e  bound on \ e l  and the re fo re  on 1 y [ 
can be designed t o  be a r b i t r a r i l y  small .  I f  the  t r a n s f e r  function of 
t h e  genera l  f i l t e r  i n  (4.8) is  replaced by a  second-order f i l t e r  with 
simple r e a l  poles so t h a t  
t h a t  i s  i f  C2 = T T and C1 = .r + T then t h e  t r a n s f e r  function r e l -  1 2  1 2' 
a t i n g  x t o  e i s  
n  
I f  T i s  chosen much l e s s  than T~ we have 1 
In l i g h t  of t h i s  t h e  t r a n s f e r  function r e l a t i n g  u  and e  from (4.9) 
becomes 
which can be expressed a s  shown i n  Figure 4 .5 .  
A consequence of t h e  magnitude cons t ra in t  [u l  2 2L and t h e  cons t ra in t  
T << T, is  t h a t  2  A 
Inasmuch a s  e  i s  t h e  output of a  r ea l i zab le  f i l t e r  having a l l  roo t s  
with negative r e a l  p a r t s  it follows t h a t  e  is  bounded i n  proportion t o  
t h e  f i l t e r  i n p u t  5 .  Thus e  approaches zero  wi th  2 However, t o  reduce  2" 
t h e  bound on le  1 and / y 1 i n  t h i s  way, T must be made smal l  and a s  a 2 
r e s u l t  S  = 1 / ~  becomes a fa r -out  po l e .  Furthermore, t h e  f i l t e r  po le  2 
a t  S  = I/T is  even f a r t h e r  ou t  by t h e  assumptiorl T << T These 1 1 2' 
f a r - o u t  po l e s  admit high frequency measurement n o i s e  t o  t h e  switching 
func t ion .  Tr.eating t h i s  n o i s e  a s  an a d d l t i v e  s i g n a l  i n  t h e  switching 
func t ion  and assuming a  magnitude c o n s t r a i n t  on t h e  n o i s e  ) n ( t  ) 1 - < N 
it fo l lows  t h a t  t h e  s ign  o f  y and t h e r e f o r e  t h e  r e l a y  output  cannot be 
a f fec ted  i f  lyl LN. Thus Sgn y # Sgn (Y - e )  only  if lYl < N. 
Equivalent  Expression of (4.22) 
Figure 4 .5  
Due t o  t h e  f a c t  t h a t  t h e  switching l i n e  is  approached monotonically i n  
absence of swi tch ing  func t ion  imperfec t ion ,  and s i n c e  n ( t )  can only 
cause imperfec t ion  when ly 1 < N, it fo l lows  t h a t  a  bound on l y l  r e s u l t s  
due t o  no i se  a lone .  This  bound is  l y  1 - < N. 
I t  becomes apparent  t h a t  t h e  c o s t  o f  choosing a  wide-bandwidth 
f i l t e r  t o  decrease  t h e  bound on ly 1 caused by f i l t e r  e r r o r  is t h a t  a  
g r e a t e r  bound on 1 y 1 due t o  t h e  presence of  h igh  frequency no i se  may 
r e s u l t .  The f i l t e r  would have t o  be based on some knowledge of t h e  
measurement n o i s e  i n  any p a r t i c u l a r  a p p l i c a t i o n .  To f u r t h e r  eva lua t e  
t h e  t r ade -o f f  t h a t  e x i s t s  i n  t h e  absence of  information about t h e  number 
N , s t a t i s t i c a l  p r o p e r t i e s  of t h e  bound on 1 y 1 due t o  no i se  could be used 
r a t h e r  than  abso lu t e  maximum values  a s  were used i n  t h i s  i n s t ance .  
A f u r t h e r  advantage of t h e  n a t u r a l  switching func t ion  des ign  
t h a t  becomes apparent  he re  i s  t h a t  t h e  bound on / I  / due t o  both f i l t e r  
e r r o r  and f i l t e r e d  n o i s e  is  simply t h e  sum o f  t h e  bounds due t o  each 
a c t i n g  sepa ra t e ly .  The reason i s  t h a t  each is based upon imperfec t ion  
i n  t h e  switching func t ion  and t h i s  i s  an a d d i t i v e  q u a n t i t y .  That i s  
t o  s ay ,  i f  f i l t e r e d  n o i s e  n ( t )  bounded i n  magnitude by N ,  and f i l t e r  
e r r o r  e  bounded i n  magnitude by E,  a r e  both p re sen t  i n  t h e  implemented 
s i g n a l  y ,  imperfec t  c o n t r o l  can r e s u l t  only i n  t h e  s t a t e  space  reg ion  
denoted by 
This  i s  termed t h e  "region of  imperfect  cont ro l" .  This reg ion  f o r  t h e  
case  of  f i l t e r  e r r o r  or f i l t e r e d  no i se  a c t i n g  a lone  is 
% = { r :  ~ U ( ~ ) I  5 E l .  
and 
RN z { ~ :  ly ( r ) I  - < N l .  
r e s p e c t i v e l y .  
Having e s t a b l i s h e d  t h e  reg ion  of  imperfect  c o n t r o l  f o r  (4 .10 )  
and t h u s  . for  ( 4 . 1 ) ,  and having guaranteed by t h e  n a t u r a l  swi tch ing  
func t ion  design t h a t  once - x e n t e r s  R it w i l l  remain i n  t h i s  reg ion  NE 
f o r  a l l  subsequent t ime ,  it is  p o s s i b l e  t o  determine an eventua l  
bound on t h e  s t a t e s  x .  by employing a  technique r epo r t ed  i n  [4  1. 
1 
This  i s  t h e  s u b j e c t  of t h e  next  chapter .  
Design Example 
The concepts  developed above w i l l  now be app l i ed  t o  t h e  r o l l  
a t t i t u d e  c o n t r o l  o f  t h e  a i r c r a f t  sketched i n  Figure 4.6a.  I n  accord- 
ance wi th  t h e  bloclc diagram rep re sen ta t i on  of t h e  p l a n t  given by 
Figure 4.6b,  t h e  c o n t r o l  s i g n a l  u ( t )  i s  i n t e g r a t e d  through t h e  a i l e r o n  
hydraul ics  t o  produce an a i l e r o n  d e f l e c t i o n  b ( t ) .  This d e f l e c t i o n ,  
by na tu re  of  t h e  cons tan t  v e l o c i t y  of t h e  a i r c r a f t  i n  a  uniform medium, 
r e s u l t s  i n  a  r o l l  r a t e  i ( t )  which i s  r e l a t e d  t o  t h e  i n t e g r a l  of  6 ( t )  
by t h e  c o e f f i c i e n t  a .  The r o l l  r a t e  i s  dampened according t o  t h e  
parameter c  due t o  t h e  wings r o l l i n g  through t h e  medium. Geometry then  
gives  $Ct) a s  t h e  i n t e g r a l  of i c t ) .  
6@ 
# 
a )  P i c t o r i a l  
HYDRAULICS AIRCRAFT GEOMETRY 
b )  Block Diagram 
Roll Att i tude Control Example 
Figure 4.6 
A t  t h i s  po in t ,  con t ro l  of t h e  r o l l  angle would be straightforward if 
t h e  parameters a and c were known. However, both a r e  inversely r e l a t e d  
t o  Jr, t h e  moment of i n e r t i a  of t h e  a i r c r a f t  about i t s  r o l l  ax i s .  For 
a t y p i c a l  a i r c r a f t  with f u e l  s tored i n  t h e  wings, o r  i n  the  case of a 
more modern a i r c r a f t  which has t h e  capab i l i ty  of  changing wing angle 
r e l a t i v e  t o  the  fuselage ,  Jr i s  a t i m e - v a r i a b l e q ~ a ~ t i t y .  Furthermore, 
t h e  a f f e c t s  of sloshing could poss ibly  cause J t o  be known only within 
r 
bounds. It is t h i s  s o r t  of parameter ignorance t h a t  motivates the  
designer t o  consider the  model-reference technique. However, t o  use 
t h i s  technique,  t h e  p lant  must f i r s t  be transformed i n t o  phase-variable 
form . 
The equivalent  phase- variable form of t h e  p lant  i s  given i n  
Figure 4.7 along with t h a t  of t h e  des i red  model. The object  i s  t o  
develop a bounded con t ro l  u ( t J  which w i l l  make t h e  p lan t  s t a t e s  follow 
t h e  respect ive  model-states a s  the  l a t t e r  respond t o  t h e  r o l l  angle 
command r C t  ) . 
a )  Plant  
b)  model 
Phase-Variable Representation of Plant and Model 
Figure 4 . 7  
Before preceeding with t h e  design it is  i n t e r e s t i n g  t o  note t h a t  
t h i s  example i l l u s t r a t e s  an important point  commonly found i n  p r a c t i c a l  
designs. The highest-order p lan t  s t a t e  p 3  is  not obtainable from a 
primary measurement. Unlike t h e  s t a t e s  p and p which can be measured 1 2 
with an angular gyro and an angular r a t e  gyro respec t ive ly ,  p can only 3 
be obtained a s  a l i n e a r  combination of 6c t )  and i ~ t ) .  However, t h e  
r e l a t i v e  weighting is  determined by t h e  coef f i c i en t s  a c t )  and cCt) which 
a r e  not known. For t h i s  reason, the  s t a t e  p3 i s  assumed t o  be unavail- 
ab le  and t h i s  necess i t a t e s  t h e  use of t h e  reduced-state model-reference 
des ign  developed i n  t h i s  chapter .  
Proceeding with t h e  example, t h e  p l a n t  and model a r e  expressed 
i n  t h e  s t a t e  equat ions  
- fil - P2 
A t  t h i s  p o i n t ,  ranges f o r  t h e  unknown parameters a r e  assumed t o  be 
and it is assumed t h a t  p l a n t  s a t u r a t i o n  c o n s t r a i n t s  demand t h a t  
I u I 2  1. 
By d e f i n i n g  t h e  e r r o r  s t a t e s  
t h e  e r r o r  s t a t e  equat ions  a r e  
= -224x1 - 9 4 . 4 ~ ~  - 1 9 . 6 ~ ~  -f 3  (4.32) 
where 
Employing t h e  r e l a y  design philosophy of  Lindorff  1: 3 1] t h e  p l a n t  i npu t  
c o n s t r a i n t  C4.30) is  met by assuming 
uCt) = Sgn 1yCx)I (4.33) 
where 
y ( ~ ) = a x  t a x  + x  11  2 2  3  (4 .34)  
Choice of  t h i s  c o n t r o l  makes it poss ib l e  f o r  t h e  s ign  o f  u ( t )  
t o  determine t h e  s i g n  of f ( . t ) .  Corresponding t o  t h e  magnitude con- 
s t r a i n t  on u( . t )  and a  c l a s s  o f  command i n p u t s ,  a region  of  i n i t i a l  
condi t ions  on p  and m can be found such t h a t  f o r  a l l  subsequent t ime 
- - 
u dominates t h e  s ign  of f .  Calcula t ion  of  t h i s  reg ion  is  somewhat 
t ed ious  and is  t h e  sub jec t  of o t h e r  r e sea rch  1121. Paramount is  t h e  
f a c t  t h a t  i t s  ex i s t ence  is dependent on asymptotic  s t a b i l i t y  of (4 .32 ) .  
It w i l l  now be convenient t o  express f ( t )  i n  a  d i f f e r e n t  form. 
The f a c t  t h a t  f ( t )  has t h e  s i g n  of  u ( t ) ,  and t h u s  of  y < x ) ,  - impl ies  t h e  
i n e q u a l i t i e s  
c ( t )  u ( t )  2 f ( t )  - r ( t )  u ( t ) ,  u= +1 
(4.35) 
c ( t )  uCt) - < f ( t )  - r ( t )  u ( t ) ;  u=-1 
which t o g e t h e r  imply 
/ f ( t >  1 2 2 ( c ( t )  1 .  (4 .36)  
This  information concerning t h e  magnitude and s ign  of  f ( t )  permits  it t o  
be r ep resen ted  a s  
f ( t )  = b 3 ( t )  Sgn y  (4.37) 
where i n  view o f  t h e  l i m i t s  assumed on c ( t ) ,  ( 4 .29 ) ,  t h e  v a r i a b l e  b  ( t )  3  
i s  bounded according t o  
02 b g ( t )  5 200. (4.38) 
A s  a  consequence of  (4 .37 ) ,  t h e  model-reference c o n t r o l  system (4.32) 
can be i n v e s t i g a t e d  by t h e  system 
k = Ax + b ( t )  Sgn y(x)  
- - - - 
where 
The system (4.39) w i l l  now be used a s  a  model f o r  (4 .32)  i n  t h e  sense  
of  t h e  modelling theorem (2 .1 ) .  This  development i l l u s t r a t e s  alge-  
b r a i c a l l y  what was i l l u s t r a t e d  g raph ica l ly  i n  Figures 4.2 and 4 .3 ;  
t h a t  i s  t h a t  (4 .1)  r ep resen t s  t h e  genera l  model-reference c o n t r o l  
system. 
To continue wi th  t h e  design example, a switching funct ion  must 
be chosen s o  as t o  guarantee asymptotic  s t a b i l i t y  of  (4 .39) .  This  is  
e s s e n t i a l  t o  t h e  development because bounds on t h e  s o l u t i o n  of (4 .39)  
due t o  var ious  types  of imperfect ion w i l l  be e s t ab l i shed  and used 
according t o  (2.J)  as bounds on s o l u t i o n s  o f  t h e  model-reference c o n t r o l  
system (4 .32) .  Inasmuch a s  A has one r e a l  eigenvalue,  X=l4, a  n a t u r a l  
swi tching  func t ion  may be chosen a s  a  s o l u t i o n  t o  t h e  equation (4 .11) .  
r e w r i t t e n  here  a s  
'I' A a  = - 140,. 
- - 
(4.40) 
This  r e s u l t s  i n  a  = 16 and a2 = 5.65, t h u s  1 
y= 16 x  + 5.65 x  + x 1 2 3 '  (4.41) 
A s  shown e a r l i e r ,  t h e  f a c t  t h a t  A is  a  s t a b i l i t y  mat r ix  guarantees 
t h a t  t h i s  n a t u r a l  switching funct ion  w i l l  cause (4 .39 ) to  be asymptoti- 
c a l l y  st ab le .  
What remains is t o  determine es t imates  of bounds t h a t  w i l l  occur 
due t o  
( a )  t h e  use of a f i l t e r e d  d e r i v a t i v e  of  x  i n  p l ace  of  x  i n  2  3  
t h e  switching func t ion ,  
(b )  magnitude-limited, f i l t e r e d ,  a d d i t i v e  no i se  i n  t h e  switching 
func t ion  and 
(c)  t h e  use of  an imperfect  switching element i n  p l ace  of t h e  
i d e a l  signum funct ion .  
I n  a l l  cases  a  second-order f i l t e r  having t r a n s f e r  func t ion  
l / ( ~ S t l ) ( l O ~ S t l )  (4.42) 
w i l l  be used ,  and comparisons w i l l  be made between es t imated  bounds 
based on (4.39) and a c t u a l  bounds measured on (4 .32) .  A l l  t h r e e  cases  
a r e  i l l u s t r a t e d  i n  Figure 4.8.  
Case ( a )  
I n  case  ( a )  t h e  f i l t e r  e r r o r  e ,  def ined  as t h e  d i f f e r e n c e  between 
x  and t h e  f i l t e r e d  d e r i v a t i v e  o f  x2 ,  is  r e l a t e d  t o  t h e  node u ( t )  by 3  
(4.15) which i n  t h i s  case  becomes 
2 2  
- -  ''I- Ha(S) i s ( 1 0 ~  s + 1 1 ~ )  (4.43) 
u(S) (~+14)(~~+1)(10~~+1)(~~+5.6~+16) 
Inasmuch a s  u ( t )  - < 200, a  bound on 1 e  1 can be obtained by use of (2 .58)  
r e w r i t t e n  here a s  C" 
leal ( T )  - < 200 J lha(o) ldo  
max 0 
Relay 
n ( t )  Gaussian White Noise 




b) F i l t e r e d  Noise 
~ ~ s t e r e s i s  Function 
c )  Imperfect Switching Element 
Three Cases of Imperfect ion Considered 
Figure 4.8 
where h  Ct) is  t h e  impulse response of H CS). The c a l c u l a t i o n  of (4.44)  
a a 
w a s  c a r r i e d  out  d i g i t a l l y  f o r  a  range of  va lues  of  T. Resul t s  a r e  
t a b u l a t e d  i n  Figure 4.9,  These va lues  provide t h e  e s t ima te  of  t h e  width 
o f  t h e  r eg ion  of  imperfect  c o n t r o l  a s  de f ined  by (4.25) .  
Bounds Est imated For Systems of  
Figures 4.8a and b.  
Figure 4.9 
Case (b )  
I n  t h i s  ca se  switching f cnc t ion  e r r o r ,  e ( t ) ,  i s  def ined  simply a s  
t h e  f i l t e r e d  n o i s e ,  assuming t h e  no i se  n ( t )  is  l i m i t e d  by 1 i n  
magnitude. The f i l t e r  r e l a t i n g  t h e  two i s  
- -  E(S)  - Hb(S) = S 
N(S) ( T S + ~ )  ( I O T S + ~ )  
and corresponding t o  case  ( a ) ,  
I "  
These va lues  were computed and a r e  t a b u l a t e d  i n  Figure 4.9.  A t  t h i s  
p o i n t ,  Figure 4.9 could be used t o  choose a b e s t  f i l t e r  i n  terms o f  
t h e  p red i c t ed  bounds on 1 y 1 . 
Case ( c )  
A s  po in ted  out  e a r l i e r ,  t h e  h y s t e r e s i s  element depic ted  i n  Figure 
4 .8  g ives  p e r f e c t  c o n t r o l  f o r  t h e  case  i n  which 1 y 1 > 1. Therefore 
t h e  es t imated  reg ion  of imperfect  c o n t r o l  is  given by ly  1 < 1. 
- 
Computer Simulation 
D i g i t a l  computer s imula t ion  of  (4.32) was made wi th  
1 4 5 )  
a c t )  = - ( 1  + e  2  
b ( t )  = 100 a ( t )  
t 
p r e d i c t e d  Bound 1 y 1 2 8.32 
a )  F i l t e r  E r r o r  
t 
P r e d i c t e d  Bound 1 y 1 < 1 . 5 8  
- 
- - - - * - - - - - - -  - - - - - - - -  - - - - - -  
b)  F i l t e r e d  Noise 
S i m u l a t i o n  R e s u l t s  f o r  Cases a  and b 
F igure  4 .10  
r ( t )  = 1 
x(0)  = 0. 
- - (4.47)  
I n  many s e p a r a t e  runs  t h e  same imperfec t ions  used i n  cases  ( a )  and ( b )  
were b u i l t  i n t o  (4 .32) ,  and d a t a  was taken  f o r  s e v e r a l  va lues  of  T .  
The width of t h e  reg ion  of  imperfect  c o n t r o l  was determined from t h e  
d a t a  by determining t h e  l a r g e s t  va lue  of  y t h a t  w a s  achieved i n  each 
computer run .  These va lues  a r e  p l o t t e d  i n  Figure 4.9 f o r  purposes o f  
comparison. Using t h e  IBM Continuous System Modelling Program, d a t a  
w a s  t aken  f o r  t h e  t h r e e  cases  represented  i n  Figure 4 .8 .  One example 
of Case a is  p l o t t e d  i n  Figure 4.10a. The peak va lue  of l y l  t h a t  
occurred f o r  T = 0.01 was 4.03 and t h e  maximum p red ic t ed  was 8.32. 
Th i s  r e s u l t  is  r e a l i s t i c .  However, it is  important  t o  note  t h a t  a f t e r  
t r a n s i e n t  a f f e c t s  subs ided ,  t h e  a c t u a l  l y  1 was much l e s s  than t h e  
p r e d i c t e d  bound. This  i s  t o  be expected s i n c e  t h e  bound was based on 
a worst ca se  s i t u a t i o n .  
Simulat ion of  Case b is i l l u s t r a t e d  i n  Figure 4.10b f o r  t h e  ca se  
T = 0.1.  Af t e r  t r a n s i e n t s ,  1 y  1 was l e s s  t han  .75 whereas t h e  p red i c t ed  
bound was 1 .58 .  The i n i t i a l  t r a n s i e n t  exceeded t h i s  bound f o r  a s h o r t  
t ime due t o  t h e  f a c t  t h a t  t h e  r e l a y  output  was n o t  s u f f i c i e n t l y  l a r g e  
t o  guarantee  t h a t  u dominate t h e  s i g n  o f  f as assumed. This  i l l u s t r a t e s  
Limit Cycle of y t t )  f o r  Case c 
Figure 4 .11  
t h e  importance of  t h e  previously mentioned research  concerning s t a b i l i t y  
reg ions  of model-reference con t ro l l ed  systems [12]. The f a c t  t h a t  t h i s  
was not considered i n  t h i s  design allowed f o r  t h e  p o s s i b i l i t y  of  t h i s  
overshoot. 
Simulation o f  Case c gave t h e  l e a s t  conserva t ive  r e s u l t s .  The 
est imated I y 1 was 1 and t h a t  which occurred was 0.997. A l i m i t  cyc l e  
occurred.  This  r e s u l t e d  i n  y ( t )  as p l o t t e d  i n  Figure 4.11. This  f i g u r e  
i l l u s t r a t e s  t h e  power o f  t h e  n a t u r a l  switching funct ion  des ign .  It 
i l l u s t r a t e s  t h a t  t h e  s t a t e  vec tor  was t rapped i n  t h e  region  of imperfect  
con t ro l .  
I t  is convenient t o  use t h e  s tate-bound c a l c u l a t i o n  scheme of 
Chapter 5 t o  complete t h i s  example. Up t o  t h i s  p o i n t ,  t h e  bounds have 
been compared i n  terms of predic ted  and a c t u a l  widths of  t h e  r eg ions  
of  imperfect  c o n t r o l ,  t h a t  i s ,  i n  terms of  I y 1 . The comparison is  
not  complete u n t i l  it is i l l u s t r a t e d  t h a t  t h i s  p red ic t ed  bound on 1 1 
can be used t o  f i n d  a r e a l i s t i c  s t a t e  bound t h a t  compares t o  t h a t  
which a c t u a l l y  occurs .  The technique o f  Chapter 5 appl ied  t o  Case c 
f o r  I y 1 = 1, gives  t h e  (x1,x2) bound p l o t t e d  i n  Figure 4.12. 
Superimposed on t h i s  is t h e  ( x  x ) pro jec t ion  o f  t h e  a c t u a l  l i m i t  1' 2 
cycle  t h a t  occurred.  The r e s u l t  is found t o  be q u i t e  r e a l i s t i c .  
Comparison of Actual  and Est imated Bounds f o r  Case C 
Figure 4 .12 
V .  Determination of Bound on S ta te  Vector 
The designs of Chapters I11 and I V  were ca r r i ed  through t o  t h e  
determination of an invar ian t  region of  imperfect control .  For t h e  
case of t h e  augmented system design,  t h i s  was a subset  of t h e  region 
of imperfect con t ro l  which i s  t h e  shaded p a r t  of Figure 3.7. In 
Chapter I V  the  c h a r a c t e r i s t i c  of the  n a t u r a l  switching function design 
guaranteed t h a t  t h e  e n t i r e  region of imperfect con t ro l  was invar ian t .  
In t h i s  chapter t h e  previous designs w i l l  be completed by ca lcu la t ing  
a s t a t e  bound t h a t  r e s u l t s  due t o  eventual  confinement of t h e  s t a t e  
vector  t o  the  region of  imperfect con t ro l  n. 
Reduced-order System 
It w i l l  now be shown t h a t  by nature  of t h e  f a c t  t h a t  - x w i l l  
eventually be confined t o  t h e  region of imperfect con t ro l  
n = (5: IY(~) I ( D )  (5.1) 
a reasonable bound can be determined f o r  5 by represent ing motion 
confined t o  R by a reduced-order system. The f a c t  t h a t  - x E Q implies.  
Following through with t h e  e a r l i e r  assumption t h a t  a = 1, t h e  con- 
n 
s t r a i n t  implies 
which is s a t i s f i e d  i f  
where 
Im(t> 1 D. (5 .5)  
In l i g h t  of (5.5) it i s  possible t o  represent  motion of (3.1) o r  
(4.1) confined t o  R by the  ~ n - l ) ~ ~ - o r d e r  system 
2 -r = A z r  f srmCt) 
where A i s  an (n-1) x (n-1) matrix of  t h e  form 
r 
and c i s  an (n-1) x 1 vector of t h e  form 
-r 
The reduced-order system (5.6) serves  a s  a model t h a t  represents  motion 
confined t o  R i n  t h a t  any solut ion of t h e  l a t t e r  is  a so lu t ion  of t h e  
former. Therefore, a bound on so lu t ions  of (5.6) i s  a bound on so l -  
u t ions  of (3.1) o r  (4.1) confined t o  R.  This represents  another 
appl ica t ion of  theorem (2.1).  
It is  important t o  note i n  (5 .6 )  t h a t  t h e  case m 0 represents  
motion confined t o  t h e  switching hyperplane y=O, and a s  pointed out 
e a r l i e r ,  t h e  n a t u r a l  switching funct ion design guarantees t h a t  t h i s  
motion i s  asymptotically s t ab le .  Thus A i s  a s t a b i l i t y  matrix.  Cal- 
r 
cu la t ion  of t h e  bound on x confined t o  R i s  now accomplished by deker- 
- 
mination of t h e  reachable s e t  [ l a  of t h e  l i n e a r  time invar ian t  s t a b l e  
reduced-order system. The term reachable s e t  i n  t h i s  t h e s i s  denotes 
t h e  s e t  of points  i n  (n-1) space t h a t  can be reached by t r a j e c t o r i e s  
of (5.6) s t a r t i n g  a t  t h e  o r ig in  and responding t o  t h e  con t ro l  m(t) 
which s a t i s f i e s  t h e  convex cons t ra in t  (5 .5) .  No time l i m i t  i s  i m -  
p l i ed  by t h i s  d e f i n i t i o n .  To r e l a t e  t h i s  t o  standard d e f i n i t i o n s  
t h i s  is  t h e  i n f i n i t e  time reachable s e t .  
Reachable Set  Calculat ion - Second-order Example 
A computer est imation technique is  avai lable  [ 9 1  whereby a 
piecewise-planar f i g u r e  which bounds t h e  reachable s e t ,  every f a c e t  
of which touches t h e  reachable s e t  a t  one po in t ,  i s  obtained. A 
d i f f e r e n t  method has been developed i n  t h i s  t h e s i s .  This method in-  
volves a computer simulation of (5.6) i n  which t h e  impulse response 
is computed once during which time any number of points  on t h e  reach- 
ab le  s e t  can be ca lcula ted .  This scheme saves on computation time 
r e l a t i v e  t o  the  former method which requ i res  a two-point-boundary- 
value problem solut ion f o r  each f a c e t  of the  approximation. 
The method w i l l  f i r s t  be i l l u s t r a t e d  f o r  t h e  second-order ca se ,  
Extension is then  made t o  t h e  gene ra l  case f o r  which a d i g i t a l  computer 
program is ou t l i ned .  
Consider t h e  second-order system 
A = A x  t c mCt) 
- - - 
where 
The problem is t o  f i n d  t h e  boundary of  t h i s  system's  reachable  s e t .  
Severa l  important  p r o p e r t i e s  a r e  known about t h e  s e t  1101. It  i s  
bounded s i n c e  A is a s t a b i l i t y  ma t r ix ,  it is  convex s i n c e  t h e  input  
c o n s t r a i n t  i s  convex, it inc ludes  t h e  o r i g i n  and it i s  symmetric wi th  
r e s p e c t  t o  t h e  o r i g i n .  
The reachable  s e t  o f  (5 .9)  i s  sketched i n  Figure 5.1. Convexity 
of t h i s  s e t  impl ies  t h a t  each po in t  on t h e  boundary such as t h e  po in t  
p ,  nus t  be an extremum of some v a r i a b l e  such a s  y .  That i s  t o  say ,  
of a l l  p o i n t s  on t h e  boundary o f  t h e  reachable s e t ,  p has  t h e  l a r g e s t  
y component. 
French Curve Figure 5 . 1  
Reachable Se t  of (5.9)  
The value of t h i s  l a r g e s t  y component M can be ca lcula ted  by 
Y 
means of  (2.58) t o  be 
m 
Here h ( t )  i s  t h e  inverse  Laplace transform of H ( s ) ,  t h e  f i l t e r  
Y Y 
Figure 5.2 
The F i l t e r  t h a t  Generates y 
which r e l a t e s  t h e  nodes m and y i n  Figure 5.2. Assuming 
y = x  1 -82X2 
it r e s u l t s  t h a t  
1 - 6  s Y ( s >  = 2 H ( s )  = -
Y M(s) s2 + s + 1 
Although t h e  computation of (5.10) involves an in f in i t e - t ime  in tegra t ion 
an a r b i t r a r i l y - c l o s e  approximation may be obtained i n  f i n i t e  time s ince  
H ( s )  i s  s t a b l e .  
Y 
It should be pointed out t h a t  t h i s  method only gives t h e  y 
component of p. There is  no d i r e c t  method known f o r  t h e  ca lcula t ion 
of  t h e  corresponding w component. However it w i l l  now be shown t h a t  
t h i s  component can be ca lcula ted  with t h e  a id  of another va r i ab le  z 
t h e  a x i s  of which i s  c losely  al igned with t h a t  of y .  
A s  shown i n  Figure 5.3 t h e  point  q of extreme z occurs c lose  t o  
p. The z component of q is  given by 
m 
Figure 5.3 
Calculat ion of. a Point  p on Reachable Set  
where 
and corresponding1.y h z i t )  is t h e  inverse Laplace transform of 
( 
With t h e  a i d  of the  l i n e s  
and 
which pass through the  points  p and q respect ively  and a r e  p a r a l l e l  
t o  t h e  l i n e s  y = 0 and z = 0 respec t ive ly ,  both cooridnates of p 
w i l l  be ca lcula ted .  
The i n t e r s e c t i o n  of (5.16) and (5.17) occurs a t  t h e  point  r which 
has coordinates 
In  t h e  l i m i t  a s  E+O it must be t h a t  p+q and the re fo re  w p .  The 
coordinates of p a r e  
In  t h e  computer ca lcu la t ion  of these  coordi,*ates, E i s  chosen t o  
be small  i n  comparison t o  B Extremely small  values a r e  not used due 2 '  
t o  computer round-off e r r o r  being s i g n i f i c a n t .  The numbers M and MZ 
Y 
are  ca lcula ted  by s t a r t i n g  t h e  system (5.9) a t  t h e  i n i t i a l  condition 
x = 0, x2 = 1 and s e t t i n g  m(t)?0. This i s  equivalent  t o  applying 1 
an impulse a t  m( t ) .  The s igna l s  y ( t )  and z ( t ) ,  generated according 
t o  (5.11) and (5 .14) ,  a r e  then the  impulse responses h ( t )  and h z ( t )  
Y 
respect ively .  Their  absolute i n t e g r a l s  a r e  calculated- t o  give M and 
Y 
MZ according t o  (5.10) and (5.13) with t h e  upper time l i m i t  s e t  t o  be 
l a r g e  i n  comparison with t h e  l a r g e s t  time constants of t h e  f i l t e r s  H ( s )  
Y 
and HZ(s). In t h i s  manner t h e  point  p is  calcula ted  by solving t h e  
system dynamics only once. The same is  t r u e  of t h e  following method 
of ca lcu la t ing  any number of  points  on t h e  reachable s e t  boundary. 
The va r i ab les  y and z a r e  defined i n  terms of B2. By varying B2 
over a number of d i s c r e t e  values between - and + w t h e  same number 
of va r i ab les  y and z w i l l  be defined.  The system dynamics a r e  then i i 
solved once t o  give M and MZ f o r  a l l  i. For each s e t  of these  
Y i i 
values a  point  on t h e  boundary i s  ca lcula ted .  Each point  i s  r e f l e c t e d  
through t h e  o r ig in  t o  complete the  p ic tu re .  For t h e  system of (5.9) 
t h i s  technique gave t h e  points  indicated i n  Figure 5.1. 
Reachable Set - General Case 
The preceding discussion w i l l  now be generalized t o  obta in  a  
st point  on t h e  boundary of t h e  reachable s e t  of t h e  (n-1) -order 
system (5.6). Define y  t o  be now 
where we assume @ = 1. It is  now necessary t o  def ine  (n-2) axes 1 
whose d i rec t ion  a r e  c lose  t o  t h a t  of y .  They a r e  denoted by 
z = y + E . X  - j=2,3  ,... (n-1). (5.21) j I j '  
The va r i ab le  y ( t )  and t h e  (n-2) va r i ab les  z . ( t )  a r e  generated from 
7 
t h e  (n-1) s t a t e s  xi a s  they respond t o  t h e  i n i t i t a l  condit ion x 1 : = X 2 =  
... = x = 0 ,  x = D i n  accordance with (5 .6 )  with m(t)-0. Once 
n-2 n- 1 
again,  t h i s  is  equivalent t o  applying an impulse input m(t)  with a rea  




I z . ( T )  l d ~  j=2,3 , .  . . (n-1). 1 (5.23) 
j o  
The r e s u l t i n g  point  on t h e  reachable s e t  is then the  so lu t ion  of the  
following s e t  of (n-1) equations i n  t h e  (n-1) unknowns 
This can be achieved by solving (5 .6 )  only once. This i s  again t r u e  
a l s o  of t h e  case wherein any number of points  on t h e  reachable s e t  
boundary a r e  t o  be ca lcula ted .  In t h i s  case,  a s e t  of var iables  is  
defined f o r  each s e t  of values of  each f3 and the  ca lcula t ions  i 
corresponding t o  (5.221, (5.23) and (5.24) could a l l  be made simulta-  
neously. 
This completes t h e  treatment of reachable s e t  ca lcu la t ions  t h a t  
a r e  used i n  t h i s  t h e s i s  t o  evaluate  s t a t 5  bounds t h a t  r e s u l t  due t o  
motion of t h e  s t a t e  vector confined t o  t h e  regions of imperfect con- 
t r o l  derived i n  Chapters 111 and I V .  
V I  . CONCLUSIONS 
A new design was proposed f o r  model-reference ~ o n t ~ o l l e r s .  In 
con t ras t  t o  o the r s ,  it l e d  t o  a control led  system i n  which t h e  a f f e c t s  
of severa l  forms of imperfection could be evaluated.  It was shorn- t h a t  
t h e  choice of a l i n e a r  model t h a t  had a t  l e a s t  one r e a l  eigenvalue, 
f a c i l i t a t e d  t h e  use of what was termed a n a t u r a l  switching function.  
Such a switching funct ion was shown t o  guarantee t h a t  t h e  e r r o r  s t a t e  
vector would monotonically approach t h e  switching plane u n t i l  it entered 
a c e r t a i n  p lanar  neighborhood of t h e  switching plane,  termed t h e  region 
of imperfect con t ro l ,  Upon enter ing t h i s  region,  t h e  s t a t e  vector  was 
forced by t h e  n a t u r a l  switching function design t o  remain i n  the  region 
f o r  a l l  subsequent time. I t  was t h i s  property t h a t  enabled t h e  s t a t e  
bound t o  be ca lcula ted .  
The r e s u l t s  concerning model-reference con t ro l l e r s  were developed 
i n  Chapter I V .  A t  t he  onse t ,  one very important conclusion was conven- 
i e n t l y  made by use of t h e  Kalman-Meyer lemma represented i n  2.14. That 
i s  t h a t  asymptotic s t a b i l i t y  of a phase-variable model-reference con- 
t r o l l e r  cannot be guaranteed f o r  t h e  case wherein t h e  highest-oraer 
s t a t e  does not appear i n  t h e  switching function.  A considerable e f f o r t  
was spent inves t iga t ing  t h e  converse before t h e  lemma appeared i n  t h e  
l i t e r a t u r e .  The problem stemmed from t h e  very cumbersome Liapunov 
equation ( 2 . 4 ) .  This r e s u l t  l ed  t o  t h e  need f o r  developing a Lagrange 
type bound. 
The relevance of  t h e  n a t u r a l  switching function design cannot be 
overemphasized. It was t h i s  design which f a c i l i t a t e d  t h e  subsequent 
bound development. 
Two i n t u i t i v e  r e s u l t s  concerning t h e  bound a r e  proved i n  Chapter 
I V .  The f i r s t  is t h a t  i n  t h e  case of a system with a far -out  po le ,  
t h e  highest-order s t a t e  may be eliminated from t h e  con t ro l  law with 
very small  r e s u l t a n t  e r r o r  bound. The second i s  t h a t  i n  t h e  absence 
of measurement noise ,  t h e  highest-order s t a t e  may be replaced with 
t h e  de r iva t ive  of t h e  next-highest-order s t a t e  with very small  r e s u l t -  
an t  e r r o r  bound. 
By f a r  t h e  most important r e s u l t  of Chapter I V  was represented 
by the  simulation data  from t h e  example. The da ta  tabula ted  i n  Figure 
4 . 9  was based so le ly  on t h e  re lay  con t ro l  system model (4.38) and (4.39)  
of  t h e  model-reference con t ro l  system (4.32). The conservativeness of 
t h e  r e s u l t s  was the re fo re  a f fec ted  by t h e  degree t o  which t h e  para mete^ 
b ( t )  i n  a c t u a l i t y  approached t h e  worst case.  Figures 4.10 and 4.11 3 
demonstrated t h a t  t h e  bounds predic ted  by Figure 4.9 were r e a l i s t i c .  
These r e s u l t s  demonstrated t h e  relevance of  t h e  modelling theorem (2 .1) .  
One question l e f t  unanswered by t h e  development of Chapter V 
per ta ined t o  t h e  degree t o  which t h e  reachable s e t  bound compared t o  
an a c t u a l  bound t h a t  would occur. The r e s u l t  i n  Figure 4.12 showed 
t h a t  t h i s  could be q u i t e  r e a l i s t i c .  
The primary r e s u l t  of Chapter V was t h e  development which l e d  t o  
t h e  numerical technique generalized a t  t h e  end of t h e  chapter.  This 
provides an area  f o r  f u t u r e  research.  The geometrical approach t o  the  
reachable s e t  ca lcu la t ion  shows some promise of leading t o  new r e s u l t s  
concerning proper t ies  of these  s e t s  and possibly closed-form expressions 
of t h e i r  boundaries. 
The r e s u l t s  of Chapter 111, though t angen t i a l  t o  t h e  main ab jec t  
of t h e  t h e s i s ,  a r e  considered t o  be of t h e o r e t i c a l  importance. This 
ma te r i a l  involved a new concept; t h a t  of allowing t h e  Liapunov funct ion 
t o  decrease i n  a non-monotone fashion.  This idea  is  i n t e r e s t i n g  i n  
t h a t  it o f f e r s  a p r a c t i c a l  a l t e r n a t i v e  t o  asymptotic s t a b i l i t y .  The 
design example i l l u s t r a t e d  t h e  u t i l i t y  of t h e  concept and suggests two 
a reas  f o r  f u t u r e  research.  The f a c t  t h a t  t h e  a c t u a l  Liapunov function 
of t h e  o r i g i n a l  system was monotonic nonincreasing implies t h a t  per- 
haps t h i s  could be guaranteed a n a l y t i c a l i y .  Secondly, the re  i s  a need 
t o  simplify t h e  associa ted  algebra required t o  guarantee pos i t ive  r e a l -  
ness  of t h e  augmented t r a n s f e r  funct ion G 1 ( S ) .  
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