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  )CIB ARA( TC ARTSB A SISEHT
  روحةـــطة الأــــــــخلاص
 
 الاسى: ْـٍـزـى  حــســٍ  ْــبسٌٔ  صــبنح
 انؼُٕاٌ: انحم الأيزم نخٕصٌغ انمُٕاث ٔانطبلت فً َطبق أَظًت انخشدداث انؼبيٕدٌت انًخؼذدة
 انذسجت: يبجسخٍش فً انؼهٕو
 انخخصص: ُْذست انُظى
 انخبسٌخ:  2201دٌسًبش 
انبٍبَبث بٍٍ أجٓضة  ، أصبحج غشٌمت ٔسشػت َمم انخذيبث انلاسهكٍت يسخخذيًيغ انضٌبدة انكبٍشة فً ػذد 
يطهبب ْبيب. َطبق أَظًت انخشدداث انؼبيٕدٌت  انبٍبَبث يزم انٕٓائٍبثْزِ سخمببل إسسبل ٔإانًسخخذيٍٍ ٔيصذس 
 نً نخحمٍك لذساث إسخؼببٍت ػبنٍت فً َمم بٍبَبث الأَظًت انخهٌٕت ٔانلاسهكٍت. انلاسهكٍت ًْ حمٍُت ٔاػذِ فً انؼصش انحب
انحم الأيزم نٓزِ الأَظًت ػُذيب ٌخى حخصٍص ٔحٕصٌغ انمُٕاث نهًسخخذيٍٍ ببنطبلت انًُبسبت نعًبٌ َمم انبٍبَبث 
انًؼبدلاث ٔ انبشايج. انُٕع بشكم سهس ٔسٓم. انًؼبدلاث ٔانبشايج انخً حًزم ْزِ الأَظًت ػببسة ػٍ َٕػٍٍ يٍ 
الأٔل ٌسًى انبشَبيج انلاخطً ٌٔحخٕي ػهى يؼبدلاث لاخطٍت ايب انبشَبيج انزبًَ ٌسًى انبشَبيج انؼذدي انصحٍح 
 انًؼبدلاث انلاخطٍت ٔاظح ٔسٓم ٔيغ رنكشَبيج بن الأيزم . انحمأٌحخٕي ػهى يخغٍشاث ػذدٌت إيب صفشا أ ٔاحذ
 غبلت انمُٕاث بطبلت يؼٍُت حؤرش ػهىنهًسخخذيٍٍ  مُٕاثانبؼط صؼٕبت ػُذيب ٌخى حؼٍٍٍ حصبح أكزش  ْزِ الأَظًت فئٌ
ششغ ٌسًى انششغ الإَصبفً فً  ٔظغحى سخمببل انبٍبَبث. نزنك خشٌٍ فً إسسبل ٔإًسخخذيٍٍ اَنًخصصت نها
 صؼٕبت خبصت إرا كبٌ ػذدت يغ ْزا انششغ ًْ أكزش انُبحج لأَظًتا .اسخمببل ٔاسسبل انبٍبَبث ػٍ غشٌك ْزِ انمُٕاث
نزنك حخؼبيم ْزِ الأغشٔحت فً اسخغلال خصبئص الأَظًت انلاخطٍت ٔحم ْزِ . جذا انمُٕاث ٔانًسخخذيٍٍ كبٍشة
الأَظًت بئسخخذاو انبحذ انخطً فً يخغٍش ٔاحذ ٔانخً ًٌكٍ حهٓب فً ٔلج لصٍش جذا. ٔلذ ٌؤدي ششغ الإَصبف انى 
ػذو ٔجٕد انطبلت انكبفٍت نخضٌٔذ ْزِ انمُٕاث لإسخٍفبء ْزا انششغ. فً ْزِ  ػذو ٔجٕد حم أيزم نٓزِ الأَظًت بسبب
الأغشٔحّ أٌعب حى حمذٌى حم نًزم ْزِ انحبلاث بئػبدِ صٍبغّ ٔبُبء ْزِ انبشايج ٔانًؼبدلاث. ٔأخٍشا حى حمذٌى احذ 
بؼشض  غشٔحتالأ خًجخٔيحبكبة حبشٌذ جضٌئبث انًٕاد  خٕاسصيٍتالأسبنٍب انؼصشٌت فً حم ْزِ الأَظًت ٌذػى ب
 مذٌى حٕصٍبث ٔ يمخشحبث نهبحٕد انًسخمبهٍت فً ْزا انًجبل.بؼط الأيزهت ٔح
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Chapter 1  
INTRODUCTION 
 
1.1 INTRODUCTION 
Wireless communications for a long time ago has been associated with cellular telephony 
networks. In 1970s, the cellular network was introduced and enabled the wireless 
communications using a limited frequency for mobile users within a specific area [1].  
 
Mobile communication is one of the most creative and valuable innovations, evolving the 
need of wireless connectivity in all kinds of environmental applications in the twentieth 
century. Future wireless communications are expected to be flexible and reliable enough 
for providing the digital data transferring services with satisfying the needs of different 
applications. Nowadays [2], many applications use wireless communication for 
transmitting digital data over a radio wave such as cellular phones, internet networks at 
homes, and private networks at work … etc. There are many types of transferring data 
wirelessly such as follows single carrier system, Wideband Code Division Multiple 
Access (WCDMA) network system, Orthogonal Frequency Division Multiplexing 
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(OFDM) wireless network system, Orthogonal Frequency Division Multiple Access 
(OFDMA) wireless network system, and Universal Mobile Telecommunications Systems 
(UMTS). One of the important factors that affect the wireless communication is the rates 
of transferring the data over the radio wave.  
 
In particular, OFDMA is considered by most of the mentioned types of wireless 
communication systems for the future as a promising solution to meet the QoS 
requirements. OFDMA has been introduced as a multiple access scheme for achieving 
high data rates and it is one of the important candidates for the next generation of 
communication systems due to many advantages such as its capability for exploiting the 
frequency diversity in a multiple user (MU) environment. Basically, in OFDMA, the 
frequency band is divided into a large number of small narrow-bands called subcarriers, 
simultaneously with a certain amount of power, to users in order to transmit information 
[3], [4].   
 
The foremost objective for the network operators, for communication network systems, is 
to provide fair services with Quality of Service (QoS) requirements for each subscriber. 
Identifying the performance limits of power and subcarrier allocation with the objective 
of satisfying all users QoS requirements is therefore a challenging problem [5].  
 
The network operators today seem to have selected that OFDM and OFDMA offer many 
advantages for transferring data wirelessly than other types, because of the standard 
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process features and their capability of exploiting multi-path fading, it becomes more 
significant with the increase in the number of subcarriers, to improve the performance of 
the network systems. It has been shown that dynamic allocation of subcarriers to different 
users by utilizing the knowledge of subcarrier conditions can significantly improve the 
system performance [6].  
 
In practice, to optimize the overall system performance, allocating the right amount of 
power to each subcarrier and allocating those subcarriers to K users can be formulated 
and modeled as a combinatorial optimization problem whose the objective function and 
the constraints can be determined based on the nature of the network conditions and 
specifications. The common objective is to optimize the total capacity of the system for 
all users in the communication network.  
 
The numbers of aspects that cover OFDM and OFDMA [7, 8], of course, very huge and 
only two aspects of them, power allocation and subcarrier allocation, are discussed in this 
thesis. 
 
In this inductor chapter 1, the problem is stated and well defined in section 1.2 followed 
by thesis organization in section 1.3. 
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1.2 PROBLEM STATEMENT 
OFDM divides bandwidth into N subcarriers to be allocated, simultaneously with needed 
power P, to different K users.  Consequently, selecting subcarriers to be allocated for 
each user and assigning the right amount of power for each subcarrier is a combinatorial 
optimization problem. 
 
For wireless network operators, identifying the best allocation of subcarriers to users with 
the right amount of power and capacity for each subcarrier are the main bottlenecks for 
achieving good performance in the network system. In most wireless communication 
systems, different users need different rates of transferring data by allowing users to 
subscribe to different levels of services which they can choose from. The amount of 
allocated capacity for each user in the system is usually proportional to the subscribed 
service level and is considered as part of Quality of Service (QoS) requirements. A 
constraint has been introduced and known as the proportional rate constraint, also known 
as the fairness constraint to ensure that the level of subscribing service required to each 
user is met in the problem of power and subcarrier allocation for OFDMA systems. 
 
The problem of subcarrier and power allocations for MU-OFDMA system consists of two 
types of mathematical programs, both maximizing the system throughput and satisfy the 
constraints of fairness and the total available power. The first type that deals with the 
power allocations can be formulated as a Nonlinear Programming model while the 
second type that deals with the subcarrier allocations can be formulated as an Integer 
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Programming model. The optimal solution for this problem, combined both integer and 
nonlinear programming in one model, is generally hard to obtain.  
 
The objective of this thesis is to construct a general comprehensive framework for the 
problem of power and subcarrier allocations for OFDMA systems under fairness 
constraints. In this thesis, we tackle the Nonlinear Programming problem first to find the 
optimal distributed power for subcarriers and then we study the Integer Programming 
problem to find the optimal allocations of subcarriers to users using Simulated 
Annealing. 
 
User 1
T
h
ro
u
g
h
p
u
t
Subcarrier No.
User 2
User 3
1
1
2
2
3
3
 
Figure ‎1-1 System Model 
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1.3 CONTENTS AND CONTRIBUTION OF THE THESIS 
This thesis consists of five chapters, whose contents are briefly described in this section.  
In this chapter, the introduction is addressed in order to provide some insights into the 
overall problem of maximizing the total capacity of the system, the nature of the problem, 
the components of the optimization problem, and the objectives of the thesis. 
 
In Chapter 2, we present the general problem of the power and subcarrier allocation and 
we discuss the previous studies on relevant work. Firstly, we describe the general 
formulation of the power and subcarrier allocation that has been introduced in the 
literature. Further we discuss the previous studies that attempted to tackle and solve the 
problem. 
 
In Chapter 3, we study the power allocation problem considering the fairness constraints. 
First, we apply the Karush-Kuhn-Tucker optimality conditions on the model. Next, we 
exploit the properties of the power allocation problem under fairness constraints using 
Karush-Kuhn-Tucker optimality conditions. In addition, we provide a new formulation 
where we relax fairness constraints using a controlled tolerance. 
 
In Chapter 4, we present the power and subcarrier allocation with focus on subcarrier 
allocation. First, we introduce the power and subcarrier allocation model. Then, we 
introduce the Simulated Annealing heuristics. Later in this chapter we provide numerical 
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examples and comparing the outcomes of the Simulated Annealing with the outcomes of 
the optimization software package LINGO 12.  
 
In Chapter 5, we summarize the contributions of this thesis and present directions for 
future study. 
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Chapter 2  
BACKGROUND AND RELATED WORK 
 
2.1 BACKGROUND 
In this chapter, the general mathematical program of the power and subcarrier allocations 
and a review of relevant previous work are presented.  
 
Mathematical programming is a modeling technique for decision-making problems. In 
decision-making, identifying the possible decision to be taken leads to define the decision 
variables for the problem; which are the parameters whose values can be controlled and 
affect the system performance, one of the important properties of a decision variable.  
Then after defining the variables of the problem, this leads to define a value character that 
optimizes the objective of the problem, in other words, measures of effectiveness of the 
systems. The nature of the problem can be represented as a set of constraints that bounds 
the feasible region of the solution. 
  
 
 9 
 
 
Through this thesis, we will refer to the form of mathematical program as the standard 
form as follows: 
                    ( ) 
                       ( )    
         ( )    
where the objective function to be minimized or maximized is   ( ),   ( )   
          are the inequality constraints to the problem and   ( )             are 
the equality constraints to the problem, and         are the number of the constraints for 
the inequalities and the equalities, respectively. 
 
Clearly, the decision variables that affect the system performance in the power and 
subcarrier allocation problem are the following: 
    {
                                        
           
 
                                                             
 
The mathematical formulation of the power and subcarrier allocation has been introduced 
in different ways. Most of the studies in the literature address the same problem with 
relaxing in some constraints. In this thesis, we address the general mathematical program 
for the optimization problem including the fairness constraints. 
The general mathematical formulation of the optimization problem of power and 
subcarrier allocations with typical constraints is described as follows: 
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1 - The objective function of the model 
The objective function represents the total capacity of the system. Each user has a 
capacity which can be represented as  
 
   ∑        (        )
   ( )
            
 
The function to be optimized is the sum of all capacities of all users in order to maximize 
the total capacity of the OFDMA system and it can be presented as follow 
         ∑ ∑        (        )
   ( )
 
   
 (‎2.1) 
where 
               K     is the number of users 
              N(k)   is the set of sub-carriers assigned to user k,      k = 1,2,…,K 
           PTotal      is the total available power 
             pk,n      is the power allocated to user k on the subcarrier n 
           Hk,n       is the channel power gain for user k in subcarrier n 
            ρk,n      
 
1 if subcarrier n is used by user k 
0 otherwise 
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2 - The constraints of the model 
The problem has four types of constraints that bound the feasible region of the solution. 
These are the following: 
1. The total power constraint; the total power should not exceed the available power 
and it can be represented as follow 
 ∑ ∑    
   ( )
 
   
         (‎2.2) 
 
where  PTotal  is the total available bandwidth and power. It is a straight forward to 
show that this constant is satisfied as equality at an optimal solution. In practice, 
the PTotal is known in advance. 
 
2. The constraint that related to each subcarrier. It is assumed that each subcarrier 
can only be assigned to one user and it can be represented as follow  
 ∑                  
 
    
 (‎2.3) 
 
3. The set of fairness constraints; the proportional rate constraint that has to be met 
in order to satisfy the QoS requirements of each user and it can be represented as 
follow  
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                       (‎2.4) 
             and it shows the proportional fairness among the users, where    is the total  
             capacity of user k and             is a set of predetermined proportionality  
            constants where 
    ∑        (        )
   ( )
  (‎2.5) 
           
          In order to measure the proportional fairness among users, many researchers in the     
          previous studies introduced an index called the fairness index. It can be defined as  
         follows 
   
(∑   
 
    )
 
 ∑    
 
    
 (‎2.6) 
        
          takes a maximum value of 1 in case of which all users would achieve   
         the same rate of transferring data to satisfy the QoS requirements for each user. 
 
4. The set of non-negativity constraint; the allocated power to each subcarrier must 
be nonnegative in order to satisfy the total power constraint. 
                       (‎2.7) 
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In other words, the standard form of the optimization problem of power and subcarrier 
allocation is shown in Figure 2-1.  
 
 
Figure ‎2-1 The power and subcarrier allocation optimization model 
 
 
 
 14 
 
 
2.2 FOCUSED RELATED WORK 
We divide the previous studies into two main categories. The researchers of the first 
category tackle the power allocation model while the researchers of the second category 
tackle the power and subcarrier allocation model simultaneously. 
 
The first category, many researchers studied the problem of power allocation by 
assuming different assumption to simplify the problem. The description for this category 
as follow: 
 
The study in [9], the authors used water-filling policy to distribute power over the 
subcarriers in order to maximize the data rate of a multiuser OFDM system. In addition, 
they found that found that the data rate of a multiuser OFDM system is maximized when 
each subcarrier is assigned to only one user with the best channel gain for that subcarrier 
under the assumption that a subcarrier can be shared among users. 
 
The study in [10], the authors assumed in this study the perfect subcarrier state 
information at the transmitter and the receivers. They allocate the minimum required 
power for all subcarriers first and then tried to distribute the excess power in order to 
maximize the total system. In other words, they used a multi-level water-filling policy.  
 
The study in [11], the authors introduced the fairness constraints in the power allocation 
model and tried to optimize the objective function and satisfy the fairness constraints 
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using water-filling. Also, they proposed an algorithm by distributing first the power 
equally to all subcarriers and then allocate those subcarriers and then again redistribute 
the powers. Moreover, their algorithm achieved 95% of the optimal capacity in a two user 
system.  
 
The study in [12], the authors proposed two types of algorithms. The first algorithm used 
quantized channel-to-noise ratio (CNR) to maximize the throughput while the second 
tried to let the receiver of data decides the constellation to be used in each subcarrier and 
sends back only the rate allocation vector to the transmitter. Moreover, both algorithms 
achieve signiﬁcant efﬁciency gain have lower feedback requirements.  
 
The study in [13], the authors proposed an iterative methods for power allocation with 
fairness constraints model. The algorithm distributed the power equal first and then 
allocated all subcarriers and then again tried to distribute the powers to subcarriers in 
order to satisfy the fairness constraints. The proposed algorithm provided a near optimal 
power for more than 98% of the minimum capacity requirements of each user. 
 
The study in [14], the authors proposed an iterative algorithm that calculates the powers 
needed for each subcarrier for any given subcarrier allocation. Moreover, the proposed 
iterative algorithm achieved fairness constraints satisfaction. 
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The second category, many researchers studied the problem of power and subcarrier 
allocation by assuming different assumption to simplify the problem. The description for 
this category as follow: 
 
The study in [15], the authors assumed the perfect channel information and derived a 
multiuser convex optimization problem in order to obtain an optimal allocation of 
subcarriers by proposing adaptive subcarrier allocation algorithm. 
 
The study in [16], the authors assumed the knowledge of the instantaneous channel gains 
for all users and proposed an algorithm in order to optimize the total transmit power. The 
algorithm assigns each user a set of subcarriers and then determines the number of bits of 
the transmitted power for each subcarrier. 
 
The study in [17], the authors proposed a non-iterative method that is made possible by 
relaxation of strict user rate proportionality constraints and this method waives the 
restriction of high subchannel SNR, has significantly lower complexity, and showed that 
in simulation study, the method yields higher user data rates. 
 
The study in [18], the authors proposed a subcarrier allocation algorithm that gives fair 
allocation of capacity to users with diﬀerent subcarrier and the characteristics of the 
traﬃc.  
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The study in [19], the authors proposed an algorithm in order to maximize the overall rate 
while achieving proportional fairness amongst users under a total power constraint.  The 
proposed algorithm performed joint subcarrier and power allocation.  
 
The study in [20], the authors proposed joint subcarrier and power allocation while 
allowing multiple users to share and use a single OFDM subcarrier. The algorithm tried 
to optimize the power allocation first and tried to allocate subcarriers. 
 
The study in [21], the authors proposed an adaptive algorithm for power and subcarrier 
allocation in order to maximize the transmission data rate while satisfying total power 
constraint and a certain bit error rate (BER) requirement. The proposed algorithm 
performs two steps. The first step is the allocation of subcarriers and power alternately 
and the second step is the residual resource distribution. 
 
The study in [22], the authors studied the sum throughput that maximize the total transmit 
power using water filling for power allocation model in order to satisfy the fairness 
constraints in different subcarriers parameters. 
 
The study in [23], the authors studied the performance of low complexity adaptive 
resource allocation in the downlink of OFDMA systems with fixed or variable rate 
requirements putting fairness constraints into consideration. Moreover, the authors 
 18 
 
 
proposed an algorithm for maximizing the total throughput while maintaining rate 
proportionality among the users and showed that it is achieved the requirements.  
 
In summary [11]-[24], the authors considered the proportional fairness constraint in the 
optimization problem. Many authors reduced the optimization problem to the subcarrier 
allocation problem by assuming that the power for each subcarrier is equal and proposed 
an iterative algorithm in order to satisfy the proportional rate constraint. Similarly, many 
authors discussed the subcarrier and power allocation by optimizing a user’s power 
allocation, using waterfilling technique, after allocated a subcarrier for each user, in order 
to maintain the power allocated to other subcarriers to optimize the total capacity.  
 
In addition, many authors proposed an algorithm and simplified the problem by assuming 
that the number of the allocated subcarriers for each user depends on the proportional 
ratio. Also, many authors utilized the same assumption depends on the gain variance for 
the allocated subcarriers to users and proposed an iterative algorithm in attempting to get 
the optimal solution for this type of problem.  
 
Some authors in many studies proposed a method that assumes high and comparable 
subcarriers gains across the system bandwidth to find the power allocation for a given 
subcarriers distribution while other studies focused on satisfying the fairness constraint 
by assuming the power is distributed uniformly to the subcarriers and then proposed an 
iterative algorithm to find the power allocation for each user in order to satisfy the 
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fairness constraints. Unmistakably, uniform distribution of powers among subcarriers 
yields to less quality of the solution.  
 
The study in [24], attempted and tackled the problem differently using one of the 
evolutionary optimization techniques called genetic algorithm (GA).  
 
This thesis tackles power allocations first by providing an algorithm to obtain the optimal 
power distribution for subcarriers and then using these as a sub routine to obtain the 
optimal subcarrier allocations for each user.   
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Chapter 3  
THE POWER ALLOCATION MODEL 
 
3.1 INTRODUCTION 
In this chapter, we introduce the nonlinear model for the problem by assuming that sub-
carrier allocations are known in advance for each user. Also, we exploit the properties of 
the problem using Karush-Kuhn-Tucker (KKT) optimality condition and reduced the 
optimization problem to a line search problem that can be solved in a very short time. 
However, the fairness constraints may result in an infeasible problem if the total power 
available for allocation is not sufficiently large. So, we provide a condition in order to 
make sure that the available power is sufficiently enough to obtain a feasible and optimal 
solution to the optimization problem.  
In addition, we provide a condition for having feasible problem in case of not sufficient 
total power.  Therefore, we propose a new formulation where we relax the fairness 
conditions using controlled tolerance. 
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3.2 MODEL I: POWER ALLOCATION PROBLEM WITH FAIRNESS 
CONSTRAINTS 
This model’s objective is to maximize the total capacity of the OFDMA system, i.e. the 
capacity for each user, without compromising the fairness condition in order to satisfy the 
QoS requirements for each user. This means that the problem is to find and obtain the 
power allocation to subcarriers in such a way the total capacity of all users is maximized. 
In other words, the weighted total power assigned to each user is the same for all users in 
the system.  
So, we refer to these conditions as the “fairness” constraints and they are given as follows 
∑     (        )
 ( )
   
  
 
∑     (        )
 ( )
   
  
  
 
∑     (        )   ( )
  
 
    (‎3.1) 
 
Clearly, the decision variable that affects the system performance in the power allocation 
problem is 
                                                             
and to simplify the description and the presentation of this problem without any loss of 
generality, we assume that the subcarriers assigned to a user are labeled in a descending 
order of the gains, i.e.  Hk,n-1 ≥ Hk,n,    ( ), 1 ≤ k ≤ K.  
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The Nonlinear Program for the power allocation model is described as follows: 
1 – The objective function for Model I 
As mentioned earlier in this chapter, the function to be optimized is the total capacity of 
the systems. In other words, it means the objective of this model is to maximize the 
capacity of each user and the objective function can be represented as follow 
         ∑ ∑     (        )
   ( )
 
   
 (‎3.2) 
where 
               K     is the number of users 
              N(k)   is the set of sub-carriers assigned to user k,      k = 1,2,…,K 
           PTotal      is the total available power 
             pk,n      is the power allocated to user k on the subcarrier n 
           Hk,n       is the channel power gain for user k in subcarrier n 
 
It is noticeable that the objective function of the model is a logarithmic function; that is a 
concave function.  
 
2 – The constraints for Model I 
The problem has four types of constraints that bound the feasible region of the solution. 
These are the following: 
1. The total power constraint; the total power should not exceed available power. 
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 ∑ ∑    
   ( )
 
   
           (‎3.3) 
where  PTotal  is the total available bandwidth and power. It is a straight forward to 
show that this constant is satisfied as equality at an optimal solution. In practice, 
the PTotal is known in advance. 
 
2. The set of fairness constraints; in order to simplify the (3.2), we modify the 
original representation of the constraints by equating each fairness constraint for 
each user to a variable Y to simplify the analysis of the KKT conditions and link 
all the fairness constraints to a common variable. In other words, variable Y has a 
value that insures each user received the same weighted amount of power 
distributed to subcarriers. The fairness constraints can be represented and 
modeled as follows where Y is a variable to be determined 
 
 
  
∑     (        )
   ( )
                  (‎3.4) 
              
3. The set of non-negativity constraints; the allocated power to each subcarrier must 
be nonnegative in order to satisfy the total power constraint in the systems as we 
defined earlier and the non-negativity constraints can be represented and modeled 
as follow 
                         (‎3.5) 
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In other words, the complete and the standard form of the optimization problem of power 
allocation is shown in Figure 3-1.  
 
 
Figure ‎3-1 The power allocation optimization model 
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3.2.1 KKT OPTIMALITY CONDITIONS ANALYSIS FOR MODEL I 
As mentioned earlier in this thesis, we use KKT conditions [26-28] to exploit the 
properties of the power allocation model. Applying the KKT conditions to the model, we 
get the following  
 
 
   
        
 
  
  
   
        
              ( )            (‎3.6) 
where 
π is the dual variable corresponding to constraints (3.3) 
µk are the dual variables corresponding to (3.4),    ( ),    1 ≤ k ≤ K 
λk,n are the dual variables corresponding to (3.5),    ( ),   1 ≤ k ≤ K.   
 
In addition to that, the sum of the corresponding dual variables to (3.4) must be equal to 
zero and it can be written as follow 
 ∑     
 
   
 (‎3.7) 
 
Moreover, the complementary slackness of the power allocation model can be repressed 
and modeled as follow  
                      ( )          
 
(‎3.8) 
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For simplicity, we will temporarily assume that pk,n> 0,    ( ),1 ≤ k ≤ K. 
Consequently, the dual variables λk,n = 0 for    ( ),1 ≤ k ≤ K, and the (3.6) can be 
simplified as follows  
 
   
        
 
   
     
          ( )               (‎3.9) 
 
Subsequently, the (3.9) can be rearranged for each user and obtain the following result 
that shows the relationship between subcarriers for the same user, the result equations can 
be represented as follows 
 
   
        
 
    
          
          ( )                          (‎3.10) 
 
Consequently, for a given user, if the power allocated to some subcarrier is known; the 
powers allocated to all other subcarriers assigned to this user can be easily determined 
using the equations (3.10).  Besides, The previous assumption that the subcarrier powers 
(pk,n > 0) are strictly positive may be a practical necessity. This is because of assigning 
subcarriers to K users then allocating them zero power is most likely to be unacceptable 
for wireless network operators. 
 
Using the equations (3.10) and making   
  is the label of the subcarrier with the least gain 
assigned to a user, we can write the following interpretation;  
 27 
 
 
         (             )
   
      
     ( )       (‎3.11) 
 
Subsequently, the equations (3.4) can be rewritten and modeled with some simplification 
as follow 
    
  ( ) 
  
    (             )          (‎3.12) 
where 
    
 
  
∑     (
   
      
)
   ( )
  
 
Subsequently, by modifying and rearranging the terms of the equations (3.12), we obtain 
the amount of power the must be allocated for the subcarrier that has least gain assigned 
to a user; 
        
 (    )     ( )   
      
       (‎3.13) 
 
Furthermore, we know that the fairness constraints for all users are equal Y. So, using the 
equations (3.12), for instance choosing any two users                 , 
    
  ( ) 
  
    (             )    and    
  ( ) 
  
    (             )   , 
respectively. Consequently, we obtain the following observation 
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  ( ) 
  
    (             )     
  ( ) 
  
    (             )  
        
(‎3.14) 
 
Hence, having some knowledge of the power allocated to a subcarrier of least gain of a 
user can be used to find and obtain the power of the least gain subcarrier for any other 
user. This observation along with that made after (3.10) implies that given the power 
allocation to any subcarrier of any user will result in the solution of the problem on hand.  
 
In fact, before simplifying the (3.3), we notice that from (3.10) we can obtain the 
following result  
            
 
    
  
 
 
   
          ( ),       (‎3.15) 
     
which implies that                  ( ). In other words, having some knowledge 
of power for a least gain subcarrier for a user leads to find the allocated powers for other 
subcarriers. 
 
Subsequently, we substitute the equation (3.13) and the equation (3.15) into the equation 
(3.3) in order to obtain the following result    
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  ( ) 
      
( (    )     ( )   )
 
   
 ∑   
 
   
              
(‎3.16) 
where 
    ∑ (
 
      
 
 
   
)
   ( )
  
 
 
The (3.12) implies that           *  +. This lower bound on Y has some 
significance. The smaller the least subcarrier gain relative to other subcarrier of the user 
k, the higher is βk. Similarly, the smaller γk, the higher is βk. So, the lower bound signifies 
the subcarrier with most variation between the least gain and the rest of the gains with the 
smaller weight.  
 
After that, we address the question, what is the least value of PTotal that insures each sub-
carrier has strictly positive power and at the same time the fairness constraints are 
satisfied? From the equation (3.16), the least total power is that where Y is equal to its 
lower bound.   
Suppose that           *  +     for some user t.  From the equation (3.13), if the 
maximum of    is equal to    , then we can conclude that Pt,N(t) = 0. In other words, the 
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least total power needed to have a feasible solution to the power allocation problem is 
given by the following observation  
        ∑
  ( ) 
   ( )
( (     )     ( )   )
 
   
 ∑   
 
   
 (‎3.17) 
If PTotal < Pleast, the optimization problem is tend to be infeasible since the fairness 
constraints cannot be satisfied with positive power allocation for the subcarriers. Hence, 
we proposed an algorithm based on the finding results of applying KKT optimality 
conditions to the power allocation model and also propose a method for  
 
3.2.2 THE PROPOSED ALGORITHM FOR MODEL I 
Based on the finding of applying the KKT optimality conditions to the model, the 
proposed algorithm can be presented as follows: 
Step 1: Compute the value of Y using (3.16), note that the term before the last in (3.16) is 
the sum of increasing functions; hence it is logarithmic function and a unique solution 
exists. One of many approaches to solve (3.16) is using a bisection search method. For 
the bisection search method, the range of Y where the solution of (3.16) exists is needed 
and this range is given by the following 
    
     
*  +       
     
{    (           )   } (‎3.18) 
in this step, we will get the value of Y which represents the proportional fairness for each 
user.   
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Step 2: Compute        for each user k,       using (3.13). In this step, we will 
obtain the allocated powers for a smallest gain subcarrier for each user.   
 
Step 3: Compute      for each user k,       using (3.15). In this step, we will 
obtain the allocated powers for all subcarriers. 
 
3.2.3 POWER LEVELS FOR OFDMA SYSTEMS 
In this section of the thesis, we consider the case where the powers assigned to 
subcarriers,    , are allowed to get value of zeros or in other words, receive no powers.  
If PTotal is smaller than Pleast that has been introduced in equation (3.17), some 
subcarrier(s) will receive no power or get value of zero. Subsequently, as PTotal gets 
smaller and smaller, additional subcarriers belong to different users will have no power or 
get value of zero. 
 
Moreover, the next step is to figure out the levels of PTotal that cause subcarrier powers to 
disappear. These levels are governed by the value of the maximum β. Subsequently, the 
calculation of βk depends on the gain of the subcarrier which has the least gain assigned 
to the user. When these subcarriers receive no power, they are removed from the user’s 
list of subcarriers and consequently a new value of βk is calculated and a new value for 
maximum β is generated to be considered as a reference for the next step.  
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In order to compute the levels of the total power, we set and generalize the definition of β 
as follows; 
Let   
  
 
  
∑     (
   
   
)          ( )      .  
The above definition is needed for accommodating the case where some low gain 
subcarriers have been removed from the user’s subcarriers list.  In similar manner, we set 
and generalize the definition of αk as follows;
 
   
  ∑ (
 
   
 
 
   
)
 
   
  
 
In order to find the total power levels, we implement the following steps; 
Step 1: Compute   
  for each user k, and all m, where m = 1,2, …, N. 
             Note: There are ∑  ( )       of these quantities. 
In this step, we calculate the values of   for each user in order to identify the maximum 
value to be considered as a reference for the followed steps. 
   
Step 2: Arrange these quantities in descending order.  Suppose that the resulting 
sequence is  ( )  ( )    ( )    ( ). The subscript (t) refers to some user kt, and some 
subcarrier mt. 
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Step 3: For each of these   values, identify which subcarrier will receive no power or get 
value of zero. Then, remove it from the list of subcarriers of the corresponding user k. 
M(k) be the remaining number of channels for user k.  
 
Step 4: Compute for t =1,2,…, ∑  ( )     
 ( )  ∑
  ( ) 
   ( )
( ( ( )   
 ( )
)    ( )   )
 
   
 ∑   
 ( )
 
   
 
These values are levels of the total power where additional subcarriers are removed for 
users K lists.  
The complete solution of the problem is as follows: 
1. If PTotal ≥ Pleast, solve the line search problem described earlier. 
2. If P(t)>PTotal ≥ P(t+1), determine the which subcarriers are still active, M(k), 
generated in Step 3, then solve the line search problem described earlier. 
As an example, assuming that K = 3 and N = 12, the first user has subcarriers (1 to 4), the 
second user has subcarriers (5 to 8), and the third user has subcarriers (9 to 12), gammas 
are 1, 4, and 3, respectively. The gain matrix H as follow: 
   [
                                                            
                                                            
                                                            
]
 
Assuming that the available total power is sufficiently small. Then, applying the previous 
method to identify which subcarrier will be removed from the user's list. We obtained the 
result that is shown in Table (3-1). 
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Table ‎3-1 Removing order of Subcarriers 
t   User Subcarrier 
1 0.7729 3 9 
2 0.3256 3 10 
3 0.3208 1 4 
4 0.0789 3 11 
5 0.0436 2 7 
6 0.0342 1 1 
7 0.0303 1 3 
8 0.0255 2 8 
9 0.0078 2 5 
 
 
3.2.4 NUMERICAL EXAMPLE 1 FOR POWER ALLOCATION PROBLEM 
USING THE PROPOSED ALGORITHM (SMALL PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 4 users and 8 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
we code the proposed algorithm in MATLAB to solve the power allocation problem. The 
data and the result are shown in Table (3-2). 
   
   [
                
                
            
               
] 
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Gammas (the proportional constants) for 4 users = [1.0000    0.3365    0.3411    0.9821], 
respectively. 
 
            [
        
        
        
        
] 
 
Table ‎3-2 Results of the proposed algorithm (small problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
1 (4 vs. 8) 53.9613 0.004287 1 
 
 
3.2.5 NUMERICAL EXAMPLE 2 FOR POWER ALLOCATION PROBLEM 
USING THE PROPOSED ALGORITHM (MEDIUM PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 6 users and 16 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
we code the proposed algorithm in MATLAB to solve the power allocation problem. The 
data and the result are shown in Table (3-3).  
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Gammas = [1.0000    0.6437    1.0131    1.6499    0.6709    0.3185], respectively. 
 
             
[
 
 
 
 
 
                
                
                
                
                
                ]
 
 
 
 
 
 
 
Table ‎3-3 Results of the proposed algorithm (medium problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
2 (6 vs. 16) 93.6519 0.014346 1 
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3.2.6 NUMERICAL EXAMPLE 3 FOR POWER ALLOCATION PROBLEM 
USING THE PROPOSED ALGORITHM (LARGE PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 10 users and 64 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
we code the proposed algorithm in MATLAB to solve the power allocation problem. The 
data and the result are shown in Table (3-4).  
 
Table ‎3-4 Results of the proposed algorithm (large problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
3 (10 vs. 64) 250.4039 0.114348 1 
 
In this example 3 along with examples 1 and 2, we notice that the fairness index has a 
value of 1; which means that the Qos requirements for each user in the system are 
satisfied. The complete results for the previous examples are shown in Table (3-5) and 
the computational times are shown in Figure (3-2), in all the three examples, we can 
notice the computational times didn't exceed 1 second. 
Table ‎3-5 Result of proposed algorithm for power allocation problem 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
1 (4 vs. 8) 53.9613 0.004287 1 
2 (6 vs. 16) 93.6519 0.014346 1 
3 (10 vs. 64) 250.4039 0.114348 1 
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Figure ‎3-2 Computational Time for the problem using the proposed algorithm 
 
 
3.2.7 NUMERICAL EXAMPLE 4 FOR POWER ALLOCATION PROBLEM 
USING LINGO 12 (SMALL PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 4 users and 8 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
we code the mathematical formulation of the power allocation problem using LINGO 12 
to solve the problem. The data and the result are shown in Table (3-6). 
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   [
                
                
            
               
] 
 
Gammas (the proportional constants) for 4 users = [1.0000    0.3365    0.3411    0.9821], 
respectively. 
            [
        
        
        
        
] 
 
Table ‎3-6 Results of LINGO 12 for power allocation (small problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
1 (4 vs. 8) 53.9613 1.235 1 
 
 
3.2.8 NUMERICAL EXAMPLE 5 FOR POWER ALLOCATION PROBLEM 
USING LINGO 12 (MEDIUM PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 6 users and 16 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
we code the mathematical formulation of the power allocation problem using LINGO 12 
to solve the problem. The data and the result are shown in Table (3-7).  
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Gammas = [1.0000    0.6437    1.0131    1.6499    0.6709    0.3185], respectively. 
 
             
[
 
 
 
 
 
                
                
                
                
                
                ]
 
 
 
 
 
 
 
Table ‎3-7 Results of LINGO 12 for power allocation (medium problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
2 (6 vs. 16) 93.6519 3.471 1 
 
 
3.2.9 NUMERICAL EXAMPLE 6 FOR POWER ALLOCATION PROBLEM 
USING LINGO 12 (LARGE PROBLEM) 
The H gain matrix (users vs. subcarriers) is given for 10 users and 64 subcarriers for 
problem. Moreover, the total power is 10. We would like to maximize the total capacity 
of the OFDMA system such that the fairness constraints are achieved. In this example, 
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we code the mathematical formulation of the power allocation problem using LINGO 12 
to solve the problem. The data and the result are shown in Table (3-8).  
 
Table ‎3-8 Results of LINGO 12 for power allocation (large problem) 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
3 (10 vs. 64) 250.4039 7.269 1 
 
In this example 4 along with examples 5 and 26, we notice that the fairness index has a 
value of 1; which means that the Qos requirements for each user in the system are 
satisfied while we notice also that the computational time increases when the number of 
users and subcarriers are increase as shown in Figure (3-3). The complete results for the 
previous examples are shown in Table (3-9). 
 
Table ‎3-9 Results of LINGO 12 for power allocation 
Problem  (users vs subcarriers) Total Capacity  Time (seconds) Fairness Index 
1 (4 vs. 8) 53.9613 1.235 1 
2 (6 vs. 16) 93.6519 3.471 1 
3 (10 vs. 64) 250.4039 7.269 1 
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Figure ‎3-3 Computational Time for the problem using LINGO 12
 
 
In summary, the results show that when the number of users and subcarriers for the 
power allocation problem increase, the time it takes to solve the optimization problem 
increase in LINGO 12 while the proposed algorithm maintain the time of solving the 
optimization problem in less than one second as shown in Figure 3-4. 
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Figure ‎3-4 Computational Time for Power Allocation Problem 
 
3.2.10 ADVANTAGES OF THE PROPOSED ALGORITHM 
There are many advantages for the proposed algorithm. These are the following: 
1. It can be used for any number of users and subcarriers. 
2. Using a line search with only one variable to solve the power allocation problem. 
3. Back substituting method. 
4. Guaranteed the fairness constraint satisfied with 100%. 
5. The computational time is very short. 
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3.3 MODEL II: POWER ALLOCATION PROBLEM WITH PARTIALLY 
RELAXED FAIRNESS CONSTRAINTS 
In this section of the thesis, we consider the case of infeasible problem without removing 
and recalculating the values of βs. From the previous subsection (3.2.3), the fairness 
conditions may result in an infeasible solution problem if the total power available for 
allocation is not sufficiently large. We provide the condition for having feasible problem 
along with determine the power levels for the OFDMA system. Therefore, we propose a 
new formulation where we relax the fairness constraints using a controlled tolerance δ.    
 
The objective of this model is to maximize the total capacity of the OFDMA system, i.e. 
the capacity for each user, with controlling tolerance for fairness condition. This means 
that the problem is to find the power allocation to the subcarriers that will maximize the 
total capacity of all users such that the weighted total power assigned to each user within 
a specific range of difference. The Nonlinear Program is described as follows: 
1 – The objective function for Model II 
As mentioned earlier in this chapter, the function to be optimized is the total capacity of 
the systems. In other words, it means the objective of this model is to maximize the 
capacity of each user and the objective function can be presented as follow 
         ∑ ∑     (        )
   ( )
 
   
 (‎3.19) 
where 
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               K     is the number of users 
              N(k)   is the set of sub-carriers assigned to user k,      k = 1,2,…,K 
             pk,n      is the power allocated to user k on the subcarrier n 
           Hk,n       is the channel power gain for user k in subcarrier n 
 
It is noticeable that the objective function of the model is a logarithmic function; that is a 
concave function. 
 
2 – The constraints for Model I 
The problem has four types of constraints that bound the feasible region of the solution. 
These are the following: 
1. The total power constraint; the total power should not exceed available power 
 ∑ ∑    
   ( )
 
   
         (‎3.20) 
where  PTotal  is the total available bandwidth and power. It is a straight forward to 
show that this constant is satisfied as equality at an optimal solution.  
 
2. The set of fairness constraints: adding a tolerance   constant in order to expand 
the range of Y. 
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∑     (        )   ( )
  
                  (‎3.21) 
             Where Y is a variable to be determined and for simplicity we separate  
             (3.21) as follows 
 
∑     (        )   ( )
  
                  (‎3.22) 
   
∑     (        )   ( )
  
                (‎3.23) 
 
3. The set of non-negativity constraints; the allocated power to each subcarrier must 
be nonnegative in order to satisfy the total power constraint in the systems as we 
defined earlier and the non-negativity constraints can be represented and modeled 
as follow 
                       (‎3.24) 
 
In other words, the complete and the standard form of the optimization problem of power 
allocation with relax fairness constraints is shown in Figure 3-5.  
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Figure ‎3-5 The power allocation optimization model with relaxed fairness 
 
3.3.1 MODEL II ANALYSIS 
A controlled tolerance δ is a known value that expands the feasibility region for variable 
Y in case of having insufficient total power for solving the optimization problem. That 
means the total capacity of the system increase and the fairness among K users decrease 
as the value of δ increase. Accordingly, specifying the range of possible values for δ in 
order to keep the fairness among K users as high as possible by maximizing the total 
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capacity of the OFDMA system. Clearly, the value of δ must be a non-negative 
value     .  
 
To compute the possible values of δ, we arrange the capacity of each user k in an 
ascending order on the number line as shown in Figure 3-2. Then, we assume that 
   
  
  
, the smallest amount of  
  
  
 denoted as Gmin and the largest amount of  
  
  
 denoted 
as Gmax, for       . 
 
 
Figure ‎3-6 Values on line number 
 
If δ = 0, then      as MODEL I discussed in the previous section (3.2) as shown in 
Figure 3-3. 
 
 49 
 
 
 
Figure ‎3-7 All values are equal - Model I 
 
If δ > 0, then according to the (3.22) and (3.23), we obtain the following inequalities 
        (‎3.25) 
        (‎3.26) 
 
To satisfy the above constraints (3.25) and (3.25) such that the smallest value of δ will 
not affect the Gmin and Gmax (Figure 3-4), we equate the following to get the value of δ 
          (‎3.27) 
          (‎3.28) 
 
  
         
 
 (‎3.29) 
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Figure ‎3-8 The range of Y value 
 
Obviously, the value of Y in that range will be in the middle  
 
  
         
 
 (‎3.30) 
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3.3.2 NUMERICAL EXAMPLE OF POWER ALLOCATION PROBLEM WITH 
REALXED CONSTRAINTS USING LINO 12 
LINGO12 is used to implement the mathematical model, as an example using H for five 
users, ten subcarriers, and tolerance constant   starts from 0 with 0.001 increments. The 
result as shown in Figures 3-9 and 3-10 shows that increasing the value of delta   , the 
objective function value will increase. On the other hand, increasing the value of delta   , 
the fairness index will decrease.  
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Figure ‎3-9 Objective Function Evaluation Model II 
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Figure ‎3-10 Fairness Index Evaluation Model II 
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Chapter 4  
THE POWER AND SUBCARRIER ALLOCATION 
MODEL  
 
4.1 INTRODUCTION 
In this chapter, we discuss the model of allocating N sub-carriers to K users. This type of 
optimization problem is classified as Integer Program since all decision variables are 
bounded variables with lower bound 0, and upper bound 1. In fact, as we explained 
earlier the optimization problem consists of two types of programs; i.e. Nonlinear 
Program and Integer Program. Usually, the combination of both is called Mixed Integer 
Nonlinear Program (MINLP). Since we are dealing with variables that take values 0 or 1 
only, it is possible to enumerate all the possible solutions one by one and evaluate each 
one of them separately, and then identifying the best solution encountered as the optimum 
one for the problem. But unfortunately, in real world applications such as our problem, 
the number of possibilities to check tends to be very large, that even if we use the most 
sophisticated computers available nowadays, the solution to such a problem cannot be 
obtained by total enumeration within the lifetime, making it impractical way to handle 
these types of optimization problem.  
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In this regard, we introduce an algorithm called Simulated Annealing (SA) to solve the 
problem. Also, we solve the model using LINGO 12 package. 
 
4.2 SIMULATED ANNEALING HEURISTIC ALGORITHM 
The word heuristic comes from the Greek word heuriskein that mean the art of problem 
solving. The heuristic methods and algorithms are usually applied to search for the good 
solutions within the feasible region in intelligent way. There are many types of heuristic 
search methods in the literature. One of the methods called Simulated Annealing method 
for searching to local optima solution for an optimization problem involving some 
random components in the way of proceeding the method.   
 
Simulated Annealing (SA) was introduced first by S. Kirkpatrick et al. in 1983 [13]. The 
idea of SA is based on the statistical principle mechanism. In manufacturing, the 
annealing process requires heating and slowly cooling, such as substance in 
manufacturing processes, to obtain a strong shape structure. Indeed, the strength of the 
structure depends on the rate of cooling process. If the initial set up of the temperature is 
not sufficiently high enough or applying fast cooling process, imperfect structure is 
obtained. Hence, strong structure is grown from slow and careful cooling rate. 
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The SA is a stochastic algorithm which simulates the objective changes in a system 
subjected to a cooling process until it converges to steady state by creating an initial 
solution randomly. The general steps of SA are described as follows: 
1. Set up a cooling schedule (setup of initial temperature and minimum 
temperature). 
It defines the temperature for each step in the SA algorithm. In fact, the algorithm 
performance is very sensitive to the cooling schedule choice. It has an essential 
role in the efficiency and the effectiveness of SA algorithm. 
2. Generate an initial solution s = sinitial and starting the algorithm at initial 
temperature. 
3. Generate a random neighborhood solution s*. 
4. Calculate the difference between the new objective of step 3 and the objective of 
step 2. If the objective is improved, then s = s*. Else, accept s* with a probability 
of  
 
            
           . The probability of acceptance is the main key of the SA 
algorithm which enables non-improving neighborhood solution to be selected. 
5. Repeat steps 3 and 4 until the steady state zone is reached. For instance, number 
of rejected solutions (no improvement in the objective value) at each temperature. 
6. Update the temperature. 
There are many ways and methods for updating.  
7. Stop criteria is satisfied and best solution is found. 
 
The SA steps for our optimization problem are described as follows: 
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1. Setup the cooling schedule. 
The initial temperature Told  is set to (500, 750, 1000) degrees (Experimentally 
found). Then, the temperature is decreased gradually in each level, using  
Tnew = α Told as updating formula where α is 0.9, in such a way that there is 
always a compromise between the cooling rate and the quality of the solution. 
Also, we set a low temperature as Tlow = 3 degrees. 
2. Generate a random solution (distributing all subcarriers to users randomly). 
3. Generate a random neighborhood solution by swapping subcarriers among users 
one at a time with a probability of 0.75 or transferring a subcarrier from a user to 
another. 
4. Calculate the difference between the new objective of step 3 and the objective of 
step 2. If the objective is improved, then s = s*. Else, accept s* with a probability 
of  
 
            
           . 
5. Repeat steps 3 and 4 until the steady state zone which is when the number of 
rejected solutions (1000, 1500, and 2000) times at each temperature. 
6. Update the temperature. (Tnew = 0.9 Told) 
7. Stop when the criteria of stopping the algorithm is achieved, when  Tnew<Tlow,is 
satisfied and best solution is found. 
 
The attraction of the SA algorithm for our problem is that it is efficient enough to get 
optimum solution in a very little time comparing to optimization software packages since 
we have the power allocation part solved completely (discussed in the previous chapter) 
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along with guaranteed that the fairness constraint is met and the fairness index is always 
perfect. 
 
4.3 SOLUTION OF MODEL II USING LINGO 12 
LINGO 12 is an optimization software package. Our optimization model is coded to fit 
the LINGO 12. Indeed, we provide an iterative method using the software by assuming a 
random initial solution to allocate powers for each subcarrier and then use these powers 
as an input to the optimization problem to obtain the allocations of subcarriers for each 
user k. Finally, we use LINGO 12 to obtain the subcarriers and powers allocations as one 
optimization problem. 
4.3.1 ITERATIVE METHOD PROCEDURE 
Step 1: Generate initial solution by assigning subcarriers N to K users to obtain powers 
allocated to each subcarrier using model I (power allocation problem). 
Step 2: Use the obtained powers allocation as an input to the optimization problem in 
order to get subcarrier allocation to users. 
Step 3: Again, use the obtained allocated subcarrier and use them as an input to the 
optimization problem in order to get power allocation for each subcarrier. 
Step 4: Repeat steps 2 and 3 till no changes and improvement to our objective function. 
Step 5: best allocations for powers and subcarriers allocations. 
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4.4 NUMERICAL EXAMPLE 1 USING SA ALGORITHM (SMALL PROBLEM) 
Given H gain matrix (users vs. subcarriers), that has 4 users and 8 subcarriers. The total 
power (total power budget) is 10. We would like to maximize the total capacity of the 
OFDMA system such that the fairness constraints are achieved. In this example, we use 
Simulated Annealing algorithm to solve exactly the same problem 5 times with different 
initial solutions provided randomly at each different starting temperature. 
 
At starting temperature 500 and the number of rejected points is 1000. We obtain the 
following results as shown in Table 4-1. 
  
Table ‎4-1 Results of small size problem at temperature 500 and 1000 rejected points 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 53.9613 80.430048 53.9613 
2 53.9613 80.107070 53.9613 
3 53.9613 80.275745 53.9613 
4 53.9613 80.739023 53.9613 
5 53.9613 80.226533 53.9613 
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Figure ‎4-1 Trial 1 - SA Performance (small problem) - Temp 500, 1000 rejection 
 
Figure ‎4-2 Trial 2 - SA Performance (small problem) - Temp 500, 1000 rejection 
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Figure ‎4-3 Trial 3 - SA Performance (small problem) - Temp 500, 1000 rejection 
 
 
Figure ‎4-4 Trial 4 - SA Performance (small problem) - Temp 500, 1000 rejection 
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Figure ‎4-5 Trial 5 - SA Performance (small problem) - Temp 500, 1000 rejection 
 
At starting temperature 750 and the number of rejected points is 1500. We obtain the 
following results as shown in Table 4-2. 
 
Table ‎4-2 Results of small size problem at temperature 750 and 1500 rejected points 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 53.9613 128.887549 53.9613 
2 53.9613 149.687687 53.9613 
3 53.9613 153.749541 53.9613 
4 53.9613 149.233602 53.9613 
5 53.9613 147.965089 53.9613 
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Figure ‎4-6 Trial 1 - SA Performance (small problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-7 Trial 2 - SA Performance (small problem) - Temp 750, 1500 rejection 
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Figure ‎4-8 Trial 3 - SA Performance (small problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-9 Trial 4 - SA Performance (small problem) - Temp 750, 1500 rejection 
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Figure ‎4-10 Trial 5 - SA Performance (small problem) - Temp 750, 1500 rejection 
 
At starting temperature 1000 and the number of rejected points is 2000. We obtain the 
following results as shown in Table 4-3. 
 
Table ‎4-3 Results of small size problem at temperature 1000 and 2000 rejected 
points 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 53.9613 207.552255 53.9613 
2 53.9613 208.806516 53.9613 
3 53.9613 209.054045 53.9613 
4 53.9613 208.432596 53.9613 
5 53.9613 217.667497 53.9613 
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Figure ‎4-11 Trial 1 - SA Performance (small problem) - Temp 1000, 2000 rejection 
 
 
Figure ‎4-12 Trial 2 - SA Performance (small problem) - Temp 1000, 2000 rejection 
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Figure ‎4-13 Trial 3 - SA Performance (small problem) - Temp 1000, 2000 rejection 
 
Figure ‎4-14 Trial 4 - SA Performance (small problem) - Temp 1000, 2000 rejection 
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Figure ‎4-15 Trial 5 - SA Performance (small problem) - Temp 1000, 2000 rejection 
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4.5 NUMERICAL EXAMPLE 2 USING SA ALGORITHM (MEDIUM 
PROBLEM) 
Given H gain matrix (users vs. subcarriers), that has 6 users and 16 subcarriers. The total 
power (total power budget) is 10. We would like to maximize the total capacity of the 
OFDMA system such that the fairness constraints are achieved. In this example, we use 
Simulated Annealing algorithm to solve exactly the same problem 5 times with different 
initial solutions provided randomly at each different starting temperature. 
 
At starting temperature 500 and the number of rejected points is 1000. We obtain the 
following results as shown in Table 4-4. 
 
Table ‎4-4 Results of medium size problem at temperature 500 and 1000 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 88.125656 104.458864 93.6519 
2 86.762802 94.087176 93.6519 
3 89.739006 89.739006 93.6519 
4 89.768422 87.822627 93.6519 
5 85.690908 88.232388 93.6519 
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Figure ‎4-16 Trial 1 - SA Performance (medium problem) - Temp 500, 1000 rejection 
 
 
 
Figure ‎4-17 Trial 2 - SA Performance (medium problem) - Temp 500, 1000 rejection 
0 1 2 3 4 5 6
x 10
4
40
45
50
55
60
65
70
75
80
85
90
iteration 
th
e
 o
b
je
c
ti
v
e
 v
a
lu
e
0 1 2 3 4 5 6
x 10
4
65
70
75
80
85
90
iteration
th
e
 o
b
je
c
ti
v
e
 v
a
lu
e
 70 
 
 
 
 
Figure ‎4-18 Trial 3 - SA Performance (medium problem) - Temp 500, 1000 rejection 
 
Figure ‎4-19 Trial 4 - SA Performance (medium problem) - Temp 500, 1000 rejection 
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Figure ‎4-20 Trial 5 - SA Performance (medium problem) - Temp 500, 1000 rejection 
 
 
At starting temperature 750 and the number of rejected points is 1500. We obtain the 
following results as shown in Table 4-5. 
 
Table ‎4-5 Results of medium size problem at temperature 750 and 1500 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 90.413448 144.61433 93.6519 
2 87.939269 140.07981 93.6519 
3 91.895412 141.954471 93.6519 
4 88.763500 141.004437 93.6519 
5 87.784832 140.961187 93.6519 
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Figure ‎4-21 Trial 1 - SA Performance (medium problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-22 Trial 2 - SA Performance (medium problem) - Temp 750, 1500 rejection 
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Figure ‎4-23 Trial 3 - SA Performance (medium problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-24 Trial 4 - SA Performance (medium problem) - Temp 750, 1500 rejection 
 
0 1 2 3 4 5 6 7 8 9
x 10
4
45
50
55
60
65
70
75
80
85
90
95
iteration
th
e
 o
b
je
c
ti
v
e
 v
a
lu
e
0 1 2 3 4 5 6 7 8 9
x 10
4
40
45
50
55
60
65
70
75
80
85
90
iteration 
th
e
 o
b
je
c
ti
v
e
 v
a
lu
e
 74 
 
 
 
Figure ‎4-25 Trial 5 - SA Performance (medium problem) - Temp 750, 1500 rejection 
 
 
At starting temperature 1000 and the number of rejected points is 2000. We obtain the 
following results as shown in Table 4-6. 
 
Table ‎4-6 Results of medium size problem at temperature 1000 and 2000 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 89.963281 200.871589 93.6519 
2 89.743211 199.471652 93.6519 
3 89.081309 199.421510 93.6519 
4 89.603113 199.821309 93.6519 
5 88.998196 198.341215 93.6519 
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Figure ‎4-26 Trial 1 - SA Performance (medium problem) - Temp 1000, 2000 
rejection 
 
 
Figure ‎4-27 Trial 2 - SA Performance (medium problem) - Temp 1000, 2000 
rejection 
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Figure ‎4-28 Trial 3 - SA Performance (medium problem) - Temp 1000, 2000 
rejection 
 
Figure ‎4-29 Trial 4 - SA Performance (medium problem) - Temp 1000, 2000 
rejection 
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Figure ‎4-30 Trial 5 - SA Performance (medium problem) - Temp 1000, 2000 
rejection 
 
4.6 NUMERICAL EXAMPLE 3 USING SA ALGORITHM (LARGE PROBLEM) 
Given H gain matrix (users vs. subcarriers), that has 10 users and 64 subcarriers. The 
total power (total power budget) is 10. We would like to maximize the total capacity of 
the OFDMA system such that the fairness constraints are achieved. In this example, we 
use Simulated Annealing algorithm to solve exactly the same problem 5 times with 
different initial solutions provided randomly at each different starting temperature. 
 
At starting temperature 500 and the number of rejected points is 1000. We obtain the 
following results as shown in Table 4-7. 
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Table ‎4-7 Results of large size problem at temperature 500 and 1000 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 207.751307 210.321717 250.4039 
2 210.698779 197.052458 250.4039 
3 204.435531 197.985441 250.4039 
4 206.213637 197.281038 250.4039 
5 208.373557 208.972303 250.4039 
 
 
Figure ‎4-31 Trial 1 - SA Performance (large problem) - Temp 500, 1000 rejection 
0 1 2 3 4 5 6
x 10
4
100
120
140
160
180
200
220
iteration 
th
e
 o
b
je
c
ti
v
e
 v
a
lu
e
 79 
 
 
 
 
Figure ‎4-32 Trial 2 - SA Performance (large problem) - Temp 500, 1000 rejection 
 
 
Figure ‎4-33 Trial 3 - SA Performance (large problem) - Temp 500, 1000 rejection 
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Figure ‎4-34 Trial 4 - SA Performance (large problem) - Temp 500, 1000 rejection 
 
 
Figure ‎4-35 Trial 5 - SA Performance (large problem) - Temp 500, 1000 rejection 
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At starting temperature 750 and the number of rejected points is 1500. We obtain the 
following results as shown in Table 4-8. 
 
Table ‎4-8 Results of large size problem at temperature 750 and 1500 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 207.142154 312.258240 250.4039 
2 209.682597 325.242720 250.4039 
3 209.884276 311.983464 250.4039 
4 214.152465 394.198048 250.4039 
5 209.357443 368.356133 250.4039 
 
 
 
Figure ‎4-36 Trial 1 - SA Performance (large problem) - Temp 750, 1500 rejection 
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Figure ‎4-37 Trial 2 - SA Performance (large problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-38 Trial 3 - SA Performance (large problem) - Temp 750, 1500 rejection 
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Figure ‎4-39 Trial 4 - SA Performance (large problem) - Temp 750, 1500 rejection 
 
 
Figure ‎4-40 Trial 5 - SA Performance (large problem) - Temp 750, 1500 rejection 
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At starting temperature 1000 and the number of rejected points is 2000. We obtain the 
following results as shown in Table 4-9. 
 
Table ‎4-9 Results of large size problem at temperature 1000 and 2000 rejected 
Trial 
Total 
Capacity 
Time 
(seconds) 
Optimal 
1 212.804591 507.059117 250.4039 
2 215.936524 517.910236 250.4039 
3 208.367986 535.897273 250.4039 
4 215.111426 610.238227 250.4039 
5 213.895452 432.726179 250.4039 
 
 
Figure ‎4-41 Trial 1 - SA Performance (large problem) - Temp 1000, 2000 rejection 
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Figure ‎4-42 Trial 2 - SA Performance (large problem) - Temp 1000, 2000 rejection 
 
 
Figure ‎4-43 Trial 3 - SA Performance (large problem) - Temp 1000, 2000 rejection 
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Figure ‎4-44 Trial 4 - SA Performance (large problem) - Temp 1000, 2000 rejection 
 
 
Figure ‎4-45 Trial 5 - SA Performance (large problem) - Temp 1000, 2000 rejection 
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4.7 NUMERICAL EXAMPLE 4 USING LINGO 12 
Using the same data of numerical example 1 (SA). Indeed, we solve the optimization 
problem using LINGO 12 as follows: 
1. The optimization problem is coded in LINGO programming language to obtain 
the powers allocation along with the subcarrier allocations.  The results are shown 
in Table(4-11) 
 
Table ‎4-10 LINGO 12 results for power and subcarrier allocation problem 
Problem (users vs subcarriers) Total Capacity Time (seconds) Optimal 
1 (4 vs 8) 51.491 132.24 53.9613 
2 (6 vs 16) 86.49326 190.68 93.6519 
3 (10 vs 64) 61.51455 240.91 250.4039 
 
We conclude from the results, LINGO12 could not achieve the optimal solution 
and the quality of the solutions decreased when the number of users and 
subcarriers are increased. 
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2. Using the proposed iterative method. The results are shown in Table (4-12). 
 
Table ‎4-11 LINGO 12 results for power and subcarrier allocation problem (iterative 
method) 
Problem (users vs subcarriers) Total Capacity Optimal 
1 (4 vs 8) 51.491 53.9613 
2 (6 vs 16) 86.49326 93.6519 
3 (10 vs 64) 61.51455 250.4039 
 
  The results of an iterative method show no differences with LINGO12 results.  
            Probably, LINGO12 solver is trapped into some local maximum objective  
            because of some standard settings that LINGO12 used for solving optimization  
            problem. 
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4.8 DISSCUSSION 
The Simulated Annealing heuristic search method achieved better performance in general 
for solving power and subcarrier allocation problem than LINGO12 including an iterative 
method. The Simulated Annealing heuristic algorithm reached to the optimal solution in 
small case problem such as 4 users and 8 subcarriers while it gets very close to the 
optimal solution in bigger size problem, for instance, 10 users and 64 subcarriers.  
Furthermore, the computational time increases when the starting value of the 
temperature, number of rejected, and number of users and subcarriers increase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 90 
 
 
 
Chapter 5  
CONCLUSION 
 
5.1 CONCLUSION 
In this thesis, we started with exploring the properties of the power allocations problem 
using Karush-Kuhn-Tucker optimality condition by assuming that the allocations of the 
subcarriers are known in advance. Accordingly, the power allocations problem is reduced 
to a line search problem with one variable which can be solved in a very short time along 
with a back substitution method for calculating the needed power for each subcarrier in 
the system. Moreover, the proposed algorithm guarantees the solution to satisfy the 
proportional rate constraint with infinite number of subcarriers and users. The fairness 
conditions may result in an infeasible problem if the total power available for the 
allocation is not sufficiently large. Therefore, we provide a condition to have a feasible 
solution to the problem and proposed a new formulation where we relax the fairness 
constraints using controlled tolerance. 
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In the second main part of the thesis, we introduce one of the heuristic search methods 
called Simulated Annealing to solve the subcarrier allocations problem. The results of the 
Simulated Annealing heuristics algorithm are quite impressive in achieving near optimal 
solutions. Also, a comparison is made between the results of Simulated Annealing 
algorithm, LINGO 12 included an iterative method, and the actual optimal solutions.      
 
5.2 FUTURE WORK 
For future studies and extensions of the thesis, the researcher can modify the Simulated 
Annealing heuristics by studying and considering best way to find initial start solution 
instead of randomly selected.  
 
As a second extension work, the researcher can consider different heuristics methods 
such as Particle swarms algorithm, ant colony, and bee colony algorithms to solve the 
power and subcarrier allocations problem. 
 
As a third extension work, the researcher can consider cutting plane method for the 
subcarrier allocation model.  
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