This paper is concerned with the asymptotic behavior for nonoscillatory solutions of the second order neutral delay difference equations of the form ∆ 2 (x n + p n x n−τ − q n x n−σ ) + r n f ν (x n−l ) = 0, also oscillation of this equation is discussed using sublinear function. Examples are inserted to illustrate the results.
Introduction
We consider the second order neutral delay difference equations of the form ∆ 2 (x n + p n x n−τ − q n x n−σ ) + r n f ν (x n−l ) = 0,
where p n > 0, q n > 0, r n > 0, τ ≥ 0, σ ≥ 0, l ≤ 0, for n ∈ N = {0, 1, 2, ...}, τ < σ, l ∈ {−s, ..., 0}, s ≥ σ, ν is the ratio of odd positive integers such that ν < 1, ∆ is the forward difference operator defined by ∆x n = x n+1 − x n and the continuous function f : R → R is nondecreasing in u such that uf (u) > 0, for u = 0. We use the following notations throughout, N = {0, 1, 2, ...}, the set of natural numbers including zero; N (a) = {a, a + 1, a + 2, ...}, where a ∈ N .
By a solution of equation (1), we mean a real sequence {x n } which is defined for all k ≥ τ and satisfies the equation (1) for sufficiently large k ∈ N (a), a ∈ N . A nontrivial solution {x n } of equation (1) is said to be nonoscillatory if it is either eventually positive or eventually negative, and otherwise it is oscillatory. An equation is said to be oscillatory if all its solutions are oscillatory.
Many authors [6, 11] have studied the cases of p n ≡ 0 and q n = 0, the authors [7, 8, 13] have studied the cases of both p n ≡ 0, q n = 0 and p n = 0, q n ≡ 0. The author [15] has considered the cases of p n = 0 and q n ≡ 0, the author [12] has considered the cases of both p n ≡ 0 and q n ≡ 0. Few authors [14, 16] have studied the both positive and negative neutral terms in the first order difference equations.
Motivated by the above observations, in this paper, we consider the second order neutral delay difference equations with the positive, negative neutral terms.
The aim of this paper is to study nonoscillatory properties of equation (1) with the following assumptions:
The results obtained here are extensions to some of those achieved in [12, 11, 16, 7] . For general theory of difference equations, one can refer to [1, 2] . Many references to some applications of the difference equations can be found in [5] .
Preliminary Results
We use the following lemma, well known definitions and Darbo's fixed point theorem to prove our main results.
Lemma 2.1 Let Q n be a nonnegative real sequence, f : R → R be continuous with uf (u) > 0 for u = 0 and δ be a positive integer. Assume that there exists β ≥ 1 and λ > 1 δ log β such that lim 
has no eventually positive solution.
Proof of the above lemma can be obtain easily from [9] with f ν instead of f , and hence we omit it. Definition 2.2 (see. [7] ) Let (E, . ) be an infinite dimensional Banach space. If X ⊆ E, thenX, ConvX denote the closure and the convex closure of X, respectively. Moreover, we denote M E by the family of all nonempty and bounded subsets of E and N E by the subfamily consisting of all relatively compact sets. A mapping µ : [0, 1) → l ∞ is called a measure of noncompactness in E, if it satisfies the following conditions:
Here the Banach space l ∞ of all real bounded sequences {x n }defined with the standard supremum norm, x = sup
Let X be a nonempty, bounded subset of l ∞ , X n = {x n : x ∈ X}, and let diamX n = sup {|x n − y n | : x, y ∈ X}. We use the following measure of non compactness in the space l ∞ : [see. [3] ] µ (X) = lim sup n→∞ diamX n .
Definition 2.3 (Sublinear function)
[see. [10] ] Let the function f : R → R be continuous and nondecreasing with uf (u) > 0 for u = 0. The function f is said to be sublinear if
Theorem 2.4 (Darbo's fixed point theorem) [see. [4] ] Let M be a nonempty, bounded, convex and closed suset of the space E, and let T : M → M be a continuous operator such that µ (T (X)) ≤ kµ (X) for all nonempty subset X of M , where k ∈ [0, 1). Then T has a fixed point in the subset M .
Theorem 2.5 (see. [11] ) With respect to the difference equation
assume that l > k and condition (3) hold. If (4) is oscillatory.
Main Results
Throught, this section let
Lemma 3.1 In addition to the conditions (C1), (C2), (C3) and (C4), as-
and x n > 0 eventually, then the following conditions hold: z n < 0, ∆z n > 0 and ∆ 2 z n < 0 eventually.
Proof. Assume that {x n } be an eventually positive solution of equation (1) for n ∈ N (n 0 ), where n 0 ∈ N (1). Suppose that the conditions (C1), (C2), (C3) and (C4) hold. Then from equation (1), we have
This implies that {∆z n } is nonincresing sequence. Therefore there exist either ∆z n > 0 or ∆z n < 0, for n ∈ N (n 1 ).
Suppose that ∆z n < 0 holds. Then there exists a constant k 1 > 0 and an integer n 2 ∈ N (n 1 ) such that
This implies that x n < 0 for large value of n, which is a contradiction to x n > 0. Thus, ∆z n > 0 must be hold for n ∈ N (n 1 ). It follows that z n is increasing sequence for all n ∈ N (n 1 ). Therefore there exist two possibilities: either z n > 0 or z n < 0 for n ∈ N (n 1 ). Suppose that z n > 0 holds for n ∈ N (n 1 ). Then from equation (5), we obtain
By triangular inequality, we obtain x n−l ≥ 1 Q z n+σ−l , for n ∈ N (n 1 ), where Q = 1 q 2 . It follows from equation (1) that
Summing the above inequality from n ∈ N (n 1 ) to ∞, we obtain
Assume that λ > logα σ − l , we can find an integer m such that 1 ≤ m < σ − l
Since −∆z n < 0 for all n ∈ N (n 1 ), we have
Then the above inequality can be written as
Since the equation (1) From the inequalities (8), (10) and the lemma 2.1, we see that the inequality (9) has no eventually positive solution, which is a contradiction to the fact that x n > 0 eventually. Thus our assumption, namely, z n > 0 is wrong. Thus, z n < 0 must be hold. Hence the lemma is completely proved. Proof. Set β n be the remainder of the series
Then by the assumptions, {β n } converges to zero. Let C > 0 be a given constant such that |x n | ≤ C, for n ∈ N (n 3 ), where n 3 ∈ N (n 2 ). Then from the given hypothesis, equations (11) and (1), we obtain
We define
It is easily seen that the set B is nonempty, bounded, convex and closed subset of l ∞ . We define the mapping T :
We claim the map T has fixed point in B. First, we claim T (B) ⊆ B. Suppose that x ∈ B. Then from the equation (14), we obtain
Thus, we attain our claim. Next, we claim the map T is continuous. Assume that
Then by the definition of f , we have
Since B is closed and x ∈ B, from equations (11), (14) and conditions (C1),(C2),(C3), we obtain
It follows from inequality (12), we have
Thus, we attain our claim. Finally, we claim that (T x) n = x n , for n ∈ N (n 3 ). For this, we consider X ⊆ B, x, y ∈ X. Then from equation (14), we obtain
Therefore by the definition of µ, we obtain µ (T (X)) ≤ Kµ (X). In view of the theorem 2.4, we see that (T x) n = x n , for x ∈ B and n ∈ N (n 3 ). Moreover, from equation (14), we have
Operating ∆ twice on the above equation, we obtain the equation (1) . Hence the lemma is completely proved.
Lemma 3.3 Let {x n } be an eventually positive solution of equation (1). If the lemma 3.1 holds, then {x n } converges to zero.
Proof. We claim {x n } converges to zero. Suppose that lim n→∞ x n = 0. Then there exists an infinite subsequence
Therefore we can find a sequence of subsets
Now, the inequalities (7) and (15) implies that
Summing the above inequality from M > 0 to n − 1, we obtain ∆z n ≤ ∆z M .
Again summing the above inequality from M > 0 to n − 1, we obtain
We see that z n → ∞ as n → ∞. This is a contradiction to the lemma 3.1. Thus lim n→∞ x n = 0. Hence the lemma is completely proved. (1) tends to zero as n → ∞.
Proof. Without loss of generality we may assume that {x n } be an eventually positive solution of equation (1) . Then there exists n 0 ∈ N (1) such that x n > 0 for n ∈ N (n 0 ). It follows that x n−τ , x n−σ and x n−l > 0, for n ∈ N (n 1 ), where n 1 = n 0 + s, s ≥ σ. We claim z n < 0. Suppose that z n ≥ 0. Then there exists n 2 ∈ N (n 1 ) and k 2 > 0 such that z n ≥ k 2 . Therefore from equation (5), we have
Suppose that lim x nu ≥ k − p n x nu−τ + q n x nu−σ .
Taking the superior limit as u → ∞, we obtain
⇒ p n ≥ −1, which leads a contradiction to the conditions (C2). This implies that z n > 0 is wrong. Thus, z n < 0 eventually. The remaining part of the proof follows from lemma 3.3, and hence we omitted. The similar arguments are used for proving the results while {x n } is eventually negative and hence we omit it. Hence the theorem is completely proved. Theorem 3.5 In addition to the conditions (C1), (C2) and (C3), σ − l > 0 and the condition
hold. If
then every solution of equation (1) is oscillatory.
Proof. Assume that the sequence {x n } is a nonoscillatory solution of equation (1) . Without loss of generality we may assume that x n > 0 for all n ∈ N (n 0 ). Then form the lemma 3.1, we have z n < 0, ∆z n > 0, ∆ 2 z n < 0, for n ∈ N (n 1 ), where n 1 ∈ N (n 0 ). Suppose these conditions on z n are hold, then we obtain
It follows from equation (1) that ∆ 2 z n + r n f ν (− 1 Q z n+σ−l ) ≤ 0, n ∈ N (n 1 ) .
Summing the above inequality from n ∈ N (n 1 ) to ∞, we obtain −∆z n + ∞ s=n r s f ν − 1 Q z s+σ−l ≤ 0, for n ∈ N (n 1 ) .
Since −z n is decreasing for n ∈ N (n 1 ), we have from the above inequality −∆z n + n+σ−l s=n r s f ν − 1 Q z n ≤ 0, for n ∈ N (n 1 ) .
Set z n = − 1 Q y n . Then from the above inequality, we have ∆y n + 1 Q n+σ−l s=n r s f ν (y n ) ≤ 0, for n ∈ N (n 1 ) .
This implies that
∆y n f ν (y n ) + 1 Q n+σ−l s=n r s ≤ 0, for n ∈ N (n 1 ) .
Summing the above inequality from n 1 to N ∈ N (n 1 ) and using sublinear condition (17), we have This is a contradiction to the condition (18). Thus equation (1) is oscillatory.
The similar arguments are used for proving the results while {x n } is eventually negative and hence we omit it. Hence the theorem is completely proved.
