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Abstract
C o m p u ter com m unication dem ands for h ig h er b an d w id th and
sm aller delays are increasing rapidly as the m arch into the tw enty-first
century gains m om entum . These dem ands are generated by visualization
applications w hich m odel complex real time phenom ena in visual form,
electronic docum ent im aging and m anipulation, concurrent engineering,
on-line databases and m ultim edia applications which integrate audio, video
and data. The convergence of the com puter and video w orlds is leading to
the emergence of a distributed m ultim edia environm ent.
This research investigates an integrated approach in the design of a
high speed com puter-video local area netw ork for a distributed m ultimedia
environm ent.

The initial step in providing m ultim edia services over

com puter netw orks is to ensure bandw idth availability for these services.
The bandw idth needs based on traffic generated in a distributed m ultimedia
environm ent is com putationally characterized by a m odel. This m odel is
applied to the real-time problem of designing a backbone for a distributed
m ultim edia environm ent at the NASA Classroom of the Future Program.
The netw ork incorporates legacy LANs and the latest high speed switching
technologies.

Perform ance studies have been conducted w ith different

n etw o rk topologies for various m ultim edia a p p licatio n scenarios to
estab lish ben ch m ark s for the o p eratio n of the netw ork.

In these

perform ance studies it has been observed that netw ork topologies play an

xi
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im p o rtan t role in ensuring th a t sufficient b a n d w id th is available for
m ultim edia traffic.
After the im plem entation of the netw ork and the perform ance
studies, it was found that for true quality of service guarantees, som e
m odifications will have to be m ade in the m ultim edia operating system s
used in client workstations. These m odifications w ould gather knowledge
of the channel betw een source and destination and reserve resources for
m ultim edia communication based on specified requirem ents. A scheme for
reserving resources in a netw ork consisting legacy LAN and ATM is
presented to guarantee quality of service for m ultimedia applications.

xii
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Chapter 1

Introduction
1.1

Perspective
A num ber of trends today are leading to an accelerating need for ever

higher netw ork bandw idth. The pow er of desktop platforms is increasing at
a very rapid pace, as personal com puters becom e faster and w orkstation
prices continue to decline.

In o rd er to ex ploit the grow ing pow er,

application developers and leading edge users are looking today at entirely
new classes of client-server applications.

These include visualization

applications w hich m odel complex real time phenom ena in visual form,
electronic docum ent im aging and m anipulation, concurrent engineering,
on-line databases, and m ultim edia applications which integrate voice, video
and data. A common trend underlying such applications is the growing use
of interactive visual imagery to facilitate com m unication and the processing
and presentation of complex data.
Hence, as the m arch into the tw enty-first century gains m om entum ,
com puter com m unication dem ands for higher b an d w id th and sm aller
delays are increasing rapidly. These dem ands are generated, as indicated
above, w ith the m igration of applications from specialized netw orks to the
common netw ork such as the Internet. This has also lead to a serious debate
on a National Information Infrastructure (Nil) for the U.S. This discussion
1
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has also involved international entities w here In ternet connectivity is
possible.
A review of the NSF research priorities [36] indicates th a t the
com m unication netw ork architectures suitable for the N il will be required
to su p p o rt a w ide range of applications, in a cost-effective m anner, w ith
unprecedented reliability and on a very large scale. The applications will
vary from data rates of a few bits per second to gigabits per second or the
applications m ay have data rate dem ands that m ay vary w idely d urin g a
short tim e period.

The netw ork architectures m ust provide a range of

quality-of-service options to accom m odate different perform ance and cost
requirem ents. The netw ork m ust also support one-to-m any and m any-tom any com m unication channels to su p p o rt inform ation d istrib u tio n and
collaborative applications.

In addition, the N il will req u ire netw o rk

architectures that can accom m odate evolution across m ultiple generations
of technology and that facilitate heterogeneity in applications, end system s,
transm ission technologies and sw itching m echanism s.

To allow future

netw orks to be m anaged effectively they m ust provide m echanism s for
traffic m easurem ent, error m onitoring, usage accounting and cost recovery.
The research p resented in this dissertation investigates one possible
netw ork configuration for client-server based m ultim edia applications.
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1.2

Motivation for the Study
Besides the need for high sp eed netw orks, the d e m a n d for

convergence of the com puter and video worlds is seeing rapid grow th in the
last few years.

The applications generating these dem ands are from the

m edical com m unity, cable television providers, education institu tio n s,
training personnel, financial decision m akers, large retailers, etc.

These

audiences recognize that the effectiveness of comm unication increases with
the integration of text, graphics, images, sound, anim ation and video. This
integration has been termed multimedia.
In the past, this integration has been accom plished by the use of
separate com puter and video networks. The com puter netw ork w ould carry
the text, graphics and maybe images to the user's com puter m onitor while
the video netw ork or system w ould provide the sound, anim ation, images
and video on a separate video m onitor or TV.

The only connection

betw een the tw o being the control cable from the com puter to the video
system as show n in Figure 1.1.
At the present time, due to the research and developm ent of
en abling technologies in the field of digital video, faster co m p u ter
w o rkstations a n d servers, m ulti-sync m onitors, netw ork technologies,
an alog-to-digital convertors, m ultim edia extensions in the o p e ra tin g
systems, etc. a true integration of the computer-video netw ork is possible as
show n in Figure 1.2.
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Figure 1.2 : Integrated Com puter and Video N etw ork
When this desire for an integrated network is coupled with the need
for a m echanism to share m ultim edia applications in o u r present clientserver world, it gives rise to the distributed m ultim edia system paradigm .
D istributed m ultim edia system s require a netw ork architecture in which
elements such as devices, schedules and protocol stacks are coordinated as a
system [46]. But, m anaging m ultiple devices w ith different data and file
form ats adds considerable com plexity to the netw ork and the operating
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system
. Each device has different requirem
ents and allow able trade-offs,
*
+
w hich could conflict w ith each other for a given application. Further, the
operation of the distrib u ted system is delay sensitive an d hence m ust
em ploy services that provide tim ing guarantees. The system needs can be
m et if the time and resource requirem ents are com m unicated to the various
com ponents and u pdated d uring the execution of an application.

These

requirem ents for a quality of service (QoS) desired by the application, are
represented by the following param eters [20]: (a) application QoS parameters
w hich relate to the settin g s for m ultim edia devices; (b) system QoS
param eters which relate to the operating system services; and (c) network
QoS param eters which relate to the network resources. It m ust be noted that
though the behavior of these components is interdependent in a distributed
m ultim edia system , from an application perspective, n etw ork resource
m anagem ent plays a very im portant role.
R esource o rchestration plays a central role in m ain tain in g the
stability of a distributed m ultim edia system [41]. The resources exist at the
en d p o in ts w hich are hosts or clients and at the n etw o rk sw itches or
interm ediate netw ork nodes. The resources which are found at the input or
o u tp u t endpoints are represented w ith the follow ing application QoS
param eters; specific m edia characteristics such as sample size (height, width
an d color specification in a video stream ); transm ission characteristics
req uirem ents for end-to-end delivery (delay bounds), com m unication
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topology (p o in t-to -p o in t or p o int-to-m ultipoint), and m edia relations
(synchroniza tion).
The netw ork QoS param eters can be divided into three classes [47].
The first class covers basic param eters such as packet size and packet rate. In
the second, are en v iro n m en t sensitive param eters such as interarriv al
delay, end-to-end delay and packet loss rates.

The third class specifies

overall com m unication requirem ents that are represented by param eters
such as packet ordering, com m unication topology, cost and transm ission
priorities.
O perating system resources include processing tim es required for
tasks, secondary storage and m em ory buffer requirem ents. The operating
system resources, which are represented by system param eters, are used to
m atch the application QoS requirem ents to the netw ork QoS param eters.
1.3

Scope of this D issertation
In order to u n d erstan d the param eters to be considered for reliable

netw ork operation in a d istributed m ultim edia system , it is necessary to
construct a system which integrates the video and com puter w orlds using
traditional off-the-shelf products. This system m ust operate not only under
norm al client-server situations w ith traditional w ordprocessing, sp read 
sheet, database and m ail applications, b u t also w ith client-server type
m ultim edia applications and one-to-one or one-to-m any video conferences.
As p a rt of this dissertatio n w ork, an integrated com puter-video LAN
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prototype w as established at the Center for Educational Technologies that
houses the NASA Classroom of the Future program .
Based on this im plem entation, the contributions of this dissertation
are:
1.

A traffic m odel to determ ine the capacity of an integrated netw ork
architecture for a distributed m ultim edia system.

2.

A m odel for determ ining the size of various com ponents in the
m ultim edia server architecture.

3.

An integrated design of a computer-video local area netw ork based on
legacy LAN and new switching technologies.

4.

Benchmarks for the operation of the netw ork for client-server based
m ultim edia applications and video conference broadcasts.

5.

A fram ew o rk for estab lish in g channels b etw een source an d
d estination that can guarantee quality of service in the netw ork
consisting of legacy LAN and ATM technologies for m ultim edia
com m unication.

1.4

O verview
The d issertation concentrates on the design, im plem entation and

analysis of an integrated netw ork architecture that combines the com puter
and video netw orks seamlessly in a distributed m ultim edia system.
C hapter 2 deals w ith the background of term s and concepts that one
m ust be fam iliar w ith w hen reading about this topic. It also presents other
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projects found in the literature w ith the goal of establishing a stable
distributed m ultim edia system.
C hapter 3 describes the requirements that need to be considered when
designing an integrated m ultim edia system .
p re s e n te d

on

a m ath em atical m odel

A detailed discussion is

for d e te rm in in g b a n d w id th

requirem ents for the netw ork and capacity calculations for the m ultim edia
server.

Issues such as incorporation of legacy LANs, scalability, error

recovery and transmission priorities are investigated in detail.
C h a p te r 4 describes the d istrib u te d m u ltim ed ia e n v iro n m en t
im plem ented at the Center for Educational Technologies for the NASA
C lassroom of the Future Program and presents the results of perform ance
stu dies conducted on the netw ork using the various com ponents of the
e n v iro n m e n t.
A new schem e for the establishm ent of netw ork channels for
guaranteed quality of service is presented in chapter 5.
C hapter 6 contains conclusions of the research of the distributed
m ultim edia system and discussions about som e open research problems.
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Chapter 2
Background
2.1

Prelim inaries
The design of a netw ork architecture requires some understanding of

data communications and the Open System Interconnection (OSI) model. If
the netw ork architecture is used in a distributed m ultim edia environm ent,
then we m ust gain a full u n d erstan d in g of file form ats, data structures,
com puting and com m unication req u irem en ts for m ultim edia.

In this

chapter we will study the above topics in detail.
2.1.1

D ata Com m unications
D ata com m unications can be c o n sid ere d as the tran sfe r of

inform ation from one com puting elem ent to another.

The type of traffic

being carried defines the requirem ents of the communications m edium and
the access methodology [39]. Data files embrace m any kinds of information.
They m ay be com puter program s, graphic files, stored video files for later
playback, application program data files, and so on. The need for higher
b an d w id th an d real-tim e su p p o rt d epends on the requirem ents of the
application program s involved and the latency that the user can tolerate.
Both are typically needed for the transm ission of files betw een server
systems and end stations.

9
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Transaction processing is another application for w ideband shared
local area netw orks (LAN) or d edicated poin t-to -p o in t connections of
m oderate b andw idth (Figure 2.1).

This job usually involves transferring

single m essages c o n ta in in g o nly sm all sets of ap p licatio n -sp ecific
information. It has been show n that interactive com puter applications such
as d a ta entry are m ost effective w hen screen updates (usually just text)
should occur w ithin half a second. Then the system appears to the user to
be functioning in real time. Sum m arizing, transaction processing involves
the fast transfer of inform ation but not m uch of it at any one time.

M ainfram e Browse

C h aracter-O riented D ata
Flic Server
B & W Image
C olor Image

Interactive Im age

FAX
Photorealistic Image

D ata Visualization

3D*Compulcr Tom ography
Scientific Visualization
100

IK

10K

100K

1M

I0 M

100M

Bits/Second

Figure 2.1: Application Bandw idth Requirements
Data files are quite another m atter from transactions.

The usual

procedure is to break u p the files into frames or packets of a size that can be
handled by the network. The frames are transferred along w ith a header. In
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the header is inform ation about the sequencing and the nature of the file
from which they are derived. This inform ation is used by the receiving
station to reconstruct the file.
2.1.2 Distributed Multimedia Computing
M ultim edia combines the interactivity of a com puter w ith a natural
user interface that includes audio, video and real images (Figure 2.2). O ver
the past decade, m ultim edia has proven its w orth as a uniquely pow erful set
of technologies w hen used to support applications in the fields of education,
research, business, medicine and entertainm ent. Most of these applications
have been run on standalone systems. For m ultim edia to reach its fullest
potential, it m ust m ove from the standalone single user environm ent to
the m ulti-user distributed environm ent.
Today two goals can be achieved with off-the shelf products:
•

H ig h -en d p e rso n al d esk to p

co m p u ters or w o rk sta tio n s w ith

m ultim edia capabilities can be built;
•

W orkgroup system s consisting of w orkstations interconnected via
local and w ide area netw orks to a host or server system can be
im plem ented.

In o rd e r to co n stru ct an open d istrib u te d system for m u ltim e d ia
applications, the above m entioned subsystem s need to be com bined i.e.
build w orkgroup system s w here m ultim edia enabled w orkstations are
interconnected via netw orks to m ultim edia servers. The netw orks m ust
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have sufficient bandw idth to carry both com puter data and real-time media
such as audio and video.

Image
Text
Animation
Data

Multimedia
Vi d e o

Graphics
Audio

Figure 2.2 : Com ponents of Multimedia
Video and audio files, also know n as m ultim edia objects, are large in
size, hence their transmission as continuous data stream s when played or
c ap tu red , an d the need to control an d synchronize them require key
elem ents of distributed com puting to be enhanced to support w orkgroup
and d istrib u ted system s [41].

An im p o rtan t objective of a distributed

m ultim edia system is to make the netw ork of heterogeneous system s to
appear as a single system to the user. All com puting resources and services
that a user is authorized to access, local or remote, appear as local resources
and services. Accomplishing this transparently can be done using existing
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transport netw orking facilities coupled with careful netw ork configuration
design. However, to ensure a very robust quality of service, a new capability,
netw ork data stream handling which includes som e am ount of bandw idth
m anagem ent m ust be included in the open distributed environm ent. Thus
it m u st be noted that while some applications require real tim e video
transm ission facilitated by scalable video, others require only conventional
store-and-forw ard transmission of m ultim edia data objects.
It m ust be recognized that in a distributed system the client/serv er
m u ltim ed ia applicatio n s m ust u tilize the n etw o rk efficiently w hile
m aintaining an acceptable level of service [22]. This can be accomplished by
a digital video serv er that uses a scalable digital video and au d io
com pression algorithm to adaptively control video data stream param eters
such as frame rate based on feedback about transport netw ork performance.
The client system receiving the video and audio data stream decompresses it
and presents the video and audio at a quality com m ensurate to w hat could
be handled by the netw ork without seriously degrading other netw ork users
[26, 27]. The encoding m ethod for video and audio data influences quality of
service (QoS) param eters, particularly for video.
This dissertation looks at how LAN perform ance can be reserved to
m aintain acceptable quality of service to m axim um num ber of concurrent
users.
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2.1.3

D igitization of Video and Audio
C onventional video signals are the electrical an alo g of scene

brightness. They vary continuously and are described as having an analog
form at.

At the receiver, the eye responds to analog displays w ith

continuous brightness variations.

Video signals, therefore, are inherently

analog, b oth w hen g en erated and w hen disp lay ed .

Betw een these

endpoints, how ever, there is the option of converting the signal to digital
form at.
The analog video signal m ust be converted to the digital form at
before it is used in the distributed m ultim edia environm ent [28].

The

process of converting a video signal to a digital bitstream is called analog-todigital conversion (A /D conversion), or digitizing. A /D conversion occurs
in two steps:
• Sam pling - the analog signal is sam pled in the time dom ain at uniformly
spaced sam pling points; and
• Q uantization - the am plitudes of the samples are defined by discrete, preestablished quantized levels, which are identified for each sam pling point.
Each level is then described by encoded bits in a byte. The choice of
num ber of bits per representation determ ines the num ber of levels that can
be identified.

If there are too few bits, the picture will have a blotchy

appearance. On the other hand, the choice of too m any bits unnecessarily
increases the storage and bandw idth requirem ent in the distributed system.
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A com m only used format for com posite signals em ploys a sam pling
rate that is 4 times the sub-carrier frequency, or 14.4 Mhz (NTSC). W ith an
8-bit w ord length, the bit rate is 115.2 M b /s while for an HDTV signal it is
600 M b /s. The bandw idth required is approxim ately one-half, i.e 58 M H z
and 300 M H z respectively. However, given that the sam pled data exhibits a
great deal of redundancy and that the video signals possess repetitive and
predictive characteristics, compression is applied, thus significantly reducing
the am ount of bandw idth required for transm ission of the stream [14].
The d igitized video signal is rep resen ted in values that can be
represented on display devices as pixels. Each pixel is a point on the display
and has a value for intensity and color as p a rt of the static image or video
frame. A video sequence is displayed as a series of frames which possesses a
definite value for each pixel in the display. W hen the frames are played
back in sequence on the display device, a rendering of the original video
data is created. In real-time video the playback rate is 30 frames per second.
This is considered as the m inim um rate necessary for the hum an eye to
successfully blend each video frame together into a continuous, sm oothly
m oving im age.

Playback rates of 15 fram es per second or higher are

acceptable in som e instances depending on the am ount of m otion of the
objects in the original video.
There are m any encoding m ethods available that will compress video
data. The m ajority of these methods involve the use of a Fourier or Discrete
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Cosine T ransform (DCT) coding scheme as show n in Figure 2.3.

These

transform s physically reduce the size of the video d ata by selectively
discarding unnecessary p arts of the digitized inform ation.

Transform

com pression schem es usually drop 10-25 percent or m ore of the original
video data.

This am ount depends on the content of the video data and

upon w hat im age quality is acceptable. Thus, depending on the bandw idth
of the original analog signal, the sam pling rate, the quantization step, the
encoding m ethod and the desired image quality, the resulting data rate for a
digital video signal can range from 64 K b/s to tens of M b/s.

C o m p ressio n

Color
Transform

Downsampling

Forward
DCT

Quantization

Encoding

Compressed
Image
Data

Raw
Image
Data

Color
Transform

Upsampling

Inverse
DCT

Dequantization

Decoding

<----------------------------------------D eco m p ressio n

Figure 2.3 : Video and Audio Com pression Process
Voice or audio has also been carried as analog signals for quite some
time. W ith the advent of digital transm ission m edia for voice networks
and with recorded voice in wide use, voice is now m ore often digitized and
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carried as packet files with several voice samples per packet. Storing audio
as digital sam ples is known as Pulse Code M odulation (PCM). PCM is a
sim ple q u an tizin g or digitizing algorithm , w hich linearly converts all
analog signals to digital sam ples.

Differential Pulse C ode M odulation

(DPCM) is an audio encoding scheme that quantizes the difference between
sam ples rath er than the sam ples themselves.

Fewer bits m ay be used to

encode the sam e sound as the differences are easily represented by values
sm aller th an the values required for the sam ples.

One oth er audio

com pression schem e, w hich uses difference quan tizatio n , is A daptive
Differential Pulse Code M odulation (ADPCM). DPCM is a non-adaptive
algorithm as it does not change the way it encodes data based on the content
of the data it is encoding. DPCM uses the sample num ber of bits to represent
every signal level.

ADPCM, specifically adapts by using fewer bits to

represent lower-level signals than it does to represent higher-level signals.
Many of the m ost commonly used audio compression schemes are based on
ADPCM.
The quality of the audio data is determ ined by three param eters:
• sample resolution - num ber of bits per sam ple which typically is 8 or 16
bits;
• sam pling rate - num ber of times the analog waveform is read to collect
data per second which typically has values of 44.100 kH z (high quality),
22.254 kHz (m edium quality) and 11.025 kHz (lower quality); and
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• num ber of audio channels sam pled which m ay be one (mono) or two
(stereo).
The am ount of data produced by sam pling even a few seconds of audio is
quite large. But audio data contains a fair am ount of redundancy that can be
rem oved u sin g algorithm s sim ilar to those used for im age or video
compression.
Audio may be compressed to even lower bit rates, which are needed if
it is to be transm itted over narrow band facilities such as radio channels.
Since the data rates are fairly low, bandw idth is rarely an issue with digitized
audio. Far m ore often, the problem is the real time transport required to
keep conversations going or preventing the breakup of the audio signal.
Delays in the tens of m illiseconds require echo-canceling electronics, and
longer delays distract those trying to talk or listen.
The coding schem es that are im plem ented can be classified into a
hierarchy:
• intrafram e com pression w here each frame is com pressed and coded
independently. Such coding m ethods allow QoS variations by decreasing
the frame rate through frame dropping. Various dithering algorithm s can
also decrease the original encoded quality;
• intra- and interfram e compression like the MPEG standard described later
in this section; and
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• layered compression has scalable coding schemes. The video is encoded in
different layers, w here the lowest layer contains basic inform ation such as
lum inance, w hile higher layers carry ad ditional inform ation su ch as
chrom inance or increased bits for increased resolution. This scheme allows
for optim ization of the quantity of d ata that needs to be transm itted for
m ultim edia delivery in the system.
One of the comm on video and audio encoding and com pression
m ethod is the MPEG standard. As m entioned above, MPEG uses two types
of com pression m ethods to encode video data, nam ely, intrafram e and
interfram e encoding [23]. Interfram e coding is based upon both predictive
and interpolative coding techniques. W hen capturing frames at a rapid rate,
red u n d an t data will be found in any tw o or more adjacent frames. MPEG
m ethod of com pression m akes use of this "tem poral redundancy" an d
hence does not encode the entire fram e of data, as is done in intrafram e
encoding. Instead, only the differences (deltas) in information betw een the
frames is encoded. This results in greater compression ratios, w ith far less
encoding of data.

This type of interfram e encoding is called predictive

encoding. A further reduction in data size m ay be achieved by the use of bi
directional prediction.

Differential predictive encoding codes only the

differences betw een the c u rre n t fram e and the previous fram e.

Bi

directional prediction encodes the current based on the differences betw een
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the current, previous and next frame of the video data.

This type of

interfram e encoding is called motion-com pensated interpolative encoding.
MPEG encodes video stream s to support interfram e and intrafram e
encoding w ith three types of coded fram es (Figure 2.4): a) I-fram e
(intraframe encoded) which contains a single frame of video data that does
Bidireclionally
predictive ccxling

from

from

from

1 &4

4 &7

7 & 10

Picture coding &
decoding order
Predictive coding

Picture display
order
Group of picture boundaries

Figure 2.4 : MPEG Coding Loop
n o t rely on the inform ation in any other frame to be encoded or decoded.
Each MPEG data stream starts w ith an I-frame; b) P-fram e (predictive
encoded) is constructed by predicting the difference betw een the current
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fram e and closest preceding I- or P-frame; and c) B-frame (bi-directional
encoded) is constructed from the two closest I- or P-frames. The B-frame
m ust be positioned between these I- or P-frames. Once an I-, P-, or B-frame
is constructed, it is compressed using DCT compression m ethod to reduce
the spatial redundancy and interfram e encoding for temporal redundancy.
2.1.4

OSI M odel and M ultim edia Com m unication
The process of adding and rem oving comm unications protocols to

transm itted frames is probably best described with reference to the wellknow n seven layer O pen System s Interconnection (OSI) m odel of the
International Standards Organization (ISO), which is shown in Figure 2.5.

A pplication L ayer
P resentation L ayer
Session L ayer
T ra n sp o rt L ayer
N etw ork L ayer
D atalink L ayer
Physical L ayer

Figure 2.5 : OSI Reference Model

A pplication Layer: Provides the service elements to process the exchanged
inform ation; services include resource sharing, file transfer, and database
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m anagem ent. In the case of m ultim edia, special services for support of real
time access and transmission of audio and video m ust be provided [42].
P resentation Layer: Provides services necessary to form at exchanged data
and m anage session dialog i.e. the layer provides services for transform ation
betw een application-specific form ats and the agreed-upon form at.

The

m u ltitu d e of au d io and video form ats necessitate conversion betw een
form ats for transm ission and storage on various devices such as CDROM,
tape and stream ing raid disks which store continuous data.
Session L aver: Establishes and terminates connections; arbitrates user rights
to services; synchronizes d ata transfer. The session layer guarantees the
existence of a connection d uring the session.

Types of sessions include

p o in t-to -p o in t sessions, connection to m any d estinations or m ulticast
session and connection to m any sources or m ultidrop session. In the case of
continuous m edia, m ultim edia sessions which reside over one or m ore
transport connections, m ust be established. This introduces a more complex
view on connection reconstruction in the case of transport problems.
T ransport Layer: Provides functions for error-free delivery of messages such
as flow control, error recovery and acknowledgement. This layer provides a
process-to-process connection.

At this layer, quality of service (QoS) is

m aintained by bridging the gap between w hat the netw ork layer can provide
and the needs of the transport users. Large packets are segm ented at this
layer and reassem bled into their original size at the receiver. Error handling
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is based on process-to-process com m unication.
c o n tin u o u s

d a ta stre am s,

requirem ents.

th e

QoS p a ra m e te rs

W hen dealing w ith
m u st m atch th e ir

The error h a n d lin g schem e does no t have the option of

retransm ission, as this will increase the end-to-end delays and strong jitter.
Synchronization betw een two logical data units (LDU) of one connection
and betw een session data units (SDU) of different connections, is provided
by this layer.
N etw ork Layer: Provides tran sp aren t ro u tin g of m essages betw een tw o
transport entities. The netw ork layer transports inform ation blocks in the
form of packets from one station to another across one or more segm ents of
the netw ork or across a num ber of netw orks. This layer provides services
such as addressing, internetw orking, error handling, netw ork m anagem ent
w ith congestion control and sequencing of packets.

In the case of

continuous m edia, this layer m u st incorporate the features of resource
reservation and guarantees for transm ission.

QoS param eters identifying

the requirem ents for continuous d ata stream transm issions, define the
request for resource reservation. The resources m ust be reserved along the
p a th betw een the com m unicating statio n s.

This process leads to a

connection-oriented behavior w ith correct packet ordering and reduced endto-end delay w ith small jitter. If internetw orking is included, for different
com m unication structures in m ulticasting or broadcasting connections,
duplication of packets can follow, which m ay introduce further complexity
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in the reservation process. The netw ork QoS for a connection should be
negotiated at this layer [47].
D atalink L aver: Provides rules for transm ission on the physical m edium
such as packet form ats, access rights, error detection and correction, flow
control and block synchronization.

Access protocols are very m uch

dependent on the network. Networks can be divided into two categories: a)
netw orks using point-to-point connections; and b) netw orks using broadcast
channels, som etim es called m ulti-access channels or ran d o m access
channels. In a broadcast network, the key issue is how to determ ine, in the
case of com petition, w ho gets access to the channel.

This problem was

solved by the introduction of the M edium Access Control (MAC) sublayer
and the MAC protocols, such as the timed token rotation protocol and the
carrier sense m ultiple access with collision detection. The MAC sublayer is
especially im portant in local area netw orks (LANs), nearly all of which use
multi-access channels as the basis of their com m unication. As m entioned
before, contin u o u s d ata stream s require reserv atio n and th ro u g h p u t
guarantees over a line.

If delays are to be kept at a m inim um , the error

control for m u ltim ed ia transm ission as co m p ared to discrete d ata
transm ission, needs a different mechanism than retransm ission because a
late fram e is a lost fram e.

H ow ever, because of the new high-speed

networks based on fiber optics, there may not be a need for any error control
at this layer.

These netw orks favor m ultim edia transm ission because of
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their very low transm ission error rate.

Further, a fixed-size inform ation

block (cell) allows for an efficient protocol im plem entation provid in g
reservations and guaranteed throughput.
Physical Layer: Provides m echanical and electrical level interconnection for
stations. For example, the type of m odulation and bit-synchronization are
im portant in the transfer of data. With respect to the particular m odulation,
delays d uring the data transm ission arise due to the propagation speed of
the im plem ented transm ission m edium and electrical circuits.

They

d eterm in e the m axim um possible b a n d w id th of this com m unication
channel. In the case video and audio data, the delays m ust be m inim ized
an d a relatively high bandw idth should be supported by the transm ission
m edium .
In preparing outgoing packets for transmission, each layer adds its
ow n header to the block of data it receives from above, treating all received
data as an inviolate data unit. O n reception, each layer examines and acts on
its corresponding header, and it passes the rest of the packet to the next
higher layer.
2.1.5

Network Technologies
The technologies available for consideration in the design of the

netw ork for a distributed m ultim edia environm ent can be classified into
legacy LANs and High Speed LANs [37]. The legacy LANs consist of the
traditional shared media ethem et, token ring and FDDI netw orks while the
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high speed LANs consist of sw itched eth ern et and asynchronous transfer
m ode (ATM). Let us consider in detail these technologies.
2.1.5.1 Legacy LANs
E thernet is the most frequently deployed LAN technology.

Its 10

Mbps bandw idth allows theoretically up to four compressed video stream s.
The draw back of the Carrier Sense M ultiple Access w ith Collision Detection
(CSMA-CD) m ethod is its non-d eterm in istic behavior.

In high lo ad

situations it exercises no control over access delay or available bandw idth
per application. If a traditional application, such as a remote file access, tries
to use a large percentage of available bandw idth, no m echanism s exist to
assure a fair distribution of bandw idth. Further, ethernet does not provide
any access-priority mechanisms and thus cannot give preferred treatm ent to
real-tim e traffic over conventional data.
The lack of delay g u aran tees m akes eth ern et not suitable for
d istrib u te d m ultim edia.

N evertheless, m any of tod ay 's experim ental

m u ltim ed ia applications use e th e rn e t as their tran sp o rt m echanism ,
generally in a controlled and protected environm ent.

It provides enough

b an d w id th for a few stream s plus a m ulticast function, which m akes it
suitable for a small scale distributed m ultim edia system.
A v a ria n t of ethernet, called Isochronous E th ern et has b een
developed to have the same packet delivery of ethernet together w ith ISDNlike isochronous channels on a single wire to a terminal. The channels are
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basically d ata channels of an ISDN system .

This approach has lim ited

b an d w id th and lacks m ulticasting support. It provides truly isochronous
traffic, i.e. data with optimal delay characteristics.
The ethernet bandw idth can be scalable to 100 M bps using the same
CSMA-CD access protocol.

This Fast E thernet system has the sam e

lim itations w ith regard to access delay characteristics, since any station on
the netw ork can d isru p t the m ultim edia stream through heavy traffic.
M ulticasting is available in the fast ethernet networks. It is a possible choice
for small to m edium configuration b u t is not a good m eans for m ultim edia
com m unication.
The Token Ring access protocol is m uch better suited than Ethernet to
su p p o rt m ultimedia data. It has the advantages of higher bandw idth i.e. 16
M bps an d the availability of M AC-level priorities.

The priorities can

differentiate between real-tim e data (high priority) and norm al data (low
priority). Control and access to low -priority bandw idth is the sam e as for
ethernet.

Stations can apply to a b andw idth m anager for a portion of

reserved (high priority) bandw idth. The bandw idth m anager keeps track of
the total allocated bandw idth to p revent over com m itm ent.

The scheme

w orks by providing access control or traffic shaping m echanism for each
m ultim edia station to assure that a station does not exceed its allocated
bandw idth. Avoiding bandw idth over com m itm ent of token ring does not
g u a ra n tee acceptable access delays.

In ad d itio n to the b an d w id th
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m anagem ent schem e, token ring has lim ited m ulticasting capability w hich
m akes it a viable entry netw ork for m ultim edia communication.
The Fiber Distributed Data Interface (FDDI) is conceptually a superset
of a fast Token Ring. Thus m ost of the techniques discussed for the Token
Ring ap p ly directly to FDDI but w ith a bandw idth of 100 Mbps. The larger
b an d w id th w ill support a large num ber of m ultim edia stations. In addition
to p rio rity traffic, FDDI also supports a synchronous traffic class, w hich
allow s traffic w ith b o u n d ed delay to use the ring.
configurable at the tim e of ring utilization.

The delay lim it is

This class for synchronous

traffic is n o t w idely deployed and hence a bandw idth m anagem ent schem e
is necessary for m ultim edia com m unication.

M ulticast com m unication is

supported by FDDI.
2.1.5.2 H ig h Speed N etworks
T he use of A synchronous T ran sfe r M ode (ATM) has g a in e d
im portance in the past few years w ith its prom ise of being able to transport
m ultim edia objects or data [21, 31]. ATM is also know n as A synchronous
Time D ivision M ultiplexing (ATDM). Bell Labs have been w orking in the
area since 1969 producing three experim ental ATDM LANs: Spider, Datakit
and Incon [13]. ATM is currently being standardized for use in the w ide area
B roadband ISDN [38].

This has caused local area ATM to become popular,

w ith th e "ATM Forum " w orking on stan d ard s [5].

There are tw o key

principles in ATM technology that m ake it beneficial for deploym ent in
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netw orks, nam ely 53 byte fixed-size data transfer units and establishm ent of
virtual circuits.
ATM is a sw itc h ed , connectio n -o rien ted lo cal a n d w ide-area
netw orking technology th a t allow s a theoretically u n lim ite d num ber of
users to have dedicated, h ig h speed connections w ith each other and w ith
high perform ance servers. It is defined by a set of interface standards for
both w ide area and local area netw orks. These interface stan d ard s offer two
advantages:
•

since interfaces, rath er than internal architectures o r im plem entation
details, are defined, interoperability betw een eq u ip m en t developers
can be m ain tain ed a n d developers are given th e flexibility to
differentiate their products;

•

because the same standards serve as basis for both local and wide area
netw ork im plem entations of ATM, seamless integ ratio n of the LAN
and the W AN can be achieved using ATM.
8
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Figure 2.6 : ATM Cell
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ATM's prim ary differences with shared m edia netw orks such as Ethernet,
Token Ring and FDDI is its use of dedicated m edia, its connection oriented
nature and its fixed length cells [24].

ATM uses dedicated media connections in parallel. Legacy or shared
m edia netw orks are inherently serial.

Users on an ethernet netw ork, for

exam ple m ust contend for one data pipe, w ait for an opening, and then send
Throughput
per Port
D edicated o r Sw itched M edia N etw orks
lxL ine Speed

—

\ \

S

0.1 xLine Speed —

v. \
O.OlxLine Speed

_

0.001 xLine Speed

—

Shared-M edin
N etw ork

\
s

N

Number of Ports
Figure 2.7 : Throughput per port for Shared and Dedicated Network
their transm issions.

This m eans that only one netw ork transm ission can

take place at a time. The result of the serial nature of shared media LANs is
th at the average bandw idth available to each user declines w ith each
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additional user. If one user is using 10 M b /s ethernet netw ork, that user's
average bandw idth is 10 M b/s. If 10 users are on the same ethernet segment,
however, that average drops to 1 M b/s, and so on as seen in Figure 2.7.
Switched Ethernet and ATM supply each user w ith a dedicated media
connection to a switch. The switches perm it m any of these dedicated m edia
connections to run in parallel. This means that m ultiple conversations m ay
take place sim ultaneously through a single switch. These sw itches m ay, in
turn, be connected together to form networks. Again m any connections can
run in parallel, allow ing m ultiple conversations to take place over m ultiple
paths through-out the netw ork at the same time. Thus the arithm etic of
decreasing average available bandw idth as the num ber of w orkstations
increases, as in shared m edia LANs, is not applicable in an ATM or switched
ethernet netw ork. The m axim um bandw idth and the average bandw idth
per connection are the same: 155 M b /s in the case of today's ATM, scalable
to 622 M b /s and beyond in the future.
The second difference between shared m edia netw orks and ATM is
that ATM is connection-oriented or the concept of virtual circuits.

In a

connectionless shared-m edia LAN, the header of each packet m ust include
sufficient inform ation to route a packet to its destination.

Before data

transfer can occur betw een two points on an ATM netw ork, how ever, a
connection needs to be established between the source and the sink using a
signaling protocol. Once this route is setup the ATM cells are self-routing,
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as each cell contains inform ation identifying the established connection or
circuit for its use. Therefore, there is no need to repeat com plex routing
inform ation in each cell. This idea of circuits is analogous to the circuits
used in the telephone system i.e. a dedicated link is m ade betw een the en d
points for the duratio n of the communication.

The virtualization of this

idea is to m ultiplex m any comm unication channels onto a single physical
line as show n in Figure 2.8.

VC

VP

vc

VP

vc

VP

Transm ission
Path

VP

VC

VP

VC

VP

vc

Figure 2.8 : ATM Virtual Path(VP)/Virtual Channel(VC) structure

In shared m edia networks, end nodes take the variable length packets
transferred to them by upper layer protocols, append trailers and headers,
and send the d ata on the netw ork in the form of variable length frames. In
an ATM netw ork, end nodes take the variable length packets transferred to
them by upper layer protocols and m ap these packets into fixed length cells
with a five-byte header followed by a 48-byte payload.
Specifically in the five-byte header show n in Figure 2.9, each ATM
cell contains two fields - a Virtual Path Identifier (VPI) and a Virtual Circuit
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Identifier (VCI), which jointly serve to identify connections. The VPI/VCI
have local significance only i.e. they identify a particular cell to be associated
w ith a particular virtual circuit, across a single link.

A set of V PI/V CI

m appings is program m ed across an ATM netw ork from one term inal to the
other (and vice versa), through any num ber of interm ediate switches, that
identifies cells belonging to the connection on each link. It m ust be noted
that there is no reservation of specific positions in the frame for each circuit,
unlike in other netw orks.

ATM can reserve bandw idth over a period of

time, bu t it does not dictate the position in the stream of data. This m eans
that bandw idth is used only when a node has data to send, w hich allows
ATM to incorporate the efficiency of packet switching, nam ely the ability to
allocate as per the needs and the demand.
Bits
8
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3

1

2

Generic Flow Control
(GFC)

Virtual Path Identifier
(VPI)

1

Virtual Path Identifier
(VPI)

Virtual Channel Identifier
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2

Virtual Channel Identifier
(VCI)
Virtual Channel Identifier
(VCI)

Payload Type
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3
Cell
Loss
Priority
fCLPI

Header E rro r Check
(HEC)

Figure 2.9 : ATM H eader Structure
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The ATM protocol reference model show n in Figure 2.10, is similar to
the OSI layered model. Communication from higher layers occurs through
three layers -the Physical Layer, the ATM Layer and the ATM A daptation
Layer (AAL). The model differs from the OSI m odel, how ever, in its use of
"planes" which are analogous to protocol suites. The portion of the layered
architecture used for end-to-end or user-to-user data transfer is know n as
the User Plane (U-Plane).

Similarly, higher layer protocols are defined

across the ATM layers to support signaling - this is the Control Plane (CPlane).

Management Plane

Control Plane

User Plane

H igher Layers

Higher Layers

ATM Adaptation Layer
ATM Layer
Physical Layer
Figure 2.10 : ATM Protocol Reference Model
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A m anagem ent plane provides the control of an ATM node.

The

M anagem ent Plane (M-Plane) is further subdivided:
1) Layer M anagem ent is used to m anage each of the ATM layers, w ith a
m anagem ent entity corresponding to each ATM Layer.
2)

Plane M anagem ent is concerned w ith the m anagem ent of all other

planes.
In practice, the ATM protocols can be understood sim ply in term s of the
function of each of the ATM protocol layers, as with conventional LAN
protocol stacks.
The physical layer is segm ented into two sublayers: the Physical
M edium D ependent (PMD) Sublayer, and the Transm ission Convergence
(TC) sublayer. This sublayering is im portant since it separates transmission
from the physical interface, and allows ATM interfaces to be built on a large
variety of physical interfaces. The PMD is specific to a particular type of
physical layer and deals w ith factors such as bit tim ing and the physical
m edium . The TC sublayer perform s a convergence function which receives
a bit stream from the PMD and extracts cells to pass to the ATM layer. Some
of the com m on functions of the TC are: cell delin eatio n , cell rate
d eco u p lin g , HEC generation and checking, a n d tran sm issio n fram e
generation, adaptation and recovery.
The ATM layer is fully independent of the physical m edium used to
tran sp o rt the ATM cells and thus of the physical layer.

The following
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functions are perform ed bv this layer:
*

0

0

• The m ultiplexing and dem ultiplexing of cells of different connections
(identified by different VCI a n d /o r VPI values) into a single cell stream on a
physical layer.
•

A translation of the cell identifier, which is required in m ost cases w hen

sw itching a cell from one physical link to another, in an ATM sw itch or
cross connect. This translation can be perform ed either on the VCI or VPI
separately, or on both sim ultaneously.
•

Providing the user of a VCC or VPC with one quality of service (QoS)

class, out of a num ber of classes supported by the netw ork. Some services
m ay require a certain QoS for one p a rt of the cell flow of a connection, w ith
a low er QoS for the rem ainder.

The distinction w ithin the connection is

m ade by means of the CLP bit in the cell header.
•

M anagem ent functions: the header of user information cells provides for

a congestion indication and an ATM user to ATM user indication.

Pre

assigned VCI values are defined for F4 segm ent associated and end-to-end
associated flows, and dedicated PTI codes for F5 segm ent associated, end-toend associated flows and resource m anagem ent cells. W hen the PTI does
not indicate user inform ation, further inform ation concerning the type of
layer m anagem ent will be found in the information field of the cell.
•

Extraction (addition) of the cell header before (after) the cell is being

delivered to (from) the adaptation layer.
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•

Im plem entation of a flow control m echanism on the user-netw ork

interface. This is supported by the GFC bits in the header.
The ATM A daptation Layer enhances the service provided by the
ATM layer to a level required by the next higher layer. It performs functions
for the U ser, Control and M anagem ent planes, and su p p o rts m apping
betw een the ATM layer and the next higher layer. The functions performed
in the AAL depend on the higher layer requirem ents.
The adaptation layer is divided into 2 sublayers: the segmentation and
reassem bly sublayer (SAR) and the convergence sublayer (CS). The m ain
p u rp o se o f the SAR sub lay er is se g m en tatio n of the hig h er layer
inform ation into a size suitable for the payload of the consecutive ATM cells
of a virtual connection, and the inverse operation, reassembly of contents of
the cells of a virtual connection, into data units to be delivered to the higher
layer.

The convergence sub lay er perform s functions like m essage

identification, tim e/clock recovery, etc.
The CCITT has defined four classes of ATM services as show n in
Figure 2.11:
Class A: A time relation exists between source and destination. The bit rate
is continuous (constant) as in applications such as pulse code m odulation
(PCM) telephony.
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Class B:

A tim e relation exists betw een source and destination for a

connection-oriented service.

This includes variable - bit - rate non-data

application such as compressed video.
Class C: A connection-oriented data application which does not require a
time relation between source and destination and the bit rate is variable.
Class D: A connectionless data application which also does not require a
time relation between source and destination.

Class A

T im ing
between
Source and
D estination

Bit Rate

Connection
M ode

Class B

Required

Class D

Class C

N ot
Required

Variable

Constant

C onnection Oriented

Connectionless

Figure 2.11: ATM Service Classes for Adaptation
To handle these different classes of service, five ATM adaptation layers have
been defined by CCITT and the ATM Forum.
AAL -1 : Defined to support class 1 applications
AAL - 2: Defined to support class 2 applications
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AAL - 3/4: Layers 3 and 4 w ere combined to su p p o rt connection-oriented
data service and connectionless datagram s
AA1 - 5: As a result of the complexity w ith AAL - 3 /4 , several companies
proposed AAL - 5. It provides more lim ited functions (error detection b u t
not recovery) but has lower processing and bandw idth requirements.
Existing LAN technologies can be accom m odated in the ATM world
by using LAN em ulation [19]. In essence, LAN em ulation is a way to render
the ATM sw itching fabric invisible to legacy LANs.

LAN em ulation also

enables applications on legacy LANs to access A TM -attached servers,
w orkstations, routers and other netw ork equipm ent.

LAN em ulation

forw ards upper-layer protocols across ATM connections w ithout requiring
any m odifications to legacy software. At the same time, it m akes it possible
to convert LAN packets into ATM cells w ith o u t generating too m uch
overhead at the ATM-attached devices.
An em u lated LAN has two m ain com ponents: LAN em ulation
clients (LECs) and a single LAN em ulation service. LEC software can be
deployed in the converter or as p art of the d riv er in an ATM -attached
netw ork server or other device. The client software has several jobs. One of
the m ost im portant being to m ap MAC (media access control) addresses to
ATM addresses which is also know n as address resolution. The software
that delivers the LAN em ulation service is im plem ented on three logical
servers - the configuration server, the LAN em ulation server (LES), and the
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broadcast and unknow n server (BUS). W orking together, the servers on an
em u late d LAN perform three functions: tran sfer d a ta point-to-po in t
betw een one end-station and another (unicast); transfer d a ta point-tom u ltip o in t from one end-station to m any (broadcast or m ulticast); and
resolve MAC addresses to ATM addresses.
The LES is the com m and and control center for an em ulated LAN.
It's responsible for registering and resolving MAC addresses or route
descriptors to ATM addresses. The BUS takes care of all the broadcasting
and m ulticasting perform ed over the ATM netw ork.

The configuration

server furnishes configuration information about the ATM netw ork. It also
supplies the address of the LES to the client. LECs com m unicate with theses
servers via two types of ATM connections. Control connections are used for
housekeeping tasks such as finding the address of another client.

Data

connections are used for everything else. The key control connection runs
betw een the client and the LES and is set up by a client w hen it joins an
em ulated LAN. This is a bidirectional point-to-point link.
Thus, overall, LAN em ulation is the m eans for com bining legacy
LAN and ATM technologies.
2.2

Related Work
The following research projects w ere found in the literature to have

setup sim ilar netw orks with limited focus or operation param eters. Most of
the projects are in the field of medicine and are used for archiving, teaching,
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v id eo co n feren cin g , c o llab o ratio n

and

c o n su lta tio n

d u rin g surgical

procedures.
• The M edN et project at the University of Pittsburgh [44] is used for real
time m onitoring, m u ltip arty consultation and collaboration d uring brain
surgery.

Phase I of the system incorporated real-tim e d ata stream s of

digitized audio, extensive physiological and com puter generated data.
Video stream s were transported by a parallel, broadband, analog netw ork to
the workstation The data netw ork comprised of a shared Ethernet backbone.
In phase II the system s w ere combined to provide only one netw ork for the
delivery of digital stream s of video, audio and com puter generated data.
This project uses only ATM to the w orkstation and does not consider any
legacy LAN topologies such as ethernet or token ring. M ednet uses a server
in its operation to archive data and d istrib u ted to one user at a time.
Guarantees on quality of service at the w orkstation are the responsibility of
the user. Buffering is used to obtain synchronization.
•

The BERKOM project in G erm any [6] w as established to study the

requirem ents of a m ultim edia com m unication an d collaboration system.
The project stu d ied the requirem ents for a m u ltim ed ia collaboration
service, m ultim edia m ail service and m ultim edia transport system .

This

project is m ainly used connect sites all over G erm any using Vermittelndes
Breitband-N etz (VBN) netw ork. The LAN environm ent was ethernet and
connected to the VBN using a special m ultiplexer.

This project uses
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eth ern et or FDD! to the w orkstation an d VBN for the w ide area
connectivity. The project did not use ATM in the initial research. Future
activities w ill include the d eploym ent of ATM to replace the VBN.
BERKOM project is researching the uses of m ultim edia in collaboration and
com m unication. G uarantees on quality of service are im plem ented in a
specialized protocol XTI. Most of the research concentrates on the netw ork
QoS. Research into the application QoS is limited and is achieved mainly by
using large buffers.
•

The H igh D efinition Distance Learning (HDDL) project [43] at the

University of M innesota has been designed to deliver sim ultaneous video,
audio and dual digital slide projection over ATM connections. This project
uses two way com m unication over the wide area for delivery of lectures and
discussions. The HDDL project uses ATM connections to Silicon Graphics
workstations. HDDL is basically used to deliver lectures and two way video
conferencing. There are no plans to deliver past lectures using a video or
m ultim edia server. The ATM netw ork is basically used for delivery of the
data before the time of delivery. Thus, the network is not used as a realtime
delivery system for delivering lectures. Protocols such as FTP are used for
transmission of the files.
•

M edusa project [53] at Olivetti Research aims to provide a netw orked

m ultim edia e n v iro n m en t in w hich m any stream s of m ultim edia data,
perhaps thousands are active sim ultaneously.

M edusa's softw are model
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uses active objects called m odules to represent cam eras, displays, format
converters and so on. These modules connect together to form applications.
The M edusa project uses ATM but it is u se d as an intern al bus and
interconnecting netw ork. The m ultim edia peripherals are connected to an
ATM sw itch and then to the workstation instead of directly to the station.
M edusa has a peer-to-peer architecture rather than the hierarchy of clientserver architecture.

Application may take a hands-on approach where it

interacts w ith the stream coming from the source to the sink or take a
hands-off approach and sim ply connect source to a sink w ith o u t ever
touching the raw data itself.

Quality of service p aram eters are being

p ro g ram m ed into the special interfaces w hich go d irectly into the
m ultim edia object or m odule such as a cam era, a m icrophone, monitor,
speakers and the w orkstation itself.

The m odules developed under this

project are specialized and eventually m arketed to specific industries.
• At the U niversity of Cambridge, the Desk Area N etw ork (DAN) research
[16] focuses on building a m ultim edia w orkstation that em ploys a single
ATM sw itch for interconnecting multimedia devices. DAN investigates the
req u ire m e n ts of a m ultim edia w o rk statio n nam ely, I /O

subsystem

requirem ents, operating system m odules, caching, etc. The DAN project
takes local area ATM techniques and experience and uses them to build an
intra-m achine interconnection network.

The m ultim edia peripherals are

connected to the ATM bus which is then connected to the workstation. The
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DAN project concentrates on the connection of m ultim edia peripherals to
an ATM bus. Q uality of service is considered w hen transferring data on the
ATM bus which connects the various peripherals. The requirem ent is that
the QoS requirem ents at the interface of the w orkstation is com m unicated
to the bus interface of the peripheral.
• The Pandora project [18, 34] investigated the m anagem ent of time critical
data stream s and first generation m ultim edia applications.

"The Pandora

Box" was produced to add audio and video capabilities to an existing
w orkstation.

An ATM netw ork, the Cam bridge Fast Ring, is used to

interconnect the boxes.

Com m unication is possible betw een the Pandora

w orkstations to an assortm ent of servers. The Pandora project uses only
ATM. The ATM netw ork is used to connect the various w orkstations w ith
each other.

Legacy LAN topologies are not considered in the project.

Pandora netw ork has very lim ited use of video servers as the netw ork is
m ainly used for video conferencing.

Q uality of service param eters are

p ro g ram m ed into the special interfaces w hich go d irectly into the
m ultim edia object or m odule such as a cam era, a m icrophone, m onitor,
speakers and the workstation itself.
• VuNet [1] is a gigabit-per-second local area ATM netw ork im plem ented at
the M assachusetts Institute of Technology. It is im plem ented in the context
of ViewStation. V uN et consists of a set of ATM switches and links. The
ATM sw itches are used to interconnect w orkstations and m ultim edia
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peripherals, such as video capture boards, im age processing system s and
audio capture boards. The w orkstations are general off-the-shelf systems
w ith a V uN et host interface card.

This project uses only ATM to the

w orkstation. Video and audio stream are transm itted from the digitizing
station to m u ltiple delivery stations.

The project concentrates on the

delivery of live m ultim edia stream s for videoconferencing applications.
Guarantees on quality of service at the w orkstation are im plem ented in the
VuNet host a d ap ter card and the ATM sw itch.

This project focuses on

g etting real-tim e d ata such as voice and video from the netw ork and
delivering it to the application.
Sum m arizing all the related work and m aking com parisons w ith our
project we obtain Table 2.1. Our project im plem ents a netw ork which looks
at both legacy LAN technologies and ATM technology. We also look at the
d istrib u te d m u ltim ed ia environm ent in detail w hich includes serv er
architecture and netw ork performance for m ultim edia applications.
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Table 2.1: Sum m ary of Objectives for Related Research
Q uality of Service
Im plem ented Using
this M echanism

Use of
Legacy
LANs

Use of M ultiM edia or
V ideo Servers

Used for Video
C onferencing
and
Collaboration

No

N o (Single
User System)

No

Yes in
the
F uture

Yes
FDDI
and
E thernet

No

Prim ary use

Uses a special protocol
to establish netw ork
QOS

HDDL

Yes

No

No

Prim ary use

N etw ork is used to
perform staging of data
for lectures. N o QOS
for Video Conferences

M edusa

Yes as
N etw ork
and W /s
Bus

No

N o servers but
connections
directly from
source to sink

Prim ary Use

Uses the special
interfaces designed for
attaching video sources
and sinks. QOS built
into the interface

Nam e of
Project

Use of
ATM

M edN et

Yes

BERKOM

^

Limited to User
controls

(Table continued)
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Nam e of
Project

Use of
ATM

Use of
Legacy
LANs

Use of M ultiM edia or
V ideo Servers

Used for Video
Conferencing
and
Collaboration

Q uality of Service
Im plem ented U sing
this M echanism

DA N

Yes as
W /S bus

No

No

Prim ary Use

Using ATM Bus
w ithin the w orkstation

Pandora

Yes

No

No

Prim ary Use

Uses Special interfaces

V uN et

Yes

No

No

Prim ary Use

Uses VuNet adapter

O ur Project

Yes

Yes

Yes

Yes

Best Effort but
guaranteed with new
fram ew ork

Chapter 3

Design Specification For An Integrated Network
3.1

G uidelines
W hen designing any netw ork it is im portant to consider the dem ands

that will be placed on the system by the different types of data. The data with
the m ost complex dem and characteristic will determ ine the structure of the
netw ork. This is due to the fact that this data will put m axim um strain on
the system. It is assum ed all other types of data have requirem ents that are
less stringent than the m ost com plex needs.

In our environm ent the

m ultim edia stream s will place the m ost strain on the system. Traditional
transactional data com m unication needs will be m et if we design for
m ultim edia data streams.
3.2

M ultim edia C om m unication R equirem ents
M ultim edia com m unication requirem ents impact various aspects of

the integrated netw ork design.

As seen in the previous chapter the key

p aram eters that m ust be m on ito red in this netw ork are b a n d w id th ,
transm ission delay, capability of m ultipoint communication, reliability and
channel synchronization. Let us consider each of these in further detail.
• Bandwidth - DVI and MPEG standards for video and audio compression
suggest that for good quality the data rate should not be lower than 1.5 Mbps.

48
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W ith regard to wide-area transmission cost, existing H.261 im plem entations
show that 64 Kbps is only acceptable in alm ost static "talking head" video
signals, w hereas the 384 Kbps (six bundled ISDN channels) variant yields
acceptable results even in a more general environm ent. This bandw idth is
required for simplex, i.e. unidirectional, stream s because m ultim edia traffic
is highly asymmetrical. Thus for our design a m inim um of 1.5 Mbps m ust
be guaranteed in each direction to each workstation.
•

T ransm ission Delay - International C om m unications U nion (ITU)

standards suggests a m axim um total end-to-end delay of up to 150 ms for
interactive video applications. Based on this delay param eter, traffic may be
divided into the follow ing categories: (i) asynchronous type that has no
restriction on the transm ission delay; (ii) synchronous type that has an
u p p e r b o u n d for the transm ission delay for each m essage; and (iii)
isochronous type that has an upper bound for the m axim um transm ission
delay and also requires a constant transm ission delay for the different
packets. Video and A udio communication falls into this last class.
Isochrony does not have to be m aintained across the entire path from
source to sink b u t only at the inform ation's final destination.

Thus

isochrony can be recovered by the use of buffers at the destination. The
recovering process will introduce som e delay. The end-to-end delay can be
broken dow n into at least four contributing pieces: (i) source compression
and packetization delay; (ii) transm ission delay; (iii) end-system queuing
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an d synch ro n izatio n (playout) delay; a n d (iv) sink decom pression,
depacketization and output delay. Video stream s require the handling of 25
to 30 fram es per second.

Thus real-tim e com pression or decom pression

times m ust not exceed 30 to 40 ms. Using another frame period for queuing
and playout delay, leaves 60 ms for the m axim um transmission delay.
•

Reliability - Traditional com m unication aims at providing reliable end-

to-end com m unication betw een tw o peers.

Existing com m unication

systems always use checksum and sequence num bering for error control and
som e form of negative or m issing positive acknow ledgem ent with packet
retransm ission handshake for error recovery.

If check sum m ing is not

perform ed either in hardw are at the media access control or link layer, it can
affect the system perform ance drastically.

The acknow ledgem ent w ith

subsequent retransm ission handshake adds m ore than a round-trip delay to
the transmission of this data. For time critical data such as video and audio
stream s, the retransm itted packet m ay be useless. Therefore, in the case of
the time sensitive transmissions, the netw ork m ust let the error control and
recovery schemes be handled by the higher com m unication layers. They
can provide the level of reliability required, taking into account the im pact
on the delay characteristics. A possible rem edy for the conflicting goals of
reliability and low delay is to use forw ard error correction (FEC) techniques.
The issue of reliability becom es even m ore complex for m u ltip o in t
com m unication.
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•

C hannel Synchronization - W hen audio, video and other data stream s

are delivered from different sources via different routes, it is necessary to
synchronize these different stream s at the sink.

Synchronization can be

achieved using a combination of tim e-stam ping and playout buffers. In our
design we assum e synchronization to be built into the operating system on
the client and the server.
•

M u ltip o in t C om m unication - M ultim edia com m unication involves

audio and video broadcast information.

Thus the integrated m ultim edia

com m unication needs to su p p o rt m ulticast com m unication patterns in
addition to norm al point-to-point comm unication.
3.3

M ultim edia Network Specification
An in frastru ctu re constructed of the legacy LAN technologies

described in the previous section, m ight be sufficient for su p p o rtin g
m ultim edia applications in a small scale.

A sm all group of users who

retrieve video from a server or participate in a video conference may be
serviced by a single ethernet.

H ow ever, as the num ber of m ultim edia-

capable users grows, the aggregate bandw idth of the netw ork m ust also grow
to su p p o rt their communication requirem ents. Further, videoconferencing
applications are not likely to stay restricted to the individual w orkgroups
and hence m ay make extensive use of the backbone.
N etw orks are subdivided into subnetw orks due to geographical,
a d m in is tra tiv e

an d

a d d re ssin g

re a so n s.

The

su b n e tw o rk s
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interconnected bv a backbone. Let us consider the traffic generated within a
subnetw ork is divided into two fractions: the intra-subnet traffic which is
uniform ly addressed to the other subnetw orks on the backbone network,
and is proportional to their sizes. In this section a traffic m odel is presented
that m akes it possible to evaluate the required bandw idth for the backbone
network.
S ubnetw orks are com posed of segm ents; a segm ent is a shared
channel interconnecting a num ber of users.

Segments m ay be ethernet,

token rings, FDDI and are connected by switches or bridges, which isolate the
traffic local to the segm ent, repeating only the traffic to /fro m the other
segm ents in the subnetw ork.

If the b an d w id th requirem ents are low, a

su b n e tw o rk m ight be com posed of a single segm ent.

H ow ever, as

b andw idth requirem ents grow and exceed the capacity of a single segment,
tw o options exist to provide the service: (i) increase the capacity of the
segm ent; and (ii) increase the concurrency by using m ultiple segments.
O ption (i) can be exercised up to a certain lim it, and is usually not very
attractive, because all nodes must be retrofitted w ith interfaces for higher
speed. W ith option (ii), no modification is needed in the user stations, and
the increase in bandw idth is realized by increasing the num ber of segments,
thus allowing m ultiple concurrent transm issions to take place. Some sort of
sw itching function m ust be provided betw een those m ultiple segments.
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The sim plest way to im plem ent this sw itching function is by
interconnecting the segm ents w ith bridges, b u t for uniform ly addressed
traffic, this technique cannot lead to large im provem ents over the capacity
of a single segm ent.

The reason for this lack of im provem ent in the

aggregate throughput is that some of the segm ents are used to im plem ent
the sw itching function betw een the con cu rren t channels a n d become
bottlenecks. If a high capacity channel is provided to carry traffic between
segm ents then substantial bandw idth will be available for inter-segm ent
com m unication.

This channel m ay be an FDDI ring or a high-speed

backplane inside a sw itching hub. The topology of the subnetw ork is a star
w ith a fast and large capacity channel in the center. The evolution of the
backbone is sim ilar to the construction of the subnetw ork, b u t on a larger
scale.
3.4

C om putational C haracterization of N etw ork W orkload
We present a com putational m odel that will enable us to identify the

type of netw ork required to be installed in a distributed m ultim edia system.
Let us consider the following variables:
Nm

: Total num ber of users on the netw ork

S

: N um ber of subnetw orks in the netw ork

N?00 : N um ber of users in subnetwork i, i= 1
G,

S

: N um ber of segments in subnetw ork i, i=l....S
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NfjEG : Num ber of users in segment j (j =
i= 1
Tfc

S

: Traffic being generated in segm ent j (j = l . —Gj) of subnetwork i
(i= 1

Tf08

of subnetw ork i,

S) in bits/second

: Traffic being generated in subnetwork i (i= 1

S) in

bits/second
rpBAcic . traffic jn the backbone
B tect : Data rate

regular data or text stream in bits/second

B mult : Data rate of the multimedia stream in bits/second
y

: Fraction of the traffic generated in the segm ent destined to
users in the sam e segment

a

: Fraction of the traffic generated in the subnetw ork destined to
users in the same subnetwork

8

: Fraction of the users in the netw ork which are m ultimedia
capable

M ultim edia may be introduced gradually and hence only a fraction 8 of the
total nu m ber of users on the netw ork w ill be capable of generating
m ultim edia traffic.

If we assum e th at each m ultim edia capable user

generates a stream of data rate B ^-p, then the traffic generated in a segment
by these users is:
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A fraction y of T ^ 0 rem ains in the segm ent, and the rem aining (1-y) is
transm itted into the subnetw ork i.
G

Thus the traffic in the subnetw ork is

I

Tf™ = X ( l - y ) T ? c
j=t

(2)

If we consider the subnetw ork consisting of switching ethernet hubs then
each port is considered as a segment. Further, in a distributed m ultim edia
system due to the bandw idth requirem ents of transm itting video and audio
stream s, one m ay attach only one w orkstation per port of the hub. In this
case, each segm ent contains only one user and hence y = 1. Equation (2) m ay
be w ritten as:
MULT

(3)

This is the traffic generated by the users capable of generating m ultim edia
stream s an d the rest of the users generating data or text stream s.

If we

consider a com pletely distributed m ultim edia system then every station in
the su b n etw o rk has the capability of either generating the m ultim edia
stream or at least viewing a m ultim edia stream. This leads to the variable
8=1. Hence:
i

i

MULT
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If each of the w orkstations were setup for video-conferencing or to handle
m ultiple stream s sim ultaneously then we can m odify equation (4)
t sub

=p

n sub

g MULT

(5)

The m axim um nu m b er of stream s that the w orkstations can handle is
represented by (3.
If each segm ent connects a num ber of users or w orkstations and a
subnetw ork consists of a num ber of segm ents, then the fraction of traffic
between segm ent i destined for segm ent j is represented by:

Some of the traffic ( a T tSUB) generated in the subnetw ork i m ay be sent
to users in the sam e su b n etw o rk w hile the rem a in in g (l-cO T f08 is
tran sm itted to the backbone.

The traffic in the backbone is:

s
T BACK=

£

(1 _

a ) T SUB

(7)

i=I
The traffic from su b n e tw o rk i to subnetw ork j is considered to be
proportional to the size of subnetw ork j, i.e
*

fc^TOT_ jqSUB

ifi *j
ifi=j

(8)

The traffic from subnetw ork i into the backbone, T|", is given by:
T m = t sub(1 _ a )
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The traffic from the backbone into subnetw ork i, T°ul, is given by:
(10)

i- ■
j>*>
The traffic in the backbone can also be represented by the following equation
s
.pBACK
BACK _

£

(1_

a ) p N SUBg

i= 1

MULT

( 11)

The backbone traffic is found to be proportional to the following:
•

the fraction of traffic generated in the subnetw orks that is destined to

other subnetworks;
• the num ber of stream s that each workstation can handle sim ultaneously
when attached to the network;
• total num ber of users on the network; and
• bandw idth of the m ultim edia streams.
3.5

A G eneralization for the M ultim edia Server Architecture
Sharing applications w ith digital video and audio content in a

d istrib u te d com puting e n v iro n m en t poses u n iq u e challenges to the
capabilities of traditional servers [49]. The applications can be divided into
two m ain categories: (a) stored video applications w hich involve sharing of
digital information stored in a server through a local area netw ork, and (b)
live video applications w hich involves the use of the video m edium for
interactive comm unication among hum ans such as video conferencing and
collaborative computing.
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The characteristics of digital video files and traffic differ substantially
from those encountered with traditional data applications: (a) video files are
quite large i.e. in some cases a video file is as large as a complete database; (b)
video traffic is continuous in nature while data traffic is bursty; and (c) the
data rate of a video stream is relatively higher than the m ean data rate of a
single data traffic source. Thus, the com m only em ployed data file servers
are not suited to su p p o rt video services over local area netw orks.

N ew

m ultim edia servers or data servers w ith additional capabilities are needed to
handle the characteristics of digital continuous media files and traffic [29, 50].
In the case of data applications, a user expects a fast response time for
a file access request to a server or data transmission request on a netw ork, as
com pared to the time it takes to place the next request. Hence, the capacity
of a server and the overall netw ork b an d w id th m ust both be large as
com pared to the average dem and placed by a single user. Accordingly, file
servers designed for supporting data applications and netw ork designs to
carry data traffic have been based on the principle of bandw idth sharing and
sta tistica l tim e m ultip lex in g .

File servers have fu rth erm o re taken

ad v an tag e of the p ro p erty of locality in file access and incorporated
appropriate caching mechanisms. In all cases, as the overall load placed on
the shared resources increased the average response time experienced by all
users also increased.
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M u ltim edia se rv ers n e ed

to control very large volu m es of

continuous datastream s, the m edia devices that store these datastream s, and
the netw orks and com m unications that distribute the datastream s to and
from the users in real time, in order to facilitate shared access to data. There
are three basic approaches to the design of servers aim ed at sup p o rtin g
m ultim edia applications. The first approach is to retrofit a d ata application
file server in such a way as to allow it to handle video traffic; for example, a
Novell server m ay be equipped w ith a N etw ork Loadable M odule (NLM)
w hich provides the stream ing capability needed for video.

W hile it is

expected that w ith this ap p ro ach a single server can s u p p o rt both
m u ltim ed ia and d a ta ap p licatio n s sim u ltan eo u sly , there m ay be a
compromise in the perform ance for both. A second approach is to design a
server entirely dedicated to video applications; such a server is then
designed and optim ized specifically for stream ing, and can thus offer the
best performance in video service. This video server needs to coexist w ith
the data application server, in o rd er to su p p o rt both d ata services and
m ultim edia applications. A third approach is to design a fully integrated
server w hich is capable of both transactional data and stream ing video
services in a well coordinated and dynamically optimized fashion.
If we consider the second optio n then the b an d w id th capacity
requirem ent for the netw ork connection can be obtained by using the
variables defined in the previous section.

If p is the num ber of video
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stream s, each having a data rate of Bw,,^ bits/second, that the video server
distributes sim ultaneously to each m ultim edia capable w orkstation on the
netw ork, then the capacity of the interface is:
B

sh r v er

=

8 P

(12)

It is assum ed that the video server is connected to the backbone and
servicing stations on all the subnetw orks that are m ultim edia capable. In
the above equation 5 = 1 if all the workstations are m ultim edia capable in a
distributed m ultim edia environm ent. If the server handles not only storeand-forw ard m ultim edia files b u t also live video stream s then all the
w orkstations may be w atching the live video broadcast from the server,
giving rise to 5=1.
Multimedia also has a significant impact on the storage requirem ents,
due to the size of media objects. For a reference point, a 500 page text book
requires 1 MB of storage. Ten fax quality images require 640 KB, whereas ten
color or detailed images require 75 MB.

Five m inutes of uncom pressed

voice-quality audio requires 2.4 MB of storage and 52.8 MB of storage are
required for compact disc quality digital audio. Digitized video requires the
greatest storage capacity of all data forms. W ithout compression techniques,
practical storage of digital video is impossible. A two hour television quality
video can be compressed to about 2 GB of storage.
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Four characteristics m ust be found in the m ultim edia storage system:
• there m ust be enough storage capacity as required by the application;
• it m ust have the capability of random access for both recording and
playback;
• the I/O throughput m ust be sufficient to support sim ultaneous access by a
fixed num ber of users; and
• the latency between a request and delivery for new stream s m ust be within
a constant limit.
Furtherm ore, w hen serving a video stream, it is im perative that continuity
of the stream is m aintained. In the case of playback, data m ust be retrieved
from the disk(s), transm itted over the network, and m ade available to the
decoder no later than the time at which it is needed so as to avoid letting the
decoder underflow .

Sim ilarly, w hen a stream is getting recorded, the

w riting of data on the disk m ust keep up with the rate at which it is getting
produced so as to avoid buffer overflow and data loss. Thus, to maintain
continuity, every I/O operation m ust be com pleted w ithin som e stringent
time constraint.
An effective m ultim edia server will allocate m ultim edia objects to
the right place at the right time [52]. The allocation is d ependent on the
storage m edia, i.e. type and size, available in the server.

The storage

m edium type is characterized by its practical and technological storage
capacity, and its bandw idth for storage or retrieval.

M ultim edia servers
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usually feature a large storage capacity across different storage m edia such as
a tape library, disk storage and soft storage in the form of RAM m odules and
cache. A tape library can hold 1 to 15 terabytes of data, but the bandw idth is
lim ited to a few MB per second.

A disk system may contain 5 to 100

gigabytes of data and a disk arm can read at a speed of 1 to 5 Mb per second.
The storage of RAM or cache is generally up to 32 to 512 MB. The RAM or
cache bandw idth is determ ined by the system bus speed.

Thus the tape

library is the slow est but has the highest affordable capacity while the soft
storage has the lowest affordable capacity bu t is the fastest. This suggests that
m ost frequently requested objects m ust be stored in the soft storage while
the least frequently used or requested files m ust be stored on the tape library.
Each continuous media file claims a portion of two im portant assets
of the server: its storage and its b an d w id th .

Thus these files can be

characterized by tw o param eters, namely; duration, which is a m easure of
how m uch storage a file requires and dem and, which is the num ber of
sim ultaneous stream s requested from the sam e file. Consider a server w ith
a total of F video files. Let Qk denote the dem and for the kth video file in
num ber of stream s andD k the duration of the kth video file in seconds. The
request arrival rate per second for the kth video file, Xk, is given by:

The skew coefficient, 0, expresses the variation in dem and between different
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m ultim edia files and varies betw een 0 and 1. If the probability, P t , that an
incom ing request is for the kth video file is assum ed to be a norm alized
geom etric distribution then,

w here k = 1,2,... F. If the total num ber of stream s the server can support
sim ultaneously is P ^ , the dem and Qk for each video file is given by

Qk-

(15)

PtOT Pk

In our design of a distributed m ultim edia system , the video server
architecture will consist of m ultiple processors, a disk subsystem and a tape
library.

Each of the processors has its own cache and m ain m em ory or

RAM, though they access the sam e disk subsystem and tape library through
interfaces. The disk subsystem consists of m ultiple disks w here each disk
has one read /w rite arm and CDISK GB of storage capacity. The disk subsystem
has a total capacity given by:
(16)

DISK

w here D d1sk is the total duration of the video files stored on the subsystem in
seconds. The arm of each disk has the capacity of reading a m axim um of
P arm video stream s w ithout jitter.

This capacity is d ep en d e n t on the

com pression technology used for video and audio, and the bandw id th
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capacity of the arm. If the bandw idth of the stream s is BNSJLT in bits/second
and of the arm is BARM then

P « « = | i£iL

07 )

d m u lt

Disk stripping is a technique that increases the video file transfer rate for
existing drive technologies.

If a video file is placed onto a single disk

w ithout strip p in g , then the m axim um num ber of sim ultaneous requests
the server can satisfy is limited by the num ber of stream s an arm can read
w ithout jitter. By stripping a file onto m ultiple disks, the server can satisfy
m ore sim ultaneous requests for the sam e file. If the stripping factor is sf,
then the video file is distributed across s f disks.

This m eans that s fPARM

sim ultaneous stream s can be read out of a file.
The m ain memory or RAM can satisfy all requests as long as the total
req uested b an d w id th does not exceed the system bus b an d w id th i.e.
® m em = ® s e r v e r

• Thus the num ber of stream s that can be delivered by the

m em ory is given by
P«EM=

| iSL

0®

d m u lt

This m em ory is ideal for m ost frequently requested m ultim edia objects.
The capacity of the memory is given by
C MEM = B MULT D MEM

where

is the amount of video in seconds stored in memory.
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The tape library consists of video storage shelves, tape loading
m echanism and tape drives. The num ber of stream s supported by the tape
subsystem depends on several factors, such as the num ber of tape drives, the
storage capacity of the cartridges, speed of the loading mechanism and the
interface to the m ain system. The bandw idth capacity of the tape system is
lim ited and hence the num ber of requests for the video files on tapes m ust
be low so as to have acceptable delays. The tape system stores a backup copy
of each m ultim edia file. If the tape library receives XT requests per second
an d the average length of a m ultim edia stream is

seconds then the

num ber of sim ultaneous stream s supported by the tape system is
P ta pe

=

^ m u lt

(2 0 )

The requests are queued and served on a first come first served basis. The
loading m echanism is the server and the service time is defined as the time
taken to find the tape and load it into a tape drive.
The server migrates the less requested files from the tape drives to the
disks and stores them using the stripping m echanism .

Then the file is

loaded into m em ory or RAM for distribution to the clients. If the file is one
that is requested more often then the file is loaded into RAM from the disks
and then transm itted to the client. Thus the storage hierarchy in terms of
m ultim edia clips is DNEMe D d1sk e D tape .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Chapter 4

Mapping The Integrated Approach To A Case Study
4.1

NASA Classroom of the Future Program Testbed
A n integrated com puter-video local area netw ork (C /V LAN) is

d esigned a n d im plem ented as p a rt of this research at the C enter for
Educational Technologies for the NASA Classroom of the Future Program .
The LAN is installed using NASA su p p o rt to facilitate the COTF Program s'
m ission of enhancing the learning and teaching process for m athem atics,
science

an d

technology e d u ca tio n

u sin g a d v a n c e d

c o m p u ter an d

telecom m unications technologies.
The C enter for Educational Technologies has nine m ajor functional
areas:
•

21st C entury Learning Center is a m ultim edia, m ultipurpose room
w ith 30 m ultim edia-capable com puters that run both M acintosh and
PC based applications. These com puter platform s have been selected
because they are the m ost com m only found com puters in K-12
schools. The room is also equipped with an instructor's w orkstation,
three rem ote controlled cam eras, tw o overhead high resolu tio n
v id eo /d ata projectors and a voice-lift system.

66
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•

C ooperative Learnine Center is where applied research is conducted
on collaborative learning environm ents. It contains eight com puters
with m ultim edia authoring or developing capability with video and
audio capture boards, laser disc players, CD-ROM drives and access to
m ultim edia servers.

This area is called a C ooperative Learning

C enter as the participants can be divided into groups of three and
w ork at each station.

Each m em ber is assigned a task in the

developm ent of a multimedia presentation.
•

D ista n ce

L e a rn in g

C enter is e q u ip p e d

w ith an in stru c to r's

w orkstation, three remote controlled cameras, a v id eo /d ata projector,
a visualizer, CD-ROM, laser disc, VCR and an audio (speaker and
m icrophone) system for an audience of 35 people.
•

Experimental Laboratory is a general purpose science lab. This area
has three com puters connected to probes for science experiments.
C am eras have been provided to capture these experim ents and
broadcast to the other rooms.

•

Discovery Center is a "hands-on m inds-on" m ath/science experience
room. The center includes highly interactive m ultim edia program s.
A v irtu a l

re a lity sim ulation

w ill p ro v id e

three-d im en sio n al

depictions of objects and concepts that are difficult, if not impossible,
to fully com prehend in tw o-dim ension.

The center also has a

w eather station w here visitors can see "live" w eather images, track
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hurricanes across the oceans and land, look for w eather fronts, study
w eather patterns, etc.
•

NA SA R egional T eacher R esource C e n te r

is

the

m ean s

of

dissem inating NASA educational m aterials to the public, to students
and to educators. The center includes com puter access to "on-line"
resources and a m ultim edia software preview center in addition to
reproduction facilities for print materials, software and video tapes.
•

C hallenger L earning C enter consists of tw o separate facilities, a
"M ission Control" and a "Spacecraft Sim ulator".
used for up to 40 students or adults.

This sim ulator is

Follow ing an orientation

briefing, half the group proceeds into Mission Control and the other
h alf through the airlock and into the Spacecraft Sim ulator.

Both

gro u p s interact w ith each other using a com puter netw ork and a
video system.
•

Softw are D evelopm ent consists of the softw are developers for the
various m ultim edia packages developed for NASA. The developers
are p rovided w ith high-end graphic an d m ultim edia au th o rin g
w orkstations equipped with large m em ory capacities and high speed
connections to the LAN.
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•

A d m in istra tio n comprises of the staff required for m aintaining and
operating the program and facility. All adm inistrative staff have been
provided w ith com puters connected to the LAN.

4.2.

M apping N etw ork Load Characterization to a Real-tim e Problem
In the previous chapter, we looked at a m athem atical m odel for

representing the traffic on any subnetw ork or even the backbone. If we were
to consider equation (11) (from section 3.4) and substitute
NTOr= Z NfUB

(21)

i = I

we have
TBACK= ( l - a ) P N TOTBK1ULT

(22)

If we consider that only some of the users i.e 8 are m ultim edia capable then
T back = ( 1 - a) p 5 Ntot B siult

(23)

Let us use this equation for a video conferencing scenario w here the
bandw idth for the m ultim edia stream s is about 384 k b /s. Each user station
may participate w ith 3 other users on the same netw ork b u t m ay be different
subnetw orks i.e P = 4. Assum ing that half the total num ber of users will
have the capability to participate in the conference we have the values given
in Table 4.1
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Table 4.1 : Backbone Bandwidth Reauirements
for Video Conference
A
Application
Case

(1-a)

N™

T back Mbps

1

0.2

50

7.68

2

0.4

200

61.44

3

0.6

600

276.48

4

0.8

1500

921.60

If we w ere to consider a video server delivering a broadcast of one video
stream to every user on the netw ork then the backbone capacity w ould
change as show n in Table 4.2 as 5=1, P=1 and say BNIULT=1.33 Mbps:

Table 4.2 : Backbone Bandwidth Requirements for C lient/Server
Application
Case

(1-a)

N™

T back Mbps

1

0.2

50

13.3

2

0.4

200

106.4

3

0.6

600

478.8

4

0.8

1500

1596

Further, if we were to consider the video server distributing a live broadcast
and say half the num ber of users were participating, in small groups of 4, in
video conferences w ith each other regarding the broadcast then

B lMULT=1.33

Mbps, p =1 and B2MULT=384 Kbps, p,=4. The backbone capacity will increase
considerably as show n in Table 4.3.
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T able 4.3 : Backbone B andw idth Requirements for Simultaneous O peration
of C lient/Server M ultim edia and Video Conference Applications
Case

(1-a)

N™

T back Mbps

1

0.2

50

28.66

2

0.4

200

229.28

3

0.6

600

1031.76

4

0.8

1500

3439.20

The above three tables show that with small num ber of workstations on the
netw ork we can use ethernet, fast ethernet or FDDI netw ork architectures
b u t as the num bers increase ATM and sw itching technology need to be
considered. The high-speed an d high-capacity backplanes of the sw itching
hubs can sustain the ban d w id th dem ands of the m ultim edia based activity
on the network.
4.3

M ultim edia Server Im plem entation
The video server installed in the C /V LAN is a standard of the shelf

product called "StarW orks". The system is based on the m edia transport
protocol (MTP) which is designed for continuous media or stream s of video
and audio [49]. The protocol accomplishes bandw idth reservation on the
netw ork interface of the server to ensure quality of service. Long messages
or streams are optim ized d u rin g delivery. The protocol [7] also provides
control of the rate of transfer and also supports m ulticast connections. The
server as seen in Figure 4.1, perform s stream m anagem ent in o rd er to

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

72

service users w ho sim ultaneously recording or playing back video files.
This m anagem ent also allows access to m ultiple files. These files m ay be
delivered at different rates of transfer depending on the original recording
or the negotiations w ith the user.

The stream m anagem ent system also

perm its addressing of the m ultim edia stream either based on time or frame.

Multimedia Capable Desktop

Multimedia Application Server

Multimedia Application

Application Services

Application Services
Operating
System

Local
Storage

Stream Management

Digital Video
System

Data
Network
Protocols

Video
Network
Interface

Object Management

Video
Codec

Storage Management
Network Interface

Network Interface

Storage Devices

LAN

Figure 4.1 : StarW orks C lient/Server Architecture
D uring im plem entation it was necessary to decide on the type of
platform that was to be im plem ented for the server.

Based on technical

specifications, expandability and flexibility a Sparc Server 1000 w ith at least 6
processors w as selected.

The m ultiple processors w ould be utilized to

service a large num ber of users (approxim ately 300) sim ultaneously. Each
processor w ould be able to service about 50 streams concurrently. One of the
critical factors in this im plem entation was to determ ine the size of the
storage com ponents based on our discussion in section 3.4.
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•

If it is assum ed that 10 seconds of MPEG com pressed video is pre-staged

in the RAM to service requests then the RAM m odules for the m em ory
m ust have a total capacity which is given by
C .m e m

~

B

m ult^

m em

= 1.5 Mbps x 50 streams x 10 sec/stream * 94 MB

Thus the capacity of the m em ory m odules on each processor m ust be
betw een 96 MB and 128 MB. This w ould be sufficient to service 50 stream s
of MPEG com pressed data to clients w ithout any delay. The server bus,
which is an Sbus, has a capacity of 800 Mbps and hence the actual capability
of these RAM m odules is
0
P m em =

® SERVER
D m u lt

800

= T T
1• J

=533 streams

But in order to service these num ber of stream s the am ount of m em ory will
be very large. Also a server bus will hold two processors and hence there
will be at least 50 other stream s being transm itted through the bus.
• The disk capacity is calculated for the storage requirem ent of about 25
hours of MPEG compressed m ultimedia objects. This gives a total of
^ disk = ®mult^ disk = ^*5 Mbps x 25 hours = 16.9 GB
If we take into account the space required for the server softw are and other
m aintenance program s we w ould require a total capacity of 18.9 GB of disk
capacity. The disk subsystem w ould consist of m ultiple disks which were
placed in a RAID 4 configuration. The stream data is striped across all disks
so th at m axim um num ber of sim ultaneous accesses are possible.
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stream d ata is grouped, sorted and read in a strict periodic fashion. The
num ber of stream s supported by these disk m odules is given by
0

® ARM

280

P disk — d
— t c
d mult

, on ____

2 187 stream s

The disks are attached to the server system by Fast SCSI-II interfaces which
have a bandw idth of about 160 Mbps. Hence the total num ber of streams
that can be supported by the disk drive is 100 per interface. If we use a total
of 3 or 4 interfaces the server could support about 300-400 stream s of MPEG
com pressed video.
• The tape library system will need capacity to store the 25 hours of video
staged on the disk drives and an additional 40 hours of video that may be
requested occasionally. Thus the capacity of the tape library m ust be
C tape = ®multitape = 1-5 Mbps x 65 hours = 43.9 GB
Due to m anufacturing and cost restrictions if we were to use 5 GB tapes then
the total capacity of the tape system will be about 45 GB. The num ber of
streams supported by these tape system is given by

4.4.

280

0

® a rm

P disk =

R
= T T
d mult

= 187 streams

C om puter/V ideo LAN Im plem entation
The layout of the com puter-video LAN im plem ented at the NASA

C lassroom of the F u tu re Program has been d e sig n ed

taking into

consideration all the issues raised in the previous sections. The network is
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one of the few netw orks installed in a pA ro d u ctio n env iro n m en t that
integrates the com puter and the video netw ork.

A diagram show ing the

different components is show n in Figure 4.2.
The com puter netw ork will serve approxim ately 50 m u ltim ed ia
w o rkstations capable of running b oth M acintosh based a n d PC based
ap p licatio n s, 75 other w orkstations used for adm inistration, softw are
developm ent and m ultimedia authoring. The netw ork is based on sw itched
eth ernet and ATM technology. The decision to use these technologies is
based on the capacity calculations discussed in the previous section. The
calculations were based on the type of activities taking place on the network.
The resources on the netw ork include an internet server, a video server
w ith its large storage and a Novell application server. The netw ork was
d esigned on the prem ise that the servers w ould have high b an d w id th
connections to the network and the w orkstations were serviced by dedicated
b an d w id th connections.
C om pression techniques, discussed in the previous chapter, such as
MPEG, QuickTime are being em ployed to distribute video and audio data.
The netw ork also requires synchronization features, guarantees for quality
of service and congestion control to m ain tain the b a n d w id th for the
distribution of digital continuous media.
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The video netw ork consists of a num ber of video recording, playback
and display devices. It also includes the audio components required in such
a system.

The facility is equipped w ith a television studio, a production

control area, an offline editing suite, a Ku-band satellite uplink dish, two
C /K u -b an d dow nlink dishes and two w eather station receiving antennae.
Each of the room s described in the earlier section have equipm ent and
cam eras w hich are connected to the video netw ork for transm ission of
video signals and for control of the cameras. The equipm ent are controlled
by a card cage and computers which are connected to the com puter network.
The routing of the video and stereo audio signals is achieved w ith video
ro u ters and a softw are w ith a GUI interface ru n n in g on the control
com puters.
The video and audio signals are routed to the digitizing workstations
for broadcast by the video server or storage in the video server for later use.
The digitizing stations compress the video and audio to either QuickTime,
Video for W indow s or MPEG form at for playback on the m ultim edia
w orkstations in the various room s and for use by the softw are developers.
The reverse action m ay also be achieved by perfo rm in g an analog
conversion of the digitized anim ation from the com puter netw ork to the
video netw ork for use in video p roduction or for broadcast using the
teleport facility. Thus, there is total integration of the two networks.
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4.5

Benchm arks for the O peration of the Integrated N etw ork
As p a rt of this research, it is im portant to gather inform ation of the

o p e ra tio n o f the netw ork describ ed in the previous section.

This

inform ation is basically a benchm ark for the state of the netw ork w hile
u sers are o p eratin g in the d istrib u te d m ultim edia environm ent.

The

scenarios considered in the establishm ent of benchm arks comprised of:
• a w orkstation which digitizes the video and audio in real-tim e an d
broadcasts it across the network for a video conference situation;
• clients access video files that are already digitized and stored on the
m ultim edia server which has two 10 Mbps ethernet connections; and
• a com bination of the above two i.e. clients that are watching the video
conference broadcast and viewing video files from the server.
It is im p o rtan t to consider that the netw ork topologies used in these
scenarios were either a shared m edia hub, or a sw itching hub connecting
tw o shared m edia hubs or two sw itching hubs w ith an ATM backbone.
T hus the clients were either sharing 10 Mbps betw een each other or h ad
dedicated 10 Mbps links.
Scenario 1:

Six w orkstations were connected to a shared ethernet hub as

show n in Figure 4.3.

One of the stations was broadcasting or could be

considered as the m ain station for the video conference.

The rem aining

five stations were watching this video conference broadcast.
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Figure 4.3 : Topology 1

e
o
rt
N

u
O
S
4*
V

z

lll i l l HIIIIIIIIIIIIIHIIIHI«HIIIIIIIIIIIIIHIIIIIHHIH IIIIHIII»IIIIIIIIIIIIIIH HIIIIHIIIII lM U m iLii lfH im ^ M H

17:20:00

17:30:00

17:40:00

17:30:00

18:00:00

18:10:00

18:20:00

18:30:00

18:40:00

T im e
Figure 4.4 : Network Utilization for Topology 1
As can be seen from the graph shown in Figure 4.4, the netw ork utilization
increases from 0 to about 13% while the clients open their channels to view
the broadcast. The frame rate of the broadcast w as 15 frames per second.
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Scenario 2: Five stations were setup as client stations to the m ultim edia
server on a shared 10 Mbps ethernet segm ent or hub. As m entioned before,
the video server stores and forwards the video and audio files to the clients,
unlike the conference broadcaster w hich does not store the video.

The

server had two connections to the ethernet segment. The setup is show n in
Figure 4.5.

Client
Stn.

C lient
Stn.

C lient
Stn.

Shared Ethernet Hub

Client
Stn.

Client
Stn.

M ultim edia
Server

Figure 4.5 : Topology 2
Initially, four of the five clients were interacting with the same m ultim edia
clip which included text, graphics, anim ation, video and stereo audio. The
clip had a total size of 46.1 MB and distributed by the server at 2.23 Mbps.
The m ovie resolution was 316x236 and of about 3 m inutes and 2 seconds in
duration. The movie was distributed at 30 frames per second. W hen the
fifth client w as brought on to interact w ith the server, it was observed
(Figure 4.6) that the system u n d erw en t rap id degradation leading to an
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eventual crash of the system. In the graph the peaks and troughs indicate
the interaction of the clients w ith the video stream s using comm ands such
as fast forward or rew ind or pause.
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U
O
2
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21:15:00

21:25:00

21:35:00
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Figure 4.6 : Network Utilization for Topology 2
Scenario 3: Eight stations were connected to the m ultim edia server via the
shared ethernet hub. In this scenario the clients watched a video clip which
had been MPEG compressed. The clip had a resolution of 240x180 and was
of 2 minutes duration. Table 4.4 shows the bandw idth being put out by the
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server, CPU utilization of the server and the b andw idth utilization of the
network. The table also shows the frames per second being played on each
workstation as additional users watched the same clip.

Table 4.4 : Observations from Topology 3
N um ber of
Stations

BW from
Server
(Mbps)

Server CPU
U tilization
%

Fram es per
second

N etw ork
U tilization
%

1

1.33

4

30

13

2

2.66

10

30

30

3

3.99

15

30

43

4

5.22

18

24

60

5

6.55

24

24

65

6

7.88

29

15

78

7

9.11

34

10

90

8

10.44

40

8 -0

9 8 -0

When all eight stations were trying to watch the video file it was observed
that initially the frame rate dropped to 8 frames per second for a short period
and then the netw ork hung till some of the clients were turned off and the
b an d w id th in the segm ent was recovered.

The graphical o u tp u t of the

m onitoring station is show n in Figure 4.7. The graph show s interactions by
the clients w ith the clip by the dips and peaks, as the interactions cause the
server to stop sending data and respond to the request.
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Figure 4.7 : Network Utilization for Topology 3
Scenario 4:

This scenario was a com bination of scenarios 1 and 3. In this

scenario, 3 stations were setup to tap into the video conference broadcast and
four stations are setup to view the sam e video file from the server. All the
seven stations, the station that broadcasts and the m ultim edia server w ere
all connected to the sam e segment.

Hence the 10 Mbps was shared by all

stations.
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Figure 4.8 : Topology 4
The clients view ed a video clip which was delivered to each one at 1.33
Mbps. The resolution of the video was 240x180 and the clip was 2 m inutes
Table 4.5 : Observations from Topology 4
VC BROADCAST

I

CLIENT I SERVER

N u m b er
of
Stations

Frames
per
second

N um ber
of
Stations

Frames
per
second

Server CPU
U tilization
%

B andw idth
U tilization
%

1

30

0

0

4

4

2

24

0

0

4

7

3

18

0

0

4

9

3

15

1

30

11

25

3

12

2

30

18

39

3

10

3

24

24

52

3

6

4

20

28

70

duration. G raph in Figure 4.9 shows the netw ork utilization as the different
stations were activated on the network. Table 4.5 shows how the receiving
fram e rate at the broadcast viewing stations reduced as the num ber of
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stations active on the segm ent increased d u rin g the experim ent which is
attributed to the am ount of bandw idth available to the systems.
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Figure 4.9 : Network Utilization for Topology 4
Scenario 5: In this scenario, we considered tw o shared ethernet segm ents
connected by a sw itching hub as show n in Figure 4.10. This guaranteed 10
Mbps betw een the hubs.

The stations were connected to the conference

broadcaster one at a time alternately between the two hubs. It m ust be noted
that the video conference broadcaster was connected only to one hub. The
broadcast was at 240x180 resolution and was distributed at 0.5 Mbps.
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Figure 4.10 : Topology 5
As we see in the graphs (Figure 4.11) netw ork utilization in hub I kept
increasing as each viewing station connected to the conference broadcaster
from 0% to almost 25%. The utilization in hub II increased from 0% to 11%
as the four stations connected to the broadcaster. It is equally im portant to
note that as the num ber of stations connecting increased, the frame rate of
the broadcast on the viewing stations decreased (Table 4.6).
Table 4.6 : Observations from Topology 5
HUB

I

I

HUB

II

N um ber of
Stations

Frames per
second

N um ber of
Stations

Frames per
second

1

15

3

12

2

15

4

10

5

10

6

8

7

8

8

6

9

6
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Figure 4.11 : Network Utilization for Topology 5
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Scenario 6 : This scenario is sim ilar to the above scenario except the
application being viewed is of client/server type. The clients interacted w ith
the sam e video file from the server which w as being delivered at 1.33 Mbps
w ith a resolution of 240x180 and the clip w as of 2 minutes duration.
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Figure 4.12 : Topology 6

Table 4.7 : Observations from Topology 6
HUB

I

I

HUB

II

N um ber
of
Stations

Fram es
per second

Server CPU
U tilization
%

N um ber
of
Stations

Frames
p er second

Server CPU
U tilization
%

1

30

11

2

30

18

3

30

24

4

30

28

5

30

32

6

26

36

7

22

40

8

18

42

9

15

45
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Figure 4.13 : Network Utilization for Topology 6
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As can be seen from Table 4.7 and the graph in Figure 4.13, the num ber of
clients interacting w ith the server and requesting to view the stored video
file increased CPU utilization, increased the n e tw o rk utilization, b u t
reduced the fram e rate. This reduction in fram e rate is due to the limited
bandw idth available on each of the segments and no t on the capability of the
server as CPU utilization was below 50%.
Scenario 7: In this scenario we had clients and view ing stations attached to
both hubs, the video conference broadcaster is attached to only hub I and the
multim edia server is attached to both hubs as show n in Figure 4.14.
View
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View
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caster
Shared Ethernet Hub

Shared Ethernet Hub
View
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View
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M ultim edia
Server

Client
Stn.

Client
Stn.

Figure 4.14 : Topology 7
Table 4.8 show s that the frame rate for the clients d id not reduce but the rate
for the broadcast view ing stations reduced as m ore clients interacted w ith
the video file on the server. The netw ork utilization graph in Figure 4.15
indicates that the utilization did not increase w ith the num ber of
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Figure 4.15 : Network Utilization for Topology 7
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view ing stations but increased as more clients interacted with the server. It
m ay also be noticed that the utilization on hub I increased significantly as
the num ber of viewing stations connecting to the broadcaster increased.

T able 4.8 : Observations from Topology 7
VC BROADCAST

I

CLIENT/SERVER

N um ber of
Stations

Frames per
second

N um ber of
Stations

Frames per
second

Server CPU
U tilization
%

1

15

0

0

4

2

15

0

0

4

3

12

0

0

4

4

10

0

0

4

4

10

1

30

11

4

8

2

30

18

4

6

3

30

24

4

5

4

30

28

4

4

5

30

32

This increase is due to the fact that all requests and video data for hub II
view ing stations travels through hub I.

But if clients on hub II w ere to

interact w ithin themselves, then they w ould have bandw idth available to
exchange data.
Scenario 8 : This configuration is similar to scenario 5 except that the shared
eth em et hubs are replaced by sw itched ethem et hubs as show n in Figure
4.16.

A num ber of clients are connected using sw itched eth ern et or

dedicated 10 M bps connections.

The hubs are connected via an ATM
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backbone at 155 Mbps. Each client and the broadcaster are on their ow n
segm ent w ith a capacity of 10 Mbps respectively.
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Figure 4.16 : Topology 8

Table 4.9 : Observations from Topology 8
HUB

I

I

HUB

II

N um ber of
Stations

Frames p er
second

N um ber of
Stations

Frames per
second

1

15

2

15

3

12

4

10

5

10

6

8

7

8

8

6

9

6
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It m ust be noted the observations in Table 4.9 show that the num ber of
viewing stations is the same as in topology 5. The reason for this is that all
the traffic to the viewing stations traverses the link betw een the sw itched
ethem et hub and the broadcaster which has a limit of 10 Mbps.
Scenario 9 : This scenario is sim ilar to the above scenario except the
application being viewed is of client/server type (Figure 4.17). The clients
view ed the sam e video file from the server which was delivered at 1.33
Mbps and 240x180 resolution.
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Figure 4.17 : Topology 9
As can be seen from Table 4.10, the num ber of clients interacting w ith the
server and requesting to view the sam e stored video file increased CPU
utilization, increased the netw ork utilization but reduced the frame rate.
This table is the same as Table 4.7 for topology 6.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

95

Table 4.10 : Observations from Topology 9
HUB

I

I

HUB

II

N u m b er
of
Stations

Fram es
per second

Server CPU
U tilization
%

N um ber
of
Stations

Fram es
per second

Server CPU
U tilization
%

1

30

11

2

30

18

3

30

24

4

30

28

5

30

32

6

26

36

7

22

40

8

18

42

9

15

45

Scenario 10: This scenario is similar to scenario 9 except that the m ultim edia
server is connected via an ATM connection as show n in Figure 4.18.
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Client
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Client
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Switched Ethernet
H ub I

M ultim edia
Server

Client
' Stn.

Client
Stn.

Figure 4.18 : Topology 10
As can be seen from Table 4.11, the num ber of clients interacting w ith the
server and requesting to view the same stored video file increased CPU
utilization but did not affect the frame rate.

This is due to the fact that
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netw ork utilization of each of the client links was either at 0% or was equal
to the delivery rate of the video clip. Also, there is dedicated virtual circuit
betw een the client and the server w ith bandw idth equal to the rate of the
clip which resulted in viewing at 30 fps (Table 4.11).

TABLE 4.11: Observations from Topology 10
HUB

I

I

HUB

II

N u m b er
of
Stations

Fram es
p e r second

Server CPU
U tilization
%

N u m b er
of
Stations

Fram es
p e r second

Server CPU
U tilization
%

1

30

11

2

30

18

3

30

24

4

30

28

5

30

32

6

30

36

7

30

40

8

30

42

9

30

45

10

30

50

11

30

54

12

30

59

13

30

63

14

30

68

15

30

72

16

30

79

17

30

84

18

30

89

19

30

93

20

30

97

4.6 D iscussion
Sum m arizing, the follow ing observations w ere m ade d u rin g this
benchm arking process.
1.

As we increase the am ount of bandw idth, by reducing the num ber of

stations per segm ent, the total num ber of clients view ing a broadcast or
interacting w ith a video clip from the video server increased.
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2.

It is further observed that as the bandw idth available on the netw ork and

the num ber of users increase, the bottleneck for m ultim edia traffic migrates
from the netw ork to the desktops, server or the broadcaster. This is due to
the fact that additional processing power is required to keep up w ith the data
or requests received from the network.
3.

The operating system and legacy LAN protocols used in the network

implement the best effort policy. As the num ber of clients or m ultim edia
capable stations increase on the netw ork, the n u m b er of sim ultaneous
requests at the m ultim edia server increase or the n u m b er of clients
watching a broadcast or participating in a video conference increase. This
results in netw ork bandw idth and system resources being divided to meet
the dem ands of the clients, thereby causing in degradation in service level.
In order to overcom e this problem a quality of service com ponent m ust be
added to the server and station operating system to ensure that delivery of
data sim ultaneously to som e clients and not all clients at the requested or
desired levels is m aintained at all times.
4. Demand of bandw idth was determined by size of the video stream. The
size of video stream is determ ined by the fram es per second at which the
video is recorded, the resolution and the n u m b er of colors used for
depicting depth of picture. Increase in any one of these param eters for any
one client results in need for bandw idth increasing quite rapidly.
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5. The ideal scenario was 10 w here the server had an ATM connection and
the individual stations were connected via dedicated 10 M bps ethernet
connections. This is due to the fact that each client talking to the server had
a dedicated connection throughout due to the establishm ent of a virtual
circuit from the sw itching hub to the server. The bandw idth of this circuit
was equal to the delivery rate of the stream .

It m ust be noted that the

applications and delivery of the video stream is still based on best effort.
There needs to be mechanisms designed for guaranteed quality of service for
the netw ork and the server operating system.
6. If we were to com pare the netw ork utilization show n in scenario 6 and
the data obtained from our computational model listed in Table 4.2 that they
are alm ost identical for 1 -a = 1 and NTOT=6.

Using equation (22) from

section 4.2 we find th at TDACK=7.98 Mbps w hich leads to a netw ork
utilization of 79.8% b u t the actual utiization in hub I is about 95% or 9.5
Mbps. The additional 1.52 Mbps or 15.2% bandw idth is considered as the
overhead of the ethem et transport protocol. Thus, the equation needs to be
modified as:
TBACK= ( l - a ) ( 3 N TOrBMlJLT + <l,

(24)

w here <{> represents the overhead required for the transport protocol as a
fraction of the total bandw idth capacity required in the backbone.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Chapter 5

Establishment Of Guaranteed Quality Of Service Channels
5.1

Preliminaries
The im plem entation of the netw ork architecture for a d istribu ted

m ultim edia environm ent described in the previous chapter w as found,
d u rin g the benchm ark operations, unable to effectively u se the ATM
features such as transporting constant bit rate video and audio data. This
draw back is m ainly due to the fact that the netw ork is a hybrid topology
consisting of ATM and ethernet, and uses best effort policy. These types of
netw orks will be im plem ented in the field for a long time du e to the large
cost factor that is encountered for a pure ATM network. Thus, to maximize
this com bination of netw ork technologies we need to m odify the operating
system and the ethernet technology to handle m ultim edia traffic.
The m ultim edia operating system (MOS) m ust be able to request
quality of service in the distributed environm ent. The QoS m echanism can
be easily im plem ented in the ATM w orld but in the legacy LAN w orld it
needs considerable thought.

In this chapter we describe how these

m echanism s can be im plem ented in the ATM and e th e rn e t netw orks,
respectively.

Then we w ill con sid er how the m ech an ism s can be

im plem ented in a heterogenous netw ork consisting of e th e m e t and ATM
technologies such as the C /V LAN im plem ented in this project.
99
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5.2

Q uality of Service (QoS) in a D istributed M ultim edia Environm ent
The OSI reference m odel has a num ber of QoS param eters describing

the speed and reliability of transm ission, such as throughput, transit delay,
error rate and connection establishm ent failure probability [12, 22]. These
param eters apply mainly to the lower protocol layers and are not m eant to
be accessible by the application or the user. Further, these param eters are
suitable only for the traditional d ata applications w hich are not timesensitive.

The param eters are not applicable in a distributed m ultim edia

e n v iro n m e n t.
Q uality of service rep resen ts the set of those q u a n titativ e and
qualitative characteristics of a distributed m ultim edia system necessary to
achieve the required functionality of an application [2, 3, 9]. Functionality
includes both the presentation of m ultim edia data to the user and general
user satisfaction. All com ponents of a distributed system have their ow n
QoS param eters. Some of these param eters possess dependencies which are
expressed by m appings betw een the system 's architectural layers.

An

application process originates the QoS requirem ents and conveys them in
the form of QoS param eters to the other system com ponents. Generally, a
negotiation process am ong the com ponents of the system m ust determ ine if
the system as a w hole can satisfy the requested QoS level.

Different

applications on the sam e distributed system can have different subsets of
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relev an t QoS param eters w ith different

req u ired values, b u t som e

param eters m ight not be m utually independent.
Processing QoS in a distributed m ultim edia system involves several
related activities:
• Assessing the QoS requirem ents in term s of users' subjective wishes or
satisfaction w ith the quality of the application in term s of perform ance,
synchronization, clarity, etc.
• M apping the assessment results onto QoS param eters for various system
com ponents or layers. For exam ple, the user chooses video in term s of its
resolution and frame rate, which m ap onto throughput requirem ents.
• N eg o tiatin g betw een system com ponents or layers (em bedded in
protocols) to ensure that all system com ponents can m eet the required
param eters consistently. If the negotiation ends w ith an agreem ent on the
required values, the application can be launched.

Types of agreem ents

include guaranteed, best-effort or stochastic.
In practice, the required QoS values corresponds to an instantaneous
operating point w ithin the param eter space.

This operation po in t m ay

change over time within a region in this space causing a renegotiation of the
QoS contract. Sometimes the negotiated param eters cannot be m aintained
due to netw ork congestion, requiring renegotiation. If the actual QoS values
in the system change over time, adjustm ents in the transport subsystem or
in the operating system are initiated.

Thus, the system m ust constantly
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m onitor the actual QoS an d em ploy correction m echanism s such as
blocking lower priority tasks.
5.3

QoS in ATM Network
In the ATM world, QoS guarantees can be provided eith er p ro 

actively or reactively [24].

In reactive quality of service m anagem en t

schemes, the sources are allowed to send data in any fashion they choose.
Resources are not allocated to individual connections. However, w hen the
netw ork m anager senses that the quality of the service provided by the
netw ork is in danger, or likely to be in danger, it takes rem edial action to
correct this situation, possibly by requesting some sources to send data at a
low er rate.

H ow ever in w ide area netw orks w ith high latencies, the

netw ork may not be able to react fast enough. Thus, proactive techniques
involving resource m anagem ent at call establishm ent time need to be
explored.
N etw ork resource m anagem ent at call establishment comprises of the
follow ing fram ew ork.

At call se tu p , a user declares the b u rstin ess

characteristics of the call to the netw ork with call control param eters. Based
on theses param eters, the netw ork m anger allocates the necessary resources
to the given connection to assure the quality required for cell transfer delay
and cell loss. If there are insufficient netw ork resources available, the call
will be rejected. The netw ork m onitors the cell stream coming from the
user to verify that the stream conform s to the param eter values declared at
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call establishm ent. It also m aintains a scheduling policy which allows more
im portant or delay-sensitive cells to be given priority.
We can

id e n tify

fo u r crucial c o m p o n en ts

of th is

resource

m anagem ent architecture [10, 11]:
• Specification : the m eth o d by w hich the b u rstin ess a n d traffic
characteristics of the comm unicating clients are specified;
• Rate Control : the m echanism used by the netw ork to ensure that this
contract is being followed by the clients;
• Scheduling Policy : determ ines which cell is to be transm itted next
w herever queuing of cells may occur; and
• A dm ission Control : the set of rules w hich allocates resources and
determines if it is possible to accept a new connection.
The provision of perform ance guarantees by m eans of resource
allocation can only be done efficiently if the clients specify their traffic
characteristics and obey them when transm itting data.

The following

qualities m ust be found in any specification:
• the specification m ust be exact, i.e. the netw ork m ust be able to verify
w hether the client is obeying its promises or not;
• the specification m ust be flexible, i.e. the clients are allow ed to specify
traffic w ith widely differing characteristics of burstiness and bandw idth
requirem ents;
• the specification m ust be simple and concise; and
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• the specification m ust be maintainable.
The traffic characteristics of any connection will change as we move along
the path of a connection. In general, the burstiness of any connection tends
to increase as w e proceed in this fashion.

Thus resources allocated to a

connection in this fashion will tend to increase along the path.

The

netw ork m ust be able to account for this change in traffic specification and
ideally be able to preserve the same traffic specification from node to node.
Three sim ple traffic specifications have been proposed in existing
literature for adm ission control.
• The average rate model : [15] specifies the average bandw idth required by
the connection over an averaging interval.

This is like a w indow -based

m echanism, w here at m ost r packets can be sent in an averaging interval of
length I. A lternately, we can look upon it as a rate- based specification,
w hen the average spacing between tw o packets is at least xive in every
interval of length I (with the obvious equivalence that x,ve= I/r). A slight
variation of the scheme w ould specify that the spacing betw een any two
packets be at least xtve. The disadvantage of the average rate m odel is that it
does not allow for burstiness in a client's traffic. Thus, this m odel m ust be
augm ented by models which allow for variable rates or bursts.
• The average-rate burst-size model: [8] specifies a m axim um burst size in
addition to an average rate. In every time interval of length I, the num ber
of packets on the connection m ust not exceed I/x .^ + b ^ , w here x,ve is the
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average spacing betw een the packets and bm„ is the m axim um burst size.
An intuitive explanation of the model is that it allow s up to bm„ packets to
be transm itted back-to-back, but m aintains a long-term average rate of I.
This m odel allows some burstiness, reflected by the burst-size param eter.
However, the burstiness (the burst size bm„ ) increases as one moves across
the nodes in a network. In terms of resource allocation, this model tends to
tax the nodes dow nstream much more heavily than the nodes upstream.
• The peak-rate average-rate model: [12] This m odel allows the sender to
transm it at two different rates, a peak and an average rate. The minimum
spacing betw een any two packets m ust be larger than xmin at all times (this
corresponds to the peak rate); while the average packet spacing in any
interval of length I m ust be xJve. In this m odel, burstiness m ay be expressed
as the ratio of peak to average bandw idth or xlve/ x min [8]. This model allows
burstiness to be m odeled, and has the advantage that the m inim um and
average spacings can be maintained at all nodes along the connection's path
by a sim ple rate-control mechanism. This has obvious benefits for resource
allocation schemes at the nodes downstream .
In general, the traffic generated by the clients in a B-ISDN netw ork
will not be well-behaved and the client will need a leaky bucket mechanism
at the entry of the netw ork to convert the natural unregulated traffic into
the regulated specified traffic adhering to the above m entioned models.

Reproduced with permission o f the copyright owner. Further reproduction prohibited without permission.

106

5.4

QoS in Legacy LAN
As m entioned earlier, the protocols for regular data transfer in legacy

LANs do not have any resource reservation m echanism in o rd er to
guarantee a particular QoS for real-time m ultim edia traffic. Some possible
solutions are presented in this section for netw orks w ith ethernet topologies
that are connected to ATM backbones. These will be the m ost predom inant
installations found at various sites in a few years.
In this m ethod a two priority feature is added to m edium access
protocol of the CSM A /CD protocol stack and is supported by message
passing techniques. The two levels of priority: high priority (for real-time or
m ultim edia traffic) and low priority (for traditional data traffic). A station
w ishing to send high-priority traffic m ust inform all other stations on its
segm ent including the hub it is connected of its intention, by broadcasting a
request message. The request message will indicate the session length for
this transfer and hence for that period the other stations will not transm it
any low priority traffic. The requesting station will have to perm it for a
time period that will be required to clear the bus of low priority traffic.
W hen stations receive a message indicating high priority traffic needs
to be sent by a station on the same segm ent, they stop sending low priority
traffic immediately. This is a preem ptive mechanism and is in place for the
time period of the high priority session. Multiple multimedia sessions may
take place at the sam e time as the bus or segm ent is reserved for high
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priority traffic. Stations on the segment keep track of the num ber of stations
transm itting real-tim e traffic. After a station completes transm ission of its
m ultim edia data, it broadcasts a completion message. This results in each
statio n on the seg m en t red u cin g its co u n t of n u m b er of statio n s
transm itting high priority traffic by one. It is im portant to understand that
this com pletion message m ust be treated as a high priority message and
m ust be received by all stations on the segment.
The

tra n s p o rt m ed iu m

i.e. e th e rn e t se g m en t m ay be

tim e

m ultiplexed betw een high priority and low priority traffic as show n in
Figure 5.1. In the figure below, T„ is the time period used for high priority
traffic (or m ultim edia) and T L is the time period for low priority (or regular
data) traffic. The period T„ starts when high priority traffic sessions begin
and ends w hen the count of multimedia sessions is decrem ented to zero or
if a predeterm ined m axim um limit is reached. The m aximum lim it is used
to ensure that the ratio Tn/T L is fixed to ensure that starvation does not take
place. The num ber of sim ultaneous m ultim edia sessions m ust be lim ited
so that the num ber of collisions are minimized.

I-------------1----- 1-------------1-----1-------------1----- 1— ►
T„

Tl

Th

Tl

Th

Tl

Figure 5.1: Time Periods for Different Priorities of Traffic
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This schem e m ay be extended to include m ultiplexing of the time available
for each stations to transm it m ultim edia traffic during the time period T„.
All the stations on a segm ent use a fixed quantum T Q for high priority
traffic. A station uses the ethernet bus for the quantum of tim e and then
places a request for another quantum after the expiration of the current
quantum .

Each station m ust m aintain a table which contains the time of

the latest transm ission request from all the stations. An entry for a station is
u pdated when a request message is received indicating that it w ants to start
its m ultim edia session. The station with the sm allest tim estam p is allocated
the bus bandw idth after the current quantum expires. A station can find if
the current quantum has expired by com paring the difference between the
latest tim estam ps in its table and the current time, with the default session
len gth q uantum .

If the current time m inus the value of the latest

tim estam p is less than or equal to the value of TQ, the station m ay proceed
w ith its request immediately.

If not, then the station tries w henever the

current quantum expires.
5.5

QoS in a Heterogenous Network
If shared media hubs are replaced by switching hubs we are ensured of

10 M b /s on each of the ports which represents a segm ent.

Thus, the

available bandw idth is increased for the num ber of stations hanging of a
port. If these sw itching hubs are connected to the ATM backbone then the
priority scheme in the LAN m edium access protocol stack can be converted
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to the ATM specifications in ATM adaptation layers (i.e. AAL 1-5). D uring
the period for m ultim edia traffic T H the sw itching hub negotiates w ith the
ATM backbone for CBR or VBR channels w ith a bandw idth of at least 10
M b /s from itself to some other sw itching hub which provides connectivity
for the recipient station. The lim itation of 10 M bps is due to the capacity of
the statio n s' connection to the netw ork.

It m ust be noted that we are

assum ing that each w orkstation is connected directly to a p o rt on the
sw itching hub. If the switching ports are connected to shared m edium hubs,
which have the sending and receiving w orkstations hanging of its ports,
then the bandw idth available to each w orkstation is less than 10 Mbps. If
the low priority time period is being im plem ented then the channels on the
ATM backbone are used with UBR specification. The scheme can receive
fu rth er s u p p o rt if buffers are available for each type of traffic in the
sw itching hubs. The buffer capacity for the high priority traffic is larger than
the buffer for low priority traffic to accomm odate for the end-to-end delay
constraints.
5.6

QoS Negotiation in an ATM Network
If the communication support provided by the netw ork is not a best-

effort service b u t it is able to assure quality of service, such as in an ATM
netw ork, the general form of the interaction betw een the client and the
netw ork necessitates an establishm ent phase, in which the client requests
the n e tw o rk for a connection ch arac terize d by som e perfo rm an ce
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req uirem ents an d the netw ork verifies w h e th er this req u est can be
accom m odated.

The steps in this interaction, if the there is no central

network m anagem ent entity, are as follows:
1.

The client determ ines the values of the com m unication param eters

characterizing a connection to be established w ith one or m ore destination
nodes. It is assum ed that the client does not have, in general, any previous
information on the netw ork state.
2.

The netw ork receives the request and evaluates it. This evaluation is

not centralized in a particular node, but it is perform ed by subm itting the
request to each node on the path selected betw een the source and the
destination.

If a node has sufficient processing pow er and resources

available to accept the connection w ithout com prom ising the performance
of the already existing channels, an adequate am ount of resources are
conditionally reserved for the requesting client.
3.

The request proceeds tow ard the destination until one of the following

situations arise:
• one of the nodes along the path cannot accom m odate the new channel, or
• the destination is reached.
In the first case an answ er is elaborated by that node stating the rejection of
the request.

In the second case, some final tests are executed at the

destination.
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4.

Starting from the last node reached, an answ er message proceeds to the

requesting host, follow ing the same p ath of the request message.

If the

answer contains a rejection message, the resources tentatively reserved are
released, otherw ise they are confirmed and the channel is established.
In general, it is assum ed that the client should proceed following a
converging algorithm . First the client sends a request for a channel which
will best fit his traffic and perform ance requirem ents.

Then the netw ork

replies with an accepted or rejected message. If the request has been refused,
then the client has two possibilities: the first one is to repeat the same
request u n til it w ill be accepted.

In ad d itio n to generating a flood

establishm ent related traffic on the netw ork, this solution causes a waste of
time and com puting resources for the client, which periodically has to
submit the request and for the network, which has to accommodate it. Since
rejections of channel establishm ents are m ost likely to hap p en during
periods of netw ork congestion, this procedure seem s to be particularly
inappropriate.
The second possibility is that the client modifies the request, if this is
feasible, by changing the value of some com m unication requirem ents and
subm its it again to the network. This solution appears to be m ore logical
than the first one, provided the client receives some inform ation from the
netw ork in the rejection message. The preparation of the second "guess"
can take advantage of this information. In this m ethod it is im portant to
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node = origin
request_message[origin] = p a ra m e te rjist
while (node != destination)
do
request_message[node] =compute_local_test(request_message)
node = succ(node)
done
request_m essage[destination] = compute_final_test(request_m essage)
return_m essage = prepare_m essage(request_m essage)
while node != origin
do
node = prev(node)
if return_message != OK # at least one node test failed
release_resources(node)
else
confirm_resources(node)
done

Figure 5.2 : Algorithm for Resource Reservation in an ATM Network
note that the channel establishm ent request m ust traverse from source to
destination, even though rejections have been received from som e nodes
along the path.

In the case a node is not able to accom m odate the new

channel, the reason for the rejection and the results of the local tests are
included in the establishm ent message.

W hen the m essage reaches the

destination, the final tests are always perform ed. If these tests along with
the ones previously conducted at the interm ediate nodes yield positive
answers, a "request accepted" message is prepared for the client. Otherwise,
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if there are negative answers, the rejecting nodes include their reasons for
rejection in a rejection m essage to the client.

A brief description of the

algorithm is given in Figure 5.2.
To avoid the problem of com peting again for resources that originally
w ere available, the resources reserved d uring the rejected establishm ent
m essage are not released im m ediately, b u t are kept available to the sam e
client for a limited am ount of time. This time has to be evaluated carefully,
in order to avoid that these resources can be unavailable to other clients too
long. This will also reduce the call blocking probability for the new channel.
5.7

QoS N egotiation in a H eterogenous Network
In a heterogenous netw ork environm ent consisting of eth ern et and

ATM the negotiation can be extended to gather information about the type
of netw ork that will be traversed betw een source and destination. Consider
that a station is connected to an ethernet network. This netw ork is further
connected to an ATM backbone a n d /o r an ATM w ide area netw ork. This
source station w ould like to com m unicate m ultimedia data to a destination.
The source station m ay follow the following steps:
1.

Inform the ethernet hub to w hich it is connected of its intention to

transm it m ultim edia data.

This request will also contain the quality of

service param eters that the station requests from the network.
2.

If the netw ork com ponent encountered is not the destination and the

topology is ethernet then the request is considered a m essage for high
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priority traffic as discussed in the previous section. It m ust be noted that
this connection will only offer a best-effort guarantee for the transfer of data.

node = origin
request_message[origin] = p a ra m e te rjist
net_type = ethernet
while (node != destination)
do
if netw ork == ethernet
node = succ (node)
else
request_m essage[node] = compute_local_test (request_message)
n e tjy p e = hybrid
node = succ (node)
done
if network == ethernet && net_type == ethernet
return_m essage = OK
else
if netw ork == ethernet && net_type == hybrid
return_m essage = prepare_m essage (request_message)
else
request_m essage[destination] =
com pu te_final_tes t(reques t_message)
return_m essage = prepare_m essage (request_message)
while (node != origin)
do
node = prev (node)
if net_type == hybrid && return_message != OK
release_resources (node)
else
confirm _resources (node)
done
Figure 5.3 : Algorithm for Resource Reservation in a Heterogenous
N etw ork
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3.

If the netw ork com ponent is an ATM interface then the request is

considered for channel establishm ent and the quality of service param eters
are tested at the interface to verify availability of resources.
4.

The request will continue to its destination which m ay be ethernet or

ATM connected.

If the netw ork traversed is purely eth ern et then the

request is never rejected. But if the netw ork traversed is a combination of
ethernet and ATM, a failure of the test at an ATM connected node will cause
the request to be rejected. If the request is not rejected at any of the nodes,
the resources at each of the nodes are reserved for the m ultim edia
communication.

The algorithm is described in Figure 5.3.

Thus, it is seen that with the above scheme we can establish a channel
for m u ltim e d ia

com m unication w hich

trav erses m u ltip le n etw o rk

topologies. This channel will be combination of best-effort and guaranteed
q uality of service for the com m unication requirem ents of the client
application.
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Chapter 6

Conclusion
6.1

Contributions
The research presented in this dissertation has focussed on the design

of a high speed integrated netw ork architecture for a distributed m ultim edia
e n v iro n m en t.

T his n etw o rk

a rc h ite ctu re

w as sim u la te d

u sin g

a

m athem atical m odel and then im plem ented at the NASA Classroom of the
Future Program. The m ultim edia server capacity was first calculated using a
m odel and then im plem ented using the StarWorks architecture.
After im plem entation, a num ber of scenarios were m onitored using
the n etw o rk for video conferences betw een clients, for d istrib u tin g
m ultim edia data objects from a video server.

D uring these perform ance

tests we found th at for the n etw o rk to provide a tru e m ultim ed ia
tran sp o rtin g environm ent, a resource reservation schem e needs to be
im plem ented as part of an operating system which is installed on the client
workstations. The research also show ed how the traffic on the netw ork can
be characterized for various load factors. This characterization was then
used to determ ine the type of backbone netw ork structure that needs to be
p u t into place to carry m ultim edia communication.
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Sum m arizing, the contributions of this dissertation are:
1.

A new w orkload characterization to determ ine the capacity of an
integrated netw ork architecture for a distributed m ultim edia system .

2.

A com putational m odel for determ ining the stru ctu re of various
com ponents in the m ultim edia server architecture.

3.

A paradigm for the integration of com puter local are netw ork and the
video netw ork based on legacy LAN and new sw itching technologies.

4.

Established benchm arks for the operation of the netw ork for clientse rv e r b ased m u ltim e d ia

ap p lica tio n s a n d

v id eo

conference

broadcasts.
5.

A foundation for the developm ent of a fram ew ork for establishing
channels between source and destination that can guarantee quality of
service in netw orks consisting of legacy LAN and ATM technologies
for m ultim edia com m unication.

6.2

Future Research
The research presented in this dissertation does not look into the

im plem entation of the reservation scheme in the netw ork designed a t the
NASA Classroom of the Future Program .

Further, schem es for resource

re se rv a tio n w ithin the application and the o p e ra tin g system of the
w orkstation need to be addressed to guarantee that the fram e rate for
p re s e n ta tio n

is m a in ta in e d

at

all

tim es

d u rin g

the

com m unication.
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O ne of the key com ponents of m ultim edia com m unication w hich
w as no t studied in great detail in this research was the synchronization
b etw een the different com ponents of m ultim edia stream s and betw een
different streams on the same client or the server. The whole notion eventb a sed synchronization needs to be in v estig ated in the en v iro n m en t
constructed as part of this research.
The possibility of resource reservation in a wide area netw ork is very
com plex, as the existence of a central m anagem ent system cannot be taken
for granted. This leads to the problem of how guaranteed quality of service
can be obtained in a wide area netw ork for a distributed multimedia system.
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