Sur l'homologie des groupes orthogonaux et symplectiques à coefficients tordus by Djament, Aurélien & Vespa, Christine
Sur l’homologie des groupes orthogonaux et
symplectiques a` coefficients tordus
Aure´lien Djament, Christine Vespa
To cite this version:
Aure´lien Djament, Christine Vespa. Sur l’homologie des groupes orthogonaux et symplectiques
a` coefficients tordus. Annales scientifiques de l’Ecole normale supe´rieure, 2010, 43 (3), pp.395-
459. <http://smf4.emath.fr/Publications/AnnalesENS/Presentation/>. <hal-00315573v4>
HAL Id: hal-00315573
https://hal.archives-ouvertes.fr/hal-00315573v4
Submitted on 19 Oct 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Sur l’homologie des groupes orthogonaux et symplectiques a`
coefficients tordus
Aure´lien DJAMENT∗ et Christine VESPA†‡
19 octobre 2009
Re´sume´
On calcule dans cet article l’homologie stable des groupes orthogonaux et symplectiques
sur un corps ﬁni k a` coeﬃcients tordus par un endofoncteur usuel F des k-espaces vectoriels
(puissance exte´rieure, syme´trique, divise´e...). Par homologie stable, on entend, pour tout entier
naturel i, les colimites des espaces vectoriels Hi(On,n(k);F (k
2n)) et Hi(Sp2n(k);F (k
2n)) —
dans cette situation, la stabilisation (avec une borne explicite en fonction de i et F ) est un
re´sultat classique de Charney.
Tout d’abord, nous donnons un cadre formel pour relier l’homologie stable de certaines
suites de groupes a` l’homologie de petites cate´gories convenables, a` l’aide d’une suite spectrale,
qui de´ge´ne`re dans de nombreux cas favorables. Cela nous permet d’ailleurs de retrouver des
re´sultats de Betley sur l’homologie stable des groupes line´aires et des groupes syme´triques, par
des me´thodes purement alge´briques (sans recours a` la K-the´orie stable).
Pour une application exploitable de ce formalisme aux groupes orthogonaux ou symplec-
tiques sur un corps ﬁni, nous re´interpre´tons la deuxie`me page de notre suite spectrale en termes
de foncteurs de Mackey non additifs et utilisons leurs proprie´te´s d’acyclicite´. Cela permet d’ob-
tenir une simpliﬁcation spectaculaire de la deuxie`me page de la suite spectrale en employant
de puissants re´sultats d’annulation connus en homologie des foncteurs.
Dans le cas ou` les groupes orthogonaux ou symplectiques sont pris sur un corps ﬁni et les
coeﬃcients a` valeurs dans les espaces vectoriels sur ce meˆme corps, nous pouvons mener le
calcul de cette deuxie`me page graˆce a` des re´sultats classiques : annulation homologique a` coef-
ﬁcients triviaux (Quillen, Fiedorowicz-Priddy), et calcul des groupes de torsion entre foncteurs
usuels (Franjou-Friedlander-Scorichenko-Suslin, Cha lupnik). Ceci permet de nombreux calculs
d’homologie stable a` coeﬃcients.
Abstract
We compute the stable homology of orthogonal and symplectic groups, over a ﬁnite ﬁeld k,
when the coeﬃcients module is twisted by a usual endofunctor F of k-vector spaces (e.g. an
exterior, a symmetric, or a divided power) — that is, for each natural integer i, we compute
the colimit of the vector spaces Hi(On,n(k);F (k
2n)) and Hi(Sp2n(k);F (k
2n)). Stabilization in
this situation is a classical result of Charney.
We ﬁrst set a formal framework, within which the stable homology of some families of groups,
relates through a spectral sequence, to the homology of suitable small categories. The spectral
sequence collapses in many cases. We illustrate this purely algebraic method to retrieve results
of Betley for the stable homology of the general linear groups and of the symmetric groups.
We then apply our approach to orthogonal and symplectic groups over a ﬁnite ﬁeld. To this
end, we reinterpret the second page of our spectral sequence with Mackey functors and use
their acyclicity properties. It allows us to simplify the second page of the spectral sequence, by
using powerful cancellation results for functor homology.
For the orthogonal as for the symplectic groups over a ﬁnite ﬁeld, and for coeﬃcients
modules over the same ﬁeld, we compute the second page of the spectral sequence. Classical
results prove useful at this point : homological cancellation with trivial coeﬃcients (Quillen,
Fiedorowicz-Priddy), and calculation of the torsion groups between usual functors (Franjou-
Friedlander-Scorichenko-Suslin, Cha lupnik). This provides extensive computations of stable
homology with coeﬃcients.
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Introduction
Cet article a pour objet l’homologie stable a` coeﬃcients tordus de familles de groupes classiques,
c’est-a`-dire la colimite de leur homologie ; celle-ci, dans de nombreux cas, est atteinte en temps ﬁni
pour chaque degre´. Alors que cette homologie stable posse`de un comportement plus re´gulier que
l’homologie instable, elle s’ave`re ge´ne´ralement inaccessible au calcul direct. Depuis les travaux de
Betley ([Bet99]) et Suslin ([FFSS99]), on dispose cependant d’une interpre´tation de l’homologie
stable des groupes line´aires en terme d’homologie des foncteurs, qui permet de mener a` bien de
nombreux calculs. Ne´anmoins aucun analogue n’e´tait jusqu’alors connu dans les cas des groupes
orthogonaux et symplectiques.
Le pre´sent travail e´tablit un isomorphisme naturel entre l’homologie stable des groupes orthogo-
naux (ou symplectiques) sur un corps ﬁni, a` coeﬃcients tordus par un foncteur polynomial, et des
groupes de torsion entre endofoncteurs des espaces vectoriels. Il est remarquable que cet isomor-
phisme ne fasse pas intervenir de cate´gorie d’espaces quadratiques (ou symplectiques), et qu’il ne
s’exprime que par la cate´gorie de´ja` bien e´tudie´e des endofoncteurs entre espaces vectoriels. Cela rend
calculables les groupes d’homologie stable des groupes orthogonaux pour les foncteurs polynomiaux
usuels : puissances syme´triques, exte´rieures, tensorielles, etc.
L’homologie stable a` coeﬃcients constants des groupes orthogonaux sur un corps ﬁni k a e´te´
calcule´e dans les anne´es 1970 par Fiedorowicz et Priddy [FP78], en ge´ne´ralisant les me´thodes initie´es
par Quillen [Qui72] pour les groupes line´aires. L’homologie stable a` coeﬃcients dans un corps de
meˆme caracte´ristique que k est triviale pour les groupes orthogonaux (si la caracte´ristique de k est
impaire), symplectiques ou line´aires sur k. De plus, on dispose de re´sultats de stabilite´ homologique
pour les familles de groupes classiques sur les corps ﬁnis, a` coeﬃcients constants ou tordus par un
foncteur polynomial — le cas des groupes orthogonaux e´tant duˆ a` Charney [Cha87]. Pour autant,
la de´termination de cette valeur stable semblait jusqu’a` pre´sent inabordable, y compris pour des
coeﬃcients tordus par un foncteur polynomial non constant e´le´mentaire.
L’annulation de l’homologie stable du groupe line´aire sur un anneau, a` coeﬃcients tordus par
un foncteur polynomial sans terme constant, a e´te´ obtenue par Betley [Bet92] par des me´thodes
comple`tement diﬀe´rentes de celles utilise´es pour les coeﬃcients constants. En 1999, Betley [Bet99] et
Suslin [FFSS99, appendice] ont de´montre´ inde´pendamment une ge´ne´ralisation du re´sultat pre´ce´dent,
pour des coeﬃcients tordus par un bifoncteur, polynomial en chaque variable. L’homologie stable
n’est alors plus ge´ne´ralement nulle, mais naturellement isomorphe a` l’homologie de Hochschild
de la cate´gorie des k-espaces vectoriels de dimension ﬁnie, a` coeﬃcients dans le bifoncteur. Ces
groupes d’homologie sont accessibles pour les foncteurs usuels, comme l’a notamment montre´ l’ar-
ticle [FFSS99]. La de´monstration de Betley repose sur un analogue, en termes de groupes alge´briques,
du lien entre l’homologie des groupes line´aires et l’homologie de Hochschild des bifoncteurs polyno-
miaux, re´sultat e´tabli un peu plus toˆt par Friedlander et Suslin [FS97]. Suslin s’appuie entie`rement,
pour sa part, sur des conside´rations internes aux foncteurs entre espaces vectoriels. Sa de´marche a
e´te´ e´tendue peu apre`s a` l’homologie stable des groupes line´aires sur un anneau arbitraire par Sco-
richenko [Sco00], qui a obtenu un isomorphisme entre K-the´orie stable et homologie de Hochschild
d’un bifoncteur polynomial.
Ces re´sultats constituent une illustration de la richesse du point de vue des cate´gories de fonc-
teurs, dont on trouvera une synthe`se dans [FFPS03]. Cette approche a de´ja` permis de re´soudre
de diﬃciles conjectures de ﬁnitude, comme en te´moignent les travaux de Friedlander-Suslin [FS97],
et tout re´cemment de Touze´ et van der Kallen [TvdK08]. L’e´tude ﬁne des cate´gories de foncteurs
s’est e´galement poursuivie avec, par exemple, les re´sultats cohomologiques de Cha lupnik [Cha08] et
Touze´ [Tou08], comple´tant ceux de [FFSS99], ou l’introduction de nouvelles cate´gories de foncteurs
relie´es aux groupes orthogonaux dans [Ves08].
Nous pre´sentons maintenant le contenu de l’article. Une premie`re section de´gage un cadre formel
pour e´tudier l’homologie stable d’une suite convenable de groupes, a` partir de l’homologie d’une
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cate´gorie adapte´e a` la situation. Plus pre´cise´ment, on conside`re une petite cate´gorie mono¨ıdale
syme´trique (C,⊕, 0) dont l’unite´ 0 est objet initial, et A un objet de C. Pour chaque entier naturel
i, on note G(i) le groupe d’automorphismes AutC(A
⊕i). La cate´gorie C sera par exemple celle
des modules projectifs de type ﬁni sur un anneau A, avec les monomorphismes scinde´s comme
ﬂe`ches, et la somme directe pour structure mono¨ıdale. On peut prendre aussi pour C la cate´gorie
des ensembles ﬁnis avec injections, pour A un ensemble a` 1 e´le´ment et la re´union disjointe pour
⊕, ce qui nous permettra de retrouver des re´sultats de Betley ([Bet02]) sur l’homologie stable des
groupes syme´triques. Pour le sujet principal de cet article, on conside`re une cate´gorie C d’espaces
quadratiques, ou symplectiques, de dimension ﬁnie sur un corps commutatif, pour A un espace
hyperbolique ou symplectique de dimension 2 et pour ⊕ la somme orthogonale. Ces exemples sont
de´taille´s au paragraphe 1.2.
Dans le cas ge´ne´ral, la suite de morphismes :
0→ A→ · · · → A⊕n → A⊕(n+1) → · · ·
donne´s par :
A⊕n ≃ A⊕n ⊕ 0
Id⊕(0→A)
−−−−−−−→ A⊕n ⊕A ≃ A⊕(n+1)
est compatible aux actions des groupes d’automorphismes G(n) = Aut(A⊕n), ou` G(n) agit sur
A⊕(n+1) via le morphisme :
G(n)
g 7→g⊕A
−−−−−→ G(n+ 1).
Ceci induit une suite naturelle de morphismes :
· · · → H∗(G(n);F (A
⊕n))→ H∗(G(n+ 1);F (A
⊕(n+1)))→ · · · ,
ou` F est un foncteur de C vers les groupes abe´liens. On appelle homologie stable des groupes G(n)
a` coeﬃcients dans F la colimite de cette suite.
Il existe toujours un morphisme naturel de l’homologie stable des groupes G(n) a` coeﬃcients
dans F vers l’homologie de C a` coeﬃcients dans F . Sous de bonnes hypothe`ses sur la cate´gorie C,
ce morphisme est un isomorphisme en degre´ 0, mais ce n’est plus en ge´ne´ral le cas au-dela`, ou` l’on
obtient, au paragraphe 2.2, une suite spectrale convergeant vers cette homologie stable et dont la
deuxie`me page s’exprime par des groupes de torsion sur la cate´gorie C.
Cette suite spectrale oﬀre une alternative purement alge´brique a` la suite spectrale de laK-the´orie
stable convergeant vers l’homologie stable du groupe line´aire a` coeﬃcients tordus, et a` ses avatars
la ge´ne´ralisant aux familles de groupes usuelles. En eﬀet, dans les cas connus ou` l’on sait exprimer
la K-the´orie stable en termes alge´briques plus simples, et ou` la suite spectrale correspondante
s’arreˆte de`s la deuxie`me page, on observe un phe´nome`ne analogue dans notre formalisme — voir
notamment nos propositions 2.22 et 2.26. Ceci n’est gue`re surprenant dans la mesure ou` les travaux
de Scorichenko (cas classique de la K-the´orie stable) ou Betley (cas des groupes syme´triques)
n’utilisent en fait nullement la de´ﬁnition de la K-the´orie stable, mais seulement l’existence d’une
suite spectrale naturelle d’un certain type, et ou` l’article [BP94] de Betley et Pirashvili identiﬁe
dans de nombreux cas la K-the´orie stable a` un foncteur de´rive´ de´ﬁni de fac¸on purement alge´brique.
Notre re´sultat principal relatif a` l’homologie stable des groupes orthogonaux, de´montre´ au pa-
ragraphe 3.2, est le suivant :
The´ore`me 1. Soit k un corps fini de caracte´ristique impaire. Pour tout foncteur polynomial (voir
de´finition 3.20) F entre k-espaces vectoriels, il existe un isomorphisme naturel :
colim
n∈N
H∗(On,n(k);F (k
2n)) ≃ Tor
Ef
k
∗ (V 7→ k[S
2(V ∗)], F )
ou` Efk de´signe la cate´gorie des k-espaces vectoriels de dimension finie, et S
2 la seconde puissance
syme´trique.
Rappelons que les foncteurs n-ie`me puissance tensorielle T n et n-ie`me puissance syme´trique Sn
sont polynomiaux de degre´ n. Par les re´sultats de [Cha87], la colimite du the´ore`me est donc atteinte
pour n ﬁni, en chaque degre´ homologique. Hormis pour cette conside´ration de stabilisation, le choix
des groupes orthogonaux On,n plutoˆt que d’autres n’a pas d’importance : toute colimite analogue
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construite a` partir de l’homologie d’autres groupes orthogonaux (associe´s a` des formes quadratiques
non de´ge´ne´re´es) sur k est canoniquement isomorphe a` celle qu’on conside`re (cf. remarque 2.24. 3).
Le the´ore`me 1 s’obtient par la suite d’isomorphismes suivante :
1.
colim
n∈N
H∗(On,n(k);F (k
2n)) ≃ H∗(Eq;F )
ou` Eq est la cate´gorie des k-espaces quadratiques non de´ge´ne´re´s de dimension ﬁnie. Cet iso-
morphisme vient du cadre ge´ne´ral que nous avons e´voque´ pre´ce´demment et de la trivialite´ de
colim
n∈N
H∗(On,n(k); k) (pour k de caracte´ristique impaire).
2.
H∗(Eq;F ) ≃ H∗(E
deg
q ;F )
ou` Edegq est la cate´gorie des k-espaces quadratiques (e´ventuellement de´ge´ne´re´s) de dimension
ﬁnie avec pour morphismes les injections quadratiques. Cette e´tape constitue le cœur de la
de´monstration de ce the´ore`me et en est la partie la plus de´licate.
3.
H∗(E
deg
q ;F ) ≃ Tor
Efinj
∗ (V 7→ k[S
2(V ∗)], F )
ou` Efinj est la sous-cate´gorie des injections de E
f
k . Cet isomorphisme s’obtient par adjonction
en observant qu’une forme quadratique sur V est un e´le´ment de S2(V ∗).
4.
Tor
Ef
inj
∗ (V 7→ k[S
2(V ∗)], F ) ≃ Tor
Ef
k
∗ (V 7→ k[S
2(V ∗)], F ).
Cet isomorphisme est un cas particulier d’un re´sultat de Suslin, essentiel pour exprimer l’ho-
mologie stable des groupes line´aires en terme d’homologie des foncteurs.
Notons que les isomorphismes 1 et 3 valent pour un foncteur F arbitraire alors que ceux des points 2
et 4 utilisent de manie`re fondamentale le caracte`re polynomial de F . L’hypothe`se de ﬁnitude de k
n’intervient qu’a` l’e´tape 2.
Revenons plus en de´tail sur celle-ci. Pour des raisons formelles, il existe une suite spectrale de
Grothendieck convergente de la forme :
E2p,q = Tor
Edegq
p (Lq, F )⇒ Hp+q(Eq;F )
ou` les foncteurs Lq s’obtiennent a` partir des foncteurs de´rive´s d’un adjoint a` la pre´composition par
l’inclusion Eq → Edegq . Les valeurs des foncteurs Lq sont donne´es par le q-ie`me groupe d’homologie
de sous-groupes explicites du groupe orthogonal. Elles sont l’aboutissement de suites spectrales de
Serre dont on peut calculer la deuxie`me page, mais pas les diﬀe´rentielles. Ces valeurs sont donc
inaccessibles pour q > 0.
Nous contournons ce proble`me en observant que ces foncteurs Lq transforment l’inclusion d’un
espace quadratique dans sa somme orthogonale avec un espace non de´ge´ne´re´, en un isomorphisme.
On peut donc les de´ﬁnir depuis la cate´gorie de fractions ou` l’on inverse ces inclusions. On montre
au the´ore`me 3.17 l’e´quivalence de cette cate´gorie avec la cate´gorie de Burnside sur les espaces
vectoriels avec injections. Autrement dit, nos foncteurs Lq peuvent eˆtre vus comme des foncteurs
de Mackey non additifs sur les espaces vectoriels avec injections, ou encore comme des familles
de repre´sentations des diﬀe´rents groupes line´aires, par un re´sultat ge´ne´ral d’e´quivalence de Morita
(cf. [Ves08]). Graˆce au the´ore`me d’annulation homologique principal de [Dja07], on en de´duit un
isomorphisme :
E2p,q = Tor
Edegq
p (Lq, F ) ≃ Tor
Edegq
p (Lq(0), F ).
Or Lq(0) ≃ Hq(O∞(k); k) est nul pour q > 0 par le re´sultat de Fiedorowicz-Priddy cite´ plus haut.
L’isomorphisme 2 en de´coule.
La conse´quence suivante du the´ore`me 1 illustre en quoi la (co)homologie stable est plus re´gulie`re
que la (co)homologie instable.
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The´ore`me 2. Soient k un corps fini de caracte´ristique impaire, F et G deux foncteurs polynomiaux
entre k-espaces vectoriels et i, j des entiers. Pour tout entier n assez grand, le produit externe
Hi(On,n(k);F (k
2n))⊗Hj(On,n(k);G(k
2n))→ Hi+j(On,n(k);F (k
2n)⊗G(k2n))
est injectif.
Ce re´sultat est e´nonce´ en terme de cohomologie pour traiter de produits plutoˆt que de coproduits.
Il s’obtient a` partir de notre the´ore`me principal par un raisonnement formel duˆ a` Touze´ (cf. [Tou09]).
Le the´ore`me 1 permet aussi des calculs explicites, donne´s aux the´ore`mes 4.16 et 4.17. Nous
obtenons entre autres, a` l’aide du calcul de [FFSS99] des groupes d’extensions entre puissances
divise´es sur un corps ﬁni, que la cohomologie stable des groupes orthogonaux ou symplectiques a`
coeﬃcients dans une alge`bre polynomiale est elle-meˆme une alge`bre de polynoˆmes. Plus pre´cise´ment :
The´ore`me 3. Soit k un corps fini de cardinal q impair. L’alge`bre de cohomologie stable des groupes
orthogonaux (resp. symplectiques) sur k a` coefficients dans les puissances syme´triques est polyno-
miale sur des ge´ne´rateurs αm,s (resp. βm,s) de bidegre´ (2q
sm, qs+1) indexe´s par des entiers m ≥ 0
et s ≥ 0 (resp. s > 0), ou` le premier degre´ est le degre´ homologique.
La partie formelle du pre´sent travail (tout comme l’article [Bet02] sur les groupes syme´triques)
ne traite que d’homologie stable a` coeﬃcients dans un foncteur, pas a` coeﬃcients dans un bifoncteur,
comme le fait Scorichenko pour les groupes line´aires (a` la suite de Betley et Suslin). Ne´anmoins,
contrairement a` ce qui advient lorsqu’on e´tudie l’homologie stable des groupes line´aires (ou` l’annu-
lation a` valeurs dans un foncteur polynomial sans terme constant contraste avec le re´sultat ge´ne´ral
pour un bifoncteur polynomial), l’homologie stable des groupes orthogonaux ou symplectiques a`
coeﬃcients tordus par un bifoncteur ne s’ave`re pas plus ge´ne´rale que le cas particulier des fonc-
teurs. De fait, toute forme quadratique ou symplectique non de´ge´ne´re´e sur un espace vectoriel V
de´terminant un isomorphisme entre V et son dual, l’homologie a` coeﬃcients tordus par un bifonc-
teur B (avec une premie`re variable contravariante et la seconde covariante) s’identiﬁe a` l’homologie
a` coeﬃcients tordus par le foncteur V 7→ B(V ∗, V ) (cf. remarque 2.13). Comme application, on ob-
tient au corollaire 4.20 l’annulation stable de l’homologie du groupe orthogonal (ou symplectique)
sur un corps ﬁni de caracte´ristique impaire a` coeﬃcients dans sa repre´sentation adjointe.
Enﬁn, signalons que Touze´ a tout re´cemment obtenu (cf. [Tou09]), par des me´thodes diﬀe´rentes,
des re´sultats analogues a` ceux de cet article pour la cohomologie rationnelle (i.e. comme groupes
alge´briques) stable des groupes orthogonaux et symplectiques.
Organisation de l’article La section 1 pre´sente en de´tail le cadre ge´ne´ral adapte´ a` notre ap-
proche de l’homologie stable. On y discute e´galement une classe d’exemples fondamentale, qui
contient tous nos cas d’application, et une condition supple´mentaire qui intervient dans l’e´tude de
la suite spectrale de la section 2. Celle-ci e´tudie, dans le formalisme de la section 1, le morphisme
puis la suite spectrale naturels qui relient l’homologie d’une cate´gorie convenable a` l’homologie
stable de la suite de groupes correspondante. On y discute notamment de la simpliﬁcation de la
deuxie`me page de cette suite spectrale, de son arreˆt et de sa comparaison avec les suites spectrales
classiques de´rive´es de constructions du type de la K-the´orie stable.
La section 3 constitue le cœur de ce travail : elle donne les arguments non formels qui rendront
accessible au calcul l’homologie stable des groupes orthogonaux ou symplectiques sur les corps
ﬁnis, a` coeﬃcients tordus raisonnables. Elle identiﬁe d’abord la cate´gorie de fractions des espaces
e´ventuellement de´ge´ne´re´s ou` l’inclusion dans la somme orthogonale avec un espace non de´ge´ne´re´
est inverse´e. Ensuite, elle combine ce re´sultat avec les the´ore`mes d’annulation idoines connus en
homologie des foncteurs pour obtenir le the´ore`me 1.
La section 4 donne les applications de ce the´ore`me. On y traite de compatibilite´ aux (co)produits
pour obtenir notamment le the´ore`me 2. On eﬀectue ensuite des calculs d’homologie stable de groupes
orthogonaux ou symplectiques. Il faut distinguer la caracte´ristique impaire, qui se preˆte a` des calculs
complets (the´ore`me 3), de la caracte´ristique 2 ou` les meˆmes me´thodes ne suﬃsent plus, mais ou`
quelques re´sultats partiels sont de´duits des travaux de Troesch ([Tro02]).
Les trois premiers appendices donnent des rappels et des notations sur les cate´gories de foncteurs
utilise´s dans le corps de l’article : ge´ne´ralite´s d’alge`bre homologique, foncteurs exponentiels puis
quelques e´quivalences de cate´gories de foncteurs.
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L’appendice D expose les deux re´sultats sur l’homologie des foncteurs (dus a` Djament et Suslin)
utilise´s dans la de´monstration du the´ore`me principal de l’article et en rappelle les arguments.
Dans les deux derniers appendices, on montre comment retrouver rapidement a` l’aide de notre
formalisme des the´ore`mes dus a` Betley sur l’homologie stable des groupes syme´triques et line´aires.
Quelques notations utilise´es dans tout l’article On se donne un anneau commutatif (uni-
taire) k de ”base”, au-dessus duquel tous les produits tensoriels non spe´ciﬁe´s seront pris. On de´signe
par Modk la cate´gorie des k-modules.
Si C est une cate´gorie (essentiellement) petite, on note C −Mod la cate´gorie des foncteurs de C
vers Modk. Quelques ge´ne´ralite´s sur cette cate´gorie abe´lienne sont rappele´es dans l’appendice A.
On pose e´galement Mod− C = Cop −Mod.
Si k est un corps commutatif, on note E(k) la cate´gorie des espaces vectoriels sur k et Ef (k) (ou
simplement Ef ) la sous-cate´gorie pleine des espaces de dimension ﬁnie.
La pre´composition par un foncteur Q est note´e Q∗.
On note N l’ensemble des entiers positifs ou nuls.
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1 Cadre formel
Dans cette section, on donne le cadre ge´ne´ral de cet article, qui permet de traiter de l’homologie
stable des groupes orthogonaux ou symplectiques. On verra, dans les appendices F et E, que ce
cadre s’applique e´galement aux groupes line´aires et syme´triques.
1.1 Hypothe`ses ge´ne´rales
On introduit ici des axiomes que l’on supposera ve´riﬁe´s dans tout l’article. Les exemples et des
hypothe`ses supple´mentaires souvent utiles seront donne´s dans le paragraphe suivant — en eﬀet, tous
les cas inte´ressants d’application de la situation ge´ne´rale, hormis un cas technique apparaissant en
cours de de´monstration, rele`veront desdites hypothe`ses supple´mentaires.
On se donne une cate´gorie (essentiellement) petite C et deux foncteurs S : N → C et G : N →
Grp, ou` N de´signe la cate´gorie associe´e a` l’ensemble ordonne´ N (il y a exactement une ﬂe`che d’un
entier positif i vers un autre entier positif j si i ≤ j, et aucune sinon) et Grp la cate´gorie des
groupes.
Avant de donner les trois hypothe`ses que nous ferons sur (C, S,G), signalons que l’on pourrait
remplacer N par un autre ensemble ordonne´ ﬁltrant a` droite et posse´dant un plus petit e´le´ment
sans modiﬁer la plupart des conside´rations qui suivent. Cependant, une telle ge´ne´ralisation semble
pre´senter un inte´reˆt modeste dans la mesure ou` l’on ne connaˆıt aucun exemple qui ne puisse se
ramener au cas ici de´crit (remplacer l’ensemble ordonne´ par une partie coﬁnale a` droite contenant
le plus petit e´le´ment ne modiﬁe gue`re la situation).
Notre premier axiome est relatif au foncteur S, dont il exprime une sorte de proprie´te´ de coﬁ-
nalite´ :
(C) pour tout objet c de C, il existe i ∈ N et un morphisme dans C de source c et de but S(i).
Notre second axiome renvoie a` une forme stable de transitivite´ de l’action au but des automor-
phismes sur un ensemble de morphismes :
(W) e´tant donne´s i ∈ N et c ∈ Ob C, pour tous morphismes u, v : c→ S(i) de C, il existe j ≥ i dans
N et g ∈ AutCS(j) tels que le diagramme
c
u //
v
@
@@
@@
@@
@ S(i)
S(i≤j)// S(j)
g

S(i)
S(i≤j)// S(j)
commute.
Dans de nombreux cas, l’axiome suivant, qui implique (W), qui exprime une transitivite´ instable,
sera ve´riﬁe´ :
(W’) pour tous c ∈ ObC et i ∈ N, le groupe AutCS(i) ope`re transitivement sur l’ensemble HomC(c, S(i)).
L’arche´type de re´sultat fournissant ce type de proprie´te´ est le the´ore`me de Witt (cf. paragraphe
suivant).
On astreint enﬁn le foncteur G a` satisfaire la proprie´te´ de compatibilite´ au foncteur S suivante :
(G) sur les objets, G est donne´ par G(i) = AutC(S(i)) pour tout i ∈ N. De plus, on suppose que
pour tous entiers i et j tels que i ≤ j, le morphisme S(i ≤ j) : S(i) → S(j) est G(i)-e´quivariant,
ou` S(i) est muni de l’action a` gauche tautologique de G(i) et S(j) de celle de´duite du morphisme
G(i ≤ j) : G(i)→ G(j).
Hypothe`se 1.1. Dans la suite du paragraphe 1.1, on suppose que (C, S,G) ve´riﬁe les hypothe`ses
(C), (W) et (G).
Notation 1.2. La colimite du foncteur G est note´e G∞. Pour tout foncteur F : C → Modk, on
note F∞ la colimite du foncteur compose´ N
S
−→ C
F
−→Modk.
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Remarque 1.3. Pour tout foncteur F : C →Modk et tous entiers i ≤ j, l’application line´aire (F ◦
S)(i ≤ j) : F (S(i))→ F (S(j)) est G(i)-e´quivariante, par l’axiome (G). Ainsi, F∞ est naturellement
un k[G∞]-module.
On peut donc donner la de´ﬁnition suivante, qui introduit l’objet d’e´tude de cet article.
De´finition 1.4. L’homologie stable de la suite de groupes (G(i))i∈N a` coeﬃcients dans F ∈ Ob C −
Mod est H∗(G∞;F∞).
Remarque 1.5. Le caracte`re ﬁltrant a` droite de N implique que le morphisme canonique
colim i∈N H∗(G(i);F (S(i))) → H∗(G∞;F∞) est un isomorphisme. Dans la suite on identiﬁera les
deux groupes via cet isomorphisme.
On rappelle que l’on note P C
op
c le foncteur k[HomCop(c,−)], appele´ projectif standard deMod−C
(voir appendice A). On termine ce paragraphe par quelques re´sultats ge´ne´raux sur la colimite de
ces projectifs standards.
Lemme 1.6. Le foncteur
P C
op
∞ := colim
i∈N
P C
op
S(i)
est plat et est muni d’une action du groupe G∞.
De plus, il existe un isomorphisme de G∞-modules
P C
op
∞ ⊗
C
F ≃ F∞
naturel en F ∈ ObC −Mod.
De´monstration. La platitude de´coule du caracte`re ﬁltrant de N. Comme G(i) agit sur P C
op
S(i), on en
de´duit e´galement une action canonique de G∞ sur P
Cop
∞ .
La dernie`re partie se ve´riﬁe imme´diatement.
Lemme 1.7. On a
(P C
op
∞ )G∞ ≃ k
ou` (P C
op
∞ )G∞ de´signe les co¨ınvariants de P
Cop
∞ par l’action de G∞ et k est le foncteur constant.
De´monstration. Il s’agit d’une conse´quence directe de l’hypothe`se (W).
1.2 Cas particuliers fondamentaux
Dans ce paragraphe, on conside`re une cate´gorie (essentiellement) petite C munie d’une structure
mono¨ıdale syme´trique ⊕ : C × C → C dont l’unite´ sera note´e 0. On fait e´galement l’hypothe`se que
0 est objet initial de C.
Quitte a` remplacer C par une cate´gorie mono¨ıdale syme´trique e´quivalente, on pourra supposer
que le foncteur ⊕ est strictement associatif et que 0 en est un e´le´ment neutre strict, ce qui permet
de donner un sens univoque a` des expressions comme A⊕n, ou` n ∈ N et A ∈ Ob C.
Soit A ∈ ObC. On peut de´ﬁnir un foncteur SA : N→ C par SA(n) = A⊕n et
SA(n ≤ m) : A
⊕n = A⊕n ⊕ 0
A⊕n⊕(0→A⊕(m−n))
−−−−−−−−−−−−−→ A⊕n ⊕A⊕(m−n) = A⊕m.
Ce choix de fonctorialite´ consiste, lorsque C est une cate´gorie de modules (cf. exemple 1.9. 4
ci-dessous), par exemple, a` ”ajouter des ze´ros a` droite” en termes matriciels.
On de´ﬁnit e´galement un foncteur GA : N→ Grp par GA(n) = AutC(A⊕n) et
GA(n ≤ m) : AutC(A
⊕n)→ AutC(A
⊕m) u 7→ u⊕A⊕(m−n).
On ve´riﬁe aussitoˆt le fait suivant :
Proposition 1.8. Le triplet (C, SA, GA) ve´rifie l’hypothe`se (G).
8
Nous aurons e´galement a` conside´rer l’hypothe`se suivante :
(S) pour tout morphisme f : d → c de C et tout i ∈ N, le morphisme du stabilisateur de f sous
l’action de AutC(c) vers le stabilisateur de S(i) ⊕ f sous l’action de AutC(S(i) ⊕ c) induit par le
foncteur S(i)⊕− est un isomorphisme.
L’hypothe`se (S) permettra de donner des renseignements supple´mentaires sur la deuxie`me page
de la suite spectrale pour l’homologie de G∞ a` coeﬃcients tordus que nous obtiendrons dans la
section 2 lorsque les axiomes (C), (W) et (G) sont ve´riﬁe´s.
Nous introduisons enﬁn une hypothe`se plus forte que (C) mais moins forte que l’essentielle
surjectivite´ du foncteur SA :
(C’) pour tout objet c de C, il existe un objet b de C et un entier i tels que b⊕ c ≃ S(i).
Nous terminons ce paragraphe en donnant les exemples fondamentaux qui interviendront dans
cet article.
Exemple 1.9. 1. Soient k un corps commutatif (e´ventuellement de caracte´ristique 2) et Edegq (k)
la cate´gorie (qui sera note´e simplement Edegq lorsqu’aucune confusion ne peut en re´sulter)
dont les objets sont les espaces quadratiques de dimension ﬁnie sur k et les morphismes les
applications line´aires injectives compatibles aux formes quadratiques (appele´es aussi appli-
cations orthogonales). Remarquons qu’une forme quadratique sur un espace vectoriel V est
un polynoˆme homoge`ne de degre´ 2 sur V ([Pﬁ95]), c’est a` dire un e´le´ment de S2(V ∗), ou` S2
est la deuxie`me puissance syme´trique. Comme d’habitude, on note O(A) pour AutEdegq (A) le
groupe orthogonal associe´ a` un objet A de Edegq . On notera par ailleurs Eq la sous-cate´gorie
pleine de Edegq dont les objets sont les espaces quadratiques non de´ge´ne´re´s.
La somme orthogonale, note´e ⊥, de´ﬁnit une structure mono¨ıdale syme´trique sur Edegq dont
l’unite´ 0 est objet initial de Edegq .
Soit H l’objet de Eq, appele´ plan hyperbolique, dont l’espace vectoriel sous-jacent est k2 et la
forme quadratique l’application k2 → k (x, y) 7→ xy. Comme d’habitude, on notera On,n(k)
le groupe GH(n) des automorphismes de H
⊥n.
Le triplet (Edegq , SH, GH) ve´riﬁe l’hypothe`se (C), car tout espace quadratique se plonge dans
un espace quadratique non de´ge´ne´re´ et tout espace quadratique non de´ge´ne´re´ se plonge dans
un espace hyperbolique (i.e. un espace quadratique qui est somme directe de sous-espaces
totalement isotropes), qui est isomorphe a` une somme orthogonale de copies deH (cf. [Sch85]).
Le triplet (Eq, SH, GH) ve´riﬁe pour sa part (C’).
Le the´ore`me de Witt montre que l’axiome (W’) est satisfait, puisque SH prend ses valeurs
dans les espaces non de´ge´ne´re´s.
Le triplet (Edegq , SH, GH) ve´riﬁe e´galement l’hypothe`se (S) pour la meˆme raison. En eﬀet, si
V est un espace quadratique et H un espace non de´ge´ne´re´, tout automorphisme de V ⊥ H
qui pre´serve H pre´serve e´galement son supple´mentaire orthogonal, qui n’est autre que V car
H est non de´ge´ne´re´. Par conse´quent, tout e´le´ment du stabilisateur d’un morphisme H ⊥ f :
H ⊥ V → H ⊥ W sous l’action de O(H ⊥ V ) stabilise H ⊂ H ⊥ V et W , donc s’e´crit sous
la forme H ⊥ u, ou` u ∈ O(W ) stabilise f : V → W ; u est manifestement unique, d’ou` la
satisfaction de (S).
(On pourrait e´tendre ces conside´rations a` un corps gauche muni d’une involution et aux formes
hermitiennes aﬀe´rentes.)
Remarque 1.10. On peut remplacer H par n’importe quel autre k-espace quadratique non
de´ge´ne´re´ de dimension ﬁnie H tel qu’on puisse plonger tout autre k-espace quadratique non
de´ge´ne´re´ de dimension ﬁnie dans une somme de copies de H . Si le corps k est ﬁni (auquel cas
le treillis des classes d’isomorphisme de k-espaces quadratiques non de´ge´ne´re´s de dimension
ﬁnie est particulie`rement simple !), n’importe quel objet non nul H de Eq convient.
2. On peut reprendre mutatis mutandis l’exemple pre´ce´dent en remplac¸ant les formes quadra-
tiques par les formes biline´aires alterne´es. Bornons-nous a` pre´ciser nos notations : Edegalt (k) (ou
simplement Edegalt ) de´signera la cate´gorie des espaces symplectiques de dimension ﬁnie (avec les
injections symplectiques pour morphismes) sur le corps commutatif k, Ealt la sous-cate´gorie
pleine des espaces non de´ge´ne´re´s, ⊥ la somme orthogonale.
On notera aussi H l’espace symplectique k2 muni de la forme ((x, y), (x′, y′)) 7→ xy′− yx′. Le
groupe des automorphismes de A ∈ ObEdegalt sera note´ Sp(A) ; GH(n) = Sp(H
⊥n) sera note´
Sp2n(k).
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3. Soit Θ la cate´gorie ayant pour objets les ensembles ﬁnis et pour morphismes les fonctions
injectives. La structure mono¨ıdale syme´trique de Θ est donne´e par la re´union disjointe ; son
unite´ l’ensemble vide est objet initial de Θ. Soit A un ensemble a` un e´le´ment ﬁxe´. La condition
(C’) est ve´riﬁe´e puisque SA est essentiellement surjectif. On aGA(n) = Sn (groupe syme´trique
sur n lettres) ; on voit facilement que la condition (W’) est satisfaite. La condition (S) a lieu
du fait qu’une bijection d’un ensemble E qui pre´serve un sous-ensemble F pre´serve e´galement
son comple´mentaire.
4. Soient A un anneau etM(A) la cate´gorie des A-modules a` gauche libres de type ﬁni avec pour
morphismes les injections A-line´aires scinde´es, munie de la somme directe, dont l’unite´ 0 est
objet initial. Le triplet (M(A), SA, GA) ve´riﬁe l’hypothe`se (C’). Comme d’habitude, on note
GLn(A) pour GA(n).
L’hypothe`se (W) est aussi satisfaite, mais pas (S) si A est non nul et pas non plus (W’) en
ge´ne´ral : pour s’en convaincre, on peut conside´rer un anneau non nul A tel que les A-modules
a` gauche A et A2 soient isomorphes, par exemple l’anneau des endomorphismes d’un espace
vectoriel de dimension inﬁnie, de sorte que l’injection scinde´e e´vidente A →֒ A2, qui n’est
pas surjective, ne saurait eˆtre conjugue´e sous GL2(A) a` un isomorphisme A
≃
−→ A2 ((W’) est
cependant vraie si A est un anneau assez gentil, par exemple principal). La satisfaction de
(W) de´coule du re´sultat classique de stabilisation suivant :
Lemme 1.11. Soient A une cate´gorie additive, M et N deux objets de A et u : N → M un
monomorphisme scinde´ de A.
Il existe un automorphisme g de N ⊕M tel que le diagramme
N
u //
((RR
RR
RR
RR
RR
RR
RR
R M // N ⊕M
N ⊕M
g≃
OO
dans lequel les fle`ches non spe´cifie´es sont les inclusions canoniques, commute.
De´monstration. Soit p : M → N une re´traction de u. L’endomorphisme g de N ⊕M donne´
par la matrice
(
0 p
u id
)
fait commuter le diagramme, et c’est un automorphisme d’inverse
donne´ par
(
−id p
u id− up
)
.
2 Suite spectrale pour l’homologie stable d’une suite de groupes
Dans cette section, on introduit une suite spectrale obtenue de manie`re purement alge´brique,
convergeant vers l’homologie stable, a` coeﬃcients tordus, des familles de groupes qui nous inte´ressent.
Cette suite spectrale est l’ingre´dient original de la partie formelle de ce travail ; elle fournit une
alternative a` la suite spectrale de la K-the´orie stable conside´re´e dans les travaux de Betley et
Scorichenko.
Convention 2.1. Dans toute cette section, on se donne un triplet (C, S,G) ve´rifiant les
hypothe`ses (C), (W) et (G) du paragraphe 1.1.
2.1 Morphisme de l’homologie stable vers l’homologie de cate´gorie
Le but de ce paragraphe est de construire des morphismes naturels :
H∗(G∞;F∞)→ H∗(C;F ) (1)
ou` H∗(C;F ) est l’homologie de la cate´gorie C a` coeﬃcients dans un foncteur F ∈ Ob C−Mod, dont
on rappelle la de´ﬁnition dans l’appendice A, et
H∗(G∞;F∞)→ H∗(C ×G∞; Π
∗F ) (2)
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ou` l’on voit le groupe G∞ comme une cate´gorie a` un objet Π : C ×G∞ → C de´signe le foncteur de
projection. (On rappelle que Π∗ : C −Mod→ C ×G∞ −Mod de´signe la pre´composition par Π.)
Ces morphismes naturels peuvent eˆtre de´ﬁnis a` partir des morphismes d’e´valuation. On en
donne ici une pre´sentation utilisant une cate´gorie auxiliaire note´e C˜, qui interviendra uniquement
dans cette section.
L’inte´reˆt de cette cate´gorie provient de ce qu’on peut obtenir des re´solutions plates du foncteur
constant k ∈ ObMod− C˜ a` partir de re´solutions projectives du G∞-module trivial k. Ceci permet,
entre autre, d’exprimer H∗(G∞;F∞) en terme d’homologie de la cate´gorie C˜.
De´finition 2.2. Soit C˜ la cate´gorie ayant N pour ensemble d’objets, telle que HomeC(i, j) = G(j)
pour i ≤ j et ∅ sinon. La composition est de´ﬁnie par t′ ◦ t := t′ · G(j ≤ l)(t) pour i ≤ j ≤ l et
t ∈ HomeC(i, j) = G(j) et t
′ ∈ HomeC(j, l) = G(l).
Notation 2.3. On de´signe par S˜ : N→ C˜ le foncteur e´gal a` l’identite´ sur les objets et associant a`
chaque relation i ≤ j de N le morphisme de C˜ correspondant a` 1 ∈ G(j).
Pour la cohe´rence des notations, on note e´galement G˜ := G : N→ Grp.
La proprie´te´ suivante est imme´diate.
Proposition 2.4. Le triplet (C˜, S˜, G˜) ve´rifie les hypothe`ses (C), (W’) et (G).
En revanche, meˆme si (C, S,G) provient d’une structure mono¨ıdale sur C comme au para-
graphe 1.2, il n’en est pas ne´cessairement de meˆme pour (C˜, S˜, G˜) (la de´ﬁnition e´vidente que l’on
est tente´ de donner a` partir de l’addition sur N et de la structure mono¨ıdale sur C n’est pas toujours
fonctorielle).
De´finition 2.5. On note Q : C˜ → C le foncteur donne´ par Q(i) = S(i) sur les objets et Q(f) =
f · S(i ≤ j) pour i ≤ j dans N et f ∈ HomeC(i, j) = G(j) sur les morphismes.
On ve´riﬁe aussitoˆt la compatibilite´ de Q a` la composition.
Pour F ∈ Ob C−Mod, le foncteur Q∗F fournit un morphisme naturel H∗(C˜, Q
∗F )→ H∗(C, F ).
Aﬁn d’obtenir le morphisme naturel (1), on identiﬁe dans la suite H∗(C˜;Q
∗F ) et H∗(G∞;F∞).
Pour cela nous aurons besoin du re´sultat suivant qui explique l’avantage de la cate´gorie C˜ sur C.
Lemme 2.6. Le foncteur P
eCop
∞ (= colim
i∈N
P
eCop
i , cf. lemme 1.6) est tel que pour tout i ∈ N on a un
isomorphisme de G∞-modules :
P
eCop
∞ (i) ≃ k[G∞].
De´monstration. Pour i, j ∈ N tels que j ≤ i on a : P
eCop
i (j) = k[HomeC(j, i)] ≃ k[G(i)]. Le re´sultat
s’en de´duit par passage a` la colimite.
Remarque 2.7. Le foncteur P
eCop
∞ n’est pas pour autant un foncteur constant : via l’isomorphisme
du lemme pre´ce´dent, son action sur les morphismes n’est pas donne´e par l’identite´. En eﬀet, pour
l ≤ j ≤ i si f ∈ HomeCop(j, l) = G(j) on a P
eCop
i (f)([g]) = [g ·G(j ≤ i)(f)], pour g ∈ G(i). Ne´anmoins
nous avons le re´sultat suivant.
Lemme 2.8. Le foncteur (P
eCop
∞ )G∞ : C˜
op →Modk est constant en k.
De´monstration. Notons αj : G(j) → G∞, pour j ∈ N, le morphisme canonique. La remarque
pre´ce´dente montre que, dans l’isomorphisme du lemme 2.6, le morphisme k[G∞] ≃ P
eCop
∞ (j) →
P
eCop
∞ (l) ≃ k[G∞] induit par un morphisme l → j de C˜ correspondant a` un e´le´ment f de G(j) est la
multiplication par αj(f). Par passage aux co¨ınvariants il induit donc l’identite´ de k.
Proposition 2.9. Il existe un isomorphisme gradue´
H∗(C˜;Q
∗F ) ≃ H∗(G∞;F∞)
naturel en F ∈ ObC −Mod.
11
De´monstration. Soit R• → k une re´solution projective de k en tant que G∞-module. Par le
lemme 2.6 le foncteur − ⊗
G∞
P
eCop
∞ : Modk[G∞] → Mod − C˜ est exact. On en de´duit un com-
plexe exact R• ⊗G∞ P
eCop
∞ → k⊗G∞ P
eCop
∞ dans Mod− C˜. Or k⊗G∞ P
eCop
∞ ≃ (P
eCop
∞ )G∞ ≃ k d’apre`s
le lemme 2.8. De plus les foncteurs Ri ⊗G∞ P
eCop
∞ de Mod − C˜ sont plats comme P
eCop
∞ puisque
les G∞-modules Ri sont projectifs. On en de´duit que R• ⊗G∞ P
eCop
∞ → k ⊗G∞ P
eCop
∞ ≃ k est une
re´solution plate de k ∈ ObMod− C˜.
On utilise maintenant l’isomorphisme canonique
(M ⊗
G∞
P
eCop
∞ )⊗
eC
Q∗F ≃M ⊗
G∞
(P
eCop
∞ ⊗
eC
Q∗F )
naturel en F et en le G∞-module M , associe´ aux isomorphismes naturels de G∞-modules
P
eCop
∞ ⊗
eC
Q∗F ≃ (Q∗F )∞ ≃ F∞
dont le premier est de´duit du lemme 1.6 et de la proposition 2.4 et le second s’obtient par inspection.
On peut donc de´ﬁnir le morphisme canonique (1) par la composition
H∗(G∞;F∞)
≃
−→ H∗(C˜;Q
∗F )→ H∗(C;F )
de l’isomorphisme de la proposition pre´ce´dente et du morphisme induit par Q. On peut ve´riﬁer
aise´ment que ce morphisme est toujours un isomorphisme en degre´ 0, ce qui de´coulera des re´sultats
du paragraphe suivant, qui permettent d’e´tudier son comportement en tout degre´.
Remarque 2.10. Pour formel et e´le´mentaire qu’il soit, ce re´sultat en degre´ 0 peut de´ja` procurer un
point de vue eﬃcace sur des calculs de co¨ınvariants stables. Par exemple (anticipant sur les re´sultats
que nous donnerons par la suite en tout degre´ homologique, re´sultats qui sont eux non formels et
conside´rablement plus diﬃciles qu’en degre´ 0) si k = k est un corps ﬁni, on peut en de´duire sans
trop de peine le fait que
colim
n∈N
H0(On,n(k); Γ
∗(k2n)) (resp. colim
n∈N
H0(Sp2n(k); Γ
∗(k2n))) (3)
est isomorphe a` l’espace vectoriel des transformations naturelles de Γ∗ (foncteur (gradue´) puissance
divise´e sur les k-espaces vectoriels) vers le foncteur V 7→ kS
2(V ∗) (resp. V 7→ kΛ
2(V ∗)), ou` l’e´toile
indique cette fois la dualite´.
L’article de Kuhn [Kuh98] (cf. son the´ore`me 1.6) montre comment calculer ces espaces vectoriels
gradue´s, a` l’aide du lien fondamental e´tabli entre les foncteurs entre k-espaces vectoriels et alge`bre
de Steenrod sur k (au moins lorsque le corps ﬁni k est premier), e´tabli par Henn, Lannes et Schwartz
(on pourra consulter le premier article de Schwartz dans l’ouvrage [FFPS03] a` ce sujet). Ce re´sultat
est de´ja` remarquable car le calcul direct des co¨ınvariants (3) n’est pas du tout imme´diat !
Pour de´ﬁnir le morphisme (2), nous utiliserons le foncteur donne´ par la proposition imme´diate
suivante :
Proposition 2.11. Il existe un foncteur J : C˜ → G∞ envoyant chaque fle`che u ∈ HomeC(i, j) = G(j)
sur son image canonique dans G∞.
Le morphisme naturel (2) est de´ﬁni par la composition
H∗(G∞;F∞)
≃
−→ H∗(C˜;Q
∗F ) = H∗(C˜; (Q, J)
∗(Π∗F ))→ H∗(C ×G∞; Π
∗F )
(on rappelle que Π de´signe la projection C × G∞ → C) compose´ de l’isomorphisme de la proposi-
tion 2.9 et du morphisme induit par (Q, J).
On notera que le morphisme (1) n’est autre que la compose´e du morphisme (2) avec le morphisme
naturel H∗(C ×G∞; Π
∗F )→ H∗(C;F ) induit par Π.
La proposition 2.9 admet la ge´ne´ralisation suivante :
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Proposition 2.12. Il existe un isomorphisme gradue´
H∗(C˜; (Q, J)
∗X) ≃ H∗(G∞;X∞)
naturel en X ∈ Ob(C ×G∞) −Mod, ou` X∞ = colim n∈NX(S(n)) est muni de l’action diagonale
de G∞ (cet espace vectoriel est naturellement muni d’une action de G∞×G∞, dont un facteur agit
comme dans la remarque 1.3 et l’autre par l’action tautologique de G∞ sur C ×G∞).
De´monstration. Elle est comple`tement analogue a` celle de la proposition 2.9, en remplac¸ant Q∗F
par (Q, J)∗X .
Remarque 2.13. Pour donner une ge´ne´ralisation des conside´rations pre´ce´dentes en termes de bi-
foncteurs, on a besoin de donne´es supple´mentaires. Par exemple, si B est un bifoncteur sur la
cate´gorie P(A) des A-modules a` gauche projectifs de type ﬁni sur un anneau A, i.e. un objet de
P(A)op × P(A)−Mod, on de´ﬁnit l’homologie stable des groupes line´aires sur A a` coeﬃcients dans
B comme e´tant H∗(GL∞(A);B∞), ou` B∞ est la colimite des B(A
n, An) construite a` partir des
projections An+1 ։ An sur les n premiers facteurs (pour la premie`re variable, contravariante) et
des inclusions An →֒ An+1 des n premiers facteurs (pour la seconde variable, covariante).
Ne´anmoins, dans le cas des groupes orthogonaux ou symplectiques, on n’obtient rien de plus
ge´ne´ral par une telle proce´dure. En eﬀet, toute forme quadratique non de´ge´ne´re´e sur un espace
vectoriel de´terminant un isomorphisme de celui-ci sur son dual, la cate´gorie Eq est e´quivalente a` sa
cate´gorie oppose´e, de sorte que l’homologie stable des groupes orthogonaux a` coeﬃcients dans un
bifoncteur sur Eq (de´ﬁnie comme dans la situation pre´ce´dente) n’est autre que l’homologie stable
du foncteur obtenu en pre´composant avec
Eq
diag
−−−→ Eq × Eq
≃
−→ (Eq)
op × Eq.
On peut proce´der de manie`re analogue pour les formes symplectiques.
2.2 Suite spectrale fondamentale
Soit (Q, J)! :Mod− C˜ →Mod− (C ×G∞) le foncteur de´ﬁni (a` isomorphisme canonique pre`s)
par l’isomorphisme naturel
∀X ∈ Ob(C ×G∞)−Mod ∀Y ∈ ObMod− C˜ Y ⊗
eC
(Q, J)∗(X) ≃ (Q, J)!(Y ) ⊗
C×G∞
X
(cf. proposition A.2).
Cet isomorphisme se de´rive en une suite spectrale de Grothendieck (homologique) de terme E2
donne´ par
E2p,q = Tor
C×G∞
p (Lq(Q, J)!(Y ), X)
et d’aboutissement Tor
eC
∗(Y, (Q, J)
∗(X)). Les foncteurs Lq(Q, J)!(Y ) de´signent les de´rive´s a` gauche
du foncteur exact a` droite (Q, J)! ; cette suite spectrale est naturelle en X et concentre´e dans le
premier quadrant, donc en particulier convergente.
On s’inte´resse maintenant au cas ou` Y est le foncteur constant k.
Proposition 2.14. Pour tout entier q > 0, on a Lq(Q, J)!(k) = 0.
De plus, (Q, J)!(k) est donne´ par un isomorphisme naturel (Q, J)!(k)(c) ≃ (P Cc )∞ pour c ∈ ObC.
De´monstration. La formule (12) (appendice A, proposition A.2) et la proposition 2.12 procurent
des isomorphismes
Lq(Q, J)!(k)(c) = Hq(C˜; (Q, J)
∗(P C×G∞c )) ≃ Hq(G∞; (P
C×G∞
c )∞).
Comme (P C×G∞c )∞ ≃ (P
C
c )∞ ⊗ k[G∞] comme G∞-modules, cela de´montre la proposition.
On de´duit donc de notre suite spectrale et de la proposition 2.12 :
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Corollaire 2.15. Il existe un isomorphisme gradue´ naturel
H∗(G∞;X∞) ≃ Tor
C×G∞
∗ ((Q, J)!(k), X)
pour X ∈ Ob (C ×G∞)−Mod.
En particulier, il existe un isomorphisme naturel
H∗(G∞;F∞) ≃ Tor
C×G∞
∗ ((Q, J)!(k),Π
∗F )
pour F ∈ ObC −Mod.
Pour e´tudier plus avant ces groupes, nous aurons besoin du re´sultat classique suivant sur l’ho-
mologie d’un produit de deux cate´gories :
Proposition 2.16. Soient A et B deux petites cate´gories et Π : A×B → A le foncteur de projection.
Il existe une suite spectrale (du premier quadrant)
E2p,q = Tor
A
p (A 7→ Hq(B;Y (A,−)), F )⇒ Tor
A×B
p+q (Y,Π
∗F )
fonctorielle en F ∈ ObA−Mod et Y ∈ ObMod− (A× B).
En particulier, il existe deux suites spectrales de Ku¨nneth
I2p,q = Hp(A;A 7→ Hq(B;X(A,−)))⇒ Hp+q(A× B;X),
II2p,q = Hp(B;B 7→ Hq(A;X(−, B)))⇒ Hp+q(A× B;X)
fonctorielles en X ∈ Ob(A× B)−Mod.
De´monstration. Il existe un isomorphisme naturel
Y ⊗
A×B
Π∗(F ) ≃ (A 7→ H0(B;Y (A,−))) ⊗
A
F.
La suite spectrale recherche´e est la suite spectrale de Grothendieck correspondante.
Aﬁn d’examiner la forme que prend cette suite spectrale dans le cas qui nous inte´resse, nous
introduisons les de´ﬁnitions suivantes.
Notation 2.17. Soient i et j deux e´le´ments de N tels que i ≤ j. Nous de´signerons par StC(i, j) le
stabilisateur de S(i ≤ j) ∈ HomC(S(i), S(j)) sous l’action a` gauche canonique de G(j).
Nous noterons StC(i) la colimite sur j ≥ i des groupes StC(i, j). Nous identiﬁerons StC(i) avec
son image dans le groupe G∞.
On remarque que l’on a StC(j) ⊂ StC(i) pour i ≤ j. Cela permet de conside´rer StC comme un
foncteur de but Grp et de source Nop.
Nous aurons besoin, dans les cas ou` le foncteur S n’est pas essentiellement surjectif, de la
ge´ne´ralisation suivante de ces stabilisateurs, qui s’eﬀectue au prix d’une perte de fonctorialite´.
Notation 2.18. Choisissons, conforme´ment a` l’axiome (C), un morphisme c
uc−→ S(ic) de C
pour tout objet c de C. Pour tout entier naturel j ≥ ic, on note St(c, j) le stabilisateur de
c
uc−→ S(ic)
S(ic≤j)
−−−−−→ S(j) sous l’action a` gauche canonique de G(j).
Nous noterons St(c) la colimite sur j ≥ ic des groupes St(c, j). Nous identiﬁerons St(c) avec
son image dans le groupe G∞.
L’hypothe`se (W) montre que changer le choix des ic et des uc ne modiﬁe pas, a` conjugaison
pre`s, les groupes St(c) obtenus. Pour la meˆme raison, tout morphisme f : b→ c de C fait de St(c)
un sous-groupe d’un conjugue´ de St(b) dans G∞.
Malgre´ le manque de fonctorialite´ sur les groupes St(c), la remarque pre´ce´dente et la trivialite´
en homologie de l’action des automorphismes inte´rieurs d’un groupe font de c 7→ H∗(St(c); k) un
foncteur de Cop vers les k-modules gradue´s.
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Proposition 2.19. Il existe une suite spectrale
E2p,q = Tor
C
p (c 7→ Hq(St(c); k), F )⇒ Hp+q(G∞;F∞)
naturelle en F ∈ Ob C −Mod.
De´monstration. Le G∞-module (P
C
c )∞ s’identiﬁe a` k[G∞/St(c)] graˆce a` l’axiome (W). La conclu-
sion de´coule donc des propositions 2.14 et 2.16 et du lemme de Shapiro.
Remarque 2.20. 1. En utilisant la proposition 2.9 plutoˆt que la proposition 2.12, on obtient une
suite spectrale naturelle
E2p,q = Tor
C
p(L∗Q!(k), F )⇒ Hp+q(G∞;F∞).
On ve´riﬁe aise´ment qu’existent des isomorphismes naturels LqQ!(k)(c) ≃ Hq(St(c); k) et que
la suite spectrale pre´ce´dente est isomorphe a` celle de la proposition 2.19.
L’inte´reˆt de la pre´sentation qu’on donne re´side dans la possibilite´ d’utiliser des arguments
ge´ne´raux d’eﬀondrement pour les suites spectrales de la proposition 2.16 comme on le verra
dans le paragraphe suivant.
2. Les suites spectrales de ce paragraphe posse`dent e´galement des proprie´te´s de fonctorialite´
relativement a` C qu’on laisse au lecteur le soin d’e´noncer.
Notation 2.21. Lorsqu’aucune ambigu¨ıte´ n’est possible sur (C, S,G) ou k, on notera Lq le foncteur
c 7→ Hq(St(c); k).
C’est dans la proposition suivante que l’inte´reˆt de l’hypothe`se (S) apparaˆıt.
Proposition 2.22. Supposons que les foncteurs S et G proviennent d’une structure mono¨ıdale
syme´trique sur C comme au paragraphe 1.2 et que l’hypothe`se (S) est satisfaite.
Alors pour tous entiers n, i et tout objet c de C, le foncteur Ln transforme le morphisme cano-
nique c→ S(i)⊕ c en un isomorphisme.
Si de plus S ve´rifie l’hypothe`se (C’), alors le foncteur Ln est constant en Hn(G∞; k). La suite
spectrale de la proposition 2.19 prend donc naturellement la forme
E2p,q ≃ Tor
C
p(Hq(G∞; k), F )⇒ Hp+q(G∞;F∞).
De´monstration. On peut supposer que iS(i)⊕c = S(i) ⊕ ic et uS(i)⊕c = S(i) ⊕ uc (cf. supra). Pour
tout entier j ≥ ic, le foncteur S(i)⊕− induit donc un isomorphisme St(c, j)
≃
−→ St(S(i)⊕ c, i+ j),
par l’axiome (S).
Identiﬁant ces deux groupes via cet isomorphisme, on voit que la ﬂe`che induite par le morphisme
canonique c→ S(i)⊕ c s’identiﬁe au morphisme de groupes St(c, j) →֒ St(c, i+ j) induit par
G(j) = AutC(A
⊕j)→ G(i+ j) = AutC(A
⊕(i+j)) u 7→ A⊕i ⊕ u.
Celui-ci est conjugue´ au morphisme u 7→ u⊕A⊕i qui intervient dans la colimite de´ﬁnissant G∞
par l’automorphisme de A⊕(i+j)
A⊕(i+j) = A⊕i ⊕A⊕j ≃ A⊕j ⊕A⊕i = A⊕(i+j)
donne´ par l’e´change des facteurs.
Comme les automorphismes inte´rieurs n’agissent pas en homologie, cela fournit la premie`re
partie du re´sultat, graˆce a` la proposition 2.19.
Supposons maintenant que S ve´riﬁe l’hypothe`se (C’). Soient c un objet de C et b un objet de C tel
qu’existent i ∈ N et un isomorphisme b⊕ c ≃ S(i). Ce qui pre´ce`de montre que, pour tout a ∈ Ob C
et tout n ∈ N, l’application line´aire Ln(a → a ⊕ c) a un inverse a` droite, donne´ a` isomorphisme
pre`s par Ln(a ⊕ c → a ⊕ c ⊕ b) (qui a donc lui un inverse a` gauche !) ; pour la meˆme raison, ce
dernier morphisme a un inverse a` droite. Donc Ln(a⊕ c→ a⊕ c⊕ b) puis Ln(a → a⊕ c) sont des
isomorphismes.
Conside´rons a` pre´sent un morphisme f : d → c quelconque de C et montrons que c’est un L∗-
isomorphisme. On choisit des objets a et b de C et des entiers i et j tels qu’existent des isomorphismes
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a ⊕ d ≃ S(j) et b ⊕ c ≃ S(i). On peut ensuite trouver, par l’axiome (W), un entier l, qu’on peut
supposer supe´rieur a` i et j, et un automorphisme g de S(l) tel que le diagramme suivant commute :
d
f

// a⊕ d ≃ S(j)
S(j≤l) // S(l)
g

c // b⊕ c ≃ S(i)
S(i≤l) // S(l).
Toutes les ﬂe`ches horizontales sont des L∗-isomorphismes par ce qui pre´ce`de, de meˆme que g qui
est un isomorphisme, donc c’est aussi le cas de f , ce qui ache`ve la de´monstration.
Remarque 2.23. C’est dans cette de´monstration qu’apparaˆıt l’inte´reˆt de supposer syme´trique la
structure mono¨ıdale de C, hypothe`se qui n’intervient nulle part ailleurs dans les constructions ou
de´monstrations.
Remarque 2.24. 1. Dans le cas de la cate´gorieM(A) des modules a` gauche projectifs de type ﬁni
sur un anneau A avec injections scinde´es (cf. exemple 1.9. 4), l’hypothe`se (C’) est satisfaite
mais pas (S) ; ne´anmoins, la conclusion de la proposition pre´ce´dente a encore lieu. Cela provient
de re´sultats e´tablis par Betley dans [Bet92]. Nous en donnons une de´monstration, fonde´e sur
les travaux de Scorichenko, dans l’appendice F.
2. Toutes les hypothe`ses de la proposition sont satisfaites par la cate´gorie Θ de l’exemple 1.9. 3.
Cela permet de retrouver les re´sultats de Betley (cf. [Bet02]) sur l’homologie stable des groupes
syme´triques. C’est ce que nous ferons dans l’appendice E.
3. Toutes les hypothe`ses de la proposition 2.22 sont e´galement satisfaites dans les cate´gories
Eq(k) et Ealt(k) (ou` k est un corps commutatif) munies de la somme orthogonale et de l’objet
H (cf. exemples 1.9. 1 et 1.9. 2). Cependant, les re´sultats de ce corollaire sont peu maniables
dans ce cas, ce qui nous ame`nera a` travailler plutoˆt dans les cate´gories Edegq et E
deg
alt , dans les
sections suivantes.
On remarquera de´ja` que, le choix de l’espace quadratique H n’ayant pas re´ellement d’impor-
tance (cf. remarque 1.10), l’homologie de la cate´gorie Eq calcule l’homologie stable de tous
les groupes orthogonaux sur k : le morphisme canonique de la colimite des homologies des
groupes orthogonaux On,n (qui correspondent au choix de H) vers la colimite des homologies
de tous les groupes orthogonaux (associe´s a` des formes quadratiques non de´ge´ne´re´es) est un
isomorphisme. (On peut le voir directement tre`s rapidement : c’est une simple conse´quence
de l’inaction des automorphismes inte´rieurs en homologie, comme dans la de´monstration de
la proposition 2.22.)
2.3 Arreˆt de la suite spectrale et comparaison a` la K-the´orie stable
Nous commenc¸ons par donner une condition suﬃsante pour que le morphisme H∗(G∞;F∞)→
H∗(C ×G∞; Π∗F ) du paragraphe 2.1 soit un isomorphisme.
Proposition 2.25. Supposons que la cate´gorie posse`de un objet initial, note´ 0, de sorte qu’il existe,
pour tout objet G de Mod− C, un morphisme naturel de G vers le foncteur G(0).
Soit F ∈ Ob C−Mod tel que le morphisme Lq → Lq(0) induise un isomorphisme Tor
C
∗(Lq, F )
≃
−→
TorC∗(Lq(0), F ) en homologie pour tout q ∈ N.
Alors le morphisme (2) : H∗(G∞;F∞)→ H∗(C ×G∞; Π∗F ) est un isomorphisme.
De´monstration. Par la proposition 2.16 et le corollaire 2.15,H∗(G∞;F∞) ≃ Tor
C×G∞
∗ (c 7→ (P
C
c )∞,Π
∗F )
et H∗(C ×G∞; Π∗F ) ≃ Tor
C×G∞
∗ (k,Π
∗F ) sont respectivement l’aboutissement de suites spectrales
convergentes de deuxie`mes pages :
I2p,q = Tor
C
p(Lq, F ) et II
2
p,q = Tor
C
p(Lq(0), F )
(puisque Lq(0) ≃ Hq(G∞; k)). Le morphisme (c 7→ (P Cc )∞) → (P
C
0 )∞ ≃ k induit par hypothe`se
un isomorphisme I2p,q → II
2
p,q, il induit donc un isomorphisme entre les aboutissements des suites
spectrales, d’ou` la proposition.
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A` partir de ce re´sultat, nous donnons un crite`re simple pour que la suite spectrale qui nous
inte´resse s’eﬀondre a` la deuxie`me page ; on obtient meˆme mieux : non seulement le terme E∞, mais
aussi l’aboutissement de la suite spectrale (qui en diﬀe`re par une ﬁltration), sont isomorphes au
terme E2.
Proposition 2.26. Faisons les trois hypothe`ses suivantes :
1. l’anneau k est de dimension homologique au plus 1 ;
2. la cate´gorie C posse`de un objet initial 0 ;
3. F ∈ ObC − Mod est tel que pour tout entier q, le morphisme Lq → Lq(0) induise un
isomorphisme TorC∗ (Lq, F )
≃
−→ TorC∗(Lq(0), F ) en homologie.
Alors il existe des isomorphismes
Hn(G∞;F∞) ≃ Hn(C ×G∞; Π
∗F ) ≃
⊕
p+q=n
TorCp(Hq(G∞; k), F )
naturels en F .
Les cas les plus importants sont ceux ou` k est un corps ou e´gale Z. On remarque que sous les
hypothe`ses de la proposition 2.22 les conditions 2 et 3 de la proposition pre´ce´dente sont satisfaites.
De´monstration. Comme C a un objet initial, tout foncteur constant deMod−C en un k-module in-
jectif est injectif et repre´sente les morphismes de l’e´valuation en 0 vers ledit module. Par conse´quent,
ExtrCop(M,N) ≃ Ext
r
k(M,N)
lorsqueM et N sont des k-modules, vus dans le terme de gauche comme foncteurs constants depuis
Cop. Ces groupes sont donc nuls pour r ≥ 2.
Soit C• le complexe de Mod − C obtenu en prenant les co¨ınvariants par rapport a` G∞ d’une
re´solution projective de k ∈ ObMod−(C×G∞). La deuxie`me suite spectrale de la proposition 2.16
s’obtient en prenant le produit tensoriel au-dessus de C de C• et d’une re´solution projective de F .
Les propositions A.1 (appendice A) et 2.25 donnent alors la conclusion.
On peut e´galement utiliser l’autre suite spectrale pour l’homologie de la cate´gorie C×G∞ donne´e
par la proposition 2.16, par l’interme´diaire de la proprie´te´ ge´ne´rale suivante :
Proposition 2.27. Soient A et B deux petites cate´gories, Π : A × B → A la projection et F un
objet de A−Mod. On suppose que l’anneau k est de dimension homologique au plus 1.
Alors la suite spectrale
E2p,q(F ) = Hp(B;Hq(A;F ))⇒ Hp+q(A× B; Π
∗F )
donne´e par la proposition 2.16 (ou` Hq(A;F ) est vu comme objet constant de B −Mod) s’effondre
a` la deuxie`me page.
De surcroˆıt, cette suite spectrale induit un scindement (non ne´cessairement naturel en F )
Hn(A× B; Π
∗F ) ≃
⊕
p+q=n
Hp(B;Hq(A;F )).
De´monstration. On suit la de´marche de la section 5 de l’article ”Stable K-theory is bifunctor
homology” de Franjou et Pirashvili, dans le volume [FFPS03], qui elle-meˆme s’inspire du the´ore`me 2
de l’article [BP94] de Betley et Pirashvili.
Comme dans [FFPS03], on remarque que cette suite spectrale est une ∂-suite spectrale (cf. 2.2 de
l’article de Franjou-Pirashvili), c’est-a`-dire que pour tout suite exacte courte 0→ N → P → F → 0
de A −Mod et tous entiers r ≥ 2, p et q, on dispose d’un morphisme ∂r : Erp,q(F ) → E
r
p,q−1(N)
de sorte que ∂r+1 est le morphisme induit par ∂r en homologie et que ∂ commute a` la diﬀe´rentielle
de la suite spectrale. Les morphismes ∂2 sont induits par le morphisme de liaison Hq(A;F ) →
Hq−1(A;N) ; la structure de ∂-suite spectrale s’obtient en l’e´tendant aux complexes de chaˆınes sur
A−Mod (i.e. en passant a` la cate´gorie de´rive´e).
On choisit ensuite une suite exacte courte 0→ N → P → F → 0 avec P projectif : le morphisme
de liaison Hq(A;F ) → Hq−1(A;N) est un isomorphisme pour q ≥ 1 et un monomorphisme pour
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q = 1, lequel est scinde´ parce que son conoyau est un sous-module du module projectif H0(A;P )
(si P est un projectif standard PAa , H0(A;P ) ≃ k), donc est lui-meˆme projectif par l’hypothe`se
faite sur k. Par conse´quent, ∂2 : E2p,q(F )→ E
2
p,q−1(N) est injectif, ce qui nous permet d’appliquer
le lemme 2.2 de l’article de Franjou-Pirashvili susmentionne´ pour conclure a` l’eﬀondrement de la
suite spectrale a` la deuxie`me page.
Le scindement se de´montre de fac¸on analogue, mais inde´pendante, par re´currence sur n (on
s’inspire ici directement de [BP94]) : il est imme´diat pour n = 0, on suppose donc n > 0 et l’on
se donne comme avant une suite exacte 0 → N → P → F → 0 avec P projectif, qui induit des
isomorphismes Hi(A;F ) ≃ Hi−1(A;N) pour i > 1 et un scindement (non naturel) H0(A;N) ≃
K ⊕H1(A;F ), ou` K = Ker (H0(A;P )→ H0(A;F )) est un k-module projectif. On conside`re alors
le diagramme
Hn(A× B; Π∗P )
≃h

a // Hn(A× B; Π∗F )
f

b // Hn−1(A× B; Π∗N)
≃g

Hn(B;H0(A;P ))
c //
⊕
p+q=n
Hp(B;Hq(A;F )) d //
⊕
p+q=n−1
Hp(B;Hq(A;N))
dans lequel :
1. la ligne supe´rieure est une partie de la suite exacte longue du foncteur homologique H∗(A ×
B;−) ;
2. h est le ”coin” de la suite spectrale (Erp,q(P )), qui est un isomorphisme parce que E
2
p,q(P ) = 0
pour q > 0, P e´tant projectif ;
3. g est un isomorphisme donne´ par l’hypothe`se de re´currence ;
4. f est le morphisme dont la composante Hn(A × B; Π∗F ) → Hn(B;H0(A;F )) est le coin de
la suite spectrale et la composante Hn(A × B; Π∗F ) → Hn−i(B;Hi(A;F )) est pour i > 0
compose´e de
Hn(A× B; Π
∗F )
b
−→ Hn−1(A× B; Π
∗N)
g
−→
⊕
p+q=n−1
Hp(B;Hq(A;N)։ Hn−i(B;Hi−1(A;N))
et de la ﬂe`che induite par l’isomorphisme Hi(A;F ) ≃ Hi−1(A;N) pour i > 1 et le monomor-
phisme scinde´ H1(A;F ) →֒ K ⊕H1(A;F ) ≃ H0(A;N) pour i = 1 ;
5. le morphisme d est de´ﬁni de manie`re e´vidente pour que le carre´ de droite commute ;
6. le morphisme c est la compose´e du morphisme Hn(B;H0(A;P )) → Hn(B;H0(A;F )) induit
par P ։ F et de l’inclusion canonique. Cela assure que le carre´ de gauche commute, par
naturalite´ du coin de la suite spectrale et par nullite´ de la compose´e ba.
L’exactitude de la suite Hn(B;H0(A;P )) → Hn(B;H0(A;F )) → Hn−1(B;K) de´duite de la suite
exacte courte 0 → K → H0(A;P ) → H0(A;F ) → 0 permet de voir que la ligne infe´rieure du
diagramme est exacte.
En notant Hi(A) pour Hi(A × B;A) et griH(A) pour
⊕
r+s=i
Hr(B;Hs(A;A)) pour alle´ger, le
lemme des cinq applique´ au diagramme commutatif aux lignes exactes (de´duit de l’hypothe`se de
re´currence)
Hn(P )
≃h

a // Hn(F )
f

b // Hn−1(N)
≃g

// Hn−1(P )
≃

grnH(P )
c // grnH(F )
d // grn−1H(N) // grn−1H(P )
montre que f est surjectif.
On conside`re a` pre´sent un diagramme
Hn(N) //
f ′

Hn(P )
≃h

a // Hn(F )
f

b // Hn−1(N)
≃g

grnH(N) // grnH(P )
c // grnH(F )
d // grn−1H(N)
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dans lequel la ﬂe`che f ′ est construite comme la ﬂe`che f , en remplac¸ant F par N . Ce diagramme est
commutatif et ses lignes sont exactes, pour des raisons similaires aux pre´ce´dentes. Ce qu’on vient
d’e´tablir montre que la ﬂe`che f ′ est surjective. Le lemme des cinq montre alors que f est injective,
ce qui ache`ve la de´monstration.
En particulier, sous les hypothe`ses de la proposition 2.26, on obtient une suite spectrale foncto-
rielle
E2p,q(F ) = Hp(G∞;Hq(C;F ))⇒ Hp+q(C ×G∞; Π
∗F ) ≃ Hp+q(G∞;F∞),
ou` G∞ ope`re trivialement sur Hq(C;F ), qui s’eﬀondre a` la deuxie`me page et induit un scindement
a priori non naturel
Hn(G∞;F∞) ≃
⊕
p+q=n
Hp(G∞;Hq(C;F )).
Remarque 2.28. L’hypothe`se que C posse`de un objet initial n’est pas ne´cessaire pour cette suite
spectrale. On notera par ailleurs que, meˆme dans les cas usuels favorables, il n’existe ge´ne´ralement
pas de scindement naturel de la ﬁltration associe´e a` cette suite spectrale (contrairement a` ce que la
re´daction de l’article [BP94] peut laisser penser).
Les suites spectrales que nous venons d’e´tudier, qui convergent vers H∗(G∞;F∞), qui s’arreˆtent
au terme E2 dans les cas favorables, me´ritent d’eˆtre compare´es a` celle obtenue en K-the´orie stable
(et avec ses variantes faisant intervenir d’autres groupes que le groupe line´aire).
Rappelons sa construction. Soit G un groupe dont le sous-groupe des commutateurs est parfait
(c’est le cas du groupe line´aire inﬁni sur un anneau arbitraire, mais aussi du groupe syme´trique inﬁni,
du groupe orthogonal ou symplectique inﬁni sur un corps commutatif). On applique la construction
plus de Quillen au classiﬁant BG de G (comme groupe discret) et on forme la ﬁbre homotopique
FG de l’application canonique BG→ BG+.
L’homologie de FG a` coeﬃcients dans un G-module M , vu comme π1(FG)-module via le mor-
phisme canonique π1(FG) → π1(BG) = G, est par de´ﬁnition la K-the´orie stable G-ge´ne´ralise´e
a` coeﬃcients dans M ; on la note Ks∗(G;M). Le point remarquable est le suivant : dans la suite
spectrale de Serre
E2p,q = Hp(BG
+;Ksq (G;M)) ≃ Hp(G;K
s
q (G;M))⇒ Hp+q(G;M) (4)
l’action du groupeG sur le groupe abe´lienKsq (G;M) est triviale (cf. par exemple [Kas82], the´ore`me 3.1).
De plus, dans de nombreux cas, la suite spectrale s’eﬀondre au terme E2 et la ﬁltration associe´e se
scinde (de manie`re ge´ne´ralement non naturelle) : voir l’article [BP94] et l’article ”Stable K-theory is
bifunctor homology” de Franjou et Pirashvili, de´ja` e´voque´s, pour le cas classique du groupe line´aire
(nous n’avons d’ailleurs fait que reprendre leur de´monstration pour e´tablir la proposition 2.27) ; ce
cas est adapte´ dans [Bet02], the´ore`me 1.3, pour le groupe syme´trique (qui comme l’article [BP94]
peut sugge´rer un scindement naturel, incorrect, de la graduation).
La K-the´orie stable comme l’homologie de cate´gorie rendent donc ge´ne´ralement des services tre`s
analogues en terme de calcul de l’homologie du groupe G a` coeﬃcients tordus : dans les cas ou` l’on
sait les identiﬁer naturellement, la suite spectrale (4) et celle de la proposition 2.27 sont isomorphes.
Ne´anmoins, nous ne connaissons pas d’analogue a` la suite spectrale de la proposition 2.19 (qui
pre´sente l’avantage non seulement de s’eﬀondrer a` la deuxie`me page, mais aussi de procurer une
de´composition fonctorielle de l’homologie stable dans les cas favorables, contrairement a` celle de la
proposition 2.27).
Il convient d’ailleurs de noter que les arguments de Scorichenko pour identiﬁer la K-the´orie
stable d’un anneau quelconque et l’homologie de la cate´gorie des modules projectifs de type ﬁni
pour des coeﬃcients de´duits de bifoncteurs polynomiaux n’utilise pas re´ellement la de´ﬁnition de la
K-the´orie stable, mais seulement l’existence de la suite spectrale naturelle (4) et d’un morphisme
naturel gradue´ Ks∗(GL∞;M)→ H∗(GL∞;M) (induit par l’application canonique FG → BG). On
de´duit de ce morphisme un morphisme naturel de la K-the´orie stable a` coeﬃcients provenant d’un
bifoncteur vers l’homologie de ce bifoncteur, morphisme dont Scorichenko montre qu’il est bijectif si
le bifoncteur est polynomial en exploitant uniquement la suite spectrale (4). Dans le cas d’un corps
ﬁni, l’homologie du groupe line´aire inﬁni a` coeﬃcients dans le corps est trivial, comme l’a montre´
Quillen dans [Qui72], de sorte que la suite spectrale (4) se re´duit a` un isomorphisme naturel entre
K-the´orie stable et homologie de GL∞, c’est pourquoi le the´ore`me de Scorichenko sur la K-the´orie
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stable se re´duit dans ce cas, traite´ auparavant par Betley (cf. [Bet99]) et Suslin (cf. l’appendice de
[FFSS99]) inde´pendamment, a` une identiﬁcation entre homologie du groupe line´aire (a` coeﬃcients
tordus) et homologie de cate´gorie.
Nous reviendrons dans les appendices F et E sur l’e´quivalence des me´thodes de calcul d’homo-
logie stable des groupes line´aires et syme´triques respectivement, a` coeﬃcients venant d’un foncteur
convenable, a` l’aide de la K-the´orie stable (ge´ne´ralise´e au groupe syme´trique inﬁni dans le second
cas) ou a` l’aide de notre suite spectrale utilisant directement l’homologie d’une cate´gorie approprie´e.
3 Cas des groupes orthogonaux et symplectiques
Cette section fournit le re´sultat principal de cet article, qui relie l’homologie stable des groupes
orthogonaux (resp. symplectiques) a` coeﬃcients tordus et des groupes de torsion sur la cate´gorie
des espaces vectoriels. Ces derniers sont accessibles au calcul, dans les cas favorables, comme nous
l’illustrons a` la section 4.
On commence par identiﬁer une certaine cate´gorie de fractions de Edegq (resp. de E
deg
alt ) a` une
cate´gorie de Burnside (cf. de´ﬁnition C.4). La de´composition des foncteurs de Mackey non additifs
associe´s a` cette cate´gorie (cf. the´ore`me C.5) intervient pour simpliﬁer la deuxie`me page de la suite
spectrale de la section pre´ce´dente pour les groupes orthogonaux ou symplectiques. Combine´ a` des
re´sultats d’annulation en homologie des foncteurs, cela permet d’obtenir notre re´sultat central, le
the´ore`me 3.21.
3.1 Les cate´gories de fractions Edegq [(− ⊥ H)
−1] et Edegalt [(− ⊥ H)
−1]
Dans le cas ou` C = Edegq (k) (resp. C = E
deg
alt (k)), ou` k est un corps commutatif ﬁxe´, le foncteur
LnQ!(k) transforme l’inclusion canonique D → SH(i) ⊥ D = H
⊥i ⊥ D en un isomorphisme d’apre`s
la proposition 2.22. Cette observation justiﬁe que l’on s’inte´resse dans ce paragraphe a` la cate´gorie
de fractions inversant les morphismes canoniques de la forme D
i
−→ D ⊥H⊥n.
Soient (− ⊥ H) l’ensemble de ﬂe`ches de Edegq suivant :
(− ⊥H) = {D
i
−→ D ⊥ H | H espace hyperbolique ; i inclusion canonique}
et Edegq [(− ⊥ H)
−1] la cate´gorie de fractions correspondante (qui existe par des re´sultats ge´ne´raux,
voir par exemple [GZ67]). On note φ : Edegq → E
deg
q [(− ⊥ H)
−1] le foncteur canonique. Le but de ce
paragraphe est de de´montrer qu’il existe une e´quivalence de cate´gories
Ψ : Edegq [(− ⊥H)
−1]
≃
−→ Sp(Efinj)
ou` Efinj est la sous-cate´gorie des injections de E
f (k) (cf. de´ﬁnition D.1) et Sp(.) de´signe la cate´gorie
de Burnside dont on rappelle la construction dans la de´ﬁnition C.4 de l’appendice C.
Apre`s avoir donne´ quelques re´sultats essentiels sur les morphismes de Edegq [(− ⊥ H)
−1], on
de´ﬁnira le foncteur Ψ, puis on montrera que Ψ est essentiellement surjectif, plein et ﬁde`le.
Notation 3.1. Dans les diagrammes dans la cate´gorie de fractions Edegq [(− ⊥ H)
−1] on notera par
///o/o/o les morphismes de Edegq qui sont e´le´ments de (− ⊥H) et par → tout morphisme de E
deg
q .
Remarquons que (− ⊥ H) est stable par composition et que pour tout objet D de Edegq , IdD ∈
(− ⊥ H). On a e´galement la proprie´te´ suivante :
Lemme 3.2. Soient H un espace hyperbolique et f : D → D′ un morphisme de Edegq , il existe
g : D ⊥ H → D′ ⊥ H rendant le diagramme suivant commutatif :
D ///o/o/o
f

D ⊥ H
g

D′ ///o/o/o D′ ⊥ H.
De´monstration. Ce diagramme est commutatif pour g = f ⊥ IdH .
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Ce lemme nous permet de donner la description suivante des morphismes de Edegq [(− ⊥H)
−1].
Lemme 3.3. Tout morphisme de Edegq [(− ⊥H)
−1] s’e´crit sous la forme g−1f ou` g est un e´le´ment
de (− ⊥H) et f est un morphisme de Edegq .
Remarque 3.4. L’ensemble (− ⊥ H) n’admet pas un ”calcul a` gauche des fractions” au sens de
Gabriel et Zisman ([GZ67]). En eﬀet, pour D
i ///o/o/o D ⊥ H un e´le´ment de (− ⊥ H), f : D ⊥
H → D′ et g : D ⊥ H → D′ deux morphismes de Edegq tels que fi = gi, il n’existe pas de
morphisme de (− ⊥ H) D′
i′ ///o/o/o D′ ⊥ K tel que i′f = i′g. Nous n’avons donc pas une description
de Edegq [(− ⊥ H)
−1] aussi simple que dans le cas conside´re´ par Gabriel-Zisman, il est donc a priori
diﬃcile de savoir quand deux morphismes sont e´gaux dans cette cate´gorie, l’e´criture d’un morphisme
de Edegq [(− ⊥ H)
−1] sous la forme g−1f n’e´tant pas unique. Ne´anmoins nous avons les re´sultats
suivants qui seront essentiels dans la preuve de la ﬁde´lite´ du foncteur F du the´ore`me 3.17.
Lemme 3.5. Soient D un objet de Edegq , H un espace hyperbolique et f ∈ AutEdegq (D ⊥ H) tel que
f|D = IdD alors f = IdD⊥H dans E
deg
q [(− ⊥ H)
−1].
De´monstration. Soient D, H et f comme dans l’e´nonce´. L’inclusion canonique D
i
−→ D ⊥ H est un
e´le´ment de (− ⊥ H) et est donc un isomorphisme dans Edegq [(− ⊥ H)
−1]. Or on a : fi = i dont on
de´duit que f = IdD⊥H dans E
deg
q [(− ⊥H)
−1].
Le cas particulier ou` D est l’espace vectoriel nul fournit le lemme suivant :
Lemme 3.6. Soient H un espace hyperbolique et f ∈ AutEdegq (H). On a alors f = IdH dans
Edegq [(− ⊥ H)
−1].
On de´duit de ce lemme le re´sultat suivant :
Proposition 3.7. Soient D un objet de Edegq , H un espace hyperbolique et f, g ∈ HomEdegq (D,H)
alors f = g dans Edegq [(− ⊥ H)
−1].
De´monstration. Par le the´ore`me de Witt, il existe h ∈ AutEdegq (H) tel que hf = g. Le lemme 3.6
permet d’en de´duire que f = g dans Edegq [(− ⊥ H)
−1].
Nous aurons e´galement besoin dans la suite du lemme tre`s facile suivant :
Lemme 3.8. Soient α, β : V → W dans Edegq [(− ⊥H)
−1] alors il existe un espace hyperbolique H
tel que α = i−1f et β = i−1g avec f, g : V →W ⊥ H et i :W →W ⊥ H l’inclusion canonique.
De´monstration. D’apre`s le lemme 3.3 on a : α = i−11 f1 et β = i
−1
2 g2 ou` f1 : V → W ⊥ H1,
g2 : V → W ⊥ H2 et i1 : W →W ⊥ H1, i2 : W → W ⊥ H2 sont les inclusions canoniques. Il suﬃt
alors de ve´riﬁer que α = i−12 i2i
−1
1 f1 = i
−1f ou` f : V → W ⊥ H1 ⊥ H2 est la compose´e de f1 et de
l’inclusion canonique W ⊥ H1 →W ⊥ H1 ⊥ H2. De meˆme pour β.
Notation 3.9. Dans la suite, un morphisme de Edegq [(− ⊥ H)
−1] se de´composant sous la forme
α = i−1f ou` f : V →W ⊥ H et i :W → W ⊥ H l’inclusion canonique, sera note´ :
V
f // W ⊥ H Woo o/ o/ o/ .
Remarque 3.10. La cate´gorie Edegq [(− ⊥ H)
−1] est e´quivalente a` la cate´gorie de fractions de Edegq
ou` l’on inverse l’ensemble des inclusions canoniques D → D ⊥ K ou` K est un espace quadratique
non de´ge´ne´re´. En eﬀet, comme tout espace quadratique non de´ge´ne´re´ K se plonge dans un espace
hyperbolique K ⊥ K ′, la compose´e suivante :
V
a
−→ V ⊥ K
b
−→ V ⊥ K ⊥ K ′
est inversible dans Edegq [(− ⊥ H)
−1], ce qui implique que a est inversible a` gauche et b est inversible
a` droite dans Edegq [(− ⊥ H)
−1]. De plus, comme la compose´e
V ⊥ K
b
−→ V ⊥ K ⊥ K ′
c
−→ V ⊥ K ⊥ K ′ ⊥ K
est inversible dans Edegq [(− ⊥H)
−1], b est inversible a` gauche dans Edegq [(− ⊥ H)
−1]. On en de´duit
que b est inversible dans Edegq [(− ⊥ H)
−1] et donc que a l’est e´galement.
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Aﬁn de de´ﬁnir le foncteur de Edegq dans Sp(E
f
inj) dont de´coule l’e´quivalence de cate´gories an-
nonce´e en de´but de section nous avons besoin du lemme facile suivant.
Lemme 3.11. Soit f ∈ HomEdegq (D,D
′), on a f−1(Rad(D′)) ⊂ Rad(D) ou` Rad de´signe le radical.
Proposition 3.12. Il existe un foncteur Ψ˜ : Edegq → Sp(E
f
inj) de´fini sur les objets par Ψ˜(D) =
Rad(D) et sur les morphismes par :
Ψ˜(D
f
−→ D′) = Rad(D)
i
←− f−1(Rad(D′))
ef
−→ Rad(D′)
ou` i est l’inclusion obtenue dans le lemme 3.11 et f˜ est la restriction de f a` f−1(Rad(D′)).
De´monstration. Ve´riﬁons que Ψ˜ de´ﬁnit bien un foncteur.
Pour D ∈ Edegq : Ψ˜(D
Id
−→ D) = Rad(D)
Id
←− Rad(D)
Id
−→ Rad(D).
Pour une paire de ﬂe`ches composables de Edegq : D
f
−→ D′
g
−→ D′′ on a :
Ψ˜(g ◦ f) = Rad(D) ←֓ (g ◦ f)−1(Rad(D′′))
g˜◦f
−−→ Rad(D′′)
et Ψ˜(g) ◦ Ψ˜(f) est donne´ par le diagramme en escalier suivant :
f−1(g−1(Rad(D′′))
 _

f // g−1(Rad(D′′))
 _

eg // Rad(D′′)
f−1(Rad(D′))
 _

ef
// Rad(D′)
Rad(D).
D’ou`
Ψ˜(g ◦ f) = Ψ˜(g) ◦ Ψ˜(f).
Proposition 3.13. Le foncteur Ψ˜ : Edegq → Sp(E
f
inj) induit un unique foncteur Ψ : E
deg
q [(− ⊥
H)−1]→ Sp(Efinj) rendant le diagramme suivant commutatif :
Edegq
eΨ //
φ

Sp(Efinj)
Edegq [(− ⊥ H)
−1].
Ψ
77o
o
o
o
o
o
De´monstration. Soit D
i
−→ D ⊥ H un e´le´ment de (− ⊥H), on a
Ψ˜(i) = Rad(D)
Id
←− Rad(D)
Id
−→ Rad(D)
(qui est bien un isomorphisme de Sp(Efinj) !).
Par la proprie´te´ universelle de la cate´gorie des fractions, il existe un unique foncteur Ψ :
Edegq [(− ⊥ H)
−1]→ Sp(Efinj) tel que Ψ ◦ φ = Ψ˜.
Aﬁn de montrer que le foncteur Ψ fournit une e´quivalence de cate´gories, on prouve dans la suite
qu’il est essentiellement surjectif et pleinement ﬁde`le.
Proposition 3.14. Le foncteur Ψ : Edegq [(− ⊥H)
−1]→ Sp(Efinj) est essentiellement surjectif.
De´monstration. Soit V ∈ Efinj , on munit V de la forme quadratique nulle. L’espace quadratique D
ainsi obtenu e´tant totalement isotrope on a Ψ(D) = V .
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Proposition 3.15. Le foncteur Ψ : Edegq [(− ⊥H)
−1]→ Sp(Efinj) est plein.
De´monstration. Soient V = Rad(V ) ⊥ H et W = Rad(W ) ⊥ K deux objets de Edegq [(− ⊥ H)
−1]
et f ∈ Hom
Sp(Ef
inj
)(Rad(V ), Rad(W )). Par de´ﬁnition des morphismes de Sp(E
f
inj) il existe un sous-
espace vectoriel X de Rad(V ) tel que f = Rad(V )
i
←− X
β
−→ Rad(W ) ou` i est l’inclusion et β est
une injection line´aire.
Soit X ′ un espace vectoriel supple´mentaire de X dans Rad(V ) et X ′′ un supple´mentaire de β(X)
dans Rad(W ). Comme les formes quadratiques sur les radicaux sont nulles on a :
Rad(V ) ≃ X ⊥ X ′ Rad(W ) ≃ β(X) ⊥ X ′′.
Par les proprie´te´s ge´ne´rales de la cate´gorie Edegq il existe un espace hyperbolique L et g ∈ HomEdegq (X
′, L).
Soit k : V ≃ X ⊥ X ′ ⊥ H → (β(X) ⊥ X ′′ ⊥ K) ⊥ H ⊥ L ≃ W ⊥ H ⊥ L l’application donne´e
par la matrice : 
 β 0 00 0 IdH
0 g 0

 .
L’application u = V
k // W ⊥ H ⊥ L Woo o/ o/ o/ de Edegq [(− ⊥H)
−1] ve´riﬁe Ψ(u) = f .
Proposition 3.16. Le foncteur Ψ : Edegq [(− ⊥H)
−1]→ Sp(Efinj) est fide`le.
De´monstration. Soient α, β ∈ HomEdegq [(−⊥H)−1](V,W ) tels que Ψ(α) = Ψ(β). D’apre`s les lemmes 3.3
et 3.8 on peut e´crire α et β sous la forme :
α = V
f // W ⊥ H Woo o/ o/ o/ ; β = V
g // W ⊥ H Woo o/ o/ o/ .
Par la de´ﬁnition de la cate´gorie de Burnside Sp(Efinj) rappele´e en C.4, l’e´galite´ Ψ(α) = Ψ(β)
implique que f−1(Rad(W )) = g−1(Rad(W )) et f˜ = g˜.
On a les de´compositions suivantes des espaces V et W ⊥ H : V = f−1(Rad(W )) ⊥ D ou` D est
un objet de Edegq ; W ⊥ H = Rad(W ) ⊥ L ou` L est un espace non de´ge´ne´re´. Dans des bases de V
et W ⊥ H obtenues en juxtaposant des bases de f−1(Rad(W )) et D pour V et de Rad(W ) et L
pour W ⊥ H la matrice de l’application f s’e´crit :(
f˜ ǫ
0 i
)
ou` i : D → L est une injection (pre´servant la forme quadratique) puisque D ∩ f−1(Rad(W )) = 0,
et ǫ : D → Rad(W ) est une application line´aire. La matrice de g dans la meˆme base est de la forme(
f˜ ǫ′
0 i′
)
avec les meˆmes conditions sur i′ et ǫ′ que pre´ce´demment.
Comme i et i′ sont des injections pre´servant les formes quadratiques, a` valeurs dans un espace
quadratique non de´ge´ne´re´, par le the´ore`me de Witt, il existe u ∈ O(L) tel que ui = i′. De plus,
comme i est injective, il existe α : L→ Rad(W ) tel que ǫ+ αi = ǫ′.
Conside´rons l’automorphisme l de Rad(W ) ⊥ L de matrice(
Id α
0 u
)
l’application lf a pour matrice(
f|f−1(Rad(W )) ǫ+ αi
0 ui
)
=
(
f|f−1(Rad(W )) ǫ
′
0 i′
)
dont on de´duit que lf = g. Or, par le lemme 3.5, on a l = IdRad(W )⊥L d’ou` : f = g dans
Edegq [(− ⊥ H)
−1].
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Nous avons donc de´montre´ le re´sultat suivant :
The´ore`me 3.17. Le foncteur Ψ˜ : Edegq → Sp(E
f
inj) de´fini a` la proposition 3.12 induit une e´quivalence
de cate´gories
Ψ : Edegq [(− ⊥H)
−1]
≃
−→ Sp(Efinj)
ou` Efinj est la cate´gorie ayant pour objets les k-espaces vectoriels de dimension finie et pour mor-
phismes les applications line´aires injectives.
Pour la cate´gorie Edegalt , on de´montre de manie`re similaire le the´ore`me suivant.
The´ore`me 3.18. Le foncteur Ψ˜ : Edegalt → Sp(E
f
inj) de´fini comme a` la proposition 3.12 mutatis
mutandis induit une e´quivalence de cate´gories
Ψ : Edegalt [(− ⊥H)
−1]
≃
−→ Sp(Efinj)
ou` H de´signe l’espace symplectique de´fini en 1.9.2.
3.2 The´ore`me fondamental
On commence par donner quelques notations utilise´es couramment dans la suite :
Notation 3.19. Soit k un corps.
1. On de´signe par O∞(k) (resp. Sp∞(k)) le groupe colim
n∈N
On,n(k) (resp. colim
n∈N
Sp2n(k)), la coli-
mite e´tant prise conforme´ment aux conventions de la section 1.
2. On de´signe par Si (resp. Γi, Λi) l’endofoncteur i-e`me puissance syme´trique (resp. divise´e,
exte´rieure) des k-espaces vectoriels.
3. On note F(k), voire F , la cate´gorie Ef (k)−Mod des foncteurs depuis les k-espaces vectoriels
de dimension ﬁnie vers les k-modules.
4. Lorsque F est un foncteur depuis une cate´gorie d’espaces vectoriels, on note F∨ la pre´composition
de F par le foncteur de dualite´ (−)∗ : F∨(V ) = F (V ∗).
(On rappelle que F ∗ de´signe pour sa part, conforme´ment a` la notation de l’appendice A, la
postcomposition de F par la dualite´, lorsque k est un corps.)
La notation O∞ est justiﬁe´e, pour les conside´rations homologiques qui sont les noˆtres, par le fait
que la colimite sur tous les groupes orthogonaux donne des re´sultats canoniquement isomorphes
(meˆme si le groupe orthogonal inﬁni obtenu n’est pas isomorphe a` celui qu’on conside`re) — cf.
remarque 2.24. 3.
On aura e´galement besoin de la notion classique suivante :
De´finition 3.20 (Cf. [FFPS03]). Soit k un corps.
1. Le foncteur diffe´rence de F(k) est l’endofoncteur ∆ de cette cate´gorie de´ﬁni comme e´tant le
noyau de l’e´pimorphisme scinde´ e´vident (− ⊕ k)∗ → Id.
2. Un foncteur F de F(k) est dit polynomial s’il existe n ∈ N tel que ∆n(F ) = 0 ; son degre´ est
alors le plus grand entier d tel que ∆d(F ) 6= 0.
3. Un foncteur analytique est une colimite (qu’on peut supposer ﬁltrante) de foncteurs polyno-
miaux.
Le the´ore`me ci-dessous constitue le re´sultat principal de cet article.
The´ore`me 3.21. Soient k un corps fini et F un foncteur analytique de F(k).
Il existe des isomorphismes naturels gradue´s
H∗(O∞(k);F∞) ≃ Tor
Ef (k)×O∞(k)
∗ (k[S
2]∨, F )
et
H∗(Sp∞(k);F∞) ≃ Tor
Ef (k)×Sp∞(k)
∗ (k[Λ
2]∨, F )
(ou` les groupes O∞(k) et Sp∞(k) agissent trivialement).
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Corollaire 3.22. Sous les hypothe`ses pre´ce´dentes, il existe des suites spectrales naturelles en F
donne´es par
E2p,q = Tor
Ef (k)
p (Hq(O∞(k); k)⊗
k
k[S2]∨, F )⇒ Hp+q(O∞(k);F∞)
et
E2p,q = Tor
Ef (k)
p (Hq(Sp∞(k); k) ⊗
k
k[Λ2]∨, F )⇒ Hp+q(Sp∞(k);F∞).
Lorsque k est un anneau de dimension homologique au plus 1, elles s’effondrent au terme E2 et
procurent des isomorphismes canoniques
Hn(O∞(k);F∞) ≃
⊕
p+q=n
TorE
f (k)
p (Hq(O∞(k); k)⊗
k
k[S2]∨, F )
et
Hn(Sp∞(k);F∞) ≃
⊕
p+q=n
TorE
f (k)
p (Hq(Sp∞(k); k)⊗
k
k[Λ2]∨, F ).
Corollaire 3.23. Sous les hypothe`ses du the´ore`me, il existe des suites spectrales naturelles
E2p,q = Hp(O∞(k); Tor
Ef (k)
q (k[S
2]∨, F ))⇒ Hp+q(O∞(k);F∞)
et
E2p,q = Hp(Sp∞(k); Tor
Ef (k)
q (k[Λ
2]∨, F ))⇒ Hp+q(Sp∞(k);F∞)
qui s’effondrent a` la deuxie`me page lorsque l’anneau k est de dimension au plus 1 et procurent alors
des isomorphismes non fonctoriels
Hn(O∞(k);F∞) ≃
⊕
p+q=n
Hp(O∞(k); Tor
Ef (k)
q (k[S
2]∨, F ))
et
Hn(Sp∞(k);F∞) ≃
⊕
p+q=n
Hp(Sp∞(k); Tor
Ef (k)
q (k[Λ
2]∨, F )).
Avant de de´montrer ces re´sultats, on donne quelques de´ﬁnitions puis un lemme reliant les
diﬀe´rents foncteurs introduits ainsi que ceux de l’appendice D. Les mentions au corps k sont sous-
entendues.
De´finition 3.24. On de´signe par Efiso la sous-cate´gorie de E
f ayant les meˆmes objets et les isomor-
phismes pour morphismes.
Dans ce qui suit, on utilise e´galement les cate´gories introduites dans la de´ﬁnition D.1.
De´finition 3.25. – Le foncteur β : Mod − Efiso → Mod − E
f
surj envoie un foncteur F sur
le foncteur prenant les meˆmes valeurs sur les objets et les isomorphismes et envoyant les
surjections strictes sur 0.
– Le foncteur γ :Mod−Edegq [(−⊕H)
−1]→Mod−Edegq est la pre´composition par le foncteur
canonique φ : Edegq → E
deg
q [(−⊕H)
−1].
– Le foncteur δ : Mod − Ef → Mod − Efinj est la pre´composition par le foncteur d’inclusion
Efinj → E
f .
Remarque 3.26. On rappelle qu’une forme quadratique sur un espace vectoriel V est un e´le´ment de
S2(V ∗). Par conse´quent, pour k un corps commutatif (e´ventuellement de caracte´ristique 2), on a
l’e´galite´ :
Edegq = (E
f
inj)(S2)∨
ou` (Efinj)(S2)∨ est la cate´gorie dont les objets sont les couples (V, α) ou` V est un objet de E
f
inj et α
est un e´le´ment de S2(V ∗). On note Ω(S2)∨ : Mod − E
deg
q = Mod − (E
f
inj)(S2)∨ → Mod− E
f
inj le
foncteur de´ﬁni a` la proposition A.3 de l’appendice A.
La preuve du the´ore`me 3.21 repose sur le lemme suivant, qui combine les re´sultats du § 3.1 et
la de´composition des foncteurs de Mackey. On rappelle que les foncteurs ρ, κ et ω sont introduits
dans la de´ﬁnition D.1.
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Lemme 3.27. Le diagramme suivant :
Mod− Efiso
β

ξ
≃
//Mod− Sp(Efinj)
η
≃
//Mod− Edegq [(− ⊕H)
−1]
γ //Mod− Edegq
Ω(S2)∨

Mod− Efsurj
ρ⊗κ(k[S2]∨) //Mod− EfGr
ω //Mod− Ef
δ //Mod− Efinj
ou` η est induit par l’e´quivalence de cate´gories du the´ore`me 3.17 et ξ est l’e´quivalence donne´e dans
le the´ore`me C.5, commute a` isomorphisme canonique pre`s.
De´monstration. Soit α un objet de Mod− Efiso. Son image dans Mod− E
f
inj en suivant le chemin
supe´rieur est donne´e par
V 7→
⊕
q∈S2(V ∗)
⊕
W⊂Rad(V,q)
α(W ).
Sur les morphismes, une ﬂe`che f : V → V ′ de Efinj est transforme´e en l’application line´aire dont la
composante α(W ′) → α(W ), pour q ∈ S2(V ∗), q′ ∈ S2(V ′∗), W ⊂ Rad(V, q) et W ′ ⊂ Rad(V ′, q′),
est α(f¯ ) lorsque S2(tf)(q′) = q et que f induit un isomorphisme f¯ :W →W ′ (i.e. f(W ) =W ′) et
est nulle sinon.
On peut simpliﬁer cette e´criture en notant que la donne´e d’une forme quadratique q sur V et
d’un sous-espace W de V inclus dans son radical est e´quivalente a` la donne´e d’un sous-espace W
de V et d’une forme quadratique q¯ sur V/W . Notre foncteur devient alors
V 7→
⊕
W⊂V
α(W ) ⊗ k[S2((V/W )∗)].
Sur les morphismes, la composante α(W ′) ⊗ k[S2((V ′/W ′)∗)] → α(W ) ⊗ k[S2((V/W )∗)] induite
par f est nulle si f(W ) 6= W ′ et est sinon e´gale au produit tensoriel de α(f¯ ) et du morphisme
k[S2((V ′/W ′)∗)] → k[S2((V/W )∗)] associant [S2(tf)(q′)] a` [q¯′] pour q′ forme quadratique sur V ′
nulle sur W ′. Ce dernier morphisme n’e´tant autre que κ(k[S2]∨)(f), cela e´tablit le lemme.
De´monstration du the´ore`me 3.21. On se contente d’e´tablir l’assertion relative au groupe orthogo-
nal, l’autre e´tant tout-a`-fait analogue.
On utilise la notation Lq de 2.21, le triplet sous-jacent e´tant (E
deg
q , SH, GH) (cf. exemple 1.9. 1).
Compte-tenu de la proposition A.3 , la suite spectrale de la proposition 2.19 prend la forme :
E2p,q = Tor
Edegq
p (Lq, U
∗F ) ≃ Tor
Ef
inj
p (Ω(S2)∨(Lq), F )⇒ Hp+q(O∞;F∞)
ou` U : Edegq = (E
f
inj)(S2)∨ → E
f
inj est le foncteur d’oubli (pour alle´ger, on a note´ encore F la
restriction de ce foncteur a` Efinj).
La proposition 2.22 montre que les foncteurs Lq inversent les inclusions V →֒ V ⊥ H , ou`
l’espace quadratique H est non de´ge´ne´re´ ; ils appartiennent par conse´quent a` l’image essentielle
du foncteur γ. Il existe donc, par le lemme pre´ce´dent, des objets αq de Mod − E
f
iso tels que
Ω(S2)∨(Lq) ≃ δω(ρβ(αq) ⊗ κ(k[S
2]∨)). Autrement dit, Ω(S2)∨(Lq) est isomorphe a` la restriction a`
Efinj du foncteur ω(ρβ(αq)⊗ κ(k[S
2]∨)) de Mod− Ef .
Comme F est par hypothe`se analytique, on de´duit du the´ore`me D.5 (duˆ a` Suslin) que le mor-
phisme canonique Tor
Ef
inj
p (Ω(S2)∨(Lq), F )→ Tor
Ef
p (ω(ρβ(αq)⊗κ(k[S
2]∨)), F ) est un isomorphisme.
Le caracte`re analytique de F implique e´galement que le monomorphisme canonique λ(ρβ(αq)⊗
κ(k[S2]∨)) → ω(ρβ(αq) ⊗ κ(k[S2]∨)) (le foncteur λ est de´ﬁni en D.1), induit un isomorphisme
TorE
f
p (λ(ρβ(αq)⊗ κ(k[S
2]∨)), F )→ TorE
f
p (ω(ρβ(αq)⊗ κ(k[S
2]∨)), F ), graˆce au the´ore`me D.2.
On note a` pre´sent que λ(ρβ(αq)⊗κ(k[S2]∨)) est isomorphe a` αq(0)⊗k[S2]∨. Quant au k-module
αq(0), c’est la valeur en 0 du foncteur Lq, c’est-a`-dire Hq(O∞(k); k).
Par la proposition 2.25, on en de´duit que le morphisme naturel H∗(O∞(k);F∞)→ H∗(Edegq (k)×
O∞(k);U
∗F ) est un isomorphisme. La proposition A.3 fournit par ailleurs un isomorphisme entre
H∗(Edegq (k)×O∞(k);U
∗F ) et Tor
Ef
inj
×O∞(k)
∗ (k[S
2]∨, F ), lui-meˆme isomorphe a` TorE
f×O∞(k)
∗ (k[S
2]∨, F )
graˆce au the´ore`me de Suslin (D.5) de´ja` invoque´ (comparer les suites spectrales de Ku¨nneth associe´es
a` ces deux derniers groupes de torsion). Cela termine la de´monstration.
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De´monstration des corollaires 3.22 et 3.23. Ils se de´duisent du the´ore`me 3.21 et des propositions 2.26
et 2.27 respectivement, en utilisant comme pre´ce´demment la proposition A.3 et le the´ore`me D.5
pour l’identiﬁcation des deuxie`mes pages.
Remarque 3.28. On vient de montrer que le morphisme naturel TorEqp (M,F )→ Tor
Edegq
p (M,F ), ou`
M est un foncteur constant et F un foncteur analytique de F(k) (par abus on a omis la notation
de pre´composition par diﬀe´rents foncteurs d’oubli), est un isomorphisme.
Remarque 3.29. L’hypothe`se de ﬁnitude du corps k ne sert essentiellement que dans le lemme 3.27,
pour pouvoir aﬃrmer que le foncteur ξ du the´ore`me C.5 est une e´quivalence de cate´gories (l’ap-
plication dudit the´ore`me a` la cate´gorie Efinj suppose en eﬀet que l’ensemble des sous-espaces d’un
k-espace vectoriel de dimension ﬁnie soit ﬁni).
Nous pensons cependant que le the´ore`me 3.21 reste valable lorsque k est un corps commutatif
inﬁni.
Notation 3.30. Dans la cate´gorie F(k), on de´signe par I le foncteur (k[−]∨)∗ : V 7→ kV
∗
.
(C’est un objet injectif de F .)
En utilisant la trivialite´ de l’homologie stable des groupes classiques sur un corps ﬁni a` coeﬃcients
dans le meˆme corps (voir [FP78], chapitre 3, § 4), la caracte´ristique 2 e´tant exclue pour les groupes
orthogonaux, on de´duit du the´ore`me 3.21 le re´sultat suivant. Dans le cas ou` k est de caracte´ristique
2, l’homologie H∗(O∞(k);F2) n’est pas triviale mais isomorphe a` H∗(Z/2;F2) (donc de dimension 1
en chaque degre´), car le sous-groupe d’indice 2 de O∞(k), note´ DO dans [FP78] (de´ﬁni au chapitre
2, § 7, via l’invariant de Dickson), analogue en caracte´ristique 2 du groupe spe´cial orthogonal, a une
homologie triviale (cf. [FP78], chapitre 3, § 4).
Corollaire 3.31. Supposons que k = k est un corps fini de caracte´ristique p. Si F est un foncteur
analytique de F(k), il existe des isomorphismes naturels
H∗(O∞(k);F∞) ≃ Tor
Ef
∗ (k[S
2]∨, F ) si p est impair,
H∗(O∞(k);F∞) ≃ Tor
Ef
∗ (k[S
2]∨, F )⊗H∗(Z/2; k) si p = 2
et H∗(Sp∞(k);F∞) ≃ Tor
Ef
∗ (k[Λ
2]∨, F ).
Les duaux de ces espaces vectoriels s’identifient canoniquement a`
Ext∗F (F, I ◦ Γ
2) si p est impair, Ext∗F (F, I ◦ Γ
2)⊗H∗(Z/2; k) si p = 2
et Ext∗F (F, I ◦ Λ
2) respectivement.
En utilisant les re´sultats de stabilite´ e´tablis par Charney dans [Cha87], on en de´duit le corollaire
suivant.
Corollaire 3.32. Sous les hypothe`ses pre´ce´dentes, supposons de plus que F est polynomial de degre´
au plus d. Alors pour tous entiers i et n tels que n ≥ 2i+ d+ 6, on a des isomorphismes naturels
Hi(On,n(k);F (k
2n))∗ ≃ ExtiF(F, I ◦ Γ
2) si p est impair,
Hi(On,n(k);F (k
2n))∗ ≃
i⊕
j=0
ExtjF(F, I ◦ Γ
2) si p = 2
et Hi(Sp2n(k);F (k
2n))∗ ≃ ExtiF (F, I ◦ Λ
2).
Par dualite´ entre homologie et cohomologie d’un groupe ﬁni, on obtient la variante suivante :
Corollaire 3.33. Sous les meˆmes hypothe`ses, il existe des isomorphismes naturels
Hi(On,n(k);F (k
2n)) ≃ ExtiF (k[S
2], F ) si p est impair,
Hi(On,n(k);F (k
2n)) ≃
i⊕
j=0
ExtiF (k[S
2], F ) si p = 2
et Hi(Sp2n(k);F (k
2n)) ≃ ExtiF(k[Λ
2], F ).
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4 Quelques calculs d’homologie de groupes orthogonaux et
symplectiques
Nous allons maintenant illustrer les re´sultats de la section pre´ce´dente par des calculs explicites
de groupes d’homologie de groupes orthogonaux et symplectiques.
Convention 4.1. Dans toute cette section, on suppose que k = k est un corps fini de
caracte´ristique p et de cardinal q = pd.
On rappelle qu’on note simplement F(k) ou F la cate´gorie de foncteurs Ef (k)−Mod.
Les mentions au corps k seront souvent omises.
On s’est limite´ au cas k = k car tout foncteur polynomial sans terme constant de Efk vers les
groupes abe´liens prend ses valeurs dans les Fp-espaces vectoriels ; une extension des scalaires au but
ne modiﬁe gue`re le comportement homologique de notre cate´gorie de foncteurs. De surcroˆıt, c’est
le cas ou` k e´gale k qu’il est usuel d’e´tudier ; des calculs d’alge`bre homologique pousse´s y ont e´te´
eﬀectue´s (cf. [FLS94] et [FFSS99]).
4.1 Compatibilite´ aux (co)produits
Si G est un groupe et M et N sont deux G-modules, la projection canonique (M ⊗ N)G ։
MG ⊗ NG induit un coproduit externe en homologie H∗(G;M ⊗ N) → H∗(G;M) ⊗H∗(G;N). Ce
morphisme naturel gradue´ fait de H∗(G;−) un foncteur comono¨ıdal. Il est plus usuel de conside´rer
la situation duale, a` savoir le produit externe
H∗(G;M)⊗H∗(G;N)→ H∗(G;M ⊗N)
qui fait de H∗(G;−) un foncteur mono¨ıdal des G-modules vers les espaces vectoriels gradue´s et se
re´duit en degre´ 0 a` l’inclusion canonique MG ⊗NG →֒ (M ⊗N)G.
Des constructions analogues existent en (co)homologie des foncteurs : le produit tensoriel induit
en particulier, pour toute petite cate´gorie C, des produits naturels
Ext∗C(A,F )⊗ Ext
∗
C(B,G)→ Ext
∗
C(A⊗B,F ⊗G).
(On a des morphismes duaux e´vidents dans le cas des groupes de torsion.)
Lorsque le foncteur A est muni d’une structure de coge`bre, on peut utiliser les morphismes
Ext∗(A ⊗ A,F ⊗ G) → Ext∗(A,F ⊗ G) induits par le coproduit A → A ⊗ A pour en de´duire un
produit
Ext∗(A,F )⊗ Ext∗(A,G)→ Ext∗(A,F ⊗G).
Tous les foncteurs de pre´composition, donc en particulier d’e´valuation, sont compatibles aux
(co)produits ainsi de´ﬁnis. Cela permet d’obtenir la compatibilite´ de tous les isomorphismes de la
section pre´ce´dente aux produits ou coproduits. Nous nous bornerons ici a` l’e´nonce´ suivant :
Proposition 4.2. Les isomorphismes du corollaire 3.33 sont compatibles aux produits externes.
Plus pre´cise´ment, soient F et G des foncteurs polynomiaux de F de degre´s respectifs d et d′ et n,
i, j des entiers tels que n ≥ 2(i+ j) + d + d′ + 6. Supposons la caracte´ristique p de k impaire. Le
diagramme
Hi(On,n(k);F (k
2n))⊗Hj(On,n(k);G(k
2n)) //
≃

Hi+j(On,n(k); (F ⊗G)(k
2n))
≃

ExtiF(k)(k[S
2], F )⊗ ExtjF(k)(k[S
2], G) // Exti+jF(k)(k[S
2], F ⊗G)
dans lequel les fle`ches horizontales sont les produits et les fle`ches verticales les isomorphismes donne´s
par le corollaire 3.33 commute. On dispose d’un e´nonce´ analogue e´vident en termes de groupes
symplectiques.
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De´monstration. Compte-tenu de la remarque pre´ce´dente et de la description des isomorphismes, il
suﬃt de de´montrer que l’isomorphisme d’adjonction Tor
Ef
inj
∗ (k[S
2]∨, F ) ≃ H∗(Edegq ;F ) est com-
patible aux coproduits (notre e´nonce´ s’en de´duit en dualisant). Celui-ci est compose´ du mor-
phisme H∗(Edegq ;F ) = Tor
Edegq
∗ (k;F ) → Tor
Edegq
∗ (k[S
2]∨;F ) induit par la ﬂe`che k → k[S2]∨ de
Mod− Edegq donne´e, sur un espace quadratique (V, q), par l’e´le´ment [q] de k[S
2(V ∗)], et du mor-
phisme Tor
Edegq
∗ (k[S
2]∨;F )→ Tor
Ef
inj
∗ (k[S
2]∨;F ) induit par le foncteur d’oubli de la forme quadra-
tique Edegq → E
f
inj . Le premier respecte les coproduits car k → k[S
2]∨ est un morphisme de coge`bres,
le second par l’observation ge´ne´rale pre´ce´dant la de´monstration, d’ou` la proposition.
Cette proposition permet d’obtenir une proprie´te´ ge´ne´rale frappante des produits externes en
cohomologie stable des groupes orthogonaux, a` l’aide d’observations e´le´mentaires mais eﬃcaces dues
a` Touze´ — la proposition suivante est e´tablie (dans le contexte analogue des foncteurs polynomiaux
stricts) dans [Tou09].
Proposition 4.3 (Touze´). Soient A une petite cate´gorie additive et A un objet de A−Mod muni
d’une structure de coge`bre et d’un e´pimorphisme naturellement scinde´ A(V ⊕W )։ A(V )⊗A(W )
pour V,W ∈ ObA de sorte que le coproduit de A soit donne´ par la composition A(V )→ A(V ⊕V )։
A(V )⊗A(V ), ou` la premie`re fle`che est induite par la diagonale V → V ⊕V . On suppose de surcroˆıt
soit que A posse`de une re´solution projective de type fini, soit que F et G posse`dent une re´solution
injective de type fini et que A prend des valeurs de dimension finie. Alors le produit externe
Ext∗(A,F )⊗ Ext∗(A,G)→ Ext∗(A,F ⊗G)
est une injection naturellement scinde´e pour tous objets F et G de A−Mod.
De´monstration. A` l’aide de l’e´pimorphisme scinde´ de l’hypothe`se, des foncteurs adjoints ⊕ : A ×
A → A et δ : A → A × A (diagonale) et de la formule de Ku¨nneth (cf. par exemple [FFSS99],
proprie´te´ (1.7.2) 1), on obtient un monomorphisme naturellement scinde´
Ext∗A(A,F )⊗ Ext
∗
A(A,G) ≃ Ext
∗
A×A(A⊠A,F ⊠G) →֒ Ext
∗
A×A(⊕
∗A,F ⊠G)
≃ Ext∗A(A, δ
∗(F ⊠G)) = Ext∗A(A,F ⊗G).
La description du coproduit sur A a` partir de l’e´pimorphisme scinde´ ⊕∗A → A ⊠ A contenue
dans l’hypothe`se montre que la ﬂe`che pre´ce´dente n’est autre que le produit de l’e´nonce´.
On rappelle au lecteur que les ge´ne´ralite´s concernant les foncteurs exponentiels, dont on fait un
usage fre´quent dans la suite, sont donne´es dans l’appendice B.
L’hypothe`se sur le foncteur A est en particulier ve´riﬁe´e, pour A = Ef , lorsque A est la composi-
tion E ◦T d’un foncteur exponentiel E et d’un foncteur T tel que T (0) = 0 (puisqu’alors T (U ⊕V )
contient T (U) ⊕ T (V ) comme facteur direct naturel). Par conse´quent, les propositions 4.2 et 4.3
procurent le re´sultat d’injectivite´ suivant (ou` l’on utilise que les foncteurs polynomiaux a` valeurs
de dimension ﬁnie posse`dent des re´solutions injectives de type ﬁni — cf. [FLS94], § 10, ou` l’e´nonce´
est donne´ sous forme duale).
Proposition 4.4. Soient F et G deux foncteurs polynomiaux de F(k) prenant des valeurs de
dimension finie, de degre´s respectifs d et d′, i, j et n des entiers tels que n ≥ 2(i+ j) + d+ d′ + 6.
Alors le produit externe
Hi(On,n(k);F (k
2n))⊗Hj(On,n(k);G(k
2n))→ Hi+j(On,n(k); (F ⊗G)(k
2n))
est injectif si la caracte´ristique de k est impaire.
Remarque 4.5. On a en fait mieux (cf. [Tou09], § 6.1) : il existe en cohomologie stable des groupes
orthogonaux ou symplectiques un coproduit externe qui fournit une re´traction naturelle au produit
externe, comme on s’en convainc aise´ment en reprenant la de´monstration. Il est impossible de de´crire
directement ce coproduit, qui n’existe pas en cohomologie instable.
1Dans cet e´nonce´, il n’est fait mention de la formule de Ku¨nneth que dans le premier cas de finitude envisage´ ;
l’autre se traite de fac¸on analogue.
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Remarque 4.6. Il est en fait inutile d’invoquer les proprie´te´s de ﬁnitude des foncteurs polynomiaux
a` valeurs de dimension ﬁnie. En eﬀet, la variante duale (en termes de groupes de torsion) de la
proposition 4.3 est valide sans aucune hypothe`se de ﬁnitude (comme la formule de Ku¨nneth pour
les Tor) ; les groupes d’extensions ici conside´re´s viennent tous de la dualisation de groupes de torsion.
Nous avons ne´anmoins privile´gie´ les e´nonce´s en termes de groupes d’extensions, plus usuels et plus
intuitifs.
Nous donnons maintenant quelques re´sultats pre´liminaires aux calculs explicites de (co)homologie
stabilise´e de groupes orthogonaux et symplectiques tordus par des foncteurs polynomiaux classiques.
Nos calculs concerneront les foncteurs exponentiels gradue´s usuels : puissances exte´rieures, divise´es,
syme´triques.
Lemme 4.7. Soit F un objet de F . Il existe un isomorphisme gradue´ naturel
TorE
f
∗ (k[T
2]∨, F ) ≃ HH∗(E
f ; (V,W ) 7→ F (V ∗ ⊕W )).
De´monstration. Utilisant l’adjonction entre les foncteurs exacts induits par la somme directe et la
diagonale, l’e´quivalence de cate´gories (−)∗ : (Ef )op → Ef et l’isomorphisme naturel V ∗ ⊗ W ≃
HomEf (V,W ), puis l’isomorphisme (10) de l’appendice A, on obtient des isomorphismes gradue´s
naturels
TorE
f
∗ (k[T
2]∨, F ) ≃ Tor(E
f )op×Ef
∗ (k[Hom(Ef )op ], (V,W ) 7→ F (V
∗ ⊕W ))
≃ HH∗(E
f ; (V,W ) 7→ F (V ∗ ⊕W )).
Remarque 4.8. Pour un foncteur polynomial F , par le the´ore`me de Betley-Suslin [Bet99] [FFSS99,
appendice], on a un isomorphisme naturel
HH∗(E
f ; (V,W ) 7→ F (V ∗ ⊕W )) ≃ colim
n∈N
H∗(GLn(k);F (k
n ⊕ kn))
ou` g ∈ GLn(k) agit sur kn ⊕ kn par (tg−1, g).
On ve´riﬁe que le diagramme suivant commute
TorE
f
∗ (k[T
2]∨, F )
≃ //
α

HH∗(Ef ; (V,W ) 7→ F (V ∗ ⊕W ))
≃ // colim
n∈N
H∗(GLn(k);F (k
n ⊕ kn))
β

TorE
f
∗ (k[S
2]∨, F )
≃ // colim
n∈N
H∗(On,n(k);F (k
n ⊕ kn))
ou` α est induit par le morphisme canonique T 2 → S2, β par le morphisme de groupes
GLn(k)→ On,n(k) g 7→
(
tg−1 0
0 g
)
et l’isomorphisme du bas est induit par le corollaire 3.31.
On note D : Fop → F le foncteur de dualite´ de F compose´ commutatif de (−)∨ et (−)∗ (cf.
notation 3.19), c’est-a`-dire donne´ par (DF )(V ) = F (V ∗)∗. On remarque que ce foncteur ve´riﬁe la
proprie´te´ d’auto-adjonction HomF (F,DG) ≃ HomF (G,DF ), qui s’e´tend aux groupes d’extensions
par exactitude de D.
Proposition 4.9. Soit E• un foncteur exponentiel gradue´ de F . Pour tout entier n, il existe un
isomorphisme gradue´ naturel
TorE
f
∗ (k[T
2]∨, En) ≃
⊕
i+j=n
TorE
f
∗ ((E
i)∨, Ej).
Le dual de cet espace vectoriel s’identifie a`
Ext∗F(E
n, I ◦ T 2) ≃
⊕
i+j=n
Ext∗F (E
j , DEi). (5)
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De´monstration. Le premier isomorphisme s’obtient par le lemme 4.7 en de´veloppant En(V ∗ ⊕W )
a` l’aide de la proprie´te´ exponentielle et en utilisant l’expression de l’homologie de Hochschild d’un
produit tensoriel exte´rieur comme groupe de torsion.
La deuxie`me assertion s’obtient a` partir de la premie`re et de l’isomorphisme (7) de l’appendice A.
Remarque 4.10. Le substitut de proprie´te´ exponentielle indique´ dans la remarque B.2 permet d’ob-
tenir d’une manie`re analogue, pour les puissances tensorielles, un isomorphisme gradue´
TorE
f
∗ (k[T
2]∨, T n) ≃
⊕
i+j=n
TorE
f
∗ ((T
i)∨, T j) ⊗
Si×Sj
k[Sn].
Ces groupes peuvent eˆtre entie`rement calcule´s ; on laisse au lecteur le soin d’e´crire les analogues des
re´sultats de la suite de cette section en termes de puissances tensorielles.
Par la suite, nous utiliserons syste´matiquement la forme duale en termes d’Ext, car tous les
calculs eﬀectue´s dans la cate´gorie F ont e´te´ donne´s en termes de groupes d’extensions et non de
torsion (cf. [FFPS03] par exemple).
Dans l’e´nonce´ suivant, les produits et coproduits sont internes ; ils s’obtiennent a` partir des
structures externes en utilisant la structure de foncteur de Hopf.
Proposition 4.11. Soit E• un foncteur exponentiel de Hopf commutatif ou anticommutatif de F .
L’isomorphisme bigradue´
Ext∗F (E
•, I ◦ T 2) ≃ Ext∗F(E
•, DE•)
de la proposition 4.9 est un isomorphisme d’alge`bres de Hopf.
De´monstration. La compatibilite´ aux unite´s et cou¨nite´s est e´vidente.
L’isomorphisme
γE• : Ext
∗
F(E
•, I ◦ T 2) ≃ Ext∗F (E
•, DE•)
de la proposition 4.9 est naturel en E•, la naturalite´ e´tant relative aux morphismes respectant la
structure exponentielle. Nous obtenons la compatibilite´ aux produits et coproduits en montrant
que γE• est mono¨ıdal. (On rappelle qu’un foncteur mono¨ıdal F entre deux cate´gories mono¨ıdales
(A,⊗A) et (B,⊗B) est un foncteur muni de morphismes naturels F (A) ⊗B F (A′)→ F (A⊗A A′) ;
une transformation naturelle entre foncteurs mono¨ıdaux est mono¨ıdale si elle est compatible a` ces
morphismes naturels en un sens e´vident.) En eﬀet, comme le foncteur exponentiel gradue´ E• est
suppose´ (anti)commutatif, les morphismes de multiplication E• ⊗ E• → E• et de comultiplication
E• → E•⊗E• sont des morphismes de foncteurs exponentiels, ce qui permet de de´duire du caracte`re
mono¨ıdal de γE• sa compatibilite´ aux produits et coproduits en revenant a` leur de´ﬁnition.
La de´monstration de la proposition 4.9 montre que γE• s’obtient par composition des trois
isomorphismes suivants. Pour alle´ger, on note dans la suite de la de´monstration σ : Ef × Ef → Ef
le foncteur somme directe, π : Ef × Ef → Ef le foncteur produit tensoriel, δ : Ef → Ef × Ef le
foncteur diagonal et bi−F pour Ef × Ef −Mod.
1. l’isomorphisme
Extbi−F (σ
∗F, π∗I)
≃
−→ ExtF(F, I ◦ T
2)
naturel en F ∈ ObF de´duit de l’adjonction entre σ et δ. C’est un isomorphisme mono¨ıdal
(ou` la structure mono¨ıdale des deux foncteurs Fop → E conside´re´s se de´duit de la structure
d’alge`bre sur le foncteur I) car il est compose´ du morphisme naturel mono¨ıdal Extbi−F (σ
∗F, π∗I)→
ExtF((σδ)
∗F, I◦T 2) induit par le foncteur δ et du morphisme naturel mono¨ıdal ExtF ((σδ)∗F, I◦
T 2)→ ExtF (F, I ◦ T 2) induit par l’unite´ idEf → σδ ;
2. l’isomorphisme
Extbi−F (σ
∗E•, π∗I) ≃ Extbi−F (E
•
⊠ E•, π∗I)
de´duit de la structure exponentielle de E•, qui est un morphisme naturel mono¨ıdal de foncteurs
contravariants depuis les foncteurs exponentiels vers les espaces vectoriels ;
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3. l’isomorphisme
Ext∗bi−F (F ⊠G, π
∗I)
≃
−→ Ext∗F(F,DG)
naturel en (F,G) ∈ ObF × F est e´galement mono¨ıdal. Il suﬃt de le montrer en degre´ coho-
mologique nul, en lequel il prend la forme explicite suivante : a` une transformation naturelle
(uV,W : F (V )⊗G(W ) 7→ I(V ⊗W ))V,W on associe la transformation naturelle donne´e par la
collection d’applications F (V )→ G(V ∗)∗ adjointes aux applications
F (V )⊗G(V ∗)
uV,V ∗
−−−−→ I(V ⊗ V ∗) ≃ kEndV → k
ou` la dernie`re ﬂe`che est l’e´valuation en le morphisme identique de V . Ce morphisme est donc
compatible aux produits, ce qui ache`ve d’e´tablir la proposition.
La structure du foncteur T 2 de´pendant de la parite´ de la caracte´ristique p de k, nous distinguons
le cas p impair du cas p = 2 dans nos investigations ulte´rieures. Tandis que nous obtiendrons des
calculs complets sur les foncteurs usuels dans le premier cas, nous ne pourrons donner que des
re´sultats tre`s partiels dans le second.
4.2 Calculs en caracte´ristique impaire
Convention 4.12. Dans tout ce paragraphe, on suppose p impair.
On suppose que E• est un foncteur exponentiel de Hopf gradue´ commutatif ou
anticommutatif.
D’une manie`re ge´ne´rale, si u : A → B est une ﬂe`che de F entre foncteurs sans terme constant
(i.e. A(0) = B(0) = 0), on note h(u) = (I ◦ u)∗ : Ext
∗
F(E
•, I ◦A)→ Ext∗F(E
•, I ◦B) le morphisme
d’alge`bres de Hopf conside´re´ dans la proposition B.6.
Comme 2 est inversible dans k, le foncteur T 2 se scinde en somme des deux foncteurs simples
Γ2(≃ S2) et Λ2. La proprie´te´ exponentielle du foncteur I procure donc un isomorphisme I ◦ T 2 ≃
(I ◦Γ2)⊗ (I ◦Λ2). Comme le foncteur constant en k est facteur direct de I, I ◦Γ2 et I ◦Λ2 sont en
particulier facteurs directs de I ◦ T 2. Pour mener a` bien nos calculs, nous avons besoin d’exprimer
pre´cise´ment l’eﬀet des idempotents correspondant a` cette de´composition sur les isomorphismes de
la proposition 4.9.
A` cette ﬁn, on note τ l’involution du foncteur T 2 e´changeant les deux facteurs du produit
tensoriel puis eΓ = h
(
1+τ
2
)
et eΛ = h
(
1−τ
2
)
les deux idempotents de Ext∗F (E
•, I ◦ T 2) dont les
images respectives sont Ext∗F (E
•, I ◦ Γ2) et Ext∗F (E
•, I ◦ Λ2).
Le re´sultat suivant permettra, dans les cas usuels, de de´crire l’involution h(τ) en termes expli-
cites :
Lemme 4.13. Dans l’isomorphisme (5) de la proposition 4.9, l’involution h(τ) est donne´e par les
isomorphismes Ext∗F (E
j , DEi)
≃
−→ Ext∗F(E
i, DEj) fournis par l’auto-adjonction du foncteur D au
signe ǫij pre`s, ou` ǫ vaut 1 si E• est commutatif et −1 si E• est anticommutatif.
De´monstration. Si F est un objet de F = Ef −Mod et G un objet de Mod− Ef , le diagramme
d’isomorphismes suivant commute
TorE
f
∗ (G,F )

HH∗(Ef ;G⊠ F )oo //

Tor(E
f )e
∗ (k[Hom(Ef )op ], G⊠ F )

TorE
f
∗ (F
∨, G∨) HH∗(Ef ;F∨ ⊠G∨)oo // Tor
(Ef )e
∗ (k[Hom(Ef )op ], F
∨
⊠G∨)
ou` les ﬂe`ches verticales sont induites par l’e´change des facteurs et l’anti-e´quivalence de cate´gories
(−)∗ et l’on a note´ (Ef )e = (Ef )op × Ef .
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Supposons maintenant F = E• et G = (E•)∨ et formons le diagramme d’isomorphismes suivant
Tor(E
f )e
∗ (k[Hom(Ef )op ], (E
•)∨ ⊠ E•)

// Tor(E
f )e
∗ (k[Hom(Ef )op ], σ
∗E•)

// TorE
f
∗ (k[T
2]∨, E•)

Tor(E
f )e
∗ (k[Hom(Ef )op ], (E
•)∨ ⊠ E•) // Tor(E
f )e
∗ (k[Hom(Ef )op ], σ
∗E•) // TorE
f
∗ (k[T
2]∨, E•)
dans lequel les ﬂe`ches verticales sont construites comme pre´ce´demment et ou` l’on de´signe par σ le
foncteur (Ef )e → Ef (W,V ) 7→ W ∗ ⊕ V . Le carre´ de droite commute car les ﬂe`ches horizontales
sont des isomorphismes d’adjonction entre deux foncteurs (σ et V 7→ (V ∗, V )) invariants par l’auto-
e´quivalence (W,V ) 7→ (V ∗,W ∗) de (Ef )e. Le carre´ de gauche commute au signe ǫij pre`s lorsque l’on
se restreint en degre´s covariant i et contravariant j, par de´ﬁnition de l’(anti)commutativite´ de E•.
Il suﬃt alors de reprendre la de´monstration de la proposition 4.9 pour obtenir la conclusion.
Le lemme suivant permet de de´terminer explicitement, via les re´sultats de [FFSS99], l’involution
de´crite dans l’e´nonce´ pre´ce´dent, lorsque E• est un foncteur exponentiel gradue´ usuel. On y note
par abus Id ∈ ObF le foncteur d’inclusion Ef →֒ E .
Lemme 4.14. L’involution sur Ext∗F (Id, Id) induite par l’auto-adjonction du foncteur D et l’auto-
dualite´ du foncteur Id est triviale.
De´monstration. Franjou, Lannes et Schwartz ont de´termine´ dans l’article [FLS94] Ext∗F(Id, Id) :
cet espace vectoriel gradue´ est de dimension 1 en degre´ pair et nul en degre´ impair ; comme alge`bre
(pour le produit de composition), Ext∗F(Id, Id) est une alge`bre syme´trique (donc en particulier
commutative) sur des ge´ne´rateurs ei de degre´ 2p
i−1, pour i > 0, quotiente´e par l’ide´al des puissances
p-ie`mes. L’involution donne´e par la dualite´ e´tant un (anti)morphisme d’alge`bre gradue´e, il suﬃt de
ve´riﬁer qu’elle pre´serve les ei.
Pour cela, nous aurons besoin d’utiliser la cate´gorie P des foncteurs ”polynomiaux stricts” sur k
de Friedlander-Suslin (cf. [FS97]). Il existe un foncteur exact P → F compatible a` la dualite´ (P est
munie d’une dualite´ analogue a` celle de F) tel que ei est l’image d’un e´le´ment, traditionnellement en-
core note´ de la meˆme fac¸on, appartenant a` Ext2p
i−1
P (Id
(i), Id(i)), ou` Id(i) de´signe le foncteur identite´
Id tordu i fois par le morphisme de Frobenius (cf. [FS97], § 4). De plus, le lemme 4.2 de [FS97] montre
que e1 est auto-dual. On utilise maintenant le corollaire 5.9 de [FFSS99] : il montre que l’image de
ei par le morphisme Ext
2pi−1
P (Id
(i), Id(i))→ Ext2p
i−1
P (Γ
pi−1(1), Sp
i−1(1)) donne´ par la postcomposi-
tion par le morphisme de Frobenius (ite´re´ et tordu) Id(i) → Sp
i−1(1) et la pre´composition par son
dual (de sorte que ce morphisme est compatible a` la dualite´) envoie ei sur e
pi−1
1 , ou` le produit est
cette fois relatif a` l’alge`bre (trigradue´e) Ext∗P(Γ
∗(1), S∗(1)), dont la structure multiplicative, de´duite
des structures exponentielles duales de Γ∗ et S∗, est compatible a` la dualite´. Il s’ensuit que ei est
auto-dual, d’ou` le lemme.
Nous rappelons maintenant le premier point du the´ore`me 6.3 de [FFSS99], dans la version
bigradue´e (moins pre´cise que la version trigradue´e originelle) qui nous inte´resse, ou` l’assertion
relative a` la dualite´ se de´duit du lemme 4.14 :
The´ore`me 4.15 (Franjou-Friedlander-Scorichenko-Suslin). L’alge`bre de Hopf bigradue´e Ext∗F (Γ
•, S•)
est une alge`bre syme´trique S(U), ou` U est un espace vectoriel bigradue´ de dimension 2 en bidegre´
(2qsm, qs+1) pour tous entiers m ≥ 0 et s > 0, de dimension 1 en bidegre´ (2m, 2) pour tout entier
m ≥ 0 et nul dans les autres bidegre´s. Le premier degre´ est le degre´ cohomologique et le second le
degre´ interne.
De surcroˆıt, la dualite´ est e´gale a` S(t), ou` t est une involution gradue´e de U dont 1 est valeur
propre simple en chaque bidegre´ ou` U est non nul.
On en de´duit le the´ore`me suivant :
The´ore`me 4.16. L’alge`bre de Hopf bigradue´e Ext∗F (Γ
∗, I ◦ Γ2) (resp. Ext∗F(Γ
∗, I ◦ Λ2)) est une
alge`bre syme´trique S(VΓ) (resp. S(WΓ)), ou` VΓ (resp. WΓ) est un espace vectoriel bigradue´ de
dimension 1 en bidegre´ (2qsm, qs + 1) pour tous entiers m ≥ 0 et s ≥ 0 (resp. s > 0) et nul dans
les autres bidegre´s.
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De´monstration. Le the´ore`me pre´ce´dent (dont on conserve les notations) de´crit l’alge`bre de Hopf
bigradue´e Ext∗F (Γ
•, S•) ≃ S(U), on a donc aussi Ext∗F(Γ
•, I ◦ T 2) ≃ S(U) par la proposition 4.11,
ainsi que h(τ) ≃ S(t) par le lemme 4.13. On en de´duit par les propositions B.4 et B.6. 3
h(1 + τ) ≃ S(1) ∗ S(t) ≃ S(1 + t) puis
h
(1 + τ
2
)
= h
(p+ 1
2
.(1 + τ)
)
= h(1 + τ)∗
p+1
2 ≃ S(1 + t)∗
p+1
2 = S
(p+ 1
2
.(1 + t)
)
= S
(1 + t
2
)
;
de meˆme h(1−τ2 ) ≃ S(
1−t
2 ), ce qui donne le re´sultat.
En proce´dant de fac¸on similaire, utilisant cette fois la dernie`re assertion du the´ore`me 6.3 de
[FFSS99], on obtient le re´sultat suivant :
The´ore`me 4.17. L’alge`bre de Hopf bigradue´e Ext∗F(Λ
∗, I ◦ Γ2) (resp. Ext∗F(Λ
∗, I ◦ Λ2)) est une
alge`bre a` puissances divise´es Γ(VΛ) (resp. Γ(WΛ)), ou` VΛ (resp. WΛ) est un espace vectoriel bigradue´
de dimension 1 en bidegre´ (2qsm+ qs − 1, qs + 1) pour tous entiers m ≥ 0 et s > 0 (resp. s ≥ 0) et
nul dans les autres bidegre´s.
Le corollaire 3.31 et les the´ore`mes 4.16 et 4.17 impliquent :
The´ore`me 4.18. 1. L’alge`bre bigradue´e
H∗(O∞;S
•
∞)
est une alge`bre syme´trique S(VS), ou` VS est un espace vectoriel bigradue´ de dimension 1 en
bidegre´ (2qsm, qs + 1) pour tous entiers m ≥ 0 et s ≥ 0 et nul dans les autres bidegre´s.
2. L’alge`bre bigradue´e
H∗(O∞; Λ
•
∞)
est une alge`bre a` puissances divise´es Γ(VΛ), ou` VΛ est un espace vectoriel bigradue´ de dimen-
sion 1 en bidegre´ (2qsm + qs − 1, qs + 1) pour tous entiers m ≥ 0 et s > 0 et nul dans les
autres bidegre´s.
3. L’alge`bre bigradue´e
H∗(Sp∞;S
•
∞)
est une alge`bre syme´trique S(WS), ou` WS est un espace vectoriel bigradue´ de dimension 1 en
bidegre´ (2qsm, qs + 1) pour tous entiers m ≥ 0 et s > 0 et nul dans les autres bidegre´s.
4. L’alge`bre bigradue´e
H∗(Sp∞; Λ
•
∞)
est une alge`bre a` puissances divise´es Γ(WΛ), ou` WΛ est un espace vectoriel bigradue´ de di-
mension 1 en bidegre´ (2qsm+ qs − 1, qs+ 1) pour tous entiers m ≥ 0 et s ≥ 0 et nul dans les
autres bidegre´s.
The´ore`me 4.19. 1. La coge`bre bigradue´e
H∗(O∞; Γ
•
∞)
est une coge`bre a` puissances divise´es Γ(VΓ), ou` VΓ est un espace vectoriel bigradue´ de dimen-
sion 1 en bidegre´ (2qsm, qs + 1) pour tous entiers m ≥ 0 et s ≥ 0 et nul dans les autres
bidegre´s.
2. La coge`bre bigradue´e
H∗(O∞; Λ
•
∞)
est une coge`bre syme´trique S(VΛ), ou` VΛ est un espace vectoriel bigradue´ de dimension 1 en
bidegre´ (2qsm+qs−1, qs+1) pour tous entiers m ≥ 0 et s > 0 et nul dans les autres bidegre´s.
3. La coge`bre bigradue´e
H∗(Sp∞; Γ
•
∞)
est une coge`bre a` puissances divise´es Γ(WΓ), ou` WΓ est un espace vectoriel bigradue´ de di-
mension 1 en bidegre´ (2qsm, qs + 1) pour tous entiers m ≥ 0 et s > 0 et nul dans les autres
bidegre´s.
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4. La coge`bre bigradue´e
H∗(Sp∞; Λ
•
∞)
est une coge`bre syme´trique S(WΛ), ou` WΛ est un espace vectoriel bigradue´ de dimension 1 en
bidegre´ (2qsm+qs−1, qs+1) pour tous entiers m ≥ 0 et s ≥ 0 et nul dans les autres bidegre´s.
Par le corollaire 3.32, le the´ore`me pre´ce´dent calcule les espaces vectoriels Hi(On,n,Γ
j(F2nq )),
Hi(On,n,Λ
j(F2nq )), Hi(Sp2n,Γ
j(F2nq )) et Hi(Sp2n,Λ
j(F2nq )) pour n ≥ 2i+ j + 6.
Pour de´terminer par la meˆme me´thode H∗(O∞, S
•
∞) et H∗(Sp∞, S
•
∞), on a besoin de connaˆıtre
Ext∗F (S
•,Γ•). Ce calcul, manquant dans [FFSS99], a e´te´ eﬀectue´ re´cemment par Cha lupnik dans
[Cha08], corollaire 4.6 (toujours en transitant par la cate´gorieP). On laisse au lecteur le soin d’e´crire
le re´sultat, un petit peu plus technique, obtenu.
Pour conclure ce paragraphe, mentionnons un corollaire frappant de ce the´ore`me, dont les auteurs
ignorent s’il peut eˆtre e´tabli de manie`re plus directe.
Corollaire 4.20. Soient n et i deux entiers tels que n ≥ 2i+8. Alors le i-e`me groupe d’homologie
du groupe On,n (resp. Sp2n) a` coefficients dans sa repre´sentation adjointe est nul.
De´monstration. Soit (V, q) un espace quadratique de dimension ﬁnie non de´ge´ne´re´. L’isomorphisme
d’espaces vectoriels ϕ : T 2(V )
≃
−→ EndV compose´ de l’isomorphisme canonique T 2(V ) ≃ Homk(V ∗, V )
et de Homk(φ, V ), ou` φ : V
≃
−→ V ∗ est l’isomorphisme de´duit de q, estO(V, q)-e´quivariant, ou` l’action
est la restriction de l’action de GL(V ) donne´e par la fonctorialite´ de T 2 a` la source et la conjugaison
au but (cf. remarque 2.13). De plus, ϕ se restreint en un isomorphisme O(V, q)-e´quivariant entre
Λ2(V ) et la repre´sentation adjointe de O(V, q).
Par conse´quent, l’annulation dans le cas orthogonal provient de celle de H∗(O∞; Λ
2) contenue
dans le the´ore`me pre´ce´dent et du corollaire 3.32 (cf. remarque suivant le the´ore`me pre´ce´dent).
Le cas symplectique s’obtient de la meˆme manie`re a` partir de l’annulation de H∗(Sp∞;S
2).
4.3 Un calcul en caracte´ristique 2
Convention 4.21. Dans ce paragraphe, k est le corps a` 2 e´le´ments F2.
On pourrait proce´der de manie`re analogue sur tout corps ﬁni de caracte´ristique 2, mais nous
nous restreignons a` ce cas car nous nous appuyons sur des re´sultats de Troesch qui n’ont e´te´ e´nonce´s
que sur des corps premiers.
Sur F2, le foncteur T
2 n’est pas semi-simple, et Γ2 n’est pas simple (il n’est pas non plus
isomorphe a` S2) : on a des suites exactes courtes non scinde´es
0→ Λ2 → Γ2 → Id→ 0 et 0→ Γ2 → T 2 → Λ2 → 0,
ou` la ﬂe`che Γ2 → Id (”Verschiebung”) est duale du morphisme de Frobenius Id→ S2.
Nous calculerons seulement les groupes Ext∗F (Id, I ◦ Γ
2) et Ext∗F (Id, I ◦ Λ
2), la de´termination
comple`te de Ext∗F (F, I ◦ Γ
2) ou Ext∗F (F, I ◦ Λ
2) semblant hors de porte´e lorsque F est un foncteur
polynomial de degre´ strictement supe´rieur a` 1.
De fait, les foncteurs Ext∗F (Id,−) jouissent de la remarquable proprie´te´ suivante (qui est vraie
sur tout corps ﬁni premier), e´tablie dans [Tro02] (the´ore`me 3.1) :
The´ore`me 4.22 (Troesch). Soient C• un complexe exact d’objets de F sans terme constant et F
un foncteur analytique de F . On a
Ext∗F (Id,H
∗(F ◦ C•)) = 0.
(Troesch e´nonce ce re´sultat seulement pour F polynomial, mais le re´sultat ge´ne´ral s’en de´duit
aussitoˆt par passage a` la colimite ﬁltrante, puisque Id posse`de une re´solution projective de type
ﬁni, d’apre`s un re´sultat classique de Schwartz, e´tabli par exemple dans [FLS94], proposition 10.1.)
Par conse´quent, les deux suites exactes pre´ce´dentes induisent apre`s postcomposition par I (le
caracte`re analytique de ce foncteur est un fait classique — cf. par exemple [FFPS03]) des suites
exactes longues :
· · · → Exti−1(Id, I)→ Exti(Id, I ◦ Λ2)→ Exti(Id, I ◦ Γ2)→ Exti(Id, I)→ · · ·
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et
· · · → Exti(Id, I ◦ T 2)→ Exti(Id, I ◦ Λ2)→ Exti+1(Id, I ◦ Γ2)→ Exti+1(Id, I ◦ T 2)→ · · ·
Mais Exti(Id, I) est nul pour i 6= 0 et isomorphe a` F2 pour i = 0, tandis que Ext
i(Id, I ◦T 2) = 0
pour tout i d’apre`s la proposition 4.9. On en de´duit aussitoˆt :
The´ore`me 4.23. Le F2-espace vectoriel Ext
i
F (Id, I ◦ Γ
2) est de dimension 1 pour i ≥ 2 et nul
sinon.
Le F2-espace vectoriel Ext
i
F(Id, I ◦ Λ
2) est de dimension 1 pour i ≥ 1 et nul pour i = 0.
Remarque 4.24. De fac¸on similaire on obtient que Exti(Id, I ◦ S2) est de dimension 1 pour tout
i ∈ N.
On en de´duit, par le corollaire 3.32, le re´sultat suivant.
Corollaire 4.25. Soient n et i des entiers naturels tels que n ≥ 2i+ 7.
1. L’espace vectoriel Hi(On,n(F2),F2
2n) est de dimension i− 1 pour i ≥ 2 et nul sinon.
2. L’espace vectoriel Hi(Sp2n(F2),F2
2n) est de dimension 1 pour i ≥ 1 et nul sinon.
A Alge`bre homologique dans les cate´gories de foncteurs
Soit C une petite cate´gorie ; on rappelle que l’on note C −Mod la cate´gorie des foncteurs de
source C et de but la cate´gorie Modk et Mod − C pour Cop −Mod. Nous rappelons dans cet
appendice quelques re´sultats homologiques e´le´mentaires et bien connus de cette cate´gorie, qui se
comporte a` plusieurs e´gards comme une cate´gorie de modules.
Cette cate´gorie est abe´lienne, l’exactitude se testant au but. Elle posse`de toutes limites et
colimites, qui se calculent au but. (On renvoie, par exemple, a` [Gab62] pour les ge´ne´ralite´s sur
les cate´gories abe´liennes.) C’est meˆme une cate´gorie de Grothendieck : elle posse`de un ge´ne´rateur
et les colimites ﬁltrantes sont exactes. On peut pre´ciser le premier point de la fac¸on suivante :
pour tout objet i de C, on note P Ci le foncteur k[HomC(i,−)] (ou` k[E] de´signe le k-module libre
de base E). Le lemme de Yoneda procure un isomorphisme canonique HomC(P
C
i , F ) ≃ F (i) (on
note ici HomC pour HomC−Mod ; des conventions analogues pour les groupes d’extensions seront
utilise´es), d’ou` l’on de´duit que les P Ci sont projectifs et engendrent C −Mod. On les appelle parfois
ge´ne´rateurs projectifs standard de C −Mod.
Le produit tensoriel au-dessus de C (cf. par exemple l’appendice C de [Lod98]) est le foncteur
⊗
C
: Mod − C × C −Mod → Modk donne´ ainsi : pour F ∈ ObMod − C et G ∈ Ob C −Mod,
F ⊗
C
G est le quotient de
⊕
i∈Ob C
F (i)⊗G(i) (on rappelle que les produits tensoriels non spe´ciﬁe´s sont
pris sur k) par le sous-module engendre´ par les e´le´ments du type F (f)(x′)⊗ y − x′ ⊗G(f)(y) pour
i
f
−→ i′ ﬂe`che de C, y ∈ G(i) et x′ ∈ F (i′).
Le bifoncteur ⊗
C
commute aux colimites en chaque variable. Il posse`de des proprie´te´s de com-
mutativite´ et d’associativite´ e´videntes. De plus, on a des isomorphismes naturels
P C
op
i ⊗
C
G ≃ G(i) et F ⊗
C
P Ci ≃ F (i).
Une autre manie`re de caracte´riser le produit tensoriel est l’adjonction suivante :
Homk(F ⊗
C
G, V ) ≃ HomC(G,Homk(F, V )) , (6)
ou`, pour V ∈ ObModk et F ∈ ObMod− C, Homk(F, V ) de´signe l’objet de C −Mod donne´ par
C 7→ Homk(F (C), V ).
Pour des raisons standard d’alge`bre homologique, de´river a` gauche le bifoncteur ⊗
C
relativement
a` l’une ou l’autre des variables donne des re´sultats canoniquement isomorphes, note´s TorC∗ . (On
peut aussi de´ﬁnir ces groupes comme l’homologie d’un complexe simplicial explicite — cf. [Lod98],
appendice C, par exemple.)
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Un foncteur G ∈ ObC −Mod est dit plat si − ⊗
C
G est exact. Tout foncteur projectif est plat,
et les foncteurs plats sont stables par colimite ﬁltrante. Comme dans le cas des modules, on peut
remplacer, pour calculer les groupes de torsion sur C, les re´solutions projectives par des re´solutions
plates.
L’isomorphisme (6) montre que le produit tensoriel au-dessus de C est en quelque sorte dual
du foncteur Hom sur C −Mod. Cela fonctionne particulie`rement bien lorsque k est un corps ; on
note alors F ∗ pour Homk(F, k), la post-composition de F par le foncteur de dualite´ des espaces
vectoriels, note´ V 7→ V ∗. L’exactitude de cette dualite´ donne alors un isomorphisme naturel gradue´
TorC(F,G)∗ ≃ ExtC(G,F
∗). (7)
L’homologie de la cate´gorie C a` coeﬃcients dans un foncteur F ∈ Ob C −Mod est par de´ﬁnition
le k-module gradue´ TorC∗(k, F ) (ou` k de´signe le foncteur de Mod − C constant en k), qui est
note´ H∗(C;F ). On remarque que H0(C;F ) s’identiﬁe canoniquement a` la colimite du foncteur F .
Lorsque C est la cate´gorie a` un objet associe´e a` un groupe (ou plus ge´ne´ralement un mono¨ıde) G, F
se re´duit a` un k[G]-module et l’on retrouve la notion habituelle d’homologie du groupe G (ou plus
ge´ne´ralement de groupes de torsion sur G). Par ailleurs, le module gradue´ H∗(C; k) a` coeﬃcients
dans le foncteur constant s’identiﬁe a` l’homologie singulie`re du nerf de C.
Nous aurons besoin du re´sultat suivant de´duit de la the´orie de l’obstruction des complexes
de chaˆınes expose´e par Dold dans [Dol60] ; ce n’est qu’une transposition au cas des cate´gories de
foncteurs de type C−Mod de la proposition 1.6 de l’article [Pir00b] de Pirashvili sur les Γ-modules.
Proposition A.1 (Pirashvili). Soient F ∈ ObC −Mod et C• un complexe de chaˆınes N-gradue´
d’objets projectifs de Mod− C.
1. Il existe une suite spectrale du premier quadrant
E2p,q = Tor
C
p(Hq(C•), F )⇒ Hp+q(C• ⊗
C
F ).
2. Supposons que
Extm−n+1Cop (Hn(C•), Hm(C•)) = 0 pour n < m. (8)
Alors la suite spectrale s’effondre au terme E2 ; de plus, il existe une de´composition :
Hn(C• ⊗
C
F ) ≃
⊕
p+q=n
TorCp(Hq(C•), F ) (9)
naturelle en F .
(La suite spectrale en question s’obtient en conside´rant le complexe double produit tensoriel
au-dessus de C de C• et d’une re´solution projective de F .)
Une ge´ne´ralisation de l’homologie et des groupes de torsion (modulo une hypothe`se de projec-
tivite´ sur les coeﬃcients) sur la cate´gorie C est celle d’homologie des bifoncteurs, i.e. des objets
de Cop × CMod. Comme cette notion correspond, dans le cas d’une cate´gorie a` un objet, a` celle
d’homologie de Hochschild de l’alge`bre du mono¨ıde associe´, nous noterons HH∗ cette the´orie ho-
mologique. Si B est un tel bifoncteur, on de´ﬁnit HH0(C;B) comme le quotient de
⊕
i∈Ob C
B(i, i) par
le sous-module engendre´ par les e´le´ments du type B(f, idi)(x)−B(idj , f)(x) pour i, j objets de C,
x ∈ B(j, i) et f ∈ HomC(i, j). Le foncteur HH0(C,−) est exact a` droite ; les k-modules HHi(C;B)
sont par de´ﬁnition l’e´valuation en B de ses foncteurs de´rive´s. Si B est un produit tensoriel exte´rieur
F ⊠ G avec F ∈ ObMod − C et G ∈ ObC −Mod, i.e. B(i, j) = F (i) ⊗ G(j), et que l’un des
foncteurs F et G a pour valeurs des k-modules projectifs, on a HH∗(C;B) = Tor
C
∗(F,G) (c’est vrai
sans hypothe`se en degre´ 0).
Une autre description de HH∗ est donne´e par l’isomorphisme gradue´ naturel suivant :
HH∗(C;B) ≃ Tor
Cop×C
∗ (k[HomCop(−,−)], B) (10)
(cf. [Lod98], appendice C, par exemple).
L’homologie de C a` coeﬃcients dans un bifoncteur (et de meˆme les groupes de torsion sur C)
posse`de une fonctorialite´ en C : si Q : D → C est un foncteur entre petites cate´gories et B un objet de
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ObCop×C−Mod, on dispose d’un morphisme canoniqueHH∗(D;Q∗(B))→ HH∗(C;B), ou` l’e´toile
indique la pre´composition et ou` l’on note par abus encore Q pour Qop × Q : Dop × D → Cop × C.
En degre´ 0, il se de´ﬁnit en constatant que le morphisme e´vident⊕
j∈ObD
B(Q(j), Q(j))→
⊕
i∈Ob C
B(i, i)
induit un morphisme HH0(D;Q∗(B)) → HH0(C;B), qu’on prolonge ensuite en un morphisme de
foncteurs homologiques (c’est possible par exactitude de Q∗). C’est un isomorphisme si Q est une
e´quivalence de cate´gories.
Il existe un analogue de la notion de foncteurs adjoints pour le produit tensoriel au-dessus d’une
petite cate´gorie. Le cas qui nous inte´resse est celui correspondant aux extensions de Kan, qu’on
peut traiter de fac¸on analogue :
Proposition A.2. Soient C et D des petites cate´gories et Q : D → C un foncteur. Il existe un
foncteur Q! : Mod − D → Mod − C, unique a` isomorphisme canonique pre`s, tel qu’existe un
isomorphisme naturel
F ⊗
D
Q∗(G) ≃ Q!(F )⊗
C
G
pour F ∈ ObMod − D et G ∈ ObC −Mod (ou` Q∗ de´signe la pre´composition par Q). On peut
de´finir Q! par
Q!(F )(a) = F ⊗
D
Q∗(P Ca ). (11)
Le foncteur Q! est exact a` droite ; il commute meˆme a` toutes les colimites. Ses foncteurs de´rive´s
a` gauche sont donne´s par
LiQ!(F )(a) = Tor
D
i (F,Q
∗(P Ca )). (12)
De plus, le foncteur Q! est adjoint a` gauche au foncteur (Q
op)∗ : Mod− C →Mod− D ; son
effet sur les projectifs standard est donne´ par un isomorphisme naturel
Q!(P
Dop
b ) ≃ P
Cop
Q(b).
La de´monstration, qui consiste en une variation sur le lemme de Yoneda, est laisse´e au lecteur.
Nous terminons ces rappels par un re´sultat plus particulier qui intervient dans la section 3.
Proposition A.3. Soient X un foncteur de Cop vers la cate´gorie des ensembles et CX la cate´gorie
dont les objets sont les couples (i, x) forme´s d’un objet i de C et d’un e´le´ment x de X(i), les
morphismes (i, x) → (j, y) e´tant les morphismes f : i → j de C tels que X(f)(y) = x. On note
U : CX → C le foncteur d’oubli (donne´ sur les objets par (i, x) 7→ i), et ΩX :Mod−CX →Mod−C
le foncteur donne´ par
ΩX(F )(i) =
⊕
x∈X(i)
F (i, x),
le morphisme ΩX(F )(f) : ΩX(F )(i)→ ΩX(F )(j) induit par un morphisme f : i → j de C
op ayant
pour composante F (i, x)→ F (j, y) l’application induite par F si X(f)(i) = j et 0 sinon.
Il existe un isomorphisme gradue´
TorCX (F,U∗(G)) ≃ TorC(ΩX(F ), G)
naturel en les objets F de Mod− CX et G de C −Mod.
Ce re´sultat e´le´mentaire est la traduction en terme de foncteur Tor des adjonctions e´tudie´es dans
le § 3.1 de [Dja07]. Le cas du degre´ 0 se de´duit de la formule (11) ; l’exactitude du foncteur ΩX
permet de propager l’isomorphisme en tout degre´ homologique.
Le cas des coeﬃcients constants est ce que Loday nomme lemme de Shapiro pour l’homologie
des petites cate´gories ([Lod98], appendice C.12).
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B Foncteurs exponentiels
Dans cet appendice, on s’inte´resse uniquement a` la cate´gorie F(k) = Ef (k)−Mod des foncteurs
de source Ef (k) et de but E(k). On notera e´galement F2(k) = E
f (k)× Ef (k)−Mod.
Les notions que nous rappelons sont classiques : on pourra se re´fe´rer a` [FFSS99].
Notons π : Ef (k) × Ef (k) → Ef (k) le foncteur de somme directe et δ : Ef (k) → Ef (k) × Ef (k)
le foncteur d’inclusion diagonale. Chacun d’entre eux est adjoint a` droite et a` gauche a` l’autre. Il
en re´sulte que la meˆme proprie´te´ vaut pour les foncteurs de pre´composition π∗ : F(k) → F2(k) et
δ∗ : F2(k) → F(k). Cette observation simple s’ave`re tout-a`-fait eﬃcace pour traiter des foncteurs
posse´dant la proprie´te´ suivante.
De´finition B.1. 1. Un foncteur exponentiel de F(k) est un objet E de F(k) muni d’un isomor-
phisme E(0) ≃ k et d’un isomorphisme entre les objets π∗(E) et E ⊠ E de F2(k) (i.e. d’un
isomorphisme E(U ⊕ V ) ≃ E(U)⊗ E(V ) naturel en les objets U et V de Efk ).
2. Un foncteur exponentiel gradue´ de F(k) est une suite E• = (En)n∈N d’objets de F(k) prenant
des valeurs de dimension ﬁnie muni d’un isomorphisme E0 ≃ k (foncteur constant) et d’un
isomorphisme gradue´ π∗(E•) ≃ E• ⊠E• (i.e. pour tout n ∈ N, d’un isomorphisme π∗(En) ≃⊕
i+j=n
Ei ⊠ Ej).
3. Soit E un foncteur exponentiel, e´ventuellement gradue´, de F(k). Si la structure exponentielle
de E est compatible aux isomorphismes d’associativite´ de la somme directe et du produit
tensoriel 2, on dit que E est un foncteur exponentiel de Hopf.
Par exemple, les foncteurs projectifs standard de F(k) ou le foncteur injectif I (cf. notation 3.30)
sont des foncteurs exponentiels de Hopf. Les foncteurs puissance syme´trique S∗, puissance divise´e
Γ∗ (dual gradue´ du pre´ce´dent) et puissance exte´rieure Λ∗ sont exponentiels gradue´s de Hopf. (Cela
provient directement des proprie´te´s universelles qui les caracte´risent.) De plus, S∗ et Γ∗ sont com-
mutatifs et Λ∗ est anticommutatif (au sens gradue´) en un sens e´vident, qui est pre´cise´ dans [FFSS99],
page 675.
Noter que les composantes d’un foncteur exponentiel gradue´ sont des foncteurs polynomiaux.
Remarque B.2. Le foncteur gradue´ puissance tensorielle T ∗ n’est pas exponentiel, mais il posse`de
une proprie´te´ analogue dont on peut se servir dans les calculs d’une fac¸on similaire a` la proprie´te´
exponentielle : la formule du binoˆme se traduit par un isomorphisme
π∗(T n) ≃
⊕
i+j=n
(T i ⊠ T j) ⊗
Si×Sj
k[Sn],
ou` le groupe syme´trique Sl agit par permutation des facteurs du produit tensoriel et le groupe
Si ×Sj est plonge´ de manie`re usuelle dans Si+j .
La proposition suivante est une partie du the´ore`me 1.7 de [FFSS99] ; sa de´monstration repose
essentiellement sur l’adjonction entre les foncteurs π∗ et δ∗ e´voque´e plus haut et son prolongement
aux groupes d’extensions (qui de´coule de leur exactitude).
Proposition B.3. Soient E∗ un foncteur exponentiel gradue´ et F , G deux foncteurs de F(k). Il
existe, pour tout n ∈ N, un isomorphisme gradue´
Ext∗F(k)(E
n, F ⊗G) ≃
⊕
i+j=n
Ext∗F(k)(E
i, F )⊗ Ext∗F(k)(E
j , G)
2Cela signifie que le diagramme e´vident d’isomorphismes
E((U ⊕ V )⊕W ) //

E(U ⊕ (V ⊕W ))

E(U ⊕ V ) ⊗E(W )

E(U)⊗ E(V ⊕W )

(E(U)⊗ E(V ))⊗ E(W ) // E(U)⊗ (E(V )⊗ E(W ))
commute pour tous U, V, W ∈ Ob Ef (k).
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naturel en F et G.
(Autrement dit, on dispose d’un isomorphisme bigradue´ Ext∗F(k)(E
•, F ⊗G) ≃ Ext∗F(k)(E
•, F )⊗
Ext∗F(k)(E
•, G).)
Si E est un foncteur exponentiel, e´ventuellement gradue´, on dispose de morphismes k ≃ E(0)→
E, appele´ unite´, E → E(0) ≃ k, appele´ cou¨nite´, E ⊗E = δ∗(E ⊠E) ≃ δ∗π∗(E)→ E (induit par la
cou¨nite´ de l’adjonction), appele´ produit, E → E ⊗ E = δ∗(E ⊠ E) ≃ δ∗π∗(E), appele´ coproduit, et
E(−id) : E → E, appele´ antipode. On ve´riﬁe facilement (cf. [FFSS99]) que ces applications font de
E une alge`bre de Hopf (gradue´e connexe si E est gradue´) dans la cate´gorie mono¨ıdale syme´trique
(F(k),⊗, k) lorsque E est un foncteur exponentiel de Hopf (c’est en fait une caracte´risation des
foncteurs exponentiels de Hopf).
Ce type de structure est utile pour de´ﬁnir des produits de convolution. Supposons en eﬀet que
E• est un foncteur exponentiel de Hopf et F un foncteur de F(k) muni d’une structure d’alge`bre.
Alors Ext∗F(k)(E
•, F ) est une alge`bre bigradue´e pour le produit, dit de convolution,
∗ : Ext∗F(k)(E
•, F )⊗ Ext∗F(k)(E
•, F ) ≃ Ext∗F(k)(E
•, F ⊗ F )→ Ext∗F(k)(E
•, F ),
ou` l’isomorphisme est donne´ par la proposition B.3 et la seconde ﬂe`che est induite par le produit
de F ; l’unite´ de ce produit est donne´e par l’e´le´ment de HomF(k)(E
0, F ) ≃ F (0) unite´ de l’alge`bre
F .
Si F est un foncteur muni d’une structure de coge`bre, on de´ﬁnit de meˆme un coproduit sur
Ext∗F(k)(E
•, F ) comme le morphisme
Ext∗F(k)(E
•, F )→ Ext∗F(k)(E
•, F ⊗ F ) ≃ Ext∗F(k)(E
•, F )⊗ Ext∗F(k)(E
•, F )
ou` la premie`re ﬂe`che provient du coproduit de F . Lorsque F est muni d’une structure d’alge`bre
de Hopf dans F(k), on obtient sur Ext∗F(k)(E
•, F ) une structure de k-alge`bre de Hopf bigradue´e
(l’antipode e´tant induite par celle de F ), connexe si F (0) = k.
On utilise, au paragraphe 4.2, les deux propositions suivantes ou` intervient la convolution.
Proposition B.4. Soit E• un foncteur exponentiel de Hopf gradue´, commutatif ou anticommutatif.
1. Pour tout objet V de Ef (k), E•(V ) est naturellement une k-alge`bre de Hopf gradue´e.
2. Si f : V → W est une fle`che de Ef (k), alors E•(f) : E•(V )→ E•(W ) est un morphisme de
k-alge`bres de Hopf gradue´es.
Si g : V →W est une autre fle`che de Ef (k), on a E•(f + g) = E•(f) ∗ E•(g).
Cette conse´quence facile des de´ﬁnitions est laisse´e au lecteur.
Remarque B.5. La ne´cessite´ d’une hypothe`se d’(anti)commutativite´ est omise dans l’article [FFSS99] ;
elle a e´te´ remarque´e par Touze´ dans [Tou09] (cf. sa remarque 5.6). On renvoie d’une manie`re ge´ne´rale
le lecteur a` la section 5 de [Tou09] ou` toutes les questions de compatibilite´ (et parfois de regradua-
tion) ne´cessaires dans les e´nonce´s relatifs aux structures exponentielles sont traite´es avec soin.
Proposition B.6. Soient E• un foncteur exponentiel gradue´ de Hopf commutatif ou anticommutatif
de F(k) et F un foncteur muni d’une structure d’alge`bre (resp. d’alge`bre de Hopf) dans la cate´gorie
mono¨ıdale syme´trique (F(k),⊗, k).
1. Si A est un foncteur sans terme constant (i.e. A(0) = 0) de F(k), la structure d’alge`bre (resp.
d’alge`bre de Hopf) de F induit une structure d’alge`bre (resp. d’alge`bre de Hopf) sur F ◦A.
2. Si u : A→ B est un morphisme entre foncteurs sans terme constant de F(k), Ext∗(E•, F (u)) :
Ext∗(E•, F ◦ A) → Ext∗(E•, F ◦ B) est un morphisme de k-alge`bres (resp. de k-alge`bres de
Hopf) bigradue´es. Ce morphisme sera note´ h(u).
3. Si v : A → B est un autre tel morphisme et que F est un foncteur exponentiel de Hopf
commutatif ou anticommutatif, on a h(u+ v) = h(u) ∗ h(v).
De´monstration. Les deux premie`res assertions sont imme´diates. Pour la dernie`re, on e´crit u + v
comme la compose´e A →֒ A⊕A
u⊕v
−−−→ B ⊕ B ։ B, ou` le premier morphisme est la diagonale et le
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dernier la somme, puis on conside`re le diagramme commutatif suivant
Ext∗F(k)(E
•, F∗A)
 ,,YYYYY
YYYY
YYYY
YYYY
YYYY
YYYY
YYY
Ext∗F(k)(E
•, F∗(A⊕A)) ≃ Ext
∗
F(k)(E
•, F∗A⊗ F∗A)
h(u⊕v)

≃
// Ext∗F(k)(E
•, F∗A)⊗ Ext
∗
F(k)(E
•, F∗A)
h(u)⊗h(v)

Ext∗F(k)(E
•, F∗(B ⊕B)) ≃ Ext
∗
F(k)(E
•, F∗B ⊗ F∗B)

≃ // Ext∗F(k)(E
•, F∗B)⊗ Ext
∗
F(k)(E
•, F∗B)
rreeeeee
eeee
eeee
eeee
eeee
eeee
ee
Ext∗F(k)(E
•, F∗B)
ou` l’on note pour alle´ger F∗ la postcomposition par F et dans lequel les ﬂe`ches verticales ou obliques
non spe´ciﬁe´es sont induites par coproduit ou produit : le chemin vertical gauche fournit h(u+ v) et
celui de droite h(u) ∗ h(v).
C Inversion de Mo¨bius et e´quivalences de Morita
Cet appendice a pour but de montrer que l’argument donne´ par le second auteur pour obtenir
l’e´quivalence de cate´gories du the´ore`me 4.2 de [Ves08] :
Sp(Edegq (F2))−Mod ≃
∏
V ∈S
F2[O(V )]−Mod
ou` Sp(Edegq (F2)) est la cate´gorie de Burnside associe´e a` E
deg
q (F2) dont on rappelle la de´ﬁnition
en C.4 et S est un ensemble de repe´sentants des classes d’isome´trie des objets de Edegq (F2), s’adapte
facilement a` d’autres situations pour donner des e´quivalences de cate´gories non triviales. L’une
d’entre elles intervient dans la preuve du the´ore`me 3.21.
Cet argument repose sur la combinaison de l’inversion de Mo¨bius et du the´ore`me de Morita-
Freyd dont on rappelle ici les e´nonce´s.
La fonction de Mo¨bius µX d’un ensemble ﬁni partiellement ordonne´ (X,≤) est de´ﬁnie par :
µX(x, x) = 1 pour tout x dans X∑
x≤z≤y
µX(x, z) = 0 pour tous x < y dans X.
The´ore`me C.1 (The´ore`me 3.9.2 de [Sta97]). Soit (X,≤) un ensemble fini partiellement ordonne´,
dans lequel toute paire {x, y} a une borne infe´rieure x∧y. Supposons que X a un plus grand e´le´ment
M . Soit R un anneau (avec unite´ 1R), et supposons que α 7→ eα est une application de X dans R
ve´rifiant les proprie´te´s suivantes : eαeβ = eα∧β pour tout α, β ∈ X, et eM = 1R. Pour α ∈ X, on
de´finit :
fα =
∑
β≤α
µX(β, α)eβ ,
ou` µX est la fonction de Mo¨bius de X. Alors les e´le´ments fα, pour α ∈ X, sont des idempotents
orthogonaux de R, dont la somme est e´gale a` 1R.
Le the´ore`me suivant, duˆ a` Freyd, doit eˆtre vu comme une forme ge´ne´rale, ”a` plusieurs objets”,
du the´ore`me classique de Morita sur l’e´quivalence des cate´gories de modules.
The´ore`me C.2 (Morita-Freyd). Soient A une cate´gorie de Grothendieck k-line´aire (i.e. enrichie
sur les k-modules) et G une sous-cate´gorie pleine petite de A dont les objets sont projectifs de type
fini et engendrent A. Alors A est e´quivalente a` la cate´gorie des foncteurs k-line´aires de Gop dans
Modk.
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On commence par appliquer ces outils a` la cate´gorie Γ des ensembles ﬁnis pointe´s et on montre
que cela permet de retrouver le the´ore`me a` la Dold-Kan de´montre´ par Pirashvili dans l’article
[Pir00a], qu’on utilisera dans l’appendice E. On e´tudie ensuite le cas, tre`s proche de celui conside´re´
dans [Ves08], de la cate´gorie de Burnside associe´e a` une ”bonne cate´gorie” et qui fournit une
e´quivalence de cate´gories qu’on emploie dans le paragraphe 3.2.
On de´signe par Ω la cate´gorie des ensembles ﬁnis avec surjections. On note (−)+ l’adjoint a`
gauche au foncteur d’oubli de Γ vers la cate´gorie des ensembles ﬁnis : pour E un ensemble ﬁni, E+
s’obtient en adjoignant un point de base externe a` E.
The´ore`me C.3 (Pirashvili). Il existe une e´quivalence de cate´gories cr : Mod − Γ → Mod − Ω
telle que
cr(F )(E) = Coker
(⊕
e∈E
F (Ee)→ F (E+)
)
morphisme induit par les surjections E+ ։ Ee e´gales a` l’identite´ hors du point de base, ou` Ee
de´signe l’ensemble E pointe´ par e.
De plus, le foncteur i! : Ω−Mod→ Γ−Mod tel que
G⊗
Γ
i!(F ) ≃ cr(G) ⊗
Ω
F
est donne´ par
i!(F )(E) =
⊕
E′⊂E\{∗}
F (E′).
De´monstration. Soit E un objet de Γ de point de base ∗. On conside`re l’ensemble p(E) de ses
sous-objets (i.e. de ses sous-ensembles contenant le point de base) ordonne´ par l’inclusion ; p(E)
admet pour plus grand e´le´ment E et toute paire d’e´le´ment de p(E), {A,B} admet pour plus grand
minorant l’intersection A∩B. Soit R = k[EndΓ(E)] la k-alge`bre du mono¨ıde EndΓ(E). A` un e´le´ment
A de p(E) on associe l’e´le´ment eA ∈ EndΓ(E) donne´ par eA(x) = x si x ∈ A et eA(x) = ∗ sinon.
On a eE = IdE et eAeB = eA∩B. Par conse´quent, par le the´ore`me C.1 les e´le´ments fA de´ﬁnis par :
fA =
∑
B⊂A
µp(E)(B,A)eB
sont des idempotents orthogonaux de R de somme e´gale a` IdE . On en de´duit la de´composition
PΓE ≃
⊕
A∈p(E)
fAP
Γ
E , (13)
ou` les PΓE de´signent les projectifs standard de Γ−Mod. Les foncteurs P
Γ
E sont de type ﬁni et donc
leurs facteurs directs fAP
Γ
E forment un ensemble de ge´ne´rateurs projectifs de type ﬁni de Γ−Mod.
Aﬁn d’appliquer le the´ore`me C.2, nous avons besoin d’identiﬁer les modules suivants
Hom (fAP
Γ
E , fBP
Γ
E) ≃ fBk[EndΓ(E)]fA.
Pour cela, on fait les observations suivantes, pour tous A ∈ p(E) et t ∈ EndΓ(E) :
1. eAt = tet−1(A) ;
2. t = teB, ou`B de´signe l’e´le´ment de p(E) re´union du point de base et de l’ensemble comple´mentaire
de t−1(∗) dans E.
Du premier point on de´duit
fAt = t
∑
B⊂A
µp(E)(B,A)et−1(B)
puis, compte-tenu de ce que eCfD = fD si D ⊂ C, 0 sinon,
fAtfA′ = t
∑
t(A′)⊂B⊂A
µp(E)(B,A)fA′ =
{
tfA′ si t(A
′) = A,
0 sinon.
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Du second vient que tfA′ est nul sauf si A
′ ⊂ (E \ t−1(∗))∪ {∗}. Cette condition signiﬁe que A′
induit une fonction de A′ \ {∗} dans E \ {∗}, ou une surjection de A′ \ {∗} vers A\ {∗} si t(A′) = A.
Des deux observations pre´ce´dentes, et du fait que tfA′ , comme les teB pour B ⊂ A′, ne de´pend
que de la restriction de t a` A′, on de´duit une application line´aire surjective
k[Surj (A′ \ {∗}, A \ {∗})]։ fAk[EndΓ(E)]fA′ , (14)
ou` Surj de´signe l’ensemble des fonctions surjectives entre deux ensembles.
Un argument de rang montre que cette application est en fait bijective : en eﬀet, la somme
directe des k-modules libres fAk[EndΓ(E)]fA′ lorsque A et A
′ parcourent p(E) est isomorphe a`
k[EndΓ(E)]. On conclut par la bijection
EndΓ(E) ≃
⊔
(A,A′)∈p(E)2
Surj (A′ \ {∗}, A \ {∗})
obtenue en associant a` un endomorphisme t de E les e´le´ments A = t(E) et A′ = (E \ t−1(∗)) ∪ {∗}
de p(E) et la surjection A′ \ {∗}։ A \ {∗} induite par t.
On constate d’autre part que l’isomorphisme (14) est compatible a` la composition en un sens
e´vident. Il nous reste a` expliciter les e´quivalences de cate´gories donne´es par le the´ore`me de Freyd-
Morita. La de´composition (14) fournit un isomorphisme
(i!(X))(E) ≃
⊕
A∈p(E)
X(A \ {∗}) =
⊕
E′⊂E
∗6∈E′
X(E′)
pour tout objet X de Ω −Mod et tout objet E de Γ. On ve´riﬁe facilement que la fonctorialite´
s’obtient en e´crivant i!(X)(E) comme conoyau de l’injection naturelle⊕
A∈p(E)
X(A) →֒
⊕
A⊂E
X(A).
(Autrement dit, la composante X(E′) → X(F ′) de X(f), pour f : E → F morphisme de Γ, est
induite par f si f(E′) = F ′ et nulle sinon.)
La formule pour cr s’obtient de manie`re analogue.
Avant d’appliquer cette me´thode au cas dont on se sert au paragraphe 3.2, on rappelle la
de´ﬁnition de la cate´gorie de Burnside d’une cate´gorie admettant des produits ﬁbre´s. Cette termi-
nologie est issue de la the´orie des repre´sentations ; la notation Sp provient du terme anglais span.
De´finition C.4 ([Be´n67]). Soit C une cate´gorie admettant des produits ﬁbre´s, la cate´gorie de
Burnside de C, note´e Sp(C), est de´ﬁnie de la manie`re suivante :
1. les objets de Sp(C) sont ceux de C ;
2. pour A et B deux objets de Sp(C), HomSp(C)(A,B) est l’ensemble des classes d’e´quivalence
de diagrammes dans C de la forme A
f
←− D
g
−→ B, pour la relation d’e´quivalence qui identiﬁe
les deux diagrammes A
f
←− D
g
−→ B et A
u
←− D′
v
−→ B s’il existe un isomorphisme α : D → D′
rendant le diagramme suivant commutatif :
D
g
((PP
PP
PP
PP
PP
PP
PP
P
α
  A
AA
AA
AA
A
f
0
0
0
0
0
0
0
0
0
0
0
0
0
0
D′ v
//
u

B
A.
Le morphisme de HomSp(C)(A,B) repre´sente´ par le diagramme A
f
←− D
g
−→ B sera note´
[A
f
←− D
g
−→ B].
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3. Pour deux morphismes T1 = [A← D → B] et T2 = [B ← D′ → C] la composition est donne´e
par :
T2 ◦ T1 = [A← D ×
B
D′ → C].
On appelle foncteur de Mackey non additif depuis C un foncteur Sp(C)→Modk.
Donnons quelques notations et de´ﬁnitions supple´mentaires dans le cas ou` la cate´gorie C est petite
et ou` tous ses morphismes sont des monomorphismes. Un sous-objet d’un objet i de C est une classe
d’e´quivalence de morphisme de but i pour la relation identiﬁant f : j → i a` f ′ : j′ → i lorsqu’il
existe un isomorphisme g : j
≃
−→ j′ tel que f = f ′g. On notera p(i) l’ensemble des sous-objets de
i ; on supposera de plus eﬀectue´ le choix d’un repre´sentant dans chaque classe (ces repre´sentants
seront spe´ciﬁe´s par la notation →֒), auquel on identiﬁera celle-ci. L’ensemble p(i) est muni d’une
relation d’ordre note´e ⊂ de´ﬁnie par k ⊂ j lorsque le morphisme k →֒ i se factorise (de manie`re
unique puisque les ﬂe`ches de C sont des monomorphismes) par j →֒ i ; l’existence de produits ﬁbre´s
dans C assure que deux e´le´ments j et k de cet ensemble ordonne´ posse`dent une borne infe´rieure
note´e j ∩ k.
L’image d’un morphisme de C est par de´ﬁnition sa classe dans l’ensemble des sous-objets de son
but. Si t = [i
u
←− k
v
−→ j] est un e´le´ment de HomSp(C)(i, j), l’image de u (resp. v), qui ne de´pend
pas du choix des repre´sentants, est note´e coim(t) (resp. im(t)) ; t posse`de une unique e´criture
t = [i ←֓ coim(t)
t¯
−→ j].
Pour f ∈ HomC(i, i′), j ∈ p(i) et j′ ∈ p(i′), on note f(j) = im(j →֒ i
f
−→ i′) et f−1(j′) l’e´le´ment
de p(i) donne´ par le produit ﬁbre´ de f et de j′ →֒ j.
The´ore`me C.5 (Cf. [Ves08], the´ore`me 4.2). Soit C une petite cate´gorie admettant des produits
fibre´s, dont tous les morphismes sont des monomorphismes et telle que l’ensemble p(i) est fini pour
tout i ∈ ObC. Notons Ciso la sous-cate´gorie de C ayant les meˆmes objets et pour morphismes les
isomorphismes de C. Il existe une e´quivalence de cate´gories
ξ : Ciso −Mod
≃
−→ Sp(C)−Mod
telle que ξ(M)(i) =
⊕
j∈p(i)
M(j) et qu’un morphisme t ∈ HomSp(C)(i, i
′) induit l’application ξ(M)(i)→
ξ(M)(i′) dont la composante M(j)→M(j′) (pour j ∈ p(i) et j′ ∈ p(i′)) est M(t˜) si j ⊂ coim(t) et
que t¯(j) = j′, de sorte que t¯ induit un isomorphisme t˜ : j
≃
−→ j′, et est nulle sinon.
De´monstration. Reprenant les arguments de [Ves08], on proce`de de manie`re tre`s analogue a` la
de´monstration du the´ore`me C.3.
Soient c un objet de C et i un e´le´ment de p(c) ; on note eci (ou simplement ei) l’idempotent
[c ←֓ i →֒ c] de EndSp(C)(c). On a e
c
c = Idc et e
c
i .e
c
j = e
c
i∩j, ce qui permet d’appliquer le the´ore`me C.1
pour obtenir une famille comple`te d’idempotents orthogonaux
f ca =
∑
i⊂a
µp(c)(i, a)e
c
i
de l’anneau k[EndSp(C)(c)].
On remarque maintenant que pour tout morphisme t ∈ HomSp(C)(c, d), on a :
1. teci = e
d
t¯(i)t pour i ⊂ coim(t) ;
2. teccoim(t) = t.
Le second point montre que tf ca = te
c
coim(t)f
c
a = 0 sauf si a ⊂ coim(t).
On de´duit par ailleurs du premier point que, sous l’hypothe`se a ⊂ coim(t) :
fdb tf
c
a =
∑
i⊂a
µp(c)(i, a)f
d
b e
d
t¯(i)t =
∑
i⊂a
b⊂t¯(i)
µp(c)(i, a)f
d
b t =
{
fdb t si t¯(a) = b,
0 sinon.
Par conse´quent, fdb tf
c
a est nul sauf si a ⊂ coim(t) et que t¯ induit un isomorphisme t˜ de a vers b.
De surcroˆıt, comme fdb = f
d
b e
d
b et f
c
a = e
c
af
c
a, f
d
b tf
c
a ne de´pend alors que de e
d
bte
c
a, c’est-a`-dire de t˜.
Il s’ensuit que l’application line´aire
k[HomCiso(a, b)]→ f
d
b k[HomSp(C)(c, d)]f
c
a [u] 7→ f
d
b [c ←֓ a
u
−→ b →֒ d]f ca
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est surjective. On montre que c’est en fait un isomorphisme par un argument de rang analogue a`
celui utilise´ pour le the´ore`me C.3, et l’on termine aussi la de´monstration de la meˆme fac¸on.
D Quelques re´sultats d’annulation en homologie des fonc-
teurs
Cet appendice a pour objet de rappeler brie`vement deux re´sultats d’annulation homologique
utilise´s de manie`re cruciale dans la de´monstration du the´ore`me 3.21. On s’y donne un corps fini k,
qui sera souvent sous-entendu dans les notations.
De´finition D.1. – On de´signe par Efsurj (resp. E
f
inj) la sous-cate´gorie de la cate´gorie E
f des
k-espaces vectoriels de dimension ﬁnie ayant les meˆmes objets et les surjections (resp. les
injections) pour morphismes.
– On de´signe par EfGr est la cate´gorie des couples (V,W ) forme´s d’un espace vectoriel de dimen-
sion ﬁnie V et d’un sous-espace vectoriel W , avec pour morphismes (V,W ) → (V ′,W ′) les
applications line´aires f : V → V ′ telles que f(W ) =W ′.
– On note ι :Mod−Ef →Mod−EfGr le foncteur de pre´composition par E
f
Gr → E
f (V,W ) 7→
V .
– On note ρ :Mod− Efsurj →Mod− E
f
Gr la pre´composition par E
f
Gr → E
f
surj (V,W ) 7→W .
– On note κ :Mod− Ef →Mod− EfGr la pre´composition par E
f
Gr → E
f (V,W ) 7→ V/W .
– On note λ :Mod−EfGr →Mod−E
f la pre´composition par le foncteur Ef → EfGr V 7→ (V, 0)
– On de´signe par ω :Mod−EfGr →Mod−E
f le foncteur de´ﬁni par ω(X)(V ) =
⊕
W⊂V X(V,W )
et le fait que ω(X)(f), pour f : V → V ′ morphisme de Ef , a pour composante X(f) :
X(V ′,W ′)→ X(V,W ) si f(W ) =W ′ et 0 sinon (cf. proposition A.3).
On remarque que l’on dispose d’un isomorphisme canonique ω(X ⊗ ι(F )) ≃ ω(X) ⊗ F , ou`
X ∈ ObMod − EfGr et F ∈ ObMod − E
f . Par ailleurs, l’inclusion e´vidente de X(V, 0) dans⊕
W⊂V X(V,W ) de´ﬁnit une transformation naturelle λ →֒ ω.
Le premier re´sultat d’homologie des foncteurs (sa de´monstration e´tablit clairement qu’il s’agit
d’un re´sultat d’annulation) dont nous avons besoin pour e´tablir le the´ore`me principal de cet article
est le suivant. Il s’agit de la variante en termes de groupes de torsion d’un cas particulier fondamental
du the´ore`me 10.2.1 de [Dja07] (cf. aussi son corollaire 10.2.2).
The´ore`me D.2 (Djament). Soient X ∈ Mod − EfGr et F un foncteur analytique de F (cf.
de´finition 3.20). L’inclusion naturelle λ(X) →֒ ω(X) induit un isomorphisme
TorE
f
∗ (λ(X), F ) ≃ Tor
Ef
∗ (ω(X), F ).
Il revient au meˆme de de´montrer l’annulation de TorE
f
∗ (ω(X)/λ(X), F ). Quitte a` remplacer X
par son quotient X ′ de´ﬁni par X ′(V,W ) = X(V,W ) si W 6= 0 et X ′(V, 0) = 0, on est donc ramene´
a` e´tablir l’annulation de TorE
f
∗ (ω(X), F ) lorsque λ(X) = 0. On s’appuie pour cela sur les lemmes
suivants.
On commence par noter P¯ ∈ Mod − Ef le noyau du morphisme d’augmentation P
(Ef )op
k ։
P
(Ef )op
0 = k. Ainsi, les e´le´ments [l]− [0], ou` l parcourt les formes line´aires non nulles sur V , forment
une base de P¯ (V ). On a classiquement :
Lemme D.3. Il existe un isomorphisme naturel TorE
f
∗ (F ⊗ P¯ , G) ≃ Tor
Ef
∗ (F,∆(G)).
(On rappelle que le foncteur diﬀe´rence ∆ est de´ﬁni en 3.20.)
Ce lemme se de´duit aussitoˆt du cas du degre´ 0, par exactitude des foncteurs en jeu ; la pro-
prie´te´ provient alors de l’isomorphisme canonique P
(Ef )op
V ⊗ P
(Ef )op
W ≃ P
(Ef )op
V⊕W en conside´rant une
pre´sentation projective de F .
Lemme D.4. Si X ∈ Mod − EfGr ve´rifie λ(X) = 0, il existe une suite exacte courte 0 → Y →
X ⊗ ι(P¯ )→ X → 0 ou` Y ∈Mod− EfGr ve´rifie λ(Y ) = 0.
45
De´monstration. On de´ﬁnit un morphisme ι(P¯ ) → k en associant a` [l] − [0] ∈ ι(P¯ )(V,W ) =
Ker (k[V ∗]→ k) 0 si la restriction de l a` W est nulle et 1 dans le cas contraire. Ce morphisme est
surjectif si W est non nul. En le tensorisant par X , on obtient le re´sultat souhaite´.
De´monstration du the´ore`me D.2. Par un argument de colimite, on peut supposer F polynomial :
il existe d tel que ∆d(F ) = 0. On a vu qu’on peut e´galement supposer λ(X) = 0. En ite´rant d
fois l’e´pimorphisme du lemme D.4, on obtient une suite exacte 0 → Y → X ⊗ ι(P¯ )⊗d → X → 0
ou` Y ∈ Mod − EfGr ve´riﬁe λ(Y ) = 0. Le foncteur ω e´tant exact, on en de´duit une suite exacte
0→ ω(Y )→ ω(X)⊗P¯⊗d → ω(X)→ 0. La suite exacte longue d’homologie associe´e fournit, compte-
tenu de ce que TorE
f
∗ (ω(X) ⊗ P¯
⊗d, F ) ≃ TorE
f
∗ (ω(X),∆
d(F )) = 0 (par le lemme D.3 applique´ d
fois), l’annulation de TorE
f
0 (ω(X), F ) et des isomorphismes Tor
Ef
i (ω(X), F ) ≃ Tor
Ef
i−1(ω(Y ), F ). Par
re´currence sur le degre´ homologique, le the´ore`me s’ensuit.
Le deuxie`me re´sultat d’homologie des foncteurs dont nous avons besoin dans cet article est le
suivant. C’est une variante en termes de groupes de torsion du the´ore`me A.8 de l’appendice de
[FFSS99] ; nous esquissons une de´monstration se fondant sur le the´ore`me D.2, en suivant [Dja07],
§ 13.2.
The´ore`me D.5 (Suslin). Soient A ∈ ObMod − Ef et F ∈ ObF analytique. Le morphisme
canonique
Tor
Ef
inj
∗ (δ(A), δ(F ))
≃
−→ TorE
f
∗ (A,F )
est un isomorphisme, ou` δ de´signe le foncteur de restriction a` la sous-cate´gorie Efinj des injections
de Ef .
Lemme D.6. Soient X ∈ ObMod − Efinj et F ∈ ObF . Il existe un isomorphisme naturel
Tor
Ef
inj
∗ (X, δ(F )) ≃ Tor
Ef
∗ (̟(X), F ), ou` ̟(X) est de´fini par ̟(X)(V ) =
⊕
W⊂V X(V/W ) et le
fait que, pour toute application line´aire f : V → V ′, ̟(X)(f) : ̟(X)(V ′) → ̟(X)(V ) a pour
composante X(V ′/W ′) → X(V/W ) le morphisme induit par le monomorphisme V/W →֒ V ′/W ′
induit par f si f−1(W ′) =W , 0 sinon.
De´monstration. L’isomorphisme en degre´ 0 se de´duit facilement de la de´composition
HomEf (V,−) ≃
∐
W⊂V
HomEf
inj
(V/W,−)
(qui traite le cas F = P E
f
V ). Le cas ge´ne´ral s’en de´duit par exactitude de ̟ et δ.
Lemme D.7. Les endofoncteurs ωκ et ̟δ de Mod− Ef sont isomorphes.
De´monstration. On a ωκ(A)(V ) = ̟δ(A)(V ) =
⊕
W⊂V A(V/W ), mais l’eﬀet sur les morphismes
n’est pas le meˆme (l’un utilise l’image directe, l’autre l’image inverse d’un sous-espace vectoriel
par une application line´aire). Ne´anmoins, on ve´riﬁe facilement (cf. [Dja07], proposition 13.2.1 pour
les de´tails) que l’application line´aire ωκ(A)(V ) → ̟δ(A)(V ) ayant pour composante A(V/W ) →
A(V/W ′) le morphisme induit par la projection V/W ։ V/W ′ lorsque W ⊂ W ′ et 0 sinon est un
isomorphisme et de´ﬁnit une transformation naturelle ωκ→ ̟δ.
De´monstration du the´ore`me D.5. En utilisant successivement les lemmes D.6 et D.7 puis le the´ore`meD.2,
on obtient des isomorphismes naturels
Tor
Ef
inj
∗ (δ(A), δ(F )) ≃ Tor
Ef
∗ (̟δ(A), F ) ≃ Tor
Ef
∗ (ωκ(A), F ) ≃ Tor
Ef
∗ (λκ(A), F );
on conclut en remarquant que λκ ≃ id.
En fait, le the´ore`me D.5 est valable dans un cadre beaucoup plus ge´ne´ral :
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The´ore`me D.8 (Scorichenko). Soient A une cate´gorie additive (essentiellement) petite et Ainj la
sous-cate´gorie des monomorphismes scinde´s de A. Soient F ∈ ObMod−A et G ∈ ObA−Mod,
G e´tant suppose´ analytique 3. Alors le morphisme canonique
TorAinj∗ (F,G)→ Tor
A
∗ (F,G)
est un isomorphisme (ou` l’on a, par abus, omis les foncteurs de restriction a` Ainj dans le membre
de gauche).
La principale diﬃculte´ re´side dans le fait que l’analogue du foncteur ̟ qui apparaˆıt dans le
contexte ge´ne´ral n’est ni explicite ni exact. Pour la de´monstration, nous renvoyons a` [Sco00] (non
publie´), ou aux notes [Dja09] qui en rendent disponibles les arguments.
Dans l’appendice F, nous utiliserons le cas particulier de ce the´ore`me dans lequel A est la
cate´gorie des modules projectifs de type ﬁni sur un anneau ﬁxe´ et F un foncteur constant pour
appliquer notre formalisme ge´ne´ral a` l’homologie des groupes line´aires.
E Les re´sultats de Betley sur les groupes syme´triques revi-
site´s
On conserve les notations de l’appendice pre´ce´dent ; notre anneau de base est k = Z. On note
e´galement U : Θ → Γ le foncteur compose´ de l’inclusion de Θ dans la cate´gorie des ensembles
ﬁnis et de (−)+. On dispose donc de U! : Mod − Θ → Mod − Γ par la notation introduite a` la
proposition A.2.
On conside`re aussi la cate´gorie Σ des ensembles ﬁnis avec bijections ; les foncteurs d’inclusion
JΩ : Σ → Ω et JΘ : Σop → Θop donnent lieu a` JΩ! : Mod − Σ →Mod − Ω et J
Θ
! : Σ −Mod →
Θ−Mod.
Lemme E.1. Pour E un ensemble fini, on a
JΘ! (F )(E) =
⊕
E′⊂E
F (E′).
(On laisse au lecteur, dans cet e´nonce´ comme dans la suite de l’appendice, le soin de pre´ciser la
fonctorialite´ en E, qui est analogue a` plusieurs cas de´ja` rencontre´s — cf. la proposition A.3.)
De´monstration. Cela de´coule de l’isomorphisme canonique
(JΘ)∗(PΘ
op
E ) = Z[HomΘ(−, E)] ≃
⊕
E′⊂E
Z[HomΣ(−, E
′)] =
⊕
E′⊂E
PΣ
op
E′ .
Proposition E.2. La compose´e Mod − Θ
U!−→ Mod − Γ
cr
−→ Mod − Ω est isomorphe a` Mod −
Θ
(JΘ)∗
−−−−→Mod− Σ
JΩ!−−→Mod− Ω.
De surcroˆıt, le foncteur U! est exact.
De´monstration. Par un argument d’adjonction (ou plutoˆt sa variante en terme de produit tensoriel),
la premie`re assertion e´quivaut a` l’existence d’un isomorphisme U∗ ◦ i! ≃ JΘ! ◦ (J
Ω)∗, qui re´sulte du
lemme pre´ce´dent.
Pour la deuxie`me assertion, il suﬃt de voir que JΩ! est exact, puisque cr est une e´quivalence de
cate´gories ; cela provient d’une description explicite analogue a` celle du lemme pre´ce´dent (faisant
intervenir les quotients au lieu des sous-ensembles d’un ensemble ﬁni).
La suite spectrale du the´ore`me suivant est e´quivalente a` la conjonction des the´ore`mes 1.23
et 3.2 de [Bet02] (on rappelle que la naturalite´ du scindement sugge´re´e par le the´ore`me 1.23 semble
incorrecte). On y note F∞ pour (U
∗F )∞, et cri(F ) pour cr(F )({1, . . . , i}).
3La de´finition est analogue a` celle donne´e dans le cadre de la cate´gorie F . Le seul point a` noter dans la de´finition
de foncteur polynomial est qu’il faut imposer la nilpotence pour tous les foncteurs diffe´rences imaginables (avec un
degre´ commun).
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The´ore`me E.3 (Betley). Pour tout F ∈ ObΓ−Mod, il existe des isomorphismes naturels
Hn(S∞;F∞) ≃
⊕
i∈N
Hn(S∞ ×Si; cri(F )) ≃
⊕
p+q=n
i∈N
TorSip (Hq(S∞;Z), cri(F ))
(ou` l’action de Si sur Hq(S∞;Z) est triviale), ainsi qu’une suite spectrale naturelle
E2p,q = Hp(S∞;Hq(Si; cri(F )))⇒ Hp+q(S∞;F∞)
(ou` l’action de S∞ est triviale) qui s’effondre a` la deuxie`me page et procure un isomorphisme non
naturel
Hn(S∞;F∞) ≃
⊕
p+q=n
i∈N
Hp(S∞;Hq(Si; cri(F ))).
De´monstration. Les propositions E.2 et C.3 procurent des isomorphismes :
TorΘ∗ (G,U
∗(F )) ≃ TorΓ(U!(G), F ) ≃ Tor
Ω
∗ (cr ◦ U!(G), cr(F )) ≃ Tor
Ω
∗ (J
Ω
! ◦ (J
Θ)∗(G), cr(F ))
≃ TorΣ∗ ((J
Θ)∗(G), (JΩ)∗ ◦ cr(F )) ≃
⊕
i∈N
TorSi∗ ((J
Θ)∗(G), cri(F )).
On en de´duit les isomorphismes annonce´s a` l’aide des propositions 2.22 et 2.26. La suite spectrale
et son eﬀondrement proviennent de la proposition 2.27.
Remarque E.4. Notre me´thode ne diﬀe`re pas fondamentalement de celle employe´e par Betley pour
e´tablir ce the´ore`me, si l’on excepte le remplacement de la K-the´orie stable ge´ne´ralise´e par l’homo-
logie de la cate´gorie Θ.
F Un aperc¸u du cas des modules d’apre`s Betley et Scori-
chenko
Dans cet appendice, on se donne un anneau (unitaire) A, non ne´cessairement commutatif ; on
note F(A) pour P(A)−Mod, ou` P(A) est la cate´gorie des A-modules a` gauche projectifs de type
ﬁni.
Comme dans l’exemple 1.9 .4, M(A) de´signe la sous-cate´gorie de P(A) avec les meˆmes objets et
les injections scinde´es comme morphismes. Nous aurons aussi besoin de la sous-cate´gorie E(A) ayant
les meˆmes objets que P(A) et les e´pimorphismes pour ﬂe`ches. La cate´gorie E(A)op est e´quivalente
a` M(Aop) via le foncteur de dualite´ HomA(−, A).
On utilise e´galement les notations Lq et St introduites respectivement en 2.21 et en 2.18, le
triplet (C, S,G) sous-jacent e´tant celui de l’exemple 1.9. 4.
Lemme F.1. Pour tout objet V de P(A), il existe une suite spectrale du premier quadrant
E2p,q = Hp(GL∞(A);Hq(HomA(−, V ))∞)⇒ Lp+q(V )
ou` HomA(−, V ) est vu comme foncteur de E(A)op vers Ab.
De´monstration. On note d’abord qu’on aHq(HomA(−, V ))∞ ≃ Hq(HomA(−, V )∞) canoniquement
puisqu’homologie et colimites ﬁltrantes commutent.
Si E est un A-module projectif de type ﬁni, le stabilisateur de V →֒ V ⊕ E sous l’action de
GL(V ⊕E) s’identiﬁe au produit semi-direct HomA(E, V )⋊GL(E). On en de´duit aise´ment l’e´nonce´,
en utilisant la suite spectrale de Lyndon-Hochschild-Serre.
Noter qu’il n’y a a priori aucune fonctorialite´ en V sur cette suite spectrale : l’aboutissement
est ”naturellement” fonctoriel contravariant sur les monomorphismes scinde´s, tandis que le terme
E2 est ”naturellement” fonctoriel covariant sur toutes les applications A-line´aires ! En particulier,
on ne semble pas disposer de description simple du morphisme canonique Ln(V ) ≃ Hn(St(V )) →
Ln(0) ≃ Hn(GL∞(A)) (qui induit par l’inclusion de St(V ) dans GL∞(A)).
On a ne´anmoins le re´sultat suivant :
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Lemme F.2. Soit n ∈ N. Supposons que, dans la suite spectrale pre´ce´dente, le terme E2p,q soit nul
pour p < n et q > 0. Alors le foncteur Ln est constant.
De´monstration. Cette assertion provient des deux observations suivantes :
– l’e´pimorphisme de groupes π : St(V )։ GL∞(A) donne´ par la description pre´ce´dente comme
produit semi-direct induit, sous l’hypothe`se d’annulation de l’e´nonce´, un isomorphisme en
homologie de degre´ au plus n, puisque H∗(π) est le ”coin” L∗(V )→ E2∗,0 (proprie´te´ ge´ne´rale
de la suite spectrale de Lyndon-Hochschild-Serre) ;
– la compose´e du monomorphisme GL∞(A) →֒ St(V ) (toujours donne´ par la description de
St(V ) de la de´monstration du lemme pre´ce´dent) avec l’inclusion St(V ) →֒ GL∞(A) induit un
isomorphisme en homologie (cf. la de´monstration de la proposition 2.22), et sa compose´e avec
l’e´pimorphisme π est l’identite´.
The´ore`me F.3 (Betley). Si F est un foncteur polynomial de F(A) tel que F (0) = 0, alors
H∗(GL∞(A), F∞) = 0.
Cette assertion est le the´ore`me 4.2 de [Bet92], ou` l’anneau A est suppose´ commutatif, mais les
arguments de Betley ne semblent en fait pas re´ellement reque´rir cette hypothe`se (Betley suppose
aussi k = Z, mais ce n’est pas restrictif).
De´monstration. On de´montre l’assertion par re´currence sur le degre´ homologique. Si elle est vraie
en degre´ < n, on a E2p,q = 0 dans la suite spectrale du lemme F.1 pour p < n et q > 0, puisqu’alors
Hq(HomA(−, V )) est un foncteur polynomial (car il est en fait exponentiel gradue´ par la formule
de Ku¨nneth) nul en 0 (on applique ici l’hypothe`se de re´currence a` Aop). On en de´duit que Li
est un foncteur constant pour i ≤ n, en utilisant le lemme F.2. La suite spectrale du § 2.2 et
le the´ore`me D.8 (dans le cas particulier ou` le foncteur contravariant est constant) donnent alors
Hn(GL∞(A);F∞) = 0 pour F polynomial sans terme constant, d’ou` le the´ore`me.
Remarque F.4. Cette de´monstration diﬀe`re profonde´ment de celle de Betley. En eﬀet, dans [Bet92],
il e´tablit le re´sultat a` partir de faits ge´ne´raux sur la structure des foncteurs polynomiaux et surtout
de the´ore`mes d’annulation de´montre´s dans son article ante´rieur [Bet89]. Celui-ci se fondait sur des
conside´rations explicites sur les groupes line´aires utilisant des arguments arithme´tiques (diﬀe´rents
selon qu’il s’agit de prouver l’annulation de la composante sans torsion de l’homologie ou de sa
composante p-primaire pour un nombre premier p), qui permettent d’obtenir les annulations sou-
haite´es, d’abord pour le cas crucial de GL∞(Z). A` l’inverse, la me´thode ici suivie ne ne´cessite
aucune conside´ration d’ordre arithme´tique, mais repose lourdement sur le the´ore`me D.8, re´sultat
d’annulation tout-a`-fait non trivial en homologie des foncteurs (meˆme dans le cas particulier ou` le
foncteur contravariant dans le groupe de torsion est constant).
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