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Chapter 1
Introduction
Equilibrium statistical mechanics is a branch of probability theory that has born
between the end of 19th century and the beginning of the 20th century due to
the work of Boltzmann and Gibbs. The latter, in particular, has been the fist
one to introduced a statistical approach to thermodynamics to deduce collective
macroscopic behaviors from individual microscopic information. Gibbs measures
are the central object of this field, and the study of their existence and uniqueness
is of great importance to understand the behaviour of a large number of physi-
cal infinite-volume models. In particular, the existence of more than one Gibbs
measures is associated with statistical phenomena such as symmetry breaking and
phase coexistence.
In order to further investigate the behaviour of these systems, theoretical physi-
cists developed a powerful tool: renormalization transformations. Simply speak-
ing, they allows systematic investigation of the changes of a physical system as
viewed at different distance scales. However, during the second half of 20th cen-
tury, it has been noticed that these kind of transformations should be applied
carefully: indeed, they may be ill-defined and present some pathologies.
The aim of this work is double: first of all we want to present in details Gibbs for-
malism and the renormalization transformation. Second of all, we want to analyze
one of the most famous examples in literature: the two-dimension Ising model.
In Chapter 2 we will introduce the reader to the Gibbs formalism, giving all the
necessary definitions, such as those of Gibbs specification and Gibbs measure, and
the main results. At the end of the Chapter, we will also give a brief description
of the Ising Model.
Renormalization transformations and their pathologies will be described at the
beginning of Chapter 3. Moreover, in this chapter, we will present two known
approaches to study the decimation of the two-dimensional ferromagnetic Ising
Model: the first one, given by Van Enter-Fernandez-Sokal, shows us that the
renormalized measure is no longer Gibbs for low temperatures; the second one,
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due to Haller & Kennedy, proves that the renormalized measure is Gibbs even for
temperature below the critical point. We will conclude this chapter presenting a
new approach to study renormalized Gibbs measures introduced by Berghout and
Verbitskiy
Chapter 4 is the central part of this master thesis and contains its originality. In
this chapter, indeed, the author has applied Berghout & Verbitskiy method to the
case of b = 2 decimation of the two dimensional ferromagnetic Ising model with
zero external magnetic field. The result that has been found is the same proved
by Haller & Kennedy, with the advantage of a simpler and more rigorous proof.
Chapter 2
Gibbs formalism
2.1 Interactions and Hamiltonians
Consider a lattice L and let S be the set of all finite subsets Λ b L (b indicates
that the subset is finite). When the lattice is Zd, as in most of our cases, for every
n ∈ N we will denote the n-th cube by Λn = [−n, n]d.
To each site i of the lattice we attach the same finite measurable space (E, E , µ0),
where the measure µ0, called a priori measure, is the normalized uniform counting
measure on E.
Example 2.1.1. In the Ising model of ferromagnetism the lattice L is Zd, while the
state-space E is identified with the set {±1}.
We will call configuration space the product space (Ω,F , µ) := (EL, E⊗L, µ⊗L0 ); a
configuration ω ∈ Ω is then a collection of random variables {ωi}i∈L, where each ωi
takes values in E. For each ∆ ∈ S we will denote by Ω∆ the finite product space
E∆ and, for every configuration ω ∈ Ω, ω∆ will be the finite configuration {ωi}i∈∆,
which is a finite collection of random variables. Finally, we define concatenated
configurations by prescribing values on partitions of L, writing, for example, σΛωΛc
for the configuration which agrees with a configuration σ on Λ and with another
configuration ω on the complement Λc = L \ Λ of the set Λ.
The product σ-algebra F = E⊗L is the smallest σ-algebra generated by the cylin-
ders sets
CσΛ = {ω ∈ Ω : ωΛ = σΛ} ,
where Λ ∈ S is a finite subset of L and σΛ ∈ ΩΛ.
Since we are considering only finite state spaces E, a neighborhood of ω in the
product topology is a set of configurations that agree with ω on some finite set of
sites Λ, but are arbitrary outside Λ. We can now introduce the concept of local
event and local misurability:
3
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Definition 2.1.2. For any Λ ∈ S we define the sub-σ-algebra FΛ as the σ-algebra
generated by:
CΛ = {Cσ∆ : σ∆ ∈ Ω∆,∆ b Λ} ;
If in addition Λ is finite, any element of a sub-σ-algebra FΛ will be called a local
event. Furthermore, we will say that a function f is FΛ-measurable if and only
if it depends only on the values in Λ:
f ∈ FΛ ⇐⇒ (ωΛ = σΛ =⇒ f(ω) = f(σ))
Another important class of events is the class of those events which don’t belong
to any FΛ for Λ finite:
Definition 2.1.3. An event is said to be a non-local event if it is an element
of the σ-algebra at infinity:
F∞ :=
⋂
Λ∈S
FΛc . (2.1.1)
We also introduce the following space of functions:
• B(Ω) = B(Ω,F) is the set of bounded measureable functions;
• Bloc(Ω) = ∪Λ∈SB(Ω,FΛ) is the space of bounded local functions;
• Bql(Ω) = Bloc(Ω) is the space of bounded quasilocal functions, where we
will call a function quasilocal if it is the uniformly convergent limit of some
sequence of local functions.
Remark 2.1.4. An equivalent characterization of a quasilocal function is the fol-
lowing:
lim
Λ↑L
sup
ω,ω′∈Ω,ωΛ=ω′Λ
|f(ω)− f(ω′)| = 0 : (2.1.2)
Here the notion of convergence should be interpreted in the sense of ”convergence
along the net of finite subsets of L, directed by inclusion”, that is:
lim
Λ↑L
F (Λ) = α
if for each ε > 0 there exists a finite subset Vε ⊂ L such that |f(Λ) − α| < ε
whenever Λ ⊃ Vε.
Remark 2.1.5. From the fact that E is finite follows that quasilocality is equivalent
to continuity.
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We want now to introduce the concept of Hamiltonian. From a physical point of
view, a Hamiltonian is a function that assigns to a configuration ω its total energy
H(ω), which is “computed” as the sum of the contributions of each subsystem;
these contributions are described by the interaction: a family of function Φ =
(ΦΛ)Λ∈S which assigns to every Λ ∈ S the energy of the configuration ω relative
to Λ. Formally:
Definition 2.1.6. An interaction (or potential) is a family Φ = (ΦΛ)Λ∈S of
functions ΦΛ : Ω → R, such that the function ΦΛ is FΛ-measurable for each
Λ ∈ S. This means that ΦΛ(ω) depends only on the values of ω inside Λ:
ΦΛ(ω) = ΦΛ(ω|Λ).
Now we can define the so called Hamiltonian with free boundary conditions where
the spins in the finite set Λ do not interact with the exterior:
Definition 2.1.7. For every Λ ∈ S we define the Hamiltonian HΦΛ,free with
free boundary conditions as the function:
HΦΛ,free(ω) =
∑
V ∈S,V⊂Λ
ΦV (ωV ), (2.1.3)
where Φ is the interaction considered.
Note that HΦΛ,free is always well-defined since the sum involves only finitely terms.
The free boundary condition does not fulfill our needs because we will need to
let the finite volume Λ interact with the exterior volume; we should then add the
contributions of the subsets which intersect Λ without being its subsets.
Definition 2.1.8. Let Φ be a potential. For each Λ ∈ S we define the Hamil-
tonian HΦΛ with general external boundary conditions as the function:
HΦΛ (ω) =
∑
V ∈S,V ∩Λ 6=∅
ΦV (ω), (2.1.4)
provided that the sum converges to a finite limit for all ω ∈ Ω. Furthermore we
will define the Hamiltonian HΦΛ,τ with boundary condition τ as:
HΦΛ,τ (ω) = H
Φ
Λ (ωΛτΛc). (2.1.5)
For our purposes we will consider only a special class of potentials for which the
convergence in 2.1.4 is assured:
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Definition 2.1.9. An interaction Φ = {ΦV }V ∈ S is called uniformly abso-
lutely convergent (UAC) if:
‖Φ‖ := sup
i∈L
∑
V ∈S,V 3i
sup
ω∈Ω
|ΦV (ω)| = sup
i∈L
∑
V ∈S,V 3i
‖ΦV ‖∞ <∞.
This particular class of interactions contains, for example, all the interactions
which are simultaneously finite-range1and bounded2. This will be the case of the
Ising Potential which will be described in Section 2.6.
2.2 Specifications
In this section we will introduce the notion of specification, which plays a cen-
tral role in the construction of infinite-volume Gibbs Measures. We will follow
the idea of Dobrushin [8] and Lanford and Ruelle [9] which consist in defining an
infinite-volume Gibbs Measure as the measure whose conditional probabilities for
finite subsystems Λ, conditioned on the configuration outside Λ, are given by the
Boltzmann-Gibbs formula for the Hamiltonian HΦΛ .
Remark 2.2.1. For nearest-neighbor potentials, as the Ising potential, is sufficient
to condition on the spins of Λc which are adjacent to Λ.
To formalize mathematically this approach we need to define the notion of speci-
fication. Before doing it we recall what a probability kernel is:
Definition 2.2.2. A probability kernel from a space (Ω,F) to another space
(Ω′,F ′) is a map γ : Ω×F ′ → [0, 1] satisfying:
1. for each fixed ω ∈ Ω, γ(ω, ·) is a probability measure on (Ω′,F ′);
2. for each fixed A ∈ F ′, γ(·, A) is a F-measurable function on Ω.
One can naturally define the product of two probability kernels γ1, γ2, which is
itself a probability kernel, by:
(γ1γ2)(ω,A) :=
∫
γ2(ω
′, A)γ1(ω, d ω′). (2.2.1)
Furthermore, if γ is a probability kernel from (Ω,F) to (Ω′,F ′), γ maps each
measure µ on (Ω,F) to µγ on (Ω′,F ′) which is defined by:
(µγ)(A) :=
∫
γ(ω,A)µ(dω). (2.2.2)
1An interaction Φ has a finite-range if the supremum of the diameters of the sets A with
ΦA 6= 0 is finite
2An interaction Φ is said to be bounded if every ΦΛ is bounded.
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In our case we need to specify a probability kernel γΛ from (ΩΛc ,FΛc) to (ΩΛ,FΛ).
However, for technical reasons, it is more convenient to define the probability kernel
from the full space (Ω,F) to itself. Because of this, in the following definition, we
have to impose conditions (1) and (2):
Definition 2.2.3. A specification is a family Γ = (γΛ)Λ∈S of probability kernels
from (Ω,F) to itself, satisfying the following conditions:
1. for each A ∈ F the function γΛ(·, A) is FΛc-measurable;
2. γΛ is FΛc-proper, i.e. γΛ(ω,B) = χB(ω) for each B ∈ FΛc;
3. If Λ ⊂ Λ′ then γΛ′γΛ = γΛ′.
We have introduced the notion of specification in order to prescribe the conditional
probabilities for finite volumes Λ when conditioning on the infinite volume Λc; we
will be interested in those measures whose finite-volume conditional probabilities
coincides with the specification given. This are the so called measure consistent
with the specification. Formally:
Definition 2.2.4. A probability measure µ on Ω is said to be consistent with
the specification Γ = (γΛ)Λ∈S if its conditional probabilities for finite subsystems
are given by the (γΛ)Λ∈S that is:
For each Λ ∈ S and A ∈ F , Eµ[χA(·)|FΛc ] = γΛ(·, A) µ-a.e..
We will denote by G(Γ) the set of all measures consistent with Γ.
As we will see in the next section, we will focus our attention on a particular type
of specification, those for which the spins inside a finite set Λ depends weakly on
the spins that are far away from it. This requirement can be formally described
as follows:
Definition 2.2.5. A specification Γ = (γΛ)Λ∈S is said to be quasilocal if:
f ∈ Bql(Ω) =⇒ γΛf ∈ Bql(Ω)
for each Λ ∈ S.
Remark 2.2.6. On Zd, an equivalent condition for a specification Γ = {γΛ}V ∈S to
be quasilocal is the following:
sup
σΛ∈ΩΛ
sup
ω∈Ω
sup
η,ξ∈Ω
|γΛ(ωΛn\ΛηΛcn\Λ, σΛ)− γΛ(ωΛn\ΛξΛcn\Λ, σΛ)| → 0, (2.2.3)
for every Λ ∈ Ω.
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Finally we introduce two further desirable properties of specifications:
Definition 2.2.7. A specification Γ = (γΛ)Λ∈S is said to be:
• non-null (with respect to µ0) if, for each Λ ∈ S and each A ∈ FΛ,
µ(A) > 0 =⇒ γΛ(ω,A) > 0 for all ω ∈ Ω;
• uniformly non-null (with respect to µ0) if, for each Λ ∈ S there exist
constants 0 < αΛ ≤ βΛ <∞ such that:
αΛµ(A) ≤ γΛ(ω,A) ≤ βΛµ(A)
for all ω ∈ Ω and all A ∈ FΛ.
2.3 Gibbsian Specifications and Gibbs Measures
Consider a classical finite-volume statistical-mechanical system with configuration
space Ω, Hamiltonian H and a priori measure µ0. To this system one can associate
the so-called Boltzmann-Gibbs distribution µBG at inverse temperature β which
can be characterized in the following way:
dµBG(ω) =
e−βH(ω)
Z−1
dµ0(ω), (2.3.1)
where
Z =
∫
e−βH(ω) dµ0(ω). (2.3.2)
The notion of Boltzmann-Gibbs measure can not immediately be extended to
infinite-volume systems because the Hamiltonian H is, a priori, not well-defined.
However, as we already said, we can adapt it to this case requiring that all the
finite-volume conditional probabilities, conditioned on the exterior of the volume,
coincide with the Boltzmann-Gibbs distribution for the finite volume considered.
This led to the theory of Gibbs measures.
We start by defining formally what a Gibbs distribution and a Gibbs measure are.
Let Φ be a UAC potential, we then define the partition function as:
ZΦΛ (ωΛc) =
∑
σΛ∈ΩΛ
e−H
Φ
Λ (σΛωΛc ).
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Definition 2.3.1. The probability measure γΦΛ (ω, ·) on F defined by
γΦΛ (ω,A) =
1
ZΦΛ (ωΛc)
∑
σΛ∈ΩΛ∩A
e−H
Φ
Λ (σΛωΛc ) (2.3.3)
is called the Gibbs distribution in volume Λ with boundary condition ωΛc corre-
sponding to the interaction Φ.
It is easy to verify that the family ΓΦ =
{
γΦΛ
}
Λ
is indeed a specification (see for
example [1, Chapter 2.1] or [5, Theorem 3.23]); it is called the Gibbsian specification
for the interaction Φ.
Definition 2.3.2. A measure µ on L consistent with ΓΦ is called a Gibbs mea-
sure for the interaction Φ. We will denote by G(ΓΦ) (or G(Φ)) the set of all the
Gibbs measures for the interaction Φ.
We have the following existence result:
Theorem 2.3.3. For a UAC potential Φ there exists at least one Gibbs measure,
i.e., G(ΓΦ) 6= ∅
As a consequence of the choice of considering only UAC potentials, it follows that
a Gibbsian specification is quasilocal (the details can be found in [1, Prop 2.24,
Example 2.25]). Furthermore it is easy to prove that any Gibbsian specification is
uniformly non-null.
A fundamental result of Kozlov [6] states that also the opposite is true: a spec-
ification Γ = {γΛ}Λ∈S that is uniformly non-null and quasilocal is a Gibbsian
specification for some UAC potential Φ, i.e. γ = γΦ. Furthermore, in the case of
state spaces E that are finite, which will be the case we will focus on, Kozlov [6]
and Sullivan [7] have observed that a specification is non-null if and only if it is
uniformly non-null.
We can summarize what we have just said in the following theorem, which is better
known as the Gibbs-representation theorem:
Theorem 2.3.4. Let Γ be a specification, and µ0 a product measure. Then the
following statements are equivalent:
(i) there exists a UAC potential Φ such that Γ is the Gibbsian specification for
Φ and µ0;
(ii) Γ is quasilocal and uniformly non-null with respect to µ0.
Moreover, if the single-spin space E is finite, then these are also equivalent to:
(iii) Γ is quasilocal and is non-null with respect to µ0.
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2.4 Uniqueness of Gibbs Measure
In this section we want to illustrate a result, proved by Dobrushin in 1968 [18],
which establishes a sufficient condition for the uniqueness of the Gibbs measure
on a system Ω. To do so we will follow the framework used by Georgii in his book
[1, Chapter 8].
The idea is to analyze a given specification Γ by looking at the L × L-matrix
C(Γ) = {Ci,j(Γ)}i,j∈L that describes how much the conditional distribution γi(·|ω)
of σi depends on the value ωj of the spin at j.
More specifically, let Γ = {γΛ}Λ∈S be a specification with state space (E, E) on
an arbitrary lattice L; we define the Dobrushin’s interdependence matrix
C(Γ) : L× L→ R by
Ci,j(Γ) := sup
ω,σ∈Ω:ωL\{j}=σL\{j}
∥∥γ0i (·|ω)− γ0i (·|σ)∥∥ , (2.4.1)
where γ0i are the projections of the specification Γ on the singletons in L; more
precisely:
γ0i (A|ω) = γ{i}({σi ∈ A} |ω) (A ∈ E , ω ∈ Ω). (2.4.2)
We have to specify how the norm used in equation 2.4.1 is defined; there are several
equivalent definition, for our purposes we can simply use the following:∥∥γ0i (·|ω)− γ0i (·|σ)∥∥ := max
A∈E
|γ0i (A|ω)− γ0i (A|σ)|, (2.4.3)
which, in the case of countable single-spin space E, can be rewritten in the following
way: ∥∥γ0i (·|ω)− γ0i (·|σ)∥∥ = 12 ∑
x∈E
|γ0i ({x} |ω)− γ0i ({x} |σ)|. (2.4.4)
We can now illustrate what it means for a specification to satisfy the Dobrushin’s
condition:
Definition 2.4.1. Let Γ be a specification; Γ is said to satisfy Dobrushin’s condi-
tion if it is quasilocal and
c(Γ) := sup
i∈L
∑
j∈S
Ci,j(Γ) < 1. (2.4.5)
This condition, as proved by Dobrushin, is sufficient to have uniqueness of the
Gibbs measure:
Theorem 2.4.2. If a specification Γ satisfies the Dobrushin’s condition then |G(Γ)| ≤
1.
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Remark 2.4.3. The condition anyway is not necessary. In the two dimensional
ferromagnetic Ising model, for instance, for β < βc
3 the Dobrushin’s condition is
not always satisfied, but we have uniqueness of the Gibbs measure.
We want to highlight that the proof presented by Georgii (see[1, Theorem 8.7])
requires the state space E to be the same for every node of the lattice L. However,
in Chapter 4.2, we will need a more general version of this results: indeed, we will
want to verify the Dobrushin condition for lattice were every single-spin space E
to depend on the node to which it is attached:
Ω =
∏
j∈Zd
Ej (2.4.6)
Anyway, Georgii’s proof can be simply adapt to this case, as we will now show.
Before starting the proof we need to introduce a notion of comparison between
two probabilities measure µ and µ˜ on (Ω,F). We start by defining the oscillations
at single sites for a bounded and quasilocal function. Let f ∈ Bql(Ω) and j ∈ L.
The oscillation of f at j is defined by
δj(f) := sup
ζ,η∈Ω,ζL\{j}=ηL\{j}
|f(ζ)− f(η)|.| (2.4.7)
We have:
δj(f) = sup
ω∈Ω
δ(fj,ω), (2.4.8)
where fj,ω : Ej → R is defined by fj,ω(x) = f(xωL\{j}). Notice that each function
fj,ω is defined on Ej. In the original proof they were all defined on the same space
E. This is the only adaptation we have to do in order to adapt Georgii’s proof to
our different framework.
Furthermore the following inequality holds:
δ(f) := sup
ζ,η
|f(ζ)− f(η)| ≤
∑
j∈L
δj(f) (2.4.9)
for all f ∈ Bql(Ω). We can now introduce the notion of local comparison:
Definition 2.4.4. Let µ, µ˜ ∈ P(Ω,F) be given. We will say that a vector a =
(aj)j∈L ∈ [0,∞[L is an estimate for µ and µ˜ if
|µ(f)− µ˜(f)| ≤
∑
j∈L
ajδj(f) (2.4.10)
for all f ∈ Bql(Ω).
3The reader who is not familiar with the Ising Model will find a description of it in Section
2.6.
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Georgii, at this point, proves the following simple facts:
Remark 2.4.5.
1. The constant vector a ≡ 1 is always an estimate.
2. If (2.4.10) holds for all f ∈ Bloc(Ω) only, then a is an estimate as well.
3. A coordinatewise limit of a sequence of estimates for µ and µ˜ is also an
estimate for µ and µ˜.
Fix now two quasilocal specifications γ and γ˜, and let µ, µ˜ be Gibbs measures for
γ, γ˜ respectively. For each i ∈ L we let bi : Ω → [0,∞[ be a measurable function
such that
‖γ0i (·|ω)− γ˜0i (·|ω)‖ ≤ bi(ω)
for all ω ∈ Ω. We have then the following Lemma whose proof we will omit:
Lemma 2.4.6. Consider the situation described above, and suppose a is an esti-
mate for µ and µ˜. Define a vector a by
a := C(Γ)a+ µ˜(b).
That is, the i’th coordinate of a is:
ai =
∑
j∈L
Ci,j(Γ)aj + µ˜(bi).
Then a is also an estimate for µ and µ˜.
We need now to introduce some of further notation. Consider a specification Γ;
for every n ≥ 0 we let
Cn(Γ) =
{
Cni,j(Γ)
}
i,j∈L
denote the n’th power of the interaction matrix C(Γ). We put:
D(Γ) = {Di,j(Γ)}i,j∈L =
∑
n≥0
Cn(Γ).
We then have the following result:
Theorem 2.4.7. Let Γ and Γ˜ be two specifications, and suppose Γ satisfies Dobr-
uschin’s condition. For each i ∈ L we let bi be a measurable function on Ω such
that
‖γ0i (·|ω)− γ˜0i (·|ω)‖ ≤ bi(ω)
for all ω ∈ Ω. If µ ∈ G(Γ) and µ˜ ∈ G(Γ˜) then
|µ(f)− µ˜(f)| ≤
∑
i,j∈L
δi(f)Di,j(Γ)µ˜(bj)
for all f ∈ Bql(Ω).
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Proof. Let C = C(Γ), D = D(Γ) and b˜ =
{
˜µ(bi)
}
i∈L
. We may assume that b˜i ≤ 1
for all i ∈ L, if not we replace bi with 1 ∧ bi. We want to show that the vector Db˜
is an estimate for µ and µ˜.
By Remark 2.4.5 (1) the constant vector a ≡ 1 is an estimate. We can then apply
Lemma 2.4.6 to find that for each n ≥ 1 the vector
a(n) = Cna+
n−1∑
k=0
Ckb˜
is an estimate. If we prove that a(n) tends to Db˜ coordinatewise when n → ∞,
then we conclude using 2.4.5 (3). Dobrushin’s condition implies:∑
j∈L
Cni,j ≤ c(Γ)n
for all n ≥ 0, i ∈ L. As a consequence, the row sums of D are at most 1/(1−c(Γ));
in particular, D has finite entries and Db˜ exists. Finally,
Cna =
∑
j∈L
Cn·,j → 0
coordinatewise as n→∞. Hence a(n) → Db˜, and the proof is concluded.
To prove Theorem 2.4.2 it is sufficient to apply the previous result to Γ˜ = Γ:
choosing bi ≡ 0 for all i ∈ L, we see that µ(f) = µ˜(f) for all f ∈ Bloc(Ω).
Therefore µ = µ˜ whenever µ, µ˜ ∈ G(Γ).
2.5 Markov processes
In this section we follow closely Chapter 3.1 of Georgii’s book [1]. We want to
discuss an easy example: the Markov specifications on the integers.
Let us choose L = Z and E a finite non-empty state space. We start with a
definition:
Definition 2.5.1. Consider a specification Γ with lattice Z and state space E. We
will say that Γ is a positive homogeneous Markov specification if there is a
function g(·, ·, ·) > 0 defined on E3 such that:
γ{i}(σi = x|ω) = g(ωi−1, x, ωi+1),
for all i ∈ Z, y ∈ E and ω ∈ Ω.
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The main result about Markov specifications says that each positive homogeneous
Markov specification admits a unique Gibbs measure µ. In particular µ is a Markov
chain with a positive transition matrix P which can be explicitly computed from
Γ.
It is known that to every stochastic matrix P = {P (x, y)}x,y∈E with non-zero
entries it is associated the unique distribution µP ∈ P(Ω,F) of the stationary
Markov chain with transition matrix P . Furthermore µP is characterized by the
condition:
µP (σi = x0, σi+1 = x1, . . . , σi+n = xn) = αP (x0)P (x0, x1) . . . P (xn−1, xn), (2.5.1)
where i ∈ Z, n ∈ Z+, x0, . . . , xn ∈ E and αP ∈]0, 1[E is the unique probability
(row) vector satisfying the relation αP = αP .
The following result is proven in [1]:
Theorem 2.5.2. The relation
G(Γ) = {µP}
establishes a one-to-one correspondence Γ ↔ P between the set of all positive
homogeneous Markov specifications and the set of all stochastic matrices on E
with non-vanishing entries. For given P the corresponding Γ is determined by the
equation:
γΛ(σΛ = ζ|ω) = µP (σΛ = ζ|σ∂Λ = ω∂Λ), (2.5.2)
with Λ ∈ S, ω ∈ Ω, ζ ∈ EΛ and ∂Λ = {i ∈ Z \ Λ : |i− j| = 1 for some j ∈ Λ}.
Conversely, P can be expressed in terms of the determining function g of Γ as:
P (x, y) = Q(x, y)r(y)/qr(x), (2.5.3)
with x, y ∈ E, Q(x, y) = g(a, x, y)/g(a, a, y) for some arbitrarily fixed a ∈ E, q is
the largest positive eigenvalue of Q = {Q(x, y)}x,y∈E and r ∈]0,∞[E a correspond-
ing right eigenvector.
The right term of 2.5.3 can be also expressed explicitly for every Λ ∈ S. Indeed,
Λ is of the form
Λ = ∪nk=1 {ik + 1, . . . , ik + nK} ,
for some n ≥ 1, ik ∈ Z and nk ∈ N where the union is disjoint. Therefore, 2.5.1
gives:
µP (σΛ = ζ|σ∂Λ = ω∂Λ) =
n∏
k=1
P (ωik , ζik+1)P (ωik+1, ζik+2) . . . P (ωik+nk , ζik+nk+1)
P nk+1(ωik , ωik+nk+1)
,
where Pm is the m’th matrix power of P .
We want now to introduce the so called homogeneous nearet-neighbour potential:
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Definition 2.5.3. We will say that a nearest-neighbour potential Φ is homoge-
neous if there are two functions φ1 : E → R and φ2 : E × E → R such that:
ΦV (σ) =
{
φ1(σi) if V = {i}
φ2(σi, σi+1) if V = {i, i+ 1}
We then have the following characterization of the positive homogeneous Markov
specifications:
Corollary 2.5.4. A specification Γ is a positive homogeneous Markov specification
if and only if is Gibbsian for some homogeneous nearest-neighbour potential Φ.
2.6 The Ising Model
The Ising Model in one dimension, also called Ising chain, is a simplified model used
to describe a ferromagnetic or anti-ferromagnetic substance. It was first introduce
by W. Lenz in 1920 [10] and analyzed by E. Ising in 1924 [11]. The model is based
on the following assumptions:
1. The substance modeled consist of spins which can assume two possible values:
+1 and −1 (”up” and ”down” orientation of the spin). So we set the single-
spin space E = {±1};
2. The spins are disposed to form an infinite one dimension linear chain. In
other words they are located at the sites of the lattice L = Z;
3. The interaction among the spins is defined by the potential {ΦV }V ∈S with
each ΦV : E
L → R constructed in the following way:
ΦJ,hV (ω) =

−hiωi if V = {i}
−Ji,jωiωj if V = {i, j}
0 otherwise
where J : L × L → R is called the coupling function and h : L → R the
external magnetic field.
In the standard Ising model Ji,j = 0 unless i, j are nearest neighbour, if furthermore
both J and h are constant we call it homogeneous Ising model. Finally it is said
to be ferromagnetic when J ≥ 0, anti-ferromagnetic when J < 0.
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Remark 2.6.1. From a physical point of view, J plays the role of an inverse tem-
perature, i.e., 1/J is proportional to the absolute temperature of the system.
We note that the potential of the standard Ising model is UAC, indeed one has:
‖Φ‖ = sup
i∈L
{hi + Ji,i+1 + Ji−1,i} <∞.
For our purposes we will focus on the ferromagnetic, standard, homogeneous Ising
Model. As showed in detail in [1, Chapter 3.2], in this case, for every J, h ∈ R
there exists a unique Gibbs measure µJ,h ∈ G(ΦJ,h) which is characterized by:
µJ,h(σi) = [e
−4J + sinh2(h)]−
1
2 sinh(h), (2.6.1)
for all i ∈ Z.
It is interesting then to investigate the behaviour of the system in the low tem-
perature limit. To do so, we multiply the potential ΦJ,h by a factor β, the inverse
absolute temperature, and we consider G(βΦJ,h) = G(ΦβJ,βh) = {µβJ,βh} when β
goes to infinity. What we find is that for h > 0 the measure µβJ,βh converges
weakly to δ+, the Dirac measure concentrated on ω
+ (defined by ω+i = 1 ∀i ∈ Z),
and for h < 0 it converges to δ−, the Dirac measure concentrated on ω− = −ω+.
The behaviour is slightly different in the case of zero magnetic field: in this case,
indeed, the limiting measure is the equidistribution on the set {ω+, ω−}. As a
consequence of this fact we assist to a asymptotic loss of tail triviality: while each
measure µJ is either equal to 0 or 1 on F∞, the limiting measure is not.
The situation gets worse in higher dimensions where we assist to a loss of tail
triviality even for finite β’s and this will lead to the existence of multiple Gibbs
measures.
Consider for example the Ising Model in two dimensions with zero external mag-
netic field and coupling interaction fixed to 1; as showed in [1, Chapter 6.2], for β
sufficiently large there exist two extremal measures µβ−, µ
β
+ ∈ G(βΦ). Furthermore
we have:
µβ−(σ0) < 0 < µ
β
+(σ0),
with
µβ+(σ0) = [1− (sinh 2β)−4]
1
8 , (2.6.2)
where the explicit formula for µβ+(σ0) has been found by Yang in 1952 [12]. This
last fact, from a physical point of view, means that at low temperatures the two-
dimensional ferromagnetic Ising model admits an equilibrium with positive mag-
netization, even though there is no external magnetic field.
A stronger statement, based on the results from Ruelle [13] and Lebowitz and
Martin-Lo¨f [15] in 1972, says that |G(βΦ)| > 1 if and only if µβ+(σ0) > 0. This,
with the fact that µβ+(σ0) is a non-negative non-decreasing function of β, implies
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that there exists a critical inverse temperature βc such that |G(βΦ)| = 1 if β < βc
and |G(βΦ)| > 1 if β > βc. This critical value has been proved to have the following
explicit expression:
βc =
1
2
log(1 +
√
2). (2.6.3)
Finally, Aizenman [16] in 1980 and Higuchi [17] in 1981 proved that µβ−, µ
β
+ are
the only extremal Gibbs measures for βΦ, i.e., the set of all the Gibbs measures
for the potential βΦ coincides with the interval [µβ−, µ
β
+] for all β > βc.
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Chapter 3
Renormalization of Gibbs states
In this Chapter we want to present what a renormalization transformations is,
together with the possible pathologies that can arise. Furthermore we will present
two approaches to study these pathologies on the case of the two-dimensional ferro-
magnetic Ising model: the first one, described by Van Enter, Fernandez and Sokal
in [2, Chapter 4], is a proof that the renormalized system does not admits Gibbs
measures at low temperatures; the second one, introduced by Hallery & Kenendy
[3], shows that the renormalized measure is Gibbs at high temperatures. We will
conclude this Chapter presenting a new approach to the study of renormalized
Gibbs states, which has been proposed by Berghout & Verbitskiy [4], .
3.1 Renormalization Transformations
In this section we want to describe the general framework for studying renormal-
ization transformations (RTs).
More specifically, a renormalization transformation is a rule (which can be either
deterministic or stochastic) that generate a configuration ω′ of “block spins” given
a configuration ω of “original spins”. From a mathematical point of view this
is given by a probability kernel T (ω → ω′). This function is able to take any
probability distribution µ(ω) on the original spins and map it to a probability
distribution µ′(ω′) of block spins in the following way:
µ′(ω′) = (µT )(ω′) =
∑
ω
µ(ω)T (ω → ω′). (3.1.1)
We will now give a formal definition of this concept:
Definition 3.1.1. A map T from an original system (Ω = EZ
d
,F , µ) to an image
(or renormalized) system (Ω′ = (E ′)Z
d′
,F ′, µ′) is called a renormalization trans-
formation if it satisfies the following assumptions:
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1. T is a probability kernel from (Ω,F) to (Ω′,F ′);
2. T carries translation-invariant measures on Ω into translation-invariant mea-
sures on Ω′1.
3. T is strictly local in position space, with asymptotic volume compression fac-
tor K < ∞. This mean that there exists Van Hove sequences2 {Λn}n ⊂ Zd
and {Λ′n}n ⊂ Zd
′
such that
(a) The behavior of the image spins in Λ′n depends only on the original spins
in Λn, i.e. for each A ∈ F ′Λ′n the function T (·, A) is FΛn-measureable;
(b) lim supn→∞
|Λn|
|Λ′n| ≤ K.
Remark 3.1.2. Properties (1) and (2) make rigorous the equation (3.1.1): they
guarantee that the map µ 7→ µT is a well-defined map from the translational
invariant measures on Ω into the translational invariant measures on Ω′.
We have given a very general definition even though in the cases we will analyze
things will be less complicated. For example the first property allows the trans-
formation to be stochastic while we will deal only with deterministic ones, where
the image configuration ω′ is a function t(ω) of the original one. Furthermore, in
our cases, the spacial dimension and the configuration spaces will be the same,
i.e., d = d′ and Ω = Ω′. To be precise we will limit ourselves to the study of the
so-called decimation transformation.
3.1.1 Decimation Transformation
Let Ω′ = Ω and d′ = d, and let b be an integer greater or equal then 2. We
define the decimation transformation of parameter b as that deterministic map
that “considers” only those spins belonging to the sub-lattice formed by the spins
at distance b, i.e.,
ω′x = ωbx, ∀x ∈ Zd. (3.1.2)
This is the classical definition of decimation transformation. However, for our
purposes, we need to give also a different definition which is nothing but a different
way to describe the same transformation. The idea is that one of dividing our spin’s
lattice into boxes of size bd and define, on each of these boxes, a function pi which,
1A measure µ is said to be translation invariant if Taµ := µ ◦T−1a = µ for any translation Ta
of vector a ∈ Zd.
2A Van Hove sequence is a sequence of volumes Λn which grow in such a way that the surface-
to-volume ratio tends to zero; for example we can require that limn→0 |∂−Λn|/|Λn| = 0, where
∂−Λn = {x ∈ Λ : dist(x,Λc) ≤ 1} .
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from the original configuration, selects only one spin (the one that “survives” after
the traditional decimation). In this way we have different single-spin states in the
original and image system, but we have the advantage that the value of the image
configuration at site i depends only on the original spins at the box i (while in the
traditional way it depends on the spin at site bi).
Example 3.1.3. We would like to use the b = 2 decimation in the case of the two-
dimensional Ising model to show the differences between the two way to see the
decimation:
• traditional decimation: in this case both configuration spaces are the
same:
Ω = Ω′ = {±1}Z2 .
For every i ∈ Ω we define pi : Ω→ Ω′ in the following way:
ω′i = pi(ω)i := ωbi
ω0,0
ω0,1
ω0,2
ω0,3
ω0,4
ω1,0
ω1,1
ω1,2
ω1,3
ω1,4
ω2,0
ω2,1
ω2,2
ω2,3
ω2,4
ω3,0
ω3,1
ω3,2
ω3,3
ω3,4
ω4,0
ω4,1
ω4,2
ω4,3
ω4,4
pi−→
ω′0,0
ω′0,1
ω′0,2
ω′1,0
ω′1,1
ω′1,2
ω′2,0
ω′2,1
ω′2,2
Figure 3.1: The b=2 traditional decimation
• box decimation: in this case we define Ω = {{±1}4}Z2 and Ω = {±1}Z2 .
In this case we define the decimation function componentwise, and we define
each component pii : {±1}4 → {±1} in the following way:
pii(ωi) = ω
0,0
i (= ω
′
i),
where ωi is formed by the four spins
{
ω0,0i , ω
1,0
i , ω
0,1
i , ω
1,1
i
}
.
In this way the lattice is formed by box and not by single spins:
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ω1,1i
ω1,0i
ω0,1i
ω0,0i
ωi pii−→
ω1,1i
ω1,0i
ω0,1i
ω0,0i
ω′i
Figure 3.2: The pii component of the b=2 box decimation
ω0,0 ω1,0
ω0,1 ω1,1
pi−→
ω′0,0 ω
′
1,0
ω′0,1 ω
′
1,1
Figure 3.3: The b=2 box decimation
3.2 Possible pathologies
As we have seen in the previous section, it is easy to define the renormalization
map on measures. However, for applications, it is more interesting to think of the
renormalization transformation acting on Hamiltonians. A natural way to proceed
is as follows: if µ is a Gibbs measure for the original system with Hamiltonian H,
we may suppose that the renormalized measure µ′ is the Gibbs measure for some
Hamiltonian H ′. This way of defining the renormalization for Hamiltonians is
sketched in the following diagram:
µ
T−→ µ′ := µT
↑ ↓
H
R−→ H ′
Since the relation between a Hamiltonian and its Gibbs measure is formally given
by µ = const× e−H , we can formally define the renormalization map on the space
of Hamiltonians by:
H ′(ω′) = (RH)(ω′) = − log(
∑
ω
e−H(ω)T (ω → ω′)) + const. (3.2.1)
The problem is that H ′ given by (3.2.1) is defined only for finite-volume system,
while we want to extend it to infinite-volume ones where it is ill-defined (in fact
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its value is almost surely ±∞).
The first problem we have to deal with, is the fact that for the infinite-volume limit
the Gibbs measure may be not unique. Consider, for instance, an Hamiltonian H
for which there exist at least two distinct extremal translational-invariant Gibbs
measure µ1 and µ2. When we apply the renormalization T as in (3.1.1), we find
the renormalized measures µ′1 = µ1T and µ
′
2 = µ2T which, in principle, can be
Gibbsian for two different renormalized Hamiltonians H ′1 6= H ′2. This would mean
that the renormalization map (R) on the space of the Hamiltonians may be multi-
valued. However, as proved in [2, Theorem 3.4], this cannot happen (modulo
physical equivalence in the DLR sense): if two initial Gibbs measures correspond
to the same interaction Φ, then the renormalized measures are either both Gibbsian
for the same renormalized interaction Φ′, or else they are both non-Gibbsian.
More serious problems can arise from the downward vertical arrow of the diagram:
indeed, although to a given µ′ can correspond at most one Hamiltonian H ′, it
can happen that to the given µ′ there is no corresponding Hamiltonian H ′. This
means that it might happen that the images measure µ′ is not a Gibbs measure for
any Hamiltonian. This non-Gibbsianity of the renormalized measure is the only
pathology that can arise for the renormalization map. In particular, it has been
proved [19,20] that the the renormalization map is well-defined at high temperature
while, in some cases, as we will see in the next section, it is ill-defined for low
temperature.
3.3 Decimation of the 2D-Ising Model
In this section we want to present some results concerning the decimation of pa-
rameter 2 for the two dimensional ferromagnetic Ising Model with zero magnetic
field. The first result, given by Van Enter, Fernandez and Sokal [2, Chapter 4.1.2],
is about the non-gibbsianity of the renormalized measure at low temperature.
The second result, given by Haller and Kennedy [3], is a proof of the fact that the
renormalized measure can be Gibbs even for temperatures below the critical point
(β > βc).
In the following sections µ will be a Gibbs measure for the original system, T the
traditional b = 2 decimation and ν = µT the renormalized measure. Under this
transformation we introduce the following notation:
• image spins (Z2)img: those spins (points of Z2) with both coordinates even;
• internal spins (Z2)int: the remaining spins.
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3.3.1 Non Gibbsianity: Van Enter-Fernandez-Sokal sce-
nario
Van Enter, Fernandez and Sokal proved that for β > 1
2
cosh−1(e2βc) ≈ 1.73βc,
the renormalized measure is not Gibbs for any potential. We want here to give a
briefly description of their argument; further details can be found on their notes.
The strategy of the proof is to show that, in the image system, the conditional
expectations of σ′0,0 (here the apex
′ is used to refer to the image spins) are essen-
tially discontinuous3 as a function of the boundary conditions. This, indeed, for
systems with a finite single-spin space, like the Ising model, is equivalent to non-
quasilocality of the renormalized specification. Hence the renormalized measure ν
is non-Gibbs. The proof of the essential discontinuity goes in four steps:
• Step 0: Construction of the specification for the image system.
Here we want to compute the conditional probabilities ν(·|{σ′j}j∈(Λ′)c) for
the image system; these probabilities can be seen as conditional probabilities
on the original system µ(·|{σ′j}j∈Λc), where we are conditioning on a set
Λc which is not cofinite, and therefore we can not use directly the DLR
equations.
However, we can proceed in the following way: we define the system restricted
to the volume ∆ := Z2 \ Λc with configuration space Ω∆ := {±1}∆. The
specification for the volume ∆ with external spins set to σΛc is the family
Πσ = {piσV }V ∈S,V⊂∆ defined by:
piσV (σ
′, A) = piV (σΛcσ′, A),
where σ′ ∈ Ω∆, A ∈ F∆ and {piσV }V is the specification for the original
system. At this point, if we consider µσ a regular conditional probability for
µ given FΛc , it turns out that the measure µσ|F∆ is consistent with Πσ for
µ-a.e. σ [2, Proposition 2.25].
Remark 3.3.1. Note that the we only know that µσ is some Gibbs measure for
the restricted specification Πσ: if there exist more than one Gibbs measures
for Πσ, then we can’t know which one is µσ. Hence, all the bounds which
will be proved in the next steps will have to be valid uniformly for all Gibbs
measures for Πσ.
Remark 3.3.2. Note also that this computation of the conditional probabili-
ties is valid only for µ-a.e. σΛc . This is why discontinuity of the conditional
expectations of σ′0,0 is not sufficient, and we need to show essential disconti-
nuity.
3this means that no modification on a set of (µT )-measure zero can make them continuous.
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• Step 1: Selection of an image-spin configuration ω′special.
Since we want to prove that the conditional probabilities µ(·|σΛc) are essen-
tially discontinuous functions of σΛc , we want to find a point ω
′ of essential
discontinuity. The right configuration ω′special, found by Griffiths and Pearce
[21,22], is the fully alternating configuration ω′alt defined by:
σ′i1,i2 := (−1)i1+i2 .
From figure 3.4 we can see that each internal spin is adjacent either to two
+
+
-
+
-
+-
+
+
-
-
+
+
-
-
+-
+
+
-
-
+
+
-
-
Figure 3.4: The alternating configuration
images spins of opposite sign (in which case the effective magnetic fields can-
cel) or else to no image spin at all. Therefore the modified object system
is simply a ferromagnetic Ising model in a zero field decorated lattice. In-
tegrating out the spins which have exactly two neighbors we find that for
β > 1
2
cosh−1(e2βc) ≈ 1.73βc the modify system with image-spin configu-
ration ω′alt has two distinct Gibbs extreme measures (called “+” and “-”
phases).
• Step 2: Study of a neighborhood of ω′special = ω′alt.
In this step we study the internal-spins system for a fixed image configura-
tion ω′ in a neighborhood of ω′alt, and we show that the local magnetization
〈σi〉ω′ is a discontinuous function of ω′.
To do so it is sufficient to show that there exists δ > 0 such that in each
neighborhood of ω′alt the essential oscillation of 〈σi〉ω′ is at least δ. In par-
ticular, Van Enter, Fernandez and Sokal have proved that there exist δ > 0
such that in each neighborhood N of ω′alt there exist nonempty open sets
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N+,N− ⊂ N and constants c+ > c− with c+ − c− ≥ δ such that:
〈σi〉ω′ ≥ c+whenever ω′ ∈ N+
〈σi〉ω′ ≤ c−whenever ω′ ∈ N−
• Step 3: Unfixing of the spin at the origin.
The final step is a slightly modification of the previous one. Indeed in Step
2 we have studied the system of the internal spins with all the image spins
fixed to ω′alt, but we need to study the system consisting of the internal spins
plus the image spin inside Λ′. However, It is not necessary to do it for all
the finite Λ′ but it is sufficient to consider only the case of Λ′ = {0}.
The results is the same as before: after some computations we can show
that the local magnetization at the origin is essentially greater than δ. More
precisely, for every neighborhood N of ω′alt there exist open sets A+, A− such
that for all ω′1 ∈ A+ and ω′2 ∈ A−, we have
Eν
[
σ′0,0|
{
σ′i,j
}
(i,j) 6=(0,0)
]
(ω′2)− Eν
[
σ′0,0|
{
σ′i,j
}
(i,j)6=(0,0)
]
(ω′2) ≥ δ,
with δ > 0.
This means that the conditional expectations of σ′0 are essentially discontinu-
ous as a function pf the boundary conditions. Which implies non Gibbsianity
of the renormalized measure ν.
3.3.2 Gibbsianity: Haller & Kennedy proof
Haller and Kennedy proved that the renormalized measure ν is Gibbs for β <
1.3645βc. We want now to present their method without reporting all the compu-
tations; the reader can find them on their paper.
The proof is based on the following result which has been proved by Haller and
Kennedy:
Theorem 3.3.3. If µ is a Gibbs measure such that there exist C <∞ and λ > 0
such that for every finite V ⊂ Zd, all n,m ∈ V , every boundary condition τV c, and
every image spin configuration ω′ one has:
|µω′V (σnσm|τV c)− µω
′
V (σn|τV c)µω
′
V (σm|τ¯V c)| ≤ Ce−λ‖n−m‖, (3.3.1)
then ν = µ ◦ pi−1 is Gibbs.
Remark 3.3.4. The measures µω
′
’s in the Theorem are the same introduced in the
previous Section.
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Furthermore, they show that if, on the system of the internal spins, the Dobrushin
condition is satisfied uniformly in the block spins, then the hypothesis of their
Theorem is satisfied:
Proposition 3.3.5. If the Dobrushin condition is satisfied uniformly for every
block spin configuration ω′, i.e., supσ′ Cσ′ < 1, then the hypothesis (3.3.1) of The-
orem 3.3.3 is satisfied. Hence the renormalized measure ν is Gibbs.
To prove this, they first tried to check immediately the Dobrushin condition on
the internal-spins system. Unfortunately, the condition is not satisfied for any
β > βc. Indeed, after the b = 2 decimation, the system of the internal spins
contains some spins which have 4 neighbours which are internal spins themselves.
Since the interaction is a nearest-neighbour potential, it is clear that for these spins
the Dobrushin condition is satisfied if and only if it was satisfied on the original
lattice Z2. Hence, since in the original lattice the condition is not satisfied below
the critical temperature, it follows that this direct approach will fail even on the
modified lattice.
However, they overcame this obstacle by performing an intermediate step: instead
of doing immediately the b = 2 renormalization they do two b =
√
2 renormaliza-
tions. The final decimated system is the same that we found with the one step
renormalization; however, with this expedient, after the first renormalization we
find a system where we have removed those spins that made the Dobrushin condi-
tion’s test fail. Furthermore, for this intermediate system, it is easy to compute the
renormalized Hamiltonian, and hence we can test the Dobrushin condition. With
this different approach we find exactly what we were looking for: the Dobrushin
condition is satisfied for β < 1.3004βc.
This result can be improved: the central idea is to divide the renormalization in
two passages; the factor
√
2 is not important. Indeed, performing a different in-
termediate decimation we can obtain better results. For instance, they tried the
decimation presented in Figure 3.5. In the figure the blocked spins are indicated
with the letter B, while the original spins that get integrated after the first deci-
mation are denoted with a circle. They form clusters of five sites with no nearest
neighbor interactions between such cluster, hence the sum over these spins can be
done explicitly. Finally, the original spins that survived after the first step deci-
mation are indicated with ”X”’s.
With this different intermediate decimation they find that the Dobrushin condition
on each modified system is satisfied for β < 1.3645βc. .
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B
X
X
B
X
B
B
B
B
X
B
X
B
B
B
B
B
B
Figure 3.5: A different two step renormalization
3.4 Continuous measure disintegrations
In this section we will present a new approach to the study of renormalized patholo-
gies for renormalized Gibbs measure. These approach has been studied by E. Ver-
bitskiy and S. Berghout and has not been published yet. In Chapter 4 we will
apply these results to the two-dimensional ferromagnetic Ising model.
Let d ≥ 1 and X = A Zd , Y = BZd , where A , B are finite alphabets, and
|A | > |B|. Suppose pi : A → B is onto. We refer to pi as a fuzzy coding map
(factor). We use the same letter pi to denote the (componentwise) extension of pi
to a mapping from A V onto BV for any subset V ⊆ Zd.
3.4.1 Conditional measures on fibres
For every image-spin configuration y ∈ Y we denote by Xy the fibre over y, i.e.,
the set of all the original configurations which are mapped by pi into the fixed
image configuration y:
Xy = pi
−1(y) ⊂X .
For every y, Xy is a closed, but not necessarily translation invariant subset of X .
Remark 3.4.1. The fiberXy can be seen as a lattice system itself. Indeed, in terms
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of [14], we have
Xy =
∏
n∈Zd
Ayn ,
where for every b ∈ B, Ab = {a ∈ A : pi(a) = b}.
We introduce now the central notion of measure disintegration, which is nothing
but a collection of probabilities measures on the fibers Xy which respects the law
of total expectation:
Definition 3.4.2. A family of measures µY = {µy}y∈Y is called a family of
conditional measures for µ on fibres Xy (or disintegration of µ) if
(a) µy(Xy) = 1;
(b) for all f ∈ L1(X , µ), the map
y →
∫
Xy
f(x)µy(dx)
is measurable and∫
X
f(x)µ(dx) =
∫
Y
∫
Xy
f(x)µy(dx)ν(dy).
Remark 3.4.3. Note that∫
Xy
f(x)µy(dx) = E
(
f
∣∣∣pi−1B(Y )),
where pi−1B(Y ) is the σ-algebra of sets{
pi−1(C) : C ∈ B(Y )
}
A first result, as one can easily expect, is that every measure admits at least one
family of conditional measures on fibres, see [26]. Furthermore, as the following
proposition says, we also have uniqueness of the measure disintegration (modulo
a set of ν-measure zero):
Proposition 3.4.4. If µY = {µy} and µ˜Y = {µ˜y} are two families of conditional
measures of µ on fibres {Xy}. Then
ν
({
y : µy 6= µ˜y
})
= 0.
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Anyway, in order to study the renormalization of Gibbs measures, measure disin-
tegrations are not enough; we need something more, a particular type of family
of conditional measures. We need to introduce the so called continuous measure
disintegration:
Definition 3.4.5. A family of conditional measures {µy}y∈Y for µ on fibres Xy
is called continuous if for every continuous f : X → R, the map
y 7→
∫
Xy
f(x)µy(dx)
is continuous on Y .
While the existence of a measure disintegration is always granted, things are more
complicated for continuous measure disintegrations. However, if for a given mea-
sure µ and 1-block transformation pi there exists a continuous family of conditional
measures, we have the following important result:
Theorem 3.4.6. Suppose µ ∈ GX (Φ) with Φ ∈ B1(X ), pi : X → Y is a 1-block
factor. Suppose µ admits a continuous family {µy} of conditional measures on
fibres {Xy}. Then ν = µ ◦ pi−1 is a Gibbs state on Y .
In other words the existence of a continuous measure disintegration is a sufficient
condition for the renormalized measure ν to be Gibbs.
3.4.2 Tjur points
T. Tjur [24,25] introduced the following procedure for construction of conditional
measures on fibres, which we will now recall.
Suppose y0 ∈ Y , denote by Dy0 the set of pairs (V,B), where V is an open
neighbourhood of y0 and B is a measurable subset of V such that ν(B) > 0. A pair
(V1, B1) is said to be closer to y0 than (V2, B2), denoted by (V1, B1) < (V2, B2), if
V1 ⊆ V2. This relation gives a partial order on Dy0 . Moreover, (Dy0 ,<) is upwards
directed: for any two elements in Dy0 there exists a third element, which is closer
to y0 than both of them. For (V,B) ∈ Dy0 define a measure µB on X as the
conditional measure on pi−1B:
µB(·) = µ(· |pi−1B).
The set
{
µB(·) | (V,B) ∈ Dy0
}
is a net, or a generalized sequence, in the space
of probability measures on X . We want to study the limiting points of this set,
which have been named Tjur points:
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Definition 3.4.7. If the limit (in the sense of net convergence)
µy0 = lim
Dy03(V,B)↑∞
µB
exists and belongs to a set of probability measures on X , then µy0 is called the
conditional distribution of x, given pi(x) = y0; and we say that y0 is a Tjur point.
Remark 3.4.8. The limit of a generalized sequence is understood in the net con-
vergence sense, in the weak sense of measure convergence; more specifically, for
any ε > 0 and f ∈ C(X ), there exists an open neighbourhood V of y0 such that
for any B ⊆ V with ν(B) > 0 one has∣∣∣∫ f(x)µB(dx)− ∫ f(x)µy0(dx)∣∣∣ < ε.
We want the reader to notice that Definition 3.4.7 requires that the limit, if it
exists, is a probability measure. This is automatic when X is a compact space;
however, for more general spaces, this is a non-trivial condition.
To sum up, we have constructed the limiting distributions {µy}, provided that they
exist, with the explicit hope to be the fibre measures in a conditional disintegration
of µ. As we have discussed above, any disintegration {µy} of µ is defined ν-almost
everywhere. Therefore, if the limiting distributions {µy} exist for ν-a.e. image-
spin distribution y, i.e., if the set of Tjur points has full ν-measure, one should
hope that {µy} could constitute a valid disintegration of the measure µ. Indeed,
this is true, as the following result shows.
Theorem 3.4.9. [25, Theorem 5.1] Suppose measures µy are defined for almost
all y ∈ Y . Then for any integrable f ∈ L1(X , µ), f is µy-integrable for almost
all y, and the function y 7→ ∫ fdµy is ν-integrable; furthermore∫
X
f(x)µ(dx) =
∫
Y
[∫
f(x)µy(dx)
]
ν(dy).
Anyway, this is not completely satisfying for us. Indeed, as mentioned above,
we are interested in finding a measure disintegration which is continuous. The
interesting fact is that, as the following Theorem states, the function which assigns
to a Tjur point y the distribution µy is continuous:
Theorem 3.4.10. [25, Theorem 4.1] Denote by Y0 the set of all Tjur points in
Y . Then the map
y 7→ µy
is continuous on Y0.
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It follows that if the set of Tjur points has full measure, then we are able to
construct a continuous measure disintegration {µy}:
Theorem 3.4.11. [25, Theorem 7.1] Suppose pi : X → Y is a surjective 1-block
factor. The following conditions are equivalent:
(i) the family of measures {µy} on fibres {Xy} constitute a continuous disinte-
gration of µ (c.f., Definition 3.4.5);
(ii) conditional distributions µy are defined for all y ∈ Y and µy = µy.
Furthermore, on lattice systems, one can validate the fact that all points are Tjur
by checking uniform convergence of conditional probabilities. In particular it is
sufficient to check the uniform convergence when one conditions on cylindric events
in Y .
Theorem 3.4.12. The following conditions are equivalent
(1) Every point y ∈ Y is a Tjur point; i.e., the limiting conditional distribution
µy exists for all y;
(2) for all y ∈ Y , the sequence of measures µCyn converges as n→∞ (to the limit
µy), and the convergence is uniform in y: for every ε > 0 and f ∈ C(X )
there exists N ≥ 1 such that for all n ≥ N ,∣∣∣∫ f(x)µCyn(dx)− ∫ f(x)µy(dx)∣∣∣ < ε
for all y ∈ Y .
3.4.3 Limiting conditional distributions and hidden phase
transitions
As in the previous section, fix y ∈ Y and consider the net of conditional measures
Ny =
{
µB(·) = µ(·|pi−1B) : (V,B) ∈ Dy
}
.
Since we are interested in the limiting points of these sets, we want to introduce a
definition of accumulation point for the net Ny:
Definition 3.4.13. A measure µ˜ is an accumulation point of the net Ny if for
all f ∈ C(X ), ε > 0, and for every open set V containing y, there exists a set
B ⊆ V , ν(B) > 0, such that∣∣∣∫ f(x)µB(dx)− ∫ f(x)µ˜(dx)∣∣∣ < ε.
We will denote by My the set of all possible accumulation points of Ny.
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Remark 3.4.14. Clearly, since X is compact, My is not empty.
We then have the following result:
Theorem 3.4.15. For every y ∈ Y the following holds:
(a) My 6= ∅ and for every λy ∈My, λy(Xy) = 1.
(b) Suppose µ is a Gibbs measure on X for potential Φ, then My ⊆ GXy(Φ),
where GXy(Φ) is the set of Gibbs states on Xy for potential Φ.
Combining the previous result with the properties of Tjur points, we are able to
formulate two easy corollaries.
Corollary 3.4.16. If ν = µ ◦ pi−1 is a renormalized Gibbs state and
|My| = 1
for all y ∈ Y , then ν is Gibbs.
Clearly, |My| = 1 for all y ∈ Y , implies that all points in Y are Tjur. Hence we
have a continuous measure disintegration {µy}, and thus ν is Gibbs by Theorem
3.4.6.
However, the sufficient condition |My| = 1 for all y is not easy to validate. Since
My ⊂ GXy(Φ) for all y, we also have the following weaker result.
Corollary 3.4.17. If ν = µ ◦ pi−1 is a renormalized Gibbs state and
|GXy(Φ)| = 1
for all y ∈ Y , then ν is Gibbs.
Corollaries 3.4.16 and 3.4.17 give us two conditions which assure us the Gibbsianity
of the renormalized measure ν. In particular, Berghout & Verbitskiy claim that
the condition |GXy(Φ)| = 1 for all y can be validated relatively easy in a number
of examples.
In Chapter 4 we will try to use these results to check the Gibbsianity of decimated
Markov (dim=1) and Ising (dim=2) models.
3.4.4 Conclusions
We can summarize the results of Berghout & Verbitskiy as follows:
1. The transformed measure ν = µ ◦ pi−1 is Gibbs if there exists a continuous
measure disintegration {µy} of µ;
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2. Continuous measure disintegration {µy} of µ exists if and only if all points
y ∈ Y are Tjur;
3. Requirement that all points y ∈ Y are Tjur is equivalent to uniform conver-
gence of the sequence of measures µC
y
n as n→∞;
4. Condition of existence of a unique Gibbs measure for potential Φ on each
fibre Xy implies that every point y ∈ Y is Tjur.
Hence if we want to show that ν = µ ◦ pi−1 is Gibbs, it is sufficient to check any
of the following conditions:
• uniform in y ∈ Y convergence of µCyn as n→∞;
• uniqueness of Gibbs measures for potential Φ on each fibre Xy for all y.
Chapter 4
Examples
In this Chapter we want to apply the approach presented in Chapter 3.4 to the two
dimensional ferromagnetic Ising model with zero magnetic field. Before studying
this case, however, we would like to present a simpler case: the decimation of
Markov processes in one dimension.
4.1 Decimation of Markov Processes
Let Ω = EZ with |E| < ∞ and let pi be the decimation transformation of scale
parameter b ≥ 2:
pi : Ω →Ω
{xn}n 7→ {yn}n = {xbn}n
As usual, we will denote by S the collection of all the finite subsets of Ω. Let
{Xn}n be the (stationary) Markov chain with transition matrix P > 0 on the
state space E. As stated in Chapter 2.5, there exists a unique positive vector α
such that αP = α, and the stationary (shift-invariant) distribution of {Xn}n is
given by:
P(Xk = xk, Xk+1 = xk+1, . . . , Xn−1 = xn−1, Xn = xn) = αxkPxk,xk+1 · · ·Pxn−1xn .
Consider the resulting process {Yn}n given by Yn = Xbn for every n ∈ Z, b ≥ 2.
Remark 4.1.1. Since {Xn}n is a Markov Process we have:
P(Xn = j|X0 = i) = P ni,j
We will indicate with P the law of {Xn}n and with Q = P ◦ pi−1 the law of {Yn}n.
We now want to illustrate three different approaches to prove that Q, the law of
the renormalized process {Yn}n, is a Gibbs measure.
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4.1.1 First approach: direct computation
Since in this case the situation is pretty simple, we can explicitly write the re-
normalized conditional probabilities and verify that the re-normalized law is Gibbs.
Let us write down the conditional probabilities of the process {Yn}n:
Q(Y0 = y0|Y m1 = ym1 ) =
Q(Y0 = y0, Y1 = y1, . . . , Ym = ym)
Q(Y1 = y1, . . . Ym = ym)
,
=
P(X0 = y0, Xb = y1, . . . , Xbm = ym)
P(Xb = y1, . . . Xbm = ym)
,
=
αy0P
b
y0,y1
· · ·P bym−1,ym
αy1P
b
y1,y2
· · ·P bym−1,ym
=
αy0P
b
y0,y1
αy1
Q(Y0 = y0|Y m1 = ym1 , Y −1−k = y−1−k) =
Q(Y −1−k = y
−1
−k, Y0 = y0, Y
m
1 = y
m
1 )∑
y¯0
Q(Y −1−k = y
−1
−k, Y0 = y¯0, Y
m
1 = y
m
1
=
αy−kP
b
y−k,y−k+1 · · ·P by−1,y0P by0,y1 · · ·P bym−1,ym∑
y¯0
αy−kP
b
y−k,y−k+1 · · ·P by−1,y¯0P by¯0,y1 · · ·P bym−1,ym
=
P by−1,y0P
b
y0,y1∑
y¯0
P by−1,y¯0P
b
y¯0,y1
.
Therefore, since the conditional probabilities Q(Y0 = y0|Y m1 = ym1 , Y −1−k = y−1−k) are
constant for k,m ≥ 1, they converge uniformly for k,m→ +∞.
Thus we have:
Q(Y0 = y0|Y −1−∞ = y−1−∞, Y +∞1 = y+∞1 ) =
P by−1,y0P
b
y0,y1∑
y¯0
P by−1,y¯0P
b
y¯0,y1
(4.1.1)
=: γ{0}(y{0}|y{0}c).
Remark 4.1.2. For our purposes the singleton part of {γΛ}Λ∈S ,i.e., the sub-family
given by all the Λ’s which are singletons, is in principle enough. Indeed, as a
consequence of [1, Theorem 1.33], our specification is determined by its singleton
part.
However, (4.1.1) can be easily generalized:
Q(Y mk = ymk |Y k−1−∞ = yk−1−∞ , Y +∞m+1 = y+∞m+1) =
P byk−1,yk · · ·P bym,ym+1∑
y¯mk
P byk−1,y¯k · · ·P by¯m,ym+1
(4.1.2)
=: γ[k,m](y[k,m], y[k,m]c).
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which can be further extended to the case of a generic finite-subset of indexes:
Q(Y m1k1 = y
m1
k1
, . . . , Y mnkn = y
mn
kn
|Y k1−1−∞ = yk1−1−∞ , Y k2−1m1+1 = yk2−1m1+1, . . . , Y kn−1mn−1+1 = ykn−1mn−1+1Y +∞mn+1 = y+∞mn+1)
=
P byk1−1,yk1
· · ·P bym1 ,ym1+1P byk2−1yk2 · · ·P bym2ym2+1 · · ·P bykn−1ykn · · ·P bymnymn+1∑
y¯
mi
ki
P byk1−1,y¯k1 · · ·P by¯m1 ,ym1+1P byk2−1y¯k2 · · ·P by¯m2ym2+1 · · ·P bykn−1y¯kn · · ·P by¯mnymn+1
=: γΛ(yΛ, yΛc),
with Λ =
⋃n
i=i[ki,mi] where the union is disjoint.
Clearly the family Γ = {γΛ}Λ ∈ S we have constructed is a family of probability
kernels from (Ω,F) to itself; let’s prove that it is a specification:
• For each A ∈ F , the function γΛ(A, ·) is FΛc measurable:
this is trivial since γΛ(A, yΛc), for A fixed, depends only on finitely many
yi’s with i ∈ Λ; indeed it depends only on those i belonging to the set
∂+Λ := {i : dist(i,Λ) = 1}.
• For each B ∈ FΛc , γΛ(B, τ) = 1B(τ):
this is trivial from the way we have constructed {γΛ}Λ. Indeed, by looking at
(4.1.2) we notice immediately that for y ∈ FΛc we have γΛ(y|τΛc) = 1 (resp.
γΛ(y|τΛc) = 0) if yΛc = τΛc (resp. yΛc 6= τΛc).
• If Λ ⊂ Λ′, then γΛ′γΛ = γΛ′ : we prove the property for Λ = {0} and
Λ′ = {−1, 0, 1}, the general case follows.
γΛ′γΛ(τ, ω) =
∑
σΛ′
γΛ(σ, ω)γΛ′(τ, σ)
=
∑
σ1−1
1ω−1ω1(σ)
P bσ−1,ω0P
b
ω0,σ1∑
ω0
P bσ−1,ω0P
b
ω0,σ1
· P
b
τ−2,σ−1P
b
σ−1,σ0P
b
σ0,σ1
P bσ1,τ2∑
ωΛ′
P bτ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ1
=
∑
σ0
P bω−1,ω0P
b
ω0,ω1∑
ω0
P bω−1,ω0P
b
ω0,ω1
· P
b
τ−2,ω−1P
b
ω−1,σ0P
b
σ0,ω1
P bω1,τ2∑
ωΛ′
P bτ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ1
=
∑
σ0
P bω−1,σ0P
b
σ0,ω1∑
ω0
P bω−1,ω0P
b
ω0,ω1
· P
b
τ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ2∑
ωΛ′
P bτ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ1
=
P bτ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ2∑
ωΛ′
P bτ−2,ω−1P
b
ω−1,ω0P
b
ω0,ω1
P bω1,τ1
= γΛ′(τ, ω).
So Γ is a specification; furthermore, it is wasy to see that Γ is local and non-null;
hence Q, which is consistent with this specification, is a Gibbs measure.
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4.1.2 Second approach: uniform convergence of the mea-
sures on the fibres
This approach is based on one of the two conditions, presented in Chapter 3.4,
which implies the Gibbsianity of the renormalized distribution: the uniform con-
vergence of the conditional probability law µyn(A) := µ(A|y[−n,n]) on the fibres.
First of all we should slightly modify the model to adapt it to the set-up we have
seen in Chapter 3. Indeed, while the co-domain of the decimation pi is a sub-lattice
of the domain, we want to deal with a transformation for which the domain and
the co-domain are the same lattice. To do so we divide the lattice Ω into boxes
containing b spins each as shown in Figure 4.1.
xb−1 xb x2b−1x0x−1x−b · · · · · · · · ·
Figure 4.1: The box-lattice Ω
We will denote the new lattice with Ω :=
{
Ab
}Z
.In this way the process {Yn}n
can be written in the form Yn = pi(Xˆn) where:
Xˆn = (Xbn, . . . , Xb(n+1)−1),
and the function φ returns the first component of the vector Xˆn.
Remark 4.1.3. Note that
{
Xˆn
}
n
is still a Markov chain with transition matrix
P > 0 as well: if xb−10 , x˜
b−1
0 are two consecutive strings of length b then:
P
xb−10 ,x˜
b−1
0
=P(x˜b−10 |xb−10 ) = P(x˜b−10 |xb−1) =
P(xb−1x˜b−10 )
P(xb−1)
=
αxb−1Pxb−1,x˜0Px˜0,x˜1 · · ·Px˜b−2,x˜b−1
αxb−1
=Pxb−1,x˜0Px˜0,x˜1 · · ·Px˜b−2,x˜b−1 > 0.
We want to show that for every A ∈ F the sequences µyn(A) := µ(A|y[−n,n])
converges uniformly in y for n that goes to infinity. It is sufficient to verify this
for a cylinder so we will consider an interval [bk, bm − 1] and we will compute
µyn(x[bk,bm−1]) for every x such that xi = yi/b for every i ∈ [bk, bm− 1] multiple of
b. Since we are considering the limit for n that goes to infinity we can suppose
[bk, bm− 1] ⊂ [−nb, nb].
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We can now compute the conditional probabilities µyn(x
bm−1
bk ):
µ(xbm−1bk |y[−n,n]) =P(Xbm−1bk = xbm−1bk |X−nb = yn, X(−n+1)b = y−n+1, . . . , Xnb = yn)
=
P(Xbm−1bk = x
bm−1
bk , X−nb = yn, X(−n+1)b = y−n+1, . . . , Xnb = yn)
P(X−nb = yn, X(−n+1)b = y−n+1, . . . , Xnb = yn)
=
αy−nP
b
y−ny−n+1 · · ·P byk−1xbkPxbkxbk+1 · · ·Pxbm−2xbm−1Pxbm−1ym · · ·P byn−1yn
αy−nP
b
y−ny−n+1 · · ·P byk−1yk · · ·P bym−1ym · · ·P byn−1yn
=
Pxbkxbk+1 · · ·Pxbm−2xbm−1Pxbm−1ym
P bykyk+1 · · ·P bym−1ym
which clearly does not depend on n, and hence the limit exists.
Note also that the limit is constant for n larger than a certain N(A) and so the
convergence is uniform in y hence, according to Theorem 3.4.12, the law of the
re-normalized distribution is Gibbs.
4.2 Decimation of the 2D Ising model
We now turn our attention to the two-dimensional ferromagnetic Ising Model with
inverse temperature β and zero magnetic field. We consider a Gibbs measure µ on
X = {±1}Z2 and pi, the 2-decimation transformation. We want to find sufficient
conditions for the renormalized measure ν = µ ◦ pi−1 to be Gibbs.
Following the scheme of Chapter 3.4, we define X =
{{±1}4}Z2 , Z = {±1}Z2 .
By looking at Figure 4.2 it is clear that the Gibbs measure µ on X gives, in a
natural way, a Gibbs measure µ on X which interaction is given by:
Φ{(i,j)}(σ) = β(σ
0,0
i,j σ
0,1
i,j + σ
0,1
i,j σ
1,1
i,j + σ
1,1
i,j σ
1,0
i,j + σ
1,0
i,j σ
0,0
i,j ),
Φ{(i,j),(i+1,j)}(σ) = β(σ
1,1
i,j σ
0,1
i+1,j + σ
1,0
i,j σ
0,0
i+1,j),
Φ{(i,j),(i,j+1)}(σ) = β(σ
0,1
i,j σ
0,0
i,j+1 + σ
1,1
i,j σ
1,0
i,j+1)
and ΦΛ(σ) = 0 in all the other cases, i.e., Λ is neither a one-point set nor a nearest
neighbour couple.
Consider now the tranformation pi0 which, as showed in figure 4.3, selects the
botton-left spin of each box-configuration:
pi0 : {±1}4 −→ {±1}
(σ0,0, σ0,1, σ1,0, σ1,1) 7−→ (σ0,0)
We will indicate by pi the map from X to Z which is the coordinatewise exten-
sion of pi0 .
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σ0,0i,j
σ0,1i,j
σ1,0i,j
σ1,1i,j
σ0,0i,j
σ0,1i−1,j
σ1,0i−1,j
σ1,1i−1,j
σ0,0i,j−1
σ0,1i,j−1
σ1,0i,j−1
σ1,1i,j−1
σ0,0i+1,j
σ0,1i+1,j
σ1,0i+1,j
σ1,1i+1,j
σ0,0i,j+1
σ0,1i,j+1
σ1,0i,j+1
σ1,1i,j+1
Figure 4.2: Interactions in the boxes’ lattice X
For every z ∈ Z, X z is the fibre over z:
X z = pi−1(z) ⊂ X.
According to Corollary 3.4.17, if we prove that for every z ∈ Z we have unique-
ness of the Gibbs measure on Xz, then we have proved the Gibbsianity of the
renormalized measure ν.
As we have seen in Chapter 2.4, a sufficient condition for an interaction to have a
unique Gibbs measure is the Dobrushin’s condition. We are then tempted to test
the Dobrushin’s condition on our fibre X z hoping to find C(Γz) ≤ 1 for β < kβc
with k > 1. In this case, in fact, we would have proved that the non-Gibbsianity of
the measure on the original Ising system doesn’t imply the non-Gibbsianity of the
renormalized measure. Indeed, for β ∈]βc, kβc[ we would have non-Gibbsianity of
the original measure µ but, at the same time, the renormalized measure ν would
be Gibbs. Unfortunately, as already said in Chapter 3.3.2, this is not the case since
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σ1,1
σ1,0
σ0,1
σ0,0
pi0−→
σ1,1
σ1,0
σ0,1
σ0,0
Figure 4.3: The decimation pi0
the test fails even for βc. This is a consequence of the fact that in the original
system X , on which we build the ”blocks’ space” X, after the decimation there
are two classes of spins:
• original spins which have two nearest neighbors that are block spins and two
that are original spins;
• original spins for which all the nearest neighbors are original spins.
For the spins belonging to the latter case, has it has also observed by Haller and
Kennedy in [3], the quantity
∑
j∈X Ci,j(Γ) is greater than 1 even at βc. As it is
natural, this behaviour is transmitted even to the box-fibre Xz as our tests with
Matlab have confirmed.
As we have seen, Harry and Kennedy [3] proposed an expedient to overcome this
problem: one has to sum out some of the original spins doing an intermediate
decimation before testing the condition on the fibres.
We want to proceed like them by splitting the original decimation of parameter 2
into two decimations of parameter
√
2. However, we want to emphasize that the
the choice of the factor
√
2 is not essential: the important thing is to divide the
decimation into 2 steps!
We would like to describe rigorously this approach, adapting it to our different
framework; indeed, while they applied it directly on the original configuration’s
set X , we are working with the boxes’ space X.
As them, instead of doing directly the decimation of factor 2, we apply twice the
decimation of parameter
√
2 as showed in figure 4.4.
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σ1,1
σ1,0
σ0,1
σ0,0
pi1−→
σ1,1
σ1,0
σ0,1
σ0,0
pi2−→
σ1,1
σ1,0
σ0,1
σ0,0
Figure 4.4: The two-steps decimation
Formally one has:
pi1 : {±1}4 −→ {±1}2
(σ0,0, σ0,1, σ1,0, σ1,1) 7−→ (σ0,0, σ1,1)
pi2 : {±1}2 −→ {±1}
(σ0,0, σ1,1) 7−→ σ0,0
With an abuse of notation we will denote by pi1, pi
2
 the two componentwise ex-
tension of the two
√
2-decimations. Letting ν1 = µ ◦ (pi1)−1 be the renormalized
measure on Y = {{±1}2}Zd , we have ν = ν1 ◦ (pi2)−1 = µ ◦ pi−1 . The same
symbols, without the box , will refer to the decimations and measures for the
“classical lattice” without blocks.
σ0
σ1 σ2
σ3σ4
σ5
σ6
σ7
σ8
x1
x2
x3
x4
Figure 4.5:
Referring to Figure 4.5, where the red dotted lines indicate the spins and interac-
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tions that we want to integrate out, we have:
ν1(σ0|σ1, . . . σ8) =
∑
x41
µ(σ0, x1, . . . , x4|σ1, . . . , σ8)
=
∑
x41
1
ZΦΛ (σ1, . . . , σ8)
eH
Φ
Λ (σ0,σ1,...σ8,x1,...x4),
where Λ is the set of the nodes {σ0, x1, x2, x3, x4}.
Remark 4.2.1. From the Gibbsianity of the measure µ it follows that I can condition
on arbitrary configurations outside the volume {σ0, x1, . . . , x4, σ1, . . . , σ8} without
any change in the result:
ν1(σ0|σ1, . . . , σ8, other σ’s) =
∑
x41
µ(σ0, x1, . . . , x4|σ1, . . . , σ8, other σ’s)
=
∑
x41
µ(σ0, x1, . . . , x4|σ1, . . . , σ8)
= ν1(σ0|σ1, . . . σ8).
We can now proceed with the computations:∑
x41
eH
Φ
Λ (σ0,σ1,...σ8,x1,...x4) =
∑
x41
e
β
∑
i∼j
σixj
=
=
∑
x41
exp[βx1(σ0 + σ1 + σ2 + σ5) + βx2(σ0 + σ2 + σ3 + σ6)
+ βx3(σ0 + σ3 + σ4 + σ7) + βx4(σ0 + σ1 + σ4 + σ8)]
=
∑
x41
{exp[βx1(σ0 + σ1 + σ2 + σ5)] · exp[βx2(σ0 + σ2 + σ3 + σ6)]
exp[βx3(σ0 + σ3 + σ4 + σ7)] · exp[βx4(σ0 + σ1 + σ4 + σ8)]}
=
∑
x1
exp[βx1(σ0 + σ1 + σ2 + σ5)] ·
∑
x2
exp[βx2(σ0 + σ2 + σ3 + σ6)]∑
x3
exp[βx3(σ0 + σ3 + σ4 + σ7)] ·
∑
x4
exp[βx4(σ0 + σ1 + σ4 + σ8)].
Now we would like to be able to rewrite the summations of the exponential terms
like exponential themselves. These is exactly what happens, as the following lemma
confirms us:
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Lemma 4.2.2. For every σ1, σ2, σ3, σ4 ∈ {±1} we have:∑
σ0∈{±1}
exp[βσ0(σ1 + σ2 + σ3 + σ4)] =
= exp[a(σ1σ2 + σ1σ3 + σ1σ4 + σ2σ3 + σ2σ4 + σ3σ4) + bσ1σ2σ3σ4 + c],
with:
a =
1
8
ln(cosh(4β)),
b =
1
8
ln(cosh(4β))− 1
2
ln(cosh(2β)),
c =
1
8
ln(cosh(4β)) +
1
2
ln(cosh(2β)) + ln(2).
Proof. Considering all the possible choices of σ1, σ2, σ3, σ4 ∈ {±1} we find three
different constraints that must be satisfied:
e4β + e−4β = e6a+b+c
e2β + e−2β = e−b+c
2 = e−2a+b+c
From the third equation we write a in function of b, c and we replaced it in the
first equation: 
e4β + e−4β = 1
8
e4b+4c
e2β + e−2β = e−b+c
a = b+c−ln(2)
2
Remembering that cosh(x) = e
x+e−x
2
, we find that:
cosh(4β) = 1
16
e4b+4c
cosh(2β) = 1
2
e−b+c
a = b+c−ln(2)
2
We can now solve the system finding:
a = 1
8
ln(cosh(4β)),
b = 1
8
ln(cosh(4β))− 1
2
ln(cosh(2β)),
c = 1
8
ln(cosh(4β)) + 1
2
ln(cosh(2β)) + ln(2).
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Remark 4.2.3. This result is typical for solvable systems in general.
We can now apply the Lemma and conclude that:∑
x41
eH
Φ
Λ (σ0,σ1,...σ8,x1,...x4) = . . . =
= exp[a(σ0σ1 + σ0σ2 + σ0σ5 + σ1σ2 + σ1σ5 + σ2σ5) + bσ0σ1σ2σ5 + c]
· exp[a(σ0σ2 + σ0σ3 + σ0σ6 + σ2σ3 + σ2σ6 + σ3σ6) + bσ0σ2σ3σ6 + c]
· exp[a(σ0σ3 + σ0σ4 + σ0σ7 + σ3σ4 + σ3σ7 + σ4σ7) + bσ0σ3σ4σ7 + c]
· exp[a(σ0σ1 + σ0σ4 + σ0σ8 + σ1σ4 + σ1σ8 + σ4σ8) + bσ0σ1σ4σ8 + c],
with a, b, c as in the Lemma.
Therefore we have found that:
ν1(σ0|σ1, . . . σ8) = 1
ZΦ
′
Λ′ (σ1, . . . , σ8)
eH¯
Φ′
Λ′ (σ),
which means that the measure ν1 is Gibbs for the Hamiltonian H¯. Summarizing,
starting from a Gibbs measure µ for the Ising Potential on the original system, we
have found a Gibbs measure ν1 for the first-step decimated system for which we
are able to compute explicitly the Hamiltonian. In accordance with what found
by Haller and Kennedy, using zi’s to refer to the block spins (the ones that will
survive after the second decimation pi2) and yi’s for the spins the survived after
the decimation pi1 but will be eliminated by pi
2
, we see that the terms of the
Hamiltonian H¯ that involve the spin at the site 0 are:
2a(z1 + z2 + z3 + z4)y0
+ (a+ bz1z2)y0y5 + (a+ bz2z3)y0y6
+ (a+ bz3z4)y0y7 + (a+ bz1z4)y0y8.
From this Hamiltonian we can construct the corresponding Hamiltonian H¯ for
the boxes’ lattice; on the latter, indeed, the situation is the one described in Figure
4.6.
Therefore, the terms of the Hamiltonian that involve the spins at the block 0 are:
2a(z1 + z2 + z3)y0 + 2a(y5 + y4 + y3)z0 + 2ay0z0
+ (a+ bz1z2)y0y1 + (a+ bz2z3)y0y2
+ (a+ bz3z0)y0y3 + (a+ bz0z1)y0y5
+ (a+ by3y4)z0z4 + (a+ by4y5)z0z5
+ az0z1 + az0z3.
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z0
x2 y0
x5 z3
x4 y2
x6 y3
z4
z1 x3
y1
y5
x1z5
z2
y4
Figure 4.6:
Remark 4.2.4. Notice that when summing the contributions related to z0 and the
ones related to y0, we have to pay attention not to add twice the contributions
that involves both z0 and y0.
Now we have a Gibbs measure ν1 for the Hamiltonian H¯ on Y and a transfor-
mation pi2 from Y to Z. We can then construct the fibres Yz for every z ∈ Z
and test the Dobrushin condition on these fibres. We have done this with the help
of a computer, the code can be found at appendix A, finding that the condition
is satisfied for β < 1.3005βc. For such β’s we have then uniqueness of the Gibbs
measure on the fibre Yz for every z ∈ Z, and therefore the renormalized measure
ν = ν is Gibbs.
In conclusion, we have obtained a much simpler proof of the Gibbsianity of ν than
the one given by Haller and Kennedy in [3]. Indeed, while for them the fact that
the Dobrushin condition on the fibres is satisfied for β < 1.3005βc is a preliminary
result, needed to prove the hypothesis of Theorem 3.3.3, for us it is enough to
conclude.
Chapter 5
Conclusion
We have seen that the approach presented by Berghout & Verbitskiy can be applied
effectively to the case of the b = 2 decimation for the two-dimensional ferromag-
netic Ising model with zero external magnetic field. What we have showed is that,
in this case, we can successfully validate Dobrushin’s condition for each fibre. This
implies the uniqueness of the Gibbs measures on the fibres and hence, by Corollary
3.4.17, we obtain the Gibbsianity of the renormalized Gibbs measure. However,
the result obtained is not optimal: we have showed Gibbsianity for β ≤ 1.3005βc
while it is known that the renormalized measure is Gibbs even for higher values of
the inverse-temperature β.
In accordance to what found by Haller & Kennedy, we believe that this result can
be further improved considering a different intermediate decimation; in particular,
using the scheme presented in Figure 3.5, we should be able to show Gibbsianity
for β ≤ 1.3645βc. Anyway, since the Dobrushin’s condition is only a sufficient but
not necessary condition for the uniqueness of a Gibbs measure, we doubt that in
this way we can obtain the optimal value for β. Therefore, even if our approach
has produced significant results, we may want to find a different way to prove the
uniqueness of the Gibbs measures on the fibres.
Further studies can be conduct to see if the sufficient condition given by Corollary
3.4.16 is also a necessary condition, i.e., if the Gibbsianity of the renormalized
measure implies the uniqueness of the limiting measure on the fibres. For the mo-
ment, there are no evidences neither for nor against this conjecture. We believe
that, in the case studied in this work, for β > 1.73βc one should be able to find
two different limiting measure. The idea one should follow is the one of consider-
ing the limit given by two different sequences of boxes, each of them containing a
different ratio of positive/negative spins. Indeed, the majority of one of the two
spins should push the system to the corresponding phase.
Finally, it would be interesting to use this approach to analyze different models,
like for example the Fuzzy-Potts model, for which it is still still not known the
47
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precise behaviour of the renormalized measure.
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Appendix A
Matlab Code
Here are reported the code used for the Matlab computations described in Chapter
4.2.
function P = CondProb ( y1 , y2 , y3 , y4 , y5 , y , p , q , r , s , t , J ) ;
a = log (cosh (4∗J ) ) / 8 ;
b = log (cosh (4∗J))/8− log (cosh (2∗J ) ) / 2 ;
for x = −1:2:1
i = ( x +1)∗(1/2) ;
l = ( y +1)∗(1/2) ;
Index = i +2∗ l +1;
H = 2∗a ∗( y1+y2+y3 )∗x+(a+b∗y1∗y2 )∗x∗p
+(a+b∗y2∗y3 )∗x∗q+(a+b∗y3∗y )∗x∗ r+(a+b∗y∗y1 )∗x∗ t
+2∗a ∗( t+s+r )∗y+a∗y∗y1+a∗y∗y3+(a+b∗ r ∗ s )∗y∗y4
+(a+b∗ s ∗ t )∗y∗y5+2∗a∗x∗y ;
P( Index ) = exp(H) ;
end
Sum = 0 ;
for k = 1 : length (P)
Sum = Sum + P( k ) ;
end ;
for k = 1 : length (P)
P( k ) = P( k )/Sum;
end ;
end ;
Main program:
Jc = log(1+sqrt ( 2 ) ) / 2 ;
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J = 1.3005∗ Jc ;
MAX = 0 ;
for y1 = −1:2:1
for y2 = −1:2:1
for y3 = −1:2:1
for y4 = −1:2:1
for y5 = −1:2:1
for y6 = −1:2:1
MAX1 = 0 ;
MAX2 = 0 ;
MAX3 = 0 ;
MAX4 = 0 ;
MAX5 = 0 ;
for a = −1:2:1
for b = −1:2:1
for c = −1:2:1
for d = −1:2:1
P = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 ,+1 ,a , b , c , d , J ) ;
Q = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 ,−1 ,a , b , c , d , J ) ;
DIF = 1/2∗sum(abs (P−Q) ) ;
i f DIF > MAX1
MAX1 = DIF ;
end
P = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a ,+1 ,b , c , d , J ) ;
Q = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a ,−1 ,b , c , d , J ) ;
DIF = 1/2∗sum(abs (P−Q) ) ;
i f DIF > MAX2
MAX2 = DIF ;
end
P = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b ,+1 , c , d , J ) ;
Q = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b,−1 , c , d , J ) ;
DIF = 1/2∗sum(abs (P−Q) ) ;
i f DIF > MAX3
MAX3 = DIF ;
end
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P = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b , c ,+1 ,d , J ) ;
Q = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b , c ,−1 ,d , J ) ;
DIF = 1/2∗sum(abs (P−Q) ) ;
i f DIF > MAX4
MAX4 = DIF ;
end
P = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b , c , d ,+1 ,J ) ;
Q = CondProb ( y1 , y2 , y3 , y4 , y5 , y6 , a , b , c , d ,−1 ,J ) ;
DIF = 1/2∗sum(abs (P−Q) ) ;
i f DIF > MAX5
MAX5 = DIF ;
end
end
end
end
end
SUM = MAX1 + MAX2 + MAX3 + MAX4 + MAX5;
i f SUM > MAX
MAX = SUM;
end
end
end
end
end
end
end
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