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形回帰モデルは d次元の入力空間Xに対して，式 2.1に示す線形関数 f (x)によって表現
される．
f (x) = wT x + b. (2.1)






デルを求める代表的な手法として最小 2乗法が知られている [2]．学習データ (xi, yi)と線
形関数 f (xi)の誤差を ξiとして式 2.2に示す．
ξi = |yi − f (xi)| . (2.2)












(yi − f (xi))2 . (2.4)
式 2.4の最小化を行う損失関数を式 2.5に示す．また，式 2.7，2.8を適用してw, bを 1
つの変数 ŵと表現することで式 2.6となる．
6
L (w, b) =
l∑
i






























学習データ (x̂i, yi) , i = 1, 2, 3, ..., lの行列を式 2.9，2.10に示す．
X̂ = (x̂1, ..., x̂l)
T , (2.9)
y = (y1, ..., yl)
T . (2.10)












= −2X̂y + 2X̂
T





































タ xi, yiと回帰関数の誤差は式 2.14に示す ξiとなる．
ξi = max (0, |yi − f (xi)|) . (2.14)
また，ϵ-insensitive損失関数を導入による線形回帰モデル学習の変化を図 2.2に示す．







写像関数 ϕ(x)を用いることにより，式 2.1の線形回帰モデルは式 2.15に修正される．線
形回帰問題では事例数 lに対して l次元の空間が存在すれば l個全ての事例が超平面上に
存在し，容易に線形回帰が可能となる．しかし，高次元空間における線形回帰モデルの
導出は極めて計算コストが高いという欠点も存在する．
















クラス 1を y = 1，クラス 2を y = −1と振り分けた 2クラス問題について考える．2
クラス問題に対する最も単純な識別モデルとして，線形識別モデルが知られている．
線形識別モデルは式 2.16に示す入力空間Xにおける線形関数によって表現される．
f (x) = wT x + b. (2.16)
線形識別モデルは式 2.17に示す入力空間X を二分する傾きw，切片 bの識別超平面
が存在したとき，未知の事例 xが超平面のどちら側に存在するかによって xのクラス
y ∈ {1,−1}を識別する．





像関数 ϕ(x)を用いることにより，式 2.16の線形識別モデルは式 2.18に修正される．












































wT xi + b
)
≥ 1, i = 1, . . . , l. (2.19)





























制約条件 yi(wT xi + b) ≥ 1, (2.23)
i = 1, . . . , l.
式 2.22の最適化問題を双対問題に変換する．式 2.24に示すラグランジュ乗数を導入し，
式 2.25のラグラジアンを定義する．
α = (α1, ..., αl) , αi ≥ 0. (2.24)















最適解において L (w, b, α)の勾配は 0となることから式 2.26，2.27が成り立つ．
∂
∂w
L (w, b, α) = w −
l∑
i=1
yiαixi = 0, (2.26)
∂
∂b
L (w, b, α) = −
l∑
i=1
yiαi = 0. (2.27)












































図 2.5: 線形 SVM識別モデル（ハードマージン）
式 2.28は超平面が学習事例の線形結合として記述できることを示している．よって式







w∗T xi + b
∗) − 1) = 0. (2.31)









i xs − ys. (2.32)

















i x + b
∗ (2.33)
f (xs) = 1, f (xs) = −1となる超平面をマージン超平面H1, H2と呼ぶ．すべてのサポー















wT ϕ (xi) + b
)
≥ 1,




















i = 1, . . . , l.
線形 SVM識別問題と同様に式 2.35の解α∗を求めることで式 2.36に示す最適な重み






i ϕ (xi), (2.36)




T ϕ (xs). (2.37)



































i = 1, . . . , l.







i K (xi,x) + b
∗. (2.40)
カーネル関数の代表的なものとしては，式 2.41に示すRadial Basis Function カーネル
（以下RBFカーネル）や式 3.26に示す．多項式カーネルが用いられる．
K (x,z) = exp
(













































wT ϕ (xi) + b
)
≥ 1 − ξi,
i = 1, . . . , l.
式 2.43の最適化問題を双対問題に変換する．式 2.44，2.45に示すラグランジュ乗数α,λ
を導入し，式 2.46のラグラジアンを定義する．
α = (α1, α2, α3, ..., αl) , αi ≥ 0, (2.44)
λ = (λ1, λ2, λ3, ..., λl) , λi ≥ 0. (2.45)
L (w, b, ξ,α,λ) =
1
2











wT ϕ (xi) + b
)











L (w, b, ξ,α, λ) = w −
l∑
i=1
yiαixi = 0, (2.47)
∂
∂ξi
L (w, b, ξ,α, λ) = C − αi − λi = 0, (2.48)
∂
∂b
L (w, b, ξ,α, λ) = −
l∑
i=1



















0 ≤ αi ≤ C,








w∗T ϕ (xi) + b
∗) − 1 + ξi) = 0, (2.51)
ξi (αi − C) = 0. (2.52)
式 2.51，2.52より，0 < α∗s′ < Cである任意のサポートベクタxs′から主問題における
解 b∗が式 2.53により求められる．
b∗ = ys′ −
l∑
i=1
yiαiK (xi, xs′). (2.53)
















ここで，線形回帰関数と学習事例xiの誤差を式 2.55，2.56とする．ξiは f (xi)より yi
が大きい場合の誤差，ξ̂iは f (xi)より yiが小さい場合の誤差をそれぞれ示す．ξi, ξ̂iの和
を最小化することを考える．
ξi = max (0, (yi − f (xi)) − ϵ) , (2.55)















wT xi + b
)
≤ ϵ + ξi,(
wT xi + b
)
− yi ≤ ϵ + ξ̂i,
ξi ≥ 0, ξ̂i ≥ 0,
i = 1, . . . , l.
式 2.57の最適化問題を双対問題に変換する．式 2.58，2.59，2.60，2.61 に示すラグラ
ンジュ乗数α, α̂,λ, λ̂を導入し，式 2.62のラグラジアンを定義する．
α = (α1, ..., αl) , αi ≥ 0, (2.58)
α̂ = (α̂1, ..., α̂l) , α̂i ≥ 0, (2.59)

























wT xi + b
)










































w, b, ξ, α, α̂,λ, λ̂
)





w, b, ξ, α, α̂,λ, λ̂
)






























(αi − α̂i) = 0,
0 ≤ αi ≤ C,
0 ≤ α̂i ≤ C,
i = 1, . . . , l.
式 2.67の解α∗, α̂∗を求めることで最適な重みベクタw∗が得られる．ここでKKT相







wT x + b
)












ξiξ̂i = 0, (2.70)
αiα̂i = 0, (2.71)
(C − αi) ξi = 0, (2.72)
(C − α̂i) ξ̂i = 0. (2.73)
式 2.68，2.72より，0 < α∗s′ < Cである任意のサポートベクタxs′から主問題における
解 b∗が式 2.74により求められる．
b∗ = ys′ − ϵ −
l∑
i=1
(α∗i − α̂∗i ) xTi xs′ . (2.74)






i − α̂∗i ) xTi xj + b∗ (2.75)
ここで式 2.68，2.69，2.70，2.71，2.72，2.73のKKT相補条件について考える．ωi =






















− C ≤ ωi ≤ C,
i = 1, . . . , l.






i x + b
∗. (2.77)
























− C ≤ αi ≤ C,


























wT ϕ (xi) + b
)
≤ ϵ + ξi,(
wT ϕ (xi) + b
)
− yi ≤ ϵ + ξ̂i,
ξi ≥ 0, ξ̂i ≥ 0,





















(αi − α̂i) = 0,
0 ≤ αi ≤ C,
0 ≤ α̂i ≤ C,
i = 1, . . . , l.
線形 SVM回帰問題と同様に式 2.81の解α∗, α̂∗を求めることで式 2.82に示す最適な重






(α∗i − α̂∗i ) ϕ (xi), (2.82)
b∗ = ys′ − ϵ −
l∑
i=1
(α∗i − α̂∗i ) ϕ (xi)
T ϕ (xs′). (2.83)





(α∗i − α̂∗i ) ϕ (xi)
T ϕ (x) + b∗. (2.84)
さらに，式 2.81，式 2.84にカーネルトリックと αi, α̂iの 1変数化を適用することによ




















− C ≤ αi ≤ C,

































ポートベクタ xi,xj とそれぞれの係数 αi, αj からマージした仮想的な 1つのサポートベ
クタ zと対応する係数 βを算出し，置換する．1回のマージにつき 1個のサポートベクタ
が削減され，マージを繰り返すたびにサポートベクタが削減される．削減の過程を図 3.1
に示す．マージでは，常にマージの前後で SVM識別モデルの誤差が最小となる様に最適
な z, βを効率的に導出する．筆者らはこの手法を改良し，多クラス問題における 1-vs-1
24




































そのため式 3.1という一般的な SVM識別識別モデルからサポートベクタ集合 SV のみを












yiαiK (xi, x) + b. (3.3)




αiK (xi,x) + b. (3.4)












αkK (xk, x) + αiϕ (xi)
T ϕ (x) + αjϕ (xj)




αkK (xk, x) + {αiϕ (xi) + αjϕ (xj)}T ϕ (x) + b. (3.7)
式 3.8に示す関係を用いて式 3.7におけるサポートベクタ xi, xj の項を θψとしてまと
める．
θψ = αiϕ (xi) + αjϕ (xj) , (3.8)





θ = αi + αj. (3.11)








αkK (xk, x) + θψ
T ϕ (x) + b. (3.12)
式 3.9に示す ψを写像後のサポートベクタ，式 3.11に示す θをその係数とすると，見か
け上，式 3.6と比較してサポートベクタ数が 1つ減少する．そこで，写像後に ψとなる










yiは yi ∈ {1,−1}となっておりクラスによって符号が異なるため yiyj > 0となるxi,xjは
同一のクラスに属すると言える．式 3.8は式 3.4を展開した式 3.7を対象としている．式
3.4では式 3.3の yiαiを 1つの係数 αiとしているため αiαj > 0となる xi, xj は同一のク





証されないため仮想係数は β = θとすることができない．サポートベクタマージによる













式 3.15に示すRBFカーネルは 2つの入力が近接していた場合は 1に近い値を返し，離
れていた場合は 0に近い値を返すという特徴を持つ．
K (x,z) = exp
(






ψT ϕ (z) . (3.16)
27
式 3.16の最大化の対象を gRBF (z)とし，式 3.17に示す．
gRBF (z) = ψ
















T ϕ (z) + (1 − τ) ϕ (xj)T ϕ (z)
)
= 2τ (xi − z) exp
(
−γ ||xi − z||2
)
+ 2 (1 − τ) (xj − z) exp
(







−γ ||xi − z||2
)
xi + αj exp
(









−γ ||xj − z||2
) . (3.21)
式 3.21を変形すると式 3.22，3.23となり zは xi,xjの内分点であることが示される．












−γ ||xj − z||2
) . (3.23)
式 3.22より式 3.16は tの 1変数における最適化となる．ここで zの関数 gRBF (z)を式
3.24に示す tの関数 hRBF (t)とする. 式 3.24の変形を進めると式 3.25に示す tの 1変数
関数が得られる．
28
hRBF (t) = ψ
T ϕ (txi + (1 − t) xj) (3.24)
= (τϕ (xi) + (1 − τ) ϕ (xj))T ϕ (txi + (1 − t) xj)
= τϕ (xi)
T ϕ (txi + (1 − t) xj)
+ (1 − τ) ϕ (xj)T ϕ (txi + (1 − t) xj)
= τK (xi, txi + (1 − t) xj)
+ (1 − τ) K (xj, txi + (1 − t) xj)
= τ exp
(
−γ ||xi − (txi + (1 − t) xj)||2
)
+ (1 − τ) exp
(




−γ ||xi − xj||2 (1 − t)2
)
+ (1 − τ) exp
(
−γ ||xi − xj||2 t2
)
= τK (xi, xj)
(1−t)2 + (1 − τ) K (xi, xj)t
2
. (3.25)
改めて式 3.25の最大化について考える．hRBF (t)は区間 t ∈ (0, 1)で単一の最大点を
















































ψT ϕ (z) , (3.28)
制約条件 ||z|| = ||ψ||1/p . (3.29)
式 3.28となる zは xi, xjに線形従属し，同時に式 3.29の制約を満たす必要がある．
入力空間において式 3.30の制約を満たす ζについて考える．
||ζ|| = ||ψ||1/p . (3.30)
ζのxi,xjを結ぶ線分上に正射影した点を ζ1と定義する．ζ1はxi,xjに線形従属して
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ζは式 3.30の制約を満たす．同時に式 3.32，3.33，3.34のいずれかを満たす．これは ζ ′
が式 3.28となる zであるとき，ζ ′がxi,xjの内分点として存在するか，線形従属してい
る事を示す．
xTi ζ
′ ≥ xTi ζ, (3.32)
xTj ζ
′ ≥ xTj ζ, (3.33)
ψT ϕ (ζ ′) ≥ ψT ϕ (ζ) . (3.34)
ζ1は xi,xj を結ぶ線分上に存在することから式 3.35に示す xi,xj の内分点 z
∗として
表現できる．
z∗ = txi + (1 − t) xj. (3.35)
式 3.31の ζ1に z
∗を代入し，式 3.30の制約の右辺を考えると式 3.31の左辺は式 3.29の





z∗ = txi + (1 − t) xj.
式 3.28の最大化の対象を gpoly (z)とし，式 3.37に示す．
gpoly (z) = ψ
T ϕ (z) . (3.37)
式 3.28を満たす zを zoptとする．式 3.37に zoptを代入すると式 3.38が得られる．式
3.38の式変形を行うことで式 3.39となる．ここで zoptは z∗のスカラー倍であることか
ら式 3.39は式 3.40とすることができる．更に cosを分解することで式 3.41となり，式を
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整理することで式 3.42となる．
gpoly (zopt) = ψ
T ϕ (zopt) (3.38)
= (τϕ (xi) + (1 − τ) ϕ (xj))T ϕ (zopt)
= τϕ (xi)
T ϕ (zopt) + (1 − τ) ϕ (xj)T ϕ (zopt)









= τ (||xi|| ||zopt|| cos (xi,zopt))p
+ (1 − τ) (||xj|| ||zopt|| cos (xj,zopt))p
= ||zopt||p (τ ||xi||p cosp (xi,zopt)
+ (1 − τ) ||xi||p cosp (xj,zopt)) (3.39)
= ||zopt||p (τ ||xi||p cosp (xi,z∗)























∗)p + (1 − τ) (xTj z∗)p) . (3.42)






||txi + (1 − t) xj||p
=
1(





2 + 2xTi xjt (1 − t) + xTj xj (1 − t)
2)p/2





∗)p + (1 − τ) (xTj z∗)p = τ (xTi (txi + (1 − t) xj))p
+ (1 − τ)
(




xTi xit + x
T
i xj (1 − t)
)p
+ (1 − τ)
(
xTi xjt + x
T
j xj (1 − t)
)p
= v (t) . (3.44)
式 3.29より ||zopt||p = ||ψ||である．更に式 3.43，3.44より zの関数である式 3.37は式
3.45に示す tの 1変数関数となる．
hpoly (t) = ||ψ||u (t) v (t) . (3.45)
h (t)は区間 t ∈ (0, 1)で単一の最大点を持つ．xi = (2.5, 1.1)T ,xj = (2.2, 1.2)T , αi =
15, αj = 10, p = 3 における例を図 3.3に示す．図 3.3に示すように hpoly (t)が最大点とな
る tを数値解析により求めることで式 3.28を最大化する式 3.36に示す最適な zを導くこ
とができることを示している．
d = 1の場合について考える．d = 1において式 3.42は式 3.46となり，hpoly (t)が定数
となる．よって d = 1の場合において hpoly (t)が最大点となる tを数値解析により求める

































仮想サポートベクタ zの計算後，zに対して最適な仮想係数 βを計算する．βは式 3.14





























||βϕ (z) − θψ||2 . (3.47)



















β2ϕ (z)T ϕ (z) − 2βθϕ (z)T ψ + θ2ψT ψ
)
= 2βϕ (z)T ϕ (z) − 2θϕ (z)T ψ. (3.49)




(αiϕ (xi) + αjϕ (xj))
T ϕ (z)
ϕ (z)T ϕ (z)
(3.50)
=













||xi − xj|| . (3.53)
ここで式 3.54 のRBFカーネルについて考える．
K (xi,xj) = exp
(






また，多項式カーネルにおいても xi, xj の成す角が小さいならば 2つの事例は類似し




























βiϕ (zi) . (3.57)
簡略化 SVM識別モデルの大局的な最適化は，式 3.56，3.57に示す簡略化前後の 2つの
SVM識別モデルの重みベクタと簡略後の重みベクタの 2乗誤差の最小化問題であると考
えられる．よって式 3.58に示す 2つの SVM識別モデルの重みベクタ 2乗誤差を最小化
することを考える．













ρ2 = ||w − w′||2































T ϕ (zj) . (3.60)
ここでNs行Ns列の行列Kxx，Nz行Ns列の行列Kzx，Nz行Nz列の行列Kzz，仮想
係数のベクタ βを式 3.61，3.62，3.63，3.64にそれぞれ定義する．
Kxxij = K (xi,xj) , (3.61)
Kzxij = K (zi,xj) , (3.62)
Kzzij = K (zi,zj) , (3.63)
β = (β1, ..., βNz) . (3.64)
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= αT Kxxα − 2βT Kzxα + βT Kzzβ. (3.65)








αT Kxxα − 2βT Kzxα + βT Kzzβ
)
= −2Kzxα + 2Kzzβ, (3.66)
Kzxα = Kzzβ,









































































一般的な SVM回帰モデルを式 4.1に示す．式 4.1から SVM回帰モデルのサポートベ












αiK (xi,x) + b. (4.3)



















ベクタが同一のクラスに属することを前提としている．2つのサポートベクタ xi, xj が
同一のクラスに属するか否かを判定するために式 4.4を満たすか否かを用いることがで
きる．
yiyj > 0. (4.4)
Nguyen，Hoの手法では yiと αiをあらかじめ 1つの αiとして表現した SVM識別モデ
ルを対象に簡略化を行っている．そこで式 4.4ではなく式 4.5を用いてxi, xjが同一のク
ラスに属するか否かを判断し，同一のクラスに属する xi, xj を対象にサポートベクタの
マージを行っている．




−C ≤ αi ≤ C, (4.6)












θ1ψ = αiϕ (xi) + αjϕ (xj) . (4.8)
2つサポートベクタの線形結合を 1つのサポートベクタと置換するという観点から考える
とこの考え方は正しい．しかし，サポートベクタマージでは ψを xi, xjの写像空間にお
ける内分点としていることから理想的な仮想係数 θは式 4.9となる．
θ1 = αi + αj. (4.9)
よって，ψの SVM回帰モデルに対する寄与度を示す |θ1|は |αi| , |αj| よりも小さくなる，
あるいは θ1 = 0となり理想的な仮想サポートベクタはサポートベクタから外れる可能性
がある．これは即ち，サポートベクタマージにより 2つのサポートベクタより SVM回帰
モデルに対する寄与度が低下したサポートベクタ zが計算される可能性や実際に計算し






|θ2| = |αi| + |αj| . (4.10)
式 4.10は θ2が式 4.11，4.12のどちらかとなることを示している．
θ2 = |αi| + |αj| , (4.11)
θ2 = − (|αi| + |αj|) . (4.12)
しかし ψが xi, xjの写像空間における内分点であることから，式 4.11，4.12のどちら場
合においても式 4.13となる．
θ2ψ ̸= αiϕ (xi) + αjϕ (xj) . (4.13)
式 4.13は θ2と ψでは 2つのサポートベクタと置換することが不可能なことを示してお
り，2つのサポートベクタと置換する仮想サポートベクタ z，仮想係数 βは求めることが
できない．






























αkK (xk, x) + {αiϕ (xi) + αjϕ (xj)}T ϕ (x) + b. (4.15)
式 4.15は SVM識別モデルから xi,xj の項を抽出した式 3.7と同じ形である．このこ
とから式 4.15に対して式 4.20に示す θψを用いることで見かけ上，式 4.15と比較してサ








αkK (xk, x) + θψ
T ϕ (x) + b. (4.16)
θψ = αiϕ (xi) + αjϕ (xj) , (4.17)
















||βϕ (z) − θψ|| . (4.21)
しかし，z, βを同時に算出することは難しいため，仮想サポートベクタのみに着目し
た式 4.22を満たすことにより zを求めた後，改めて式 4.21を満たす βを求める．
min
z




式 3.15に示すRBFカーネルは 2つの入力が近接していた場合は 1に近い値を返し，離




ψT ϕ (z) . (4.23)
ここで式 3.22，3.23より zはxi,xjの内分点であることが示されることから式 4.23は
式 4.24に示す tの 1変数最適化問題となる．
max
t
ψT ϕ (txi + (1 − t) xj) . (4.24)
式 4.24の最適化対象を hRBF (t)として式 4.25に示す．式 3.24の変形を進めると式 4.26
が得られる．
hRBF (t) = ψ
T ϕ (txi + (1 − t) xj) (4.25)
= τK (xi, xj)
(1−t)2 + (1 − τ) K (xi,xj)t
2
. (4.26)
改めて式 4.26の最大化について考える．hRBF (t)は区間 t ∈ (0, 1)で単一の最大点を持









ψT ϕ (z) , (4.27)
制約条件 ||z|| = ||ψ||1/p . (4.28)






z∗ = txi + (1 − t) xj. (4.30)
式 4.27の最大化の対象を g (z)とし，式 4.31に示す．
g (z) = ψT ϕ (z) . (4.31)
式 4.27を満たす zを zoptとする．式 4.31に zoptを代入すると式 4.32が得られ，式変
形を行うことで式 4.33となる．
gpoly (zopt) = ψ








∗)p + (1 − τ) (xTj z∗)p) . (4.33)
式 4.33に対して式 4.30を用いて展開すると式 4.34に示す tの 1変数関数が得られる．




2 + 2xTi xjt (1 − t) + xTj xj (1 − t)
2)p/2 , (4.35)
v (t) = τ
(
xTi xit + x
T
i xj (1 − t)
)p
+ (1 − τ)
(
xTi xjt + x
T
j xj (1 − t)
)p
. (4.36)
改めて式 4.31の最大化問題について考える．式 4.29により zは tの関数であること
から式 4.31を最大化する zを求めることは式 4.34を最大化する tを求める問題となる．
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hpoly (t)は区間 t ∈ (0, 1)で単一の最大点を持つことから，数値解析により求めることで
式 4.34を最大化する tが得られ，式 4.29を満たす最適な zを導くことができる．
4.3.4 仮想係数の計算
zの計算後，zにおいて最適な仮想係数係数 βを計算する．βは既に定まった zに対し
て式 4.21を満たす必要がある．式 4.21を 2乗の最小化とし式 4.37とする．
min
β
||βϕ (z) − θψ||2 . (4.37)





||βϕ (z) − θψ||2
)
= 2βϕ (z)T ϕ (z) − 2θϕ (z)T ψ. (4.38)
式 4.38より最適仮想係数 βが式 4.39に示される．
β =

















サポートベクタマージによって (xi, αi) , (xj, αj)から仮想サポートベクタ zと仮想係数














βiϕ (zi) . (4.43)
簡略化 SVM回帰モデルの大局的な最適化は，式 4.42，4.43に示す簡略化前後の 2つの
SVM回帰モデルの重みベクタと簡略後の重みベクタの 2乗誤差の最小化問題であると考
えられる．よって式 4.44に示す 2つの SVM回帰モデルの重みベクタ 2乗誤差を最小化
することを考える．




























T ϕ (zj) . (4.46)
ここでNs行Ns列の行列Kxx，Nz行Ns列の行列Kzx，Nz行Nz列の行列Kzz，仮想
係数のベクタ βを式 4.47，4.48，4.49，4.50にそれぞれ定義する．
Kxxij = K (xi,xj) , (4.47)
Kzxij = K (zi,xj) , (4.48)
Kzzij = K (zi,zj) , (4.49)
β = (β1, ..., βNz) . (4.50)
式 4.46をKxx,Kzx,Kzz,α, βを用いて表現すると式 4.51を得る．
ρ2 = αT Kxxα − 2βT Kzxα + βT Kzzβ. (4.51)






= −2Kzxα + 2Kzzβ, (4.52)


































































1. 簡略化対象となる SVM回帰モデル originalSVRを読み込む
1.1. originalSVRを構成する各サポートベクタを xiとする





3.2. simplifySVRにおいて各サポートベクタ ziに対応する係数を βiとする
3.3. simplifySVRのサポートベクタ数をNztmpとする
4. Nz < Nztmpとなるまで 4.1以降の処理を繰り返す




4.5. zi ← ztmp, βi ← βtmp
4.6. zjβjを削除















できるかについて確認する．精度は式 5.1に示す平均 2乗誤差を用いる．平均 2乗誤差は
事例数 Tnのテストデータにおいてテスト事例の真の値 yiと回帰関数により推測された




















実験に用いる 1次元人工データは事例数 500，区間 [−10, 10]のデータであり，各事例
は等間隔に並んでいる．各データはノイズの有無により 2種類のものを用意した．デー







poly2 yi = (xi − 5) (xi + 5)
poly3 yi = (xi − 5) xi (xi + 5)
sin1 yi = sin xi
sin2 yi = sin 2xi
triangle yi = triangle xi（周期 8の三角波）
suquare yi = suquare xi（周期 8の矩形波）
sumsin yi = sin xi + sin 2xi + sin 3xi









poly2 yi = (xi − 5) (xi + 5) + noise
poly3 yi = (xi − 5) xi (xi + 5) + noise
sin1 yi = sin xi + noise
sin2 yi = sin 2xi + noise
triangle yi = triangle xi + noise
suquare yi = suquare xi+noise
sumsin yi = sin xi + sin 2xi + sin 3xi + noise




学習対象となる人工データ sinc（ノイズ有り）を図 5.1に示す．図 5.1において学習デー
タは白丸で示される．また，青線は関数 sinc xを示す．







削減過程における SVM回帰モデルの変化を図 5.3，5.4，5.5，5.93，5.7に示す．図 5.3，
5.4，5.5，5.93，5.7において赤線は簡略化過程における SVM回帰モデルを示し，黒線は


























































図 5.2: sinc（ノイズ有り）に対する SVM回帰モデル
回帰モデルの面影はほとんど無く，局所的な簡略化を繰り返すことによる弊害が確認さ
れる．図 5.11の内部パラメータグラフを確認すると非常に疎らとなっている，









さらに図 5.7と図 5.93を比較する．大局的な最適化により図 5.93に示した簡略化過程




















sim plify S V R
original S V R
sinc(x)
図 5.3: 削減過程におけるモデルの変化：サポートベクタ数 140個
図 5.14にサポートベクタ数を 80%まで削減した段階で大局的な最適化を適用した場合
の内部パラメータグラフを示す．図 5.12，5.13の間において各 zi, βiが大きく変化してい
るのはマージによる簡略化後の SVM回帰モデルをオリジナルモデルに近づけるためで
あるが，図 5.14に示すように削減数が小さい場合においてもオリジナルモデルに近づけ
るべく各 zi, βiが大きく変化することが確認される．また，この場合の SVM回帰モデル




















sim plify S V R
original S V R
sinc(x)
図 5.4: 削減過程におけるモデルの変化：サポートベクタ数 105個















sim plify S V R
original S V R
sinc(x)
図 5.5: 削減過程におけるモデルの変化：サポートベクタ数 70個
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sim plify S V R
original S V R
sinc(x)
図 5.6: 削減過程におけるモデルの変化：サポートベクタ数 35個















sim plify S V R




































図 5.8: 削減過程における (zi, βi)のヒストグラム：削減対象となる SVM回帰モデル
























図 5.9: 削減過程における (zi, βi)のヒストグラム：サポートベクタ数 140個
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図 5.10: 削減過程における (zi, βi)のヒストグラム：サポートベクタ数 105個























図 5.11: 削減過程における (zi, βi)のヒストグラム：サポートベクタ数 70個
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図 5.12: 削減過程における (zi, βi)のヒストグラム：サポートベクタ数 35個






















図 5.13: 削減過程における (zi, βi)のヒストグラム：大局的な最適化
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図 5.14: (zi, βi)のヒストグラム：サポートベクタ数 140個に対する大局的な最適化















sim plify S V R
original S V R
sinc(x)








































データ 100 50 20 10 5
精度（MSE） poly2 0.08781 0.08780 0.08829 10.08580 330.80100
poly3 2866.99 2866.99 2866.99 2883.02 3114.60
sin1 0.00858 0.01042 0.10243 0.25629 0.32984
sin2 0.00606 0.02466 0.44934 0.46966 0.46966
triangle 0.00684 0.01562 0.22260 0.22260 0.22260
square 0.05016 0.06205 0.05060 0.73373 0.25957
sumsin 0.00667 0.00667 0.22629 1.37131 1.37739
sinc 0.00901 0.03086 0.06347 0.06347 0.06347
サポートベクタ数 poly2 156 78 31 15 7
poly3 206 103 41 20 10
sin1 30 15 6 3 2
sin2 26 13 5 2 2
triangle 11 5 2 2 2
square 196 98 39 19 9
sumsin 69 34 13 6 3




データ 100 50 20 10 5
精度（MSE） poly2 0.09888 0.09888 0.09881 2.32583 62.22620
poly3 2867.79 2867.79 2867.80 2869.31 3221.97
sin1 0.01325 0.01325 0.01311 0.01966 0.17855
sin2 0.01372 0.01373 0.01360 0.04213 0.37500
triangele 0.01297 0.01297 0.01327 0.01394 0.02214
square 0.06228 0.06228 0.06230 0.15872 0.39986
sumsin 0.01326 0.01328 0.01330 0.23561 1.13169
sinc 0.01343 0.01343 0.01389 0.01536 0.02939
サポートベクタ数 poly2 199 99 39 19 9
poly3 257 128 51 25 12
sin1 172 86 34 17 8
sin2 173 86 34 17 8
triangle 175 87 35 17 8
square 231 115 46 23 11
sumsin 175 87 35 17 8
sinc 175 87 35 17 8
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データ poly2ノイズ無しに対する SVM回帰モデルの変化
データ poly2ノイズ無しに対する SVM回帰モデルを図 5.16に示す．図 5.16において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となっている
学習事例はサポートベクタ，青線は関数 (x − 5) (x + 5)を示す．また，図 5.16のモデル
に対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.17，
5.18，5.19，5.20に示す．図 5.17，5.18，5.19，5.20において赤線は簡略化後の SVM回
帰モデル，黒線はオリジナルの SVM回帰モデル，青線は関数 (x − 5) (x + 5)をそれぞれ

























図 5.16: データ poly2ノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
(x-5)(x+5)
図 5.17: 図 5.16に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
















sim plify S V R
original S V R
(x-5)(x+5)
図 5.18: 図 5.16に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
(x-5)(x+5)
図 5.19: 図 5.16に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
















sim plify S V R
original S V R
(x-5)(x+5)
図 5.20: 図 5.16に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ poly3ノイズ無しに対する SVM回帰モデルの変化
データ poly3ノイズ無しに対する SVM回帰モデルを図 5.21に示す．図 5.21において
赤線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となって
いる学習事例はサポートベクタ，青線は関数 (x − 5) x (x + 5)を示す．また，図 5.21の
モデルに対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを
図 5.22，5.23，5.24，5.25に示す．図 5.22，5.23，5.24，5.25において赤線は簡略化後の






帰モデルが区間 x < −9, 9 < xにおいて (x − 5) x (x + 5)と大きく乖離しているためで
ある．オリジナル SVM回帰モデルが区間x < −9, 9 < xにおいて乖離しているため，オ
リジナル SVM回帰モデルから導かれる簡略化 SVM回帰モデルも区間 x < −9, 9 < xに
おいて関数 (x − 5) x (x + 5)と乖離していることが図 5.22，5.23，5.24，5.25から確認さ
れる．
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図 5.21: データ poly3ノイズ無しに対する SVM回帰モデル













sim plify S V R
original S V R
(x-5)x(x+5)
図 5.22: 図 5.21に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
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sim plify S V R
original S V R
(x-5)x(x+5)
図 5.23: 図 5.21に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）













sim plify S V R
original S V R
(x-5)x(x+5)
図 5.24: 図 5.21に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
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sim plify S V R
original S V R
(x-5)x(x+5)
図 5.25: 図 5.21に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sin1ノイズ無しに対する SVM回帰モデルの変化
データ sin1ノイズ無しに対する SVM回帰モデルを図 5.26に示す．図 5.26において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となっている
学習事例はサポートベクタ，青線は関数 sin xを示す．また，図 5.26のモデルに対して提
案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.27，5.28，5.29，
5.30に示す．図 5.27，5.28，5.29，5.30において赤線は簡略化後の SVM回帰モデル，黒
線はオリジナルの SVM回帰モデル，青線は関数 sin xをそれぞれ示す．図 5.27では簡略
化の前後の SVM回帰モデルはほぼ重なっているが図 5.28，5.29，5.30 と削減の度合いが
大きくになるにつれて簡略化 SVM回帰モデルはオリジナルモデルと乖離していくこと
が確認できる．また，図 5.28に示された SVM回帰モデルから乖離が進んでいるが，こ
れは表 5.4における sin1の精度がサポートベクタ数を 50%から 20%まで削減した場合に
精度が 1桁低下するという内容と合致する．














図 5.26: データ sin1ノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
sin(x)
図 5.27: 図 5.26に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
sin(x)
図 5.28: 図 5.26に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(x)
図 5.29: 図 5.26に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
sin(x)
図 5.30: 図 5.26に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sin2ノイズ無しに対する SVM回帰モデルの変化
データ sin2ノイズ無しに対する SVM回帰モデルを図 5.31に示す．図 5.31において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sin 2xを示す．また，図 5.31のモデルに対し
て提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.32，5.33，
5.34，5.35に示す．図 5.32，5.33，5.34，5.35において赤線は簡略化後の SVM回帰モデ
ル，黒線はオリジナルの SVM回帰モデル，青線は関数 sin 2xをそれぞれ示す．図 5.32で
は簡略化の前後の SVM回帰モデルはオリジナルの SVM回帰モデルと重なっている部分




















図 5.31: データ sin2ノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
sin(2x)
図 5.32: 図 5.31に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
sin(2x)
図 5.33: 図 5.31に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(2x)
図 5.34: 図 5.31に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
sin(2x)
図 5.35: 図 5.31に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
79
データ triangleノイズ無しに対する SVM回帰モデルの変化




























図 5.36: データ triangleノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
triangle(x)
図 5.37: 図 5.36に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
triangle(x)
図 5.38: 図 5.36に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
triangle(x)
図 5.39: 図 5.36に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
triangle(x)
図 5.40: 図 5.36に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ squareノイズ無しに対する SVM回帰モデルの変化


































図 5.41: データ squareノイズ無しに対する SVM回帰モデル











sim plify S V R
original S V R
square(x)
図 5.42: 図 5.41に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
84











sim plify S V R
original S V R
square(x)
図 5.43: 図 5.41に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）











sim plify S V R
original S V R
square(x)
図 5.44: 図 5.41に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
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sim plify S V R
original S V R
square(x)
図 5.45: 図 5.41に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sumsinノイズ無しに対する SVM回帰モデルの変化
データ sumsinノイズ無しに対する SVM回帰モデルを図 5.46に示す．図 5.46において
赤線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sin x+sin 2x+sin 3xを示す．また，図 5.46の
モデルに対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図
5.47，5.48，5.49，5.50に示す．図 5.47，5.48，5.49，5.50において赤線は簡略化後のSVM
回帰モデル，黒線はオリジナルの SVM回帰モデル，青線は関数 sin x + sin 2x + sin 3x


























図 5.46: データ sumsinノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.47: 図 5.46に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）

















sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.48: 図 5.46に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.49: 図 5.46に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）

















sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.50: 図 5.46に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sincノイズ無しに対する SVM回帰モデルの変化
データ sincノイズ無しに対する SVM回帰モデルを図 5.51に示す．図 5.51において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sinc xを示す．また，図 5.51のモデルに対し
て提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.52，5.53，
5.54，5.55に示す．図 5.52，5.53，5.54，5.55において赤線は簡略化後の SVM回帰モデ


























図 5.51: データ sincノイズ無しに対する SVM回帰モデル
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sim plify S V R
original S V R
sinc(x)
図 5.52: 図 5.51に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）















sim plify S V R
original S V R
sinc(x)
図 5.53: 図 5.51に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sinc(x)
図 5.54: 図 5.51に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）















sim plify S V R
original S V R
sinc(x)
図 5.55: 図 5.51に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ poly2ノイズ有りに対する SVM回帰モデルの変化
データ poly2ノイズ有りに対する SVM回帰モデルを図 5.56に示す．図 5.56において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となっている
学習事例はサポートベクタ，青線は関数 (x − 5) (x + 5)を示す．また，図 5.56のモデル
に対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.57，
5.58，5.59，5.60に示す．図 5.57，5.58，5.59，5.60において赤線は簡略化後の SVM回
帰モデル，黒線はオリジナルの SVM回帰モデル，青線は関数 (x − 5) (x + 5)をそれぞれ

























図 5.56: データ poly2ノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
(x-5)(x+5)
図 5.57: 図 5.56に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
















sim plify S V R
original S V R
(x-5)(x+5)
図 5.58: 図 5.56に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
(x-5)(x+5)
図 5.59: 図 5.56に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
















sim plify S V R
original S V R
(x-5)(x+5)
図 5.60: 図 5.56に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ poly3ノイズ有りに対する SVM回帰モデルの変化
データ poly3ノイズ有りに対する SVM回帰モデルを図 5.61に示す．図 5.61において
赤線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となって
いる学習事例はサポートベクタ，青線は関数 (x − 5) x (x + 5)を示す．また，図 5.61の
モデルに対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを
図 5.62，5.63，5.64，5.65に示す．図 5.62，5.63，5.64，5.65において赤線は簡略化後の






帰モデルが区間 x < −9, 9 < xにおいて (x − 5) x (x + 5)と大きく乖離しているためで
ある．オリジナル SVM回帰モデルが区間x < −9, 9 < xにおいて乖離しているため，オ
リジナル SVM回帰モデルから導かれる簡略化 SVM回帰モデルも区間 x < −9, 9 < xに
おいて関数 (x − 5) x (x + 5)と乖離していることが図 5.62，5.63，5.64，5.65から確認さ
れる．
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図 5.61: データ poly3ノイズ有りに対する SVM回帰モデル













sim plify S V R
original S V R
(x-5)x(x+5)
図 5.62: 図 5.61に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
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sim plify S V R
original S V R
(x-5)x(x+5)
図 5.63: 図 5.61に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）













sim plify S V R
original S V R
(x-5)x(x+5)
図 5.64: 図 5.61に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
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sim plify S V R
original S V R
(x-5)x(x+5)
図 5.65: 図 5.61に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sin1ノイズ有りに対する SVM回帰モデルの変化
データ sin1ノイズ有りに対する SVM回帰モデルを図 5.66に示す．図 5.66において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となっている
学習事例はサポートベクタ，青線は関数 sin xを示す．また，図 5.66のモデルに対して提
案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.67，5.68，5.69，
5.70に示す．図 5.67，5.68，5.69，5.70において赤線は簡略化後の SVM回帰モデル，黒
線はオリジナルの SVM回帰モデル，青線は関数 sin xをそれぞれ示す．図 5.67，図 5.68
では簡略化の前後の SVM回帰モデルはほぼ重なっているが図 5.69，5.70 と削減の度合
いが大きくになるにつれて簡略化 SVM回帰モデルはオリジナルモデルと乖離していく
ことが確認できる．
















図 5.66: データ sin1ノイズ有りに対する SVM回帰モデル
100











sim plify S V R
original S V R
sin(x)
図 5.67: 図 5.66に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
sin(x)
図 5.68: 図 5.66に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(x)
図 5.69: 図 5.66に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
sin(x)
図 5.70: 図 5.66に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sin2ノイズ有りに対する SVM回帰モデルの変化
データ sin2ノイズ有りに対する SVM回帰モデルを図 5.71に示す．図 5.71において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sin 2xを示す．また，図 5.71のモデルに対し
て提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.72，5.73，
5.74，5.75に示す．図 5.72，5.73，5.74，5.75において赤線は簡略化後の SVM回帰モデ
ル，黒線はオリジナルの SVM回帰モデル，青線は関数 sin 2xをそれぞれ示す．図 5.72，
5.73では簡略化の前後の SVM回帰モデルはほぼ重なっているが図 5.74，5.75と削減の度
合いが大きくになるにつれて簡略化 SVM回帰モデルはオリジナルモデルと乖離していく
ことが確認できる．特に図 5.75に示された簡略化 SVM回帰モデルはオリジナル SVM回
帰モデルと大きく乖離しており，これは表 5.5における sin2のサポートベクタ数を 5%ま
で削減した場合に精度が大きく低下するという内容と合致する．
















図 5.71: データ sin2ノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
sin(2x)
図 5.72: 図 5.71に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
sin(2x)
図 5.73: 図 5.71に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(2x)
図 5.74: 図 5.71に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
sin(2x)
図 5.75: 図 5.71に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ triangleノイズ有りに対する SVM回帰モデルの変化







図 5.79，5.80 と削減の度合いが大きくになるにつれて簡略化 SVM回帰モデルはオリジ
ナルモデルと乖離していくことが確認できる．これは表 5.5に示すサポートベクタの削減
度合いと精度の変化の関係に合致する．
















図 5.76: データ triangleノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
triangle(x)
図 5.77: 図 5.76に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
triangle(x)
図 5.78: 図 5.76に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
107











sim plify S V R
original S V R
triangle(x)
図 5.79: 図 5.76に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
triangle(x)
図 5.80: 図 5.76に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
108
データ squareノイズ有りに対する SVM回帰モデルの変化


























図 5.81: データ squareノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
square(x)
図 5.82: 図 5.81に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）











sim plify S V R
original S V R
square(x)
図 5.83: 図 5.81に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
square(x)
図 5.84: 図 5.81に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）











sim plify S V R
original S V R
square(x)
図 5.85: 図 5.81に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sumsinノイズ有りに対する SVM回帰モデルの変化
データ sumsinノイズ有りに対する SVM回帰モデルを図 5.86に示す．図 5.86において
赤線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sin x+sin 2x+sin 3xを示す．また，図 5.86の
モデルに対して提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図
5.87，5.88，5.89，5.90に示す．図 5.87，5.88，5.89，5.90において赤線は簡略化後のSVM




























図 5.86: データ sumsinノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.87: 図 5.86に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）

















sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.88: 図 5.86に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.89: 図 5.86に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）

















sim plify S V R
original S V R
sin(x)+sin(2x)+sin(3x)
図 5.90: 図 5.86に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sincノイズ有りに対する SVM回帰モデルの変化
データ sincノイズ有りに対する SVM回帰モデルを図 5.91に示す．図 5.91において赤
線は SVM回帰モデル，緑線は ϵチューブの範囲，白丸は学習データ，2重丸となってい
る学習事例はサポートベクタ，青線は関数 sinc xを示す．また，図 5.91のモデルに対し
て提案手法を適用しサポートベクタ数の削減を行った SVM回帰モデルを図 5.92，5.93，
5.94，5.95に示す．図 5.92，5.93，5.94，5.95において赤線は簡略化後の SVM回帰モデ
ル，黒線はオリジナルの SVM回帰モデル，青線は関数 sinc xをそれぞれ示す．図 5.92で
は簡略化の前後の SVM回帰モデルはほぼ重なっているが図 5.93，5.94，5.95 と削減の度
合いが大きくになるにつれて簡略化 SVM回帰モデルはオリジナルモデルと乖離していく
ことが確認できる．特に図 5.95に示された簡略化 SVM回帰モデルはオリジナル SVM回
帰モデルと大きく乖離しており，これは表 5.5における sincのサポートベクタ数を 5%ま
で削減した場合に精度が大きく低下するという内容と合致する．




















図 5.91: データ sincノイズ有りに対する SVM回帰モデル
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sim plify S V R
original S V R
sinc(x)
図 5.92: 図 5.91に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）















sim plify S V R
original S V R
sinc(x)
図 5.93: 図 5.91に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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sim plify S V R
original S V R
sinc(x)
図 5.94: 図 5.91に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）















sim plify S V R
original S V R
sinc(x)






認する．実験に用いる多次元人工データは事例数 900，区間 x1 ∈ [−10, 10], x2 ∈ [−10, 10]
の 2次元データであり，各事例は格子状に並んでいる．各データはノイズの有無により
2種類のものを用意した．データの種類を表 5.6，5.7に示す．ここで noiseは標準正規分
布N (0, 1)に従った乱数に係数 0.1を掛けたものである．
各人工データに対するSVM回帰モデルを導出する．データ sinc-sinc，sin-cos，triangle-
poly2のノイズ無し，ノイズ有りに対してはRBFカーネルを選択し，RBFカーネルのパ
ラメータは γ = 1とする．また，データ addpoly2，subpoly2のノイズ無し，ノイズ有り
に対しては多項式カーネルを選択し，多項式カーネルのパラメータは p = 2とする．学






sinc-sinc yi = sinc xi1sinc xi2
sin-cos yi = sin xi1 cos xi2
triangle-poly2 yi = triangle xi1 (xi2 − 5) (xi2 + 5)














sinc-sinc yi = sinc xi1sinc xi2 + noise
sin-cos yi = sin xi1 cos xi2 + noise
triangle-poly2 yi = triangle xi1 (xi2 − 5) (xi2 + 5) + noise





subpoly2 yi = x
2



























データ 100 50 20 10 5
精度（MSE） sinc-sinc 0.01312 0.01501 0.01929 0.02291 0.02510
sin-cos 0.00824 0.01100 0.02863 0.10076 0.15359
triangle-poly2 2.40309 2.43378 8.70498 35.66200 81.08960
addpoly2 0.00286 2277.39 2277.39 2277.39 2277.39
subpoly2 0.00203 0.00203 0.00203 0.00203 0.00203
サポートベクタ数 sinc-sinc 34 17 6 3 2
sin-cos 283 141 56 28 14
triangle-poly 775 387 155 77 38
addpoly2 4 2 2 2 2




データ 100 50 20 10 5
精度（MSE） sinc-sinc 0.01304 0.01286 0.01307 0.01575 0.01873
sin-cos 0.01685 0.01906 0.04389 0.09645 0.17600
triangle-poly2 2.42735 2.46638 11.06540 35.69860 76.98600
addpoly2 0.01046 59594500 634.319 2.77989 50.20440
subpoly2 0.01025 24197700 25502.3 2.49267 1.63242
サポートベクタ数 sinc-sinc 198 99 39 19 9
sin-cos 348 174 69 34 17
triangle-poly 743 371 148 74 37
addpoly2 383 191 76 38 19
subpoly2 376 188 75 37 18
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データ sinc-sincノイズ無しに対する SVM回帰モデルの変化
データ sinc-sincノイズ無しに対する SVM回帰モデルを図 5.96に示す．図 5.96におい
て，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM回帰







図 5.96: データ sinc-sincノイズ無しに対する SVM回帰モデル
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図 5.97: 図 5.96に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 50%）
図 5.98: 図 5.96に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 20%）
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図 5.99: 図 5.96に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 10%）
図 5.100: 図 5.96に対して提案手法を適用した SVM回帰モデル（サポートベクタ数 5%）
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データ sin-cosノイズ無しに対する SVM回帰モデルの変化
データ sin-cosノイズ無しに対する SVM回帰モデルを図 5.101に示す．図 5.101におい
て，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM回帰







図 5.101: データ sin-cosノイズ無しに対する SVM回帰モデル
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図 5.102: 図 5.101に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.103: 図 5.101に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.104: 図 5.101に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ triangle-poly2ノイズ無しに対する SVM回帰モデルを図 5.106に示す．図 5.106
において，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルのSVM







図 5.106: データ triangle-poly2ノイズ無しに対する SVM回帰モデル
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図 5.107: 図 5.106に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.108: 図 5.106に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.109: 図 5.106に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ addpoly2ノイズ無しに対する SVM回帰モデルを図 5.111に示す．図 5.111に
おいて，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM
















図 5.111: データ addpoly2ノイズ無しに対する SVM回帰モデル
図 5.112: 図 5.111に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
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図 5.113: 図 5.111に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
図 5.114: 図 5.111に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）
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図 5.116: データ subpoly2ノイズ無しに対する SVM回帰モデル
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図 5.117: 図 5.116に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.118: 図 5.116に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.119: 図 5.116に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ sinc-sincノイズ有りに対する SVM回帰モデルを図 5.121に示す．図 5.121にお
いて，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM回







図 5.121: データ sinc-sincノイズ有りに対する SVM回帰モデル
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図 5.122: 図 5.121に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.123: 図 5.121に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.124: 図 5.121に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ sin-cosノイズ有りに対する SVM回帰モデルを図 5.126に示す．図 5.126におい
て，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM回帰







図 5.126: データ sin-cosノイズ有りに対する SVM回帰モデル
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図 5.127: 図 5.126に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.128: 図 5.126に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.129: 図 5.126に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ triangle-poly2ノイズ有りに対する SVM回帰モデルを図 5.131に示す．図 5.131
において，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルのSVM









図 5.131: データ triangle-poly2ノイズ有りに対する SVM回帰モデル
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図 5.132: 図 5.131に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.133: 図 5.131に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
145
図 5.134: 図 5.131に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）




データ addpoly2ノイズ有りに対する SVM回帰モデルを図 5.136に示す．図 5.136に
おいて，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM


















図 5.136: データ addpoly2ノイズ有りに対する SVM回帰モデル
図 5.137: 図 5.136に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
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図 5.138: 図 5.136に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
図 5.139: 図 5.136に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）
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データ subpoly2ノイズ有りに対する SVM回帰モデルを図 5.141に示す．図 5.141に
おいて，各点は学習データ，囲まれた点はサポートベクタ，赤色面はオリジナルの SVM









図 5.141: データ subpoly2ノイズ有りに対する SVM回帰モデル
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図 5.142: 図 5.141に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
50%）
図 5.143: 図 5.141に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
20%）
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図 5.144: 図 5.141に対して提案手法を適用した SVM回帰モデル（サポートベクタ数
10%）


















データ ソース 次元数 データ数 学習データ数 テストデータ数
abalone UCI 8 4177 2785 1392
cpusmall Delve 12 8192 5462 2730
housing UCI 13 506 338 168
space ga StatLib 6 3107 2072 1035
triazines UCI 60 186 124 62
5.5.2 実データにおける SVM回帰モデルの導出
各実データに対する SVM回帰モデルを導出する．カーネルにはRBFカーネル，多項
式カーネルを選択し，全てのデータに対して学習パラメータはC = 20, ϵ = 0.1を選択し










一方，データ abaloneのサポートベクタ比率 20%，データ triazinesのサポートベクタ







各実データの SVM 回帰モデルにおける簡略化の程度による精度の変化を図 5.146，
5.147，5.148 ，5.149，5.150にそれぞれ示す．図 5.146，5.147，5.148 ，5.149，5.150の
横軸はオリジナルの SVM回帰モデルのサポートベクタ数に対する簡略化 SVM回帰モ
デルのサポートベクタ数の比率を示し，縦軸はテストデータに対する平均 2乗誤差を示
す．図 5.146，5.147，5.148 ，5.149にそれぞれ示すデータ abalone，cpusmall，housing，
space gaにおいてはサポートベクタ数が少なくなることによって急激に精度が低下してい







データ 100 50 20 10 5
精度（MSE） abalone 6.64911 6.64914 6.64909 6.65116 6.72298
cpusmall 9.90483 9.90500 9.91841 9.96688 10.08240
housing 28.7439 28.5730 28.8109 35.3787 48.3711
space ga 0.02701 0.02701 0.02689 0.03085 0.02529
triazines 0.02184 0.02334 0.02483 0.02303 0.02413
サポートベクタ数 abalone 2615 1307 523 261 130
cpusmall 5198 2599 1039 519 259
housing 330 165 66 33 16
space ga 531 265 106 53 16




























































































図 5.150: 簡略化による精度の変化：データ triazines（RBFカーネル）
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5.5.4 実データにおける SVM回帰モデルの簡略化（多項式カーネル，p = 2）









各実データの SVM 回帰モデルにおける簡略化の程度による精度の変化を図 5.151，
5.152，5.153 ，5.154，5.155にそれぞれ示す．図 5.151，5.152，5.153 ，5.154，5.155の
横軸はオリジナルの SVM回帰モデルのサポートベクタ数に対する簡略化 SVM回帰モデ
ルのサポートベクタ数の比率を示し，縦軸はテストデータに対する平均 2乗誤差を示す．
図 5.151，5.152，5.154に示すようにデータ abalone，cpusmall，space gaにおいては特定
のサポートベクタ削減度合いにおいて著しく精度が低下していることが確認される．ま






表 5.12: 簡略化による精度とサポートベクタ数の変化：実データ（多項式カーネル，p = 2）
サポートベクタ比率 [%]
データ 100 50 20 10 5
精度（MSE） abalone 6.72399 6.77967 6.96511 7.33499 6.72014
cpusmall 11.8379 1317.19 12.4662 13.1094 12.6350
housing 29.7975 29.7607 29.7975 29.7974 29.7973
space ga 0.02158 0.02176 0.02126 0.02167 0.02158
triazines 0.03284 0.05522 0.08885 0.07113 0.04915
サポートベクタ数 abalone 2635 1317 527 263 131
cpusmall 5338 2669 1067 533 266
housing 332 166 66 33 16
space ga 688 344 137 68 34


























































































図 5.155: 簡略化による精度の変化：データ triazines（多項式カーネル，p = 2）
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5.5.5 実データにおける SVM回帰モデルの簡略化（多項式カーネル，p = 3）













各実データの SVM 回帰モデルにおける簡略化の程度による精度の比率を図 5.156，
5.157，5.158 ，5.159，5.160にそれぞれ示す．図 5.156，5.157，5.158 ，5.159，5.160の
横軸はオリジナルの SVM回帰モデルのサポートベクタ数に対する簡略化 SVM回帰モデ
ルのサポートベクタ数の比率を示し，縦軸はテストデータに対する平均 2乗誤差を示す．
p = 2の場合と同様に図 5.156，5.157，5.159に示すデータ abalone，cpusmall，space ga
において特定のサポートベクタ削減度合いにおいて著しく精度が変化していることが確
認される．一方，特定のデータにおける特定のサポートベクタ削減度合いを除くと簡略




表 5.13: 簡略化による精度とサポートベクタ数の変化：実データ（多項式カーネル，p = 3）
サポートベクタ比率 [%]
データ 100 50 20 10 5
精度（MSE） abalone 6.63955 9.44102 6.57335 6.63577 6.85269
cpusmall 9.23952 17273.3 20152 1377.73 9.28562
housing 165.07 57.363 166.133 97.979 216.147
space ga 0.02531 0.02532 0.02539 0.02531 0.02512
triazines 0.03053 0.03931 0.04382 0.01599 0.03595
サポートベクタ数 abalone 2627 1313 525 262 131
cpusmall 5247 2623 1049 524 262
housing 330 165 66 33 16
space ga 702 351 140 70 35
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