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Abstract— Real-Time Thermal Ratings (RTTR) is an emerging 
technology that allows the rating of electrical conductors to be 
estimated using real-time, local weather observations. In many 
cases this leads to a very significant (typically 50-100%) increase 
in rating with respect to conventional approaches. Conductor 
rating is heavily influenced by wind speed and direction. 
Consequently in this paper computational wind simulations, 
commonly employed by the wind energy industry, have been 
applied to inform rating estimation during network planning and 
operation. This provides an exciting opportunity to allow the 
identification of determining conductor spans, to inform network 
designers of the rating potential of different conductor routes, to 
estimate the additional wind energy that could be accommodated 
through the enhanced line rating and to allow intelligent 
placement of the monitoring equipment required to implement 
RTTR. The wind simulation data were also used to allow more 
accurate estimation of conductor ratings during operation.  Two 
case studies taken from actual trial sites in the United Kingdom 
are presented to demonstrate that these techniques can provide a 
real world benefit. 
 
Index Terms—Overhead Power Lines, Computational Fluid 
Dynamics, Power System Planning, Power System Meteorological 
Factors 
NOMENCLATURE 
C Energy Constraint [KWh] 
Dxi,j Distance between two points, i and j, in 
the x direction/ 
[m] 
E Energy [KWh] 
I Current [A] 
Ks Roughness Height [m] 
N The number of observations used in an 
estimation 
 
P Power [W] 
PO Power Output  
?̅? Mean conductor rating [A] 
Si,Wd Speedup characteristic at point I and 
wind direction Wd 
 
T Temperature [°C] 
Wd Wind direction  
k Weighting factor between relative 
speedup factors 
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t time interval to be considered [h] 
u X Direction Wind Vector [m.s
-1
] 
?̃? Estimated X Direction Wind Vector [m.s-1] 
v Y Direction Wind vector [m.s
-1
] 
V Voltage [V] 
?̃? Estimated Y Direction Wind Vector [m.s-1] 
𝑊?̃? Estimated Wind Direction [°] 
𝑊?̃? Estimated Wind Speed [m.s
-1
] 
zh Wind Turbine Hub Height [m] 
zα Conductor Height [m] 
θ Angle of Incidence [°] 
ϕ Power Factor Angle [°] 
I. INTRODUCTION 
EAL-TIME Thermal Rating (RTTR) is a technology that 
allows the current carrying capacity of electrical 
conductors, which varies with ambient temperature, solar 
radiation, and wind speed and direction, to be estimated using 
real-time, local weather measurements [1]. In many cases this 
leads to an increased rating (typically 50-100%), with respect 
to conventional approaches, the majority of the time. RTTR, 
using weather measurements to estimate line ratings and 
temperatures has been demonstrated internationally in 
multiple projects [2-4]. 
A sensitivity analysis by Michiorri et al. [5] showed that 
wind speed has the greatest impact on overhead line (OHL) 
current carrying capacity by a significant margin. Wind 
direction also leads to significant variations in current carrying 
capacity, having a comparable impact to ambient temperature. 
Wind speed and direction are variable on space scales varying 
from meters to kilometers, particularly in complex or hilly 
terrain [6]. Properly accounting for this variation is important 
for planning and operation of RTTR in power systems. 
In the wind energy industry, micro scale numerical wind 
simulations, based on Computational Fluid Dynamics (CFD), 
are used to predict energy yields [7], site turbines within a 
wind farm [8, 9] and evaluate turbine wake effects [10]. In this 
paper, these methods have been adapted to calculate the wind 
speeds and directions incident to OHLs, and hence calculate 
their ratings. 
Key challenges in RTTR planning are: predicting potential 
rating increases before deploying any RTTR hardware to the 
network; identifying the determining spans, or thermal 
bottlenecks, within the network; estimating the energy yield of 
distributed generators connected to networks making use of 
RTTR and, sensor placement. During operation the key 
challenge is to estimate conductor current carrying capacity in 
real time.  Solving these problems will provide network 
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engineers with an array of new tools to enhance their 
operating and planning capability.   
The rest of the paper is structured as follows: Section II 
introduces the concept of the Atmospheric Boundary Layer; 
section III discusses the CFD method used to model wind 
flows; section IV then presents methods for using the CFD 
results in power network planning, while section V presents a 
method to use the results for real-time Rating State Estimation 
(RSE). Real world case studies are provided in each section. 
In section VI we discuss further research that could improve 
the estimation in this paper. Finally, conclusions are provided 
in section VII. 
II. THE ATMOSPHERIC BOUNDARY LAYER 
The wind flows which affect conductor ratings take place in 
the Atmospheric Boundary Layer (ABL). This is the layer of 
air immediately above the Earth’s surface, which is directly 
influenced by the surface through its shape, roughness and 
temperature [11]. The forces that influence the ABL include 
frictional drag, evaporation and transpiration, heat transfer, 
pollutant emission and terrain induced flow modification [12]. 
This layer is close enough to the Earth’s surface that effects 
that are important in the upper atmosphere can be ignored. The 
ABL is commonly modelled as neutrally stable, meaning the 
surface-boundary interaction is a purely mechanical process 
[13]; this means that frictional drag and terrain induced flow 
modification, are the parameters which control boundary layer 
behavior. This assumption is used in this paper. 
A. Wind Flow over Terrain 
The terrain over which the wind blows can be broken down 
into two parts; the orography (the ground elevation) and 
terrain features (what is on the ground).  Modelling wind flow 
over the orography is relatively straight forward; the 
orography can be used to create a surface geometry around 
which a CFD mesh can be constructed.  
The terrain features can include trees, shrubs, and buildings, 
which affect wind patterns. Conventionally these features are 
represented by a so called ‘sand grain’ roughness on the 
surface [14]. This roughness modifies the shape of the flow 
boundary layer depending on the roughness [15], which in 
turn alters the flow. Since the terrain is modelled as a surface 
roughness rather than fully realized 3D objects, effects such as 
sheltering from vegetation are not represented. This means 
that while the simulations can accurately model changes in the 
shape of the boundary layer, they do not account for effects 
such as the wakes behind buildings or woodland [16-18]. 
B. Flow Solver 
Most fluid-flow problems are too complex to be solved 
analytically. Consequently, they are decomposed into many 
smaller problems and solved using standard techniques. CFD 
itself, and wind simulation in particular, are the subject of 
much ongoing research. However, in this paper we are focused 
on the application of standard techniques to new power 
systems applications. For this reason, the CFD calculations 
were performed using Fluent 12.1, a broadly used, general 
purpose CFD package. Fluent has been used for wind 
simulations by other authors, and produced results comparable 
to dedicated wind modelling software [19, 20].  
III. CFD METHOD 
A. Input Data 
To construct the CFD model, data is needed to represent the 
terrain and underlying orography. Orography data was 
available from the UK Ordinance Survey Digimap service. 
Grid spacing and starting coordinates were specified and the 
elevation at each point is provided. These data were used to 
create a 3D surface model of the orography. 
Terrain feature data were provided by Airbus Space and 
Defense. The data was captured by LiDAR survey [21] and 
categorized different terrain features by their roughness; these 
categories were then assigned a roughness height for use in the 
CFD simulation based on industry standard values [22]. 
B. Computational Domain 
A computational mesh was created around the 3D surface 
model. The structure and quality of this mesh affect the 
duration and accuracy of the numerical solutions [23]. For this 
application, it was important to have a large number of cells 
close to the terrain, where the most complex interactions take 
place, and where the power lines were located. The cells then 
grew in size as they expanded upwards into the ABL. This 
reduced the computational requirements, but was not 
detrimental to the results since this was far from the area of 
interest, and there were few complex interactions at this 
altitude. An example of a mesh used in this paper is shown in 
Fig. 1 . 
 The inlet Boundary Condition (BC) was set as suggested by 
[24], to represent wind coming into the domain. The terrain 
was modelled as a rough wall, and the sides and top of the 
domain were modelled as symmetry (a frictionless wall). 
C. CFD Simulations 
The aim of the CFD simulations was to create wind data 
sets that represent the majority of wind conditions experienced 
at the location of the network. Once a model had been created 
the data set was generated by altering the prevailing wind 
direction in 10° steps, resulting in a set of 36 simulations to 
represent a domain.  
 
Fig. 1.  An illustration of mesh structure, with small cells close to the 
boundary and larger cells at higher altitudes. The mesh is also refined where 
the terrain is particularly complex. This illustration shows the structured 
hexahedral mesh used in this paper. 
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The results of 3 sets of simulations are discussed in this 
paper. Bolund Hill, a commonly used test case, was simulated 
to ensure the methods used were comparable with state of the 
art wind simulations. The other two sets of simulations were 
carried out to provide case studies for the paper, both are 
simulations of wind flow close to Scottish Power Energy 
Networks’ 132kV network in North Wales. One simulation is 
of the proposed route to a new large wind farm, and was used 
to demonstrate the planning methods discussed in the paper. 
The other model encompasses existing 132kV network, and 
was used to validate the online state estimation.  Details of the 
meshes created and simulations performed are provided in 
Table I. 
Table I: Details of the CFD meshes created for the study and the number 
of simulations run 
D. CFD Validation using Bolund Hill 
A validation exercise was conducted using the Bolund Hill 
experiment [25]. Bolund hill is a 12m high costal hill situated 
in Denmark [26]. In 2007/2008 ten wind masts were set up, 
with a total of 35 monitoring stations on and around the hill 
for a period of three months to record the effect of the hill’s 
complex topography on local wind flow. This data has since 
been used to validate computational wind simulation packages 
and CFD simulations [27] including Windsim [28], WASP 
and general purpose RANS based packages. 
Simulations were performed modelling the hill using the 
method described in sections B and C. The resulting average 
error of 7.5% was comparable to the best simulations 
submitted to the Bolund Experiment [27], whose average 
errors varied from 4% to 10%. 
IV. NETWORK PLANNING WITH CFD WIND MODELLING 
A. Creating Data Representative of Local Wind Regimes 
The CFD results are used to generate a grid of normalized 
wind speeds, known as speedup values. This is done by taking 
a surface of points at a set height above the ground, and 
dividing the velocity magnitude at each point by the mean 
velocity magnitude across the domain, as shown in equation 
(1). All of the examples presented here take the surface at 10m 
above ground level. This is because 10m is the height at which 
wind speed measurements are generally taken [29], and 10m 
provides a reasonable approximation to the height of overhead 
conductors. 
𝑆𝑖 =
𝑊?̂?𝑖
∑ 𝑊?̂?𝑗
𝑛
𝑗=1
𝑛
 
 
(1) 
In equation (1), the value Si is the Speedup value at point i, 
𝑊?̂? is the simulated wind speed and n is the number of points. 
A database of these Speedup values must be computed for 
each set of inlet conditions input to the CFD model. 
 
Fig. 2.  Example of a contour plot of speed up characteristics 
Fig. 2 shows a contour plot of Speedup values at 90
o
 inlet 
condition (an easterly wind), from the planning case study. It 
illustrates the high level of spatial variation. If a conductor 
was running from the north to the south of the domain, with a 
weather station roughly every 10km (the spacing used in 
Scottish Power’s demonstration project [30]), it would pass 
through areas where the wind speed varies from 20% to 120% 
of the average value, which would not be accounted for by 
observations.  
For the studies described, local wind speed, direction and 
temperature data were provided by the UK Met Office. These 
Local measured data were combined with the Speedup data to 
create an hourly data set. For each time step in the hourly data 
set, the appropriate Speedup data should be selected based on 
the measured wind direction, Wd. This is then multiplied by 
the measured wind speed, Ws, to give time series of estimated 
wind speed, 𝑊?̃?, for every point in the domain, as shown in 
equation (2): 
𝑊?̃?𝑖 = 𝑆𝑖,𝑊𝑑 ∙ 𝑊𝑠 (2) 
These time series were used to evaluate the benefits that 
could be provided through RTTR, identify where thermal 
bottlenecks are likely to be located and assist in the optimal 
placement of monitoring equipment. The methods devised to 
calculate these are described in sections B-F. 
B. Average Rating Calculation 
Though knowing the average rating of a conductor does not 
give a complete understanding of its behavior, it is a useful 
tool for knowing where critical spans are likely to occur. The 
average rating can be obtained by calculating the rating at 
each time step, or by calculating average weather conditions 
and using these to estimate the average rating. 
The ambient temperature values from the historical weather 
data can be applied directly, since temperature has a relatively 
low variation over the space scales of an OHL. If several sets 
of temperature data were available, then inverse distance 
Mesh Name Number of 
Cells 
Number of 
Simulations 
Bolund Hill 3.5 Million 4 
Planning Case Study 3.5 Million 36 
State Estimation Case Study 2.8 Million 36 
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interpolation can be used to calculate the appropriate value 
[2]. 
Wind direction should be assumed to be 0° relative to the 
conductor at this stage (a worst case assumption), and solar 
radiation should be ignored. 
C. Critical Span Identification 
In many cases, the rating of a circuit can only be as high as 
the rating of its lowest rated section. Consequently it is 
important to identify which span, or spans, this is likely to be. 
It may be necessary to add extra instrumentation here, or even 
to re-conductor just one span. Average annual rating values 
provide a good initial estimate of where a critical span is likely 
to be located. The location of the network can be 
superimposed over the estimated ratings, and spans that cross 
areas with low average ratings can be identified.  
The wind direction relative to the line was assumed to be 0° 
(the worst case scenario) for the average rating calculations. 
However, the prevailing wind direction at each point in the 
CFD domain can be calculated in the same way as the average 
wind speed. This can be combined with the angle correction 
factor shown in  Fig. 3 to calculate the average annual rating 
of a conductor. Equation (3) shows how to calculate this 
corrected mean rating, ?̅?𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑, from the mean rating ?̅?, the 
correction factor CF, and the difference between the 
orientation of the conductor θc and the mean wind direction 
Wd.  
 
 
 Fig. 3.  Wind direction correction factors for conductor rating, calculated 
based on a sensitivity analysis undertaken by the authors. 
 
 These average rating values can be used to identify where 
critical spans are likely to occur, or to identify areas that are 
likely to maximize benefits or minimize the risks from RTTR.  
D. New Conductor Siting 
The siting of new OHLs is a complex process. Various steps 
must be taken including environmental surveys and planning 
consultations [31]. The conductor is often sited where it will 
have the least visual impact, such as in a valley or behind a 
tree line; this is directly at odds with obtaining the greatest 
benefit from RTTR. If RTTR was considered at the planning 
and design stage, it would be possible to factor the potential 
benefits into the planning process. This could lead to 
situations where fewer circuits need to be built, or lower rated 
conductors can be used. One example is that rather than 
building a steel tower line through a valley, a wood pole could 
be built along a ridge. 
The method for siting new OHLs is similar to the method 
for identifying critical spans. Rather than looking at the 
average rating at the location of the existing conductors, the 
average rating at the location of proposed route corridors can 
be examined. In some cases, it may even be possible to plan 
conductor routes perpendicular to prevailing wind flows. 
E. Wind Farm Energy and Constraint Assessment 
While the average rating is a reasonable indicator of which 
conductors are likely to be critical spans, it does not give an 
indication of when the additional capacity is available. This is 
relevant if the circuit is being used to connect wind generation, 
because it is important to know how high the rating of the 
conductor will be when the wind farm is working at rated 
capacity. Lines with a low average rating could be sufficient to 
facilitate additional wind generation if their periods of high 
rating coincide with high wind speed, and hence high 
generation, at the wind farm site. 
The CFD model can be used to give an indication of where 
high wind speeds occur in the area of interest concurrently 
with high wind speeds at the wind farm site. The following 
steps are taken: 
 Select a point in the domain to represent the wind farm 
location. This makes the assumption that the wind farm, 
which covers a large area, can be adequately represented 
by one point. 
 Calculate time series of wind data for the time interval to 
be considered, t, at the location of the wind farm and the 
possible locations of the conductors. 
 Wind turbine hub height is often around 100m, so the 
10m wind speed must be scaled up to give the speed at 
turbine hub height, using standard wind height correction  
in equation (5) [2]: 
𝑊?̃? is the simulated wind speed at the height of the turbine 
hub, 𝑊?̃?𝛼  is the simulated wind speed at conductor height, 𝑧ℎ 
is the turbine hub height and 𝑧𝛼 is conductor height (assumed 
to be 10m). Kshear is a ground roughness value. Appropriate 
values of Kshear for different ground types can be found in 
[32]. Alternatively, the speed up value could be taken from the 
simulation at turbine hub height. However, this method allows 
several turbines with varying hub heights to be compared, 
without having to extract additional data from the CFD results 
 Use the wind speed at this location to calculate the wind 
farm power output.  
 Use the wind data at the conductor sites, along with 
temperature data if available, to calculate the conductor 
rating at the sites of the conductors. 
 Scale the wind power output by the maximum output of 
the wind farm: 
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𝐼𝑊𝐹 =
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(4) 
𝑊?̃? = 𝑊?̃?𝛼 ∙ (
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)
𝑘𝑠ℎ𝑒𝑎𝑟
 
(5) 
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𝑃 = 𝑃𝑅𝑎𝑡𝑒𝑑 . 𝑃𝑂 (6) 
 Calculate the current in the line: 
Where IWF is the line current produced by the wind farm and ∅ 
is the power factor angle. Assuming unity power factor: 
𝐼𝑊𝐹 =
𝑃
3𝑉
 
 (7) 
 At each point in the time series, compare the power to the 
line rating and evaluate the constraint and energy yield: 
𝐶 = 3𝑉 ∙ ∑ {
𝐼𝑊𝐹 − 𝑟 > 0, 𝐼𝑊𝐹 − 𝑟
𝐼𝑊𝐹 − 𝑟 < 0, 0
𝑇
𝑡=0
 
(8) 
𝐸 = ∑ 𝑃𝑡
𝑇
𝑡=0
− 𝐶 
(9) 
𝐶𝑝𝑟𝑜𝑝 =
𝐶
∑ 𝑃𝑇𝑡=0
 
(10) 
In equations (8)-(10) r represents the conductor rating in 
amps, C represents energy that must be curtailed from the 
windfarm due to network constraints, E represents the total 
energy yield after constraints and Cprop is the constraint as a 
proportion of the available energy yield. 
This method can be used to consider wind farms with a 
variety of energy capacities, ranging from those that would be 
permitted by the static ratings, to those with peak power 
outputs greater than the conductors would conventionally 
allow. This could allow network planners and designers to 
offer connection agreements to windfarms with greater 
capacity based on predicted levels of constraint. 
F. Where to Instrument 
In any RTTR deployment it is essential to have adequate 
instrumentation to be able to infer the ratings throughout the 
system. However, the instrumentation can be expensive, 
particularly in the case of purpose-built devices. Consequently 
it is prudent to plan a deployment that minimizes the cost of 
instrumentation without compromising observability. The 
authors suggest that meteorological observation stations 
should be sited in locations that are representative of large 
areas. Other instrumentation, such as sag/tension monitors 
should be deployed in areas that are not well represented by 
the weather stations or are likely to contain determining spans.  
To determine which areas are appropriate sites for 
meteorological stations, and which parts of the network will 
require additional instrumentation, the correlation structure of 
the domain must be determined. The example shown below 
uses wind speed correlations, since this is the parameter that 
varies the most on the relevant space scales. However, it 
would be equally valid to use the correlation between 
predicted rating values. The correlation structure was 
calculated as follows: 
 Create time series of wind speed at each point in the 
domain using CFD results and historical data. 
 Calculate the correlation between each pair of time series 
using equation (11).  
 Large domains may need the data reducing to make this 
computationally manageable.  
 Equation (11) represents the product-moment correlation 
between two variables, X and Y, defined by the 
covariance divided by the product of the standard 
deviations [33]. 
 This will yield a matrix of correlations, where element i,j 
represents the correlation between locations i and j. 
Taking the mean of each column will give the average 
correlation between that element and the rest of the 
domain.  
 These average correlations can then be plotted against 
their positions, showing which areas are well correlated, 
and which are comparatively independent. An example is 
shown in Fig. 4 
 
Fig. 4.  Average point correlation with the other points in the domain. 
The red areas in Fig. 4 show locations that have a high 
correlation with the rest of the domain. Meteorological 
stations in the red areas would be able to give a strong 
representation of the majority of other locations. The yellow 
and blue areas represent sites with a lower correlation to the 
rest of the domain. These areas have wind conditions that are 
not generally representative of the domain; if conductors pass 
through these areas, additional instrumentation should be 
deployed to ensure that the system observability is high. This 
is especially true if these areas have been identified as 
containing critical spans. 
In the majority of cases, the number of locations where 
sensors, particularly meteorological stations, can be placed 
may be limited; for example they may only be placed at 
substations, where they are guaranteed power and data 
connections. However the method presented is still valid for 
suggesting which of these locations would provide the best 
coverage, and which could provide redundant cover of well 
monitored areas. Limited options would also reduce the 
computational burden of calculating the correlation structure. 
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G. Case Study 
1) Description of Case Study 
The case study was located in north Wales, just south of the 
city of St Asaph. Several new onshore wind farms were 
attempting to connect to the 132kV network, which required 
the construction of a new OHL. The potential routes for this 
line are shown in Fig. 5, along with the location of the existing 
network and the wind farm site. The proposed OHL had a 
static summer rating of 89MVA. This study aims to quantify 
whether additional wind generation could be connected using 
RTTR [34]. The case study therefore is a realistic industry test 
case and not a highly abstract lab based study.    
2) Studies Undertaken 
A CFD mesh of the trial site, shown in Fig. 1, was created. 
36 simulations were performed, altering the inlet condition by 
10° for each simulation, to give representations of the wind 
regime for a variety of prevailing wind conditions. The goals 
of the case study were to identify which OHL route would 
result in the greatest energy yield from the wind farm, to 
calculate the size of wind farm that could be accommodated 
and to estimate the energy yield and constraints for the wind 
farm. 
 
Fig. 5.  A map of the case study area showing the route corridors for potential 
OHLs and the elevations of the local terrain. 
The method described in section IV B was applied to calculate 
the average ratings throughout the domain, as shown in Fig 6. 
The ratings are shown as a proportion of the seasonal ratings 
[35] to give an indication of the additional capacity available. 
These ratings suggest that the central route corridor would 
allow the wind farm with the greatest generating capacity to 
be connected. However, while this route had the greatest mean 
capacity, it did not necessarily have high ratings concurrently 
with high generation at the wind farm. The method described 
in section IV E was applied to evaluate energy throughput, 
considering wind farms with an 80, 100, 120 and 140MW 
capacity. 
 A consequence of connecting a wind farm with a greater 
capacity than the rating suggests the circuit can support is that 
the generator will sometimes have to be constrained. There 
have been a number of studies on constrained wind farm 
connections demonstrating that this is a realizable solution 
[36, 37]. Fig. 7 shows time series of conductor rating and the 
current arising from the wind farm. It can be seen that the two 
follow the same trends, and that the wind farm occasionally 
exceeds the conductor rating, which would lead to a 
constraint. Table II shows the constraint in energy yield for the 
wind farms considered in this study. There is a clear business 
case for a windfarm with a 140MW rating with a predicted 
constraint of 1.1% of energy yield. 
 
 
Fig. 6.  Map of annual average conductor rating as a proportion of seasonal 
ratings. The locations of the approved route corridors are shown on the plot. 
 
 
Fig. 7.  Time series of conductor rating and wind farm current from a 120MW 
Wind Farm. 
Table II: Energy yield constraints for wind generators of different 
capacities 
Wind Farm Capacity (MW) Constraint (% of energy yield) 
80 0.01 
100 0.35 
120 0.7 
140 1.1 
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V. REAL-TIME RATING STATE ESTIMATION 
A. Motivation 
Weather based RTTR offers wide coverage of network 
current carrying capacity while using relatively few 
instruments [2] compared with line monitoring devices. 
However, the existing techniques for applying weather based 
RTTR use simple interpolation methods to estimate the 
weather conditions, and hence the rating, throughout the 
system. This method does not account for the variability of 
wind on the relevant space scales [6, 38], resulting in errors in 
RSE. Given that wind speed and direction have a significant 
impact on conductor current carrying capacity, wind 
simulations can provide detailed information about how the 
terrain affects the local wind flow. However, the simulations 
are time consuming and consequently cannot be run during 
operation. This is because the thermal time constant of an 
overhead conductor requires the rating to be updated every 10 
minutes to avoid exceeding the conductor’s design 
temperature [39]. Consequently, a method was required to 
allow detailed simulation results to be applied in an 
operational timeframe. The proposed method uses a database 
of CFD results – which have been calculated offline – to allow 
RSE to be carried out quickly enough to calculate the rating 
within the conductor’s thermal time constant. 
B. Method 
The CFD simulations provide a relationship between the 
terrain and the wind flow. The next step is to use this 
relationship to estimate conductor ratings. The RSE takes 
place at discrete time intervals, with the calculated rating 
being applied for the next time step – these time steps should 
be no longer than 10 minutes [39]. This method assumes that a 
weather based RTTR system is being deployed, with several 
meteorological stations sited throughout an area of network.  
Each time step, the most representative set of wind 
simulation data must be selected from the database. This is 
done by normalizing the observed wind speeds by the mean 
observed wind speed, comparing them to each set of 
simulation results and minimizing the error in X and Y 
direction vectors.  
𝑊?̂?𝑁 =
𝑊?̂?
∑ 𝑊?̂?𝑗
𝑚
𝑗=1
𝑚
 
 
(12) 
 
𝑆𝐵𝐹 = 𝑎𝑟𝑔min
𝑖=1,𝑛
∑[(𝑢𝑁𝑗−𝑆𝑥𝑖,𝑗)
2 + (𝑣𝑁𝑗 − 𝑆𝑦𝑖,𝑗)
2]
𝑚
𝑗=1
 
 
(13) 
 
?̃?𝑖 = 𝑆𝑦𝑗 (∑
∑ 𝑊𝑠𝑗
𝑚
𝑗=1
𝑚
) 
 
(14) 
 
The measured and calculated values were decomposed into 
x and y direction vectors. In this paper, z direction flows were 
not considered because the available weather data did not 
contain z direction values. This is a conservative assumption, 
since if the z direction values were included the overall wind 
velocity and hence cooling effect, would be increased. 
The ambient temperature and incident solar radiation were 
estimated using inverse distance squared interpolation as in 
the RTTR methodology described by Michiorri et al [2].  
C. Case Study 
The case study presented in this paper is the same as that 
used by Michiorri et al. [2]. It was a section of 132kV 
distribution network located in north Wales. The area of 
interest spanned 20km, with five meteorological stations 
deployed across the network.  A map of the local area 
depicting the location of the meteorological stations and 
overhead conductors is shown in Fig. 8. The meteorological 
stations provided the average temperature, wind speed, wind 
direction and solar irradiance every 5 minutes. 
The area included towns, wooded areas, hills and valleys. 
The elevation varied from sea level to 304m. OHLs ran 
parallel to the north coast of Wales, approximately 6km 
inland. The conductors used in the study were generally 
under-utilized; however, proposed onshore and offshore wind 
farm developments meant that in the next few years the 
circuits were expected to be at capacity, making it an ideal test 
area for RTTR. This again is representative of industrial 
practice and provides a credible example of how these 
techniques will be deployed in real engineering systems.   
 
Fig. 8.  A map of the trial site area, showing local features and the location of 
the meteorological stations and conductors 
1) CFD Results 
 To validate the wind speed estimation, the CFD model was 
used to estimate the wind speed at each meteorological station 
using the data from the other four stations as an input. This 
was calculated using a year of observed data, and the results 
are shown in Table III. 
Table III: Mean absolute errors in wind speed and direction estimation 
using the CFD Method 
The errors in wind speed and direction estimation are shown 
in Table III. In three cases, the MAE (mean absolute error) in 
wind speed estimation was around 1m/s. At weather stations 
AC93 and AC122 the MAE was much higher. AC93 is 
directly to the south of the city of St Asaph. The city is 
represented in the simulations by a sand grain roughness 
model; while this alters the shape of the boundary layer 
appropriately, it will not create the wake effect that would be 
caused by the town in reality. If station AC93 is in this wake, 
that could account for the high estimation errors.  AC122 was 
N
 AC93 AC85 AC79 AC103 AC122 
Average CFD Error (m/s) 2.01 1.00 0.98 1.04 2.62 
Average CFD Error (o) 48.1 35.1 43.5 50.6 42.1 
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far from the other measurement stations so, given that the 
other observations are used as an input to the estimation, it is 
not surprising that the highest error was recorded here. These 
are examples of areas where line monitoring may be more 
appropriate than a purely weather based approach. 
2) Real-Time Thermal Rating Results 
The aim of this work was to determine whether the CFD 
wind simulation results could be used in online state 
estimation. A validation was performed by estimating the 
rating at each meteorological station using observations from 
the other 4. Fig. 9 shows the calculated rating using the new 
CFD method, compared with the actual ratings. The estimated 
rating follows the trends in the measured rating, but often 
misses high frequency changes.  
Table IV shows the MAE in rating estimation using the 
CFD method, compared with the previously implemented 
inverse distance interpolation method [33]. There are larger 
errors at AC122, the most remote weather station, and AC93, 
corresponding to the high wind speed and direction errors. 
Wind simulations are used by the wind industry to assess long 
term aggregates in energy yield, so it is not surprising that a 
real-time application, trying to capture short term variations, 
results in higher errors. Improvements in both wind simulation 
and state estimation could reduce this error, but it is 
encouraging that reasonable results can be obtained using the 
simple methods presented in this paper.  
 
Fig. 9.  Comparison of CFD rating estimation and measured values 
Table IV: A Comparison of mean absolute error in rating prediction 
between the inverse distance and CFD methods 
 AC93 AC85 AC79 AC103 AC122 
CFD Rating Error (A) 161.5 93.9 86.4 102.7 176.2 
CFD Rating Error 
(%) 
28.3 13.6 12.5 14.2 21.1 
Interpolation  Ratings 
Error (A) 
145.5 118.6 97.7 88.3 180.6 
Interpolation Ratings 
Error (%) 
25.5 17.2 14.1 12.21 21.6 
D. Alternative Interpolation Method 
Although the method discussed in section V.B gave good 
agreement between the measured and estimated wind speeds 
at 3 of the stations (mean absolute errors of around 1 m/s), the 
error at the other two stations – and particularly the most 
remote station, AC122 – were too high for realistic 
implementation. Consequently, a new state estimation method, 
hybridizing the method from section V.B and the original 
linear interpolation method has been developed and is 
described here. 
Rather than using the global average wind speed, the X and 
Y wind speed vectors are used, in conjunction with a relative 
speedup value, which is calculated thus: 
𝑆𝑥𝑖,𝑗 =
𝑆𝑥𝑖
𝑆𝑥𝑗
 
(15) 
So for any estimation, there will be N speedup values for 
each direction, which must then be combined through some 
weighting mechanism to give an estimate for the wind 
velocity.  
?̃?𝑖 =
∑
𝑢𝑗. 𝑆𝑖,𝑗
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𝑘
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𝑁
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∑
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𝑘
𝑁
1
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1
𝐷𝑦
𝑖,𝑗
𝑘
𝑁
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(16) 
Where Dxi,j is the distance between the point i and the 
station j in the x direction  and k is a constant, obtained 
through an optimization based on minimizing estimation error 
at the points where the wind velocity is known (i.e. the 
weather station sites). 
E. Results 
The results using the alternative interpolation method are 
shown in Table V. Overall, the error in both speed and 
direction estimation has been reduced compared to the original 
method. However, the improvement is not uniform and, 
particularly in the case of AC85 and AC79where the speed 
estimation error is actually slightly worse. This is counteracted 
by the improvement in direction error, which results in a 
reduction in rating estimation error at every station bar AC85.  
Table V: A Comparison of mean absolute error in rating prediction 
between the inverse distance and the Alternative Interpolation 
 AC93 AC85 AC79 AC103 AC122 
Mean Angle Error (°) 38.33 27.84 34.66 38.69 36.88 
Mean Speed Error (m/s) 1.40 1.22 1.05 1.00 2.28 
CFD Rating Error (A) 129.68 103.67 84.75 93.40 149.88 
CFD Rating Error (%) 18.76 15.02 14.85 12.91 17.95 
 
These results represent the first of several possible further 
work streams to improve the state estimation, and to bring the 
exciting possibilities offered by CFD to real network 
operation. 
VI. FUTURE RESEARCH TO IMPROVE ESTIMATION 
Although the methods used in this paper have demonstrated 
the potential for wind simulations to inform RTTR, the 
authors recognize that this research is a first step. This section 
contains suggested improvements to the methods discussed in 
this paper which could be the subject of future research. 
A. Improved CFD Methods 
Further work could seek to improve the CFD set up for 
wind flow estimation. The BC in the existing solution assumes 
a uniform wind flow across the inlet to the domain. In reality, 
it is unlikely that this is the case. Instead, it could be 
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preferable to construct non-uniform BCs, based on the 
observed wind speeds and directions within the domain, with 
some interpolation applied between them. The difference 
between the two BCs is shown in Fig. 10.  
 
 
Fig. 10.  The difference between a uniform and non-uniform inlet BC 
Alternatively, the inlet condition could be determined by 
running a simulation on a much larger domain and using the 
results from this at the location of the inlet to the original 
domain to determine the new inlet condition. 
In the existing CFD set up, the surface roughness data is 
represented in the simulation as roughness elements at ground 
level. The function of these elements is to distort the shape of 
the boundary layer in the same way as the physical object the 
roughness element represents. However, since the roughness 
elements are at the same height as the ground, the roughness 
elements do not provide the same wake effect as the physical 
objects. This is apparent in the simulations, where AC93 is 
situated next to an urban area, and as a result the CFD over 
estimates the wind speeds at that location. Using fully realized 
objects, rather than a simple surface roughness model, could 
account for these wake effects, albeit at the cost of more 
computational time and resources. This method could account 
for the effect of trees and other vegetation near to the line 
much more accurately than the existing method. The 
difference between the two roughness models is shown in Fig. 
11.  
B. Size of CFD Results Databases 
The research carried out so far relies on a database of 36 
CFD simulations, created by varying the inlet condition by 10
o
 
for each simulation. The accuracy of the method could be 
improved by expanding the size of this database, both through 
increasing the resolution (for example simulations every 5
o
) 
and through creating more representative inlet boundary 
conditions as suggested in section VI. A. 
VII. CONCLUSIONS  
This paper has demonstrated how wind simulations can be 
used to provide information about wind flows local to RTTR 
schemes, both in network planning and operation.  Planning 
methods were proposed, using concepts commonly applied in 
the wind energy industry, to identify thermal bottlenecks in 
the network, allow RTTR informed planning of new network 
assets, inform sensor placement and allow network operators 
to see the potential benefits of RTTR prior to deployment. A 
time series analysis method was described to calculate the 
constraints and energy yield of new wind farms.   
  
 
Fig. 11.  (a) shows the effect of roughness elements on a boundary layer, 
while (b) illustrates that in reality the boundary layer is also shifted physically 
upwards, and a wake is created behind the roughness object. This could be 
woodland, vegetation or a building. 
A case study using a real wind farm connection was 
presented. The results suggested that it would be possible to 
connect a wind farm with a generating capacity of 140MW to 
a circuit with a static rating of 89MVA with generating 
constraints of only 1.1%. The results also show that the route 
of the OHL could make a significant difference to the energy 
yield from the wind farm. 
Most importantly, these methods can allow network 
planners and designers to estimate how much additional 
capacity will be provided through RTTR before deploying any 
equipment to the network. Furthermore, the methods can be 
used in the planning of new assets, allowing these to be 
appropriately selected and located to maximize the benefit of 
RTTR.  
A method for estimating wind speeds and directions in a 
weather based RTTR system was also developed. Existing 
interpolation based methods [2] took no account of the 
relationship between terrain orography and wind flows. This 
new method allows that relationship between terrain and 
conductor rating to be accounted for. By coupling pre-
calculated wind speed and direction values with real time 
observations, the method allows conductor ratings to be 
calculated quickly, which is essential to avoid conductors 
exceeding their design temperature. The method provided 
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reasonable estimation, though the errors were higher than is 
desirable for operation, particularly in certain circumstances. 
Means of potentially improving the estimation were proposed 
as the subject of further research. 
This paper therefore describes a rich set of new tools for 
network planners and operators that have been demonstrated 
on two real world case studies.  The authors expect in future 
that real time thermal rating deployments will become as 
ubiquitous as static ratings are today on the network and that 
these techniques will also be routinely used in network 
planning and operation. 
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