Abstract-We develop methods for automatic detection and localization of landmines using chemical sensor arrays and statistical signal processing techniques. The transport of explosive vapors emanating from buried landmines is modeled as a diffusion process in a two-layered system consisting of ground and air. Measurement and statistical models are then obtained from the associated concentration distribution. We derive two detectors (the generalized likelihood ratio (GLR) test and the mean detector) and determine their performance in terms of the probabilities of false alarm and detection. To determine the unknown location of a landmine, we derive a maximum likelihood (ML) estimation algorithm and evaluate its performance by computing the Cramér-Rao bound (CRB). The results are applied to the design of chemical sensor arrays, satisfying criteria specified in terms of detection and estimation performance measures and for optimally selecting the number and positions of sensors and the number of time samples. To illustrate the potential of the proposed techniques in a realistic demining scenario, we derive a moving-sensor algorithm in which the stationary sensor array is replaced by a single moving sensor. Numerical examples are given to demonstrate the applicability of our results.
I. INTRODUCTION
T HE EXISTENCE of large numbers of landmines poses a severe threat to human life in many areas throughout the world. Some estimates of the total number of mines deployed is well above 100 million. However, methods for mine clearing have not evolved significantly in the past few decades. Several methods that are currently used for mine detection include manual prodding, metal detecting, applying mechanical techniques, and the use of trained animals. The only electronic equipment of widespread use is the traditional metal detector, which is reliable but not very efficient with respect to its false alarm rate. In addition, today's mines are often devoid of metal parts, making them invisible to the metal detector.
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resonance, passive millimeter wave detection, and acoustic methods [1] . Trace explosive detection is one of the most promising techniques since mines always contain explosive materials such as trinitrotoluene (TNT), cyclonite (RDX), and PET. It is therefore crucial to develop efficient methods for their detection and localization using chemical sensing. However, current research in this area has been mostly directed toward the development of new and enhancement of existing (in terms of sensitivity) chemical sensing techniques.
It is sometimes believed that automated systems based on current technologies cannot match the olfactory abilities of animals. Because of their keen sense of smell, dogs have a high degree of success in detecting mines. However, dogs require training and are sensitive to environmental conditions. More importantly, although they are quite effective at detection, their localization accuracy is usually poor [2] . Artificial odor or vapor sensing technologies such as chemoluminesence [3] , [4] , mass spectroscopy, and biosensing [5] also constitute valid techniques for detecting mines, but the localization of mines remains a challenging task.
In this paper (see also [6] and [7] ), we present methods for automatic detection and localization of mines using measurements from a spatially distributed, cooperative array of chemical sensors, combined with optimal statistical signal processing techniques. We derive algorithms for detecting explosive vapors emanating from a landmine, estimating its location, and designing sensor arrays for optimum detection and estimation performance.
Our proposed methods have the following advantages over gradient-based methods, animals, and animal-emulation detection mechanisms.
1) By using an array of sensors that make measurements over a period of time, spatial and temporal information in the source locale is fully utilized. 2) Sensors act cooperatively by sharing this information, thereby utilizing it in an optimal manner. 3) The system parameters and processing techniques can be optimized for particular scenarios. 4) Predictable performance enables optimal selection of sensor array parameters. 5) By using vapor transport models, we can account for local minima and maxima in concentration levels (resulting from a spatially dependent diffusivity, for example) that could confuse gradient-following or animal-emulation systems [8] ; however, in the present study, we do not consider the ability of our method to deal with such a scenario.
In Section II, we develop a mathematical model for the spatial and temporal evolution of landmine vapor concentration distribution in the ground and in the air. Using this model, in Section III, we derive a spatio-temporal measurement model for the chemical sensor array, assuming that the sensors are selective to a particular explosive. We also derive a parametric statistical model for the array's measurements as a function of the source and medium parameters. Using this model, we develop a maximum likelihood (ML) estimator to find the mine location. We evaluate the performance of the proposed estimator by comparing it with the Cramér-Rao bound [9] , which determines the optimal accuracy for the system (and unbiased estimators). We develop a detection algorithm based on the generalized likelihood ratio (GLR) test [10] and evaluate its performance by calculating probabilities of detection and false alarm. In Section IV, we propose methods for optimum array design, including choice of number of sensors and time samples, and sensor positions. In Section V, we present a localization algorithm in which the stationary sensor array is replaced by a single moving sensor. Section VI demonstrates the applicability of our results with numerical examples. In Section VII, we propose possible extensions of our algorithms to the more realistic case of a distributed source. Concluding remarks are given in Section VIII.
The proposed approach extends our previous work in [11] - [13] .
II. PHYSICAL MODELING
In this section, we derive a physical model of explosive vapor transport in ground and air corresponding to vapor emission from landmines. The transport is mathematically described as a diffusion process by appropriate differential equations to which other effects are added.
Landmines and shallow, buried, unexploded ordnance (UXO) have chemical signatures consisting of explosive vapors such as TNT, RDX, and PET. Therefore, they can be considered to be vapor-emitting, underground chemical sources. Once released, the vapors are transported by phenomena such as molecular diffusion, advective processes, and turbulence. By modeling the vapor concentration distribution as a function of mine location and solving the inverse problem, we can detect and localize landmines and UXO.
To model the environment, we use a simplified system of two homogeneous, isotropic, infinite layers: ground ( , layer 1) and air ( , layer 2). Let and denote the vapor concentration in ground and air, respectively, in units of cubic kilograms per meter at location and time . The diffusion model is given by the following system of differential equations (2.1) where and are the effective ground and air diffusivities respectively, and is the wind velocity. Note that (2.1) incorporates turbulent diffusion in air and the effect of ground porosity by approximating them as molecular diffusion processes with larger diffusivities and ; see [14] . The spatio-temporal distribution of the vapor concentration is uniquely determined by (2.1) and the following limiting conditions:
where represents the unknown flux density at the boundary between the ground and air, i.e., . Condition (2.2) requires that the concentration distribution be continuous at the ground-air boundary. Condition (2.3) requires that the vapor flux in the direction be the same on both sides of the boundary. Following [15] , we assume that and are functions for which Fourier transforms with respect to the spatial coordinates exist.
To solve (2.1), we first transform and using the following transformation: (2.5) where is the wind velocity. We assume that the distances at which the measurements are taken are much larger than the source (mine) dimensions and, hence, use a point-source model (typical landmine dimensions range from 2 cm to 70 cm.) Thus, to solve (2.1), we first consider an instantaneous point-source located in the ground at emitting vapors with strength and at time . The release rate of this source is given by , where denotes the Dirac function, and is the strength of instantaneous source in units of kilograms per second. In addition, we assume that the wind velocity is constant in time. Obviously, this is an approximation that becomes more accurate if the average wind velocity is used. Then, the solution to (2.5) is given by (2.6) Thus, for an instantaneous source, the concentration distribution in air is given by the corresponding Green's function, which we obtain by applying the inverse transform to (2.6) to yield (2.7) (2. 8) and " " denotes spatial convolution. To determine the function , we first transform the domain to . We obtain by substituting and computing , using the same operations that were used to compute (2.7). Thus, we have (2.9) (2.10)
Let
, for . Then, the unknown flux density , is computed using the boundary condition (2.2). We have (2.11) (2.12) Equation (2.12) is an Abel integral equation with respect to whose solution is given by (2.13)
The solutions (2.7) and (2.9) can be interpreted as the response function for an instantaneous source. We can therefore obtain the concentration distribution for a continuous source by convolving (2.9) with the release rate. This convolution can be computed analytically in special cases, such as when the release rate is constant.
We are interested in two scenarios associated with the minelocalization problem. In the first scenario, we consider the case of induced emission of vapors. After a considerable period of time, underground mines no longer release significant amounts of vapor; hence, the concentrations may not be detectable. It has recently been proposed that this problem may be circumvented by inducing the evaporation of explosive molecules using microwaves, thus permitting the detection of long-buried ordnance [2] . For this scenario, we model the release rate using an instantaneous source so that the concentration distribution is given by (2.7) and (2.9). The second is based on a quasistatic approach in which we assume that the mine has been buried for a sufficiently long time, hence, making concentration changes (with respect to time) negligible. Here, the concentration distribution can be obtained as the limit of (2.7) and (2.9) as with , where is the source intensity in units of kilograms.
III. MINE DETECTION AND PARAMETER ESTIMATION

A. Measurement Model
We assume that the vapor concentration is sampled in time and space by an array of chemical sensors that are selective, i.e., they react to a single chemical substance in the presence of many other compounds. Thus, we suppose a spatially distributed array of chemical sensors, possibly moving, takes measurements at points and times , where is the number of time samples. The response of each sensor is modeled by
where denotes the vapor concentration of interest, and denotes measurement noise resulting from sensor noise, imperfect modeling, and nonideal selectivity. For the remainder of the paper, we will assume that the sensors' sensitivity threshold is sufficiently small, so as to have a negligible effect on detection performance.
B. Statistical Model
We lump the measurement model (3.1) into the following form:
where -dimensional measurement vector; source-to-sensor transfer vector based on the diffusion model (2.9); vector of unknown source and medium parameters (mine location, starting time of diffusion, diffusivities and wind velocity); unknown source intensity; vector of measurement noise. The th element of the vector is the vapor concentration at the location and time . The exact expression depends on the source model type: induced or continuous. For example, in the case of the induced emission using (2.9), in terms of the dimensionless coordinates this entry would be [7] We will assume that the noise in (3.2) is uncorrelated in time and space, and Gaussian-distributed, with zero mean and unknown variance . Note that since the concentration has a nonnegative value, the Gaussian assumption is only an approximation that becomes more accurate as the signal-to-noise ratio (SNR) increases. We define the SNR as the ratio of the squared peak value of the concentration distribution to the noise variance.
For the remainder of the paper, we will consider the case of known medium parameters. These include the effective diffusivities of ground and air, with wind velocity , since they can be easily measured. Therefore, the dimension of unknown vector is 3 (unknown location). Observe that in the quasistatic model, the concentration distribution does not depend on . In the case of induced emission, is known and can be arbitrarily set to 0.
C. Parameter Estimation
To estimate the unknown source parameters, we use the ML estimator, which maximizes the function
This estimator is optimal in the sense that for a sufficiently large number of measurements, it achieves the best possible accuracy for unbiased estimators given by the Cramér-Rao bound [16] . The ML estimates , and are given by [9] (3.9)
where is the complementary projection matrix on the column space of , i.e., (3.10)
Determination of the ML estimate requires solution of the nonlinear maximization of (3.9). Therefore, it needs reasonable initial conditions. Adequate initial estimates can be obtained by exploiting the parametric model of the concentration distribution. For the quasistatic model, suitable initial values can be obtained using the approach in [11] . For the induced emission scenario, we form the system of nonlinear equations , where and can be chosen arbitrarily. We then obtain an initial estimate for by solving this system for the unknown locations.
The Cramér-Rao bound for the unknown parameters can be derived as in [9] , resulting in CRB (3.11) CRB (3.12) CRB (3.13)
where : an -dimensional matrix.
D. Mine Detection
We define the mine detection problem as a binary decision between two hypothesis: means that the mine is absent, i.e., , and means that the mine is present, i.e., . This formulation can be easily modified for detecting mines with release rates above a certain threshold [13] .
We consider a generalized likelihood ratio detector that is most useful when the physical model is reliable and a very effective technique when some parameters in the model are not known [10] . The detector is based on the assumption that the solution (2.7) approximates the physical processes reasonably well and that uncertainties in the model are mainly due to the measurement noise.
Under the above hypotheses and assumptions, the measurement vector is Gaussian distributed: under , and under . The GLR test is given by the ratio GLR sup sup (3.14)
where The ML estimate of the source intensity under is computed as [17] (3.18)
Following the standard approach in the detection literature [16] , [18] , we determine the threshold to yield a desired probability of false alarm (typically %). Thus, computation of requires knowledge of the probability distribution of GLR under . For small samples, this distribution cannot be computed in closed form due to the nonlinear dependence of on and can only be estimated using Monte Carlo simulations. However, the exact threshold can be computed using the large-sample distribution of the GLR, as we now show.
Let denote a random variable defined by (3.19) where is the projection matrix on the column space of . Then, the cumulative distribution of GLR is given by GLR (3.20) Under the assumption that the product of the numbers of sensors and time samples is sufficiently large, we prove, in Appendix A, that the statistical behavior of the statistic may be characterized by (3.21) where is a random variable such that converges in probability to zero, and is a random variable whose cumulative distribution function is given by (3.22) where the noncentral chi-square density function with degrees of freedom and noncentrality factor (3.23) and and denote the true values of the unknown parameters. The matrix is a projection matrix onto the column space of matrix (3.24) Therefore, converges in probability to zero as tends to infinity. This relatively rapid approach of to zero leads us to expect that the probability would be a good approximation of even in relatively small samples, i.e., small . The probabilities of detection and false alarm for the GLR detector are given by GLR (3.25) GLR (3.26) where denotes the distribution function of ; see (3.22) . The expressions for and are given in Appendix B. Numerical evaluation of is done using [19] (3.27) where is the Poison density function with mean .
1) Mean Detector:
The mean detector makes fewer assumptions about the model than the GLR, and hence, it is useful when a reliable model is not available. In our case, it can be expressed as a test between the following hypotheses:
is distributed as , and is distributed as , where is the unknown mean of the measurement, corresponding to concentrations due to the release of explosive vapors from the mine, i.e., . This detector is computed using the statistic (see [20, pp. 
265-271]) (3.28)
where is the th component of the measurement vector , and is an estimate of unknown noise variance, which is obtained independently of detection/localization phase.
Under has Student's central distribution with degrees of freedom. Under , has a noncentral distribution with degrees of freedom and noncentrality factor ; see [21] . Therefore, the probabilities of detection and false alarm for this detector are given by (3.29) (3.30) where denotes the cumulative distribution with degrees of freedom and noncentrality factor in parentheses, and is the decision threshold.
IV. SENSOR ARRAY DESIGN
In this section, we discuss how to optimally design the array of chemical sensors for estimating the unknown mine location. Our formulation of the design problem includes selection of the array parameters, i.e. number of sensors, number of time samples, and positions of sensors, in order to satisfy a desired criterion. In [13] , we derived a design algorithm based on a detection performance criterion that can be easily applied to the present problem. Since our current problem also involves estimating the mine location, we propose an alternative design algorithm based on estimation performance criteria.
Estimation Performance Criteria
A number of different criteria for evaluating the estimation performance can be used. We will base our criteria on the CRB, which is a universal measure of optimal estimation accuracy. There are various ways to form a scalar criterion using the CRB matrix (3.11), but the two most meaningful choices are i) the trace of CRB , which is a measure of the squared magnitude of the location error vector, and ii) the determinant of CRB corresponding to a linearized confidence interval of the location estimate ; see [22] .
Thus, using (3.13) , we can compute combinations of and that give the desired value of the trace or determinant of the CRB matrix. Note that the CRB is a function of the source parameters, mine location, and vapor release rate (or, equivalently, SNR), as well as and . Therefore, the values of and required to achieve a desired performance also depend on the source parameters. To deal with this dependence on the unknown mine location and source intensity, we assume that a priori statistical information on the mine location is available, and we implement a Bayesian approach.
Consider, for example, a circular, uniformly spaced sensor array. In this case, the CRB is a function of only, where we implicitly assume that the array radius is given. Let denote the minimum number of sensors required to yield the desired estimation accuracy (the determinant or trace of the CRB matrix) for a given number of snapshots and a given mine location. The optimum number of sensors for the given is then
where is the area being scanned for the presence of mines, and is the prior density distribution function of the mine location. Repeating this process, we can compute possible combinations that give the desired estimation accuracy.
Optimum Sensor Positions
We now discuss how to optimally select the positions of the sensors with respect to an arbitrary scalar cost function CRB , which depends on the detection and estimation performance measures and the CRB matrix. The position optimization is useful when the concentration distribution varies with the azimuthal angle, i.e., when the advective diffusion of explosive vapors is non-negligible. Note that we did not include since it does not depend on the sensor locations.
To compute the optimum positions, we exploit the parametric model of the measurement vector and its dependence on the sensor positions. Assume that the area being checked for the presence of mines is bounded by a certain curve . Then, we define the optimum sensor positions through the following constrained optimization problem. Let be a matrix of sensor positions. The optimum sensor positions are defined by CRB subject to for (4.2)
where we assumed that sensors are located on the perimeter of the region defined by . To illustrate the proposed approach, consider the following design problem: Find the sensor positions that maximize the detection probability for a fixed false-alarm rate and a given numbers of sensors and time samples. The optimum sensor positions obviously depend on the concentration distribution and unknown mine location. To avoid dependence on the mine location, we use a Bayesian approach, as in the previous section. Suppose, for example, that the area being checked for mines is circular with radius . Then, the sensor positions are specified by a vector of azimuth angles . Because the detection probability is a function of azimuth angle due to the noncentrality factor, the optimum vector of azimuth angles is defined as . Using (3.26) , this vector can be numerically computed from the following set of nonlinear equations (4. 3)
The computational complexity can be greatly reduced by exploiting the fact that the noncentrality factors change slowly with respect to the spatial coordinates, and hence, the partial derivatives and can be replaced with the firstorder approximations.
Then, using computed from (4.3), the optimum locations are given by (4.4) Observe that in the case of negligible advective diffusion, i.e., "weak" wind, the noncentrality factors and are independent of azimuth angle, i.e., and . Therefore, the sensor locations can be chosen arbitrarily on the area perimeter.
V. MOVING-SENSOR ALGORITHM
We present an algorithm for localizing mines using a moving sensor. This algorithm is of interest for demining since it can be used for remotely controlled guidance of autonomous vehicles (AV's) equipped with chemical sensors, thus avoiding any threat to human life. As shown in [12] , a single moving sensor can perform the task of a stationary sensor array by taking measurements at different locations at different times. By exploiting the parametric model (3.2), we can optimize the sensor move-ment to satisfy certain performance criteria. The optimality criteria used in [12] for planning the sensors' motion is to reduce as much as possible the expected location estimation error after the next measurement is taken. Our goal here is to plan a mobile sensor's trajectory to minimize the time required for it to reach the mine location. We accomplish this goal by computing the estimates of the mine location at each time instance and then moving the sensor toward that location. The important advantage of our algorithm compared with animal-based localization algorithms is the ability to optimally plan sensor's motion in real time to satisfy a desired criterion.
We assume that the time samples are taken uniformly with time interval . The sensor first takes measurements while circling around the area that is being checked for the presence of mines. The proposed algorithm for moving the sensor to find the mine is described by the following steps.
• At each time instance and position , obtain the measurement .
• Compute the estimate using all available measurements ,.
• Obtain , which is the set of all the points reachable by the sensor at time .
• Move the sensor toward , and repeat the previous steps, or stop the localization algorithm if . The rationale behind the above algorithm is to choose the point that is closest to the estimated mine location. By repeating this procedure, we expect to minimize the time until the sensor reaches the mine. In addition, by using uniformly spaced, small sampling intervals, we improve the spatial diversity and, hence, the estimation accuracy of our algorithm.
The alternative approach of [12] is based on moving the sensor in the direction of the gradient of the CRB matrix. That algorithm gives a more accurate estimate of the mine location but typically needs a longer time to satisfy the stopping criterion.
VI. NUMERICAL EXAMPLES
We illustrate the applicability of our results by numerical examples. In all examples, unless otherwise stated, we assume a uniformly spaced, circular array with radius m. We suppose that the measurements are taken every 10 s (starting at ) and that the mine is located at at a depth of 10 cm. The release rate was set to 10 mg/s. For this release rate, the concentration of the explosive vapors at the ground level above the mine would be 400 ng/m which is consistent with [23] . We assumed that the advective flow was due to a constant wind velocity of 3 cm/s. The effective diffusivity of explosive vapors in the air was set to m /s, following [24] . Similarly, the effective diffusivity in the ground was set to m /s; see [25] . Fig. 1 illustrates the spatio-temporal evolution of the concentration distribution of explosive vapors in the plane as a result of a continuous release. In Fig. 2 , we show the same result for an impulsive source (remotely induced release) with ng. 
A. Concentration Distribution
B. Detection and Estimation Performance
We present numerical examples to demonstrate the performance of both the GLR and mean detectors. In these examples, the thresholds are chosen to yield a 5% probability of false alarm, i.e., . In Figs. 3 and 4 , we show the probability of detection for the GLR and mean detector, respectively, as a function of the numbers of sensors and time samples .
The two most important conclusions from Figs. 3 and 4 are that the detection performance of a mean detector significantly deteriorates compared with the performance of the GLR detector due to absence of a physical model, and for a small number of snapshots, the detection performance will not be significantly improved, even if the number of sensors is large.
To determine the accuracy of the ML estimator, in Fig. 5 , we show the square root of trace CRB as a function of the number of samples and sensors for fixed SNR dB.
C. Sensor Array Design
Fig . 6 illustrates possible combinations of the numbers of time samples and sensors that yield detection probability % and for the GLR and mean detector. Any point on the line shown in these figures will guarantee the required and . As expected, the number of time samples required to achieve the same detection performance is significantly larger for the mean detector compared with the GLR detector. Fig. 7 shows the numbers of sensors and time samples required to ensure that the trace of CRB is smaller than 0.1 m .
D. Moving-Sensor Algorithm
Consider the moving-sensor algorithm from Section V. Assume that the sensor first moves counterclockwise on a circle of radius 50 m centered at and starting at time 0. The mine location is set to . The vehicle's speed is set to 0.2 m/s; see [26] . Measurements are taken every 10 s. At time s, detection is assumed to have occurred, and then, the localization algorithm begins, initially using the measurements accumulated during the first 350 s. Fig. 8 shows the path traveled by the sensor including the initial circle.
E. Monte-Carlo Comparisons
We examine the adequacy of the large sample approximation by comparing with GLR for various . System parameters to achieve P = 95%. Fig. 7 . System parameters to achieve trace[CRB()] 0:1 m . sample sizes. We obtain the concentration distribution using the continuous source model described in Section VI-A. We obtain the measurement vector taking measurements in steady state. Then we compute the point estimate of GLR using 5000 random samples with such that SNR dB. For illustrational purposes, we select such that for . In Fig. 9 , we present probabilities and GLR as a function of number of sensors . The small difference between the empirical distribution and the large sample approximation in Fig. 9 supports the use of the large sample approximation for this threshold, although we must always be wary in generalizing Monte Carlo studies.
VII. DISTRIBUTED SOURCE
In this section, we discuss a possible extension of the proposed techniques to the case of a distributed source. The single point source model discussed earlier may not be a valid approximation if the distances between sensors and source are not sufficiently large. Thus, we are motivated to use a more realistic distributed source model of unknown shape that incorporates the effect of finite source dimensions.
First, we derive a physical model (spatio-temporal evolution of the concentration distribution) amenable to statistical signal processing techniques. The most general model of the distributed source assumes unknown release rate both in space and time . The estimation of fully unknown is obviously an ill-posed problem since it cannot be uniquely determined from a finite set of spatio-temporal measurements. Therefore, we propose to approximate the release rate using a basis function model (7.1) Fig. 9 . Detection probability for fivetime samples and P = 5%.
where is a set of a priori known spatial and temporal basis functions, is the number of basis functions, and are the unknown basis function coefficients.
Let denote the concentration at the location and time due to an instantaneous release of vapor from a source located at . The concentration distribution is then given by
The corresponding statistical model is given by (7.3) where is an -dimensional source-to-sensor transfer matrix, is the -dimensional vector of unknown basis function coefficients , and the remaining notation is the same as in Section III-A. Note that we have omitted dependence of on since (7.2) depends on environmental parameters only, which are assumed to be known.
We formulate the detection of a distributed source as a binary decision between two hypothesis: means the source is absent, i.e.,
, and means the source is present, i.e., for at least one . We showed in [13] that in this case, the GLR test has an -distribution: central under and noncentral under . Thus, the performance of this detector is given by (7.4) (7.5) (7.6) where is the decision threshold.
VIII. CONCLUDING REMARKS
We have proposed methods for localizing and detecting landmines using chemical sensor arrays and optimum statistical signal processing. The methods are parametric, being based on physical modeling of the spatial and temporal distributions of the explosive vapors released from the buried mines. The proposed parametric model was obtained by solving the diffusion equation for the given boundary conditions. We based the localization algorithm on the maximum likelihood estimate. The detection algorithm included the GLR and mean detector. The GLR detector gives a higher performance and is applicable when the physical model is reliable, whereas the mean detector is useful when a precise model is not available. We have analyzed the performance of both detectors using the probability of detection and false alarm . We presented algorithms for optimal array design for various performance measures. The design included selecting the number of sensors and time samples. We also developed an algorithm for mine localization using a moving sensor. The proposed algorithm allows real-time optimization of the sensor's trajectory and typically minimizes the time needed to reach the mine. Numerical simulations demonstrated the applicability of our results.
Future research will include improving the detection and estimation performance using flux measurements and dealing with multiple mines and nonselective sensors. The expression (3.26) was derived under the assumption that the sensor noise can be modeled as Gaussian. Research should be undertaken to investigate changes in detection performance and array design in order to develop more realistic noise and environment models. Finally, an effort should be made to examine the proposed algorithms' robustness against modeling errors.
APPENDIX A STATISTICAL BEHAVIOR OF GLR
In this Appendix, we derive the distribution function of the likelihood ratio statistic under the large-sample assumption. The ML estimate of noise variance under is given by [19] (A.1) Then, the likelihood ratio statistic is given by (A.2) where and denote true values, and . The random variable converges in probability to zero since converges in probability to by the strong law of large numbers. Let and . The cumulative distribution function of GLR is given by . The random variable is Gaussian distributed and has a diagonal covariance matrix. For an arbitrary constant , the random variable has a noncentral chi-square distribution with rank degrees of freedom and noncentrality factor since is a projection matrix and, hence, idempotent. Similarly, has a noncentral chi-squared distribution with rank degrees of freedom and noncentrality factor . The random variables and are obviously dependent, and thus, to compute the distribution function first, we rewrite as a sum of two independent random variables and . To simplify computations, let us introduce . The distribution function of is then given by . For , the cumulative distribution function of can be computed as we obtain the distribution function (3.22) .
APPENDIX B COMPUTATION OF
We compute the probability under and . The statistical behavior of the ML estimates and is given by [27] (B.1) where is a random variable such that converges in probability to zero. By applying block inversion to (B.1) and under large sample assumption, we obtain 
