In this paper, a new opening operation (NOP) and a new closing operation (NCP) are introduced and the algorithms to effectively compute the NOP and the NCP are developed. Based on the NOP and the NCP algorithms, an adaptive morphological filter is constructed. The filter adapts to the change of the image features in a way that it finds the optimal shape of the local structuring element of the filter according to the local features of the image. The shape can be any connected shape of a given size, which is considered the best to preserve the local details of the image. In that way, the filter can preserve any details larger or equal to the given mask size and remove those of smaller size. The local computational complexity of the filter changes according to the complexity of the local features of the image. Experiments have shown that the overall computational complexity of the proposed adaptive morphological filter is comparable to that of the nonadaptive one combining four 1-D structuring elements of the same size [1] .
INTRODUCTION
In recent years, morphological filters for grayscale image processing have attracted a lot of attention and have been shown to be promising in many areas of image processing [2] [3] . Morphological filters are based on a combination of the four basic morphological operations, that is, erosion, dilation, opening and closing, usually based on one structuring element of a given size and shape [2J [5] . Although morphological filters in their basic form are effective in removing impulsive noise and preserving the edges of objects not smaller than the structuring element, they have two drawbacks as mentioned in numerous papers. One is that those details which have shapes similar to the shape of the structuring element are preserved better. Hence, such shapes may become visible after other details are removed or supressed in some part of the processed image, and thus some artificial patterns may be created. Another problem is that many significant details, such as a long fine line may be removed together with noise.
Many approaches have been taken to alleviate these problems. However, no adaptive morphological filters have as yet been developed for this purpose. As to nonadaptive approaches, a type of detail-preserving morphological filters (NDPM), which result from a combination of openings and closings with a group of structuring elements in different shapes were proposed in [4] . It has been shown that such filters preserve the details of an image better than the filters using one structuring element and perform well among several other nonadaptive detail-preserving ranked-order filters [1] . However, NDPM filters require more structuring elements in order to preserve more details. This may result in an increasing computational complexity. If only a few structuring elements are used, the problem of artificial pattern creation or removal of significant details will still exist for some images as will be shown in the examples of this paper. These NDPM filters use the same group of structuring elements in every part of an image, while it is unnecessary to use the group, at least in the uniform areas of the image. In that sense, the efficiency of the NDPM filters may be low.
To cope with the problems of the NDPM filters, we introduced a new opening operation (NOP) and a new closing operation (NCP). Then, an adaptive detail-preserving morphological filter (ADPM) was developed based on the NOP and the NCP. The proposed ADPM filter uses the structuring elements of all connected shapes of a given size. Thus, it can preserve every detail not smaller than the given size. The filter requires less computation in the area containing less or no details and more in the detailed areas of an image. Our experiments show that the overall computational complexity of ADPM filter comparable to that of NDPM filter using 4 structuring elements of the same size as that of the structuring element used by the ADPM filter.
In Section 2, the definitions of the NOP and the NCP with structuring elements of all connected shapes of a given size are given. In Section 3, we describe the two parts of the ADPM filter. One is the algorithms to compute the NOP and the NCP. Another is the posiprocessing. Experiments in this paper are only concerned with the removal of impulsive noise of either constant or random amplitude. The results and a comparison of the ADPM filter with other filters are given in Section 4.
DEFINITIONS OF THE NOP AND NCP
In this section, we first deal with the case of the NOP, then use the duality property between opening and closing to extend the results to the case of the NCP.
Let Z denote the set of integers and x (i,j) denote a discrete image signal, where the domain set (ij) c Z2 and the range set (x) c Z. Throughout this paper, we only consider flat structuring elements. Hence, a structuring element can be expressed by its support domain BG Z2. Denote BS [ -b : b B I as the symmetric set ofB and B,12 as the translation of Bby(t1,t2),where i: t1,t2 :i cZ2.
The erosion x and dilation x ® BS can be expressed as [51 (xeBs)(i,j)= mm (x(t1,t2)) (1) (t,,t,) E B1 (x®Bs)(i,j)= max (x(t1,t2)) ( 2) (t,,r) E Openning x OB is defined as [5] x OB=(x eB8)®B and can be expressed in the form:
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The operation of opening as expressed by (3) is concerned with one structuring element only. In the following, the definition of opening with a group of structuring elements is given. Let B" denote the set of N point structuring elements of all connected shapes and x OBN denote the opening with the combination of all the elements of BN. The value of opening x 0 B's' at (i,j) is given by the following formula [4] (x OBN)(i,j) = B€B" OB (k))(jJ)] ( 
4)
The number of elements in BN increases very fast with N. For example, if the difference due to translation is not considered, then B2 has 4 elements, B3 has 20, etc.. On the other hand, experimental results we conducted indicate that for the effective removal of 10% impulsive noise, we have to use at least B7 . Hence, it is impossible to directly use (4) in practice. In the following, by combining (3) and (4), we define a new opening operation (NOP), which enables us to develop an efficient algorithm to compute (x 0 BN)(i,j).
Definition 1
NOP (x OBN)(i,j) at point (ij) is to find N connected points including point (i,j) and to assign the minimum value of x of the N points to x(ij). The minimum value is the maximum among the minima of x at all connected N points which include point (ij).
Definition 1 gives the relation between the shape of the structuring element satisfying (4) at (ij) and the local feature of the image at (ij) and its neighbours. It shows that we only need to search the neighbouring points of (i,j) to find the setof points satisfying the condition in definition 1. Then the set will be the structuring element satisfying (4) at (ij). In that way, we do not have to be concerned with all the other elements in B'. Hence, definition 1 offers us the potential to develop high efficiency algorithms.
A similar definition for a new closing operation (NCP) can be discussed in an analogous manner to that of opening (NOP). Here we omit the details and only give the final definition.
Definition 2
NCP (x • BN)(i,j) at point (ij) is to find N connected points including point (i,j) and to assign the maximum value of x at the N points to x(ij). The maximum value is the minimum among the maxima of x at all connected N points which include point (i,j).
THE SEARCH ALGORITHM AND THE POSTPROCESSING
As in the previous section, we first deal with the case of the NOP, then extend the results to the case of the NCP. For convenience, the size of the structuring element is limited to be no more than 9 points in this section. We also express that the value of x at a point is large or small by simply saying that a point is large or small respectively.
The main algorithm
The basic idea of the algorithm is now presented. Suppose the current point is (ij) and the given size of the structuring element is N. Since (ij) belongs to the set satisfying definition 1, we need to search for other N-i points. At first, N-i largest points among the immediate neighbours of (ij) are chosen to form an initial set of N points. That initial set will be the final solution if one of the following conditions is satisfied. 1) The neighbouring points of the initial set are all smaller than the points in the set.
2) The differences of the chosen N-1 points are small enough.
3) The chosen N-i points are all larger than the point (i,j).
Condition i shows that the minimum of the initial set is the maximum of the minima of all connected N points which include (i,j). Condition 2 shows that with respect to the size N, the surrounding area of (i,j) is uniform. Since any set satisfying definition 1 will contain at least one of the chosen N-i points, the minimum of the set will not be larger than the value of the chosen points. Condition 3 is based on the antiextension property of opening [5] .
When none of the 3 conditions can be satisfied, some neighbouring points of the chosen N-i points must be larger than some of the chosen points, then at least one point among the chosen N-i points will be the path connecting (i,j) to the larger outer points and thus belongs to the final set satisfying definition 1. Hence, at the second step of the search, we compare the selected N-i points with their immediate neighbours and drop the smaller ones to keep the total number to be N-i, while keeping the connectivity requirement in mind. The procedure is repeated and the termination of the search is guaranteed by that at each step of searching, we can find at least one point belonging to the final set.
The algorithm is described in the diagram of Fig.i . In Fig. 1 , M is the number of points fixed to the final set by the previous searching steps. ak's are the coordinates of the points fixed to the final set by the current searching step and bk's are part of the candidates to be chosen in the next searching step. h is a threshold to further reduce the computational complexity and is chosen by the tolerable difference in a uniform set subjectively. Search algorithm of NOP As to the computational complexity of the algorithm, we first consider two extreme cases. Here we only consider comparison operations, since such operations are the main part of the computation of morphological filters.
In the easiest case, XN_1 -h in Fig.1 is satisfied. The N-1 neighbouring points of (i,j) are considered uniform. The algorithm requires the least computation. For example, if N=9, we need in average about 29 comparison operations to cornpute NOP at (i,j). By comparison, opening with four I -D structuring elements of 9 points needs 67 comparison operations at (i,j).
In the hardest case, point (i,j) is at the end of a one point wide line. At each step of the search, we can onlyfix one point to the set satisfying definition 1. Under the worst condition, we need about 190 comparisons of 8 bit numbers plus 35 comparisons of one bit numbers ( yes or no ) at (ij) for N=9. But such a possibility is very rare. The actual computational complexity of the NOP algorithm will depend on the image to be processed. The simpler the feature of an image is, the less the computational complexity will be.
By the the duality between closing and opening, the algorithm to compute the NCP can be described in an analogous way to that of the NOP and its diagram has a similar form as that in Fig.1 ,with only the change of the directions of the mequalities and the exchange of the words 'large" and "small", "minimum" and "maximum".
Postprocessing
Since the the NOP and the NCP algorithms mentioned in the previous section use structuring elements of all connected shapes of a given size, they distinguish the objects contained in an image on the basis of their size only and not of their shape. Hence, in the case of impulsive noise, the noise pixels connected to the edges of large objects can not be completly removed by the algorithms since after the values of the noise pixels are changed to the values of objects along the edges, they become part of the large objects and can not be distinguished from the large objects by the algorithrns. An image processed by the proposed NOP and NCP algorithms is given in Fig.4 (I) . Such remaining noise pixels are highly visible in the image. Thus postprocessing is required to remove those noise pixels.
The postprocessing we used is now described. Let y(ij) denote the image processed by the proposed NOP and NCP algorithms. At first, y(i,j) is decomposed into a coarse image (i,j) and a detailed image z2(i,j) by a morphological OC filter with a 2 x 2 structuring element B.
z1(i,j)=(y OB).B (5) z2(i,j)=y(i,j)-z1(i,j) (6) Objects which can contain B will be in and those which can not will be in z2. Thus, after filtering, the remaining noise pixels connected to the edges of the objects larger than B are separated from the edges and are removed to z2. The lines of one pixel wide are also removed to 2 Generally, the sizes of the significant lines are larger than that of the separated noise pixels. For example, when the image is contaminated by 5% positive and 5% negative impulsive noise, the sizes of the connected remaining noise piexis are smaller than 4 points and the sizes of the lines are larger than 4 points. Hence, in that case, we can use the NOP and the NCP algorithms with B or B4 to remove the noise pixels from z2. z3(i,j) = (22 0B4) • B4 (7) Then is added to the coarse image to obtain the final processed image.
This postprocessing method requires much less computation than the main algorithms. The drawback of the method is that the remaining noise pixels connected to the lines of one pixel wide can not be removed. But usually those remaining noise pixels do not degrade the image very much.
It is however possible to use more sophisticated postprocessing methods to obtain better results. But the resulting cornputational cost may be higher.
EXPERIMENTAL RESULTS
The proposed ADPM filter processes an image in two steps. The first step is the NOP and the NCP, the second is the postprocessing mentioned in the previous section. In this section, we compare the ADPM filter with the NDPM filter with four 1-D structuring elements oriented at the angles of O, 450, 900 and 135° and with the signal adaptive median filter (SAM) [6] . The NDPM filter is compared with several other detail-preserving ranked-order filters in [1] and the SAM filter is compared with many other nonlinear filters in [6] and [7] . Both filters are reported performing well among the corresponding group. 
Performance on synthetic image
The synthetic image shown in Fig.2 (a) is sampled from the continuous signal b(r) defined by (8) 250 ; a(r) 250 b (r) = a (r) ; O<a (r)<250 (9) 0; a(r) O where r is the radius from the centre, w = 3.135, R=160 and A = iO. Details are given in [8] on how to select those parameters. Here, a large A is used to reduce the effect of the discontinuity of the circles in the image caused by the Moire patterns. to remove 5% positive and 5% negative impulsive noise. In Fig.2 (b) and (c), white indicates error free, and black indicates the maximum error. Fig.2 (c) is all white except at four corners, which indicates that the ADPM filter with N=7 only caused error at the four corners, and that the details in all other parts were completly preserved. Fig.2 (d) is the image passed through the SAM filter. The image is only used to show what will happen if the details in an image have a value close to the value of noise impulses.
The MSE's of the NDPM filter and the ADPM filter are 8.08x102 and 3.68x1O respectively. Based on these results, it is clear that the ADPM filter preserves the details much better than the NDPM filter.
Such a kind of synthetic images is introduced in [81 with a slightly different form from (9) and is also used to evaluate a group of nonadaptive detail-preserving ranked-order filters in [1] .
Effect of the size change of structuring element
In practice, the suitable size of the structuring element of a morphological filter is often chosen by human judgment based on the noise image. Since the choice of a size which is not optimal, may cause the increase of the MSE, the sensitivity of the MSE change with respect to the change of the size N of the NDPM filter and the ADPM filter was investigated. The results shown in Fig.3 are based on image Lena shown in Fig.4 (a) contaminated by 5% positive and 5% negative impulsive noise. The error before the minimum value is mainly caused by the remaining noise and that after the minimum is mainly by the loss of the details in the processed image. Fig.3 shows that after the minimum value, the NDPM filter is much more sensitive to the change of the size N than the ADPM filter.
Performance on noise image
The original images are shown in Fig.4 (a) Lena, Fig.5 (a) Harbour. We considered two cases. In the first case, the test image is Lena contaminated by 15% impulsive noise of random values. The noise image is shown in Fig.4 (b) . In Fig.4, (c) shows the image processed by the SAM filter, (d) by the NDPM filter with the size N=5 and (e) by the ADPM filter with N=9. The two sizes are just enough for the corresponding filters to remove all the isolated noise patterns. Fig.4 (0 is the image only processed by the NOP and the NCP, no postprocessing. The MSE of the SAM filter is 3.602x102, the NDPM filter is 5.928x103 and the ADPM filter is 3.327x103.
It is noticeable that the patterns of the feathers in (d) are the same as those in the original image, and that the patterns of the feathers in (c) were changed and many artificial patterns were created. The SAM filter failed to detect and remove some noise pixels. In this case, the ADPM filter performs best. In the second case, the test image is Harbour contaminated by 5% positive and 5% negative impulsive noise and is shown in Fig.5 (b) . The other images in Fig.5 are processed by (c) the SAM filter, (d) the NDPM filter with N=4 and (e) the ADPM filter with N=7. The sizes are just enough to remove the noise. The MSE of the SAM filter is 6.370x103, the NDPM filter is 1 .385x10_2 and the ADPM filter is 1.192x102 .
In this case, although the ADPM filter outperforms the NDPM filter in preserving details such as the fine lines, it can not compete with the SAM filter, because of the different principles the two filters are based on. The ADPM filter is based on the local structure of an image. Hence together with the noise, it removes all the details smaller than the size of the largest noise pattern. The SAM filter is based on the distinctive values of the noise pixels in this case. Thus, it can preserve the details even smaller than the sizes of the noise patterns. But when the values of the details are close to that of the noise pixels as in Fig.2 (d) or inversely noise close to image as in Fig.4 (b) , the ADPM filter can be better than the SAM filter.
Computational Complexity
We only compare the number of comparison operations of the NOP algorithm described in Section 3. 1 with those of the opening with four 1-D structuring elements, since these operations are the main computations of morphological filters. As mentioned in Section 3, the computational complexity of the proposed NOP algorithm depends on the image. Here, the results obtained are based on the image Lena contaminated by 5% positive and 5% negative impulsive noise and on the original image Harbour. Those results are shown in Table 1 .
It should be mentioned that for processing the same image, the proposed NOP algorithm requires a moderate increase of computational time comparing to the opening with four 1-D elements because of the following two reasons. 
1)
The control mechanism of the proposed NOP algorithm is more complicated than that of the opening with four 1-D structuring elements.
2) The opening with four 1-D elements usually requires smaller structuring element size N for processing the same image at the cost of losing image quality, as shown in Section 4.3.
As to the memory requirement, excluding the memory for the input image, the NOP algorithm needs about O.5N2 + 12w + 2log 2N bytes working memory, when it is run in a general purpose computer, where N is the size of the structuring element.
S. CONCLUSIONS AND FURTHER DISCUSSION
In this paper, a new opening operation (NOP) and a new closing operation (NCP) are introduced and the algorithms to effectively compute the NOP and the NCP are developed. Our experiments showed that the proposed ADPM filter, which is based on the NOP and the NCP, preserves the details better than the NDPM filter and requires only a moderate increase of computational complexity comparing to the NDPM filter.
Many nonlinear filters process objects of different shape in an image in different ways, due to the fixed shape of their windows. In many cases, such a limitation becomes a drawback of those filters, since it is often undesirable to have some shape predominate over the others. By contrast, the essence of the NOP and the NCP is to process images on the basis of the sizes of the objects only, not of their shapes. Hence, the NOP and the NCP will not only be useful in filtering impulsive noise as shown in this paper but could also find applications in many other areas of image processing.
The NOP and the NCP introduced in this paper can be further extended by introducing some desirable shape restrictions. We may develop a kind of image processors based on the extended NOP and NCP, which enable us to have more freedom to manipulate the shapes in an image and thus will be useful in many applications such as image decomposition. The theoretical analysis of such processors can be based on the theory of the mathematic morphology, since the NOP and the NCP are finite combinations of conventional openings and closings.
Considering the number of the concerned structuring elements, the algorithms proposed to compute the NOP and the NCP are quite efficient. Even so, they still require considerable computational time, when large structuring element size N is utilized. It should be mentioned that those first versions of the algorithms are not the best among many possible ways to implement the NOP and the NCP. There is considerable room to improve those first versions or to replace them by more effective algorithms. Problems concerning the fast algorithms and the extension of the NOP and the NCP are currently under investigation. We expect that the work in this area will offer a new useful approach for image processing.
