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Hyporheic zones (HZs) are key compartments in river-aquifer systems, characterized
by continuous exchange of water, solutes, nutrients and bacteria between stream
water and aquifers. Flow in the HZs is driven and controlled by interplay between
bedform topography, stream stage fluctuations, temperature oscillations in stream
water temperature, hydraulic conductivity, channel gradients and other sediment
properties. Resultant hyporheic exchange fluxes affect biogeochemical turnover and
is a determinant of biogeochemical hot-spots and hot-moments. While previous
studies have improved our understanding of hyporheic exchange processes for steady
state flow and temperature conditions, little attention has been paid to the transient
behaviour of HZs. To evaluate the dynamic development of HZ characteristics in re-
sponse to transience in surface-water flow and temperature, a two-dimensional flow
and transport model with a time-varying boundary condition at the sediment-water
interface is used. The impacts of single peak-flow events, repeated and superim-
posed events and diurnal variations in surface-water temperature are systematically
explored. Moreover, we quantify the adequacy of reduced-order models to repre-
sent the hyporheic characteristics under transient flow conditions by comparing our
numerical results with field-observations.
Peak-flow events cause the expansion and contraction of the HZ, which is con-
trolled by events yet is modulated by ambient groundwater flow. Discharge of older
hyporheic water is observed for higher bedform aspect ratio (i.e. ratio between the
bedform amplitude and wavelength) and lower channel slopes. Variations in resi-
dence times during peak-flow events lead to the development of larger areas of po-
tential nitrification and denitrification in the HZ for longer duration. However, when
superimposed and repeated peak-flow events were taken into account, we observed
that separation between the occurrence of two events largely determines the dis-
charge of older or younger hyporheic waters. Increased time-lag between two events
show higher variability in residence time distribution. Moreover, flatter numerical
breakthrough curves for events with increased separation and longer duration of the
events are observed. Also, when temperature-dependent flow is considered in ripple-
like bedforms, significant variations in hyporheic exchange fluxes are highlighted.
Temperature signals leaving the HZs are cooled and lagged which are dependent on
the parameters determining the heat transport time scales (i.e. hydraulic conduc-
tivity and channel slopes). Furthermore, it is shown that the reduced-order models
can adequately predict the dynamics of HZs for a step-pool bedform, however there
are minor deviations for a low-gradient run when compared to field-observed data.
The presented findings illustrate the importance of consideration of transience in
hyporheic exchange processes and potential implications for river management and
restoration. These findings also suggested that mechanistic knowledge derived from
the reduced-order models should be considered with caution as there are limitations
in our ability to upscale hyporheic exchange processes.
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1.1 Motivation and problem description
River-aquifer systems are highly dynamic in nature, both spatially and temporally.
They are associated with numerous physical, chemical and biological processes.
Within this system, hyporheic zones (HZs) are key compartments that act as the
liver of the river (Fischer et al. 2005). It is not only a habitat of many organisms
but it also provides favourable reactive environments for attenuation of nutrients
and contaminants (Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay,
Robertson & Wood 2011, Boano et al. 2014, Zarnetske et al. 2011). Transformation
and attenuation of nutrients and contaminants are the crucial ecological services
that occurs within the HZs that require specific hydraulic, thermal and biological
conditions. Moreover, the self-cleaning mechanism within these zones, often also
associated with reactive hotspots involves complex behaviour as a result of dynamic
and heterogeneous nature of these regions. This is because they are often exposed
to external forces such as high-discharge events and extreme diurnal fluctuations in
surface water temperature. Such changes have a high potential to effect the physical,
chemical and biological processes in the HZs and therefore impact the water quality
and the aquatic environments (Bruno et al. 2009, Wondzell & Swanson 1999).
Hyporheic zones cannot always be an effective natural biogeochemical reactor.
This is because the biogeochemical reactions within the HZs are dependent on spa-
tial and temporal hydraulic conditions. Hyporheic exchange is driven by bedform-
induced hydrostatic and hydrodynamic conditions in streams that results in pressure
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distribution along the sediment-water interface. The continuous exchange is a func-
tion of sediment heterogeneity, transient hydraulic conditions, hydraulic conductiv-
ity, channel gradient and geomorphological settings (Boano et al. 2006, Stonedahl
et al. 2010, Gomez-Velez & Harvey 2014a, Krause, Hannah, Fleckenstein, Heppell,
Kaeser, Pickup, Pinay, Robertson & Wood 2011, Azizian et al. 2017). Interplay be-
tween the aforementioned drivers and controls of hyporheic exchange can play a pri-
mary role in transport of water, heat, solutes and nutrients as well as contaminants
deeper within the streambed for further enhancing biogeochemical transformations
and redox reactions in the hyporheic zones. In addition to hydraulic conditions,
appropriate thermal conditions helps temperature-sensitive bacterially mediated re-
actions to occur (Kaplan & Bott 1989, Comer-Warner et al. 2018, Webb et al. 2008).
Hence, effects crucial biogeochemical reactions occurring in the hyporheic zones such
as aerobic and anaerobic respiration, and nitrification and denitrification.
Spatio-temporal variance in flow regime can be a result of precipitation inputs,
evapotranspiration, snow melt as well as anthropogenic activities such as from hydro-
power or waste-water treatment plants. The latter induces sharp discharges which
can lead to effects such as hydro-peaking. When the ecology of the river system is
also considered, it is clear that hydro-peaking can have negative effects on habitat of
fish and benthic invertebrates (Bruno et al. 2009). This can be related to the impact
of sharp discharges causing scouring of the streambed as well as clogging interstitial
spaces of the sediment bed by the deposition of fine sediments and organic material
(Ryan & Boufadel 2006, Brunke & Gonser 1997, Blaschke et al. 2003). Hydrologi-
cally, high-flow events have the potential to enhance surface water penetration into
the streambed, which is usually rich in dissolved oxygen, dissolved organic matter,
and nutrients. This can potentially increase the rate and types of biogeochemical
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reactions (Casas-Mulet et al. 2015, Harvey et al. 2013). In addition, contaminants
flushed to the surface water may be transported into the streambed (Fritz & Arntzen
2007) affecting the hyporheic environments and groundwater chemistry.
On the other hand, surface-water temperature fluctuations can occur due to
anthropogenic perturbations such as thermal pollution, variations in flow dynam-
ics or climate change (Caissie 2006). This dynamic temperature propagates in the
streambed and results in complex flow and thermal distribution. This distribution of
temperature in the streambed can have a critical impact on biogeochemical cycling
rates (Boulton et al. 2010). This is because biogeochemical reactions are highly-
dependent on thermal conditions in the streambed. Primarily, reactions which
are facilitated by temperature-sensitive microbial activity are strongly affected by
such perturbations (Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay,
Robertson & Wood 2011, Comer-Warner et al. 2018, Fenchel et al. 2012). Hence, any
abrupt rise in stream water temperature can deteriorate water quality and stream
ecological functioning (Malcolm et al. 2004).
Hyporheic exchange flows do not necessarily occur at steady state discharge or
thermal conditions as assumed by several studies in the past (Buffington & Tonina
2009, Tonina & Buffington 2009, Cardenas et al. 2004, Zheng et al. 2016). Dis-
charge and temperature can considerably vary with space and time. This results in
complex and dynamic patterns of flow velocities, exchange fluxes, residence times
and temperature in the HZs. To date, a handful of research studies have considered
the dynamic behaviour and characteristics of HZs (Malzone, Lowry & Ward 2016,
Schmadel et al. 2016, Boano et al. 2007, Gomez-Velez et al. 2017, Trauth & Fleck-




Process-based numerical models can be important tools that can help to achieve
a mechanistic understanding of the dynamic behaviour of the HZs. Moreover, they
can possibly provide explanations for the implications of dynamic flow conditions and
diel temperature variations on biogeochemical cycling and hyporheic invertebrates.
These numerical models can act as a tool to predict the regional-scale water quality
outcomes by the accurate quantification of hyporheic exchange flows beginning from
the small scale, and then translating to the regional scale.
The hyporheic exchange flows is driven by spatio-temporal variations in the pres-
sure distribution along the sediment-water interface. The factors that control and
drive the hyporheic exchange flow include bedform topography (bedform wavelength,
bedform height), sediment hydraulic properties and heterogeneity, hydraulic conduc-
tivity, turbulent flows in the water column, channel slope, temperature fluctuations
and groundwater influx and outflux (Krause, Hannah, Fleckenstein, Heppell, Kaeser,
Pickup, Pinay, Robertson & Wood 2011, Boano et al. 2014, 2013, Wondzell & Swan-
son 1999, Tonina & Buffington 2009, Cardenas et al. 2004, Gomez-Velez et al. 2014).
Depending on the focus of the study, model uses certain simplifications to enable us
to study interactions between different drivers and controls of hyporheic exchange.
The assumptions involved of stationery bedforms and homogeneous sediment bed in
transient studies challenges the validity of the reduced-complexity models because
high surface-water flow rates involves sediment transport that causes the migration
of the bedform (Buffington & Tonina 2009) and alters the sediment hydraulic prop-
erties. Moreover, under high discharge conditions, turbulent flow patterns ( e.g.
hydraulic jumps) can be observed over local streambed variations which requires
computationally expensive simulations of Navier-stokes equations. Thus, its should
be noted that the reduced-complexity approach presented in this thesis overlooks
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the local streamed pressure variations caused by such turbulent flows. In particular,
the varied parameters in the presented thesis are chosen to capture the impact and
importance of transient boundary conditions. Emphasis is given to the parameters
such as channel slope that controls the groundwater underflow, hydraulic conduc-
tivity that controls the exchange flux, bedform height which depicts the spatial
variations in the river systems and temperature that can change the flow velocities
during various times of the day. Moreover, parameters involving peak-flow charac-
teristics are also explored.
With an increased use of process-based reduced-complexity models, it is also
important to quantify how accurate they are in prediction of hyporheic exchange
processes. As hyporheic flows is a result of multiple scale interactions, it is important
to evaluate the importance of different scales on biogeochmeical gradients developed
in the HZs. Even though reduced-complexity models have vastly increased our
mechanistic understanding of hyporheic exchange fluxes, retention time of water
and solutes, and biogeochemical cycling in the river-aquifer systems under steady
flow conditions and more recently under temporally-variable flow condition, the
simulation results are seldom validated by field observations.
1.2 Research questions
To address the aforementioned knowledge gaps, this thesis aims to answer the fol-
lowing scientific questions
1. Effects of peak-flow events
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• How does a transient single peak-flow event affect flow and transport in
the HZs?
• How does repeated and superimposed peak-flow events affect flow and
residence times in the HZs?
• How accurately can reduced-order models predict hyporheic exchange
processes under transient conditions?
2. Effects of diurnal oscillations of surface water temperature
• How does dynamic temperature oscillations propagate in the HZs and
impact hyporheic characteristics?
1.3 Thesis structure
Structure of the thesis is to address above-mentioned research questions in each
chapter. Chapter comprises of its own abstract, introduction, methods, results, dis-
cussion and conclusions designed for journal publication. All references are collated
towards the end, in the Bibliography. Description of each chapter is as follows:
Chapter 2: Exploring the role of peak-flow events on bedform-induced
hyporheic exchange: The research herein examines the effects of single peak-flow
events on the characteristics of bedform-induced hyporheic exchange. We used a
reduced-order model that couples flow and transport processes in an idealized, uni-
form and single type of bedform. We provide a systematic approach, explore a com-
prehensive parameter space and perform sensitivity analyses in order to identify the
range of possible impacts by considering alterations of stream bedform geometries,
channel gradient, peak-flow characteristics and biogeochemically relevant residence
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time-scales in different bedforms like ripples, dunes and alternating bars. In addi-
tion to hyporheic exchange fluxes, we analyse hyporheic residence time distributions
to quantify potential biogeochemical implications of time-varying streamflow. We
therefore introduce a novel metric, the HZ efficiency for different time scales for
oxygen consumption (using a definition of the Damköhler number. This chapter is
published in Water Resources Research.
Chapter 3: Effects of the superimposed and repeated flow events on flow
and residence times of dynamic hyporheic zones: This chapter is an extension
to the previous chapter that includes the effect of single discharge events. However,
river-aquifer systems, especially the urban rivers are fed with treated waste water
from treatments plants twice in a day. Moreover, increases in the magnitude of
discharge due to one precipitation event can be followed by one or more peak-flow
events. This chapter explores the impacts of repeated and superimposed peak-flow
events with different characteristics using flow and transport numerical models. We
evaluate the effects by changing three different parameters, namely; (i) lag between
two peak-flow events (tlag); (ii) skewness of the events (tp/td, Sk1 and Sk2); and (iii)
duration of both the events (td1 and td2). In addition to this, we also numerically
model breakthrough curves to further decipher the potential contributions from the
two events.
Chapter 4: Propagation of diurnal surface water temperature oscillations
in ripples and impacts on hyporheic exchange fluxes: This chapter focuses on
the propagation of diurnal surface water temperature oscillations within and below
bedforms (ripples) through sequentially coupled reduced-order models of Darcy flow
and heat-transport in the sediments using a temperature-dependent relationship
of viscosity and density of water. The thermal forcing on the sediments caused
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by diurnal fluctuations in water-column temperature is imposed at the sediment-
water interface. For the systematic analyses we vary the peak amplitude of water
column temperature (Tamp) to decipher its impacts on overall hyporheic and heat
exchange within the system. Moreover, we quantify the relative contributions of
convective and conductive heat transfer in the sediment bed using Peclet number.
Furthermore, in order to to analyse the impact of diurnal temperature fluctuation
on the spatial distribution of reaction rates in streambed sediments we evaluate
dimensionless temperature-dependent reaction rate constants using the Arrhenius
equation.
Chapter 5: Reduced-order models for simulating bedform-induced hy-
porheic exchange under transient flow conditions: This chapter focuses on
testing the applicability of reduced-order models to represent hyporheic exchange
processes. A step-pool and a low-gradient run are simulated using simplifications
such as absence of sediment heterogeneity, constant hydraulic conductivity and neu-
tral groundwater conditions. Model simulations are compared with field-observations
of hydraulic heads and tracer breakthrough curves at different depths and under dif-
ferent flow conditions namely base, low and high-flow conditions in a first-order
boreal stream in Northern Sweden.
Chapter 6: Conclusions and Future Work: This chapter concludes the research
presented herein and discusses the potential scope for further advancements as well
as the limitations to the current methods and findings.
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Chapter 2
EXPLORING THE ROLE OF SINGLE
PEAK-FLOW EVENTS ON BEDFORM
INDUCED HYPORHEIC EXCHANGE∗
Discharge varies in space and time, driving hyporheic exchange processes
in river corridors that affect biogeochemical cycling and ultimately con-
trol the dynamics of biogeochemical hot-spots and hot-moments. Herein,
we use a reduced-order model to conduct the systematic analysis of the
interplay between discharge variability (peak-flow intensities, duration
and skewness) and streambed topography (bedform aspect ratios, chan-
nel slopes) and their role in the flow and transport characteristics of
hyporheic zones (HZ). We use a simple and robust conceptualization
of single peak-flow events for a series of periodic sinusoidal bedforms.
Using the model, we estimate the spatial extent of the HZ, the total
amount of exchange, and the residence time of water and solutes within
the reactive environment and its duration relative to typical timescales
for oxygen consumption (i.e. a measure of the denitrification potential).
Our results demonstrate that HZ expansion and contraction is controlled
by events yet modulated by ambient groundwater flow. Even though the
change in hyporheic exchange flux (%), relative to baseflow conditions
is invariant for different values of channel slopes, absolute magnitudes
varied substantially. Primarily, peak-flow events cause more discharge
of older water for the higher aspect ratios (i.e for dunes and ripples)
and lower channel slopes. Variations in residence times during peak-flow
events lead to the development of larger areas of potential nitrification
and denitrification in the HZ for longer durations. These findings have
potential implications for river management and restoration, particularly
the need for (re)consideration of the importance of hyporheic exchange
under dynamic flow conditions.
∗The bulk of material presented in this chapter is published in Water Resources Research. T.S.
undertook analysis and processed the data. T.S. , L.W., J.G.V. and S.K. interpreted the data.
T.S. wrote the manuscript with contributions from all other authors. All authors contributed to
the final edits of the manuscript
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2.1 Introduction
2.1.1 Functional significance of groundwater-surface water
interactions in the hyporheic zone
Hyporheic exchange flows occurring at the sediment-water interface (SWI) are char-
acterized by continuous, bidirectional exchange of water, solutes and energy be-
tween the river’s main channel and its surrounding sediments (Tonina & Buffington
2011, Gomez-Velez et al. 2014). This exchange process has been found to control
biogeochemical cycling (Krause et al. 2013, Boano et al. 2014, Pinay et al. 2015,
Cardenas 2015), regulate stream temperature (Packman et al. 2004, Hannah et al.
2009, Krause, Hannah & Blume 2011) and impact ecological functioning (Brunke
& Gonser 1997, Boulton et al. 1998, Harvey & Gooseff 2015) along river corridors.
Mechanistic understanding of dynamic hyporheic processes requires detailed knowl-
edge of the interplay between drivers and controls for exchange such as dynamics
in discharge, streambed morphology, sediment hydraulic conductivity and porosity,
ambient groundwater flow, channel sinuosity, planform morphology and channel ge-
ometry and slope (Boano et al. 2006, O’Connor & Harvey 2008, Stonedahl et al.
2010, Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay, Robertson &
Wood 2011, Gomez-Velez et al. 2014). These complex interactions and exchange
mechanisms play a key role in influencing the magnitude of hyporheic exchange flux
(HEF), residence time of water and solutes in the streambed, and the location of
stagnation zones. As a consequence, the area and depth in the streambed (see Figure
2.1) exposed to variations in physical, chemical and biological processes is also af-
fected (Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay, Robertson &
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Wood 2011, Zarnetske et al. 2011, Gomez-Velez et al. 2012, Gomez-Velez & Wilson
2013, Kaufman et al. 2017, Gomez-Velez et al. 2017).
2.1.2 Drivers and controls of hyporheic exchange
Hyporheic exchange occurs over a wide range of spatial and temporal scales (Krause,
Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay, Robertson & Wood 2011,
Boano et al. 2014, Cardenas 2015), ranging from millimeter-scale eddies that trans-
fer momentum and solutes into the streambed over a few seconds to kilometer-scale
flow paths along meander bends that exchange mass and solutes over time scales
of decades and longer. The exchange process is driven by the spatial and tempo-
ral variations in the pressure distribution along the sediment-water interface (SWI),
which is a function of discharge, channel geometry and slope and streambed topog-
raphy (Wondzell & Swanson 1999, Buffington & Tonina 2009, Tonina & Buffington
2009, Boano et al. 2014). At the same time, the exchange process is controlled by
the sediment hydraulic properties and their heterogeneity (Ryan & Boufadel 2006,
Gomez-Velez & Harvey 2014a) and the ambient groundwater flow (Cardenas et al.
2004, Buffington & Tonina 2009).
2.1.3 Influence of transient stream flow on hyporheic ex-
change
While the aforementioned drivers and controls for hyporheic exchange have been
intensively studied over the last three decades, particularly for steady-state flow
conditions (Cardenas et al. 2004, Buffington & Tonina 2009, Tonina & Buffington
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Figure 2.1: Conceptual sketch for the exchange processes. This image de-
picts the hydrodynamic (red dashed line depicting deeper streamline) and bio-
geochemical (black dashed line depicting biogeochemically active region with 90%
of streamwater) definitions of the HZ, the location of stagnation points, and the
transition boundary (grey line) from oxic to anoxic zones during peak flows. These
characteristics vary in space and time due to discharge dynamics.
12
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2009), we are only starting to understand the importance of transience in stream-
flow (Boano et al. 2007, Tonina & Buffington 2011, Trauth & Fleckenstein 2017,
Schmadel et al. 2016, Malzone, Lowry & Ward 2016, Gomez-Velez et al. 2017).
Time-variance in stream flow can result from natural variation of precipitation in-
puts, evapotranspiration or snow melt as well as from anthropogenic activity in
wastewater treatment plants or dam operations, which can lead to effects such as
hydro-peaking and thermal-peaking. During peak flow events, the potential for
enhanced surface water downwelling which is usually richer in oxygen, dissolved
organic matter, and nutrients can impact the type and rates of streambed biogeo-
chemical processes including aerobic and anaerobic carbon respiration, nitrification
and denitrification (Gu et al. 2008, Harvey et al. 2013, Trauth & Fleckenstein 2017).
Moreover, surface water-borne contaminants along with the water and other solutes
may be transported into the streambed (Fritz & Arntzen 2007), potentially reaching
greater depths and larger streambed areas (Figure 2.1) (Bruno et al. 2009, 2013,
Jones 2014, Casas-Mulet et al. 2015). Consequently, fluctuations in stream stage
and flow can effect benthic invertebrates, nutrient cycling and thermal conditions in
hyporheic and benthic environments (Sawyer et al. 2009, Bruno et al. 2013, Jones
2014, Casas-Mulet et al. 2015).
Recent studies have shown the importance of understanding the dynamic nature
of river corridors (Boano et al. 2013, Ward et al. 2013, Dudley-Southern & Binley
2015, Malzone, Anseeuw, Lowry & Allen-King 2016, Malzone, Lowry & Ward 2016,
Schmadel et al. 2016, McCallum & Shanafield 2016, Trauth & Fleckenstein 2017,
Gomez-Velez et al. 2017, Ward et al. 2018) and identified dominant drivers and
controls of hypoheic exchange flows during transient stream flow conditions. For
example, Malzone, Lowry & Ward (2016) showed that the annual and storm-induced
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groundwater fluctuations is the key control on the volume of HZ and Schmadel et al.
(2016) highlighted the importance of controls such as hillslope lag, amplitude of
the hillslope and cross-valley and down-valley slopes on hyporheic flow path and
residence times. McCallum & Shanafield (2016) found alterations in the residence
time distributions of bank inflows and outflows for different discharge events. Trauth
& Fleckenstein (2017) highlighted the importance of peak discharge and duration
of the events on the mean age of the water and solutes which lead to higher rates
of aerobic and anaerobic respiration. In the most recent work by Gomez-Velez
et al. (2017), the authors explored the combined role of flow characteristics with
varying channel planimetry, channel gradient and morphology on the spatial and
temporal evolution of river bank storage and sinuosity-driven hyporheic exchange
using a dimensionless framework. However, none of the previous dynamic studies
integrated the hydrological and geomorphorhic controls of hypoheic exchange flows
with biogeochemical potential systematically.
2.1.4 Aims and objectives
In this chapter, we provide a systematic approach to decipher the potential impacts
of transient forcing on hypoheic exchange flows, using reduced-order models of ideal-
ized, uniform and single type of bedform-induced hyporheic exchange. Here, we use
the term “reduced-order” to emphasize that the model formulation only attempts
to capture first-order drivers and controls of the exchange process, ignoring some of
the complexities such as heterogeneity and coupling of turbulent flow in the water
column with groundwater flow in the sediment. These assumptions allow us to gain
comprehensive understanding from many simulations. Using reduced-order models,
we explore a comprehensive parameter space and perform sensitivity analyses in
14
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order to identify the range of possible impacts by considering alterations of stream
bedform geometries, channel gradient, peak-flow characteristics and biogeochem-
ically relevant residence time-scales in different bedforms like ripples, dunes and
alternating bars. In addition to HEF, we analyze hyporheic residence time distribu-
tions to quantify potential biogeochemical implications of time-varying streamflow.
We therefore introduce a novel metric, the HZ efficiency for different time scales for
oxygen consumption (using a definition of the Damköhler number similar to Ocampo
et al. (2006), Zarnetske et al. (2012), Gomez-Velez et al. (2015), Pinay et al. (2015)).
2.2 Methods
2.2.1 Conceptual model
We use a simple conceptualization to explore the role of flow dynamics on the char-
acteristics of bedform-induced hyporheic exchange. For simplicity, we assume that
the bedforms are stationary and their shape and hydraulic properties are unaffected
by changes in river discharge. Our modeling domain (Ω in Figure 2.2) represents
stream sediments with a sinusoidal sediment-water interface (SWI; ∂ΩSWI) as the
idealized small-scale topography is often represented by sinusoidal structure in the
downstream direction (Stonedahl et al. 2010). The functional form of the SWI is
given by ZSWI = (∆/2) sin(2πx/λ), where ∆ [L] and λ [L] are the characteris-
tic amplitude and wavelength of the bedforms (e.g., ripple, dune, and riffle-pool
sequences), respectively. The total streamwise length and depth of the modeling
domain are L = 3λ and db [L], respectively, and were selected to avoid boundary
effects in the numerical simulations (see Table 4.1 for the values used in the model).
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Figure 2.2: Depiction of the reduced-order model. Hyporheic exchange is in-
duced by the interaction of stage variations with the bedform topography. The
sediment domain (Ω) is assumed homogeneous and isotropic. A prescribed head
distribution is imposed along the SWI (∂ΩSWI) which can be further discretized
into inflow (∂ΩIN ) and outflow boundaries (∂ΩOUT ) (red arrows). Periodic bound-
ary conditions are assumed for the lateral boundaries (∂Ωu and ∂Ωd), horizontal
ambient flow is assumed proportional to the channel slope, and the base of the
model domain (∂Ωb) is assumed impervious.
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Within this domain, we implemented a detailed flow and transport model using
COMSOL Multiphysics. The finite element mesh consists of triangular elements
with a maximum size of 0.05λ and with telescopic refinement of 0.0125λ along the
sediment-water interface (∂ΩSWI) and lateral boundaries (∂Ωu and ∂Ωd), resulting
in a total of about 56,500 elements. This level of refinement is needed for mesh-
independent simulations and to capture the effect of local, fast-flowing hyporheic
circulation cells and calculate accurate boundary fluxes.
2.2.2 Flow model
Neglecting the storage term, a reasonable assumption for submerged channel sedi-
ments, flow within the domain is described by the following version of the ground-










where x = (x, y) is the spatial location vector [L], p(x, t) is pressure [ML−1T−2], g is
the acceleration due to gravity [LT−2], κ is the permeability [L2], ρ is fluid density




+ z is hydraulic head [L],
and Darcy velocity is q = −κ
µ
(∇p+ ρg∇z) [LT−1].
Flow is driven by pressure gradients at the sediment-water interface (∂ΩSWI).
For simplicity, we use a prescribed head distribution that assumes a linear combina-
tion of head fluctuations induced by large- and small-scale bed topography (Wörman
et al. 2006, Stonedahl et al. 2010):
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Table 2.1: Parameterisation of the numerical model for the analysis.
Parameters Value Description
Constant model parameters
λ 1 m Bedform wavelength
db 5 m Depth of the domain
B 5 m Channel width
M 0.05 Manning’s coefficient
αL 0.05 m Longitudinal dispersivity
αT 0.005 m Transverse dispersivity
κ 10-10 m2 Permeability
ρ 1000 kg m-3 Fluid density
µ 1.002×10-3 Pa s Fluid dynamic viscosity
g 9.81 ms-2 Acceleration due to gravity
dbkf 10
2×∆ m Bankfull depth
H0 0.1×dbkf Reference stage
Varied model parameters
∆/λ 0.1, 0.01, 0.001 Bedform aspect ratio
S 0.1, 0.01, 0.001, 0.0001 Channel slope
Hp 50%×dbkf , 100%×dbkf Peak stage
td 1 and 10 days Duration of the peak-flow event
tp/td 0.25, 0.5 Flow skewness
τo2 0.5, 1 and 10 hours Timescale for oxygen consumption
18
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where S is channel slope, Hs(t) [L] is the time-varying river stage, ZSWI(x) is the
function describing the bed topography, and hd(t) is the intensity of the dynamic























where the mean velocity is estimated with the Chezy equation for a rectangular
channel as Us(t) = M
−1Hs(t)
2/3S1/2 with M is the Manning coefficient [L−1/3T]
(Dingman 2009). Notice that the pressure distribution at the sediment-water inter-
face is the function of both space x and time t, where the temporal fluctuations are
induced by the peak-flow event (see Section 2.2.1).
Assuming that bedforms repeat periodically along the channel, we implemented
a periodic boundary condition for the lateral boundaries (∂Ωu and ∂Ωd; p(x =
−L, y, t) = p(x = 2L, y, t) + ρg[hSWI(x = −L, t)− hSWI(x = 2L, t)]). Under neutral
groundwater conditions (i.e. without gaining and losing groundwater conditions),
the only groundwater flow constraining the hyporheic zone is the ambient groundwa-
ter flow driven by the channel gradient (i.e. horizontal under-flow component), and
therefore no-flow is assumed for lower boundary (∂Ωb). The depth of this boundary
(db) was selected to minimize boundary effects. Finally, the solution under steady
state (i.e. , baseflow conditions) is used as the initial condition for the transient
simulations (i.e. , during the peak-flow event). This method of calculating pressure
distribution at the SWI reproduces reasonable observations. It also allows the ex-
ploration of large number of scenarios with fewer complexities when implemented in
the model , and with reduced computational demands.
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The sediment-water interface (∂ΩSWI) can be discretized into inflow (∂ΩIN =
{x | (n ·q < 0) ∧ (x ∈ ∂ΩSWI)) and outflow sub-boundaries (∂ΩOUT = {x | (n ·q >
0) ∧ (x ∈ ∂ΩSWI)) such that ∂ΩSWI = ∂ΩIN ∪ ∂ΩOUT (see Figure 2.2) with n an
outward vector normal to the boundary. Notice that these boundaries are dynamic
in nature, contracting and expanding with variations in the forcing.
2.2.2.1 Hydrograph generation
A single peak-flow pulse is used to mimic the dynamic nature of river discharge (Fig-
ure 2.2). This transient hydrologic forcing changes the hyporheic zone’s flow field,
spatial extent (area, depth) and residence times (Wondzell & Swanson 1999, Mc-
Callum & Shanafield 2016, Gomez-Velez et al. 2017), having potentially important
implications for biogeochemical transformations. The deterministic stage hydro-







ift ∈ [0, td]
H0 otherwise
(2.4)
where H0 is the stage at baseflow conditions [L], Hp is the maximum rise of stream
stage [L], tp is the time-to-peak of the event [T], td is the duration of the peak-flow
event [T], w = 2π/td is the frequency of the event [T
−1], and δ = w cot(wtp/2) is a
constant that determines the degree of asymmetry [T−1].
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2.2.3 Solute transport model and delineation of the hyporheic
zone
The advection-dispersion equation (ADE) is used to model the transport of conser-




= ∇ · (D∇C)−∇ · (qC) (2.5)
where C is concentration [ML−3], q is the Darcy flux [LT−1], and D = {Dij} is the
dispersion-diffusion tensor defined as Bear (1972):







with αT and αL the transverse and longitudinal dispersivities [L], Dm the effective
molecular self-diffusion coefficient, ξm = θ
−1/3 is the fluid tortuosity (defined here
with the Millington and Quirk model (Millington & Quirk 1961)), and δij is the
Kronecker delta function.
Modeling the transport of a conservative tracer allows us to explore the mixing
and extend of the HZ. We assume that the concentration of the tracer in the stream
water column is Cs, and therefore a prescribed boundary condition C(x, t) = Cs is
used along the SWI’s inflow areas (∂ΩIN). Outflow areas (∂ΩOUT ) along the SWI
are advective boundaries where n · (D∇C) = 0. Lateral boundaries (∂Ωu and ∂Ωd)
are periodic boundaries C(x = −L, y) = C(x = 2L, y) and the bottom boundary
(∂Ωb) is a no-flow boundary n · (qC − D∇C) = 0. An initial condition for the
concentration field is obtained from a steady-state simulation of the transport model
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(Eq. (5.4)) under baseflow conditions (i.e. Hs = H0). In this case, the hyporheic
zone is defined as the zone with at least 90% of the pore water originated from the
stream (i.e. C ≥ 0.9Cs). This definition is similar to the one proposed by Triska
et al. (1989) and Gomez-Velez et al. (2014, 2017). Through the manuscript, we refer
to this definition as the biogeochemical definition of the hyporheic zone.
2.2.4 Residence time model
The hyporheic zone residence time describes the time that water and solutes are
exposed to the stream sediment biogeochemical conditions. Here, we evaluate the
impacts of transient flow, driven by a peak-flow event, on the moments of the HZ’s
residence time distribution. To this end, we use the approach outlined in Gomez-
Velez et al. (2012) Gomez-Velez & Wilson (2013), and Gomez-Velez et al. (2017)




= ∇ · (θD∇an)−∇ · (vθan) + nθan−1 (2.7a)
an(x, t) = 0 on ∂ΩIN (2.7b)
n · (θD∇an) = 0 on ∂ΩOUT (2.7c)
an(x = −L, y) = an(x = 2L, y) for ∂Ωu and ∂Ωd (2.7d)
n · (qan −D∇an) = 0 on ∂Ωb (2.7e)
an(x, t = t0) = an0 =
∫ ∞
0
ξnΨ0(x, ξ) dξ (2.7f)
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where an(x, t) [T] (n = 1, 2, ... and a0(x, t) = 1) is the n-th moment of the residence




ξnΨ(x, t, ξ) dξ, for n = 1, 2, . . . . (2.8)
Initial and boundary conditions are defined following the approach in Gomez-
Velez & Wilson (2013) and Gomez-Velez et al. (2017). Similar to the conservative
transport model, the initial distribution of the first (mean residence time) and sec-
ond (variance of residence time) moments were estimated under steady baseflow
conditions.
2.2.5 Peak-flow event scenarios
Typical geomorphic length scales for ripples, dunes, and alternating bars in a broad
range river sizes and hydraulic conditions were estimated with the methodology
proposed by Gomez-Velez & Harvey (2014b) and Gomez-Velez et al. (2015).This
approach uses the best available empirical equations for length scales and a Monte
Carlo approach to generate plausible scenarios that represent variations along a real
Mississippi river network (Gomez-Velez & Harvey 2014b). Our simulations explore
three different values of bedform aspect ratio: ripples (AR = 0.1), dunes(AR = 0.01)
and alternating bars (AR = 0.001) (Dingman 2009, Bridge 2009). For each of these
bedforms we also explore (i) two flow skewness values (tp/td): 0.25 and 0.5, where
the latter value is typically observed in regulated systems, e.g., reservoirs and sewage
discharge (Sawyer et al. 2009), (ii) two peak-flow intensities: 50% and 100% of typical
bankfull depth (dbkf ), (iii) two values of event duration: 1 day and 10 days, and (iv)
four values of channel slope: 0.1, 0.01, 0.001, 0.0001. This results in 96 scenarios;
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however, we focus our discussion on a handful of peak-flow event scenarios, as shown
in Table 2.2 and Figure 2.3). These scenarios allow us to systematically explore the
effects of flow dynamics in the hyporheic exchange process.
2.2.6 Metrics
We use multiple metrics to quantify the impact of transient forcing in hyporheic
exchange. In the following, we briefly define and describe each of them.
2.2.6.1 Hyporheic zone area and penetration
Dynamic changes in the pressure distribution along the SWI induce changes in the
sediment flow field, and therefore in the extent (area and penetration depth) of
the hyporheic zone, that is, the area of the sediment exposed to water originating
from the stream. We estimate the boundary of the hyporheic zone using both a
hydrodynamic and a biogeochemical criteria (Gooseff 2010).
First, the hydrodynamic definition assumes that the hyporheic zone boundary
corresponds to the deepest streamline originating and terminating in the SWI. The
flow field, and therefore this boundary and area of the HZ, is highly sensitive to
dynamic changes in hydrologic forcing. The high sensitivity is explained by the
negligible porous media storage of the stream sediments, which results in a fast
propagation of pressure fluctuations at the sediment-water interface (i.e. , the re-
sponse time is negligible). Second, the biogeochemical definition, similar to the one
used by Gomez-Velez et al. (2014), assumes that the boundary of the hyporheic
zones corresponds to the contour defining porewaters with 90% stream water. The
24
Chapter 2. Role of single peak-flow events
Table 2.2: Description of the peak-flow event scenarios used for the analysis
(FD - Peak-flow event duration, Sk - Peak-flow skewness, FI - Peak-flow intensity,




(% of dbkf )
1 FDlowSklowFIlow 1 0.25 50%
2 FDlowSklowFIhigh 1 0.25 100%
3 FDlowSkhighFIlow 1 0.5 50%
4 FDlowSkhighFIhigh 1 0.5 100%
5 FDhighSklowFIlow 10 0.25 50%
6 FDhighSklowFIhigh 10 0.25 100%
7 FDhighSkhighFIlow 10 0.5 50%
8 FDhighSkhighFIhigh 10 0.5 100%
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Figure 2.3: Depiction of the stage hydrographs produced by the Equation 2.4
and associated with the scenarios shown in the Table 2.2.
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other metrics below use the biogeochemical definition of the HZ in order to define
the boundaries of integration.
2.2.6.2 Hyporheic exchange flux
The hyporheic exchange flux (HEF) corresponds to the integral of the Darcy flux








where ∂Ωout,hz is the outflow boundary discharging hyporheic water, defined by the
biogeochemical definition.
2.2.6.3 Residence times
Similarly, a representative value of residence time for the exchange process is esti-
mated by flux-weighting the modeled mean residence time, standard deviation of
residence time (SD), and coefficient of variation of residence time (CV) along the
sections of the SWI discharging hyporheic water into the stream. See section 5.2.3.4
for a detailed description of the residence time model). The mean residence time
(µ) corresponds to the first central moment (a1), the standard deviation of residence
time is calculated as σ =
√
a2 − µ2, with a2 the second central moment, and finally
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2.2.6.4 Hyporheic zone efficiency
Likely locations and size of the oxic-anoxic zones have been described by using the
Damköhler number, DN = a1/τo2 , where τo2 is the biogeochemical timescale for oxy-
gen consumption and its typical value varies from 0.5 to 10h (Gomez-Velez et al.
2015). DN allows us to explore and compare the role of reaction and transport pro-
cesses within the system (Ocampo et al. 2006, Pinay et al. 2015). in particular, DN
for O2 is an important indicator of the potential for net nitrification or denitrification
in the hyporheic zone (Zarnetske et al. 2012).
To evaluate the biogeochemical potential of hyporheic zones and how it changes
as a function of time, we assume that the stream water column is dominant source
of oxygen entering the sediments. Similar to Gomez-Velez et al. (2015), we assume
that DN = 4.6 corresponds to a 99% reduction in the oxygen concentration, and
therefore the sediment area where DN≥ 4.6 is essentially anoxic and a likely lo-
cation where denitrication takes place. Similarly the locations with DN< 4.6 are
oxic zones where the presence of oxygen is likely to promote nitrification. In this
work, we explore τo2 = 0.5, 1 and 10 hours. To emphasize on the quantification of
anoxic waters discharged from the HZ, we also calculate Qanoxic. This is defined as
the amount of anoxic waters discharged from the hyporheic zones with respect to
different timescales for oxygen comsumption. As an example, for the τo2 = 10 hours,
Qanoxic will be the anoxic waters discharged from the hyporheic zones with residence
times of over 10 hours.
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Finally, we define the HZ efficiency as the ratio of the HEF discharging anoxic






2.3.1 Hyporheic flow patterns and geometry of the hyporheic
zone
The flow field (magnitude and direction) changes dynamically as the peak-flow event
moves along the SWI. Figure 2.4 illustrates the temporal evolution of these changes
by comparing the fields before the event (i.e. , baseflow at t ≤ 0) and during the
event (t ≤ td). The hyporheic zone initially expands during the rising limb of
the event, and then contracts during the recession returning to the initial baseflow
conditions (columns 2-5 in Figure 2.4). The shape of the peak-flow event determines
the impact in the flow field, and at the same time the magnitude of the changes are
controlled by the bedform aspect ratio.
Under baseflow conditions (t ≤ 0), the hyporheic zone for alternating bars (AR =
0.001, Figure 2.4) is very small, almost completely absent. This is explained by the
compressing effect of the ambient flow (proportional to the channel slope). However,
the peak-flow event overcomes the moderating effect of the ambient flow and results
in the emergence of a HZ that drastically penetrates into the sediments (Figure
2.4). On the other hand, morphologies with higher aspect ratios such as dunes
29
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Aspect Ratio 
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(AR = 0.01) and ripples (AR = 0.1) consistently have a larger and more persistent
HZ during the course of the event as illustrated in Figure 2.4.
These results highlight the importance of ambient groundwater flow (propor-
tional to channel slope) and its moderating role under both steady and transient
flow conditions. Figure 2.4 illustrates the case where the pressure gradient induced
by bedform topography are not enough to overcome the modulating effect of the am-
bient flow. The magnitude of such gradients progressively increases during the event
and eventually the hydrodynamic forcing overcomes the ambient groundwater flow,
resulting in the development of a HZ (Figs. 2.4b-e). Moreover, higher peak-flow
intensities (FIhigh) lead to an increase in vertical flow velocities, which produce a
larger HZ and advect more mass into the streambed. This, at the same time, changes
the location and size of stagnation zones, which oscillate in depth and size during the
flow event, resulting in potential emergence of highly reactive environments purely
driven by hydrodynamic changes. This is in line with the findings of Gomez-Velez
& Wilson (2013). Note that the maximum extent of the HZ is always at peak flow;
however, the evolution of the expansion and contraction strongly depends on the
peak-flow skewness (tp/td) and peak-flow magnitude.
2.3.1.1 Difference between hydrodynamic and biogeochemical extent of
hyporheic zone under dynamic flow conditions
As discussed in section 4.2, hyporheic zone extent can be defined from a hydrody-
namic and biogeochemical perspective. Each of these definitions represents different
flow and transport processes and can have different sensitivities to transience. Our
simulations show that these two definitions are not consistent under transient flow
conditions. The relative change (to baseflow conditions) in hydrodynamic area [%]
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is considerably higher than the biogeochemical area [%] in response to different flow
conditions (Figure 2.5). Notice that for the left panel, the curves associated with
FDlow scenarios are coinciding with FDhigh scenarios due to the scaling of time to
the time-to-peak of the event. For scenarios with high peak-flow intensity, the simu-
lated hyporheic area based on the hydrodynamic definition increased by up to 200%
whereas the HZ area based on the respective biogeochemical definition is limited
to 45% (for the slope value 10−1). Note that both definitions result in the same
area for steady flow, but the dynamic nature of the flow affects them differently. In
particular, the biogeochemical definition, which is closely linked with transport and
potential for biogeochemical transformations, tends to be more stable and relatively
insensitive to transient forcing. In the case of the HZ’s hydrodynamic area, the
boundary used to estimate the area corresponds to the the deepest streamline that
begins and ends at the SWI, which instantaneously mimics the pressure fluctuations
at the interference. This area definition does not take into account the predomi-
nant mass transport and retention process within the HZ. The results shown here
confirm that under dynamic flow conditions, the residence time and the length of hy-
porheic flow path may not be coupled (e.g., Schmadel et al. 2016, Ward et al. 2017).
Furthermore, our simulations indicate that after the peak-flow-induced expansion
of the HZ area, there is a faster contraction of the hydrodynamically defined HZ;
however, biogeochemically defined HZ takes longer time to return back to pre-event
conditions.
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Figure 2.5: Relative change (to baseflow conditions) in hydrodynamic and bio-
geochemical hyporheic zone area [%] as a function of dimensionless time (t/tp) for
8 scenarios listed in Table 2.2. Channel slope and bedform aspect ratio are 10−1
and 0.01, respectively. Note that the curves associated with FDlow scenarios are
coinciding with FDhigh scenarios for the case of hydrodynamic area as it shows
relative change.
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2.3.2 Impact of transient forcing on net hyporheic exchange
flux and residence time
2.3.2.1 Net HEF
We quantify the change in net hyporheic exchange flux (HEF), relative to baseflow
conditions, for different scenarios and channel slopes (see Figure 2.6). Given the
instantaneous hydraulic response time (Boano et al. 2007) of submerged sediments
(implicit in Eq. 5.3), the exchange flux and hydrograph are concurrent, resulting in
the highest exchange differences at peak flow (tp). Relative differences are notable,
reaching values between 450 and 900 % during peak flow, with the smaller differ-
ences for high channel slopes, as expected given the modulating effect of ambient
groundwater flow.
Although the relative change (to baseflow conditions) in HEF (%) is invariant
for both the scenarios i.e. for slope values 10−1 and 10−4, the absolute numbers
differ. Notice that for both the panels the curves associated with FDlow scenarios
are coincident with FDhigh scenarios due to the scaling of time-to-peak of the event
and hence subsets depict evolution of exchange flux (in m/s) as a function of time.
For channel slopes of 10−1, the absolute HEF is 3.27× 10−4 m/s whereas for slopes
10−4 is 3.27× 10−7 m/s. These results highlight the impact of slope i.e. the channel
gradient which drives the ambient flow in the streambed. HEF is generally greater
in magnitude for slope value 10−1 as the channel gradient drives the horizontal flow
with higher velocities resulting in higher rates of hyporheic waters discharged to the
surface water.
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Slope = 0.1 Slope = 0.0001
Figure 2.6: Relative change (to baseflow conditions) in net hyporheic exchange
flux [%] as a function of dimensionless time (t/tp) for 8 scenarios listed in Table
2.2. The bedform aspect ratio is AR = 0.01 and the channel slopes are 10−1 and
10−4 for the left and right panels, respectively. Note that the curves associated
with FDlow scenarios are coinciding with FDhigh scenarios due to the scaling of
time-to-peak of the event. For further clarification, insets in each panel show the
evolution of exchange flux (in m/s) as a function of time.
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2.3.2.2 Moments of the residence time distributions
Ambient groundwater flow, which is proportional to the channel slope S, strongly
modulates the residence time distributions for all bedform aspect ratios and forcing
scenarios. First, systems with high channel slopes are strongly modulated by the
ambient groundwater flow, and therefore the hyporheic zone cannot expand consid-
erably during the peak-flow event, forcing all the flow through relatively shallow flow
paths and resulting in residence times with younger waters and less variability (see
columns 1, 3, and 5 in Figure 2.7). On the other hand, low channel slopes allow the
hyporheic zone to expand, penetrating deeper and discharging waters progressively
older and with more variable residence times initially, reaching a maximum after
the event’s time-to-peak, and then switching to younger waters over the long term,
where eventually the system returns to the original state (see columns 2, 4, and
6 in Figure 2.7). This is consistent with previous findings by Gomez-Velez et al.
(2017) in the context of alluvial aquifers. Notice that this oscillatory behavior on
the moments of the residence time distribution is attenuated for the events with low
duration (FDlow, yellow, orange, and red lines in Figure 2.7). Note that unlike the
exchange fluxes, the differences in the moments of the residence time distribution are
lagged relative to the peak-flow event (i.e. , peak-flow intensity and peak differences
are reached at different times) and the return to baseflow conditions is relatively
slow, specially as the flow duration is smaller and the skewness is higher. This is
important from the perspective of solute retention within the reactive environment
and the enhancement of transformations or slow release of contaminants.
Simulation results for bedform aspect ratio of 0.01 reveal that for shorter event
durations larger quantities of older water is released out of the SWI for higher slopes
36



















































































































































































































































































Chapter 2. Role of single peak-flow events
i.e. 10−1 (column 3 Figure 2.7). This indicates that sudden penetration of larger
quantities of surface water into deeper subsurface flow paths causes more discharge
of older water even though for very short period of time. Moreover, for all the
peak-flow scenarios we observe discharge of younger hyporheic waters since steep
slopes promote stronger ambient groundwater flow and hence causing compressing
of HEF cells. In contrast, for low slopes (10−4), the relative change (to baseflow
conditions) in mean residence time (%) shows more discharge of older water during
the event for all eight considered peak-flow scenarios (highest ≈ 150%). This is due
to the slow horizontal velocities of the ambient groundwater flow observed for low
slopes, allowing HEF to penetrate the streambed at greater depths. These deeper
and hence longer flow paths lead to broader residence time distributions.
Streambed topography also plays a dominant role in modulating the residence
time of the water and the solutes in the streambed. For different bedform aspect
ratios of the streambed the spatial distribution of the hydraulic head vary at the SWI.
In the case of the aspect ratios of 0.001, due to the shallow fast flowing subsurface
flow paths, there is particularly higher discharge of younger water as the stream
stage rises and progresses back to initial conditions relatively quickly. Notice that,
this is the case for all bedform aspect ratios but for the scenarios associated with
shorter duration of the event and higher slope values (see columns 1, 3, 5 Figure
2.7). However if the event duration is longer, for the higher aspect ratios (see
columns 3 and 5 Figure 2.7), we observe relatively higher discharge of older waters
after the sudden increase in the stream stage. However, for lower slope values, we
observe long-term memory effects due to the slow horizontal ambient groundwater
flows in the sediment domain. As presented in Figure 2.4, higher aspect ratios
enlarges the HZ and elongates the subsurface flow paths in the streambed leading
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to higher discharge of older water. This indicates long term release of older water
post-flow event, particularly for the events with longer duration, which implies that if
there’s a second peak (or multiple peaks) before the system has recovered to baseflow
conditions, system will result with additional older waters, potentially providing
more time for reactions and transformations.
For all the considered scenarios, we observe that the higher peak-flow intensities
(FIhigh) intensify the impacts for the three metrics (Figure 2.7) i.e. in contrast to
lower peak-flow intensities (FIlow). For example, focussing on bedform aspect ratio
of 0.01, slope value of 10−4, and shorter event duration, relative change (to baseflow
conditions) in mean residence time (%) rises by ≈ 70% for FIhigh and only ≈ 40%
for FIlow , indicating more discharge of older water for higher peak-flow intensities.
A similar trend is observed for the shorter duration of the event (FDlow). This
demonstrates the importance of peak-flow intensity and event duration on the mean
residence time (µ) of the water being discharged out of the SWI during and after a
event. Therefore, each of the parameters involved in the simulations play a crucial
role in determining the systems potential to discharge older or younger waters.
2.3.3 Hyporheic zone efficiency
We use the Damköhler number to delineate oxic and anoxic zones for various peak-
flow event and geomorphic scenarios – a proxy for the oxygen consumption and
denitrification potential. The vertical penetration of both the hyporheic zone and
the oxic-anoxic zone increases with bedform aspect ratio (Figure 2.8), highlighting
the impact of channel topography in the transport of water and solutes within the
streambed.
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Figure 2.8: Snapshots for the ratio of mean RT and the base flow mean RT at
t/tp = 1 (1st row) and ratio of evolution of fluxes (net hyporheic exchange flux,
oxic and anoxic) and net hyporheic flux at t/tp = 0 as a function dimensionless
time (t/tp) (2nd row) for bedform aspect ratios 0.001, 0.01 and 0.1 (columns).
Contours and curves correspond to the oxic-anoxic transition boundary for oxygen
consumption time scales τo2 = 10, 1, 0.5 [h]. Extent of the hyporheic zone is based
on the biogeochemical definition. Channel slope is 10−1 in all cases and the vertical
and horizontal axis are scaled by the bedform wavelength.
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For bedform aspect ratio of AR = 0.001 cause only shallow oxic zones i.e. close
to the SWI indicating occurrence of aerobic respiration only at the shallow regions
of the streambed. However, during peak flow events there will be discharge of anoxic
hyporheic waters from the streambed for all τo2 values (Figure 2.8). This indicates
existence of favourable conditions for denitrification in the deepest hyporheic flow-
paths which also relies on the availability of Dissolved Organic Carbon (DOC) as
an electron donor deep in the streambed. Whereas, for AR = 0.01, with a timescale
for oxygen consumption being 10 h, predominantly oxic hyporheic water is released
from the SWI. This can be explained by the high flow velocities along the shallow
subsurface flow paths resulting in younger water closer to the SWI. However, we also
found that comparatively more anoxic water is released for lower τo2 values (i.e. 0.5h
and 1h) for aspect ratio of 0.01 during the event. Moreover, for AR = 0.1, aerobic
conditions extend deeper into the streambed during peak flows (Figure 2.8). It in-
dicates that the anoxic hyporheic waters would remain in the streambed during the
peak flows and eventually discharged after the recession of the event. It’s important
to notice that these results represent the higher channel slope value (10−1) and that
the interplay between the channel gradient and morphology varies the transport of
oxygen into the streambed.
An analysis of potential memory effects of post-event (based on the metric - HZ
efficiency) on the biogeochemical characteristics of the HZ and streambed environ-
ment has been performed using the example of nitrogen cycling. The time to reach
the initial state of the system after a peak-flow event increases with the duration of
the event (see FDhigh scenarios in Figure 2.9). This implies that conditions favouring
denitrification are prevalent for longer time, hence the nitrate removal efficiency of
the system could be potentially higher. During longer events, reaction times would
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Figure 2.9: HZ Efficiency: Time to reach to the initial state of the system
(i.e. to baseflow conditions) scaled to the duration of the peak-flow event (td)
for eight scenarios listed in Table 2.2 and three biogeochemical time scales for
oxygen consumption (τo2 values = 10, 1 and 0.5(h)) and two channel slope values
(S = 10−1 and 10−4 for the bedform aspect ratios a) 0.001 b) 0.01 and c) 0.1
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be substantially enhanced primarily for AR = 0.01 and AR = 0.1 (see Figure 2.9
b) and c)). Furthermore, event characteristics such as skewness of flow-peaks and
intensities have substantial impact on the simulated HZ efficiency. For instance,
we observe that the FIhigh scenarios result in higher Tinitial/td than FIlow scenarios.
Moreover, higher peak-flow skewness causes higher Tinitial/td even though the impact
of peak-flow skewness is not as pronounced as seen for event duration and peak-flow
intensity (Figure 2.9).
2.4 Discussion
2.4.1 Dynamic hyporheic zone expansion, contraction and
exchange fluxes
Recent studies have recognized the need for comprehensive studies on the drivers
and controls of hypoheic exchange (McCallum & Shanafield 2016, Schmadel et al.
2016, Malzone, Lowry & Ward 2016), hence we have attempted to present an in-
tegrated, comprehensive and systematic approach that incorporates a wide range
of parametric combinations. This study combined both geomorphic (streambed
topography, channel gradient) and hydrological controls (different peak-flow event
characteristics like intensity and skewness of the peak and duration of the event)
to gain mechanistic understanding of flow patterns and exchange fluxes between
groundwater-surface water interfaces.
The study showed that the increased pressure gradient at the SWI due to a peak-
flow event cause HZ appearance and then expansion which was maximum at the peak
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flows indicating the dominance of transient driver on hypoheic exchange. However,
on the basis of our further findings, it is evident that pressure distribution caused
by the transient forcings is majorly counteracted by the ambient groundwater flow.
Primarily, steeper channel slopes exert stronger underflow and compress the HZs.
The importance of slopes of streambed on hyporheic exchange has been highlighted
for steady state discharge conditions by Cardenas & Wilson (2006) and Tonina &
Buffington (2009).
Under transient discharge conditions, the HZ extent based on hydrodynamic and
biogeochemical definitions varied drastically. We observed rapid changes in gradi-
ents during the course of the flood event whereas the penetration of surface water
solutes was decelerated by the counter-directional nature of the local flow patterns.
This in turn leads to the development of dynamic stagnation zones (i.e. zones with
extremely low or zero velocities) where solutes might accumulate and develop regions
of biogeochemical hotspot in the streambed (Gomez-Velez & Wilson 2013).
2.4.2 Potential impacts of transient forcing on biogeochem-
ical processes
During high discharge conditions, the transport of surface water into the streambed
accelerates (Malcolm et al. 2004, Gu et al. 2008), hence leading to increased accumu-
lation of solutes deeper into the streambed. Previous research has demonstrated that
the nutrient cycling at the river-aquifer system is strongly controlled by, and often
proportional to the residence times of surface water in the hyporheic zone (Wondzell
& Swanson 1999, Zarnetske et al. 2011, 2012, McCallum & Shanafield 2016) and are
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good indicators of biogeochemoical processes (Sanz-Prat et al. 2015, 2016). The re-
sults indicate that peak-flow event characteristics like magnitude, skewness of peaks
and duration of the event can have a considerable impact on HEF and the mean
residence time of water in the hyporheic zone. Stormflow induced variability in
HEF control the transport of water, solutes (and even contaminants) deeper in the
alluvium and alter its residence times in the streambed, and hence may also impact
rates of biogeochemical transformations (as shown by the results of Gomez-Velez &
Wilson (2013) and Trauth & Fleckenstein (2017)).
The various parametric combinations of streambed height, channel gradient,
duration of the event, intensity and skewness of the peak-flows revealed interesting
results. For example, in the cases of hydropeaking (tp/td = 0.5) observed in dam
operations or discharge from wastewater treatment plant (Casas-Mulet et al. 2015,
Sawyer et al. 2009, Zhou et al. 2018), the results showed relatively higher discharge
of older water and for a longer period of time when compared to lower tp/td ratio.
This was observed for all the bedform aspect ratios of streambed but only for lower
slope values. The direct impact of hydropeaking which may cause thermalpeaking
as well is observed in water chemistry and hence also hyporheic invertebrates as
highlighted in the results by Bruno et al. (2009, 2013), Jones (2014). Moreover, the
results indicated that for the same event duration and peak-flow intensity, hyporheic
zones relatively release higher discharge of older water for bedforms like dunes and
ripples when compared to alternating bars.
Using the framework of Damköhler number, we found that the HZ efficiency may
increase during the peak-flow event. The HZ efficiency metric relates the anoxic hy-
porheic waters with the total hyporheic exchange flux, hence the conditions with
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anaerobic respiration. Here, the efficiency was seen as the potential for anaero-
bic respiration, hence was correlated to potential nitrification and denitrification in
the streambed. During the peak flow events, the aerobic and anaerobic respiration
increased (not with the same factor) with respect to the initial conditions. The for-
mation of longest and deepest flowpath was highly dependent on the local pressure
gradient caused by the streambed topography, flow intensity and ambient ground-
water flow. Zarnetske et al. (2011) showed that the denitrification in anaerobic
zones of the HZ is limited by the supply of labile Dissolved Organic Carbon (DOC).
Additionally, the authors also suggested that only estimates of residence times and
timescales for oxygen consumption are crucial to predict the locations of nitrification
and denitrification (Zarnetske et al. 2012). Moreover, previous studies by Hinton
et al. (1997), Inamdar et al. (2004) have suggested higher and faster transport of
DOC into deeper parts of HZ during an event, hence acting as an electron donor
when oxygen is depleted in the deeper parts of the streambed. Results indicated
potential development of larger areas of anoxic zones i.e. favourable for denitrifica-
tion during the peak flow events. Assuming higher influx of labile DOC into the
streambed during an event, the river-aquifer system can be highly efficient in re-
moving nitrates post-event, especially for the bedforms like ripples and dunes. As
the regions of anoxic zones are formed deeper into the streambed during the event,
transported labile DOC would help the denitrifying bacteria to complete the process
of denitrification. These findings are similar to Trauth & Fleckenstein (2017) where
there simulation results for an in-stream gravel bar showed higher rates of aerobic
respiration and denitrification for higher peak-flow intensities and longer durations
of the event.
The mechanistic understanding of the dynamic hyporheic exchange presented in
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this manuscript is the preliminary step to predict the regional-scale water quality
outcomes. The attenuation of nutrients and efficiency of transformation processes
is moderated by the intensity of surface water exchange in the HZ as it determines
the contact time of the water and solutes in the buffer zone (i.e. the HZ). As this
exchange is highly dependent on the local conditions of the sites, the accurate quan-
tification of HEF beginning from the small-scale is essential to translate to the
regional-scale.
2.4.3 Limitations and future work
In this study, we have used a reduced-order numerical model of an idealized, uniform
and single type of bedform essentially to gain a deeper mechanistic understanding
of the dynamic exchange processes occurring in hyporheic zones in result of peak-
flow events. While, for the systematic analyses, we considered a broad range of
different scenario conditions (with regards to bedform topography, channel gradi-
ent, peak-flow event characteristics), there remain further variables and potentially
impactful drivers that have not been analysed in this study such as variability in
streambed structural properties (Gomez-Velez et al. 2014) or the impacts of critical
flows with the potential to mobilize the streambed materials (Simpson & Meixner
2012, Wu et al. 2015). Combination of several bedform morphologies with topo-
graphic structure of the catchment determines the overall HEF (Caruso et al. 2016,
Schmadel et al. 2017, Ward et al. 2018). This includes nested flow paths, however
in this manuscript we have only taken into consideration the shorter and local flow
paths. Furthermore, we assumed only conditions without gaining or losing ground-
water conditions. The analysis of potential additional impacts of net gains and
losses of water and the resulting interference with peak-flow event driven hyporheic
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exchange remain as the focus of future investigations. Moreover, the simulations
assume no temperature induced effects with the impact of temporal fluctuations of
water temperatures on resulting HEF (i.e. induced by diurnal surface water tem-
perature oscillations). Considering earlier work on temperature effects on hyporheic
exchange flow (Cardenas & Wilson 2007a), it appears promising to extend investi-
gations towards potential temperature effects on HEF and temperature-dependent
chemical reaction rates during transient flow conditions.
2.5 Conclusions
Interactions between bedform topography, channel gradient and hydrodynamic forc-
ings result in complex exchange of water and solute fluxes between the water column
and underlying hyporheic zones. The simulation results systematically explored the
complex impacts of various peak-flow events and geomorphic conditions on hyporheic
exchange flow patterns and dynamics for a comprehensive range of scenarios for an
idealized, uniform and single-type of bedform. The results indicated dynamic ex-
pansion and contraction of the HZs during the event, however in several cases this
expansion was counteracted by strong ambient horizontal flow induced by larger
slope values of the stream channel. Although the relative change (to baseflow con-
ditions) in HEF (%) was unaffected by different values of channel slopes, absolute
magnitudes varied substantially. The primary impact of peak-flow events was ob-
served on the residence time of the water in hyporheic zones. Intensification of
discharge of younger and older water out of the SWI was evident at high intensities
and longer durations of the event. Primarily, for streambed profiles with low slopes,
events caused more discharge of older water for the higher bedform aspect ratios (i.e
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for dunes and ripples). The direct influence of alterations in residence time distri-
butions was observed in the efficiency of the hyporheic zones in developing larger




EFFECTS OF THE SUPERIMPOSED AND
REPEATED FLOW EVENTS ON FLOW AND
RESIDENCE TIMES OF DYNAMIC
HYPORHEIC ZONES
Hyporheic exchange flow is a key control of the type and rates of streambed
biogeochemical processes, including metabolism, respiration, nutrient
turnover and the transformation of pollutants. High stream flow en-
hances surface-water down-welling and transports water rich in oxygen,
dissolved organic matter and nutrients into the hyporheic zone—and
thus increasing biogeochemical turnover. Repeated and potentially su-
perimposed peak-flow events in the river-aquifer system have the po-
tential to either decelerate or facilitate such processes. Herein, we use
a process-based two-dimensional model to explore the role of superim-
posed and repeated peak-flow events on flow and transport characteris-
tics of hyporheic zones (HZs). We conduct systematic analyses of the
event-specific impacts of time lags between two flow events as well as the
magnitude and the duration of the events. We use a simple but robust
conceptualization of two peak-flow events for a series of sinusoidal ide-
alized bedforms. Using the model we estimate the vertical expansion of
the HZ, the total amount of exchange and residence times of discharged
hyporheic waters. In addition, we present numerical breakthrough curves
to estimate the relative contribution of individual events to the transport
of conservative solutes from the sediment-water interface to the streams.
The results indicate that an increase in the separation between the time-
to-peak of the two events shows higher variability compared to peak-flow
events which are superimposed i.e. with shorter separation time. Fur-
thermore, with increasing time lag between two flow events, the maxima
of first central moment i.e. mean age slowly reaches the plateau where
for any further increase, the value remains constant. Flatter numerical
breakthrough curves were observed for events with increased separation
and longer duration of the events. Observations demonstrate the im-
portance of the dynamic nature of HZs especially for the river-aquifer
systems that are exposed to successive peak-flow events, that has impli-
cations for biogeochemical transformations and fate of contaminants in
river-corridors.
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3.1 Introduction
Repeated peak-flow events are ubiquitous in river-aquifer systems. These can occur
due to the anthropogenic interference (such as artificial discharges from waste water
treatment plants or dam operations) or natural hydrological conditions (increased
snow melting and intense precipitation events). River stage fluctuations are highly
responsive to these events (Sawyer et al. 2009, Bernard-Jannin et al. 2016, Salazar
et al. 2014, Trauth & Fleckenstein 2017, Vivoni et al. 2006) and in many cases, a
single event can generate large magnitude of change to the river stage. Perturbations
in river stage, often the principal driver of hyporheic exchange (Jung et al. 2004)
—alters the pressure distributions at the interface between the water column and
the streambed, and thus leading to flux velocities several orders of magnitude higher
than the base flow conditions (Wu et al. 2018, Singh et al. 2019, Gomez-Velez et al.
2017). Apart from river stage fluctuations, continuous exchange of water, solutes
and energy between the water column and hyporheic zones (HZs) is also associated
with the interplay between various drivers and controls such as geomorphological set-
tings, channel gradient, hydraulic conductivity, sediment heterogeneity and spatial
variability in heads at the sediment-water interface (SWI) (Gomez-Velez et al. 2014,
Gomez-Velez & Harvey 2014a, Marzadri et al. 2016, Tonina & Buffington 2011).
Interactions between these driving forces determine the overall volume of hyporheic
exchange, retention time of water and solutes, subsurface flow paths and velocities
at different depths within the HZ.
Repeated peak-flow events can cause variability in physio-chemical character-
istics of the streambed. Advantages and disadvantages of the repeated peak-flow
events can be found in literature (Fritz & Arntzen 2007, Bruno et al. 2009, Hinton
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et al. 1997, Inamdar et al. 2004, Krause, Hannah, Fleckenstein, Heppell, Kaeser,
Pickup, Pinay, Robertson & Wood 2011). The main advantages of peak-flow events
relate to the activation of deeper subsurface flow paths, enhanced reactivity owing
to the faster transport of solutes into the reactive zones and contaminant attenua-
tion. For example, when denitrification in anaerobic zones of the HZ is limited by
the supply of labile dissolved organic carbon (DOC) (Zarnetske et al. 2011), peak-
flow events can facilitate higher and faster transport of DOC into the streambed to
complete the nitrogen cycling (Hinton et al. 1997, Inamdar et al. 2004). In another
study by Fritz & Arntzen (2007), the higher influx of river water due to increased
river stage was shown to cause lower uranium concentrations as a result of dilution.
On the contrary, disadvantages highlighted by Bruno et al. (2009) showed that peak-
event induced disturbance for hyporheic invertebrates. This is mainly because sharp
discharges can lead to scouring, disturbing the benthic invertebrates and salmonid
eggs and eventually impacting overall ecosystem functioning.
Numerical models enable a mechanistic understanding of the dynamic behavior
of the HZs and possibly provide explanations for the implications of superimposed
and repeated peak-flow events on biogeochemical cycling and hyporheic inverte-
brates. It can act as a tool to predict the regional-scale water quality outcomes by
the accurate quantification of hyporheic exchange flows beginning from the small
scale and then translating to the regional and catchment scales. Previous modelling
studies have shown the importance of the dynamic nature of river corridors (Boano
et al. 2013, Ward et al. 2013, Dudley-Southern & Binley 2015, Malzone, Anseeuw,
Lowry & Allen-King 2016, Malzone, Lowry & Ward 2016, Schmadel et al. 2016,
McCallum & Shanafield 2016, Ward et al. 2018), and few studies have primarily
focused on the effect of single discharge events on hyporheic exchange processes
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(Trauth & Fleckenstein 2017, Singh et al. 2019, Wu et al. 2018, Gomez-Velez et al.
2017, Liang et al. 2018). Dominant drivers and controls of hyporheic exchange flows
during transient stream flow conditions have been identified by these studies. For
example, Harvey et al. (2012) found that larger magnitude and longer-lasting events
have higher potential to activate the hyporheic flow paths and engage in solute and
fine particulate transportation. The modelling of dynamic HZ by Malzone, Lowry
& Ward (2016) showed that the volume of HZ and fluxes is controlled by annual
and storm-induced groundwater fluctuations and Schmadel et al. (2016) investi-
gated the importance of diel hydrologic fluctuation and controls such as hillslope
lag, amplitude of the hillslope and cross-valley and down-valley slopes on hyporheic
flow path and residence times. McCallum & Shanafield (2016) found alterations
in the residence time distributions of bank inflows and outflows for different flow
events. Gomez-Velez et al. (2017) demonstrated that dimensionless framework can
be used to explore the role of high discharge events on the spatial and temporal
evolution of river bank storage and sinuosity-driven hyporheic exchange. In addi-
tion, a field-based study incorporating successive storm events by Dudley-Southern
& Binley (2015) showed that these events can lead to a reversal of vertical hy-
draulic gradient and can enhance mixing up to 30 cm in the streambed. To the
authors’ knowledge, none of the modelling studies incorporated the effects of suc-
cessive hydrological events, therefore mechanistic understanding of the impacts of
superimposed and repeated peak-flow events remains elusive. Moreover, the effect
of the interaction between two successive events on water and solute transportation
also mostly remains largely unaccounted in these studies.
The objective of this multi-parametric study is to (1) examine and quantify
the hydrodynamic variations in the HZ behaviour; (2) investigate the dependency
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of first peak-flow event on the event followed using solute transport and residence
time models; and (3) estimate the contribution of each event on the transfer of
conservative solutes in the HZs. We provide a systematic approach to decipher
the potential impacts of superimposed and repeated peak-flow events on hyporheic
exchange flows, using reduced-order models of idealized, uniform and single type
of bedform-induced hyporheic exchange. The term reduced-order indicates that
the model formulation assumes and captures first-order drivers and controls of the
exchange process, ignoring some of higher-order complexities such as heterogeneity
in the sediments. These assumptions allow us to gain comprehensive understanding
from many simulations owing to the reduced computational effort. We evaluate the
impacts by studying the effects of three different parameters, namely (i) lag between
two peak-flow events (tlag); (ii) magnitude (Hp2); and (iii) duration of second event
(td2). These results can help us to unravel the biogeochemical signature of the surface
and groundwater, hence when explored, can be effectively employed in designing field
experiments involving dynamic studies and explaining the results from the tracer
experiments.
3.2 Methodology
The process-based model was developed in six main steps (1) set-up of the sediment
geometry and defining its properties; (2) superimposed hydrograph generation; (3)
inclusion of flow model; (4) solute transport model to track the hyporheic zone; (5)
Residence time model; and finally (6) model for numerical breakthrough curves.
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3.2.1 Conceptual model
We use a simplified conceptualization of a streambed-river interface to systemati-
cally explore the impact of superimposed and repeated peak-flow events on bedform-
driven hyporehic exchange. For this purpose, we implement a detailed flow, trans-
port and residence time models in the model domain. The modeling domain (Ω);
represents homogeneous and isotropic stream sediments. It is bounded at the top by





) where ∆ [L] and
λ [L] are the characteristic amplitude and wavelength of the bedform, respectively.
The total length and depth of the modeling domain are L = 3λ and db [L], respec-
tively. At the bottom, the 0.model domain is bounded by a horizontal boundary
(∂Ωb) and at sides by the lateral boundaries (∂Ωu and ∂Ωd) These dimensions are
selected to avoid boundary effects in the numerical simulations.
COMSOL Multiphysics is used for the numerical solution of the proposed model.
Mesh independent solutions are achieved with a the resultant mesh of approximately
forty-thousand triangular elements with telescopic refinement closer to the sediment-
water interface. This is needed in order to capture the effect of local, fast-flowing
hyporheic circulation cells and have accurate flux integrals along the boundaries.
3.2.2 Superimposed hydrograph generation
A single peak-flow pulse is used to mimic the dynamic nature of river discharge. The
deterministic stage hydrograph is modeled with an asymmetric curve as proposed
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if t > tlag, & t < td + tlag
H0 otherwise
(3.1)
where H0 is the stage at baseflow conditions [L], Hp is the maximum rise of stream
stage [L], tp is the time-to-peak of the event [T], tlag is the time when the peak-flow
event commences [T], td is the duration of the peak-flow event [T], w = 2π/td is the
frequency of the event [T−1], and δ = w cot(wtp/2) is a constant that determines
the degree of asymmetry [T−1].
We use the Hgeneric(t) to create hydrographs with two superimposed/repeated
peak-flow events
Hsup(t) = Hgeneric(t,Hp1, tp1, td1, 0) +Hgeneric(t,Hp2, tp2, td2, tlag)−H0 (3.2)
where Hp1, tp1 and td1 describe the first peak-flow event and Hp2, tp2, td2 and tlag
describe the second peak-flow event. Note that tlag = 0 for the first event, hence
for all the scenarios commence at t = 0. For convenience, from here tlag is used
to define the lag between two peak-flow events and the time at which second event
commences, td2 is used to describe the time at which duration of the second event
ends (i.e. at tlag + td2) and tp2 for the time at which peak for the second event occurs
(i.e. at tlag + tp2).
With estimated Hsup(t) [L] i.e the time-varying river stage, we describe the
pressure distribution at the sediment-water interface (∂ΩSWI). For simplicity, we
use an expression for prescribed head distribution that assumes a linear combination
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of head fluctuations induced by large- and small-scale bed topography (Wörman
et al. 2006, Stonedahl et al. 2010):










where S is channel slope, Hsup(t) [L] is the time-varying river stage, ZSWI(x) is the
function describing the bed topography, and hd(t) is the intensity of the dynamic























where the mean velocity is estimated with the Chezy equation for a rectangular
channel as Us(t) = M
−1Hs(t)
2/3S1/2 with M is the Manning coefficient [L−1/3T]
(Dingman 2009). Notice that the pressure distribution at the sediment-water inter-
face is the function of both space x and time t, where the temporal fluctuations are
induced by the peak-flow event (see Section 2.2.1).
3.2.3 Flow model
Flow within the domain is driven by pressure gradients at the sediment-water inter-
face (∂ΩSWI). Neglecting the storage term, a reasonable assumption for submerged
channel sediments, flow within the domain is described by the following version of
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where x = (x, y is the spatial location vector [L], p(x, t) is pressure [ML−1T−2], g is
the acceleration due to gravity [LT−2], κ is the permeability [L2], ρ is fluid density




+ z is hydraulic head [L],
and Darcy velocity is q = −κ
µ
(∇p+ ρg∇z)) [LT−1].
Assuming that bedforms repeat periodically along the channel, we implemented
a periodic boundary condition for the lateral boundaries (∂Ωu and ∂Ωd; p(x =
−L, y, t) = p(x = 2L, y, t) + ρg[hSWI(x = −L, t)− hSWI(x = 2L, t)]). Under neutral
groundwater conditions (i.e. without gaining and losing groundwater conditions),
the only groundwater flow constraining the hyporheic zone is the ambient groundwa-
ter flow driven by the channel gradient (i.e. horizontal under-flow component), and
therefore no-flow is assumed for lower boundary (∂Ωb). The depth of this boundary
(db) was selected to minimize boundary effects. Finally, the solution under steady
state (i.e. , baseflow conditions) is used as the initial condition for the transient
simulations (i.e. , during the peak-flow event). This method of calculating pressure
distribution at the SWI reproduces reasonable observations. It also allows the ex-
ploration of large number of scenarios with fewer complexities when implemented in
the model , and with reduced computational demands.
The sediment-water interface (∂ΩSWI) can be discretized into inflow (∂ΩIN =
{x | (n ·q < 0) ∧ (x ∈ ∂ΩSWI)) and outflow sub-boundaries (∂ΩOUT = {x | (n ·q >
0) ∧ (x ∈ ∂ΩSWI)) such that ∂ΩSWI = ∂ΩIN ∪ ∂ΩOUT with n an outward vector
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normal to the boundary. Notice that these boundaries are dynamic in nature, con-
tracting and expanding with variations in the the time-varying river stage , Hsup(t).
3.2.4 Solute transport model and delineation of the hyporheic
zone
The advection-dispersion equation (ADE) is used to model the transport of conser-




= ∇ · (D∇C)−∇ · (qC) (3.6)
where C is concentration [ML−3], q is the Darcy flux [LT−1], and D = {Dij} is the
dispersion-diffusion tensor defined as Bear (1972):







with αT and αL the transverse and longitudinal dispersivities [L], Dm the effective
molecular self-diffusion coefficient, ξm = θ
−1/3 is the fluid tortuosity (defined here
with the Millington and Quirk model (Millington & Quirk 1961)), and δij is the
Kronecker delta function.
Modelling the transport of a conservative tracer allows us to explore the mixing
and extent of the HZ. We assume that the concentration of the tracer in the stream
water column is Cs, and therefore a prescribed boundary condition C(x, t) = Cs is
used along the SWI’s inflow areas (∂ΩIN). Outflow areas (∂ΩOUT ) along the SWI are
advective boundaries where n · (D∇C) = 0. Lateral boundaries (∂Ωu and ∂Ωd) are
periodic boundaries C(x = −L, y) = C(x = 2L, y) and the bottom boundary (∂Ωb)
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is a no-flow boundary n·(qC−D∇C) = 0. An initial condition for the concentration
field is obtained from a steady-state simulation of the transport model (Eq. (5.4))
under baseflow conditions (i.e. , Hs = H0). In this case, the hyporheic zone is
defined as the zone with at least 90% of the pore water originated from the stream
(i.e. , C ≥ 0.9Cs). This definition is similar to the one proposed by Triska et al.
(1989) and Gomez-Velez et al. (2014, 2017). Through the manuscript, we refer to
this definition as the biogeochemical definition of the hyporheic zone.
3.2.5 Residence time model
The hyporheic zone residence time describes the time that water and solutes are
exposed to the stream sediment biogeochemical conditions. Here, we evaluate the
impacts of transient flow, driven by a peak-flow event, on the first moment of the
HZ’s residence time distribution. To this end, we use the approach outlined in
Gomez-Velez et al. (2012), Gomez-Velez & Wilson (2013), and Gomez-Velez et al.
(2017) where the moment of the residence time distribution are described by an
ADE of the form
∂(θa1)
∂t
= ∇ · (θD∇a1)−∇ · (vθa1) + θa0 (3.8a)
a1(x, t) = 0 on ∂ΩIN (3.8b)
n · (θD∇a1) = 0 on ∂ΩOUT (3.8c)
a1(x = −L, y) = a1(x = 2L, y) for ∂Ωu and ∂Ωd (3.8d)
n · (qa1 −D∇a1) = 0 on ∂Ωb (3.8e)
a1(x, t = t0) = a10 =
∫ ∞
0
τΨ0(x, τ) dτ (3.8f)
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where a1(x, t) [T] is the first moment of the residence time distribution Ψ(x, t, τ)




τΨ(x, t, τ) dτ, for n = 1, 2, ... (3.9)
Initial and boundary conditions are defined following the approach in Gomez-
Velez & Wilson (2013) and Gomez-Velez et al. (2017). Similar to the conservative
transport model, the initial distribution of the first moment of the residence time
distribution (mean residence time) were estimated under steady baseflow conditions.
3.2.6 Numerical breakthrough curves and scenarios
To model the breakthrough curves, firstly the advection-dispersion equation is used
on multiple conservative tracers. Multiple conservative tracers are used to poten-
tially estimate relative contributions by not only first and second events individually
but also when the events are superimposed. We define the time of the occurrence of
the second event (tlag) by the equation
tlag = tp1 + η(td1 − tp1) (3.10)
where η = 1/4, 2/4, 3/4, 4/4, 5/4 and 6/4. Depending on the values of η describing
the lag between the two events, tracking of the mixing between the two events would
need deployment of two or three conservative tracers. Following are the formulated
cases (See Figure 3.1):
Case I: η < 1, tlag < td1, td1 ≥ tlag + td2
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Case I
η < 1














































Figure 3.1: Depiction of the deployment of conservative tracers depending on
the lag between two events tlag (See Equation 3.10). Cases I and II constitute
the scenarios with superimposition or overlapping of two events whereas Case III
represents scenarios with no overlapping of the two peak-flow events.
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Case II: η < 1, tlag < td1, td1 < tlag + td2
Case III: η ≥ 1, tlag ≥ td1
Cases I and II represent the scenarios when there is overlapping between the
two events and Case III represents the scenarios with no overlapping. To track
the mixing for Case I, two tracers are injected namely c1 and c2. The tracers are
described by the piece-wise function where c1 = 1 when first event is active or the
rise in stage is due to the first event, c2 = 1 when both the events are active i.e the
stage rise is due to combined effect of the two events and finally we use c3 = 1 for
stage rise due to the second event only (see Figure 3.1 for further clarification).
For the tracer entering the sediment-water interface i.e. ∂ΩIN , the total mass









where ∂ΩIN is the inflow boundary at the sediment-water interface. The mass





Finally the cumulative mass (or recovery) gives the breakthrough curve (BTC)
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Figure 3.2: Depiction of dimensionless stage hydrographs. The first peak-peak
flow event is of higher magnitude and is identical for all the scenarios. For (A)
i.e. Category 1, the second peak-flow event is of shorter magnitude and occurs at
tlag defined by Equation 1. As shown, scenarios with η = 1/4, 2/4 and 3/4 the
two events are superimposed. For the scenarios with η = 4/4, 5/4 and 6/4, the
second event occurs after the duration of the first event. For (B) i.e. Category 2,
Hp1 = Hp2 and td1 > td2 and for (C) i.e. Category 3, Hp1 > Hp2 and td1 = td2
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All the scenarios used for the simulations have same duration (td1) and magni-
tude of the first event (Hp2 ; see Figure 3.2). Time to peak of the first event tp1)
= Sk1 × td1 and time to peak for the second event tp2 = Sk1 × td2 , where Sk1 =
1/8. Category 1 represent the scenarios with magnitude of the second event (Hp2)
less than the magnitude of the first event (Hp1) and duration of the second event
(td2) is less than the duration of the first event (td1) (Figure 3.2 (A)). Category
2 corresponds to scenarios with magnitude of the second event (Hp2) equal to the
magnitude of the first event (Hp1) (Figure 3.2 (B)) and duration of the second event
(td2) is equal to the duration of the first event for Category 3 scenarios (td1) (Figure
3.2 (C)).
3.3 Results and Discussion
3.3.1 Hyporheic Flow Field and Extent
Peak-flow event induced pressure distribution along the sediment-water interface
varies dynamically. Temporal evolution of flow field are illustrated in Figure 3.3.
t ≤ 0 represents the base flow conditions and t ≤ td2 represents the dynamics
during the superimposed event for the scenario η = 3/4. HZ dynamically expands
and contracts during the events, with maximum expansion at t = tp1 due to the
large magnitude of the first event. In addition, HZ expands at t = tp2 , however
relatively less compared to at t = tp1 due to smaller magnitude of the second even
in the illustrated example. The magnitude and duration of the events determines
the dynamic changes in the flow field.
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Figure 3.3: Snapshots of the flow field (red arrows represent direction and not
proportional to magnitude) and HZ extent using the biogeochemical definition
(orange line) within the sediment domain. Surface represents the magnitude of
Darcy flux vector (white is low and black is high) for time at t = 0, t = tp1 ,
t = tlag, t = tp2 , t = td1 and t = td2 for the scenario with η = 3/4 within Category
1 simulations. (∆/λ = 0.1, S = 0.001)
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We also use the biogeochemical definition to define and illustrate the HZ (see
the orange line in Figure 3.3). This can be numerically achieved by introduction of a
conservative tracer and tracking its transportation in the streambed. The delineation
is characterized by the contour where at least 90% of the water originates from the
stream. HZ shape and size varies considerably for different times, however this tends
to be more stable compared to the variations in flow field. This is explained flow
field instantaneously propagates with pressure fluctuations at the sediment-water
interface. On the other hand, HZ extent based on biogeochemical definition takes
into consideration transport and retention processes within the HZ. Observations
demonstrate the variability in the HZ extent showing significant change for t = tp1 ,
followed by t = tp2 , both linked to maximum rise in stage.
Another prominent characteristic observed is the horizontal and longitudinal
movement of stagnation zones (in each subplot of Figure 3.3). These are the regions
or locations where the absolute Darcy velocity is zero or near-zero to form stagnant
zones. Presence of stagnation zones is dependent on the existence of the counter-
directional local flow systems (Jiang et al. 2011). Dynamic stagnation zones are
usually characterised as reactive hotspots, playing a primary role in types and rates
biogeochemical transformations. For example, reduction of nitrates and nitrites in
nitrogen cycling.
3.3.2 Flux-weighted mean residence time
A representative value of residence time for the exchange process is estimated by flux-
weighting the modeled mean residence time along the sections of the SWI discharging
hyporheic water into the stream (described in the residence time model). The mean
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residence time, µ corresponds to the first central moment, a1. Here we estimate
flux-weighted mean residence time, µ∗τ with respect to baseflow conditions (t = 0).
Temporal evolution of flux-weighted mean residence time (µ∗τ ) increases with
the first peak-flow event (Figure 3.4, 3.5 and 3.6). This is because first high flush
in all the scenarios expand the hyporheic zones, penetrating deeper and discharging
older hyporheic waters, reaching its maximum before event’s time to peak. Increased
mean residence time of water discharged from the hyporheic zones for a short period
of time and this is followed by, progressive discharge of younger hyporheic waters
due to activation of short flow paths closer to the sediment-water interface. This is
in line with findings of Singh et al. (2019) and Gomez-Velez et al. (2017).
The first peak-flow event is followed by the low magnitude (Figures 3.4 and 3.6)
and high magnitude second peak-flow event (Figure 3.5) which is superimposed for
the cases with η = 1/4, 2/4 and 3/4 (first row of Figure 3.4 and 3.5) and separated
for η = 4/4, 5/4 and 6/4 (second row of Figure 3.4). This event disturbs the sys-
tem causing variability, preventing the system to attain base-flow conditions for a
certain period of time depending on the values on η, magnitude and duration of the
second peak-flow event. This variability leads to discharge of relatively older water
(compared to reference conditions; see gray lines in Figures 3.4, 3.5 and 3.6) for a
short duration of the event which eventually starts declining shortly after the second
peak is attained.
Variations in different scenarios is observed for different values of η. The results
indicate that consecutively increasing the separation between the time-to-peak of the
two events, tlag, exhibits higher variability of µ
∗
τ . The hyporheic waters discharged
from the sediment-water interface is older, compared to the µ∗τ for reference scenario
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Chapter 3. Superimposed and repeated flow events
(i.e. when the second peak-flow event does not exist) for the scenarios with η =
3/4, 4/4, 5/4 and 6/4 . On the other hand, two events with a short interval of
time in between causes lesser variability primarily because of activation of shorter
subsurface flow paths with high flow velocities, leading to mixing of younger water
in the hyporheic zone and decreasing µ∗τ . Increased duration of the second event
deviates the system from the reference scenario for a longer period of time (Figures
3.4 and 3.6). Moreover, increased magnitude of the second-peak flow event leads to
discharge of hyporheic waters with higher values µ∗τ , when compared to scenarios
with low magnitude second event (Figures 3.4 and 3.5). It is important to note that
the analysis presented here is for the slope value 0.001. If the slope is decreased
by an order of magnitude, more oscillatory behaviour in the residence times can be
observed (as shown in Figure 2.7 for a single peak-flow event). Low channel slopes
allow the hyporheic zone to expand, penetrating deeper and discharging waters
progressively older and with more variable residence times.
Further analysis of maxima of the first central moment of flux-weighted mean
residence time for the second peak, µmax shows interesting results (Figure 3.7).
When two peak-flow events occur with shorter separation time (tlag), mean age of
the hyporheic waters leaving the streambed is relatively younger. Consecutively,
increasing the value of tlag, µmax increases. When the η is 5/4 and 6/4, the maxima
of central moment (µmax) slowly reaches the plateau where for any further increase
µmax become constant. This is an indication that the two events are completely
independent with no memory effects from the first peak-flow event is carried forward
to the second event and hence any response of the system is solely due to the second
event. Second peak-flow event with larger magnitude increased the peaked mean
RT (µmax) due to its impact (red curve in Figure 3.7). Also note that for η = 1/4,
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scenarios associated with category 2 and 3 do not exhibit a µmax (see black and
gray curve in Figure 3.7, instead there is a slight deviations from attaining reference
scenario conditions.
3.3.3 Numerical breakthrough curves
Conservative solute tracer retention was determined by estimating and comparing
the integrated mass fluxes for different case-defined concentrations tracers. Mass
entering and leaving the system was computed by multiplying the discharge by the
concentration of conservative solute tracer entering the streambed and leaving the
hyporheic zones (i.e. c ≥ 0.9) respectively. Breakthrough curves of tracers were
determined by comparing the integrated mass fluxes leaving the system to the total
mass injected.
Observations from the numerical tracer tests and its response to superimposed
and repeated peak-flow events provided insights into the complex retention and
transport behavior of conservative solute tracers within a sediment domain. For the
scenario with η = 1/4 in Figure 3.8, the breakthrough curve for c1 is steeper, due
to higher mass-transfer rate owing to shorter lag between the two events. As the
concentration of c2 emerges, the c1 is pressed out of the hyporheic zones at a faster
rate. c2 tracer corresponds to the concentrations which is the combination or mixing
of first and the second peak-flow events which exhibits broader breakthrough curve
for η = 1/4. Another spike in c1 indicates activation of the first peak-flow event
after cessation of the second-peak flow event. Longest mass transfer, i.e flatter
breakthrough curve for the c1 is observed for the scenarios with η = 4/4, 5/4 and
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Chapter 3. Superimposed and repeated flow events
Figure 3.7: Peak flux-weighted mean residence time of water leaving the HZ.
Values are plotted as a function of time, i.e. the time when second peak event
commences (tlag). Colours and symbols correspond to different values of η. Gray,
red and black curves represent Category 1, 2 and 3 scenarios respectively.
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Chapter 3. Superimposed and repeated flow events
6/4, primarily due to non-interference and non-superimposition of second peak-
flow event. Similar behavior is observed for the second peak-flow event i.e. for
c3. Shape of the breakthrough curve is dependent on the flow rate and diffusion
characteristics. When the lag between the two events is shorter, the solutes are
relatively less retained in the system and transported at a faster rate, potentially
from the shorter flow paths. In addition, it is also observed that as tlag increases, the
first event’s behavior becomes similar to the reference concentration which represents
the scenario with a single peak-flow event i.e. c1 for η = 6/4 nearly coincided with
reference concentration (black solid curve). Furthermore, increase in the magnitude
of the second peak-flow event causes the concentration to increase at a faster rate
(see Figure 3.9).
A prominent observation in breakthrough curves for scenarios with longer du-
ration of the second event (Figure 3.10) is that the curves are much flatter when
compared to scenarios with shorter duration. This can be explained by the slower
mass transfer due to the longer spread of the event. Moreover, for η = 1/4, c3 tracer
is also injected as the longer duration of the second event causes partial over lapping
of the events and not complete as for the same condition in Category 1 scenario
(Figure 3.8).
3.3.4 Solute transport retention and dynamics during the
two peak-flow events
Observations of the flux-weighted mean age and breakthrough curves unravelled in-
teresting results detailing the impact of repeated and superimposed peak-flow events
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on water and solutes’ residence times and transport. The increased transient pres-
sure gradient due to the peak-flow events induce hyporheic flows that are primarily
an instantaneous response to changes in the river stage. This instantaneous increase
enlarges the hyporheic zones, elongates the subsurface flow paths and increase the
hyporheic fluxes. However, the solute transport remains a gradual process. Sudden
rise in stage induces newly activated deeper and elongated subsurface flow paths that
increases the transport timescale for the water and solutes.The results indicated that
the duration of the impact in the residence times caused by the first event is highly
determined by the flow characteristics of the second-peak flow event. For example,
if the second peak-flow event with a shorter magnitude occurs immediately after
the first event, there is only minor deviation in the change in residence times. The
intensity, time of occurrence and duration of the second peak-flow event determines
the magnitude of variations in the residence times over the course of events. Pri-
marily, when the second peak-event is of a large magnitude, the changes can be
considerable and can exhibit long term change in the system. As also illustrated
by Harvey et al. (2012), streams with longer duration and larger magnitude will
potentially completely flush deeper and longer flow paths.
Solute tracers results demonstrated that the peak flow events can lead to pro-
longed storage and delayed release of solute tracers, for the scenarios where the two
peak flow events are not superimposed and occur for a longer duration of time. This
is mainly because of the slower mass transfer due to the longer spread of the event.
This is also indicated in the study by Harvey et al. (2012). The results indicate
that separation between two-peak flow events (tlag) is a crucial determinant of water
and solutes retention time in the hyporheic zones. However, other geomorphologi-
cal parameters such as channel gradient, bedform amplitude, wavelength (Elliott &
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Brooks 1997, Singh et al. 2019, Wu et al. 2018) and flood characteristics like inten-
sity, duration and skewness of the event also determine the transport and retention
behaviour of water and solutes.
3.3.5 Biogeochemical and ecological implications
Herein we use numerical tracer tests to investigate the impacts of superimposed and
repeated peak flow events on water and solute retention and transport in sediment
domain. This research mainly focuses on variations in hyporheic flux velocities, res-
idence times and transport of conservative solutes under dynamic flow conditions.
Results indicated that high-flow events caused expansion of the hyporheic zones
and increase the hyporheic fluxes indicating that events have the potential to en-
hance surface water downwelling rich in oxygen, dissolved organic matter, and other
nutrients, getting delivered at high concentrations into greater depths and larger
streambed areas. Findings by Drummond et al. (2017) suggested that storm event
can mobilize or remobilize solutes and fine particles within the streambed and there-
fore further fuelling biogeochemical transformations That said, successive events oc-
curring within a short duration of time i.e. when system is unable to recover from
first event may not enhance stream metabolism, owing to the larger amount of wa-
ter pressed from shorter subsurface flow paths. Dissolved organic carbon, dissolved
oxygen, contaminants and microbes are affected by the transience in the streams,
hence dynamics studies must be considered to study stream-aquifer metabolism.
During superimposed and repeated peak flow events, the altered hydraulic con-
ditions affect the solute transport and retention. Increased residence times with in-
crease in the separation between the two events suggests that high discharge events
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when occurred after certain period of time has the potential to positively contribute
to processes such as nitrification and denitrification. The results suggests that de-
pending on the magnitude of the events, increased hyporheic flow paths due to re-
peated peak-flow events may enhance the stream metabolism. The results presented
by Trauth & Fleckenstein (2017) demonstrated that the single discharge events in-
creased the reactive efficiency of the hyporheic zone. However, the findings show
that this is only true for the cases if the first event is not immediately followed
by the second event. As the biogeochemical timescales for oxygen consumption
is an important determinant for shifting the respiration from aerobic to anaerobic
conditions in the streambed, elongated subsurface flow paths can promote biogeo-
chemical transformations in deeper parts of the streambed (Kennedy et al. 2009,
Hinton et al. 1997, Krause et al. 2013, Inamdar et al. 2004, Malcolm et al. 2004, Gu
et al. 2008). In addition, transience variability in hydraulic conditions and stream
chemistry can have cascading influence on diversity and productivity of hyporheic
organisms (Bruno et al. 2009).
3.4 Conclusions
This research highlights the importance of consideration of the impacts of super-
imposed and repeated peak-flow events on hydrodynamics of hyporheic zones, and
transport and retention of water within the streambed. We deployed a two-dimensional
model consisting of sinusoidal bedforms and implemented flow, transport and res-
idence time models. Systematically, we designed hydrograph scenarios with varia-
tions in lag between the occurrence of two events, magnitude and duration of the
events. Time-lag between two events covered scenarios with complete overlapping
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i.e. superimposition of two events, partial overlapping and scenarios with no over-
lapping i.e. representing repeated peak-flow events. Furthermore we systematically
introduced three conservative tracers depending on the contribution and mixing of
the events in order to comprehend solute retention in the hyporheic zones.
During peak-flow events, instantaneous change in temporally variable hyporheic
flow field was observed due to rapid pressure wave propagation within the streambed,
however the expansion based on geochemical definition was relatively more stable.
The results demonstrated that longer the lag or separation between two events,
higher the variability in the flux-weighted mean residence times, hence has the po-
tential to discharge more older hyporheic waters. Numerical breakthrough curves
were found to be flatter for the events with increased separation and longer duration
of the following event. Higher magnitude of the second event caused the break-
through curves to become steeper, when compared to low magnitude and longer
duration of the second event. Exploration of the impacts of two successive flow
events using reduced-order models demonstrated the importance of consideration
of dynamic behaviour of HZs. Breakthrough curves for such events can unravel
the biogeochemical signature of the water that is being transported in and out of
the hyporheic zones. This implies that depending on the event characteristics, the
potential of the water with different chemical properties to retain in the hyporheic
zones may determine the types and rates of redox reactions and therefore overall




PROPAGATION OF DIURNAL SURFACE
WATER TEMPERATURE OSCILLATIONS IN
RIPPLES AND IMPACTS ON HYPORHEIC
EXCHANGE FLUXES
The physical, chemical and biological processes occurring in the hy-
porheic zone are often temperature-dependent. Temperature has a direct
impact on microbial activity and the degradation of organic matter, nu-
trient cycling, and the attenuation of contaminants. The propagation of
heat and its distribution within streambed sediments is affected by sedi-
ment thermal properties and exchange fluxes across the sediment-water
interface that are dependent on hydraulic parameters such as hydraulic
conductivity and channel slopes. Hitherto, there has been no systematic
analysis of the interplay of bedform geometry (such as ripples), channel
gradient, hydraulic conductivity and their impact on heat propagation
within streambeds. To understand the interactions of this phenomena,
we conducted numerical simulations of the propagation of diurnal surface
temperature oscillation under steady flow conditions. Diurnal temper-
ature fluctuations in the water column were imposed at the sediment-
water interface. Our results show the propagation of diurnal oscillations
in surface water temperature in ripples depends on the magnitude of the
change in temperature. Variations in dynamic viscosity are seen to gen-
erate significant changes in hyporheic exchange flux, flux-weighted tem-
perature leaving the hyporheic zone and temperature-dependent reaction
rates (using Arrhenius equation). In addition, hyporheic temperature
signals leaving the stream were strongly modulated by hydraulic con-
ductivity and ambient groundwater flow (proportional to channel slope)
i.e. the parameters that determine the heat transport timescales. Our
simulations revealed differences in the propagation of diurnal tempera-
ture oscillations at ranges relevant for biogeochemical reaction rates.
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4.1 Introduction
Streambed areas associated with hyporheic exchange flows have been shown to be
biogeochemically active regions (Krause, Hannah, Fleckenstein, Heppell, Kaeser,
Pickup, Pinay, Robertson & Wood 2011, Zarnetske et al. 2011, 2012, Gomez-Velez
et al. 2014, Zheng et al. 2016), often representing hotspots of microbial metabolic
activity (Krause et al. 2014). Biogeochemical processing in streambed environments
is not only affected by the conditions prevailing in the streambed but also in the
overlying water column. Literature has revealed that diurnal fluctuations in water
column temperature propagate into the streambed, impact stream ecological func-
tioning and biogeochemical transformations (Brown et al. 2006, Webb et al. 2008,
Mouw et al. 2009, Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay,
Robertson & Wood 2011, Comer-Warner et al. 2018). Streambed temperatures have
a critical impact on biogeochemical cycling rates (Westrich & Berner 1988, Boul-
ton et al. 2008), mainly due to its effect on sediment microbial activity which is
strongly temperature sensitive (Kaplan & Bott 1989, Fenchel et al. 2012). In addi-
tion, adverse impacts of sudden stream warming have been demonstrated for aquatic
ecological functioning, such as the hatching of salmonid and invertebrate eggs (Mal-
colm et al. 2002, 2004, Burkholder et al. 2008). Furthermore, abiotic processes such
as sorption and desorption processes are also temperature-dependent (Nimick et al.
2003, Kleineidam et al. 2004). Therefore, thermal conditions can considerably im-
pact water quality and ecological functioning in the river-aquifer system (Webb et al.
2008).
Heat transfer processes within the streambed are complex and can vary consid-
erably across spatial and temporal scales. In the field based studies, temperature
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measurements have been used as an important tracer to detect and measure hy-
porheic exchange (Anderson 2005, Constantz 2008). This is due to the response of
streambed thermal patterns to heat convection advected by water flow. Previous
studies have emphasized the complexity of heat exchange in the hyporheic zones
(HZs) owing to continuous upwelling and downwelling of hyporheic water. This
exchange phenomenon is determined by bedform features (such as pools and riffles
(Evans & Petts 1997, Hannah et al. 2009)), streambed lithology, streambed perme-
ability, porosity (Malcolm et al. 2002, Constantz 2008), flow fluctuations (Gomez-
Velez et al. 2017, Singh et al. 2019, Wu et al. 2018) and biological factors such as
macrophyte cover and algal cover over the streambed (Conant 2004).
Water temperature variability can occur naturally or as a result of anthro-
pogenic perturbations (Caissie 2006) such as thermal pollution, flow dynamics, cli-
mate change. This results in complex thermal dynamics which is driven and con-
trolled by the interplay of several factors such as tree shading, groundwater inflows
and outflows, hyporheic exchange, additional discharge due to precipitation, dam
operations, thermal pollution, etc (Evans et al. 1995, Evans & Petts 1997, Acornley
& Sear 1999, Malcolm et al. 2002, Story et al. 2003, Brown et al. 2006). Thus,
heat propagation combined with hyporheic hydrology may be highly dynamic con-
sidering complex processes involved in local bedform-driven hyporheic exchange and
broader patterns of groundwater inflows/outflows, including potential flow exchange
between alluvial and bedrock aquifers (Malcolm et al. 2004, Cardenas & Wilson
2007a, Krause, Hannah, Fleckenstein, Heppell, Kaeser, Pickup, Pinay, Robertson &
Wood 2011).
The published literature has highlighted the importance of water column tem-
perature in moderating streambed temperature and also its influence on provision
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of thermal refugia (Evans & Petts 1997, Lenk & Saenger 2000, Malard et al. 2001,
Hannah et al. 2009, Norman & Cardenas 2014), including a number of numerical
modelling attempts (Cardenas & Wilson 2007a, Zheng et al. 2016, Zheng & Car-
denas 2018). Marzadri et al. (2012) and Zheng et al. (2016), Zheng & Cardenas
(2018) considered constant and diurnal temperature oscillations of surface water,
respectively, to study the thermal effects on biogeochemical cycling for single-type
of bedform features. The study of heat transport using flume experiments by Nor-
man & Cardenas (2014) demonstrated that increased permeability and channel flow
rates increased the convective heat transport in the HZs. Arrigoni et al. (2008)
highlighted the complex thermal dynamics in the HZs and showed that hyporheic
temperatures leaving the stream was not simply cooled or warmed but buffered and
lagged as well. However, to our knowledge no study has performed systematic analy-
sis on the interplay of surface water temperature amplitudes and parameters such as
hydraulic conductivity and channel slopes that effect the heat transport timescales,
on the thermal dynamics and hyporheic characteristics in ripple-like bedforms.
In this work, we perform systematic analysis of the impacts of different values
of hydraulic conductivity and channel gradients on the thermal dynamics within
streambed sediments. We focus on the propagation of diurnal surface water temper-
ature oscillations within and below ripples through fully coupled reduced-order mod-
els of Darcy flow and heat-transport in the sediments using a temperature-dependent
relationship of viscosity and density of water. For the systematic analyses we vary
the peak amplitude of water column temperature (Tamp), hydraulic conductivity
and channel slopes, and estimate hyporheic exchange fluxes, flux-weighted tempera-
ture leaving the HZs, temporal variations of dynamic viscosity and density of water.
Moreover, we quantify the relative contributions of convective and conductive heat
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transfer in the sediment bed using Peclet number. Furthermore, in order to analyze
the impact of diurnal temperature fluctuation on the spatial distribution of reaction
rates in streambed sediments, we evaluate temperature-dependent reaction rate [%]
using the Arrhenius equation.
4.2 Methods
4.2.1 Conceptual model
We use a simplified conceptualization of a streambed-river interface to systematically
explore the impact of diurnal surface water temperature oscillations on streambed
thermal patterns and hyporheic exchange flow under the influence of different tem-
perature amplitude, hydraulic conductivity and channel gradients (See Figure 4.1).
We therefore implemented a detailed flow, heat and transport model for the stream
sediments and impose diurnal fluctuations in water column at the sediment-water
interface (SWI). Our modeling domain (Ω); represents homogeneous and isotropic
stream sediments. See Figure 4.2. This domain is bounded at the top by the SWI





) where ∆ [L] and λ [L] are
the characteristic amplitude and wavelength of the ripple. The total length and
depth of the modeling domain are L = 3λ and db [L], respectively. These dimen-
sions are selected to avoid boundary effects in the numerical simulations. COMSOL
Multiphysics is used for the numerical solution of the proposed model.
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Figure 4.1: Conceptualisation of heat transport and hyporheic exchange within
the streambed. A: Heat propagation at times of maximum water column temper-
atures (A.1) and B: Heat flow during during the coldest point of a diurnal tem-
perature oscillation (B.1). Stream flow direction is from left to right.Relationship
of heat transport and hyporheic exchange could be more complex than depicted
in the figure.
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Figure 4.2: Schematic representation of the reduced-order model. Hyporheic
exchange is affected by hydraulic conductivity, channel gradient and temperature
variations in the surface water column. Flow direction is from left to right.
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4.2.2 Flow model
Flow within the stream sediments is modeled as a fully saturated homogeneous and











where x = (x, y) is the spatial location vector of dimension [L], p(x, t) is pressure
[ML−1T−2], g is the acceleration due to gravity [LT−2], κ is the permeability [L2], ρ is
fluid density [ML−3], µ is fluid dynamic viscosity [ML−1T−1], hydraulic head is h =
p
ρg
+ z, and Darcy velocity is q = −κ
µ
(∇p+ ρg∇z). The storage term is considered
negligible and hence hyporheic exchange with adjacent banks is not considered.
Temperature-dependency of the dynamic viscosity and density is described in the
next section.
Flow is driven by pressure gradients at the SWI (∂ΩSWI). In this case, a pre-
scribed head distribution with a linear combination of head fluctuations induced
by large- and small-scale bed topography has been assumed (Wörman et al. 2006,
Stonedahl et al. 2010).








where H0 is the river stage, ZSWI(x) is the function describing the bed topography.
Dynamic head follows the bed topography with a phase shift of φ. hd(t) is the
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where the mean velocity is estimated with the Chezy equation for a rectangular




1/2 with M is the Manning coefficient [L−1/3T] (Dingman
2009).
Assuming that bedforms repeat periodically along the channel, we implemented
a periodic boundary condition for the lateral boundaries (∂Ωu and ∂Ωd; p(x =
−L, y, t) = p(x = 2L, y, t) + ρg[hSWI(x = −L, t) + hSWI(x = 2L, t)]). Under
neutral groundwater conditions, the only groundwater flow constraining the HZ is
the ambient flow driven by the channel gradient, and therefore no-flow is assumed
for the lower boundary, ∂Ωb. The depth of this boundary, db was chosen to minimize
any potential boundary effects.
The SWI (∂ΩSWI) can be discretized into inflow (∂Ωin,SWI = {x | (n · q <
0) ∧ (x ∈ ∂ΩSWI)) and outflow sub-boundaries (∂Ωout,SWI = {x | (n ·q > 0) ∧ (x ∈
∂ΩSWI)) such that ∂ΩSWI = ∂Ωin,SWI ∪ ∂Ωout,SWI . Here, n is an outward vector
normal to the boundary. Notice that these boundaries are dynamic in nature owing
to the variations in the temperature of the water column.
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4.2.3 Heat transport model
Heat transport in porous media is described by the heat transport equation (HTE)
(Bejan 1993, Nield & Bejan 2013)
∂T
∂t
= ∇ · (DT∇T )−∇ · (vT T ) (4.4)
where T is temperature [Θ], vT = (ρf cf )/(ρ c)q is the thermal front velocity
[LT−1],DT is the hydrodynamic thermal dispersion tensor [L
2T−1], and ρ c is the
specific volumetric heat capacity [ML−1T−2Θ−1]
ρ c = θ ρf cf + (1− θ) ρs cs, (4.5)
ρf cf specific volumetric heat capacity of the fluid [ML
−1T−2Θ−1], and ρs cs specific
volumetric heat capacity of the solids [ML−1T−2Θ−1]. The longitudinal (subscript
l) and transversal (subscript t) components of the hydrodynamic thermal dispersion





where βl and βt are the longitudinal and transverse thermal dispersivity coefficients
[L], respectively, and κT is the bulk thermal conductivity [MLT
−3Θ−1] (Woodside &
Messmer 1961, Rau et al. 2014)
κT = κ
θ
f · κ1−θs (4.7)
with κf and κs is the thermal conductivity of the fluid and solids, respectively.
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Boundary conditions at the SWI (∂ΩSWI) and lateral boundaries (∂Ωu and ∂Ωd)
are given by
T (x, t) = Ts on ∂Ωin,SWI (4.8a)
n · (DT∇T ) = 0 on ∂Ωout,SWI (4.8b)
T (x = −L, y) = T (x = 2L, y) for ∂Ωu and ∂Ωd (4.8c)
where Ts is the temperature of the water column [Θ], which is assumed to vary
diurnally (td = 1 day) as a periodic function







where Tsm is the mean diurnal temperature and Tamp is the amplitude of temperature
fluctuations over one day.
Boundary conditions at the bottom (∂Ωb) depend on the magnitude of the basal
flow. In this manuscript we only take into account neutral (neither gaining nor
losing) conditions (qs = 0) and hence,
n · (vT T −DT∇T ) = 0 on ∂Ωb (4.10)
The viscosity and density of water are sensitive to temperature and thereby we
couple flow and heat transport with the equation of state used by Cardenas et al.
(2012). Dynamic viscosity is given by




2 +m1 T +m0 (4.11)
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where viscosity is in Pa·s, temperature is in ◦C and m5 = −3.916 × 10−13, m4 =
1.300 × 10−10, m3 = −1.756 × 10−8, m2 = 1.286 × 10−6, m1 = −5.895 × 10−5, and
m0 = 1.786× 10−3.
Density is given by
ρ(T ) = ρ0 − ρ0 α(T − T0) (4.12)
where the reference density and temperature are ρ0 = 991.1 kg/m
3 and T0 = 20
◦C,
respectively, and the thermal expansion coefficient is α = 2.067× 10−4◦C−1.
4.2.3.1 Thermal peclet number
The Peclet number PeT is a dimensionless number used in calculations involving
convective and conductive heat transfer. To study the relative contributions of
convective and conductive heat transfer processes on the hyporheic exchange, we





where L is a characteristic length for the heat transport problem being considered.
When PeT > 1, convection dominates and when PeT < 1 conduction dominates.
4.2.3.2 Temperature-dependent reaction rates
The Arrhenius’ rate law describes how variations in temperature affect reaction rates
(Langmuir 1915)
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where T is the current absolute temperature [◦K], TR is the reference absolute tem-
perature [◦K], Ea is the activation energy, and Ru is the universal gas constant and
rR is the pre-exponential factor. The above version of Arrhenius equation accounts
for the temperature distribution within the streambed.
4.2.4 Solute transport model and tracking of the hyporheic
zone
The advection-dispersion equation (ADE) is used to model the transport of conser-




= ∇ · (D∇C)−∇ · (qC) (4.15)
where C is concentration [ML−3], q is the Darcy flux [LT−1], and D = {Dij} is the
dispersion-diffusion tensor defined as (Bear 1972):







with αT and αL the transverse and longitudinal dispersivities, Dm the effective
molecular self-diffusion coefficient, ξm = θ
−1/3 is the fluid tortuosity (defined here
with the Millington and Quirk model (Millington & Quirk 1961)), and δij is the
Kronecker delta function.
Modelling the transport of a conservative tracer allows us to explore the mixing
and extend of the HZ. We assume that the concentration of the tracer in the stream
water column is Cs, and therefore a prescribed boundary condition C(x, t) = Cs
is used along the SWI’s inflow areas (∂Ωin,SWI). Outflow areas (∂Ωout,SWI) along
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the SWI are advective boundaries where n · (D∇C) = 0. Lateral boundaries (∂Ωu
and ∂Ωd) are periodic boundaries C(x = −L, y) = C(x = 2L, y) and the bottom
boundary (∂Ωb) is a no-flow boundary n · (qC −D∇C) = 0. In this case, the HZ is
defined as the zone with at least 95% of the pore water originated from the stream
(i.e. , C ≥ 0.95Cs).
4.2.5 Characteristic scales, Monte-Carlo analysis and sce-
narios
Using the scaling analysis on the heat transport equation (Bejan 1993, Nield & Bejan












Monte-Carlo approach was adopted to generate histograms of characteristic time
scale for heat transport and ratio between hyporheic exchange and the ambient flow
within the streambed (See Figure 4.3). In order to explore a consistent range of sce-
narios, we compiled hydraulic variables and then used typical values to parameterise
the model (Gomez-Velez & Harvey 2014a, Bridge 2009, Buffington & Tonina 2009).
Hydraulic conductivity was constrained and estimated based on typical grain-size
for each morphology and Kozeny-Carman equation. Ranges of typical grain sizes
(D50 : 10
−4 to 100 mm for ripples were used (Gomez-Velez & Harvey 2014a, Bridge
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∆/λ 0.1 Bedform aspect ratio
M 0.03 Manning’s coefficient
θ 0.3 Porosity
αL 0.05 m Longitudinal dispersivity
αT 0.005 m Transverse dispersivity
ρf 991.102 kgm
−3 Fluid density (at 15 ◦C)
ρs 1905 kgm
−3 Density of solid
µd 0.0011373 Pa s Fluid dynamic viscosity (at 15
◦C)
cf 4185.5 J/kg.K Specific heat capacity of fluid
cs 780 J/kg.K Specific heat capacity of solid
kf 0.591 W/mK Thermal conductivity of fluid
ks 2 W/mK Thermal conductivity of solids
g 9.81 ms−2 Acceleration due to gravity
Tsm 15
◦C Mean diurnal temperature
Ea 60 kJ/mol Activation energy for aerobic respiration
Ru 8.314 J/mol.K Universal gas constant
Varied model parame-
ters
K 10−3, 10−4, 10−5m/s Hydraulic conductivity
S 10−2, 10−3, 10−4 Channel slope
Tamp 0, 1, 3 and 5
◦C Amplitude of temperature fluctuation
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2009). The modified version of Kozeny-Carman Equation (Koltermann & Gorelick
1995, Porter et al. 2013) is given by K = 142∗(Dc×1000)
1.62
24×3600 where Dc in mm and K
in m/s. To explore different heat transport time scales we varied hydraulic con-
ductivity from 10−3 m/s, 10−4 m/s and 10−5 m/s and channel slopes from 10−2, 10−3
and 10−4. Apart from the variability of hydraulic parameters, we also varied the
peak amplitude of temperature (Tamp) and used the values 0
◦, 1◦C, 3◦C and 5◦C.
We provide a list of constants and varied model parameters used for performing the
numerical simulations in Table 1.
4.3 Results and Discussion
4.3.1 Flow field and temperature field
The local bedform topography at the sediment-water interface (SWI) induce pres-
sure gradient and modulate the flow of water (Figure 4.4 (B)) and heat (Figure
4.4 (C)) into the streambed. Variations in bedform topography alters the spatial
distribution of heat within the hyporheic zone (HZ) (See Figure 4.4 (C)). Notice
that the flow is steady and hence any variations in heat distribution solely relies
on the resultant hyporheic flow due to the bedform aspect ratio and temperature
variations in the water-column. Visually, the changes in the flow field is difficult
to perceive, however the temperature change is inducing change in magnitude and
direction of exchange flow (see Figure 4.4 (B)), primarily closer to the SWI and
stagnation points. This is in line with the findings of Winter (1998). It is important
to note that this distribution of flow and temperature field is dependent on transport
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Chapter 4. Diurnal surface water temperature oscillations
time scales determined by parameters such as hydraulic conductivity and channel
slopes, discussed in detail in the next sections.
Figure 4.4 (C) depicts the temporal evolution of heat dynamics with respect to
different different temperatures during the day. Complicated but predictable thermal
dynamics are observed within the streambed. The transient temperature affects the
spatial thermal distribution during different times of the day. For example, thermal
forcing penetrates deeper into the streambed after the peak increase is attained
(See Figure 4.4 columns 8 hr and 16 hr) compared to the times before the peak is
attained. This finding is in line with Cardenas & Wilson (2007a). Owing to the
heat convection caused by the advective flow strong changes in temperature are
observed at the downwelling regions of the bedform. Therefore, warm and cool
temperatures within the streambed were more pronounced in downwelling regions.
The heat distribution was observed relatively less heterogeneous during the colder
times of the day.
4.3.2 Hyporheic exchange flux and flux-weighted tempera-
ture leaving the HZ
We coupled flow with heat using a temperature-dependent relationship of viscosity
and density of water i.e. using the equations 4.11 and 4.12. The major driving force
being topography in the model set-up, any change in flow fields and the hyporheic
exchange flux within the bedform is caused by the temperature change. Variations
in the temperature causes hydraulic conductivity to change. This is due to the
dependency of the hydraulic conductivity on temperature-dependent density and
dynamic viscosity (K = κρg/µd).
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Figure 4.5: Relative change in hyporheic exchange flux [%] as a function of
time (hours) for the Tamp of 0
◦C, 1 ◦C, 3 ◦C and 5 ◦C for the values of hydraulic
conductivity A) 10−3, B) 10−4 and C) 10−5. Slope value used is 10−3 and bedform
aspect ratio of 0.1.
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Figure 4.6: Flux weighted temperature [%] leaving the HZ as a function of time
(hours) for the Tamp of 1
◦C, 3 ◦C and 5 ◦C for the values of hydraulic conductivity
A) 10−3, B) 10−4 and C) 10−5. Slope value used is 10−3 and bedform aspect ratio
of 0.1.
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We found that while hyporheic exchange flux across the SWI expectedly in-
creased with increasing temperature, the trend observed did not coincide with the
trend of imposed temperature curve (Figure 4.5). Decreasing hydraulic conductiv-
ity exhibited a negative shift in lag in the discharge of hyporheic waters. The left
phase shift of the hyporheic exchange flux for higher hydraulic conductivity can be
explained by the warm hyporheic waters present deeper within the streambed after
the highest amplitude peak of the surface water column is attained. Conductive and
convective heat flow increases with increase in temperature. The change in hyporheic
flux is more pronounced when the temperatures are higher, when compared to the
cooler parts of the day. Moreover, increased temperature amplitude also increased
the relative change (%) change in hyporheic exchange flux. This is in agreement with
the findings by Cardenas & Wilson (2007a) where authors showed that thermally
induced fluid viscosity variations cause periodic but non symmetric changes in fluid
flux through the sediments. In addition, decrease in the magnitude of hydraulic
conductivity exhibits slight decrease in the percentage increase of the hyporheic
exchange flux. The results indicate that even without considering variables such
as evaporation and flow dynamics, temperature-induced dynamic viscosity leads to
substantial increase or decrease in hyporheic exchange flux. When taken into con-
sideration other potential external drivers such as solar radiation, tree shading, air
temperature, groundwater inputs, and wind speed (Burkholder et al. 2008), the heat
input to the HZs may considerably change and so the hyporheic exchange flux. Nu-
merical artefacts were observed to increase with increased temperature amplitude
Tamp and decreased hydraulic conductivity K.
We evaluated the flux-weighted temperature leaving the HZ to understand and
explain the influences of hyporheic exchange on surface water temperature cycles
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(Figure 4.6). The simulation results show that the diurnal temperature cycles in
discharged hyporheic waters are cooled, buffered and lagged (definition of buffered
and lagged used from Arrigoni et al. (2008)). These findings are in line with Ar-
rigoni et al. (2008). The lagged and buffered temperatures are associated to the
discharge of cooler temperatures for warmer part of the surface water temperature
cycles and warmer for the cooler part. However, we also found out that this lag and
buffering is highly dependent on heat transport timescales i.e. on the values of hy-
draulic conductivity. For shorter heat transport timescales (see Figure 4.6 (A)), the
hyporheic waters are relatively less cooled when compared to scenarios with longer
heat transport timescales. The results also indicate that the differences between the
stream-water temperature and the hyporheic water temperature is larger during the
warmer times of the day whereas the temperature of stream waters and hyporheic
waters almost coincide during cooler times— particularly for lower temperature am-
plitudes. In the presence of transient thermal mosaic of heat dampening in the
streambed , the crucial explanations for the differential behaviour of FWT cycles
is attributed to the advection and dispersion of surface water temperature cycles.
The warmer phase in temperature causes maximum variations in the fluxes, causing
increased subsurface flow velocities compared to the colder phase of the day, hence
exhibits similar temperatures to the surface-water temperature cycles. The result
indicate that HZs can provide a cooler habitat for biota and hatchery for salmonid
and invertebrate eggs. Thus HZ can provide effective refuge to temperature-sensitive
species. The presence of buffered and lagged temperature variations throughout the
day points the dynamic behaviour of HZ and its ability to provide cooler habitats
even during warm parts of the day
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Figure 4.7: Depiction of impact of channel slopes on (A) flux weighted tem-
perature [%] leaving the HZ as a function of time (hours) for the Tamp of 1
◦C,
variations in (B) density of water and (C) dynamic viscosity due to change in
temperature cycle with an amplitude of 1◦C for the slope values of 0.01, 0.001
and 0.0001. For all panels, hydraulic conductivity is 10−3 and bedform aspect
ratio of 0.1.
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4.3.3 Impact of channel slopes
To further explore the impact of another crucial moderator namely, ambient ground-
water underflow on heat propagation, we performed simulations with varying channel
slopes (0.01, 0.001 and 0.0001). The simulation results highlight the importance of
ambient groundwater flow (proportional to channel slope) and its moderating role
under both steady flow conditions and varying temperature fluctuations of the water
column (Figure 4.7).
Values of channel slopes that determines the ambient groundwater flow in the
streambed, strongly modulates the hyporheic thermal characteristics as well as den-
sity and dynamic viscosity of water in the streambed. Flux-weighted temperature
leaving the HZ nearly coincides with the temperature oscillations in the stream
water for higher channel slope value (S = 0.01 in Figure 4.7). However, for the
decreased value of slopes the temperature leaving the stream is cooled and lagged
(see S = 0.001 and S = 0.0001 in Figure 4.7). Steeper channel slopes (S = 0.01)
promote higher underflow velocities, this results in rapid influx and outflux of heat
to and fro the SWI. The importance of streambed slopes on hyporheic exchange
has been highlighted for steady state discharge conditions by Cardenas & Wilson
(2007a) and Tonina & Buffington (2009).
4.3.4 Thermal peclet number
The relative dominance of heat convection vs conduction is captured by dimension-
less Peclet number (PeT ) that depends on local bedfom patterns, hydrodynamic and
thermal properties of streambed and the oscillations in surface water temperature.
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Spatial and temporal distribution of PeT (in log scale) are presented in Figure 4.8.
It is apparent that when the PeT is large, mainly evident near to the peaks of the
temperature amplitude (Figure 4.8 (B)), heat convection dominates. When PeT is
small, mainly evident close to the mean stream water temperatures, heat conduction
dominates.
Under warmer temperatures, the value of PeT > 0 was primarily observed closer
to the SWI. Conduction is mainly active around the stagnation zones at all times
during the day. The results demonstrate that the heat-convection dominant regions
enlarges after the peak-amplitude is attained (see Figure 4.8 (B) 8 hour). The
transition between convection and conduction processes (i.e. when PeT = 0, see
the white line in Figure 4.8 (B)), also moves considerably with stream temperature
oscillations. This transition is more dynamic in the warmers parts of the day. PeT
show higher sensitivity to small changes in temperature during the warmer phase
of the day. This is mainly because advection dominates the heat exchange due to
increased in the fluid flux in the sediments. As also shown by the Cardenas & Wilson
(2007a), mechanical dispersion may have a measurable, however minor impact on
the temperature field. It is important to note that as the heat convection highly
depends on channel flow rates and conduction depends on thermal properties of
streambed sediments, the spatial distribution of heat processes domination can vary
to a large extent.
4.3.5 Temperature-dependent reaction rate
Hyporheic zones are subject to spatially and temporally varying temperatures. A
diel temperature pattern following stream water penetrate through the SWI and
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Chapter 4. Diurnal surface water temperature oscillations
result in a dynamic temperature distribution within streambed, which could poten-
tially affect the biogeochemical reactions in the HZ. Biogeochemical reaction rates
are strongly controlled by, and coupled to hydrodynamic processes as evident by the
simulation outcomes (Figure 4.8 (C)). Furthermore, most biogeochemical reactions
are sensitive to temperature, especially bacterially mediated nitrogen transformation
reactions. Solubility of solutes like dissolved oxygen is also considerably dependent
on the factors like temperature and pH which in turn highlights the overall impor-
tance of temperature on the biogeochemical processes within the HZ.
The simulation results indicated that there was substantial variation in the re-
action rates with changes in surface water temperature. As expected, the general
pattern shows the increase in reaction rate with the increase in temperature and
the eventual decrease when the temperatures cool down. However, the snapshots
(Figure 4.8 (C)) highlights that the spatial distribution of reaction rates were highly
dependent on temperature distribution in the streambed and indicates the relative
importance of heat transfer processes in determining the reaction rates at different
depths within the HZ.
According to the Arrhenius relationship, the reaction rate increases with in-
creasing temperature, and the simulation results demonstrate similar patterns. The
highest reaction rates are observed at the times of the day when the maximum peak
was attained. When the temperature starts to decline and reach the mean tempera-
tures, the HZ can still exhibit high reactive period. This is mainly due to the lagged
transfer of heat in the HZs. Further decline in the temperatures causes low reactive
regions close to the SWI where the water is downwelling. Interestingly, during the
times of the day with lower temperatures, high percentage of reaction rate were
observed in deeper hyporheic depths i.e. t = 12 and 16 hour.
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The temporal variability induced by oscillating temperatures is highly complex
to be captured in the field experiments. This is because measurements of reaction
rates may not be the representative of the system. Results also indicate that it would
also be very crucial to get the specific location (depth) which could provide the daily
averaged reaction rate to represent the potential reactive zones. For instance, during
the hours of the day with lower amplitude of temperature, when usually assumed
that HZs is a low or inactive reactive zone, there is a potential of reactions occur-
ring at certain depths and longer flow paths. Provided that the heat propagation
could also be lagged and buffered depending on the hydraulic parameters, there are
possible uncertainties and misinterpretation involved with the field measurements.
4.3.6 Geomorphic controls on thermal dynamics
The fully coupled heat-flow model using temperature-dependent dynamic viscosity
and density caused variations in the flow velocities. Increased flow velocities due to
increased temperature amplitude of diurnal oscillations in temperature (Tamp) cause
deeper penetration of the heat into the streambed. The dominance of the thermal
convection is directly related to change in hydraulic conductivity, channel gradient
and temperature oscillations in stream water.
The modelling results demonstrated that bedform topography and diurnal tem-
perature oscillations induce significant and distinct thermal patterns within the
streambed. The thermal patterns observed were in agreement with those presented
by Cardenas & Wilson (2007a). Hyporheic flow induced by the topography along the
streambed is the crucial driver of hyporheic exchange flows as they are considerably
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responsible for altering the head gradients at the SWI (Elliott & Brooks 1997, Nor-
man & Cardenas 2014). However, the results indicate that hydraulic conductivity
and channel slopes that determine the heat transport scales are also primary controls
of heat transfer in the streambed. Knowing that heat propagation is directly related
to the exchange flows, these drivers and controls determine the thermal heterogene-
ity within the HZs. Noticeable impact is visible for the variations in the channel
slopes that controlled the ambient groundwater flow within the streambed. It is
also observed that the effect of the ambient groundwater flow on hyporheic fluxes is
more pronounced for lower channel slope values. Increased hyporheic exchange flux
is observed with the increase in temperature amplitude (Tamp) of the water column.
Our simulation results provide an overview of the impact of oscillations in tem-
perature at various depths within the streambed. The imposed high temperature
at the interface creates the memory effects of the temperature within the longer
subsurface flow paths or the region where conduction dominates. Similar behaviour
can be observed when the lowest temperature is imposed at the SWI, however this
is highly dependent on the other hydraulic parameters like hydraulic conductivity
and channel slopes. This presents a great deal of significance when we simulate
temperature-dependent reaction rates using the Arrhenius equation. When temper-
ature at the boundary of the SWI is assumed to be constant, these memory effects
are not taken into consideration. Hence, locations or regions of biogeochemical
hotspots with high reactive environment are observed even during times of the day
when not predicted. The biogeochemical activity may occur within greater depths
of the streambed where the residence times of water and solutes is higher compared
to the shallower regions which are closer to the SWI.
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4.3.7 Biogeochemical and ecological implications
Temperature acts as a master variable for various physical, chemical and biological
processes occurring in the river-aquifer system (Cardenas & Wilson 2007a, Krause
et al. 2014). Implementation of the Arrhenius relationship in the simulations briefly
uncovers the potential implications of thermal dynamics on the biogeochemical pro-
cesses.
The inclusion of the heat transport domain in the simulations can be complex
as it includes numerous processes and simultaneous influences such as solar radia-
tion, tree-shading or shading by vegetation, buoyancy effects, groundwater inflows,
evaporation, (Story et al. 2003, Malcolm et al. 2004, Webb et al. 2008). Com-
bined effects of these complex processes can spatially and temporally impact the
hydrodynamic and thermal behaviour in the river-aquifer systems. Out of these
processes, hyporheic exchange has been also found to be a primary control on the
mixing, transport and spatio-temporal patterns of dissolved oxygen, nutrients and
contaminants, redox reactions and physio-chemical habitat characteristics such as
the riverbed temperature. Hence, hyporheic exchange controls residence times of
water, solutes and contaminants within regions of variable reactivity.
Hyporheic zones are hot spots for nitrogen cycling and affect the fate of nitrogen
molecules and compounds in aquatic systems (Krause et al. 2009, 2013, Zheng et al.
2016). Interplay and competition between the availability of reactants, temperature
variations, flow dynamics, hydro-morphology of streambed, sediment properties re-
sults in naturally complex environment for biogeochemical transformations in the
HZs. Field investigations and laboratory experiments have shown that the avail-
ability of labile dissolved organic carbon and oxygen depends on the environmental
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factors such as temperature. Oxygen uptake rate is also a function of temperature
and pH conditions (Zarnetske et al. 2011, 2012). Other biogeochemical reaction rates
are also temperature-dependent (by Arrhenius equation) which therefore makes it
essential to gain a mechanistic understanding of the thermal propagation and dy-
namics within the HZs. The outcomes of the sensitivity analysis show that diurnal
fluctuations in temperature has a substantial effect on the hyporheic exchange flux
and dynamic distribution of thermal conditions which eventually impact the spatial
and temporal variability in reactive environment within the HZs.
4.3.8 Limitations of the study
The proposed reduced-order numerical model of an idealized, uniform and single-
type of bedform is used to gain better mechanistic understanding of heat trans-
portation within the HZs. While performing a systematic study, a wide range of
plausible scenarios in terms of hydraulic conductivity, channel slope values, vari-
ations in diurnal oscillations of temperature are considered. However, there are
also other variables and impactful drivers that have not been taken into account in
this study. This includes complex three-dimensional flow field as well as the lat-
eral hyporheic exchange, bedform migration and variability in streambed structural
properties. The sediment bed is considered to be homogeneous and isotropic which
is not usually the case in the natural systems. Furthermore, different grain sizes
would require different times to thermally equilibrate. Local thermal equilibrium
of the temperature of the fluid and solid phases at the interface is assumed to be
equal. A better understanding of thermal patterns induced by various bedforms
subject to different flow conditions also requires separate attention. This is because
there could also be an increase in the stream temperature and hence the hyporheic
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temperature due to anthropogenic inputs, for e.g. from urban waste water, which is
also the result of increased stream-stage (Kinouchi et al. 2007).
4.4 Conclusions
The proposed two-dimensional reduced-order model is used to systematically ex-
plore the effects of temperature fluctuations in surface water, ambient groundwater
flow and hydraulic conductivity on bedform-induced hyporheic exchange processes.
This study integrates geomorphological controls and temperature dependence on
hyporheic exchange flux and potential reaction rates within the streambed when
dynamic change in temperature fluctuations is taken into consideration. Spatio-
temporal distribution of the heat indicates stronger temperature variations in the
downwelling regions of the bedforms. Higher thermal heterogeneous behavior was
observed during warmer times of the day. Temperature-dependent viscosity and den-
sity considerably varied the relative change in hyporheic exchange fluxes. The trend
observed for hyporheic exchange fluxes was both lagged and cooled, however the
shift was highly dependent on the values of hydraulic conductivity. Hyporheic zones
attenuated the surface-water temperature signals mainly for the warmer parts of
the day and showed dependency on both hydraulic conductivity and channel slopes.
Cooled and lagged temperatures owing to the thermal properties of the streambed
were shown to affect the spatio-temporal distribution of reaction rates.
This study highlighted the importance of inclusion of heat processes in the study
of hyporheic exchange processes. Temperature variations not only alter the hydrody-
namics in the streambed but also impact the temperature-sensitive biogeochemical
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reactions. Hence, it is essential to gain intricate understanding of the thermal prop-
agation and thermal dynamics in the hyporheic zones. Such understanding can
contribute to the better prediction of hyporheic chemistry as well as protection of







Reduced-order models are becoming more common to gain mechanis-
tic understanding and predict hyporheic exchange processes. The pa-
rameterisation of these models typically assumes significant simplifica-
tions of channel characteristics, streambed physical and chemical proper-
ties, and groundwater inflows and outflows. Whilst reduced-order mod-
els have been essential for theoretical understanding of exchange fluxes
and biogeochemical cycling at aquifer-river interfaces under steady state,
and more recently, under transient stream flow conditions, generalized
model simulations are rarely validated by field observations. Here, we
test the applicability of reduced-order models to accurately represent the
hyporheic exchange flow processes in a sequence of different bedforms,
including step-pool and low-gradient run, by comparing them with high-
resolution simulation of the bedforms. Model simulations are validated
with observations of head observations and tracer breakthrough curves
at multiple depths and locations during a range of streamflow conditions
(including low-flow, base-flow and high-flow conditions) in a first-order
boreal stream in Northern Sweden. Our results indicate that step-pool
sequences of streambed topographic features with subsurface heterogene-
ity are adequately simulated by our model. In addition, delayed release of
conservative tracers in the upwelling regions was predicted by the model
which is usually not covered in the typical sampling time-frame. How-
ever, the spatial patterns of simulated hyporheic exchange flow paths and
breakthrough curves in a low-gradient run differ from field-observations.
Upstream and downstream bedforms are shown to have a significant im-
pact on the simulated exchange flow paths of low-gradient run in the
validated model. Our results, therefore, suggest that mechanistic knowl-
edge derived from the simulation of bedforms should be considered with
caution. The limitations of currently-used modelling approaches to up-
scale process-understanding from individual bedform simulations there-
fore need to be acknowledged.
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5.1 Introduction
5.1.1 Process-based modelling of hyporheic exchange pro-
cesses
Process-based models are increasingly deployed to study hyporheic exchange pro-
cesses (Elliott & Brooks 1997, Cardenas & Wilson 2007b, Gomez-Velez et al. 2014).
They have been used effectively to couple complex fluid hydrodynamics, biogeo-
chemical and heat propagation processes occurring in the hyporheic zones from
pore-scales to catchment scales (Walsh & Saar 2010, Boano et al. 2010, Cardenas &
Wilson 2007a, Chen et al. 2010). They are based on principles of mass, momentum
and energy balance to connect the forces acting at the sediment-water interface and
inducing flow and transport into the streambed. As a result, they have immensely
helped us to improve our mechanistic understanding of the nature of exchange flows
in the streambed and also the role of residence times of water and solutes on bio-
geochemical transformations in the hyporheic sediments. However, there has been
a pertinent challenge of bridging the gap of translating the understanding of spa-
tial small-scale (geomorphic units) hyporheic exchange to large-scales such as in
river-reaches and catchments (Boano et al. 2014).
5.1.2 Hyporheic interactions at multiple-scales
Hyporheic exchange flows are a resultant of complex interactions of drivers and
controls at multiple scales. Multi-scale distributions of hyporheic subsurface flow
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paths is a function of streambed topography, channel gradient, sediment permeabil-
ity, spatial distribution of hydraulic heads and other sediment properties (Tonina
& Buffington 2009, Buffington & Tonina 2009, Boano et al. 2014, Krause, Hannah,
Fleckenstein, Heppell, Kaeser, Pickup, Pinay, Robertson & Wood 2011, Gomez-Velez
et al. 2014, Cardenas 2008). These driving forces and controls trigger the hyporheic
flow paths of many scales, potentially ranging from centimetres to kilometres (Poole
et al. 2008, Wörman et al. 2007, Stonedahl et al. 2010, Cardenas 2008, Revelli et al.
2008). This resultant spatial variability of the hyporheic exchange as a consequence
of complex topographic features is highlighted by Caruso et al. (2016).
The hydrodynamic factors interact with biogeochemical factors across wide range
of spatial and temporal scales and eventually determine complex patterns of nested
flow paths. The aforementioned variability of the HZ has a direct consequence on
residence times, which range from seconds in shallow subsurface flow paths to years
in longer and deeper paths, affecting the types and rates of biogeochemical transfor-
mations at different depths in the streambed. Therefore, the hyporheic flow induced
by various drivers and controls do not necessarily contribute equally to the bio-
geochemical transformations at the different scales (Marzadri et al. 2012, Haggerty
et al. 2009). This makes hyporheic zone as a complex reactive zone owing to the
variations of not only flow path lengths at shallow and deeper paths of the hyporheic
zones but also the rates of transformations at different depths. Recent modelling
studies have suggested that small-scale driven hyporheic exchange flow accounts for
more net hyporheic fluxes when compared to large-scale (e.g. meandering rivers)
hydrostatically driven hyporheic exchange (Stonedahl et al. 2010).
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5.1.3 Reduced-order models
Numerous studies found in the literature use reduced-order models of idealized, uni-
form and single type of bedform-induced hyporheic exchange (Cardenas & Wilson
2007b, Singh et al. 2019, Wu et al. 2018, Gomez-Velez et al. 2017). The term reduced-
order indicates that the framework of the model assumes and captures first-order
drivers and controls of the hyporheic exchange processes, hence ignoring complex-
ities such as sediment heterogeneity, depth-decaying hydraulic conductivity in the
streambed, groundwater inflows and outflows or impacts of critical flows that may
cause migration of streambed sediments and other materials. Moreover, combina-
tion of several bedform morphologies with topographic structure of the catchment
determines the overall hyporheic exchange flows (Caruso et al. 2016, Schmadel et al.
2017, Ward et al. 2018). This includes nested flow paths, however in many of the
reduced-order models only shorter and local flow paths are taken into account. Nev-
ertheless, such assumptions facilitate comprehensive investigations primarily from
numerous simulations owing to the reduced computational effort.
Wide use of reduced-order models also demands to see how accurate they are in
prediction of hyporheic fluxes and residence times. As hyporheic flow is a resultant
of multiple scale interactions, it is important to evaluate the importance of different
scales on biogeochemical gradients developed in the hyporheic zones. Even though
reduced-order models have vastly increased our mechanistic understanding of hy-
porheic exchange fluxes, retention time of water and solutes, and biogeochemical
cycling in the river-aquifer systems under steady flow conditions and more recently
under temporally-variable flow condition, the simulations results are seldom vali-
dated by field observations.
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5.1.4 Focus of presented research
In this study, we use the observations of hydraulic heads, residence times and break-
through curves of conservative tracers in a small first-order boreal stream to test
the applicability of reduced-order models. Two bedform features are modeled: (i)
step-pool (≈ 3 m); and (ii) a low-gradient run (≈ 8 m). The assumptions of homo-
geneous and isotropic sediments, constant hydraulic conductivity, neutral ground-
water conditions and negligible storage is made for modelling both the bedforms.
The high-resolution simulated results are then compared with field-observations.
5.2 Methodology
5.2.1 Research site
Research presented here is a part of a large-scale field and experimental study con-
ducted in Krycklan Catchment (see Figure 5.1) in the month of August in 2017.
The catchment is located ≈ 50 km northwest of Umeä, Sweden and has an area of
110 ha, out of which 71 % consists of forest and 25 % of mire and the elevation range
from 231 to 283 masl (Mojarrad, Betterle, Singh, Olid & Wörman 2019, Laudon &
Ottosson Löfvenius 2016). Catchment is characterized by a cold and humid climate,
experiencing heavy snow during winter months (Leach et al. 2017). In the past,
several experimental and modelling studies have been performed in this research
catchment (e.g. Mojarrad, Betterle, Singh, Olid & Wörman (2019), Laudon et al.
(2013), Laudon & Ottosson Löfvenius (2016), Mojarrad, Riml, Wörman & Laudon
(2019)).
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Figure 5.1: Maps showing the Krycklan catchment, the sub-catchment and the
topography. Map on the right also depicts the location of installation of 8 multi-
level piezometer. Our focus in this chapter is the upstream location that includes
piezometers from 1 to 8. Also shown is the injection point (black triangle). This
figure is from the work presented by Brekenfeld et al. (April 2018a).
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The field site presented herein is within the Krycklan catchment. This catchment
has been used for environmental-related research for years and has extensive existing
comprehensive data sets. Moreover, the research site is well equipped for performing
transient studies which in our case involved flow manipulation using generator and
weir to block the flow in the stream. In the context of the modelling presented in
the study, the first-order boreal stream exhibited various types of distinct bedform
features which can be used to validate the presented model.
The presented research focus on a first-order boreal stream with a length of
approximately 1500 m and monitored by two stations namely C5 and C6 respectively
upstream and downstream of the stream respectively. The stream is primarily fed
by Lake Stortjärn located 100 m upstream of station C5 and is fed by a mire system.
The mean daily discharge has been noted to be 12.8 ls−1 (2014-2017) and average
slope is 3.7 % (Laudon et al. 2013). Sediment properties along the river stretch show
variability and consists of dense organic matter, sand, and cobble/boulder (Leach
et al. 2017). Field experiments have been performed at two sites: (1) upstream site
with a longitudinal length of ≈ 14 m i.e. from piezometers P1 to P8 (2) downstream
site with a longitudinal length of ≈ 8.8 m i.e. PZ9 to PZ16. Only the upstream
site is considered in the present discussion. The field-observed data for hydraulic
measurements and breakthrough curves was presented by Brekenfeld et al. (April
2018a) and Brekenfeld et al. (December 2018b).
5.2.2 Synthesis of field experiment
The upstream site was monitored using eight multi-level piezometers (depth of 5,
10, 15 and 20 cm in the streambed). Piezometers were placed with pre-conducted
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Chapter 5. Applicability of reduced-order models
surveys to capture important topographic features in the site. The hydraulic conduc-
tivity measured in the site was between 5×10−4 m/s at shallower depth (i.e. 2−5 cm)
and values of 10−6 m/s at deeper depths (i.e. 10− 15 cm). For convenience, we have
chosen the K = 10−4 m/s in our simulations. The width of the channel at low flows
is about 40 cm and at high is 60 cm. The water level is measured at each piezometer
at specific times using salt method and the water level was continuously logged for
the corresponding period (upstream of piezometer P1). This is illustarted in the
Figure 5.3.
Flow manipulations were made for the reported period. This was done by ma-
nipulating the discharge of the stream downstream of lake Stortjärn as well as the
lake water level. The manipulations were conducted by closing a gate of a V-notch
weir roughly 50 m downstream of the lake outlet. To create normal i.e. base-flow
conditions, V-notch weir was partly blocked. This had a negligible effect on the
discharge in the stream and the water level in the lake. For low-flow conditions, the
weir was completely blocked and hence no water could flow over the weir. Finally,
the flood pulse i.e. high-flow conditions were generated with a pump directly down-
stream of the weir and keeping the weir completely blocked. The first flood pulse
was on 19th August, 2017 with the duration of 12 hrs and the second flood pulse
was on 21st of August, 2017 was rather a short flood pulse and lasted for about 3 hrs
and finally the third flood was on 23rd August and had a duration of 16 hrs.
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Chapter 5. Applicability of reduced-order models
5.2.3 Modeling domain and framework
5.2.3.1 Conceptual model
The model focused on the step-pool sequence (PZ1 to PZ2) and a low-gradient run
(PZ5 to PZ8). Note that PZ1 is located towards the upstream and PZ8 is located
towards the downstream end. We implement a detailed flow, transport and residence
time models in the model domain. Modelling domain,Ω, represents homogeneous
and isotropic stream sediments with the properties defined which was observed in
the site. It is bounded at the top by the SWI, ∂ΩSWI , which was measured at the
site. At the bottom, model domain is bounded by a horizontal boundary (∂Ωb) and
at sides by the lateral boundaries, ∂Ωu and ∂Ωd. The dimensions are selected to
avoid boundary effects in the numerical simulations. The models are constructed
and computed in COMSOL Multiphysics. The size and density of the mesh elements
were dependent on the streambed topography perturbations (∂ΩSWI). The higher
the fluctuation, the lower the size of the mesh element. Telescopic refinement close
to the sediment-water interface is needed in order to capture the effect of local, fast-
flowing hyporheic circulation cells and to compute accurate flux integrals along the
boundaries.
5.2.3.2 Head distribution at sediment-water interface and modelling of
flow
The water stage was logged at five minutes intervals close to P1 piezometer. It was
also measured at various other piezometers at specific times. This is illustrated in
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the Figure 5.3. The longitudinal and height measurements were made to capture
the topography in the site.
With measured H(t) [L] i.e. the time-varying river stage, we describe the pres-
sure distribution at the sediment-water interface , ∂ΩSWI . For simplicity, an ex-
pression for prescribed head distribution that assumes a linear combination of head
fluctuations induced by large- and small-scale bed topography (Wörman et al. 2006,
Stonedahl et al. 2010):










H(t) [L] is the time-varying river stage, S is the slope. ai and λi are the amplitudes
and wavelengths of the i-th harmonic respectively, along the longitudinal direction.
The dynamic head follows the bed topography with a phase shift of φi, and hd(t) is























where the mean velocity is estimated with the Chezy equation for a rectangular
channel as Us(t) = M
−1H(t)2/3S1/2 with M is the Manning coefficient [L−1/3T]
(Dingman 2009).
Flow within the domain is driven by pressure gradients at the sediment-water
interface, ∂ΩSWI . Neglecting the storage term, a reasonable assumption for sub-
merged channel sediments, flow within the domain is described by the following
130
Chapter 5. Applicability of reduced-order models










where x = (x, y) is the spatial location vector with dimension of [L], p(x, t) is pressure
[ML−1T−2], g is the acceleration due to gravity [LT−2], κ is the permeability [L2],





hydraulic head [L], and Darcy velocity is q = −κ
µ
(∇p+ ρg∇z) [LT−1].
Assuming that bedforms repeat periodically along the channel, we implemented
a periodic boundary condition for the lateral boundaries (∂Ωu and ∂Ωd; p(x =
−L, y, t) = p(x = 2L, y, t) + ρg[hSWI(x = −L, t)− hSWI(x = 2L, t)]). Under neutral
groundwater conditions (i.e. without gaining and losing groundwater conditions), the
only groundwater flow constraining the hyporheic zone is the ambient groundwater
flow driven by the channel gradient (i.e. horizontal under-flow component), and
therefore no-flow is assumed for lower boundary (∂Ωb). The depth of this boundary,
db was selected to minimize boundary effects. Finally, the solution under steady
state (i.e. , baseflow conditions) is used as the initial condition for the transient
simulations.
The sediment-water interface (∂ΩSWI) can be discretized into inflow (∂ΩIN =
{x | (n · q < 0) ∧ (x ∈ ∂ΩSWI)) and outflow sub-boundaries (∂ΩOUT = {x | (n ·
q > 0) ∧ (x ∈ ∂ΩSWI)) such that ∂ΩSWI = ∂ΩIN ∪ ∂ΩOUT with n an outward
vector normal to the boundary. Notice that these boundaries are dynamic in nature,
contracting and expanding with variations in the the time-varying river stage, H(t).
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5.2.3.3 Solute transport model and delineation of the hyporheic zone
The advection-dispersion equation (ADE) is used to model the transport of conser-




= ∇ · (D∇C)−∇ · (qC) (5.4)
where C is concentration [ML−3], q is the Darcy flux [LT−1], and D = {Dij} is the
dispersion-diffusion tensor defined as Bear (1972):







with αT and αL the transverse and longitudinal dispersivities [L] respectively, Dm
the effective molecular self-diffusion coefficient, ξm = θ
−1/3 is the fluid tortuosity
(defined here with the Millington and Quirk model (Millington & Quirk 1961)), and
δij is the Kronecker delta function.
Modeling the transport of a conservative tracer allows us to explore the mixing
and extend of the HZ. We assume that the concentration of the tracer in the stream
water column is Cs, and therefore a prescribed boundary condition C(x, t) = Cs is
used along the SWI’s inflow areas (∂ΩIN). Outflow areas (∂ΩOUT ) along the SWI are
advective boundaries where n · (D∇C) = 0. Lateral boundaries (∂Ωu and ∂Ωd) are
periodic boundaries C(x = −L, y) = C(x = 2L, y) and the bottom boundary (∂Ωb)
is a no-flow boundary n·(qC−D∇C) = 0. An initial condition for the concentration
field is obtained from a steady-state simulation of the transport model (Eq. (5.4))
under baseflow conditions (i.e. , Hs = H0). In this case, the hyporheic zone is
defined as the zone with at least 90 % of the pore water originated from the stream
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(i.e. , C ≥ 0.9Cs). This definition is similar to the one proposed by Triska et al.
(1989) and Gomez-Velez et al. (2014, 2017). Through the manuscript, we refer to
this definition as the biogeochemical definition of the hyporheic zone.
5.2.3.4 Residence time model
The hyporheic zone residence time describes the time that water and solutes are
exposed to the stream sediment biogeochemical conditions. Herein, we evaluate the
impacts of transient flow—driven by stream stage fluctuations, on the first moment
of the HZ’s residence time distribution. To this end, we use the approach outlined
in Gomez-Velez et al. (2012), Gomez-Velez & Wilson (2013), and Gomez-Velez et al.
(2017) where the moment of the residence time are described by an ADE of the form
∂(θa1)
∂t
= ∇ · (θD∇a1)−∇ · (vθa1) + θa0 (5.6a)
a1(x, t) = 0 on ∂ΩIN (5.6b)
n · (θD∇a1) = 0 on ∂ΩOUT (5.6c)
a1(x = −L, y) = a1(x = 2L, y) for ∂Ωu and ∂Ωd (5.6d)
n · (qa1 −D∇a1) = 0 on ∂Ωb (5.6e)
a1(x, t = t0) = a10 =
∫ ∞
0
τΨ0(x, τ) dτ (5.6f)
where a1(x, t) [T] is the first moment of the residence time distribution Ψ(x, t, τ)




τΨ(x, t, τ) dτ, for n = 1, 2, . . . (5.7)
133
Chapter 5. Applicability of reduced-order models
5.3 Results and Discussion
5.3.1 Flow field and hyporheic zone extent
The temporal evolution of flow field for step-pool and low-gradient run are illustrated
in Figure 5.4 A and B. Dynamic pressure distribution along the sediment-water inter-
face changes flow field (magnitude and direction) causing expansion and contraction
of the hyporheic zone. The shape of the stage and bedform topography determine
the resultant impact on the magnitude and direction of flow field.
The hyporheic zone formed for the step-pool bedforms is much larger in com-
parison to the low-gradient run. Hydrodynamically, the low-gradient run is shown
to either have no HZ or HZ formations very close to the sediment-water interface.
The inflow (∂ΩIN) and outflow areas (∂ΩOUT ) vary considerably along the sediment-
water interface. This results in the development of number stagnation zones in the
streambed varying in size and depths. The spatial scale of hyporheic exchange is
dependent on bedform sizes and amplitudes (Buffington & Tonina 2009), where the
deeper subsurface flow paths are prone to decreased velocities when compared to fast
flowing hyporheic cells close to the sediment-water interface. Larger and enhanced
bedform features lead to increased local pressure, enlarging the size of the hyporheic
zones.
Impact of the flow conditions is mainly evident around the areas of stagnation
zones. It can be seen that the size of the stagnation zones decreases due to increased
vertical velocities caused due to increased stage. This was in line with the finding
of (Singh et al. 2019)(see Chapter 2). Transience in flow often lead to changes in
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Figure 5.4: Snapshots of flow field within two sequences of bedforms - step-pool
(first column) and low-gradient run (second column). Black arrows represent
direction and is not proportional to magnitude. Coloured surface represents the
magnitude of Darcy flux vector in log10m/d. Rows correspond to flow conditions
namely - base-, low- and high-flow conditions. Piezometers 1 and 2 were located
in step-pool sequence and piezometers 5, 6, 7 and 8 in low-gradient run.
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the location and size of stagnation zones, which oscillate in depth and size during
the flow fluctuations, resulting in the emergence of highly reactive zones owing to
the hydraulic response to the dynamic flow conditions. It is important to note that
the presented model formulation doesn’t apply for low or no flow conditions. The
estimation of pressure distribution using the Equation 5.2, assumes that there is a a
magnitude of river stage at all points, if not then the denominator becomes 0. Hence
out model is not designed to capture extremely dry or no flow conditions and hence
there are limitations of the model with respect to low flows.
The HZ extent according to the biogeochemical definition is shown in the Figure
5.4 - A.4 and B.4. The dynamic response of the HZ which is not very evident in the
illustrations is highlighted in Figure 5.4 - A.4 and B.4. The HZs expand with time
and increase with intensity of flow conditions. As the biogeochemical definition in
the HZ is relatively more stable—as it is based on mass and retention process, its
expansion and contraction is much slower and does not coincides with the hydraulic
pressure wave.
5.3.2 Vertical hydraulic gradient
Figure 5.5 illustrates the field-observations and simulation results of vertical hy-
draulic gradient (VHG) observed at the piezometers 1 and 2. PZ 1 and PZ2 are
associated with a step-pool sequence categorised by downwelling and upwelling re-
gions respectively. Negative VHG is observed in the field at the locations of PZ1
that indicated that the flux is predominantly downwards in the streambed. The
modelling observations also indicated a similar trend (blue dotted lines in Figure
5.5). Positive VHG is observed at the locations of PZ2 i.e. regions associated with
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upward flux. This is again replicated by the modeled results. It is important to note
that the estimated value for VHG— estimated using the modeled results include the
same stage that has also been used as the input in the model. Therefore, hydraulic
head at any point mimics the pressure fluctuations at the interface because of the
assumption of negligible storage. Hence, the difference in the head at a point and
the stage adjacent to the piezometer is not able to capture the dynamics involved
with stage. However, when piezometric head is plotted solely, the dynamics involved
with stage fluctuations are captured and is comparable with the field observations
(Figure 5.5, 2nd sub-plot).
For the low gradient run, i.e. locations with PZ 5, 6, 7 and 8, the model is
able to predict the direction of the flux for most of the piezometers (Figure 5.6)
except for the PZ 5. In addition, a reversal of VHG was observed for PZ6 after the
high-flow event which is not indicated in the modeled results. The reversal in VHG
was also observed by (Dudley-Southern & Binley 2015) for increased river stage in
some of the locations of the their field-site. The present model does not take into
account groundwater gaining and losing conditions, it is not able to predict the
reversal of VHG at PZ6. In the simulations of the low-gradient run, hyporheic zones
are formed very close to the sediment-water interface with close proximity of inflow
and outflow boundaries. Few deviations were observed for the modeled results for
low-gradient run. This could be the due to the assumption of no lateral exchange
in the streambed and/or absence of streambed heterogeneity in the model domain.
However, it is also important to note that the numerical results are accounted for
the field-measured locations of the piezometers which are also prone to some error.
Vertical hydraulic gradient is an important measure to estimate whether the
hyporheic flux is upwards or downwards. It has been widely used to inform about
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Figure 5.5: Comparison between modeled and field-measured vertical hydraulic
gradient[-] as a function of time (days in the month of August, 2017). The second
sub-plot depicts the comparison between modeled and field-measured piezometric
head [m] as a function of time (days in the month of August, 2017). Values
correspond to the locations of piezometers PZ1 and PZ2.
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Chapter 5. Applicability of reduced-order models
direction and magnitude of hyporheic fluxes (Krause et al. 2012). Groundwater
gaining conditions compress the hyporheic zone and losing conditions oppose the
hyporheic flow paths to emerge out of the sediment-water interface. Therefore, the
formation of hyporheic zones and the extent in penetration and variations in res-
idence time is potentially decreased by groundwater gaining or losing conditions.
As the numerical and experimental studies show that to have any significant im-
pact in hyporheic characteristics, the groundwater fluxes should exceed hyporheic
fluxes. We assume this is not the case in the simulations, and hence we assume neu-
tral groundwater conditions (Boano et al. 2014). However, in the natural settings
there was no measure of dynamic change in hyporheic exchange fluxes and is thus
challenging to ascertain whether the system is a gaining or losing system.
5.3.3 Residence time
Observations from vertical hydraulic gradients inform about the upwelling and down-
welling regions in the step-pool sequence. The residence time of water at different
depths i.e. 0 cm (close to SWI), 5 cm, 10 cm, 15 cm and 20 cm are modeled at the
sampling locations of PZ1 and PZ2 (Figure 5.7).
Hyporheic water with different residence times is observed in the modeled results
at different depths of PZ1 , with the oldest at the depth of 20 cm. As the depth
increases, the residence time of the water also increases. This sampling location com-
prise of subsurface flow paths with downward gradient. For PZ2, which is comprised
of fluxes upwards exhibits waters with higher residence times. Expectedly, the in-
crease in residence times with increase in hyporheic depths is also observed. Isotope
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Figure 5.7: Residence time of hyporheic water in days at different depths (SWI,
5 cm, 10 cm, 15 cm and 20 cm). Warmer colour is for piezometer 1 and colder
colour is for piezometer 2. Darker shades indicates higher residence time. Gray
colour depicts the stage. The grey shaded region depicts the injection period used
to compare the modeled and field-observed data for the breakthrough curves in
Figures 5.8 and 5.9.
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signature analysis on the samples from PZ2 indicated presence of deep groundwa-
ter (Brekenfeld et al. December 2018b). The simulation results demonstrated higher
residence times around those locations, mainly due to the development of stagnation
zones. However, deep groundwater is an indication of gaining conditions and the
model assumes conditions without gaining or losing groundwater conditions. The
analysis of potential additional impacts of net gains and losses of water and the
resulting interference has been well documented by Wu et al. (2018).
Under high discharge conditions, modelling observations indicate an increase in
residence time of water. The increase is more pronounced for the locations at PZ2
than PZ1 . Moreover, the separation in the extent of variations in residence time is
higher for the depths at PZ2. This is due to the elongation of the hyporheic flow
paths due to increased pressure gradient.
The recovery of the residence time from the sudden high discharge is relatively
slow. This indicates release of older water after the high discharge event for a longer
period of time. This behaviour of hyporheic waters is crucial from the perspective of
solute retention within the reactive hotspots and the stimulation of transformations
or slow release of contaminants and hence potentially providing increased time for
redox reactions and biogeochemical transformations in the streambed.
An increased stream stage promotes increased downwelling of surface water
that also increases the residence time of upwelling hyporheic waters. Hence, the
stage does not only affect the transportation of organic matter and nutrients in
the streambed but also increases the potential of nitrate removal due to increased
residence time of surface-water solutes in the streambed (Zimmer & Lautz 2014).
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Figure 5.8: modeled and field-measured breakthrough curves as a function of
time for the piezometers PZ1 and PZ2 locations. Time corresponds to the tracer
injected on the days to capture effects of base, low and high flow conditions. Solid
coloured lines correspond modeled breakthrough curves and dashed coloured lines
correspond to field-measured breakthrough curves. Different colours represent
different depths i.e. 5 cm, 10 cm, 15 cm and 20 cm within the streambed.
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Chapter 5. Applicability of reduced-order models
5.3.4 Breakthrough curves of conservative tracer
The combination of Raz and Rru concentrations—which is considered as conserva-
tive is measured from the samples collected at different depths at the piezometer
locations. In total there were six injections to capture the effect of different flow
conditions. Here, we focus on three injections highlighted in Figures 5.7. The
field-observed and model-estimated breakthrough curves for base, low and high-flow
conditions at different depths of piezometer 1 and 2 are presented in Figure 5.8, and
of piezometer 5, 6, 7 and 8 in Figure 5.9.
Numerical breakthrough curves for PZ1 location demonstrate the concentration
of the conservative tracer is transferred at a faster rate owing to the locations as-
sociated with downwelling regions. Conversely, at PZ2 location, the concentrations
are transported at a much slower rate. It is also evident that concentration at depth
of 5 cm increases or decreases at a faster rate when compared to deeper depths.
Delayed response in the transport of conservative tracer at the upwelling-dominated
locations indicate that field observations are not sufficient to capture the tracer con-
centrations within the time of sample collection and thus require a longer sampling
period. This is primarily because the tracers may be retained for relatively longer
period which is usually not covered within the typical sampling time-frame. The
results indicate that the hyporheic zone can cause a delayed release of conservative
solute tracers. This release is highly dependent on discharge conditions—this is
also in line with the findings of Harvey et al. (2012) where the results showed that
post-flood the stored tracer was released slowly from subsurface flow paths.
In the field observations, tracers are seen to only penetrate to a depth of 5 cm or
less. This could be a result of complexity involved in natural systems which include
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depth decaying hydraulic conductivity, stream heterogeneity and lateral exchanges
in the streambed. As the model does not take into account these complexities as it
shows the idealized transport of conservative tracers to the streambed.
5.3.5 Reduced-order models for mechanistic understanding
of hyporheic exchange processes
Process-based reduced-order models are increasingly used to understand hyporheic
exchange processes, however they are rarely validated by field observations. In this
study, the applicability of reduced-order models for the representation of hyporheic
exchange processes under transient flow conditions is evaluated. In the previous
chapters, the results are presented in dimensionless form. As mentioned by Gomez-
Velez et al. (2017), by deploying a dimensional framework reduces computational
demands and enhances transferability of the reduced-complexity model to a broad
range of geomorphological settings. When the proposed model used the input from
the field observations, the results depict that the model dimensionality and assump-
tions are more valid for small sandy bedforms where vertical hyporheic exchange are
dominant whereas in a long gradient run lateral hyporheic exchange may be more
dominant which is not considered in the presented model. Most of model validations
are performed in a controlled environment (e.g. flumes) and for steady flow condi-
tions. Here, the data from a natural setting is used and includes temporally-variable
discharge conditions. Results from VHG can successfully predict the direction of
the flux for most of the locations, but for the accurate prediction of the magni-
tude, higher spatial and temporal resolution of field-observation data is required.
Results of VHG for a longer sub-reach i.e. long-gradient run needs to be dealt with
146
Chapter 5. Applicability of reduced-order models
caution. As the resultant hyporheic subsurface flow paths is a function of complex
interactions of not only local-scale streambed topography and properties but can
potentially be influenced by the hyporheic flow paths at many scales. The nested
flow paths created as a result of physical processes, can impact solute transport,
residence times and eventually biogeochemical transformations.
Timely-variations in stream discharge occur frequently, this influences spatial
and temporal distribution of hydraulic heads along the sediment-water interface.
This variation also affects the hyporheic exchange in the streambed. The increased
discharge affect oxygen availability, temperature distribution, availability of nutri-
ents in the streambed. Time-dependent reduced-order models can unravel the po-
tential of a hyporheic zone to act as a reactive zone for a longer time after a high-flow
event. As shown in the results of residence times for step-pool sequences, waters
with higher residence times is observed at different depths after the end of an event.
Similar behaviour is observed in the modeled results of breakthrough curves. The
upwelling dominant regions in step-pool sequence show delayed appearance of tracer
concentrations, the time period of which was not sampled in the field. Hence, longer
sampling in such identified upwelling regions can further highlight the retention
ability of the streambed. Higher residence times for a longer period and increased
infiltration of surface water rich in oxygen, nutrients, dissolved organic carbon will
likely enhance processes such as denitrification in the streambed.
In the natural systems, its can be challenging to identify and locate the reactive
hotspots in the hyporheic zones. ROMs can potentially help to locate stagnation
zones and understand the complete absence or small amount of tracer concentra-
tions at certain depths. Low-gradient run was associated with stagnation zones in
close proximity to sediment-water interface. Laboratory analysis of collected water
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samples from the field is used to demonstrate the presence of tracer concentrations
at such locations and depths. These are measured to be either negligible or in small
quantities within the sampling timescales.
The results demonstrate that ROMs are a useful tool for mechanistic under-
standing of the hyporheic exchange processes. Even with assumptions such as negli-
gible storage, homogeneous and isotropic sediments, constant hydraulic conductivity
and no gaining or losing groundwater conditions. ROMs are shown to predict the
HZ behaviour especially for the short and local flow patterns. A fundamental flow
and transport model of hyporheic exchange processes combined with high resolution
field-data can be used to enhance the accuracy of prediction of the hyporheic zone
behaviour under transient flow conditions. Parametrization of the reduced-order
model is carried out using the stream parameters which are obtained by direct mea-
surements in the field. However, upscaling of such processes needs to be handled
carefully. This is because interplay of various hyporheic drivers and controls and also
interactions between neighbouring bedform features can exhibit complex multi-scale
mosaic of hyporheic subsurface flow paths. This may result in range of subsurface
velocities leading to range of water and solute transport timescales in the hyporheic
zone.
5.4 Conclusions
This study compares the field-measured and model estimated hydraulic head mea-
surements and tracer breakthrough curves at multiple depths in order to test the
applicability of a reduced-order model. The results indicate that a reduced-order
model can predict the direction and magnitude of hyporheic exchange fluxes for a
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step-pool sequence. Moreover, a delayed release of conservative tracers in the up-
welling regions was predicted by the model. However, for the low-gradient run the
simulated results exhibited minor deviations from the field-observations. As the
magnitude of fluxes is highly dependent on the sediment properties, high resolution
topographical observations and groundwater discharge and recharge, for the accurate
predictions of hyporheic fluxes inclusion of complexities such as heterogeneity and
complexity needs to be taken into account. The simulated results, therefore, suggest
that mechanistic knowledge derived from the simulation of reduced-order models
should be considered with caution and limitations of our ability to upscale processes




CONCLUSIONS AND FUTURE WORK
6.1 Summary
The primary focus of this thesis was to explore the dynamic behaviour of hyporheic
zones and emphasise the importance of transience in the study of hyporheic zones.
This was achieved by using reduced-order process-based models and imposing dy-
namic boundary conditions at the sediment-water interface. Firstly, synthetically-
generated peak-flow events and diurnal surface water temperature signals were used
and then the reduced-order model was validated with the field-observations. In
above chapters, the importance of dynamic hyporheic zones in relation to its im-
pacts on residence times of water and solutes, temperature-dependent reaction rates
and potential implications on biogeochemistry were of main focus.
Systematically, complex impacts of peak-flow events (with different characteris-
tics in terms of duration of the event, skewness of the events and event’s intensity)
along with streambed topography on hyporheic exchange flow patterns and dynam-
ics were explored. This was performed for a comprehensive range of scenarios for an
idealized, uniform and single-type of bedform. A two-dimensional model consisting
of sinusoidal bedforms and implemented flow, transport and residence time models
was deployed. Then for further understanding, hydrograph scenarios with variations
in lag between the occurrence of two events, magnitude and duration of the events
were designed. Time-lag between two events covered scenarios with complete over-
lapping i.e. superimposition of two events, partial overlapping and scenarios with
no overlapping i.e. representing repeated peak-flow events. Moreover, conservative
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tracers were introduced in order to decipher contribution and potential mixing of the
events. This was implemented in order to comprehend solute retention processes in
the hyporheic zones. In the following chapter, the two-dimensional coupled flow and
heat model was implemented to systematically explore the effects of temperature
fluctuations in surface water, ambient groundwater flow and hydraulic conductivity
on bedform-induced hyporheic exchange processes. This study integrated geomor-
phological controls and temperature dependence on hyporheic exchange flux and
potential reaction rates within the streambed when diurnal surface-water tempera-
ture fluctuations is taken into consideration. To further check the applicability of
reduced-order models, the model was validated with field observations of pressure
heads and breakthrough curves. in this study, parametrization of the reduced-order
models was done using the stream parameters which was obtained by direct mea-
surements in the field. This included bedform topography, hydraulic conductivity
and stream stage fluctuations.
6.2 Research contributions
Interplay between streambed topography, channel slope and temporally-variable dis-
charge resulted in complex exchange of water and solute fluxes between the surface
water and hyporheic zones. The presented results exhibited dynamic expansion and
contraction of the HZs during the duration of the event, however in several cases
this expansion was counteracted by strong ambient horizontal flow induced by large
channel slope values. Noteworthy impact of peak-flow events was demonstrated on
the residence time of the water in hyporheic zones. Intensification of discharge of
younger and older hyporheic water out of the SWI was evident at high intensities
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and longer duration of the event. Primarily, for streambed profiles with low slopes,
peak-flow events caused more discharge of older water for the higher bedform aspect
ratios (i.e for dunes and ripples). The direct influence of which was observed in the
efficiency of the hyporheic zones in developing larger areas of potential nitrification
and denitrification.
When superimposed and repeated peak-flow events were taken into account, the
hydrodynamics of hyporheic zones ,and transport and retention of water within the
streambed changed substantially. Instantaneous change in temporally variable hy-
porheic flow field was observed due to rapid pressure wave propagation within the
streambed, however the expansion based on geochemical definition was relatively
more stable. Flux -weighted mean residence time showed high dependence on time-
lag between the two events i.e. longer the lag between , higher the variability in
the flux-weighted mean residence times, hence demonstrating higher potential to
discharge older hyporheic waters. Numerical breakthrough curves were found to be
flatter for the events with increased separation and longer duration of the second
event. Higher magnitude of the second event caused the breakthrough curves to be-
come steeper, when compared to low magnitude and longer duration of the second
event. Therefore, breakthrough curves for such events can unravel the biogeochem-
ical signature of the water that is being transported in and out of the hyporheic
zones. This implies that depending on the event properties, the potential of the
hyporheic water with different chemical properties to retain in the hyporheic zones
may determine the types and rates of redox reactions and therefore overall water
quality and chemistry.
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Inclusion of heat processes demonstrated importance of temperature in deter-
mining hyoporheic exchange fluxes. Spatio-temporal distribution of the heat indi-
cated stronger temperature variations in the downwelling regions of the bedforms.
Higher thermal heterogeneous behaviour was observed during warmer times of the
day. Temperature-dependent viscosity and density considerably varied the relative
change in hyporheic exchange fluxes. The trend observed for hyporheic exchange
fluxes was both lagged and cooled, however the shift was highly dependent on the
values of hydraulic conductivity. Hyporheic zones attenuated the surface-water tem-
perature signals mainly for the warmer times of the day and showed dependency on
both hydraulic conductivity and channel slopes. Cooled and lagged temperatures
owing to the thermal properties of the streambed were shown to affect the spatio-
temporal distribution of reaction rates.
Comparison between the field-measured and model predicted hydraulic head
measurements and tracer breakthrough curves at multiple depths in order to test
the applicability of a reduced-order model unravelled interesting results. The results
indicated that a reduced-complexity model can predict the direction and magnitude
of hyporheic exchange fluxes for a step-pool sequence. Moreover, a delayed release of
conservative tracers in the upwelling regions was predicted by the model. However,
for the low-gradient run the simulated results exhibited minor deviations from the
field-observations. As the magnitude of fluxes is highly dependent on the sediment
properties, high resolution topographical observations and groundwater discharge
and recharge, for the accurate predictions of hyporheic fluxes inclusion of complex-
ities such as heterogeneity and complexity needs to be taken into account. The
simulated results, therefore, suggest that mechanistic knowledge derived from the
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simulation of reduced-order models should be considered with caution and limita-
tions of our ability to upscale processes in river-aquifer systems using reduced-order
simulations needs to be acknowledged.
Intricate understanding of processes such as denitrification is important to main-
tain water quality and aquatic life in the riverine systems. This is because denitri-
fication process reduces nitrates from river-aquifer continuum, through a chain of
intermediate reactions. However, incomplete denitrification in the streams result
in the release of N2O, an ozone-depleting substance into the atmosphere instead
of molecular nitrogen (Briggs et al. 2015). Any dynamic alterations in river-stage
due to external hydrologic forcing can have substantial impact on streambed nutri-
ent cycling and transformations. Such forcing can transport organic matter (and
even contaminants) deep into the streambed, potentially increasing its contact time
to favourable conditions required for transformations. As in the case of denitri-
fication process, a peak-flow event could lead to the transport of organic matter
deeper into the alluvium where anoxic environments are present for the completion
of the process. Moreover, temperature variations in surface water not only alter
the hydrodynamics in the streambed but also impact the temperature-sensitive bio-
geochemical reactions. Hence, it is essential to gain intricate understanding of the
thermal propagation and thermal dynamics in the hyporheic zones. Such under-
standing can contribute to the better prediction of hyporheic chemistry as well as
protection of habitat of aquatic species which is crucial for overall ecosystem func-
tioning. Thorough investigation of river morphological and riparian characteristics,
and combination of peak-flow event scenarios can be potentially adopted for man-
aging and restoring river water chemistry.
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6.3 Recommendations for future research
While, for the work presented here, a broad range of multi-parametric study (with
regards to bedform topography, channel gradient, peak-flow event characteristics,
temperature fluctuations) were considered, there remain further variables and po-
tentially impactful drivers that have not been analysed in this thesis such as vari-
ability in streambed structural properties (Gomez-Velez et al. 2014) or the impacts
of critical flows with the potential to mobilize the streambed materials (Simpson &
Meixner 2012, Wu et al. 2015). Combination of several bedform morphologies with
topographic structure of the catchment determines the overall hyporheic exchange
fluxes (Caruso et al. 2016, Schmadel et al. 2017, Ward et al. 2018). This includes
nested flow paths, however in this thesis only the shorter and local flow paths were
taken into consideration . Furthermore, gaining or losing groundwater conditions
were not included. The analysis of potential additional impacts of net gains and
losses of water and the resulting interference with peak-flow event driven hyporheic
exchange remain as the focus of future investigations.
With regards to heat transport processes, more complex models involving higher
dimensionality and differentiating effects of streambed spatial heterogeneity in both
hydraulic and thermal properties may help to unravel better predictability of hy-
porheic exchange fluxes and temperature-dependent reaction rates. The sediment
bed is considered to be homogeneous and isotropic which is not usually the case in
the natural systems. Different grain sizes would take different times to get thermally
equilibrate. Local thermal equilibrium that is temperature of fluid and solid phases
at the interface are assumed to be equal. A better understanding of thermal pat-
terns induced by various bedforms subject to different flow conditions also requires
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separate focus. This is because there could also be an increase in the stream tem-
perature and the hyporheic temperature due to anthropogenic inputs, for eg. from
urban waste water, which is also the result of increased stream-stage (Kinouchi et al.
2007). Upscaling of heat transfer processes can be achieved by better linking of the
small scale features to integrative models of net heat fluxes at larger scales.
Herein, mainly conservative solute transport processes were taken into account.
In addition of inclusion of aforementioned complexities, the model can be extended
to couple reactive transport processes as well. As streams are usually prone to
carry dissolved organic carbon, fine particles as well as contaminants both metal
and non-metals, it is essential to understand its transport and possible attenuation
in the hyporheic zones. Dynamic nature of hyporheic zones also effect the reactive
loads in the subsurface. The conservative substances that are carried along with
surface water may become non-conservative in the subsurface (Boano et al. 2014).
Integrative process-based models with coupled flow, heat and reactive transport
processes can help the management and restoration of the river-aquifer systems by
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