Automated approaches to building detection in multi-source aerial data are important in many applications, including map updating, city modeling, urban growth analysis and monitoring of informal settlements. This paper presents a comparative analysis of different methods for automated building detection in aerial images and laser data at different spatial resolutions. Five methods are tested in two study areas using features extracted at both pixel level and object level, but with the strong prerequisite of using the same training set for all methods. The evaluation of the methods is based on error measures obtained by superimposing the results on a manually generated reference map of each area. The results in both study areas show a better performance of the Dempster-Shafer and the AdaBoost methods, although these two methods also yield a number of unclassified pixels. The method of thresholding a normalized DSM performs well in terms of the detection rate and reliability in the less vegetated Mannheim study area, but also yields a high rate of false positive errors. The Bayesian methods perform better in the Memmingen study area where buildings have more or less the same heights.
Introduction
Automated detection of buildings in aerial data is important in many applications. Map updating, city modeling, urban growth analysis and monitoring of informal settlements are examples of applications that largely benefit from automated building detection methods. These applications rely on accurate information about buildings, which is traditionally acquired by an operator. In map updating, for instance, an operator compares the map with a recent set of aerial images to detect buildings that have changed. For large cities, this process is very tedious and costly. In most cases, a large proportion of buildings, about 95%, remains unchanged, while only a small number needs to be updated. Nevertheless, the operator has to inspect the entire scene carefully in order to locate those few buildings that have changed. Automated approaches are of great importance in such applications, as they can reduce the amount of manual work, and consequently lead to a reduction of the time and cost of the process.
Earlier approaches to automated building detection relied mostly on a monocular aerial or satellite image (Huertas et 1993; Lin et al., 1994; Nevatia et al., 1997; Shufelt and McKeown, 1993; Zhang, 1999) . These approaches faced a lot of difficulties with occlusion, complex buildings and presence of vegetation, mainly because a single image does not contain sufficient information for the algorithms (at the current level of computational intelligence). The methods of Fischer et al. (1998) , Fradkin et al. (2001) , and Muller and Zaum (2005) were based on processing multipleoverlap aerial images. Height data in the form of a Digital Surface Model (DSM), either generated through stereo matching or directly acquired by a laser scanner, have also been used in many building detection approaches (Brunn and Weidner, 1997; Nardinocchi and Forlani, 2001; Vosselman, 1999) . Weidner and Förstner (1995) introduced a simple method based on applying a height threshold to a normalized DSM to detect buildings. Forlani et al. (2006) developed a rule-based framework for the automated classification of raw LIDAR data as buildings, ground and vegetation. Zingaretti et al. (2007) employed an adaptive boosting algorithm (AdaBoost) for the automated identification of classification rules.
Recently, with the current widespread availability of airborne laser data and imagery in multiple spectral bands, the application of data fusion methods to building detection has attracted more attention. Brunn (2001) devised a statistical approach to building detection in range and image data using Bayesian nets. Khoshelham et al. (2005) developed a method to fit planar surfaces to height data within regions of a segmented aerial image for the detection of building roofs. Walter (2004) applied a Bayesian maximum likelihood method to object-based classification of multi-spectral aerial data. Bartels and Wei (2006) performed pixelbased classification of aerial imagery and laser range data using the Bayesian maximum likelihood approach. The Bayesian method was also employed by Maas (1999) to fuse various height texture measures extracted from laser range data for the detection of buildings and trees. Rottensteiner et al. (2004) and Lu et al. (2006) developed methods to extract buildings from aerial imagery and laser range data based on the Dempster-Shafer theory of evidence (Shafer, 1976) .
While successful applications of the fusion methods to the problem of automated building detection in multi-source aerial data have been reported, a comparison of the performance of these methods is not available. The objective of this paper is to provide a comparative evaluation of three common data fusion and classification methods, namely Bayesian, Dempster-Shafer and AdaBoost, as applied to the detection of buildings in multisource aerial data. In addition, we compare the performance of the fusion methods with the less elaborate method of thresholding the normalized DSM (Weidner and Förstner, 1995) , to provide an indication of the role of data fusion. We present results of both pixel-based and object-based implementations of the methods in an urban and a suburban study area, and compare the performance of the methods on the basis of ground truth information obtained by manual extraction of buildings.
The paper proceeds with a brief overview of the methods in Section 2. Section 3 describes the experimental setup, including a description of the data and the extraction of pixel-based and object-based features. In Section 4, the results of the experimental evaluation of the methods are presented and a discussion on the various factors affecting the performance of the methods is provided. The paper concludes in Section 5.
An overview of the methods
If a DSM is the only available source of data, buildings can be detected by examining the difference between the height of objects and the height of the terrain. We refer to this method as thresholding the normalized DSM. When data from multiple sources are available, data fusion methods can be applied. In a typical data fusion and classification method, first a set of features is extracted from the data and a number of class hypotheses is defined. In the next step, a decision is made for each feature as to what class of objects it belongs. The principle of decision making varies across different classification methods. In the following, we begin with a short review of the method of thresholding the normalized DSM, and then proceed with a brief description of the decisionmaking principle in three classification methods: Bayesian, Dempster-Shafer and Adaboost.
Thresholding normalized DSM
Raw height data, either generated using stereo matching of images or directly obtained by an airborne laser scanner, provide a representation of the surface of the ground with all objects on it (hence the name Digital Surface Model). Using filtering methods it is possible to filter out objects from the DSM and extract the terrain. The resulting dataset is a representation of the terrain, and thus can be referred to as a Digital Terrain Model (DTM). The subtraction of the DTM from the DSM of the same scene is called a normalized DSM (nDSM):
(1)
A normalized DSM contains objects on a plane of height zero. Assuming that buildings in the scene have a known range of height, and that the heights of all other objects fall outside this range, buildings can be detected by applying appropriate height thresholds to the nDSM. The thresholds can be determined using available knowledge about the height of the buildings in the area (Weidner and Förstner, 1995) . Alternatively, if boundaries of a few buildings are available, for instance from a GIS database, the height data corresponding to these boundaries can be used as training data, and statistics such as mean and standard deviation derived from these training data can guide in setting the thresholds.
Obviously, the performance of this method is to a great extent dependent on the performance of the filtering algorithm. With laser range data, filters are more effective when applied to the last pulse recordings due to the lesser influence of vegetation. In this paper, we do not deal with the choice and performance of the filtering algorithm, as it falls outside the scope of the paper, and assume that a correctly filtered DSM is available as a source of data. A rich body of research on filtering algorithms is available in literature; interested readers are referred to Sithole and Vosselman (2004) for a comparison of these algorithms.
Bayesian method
In the Bayesian method a decision is made based on maximizing the likelihood that a feature vector x belongs to a class w j . Formally, this likelihood is expressed as (Duda et al., 2001) :
where p(x/w j ) is the conditional probability of x in the probability distribution function of class w j , P(w j ) is the prior probability of class w j , and d j (x) is a decision function that is evaluated for each feature x and class w j , and is to be maximized in order to make a decision. Often, it can be assumed that the classes have Gaussian probability distribution functions. In this case, the maximum likelihood decision function can be expressed as:
where parameters µ j and Σ j are respectively the mean and covariance matrix of the multi-dimensional Gaussian probability distribution function of the class w j .
A simplification of the maximum likelihood method can be achieved if an assumption can be made that the features in all classes are independent and have the same variance. Further, if it can be assumed that the prior probabilities of all classes are the same, the decision function in Eq. (3) will reduce to:
A classifier based on the decision function given in Eq. (4) is referred to as a minimum distance classifier. The principle of the minimum distance classification is that a decision on the class of a feature can be made by minimizing the distance of the feature to the means of the hypothesized classes.
In practice, µ j and Σ j are derived from training data (which can be automatically obtained using an existing GIS database), and the classification of each pixel/object is performed by evaluating Eq. (3) (in the case of maximum likelihood classification) or Eq. (4) (in the case of minimum distance classification) for each class hypothesis j. The pixel/object is assigned to the class hypothesis for which the value of the decision function is a maximum.
Dempster-Shafer method
The Dempster-Shafer method performs a classification of data into different classes on the basis of the evidence that each feature provides for each class hypotheses (Gordon and Shortliffe, 1990) . Contrary to the Bayesian approach, in the Dempster-Shafer method hypotheses include not only all classes but also any union of the classes. When all the available evidences for the class hypotheses are gathered from different data sources, they are combined using Dempster's rule of combination (Dempster, 1967) , and the sum of the combined evidences, represented by the probability functions m assigned to each subset B of a class hypothesis A, defines the amount of belief in that hypothesis:
Instead of a single value, the probability of a class hypothesis A is specified with two values: belief and plausibility. Belief is a lower probability that the evidence supports A, while plausibility, defined
, is an upper probability that the evidence supports doubting the negation of A (i.e.Ã). The decision on the class of a feature can be made by maximizing belief and plausibility (Lu et al., 2006) :
A major challenge in the application of the Dempster-Shafer method to object recognition is related to the gathering of evidence, basic probabilities m in Eq. (5), from features extracted from the data. Often, this is done through the definition of a number of basic probability assignment functions, which incorporate human knowledge about the amount of evidence that each data source provides. The original Dempster-Shafer method lacks a standard learning mechanism for the tuning of these functions using training data. Recently, a few methods have been proposed to deal with the learning issue in Dempster-Shafer theory, including fuzzy reasoning (Binaghi and Madella, 1999) , neural networks (Basir et al., 2005; Binaghi et al., 2000) , genetic algorithms (Sosnowski and Walijewski, 2005) and Dempster and Chiu's (2006) classification model. In this research, we treat the basic probability assignment functions as membership functions in a fuzzy inference system, and employ the hybrid learning algorithm of ANFIS (Jang, 1993) to tune these membership functions using training samples. More details on the learning of probability assignment functions, combination of the basic probabilities and belief computation can be found in Khoshelham and Nardinocchi (2009) .
Adaboost algorithm
Boosting (Sutton, 2005 ) is a method of combining classifiers that are iteratively created from weighted versions of the learning samples, with the weights adaptively adjusted at each step to give increased weight to those samples that were misclassified in the previous step. The final predictions are obtained by weighting the results of the iteratively produced predictors. Boosting was originally developed for classification, and is typically applied for creating an accurate strong classifier by combining a set of weak classifiers. A weak classifier is only required to be better than chance, and thus can be very simple and computationally inexpensive. However, combining many of these simple and inexpensive classifiers results in a strong classifier, which often outperforms most ''monolithic'' strong classifiers such as Support Vector Machines and Neural Networks. Schapire (1990) developed the predecessor to later boosting algorithms developed by him and others. AdaBoost (short for ''adaptive boosting'') is presently the most popular boosting algorithm (Freund and Schapire, 1997) . Different variants of boosting, e.g., Discrete Adaboost, Real AdaBoost (used in this paper), and Gentle AdaBoost (Schapire and Singer, 1999) , are identical in terms of computational complexity, but differ in their learning algorithm.
The Real AdaBoost algorithm works as follows: each labeled training pattern x receives a weight that determines its probability of being selected for a training set for an individual component classifier. Starting from an initial (usually uniform) distribution D t of these weights, the algorithm repeatedly selects the weak classifier h t (x) that returns the minimum error according to a given error function (Duda et al., 2001) . If a training pattern is accurately classified, then its chance of being used again in a subsequent component classifier is reduced; conversely, if the pattern is not accurately classified, then its chance of being used again is raised. In this way, the idea of the algorithm is to modify the distribution D t by increasing the weights of the most difficult training examples in each iteration. The selected weak classifier is expected to have a small classification error on the training data. The final strong classifier H is a weighted (α t ) majority vote of the best T (number of iterations) weak classifiers h t (x):
It is important to notice that the complexity of the strong classifier depends only on the weak classifiers.
The AdaBoost algorithm has been designed for binary classification problems. To deal with non-binary results we used a sequence of binary classifiers, where each element of such a sequence determines if an example belongs to one specific class. If the binary classifier returns a positive result, the example is assumed to be correctly classified; otherwise, it is recursively passed to the next element in this sequence.
Experimental setup
The methods were tested in two study areas. The first study area is a suburban neighborhood located in the south of the city of Memmingen, Bavaria, Germany. This area comprises about seventy isolated buildings with dimensions ranging from 100 to 300 m 2 , many of which with gardens, garden sheds or garages. The second study area is an urban neighborhood located at the center of the German city of Mannheim. This area is characterized with large buildings, mostly attached forming building blocks of different heights, more cars and less vegetation.
Description of the data
The multi-source data available for the experiments included aerial orthorectified images and laser scanner data acquired by the Falcon II sensor system of TopoSys r over both study areas. The Falcon II laser scanner operates at a pulse frequency of 83 KHz, a scan frequency of 653 Hz, a viewing angle of 14.3 grads, and is capable of recording both first echo and last echo laser beams. The camera of Falcon II is a linear array scanner with 682 pixels per line, pixel size of 14 µm, and has a focal length of 75 mm. The dataset of Memmingen was obtained at a flying height of 900 m, while Mannheim dataset was acquired at 700 m above the ground.
The aerial orthorectified images were available in four spectral channels: red (R), green (G), blue (B), and near infrared (NIR), at a resolution of 0.5 m in Memmingen and 0.25 m in Mannheim. The laser range data were provided as a first echo DSM and a last echo DSM in a regular grid format with a point spacing of 1.0 m in Memmingen and 0.5 m in Mannheim. In addition, a filtered version of the last echo DSM was available in each dataset. Fig. 1(a, b) a b c depict the RGB orthoimage and first pulse DSM of the Memmingen dataset; Fig. 2(a, b) show the orthoimage and first pulse DSM of the Mannheim dataset. A reference map was generated for each study area by manual compilation of the buildings in the image and the laser data. Buildings were identified as objects larger than 15-30 m 2 with a height of at least 2.5 m. Figs. 1(c) and 2(c) show the reference maps for the Memmingen and Mannheim area respectively. In the Memmingen reference map building points comprise 14% of all points, while in Mannheim buildings make up 37% of the whole study area.
Instead of focusing on buildings at an early stage, a classification of the data in the following four classes was first performed by all the methods: building, tree, bare land and grass. Building regions were then derived from the classification results. To allow a very realistic comparison a strong prerequisite was to use the same training set for all methods, both pixel-based and object-based. More specifically, we selected 32 and 17 sets of training samples, respectively in the Memmingen and Mannheim dataset, more or less equally distributed over the four classes. The training sets are shown superimposed on orthoimages in Figs. 1(a) and 2(a) . The classes are represented by different colors: red for building, yellow for bare land, green for tree and blue for grass. The training sets represent about 1.8% of the total pixels in the Memmingen dataset and about 0.3% in the Mannheim dataset.
Pixel-based processing
In the pixel-based classifications, methods work with the following three features, extracted at a pixel level: h, the height difference between the last pulse DSM and the DTM; p, the height difference between the first pulse and the last pulse DSM; NDVI, the Normalized Difference Vegetation Index derived from the red and near-infrared channels. Since the Adaboost algorithm was expected to perform better with a larger number of features, it was tested with additional features from all the channels of the radiometric data. This allowed the algorithm to be tested with five ( h, p, NDVI, G, B) and seven features ( h, p, NDVI, G, B, R, NIR).
As mentioned earlier, the performance evaluation of the methods focused only on buildings. To obtain buildings in the pixel-based processing, first each classification result was reduced to a binary image that contained only the building class. A cleaning procedure was applied to these binary building images to remove small objects, which in most cases corresponded to errors in the raw data. The cleaning procedure consists of the following operations (Khoshelham et al., 2008) : -Morphological opening (Haralick et al., 1987) , to remove small objects from the building images; -Morphological reconstruction (Vincent, 1993) , to retrieve the building boundaries that were smoothed out as a result of the opening operation. Fig. 3 illustrates the cleaning procedure. As it can be seen, the white spots wrongly detected as buildings are effectively removed from the image, while the influence on the actual buildings is minimal.
Object-based processing
To perform object-based classification with features at a region level, a preliminary segmentation process was applied to the image data. The watershed segmentation algorithm of Vincent and Soille a b c Fig. 3 . Cleaning of the detected buildings using morphological operations: (a) binary building image; (b) morphological opening removes small objects, but also smoothes out building boundaries; (c) morphological reconstruction retrieves the building boundaries.
(1991), which works with the gradient of a single image band, was adopted for the generation of the image regions. The watershed algorithm treats the gradient image as a topographic surface with watersheds and catchment basins, and implements an immersion simulation. The result is a segmentation of the image into regions of low gradient magnitude surrounded by edges. Since the immersion simulation is very sensitive to noise, an extended minima transform (Soille, 1999 ) is applied to morphologically smooth the gradient image. The smoothing parameter controls oversegmentation/undersegmentation in the watershed algorithm. For each region in the segmented image the average, minimum and maximum values were calculated for the features described in the previous section. The AdaBoost algorithm was tested with all the resulting features. In the Bayesian and the Dempster-Shafer methods only the average (within a region) of the first three features ( h, p and NDVI) was used.
As known, overgrown and undergrown regions are inevitable in the segmented image. The classification methods can cope with undergrown regions by assigning them to a same class; however, in overgrown regions features of two or more different objects are present, and their merger would certainly influence the classification results. For this reason, the segmentation algorithm was applied with parameter settings that produced oversegmented results (i.e., segmented images containing many undergrown regions).
Performance evaluation metrics
To evaluate the performance of the algorithms the following quantities were defined: -TP (True Positive), the number of pixels correctly classified as building; -TN (True Negative), the number of pixels correctly classified as other objects (not building); -FN (False Negative), the number of building pixels classified as other objects; -FP (False Positive), the number of other object pixels classified as building; -UP (Unclassified Positive), the number of building pixels not classified by the classification algorithms; -UN (Unclassified Negative), the number of other object pixels not classified by the classification algorithms.
Several metrics can be derived from the above quantities to assess the performance of a classification algorithm (Congalton, 1991; Smirnov and Kaptein, 2006) . In this research, the following metrics are adopted:
-Detection Rate defined as: DR = TP/(TP+FN+UP) is the probability that a building pixel is correctly classified as building (also known as producer's accuracy);
-Reliability defined as: R = TP/(TP + FP) is the probability that a pixel classified as a building is actually a building according to the reference map (also known as user's accuracy or precision); On analyzing algorithm performances, instead of using only the more common OA metric, we found necessary to use several metrics for two main reasons: (i) to choose the best performing procedure when all methods have more or less a similar OA, as, for example, in the results of Memmingen area (as presented in Section 4.1);
(ii) to better analyze every single aspect of performance evaluation. In fact, the above first six metrics can be considered a basis for performance evaluation and comparison of the methods. In practice, a higher DR together with a low FNR indicate a better performance of a method in automatically detecting the buildings, while a high R and a low FPR imply the reliability of the results produced by the method. In addition, a higher UPR or TUR implies more manual interaction, and consequently a lower level of automation, but also the opportunity of selective post-processing, for instance by applying a second classifier to the unclassified pixels. As an example for the necessity of using several metrics, consider a hypothetical case where all building pixels are unclassified, and all other pixels are correctly classified as not-building. The computed values for FNR and FPR will be zero and TUR may be a small number, which may all together imply a good performance of the algorithm. However, we also compute DR = 0, UPR = 1 and R undefined, which clearly indicate that no building pixels are correctly classified, so the value for OA equal to 1 is completely misleading. 
Results
The classification methods were applied to the features extracted both at pixel level and at object level. Buildings extracted from the classification results underwent the cleaning procedure to remove the small objects. The comparisons were carried out both qualitatively by visual inspection of the results, and quantitatively by computing the performance evaluation metrics. Table 1 summarizes the results obtained in the Memmingen study area using three features, h, p, and NDVI, extracted at pixel level. As it can be seen, the overall accuracies (OA) show a more or less similar performance of the methods; however, the detection rates and reliability values indicate differences in the results of the methods. The minimum distance method has the lowest detection rate as a result of a high rate of false negative pixels. The distribution of the false positive (red), false negative (blue), and unclassified positive (gray) pixels over the Memmingen reference map shown in Fig. 4 (upper row) also confirms that the Minimum Distance method misses a larger number of buildings and garages as compared to the other methods. It can be seen that one entire building (in the upper right) and 28 garages (or garden sheds) are missed by the minimum distance method. In comparison, the Maximum Likelihood misses only 4 garages, while the methods of Dempster-Shafer and AdaBoost miss 8 and 10 garages respectively.
Results Memmingen dataset
The results of object-based classification of the Memmingen dataset using three features are presented in Table 2 . The method of thresholding the normalized DSM (nDSM) is excluded from the object-based results since it works independently of a segmented image. For the other methods a decrease of the false negative rate can be observed in Table 2 . The detection rates also show an improved performance of the methods in object level, except for the AdaBoost method, which has a lower detection rate as a result of a large rate of unclassified pixels. More specifically, the AdaBoost method leaves 20.8% of the pixels unclassified, out of which 7.8% are buildings according to the reference map. Also interesting are the results of the maximum likelihood method: while it has the highest detection rate (93.4%), the results are less reliable because of a larger rate of false positive pixels. The distribution of the false positive, false negative and unclassified pixels in the object-based results is shown in Fig. 4 (lower row) . As it can be seen, the higher rate of false negative pixels is still evident in the results of the minimum distance method, while the results of the maximum likelihood and the AdaBoost are characterized with higher false positive and unclassified positive rates respectively. As a result of higher unclassified positive rate, the AdaBoost method misses one entire building (in the upper right) and 27 garages. The distribution of errors in Fig. 4 (lower row) also shows that only 2 garages are missed by the maximum likelihood method, whereas the Dempster-Shafer misses 7 garages, and the minimum distance misses one entire building and 28 garages.
As mentioned earlier, the AdaBoost algorithm was also tested with additional features. Table 3 summarizes the results of AdaBoost with various numbers of features at both pixel and object level. These results show that using a larger number of features in the AdaBoost algorithm does not lead to any significant improvement of the results. Fig. 5 provides a comparison of all the results in terms of the error measures FNR, FPR, and UPR. Table 4 summarizes the results of pixel-based classification of the Mannheim dataset using three features. As it can be seen, the methods perform less consistently in this study area: while the nDSM has the highest detection rate and the worst false positive rate, the Dempster-Shafer method exhibits the best performance in terms of the false negative rate and the overall accuracy. However, the unclassified positive rate and the total unclassified rate of the Dempster-Shafer are noticeably larger than that of AdaBoost (with three features), which is in disagreement with the results obtained in the Memmingen study area. Examining the distribution of errors in Fig. 6 (left column) reveals that a large portion of the unclassified pixels in the Dempster-Shafer result is located at the boundaries of buildings, while false negative pixels appear within some smaller building parts. On the contrary, in the AdaBoost result most errors at building boundaries are false negative, and some smaller building parts contain unclassified pixels. Also, note that the nDSM, Minimum Distance and Maximum Likelihood methods yield the lowest overall accuracies.
Results Mannheim dataset
A qualitative analysis of the results of Mannheim study area cannot be described in terms of the number of missed buildings, because this area is characterized with large and tall building blocks. However, what is noticeable in Fig. 6 (left column) is the confusion of a large number of trees with buildings in the result of the nDSM, and the confusion of cars with buildings in the result of the Maximum Likelihood method. Moreover, large parts of a number of buildings are missed in the result of the Minimum Distance method, while some smaller building parts inside the courtyard of the blocks are wrongly detected by the Dempster-Shafer and unclassified by the AdaBoost.
The results of object-based classification of Mannheim dataset using three features are presented in Table 5 . The object-based results also show a better performance of the Dempster-Shafer and the AdaBoost comparing to the Minimum Distance and the Maximum Likelihood. The object-based result of the Maximum Likelihood method is particularly worse than the pixel-based result in terms of the false positive and false negative rates, which is also reflected in a lower detection rate, reliability and overall accuracy. It can be seen from Fig. 6 (right column) that a lot of cars are detected as buildings by the Maximum Likelihood method, while many building parts are missed. Also noticeable is a large increase in the unclassified rates of the AdaBoost, partially compensated by an improvement in its false negative rate.
Similar to the Memmingen test, the AdaBoost algorithm was also tested with additional features. Fig. 7 presents a comparison of all pixel-based and object-based results with the results of the AdaBoost with additional features. Again, no significant improvement can be observed as a result of using more features.
The increase of the false positive rate in the object-based result of the Maximum Likelihood method raised our curiosity to investigate the performance of the methods with different choices of the training data. In theory, training samples taken from more inhomogeneous features increase the likeliness of wrong classification. To study the influence of the training data, a second, relatively larger, set of training samples was selected from the Mannheim dataset, and all the methods were tested with this training dataset. A comparison of the results obtained with the two training sets is shown in Fig. 8 . The Maximum Likelihood method performs better with the second training set but only in terms of the false negative rate. On the contrary, the object-based results of the AdaBoost with 3 and 21 features have a worse false negative rate for the second training set. The results of the Dempster-Shafer and the Minimum Distance are less influenced by the choice of the training data. 
Analysis of the results
In general, the Dempster-Shafer method achieves the highest overall accuracy in all tests, ranging from about 96% (Memmingen pixel-based result) to 97% (Mannheim pixel-based result). The nDSM method performs better in the Mannheim area than in Memmingen in terms of the detection rate and reliability, probably because of the lesser influence of the vegetation. However, the false positive rate obtained by the nDSM in Mannheim is the highest among the methods (i.e., higher than Dempster-Shafer by a factor of 5). In contrast to the nDSM, the Bayesian methods, the Minimum Distance and the Maximum Likelihood, have a better overall accuracy in Memmingen. In the Mannheim study area, where a larger variation in the heights of the buildings is evident, both the Minimum Distance and Maximum Likelihood yield the highest false negative rates. It is worth noting that a basic assumption in the Bayesian methods is that the features have a Gaussian distribution. Based on this assumption, in the Maximum Likelihood method, the likelihood that a pixel/object belongs to the class building is directly related to the standard deviation of the features associated with the class building in the training data (see Eq. (3)). The distribution of the training samples in feature space is illustrated for both datasets in Fig. 9 . It can be seen that the training samples labeled as buildings in the Mannheim dataset form a rather elongated cluster, while the distributions of the other samples, especially those labeled as trees, are also far from Gaussian. The standard deviation of the feature h (the height difference between the last pulse DSM and the DTM) pertaining to the building samples was found to be 1.38 m in Memmingen and 6.17 m in Mannheim. The large standard deviation of h in the Mannheim dataset may well be the reason for the high rate of false positives in the results of the Maximum Likelihood method.
The AdaBoost method performs better than the nDSM and the Bayesian methods in both study areas in terms of the overall accuracy. It achieves overall accuracies that range from 94.8% (Mannheim pixel-based result) to 95.8% (Memmingen objectbased result). Experiments with additional features did not lead to any significant improvement in the results, while the results of a second training set showed an inconsistent behavior of the AdaBoost method. The Dempster-Shafer method performs most consistently with both training sets. The rates of false negative, false positive and unclassified positive in the Depmster-Shafer results exhibit a very small variation with the change of the training data.
A comparison of the pixel-based and object-based results does not provide any conclusion that can be extended to all methods. Only the AdaBoost method reaches a slightly better overall accuracy with object-based features in both datasets, although the rates of unclassified positive and total unclassified pixels are also noticeably higher for object-based results of the AdaBoost.
Conclusions
The paper presented a comparison of data fusion approaches to automated building detection in multi-source aerial data. Five methods were tested with aerial image and laser range data in two study areas. The experiments were carried out with features extracted at both pixel level and object level. Two sets of training samples were used in the Mannheim area to assess the influence of training data on the classification results. In general, results showed a better performance of the Dempster-Shafer method followed by the AdaBoost in both study areas. The Dempster-Shafer method reached an overall accuracy of about 97% in the Mannheim study area. Both the Dempster-Shafer and the AdaBoost method also yielded higher rates of unclassified pixels, which can be seen as more user interaction and a lower level of automation, but also the opportunity of post-processing, for example by applying a rule-based second classifier. The method of thresholding a normalized DSM (nDSM) reached a detection rate of 94.5% in the less vegetated Mannheim study area, but also yielded a high false positive error rate of 10.7%. The Bayesian methods perform reasonably well (with an overall accuracy above 94%) in the Memmingen area where buildings have more or less the same heights.
In both study areas, most of the errors were found at building boundaries and in areas where dense trees were present. In future research, these errors will be investigated from three main aspects: (i) the usefulness of height texture descriptors as additional features for better classification of critical areas; (ii) the application of a second-level classifier (different from the first one) combined with rule-based approaches to remove ambiguity from the unclassified data resulting from the Dempster-Shafer and the AdaBooost methods; (iii) the comparison with more complex classifiers (such as SVM, Neural Networks and Particlebased approaches) over large amounts of data.
