While real-life seismic data acquired at finite-frequency bands are inherently highly nonlinear in terms of earth properties, seismic imaging and inversion have historically relied on limiting assumptions, such as linearity, with respect to the subsurface structures and infinite bandwidth data. Over the last two decades, however, seismic exploration has seen unprecedented improvements in acquisition systems, forward-modeling algorithms, and computational power that together finally enable geoscientists to begin tackling the nonlinear, finite-frequency aspects of seismic imaging and inversion in realistic subsurface environments. Presently, these problems are under intense investigation by many scientists in both the exploration and global geophysical communities, labeled under the various methods that fall broadly under seismic imaging, inversion, and tomography.
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Perhaps the most established of such methods, proposed more than 30 years ago by pioneers such as Tarantola, Lailly, and Bamberger, became known as seismic full-waveform inversion (FWI), where the subsurface parameters are estimated through a data-fitting formalism. In parallel to the classical data-fitting approach used in FWI, other alternative approaches have been proposed to address the finitefrequency and nonlinear nature of seismic data, while aiming at overcoming some of the known limitations of traditional FWI. One such example are the so-called image-domain objective functions, which attempt to retrieve an earth model based on the behavior of the subsurface images: differential semblance optimization, wave-equation migration velocity analysis, and subsurface-angle finite-frequency tomography all fall under this category. Other examples are the methods based on inverse scattering formulations that seek to retrieve the final subsurface image solely from recursive nonlinear operations on the data, with no need to estimate "macro" velocity models.
In this special section, we bring 12 papers contributing to advances to finite-frequency imaging and inversion: modeling for finite-frequency imaging, advances to data-domain FWI, imagedomain methods for finite-frequency inversion, and novel datadriven approaches to retrieve and image the nonlinear responses of the earth's subsurface.
With modeling, Xie et al. develop an accurate and efficient numerical method for solving 2D acoustic vertical transverse isotropic (VTI) wave equations using a high-order stereo operator to approximate the partial differential operators and apply it to reverse-time migration (RTM). Tests on both the impulse response and the 2D prestack Hess VTI model demonstrate that their method achieves higher image quality than that obtained by other conventional finite-difference methods, such as the Lax-Wendroff correction scheme and the staggered-grid method.
Following the recent trend in both academia and industry, in this section we bring a number of contributions to FWI methodology.
Wu et al. introduce a computationally efficient method of envelope inversion, which is independent of the source spectra, and the related modulation signal model. Envelope fluctuation and decay of seismic records carry ultra-low-frequency signals that, in their method, are used to estimate long-wavelength velocity structure so that the initial model dependence of FWI can be significantly reduced.
Stopin et al. apply seismic waveform inversion aimed at estimating velocity and anisotropy on a large long-offset low-frequency wide-azimuth land data set from Oman. Their results show that starting with a simple 1D model, FWI can retrieve a velocity model that is kinematically correct, even in structurally complex areas, and can thus speed up the prestack depth migration cycle time by providing a good starting model for subsequent traveltime inversion for the deeper part of the model.
Yuan and Simons present a method for seismic FWI that improves convergence and avoids local minima by constructive multiscale approximation of the seismograms using time-domain wavelets. The authors give guidance on how to implement their method with a spectral-element adjoint scheme and demonstrate its performance for elastic problems in industry settings, with and without surface waves.
Raknes and Arntsen investigate different approaches for applying FWI to limited-offset time-lapse seismic data and introduce a method for constraining the model updates to remove time-lapse artifacts. They compare acoustic and elastic FWI for both synthetic and real data sets.
Moving from the conventional data-domain FWI approaches toward image-domain methods, here we present four papers exploring migration-based finite-frequency tomography, in the context of complementing and/or improving conventional FWI and time-lapse applications.
Weibull and Arntsen present a method to reobtain the seismic reflection data after migration, by inverting the common-image point gathers produced by RTM with an extended imaging condition. This provides a transformation of the results of seismic data processing in the image domain back to the data domain.
Li et al. present a wave-equation-based migration velocity analysis technique for VTI model building, using both the residual moveouts in the angle domain and the stacking power in the stacked migration image to update the anisotropic earth properties. Both synthetic and field data tests produce better defined VTI models and better focused images.
Biondi and Almomin present a new image-gather-guided method to perform seismic FWI that overcomes the convergence problems of conventional methods. Two numerical examples demonstrate the effectiveness of the method in producing high-resolution velocity models from data containing both reflected and refracted arrivals.
Yang et al. present a new time-lapse velocity inversion method combining image-domain wavefield tomography and dynamic image warping. Numerical examples are used to demonstrate that velocity changes recovered by this method are clean and localized, and the method is robust to baseline velocity errors and survey geometry nonrepeatability.
We also present three papers within the general theme of datadriven reconstructions of subsurface wavefield responses that open new possibilities and push the boundaries for finite-frequency nonlinear imaging applications, whether in the context of data-domain FWI or image-domain methods.
Bellezza and Poletto use multidimensional interferometry deconvolution to retrieve the earth's Green's function using Arctic, on-ice-generated seismic data affected by strongly dispersive flexural-ice noise and find an improvement of the overall signal-to-noise ratio in the data redatumed to the sea bottom layer; this application is performed by a multichannel deconvolution approach for the virtual reflector method by crossconvolution, in comparison with the corresponding application for seismic interferometry by crosscorrelation. They observe a partial improvement in the crossconvolution results, indicating that the new method can be used as an equivalent or additional tool to enhance signal quality in the data.
Wapenaar et al. discuss a new way of seismic imaging, called Marchenko imaging, which maps primary and internal multiple reflections to their correct positions; they show with a numerical example that Marchenko imaging can produce an accurate image of a target zone, free of spurious reflections, without the need to resolve first the reflection properties of the overburden. It is known that standard imaging techniques require that the recorded data do not include internal multiples; otherwise, when multiple reflections are present in the data, standard imaging algorithms incorrectly image them as ghost reflectors.
Broggini et al. introduce a new approach -denoted as datadriven wavefield focusing -for retrieving the Green's functions recorded at the acquisition surface due to virtual sources located at depth and show how these wavefields are used to create a ghost-free image of the medium with either crosscorrelation or multidimensional deconvolution, presenting an advantage over standard prestack migration.
