Introduction
During formation, rocks undergo complex geological processes such as sedimentation, metamorphism, weathering, and tectogenesis. Therefore, they exhibit inherent variabilities, which are a major source of uncertainties associated with rock properties (Dasaka and Zhang, 2012; Zhu and Zhang, 2013; Aladejare and Wang, 2017) . In literature, most reliability evaluations of rock engineering problems treated the rock properties as random variables (e.g. Li and Low, 2010; Lü et al., , 2013 Zhang and Goh, 2013 Goh et al., 2017; Liu and Low, 2017) . However, due to the inherent uncertainty, it is more realistic to model the rock property as a random field than a random variable. The inherent variability of rock properties should be considered in design and reliability analysis of geotechnical structures.
In design and reliability evaluation of rock engineering problems, one of the most important input parameters is the scale of fluctuation or autocorrelation distance, which provides an indication of the distance within which the properties show relatively strong autocorrelation (Phoon and Kulhawy, 1999; Li et al., 2014 Li et al., , 2015a Liu et al., 2015 Liu et al., , 2017a . However, most of the existing studies conducted the reliability analysis based on assumed scales of fluctuation of rock properties rather than values inferred from real rock data (e.g. Gravanis et al., 2014) . Clearly, there lacks a guideline on selecting a reasonable value or a range of scales of fluctuation for rock properties. Apart from the scale of fluctuation, the autocorrelation structure is another significant feature that affects the modeling of spatial variabilities of rock properties. The autocorrelation structure describes how the autocorrelation coefficient of a geotechnical property varies with the separation distance between two points (Phoon et al., 2003; Liu et al., 2017b) . In geotechnical practice, more than one autocorrelation function is commonly used to characterize the autocorrelation structure of geotechnical properties. Li et al. (2015b) and Liu et al. (2017c) showed that different autocorrelation structures of geotechnical properties may lead to different reliabilities of geotechnical structures. However, to the best of our knowledge, there rarely exist any studies quantifying the scale of fluctuation and autocorrelation structure of rock properties. As commented by Hsu and Nelson (2006) and Phoon and Retief (2016) , very little work had been done on characterizing the spatial variability of rock properties. One of the possible reasons is that the extraction of rock samples is difficult and costly, and testing of rock properties always requires very complicated equipment, resulting in very sparse rock data (Aladejare and Wang, 2017) . Nevertheless, this sparsity should not downgrade the significance of spatial variability characterization of rock properties, even though the characterization might be a rough one. Indeed, the results of spatial variability characterization of geotechnical properties may also serve as a prior information in Bayesian updating (Aladejare and Wang, 2017) and are helpful to design effective site investigation schemes (Jaksa et al., 2005; Gong et al., 2017) .
In view of the limited studies on the spatial variability characterization of rock properties, this paper evaluates the most suitable autocorrelation structures and quantifies the scales of fluctuation for two important parameters of intact rocks, i.e. the uniaxial compressive strength (UCS) and elastic modulus (EM). UCS and EM data for the igneous rock and sedimentary rock from different areas are collected. These two parameters for the intact rock are selected because UCS is one of the most widely used indicators of the rock strength and is critical in determining the Hoek-Brown failure criterion parameters (Hoek et al., 2002) and EM of the intact rock is critical in estimating the EM of the rock mass (Hoek and Diederichs, 2006) . A Bayesian model class selection approach is used to select the most suitable autocorrelation function for UCS and EM because the approach is able to select the most plausible model with a high fitting capacity as well as a high robustness Wang, 2013, 2014; Wang and Aladejare, 2015) . The scales of fluctuation for UCS and EM are subsequently quantified using a Bayesian updating method. The autocorrelation coefficients for different autocorrelation functions are compared. The results provide a guideline for selecting reasonable autocorrelation functions and scales of fluctuation for UCS and EM of intact rocks.
Random field modeling of spatial variability for UCS and EM of rocks
The spatial variabilities of UCS and EM of rocks are modeled by random fields. Lognormal distributions are selected to describe the probabilistic distribution of the two parameters to avoid negative values. Suppose a log normally distributed random field Y(z) (z is the depth below ground surface) with the mean given by a linear trend function in Eq. (1) and a constant standard deviation, s.
where t(z) is the mean trend; a and b are two regression coefficients. It can be easily deduced that the logarithm of Y(z),
, is a normally distributed random field with the mean, m N (z) and standard deviation, s N (z) given by Eq. (2) (Li et al., 2014) .
Note that m N (z) and s N (z) vary with depth if Y(z) has an inconstant trend, i.e. as0.
The autocorrelation structure of a random field is usually represented by an autocorrelation function (e.g. Liu et al., 2014) . Five autocorrelation functions commonly used in geotechnical practice (see Eq. (3)) are considered in this study, i.e. single exponential autocorrelation function (SEACF), Gaussian autocorrelation function (GACF), binary noise autocorrelation function (BNACF), secondorder Markov autocorrelation function (SMACF) and cosine exponential autocorrelation function (CEACF) (Phoon et al., 2003 is equal to rðz k À z l Þ evaluated from the corresponding autocorrelation function in Eq. (3). Furthermore, the covariance matrix, C Mi , for the random vector ½lnðYðz 1 Þ Þ; lnðYðz 2 Þ Þ; .; lnðYðz n Þ Þ can be obtained based on the relation between covariance and correlation coefficient. The (k, l)th entry of C Mi , C Mi kl represents the covariance between lnðYðz k ÞÞ and lnðYðz l ÞÞ, and is given by Eq. (4).
where s N ðz k Þ and s N ðz l Þ respectively are the standard deviations of lnðYðz k ÞÞ and lnðYðz l ÞÞ, and are evaluated through Eq. (2). is the determinant of C Mi , and m N;n is the mean of the random vector ½lnðYðz 1 ÞÞ; lnðYðz 2 ÞÞ; ,,,; lnðYðz n ÞÞ T , which is evaluated through Eq. (2).
Bayesian model class selection and Bayesian updating approach
The Bayesian method has been successfully applied to the soil properties for probabilistic characterization of geotechnical parameters and model class selections. For example, Wang et al. (2010) characterized the uncertainty of sand friction angles using a Bayesian framework. Yuen (2010b) summarized the recent developments of Bayesian model class selection and its applications in civil engineering. Cao and Wang (2014) used the Bayesian model selection method to select the optimal spatial correlation function for soil parameters. Ching et al. (2015) compared the performances of the frequentist and Bayesian approaches in quantifying the statistical uncertainty of soil parameters. Tian et al. (2016) characterized the spatial variability of the friction angle using the cone penetration test data and Bayesian approach. However, the spatial variability of rock properties is seldom characterized. In this study, the Bayesian approach is used to select the optimal autocorrelation functions for UCS and EM and estimate the autocorrelation distances for these two parameters.
Selection of the most plausible autocorrelation function using Bayesian model class selection method
Since more than one autocorrelation function could be used to represent the autocorrelation structure of UCS and EM, it is of interest to evaluate which function is the most suitable one. The Bayesian model class selection approach is a well-known model selection method which is capable of finding out the optimal model with a high fitting capacity as well as good robustness. Herein the robustness means that the model has a low prediction error even in the presence of model error and measurement noise. The approach is widely used to select models in geotechnical engineering (e.g. Wang, 2013, 2014; Wang and Aladejare, 2015) . This Bayesian model selection approach is also used in this study to select the best autocorrelation functions of UCS and EM for rocks.
In the framework of Bayesian model class selection, the plausibility of a given model is measured by the probability of a class of model conditioned on given data. Suppose there are N ACF (N ACF ¼ 5 in this study) autocorrelation models, M 1 ; M 2 ; ,,,; M NACF . Based on the Bayesian theorem, the probability of each model conditional on the measured data b Y is given by Eq. (6).
where Pð b Y Þ is the probability of the occurrence of b Y and it is a normalizing constant independent of M i ; Pð b Y M i Þ is the evidence for the model class M i provided by the data b Y , which expresses the likelihood of the data if the model class M i is assumed, and P(M i ) is the prior plausibility of the model class M i , which reflects the user's judgment on the initial plausibility of the model M i . The sum of the prior plausibility should be equal to 1 (Yuen, 2010a) . In the case that the users have no clear information of the models' prior plausibility, the P(M i ) is commonly set to be 1/N ACF , i.e. the prior plausibility for various candidate models being equal. For this case, the plausibilities of the models are determined solely by the evidence. The model class with the maximum evidence is viewed to be the most suitable model.
Based on the law of total probability, the evidence for M i provided by the data b Y could be expressed by Eq. (7).
pða; b; s; qjM i Þdadbdsdq (7) where Q i is the parameter space of the parameter vector [a,b,s,q] , and pða; b; s; qjM i Þ is the prior probability density function (PDF) of the parameter vector ½a; b; s; q. pða; b; s; qjM i Þ reflects the user's prior knowledge of the random field parameters in the absence of site-specific data. In this study, the four random field parameters, Tian et al., 2016) . In this study, the direct numerical integration method is used because only four parameters are involved in the integration. To be specific, the range of each parameter is partitioned into a number of intervals and the evidence is the sum of the product of the integrand and the interval widths for each parameter as shown in Eq. (9).
where pð b Y The Bayesian updating method is well known to be able to consider the prior knowledge of geotechnical parameters and widely used in geotechnical engineering (Wang et al., 2010; Wang and Cao, 2013; Wang and Aladejare, 2016) . In this study, the posterior knowledge (posterior mean and posterior standard deviation) of the random field model for UCS and EM is also determined using the Bayesian updating method. For this method, the posterior statistics can be obtained either by approximate solutions or by more advanced technique, such as Markov chain Monte Carlo simulation (Tian et al., 2016) . The approximation method enables a fast evaluation of the posterior knowledge of random field parameters and is used in this study. The basic idea of the method is to approximate the posterior PDF with a Gaussian PDF with a mean vector equal to the most probable value (MPV) of the posterior PDF, 
where M opt is the selected optimal model. The (i, j) component of the Hessian matrix is given by Eq. (11). The most probable random field parameters could be obtained using an optimization method, such as fminsearch subroutine in the MATLAB platform while the Hessian matrix could be evaluated using a finite difference method. Details of the evaluation could be found in Wang et al. (2010) , Yuen (2010a) and , and are not repeated herein.
Database of uniaxial compressive strength and elastic modulus for rock
In this study, some uniaxial compressive strength and elastic modulus data for sedimentary and igneous rock are collected. The sedimentary rock data are from Singapore while the igneous rock data are from Sweden (download from http://www.skb.com/ publications/). The rock type for the former is mainly sandstone. The rock samples for the latter are collected from the southeast of the Forsmark nuclear power plant, Sweden in 2002e2007 and the associated rock types are granite and diorite. Details of the UCS and EM data are plotted in Figs. 2 and 3. The data in each set in Figs. 2 and 3 are from the same borehole and belong to the same rock type. As shown in Figs. 2 and 3, 11 sets of data are available for both UCS and EM and the number of data points in each data set ranges from 10 to 21. As discussed in the introduction section, the rock data in practice are normally sparse because of the high cost of core drilling and sophistication of testing equipment. However, the Bayesian model class selection method is capable of dealing with limited data. As shown by Cao and Wang (2014), the Bayesian model class selection method could find out the right model even though the data are sparsely located. In the subsequent section, it is shown that the collected different sets of data have strikingly consistent autocorrelation models.
Results for selected autocorrelation model and updated random field parameters for UCS and EM
In this section, the selected most plausible autocorrelation models and associated posterior statistics of the random field parameters for the UCS and EM parameters are given. For the integration via Eq. (9), the integration regions with larger likelihood values (i.e. the region around the MPV of random field parameters) are partitioned into denser intervals. The whole integration space is divided into 1,000,000 parts, i.e. n a Â n b Â n s Â n q ¼ 1; 000; 000, where n a , n b , n s , and n q respectively are the numbers of intervals for a, b, s and q. This number ensures the convergence of the evidence. For example, the logarithms of the evidence for the SEACF model, ln½Pð b Y M 1 Þ, for 1,000, 000 and 7,000,000 intervals respectively are e22.61 and e22.60, the difference between which is ignorable. In addition, for evaluating Pð b Y M i Þ, the prior ranges for the four parameters ½a; b; s; q of UCS are respectively set as a˛Âa * i À 2:5MPa=m; a * i þ 2:5MPa=m 
Most plausible autocorrelation models for UCS and elastic modulus
The evidence for different autocorrelation models and different sets of UCS data is summarized in Table 1 . As shown in Table 1 , the single exponential autocorrelation function has the maximum values of evidence regardless of the rock type and data set, indicating the single exponential autocorrelation function is the most plausible model to describe the autocorrelation structure of the UCS of rocks. Table 2 summarizes the evidence for different autocorrelation models and different sets of elastic modulus data. As shown in Table 2 , the exponential autocorrelation model also has the maximum evidence in most cases. The astute readers may doubt the accuracy of the results because the collected UCS data are relatively limited (10e21 data points in each data set). However, as shown by Cao and Wang (2014) , the Bayesian model class selection model could identify the most plausible model even when the H.-X. Liu, X.-H. Qi / Geoscience Frontiers xxx (2017) 1e10 5 sampling spacing is large. In addition, since all or most (10/ 11 ¼ 91%) of the data sets have the same optimal autocorrelation function, it is of high confidence to conclude that the single exponential autocorrelation is the most suitable autocorrelation function for the UCS and elastic modulus of igneous and sedimentation rocks. Table 3 . When calculating the posterior standard deviations, some abnormal values such as extremely large values or infinity are obtained and denoted as "d" in Table 3 . These abnormal values occur because certain diagonal component of the Hessian matrix is equal to or close to 0, resulting in a singular or nearly singular Hessian matrix. To further explore the reason, Fig. 4 Excluding the abnormal data set in Table 3 , it can be seen that the scale of fluctuation of UCS ranges from 0.3 m to 8 m and there is no apparent difference between the SoFs for sedimentary rocks and for igneous rocks. In addition, other useful information could also be deduced based on the posterior means and standard deviations of the random field parameters. For example, the posterior coefficient of variation (COV) of UCS at various depths are calculated by respectively are the posterior mean of UCS, a and b. Using this equation, it can be readily calculated that the COVs for various sets of UCS data ranges from 9% to 75%. The interval falls within the typical ranges provided by Aladejare and Wang (2017) , which justify the analyses in this study. Apart from COV, the credible interval is another useful information in Bayesian statistics. The 95% credible interval of a parameter is a range within which the parameter falls with a probability of 95%. The posterior statistics of random field parameters for the elastic modulus are summarized in Table 4 . As shown in Table 4 , the scale of fluctuation for elastic modulus ranges from 0.3 m to 8.4 m. Using the same method as the UCS, it can be easily deduced that the COV for the elastic modulus ranges from 4% to 88%. This range also accords with the results given by Aladejare and Wang (2017) . The credible intervals for random field parameters of EM also fall within the corresponding prior ranges and are not repeated herein.
Posterior statistics of random field parameters
COVðzÞ ¼ s po s =m po UCS ¼ s po s = m * a z þ m * b ,
Differences of autocorrelation coefficient for different models
To illustrate the significance of autocorrelation function selection, Fig. 5 plots the autocorrelation coefficients for the optimal autocorrelation model and other models with vertical separation distance. In Fig. 5a and b the autocorrelation coefficients for different models are plotted while in Fig. 5c and d As shown in Fig. 5a and b, the autocorrelation coefficients for the single exponential model are quite different from other models. For example, the autocorrelation coefficients at jDzj ¼ 2 m for model M 1 , M 2 , ,,,, M 5 respectively are 0.38, 0, 0.07, 0.02, 0.25 in Fig. 5b . The differences are more evident in Fig. 5c and d. As shown in Fig. 5c , the autocorrelation coefficient for the cosine exponential autocorrelation function might be 12 times as large as that for the single exponential model. All these results highlight the significance of autocorrelation function model selection. It is worth noting that many studies evaluated the effect of autocorrelation functions (ACFs) on the reliability of geotechnical structures by assuming the same value of SoF for different ACFs (e.g. Li et al., 2015b; Liu et al., 2017c) . This treatment is not reasonable because, based on the results of this study, different values of SoFs would be obtained for different ACFs if the same source of data is used. 
Conclusions
In this paper, UCS and elastic modulus data for sedimentary and igneous rocks are collected. The autocorrelation structures are selected using a Bayesian model class selection approach and the posterior statistics of the scales of fluctuation for these two parameters are estimated using a Bayesian updating approach. The results show the autocorrelation structures for both UCS and EM could be best described by a single exponential autocorrelation function. The scales of fluctuation for UCS and EM respectively range from 0.3 m to 8.0 m and from 0.3 m to 8.4 m. The ranges of the scale of fluctuation are valid for rocks in similar geological environments and the same rock categories as studied in this paper. For other cases, the SoF ranges obtained in this paper could be applied as prior information and the scale of fluctuation could be updated using site specific data.
