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ABSTRACT
Synthetic seismograms of elastic wave propagation in a fluid-filled borehole
were generated using the finite difference method to later understand the
effect of variations in the geometry or properties of the borehole. A detailed
comparison between the seismograms generated by the finite difference
technique and the discrete wavenumber summation technique showed that the
body waves (refracted P and S waves) are identical, while the guided waves
showed a slight difference in both phase and amplitude. These differences are
believed to be due to the dispersion generated by the finite difference method.
We have studied the depth of investigation of the refracted body waves in an
invaded or damaged borehole using the conventional ray theory approach and
compared it to the finite difference methods. The results show that the
minimum source-receiver separation necessary to observe the unaltered
formation depends on both the velocity gradient and the lowest and highest
velocity of the damaged zone. Models calculated for invaded or flushed zones
show the effects of invasion on full waveforms. Generally the effect on velocities
is small. The amplitudes of P waves, however, are strongly affected by the
properties of the damaged zones and invaded zones. The inclusion of a rigid tool
makes the model more real but it is important to understand the effects of its
presence when analyzing seismograms.
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1. INTRODUCTION
For measuring formation parameters such as velocity, density and attenuation in
wells we use different logging tools. The sonic logging tool has been used widely to
measure formation P velocity. More recently scientists became interested in the full
waveform which provides information about the shear wave velocity and other
parameters such as attenuation. To obtain the best possible interpretation of an
acoustic log, it is necessary to fully understand the physics of elastic wave
propagation in and around the borehole. To overcome the mathematical complexity,
it is generally assumed that the borehole is an ideal cylinder with axial symmetry
and depth independent elastic properties (e.g., Biot, 1952; White and Zechman, 1968;
Tsang and Rader, 1979; Cheng and Toks6z, 1981). This type of approach is applicable
to idealized geometries' and general aspects of wave propagation. The next step in
this problem is to gain some insight into the effects of more complicated conditions
often encountered in boreholes. For example, it is important to know how a variable
borehole diameter between source and receiver affects the logs, and how thin layers
and horizontal bed boundaries change the observed waveforms.
At the present time, finite difference or finite element are the only methods, that can
be applied to the elastic wave equation, with the potential to answer these questions.
In this thesis we describe a finite difference technique for the elastic wave
propagation in a borehole and we apply it to investigate effects of borehole
complexities on full waveform acoustic logs. In Chapter 2 we present the basic
equations used in the finite difference method, and analyze effects which may arise
by the misuse, or lack of care, in the implementation of the finite difference method.
Chapter 3 we apply the finite difference method to the acoustic logging problem in
simple as well as layered boreholes to investigate the effects of an invaded zone, and
the inclusion of a rigid tool. An important aspect of theses studies is to determine
the "depth of investigation" of acoustic logs. The finite difference method shows by
snapshots the penetration of wavefront geometries and energy into the formation.
Finally, Chapter 4 consists of the discussion and conclusions.
In the Appendices we present detailed mathematical formulations for the liquid-solid
interface, the rigid tool, and a description of the sources used in the finite difference
modelling.
2. THEORETICAL DEVELOPMENT
Seismic wave propagation in a borehole has been treated by many authors assuming
axial symmetry and depth independent properties; in this thesis we will maintain the
assumption of axial symmetry. However, we are able to include some depth
dependent properties such as washouts, fissures, or horizontal beds in applications.
The main goal of this thesis is to test the range of validity of the finite difference
method itself.
2.1 The finite difference method
The finite difference method offers a direct and straightforward numerical approach
to solve the wave equation with initial and boundary conditions., The method is
general and flexible, and may be applied to an inhomogeneous body of any shape. In
practice it is necessary to introduce artificial boundaries in order to reduce the
model to a finite size. Reducing the effects of artificial boundaries is an important
aspect of finite difference modelling.
The size and complexity of a problem that can be solved by the finite difference
method' is limited by the capability of the available computer. In general, it is
necessary to find an algorithm, or a scheme, that minimizes required memory size
and computer time. An efficient algorithm must be based upon the maximum
symmetry exploitation of a given problem and the simplification of basic equations
and boundary conditions required for accuracy, as well as optimal choices of grid
configurations, finite differences formulas and conditions at the artificial or
absorbing boundaries.
The finite difference method is essentially an approximation to derivatives. By using
this approximation we are able to solve any differential equation within an error
margin. For an example we will use the simple finite difference approximations for a
function p(x) which can be expanded in a Taylor series.
(z t AX)= O(X) t zAX + _L z)2 t (Az)+0(Az) (1)ax 2O32x6 x
The forward difference approximation is defined by
CH + ![ p(x+Ax)-V(x)] (2)
and the backward difference approximation formula by
.[ p (z)-T~ -Az)] (3)
The truncation error for both cases has a leading term proportional to Ax. On the





with a leading error of order (AX) 2 .
By adding the Taylor series for W(x+Ax) and V(x-Az), we find an approximation
formula for OW2/ ax2 :
a (2. 2 [(x+Ax)-2 o(x)+o(z -Ax)]. (5)
The leading term of this approximation formula is also of second order [ (AX) 2
Abramowitz and Stegun [1965] present formulas with higher order approximations.
These schemes were first used by Alterman and Karal [ 1968 ] and Ottaviani [ 1971 ],
but in both cases they solved a homogeneous explicit case.
A list of all the papers on the finite difference method in seismology would be too
lengthy to include here. Three papers were "pioneers" in the work: Alterman and
Karal [1968 ]; Boore [ 1972 ]; and Kelly et al. [ 1976 ].
2.2 The elastic wave equation solution
The wave equation in seismology has been solved by many different approaches. A
good review of all the methods appeared in a paper by Chin et al. [ 1982 ]. The
principal goal is to calculate synthetic seismograms that will allow us to better
understand the forward problem and to hopefully solve the inverse problem.
Finite difference and finite element are powerful methods of obtaining synthetic
seismograms for complicated geometries as well as for simpler cases. However, the
computation of the high-frequency response becomes expensive because of the need
for smaller meshes. These are known to be useful in a case of a laterally
heterogeneous medium because the amount of computation is not necessarily
dependent on the geometrical complexity.
The equation to be solved is the elastic wave equation for perfectly elastic, isotropic
media in the absence of body forces (Aki and Richards, 1980):
p~i. = TV j (6)
where p is density, ULL is the displacement vector and i is the acceleration vector.
Trj is the stress tensor for isotropic media, with summation over repeated indices.
The stress tensor for isotropic media can be written as
r, =[X6, +y(6a 6jL +6j, 6jk )]eks (7)
where A and yt are Lame's parameters, 6 is the Kronecker delta, and
ek=.L-(uk,+uL.k) is the strain tensor. Equation (6) is solved in two-dimensional2
cylindrical co-ordinates (r,z) and the parameters (p,XAp) are assumed to be
functions of radius r and depth z only. In the case of a borehole without a rigid tool,
a compressional point source is located in the liquid on the axis of symmetry (r=0)
and a liquid-solid interface is located at a radius, R. With a rigid tool, a
compressional source is located on the rigid tool wall and can be viewed as a ring
around the tool. A vertical line of pressure receivers will be located below the point
source on the axis of symmetry (Figure 1) or along the surface of the rigid tool
(Figure 2). The time dependence of the source pressure function is shown in
Appendix A3.
As outlined by Alterman and Loewenthal [ 1972 ] and Kelly et al. [ 1976 ], the elastic
wave equation with the parameters (p,X,p), (functions of radius and/or depth) can be
solved directly using an explicit finite difference method. In terms of displacements,
equations (6) and (7) become
pdl=(X+p)V(V i2 )+V 2j +VX(V -22)+Vp x(Vxd )+2(Vp -V)11 ()
The finite difference formulation of this equation in cylindrical coordinates in a
heterogeneous media is given by Stephen [ 1983 ].
Assuming isotropy and homogeneity, we can express the vector equation (8) by two
scalar equations for the horizontal and vertical displacements.
1 1
puu -(X+2p)(urr + '-4 I)-uzz -(X+p)wr. =0 (9)
1 1
pwt -p(w,. + )-(X+2p)w.z -(X+pt)(urx + 1 U )=0 (10)
This formulation is useful and faster if we solve the wave equation in a fluid and a
solid with homogeneous properties. Between both materials we have to include either
an interface, in order to satisfy the boundary conditions, or an interface and a
transition zone. The finite difference solutions using equations (9) and (10) are given
in Appendices A and B.
2.3 Constraints, limitation and accuracy
The principal cause of inaccuracy in finite difference calculations for slowly varying
media is grid dispersion. If the grid increments (Ar,Az) are too large, low
frequencies will travel faster across the grid than high frequencies, causing apparent
dispersion. This result is generally true for cornpressional waves. For shear waves
the dispersion relation is more complex and for some combinations of Poisson's ratio
and propagation direction high frequencies will travel faster than low frequencies [
Bamberger et al, 1980 ].
To better understand this effect we look at a simple function




Using the approximation formula we obtain
P(t) (13)
6t2  (At )2
which can be simplified into
6 2<pjt } , coswAt-2 4 t) = - sin2( $) (t) = -14)
at2  (At) 2  (,t)2 2
From equation (14) we can observe that the finite difference method uses an
apparent value O for the frequency w.
= - sin( cbt) 2cAt (15)At 2 2At
The approximation holds when wAt is small. For high frequencies the apparent
frequency W becomes significantly smaller than the true value w . For a fixed
wavenumber this implies a slower phase velocity.
Trefethen [ 1982 ] found that energy travels faster at 45 0 and slower in any other
direction. An analysis for a general finite difference calculation has been made by
Sato and Ishihara [ 1983 ], yielding similar results. Compressional waves are slower at
high frequencies; shear waves are faster at high frequencies and generally at angles
closer to 45 * , because they are undersampled. The dispersion is also dependent on
the ratio -; the closer to 1 this ratio ( Poisson ratio equal to 0.25 ), the smaller will
be the dispersion.
To investigate effects of grid size we use the acoustic wave equation in cartesian
coordinates.
1 02U 02U 02(16
- - +(16)V2  Ot X 82 2  By2
Applying a tridimensional Fourier Transform we obtain
- =(17)
the finite difference approximation is
__4 sin_ _nt_ 4 2 k Ax 4 ki 2 y( (18)
(vAt) 2  2 (AX) 2  2 (Ay)2 2
or more simply
sin2 (t _ 2 (At) 2 [sin2 ( k +A (Az) 2 sin2( A) (19)
2 (z)2 2 (y)2 2
If we define Axz=Ay , we then obtain the stability condition for a homogeneous two
dimensional acoustic case At< 1 A
V2v
The grid size in this finite difference model is defined by using the following formula:
&n= (20)
nf =
where the factor n represents the number of points per wavelength to be used, fm
the maximum frequency, and Vwn the minimum velocity value in all of the model.
In the case of propagation in infinite elastic homogeneous media, explicit finite
difference formulation is stable only if:
Atsmin(Ar,Az) (21)
where a=V +2p, #=J, or and Az represent the grid size in the radial and
p p
depth axis, and At is the time step necessary to calculate the time derivative
accurately. Kelly et al. [ 1976 ] suggested that stability in heterogeneous media
could be expected provided equation (21) held everywhere on the grid. This is only
valid for the case of "slowly" varying media. Unfortunately, sharp interfaces treated
with the heterogeneous formulation do not satisfy this condition. The method
becomes unstable at such interfaces.
Estimates of the number of grid points per wavelength, which will give acceptable
results, vary from ten to thirty. This uncertainty makes the comparison of finite
difference results with results of other techniques extremely important.
In order to minimize the computation time, it is necessary to minimize the number of
grid points. This is accomplished by the proper selection of axes of symmetry and
absorbing boundaries. In the present model the top and left-hand boundaries are
selected to be the axes of symmetry, thus placing the compressional point source in
the upper left corner (see Figures 1 and 2). An exact finite difference formulation of
the elastic wave equation is possible at axes of symmetry and these are generally
preferable to absorbing boundaries where approximations must be made. The axes
of symmetry formulation can be obtained from the formulation outlined in equations
(9) and (10) by either applying symmetry conditions for the displacements or
applying 'Hospital's rule for terms containing 1/ r, (e.g., for the left-hand boundary,
becomes as r goes to zero) [ Alterman and Loewenthal, 1972].
r Oz Or cz
The different types of models to be used in this paper are presented in Figure 3 with
the density and velocity values of the fluid and the formation. For the absorbing
boundaries we follow the formulation of Clayton and Engquist [ 1977 ], corrected by
Fuyuki and Matsumoto [ 1980 ] and modified by Emerman and Stephen [ 1983 ]. The
method assumes a parabolic approximation to the elastic wave equation about an
axis normal to the boundary and works best for energy propagating at near normal
incidence. We also follow the formulation of Reynolds [ 1978 ] in the lower boundary
(z = constant); this formulation is more accurate than the previous one in
heterogeneous cases. The Reynolds method assumes a special boundary condition
and wave equation that allows only one-way propagation, which works best for energy
propagating at near normal incidence.
Guided waves are not absorbed by boundary conditions based on the parabolic
approximation [ Fuyuki and Matsumoto, 1980 ]. The component of displacement
parallel to the boundary of the elliptical particle motion of the guided waves causes
problems if the boundary is close to the borehole. To avoid this problem a minimum
of two wavelengths of the lowest frequency guided wave was used as a criterion for
the placement of the grid boundary away from the liquid-solid sharp interface.
In the case of a soft formation, because of the long period ( large wavelength ) of the
Stoneley wave and the considerable amount of energy traveling on it, the location of
the absorbing boundaries has to be pushed away from the center of the borehole as
opposed to the cases analyzed in this thesis. This increase makes it almost impossible
to model large offsets. In order to obtain accurate far offset cases, therefore, it is
imperative to develop an improved absorbing boundary schema.
3. APPLICATIONS TO BOREHOLES
We present applications of the finite difference method using an open hole or a rigid
tool, a liquid-solid sharp interface or a liquid-solid sharp interface plus an invaded
zone.
3.1 Seismic waves in a fluid filled borehole
In order to better understand the wave propagation problem in a fluid filled borehole
it is important to recognize the importance of the geometry of the borehole and the
different type of waves belonging to it.
The basic geometry of the problem is presented in Figure 1 where we have a
cylindrical hole drilled within the formation and illed with a fluid ( mud). For the
simplest case we have a two media problem: the mud and the formation. During the
process of drilling, the formation surrounding the bore may be modified (i.e.
damaged and/or invaded by the mud ). In this case the problem will have an
intermediate layer with properties varying from the fluid solid interface to the virgin
formation. Several authors have worked on analytical solutions of the wave
propagation problem; Biot [1952], Somers [1953], White [ 1962 ] and Peterson [ 1974 ]
investigated the dispersion characteristic of the guided waves in a solid borehole
while Jacobi [1949 ] investigated the case of a two cylindrical fluid media. More
recently the inclusion of a logging tool has been made by Wyatt [1979], and Cheng
and Toks6z [1980,1981].
Synthetic seismograms for a fluid filled borehole have been calculated by White
[1967]; White and Zechman [1968]; Rosenbaum [1974]; Tsang and Rader [1979];
Cheng and Toks6z [1980,1981]; and Paillet and White [1982]. Cylindrical layered
models have been treated by Schoenberg et al. [1981]; Chang and Everhart [1983];
Baker [1984] and Tubman et al. [1984].
We will analyze the case of V > V. > VY, symbols that correspond to the formation
compressional velocity, formation shear velocity and fluid velocity. An example of a
full waveform seismogram is shown in Figure 3.
The first wave is the P wave which corresponds to a compressional wave in the fluid,
critically refracted into the formation as a compressional wave and refracted back
into the fluid as a compressional wave ( PPP ). The second wave to be observed is the
S wave which corresponds to a compressional wave in the fluid, critically refracted
into the formation as a shear wave and refracted back into the fluid as a
compressional wave ( PSP ). Both waves behave as head waves when they reach the
formation.
In addition there are guided waves. One group of guided waves is called reflected
conical waves by Biot [1952], normal modes by Tsang and Rader [1979] or pseudo
Rayleigh waves by Cheng and Toksbz [1980,1981]. The main property of these waves is
that in the formation they decay radially away from the borehole and that they are
oscillatory in the fluid. These waves are dispersive, and Figure 4 shows the
dispersion curves from Cheng and Toksi6z [1981]. The velocities have been
normalized by the fluid velocity, both the phase and group velocities have an upper
bound equal to the shear velocity of the formation. The minimum value for the phase
velocity is equal to the compressional wave velocity of the fluid. The group velocity
has a slightly more complicated pattern, having a minimum value below the fluid
compressional wave velocity, region that will explain the Airy phase, but at high
frequency the group velocity reaches the value of the fluid compressional wave
velocity asymptotically. The dispersion curve explains why the arrival of the pseudo
Rayleigh wave is spread in time, starting with the arrival of the S wave (
corresponding to the low frequency cutoff [a] in Figure 3 ), and finishing with the
Airy phase ( [c] in Figure 3 ).
Between sections [a] and [c] in Figure 3 there is a strong low frequency arrival noted
as [b] that corresponds to the Stoneley wave. This wave travels almost without
dispersion at a speed slightly slower than the fluid velocity. The amplitude of this
pulse decays exponentially away from the borehole wall, both in the fluid and the
formation, a property that will later help us to identify it in the snapshots.
3.2 The Liquid-Solid interface
To check the results from the finite difference method (FD), it is necessary to
compare them with results from a well established technique like the discrete
wavenumber summation method (DW) ( Bouchon and Aki, 1977; Cheng and Toksoz,
1981 ). For the comparison we will use the simple model where the borehole is in a
homogeneous formation.
In this case the solution of the wave equation in the solid and in the liquid is related
to the following boundary conditions:
a) the continuity of the stress normal to the borehole wall,
b) the disappearance of the tangential stress in the solid,
c) the continuity of the normal displacement.
Additionally, we note that the vertical displacement in the borehole wall is
discontinuous.
In order to compare the finite difference and discrete wavenumber approaches for
liquid-solid interfaces, it is necessary to specifically code the boundary conditions
for the sharp interface [ Stephen 1983 ]. A second order approximation in the space
increments gives the best results. Stephen compared the results of the finite
difference formulation for a sharp liquid-solid interface to the reflectivity method for
sea floor models. In this paper, the second-order formulation for a sharp liquid-solid
cylindrical borehole interface, as well as the second-order formulation for a
cylindrical rigid tool-liquid interface, are given~( Appendices Al and A2 ). Different
synthetic seismograms are calculated to illustrate effects of grid size, dispersion and
formation properties on finite difference solutions. Model parameters used are
tabulated in Figure 5.
In Figure 6 the synthetic seismograms calculated by the discrete wavenumber
method (6a) and finite difference method (6b) are compared. The formation and
fluid properties are those of Model 1 in Figure 5. The radius of the borehole is .1m
and the center frequency of the source is 15 kHz with a bandwidth of 5 kHz. In the
synthetic seismogram calculated using the finite difference method, 15 points per
wavelength at the highest frequency, are used for the compressional wave. There is
a very close match of the two waveforms; the P wave trains are almost identical, the S
wave arrivals are well matched, and there is good agreement between the two
seismograms, including the pseudo-Rayleigh and Stoneley wave packet. There are
some phase differences in the two seismograms in the guided wave packet. At the tail
end of the FD seismogram there is some ringing which is absent from the DW
seismogram. In general, the overall agreement between the two methods is quite
good. A reduction of the time step by a factor of 2 doesn't improve the solution as
expected. Equation (21) has to be used carefully, and the better selection for At is
equal to the maximum value possible. This selection will imply the smaller induced
numerical dispersion.
In Figure 7, the center frequency of the source is reduced to 10.6 kHz. There is an
excellent match between the two seismograms. The only difference is a slight arrival
time difference in the Stoneley wave pulse at about 1.35 msec. Again we used 15
points per wavelength and the Model 1 ( Figure 5 ).
It is clear from Figures 6 and 7 that the frequency content of the signal is very
important in the generation of the synthetic seismogram. The frequency content
affects the choice of both the grid size and the time step in the FD solution. The time
step A t is related to the grid size A x through equation (21), and the grid size is
defined by:
Az= Vnn (22)1of
The factor 10 in the denominator represents the minimum allowable number of grid
points per wavelength of the shortest wavelength body wave. Unless otherwise
indicated, we normally used 10 points per wavelength. In the case of a fluid filled
borehole one must deal not only with P and S wave velocities, but also pseudo-
Rayleigh and Stoneley waves, which propagate with velocities lower than the fluid
velocity. A factor of 0.8 was used to reduce the smallest velocity in the system (a1 or
P) for the grid size calculations. Due to dispersion in the guided waves, the calculated
value of Ax is smaller than that required for almost every frequency, implying that
the value of At is also smaller than the minimum required. Thus, the slower the
wave, the bigger the induced dispersion in comparison to faster waves.
Another consideration in the borehole problem is the maximum frequency, f ,
used in equation (22). Normally f m is taken to be the upper-half-power frequency
of the source. In the borehole case, however, this frequency is not always adequate.
Figure Ba shows the frequency spectrum of the DW synthetic seismogram shown in
Figure 6a. Although the source used in Figure 6 has an upper-half-power frequency
of 20 kHz, there is significant energy at about 23 kHz. This is due to the excitation of
the second mode of the pseudo-Rayleigh wave (Cheng and Toks6z, 1981; Paillet,
1980). The grid size used to calculate the waveform in Figure 6b gives a number of
grid points per wavelength which is less than 10 in that case. This is reflected in the
phase difference in the pseudo-Rayleigh wave packets between the FD and DW
synthetic seismograms shown in Figure 6. For comparison, Lhe frequency spectrum
for the DW synthetic in Figure 7a is shown in Figure 8b. The higher mode of the
pseudo-Rayleigh wave is clearly not excited at this lower frequency, and the grid
spacing used is adequate.
3.3 Inclusion of a Rigid Tool
In this case the solution of the wave equation in the rigid tool and in the liquid is
related to the following boundary conditions:
a) the continuity of the stress normal to the borehole wall,
b) the vanishing of the tangential stress in the rigid tool,
c) the vanishing of the normal displacement.
In order to compare seismograms with and without the rigid tool in the borehole, we
start with an open hole seismogram. Figures 9 and 10 show open hole results for
formation parameters of Model 2 (Figure 5). Figure 9 is obtained with the finite
difference method and Figure 10 is generated with the discrete wavenumber method.
The center frequency is 12 Khz, and the bandwidth is 4 Khz. The match is good but
not perfect, the P and S comparison is good, but the match of Rayleigh and Stoneley
wave packets is degraded, primarily because the presence of the second mode of the
pseudo Rayleigh wave affects the number of grid points per wavelength.
Figures 11 and 12 illustrate the case of the inclusion of a rigid tool of 4.5cm radius
(Model 2, Figure 5). Note the increased number of cycles before the S arrival. In
general, the P waveforms in the rigid tool case show more oscillations than the open
hole case with the same borehole radius. This is an expected observation. The match
between methods is surprisingly good, though again the last part of the waveform
presents some problems. But in this case the pseudo-Rayleigh wave dispersion
curves are shifted to higher frequencies ( Cheng and Toks'dz 1981 ). The second mode
of the Rayleigh wave is not excited and the number of grid points per wavelength is
adequate. This shows the importance of the influence of the different modes of the
guided waves and the care one must take in the generation of the finite difference
synthetics.
These examples show that where there are a number of wave types propagating with
different velocities, finite difference grid parameters cannot be the optimum for each
and every wave. As a result a choice has to be made. This is acceptable as long as the
limitations and effects are understood. Comparison with discrete wavenumber results
was helpful in establishing the limitations of finite difference.
3.4 Existence of a Damaged Zone
The drilling process may damage the formation immediately around the borehole.
The damaged zone thickness could be equal to the borehole radius. Long-spaced full
waveform acoustic logs may be able to "see" past the altered zone and measure the
true formation properties. To verify this we have studied the depth of investigation
of refracted body waves in an altered borehole using both the ray theory and the
finite difference approach. We calculated the minimum source-receiver separation
necessary to observe the unaltered formation and we found that it depended on both
the velocity gradient and the extent of the altered zone. However, it is not clear that
the ray theory is valid in this case because of the comparable size of the wavelength,
the borehole radius and the thickness of the altered zone.
A velocity model for a borehole with an altered zone is shown in Figure 13. Reduced
velocities represent the damaged zone. The model has a liquid-solid sharp interface
with a varying velocity zone between the interface and the unaltered formation. The
shaded area represents the range of possible shear wave velocity values that this
layer may have. This situation happens mainly when the effective pressure on the
rock skeleton diminishes because of the increase of the pore pressure.
In order to better understand the phenomena, rays traced across the linear velocity
gradient zone are shown (Figure 14). We observe that if the thickness of the damaged
zone increases, the ability to observe a ray coming back from the unaltered
formation is reduced. If we increase the formation velocity without changing the
geometry, the source-receiver separation necessary to see the rays refracted from
the formation is also reduced (Figure 15).
The rninimum source-receiver separation that will permit us to observe the
properties of the formation through the altered zone can be calculated using ray
theory:
z = 2DVIVr + 2R Vf (23)
where z is the value for the minimum source-receiver separation required to "see"
the unaltered formation in an open borehole with an invaded zone of thickness D
and with a positive linear velocity gradient. Using equation (23) we generated the
Table presented in Figure 16 with different values of velocity and thickness of the
damaged zone.
Synthetic seismograms generated with the finite difference method in a borehole
with and without a rigid tool, and with a damaged zone surrounding the borehole, are
presented in Figures 17 and 18 respectively, using Model 3 (Figure 5). Compared with
the homogeneous formation case in Figure 9, we observe a small travel time delay in
the damaged zone case, and an increment in the P wave amplitude (Figure 17). This
amplitude increase is due to more energy with a ray parameter close to the critical
value being channeled through the damaged zone. The decay with distance z is
smaller than that of a head wave.
Figure 18 presents a damaged zone case with a rigid tool using Model 3 ( Figure 5 ). It
is hard to see a big difference between Figure 11 and Figure 18 . The main difference
is the amplitude increase of the P wave and also a small amplitude increase in the S
and Rayleigh waves, but the observations are too close to the source for this
difference to be obvious. The additional beating observed at the end of the traces is
due to the reflections from the absorbing boundary. In the rigid tool case more
energy is generated in the radial direction, and the reflection effect becomes
important. In Figure 19 we compared the travel times picked from the finite
difference synthetic seismograms and calculated by ray theory using parameters
given in Model 4 ( Figure 5 ). The agreement is good beyond the critical distance.
Finally, in Figures 20 and 21 we present record sections for Model 3 ( Figure 5 ) in an
open hole and a hole with a rigid tool. The size of the damaged zone is 9cm. The
minimum source-receiver separation calculated using Eq. (23) gives us a value of
90cm for the open hole case and 85cm for the rigid tool case. In the figures these
values can be related to the decrease in amplitudes of the P waves at the point where
the transition from the rays being bent back by the velocity gradient to the rays
refracted along the unaltered formation occurs ( Figures 17 and 18 ).
In Figures 22 and 23 we present the "snapshots" of the two previous record sections.
The differences between the cases with and without a rigid tool in an open borehole
are clear and can be identified as higher frequency in the Rayleigh wave packet in
the rigid tool case. More reverberations and wave trains are seen in the solid because
the existence of the rigid tool makes a thinner liquid layer. At 18cm from the center
of the borehole, there where the virgin formation starts, we can also identify the
beginning of the wavefronts propagating at the highest possible speed.
3.5 Existence of an Invaded or Flushed Zone
Drilling fluid invading the formation can increase or decrease velocities depending
on whether the formation is brine or gas saturated. In Figure 24 we show a typical
velocity profile for an invaded zone in a gas saturated formation. Compressional
wave velocity is increased due to fluid invasion but shear velocity remains nearly
constant ( Johnston 1978 ). The Models 5, 6, 7 and 8 ( Figure 5 ) represent a series of
invaded models.
In Figure 25 we present a record section corresponding to Model 6 ( Figure 5 ); the
velocity calculated from the record section is constant and equal to 3.93 Km/sec.
The velocity of the flushed zone is 4.13 Km/sec and the velocity of the virgin
formation is 4.00 Km/sec. The amplitudes of the P wave arrivals are smaller than in a
similar damaged zone ( Figure 26 Model 9) case.
In Figure 27 we present a similar record section, but this time from Model 5 ( Figure
5 ). This model is similar to Model 6 except for the size of the flushed zone ( 9cm vs.
27
27 cm). We do not see a major difference between seismograms in Figures 25 and 27
in spite of the big change in the size of the flushed zone ( 300% ). The P wave velocity
measure in Figure 27 is 3.90 Km/sec. To investigate this phenomenon further we
increased the contrast to 14% ( Models 7 and 8 ), compared to 3% of Models 5 and 6.
Figures 28 and 29 show the record sections corresponding to Models 8 and 7
respectively. The speed of the P wave obtained in the short flushed zone case to 3.70
Km/sec and in the large flushed zone case is equal to 3.75 Km/sec.
This method cannot better accuracy because it has a major grid dispersion problem
which cannot as yet be so controlled as to obtain the correct velocity values. We have
seen two different cases, however, where the P wave velocity was determined by
measuring the travel time slope, and the results were not clear enough to establish
the absence of a flushed zone.
We can conclude that for large offsets the P wave velocity will tend to the virgin
formation value, as in the case of the damaged zone. In Figure 30 we present the
record section for the damaged zone case ( Model 3 in Figure 5 ). We can observe that
the basic difference between the previous record sections is the amplitude of the P
wave train. Moreover, seismograms do not differentiate a damaged zone from a
flushed zone. The amplitude difference results from the focusing effect in the case of
a damaged zone, and from a change in Poisson's ratio in case of damage and/or
invasion. The P wave velocity measured in this case is 3.93 Km/sec
For a final comparison, Figure 31 presents the record section for Model 8 ( Figure 5)
in the same format as Figure 11. The differences between these two figures (11 and
31 ) are too small to be observable.
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CONCLUSIONS
Synthetic acoustic logs which demonstrate the salient features of observed logs can
be generated by the finite difference method using appropriate formulations. A
comparison between the discrete wavenumber method and the finite difference
method showed that the latter should be used carefully in the interpretation of the
synthetic seismograms, especially in the case of guided waves. The use of a
heterogeneous formulation in a borehole with a damaged zone allows us to compare
the model velocities with velocities determined from theoretical record sections. This
comparison shows that it is necessary to have a large source-receiver spacing in
order to "see" past the damaged zone.
Models calculated for invaded or flushed zones show the effects of invasion on full
waveforms. Generally the effect on velocities is small. The amplitudes of P waves,
however, are strongly affected by the properties of the damaged zones and invaded
zones.
The inclusion of a rigid tool affects the character of seismograms. It is important to




Al. Second Order Boundary Conditions for a Liquid-Solid Cylindrical Interface
It is necessary to formulate the liquid-solid interface specifically in the finite
difference code by boundary conditions [Stephen, 1983 ]. That formulation was made
for interfaces normal to the depth z axis and is inappropriate for interfaces normal
to the radius r in cylindrical co-ordinates. The formulation for this case, which is
analogous to a formulation for solid-solid interfaces originally presented by Ungar
and Ilan [1977], is given below.
The wave equation in the homogeneous liquid to the left of the interface (see Figure
1) is:
p+ 1 )-Xii=0 (Al-1)
PisWd-X 1 4(u + l1UI)-X w I =0 (Al-2)
and in the homogeneous solid to the right of the interface:
p -+p U .2_ 2)-pu 2 -+)u4=0 (Al-3)
P2Wt -ye(wQ . + 2)-+pe)(uz+ -U 2 ) =0 (A1-4)
The boundary conditions, which must hold at the liquid-solid interface, are a
continuity of normal stress,
k(,.'+ 1U )+X1Wx'=(X 2+2p)u4+X2 ( 1-U2+w2), (Al-5)
a vanishing of the tangential stress in the solid,
p2(U:+Wr2)=0, (A1-6)
and a continuity of normal displacement,
UI--U2. (A1-7)
The superscripts, 1 and 2, refer to values in the liquid and solid respectively. The
unknowns in the derivation are the horizontal displacement at the interface,
ut,2(M,n,l), the vertical displacement in the liquid at the interface, wl(M,n,l) and
the vertical displacement in the solid at the interface, w 2 (M,n,l). The interface is at
a radius of R=MAr.
Additional relationships required in the derivation are the Taylor expansions:
-Aru + Ar2 r=u1(M-1nL )-uI(M,n,L) (Al-8)
2
Arur4+ Ar 2 4 =u 2 (M+ 1,n,L) -u 2 (M,n,l) (A1-9)
2
ArUor+ Ar 2U4=W2(M+1,n,)-W2(M,n,l) (Al-10)
2
and the finite difference expressions for mixed derivatives:
-2ArAzwrd =w(M-1,n +1,1)-w 1 (M-1,n -1,1)
-w 1(M,n +1,1)+w'(M,n-1,) (Al-11)
2ArAzu,; =u 2 (M+ 1,n+1,l )-U 2 (M+i,n -1,1)
-u 2 (M,n +1,I)+u 2 (M,n -1,L) (Al- 12)
2Ar Azu,2,=W2(M+ 1,n + 1,I) -W (M+ 1,n -1,I)
-W2(M,n + 1,I) aW2(M,n -1,1). (A1-13)
The finite difference formulation for the horizontal displacement on the interface, is
obtained by solving equations (Al-1), (Al-3), (Al-5), (Ai-7), (Al-B), (A1-9), (Al-11) and
(Al- 13), and replacing z and t derivatives with centered finite differences. Hence:
U12 (M,n,l+1)=2u'2 (M,n,l )- 2(M,n,l -1)
+a 1[w 2 (M,n+1,t)- e2 (M,n-1,1)]




+a@[u 1.2(M,n+1,1)-2u 1 2(M,n,L )+u 1.2(M,n -1,L)]
+a,[w2 (M+1,n +1,1)-w 2(M,n +1,l)-W2(M+1,n -1,1 )+w2 (M,n -1,1)]






At 2  2 V(X2 -Xj) - 1 ]Ar 2 (p +P2) ( -2 (X2 +2p 2 +X)]
At 2 2(X2+2p) 1a4- A 2  +P~a (i+ )
Ar2 (pi+p2 ) M
At 2  ye
Az2 (p1+P2)
At 2 (\ 2 +y,2)
A7rAz 2(pi+P2)
At2  X1aa= ArAz 2(pi+p2)
In all the formulations presented in this paper d=(u,w);Ar,Az,At are the increments
in radius, depth and time and m, n, I are the indices for radius, depth and time (i.e.
(m,n,)=(m Ar,nz ,L At)).
Similarly, by solving equations (Al-1), (Al-2) and (Al-B) for the vertical displacement
in the liquid at the interface one obtains:
WI(M,n,l +1)=2w'(M,n,l)-w'(M,n,l -1)
+b1[w '(M,n+1,1)-2w1 (M,n,l)+w'(M,n -1,1)]
+b2[u'(M,n +1,1)-ul(M,n -1,1)]
+63[u'(M,n+1,1)-u'(M-l,n+1,1)-u'(M,n-1,1)+u1 (M-1,n-1,1)]
+b4[u'(Mn +1,1+1)-2u1 (M,n+1,1)+u1 (M,n +1, -1)
-ts (M,n -1,1+1)+2u'(M,n -1,1)-u 1 (M,n -1,l-1)]
+b[w1(M,n+1,1)-2w'(M,n,l)+w1(Mn -1,1)
-w 1(M-l,n+1,1)+2w'(M-l,n,l)-d'(M-l,n -1,1)]
+b 3[u (M,n +1,1)-'(M,n -1,1)-u'(M-l,n +1,1)+u(M-l,n -1,1)]
where
At a
AAz 2 p 1 MM'
b = g~ z + )
At 2




be - AAt 2  ,AzAr p, 4M.
Note that this solution requires the horizontal component on the interface at future
points in time ((1+1)At) and that it must follow the calculation of the horizontal
components.
The vertical displacement in the solid at the interface is obtained from equations
(Al-4), (Al-6), (Al-10), and (Al-12):
w2(M,n,l +1)=2W2 (M,n,l)-w 2(M,n,l -1)
+c 1[u 1'2(M,n +1,1) -u. 2(Mn -1,1)]
+C a[w (M+1,n,l)-w2 (M,n,l )]
+c3[w2(M,n +1,1)-2w 2(M,n,l)+w2(M,n -1,1)]
+c4[u 2(M+l,n +1,l)-U2 (M,n +1,l)-u 2(M+l,n -1,1)+u 2 (M,n -1,1)]
where
CI= At 2A2 [1+ 1(Ap)
1 ArAz P2 2M p2
At 2 2p,
'Ar P2 2M
C At 2 X2 p+2
Az P2
At2  X2+p 2
Araz 2p2
A2. Second Order Boundary Conditions for a Rigid Tool-liquid Cylindrical Interface
The formulation for this case, which is analogous to the formulation for the liquid-
solid interface presented in Appendix Al is given below.
The wave equation in the homogeneous rigid tool to the left of the interface (see
Figure 1) is:
PoUt2-( +2po)(ui+ 10- -0)-po" -(A +p&?)w,P0,
PoWt -po(Wo. + 0 )-(o+2p )w0 -(X+p0)(u1, +0=0e lr
and in the homogeneous liquid to the right of the interface is:
PiutI -X(4 + - 1 1)-XjU;=0
p - ) =0





The boundary conditions which must hold at the rigid tool-liquid interface are a
continuity of normal stress,
(Ak,+2p 0)i4+X 0 ( .Lu0+W0)= X(r+ LU)+'W,1-T (A2-5)
a vanishing of the tangential stress in the rigid tool,
pQ(u4+WrP)=0, (A2-6)
a vanishing of the normal displacement,
a vanishing of the vertical displacement in the rigid tool,
(A2-7)
(A2-8)w0 =0.
The superscripts 0 and 1 refer to values in the rigid tool and liquid respectively. The
only unknown in the derivation is the vertical displacement in the liquid at the
interface, w 1(T,n,l). The interface is at a radius of R=TAr.
Additional relationships required in the derivation are the Taylor expansions:
Aruiz+ 1 Ar24 =1 (T+1,n,L)-uI(T,n,1) (A2-9)2
As in Appendix Al, by solving equations (A2-3), (A2-4), and (A2-9) for the vertical
displacement in the liquid at the interface, one obtains:
wI( T,nL +1)=2w 1( T,n,L )-w( T,n,L -1)
+b 1 [w l(T,n +1,1)-2w'(T,n,l)+w1(T,n -1,L)]
+b *'[ul( T,n +1,1 )-uI( T,n -1,1)]
+bs'[u l(T+1,n +1,1)-ul(T,n +1,1)-u(T+1,n -1,1)+u'(T,n-1,l)
+b "[u'( Tn +1,.l +1)-2u'( T,n +1,1)+u'( T,n +1,1 -1)
-u( T,n -1,l +1)+2u'( Tn -1,1)-uI( T,n -1,l -1)]
+b *[w1 (T+l,n +1,1)-2w 1 (T+l,n,l)+w1(T+l,n -,1)
--w(T,n +1,l)+2w'(T,n,l)-w1 (T,n -1,1)]




b' At2  1  1Arz 2p, T27'





, At2 X, i
e AzAr p 1 4T.
It is important to notice the similitude of the b coefficients of the rigid tool-liquid
interface and the b coefficients of the liquid-solid interface, and also the cornplete
equation for the vertical displacement in the fluid.
A3. The Source
Two different sources are used in the solution to the wave equation in the borehole
case.
a) Point source in the borehole axis ( absence of the rigid tool).
The source is a compressional point source in the fluid-filled borehole. The solution
to the wave equation for the compressional displacement potential in a homogeneous
liquid in cylindrical coordinate (r,z) is:
P(r,zjt)= g 2 (t - R/ a) (A3- 1)4vrpa2R
where R = (r2+z2)M is the distance between the source and the observation point,
a is the compressional wave velocity in the fluid,
p is the density of the fluid,
and A is a unit constant with dimensions of (mass x space x length2/ time).
In our work the source time function is taken to be ( Kelly et al, 1976)
g(t ) = -2fTe-O', T = t - t, (A3-2)
where C is a pulse width parameter and t, is a time shift parameter.
Since the displacement 1 is the gradient of the potential:
11(r,z,t) = Ri (-A) g(t -R/ a) + R(t - JRa) (A3-3)
z 41rpa2 R 2 Ra
R
where
g'(t) = -2t(1 - 274)e-Vr (A3-4)
Similarly, the solution to the pressure field (p = axspVa = a2pV2( = _ 02) iS:
prz ) Ag( -R/ a) (AS-5)
where
g "(t) = 4e(3 T -2(7)e - (A3-6)
and the Fourier Transform is :
F[g'"(t)] = inri-Mose _W2/4ei1(t, +R/a) (A3-7)
The peak frequency and bandwidth are determined from the pulse width parameter,
(. For a pressure source, from equation (A3-7), the peak frequency is-given by
f,* = 0.39V (A3-8)
with the upper-half-power and the lower-half-power frequencies given by 0.528t% and
0.266t, respectively. The bandwidth, defined by the distance between the two half-
power points, is given by 0.262t. In terms of fp, the values of ti and ta. are set
to:
t, =-min + 1.46 (A3-9)
a 7ea
ta= t, + a + 1.46 (A3-10)
a fsa
b) Sourbe in the surface of a rigid tool.
In this case a source model was prepared by White and Zechman [ 1968 ], Bhasavanija
[ 1983 ] and consists of the product of two functions. The radial displacement at the
rigid tool wall is defined by:
Ur.=f (t).g (z) (A3-11)
where f (t) is a Ricker wavelet [ Ricker, 1977 ] in the time domain and g (z) the
source strength distribution along the tool wall.
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The Ricker wavelet is defined as:
2{t -t 0 )2  (t -t0 )2f (ta)=(1- 2  )exp(- a) (A3-12)
a2 a2
if 0 < t < 2t 0 and, f (t)= 0 for t> 2to, where to is the time when the maximum peak
occurs, and a 2 = uses the value of wo, the peak frequency of the source spectrum.
In the case of the g (z) distribution, the following definition is used:
g(z)= C(z -z 0 )+7r -S c (z -z 0 ) -r (A3-13)
where zo is the center of the source and C is 21r divided by the source length. The
function a is defined in Abramowitz and Stegun [ 1964 ].
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FIGURE CAPTIONS
Figure 1. Outline of the geometry used for finite difference synthetic acoustic logs in
open hole case. Co-ordinates and types of boundaries are shown.
Figure 2. Outline of the geometry used for finite difference synthetic acoustic logs
with rigid tool. Co-ordinates and types of boundaries are shown.
Figure 3. Synthetic acoustic log by Cheng and Toksoz [1981].
Figure 4. Dispersion curves for Stoneley and reflected conical waves modified from
Cheng and Toksoz [1981].
Figure 5. Density and velocity model parameters used in the present paper. The tool
radius is 4.5 cm.
Figure 6. (a) Discrete wavenumber (DW), and (b) finite difference (FD) synthetic
seismogram at 2.2 m. The center frequency of the source is 15 kHz. (Model 1)
Figure 7. (a) Discrete wavenumber (DW), and (b) finite difference (FD) synthetic
seismogram at 2.2 m. The center frequency of the source is 10.6 kHz. (Model 1)
Figure 8. (a) Frequency spectrum
Notice the energy at about 23kHz.
seismogram in Figure 5a.
of the DW synthetic seismogram in Figure 4a.
(b) Frequency spectrum of the DW synthetic
Figure 9. FD synthetic seismograms using Model 2 in an open hole.
frequenty is 12 Khz.
Figure 10. DWN synthetic seismograms using Model 2 in an open hole.
frequency is 12 Khz.
Figure 11. FD synthetic seismograms using Model 2 and a rigid tool.
frequency is 12 Khz.
Figure 12. DWN synthetic seismograms using Model 2 and a rigid tool.





Figure 13. Velocity distribution used in the analysis of the depth of investigation.
Figure 14. Ray trace in a linear gradient zone. (change of gradient zone size)
Figure 15. Ray trace of a linear gradient zone. (change of formation velocity)
Figure 16. Table presenting the minimum source-receiver separation z necessary to
"see" the formation.
Figure 17. FD synthetic seismograms using Model 3 in an open hole with a damaged
zone. The center frequency is 12 Khz.
Figure 18. FD synthetic seismograms using Model 3 in a damaged zone with a rigid
tool. The center frequency is 12 Khz.
Figure 19. FD synthetic seismogram travel time picks using Model 4, compared with
the predicted travel time from ray theory.
Figure 20. FD record section using Model 2 in a damaged zone in an open hole.
Figure 21. FD record section using Model 2 in a damaged zone with a rigid tool.
Figure 22. Snapshots of the vertical displacement for the case in Figure 20.
Figure 23. Snapshots of the vertical displacement for the case in Figure 21.
Figure 24. Velocity distribution used in the analysis of the flushed zone.
Figure 25. FD record section using Model 6 in a (big) flushed zone with a rigid tool.
Figure 26. FD record section using Model 9 in a ( big) damaged zone with a rigid tool.
Figure 27. FD record section using Model 5 in a ( small ) flushed zone with a rigid tool.
Figure 28. FD record section using Model 8 in a ( big ) flushed zone with a rigid tool.
Figure 29. FD record section using Model 7 in a ( small ) flushed zone with a rigid tool.
Figure 30. FD record section using Model 3 in a ( small ) damaged zone with a rigid
tool.















Model v5 Pf R vp v, 0  Po D V,1  V1 P1
1 1.80 1.20 10 4.00 2.30 2.30
2 1.65 1.50 9 4.00 2.30 2.30
3 1.65 1.50 9 3.63 2.18 2.37 9 4.00 2.30 2.30
4 1.80 1.50 10 3.00 1.72 2.30 10 4.00 2.30 2.30
5 1.65 1.50 9 4.13 2.27 2.37 9 4.00 2.30 2.30
6 1.65 1.50 9 4.13 2.27 2.37 27 4.00 2.30 2.30
7 1.65 1.50 9 4.00 2.30 2.37 9 3.50 2.30 2.30
8 1.65 1.50 9 4.00 2.30 2.37 27 3.50 2.30 2.30
9 1.65 1.50 9 3.63 2.18 2.37 27 4.00 2.30 2.30
vj' vpO.,uo,vpV, 1 inKm/sec;pf ,popingm/cc,RandDincm.
Figure 5
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Vf R VO D V z
km/s m km/s. m km/s m
1.8 0.1 3.0 0.1 4.0 0.63
1.8 0.1 3.5 0.1 4.0 0.88
1.8 0.1 2.5 0.2 4.0 0.93
1.8 0.1 3.0 0.2 4.0 1.16
1.8 0.1 3.5 0.2 4.0 1.65
1.8 0.1 2.5 0.3 4.0 1.35
1.8 0.1 3.0 0.3 4.0 1.69
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