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ABSTRACT
We present a large-scale combination of near-infrared (near-IR) interstellar polarization data from
background starlight with polarized emission data at submillimeter (sub-mm) wavelengths for the
Vela C molecular cloud. The near-IR data consist of more than 6700 detections probing a range of
visual extinctions between 2 and 20 mag in and around the cloud. The sub-mm data was collected in
Antartica by the Balloon-borne Large Aperture Submillimeter Telescope for Polarimetry (BLASTPol).
This is the first direct combination of near-IR and sub-mm polarization data for a molecular cloud
aimed at measuring the “polarization efficiency ratio” (Reff), a quantity that is expected to depend
only on grain intrinsic physical properties. It is defined as p500/(pI/τV ), where p500 and pI are
polarization fractions at 500µm and I-band, respectively, and τV is the optical depth. To ensure that
the same column density of material is producing both polarization from emission and from extinction,
we conducted a careful selection of near-background stars using 2MASS, Herschel and Planck data.
This selection excludes objects contaminated by the Galactic diffuse background material as well
as objects located in the foreground. Accounting for statistical and systematic uncertainties, we
estimate an average Reff value of 2.4 ± 0.8, which can be used to test the predictions of dust grain
models designed for molecular clouds when such predictions become available. Reff appears to be
relatively flat as a function of the cloud depth for the range of visual extinctions probed.
Keywords: ISM: molecular clouds: Vela C — ISM: magnetic fields — ISM: dust,extinction — Tech-
niques: polarimetric
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1. INTRODUCTION
Astronomers have known about the existence of mag-
netic fields in the interstellar medium (ISM) for over 60
years, as initially revealed by observations of starlight po-
larization (Hall 1949; Hiltner 1949; Mathewson & Ford
1970; Davis & Greenstein 1951; Serkowski et al. 1975).
From the diffuse neutral material to molecular clouds and
dense cores, polarimetry of starlight and polarized ther-
mal emission from dust have historically proved to be
the best tracers of the sky-projected component of the
magnetic field. Despite extensive efforts to understand
the role of magnetic fields in the ISM, many open ques-
tions remain. For example, although molecular clouds
are widely known to be sites of star formation, the role
of magnetic fields in this process is not entirely under-
stood. Molecular clouds exhibit intricate patterns of fil-
aments and striations, but the relation of these struc-
tures to magnetic fields is still under debate (Goldsmith
et al. 2008; Andre´ et al. 2010; Arzoumanian et al. 2011).
Furthermore, we do not know whether magnetic fields
are able to support clouds against gravitational collapse
thereby affecting the efficiency for forming new stars
(Mouschovias & Paleologou 1981; McKee & Ostriker
2007).
Although the above mentioned magnetic field mapping
technique is now widely used, the detailed mechanisms
regulating polarized emission and extinction by dust are
not entirely understood. Starlight of background ob-
jects becomes linearly polarized after passing through
an interstellar cloud in which a subset population of
non-spherical grains have their long axis preferentially
aligned perpendicular to the magnetic field (Hall 1949;
Hiltner 1949; Davis & Greenstein 1951; Mathewson &
Ford 1970). The observed polarization orientation will
be parallel to the sky-projected magnetic field. The de-
gree of polarization of background starlight is detectable
in the ultraviolet, peaks in the optical (λ ≈ 0.55µm),
and falls off in the near-infrared (near-IR) spectral bands
(Serkowski et al. 1975). This wavelength dependence
gives clues regarding the size distribution of aligned par-
ticles (Kim & Martin 1994, 1995). Aligned dust grains
radiate thermally at wavelengths longer than the mid-
infrared spectral bands (according to their typical tem-
peratures of ∼ 10−100 K), and this emission is polarized
perpendicularly to the magnetic field (Hildebrand 1983,
1988).
The limitations in interpreting polarization data from
extinction or emission are usually related to uncertainties
regarding the alignment mechanism or the physical prop-
erties of the dust grains. The most promising grain align-
ment theory, known as radiative torques (RATs, Dol-
ginov & Mitrofanov 1976; Draine & Weingartner 1996,
1997; Lazarian & Draine 2000; Lazarian 2007), requires
an anisotropic radiation field having λ ∼ a, where a is the
grain size. This is consistent with evidence that inside
starless cores there is a depth beyond which no align-
ment takes place (Whittet et al. 2008; Alves et al. 2014;
Jones et al. 2015). Other observations consistent with
RATs’ predictions include the poor alignment of small-
sized grains (Kim & Martin 1995) and the angular depen-
dence of polarization efficiency around sources of radia-
tion, relative to the magnetic field direction (Andersson
et al. 2011; Vaillancourt & Andersson 2015). However,
the classical alignment mechanism (paramagnetic relax-
ation; Davis & Greenstein 1951) may still be significant
for a subset of smaller sized grains (Hoang et al. 2014),
suggesting a balance between both effects (for a review
see Andersson et al. 2015).
The most basic observational constraint on dust prop-
erties that can be derived from interstellar polarimetry
is that a fraction of the grain population must be non-
spherical, a necessary condition to produce polarization.
The grain composition is primarily silicates and carbona-
ceous material (for a review see Draine 2003). Spec-
tropolarimetry of silicate spectral features show that sil-
icate grains are subject to alignment mechanisms (Smith
et al. 2000). By contrast, the non-detection of polariza-
tion levels in spectral features associated with carbona-
ceous grains suggests that these are generally not aligned
(Chiar et al. 2006), but more study is needed. In gen-
eral, it is possible to draw conclusions regarding grain
properties by comparing observations of the polarization
spectra to predictions based on physical grain models
(e.g., Bethell et al. 2007; Draine & Fraisse 2009). The
predictions can be adjusted by varying a range of input
parameters.
The fractional polarization levels detected in extinction
and emission (pex and pem, respectively) are strongly af-
fected by the grain alignment conditions (i.e., the align-
ment efficiency), grain intrinsic properties (shapes, sizes,
and chemical compositions), and the inclination of mag-
netic fields to the line-of-sight (LOS). For polarization
by extinction, the polarization degree generally increases
linearly with the amount of material distributed along
the LOS (Jones 1989), so normalizing this quantity by
the visual optical depth (pex/τV ) makes it a suitable
probe of the polarization efficiency, analogous to pem. In
view of all the variables that can affect pem and pex/τV , it
is useful to find quantities that are invariant with respect
to one or another of these physical parameters, allowing
their combined effect to be disentangled. One of these
quantities is the “polarization efficiency ratio”, defined as
pem/(pex/τV ). Assuming a situation in which the same
population of dust grains distributed along the LOS pro-
duces both polarization by emission and by extinction,
pem and pex/τV are expected to be equally dependent on
alignment efficiencies and inclinations of magnetic fields
to the LOS. Therefore, their ratio should depend only
on properties inherent to the grains themselves, such as
emission and extinction cross-sections, which in turn de-
pend on their shapes and dielectric functions (Hildebrand
1988; Martin 2007; Jones et al. 2015; Jones 2015). There-
fore the polarization efficiency ratio is a powerful probe
of dust properties over a wide range of densities and
temperatures, and is particularly interesting to compare
against grain models that relate pem to pex/τV using a
range of adjustable parameters (Draine & Fraisse 2009).
The main goal of the work presented here is to deter-
mine pem/(pex/τV ) for the Vela C molecular cloud, which
is a portion of a larger complex of clouds known as the
Vela Molecular Ridge (VMR, Murphy & May 1991; Net-
terfield et al. 2009). Vela C is located at a distance of
700 ± 200 pc (Liseau et al. 1992). This cloud was the
main observational target of BLASTPol (the Balloon-
borne Large-Aperture Sub-millimeter Telescope for Po-
larimetry), which conducted deep submillimeter (sub-
mm) observations of the polarized thermal emission from
Comparison of Sub-mm and Near-IR Polarization for Vela C 3
the cloud (Fissel et al. 2016). We report the results of an
extensive observational survey of near-IR stellar polariza-
tion for a wide portion of the cloud, providing over 6700
detections. This enabled us to carry out a large-scale
combination of polarization from extinction and emis-
sion, in which complementary data from 2MASS, Her-
schel and Planck were also utilized. Section 2 describes
the observations and data reduction scheme for both the
sub-mm and near-IR samples. In Section 3 we compare
the magnetic field angles inferred respectively from sub-
mm and near-IR data. In Section 4 we introduce a ma-
jor challenge in the analysis which is our lack of prior
knowledge concerning stellar distances. We show how
the above-mentioned complementary data can give us a
handle on this problem. Section 5 describes the compu-
tation of the polarization efficiency ratio pem/(pex/τV ),
for which we adopt the symbol Reff . A discussion of the
results is given in Section 6 and our main conclusions are
summarized in Section 7.
2. OBSERVATIONAL DATA
2.1. Polarized thermal emission from BLASTPol
BLASTPol is a high-altitude balloon-borne experiment
that was launched on 26 December 2012 from Antartica.
It was equipped with a 1.8m diameter primary mirror
and a series of dichroic filters that allowed us to carry
out simultaneous observations of total intensity I in three
spectral bands centered at 250, 350 and 500µm. Addi-
tionally, using a polarizing grid mounted in front of the
detector arrays, together with an achromatic half-wave
plate (Moncelsi et al. 2014), BLASTPol was able to mea-
sure the linear polarization Stokes parameters Q and U .
A thorough description of the instrument and the obser-
vational strategy adopted, as well as the data reduction,
beam analysis, and null tests for data quality assurance
may be found in Fissel et al. (2016).
Although BLASTPol targeted various Galactic molec-
ular clouds, Vela C was its highest priority science target.
We carried out a “deep” 43 h integration toward the dens-
est portions of the cloud (more specifically, covering four
of the five Vela C subregions defined by Hill et al. 2011).
In addition, an extra 11 h of integration were spent on
a wider area around the cloud (∼ 10 deg2), consisting of
more diffuse interstellar material. The observing mode
involved a series of raster scans, using four different half-
wave plate angles.
For the purposes of this work, we are focusing only on
the 500µm data set. Polarimetry at 250 and 350µm and
its relationship with polarimetry at 500µm are discussed
in a separate work (Gandilo et al. 2016). As described by
Fissel et al. (2016), for this particular set of observations
our beam FWHM was larger than had been predicted by
our optics model, containing significant structure with
non-Gaussian shape. The data were smoothed in order
to obtain an approximately round beam having a FWHM
of 2.5′.
2.2. Near-IR polarization from OPD
The near-IR polarization data were acquired at the
Pico dos Dias Observatory (OPD22, Brazil), in a series of
22 The Pico dos Dias Observatory is operated by the Brazilian
National Laboratory for Astrophysics (LNA), a research institute
of the Ministry of Science, Technology and Innovation (MCTI).
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Figure 1. Column density image of Vela C (obtained from Her-
schel data, as described in Section 4.3), with contours representing
the cloud’s visual extinction (AclV ) at levels of 10 and 25 mag. The
red dashed-line mosaic shows observation fields used in the I-band
survey, and the cyan box represents the “validity region” for the
BLASTPol data set (see Section 2.3). The blue box is the area
used to retrieve near-IR photometric data from 2MASS (Section
4.2). Stellar objects located both in this box and within the bound-
aries of the Herschel map define the “wide photometric field” (see
Table 1).
observations between November 2013 and February 2014.
Both the 1.6m and the 0.6m telescopes were used in alter-
nating night shifts, together with the IAGPOL polarime-
ter with the I-band near-IR filter (0.79µm, Cousins) and
the optical CCD detector. In both telescopes, the detec-
tor covers a field-of-view of approximately 11′× 11′, and
therefore a careful mosaic-mapping was needed in order
to cover a large portion of the molecular cloud. In Fig-
ure 1, the red dashed boxes represent each of the 62 areas
observed in the I-band.
The polarimeter (Magalhaes et al. 1996) consists of
a sequence of optical elements positioned in the optical
path before. The incident light first passes through an
achromatic half-wave plate (HWP, with an optical axis
orientation of ψ), which is made to rotate in discrete
steps of 22.5◦. Next, a Savart analyser splits the beam
into two orthogonally polarized components. These com-
ponents then pass through a spectral filter and the dupli-
cated stellar images are simultaneously detected by the
CCD. Sequential rotations of the HWP cause flux varia-
tions in the orthogonally polarized components, so that
the flux ratios can be fit to a modulation function pro-
portional to Q¯ cos 4ψ+ U¯ sin 4ψ (Q¯ = Q/I and U¯ = U/I
are the flux-normalized Stokes parameters, where I is
the total intensity). Since the polarimetric quantities
are derived from flux ratios, the observational strategy is
essentially analogous to differential photometry, and any
atmospheric variations are canceled through this opera-
tion.
For all 62 observational fields, two independent sets
of observations were carried out respectively using short
(10 to 20 s) and long (60 to 100 s) exposure times, at
each of the eight positions of the half-wave plate. In
cases where a single object was observed multiple times,
the measurement with the highest S/N was selected.
At least three polarimetric standard stars were observed
each night (Hsu & Breger 1982; Clemens & Tapia 1990;
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Table 1
Selection criteria for the data sets used in the analysis
Data set
denomination
Source Selection ID Selection criteria N Figures
Basic BLASTPol BLASTPol S1 De-biasing (p500 →
√
p2500 − σ2p500),
consistency between aggressive and
conservative diffuse background
subtraction methods (see Section 2.4),
data inside the validity region (cyan, Figure 1)
p500/σp500 > 3
3157a 2 (red
pseudo-vectors
Basic I-band OPD S2 De-biasing (pI →
√
p2I − σ2pI),
pI/σpI > 3
6740 2 (cyan
pseudo-vectors)
Basic polarization
combination
BLASTPol,
OPD
S3 Selections S1 and S2,
areas of overlap between
sub-mm and I-band pseudo-vectors
1355a 3
Wide photometric field 2MASS,
Herschel
S4 stars inside blue box (Figure 1) and
within the boundaries of the Herschel map,
2MASS “AAA” quality,
points inside reddening band (blue, Figure 5)
20348 5, 6,
8 (black dots),
15
Planck-2MASS
combination
Planck,
2MASS,
Herschel
S5 Same objects from the wide photometric
field (selected using S4) combined to
Planck τ353 data
20348 7
I-band-2MASS
combination
OPD,
2MASS
S6 Selection S2, 2MASS “AAA” quality,
points inside reddening band (blue, Figure 5)
5980 14
Corrected polarization
combination
BLASTPol,
OPD,
2MASS,
Herschel
S7 Selections S3 and S4,
magnetic field orientation consistency (∆θ < 15◦)
and removal of RCW36 area (see Section 3.2),
foreground correction (see Section 5.1)
with pI/σpI > 3 re-applied,
AstV /σA
st
V > 3
834a 8 (red
crosses), 11
Ideal stellar
sample
BLASTPol,
OPD,
2MASS,
Herschel
S8 Selections S7,
points within the ideal stellar locus
(see Figure 8)
87a,b 9, 10
Note. — The table shows a list of selection criteria for each data set used in this work. The columns respectively represent the adopted
denomination of the data set, the source of the data set itself and data products used to apply the selection, an identifier (ID) to specify
the list of selections, the selection criteria applied to each data set, the number of data points (N) obtained after selection, and the figures
where each data set is used for analysis.
(a) Valid for the intermediate diffuse emission subtraction method.
(b) Average number considering systematic variations of the GL method (see Appendix D).
Turnshek et al. 1990; Larson et al. 1996), in order to
calibrate the polarization position angles and check the
consistency of the instrumental polarization (which can
be safely neglected for this instrumental set, considering
that it is much smaller than the typical uncertainties of
≈ 0.1%).
The data reduction process consisted of standard im-
age treatment (bias, flat-fielding and bad-pixel correc-
tion), followed by aperture photometry of all duplicated
images of point-like sources. The resulting fluxes were
subsequently used to build modulation functions for each
object using a set of specifically designed IRAF23 rou-
tines (PCCDPACK, Pereyra 2000). The polarization
degree pI and orientation θI as well as their respective
uncertainties were calculated for each object based on
the corresponding normalized Stokes parameters. A de-
tailed description of the data processing can be found in
Santos et al. (2012).
2.3. Corrections applied to BLASTPol and I-band
polarization data
Before carrying out a comparison between near-IR and
sub-mm polarimetric data, a set of data corrections and
selections must be carried out in order to make sure that
23 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation (Tody 1986).
only a high quality sub-sample is used for the compari-
son. Table 1 summarizes the corrections and selections
for the various data sets that are used in this work. The
corrections are described in the present sub-section.
To define both the basic BLASTPol and the basic I-
band data sets, we first apply the debiasing correction
according to the prescription p →
√
p2 − σ2p (Wardle &
Kronberg 1974), which is not valid for lower S/N data
(the low S/N data will later be rejected, as discussed
in Section 2.4). Secondly, it is necessary to remove from
the BLASTPol data set the contribution from the diffuse
Galactic emission (foreground and background), thereby
isolating only the polarized dust emission from the Vela C
molecular cloud itself. This process is described in detail
by Fissel et al. (2016). It was carried out using two dif-
ferent methods. In the first method, which we refer to as
“conservative”, we assume that most of the diffuse emis-
sion near Vela C is actually associated with the cloud,
and therefore the goal was to avoid subtracting such
emission. This was achieved by using a well-separated
nearby low-flux region (also mapped by BLASTPol) as a
representation for the background/foreground dust emis-
sion. In this subtraction method, we are effectively as-
suming that the background/foreground emission is uni-
form across the region. In the second method, referred
to as “aggressive”, the diffuse emission near the cloud is
assumed to be not associated with it. It was subtracted
Comparison of Sub-mm and Near-IR Polarization for Vela C 5
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Figure 2. Polarization map of Vela C, including both the I-band (cyan) and the BLASTPol (red, 90◦-rotated) basic data sets as defined
in Table 1. The background image is described in Section 3.1 and is the same as shown in Figure 1. It shows column density (NH),
with outer and inner contours representing visual extinction levels of 10 (light green) and 25 mag (dark green) respectively. The sizes of
pseudo-vectors are proportional to the polarization degree, with a reference 10% pseudo-vector shown at the top right. The white circle
has 10′ radius and is centered on RCW36.
by defining two reference regions along the cloud’s North
and South edges, and then using the I, Q, and U mea-
surements in these regions to fit a linear emission profile,
which was then subtracted. The use of the two reference
regions effectively defines a “validity area” between them
(cyan box in Figure 1).
Finally, following Fissel et al. (2016) we proceed under
the assumption that the most suitable diffuse emission
subtraction method probably corresponds to an inter-
mediate version, lying between the aggressive and con-
servative methods. Accordingly, an “intermediate” dif-
fuse emission subtraction method is introduced, which
involves averaging the respective I, Q, and U maps cor-
responding to the two extreme methods. In this work,
unless otherwise explicitly stated, all results and analysis
employ intermediate diffuse emission subtraction. How-
ever, our final analysis of the polarization efficiency ratio
(Section 5.3) takes into account the systematic uncer-
tainties associated with the diffuse emission subtraction
process.
2.4. Data selections applied to BLASTPol and I-band
polarization measurements
Similarly to the procedure adopted by Fissel et al.
(2016), we select for analysis only the data that do
not present strong variations between the results ob-
tained from the various diffuse subtraction methods.
Representing polarization degrees and position angles
for the intermediate, conservative, and aggressive dif-
fuse emission subtraction methods respectively as (pint,
φint), (pcon, φcon), and (pagg, φagg), we require that
pint > 3|pint − pagg| and pint > 3|pint − pcon|, and also
that |φint − φagg| < 10◦ and |φint − φcon| < 10◦. Finally,
for both the I-band and BLASTPol data sets, we require
that the S/N in polarization fraction satisfies p/σp > 3,
completing the definitions of the basic BLASTPol and
basic I-band data sets (Table 1). After applying these
selection criteria, 6740 stars remain in the basic I-band
data set.
3. CONSISTENCY BETWEEN SUB-MM AND NEAR-IR
MAGNETIC FIELD ANGLES
3.1. Combined polarization map
Figure 2 shows the combined polarization map, in
which cyan pseudo-vectors represent I-band observations
and red pseudo-vectors are the 500µm polarimetric mea-
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surements (rotated by 90◦ in order to match with the
orientation of sky-projected magnetic field), using the
basic data sets in both cases. Pseudo-vectors lengths
are proportional to polarization degree. The background
image (see also Figure 1) is a map of hydrogen column
density estimated from Herschel dust emission data (see
Section 4.3). The Herschel data also provide an estimate
of the cloud visual extinction levels, as shown by the in-
ner (AV = 25 mag, dark green) and outer (AV = 10 mag,
light green) contours in Figure 2.
I-band pseudo-vectors surround the denser portions of
the cloud, tracing the more diffuse molecular material,
with far fewer detections at AV> 10 mag (in this work
we will generally limit the analysis to cloud extinction
levels below 20 mag). An exception occurs in the vicinity
of the RCW 36 Hii region, as indicated by a white circle
(10′ radius). Here the presence of bright OB-type stars in
the star-forming cluster (Baba et al. 2004) allowed many
I-band polarization detections even at higher extinction
levels. Good-quality sub-mm detections, on the other
hand, are mainly found in the denser regions of the cloud
(see Section 3.2), where higher fluxes give better sensitiv-
ity. Large areas of overlap between sub-mm and near-IR
pseudo-vectors are seen in Figure 2. These areas are used
to define the “basic polarization combination” data set
(see Table 1). We select sub-mm polarization values cor-
responding to each stellar position, using a finely gridded
BLASTPol map with 10′′ pixel size. The basic polariza-
tion combination data set is comprised of 1355 individual
lines-of-sight containing both sub-mm and I-band data.
However, before correlating polarization data from ex-
tinction and emission directly, a careful selection of the
suitable stars for this comparison needs to be done, as
discussed in the next sections.
3.2. Agreement between magnetic field orientation and
exclusion of the RCW 36 region
As discussed in detail in Section 4, the main challenge
to be dealt with before directly comparing polarization
from emission and extinction is to make sure both meth-
ods are probing the same interstellar material along the
LOS. The polarized emission data traces only the molec-
ular cloud (see Section 2.3), while polarization from stars,
which are distributed in a range of distances along the
line-of-sight (see Appendix A), could be contaminated by
the foreground/background material. A first step is to
select data for which respective polarization angles from
the two data sets agree, thereby ensuring that the set of
sky-projected magnetic field orientations sampled along
the LOS coincides. This procedure could exclude, for
example, stars in the foreground or far away in the back-
ground, tracing magnetic field structures not associated
with the cloud itself. Note, however, that if there are no
strong changes in field orientation along the LOS, similar
angles will be found even when probing different columns
of interstellar material (e.g., see discussion in Section 4).
Therefore, the angle requirement is necessary but not
sufficient.
Figure 2 allows a visual comparison of the sky-
projected magnetic field lines traced by the two data
sets, showing good agreement over most of the map.
Representing the I-band and 500µm magnetic field an-
gles respectively as θI and θ500, in Figure 3 we show a
histogram of the difference ∆θ =θI−θ500 (top) as well
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Figure 3. Top: histogram of the difference in magnetic field ori-
entation between the I-band and 500µm, data from the basic po-
larization combination data set of 1355 stars (see Table 1). The
red curve represents a Gaussian fit to the distribution (its center
and standard deviation are specified in the figure). Vertical blue
lines represent the ∆θ < 15◦ data cut (see Section 3.2). Bottom:
Estimated column density map of Vela C (same as shown in Figure
1), with colored dots representing the absolute value of the mag-
netic field angle difference (|∆θ| = |θI − θ500µm|). The white circle
is centered on RCW 36.
as a map where the color scale represents the absolute
value of those differences (bottom). The distribution
is closely centered near ∆θ = 0◦ (the Gaussian fit is
peaked at 2.0◦ with a standard deviation of 12◦). Since
background stars at different distances map different in-
terstellar background components, one might expect a
large discrepancy when comparing near-IR and sub-mm
polarization angles. The good correlation seen in Figure
3 suggests that among all interstellar components along
the LOS, the Vela C cloud itself has a dominant effect in
determining the polarization angle. Nevertheless, to be
prudent, we will restrict our sample to ∆θ < 15◦, which
corresponds approximately to half of the distribution’s
FWHM. This criterion removes the outliers for which the
two data sets could be probing different interstellar com-
ponents. This is a conservative choice, given that even if
no restriction to ∆θ is applied, although the number of
data samples available for the analysis increases slightly,
it does not significantly affect the final results that are
presented in Sections 5.3 and 5.4.
BLASTPol data from the RCW 36 area suffer from sys-
tematic uncertainties that are typically larger than the
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Figure 4. Schematic image showing the distribution of stellar ob-
jects in the the direction of Vela C, consisting of foreground, em-
bedded, near-background (a.k.a. ideal; yellow) and far-background
stars. The expected distribution of stellar extinctions is also shown
(bottom); this includes a Gaussian-like population of foreground
stars at low extinctions and a steep rise corresponding to objects
located in the near-background (ideal stars). For the LOS of a
particular example object (denoted by the red star), three types
of extinction measurements are defined (top). These are the stel-
lar extinction AstV , the cloud extinction A
cl
V , and the total LOS
extinction AtotV .
statistical errors. Null tests carried out by Fissel et al.
(2016) show significant structures around RCW 36 in
the residual Q and U maps. Furthermore, analysing the
map in Figure 3, we notice that around RCW 36 (white
circle) ∆θ is systematically higher. Since it is known
that many of the stars detected in that area are part of
the star-forming cluster in the Hii region (Baba et al.
2004) and therefore embedded in the cloud, we believe
that the discrepancy might be explained as follows: while
the 500µm polarization integrates the emission along the
entire cloud, the near-IR pseudo-vectors trace magnetic
fields only up to the position of the corresponding em-
bedded star. In view of this possibility, we adopt a con-
servative approach by excluding all stars located inside
the white circle.
4. THE STELLAR DISTANCE PROBLEM AND AV
ESTIMATES
As described in Section 2.3 above, after subtraction of
the foreground/background contribution, the polarized
emission data traces only the molecular cloud. There-
fore, the stars with I-band polarization data that are
suitable for comparison with polarized emission data are
the ones immediately behind the molecular cloud, in the
near-background. The situation is illustrated in Figure 4.
The important issue is that stars detected via our near-
IR polarimetry observations are distributed at a range
of distances in the cloud’s LOS, but only a small subset
of objects located in the near-background of the cloud
should be selected, avoiding the inclusion of foreground
stars and also far background stars contaminated by ma-
terial from the Galactic disk. For the purpose of adopt-
ing a clear nomenclature, near-background objects are
henceforth referred to as “ideal” stars, and objects lo-
cated sufficiently far away in the background (so that
the additive extinction from the diffuse Galactic ISM is
non-negligible) are referred to as “far-background” stars
(see Figure 4).
4.1. The basic method for choosing near-background
stars
Since individual stellar distances are typically not
known through photometric or trigonometric parallax
techniques, we will identify ideal stars by analysing the
distribution of stellar visual extinctions (AstV ), as illus-
trated in Figure 4. Considering a specific LOS in the
direction of the cloud, the distribution will typically ex-
hibit a distinguishable population of foreground stars
with low extinctions, illustrated in Figure 4 as a low-
AV peak. As we move to larger distances going through
the cloud, near-background (ideal) stars will have higher
extinctions, therefore defining a rise in the distribution.
Continuing to even larger distances, far-background stars
might have additional extinction from some background
material in the Galactic disk. Therefore, stars located
at the rise in the distribution (after the “gap” located
just beyond the foreground stars), should be ideal stars
that are suitable for use in computing the polarization
efficiency ratio.
In order to carry out the analysis described above, first
it is necessary to define three different types of visual ex-
tinction measurement (see Figure 4): (1) the stellar ex-
tinction, AstV , defined by the column of material extend-
ing as far as the stellar location, which can be estimated
through near-IR photometry; (2) the cloud visual extinc-
tion, AclV , which accounts only for the molecular cloud
column, therefore being foreground and background sub-
tracted; and (3) a visual extinction accounting for the
entire column of interstellar material along the LOS, de-
fined as AtotV . In Sections 4.2, 4.3 and 4.4 we describe
how these three types of visual extinction measurement
are determined. These measurements will subsequently
be used to select ideal stars.
4.2. Determining stellar visual extinction (AstV ) from
2MASS
Even considering that the individual spectral types for
each object are not known, an approximate estimate of
AstV may be obtained using the stars’ J −H and H −Ks
colors from the 2MASS catalog (Skrutskie et al. 2006).
This method has been used, for example, by Whittet
et al. (2008), in their analysis of optical polarization
efficiencies (p/AV) in the Taurus and Ophiuchus dark
clouds. Each observed star defines a position in a color-
color diagram (Figure 5, top), and the color excess values
(E(J − H) and E(H − Ks)) may be obtained through
extrapolation along the reddening band (black dashed
lines) onto the intrinsic color lines24 (superposed solid
red lines). The method discussed here was applied to all
objects located within both the blue box of Figure 1 and
the boundaries of the Herschel map. We define this sam-
ple as the “wide photometric field” (Table 1). It encom-
passes most stars with I-band polarimetric detections, in
addition to a vast sample of the stellar population in the
direction of Vela C. This wider set of photometric data
will be useful for the analysis of Sections 4.5 and 5.2.
24 Intrinsic colors are obtained from Koornneef (1983) and fur-
ther corrected to the 2MASS photometric system through trans-
formation relations provided by Carpenter (2001).
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Figure 5. Top: Color-color diagram (J − H vs. H − Ks) for
2MASS stars in the wide photometric field (see Section 4.2 and
Table 1). Stellar extinctions (AstV ) are estimated for all objects
located inside the reddening band (the area between the parallel
black dashed lines). AstV is proportional to the distance between
the object and the main-sequence/giant locus (the red lines at the
bottom left). Objects outside and inside the reddening band are
shown as black and blue points, respectively. The yellow line cor-
responds to the locus of main-sequence stars with spectral types
later than K7. Bottom: Estimated column density map of Vela C
(same as shown in Figure 1), with colored dots overlaid represent-
ing stellar extinctions AstV for 2MASS stars in the wide photometric
field. The white circle is centered on RCW 36.
Martin et al. (2012) showed that for the ISM around
Vela C, the slope of the reddening band is 1.77 ± 0.01,
which is evident here in the elongated distribution of
points along the black dashed lines in Figure 5. De-
reddening each point along the reddening band generally
provides unambiguous results, since the main sequence,
giant, and super-giant loci all correspond to superposed
lines in this diagram, except for a subset of late-type
main-sequence stars (the yellow line in Figure 5). How-
ever, taking into account the 2MASS photometric com-
pleteness limits in the J , H, and Ks bands, it is straight-
forward to show that at distances of 700 pc or greater,
main sequence stars with spectral types later than ap-
proximately K7 would not be bright enough to be de-
tected, and therefore the portion of the main sequence
indicated by a thin yellow line may be ignored (fore-
ground objects are an obvious exception, but these will
be removed from the analysis later; see Section 5.2).
The conversion from color excess to visual extinction
can be carried out in several different ways. For instance,
canonical relations can be obtained from Rieke & Lebof-
sky (1985) or Fitzpatrick (1999), provided that some
value for the total-to-selective extinction is adopted. An-
other option is to take advantage of the updated relation
between E(J −Ks) and total hydrogen column density
NH obtained by Martin et al. (2012, Equation 9) by re-
assessing previously published ultraviolet stellar spectro-
scopic data and comparing it with 2MASS data. Since in
the present work we are using the same catalog of near-
IR photometry (2MASS) as was used by Martin et al.
(2012), this last method seems most appropriate. By us-
ing it, we avoid any conversion errors due to mismatch in
the photometric system employed. We obtain E(J−Ks)
for each star by summing E(J − H) and E(H − Ks).
Then, we combine Equation 9 from Martin et al. (2012)
(which relates E(J − Ks) to NH) with the gas-to-dust
relation NH = 1.9 × 1021cm−2AstV (Savage et al. 1977;
Bohlin et al. 1978; Rachford et al. 2009). The resulting
relation between E(J −Ks) and AstV is:
AstV = 6.05E(J −Ks)− 0.04. (1)
It is important to point out that the above-mentioned
gas-to-dust relation includes the assumption that AV =
3.1E(B − V ) (e.g., Draine 2003), and that the total-to-
selective extinction ratio depends on grain properties,
thus providing a source of systematic uncertainties (see
discussion at the end of this subsection).
To define the wide photometric field sample, we keep
only stars with 2MASS photometric quality “AAA”, sig-
nifying a photometric detection with S/N > 10 and un-
certainties in J , H and Ks below 0.1 mag. Furthermore,
stars located well outside the reddening band (black dots
in Figure 5, top) are excluded in order to avoid extra-
galactic sources and young stars with circumstellar disks,
which are known to exhibit infrared excess and some-
times intrinsic polarization.
The distribution of stellar extinctions AstV is shown in
the bottom panel of Figure 5. Note that closer to the
cloud the average extinctions are generally higher. Also
note that many stars with very low extinctions may be
found within the cloud contours, and objects with high
extinctions may be found well off the cloud. These ob-
jects have properties consistent with being, respectively,
foreground and far-background stars. In Section 4.5 and
Appendix A we show that the wide distribution of AstV
values seen for off-cloud positions is primarily due to dis-
tance, with stars located at large distances behind the
cloud having higher extinctions due to the presence of
diffuse ISM in the far-background.
4.3. Determining cloud visual extinction (AclV ) from
Herschel
The foreground and background subtracted molecular
cloud extinction AclV was estimated from dust emission
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maps made by Herschel SPIRE at 250, 350 and 500µm.
The technique used is similar though not identical to
the one described by Fissel et al. (2016). One differ-
ence is that we did not smooth the Herschel maps to the
BLASTPol resolution. Another difference is that we did
not make use of the 160µm PACS map, since it covers a
smaller sky area in comparison with the SPIRE maps. In
brief, the technique consists of, firstly, using previously
selected “diffuse emission regions” surrounding the cloud
(containing little or no emission from the cloud itself) to
calculate the diffuse Galactic contribution for each wave-
band. These are then subtracted from each correspond-
ing SPIRE map. Modified blackbody SED fits were then
constructed for each pixel, assuming the dust opacity law
of Hildebrand (1983) with a dust spectral index of β = 2,
thus generating column density (NH) and temperature
maps (T ). Finally, the relation NH = 1.9×1021 cm−2AclV
was used to obtain the cloud extinction map. It is im-
portant to point out that the assumptions used above
are strictly valid only for diffuse lines-of-sight. There is
evidence in the literature that the sub-mm optical depth
per unit column density increases somewhat for higher
density molecular clouds due to grain processing (Planck
Collaboration XXV 2011), leading to some uncertainty
As previously mentioned, AclV contours corresponding
to 10 and 25 mag are shown in Figure 2. Note that for sky
regions covered by the 160µm maps, we found very little
difference between AclV values derived with and without
the 160µm data.
4.4. Determining total visual extinction for the entire
line-of-sight (AtotV ) from Planck
In order to obtain the visual extinction for the en-
tire LOS corresponding to each individual star in our
sample, including the entire column up to and beyond
the star, we use the 353 GHz optical depth from Planck
all-sky mapping. Planck Collaboration XI (2014) corre-
lated their 353 GHz optical depth (τ353) with estimates
of color excess E(B − V ) for quasars, based on photo-
metric measurements from the Sloan Digital Sky Survey
(SDSS). Using extragalactic objects rather than Galac-
tic stars ensured that the entire Galactic column in the
direction of each quasar was probed, avoiding biases that
could arise from background contamination. They found
E(B − V )/τ353 = (1.49± 0.03)× 104 mag. By assuming
that AV = 3.1E(B−V ), we converted the Planck-derived
selective extinction measurements to AtotV .
4.5. Comparisons between AstV , A
cl
V , and A
tot
V
A comparison between AstV and A
cl
V is shown in Fig-
ure 6 (top). This diagram includes all the stars from
the wide photometric field (Section 4.2 and Table 1).
Note that most of the points are located somewhat above
the equality line (dashed red line), which suggests that
many of these objects are affected by extinction from
the background ISM. In Appendix A we consider Galac-
tic models for stellar and dust distribution together with
the sensitivity of the 2MASS survey, and we conclude
that the wide photometric field is expected to include
large numbers of stars located in the far-background
(≈ 2 − 10 kpc), behind several magnitudes of additional
extinction caused by diffuse Galactic ISM behind the
cloud. Although several other factors may affect compar-
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Figure 6. Top: Diagram comparing stellar extinctions (AstV ) and
cloud extinctions (AclV ) for objects located within the wide pho-
tometric field (see Table 1). Dashed and dotted lines representing
the equality AstV =A
cl
V and A
st
V = 0, respectively, are shown for refer-
ence. Bottom: Example AstV histogram for a bin of A
cl
V centered on
AclV = 8 mag (corresponding to the yellow vertical band in the top
panel), showing the gap between the foreground and background
stellar extinction distributions.
isons between AstV and A
cl
V (Appendix A), the primary
cause for the wide spread of points above the equality
line is this population of far-background stars contami-
nated by background extinction. For a fixed AclV value
one can see that there is a population of foreground ob-
jects near AstV = 0 (dotted line). As one moves further
up in stellar extinction AstV , a “gap” region is found, fol-
lowed by a rise in the number of stars. For example, for
AclV≈ 8 mag (vertical yellow band in Figure 6, top), we see
a cluster of points near AstV = 0, another cluster around
AstV = 6− 12 mag, and very few points in the “gap” near
AstV = 2− 4 mag. This can be seen in Figure 6 (bottom),
which is a histogram of AstV for a small A
cl
V bin centered
on AclV = 8 mag. The histogram clearly exhibits a gap
between the foreground and background stellar popula-
tions. This is consistent with the expectation described
above (Figure 4, Section 4.1).
We have argued that many stars are contaminated by
a background Galactic extinction component (and there-
fore are located further away from the cloud, in the far-
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background). An independent way of testing this is to
compare with visual extinction estimates that account for
the entire line-of-sight (AtotV ), using the Planck-2MASS
combination data set (see Table 1). Figure 7 shows visual
extinction histograms for different AclV ranges, including
the distributions for both AstV (black) and A
tot
V (red). It
is clear that regardless of which depth through the cloud
one uses (i.e., for all AclV ranges), the A
tot
V distribution
always extends to higher levels than AstV . In particular,
that is true even when the contribution from the cloud it-
self is small (see the first histogram of Figure 7, for which
0 <AclV< 2 mag). This histogram shows that even for the
relatively diffuse areas surrounding the cloud, the visual
extinction integrated along the entire LOS is typically
between 5 and 10 mag, while stellar extinctions have a
broader distribution, but centered at ≈ 3 mag.
Our analysis of Figure 7 supports the existence of a
significant column density of background ISM. This hy-
pothesis is also consistent with the distribution of points
in Figure 6 (top), and with the analysis of Appendix
A, as noted earlier. We conclude that many stellar ob-
jects are contaminated by background ISM and will have
to be removed from the sample. Appendix B shows an
independent set of evidence for the existence of this con-
taminating far-background material, based on a separate
analysis of stellar extinction as a function of distance.
5. COMPUTING THE POLARIZATION EFFICIENCY RATIO
Reff
5.1. Foreground correction for stellar extinction and
polarization
Our qualitative analysis of Figure 6 (top) revealed that
there is a group of stars forming a “band” approximately
following the line AstV = 0 mag (red dotted line). For
these stars, independently of the cloud’s extinction along
the LOS, stellar extinctions are very low. This is a char-
acteristic feature of foreground stars. Such stars must
be removed from this analysis. Furthermore, it is ex-
pected that diffuse material in front of the Vela C cloud
contributes a small fraction of the extinction measured
for background stars (although the AstV values derived
from 2MASS do not provide the necessary sensitivity to
estimate this small component). Additionally, a fore-
ground polarization is also imposed on the stellar light
from background stars. Both the extinction and polar-
ization components originating from the foreground ISM
must be subtracted.
Estimates of the foreground extinction and polariza-
tion in the direction of Vela C are obtained in Appendix
C. We find that the foreground ISM towards Vela C is in
general very diffuse, with an extinction level of approx-
imately 0.15 ± 0.09 mag. For the purposes of defining
the corrected polarization combination data set that will
be used in the analysis of Section 5.3 (see also Table
1), this foreground extinction value is subtracted from
AstV , and additionally, only stars with A
st
V /σA
st
V> 3 are
used (where σAstV are the statistical uncertainties derived
from propagation of 2MASS photometric errors). The
foreground polarization is estimated as pI = 0.4% and
θI= 132
◦. This component is subtracted from the mea-
sured polarization values of our sample, using standard
techniques (e.g., Santos et al. 2014), and then we re-apply
the pI/σpI > 3 criterion. These selections complete the
definition of the corrected polarization combination data
set as specified in Table 1 (where we also summarize all
the additional selection criteria described in Sections 2.4,
3.2, and 4.2).
5.2. The Gaussian-logistic method of selecting ideal
stars
As discussed in Section 4.1 above, only ideal stars (lo-
cated in the near-background) are suitable for a quantita-
tive comparison between polarization data sets obtained
from extinction and emission. Notice that these objects
cannot be unbiasedly selected simply through a direct
comparison such as AstV = A
cl
V , because of the uncertain-
ties associated with the derivation of AclV from Herschel
data (see Section 4.3). Instead, we apply an empirical
method that does not rely on a direct comparison be-
tween AstV and A
cl
V . Figure 4 showed a schematic profile
of the stellar extinction distribution expected toward a
given LOS, composed of a foreground population at low
extinction, followed by a steep rise in the number of stars,
corresponding to the “ideal” stars. Furthermore, we ob-
served this expected profile in the data from the wide
photometric field (Figure 6). Accordingly, we model the
AstV distribution within different bins of cloud extinction
AclV using a Gaussian-logistic (GL) function, defined as a
Gaussian function added to a logistic profile (which can
be described as a smoothed step-function):
N st(AstV ) = αe
(AstV −β)
2
2σ2 +
a
1 + e−b(AstV −A0V )
. (2)
In this equation, N st is the number of stars (within a
certain bin of cloud extinctions AclV ), given as a function
of the stellar extinction AstV . In the first term, which
represents the foreground stellar population, parameters
α, β, and σ are the height, displacement, and width (the
standard deviation) of the Gaussian fit, respectively. In
the second term, which represents the background stellar
population, parameters a, b, and A0V represent the height
of the logistic function, its steepness, and the mid-point
of the logistic curve, respectively.
To specify the subsets of the data that are used in
the GL fits, in Figure 8 we show again the comparison
between stellar and cloud extinction. The black dots
represent the wide photometric field sample, identical to
what is shown in Figure 6 (top). The GL method does
not require any polarization measurements, and there-
fore should be applied to the maximum number of stars
available. For this reason we apply it to the wide pho-
tometric field. After the application of the GL method,
however, stars that will be available for the computa-
tion of the polarization efficiency ratio are only those in
the corrected polarization combination data set (contain-
ing both I-band and 500µm polarization data; see Table
1). These are indicated in Figure 8 by the red crosses;
a subset of these stars selected as ideal objects via the
GL method will be used to compute the polarization ef-
ficiency ratio.
A detailed description of the GL method is given in
Appendix D. The basic idea is to fit equation 2 to differ-
ent distributions representing different bins of AclV (one
can imagine this as a series of vertical slices in Figure
8; see also Figure 6). The important quantity here is
Comparison of Sub-mm and Near-IR Polarization for Vela C 11
0 < A
V
cl
 (mag) < 2
-5 0 5 10 15 20 25 30
Visual extinction (mag)
0
200
400
600
800
1000
N
A
V
st
A
V
tot
2 < A
V
cl
 (mag) < 4
-5 0 5 10 15 20 25 30
Visual extinction (mag)
0
200
400
600
800
N
A
V
st
A
V
tot
4 < A
V
cl
 (mag) < 6
-5 0 5 10 15 20 25 30
Visual extinction (mag)
0
100
200
300
400
N
A
V
st
A
V
tot
A
V
cl
 > 6 mag
-5 0 5 10 15 20 25 30
Visual extinction (mag)
0
50
100
150
200
N A
V
st
A
V
tot
Figure 7. Histograms of stellar extinction AstV and total LOS extinction A
tot
V ) for different ranges of cloud extinction A
cl
V , including all
objects from the Planck-2MASS combination data set (see Table 1).
A0V , which represents the position of the rise in the num-
ber of stars (the mid-point of the logistic function), and
therefore defines the locus of ideal stars for each bin of
cloud extinctions. In Figure 8, the yellow circles show
the position of A0V for each A
cl
V bin (using the center of
each bin). These points are fit to a straight line (the blue
line), which represents the positions where ideal stars are
found. We define a series of “strips” parallel to this line,
labeled from 0 to 5 (delimited by green dashed lines),
and a special strip defined as the “ideal stellar locus”
(grayed area between the orange dashed lines). In the
figure, strip-0 is below the ideal stellar locus, and higher
strips represent increasingly distant far-background stars
whose AstV values (and I-band polarization) are increas-
ingly contaminated by the Galactic ISM. Red crosses in-
side the ideal locus define the “ideal stellar sample” (Ta-
ble 1), which will be used to compute the polarization
efficiency ratio. The vertical separation between consec-
utive strips is 1.5 mag, which is on the order of the typical
uncertainty inAstV (see Appendix C). Since the separation
between lower and higher strips is larger than the typ-
ical AstV uncertainties, we expect that higher-numbered
strips will clearly show increasing levels of background
contamination in their measured I-band polarizations.
We return to this point in Section 6.3.
5.3. Polarization efficiency ratio and analysis of
systematic uncertainties
Having determined the locus of ideal stars in the AstV
versus AclV diagram, we are now in a position to study
the polarization efficiency ratio (Reff). We will refer
to the method of data analysis described in this sub-
section as the “standard analysis” of polarization prop-
erties. Reff is here defined as the ratio between polariza-
tion fraction at 500µm (p500) and polarization efficiency
in the I-band, pI/τV (where τV =A
st
V /1.086 is the optical
depth):
Reff =
p500
pI/τV
(3)
In order to understand how the various relevant quan-
tities varies as we move toward higher cloud depths, in
Figure 9 (left) we show Reff , p500 and pI/τV , respec-
tively, as a function of AclV , using only objects from the
ideal stellar sample (Table 1). For each of these profiles,
we also fit a power law (red curve), together with a cal-
culation of R2, the Pearson correlation coefficient. All
points are given equal weight, and the fits are limited to
the range 2 mag <AclV< 20 mag, where most of the data
are distributed.
Although curves in Figure 9 (left) might seem suffi-
cient to analyse the polarization efficiency ratio and its
dependence on AclV , the analysis is affected by systematic
uncertainties that depend on the various choices of input
parameters for the GL method and also on the choice of
diffuse emission subtraction method (Section 2.3). The
example shown in Figure 9 (left) corresponds to a single
choice of input parameters which we refer to as the “stan-
dard example” (see Appendix D). As described in Section
2.3, three alternate types of diffuse emission subtraction
were used (conservative, aggressive, and intermediate).
The choice of method affects the calculation of Reff , and
the resulting uncertainty should be accounted for in the
analysis. A detailed description of our treatment of these
systematic uncertainties is given in Appendix D. Basi-
cally, the GL method is re-applied a number of times, in
each case varying a set of input parameters that slightly
change the resulting locus of ideal stars. Using slightly
different ideal stellar loci in turn changes the resulting
parameters of the power-law fits. The diffuse emission
subtraction method is also varied.
The results are shown in Figure 9 (right), in which
each curve is obtained using the ideal stellar sample that
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Figure 8. Stellar extinctions AstV vs. cloud extinction A
cl
V for stars in the wide photometric field data set (black dots), and stars in the
corrected polarization combination data set (red crosses). Data sets are defined in Table 1. The gray box is used to the define the AstV
distribution of foreground stars as an input to the GL method, and the yellow circles are the mid-points A0V of the logistic function for
different AclV bins, obtained as outputs from the same method (see Section 5.2 and Appendix D). The blue line is a fit to the yellow circles,
and allow us to define the “ideal stellar sample” (points in the grayed area between the two dashed orange lines), which is the set of objects
located in the near-background (Section 5.2). Strips 0 to 5 (bounded by the green lines) are defined parallel to the ideal stellar locus and
are used to study the effects of background contamination (see Sections 5.2 and 6.3).
corresponds to one particular parameter set, with black,
blue, and green curves corresponding to intermediate, ag-
gressive, and conservative diffuse emission subtraction,
respectively. Identically to Figure 9 (left), we show Reff ,
p500µm, and pI/τV as a function of A
cl
V . The points in
these diagrams (orange dots), show all stars that were
found inside the ideal stellar locus at least once. We de-
fine this combination of points as the “extended” ideal
stellar sample. The power-law exponents (and errors)
shown in each panel are the averages (and standard de-
viations) of the set of exponents obtained for the various
individual fits corresponding to the various choices of in-
put parameters and diffuse emission subtraction method.
The same procedure is applied to obtain the displayed
correlation coefficients. Using the average exponent val-
ues, we draw the average curve (red), which may be
viewed as the best solution, with an uncertainty repre-
sented by the range of individual curves. Notice that for
each of the three plots on the right side of Figure 9, the
dispersion in the fitted exponents (the standard devia-
tion) is similar to the statistical uncertainty in the power
law exponents obtained using the standard example fit
(left panels).
The GL method was applied in order to avoid includ-
ing far-background stars whose polarization measure-
ments are significantly contaminated by the interstellar
material of the Galactic disc. For completeness, it is
also instructive to understand the effect of including far-
background objects, by applying the “standard analysis”
of polarimetric properties to all strips defined in Figure
8. Section 6.3 shows the results of this analysis and pro-
vides further discussion on background contamination.
5.4. Determination of the mean polarization efficiency
ratio Reff in the 2 <AV< 20 mag range
The Reff vs. A
cl
V curve shown in Figure 9 (top right)
has a positive slope, with a power-law exponent given by
0.22 ± 0.14. The correlation coefficient is low (〈R2〉 =
0.20). Nominally, our best estimate for the power-law
exponent implies Reff(20 mag)/Reff(2 mag) = 1.7, where
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Figure 9. Diagrams of Reff vs. A
cl
V (top, the polarization efficiency ratio p500/(pI/τV ) as a function of cloud extinction), p500 vs. A
cl
V (middle)
and pI/τV vs. A
cl
V (bottom), using only the ideal stellar sample in each case. The ideal stellar sample is selected using the GL method. Diagrams
on the left are for the standard example. Power-law fits are shown in each case, together with Pearson correlation coefficients (R2). Diagrams on
the right account for systematic uncertainties through a series of variations of the GL method input parameters (Nd, Rbin, and Nmax), resulting in
slightly different ideal stellar loci and consequently different fitted curves. The differences between diffuse emission subtraction methods are also
accounted for; black, blue and green curves are, respectively, for intermediate, aggressive and conservative subtraction methods. The red curves are
obtained taking the mean (and standard deviation) of the individual power-law exponents for the various individual fitted curves shown. Orange
dots represent the “extended” ideal stellar sample, showing only the points for the intermediate diffuse subtraction method. Details are given in
Section 5.3 and Appendix D
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Figure 10. Normalized histogram of the polarization efficiency
ratio Reff=p500/(pI/τV ) (top) and a direct comparison between
p500 and pI/τV (bottom). Both diagrams include objects from the
“extended” ideal stellar sample, but the bottom one is showing only
points for the intermediate diffuse emission subtraction method.
The Gaussian fit to the Reff histogram gives a best estimate of
Reff=2.4± 0.8. The chi-square (χ2) and associated p-value for the
Gaussian fit are also shown. The positions of the red and green
lines in the bottom diagram represent this best value estimate and
its uncertainty, respectively, as obtained from the Gaussian fit in
the top panel (these lines are not obtained from a linear fit, see
Section 5.4).
Reff(x) is the value of Reff at A
cl
V = x. However, the esti-
mated uncertainty in the power-law exponent is compa-
rable to the value of this exponent, so the positive slope
seen in the Reff vs. A
cl
V curve is not statistically signif-
icant. Thus, we will instead interpret our result as an
upper limit on the steepness of this curve, conservatively
setting bounds of −0.06 and 0.50 on the value of the ex-
ponent by respectively subtracting and adding twice the
uncertainty to the nominal value. We can then express
corresponding limits on the overall steepness of the Reff
vs AclV curve as 0.9 <Reff(20 mag)/Reff(2 mag)< 3.2.
Given the lack of statistically significant changes in
Reff , we next proceed to derive a best estimate for the
characteristic mean value of Reff for the A
cl
V range that
we have studied, along with an estimated uncertainty in
this Reff value. We do this by fitting a Gaussian func-
tion to the distribution of Reff values shown in Figure
10 (top), which includes all objects from the “extended”
ideal stellar sample. In this histogram, higher weights
are given to points proportionally to the number of times
each star was found inside the ideal stellar locus, consid-
ering all the systematic variations discussed in Section
5.3. With that calculation we find Reff=2.4± 0.8, where
the uncertainty is here estimated to be equal to the 1-σ
width of the distribution.
Figure 10 (bottom) shows a direct comparison between
p500 and pI/τV using the same “extended” ideal stellar
sample. The red and green lines in that diagram repre-
sent the mean Reff value as well as its uncertainty, re-
spectively, as determined from the Gaussian fit in Figure
10 (top). Since the Reff vs. A
cl
V curve is not perfectly
flat (Figure 9, top right), the distribution of points in
the p500 vs. pI/τV diagram is not expected to exactly
match the slope of the red line which assumes a direct
proportionality between the two quantities. Computing
the correlation coefficient between p500 and pI/τV for
each variation of the GL method, and taking the aver-
age value, we obtain
〈
R2
〉
= 0.63, demonstrating that a
significant correlation exists between these quantities.
6. DISCUSSION
6.1. Polarization properties in the 2 <AV< 20 mag
range
The main goal of this work was to compute the po-
larization efficiency ratio, Reff . In addition to Reff , in
Section 5.3, we investigated how p500 and pI/τV vary as
a function of AclV , in order to understand how these two
quantities separately affect Reff . We found that, in the
range 2 mag<AclV< 20 mag, both p500 and pI/τV show de-
creasing trends, with power-law exponents of−0.26±0.07
and −0.47 ± 0.17, respectively (see Figure 9, right pan-
els).
Fissel et al. (2016) presented a detailed analysis of the
BLASTPol data set for Vela C, including studies of p500
as a function of AclV . These authors found a decreasing
trend, corresponding to a power-law exponent of −0.45.
The apparent discrepancy between this value and our
−0.26 exponent probably arises from the fact that Fissel
et al. (2016) studied the entire range of cloud depths
between AclV∼ 2 mag and ∼ 50 mag, whereas in this work
we only used the subset of BLASTPol data for which
correlation with ideal stars was possible. This subset
covers 2 mag<AclV< 20 mag. It is clear from Figure 12 of
Fissel et al. (2016) that for low column density sight lines,
the p500 vs. A
cl
V curve is relatively flatter in comparison
to what is seen deeper in the cloud, consistent with our
observation of a shallower exponent for our lower-density
sight lines.
The power law exponents we found for both the submil-
limeter (−0.26) and near-IR (−0.47) data are comparable
to what has been found in similar studies that have been
carried out for other molecular clouds (Goodman et al.
1995; Gerakines et al. 1995; Matthews et al. 2002; Whit-
tet et al. 2008; Chapman et al. 2011; Cashman & Clemens
2014; Alves et al. 2014; Jones et al. 2015). These studies
used either near-IR or submillimeter data, or sometimes
a combination of the two, and found exponents gener-
ally lying in the range −0.3 to −1.0. Jones et al. (2015)
show that for the largest column densities the exponents
tend to be more negative, consistent with our qualitative
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observations concerning Figure 12 of Fissel et al. (2016).
The well-known tendency for pem and pex/τV to de-
crease with column density has been modeled in several
papers. For example, it has been interpreted as an effect
of turbulence (Falceta-Gonc¸alves et al. 2008), as a loss
of grain alignment toward well-shielded regions (Whittet
et al. 2008), or as a combination of both effects (Jones
et al. 2015).
In Section 5.4, we showed that Reff shows no statisti-
cally significant changes with AclV , over the sampled range
of 2 mag<AclV< 20 mag. As previously discussed, if we as-
sume that the same population of dust grains distributed
along the LOS is producing both polarized emission and
polarization by extinction, Reff should depend only on
intrinsic grain properties. In quiescent molecular clouds,
grain processing effects, such as growth due to coagula-
tion, may take place as one goes deeper into the cloud
(Draine 2003; Jones 2004). Potentially, these could af-
fect Reff . The relatively flat profile of Reff vs. A
cl
V that
we have found for Vela C, implies that any changes in
Reff that are occurring in the cloud due to changes in
dust grain properties with increasing AclV must be too
small for us to detect given our sensitivity limitations.
From the discussion in Section 5.4, we conclude that no
change in Reff larger than about a factor of three is oc-
curring over the AclV range sampled. We cannot rule out
the possibility that much larger changes in Reff occur for
AclV> 20 mag.
6.2. Observations and predictions of Reff for the diffuse
ISM
Our value of 2.4 ± 0.8 for p500/(pI/τV ) can in prin-
ciple be compared against the prediction of dust grain
models that are able to link the polarization extinc-
tion and emission spectra. Draine & Fraisse (2009)
present four such models, in which observed polariza-
tion spectra at optical/near-IR wavelengths are used
as inputs (Serkowski et al. 1975; Martin et al. 1992).
One of the output products of the model is the po-
larized emission spectrum, allowing a direct compari-
son of pem with pex/τV for specific wavelengths. How-
ever, these models were designed to reproduce the con-
ditions of the diffuse atomic ISM, so a direct compar-
ison with our results is problematic. The Planck col-
laboration carried out a comparison between polarized
emission at 850µm and published V -band starlight po-
larization for diffuse-emission sight-lines (Planck Collab-
oration Int. XXI 2015). A polarization efficiency ratio
of p850/(pV /τV ) = 4.2 ± 0.3 was obtained, which may
be compared with Draine & Fraisse (2009) predictions of
2.9− 4.1 for the same quantity.
Planck Collaboration Int. XXI (2015) also determined
P850/pV (where P850 is the polarized flux at 850µm),
which also may be compared against models. As pointed
out by Planck Collaboration Int. XXI (2015), this quan-
tity is easier to measure since it is independent of the
typical systematic uncertainties that affect τV . In the
case of molecular clouds, however, the emission depends
on grain temperature (which usually decreases for higher
densities; Fissel et al. 2016), so P500/pI is also expected
to vary. Therefore, in this work we focused only on
p500/(pI/τV ).
Despite the above-mentioned mismatch between our
observations and the model of Draine & Fraisse (2009),
we will compare our value for p500/(pI/τV ), which is
2.4 ± 0.8, to the Draine & Fraisse (2009) predictions,
which are ∼ 3.3 for diffuse ISM models in which both
carbonaceous and silicate grains are aligned, and ∼ 4.6
when only alignment by silicate grains are considered.
This range of values was obtained by combining Figures
8 and 6 from Draine & Fraisse (2009). Of course we can-
not draw scientific conclusions from this comparison, but
we will note that the spread in the model Reff values is
comparable to the uncertainty in our observed value of
Reff . Thus, if corresponding models for molecular cloud
dust grains become available, and if there are similar
spread in Reff values among the models, then with mod-
est reduction in the observational uncertainties it will
become possible to discriminate among the models using
observed Reff values.
6.3. Diffuse ISM far-background contamination in the
determination of Reff
The “standard analysis” of polarization properties (de-
scribed in Section 5.3) was applied to strips 0 to 5.
As before, each variation of the GL method (see Ap-
pendix D) leads to different power-law fits of Reff vs. A
cl
V ,
p500 vs. A
cl
V , and pI/τV vs. A
cl
V . Just as for the ideal
strip, by taking the average of the power-law exponents
an “average curve” is obtained for each strip. Figure
11 shows the results of this analysis, in which all curves
correspond only to the average curve obtained for each
strip (different colors and line styles are associated with
different strips, according to the label at the top). The
red curves are the same as displayed in Figure 9 (right),
corresponding to the ideal strip.
Figure 11 (top) shows that the inclusion of stars con-
taminated by the background material significantly af-
fects the analysis of Reff . It is obvious that for strips
2 to 5, for which stars are increasingly contaminated by
the far-background ISM, the Reff vs. A
cl
V curves are all
displaced toward higher values in comparison with the
curve from the ideal strip (red curve). This is especially
true for lower cloud extinctions. Strips 0 and 1 were de-
fined to be below and above the ideal strip (see Figure 8),
respectively, but also sharing a subset of stars located in
this strip. Therefore, they appear to suffer mildly from
the displacement effect (they can be regarded as lower
and upper limits to the ideal strip curve), and similarly
to the ideal strip curve, they also exhibit a slowly in-
creasing trend with AclV .
When the curves for p500 and pI/τV are analysed sep-
arately (Figure 11, respectively middle and bottom), it
becomes obvious which of these two parameters are most
affected by the background contamination. The submil-
limiter polarized emission alone should not depend on
the degree to which stars are contaminated by the back-
ground material. As expected, all p500 vs. A
cl
V curves
overlap, with only slight variations. For pI/τV vs. A
cl
V ,
however, the curves corresponding to the various strips
show very significant differences in behavior. On the one
hand, strips closer to the cloud (0, 1, and ideal) show
the characteristic decrease with AclV . On the other hand,
objects increasingly affected by the far-background ISM
(represented by strips 2 to 5) show lower pI/τV values,
and profiles more consistent with a flat trend, as a func-
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Figure 11. Average curves of polarization parameters as a func-
tion of cloud extinction AclV , for objects located within Strips 0 to
5 (see Figure 8). Top left, top right and bottom panels show curves
for the polarization efficiency ratio Reff=p500/(pI/τV ), p500 and
pI/τV , respectively. The average curves in each case are obtained
after applying the “standard analysis” described in Section 5.3 and
in Appendix D. The average curves for the ideal stellar locus (red)
are shown for reference, and are identical to the ones shown in
Figure 9 (right).
tion of AclV . If the radiation from far-background sources
is being affected by extra layers of interstellar material
behind the cloud, then while the column density (and
therefore τV ) is expected to be higher, pI should not
necessarily increase in direct proportion, because differ-
ent layers could have different magnetic field orientations.
This scenario is consistent with the lower pI/τV values
observed in strips 2 to 5.
It is interesting to notice, however, that even consid-
ering the background contamination for strips 2 to 5,
in Figure 11 (top), all Reff vs. A
cl
V curves seem to con-
verge at the highest cloud extinctions probed by our
sample. This suggests that at increasingly higher cloud
extinctions, because the relative amount of cloud mate-
rial along the LOS is large compared to the background
diffuse ISM, the presence of background contamination
becomes negligible for the purposes of calculating the po-
larization efficiency ratio. In addition, this shows that for
higher extinctions, even if clumping and beam averaging
effects become important (see Appendix A), this does not
impact the calculation of Reff in a significant way. The
convergence at Reff values close to 2.4 for all curves at
higher extinctions provides extra confidence that the ap-
plication of the GL method was successful in determining
the ideal subset of stars used for this work.
7. CONCLUSIONS
We have carried out the first large-scale quantitative
comparison of near-IR and submillimeter polarization
magnitudes measured toward the same molecular cloud.
Our aim was to study the polarization efficiency ratio,
which provides a constraint for physical grain models.
For the Vela C molecular cloud, we combined polarized
emission data from BLASTPol at 500µm with starlight
polarimetry in the I-band. We also used complemen-
tary data from 2MASS, Herschel and Planck. The main
conclusions are summarized below.
1. The average polarization efficiency ratio (Reff =
p500/(pI/τV )) is found to be 2.4± 0.8 for cloud vi-
sual extinctions between ∼ 2 mag and ∼ 20 mag.
This value can be used to test dust grain models
designed specifically for the environment found in-
side molecular clouds;
2. We have examined the dependence of Reff on cloud
visual extinction and we find no statistically signif-
icant deviations from a flat trend over the range of
extinctions probed;
3. The polarization efficiency ratio is shown to vary
significantly if far-background objects (contami-
nated by the diffuse background ISM) are included.
This effect highlights the importance of selecting
suitable stellar objects, such that the columns of
material probed by polarized extinction and emis-
sion are similar. Nevertheless, we find that at
higher cloud extinctions, the effect of the back-
ground contamination is negligible, since the rel-
ative contribution from the molecular cloud itself
is dominant.
The type of study conducted here would significantly
benefit from more precise distance determinations. Com-
plementary data sets that could improve the near-IR
versus sub-mm polarimetric comparison include prod-
ucts from trigonometric distance surveys such as the
next GAIA data releases. In addition, as previously
mentioned, dust grain models specifically developed for
molecular clouds are needed for a meaningful compari-
son. Grain models that are suitable for predicting Reff
in this environment have yet to be developed, and would
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be valuable tools for understanding which particular
changes in grain properties are taking place in molec-
ular clouds, thereby affecting the polarization efficiency
ratio.
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APPENDIX
A. FACTORS AFFECTING THE STELLAR EXTINCTION (AstV ) DISTRIBUTIONS
Below we list three factors that may explain the relatively wide distribution of AstV values observed toward regions
having fixed cloud extinction AclV , when considering non-foreground stars in the wide photometric field data set (e.g.,
Figures 6, 7, and 15). Our aim is to identify which factor is dominant.
1. Photometric errors or uncertainties associated with assumptions used in the AstV calculation method (Section
4.2): The statistical uncertainties σAstV derived solely through propagation of errors (from 2MASS J , H and Ks
magnitudes) typically range between 0.3 and 0.8 mag. These correspond to lower limits for the true uncertainties,
which may also be affected by systematic effects such as variations in grain properties (which influence the total-
to-selective extinction ratio and consequently the conversion between E(J −Ks) and AstV , as discussed in Section
4.2) and uncertainties in intrinsic colors. The combined statistical and systematic uncertainties in AstV are∼ 1.5 mag, as discussed in Section 5.2 and in Appendix D.
2. Stars distributed over a range of distances and thus possibly contaminated by far-background material: It is
possible to estimate statistically the fraction of stars in our wide photometric field sample that are located
respectively in the foreground and background, by combining a simple model of the Galactic stellar distribution
with information regarding the 2MASS sensitivity for our sample. A standard stellar distribution model (Bahcall
1986) gives the total number density of stars ntot as a function of the Galactic radius r and perpendicular distance
from the Galactic plane z:
ntot(r, z) = n(R0)e
−z/z0e−(r−R0)/h (A1)
where R0 is the distance from the Sun to the Galactic center (≈ 8 kpc), n(R0) is the number density of stars
in the solar neighborhood (≈ 0.13 stars/pc3), z0 is the scale height (≈ 250 pc), and h is the disk scale length
(≈ 3.5 kpc). This equation can be re-written in terms of d, defined as the distance from the Sun along the Vela C
line-of-sight, using r2 = R20 + d
2 − 2dR0 cos(l) and z = d sin(b) (where l and b are the cloud’s Galactic longitude
and latitude, respectively taken as 266◦ and 1◦). The total number of stars in a field-of-view of area A(d) may
be found by integrating the function Ntot(d) = A(d)ntot(d) along d. Finally, the actual number of stars detected
by 2MASS is given by Ndet(d) = fp(d)Ntot(d), where fp(d) is the total fraction of stars that are detectable given
the 2MASS sensitivity, as a function of distance d (see below).
Using standard methods (e.g., Santos et al. 2012), we find that for the wide photometric field the photometric
completeness limits are given by (Jcl, Hcl,Kscl) = (15.3, 14.5, 14.3). The J and H values are slightly smaller than
the canonical 2MASS limits (given by 15.8 and 15.1, respectively, Skrutskie et al. 2006), due to the fact that our
sample selects only stars with “AAA” 2MASS photometric quality and excludes points outside the reddening band
(see Section 4.2). Using these completeness limits (referred to as mcl), the maximum distance dmax that a star of a
given spectral type and luminosity class can be detected may be obtained through mcl−Mλ = 5 log(dmax)−5+Aλ,
where Mλ is the intrinsic magnitude (Koornneef 1983; Carpenter 2001; Wegner 2007) and Aλ is the extinction at
each band (converted to AV using canonical relations, Fitzpatrick 1999). Combining dmax with the information
on the typical fractions for each stellar type (e.g., Ledrew 2001) we find that the fraction function for our sample
is approximately given by fp(d) = e
−0.0014 d + 0.0018. To derive this curve, we also use models of Galactic
extinction from Amoˆres & Le´pine (2005) to estimate the extinctions of diffuse matter as a function of distance
toward Vela C. The saturating extinction levels at high distances (≈ 20 kpc) given by this model (≈ 3.3 mag)
do not agree with nearby off-cloud extinctions derived from Planck for the same Galactic latitudes (≈ 6 mag).
This difference might be due to increased sub-mm optical depth per unit column density near the Galactic plane
(see Section 4.3) or diffuse molecular material not be accounted for in the Amoˆres & Le´pine (2005) model. We
scaled the extinction values from Amoˆres & Le´pine (2005) by a factor of 1.8, so that the saturating AV values
at high distances correspond to the values found by Planck. Note that even without this scaling, the mean
far-background AstV values found for the wide photometric field are still fairly large, as will be discussed below.
The function Ndet(d) gives the total number of detectable stars as a function of distance, as shown in Figure 12.
Giants and Super-giants in general are bright enough to be detected at large distances (> 10 kpc). The mean
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Figure 12. Number of detectable 2MASS stars (Ndet) as a function of distance d toward Vela C, according to estimates from Galactic
stellar distribution models combined with the estimated photometric sensitivity of 2MASS. Extinction information used to obtain this
curve is derived from the Galactic extinction model of Amoˆres & Le´pine (2005) in combination with results from Planck (see discussion in
Appendix A).
stellar distance of the background stars according to this model is ∼ 4.4 kpc, with a broad distribution peaking
at ∼ 1.3 kpc. At this mean distance, the AV according to the models is 3.2 mag. If the extinctions from Amoˆres
& Le´pine (2005) are not scaled to match Planck (as described above), then we find that the AV at the mean
stellar distance is ≈ 2.1 mag. The range of stellar extinctions 2.1 − 3.2 mag is consistent with the mean AstV for
the wide photometric field off-cloud stars (black histogram in Figure 7, top left). Integrating the curve of Figure
12, we find that the fractions of expected foreground and background detected stars are respectively 6% and
94%. It is also worth pointing out that the fraction of background stars located beyond 2 kpc is ≈ 59%, showing
that a significant fraction of the detected stellar sample is expected to be located in the far-background. Thus,
AstV is probably significantly affected by background material, which is shown to be non-negligible in the general
direction of Vela C (See Section 4.5 and Appendix B).
3. Beam averaging over cloud “holes” and clumps: The difference between the finite Herschel beam and the stellar
pencil beam introduces an additional source of spread in the AstV values (see below).
In order to evaluate the relative importance of these three factors, consider Figure 7 (top left) which shows the
distribution of AstV for objects surrounding the cloud (0 < A
cl
V (mag) < 2). The distribution FWHM is about 6 mag,
which cannot be explained by AstV photometric uncertainties, as the ∼ 1.5 mag statistical errors in AstV lead to a FWHM
of ≈ 3.5 mag. In addition, we find it unlikely that dense clumps would be found in this area, since it represents a more
diffuse material around the cloud, and therefore beam averaging (see item 3 above) seems unlikely to play a major
role. We conclude that the dominant factor controlling the spread of AstV values is the wide range of stellar distances.
This conclusion is also supported by evidence presented in Section 4.5 and Appendix B. For higher AclV values, even
if clumping and beam averaging are more significant, these factors do not appear to impact the Reff calculation (see
Section 6.3).
B. ADDITIONAL EVIDENCE FOR THE EXISTENCE OF FAR-BACKGROUND INTERSTELLAR MATERIAL
In addition to the Planck data presented in Section 4.5, additional evidence can be gathered from the literature
supporting the existence of far-background diffuse interstellar material. First, from the Heiles (2000) compilation of
polarimetric and photometric data, 33 stars are found within a radius of 3◦ around Vela C (centered on RCW 36).
These objects are spatially located in diffuse lines-of-sight surrounding the cloud, so they serve as adequate probes of
the diffuse material in the disk of the Galaxy as a function of distance. Figure 13 (left) shows a plot of AV vs. distance
(pc), where AV is derived from color excess data E(B − V ) (using the general relation AV = 3.1E(B − V )). Visual
extinctions increase as a function of distance, a trend that continues for distances greater than 1 kpc. The monotonic
increase continues up to the maximum distance of this dataset (≈ 2.5 kpc), reaching levels around 3 mag, which is
consistent with the center of the broad AstV distribution in Figure 7 (top left).
Next, we combined trigonometric parallaxes from the GAIA early data release (Gaia Collaboration et al. 2016) with
2MASS, within a 3◦ radius around Vela C. Stellar extinctions were calculated according to the method described in
Section 4.2. In this area, 2945 GAIA stars with valid parallax detections are found, after selecting only objects toward
more diffuse lines-of-sight (AclV < 3 mag). Among this total, 102 objects are part of the wide photometric field data
set defined in Table 1. Figure 13 (right) shows a plot of AstV as a function of distance. Red crosses consist in the
2945 objects within 3◦ of Vela C, while blue dots represent the fraction of these points corresponding to the wide
photometric field. The stellar distribution (including wide photometric field objects) reaches very large distances in
the far-background, up to approximately 10 kpc, consistent with the discussion of Appendix A. The GAIA+2MASS
combination shows a trend similar to the one found from the Heiles (2000) data: For distances smaller than the cloud’s
location (700 pc) the foreground stars show a distribution of stellar extinctions close to 0 mag, but a clear increase
in AstV is found for higher distances. Notice that for large distances, the distribution reaches values as high as 6 mag
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Figure 13. Left: visual extinction (AV ) as a function of distance within 3
◦ of Vela C from Heiles (2000), probing the diffuse material
around the cloud. The error bars in distance represent typical uncertainties of 20% (based on agreement between different catalogs,
according to Heiles 2000). Right: stellar extinction AstV as a function of distance within 3
◦ of Vela C for GAIA stars combined with 2MASS
data (red crosses). Blue dots represent the fraction of this sample in the “wide photometric field” (see Table 1). Stars in the direction of
the Vela C cloud itself (AclV > 3 mag) were excluded. For clarity, error bars in distance are shown only for the blue dots. For both graphs,
the solid green curve is a spline fit to the binned averaged data, to show the general trend.
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Figure 14. Analysis of the foreground polarization component using the I-band-2MASS combination data set (see Table 1): panels a and
b, respectively, show the distributions of polarization fraction in the I-band for ranges of stellar extinctions defined by AstV < 1 mag and
AstV > 1 mag. Solid red and blue curves are Gaussian fits to the sample. Panel c shows a histogram of equatorial polarization angles for
objects with AstV < 1 mag and pI < 1% (corresponding to the peak shown in blue in panel a). The chi-square (and associated p-value) is
shown only for the Gaussian fit in panel c (in panel a the red Gaussian contaminates the chi-square calculation for the blue Gaussian).
for some objects. This reinforces the idea that a significant number of far-background stars contaminated by diffuse
material behind the cloud are present within our sample.
C. DETERMINATION OF THE FOREGROUND LEVELS OF EXTINCTION AND POLARIZATION
Franco (2012) investigated the extinction levels in the general direction of Vela and Puppis within the 0 – 1000 pc
distance range, using uvbyHβ Stro¨mgren photometry. Although some ISM features are found in this direction (such
as the edge of the Local Bubble, the Gum Nebula, and the Vela Supernova Remnant), the overall color excess levels
suggest that the material out to 700pc is very diffuse and has very low density. In particular, areas labeled as SA173
and SA171 from Franco (2012) are located respectively above and below the Galactic plane, with an angular separation
of a few degrees relative to the Vela Molecular Ridge. The median E(b−y) values out to 700 pc for these areas are 0.05
and 0.03 mag, which correspond to AV = 0.22 and 0.13 mag (assuming AV = 4.3E(b− y), Crawford & Mandwewala
1976), respectively. Similarly, Reis et al. (2011) used uvbyHβ photometry to map stellar distances and extinctions in
the local ISM. For sky positions within 3◦ of Vela C, 17 stars distributed out to 500 pc were found from their sample,
with a mean AV of 0.10 mag. These estimates show that the foreground ISM in the direction of the VMR is typically
very diffuse, consistent with “tunnels” observed in this direction from maps of the local ISM (Lallement et al. 2003;
Welsh et al. 2010; Reis et al. 2011). Based on the above-mentioned foreground extinction values, we estimate an
average foreground extinction level of approximately 0.15± 0.09 mag toward the Vela LOS.
In order to estimate the foreground polarization component, we first define a conservative upper limit for the
foreground stellar extinction of ≈ 1 mag, based on the observation that in Figure 6 (top) most of the stars in the
“band” that defines the foreground objects are below this limit. The results from this analysis remain essentially
unaltered if this choice is varied within reasonable limits (see below). Subsequently, we analyse the distribution of pI
for objects from the I-band-2MASS combination data set (see Table 1) possessing stellar extinction values below this
upper limit. This is shown in Figure 14a. We compare this histogram with the one for AstV> 1 mag, shown in Figure
14b. In the first histogram, we notice a peak centered on low polarization values, around ≈ 0.4% (blue Gaussian
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curve). This peaked distribution is obviously absent in the second histogram (for reference, it is shown as a dotted
blue line). Instead, it shows a broad distribution centered on much higher polarization values (around 3.4%). This
indicates that the stars within the peak shown in blue are mostly foreground objects. In addition to the analysis of
color excess as a function of distance, Franco (2012) also studied linear polarization in the B band toward this general
direction, showing that levels between 0 and 0.60% may be found out to 700 pc. This corresponds to a range of values
between 0 and ≈ 0.54% in the I-band, (assuming the general spectral relation by Serkowski et al. 1975), which is
consistent with the distribution of values seen within the peak shown in blue in Figure 14a.
In order to find the mean foreground polarization orientation, we use the histogram of position angles in Figure 14c,
which includes only stars with AstV< 1 mag and pI < 1% (these criteria are used to select only the stars within the peak
shown in blue in Figure 14a). We find a broad distribution of polarization angles peaked at θI = 132
◦. Although a
large spread is expected for such low polarization levels (the typical pI signal-to-noise for this particular sample is just
above the threshold of 3, so the angle uncertainties are ≈ 10◦), this distribution suggests that the intervening diffuse
ISM features located in the foreground might have a wide range of magnetic field orientations. However, the peak of
the distribution is a reasonable estimate since it represents the most common orientation found in this distance range.
We therefore adopt pI = 0.4% and θI= 132
◦ as the foreground polarization fraction and angle toward Vela C.
These results are robust with respect to the choice of the AstV upper limit. If instead of 1 mag, levels of 0.5 or
2 mag are chosen, the estimated pI and θI from the foreground remain fixed, although the spreads in the Gaussian
distributions from which they are derived vary slightly.
D. DETAILED DESCRIPTION OF THE GAUSSIAN-LOGISTIC METHOD AND ITS SOURCES OF SYSTEMATIC
UNCERTAINTIES
As described in Section 5.2, the first term of Equation 2 corresponds to the foreground stellar population, previously
identified as the “band” of points roughly parallel to the AstV = 0 line in Figure 8. For a given A
cl
V bin, parameters
α, β, and σ (the height, displacement and width, respectively) define a Gaussian curve. The displacement and width
of the Gaussian distribution should be independent of AclV , since the extinction of foreground objects is not affected
by the cloud. Therefore, the first step before applying GL fits is to obtain single values of β and σ to be used for
all AclV bins. We define a population of foreground objects in Figure 8 as the objects inside the gray box (delimited
by AclV> 6 mag and A
st
V< 3.5 mag), and show the A
st
V distribution for the corresponding stars as the first histogram
in Figure 15 (top left). A simple Gaussian fit to this distribution gives β = −0.1 mag and σ = 1.5 mag. For each
AclV bin, the number of foreground stars obviously changes significantly, and therefore the only Gaussian parameter
allowed vary in the following analysis is α (the height of the Gaussian curve). It is interesting to note that the 1.5 mag
spread in the foreground stellar extinction provides a good estimate of the total uncertainty in AstV (which includes
both statistical and systematic errors, see Section 5.1).
The next step is to build histograms of AstV for different A
cl
V bins; one can imagine dividing the diagram in Figure 8
into a series of vertical bands with fixed ∆AclV widths, and a A
st
V histogram is drawn for each of these vertical bands.
For AclV> 10 mag the number of points is usually insufficient to apply GL fits so the GL method is not applied to these
points. The histograms are shown in Figure 15 (all panels except for the first one). As AclV increases, it is easy to
distinguish the foreground (Gaussian-like) population at low extinction, followed by a “gap”, and finally a steep rise
defining the ideal stars, as previously depicted in the schematic of Figure 4. The GL function (Equation 2, shown
by the red curves) is then fit to each of these distributions; as described above, while β and σ are held constant,
parameters α (the height of the Gaussian function), a (the height of the logistic function), b (the steepness of the
curve) and A0V (the mid-point of the logistic function) are allowed to vary independently for each distribution. For
cloud extinctions between AclV = 0 and 2.2 mag the distributions lead to bad fits and therefore are not shown. For such
low AclV the foreground and ideal-star population are merged. The quantity A
0
V is shown as a vertical dotted line in
each histogram of Figure 15.
As mentioned in Section 5.3, the results from the GL method depend on certain choices of parameters because
these affect the selection of ideal stars. The goal here is to identify the sources of systematics and vary them within
reasonable values, repeating the entire GL analysis in each case. There are three parameters that can significantly
affect the fits of the GL function to the histograms of Figure 15.
1. The number of AstV distributions (Nd) between A
cl
V = 0 and 10 mag, which naturally affects the A
cl
V bin widths for
each histogram of Figure 15. For larger Nd, the number of points available for the GL fits inside each histogram
decreases. For the particular case shown in Figure 8, we chose Nd = 18 (and therefore ∆A
cl
V≈ 0.56 mag for each
distribution). To account for systematics, values of Nd = 18, 14, and 10 were used.
2. The bin sizes ∆AstV for each distribution, which are defined according to the following relation:
∆AstV =Rbin/(logNhist), where Nhist is the total number of elements in a given histogram and Rbin is a pro-
portionality factor that may be varied. This allows the bin sizes to decrease or increase if the number of elements
is, respectively, higher or lower. In Figure 8, we used Rbin = 5 mag. Here, values of Rbin = 3, 5, and 7 mag are
used.
3. The maximum AstV to truncate the distributions in order to apply the GL fits. In each histogram of Figure
15, only the shaded area is used in the GL fits, because the drop in the number of stars for higher AstV is not
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Figure 15. Distributions of stellar extinctions (AstV ) for different cloud extinction (A
cl
V ) bins, using objects from the wide photometric
field (see Table 1), illustrating the GL procedure. The first histogram at the top left represents the distribution of foreground stars located
inside the gray box defined in Figure 8, from which the Gaussian parameters β and σ are obtained and used as inputs for the GL fits. All
the other distributions are defined within narrow AclV bins, and used to fit the GL function (the red curve, with the Gaussian and logistic
components separately defined by the blue and green curves). The shaded areas of each histogram represent the points effectively used in
the fits (the drop in the number of stars at higher extinctions is ignored). The vertical dotted black lines are the mid-points of the logistic
functions fit in each case, used to define the position of the yellow circles in Figure 8. For this particular run of the GL method we use
Nd = 18, Rbin = 5 mag, and Nmax = 1, which corresponds to the standard example (see description in the text).
accounted for in Equation 2 (the precise position where this drop occurs is not important for our purposes).
Therefore, a maximum AstV needs to be chosen. In Figure 8, we set this maximum limit to be the position of the
first bin after the highest peak of the histogram (Nmax = 1). Here, values of Nmax = 0, 1, and 2 are used.
As described above, the analysis shown in Figures 8, 9 (left), and 15 corresponds to the “standard example”, in
which we used the intermediate diffuse emission subtraction method along with Nd = 18, Rbin = 5 mag, and Nmax = 1.
Variations of these three quantities (allowing 27 different combinations) result in slight changes in the determinations
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of A0V for each histogram. When considered as a whole, these variations also change the linear fit shown in Figure
8, which therefore impacts the determination of the ideal stellar locus. In addition, the entire process is repeated
separately using BLASTPol data sets with aggressive, conservative and intermediate diffuse emission subtraction,
leading to results given in Figure 9 (right).
Another parameter that should be mentioned is the width chosen for the strips of Figure 8. We set the width of
the strips to 1.5 mag, based on the estimated AstV uncertainties. Varying this width effectively increases or reduces
the number of points inside each strip. We verified that such variation causes only minor changes in our final results.
Because these changes are smaller than those caused by varying the three parameters discussed above, changes in strip
width are not included in the formal systematic error analysis described here.
