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HARMONIC MAP FLOW WITH LOW ∂¯-ENERGY
CHONG SONG AND ALEX WALDRON
Abstract. Let Σ be a compact oriented surface and N a compact Ka¨hler manifold with
nonnegative holomorphic bisectional curvature. For harmonic map flow starting from a
map Σ → N with low ∂¯-energy, the limit at each singular time extends continuously over
the bubble points and no necks appear.
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1. Introduction
Let (M,g) and (N,h) be compact Riemannian manifolds. The Dirichlet energy of a map
u ∶M → N is given by
E(u) = 1
2 ∫M ∣du∣2dVg.
Critical points of the functional E(u) are referred to as harmonic maps and play a funda-
mental role in geometric analysis. Harmonic map flow is the downward gradient flow of the
Dirichlet functional:
(1.1)
∂u
∂t
= trg∇du.
In 1964, Eells and Sampson [7] introduced the evolution equation (1.1) and proved their
foundational theorem: if N has nonpositive sectional curvature, then harmonic map flow
smoothly deforms any initial map to a harmonic map in the same homotopy class.
The situation becomes more challenging when the target manifold is allowed to have
positive sectional curvatures. It is common to assume that the domain manifold M = Σ has
dimension two, where the Dirichlet functional is conformally invariant and its variational
theory is especially well developed. Following in the vein of Sacks and Uhlenbeck [20],
Struwe [25] in 1985 constructed a global weak solution of (1.1) starting from any W 1,2 initial
map; the solution is regular away from finitely many spacetime points where the Dirichlet
energy may concentrate, forming a singularity. In 1992, Chang, Ding, and Ye [4] described
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2 CHONG SONG AND ALEX WALDRON
a simple scenario in which finite-time singularities must occur: more than a mere difficulty,
these are a main feature of 2-dimensional harmonic map flow.
The picture of singularities in dimension two was sharpened through the work of Qing [15,
16], Ding-Tian [6], Wang [32], Qing-Tian [17] and Lin-Wang [9]. Supposing that 0 < T <∞
is a singular time, the limit limt→T u(t) = u(T ) exists smoothly away from the singular set,
with u(T ) ∈ W 1,2 (Σ,N) . By a rescaling procedure near each singular point, one obtains a
bubble tree1 consisting of finitely many harmonic maps φi ∶ S2 → N that account for all of the
concentrated energy. Furthermore, necks cannot form between the bubbles; i.e., for each i,
the set φ1(S2) ∪⋯ ∪ φimax(S2) must be connected.
In spite of this progress, Topping [29] in 2004 was able to construct a solution in which
u(T ) has an essential discontinuity. This example might well have dashed one’s hope of
obtaining a meaningful limiting picture for harmonic map flow in dimension two.
However, Topping’s example depends on the construction of a pathological metric on the
target manifold. In the same paper [29], he conjectured that when the metric on N is
real-analytic, such catastrophes cannot occur; in particular, u(T ) will have only removable
discontinuities at the singular points. Beyond this, it is important to rule out necks between
the bubble maps {φi} and u(T ), which has yet to be achieved in the case of finite-time
singularities.
This paper establishes the continuity and no-neck properties under a familiar set of hy-
potheses on the target manifold and the initial map. When N is Ka¨hler, the Dirichlet energy
decomposes into holomorphic and antiholomorphic parts:
E(u) = ∫
Σ
∣∂u∣2dVg + ∫
Σ
∣∂¯u∣2dVg =∶ E∂(u) +E∂¯(u).
Topping’s earlier work [28] on rigidity of (1.1) at infinite time was based on assuming that
u is almost (anti-)holomorphic, i.e., that either E∂(u) or E∂¯(u) is small. Liu and Yang
[10] generalized Topping’s rigidity theorem using a Bochner technique that depends on a
well-known positivity assumption on the curvature of N. We make the same assumptions in
our main result.
Theorem 1.1. Given a compact Ka¨hler manifold (N,h) with nonnegative holomorphic bi-
sectional curvature, there exists a constant ε0 > 0 as follows.
Let (Σ, g) be a compact, oriented, 2-dimensional Riemannian manifold and u ∶ Σ×[0,∞)→
N, a weak solution (in Struwe’s sense) of harmonic map flow with either E∂(u(0)) < ε0 or
E∂¯(u(0)) < ε0. For each singular time T <∞, the map u(T ) is Ho¨lder continuous with each
exponent less than one. Moreover, given any sequence of times tn approaching T or ∞, the
maps u(tn) sub-converge in the bubble-tree sense, without necks.
Note that by the proof of the generalized Frankel conjecture by Mori [12], Siu-Yau [24],
and Mok [11], our curvature assumption implies that N is biholomorphic to a Hermitian
symmetric space (or, in particular, to CPn, if the holomorphic bisectional curvature is strictly
positive). However, the metric h itself need not have any symmetry; for example, any metric
on S2 with nonnegative curvature satisfies the hypothesis.
1See Parker [14] for an introduction to the bubble-tree concept.
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The proof of Theorem 1.1 proceeds by analogy with the second-named author’s thesis
[30], with a twist. We first show that under our assumptions, ∣∂¯u∣ is uniformly bounded
along the flow (Theorem 3.5). This follows from a version of the standard ε-regularity
estimate (Proposition 3.3) that works in conjunction with the well-known split Bochner
formula (Lemma 2.5).
We then observe that the bound on ∣∂¯u∣ yields improved control on the stress-energy tensor
(Corollary 4.6). Since the stress-energy tensor (2.5) governs concentration of the energy along
the flow, we obtain an improved “Type-II” bound on the energy scale:
λ(t) = O(T − t) q2 (t↗ T ),
where q > 1. This bound is crucial; indeed, it is violated by Topping’s counterexample (cf.
[29], Theorem 1.14e).
Finally, we use this small amount of “spare time” before the blowup to carry out a decay
estimate on the angular component of du in the neck region (§5.1-5.2). Using the stress-
energy bound once more, we obtain a strong decay estimate on ∣du∣ (Theorems 5.5-5.6),
which leads directly to our main theorems (§6).
Acknowledgement. C. Song is supported by NSFC no. 11971400. A. Waldron is supported
by NSF no. 2004661. The authors thank K. Gimre for comments on the introduction.
2. Basic identities
In this section, we derive the required identites for obtaining estimates along the flow.
The calculations in §2.1-2.3 apply to general domains and targets, while those of §2.4-2.6
specialize to a surface domain and Ka¨hler target.
2.1. Intrinsic viewpoint on harmonic map flow. Let (M,g) and (N,h) be Riemannian
manifolds. Given a C1 map u ∶M → N, we write du for its differential, which may be viewed
as a section of E = u∗TN ⊗ T ∗M.
We shall use the notation ⟨, ⟩ for the pullback of h on u∗TN, combined appropriately with g
on tensor products with T ∗M. The energy density of u is given by
e(u) = 1
2
∣du∣2 = 1
2
gij ⟨∂iu, ∂ju⟩ ,
and the Dirichlet functional by
E(u) = Eg(u) = ∫
M
e(u)dVg.
We denote by ∇ the pullback to u∗TN of the Levi-Civita connection of h, which we will
combine with that of g on tensors.
Under a variation
u→ u + δu
g → g + δg,
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we have
δEg(u) = 1
2 ∫ (2gij ⟨∂iu,∇jδu⟩ + δgij ⟨∂iu, ∂ju⟩ + gij ⟨∂iu, ∂ju⟩ 12gijδgij)dVg(2.1) = ∫ (−gij ⟨∇j∂iu, δu⟩ + 12 (−gikglj ⟨∂ku, ∂lu⟩ + 12 ∣du∣2gij) δgij)dVg(2.2) = −∫ (⟨T (u), δu⟩ + 12 ⟨S, δg⟩)dVg.(2.3)
Here
(2.4) T (u) = trg∇du
is the tension field, and
(2.5) S(u) = ⟨du⊗ du⟩ − 1
2
∣du∣2g
is the stress-energy tensor. The former is a section of u∗TN , and the latter of Sym2T ∗M.
Recall that harmonic map flow is the evolution equation
∂u
∂t
= T (u)
for the map u = u(x, t). This is the downward gradient flow of the Dirichlet functional, where
the metric g is fixed in time. Then (2.1) immediately gives the global energy identity
(2.6) E(u(t2)) + ∫ t2
t1
∫
M
∣T (u)∣2 dVg dt = E(u(t1))
for a sufficiently regular solution of (1.1).
Remark 2.1. In what follows, we shall always assume that u is a classical solution of
harmonic map flow on [0, T ) , where 0 < T ≤∞ is included in the data of u. In particular, T
need not be the maximal smooth existence time.
2.2. Pointwise energy identity. The following brief calculation yields a useful “pointwise”
version of (2.6). Using normal coordinates at a point, we take the divergence of S ∶
(divS)j = ∇iSij = ⟨∇i∂iu, ∂ju⟩ + ⟨∂iu,∇i∂ju⟩ − 12∇j ∣du∣2= ⟨T (u), ∂ju⟩ + ⟨∂iu,∇j∂iu⟩ − 1
2
∇j ∣du∣2= ⟨T (u), ∂ju⟩ .
(2.7)
Here we have used the fact
(2.8) ∇i∂ju = ∇j∂iu,
which follows from torsion-freeness of the Levi-Civita connection(s). The identity (2.7)
appears as (2.10) in the paper of Baird and Eells [2].
Taking another divergence, we obtain
div2(S) = ⟨∇T (u), du⟩ + ∣T (u)∣2.
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On the other hand, for a solution u(x, t) of harmonic map flow, we have
∂e(u)
∂t
= ⟨∇∂u
∂t
, du⟩ = ⟨∇T (u), du⟩ .
We obtain
(2.9)
∂e(u)
∂t
+ ∣T (u)∣2 = div2(S).
2.3. Bochner formula. Let ∇ (as above) be the connection induced on E = u∗TN ⊗ T ∗M
by the pullback of the Levi-Civita connection on N, coupled with that of M. The connection∇ defines a (crude) Laplace operator ∆ = −∇∗∇ on E .
Fixing p ∈M, we let {xi} be normal coordinates at p, and {ya} be normal coordinates at
u(p) ∈ N. We shall denote the tensor components of du in these coordinates by
uai = ∂ya(u)∂xi .
We then have (∆du)aj = ∇i∇iuaj = ∇i∇juai= ∇j∇iuai + [∇i,∇j]uai= ∇jT (u)a −MRijkiuak + (u∗NR)ijabubi= ∇jT (u)a −MRijkiuak + NRcdabuciudjubi= ∇jT (u)a +MRicjkuak − NRabcdubiucjudi .
(2.10)
Here we have used (2.8) in the first line, and the Bianchi identities in the last line.
Now, given a map u ∶ M × [0, T ) → N, we shall write ∇∂t for the time-component of the
covariant derivative induced by the pullback of the Levi-Civita connection. The identity∇(du)
∂t
= ∇∂u
∂t
is obvious in normal coordinates. Assuming that u(x, t) is a solution of harmonic map flow,
we obtain
(2.11)
∇(du)
∂t
= ∇T (u).
Then (2.10) becomes
(2.12) (∇
∂t
−∆)uaj = −gk` (MRicjk)ua` + gk` (NRabcd)ubkucjud` .
Taking an inner product with du, and using the identity
∆e(u) = ⟨∆du, du⟩ + ∣∇du∣2,
we obtain
(2.13) ( ∂
∂t
−∆) e(u) = −∣∇du∣2 − hab (MRicij) (uai , ubj) + gikgj` (NRabcd) (uai , ubj, uck, ud`) .
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This yields the differential inequality
(2.14) ( ∂
∂t
−∆) e(u) ≤ −∣∇du∣2 +Ae2(u) +Be(u).
Here, A is a constant times an upper bound for the sectional curvature of N, and −B is a
constant times a lower bound for the Ricci curvature of M.
Remark 2.2. If the sectional curvature of N is non-positive, then one may let A = 0 in
(2.14), which gives a uniform bound on e(u) by Moser’s Harnack inequality. This is the key
point in the proof of Eells-Sampson’s Theorem.
2.4. Holomorphic splitting in the Ka¨hler case. We now restrict to the case that M = Σ
is an oriented surface and N is a Ka¨hler manifold of complex dimension n. The complexified
tangent spaces decompose as
(2.15) TΣC = T 1,0Σ⊕ T 0,1Σ, TNC = T 1,0N ⊕ T 0,1N.
As an element of EC = E ⊗C, the differential of u decomposes under the splittings (2.15) as
(2.16) du = ⎛⎝ ∂u ∂¯u∂u¯ ∂u ⎞⎠ .
Here we abuse notation slightly: letting z be a local conformal coordinate on Σ near a point
p, and {wα}nα=1 local holomorphic coordinates on N near u(p), we have
(2.17)
∂u = ∂wα
∂z
dz ⊗ ∂
∂wα
, ∂¯u = ∂wα
∂z¯
dz¯ ⊗ ∂
∂wα
∂u¯ = ∂wα
∂z
dz ⊗ ∂
∂w¯α
, ∂u = ∂wα
∂z¯
dz¯ ⊗ ∂
∂w¯α
,
where
dz = dx + idy, ∂
∂z
= 1
2
( ∂
∂x
− i ∂
∂y
)
dz¯ = dx − idy, ∂
∂z¯
= 1
2
( ∂
∂x
+ i ∂
∂y
) , etc.
We shall also write
wz = ∂wα
∂z
∂
∂wα
, wz¯ = ∂wα
∂z¯
∂
∂wα
w¯z¯ = wz, w¯z = wz¯.
Let h(, ) denote the complex-linear extension of the metric to TNC. Then
(2.18) h( ∂
∂wα
,
∂
∂wβ
) = 0 = h( ∂
∂w¯α
,
∂
∂w¯β
) .
The complex n × n matrix
hαβ¯ = h( ∂∂wα , ∂∂w¯β )
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is Hermitian, with hαβ¯ = hβα¯, and positive-definite. Denote the Hermitian inner product
corresponding to h by
(2.19) ⟨v,w⟩ = h(v, w¯)
for v,w ∈ TNC. Denote the corresponding norm by ∣ ⋅ ∣, which agrees with the ordinary norm
on real tangent vectors. The Ka¨hler form on N can be written
ωN = ihαβ¯dwα ∧ dw¯β.
We also extend g complex-linearly, and let
(2.20) σ2(z) = g ( ∂
∂z
,
∂
∂z¯
) > 0.
The metric and Ka¨hler form on Σ can be written
g = gΣ = σ2 (dz ⊗ dz¯ + dz¯ ⊗ dz) , ωΣ = iσ2dz ∧ dz¯.
Let
e∂(u) = ∣∂u∣2 = σ−2∣wz ∣2 = σ−2hαβ¯wαz w¯βz¯
e∂¯(u) = ∣∂¯u∣2 = σ−2∣wz¯ ∣2 = σ−2hαβ¯wαz¯ w¯βz .(2.21)
Then according to (2.16), the energy density decomposes as
e(u) = 1
2
∣du∣2 = e∂(u) + e∂¯(u).
On the other hand, the Ka¨hler form on N pulls back to
u∗ωN = ih ((∂u + ∂¯u) ∧ (∂u¯ + ∂u))= i (∣wz ∣2 − ∣wz¯ ∣2)dz ∧ dz¯= (e∂(u) − e∂¯(u))ωΣ.
Thus
(2.22) E∂(u) −E∂¯(u) = ∫
Σ
u∗ωN =∶ κ
is an invariant of the homotopy class of u; the energy of u satisfies
(2.23) E(u) = E∂(u) +E∂¯(u) = 2E∂(u) − κ = 2E∂¯(u) + κ.
Hence, an (anti-)holomorphic map minimizes the Dirichlet energy within its homotopy class.
It also follows from (2.23) that both E∂(u(t)) and E∂¯(u(t)) decrease in time along a solution
of harmonic map flow.
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2.5. Hopf differential and stress-energy tensor. We now define the Hopf differential
Φ(u) = h(du⊗ du)2,0 ∈ Sym2Ω1,0M .
In local coordinates, we have
Φ(u) = h ((∂u + ∂u¯)⊗ (∂u + ∂u¯))= (h(wz,wz) + h(w¯z, w¯z) + h (wz, w¯z) + h(w¯z,wz))dz ⊗ dz= 2 ⟨wz,wz¯⟩dz ⊗ dz,(2.24)
where we have used (2.18). It follows from (2.24) that the Hopf differential of a harmonic
map is holomorphic. We shall not use this fact, but only the following identity which holds
for general maps.
Lemma 2.3. For a differentiable map u ∶ Σ→ N, the stress-energy tensor is given by
(2.25) S(u) = 2 Re Φ(u).
In particular, the pointwise bound
(2.26) ∣S(u)∣g ≤ 4√e∂(u)e∂¯(u)
holds.
Proof. Recall the definition (2.5) of S(u). Since du is real, and in view of (2.18), we have⟨du⊗ du⟩ = h(du⊗ du) = h (∂u⊗ ∂u) + h (∂u⊗ ∂u¯) + h (∂u⊗ ∂u) + h (∂u⊗ ∂¯u)+ h (∂¯u⊗ ∂u) + h (∂¯u⊗ ∂u¯) + h (∂u¯⊗ ∂u) + h (∂u¯⊗ ∂¯u)= (∣wz ∣2 + ∣wz¯ ∣2)(dz ⊗ dz¯ + dz¯ ⊗ dz)+ 2 (⟨wz,wz¯⟩dz ⊗ dz + ⟨wz¯,wz⟩dz¯ ⊗ dz¯)= 1
2
∣du∣2g + 4 Re (⟨wz,wz¯⟩dz ⊗ dz) .
Rearranging yields (2.25). Applying (2.24) and Cauchy-Schwarz to (2.25) yields (2.26). 
Remark 2.4. There is a strong analogy between harmonic maps from a Riemann surface
to an (almost-)complex manifold and Yang-Mills connections on 4-manifolds. Letting j and
J be the complex structures on Σ and N, respectively, define an operator⋆ ∶ E → E
φ↦ J ○ φ ○ j.
Then ∗2 = 1, and the differential du decomposes along the ±-eigenspaces of ⋆ as
du = du+ + du−
where
du+ = 1
2
(du + J ○ du ○ j) = 2 Re ∂¯u,
du− = 1
2
(du − J ○ du ○ j) = 2 Re∂u.
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The stress energy tensor then takes the form
S = 2 ⟨du+ ⊗ du−⟩ ,
which can be compared with [31, Remark 2.8].
2.6. Split Bochner formula. We also require a split Bochner formula that goes back to
Schoen and Yau [22], Toledo [27], and Wood [33] for harmonic maps, and has been exploited
in a parabolic context by Liu and Yang [10].
Since Σ and N are Ka¨hler, their complex structures commute with the C-linear extension
of ∇ to EC. Hence, the operators on the LHS of (2.12) preserve the splittings (2.15). Taking
an inner product with ∂¯u in (2.12), we obtain
(2.27)
1
2
( ∂
∂t
−∆) e∂¯(u) = −∣∇∂¯u∣ + ⟨∂¯u, I⟩ + ⟨∂¯u, II⟩ ,
where I and II are the terms on the RHS of (2.12). These may be expanded as follows.
Since RicΣ =KΣg, we have
(2.28) ⟨∂¯u, I⟩ = −KΣ∣∂¯u∣2 = −KΣe∂¯(u).
For the second term, choose a conformal coordinate z = x + iy such that { ∂∂x , ∂∂y} form an
orthomormal basis at p (in particular, σ2(p) = 12). At the point p, we have⟨∂¯u, II⟩ = NR(∂¯u( ∂
∂x
) , du( ∂
∂y
) , du( ∂
∂x
) , du( ∂
∂y
))
+ NR(∂¯u( ∂
∂y
) , du( ∂
∂x
) , du( ∂
∂y
) , du( ∂
∂x
)) .(2.29)
Since
∂
∂x
= ∂
∂z
+ ∂
∂z¯
,
∂
∂y
= i( ∂
∂z
− ∂
∂z¯
)
we obtain
du( ∂
∂x
) = (wαz +wαz¯ ) ∂∂wα + (w¯αz + w¯αz¯ ) ∂∂w¯α
du( ∂
∂y
) = i (wαz −wαz¯ ) ∂∂wα + i (w¯αz − w¯αz¯ ) ∂∂w¯α
∂¯u( ∂
∂x
) = wαz¯ ∂∂wα , ∂¯u( ∂∂y) = −iwαz¯ ∂∂wα .
Substituting into (2.29), and using the fact that NR is a section of Λ1,1 ⊗Λ1,1, we obtain⟨∂¯u, II⟩ = NRαβ¯γδ¯wαz¯ i (w¯βz − w¯βz¯ ) (wγz +wγz¯ ) i (w¯δz − w¯δz¯)+ NRαβ¯δ¯γwαz¯ i (w¯βz − w¯βz¯ ) (w¯δz + w¯δz¯) i (wγz −wγz¯ )+ NRαβ¯γδ¯(−iwαz¯ ) (w¯βz + w¯βz¯ ) i (wγz −wγz¯ ) (w¯δz + w¯δz¯)+ NRαβ¯δ¯γ(−iwαz¯ ) (w¯βz + w¯βz¯ ) i (w¯δz − w¯δz¯) (w¯γz + w¯γz¯ )= 2NRαβ¯γδ¯wαz¯ w¯βz (− (wγz +wγz¯ ) (w¯δz − w¯δz¯) + (wγz −wγz¯ ) (w¯δz + w¯δz¯)) ,
(2.30)
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where we have combined the first with the fourth, and the second with the third lines. This
yields ⟨∂¯u, II⟩ = 4NRαβ¯γδ¯wαz¯ w¯βz (wγz w¯δz¯ −wγz¯ w¯δz)= σ−4 NRαβ¯γδ¯ (wαz¯ w¯βzwγz w¯δz¯ −wαz¯ w¯βzwγz¯ w¯δz) =∶ q1(u) + q2(u).(2.31)
Returning to (2.27), we obtain
1
2
( ∂
∂t
−∆) e∂¯(u) = −∣∇∂¯u∣ −KΣe∂¯(u) + q1(u) + q2(u).
The condition that h have nonnegative holomorphic bisectional curvature (see Goldberg
and Kobayashi [8] or Schoen and Yau [24], Ch. VIII) is equivalent to the assumption that
q1(u) ≤ 0. It is also clear that
q2(u) ≤ CNe∂¯(u)2,
where CN is a constant times the supremum of the holomorphic sectional curvature of N.
Similar formulae hold for the holomorphic part of the energy density, e∂(u).
We have shown:
Lemma 2.5 (Liu and Yang [10]). Assume that N has nonnegative holomorphic bisectional
curvature. For a solution u(x, t) of (HM), we have
1
2
( ∂
∂t
−∆) e∂(u) ≤ −∣∇∂u∣2 −KΣe∂(u) +CNe∂(u)2(2.32)
1
2
( ∂
∂t
−∆) e∂¯(u) ≤ −∣∇∂¯u∣2 −KΣe∂¯(u) +CNe∂¯(u)2.(2.33)
3. Epsilon-regularity
3.1. Scalar heat inequality. In this subsection, we estimate a weak solution v(x, t) of the
differential inequality
(3.1) ( ∂
∂t
−∆g) v ≤ Av3 +Bv
on a ball inside the compact surface (Σ, g) .2 These estimates will lead to ε-regularity results
of the form we require.
We shall let ε0 > 0 be a constant depending only on A, which may decrease with each
subsequent appearance. The constant R0 > 0 will depend on B and the geometry of Σ, and
may also decrease. We shall always assume
(3.2) 0 < R < R0
where R0 is small enough that any relevant Sobolev inequality holds on BR(p) with a constant
independent of R and p, and abbreviate BR = BR(p). For 0 < r < R, denote the annulus
URr = BR ∖ B¯r.
Let ϕ ≥ 0 be a smooth cutoff function, with suppϕ ⊂ BR, ϕ ≡ 1 on BR/2, and ∥∇ϕ∥L∞ < 4/R.
2The same results are true in the case that Σ is noncompact and g has “bounded geometry,” i.e., uniform
bounds on each derivative of the Riemann tensor and injectivity radius bounded from below.
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Lemma 3.1 (Struwe [26], III.6.10). Given any function v on BR of Sobolev class H1, we
have
(3.3) ∫ v2ϕ2 ≤ C (R2 ∫
BR
∣∇v∣2ϕ2 + ∫
UR
R/2v
2 )
(3.4) ∫ v4ϕ2 ≤ C (∫
BR
v2 ) (∫
BR
∣∇v∣2ϕ2 +R−2∫
UR
R/2v
2 ) .
Proof. The estimate (3.3) follows from the Poincare´ inequality and Young’s inequality:
∫ v2ϕ2 ≤ CR2∫ ∣∇ (vϕ) ∣2
≤ CR2∫ (∣∇v∣2ϕ2 + 2ϕv ⟨∇v,∇ϕ⟩ + v2∣∇ϕ∣2)
≤ CR2∫ (∣∇v∣2ϕ2 + v2∣∇ϕ∣2)
≤ C (R2∫
BR
∣∇v∣2 + ∫
UR
R/2v
2 ) .
For (3.4), we refer to Lemma III.6.7 of [26]. The proof there gives an inequality
∫ v4ϕ2 ≤ C (∫
suppϕ
v2 )∫ (∣∇v∣2ϕ2 + v2 ∣∇ϕ∣2) .
The estimate (3.4) follows again since supp∇ϕ ⊂ UR
R/2. 
Proposition 3.2 (Cf. [31], Proposition 3.4). Let v be a nonnegative continuous weak solution
of (3.1) on BR × [0, T ) . Suppose that
∫
BR
v(0)2 < ε0, sup
0≤t<T ∫URR/2v(t)2 ≤ ε < ε0.
Then
(3.5) ∫
BR/2v(t)2 ≤ e−αt/R2 ∫BRv(0)2 +Cε (1 − e−αt/R2)
for 0 ≤ t < T. Here α > 0 is a universal constant.
Proof. Let ε1 > ε0. Define 0 < T1 ≤ T to be the maximal time such that
(3.6) ∫
BR
v(t)2 < ε1 (∀ 0 ≤ t < T1) .
Let ϕ be as above. Multiplying (3.1) by ϕ2v and integrating by parts, we obtain
1
2
d
dt
(∫ ϕ2v2) + ∫ ∇(ϕ2v) ⋅ ∇v ≤ A∫ ϕ2v4 +B ∫ ϕ2v2.
Applying Young’s inequality, we obtain
1
2
d
dt
(∫ ϕ2v2) + 12 ∫ ϕ2∣∇v∣2 ≤ 2∫ ∣∇ϕ∣2v2 +A∫ ϕ2v4 +B ∫ ϕ2v2.
For 0 ≤ t < T1, we apply (3.4) on the RHS and rearrange, to obtain
1
2
d
dt ∫ (ϕv)2 + (12 −CAε1)∫ ϕ2∣∇v∣2 ≤ C (1 +Aε1)R−2ε +B ∫ (ϕv)2 .
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Applying (3.3) on the left-hand side, and rearranging again, we obtain
(3.7)
d
dt ∫ (ϕv)2 + αR2 ∫ (ϕv)2 ≤ C (1 +Aε1)R−2ε,
where
α = 1
C
(1
2
−CAε1) −CBR2.
We assume that ε1 < (4CA)−1 and R0 < (4CB)−1, so that α > (8C)−1.
Rewrite (3.7) as
d
dt
(eαt/R2 ∫ (ϕv)2) ≤ CR−2εeαt/R2
and integrate in time, to obtain
∫
BR/2 v(t)2 ≤ e−αt/R2 ∫BR v(0)2 +Cε2 (1 − e−αt/R2) .
This establishes (3.5) for 0 ≤ t < T1.
Assume, for the sake of contradiction, that T1 < T. For t < T1, (3.5) reads
∫
BR/2 v
2 ≤ ε0 +Cε.
Provided that
2 (2 +C) ε0 < ε1
we have
(3.8) ∫
BR
v2 = ∫
BR/2 v
2 + ∫
UR
R/2 v
2 ≤ ε0 + (C + 1) ε ≤ 1
2
ε1.
Since the flow is smooth for t < T, the bound (3.8) persists at t = T1. This contradicts the
maximality of T1 subject to the open condition (3.6); hence T1 = T, and (3.5) is proved. 
Proposition 3.3. Let 0 < R ≤ min [R0,√T ] . Suppose that v ≥ 0 satisfies (3.1) on BR×[0, T ) ,
with
(3.9) ∫
BR
v(0)2 + sup
0≤t<T ∫URR/2v(t)2 ≤ ε < ε0.
Then
(3.10) sup
BR/2×[R2/2,T ) v(x, t) ≤ C
√
ε
R
.
Proof. By Proposition 3.2, the assumption (3.9) implies
(3.11) ∫
BR
v(t)2 ≤ Cε
for all 0 ≤ t < T. We may therefore assume without loss of generality that T = R2, i.e., v is
defined on a parabolic cylinder.
We now repeat the argument of [30], Proposition 2.3, originally due to Schoen and Uhlen-
beck [21]. After rescaling
(3.12) v(x, t)→ Rv(Rx,R2t)
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in geodesic coordinates on BR(p), we may assume that v is defined on B1×[0,1) . Then (3.9)
is preserved, and (3.1) becomes (∂t −∆) v ≤ Av3 +R2Bv≤ (Av2 + 1) ⋅ v(3.13)
provided that R0 ≤ 1/√B. For R < R0, the rescaled metric (and any further rescaling) is close
enough to Euclidean that we have uniform volume bounds and a uniform Sobolev constant,
and may apply Moser iteration.
Let Pr(x, t) = Br(x) × [t − r2, t] , and write Pr = Pr(0,1). Define
(3.14) e(r) = (1 − r) sup
Pr
v
and let e0, r0 be such that
(3.15) e0 = e(r0) = sup
0≤r≤1 e(r).
Choose (x0, t0) ∈ Pr0 such that v(x0, t0) = supPr0 v. Letting ρ0 = (1 − r0) /2, we have
(3.16) ρ0 sup
Pρ0(x0,t0) v ≤ 2e0.
First assume, for the sake of contradiction, that e0 > 1. Letting
ρ1 = ρ0
e0
we may define a function v1 on P1 by
v1(x, t) = ρ1v (ρ1x + x0, ρ21 (t − 1) + t0) .
Then v1 again satisfies (3.13), and (3.16) implies
sup
P1
v1(x, t) ≤ 2.
But then Moser’s Harnack inequality (see e.g [30], Lemma 2.2), applied to (3.13), gives
1 = v1(0,1)2 ≤ C ∫ 1
0
∫
B1
v21(x, t)dV dt≤ Cε(3.17)
for a constant depending only on A. For ε sufficiently small, this is a contradiction. Therefore
e0 ≤ 1.
Now, from the definition (3.14) and (3.15), we have for any 0 < r < 1
sup
Pr
v = e(r)
1 − r ≤ e01 − r ≤ 11 − r .
Then (3.13) becomes
(∂t −∆) v ≤ C (A + 1) v
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on P3/4. We may again apply Moser’s Harnack inequality, to find
sup
P1/2 v ≤ C (∫ 10∫B3/4v2 dV dt)
1/2
≤ C√ε.(3.18)
By choosing ε sufficiently small, we can also ensure that sup v ≤ 1/√A. Then the coefficient
on the RHS of (3.13) is 2, so the constant in (3.18) is independent of A.
The estimate (3.10) now follows from (3.18) by undoing the rescaling (3.12). 
3.2. Epsilon-regularity theorems. The above estimates yield the following version of the
standard ε-regularity theorem, as well as a split version in the case that N is Ka¨hler with
nonnegative holomorphic bisectional curvature.
Theorem 3.4. There exists ε0 > 0, depending on the geometry of N, and R0 > 0, depending
on the geometry of Σ, as follows.
Let 0 < R ≤ min [R0,√T ] and 0 ≤ τ ≤ T −R2. Suppose that u ∶ BR × [0, T ) is a solution of
(1.1) such that
(3.19) E(u(τ),BR) + sup
τ≤t<T E (u(t), URR/2) ≤ ε < ε0.
Then
(3.20) sup
BR/2×[τ+R2/2,T ) ∣du∣ ≤ C
√
ε
R
.
For each k ∈ N, with R0 sufficiently small, we have
(3.21) sup
BR/2×[τ+R2/2,T ) ∣∇(k)du∣ ≤ Ck
√
ε
R1+k .
Moreover, the tension field satisfies
(3.22) sup
BR/2×[τ+R2/2,T ) ∣∇(k)T (u)∣ ≤ Ck
√∫ Tτ ∫BR ∣T (u)∣2 dV dt
R2+k .
Proof. By applying Kato’s inequality to (2.14), we obtain a differential inequality of the form
(3.1) with v = ∣du∣. The estimate (3.20) follows directly from Proposition 3.3. The derivative
estimates (3.21) then follow by a standard bootstrapping argument applied to (2.12).
The estimates (3.22) on the tension field can be obtained from the evolution equation∇
∂t
T (u) = trg ∇
∂t
∇du
= trg∇∇du
∂t
+ trgRN (∂u
∂t
, du)du
= ∆T (u) + trgRN(T (u), du)du.
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by (2.11). Taking an inner product with T (u), we obtain
1
2
(∂t −∆) ∣T (u)∣2 = −∣∇T (u)∣2 + T (u)#T (u)#du#du.(3.23)
By rescaling, we may assume without loss that R = 1. Then we have ∣du∣ ≤ C√ε ≤ 1 by
(3.20). Then (3.23) gives an inequality
1
2
(∂t −∆) ∣T (u)∣2 ≤ C ∣T (u)∣2.(3.24)
The estimate (3.22) with k = 0 now follows from Moser’s Harnack inequality, and the higher
derivative estimates are obtained by bootstrapping. 
Theorem 3.5. Suppose that N is compact Ka¨hler with nonnegative holomorphic bisectional
curvature, and let 0 < τ < min [R20, T ] . If u ∶ Σ × [0, T )→ N solves (1.1) with
(3.25) E∂¯(u(0)) ≤ δ2 < ε0
then
(3.26) sup
Σ×[τ,T ) ∣∂¯u∣ ≤ Cδ ( 1√τ + 1) .
A similar result holds for ∂u, with E∂ in place of E∂¯.
Proof. It follows from (2.6) and (2.23) that E∂¯(u(t)) is decreasing along the flow, so the
assumption (3.9) is satisfied with v = ∣∂¯u∣ on any ball B√τ(p) ⊂ Σ. By applying Kato’s
inequality to (2.32), we obtain an inequality of the form (3.1). The result then follows
directly from Proposition 3.3, with R = √τ . 
4. Estimate on the curvature scale
Let q ≥ 1. We now show that a uniform Lq-bound on the stress-energy tensor
(4.1) sup
τ≤t<T ∥S(u(t))∥Lq ≤ σ
provides a degree of control over the energy scale (cf. Definition 4.2 below) along the flow,
based on the following lemma.
Lemma 4.1. Given p ∈ Σ and 0 < R < R0, write BR = BR(p). Let u solve (1.1) on BR×[0, T ) ,
and assume the stress-energy bound (4.1). Then for τ ≤ t1 ≤ t2 < T, we have
E (u(t2),BR/2) ≤ E (u(t1),BR) +Cσt2 − t1
R
2
q
.
Proof. Choose a cutoff ϕ for BR/2 ⊂ BR. Integrating by parts against the pointwise energy
identity (2.9), we have
∫ e(t2)ϕdV − ∫ e(t1)ϕdV = ∫ t2
t1
∫ ∇i∇jϕSij dV dt≤ C(t2 − t1)∥∇(2)ϕ∥
L
q−1
q
sup
t1≤t≤t2 ∥S(t)∥Lq ,(4.2)
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where we have applied Ho¨lder’s inequality. We have
∥∇(2)ϕ∥
L
q−1
q
≤ [∫
BR
( C
R2
) qq−1 dV ] q−1q ≤ CR(2− 2qq−1) q−1q = CR −2q .
Then (4.2) yields
(4.3) E (u(t2),BR/2) −E (u(t1),BR) ≤ C(t2 − t1)R −2q σ
as desired. 
Definition 4.2. Let 0 < ρ < R0,0 < ε < ε0, and p ∈ Σ. Given an L21 map u ∶ Bρ(p)→ N, define
the (outer) energy scale λε,ρ,p(u) to be the minimal number λ ∈ [0, ρ] such that
(4.4) sup
λ<r<ρE (u,U rr/2(p)) < ε.
Lemma 4.3. For a solution u ∶ Σ× [0, T )→ N of (1.1) as above, ∣du∣ is bounded near (p, T )
if and only if there exists ρ > 0 such that λε,ρ,p(u(t)) = 0 for all T − ρ2 ≤ t < T.
Proof. If ∣du∣ is locally bounded, then it is clear from the definition that λε,ρ,p(u(t)) = 0
for ρ sufficienctly small. Conversely, suppose that λε,ρ,p(u(t)) = 0 for some ρ > 0 and all
T − ρ2 ≤ t < T. Then, since du(T − ρ2) is square-integrable, we may choose R > 0 such that
E(u(T − ρ2),BR) ≤ ε.
But, by assumption, we also have
sup
T−ρ2≤t<T E (u(t), URR/2) < ε.
Hence (3.19) is satisfied, and Theorem 3.4 implies that the energy density is bounded near
p as t↗ T. 
Theorem 4.4. Let u be as above, and assume that the stress-energy bound (4.1) is satisfied
for some q ≥ 1. Suppose that 0 < R ≤ ρ < R0 and τ ≤ t1 ≤ t2 < T are such that
(4.5) sup
t1≤t≤t2E (u(t),Bρ(p)) ≤ E (u(t2),BR(p)) + ε2 .
Then for t1 ≤ t ≤ t2, we have
(4.6) λε,ρ,p(u(t)) ≤ max⎡⎢⎢⎢⎢⎣4R,(Cσ(t2 − t)ε )
q
2
⎤⎥⎥⎥⎥⎦ .
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Proof. Suppose the contrary. Then there exists t1 ≤ t ≤ t2 such that λ = λε,ρ,p (u(t)) ≥ 4R
satisfies
(4.7) λ
2
q > 2C(t2 − t)σ
ε
.
Then we must have
E (u(t), Uλλ/2) ≥ ε.
Now (4.5) implies
E(u(t),Bλ/2) ≤ E (u(t),Bρ) −E (u(t), Uλλ/2)≤ E (u(t2),BR) + ε
2
− ε
≤ E (u(t2),BR) − ε
2
.
But then Lemma 4.1 and (4.7) give
E(u(t2),BR) ≤ E (u(t2),Bλ/4) ≤ E(u(t),Bλ/2) +Cσt2 − t
λ
2
q< E (u(t2),BR) − ε
2
+ ε
2
= E (u(t2),BR) ,
which is a contradiction. This establishes the desired estimate (4.6). 
Corollary 4.5. Suppose that the stress-energy bound (4.1) holds for some q ≥ 1, and assume
T <∞. For any p ∈ Σ, there exists ρ > 0 such that
(4.8) λε,ρ,p(u(t)) = O(T − t) q2 (t↗ T ).
Proof. Define
E0 = lim
r↘0 lim supt↗T E(u(t),Br(p)).
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Here, the outer limit must exist because the inner lim sup is nonnegative and decreasing with
respect to r. We may choose 0 < ρ < R0 and t1 < T such that
sup
t1≤t<T E(u(t),Bρ(p)) ≤ E0 + ε4 .
But then for any R > 0, we may also choose t1 ≤ t2 < T such that
E(u(t2),BR(p)) ≥ E0 − ε
4
.
We obtain
sup
t1≤t<T E(u(t),Bρ(p)) ≤ E(u(t2),BR(p)) + ε2 .
Theorem 4.4 now implies the claim, since R > 0 was arbitrary. 
Corollary 4.6. Suppose that N is compact Ka¨hler with nonnegative holomorphic bisectional
curvature, and assume that E∂¯(u(0)) < ε0 or E∂(u(0)) < ε0. Then for each τ > 0, the
stress-energy tensor S(t) is uniformly bounded in L2 for τ ≤ t < T. In particular, for each
0 < ε < ε0, p ∈ Σ, and T <∞, there exists ρ > 0 such that
(4.9) λε,ρ,p(u(t)) = O(T − t) (t↗ T ).
Proof. From Lemma 2.3 and Theorem 3.5, we have
∣S(t)∣ ≤ 4√e∂(t)e∂¯(t) ≤ Cδ√e∂(t) (1τ + 1)
for τ ≤ t < T. This gives
∥S(t)∥2L2(Σ) ≤ Cδ2E∂(u(t)) (1τ + 1)≤ Cδ2 (2δ2 + κ)(1
τ
+ 1)
since E∂(u(t)) is decreasing, where we have applied (2.23). The result now follows from the
previous corollary, with q = 2. 
Remark 4.7. Angenent, Hulshof, and Matano [1] first established the bound (4.9) in the
degree-1 rotationally symmetric case originally studied by Chang, Ding, and Ye [4]. Raphael
and Schweyer [18, 19] have shown that blowup occurs in that setting with the precise rate
(4.10) λ(t) ∼ κ (T − t)`∣log(T − t)∣2`/(2`−1)
for each ` ∈ N+, as predicted by Van den Berg, Hulshof, and King [3]. Da´vila, del Pino, and
Wei [5] have recently constructed more extensive examples with the ` = 1 rate.
5. Decay estimate in annular regions
In this section, we obtain decay estimates for a solution of (1.1) on an annulus, which will
apply in our setting. This is analogous to §5 in [31], although we give a less detailed estimate
with a much simpler proof.
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5.1. Evolution of the angular energy. Given 0 < R < 1, let
(5.1) U = U1R = {(r, θ) ∣ R ≤ r ≤ 1} ⊂ R2
denote an annulus in the plane. Let g be a metric on U of the form
(5.2) g = ζ2(dr2 + r2dθ2),
where ζ = ζ(r, θ) > 0 is a positive smooth function with
(5.3) ∣ζ2(r, θ) − 1∣ ≤ αr2
for a constant α > 0.
For convenience, we work in cylindrical coordinates (s = ln r, θ). The flat cylindrical metric
is given by g0 = ds2 + dθ2, and (5.2) becomes
g = ζ2e2s(ds2 + dθ2).
We shall write
(5.4) du = usds + uθdθ.
The tension field with respect to g0 is given byT0(u) = ∇sus +∇θuθ,
where ∇ denotes the pullback connection on u∗TN, as above. The heat flow equation (1.1)
with respect to the metric g becomes
(5.5) ∂tu = T (u) = ζ2e−2sT0(u).
Define the angular energy of u by
(5.6) f(u; r, t) ∶= √∫{r}×S1 ∣uθ(r, θ, t)∣2dθ.
Lemma 5.1. Let u be a solution of (1.1) on U × [0, T ) with respect to a metric g given by
(5.2). Suppose that for some 0 < η2 < ε0, we have
(5.7) r∣du∣ + r2∣∇du∣ + r3∣∇2du∣ ≤ η.
Then the angular energy f = f(u; r, t) satisfies a differential equality
(5.8) ∂tf − (∂2r + 1r∂r − 1 −Cηr2 ) f ≤ Cα (α + 1) η.
Here ε0 depends on the geometry of N, and α is the constant of (5.2).
Proof. We start from the identity
1
2
∂2sf
2 = ∫
S1
(∣∇suθ∣2 + ⟨∇2suθ, uθ⟩) .
By interchanging derivatives and integrating by parts, we compute
1
2
∂2sf
2 = ∫
S1
(∣∇suθ∣2 + ⟨∇θ∇sus +R(us, uθ)us, uθ⟩)
= ∫
S1
(∣∇suθ∣2 − ⟨∇sus,∇θuθ⟩ + ⟨R(us, uθ)us, uθ⟩) .
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Using the flow equation (5.5), we get
1
2
∂2sf
2 = ∫
S1
(∣∇suθ∣2 + ∣∇θuθ∣2 − ζ2e2s ⟨∂tu,∇θuθ⟩ + ⟨R(us, uθ)us, uθ⟩)
On the other hand, we have
1
2
∂tf
2 = ∫
S1
⟨∇tuθ, uθ⟩dθ = −∫
S1
⟨∂tu,∇θuθ⟩ .
Combining the above two identities, we get
(5.9)
1
2
(e2s∂t − ∂2s)f 2 = −∫
S1
(∣∇suθ∣2 + ∣∇θuθ∣2 + ⟨R(us, uθ)us, uθ⟩) +Q(u),
where
Q(u) = ∫
S1
(ζ2 − 1)e2s ⟨∂tu,∇θuθ⟩ .
Now, using (5.2) and plugging in the equation (5.5) again, we have
∣Q(u)∣ ≤ sup
S1
∣ζ2(ζ2 − 1)∣ ⋅ ∣∫
S1
⟨ζ−2e2s∂tu,∇θuθ⟩∣ ≤ α (α + 1) e2s ∣∫
S1
⟨T0(u),∇θuθ⟩∣ .
Integrating by parts and using the assumption (5.7), we get
(5.10) ∣Q(u)∣ ≤ α (α + 1) e2s ∣∫
S1
⟨∇θT0(u), uθ⟩∣ ≤ Cα (α + 1) ηe2sf.
The bound (5.7) also gives ∣us∣ ≤ η. Hence
(5.11) ∣∫
S1
⟨R(us, uθ)us, uθ⟩∣ ≤ CNη2f 2 ≤ ηf 2
for η sufficiently small.
Since ∣uθ∣ ≤ η is small, we may also assume that the image of the curve u(s, ⋅, t) ∶ S1 → N
lies in a coordinate chart of N where the Christoffel symbol Γ is bounded by CN . Then in
local coordinates, we have∣∂θuθ∣ = ∣∇θuθ − Γ(uθ, uθ)∣ ≤ ∣∇θuθ∣ + ∣Γ(uθ, uθ)∣ ≤ η +CNη2 ≤ 2η.
Thus ∣∇θuθ∣2 = ∣∂θuθ + Γ(uθ, uθ)∣2≥ ∣∂θuθ∣2 − 2∣∂θuθ∣∣Γ(uθ, uθ)∣ + ∣Γ(uθ, uθ)∣2≥ ∣∂θuθ∣2 −Cη∣uθ∣2.
Then the classical Poincare´ inequality on S1 yields
(5.12) ∫
S1
∣∇θuθ∣2 ≥ ∫
S2
∣uθ∣2 −Cη∫
S1
∣uθ∣2 = (1 −Cη)f 2.
Combining (5.9), (5.10), (5.11) and (5.12), we arrive at
(5.13)
1
2
(e2s∂t − ∂2s)f 2 ≤ −∫
S1
∣∇suθ∣2 − (1 −Cη)f 2 +Cα (α + 1) ηe2sf.
Next, note that
1
2
∂sf
2 = f∂sf = ∫
S1
⟨∇suθ, uθ⟩ ≤ (∫
S1
∣∇suθ∣2)1/2 f,
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so we have ∣∂sf ∣2 ≤ ∫ ∣∇suθ∣2. Inserting into (5.13), we get
(5.14)
1
2
(e2s∂t − ∂2s)f 2 ≤ −∣∂sf ∣2 − (1 −Cη)f 2 +Cηα (α + 1) e2sf.
On the other hand,
1
2
∂2s(f 2) = f ⋅ ∂2sf + ∣∂sf ∣2.
Inserting this into (5.14), we obtain
e2s∂tf − ∂2sf + (1 −Cη)f ≤ Cηα (α + 1) e2s.
Finally, translating the above equation back to polar coordinates, we get (5.8) and the lemma
is proved. 
5.2. Construction of supersolution. Given 12 ≤ γ < 1, define the trapezoidal spacetime
region
(5.15) Ωγ = {(r, t) ∈ [R,1] × [0, T ) ∣ 1 − t ≤ r2γ ≤ 1} .
(see Figure 1). We will now construct a supersolution for the equation (5.8) on Ωγ, with
controlled boundary values.
Letting
(5.16) λR,1γ (t) ∶= max [R, (1 − t) 12γ ] ,
the parabolic boundary of Ωγ is given by
(5.17) ∂Ωγ = ({1} × [0, T )) ∪ {(λR,1γ (t), t) ∣ t ∈ [0, T )}.
Let 12 ≤ γ < ν ≤ 1 and consider the operator
(5.18) ∆ν = ∂2r + 1r∂r − ν2r2 .
Let
v0(r, t) = ((1 − t)+ + r2ν) ν2γ
rν
.
Choose µ with
(5.19) 0 < µ < min [ν, ν2
γ
− 3ν + 2] .
Now let
(5.20) v(r, t) = v0(r, t) + (R
r
)ν + ν + 1
ν2 − µ2 rµ.
Lemma 5.2. On Ωγ, the function v(r, t) satisfies
(5.21) (∂t −∆ν) v ≥ rµ−2
with
(5.22) 1 ≤ sup
∂Ωγ
v ≤ Cµ,ν
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and
(5.23) v(r, t) ≤ Cµ,ν ((λR,1γ (t)
r
)ν + rmin[µ,ν( νγ −1)]) .
Proof. We first claim that
(5.24) ∆νv0 ≤ 0.
We calculate
∂rv0 = ν
2γ
v02νr2ν−1(1 − t + r2ν) − ν v0r
= νv0 [ν
γ
r2ν−1(1 − t + r2ν) − 1r]
and
∂2rv0 = ν2v0 [νγ r2ν−1(1 − t + r2ν) − 1r]2
+ νv0 [ν
γ
(2ν − 1)r2ν−2
1 − t + r2ν − νγ r2ν−12νr2ν−1(1 − t + r2ν)2 + 1r2 ]
= νv0 [ r4ν−2(1 − t + r2ν)2 (ν3γ2 − 2ν2γ ) + r2ν−21 − t + r2ν (ν(2ν − 1)γ − 2ν2γ ) + ν + 1r2 ]
= νv0 [ν2
γ2
r4ν−2(1 − t + r2ν)2 (ν − 2γ) − νγ r2ν−21 − t + r2ν + ν + 1r2 ] .
This gives
(∂2r + 1r∂r − ν2r2 ) v0 = νv0
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ν2
γ2
r4ν−2(1 − t + r2ν)2 (ν − 2γ)
− ν
γ
r2ν−2
1 − t + r2ν + νγ r2ν−21 − t + r2ν+ ν + 1 − 1 − ν
r2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦= ν3
γ2
v0
r4ν−2(1 − t + r2ν)2 (ν − 2γ) ,
which is non-positive for t ≤ 1, since ν − 2γ ≤ ν − 1 ≤ 0. This proves (5.24).
We also have
∂tv = ∂tv0 = − ( ν2γ)(1 − t + r2ν)−ν+2γ2γ rν ≥ −( ν2γ) r− ν(−ν+2γ)+νγγ ≥ −νr− ν(3γ−ν)γ .
Note that
∆νr
µ = (µ2 − ν2) rµ−2.
By (5.19), we have
µ − 2 ≤ ν
γ
(ν − 3γ) .
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We therefore obtain
(5.25) (∂t −∆ν) v ≥ −νr− ν(3γ−ν)γ + (ν + 1)rµ−2 ≥ rµ−2
for r ≤ 1, which establishes (5.21).
The bounds (5.22-5.23) follow from (5.20) by inspection. 
Proposition 5.3. Let 1/2 ≤ γ < ν ≤ 1, and µ be as in (5.19). Suppose g(r, t) ∶ Ωγ → R
satisfies the equation (∂t −∆ν)g ≤ Arµ−2
with
sup
∂Ωγ
g ≤ A.
Then g satisfies a bound
(5.26) g(r, t) ≤ Cµ,νA((λR,1γ (t)
r
)ν + rmin[µ,ν( νγ −1)])
for (r, t) ∈ Ωγ.
Proof. This follows from the previous lemma by the comparison principle, applied to the
functions g and Av(r, t). 
5.3. Decay estimates. We can now prove a decay estimate for the angular energy in the
above scenario.
Lemma 5.4. Let 0 < η2 < ε0 and 12 ≤ γ < 1. Let u be a solution of (1.1) on U1R × [0, T ) , with
T > 1, where U1R has a metric g as in (5.2). Suppose that for all (x, t) with
(5.27) max [R, (1 − t)] ≤ ∣x∣2γ ≤ 1
we have
(5.28) r∣du(x, t)∣ + r2∣∇du(x, t)∣ + r3∣∇(2)du(x, t)∣ ≤ η.
Then for
(5.29) γ < ν ≤ √1 −Cη
and for all 1 ≤ t < T and R ≤ r ≤ 1, the angular energy satisfies
(5.30) f(u; r, t) ≤ Cν,γη(α + 1)2 ((R
r
)ν + rν( νγ −1)) .
Here α is the constant of (5.3).
Proof. This follows from Lemma 5.1 and Proposition 5.3, where we let µ = ν ( νγ − 1) and
A = Cη (1 + α (α + 1)) . 
We now state two versions of the decay estimate that will be used in our context.
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Theorem 5.5. Let k ∈ N. There exists ε0 > 0, depending on the geometry of N, and R0 > 0,
depending on k and the geometry of Σ, as follows.3
For 2R ≤ ρ < min [R0,√T ] and p ∈ Σ, let u ∶ U2ρR (p) × [0, T ) → N be a solution of (1.1)
that satisfies (4.1) for some q > 1. Given 1/2 ≤ γ < 1, let
(5.31) λR,ργ (x) = max [2R,ρ(1 − xρ2)1/2γ] .
Suppose that τ + ρ2 ≤ t < T is such that for all r, s with λR,ργ (s − t + ρ2) ≤ r ≤ 2ρ, we have
(5.32) E(u(s), U rr/2) ≤ ε < ε0.
Then for ν as in (5.29) and all 2R ≤ r ≤ ρ/2, we have
(5.33) r1+k∣∇(k)du(t)∣ ≤ Cγ,ν,k√ε⎛⎝(Rr )ν + (rρ)ν(
ν
γ
−1)⎞⎠ +C√σr1− 1q .
Proof. Since for R sufficiently small, radial balls in conformal and geodesic coordinates are
almost equivalent, we may conflate the two in the statement. After rescaling by a factor of
ρ and shifting τ to zero, we may assume that u is defined on an annulus U = U2
R/ρ, with
α arbitrarily small in (5.3), and T > 1. By the ε-Regularity Theorem 3.4, (5.32) implies a
bound
sup
λ
R/ρ,1
γ (t)≤∣x∣≤1/2 (r∣du(x, t)∣ + r2∣∇du(x, t)∣ + r3∣∇(2)du(x, t)∣) ≤ C√ε.
This is equivalent to (5.7), with η = C√ε. We may therefore apply Lemma 5.4, to obtain a
bound
(5.34) f(u; r, t) ≤ Cν,γ√ε((R
ρr
)ν + rν( νγ −1)) .
This implies (5.33) for the angular energy, after undoing the rescaling.
It remains to bound the radial energy using the stress-energy bound (4.1). By definition
(2.5), the stress-energy tensor is conformally invariant and has the form
S = 1
2
(∣ur∣2 − 1
r2
∣uθ∣2) (dr2 − r2dθ2) + 2 ⟨ur, uθ⟩drdθ.
It follows that ∣du∣2 = ∣ur∣2 + 1
r2
∣uθ∣2 ≤ 2
r2
∣uθ∣2 + ∣S∣.
Therefore, by Ho¨lder inequality and (4.1), we have
E(u(t), U rr/2) ≤ ∫
Ur
r/2
2
r2
∣uθ∣2 + ∫
Ur
r/2 ∣S∣= ∫ r
r/2
2
r
f 2(r, t)dr +Cσr2(1− 1q ).
3It is again sufficient to assume that Σ has bounded geometry, or that the metric on the annulus is
sufficiently close to flat.
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This combined with (5.34) gives
E(u(t), U rr/2) ≤ Cν,γε⎛⎝(Rr )2ν + (rρ)2ν(
ν
γ
−1)⎞⎠ +Cσr2(1− 1q ).
Now the desired estimate (5.33) follows from the ε-regularity Theorem 3.4, applied on a
finite cover of the annulus U r
r/2 by geodesic balls. 
Theorem 5.6. Let u be as in the previous theorem, and assume that N is a Hermitian
manifold. If sup ∣∂¯u∣ ≤ δ, then we have
(5.35) r1+k∣∇(k)du(t)∣ ≤ Cγ,ν,k√ε⎛⎝(Rr )ν + (rρ)ν(
ν
γ
−1)⎞⎠ +Cδr.
Proof. We have ∣∂¯u∣ = ∣ (ur + iruθ)dz∣. The result follows by using this identity in place of the
stress-energy bound in the previous argument. 
6. Ho¨lder continuity and bubble-tree convergence
6.1. Main theorems. Our main theorems combine the results of the previous sections, as
follows.
Theorem 6.1. Let q > 1 and k ∈ N, and fix ν > 0 with
(6.1) max [1
2
,
1
q
] ⋅ 2q − 1
q
≤ ν2 < 1.
There exists ε1 > 0, depending on q, ν, and the geometry of N, as well as R0 > 0, depending
on k and the geometry of Σ, as follows.
Given 0 < ε < ε1, let u be a solution of (1.1) on Bρ × [0, T ) , for Bρ ⊂ Σ with
(6.2) 0 < ρ < min [R0,√T ,( ε
Cσ
) q2q−2 ] ,
and assume the stress-energy bound (4.1). Suppose τ + ρ2 ≤ t < T is such that
(6.3) sup
t−ρ2≤s≤tE(u(s),Bρ) ≤ E(u(t),Bρ/2) + 2ε.
Then for 2λε,ρ,p(t) ≤ r ≤ ρ/2, u(t) satisfies a bound
(6.4) r1+k∣∇(k)du(t)∣ ≤ Cq,ν,k√ε((λε,ρ,p(u(t))
r
)ν + (r
ρ
)1− 1q) .
Proof. Let γ = max [12 , 1q ] . Then (6.1) reads γ (2 − 1q) ≤ ν2, which implies
(6.5) 1 − 1
q
< 1 − 1
q
+ 1 − ν ≤ ν (ν
γ
− 1) .
Now, let 0 ≤ R < ρ/2 be the minimal number such that
(6.6) sup
t−ρ2≤s≤tE(u(s),Bρ) ≤ E(u(t),BR) + 3nε
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for a positive integer n ≥ 3 to be chosen later. We may also choose ε1 so that 3nε1 ≤ ε0 and
ν < √1 − 3Cnε1, per (5.29).
By Theorem 4.4, we have
(6.7) λ3nε,ρ,p(u(s)) ≤ max⎡⎢⎢⎢⎢⎣4R,(Cσ(t − s)ε )
q
2
⎤⎥⎥⎥⎥⎦
for t − ρ2 ≤ s ≤ t. But, by (6.2), we have
(6.8) (Cσ
ε
) q2 ≤ ρ1−q
and so (6.7) implies
λ3nε,ρ,p(u(s)) ≤ max [4R,ρ1−q (t − s) q2 ]
= max [4R,ρ(t − s
ρ2
) q2 ]
= λ2R,ργ (s − t + ρ2).
(6.9)
Therefore (5.32) is satisfied, and we conclude from Theorem 5.5 that
r∣du(t)∣ ≤ C√nε⎛⎝(Rr )ν + (rρ)ν(
ν
γ
−1)⎞⎠ +C√σr1− 1q
≤ C√nε((R
r
)ν + (r
ρ
)1− 1q) +C√σr1− 1q(6.10)
by (6.5). But, again by (6.2), we have √
σ ≤ √ερ− q−1q
and
(6.11)
√
σr1− 1q ≤ √ε(r
ρ
)1− 1q .
Hence (6.10) simplifies to
r∣du(t)∣ ≤ C√nε((R
r
)ν + (r
ρ
)1− 1q) .(6.12)
Finally, we claim that R ≤ 2λε,ρ,p(u(t)) for the appropriate choice of n. Assume the contrary;
then we must have R > 0 and λ = λε,ρ,p(u(t)) ≤ ρ/2, and moreover (6.6) is an equality:
(6.13) sup
t−ρ2≤s≤tE(u(s),Bρ) = E (u(t),BR) + 3nε.
Then from (6.3), we have
E(u(t),BR) + 3nε ≤ E (u(t),Bρ/2) + 2ε
and
(6.14) (3n − 2)ε ≤ E (u(t), Uρ/2R ) .
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But, since λ < 2R, we have
(6.15) E(u(t), U2nRR ∪Uρ2−nρ) < 2nε.
By (6.12), we also have
E (u(t), U2−nρ2nR ) ≤ Cnε∫ 2−nρ
2nR
((R
r
)ν + (r
ρ
)1− 1q)2 dr
r≤ Cεn2−(1− 1q )n.
Choosing n sufficiently large (depending on q and C), we obtain
(6.16) E (u(t), U2−nρ2nR ) ≤ ε.
Combining (6.14), (6.15), and (6.16), we have(3n − 2)ε ≤ E (u(t), Uρ/2R )= E(u(t), U2nRR ∪Uρ2−nρ) +E (u(t), U2−nρ2nR )< 2nε + ε = (2n + 1)ε.
Since n ≥ 3, this is a contradiction.
We have established that R ≤ λ = λε,ρ,p(u(t)), and the desired estimate (6.4) with k = 0
now follows from (6.12). The estimates for k > 0 are proven similarly. 
Corollary 6.2. Given 0 < ε < ε1, let u be a solution of (1.1) on Σ × [0, T ) which satisfies
(4.1), as well as
(6.17) E(u(τ)) −E(u(t)) ≤ c ε2
E(u(τ))
for τ ≤ t < T. For each p ∈ Σ, k ∈ N, ρ as in (6.2), and τ + ρ2 ≤ t < T, we have
(6.18) r1+k∣∇(k)du(x, t)∣ ≤ Cq,ν,k√ε(λε,ρ,p(t)
r
+ r
ρ
)1− 1q
for 2λε,ρ,p(t) ≤ ∣x∣ ≤ ρ/2.
Proof. We may let ν = √max [12 , 1q ] ⋅ 2q−1q > 1− 1q . It suffices to show that (6.17) implies (6.3)
for any choice of ρ, by the following standard argument.
We may assume without loss of generality that λε,ρ,p(u(t)) ≤ ρ/2, which implies
(6.19) E (u(t), Uρ
ρ/2) < ε.
Notice that by the global energy identity (2.6), the assumption (6.17) implies
(6.20) ∫ T
τ
∫
Σ
∣T (u(t))∣2 dV dt ≤ c ε2
E(u(τ)) .
Let ϕ be a cutoff for Bρ ⊂ B2ρ. Integrating once against ϕ in (2.9), and inserting (2.7), we
obtain
1
2
d
dt ∫ ϕ∣∇u∣2 dV + ∫ ϕ∣T (u)∣2 dV = ∫ ⟨T (u),∇ϕ ⋅ ∇u⟩ .
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Integrating in time, and using Ho¨lder’s inequality and (6.19), gives (6.3). 
Corollary 6.3. If u satisfies (4.1) for T < ∞, then the body map u(T ) = limt↗T u(t) is in
C1− 1q .
Proof. By advancing τ if necessary, one can always assume that (6.17) is satisfied. The result
then follows from Corollaries 4.5 and 6.2. 
Theorem 6.4 (Cf. Theorem 1.1). Assume that N has nonnegative holomorphic bisectional
curvature, and u ∶ Σ× [0, T ) , T <∞, is a global smooth solution of (1.1) with E∂¯(u(0)) < ε0.
Then u(T ) is Cα for each α < 1.
Proof. This follows by redoing the previous arguments with Theorem 5.6 in place of Theorem
5.5, and q = 2 (by Corollary 4.6). 
6.2. Bubble-tree convergence. We can now state the bubble-tree results that follow from
our main theorems. The arguments are by now standard (see Ding and Tian [6], Parker
[13], or Qing-Tian [17]), once one establishes the following key estimates on the energy and
oscillation in the neck region (cf. Lin and Wang [9], Lemma 3.1).
Lemma 6.5. Let 0 < ρi < R0, i = 1, . . . ,∞, be a sequence of positive numbers, and pi ∈ Σ
a sequence of points. Let ui ∶ Σ × [0, T ) → N be a sequence of solutions of harmonic map
flow with uniformly bounded energy. Suppose that there exists 0 < τ < T such that a uniform
stress-energy bound of the form (4.1) holds, with q > 1, as well as
(6.21) E(ui(τ)) −E(ui(t)) < δ0
for τ ≤ t < T, where δ0 > 0 is a sufficiently small constant (depending only on Σ,N, and the
uniform bound on the energy). Given any sequence of times ti ↗ T, let λi = λε1,ρi,pi(u(ti)),
and assume that
λi/ρi → 0 as i→∞.
Then we have
(6.22) lim
β↘0 limα→∞ limi→∞E(ui(ti), Uβρiαλi(pi)) = 0
and
(6.23) lim
β↘0 limα→∞ limi→∞oscUβρiαλi(pi)ui(ti) = 0.
Proof. By Corollary 6.2, we have
(6.24) r∣dui(x, ti)∣ ≤ C (λi
r
+ r
ρi
)1− 1q
for 2λi ≤ ∣x∣ ≤ ρi/2. Then (6.22-6.23) follow by integrating (6.24), using the assumption
λi/ρi → 0. 
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Theorem 6.6. Let ui ∶ Σ × [0, T ) → N be a sequence of solutions of harmonic map flow
with uniformly bounded energy, and suppose that there exists 0 < τ < T such that (4.1), with
q > 1, and (6.21) hold. Given any sequence of times ti ↗ T, there exists a subsequence (again
labeled i) such that ui(ti) converges to a Ho¨lder-continuous weak limit u∞ ∶ Σ→ N, smoothly
away from finitely many singular points in Σ. For each singular point p, there exist finitely
many harmonic maps φk ∶ S2 → N such that the energy identity holds:
(6.25) lim
r↘0 limi→∞E(ui(ti),Br(p)) =∑
k
E(φk).
Moreover, ∪kφk(S2) is connected and contains limx→p u∞(x).
Proof. Since the argument is standard, we provide only a sketch. It is most natural to use
an “outside-in” argument in the manner of Parker [13].
By the parabolic estimates of Theorem 3.4, after passing to a subsequence, we may assume
that ui(ti) converges smoothly away from a finite singular set. Given a singular point p, let
E0 = lim
r↘0 lim supi→∞ E(ui(ti),Br(p)).
By the argument of Lemma 4.3, we may choose ρ > 0 such that λ○i = λε1,ρ,p(ui(ti)) → 0. In
geodesic coordinates where p = 0, we may then let qi be the “center-of-mass” of e(ui) over
the ball Bλ○i (0), and put
λi = λε1,ρ/2,qi(ui(ti)).
It follows from Corollary 6.2 that we must have λi > 0 for each i and λi ≤ Cλ○i .
Consider the rescaled sequence
(6.26) vi(x) = ui(qi + λix, ti).
Then vi(x) is defined for x ∈ Bρ/2λi(0) ⊂ R2, and satisfies
(6.27) λε1,ρ/2λi,0(vi) = 1.
The sequence vi approaches a weak limit φ1 ∶ R2 ∖ {p′1,⋯, p′n} → N. The energy inequality
combined with the parabolic estimates of Theorem 3.4 imply that φ1 is a harmonic map, so
in fact either E(φ1,R2) > ε0 or φ1 is constant.
We claim that if φ1 is constant, then there must be at least two distinct points in the
singular set. Assume for contradiction that there is only one such point p′1. Then since φ1 is
flat, all of the energy must concentrate at p′1 as i→∞; since the origin is the center-of-mass,
we must have p′1 = 0. But then we clearly have E(vi, U11/4(0)) < ε1 for i sufficiently large,
which implies that λε1,ρ/2λi,0(vi) < 1. This contradicts (6.27).
We are left with two scenarios: either φ1 is nonconstant, with energy at least ε0, or there
are at least two distinct points in the bubbling set of {vi}, each consuming energy at least
ε0. By Lemma 6.5, we certainly have
(6.28) E0 = E(φ1) +∑
j
lim
r↘0 limi→∞E(vi,Br(p′j))
and
(6.29) lim
q→p u(ti, q) = limx→∞φ1(x).
30 CHONG SONG AND ALEX WALDRON
In either case, for each p′j, we must have
(6.30) lim
r↘0 limi→∞E(vi,Br(p′j)) < E0 − ε0.
We can now rescale around each point p′j in the same fashion, and repeat the procedure. In
view of (6.30), the amount of concentrated energy at each point goes down by at least ε0,
therefore the process must terminate in finitely many steps. The identity (6.28) yields the
energy identity (6.25), and (6.29) yields the no-neck property. 
Corollary 6.7. Let u ∶ Σ × [0, T ) → N be a solution of harmonic map flow, with T ≤∞. Assume that either a uniform stress-energy bound (4.1) holds, or N has nonnegative
holomorphic bisectional curvature and E∂¯(u(0)) < ε0. Given any sequence of times ti ↗ T,
there exists a subsequence such that u(ti) converges in the bubble-tree sense with no necks,
where u(T ) is Ho¨lder continuous and the bubble maps are harmonic. If T = ∞, then the
global weak limit u∞ of u(ti) is also harmonic.
Proof. This follows from the previous theorem. For, if T < ∞, then we may choose τ as
required since E(u(t)) is a nonnegative decreasing function, and let u = ui for all i. If T =∞,
then we may apply the theorem to the sequence of solutions ui(t) = u(ti + t). The fact that
u∞ is harmonic follows from the global energy identity and (3.22). 
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