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PREFACE 
The present dissertation is devoted to the study of "Mixed Integer 
Programming". It consists of five chapters with comprehensive list of references at 
the end. Each chapter is structured so that the introductory and background 
material are presented first. Symbols representing vectors or matrices are set in 
boldface type. 
Chapter I contains an introduction to the field. It presents a short 
introductory discussion on mathematical programming, linear and integer 
programming. Further, the formulation approach, and brief introduction to solution 
methods are some of the subjects that have been covered in this chapter. 
Chapter II examines the various methods for solving the integer 
programming problem. Particularly, cutting plane methods, and branch-and-bound 
methods are discussed in detail. 
Chapter III presents the techniques for solving mixed integer programs. 
Mixed zero-one integer program is also treated in this chapter. 
Chapter IV deals with the solution of nonlinear mixed integer 
programming problem. It gives several algorithms for solving mixed integer 
nonlinear optimization problem. 
The closing chapter (chapter V) discusses the method of solving mixed 
integer programming by partitioning. 
CHAPTER I 
INTRODUCTION 
Since the advent of the industrial revolution the world has seen a 
remarkable growth in the size and complexity of organizations. The changes in the 
structure of human organizations, specialization in various fields and introduction 
of division of labour concept in each organization made these more complex 
However, along its blessings, this increasing specialization has created new 
problems .One problem is a tendency for the many components of an organization 
to grow into relatively autonomous empires with their own goals and value 
systems, thereby losing sight of how their activities and objectives mesh with 
those of the overall organization. There is always a possibility that any policy, 
which is best for a particular component, may be detrimental for other 
components. All this leads the executive head of the organization to perform the 
most difficult duty of allocating the available resources to the various components 
and to coordinate the policies of different components in such a way that it serves 
the best interest of the organization as a whole. A wrong decision made at any 
stage can be of tremendous loss to the organization. 
Another important development in modem times is that in competitive 
world one has to take a quick decision because any delay or postponement in it 
may give advantage to the competitive organization. Here by a decision we mean 
recomm ^ ndation for the choice of a particular course of action from number of 
alternative courses, which is most useful for the organization. From above, it is 
clear that in modem times due to conflicting interests and competitive strategies 
the art of decision-making has become very complicated and important. A sound 
and usetul decision requires vigorous and scientific approach to the problem. The 
application of Operations Research (O.R.) methods helps in making decisions in 
such complicated situations. These kinds of problems and the need to find a better 
way to solve them provided the environment for emergence of O.R. 
1.1 MATHEMATICAL PROGRAMMING PROBLEMS: 
Mathematical programming (M.P.) is one of the many facets of the field 
of Operations Research. Mathematical programming can best be defined as a 
techniques used to find the optimum relationship between a number of inter-
dependent variables or a means of obtaining the very best course of action where 
many courses of action exist. Mathematical programming shares the same type of 
problem-solving approach as any other type of operations research techniques. 
Mathematical programming provides a quantitative basis for management 
decisions. A basis with which management manipulates and controls various 
activities to achieve the optimal outcomes of managerial problems. Management 
can be more efiective and effcient in making judgements by the use of 
mathematical programming. Mathematical programming can provide management 
with information about resource allocation. In mathematical progranmiing 
analyses, decisions are made under certainty or near certainty. That is, information 
on available resources and the relationship between variables are known. 
Therefore decisions models will help choose actions, which will invariably lead to 
optimal or nearly optimal results. Thus, mathematical programming can assist 
management in the selection of the most effective and desirable course of action 
from a number of available alternatives. Management problems are formulated in 
the form of mathematical models, which describe the quantitative features of all 
types of industrial problems. 
Generally stated, the problem in M.P. is to find the unknown values of some 
variables, which will optimize the value of an objective function subject to a set of 
constraints. A general mathematical programming problem can be stated as 
follows: 
Maximize (or Minimize) z -f(x) 
Subject to g, (x) < or = or > A, (for i= 1,2...n) 
and x> 0 
Where z = value of the objective function which measures the effectiveness of the 
decision choice 
g, (x) = set of /"' constraints. 
X = unknown variables that are subject to the control of the decision maker 
b, = available productive resources in limited supply. 
The objective function is a mathematical equation describing a functional 
relationship between various decision variables and the outcome of the decisions. 
The objective function may be either a linear or non-linear function of variables. 
The objective of the decision maker is to select the values of the variables so as to 
optimize the value of the objective function, z. The unknown variables whose 
values are to be chosen are called the decision variables in mathematical 
programming. The production quantity, sales price, number of days of plant 
operations, units of a product shipped to different destinations is only a few of the 
many examples of decision variables. The decision variables may take on 
fractional or integer values. Also, they may be discrete or continuous, depending 
on the business problem being analyzed. The limited supply of the productive 
resources imposes the constraints in mathematical programming. Mathematical 
programming problems do not exist unless the supply of some type of productive 
resources is limited. These restricted resources are expressed as equalities or 
inequalities in mathematical programming models. The decision maker's goal is to 
find the values of the decision variables within limits, to optimize the value of the 
objective function. 
Mathematical programming has been successfully applied in the following areas: 
(i) Product Allocation: With a number of jobs that can run on a number of 
different machines, it is possible to determine how to best allocate the work to the 
machines so as to minimize either the total time or total cost to produce the entire 
work load. 
(ii) Distribution and shipping: With a product demand at various locations and a 
supply of product at several warehouses, it is possible to determine which 
warehouse should ship how much product to which customer so that the total 
distribution costs are a mmimum. 
(ili) Job and Salary evaluation: Here mathematical programming is used in place 
of multiple correlation analysis to determine the relative weights of the factors 
considered. This applies to salary and executive type jobs. A similar analysis can 
be applied to any testing situation to give a better over-all evaluation. 
(iv) Production Planning: It is possible to develop the lowest-cost producing 
plan, starting with a sales forecast, available plant capacity, and the tangible cost 
factors. 
1.2 LINEAR PROGRAMMING PROBLEMS: 
Linear programming is the part of mathematical programming that 
studies optimization problems having objective function and constraints of 
particularly simple form. It deals with that class of programming problems for 
which all relations among the variables are linear both in constraints and the 
function to be optimized. The linear programming problem can be defined as the 
problem of finding non-negative (>0) values of a given set of variables which 
minimize (or maximize) a given linear function in these variables under certain 
restrictions specified by linear equations or inequations. 
The mathematical model of a LPP may be 
Minimize (or Maximize) CiXi + C2X2 +... + c„Xn 
Subject to QiiXi + anX2 + . . . + a\nX„ > k 
anXi + 022X2 + ... + OinXn > bj 
an,\X\ ^-anaX2 + . . . + a„mX„ > bn 
X\,X2,...Xn >0 
Here c^x^+c•,x•,+ + C„A:„, is the objective function to be minimized (or 
maximized) and will be denoted by z. The coefficients c^c,,.•••,<;„ are the 
(known) cost coefficients and x,,x,,...,x„ are the decision variables to be 
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determined. The inequality Y^QijXj >b, denotes the /"''constraint (or restriction). 
The column vector whose /'* component is b,, which is referred to as the right 
hand side vector, represents the minimal requirements to be satisfied. The 
constraints af,,^ ,,...,*,, >0 are the non-negativity constraints. A set of variables 
x^,x2,...,x„ satisfying all the constraints is called a feasible point or a feasible 
vector. Ihe set of all such points constitutes the feasible region or the feasible 
space. 
1.3 INTEGER PROGRAMMING PROBLEMS: 
Any decision problem (with an objective to be maximized or minimized) 
in which the decision variables must assume nonfractional or discrete values may 
be classified as an integer optimization problem. In general, an integer problem 
may be constrained or unconstrained and the functions representing the objective 
and constraints may be linear or nonlinear. An integer problem is classified as 
linear if, by relaxing the integer restriction on the variables, the resulting functions 
are strictly linear. 
An integer solution to a given linear programming problem can be obtained 
by rounding off the fractional values derived in the optimal solution by the 
simplex method. However if a feasible solution is obtained by rounding, one 
should not be under the illusion that such a solution is optimal or even close to 
optimal. The rounding procedure at best may be regarded as a heuristic. But even 
in this case, there may be other heuristics that would yield better solutions than 
when rounding is used. Any integer model having an original inequality constraint 
can never yield a feasible integer solution through rounding. This is based on the 
assumption that only basic variables can be rounded, if necessary, and that all the 
non-basic variables remains at zero level. This assumption is not unreasonable 
since it is generally difficult to consider elevating a non-basic variable above zero 
while maintaining feasibility. This was observed by Glover and Sommer(1972) 
[27]. To alleviate these shortcomings, a special solution procedure referred to as 
integer programming was developed. 
1.4 Mathematical Deflnition of the Integer Programming: 
The general integer program may be defined as 
Maximize (or minimize) z = go(^i >•*^2 > • • •'^«) (') 
Suhiecttog,{x^,X2,...,xJ<or = or>b,, ieA/H{l,2,...,m} (2) 
x,>0, ieN^{\,2,...n} (3) 
Xj an integer, j e / c A^  
If I = N, that is, all the variables x^ are restricted to integer values, the problem is 
called a pure integer program. Otherwise, if I c A^ , then one is dealing with mixed 
program. Equation (1) is the objective function, which can be a linear or non-
linear function. Expression (2) and (3) are the constraints and non-negative 
restrictions respectively. In the absence of the integrality condition, the problem 
becomes an ordinary (continuous) linear or non- linear program. 
Applications of IP problems: 
1. The Fixed Charge Problem: 
The fixed charge problem is characterized by "one shot" outlays (or setup 
costs) that are incurred in the process of starting or renewing a business venture. 
For example, a manager who is faced with deciding which of several machines to 
buy, automobile plants to build, oil wells to drill, must account not only for the 
continuing costs of operation but also for the initial fixed cost required to initiate 
the projects. 
A typical fixed charge problem has the form: 
Minimize cx+ ay 
Subject to Ax < b 
x> 0,y> 0 
where the vectors x and y have the same dimension and Xj> 0 implies yj = 1 .The 
stipulation that ;c^  > 0 implies yj = 1 conveys the meaning that to make, buy or, 
process any positive amount of x^ incurs a fixed charge of a^ (>0). However, the 
preceding formulation is not acceptable for IP since the constraints '' x^> 0 
implies yj= 1" is "logical" rather than linear. To put the problem in acceptable 
form, we assume the existence of a bound Uj so that Xj < Uj is satisfied for all 
values of Xj compatible with Ax < b, x > 0. Then the constraint U^yj > Xj 
always holds for y,= \, and moreover, if yj is integer valued, then Xj> 0 implies 
yj > I and hence y^ = 1 in minimizing solution. 
Thus the IP formulation of the fixed charge problem may be written as 
Minimize ex + ay 
Subject to Ax < b 
X - Uy < 0 
X > 0, y> 0, y is integer 
where U = (t/^). 
2. Single hub air cargo fleet planning [35] (An MILP): 
Here we present an MILP model, useful in maximizing profit, when the 
service network of an all cargo airline consists of a single spider graph i.e. a 
routine network in which only one special node (or hub or junction) may have 
more than two spider legs (A spider leg is an arc that connects two nodes). The 
scope of the model is confined to one typical night's operation. The following 
explanations are given for the understanding of the model. 
The structure of the spider graph is specified by listing, for each spider leg 
(s=l,2,...,S), the cities that lie on that leg {city(s, 1),...,city(s,/»,)}, in the 
returning order from the hub. It is also understood that no city may lie on more 
than one leg and each individual airplane will make one round trip on a single 
spider leg. For each leg 
s= 1,2,...,S we are given the set: M^^^= {K | aircraft type K is available for leg S}. 
The distances of the airports are measured in the units of great circle miles. 
The remaining data are: D,j = the amount that customers want to send from 
city i to city j (1000 KG's). 
Cjy = the revenue received for carrying cargo from city i to city j (Rs/1000 KG's) 
h(k) = the cost of one take off and landing from an aircraft of type K (Rs/great 
circle mile) 
/,^,= the operating cost for an aircrat\ of type K(Rs/great circle mile) 
J3^^^= the fiiel bum rate for an aircraft of type K(gal Ions/great circle mile) 
f = the total amount of fuel available (gallons) 
A,j = distance from i to j 
C„^= the cost of serving spider legs with an aircraft of type K 
m , - l 
a,^  = the amount of fuel consumed 
m , - l 
~ ^ P(k)-^(huh,cily(s.\)) "^ ^2^l^{k)-'^{d(y(sJ),cily(s.l+\)) 
fX 
where in both these formulae (comprising c,,^  and o,^ ) the summation appears only 
if m, > 2. 
The MILP model to the problem is given by: 
Maximize z = - ^  ^ ^u" ^ >* + Z Z 2^-7 ^ ' / 
.V keM,,i I J*i 
Subjectto^X^vi^v. ^ / (') 
^..=(0,1) 
The de( ision variables of the model are the aircraft selections (binary) and the 
freight Hows (continuous): 
x,j = the number of aircrafts of type K selected to serve a spider leg S. 
y,^ = the amount of freight carried from city i to city j (1000 kgs). 
In most cases theXj^  variables will be either zero or one (in case, any additional 
aircraft of a given type are rendering services along the spider leg s, then they will 
be allowed by declaring them as additional types, since the computer codes are 
composed of zero-one variables). The amount y,j is necessarily sent on the unique 
path from i to j . 
The capacitated model to the problem (1) requires additional denotations. 
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A ,^„= ((u,v) |the route from city u to city v includes the inbound arc from city i}; 
r„)= {(u,v) I the route from city u to v includes the out-bound arc to city i } ; 
/eg,,, = the index of the spider leg that city i lies on. 
/Cn,= the capacity of an aircraft of type k (1000 kgs). 
The total capacity available is the same in the cases of inbound and outbound 
trips, since any aircraft chosen to serve /eg,,, must make the trip in both directions. 
Therefore, each city i adds two additional linear constraints to the 
model (1) given by; 
2 J "^V - 2^^(*)*/«g(/).* 
(n.v)^,,, «a/(fejf,o) 
and 
2 J ^XV - 2 J (*)'" '^'X(').* 
(u.v)/;,, ^M^Ieg^„) 
Such a problem can be solved by using branch-and-bound algorithm, which is 
discussed in the next chapter. 
3. An integer program for decision support in the charitable disposition of 
excess inventory [13]: 
Whenever inventory is sold for less than cost, donated to charity, or 
hauled to the landfill, net profit is negative for those transactions. Therefore the 
goal of disposing of inventories in any of these manners is to decrease the drain on 
the organization's overall net profit. This is accompanied by maximizing the 
income tax savings associated with the above alternatives. 
Under certain circumstances, the charitable donation of these excess 
inventories can result in an income tax deduction allowed for dumping or lower 
than cort sales of inventory. The income tax savings from these donations can 
actually decrease the negative effects on net profit. The conditions under which 
charitable donation is the preferred alternative to selling or dumping are identified. 
Based on this information an integer program is developed to help managers 
determine the number of specific excess items to donate to charity. 
The goal or objective of the decision to dispose of the excess inventory 
items should be to maximize the contribution to the net profit of the organization. 
Assuming the organization is opposed to dumping the items of excess inventory, 
the objective function should include the alternatives of clearance sale or 
charitable donation for each type of excess inventory item. It must also be 
assumed that the organization has taxable income prior to any charitable 
deductions. This assumption is made because only organizations liable for income 
tax can benefit from income tax savings. 
For each inventory item types i that is sold at a clearance price, an 
ordinary income transaction occurs. The net profit that results from this ordinary 
income transaction is 
[P,-B,-iPJiEM-0 
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where, 
Pi = the clearance price of item i. 
Bi = the basis or cost of goods sold per unit of item i. 
£, = the selling expense of i, expressed as percent of P,. 
t = the effective tax rate of the organization. 
Any items donated to charity do not produce ordinary income transactions. Their 
contribution to the net profit of the organization is the result of the income tax 
savings on the charitable deduction reduced by the basis of the item. The net profit 
of any item i that is denoted to charity is the lesser of 
0.5{FMV, -B,)t- B,(1 - / ) or 2B,t-B, 
where FA/F, is the fair market value of item i. 
If X,, is the number of inventory items i sold at clearance price P, and x,, is 
the number of inventory items i donated to charity, the objective function of the 
integer program becomes: 
Max2;!{i^ - 5 , -^P,)(£,)}(l-0]x„ +min[{0.5(FMF, -5,)/-5,(l-/)}x,,^{25,/5,}x,,] 
The constraints on the decision will include the number of each type of excess 
inventoiy items and the annual limit on charitable deductions. Each type of excess 
inventO)y item i will have a constraint such as 
where /, = the amount of excess inventory item i. 
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1.5 Methods for solving integer programming problem: 
The principal approaches for solving integer programming problems are 
(a) cutting plane techniques and (b) enumerative methods. We briefly describe 
these while the details of the algorithms are left to the next chapter. 
(a). Cutting plane techniques: 
The cutting plane technique consists of the derivation of new 
constn ints (or cuts) so as to whittle the LP feasible region down to one whose 
optimal vertex is integer in the integer constrained variables. 
Gomory, Ralph E. [24], first suggested such a method for solving an 
AU-Inieger programming problem and latter in 1960 he extended the procedure to 
cover a generalized case of mixed integer programming problem. Since then a 
number of advances have been made in cutting plane theory by Ghandforoush and 
Austin [21], Bell [10] , Sherali [39], Chames and Granot [12], Jeroslow [28], and 
others. 
(b). Enumerative methods-
The intent here is to enumerate, either explicitly or implicitly, all 
possible solution candidates to the mixed integer or integer program, the feasible 
solution which maximizes the objective function is optimal. Enumerative 
algorithm show that certain related integer points cannot yield improved solutions; 
that is via criteria which are contrived from the integrality and the constraint 
requirements, to implicitly enumerate large numbers of points. 
Land and Doig [31] in 1960 proposed an enumerative technique for the 
general mixed integer program. Little, Murty, and others used the same idea in 
develo))ing an for the traveling salesman problem. In 1965 Balas[7] proposed an 
enumerative algorithm scheme for solving zero-one integer program. 
1.6 NP- Hard problems: 
Integer programs belong to a class of problems known as NP-hard. We may 
somewhat loosely think of NP as meaning "not polynomial". This means that there 
is no known algorithm of solving these problems such that the computational 
effort at worst increases as a polynomial in the problem size. For our purposes, we 
shall say that an algorithm runs in polynomial time if there is a positive constant k, 
such that the time to solve a problem of size n is proportional to «*. For example, 
sorting a set of n numbers can easily be done in (polynomial) time proportional to 
w^ where as solving an integer program in n zero/one variables may, in worst 
case, (exponential) time proportional to 2". There may be faster way but no one 
has published an algorithm for integer program that is guaranteed to take 
polynomial time on every problem presented to it. The terms NP-complete and P-
complote apply to problems that can be stated as "yes/no" or feasibility problems. 
The yes/no variation of an optimization problem would be a problem of the form: 
Is there a feasible solution to this problem with cost less-than-or-equal-to 1250. In 
an optimization problem, we want a feasible solution with minimum cost. 
Khachian (1979) showed that the feasibility version of LP is solvable in 
polynomial time. So we say LP is in P. Integer programming stated in feasibility 
form, and a wide range of similar problems, belong to a class of problems called 
NP-complete. These problems have the feature that it is possible to convert any 
one of these problems into any other NP-complete problem in time that is 
polynomial in the problem size. Thus, if we can convert problem A into problem B 
in polynomial time, and then solve B in polynomial time, we then have a way of 
solving A in polynomial time. 
CHAPTER II 
METHODS OF INTEGER PROGRAMMING 
2.1 INTRODUCTION 
While dealing with an integer linear programming, we first solve the linear 
programming by removing the integer restrictions on x, and then the integer 
solutions are obtained by applying post optimal analysis with respect to integer 
restrictions. 
Various methods have been developed for the solution of an integer linear 
progr imming (ILP) problem. These can broadly be divided into two classes, viz., 
cutting plane techniques and branch-and-bound techniques. In the present 
chapter we discuss the techniques developed in these classes. 
2.2 C UTTING PLANE TECHNIQUES 
The general intent of cutting plane algorithms is to deduce supplementary 
inequalities from the integrality and constraint requirements, which eventually 
produce a linear program, whose optimal solution is integer in the integer 
constrained variables. 
The constraint generation idea was proposed by Dantzig, Fulkerson and 
Johnson [16] in 1954 in their work on the travelling salesman problem, and then in 
1957 by Markowitz and Manne [34]. However, in 1958 Gomory [22] developed 
the first cutting plane algorithm applicable to any integer program. Shortly 
afterward, Gomory [41] and Beale [9] generalized Gomory's results to the mixed 
integer case. In 1960 Gomory [30] produced a second cutting plane algorithm for 
the integer program which requires only additions and subtractions in computation 
(an "all-integer" technique). All of the above methods maintain linear programs. 
which are dual feasible, and are therefore often classified as dual cutting plane 
algorithms. 
Glover [26] and Young [43] developed cutting plane algorithms for the 
integer program, which maintain linear problems that are primal feasible. Since 
primal feasible integer solutions are successively produced, the technique is 
referred to as a primal cutting plane algorithm. 
.2.2.1 Dual-fractional cut: 
This method concerns itself with a cutting plane algorithm for the integer 
program, which utilizes the dual simplex method and allows fractional numbers in 
computation. The basic approach for this integer program is as follows: 
Step 1- Starting with an all integer tableau; solve the integer program as a linear 
one. If it is infeasible, so is the integer problem - terminate. If the optimal solution 
is all integers, the integer program is solved - terminate. 
Step 2- Derive a new inequality constraint (or 'cut') from the integrality and 
constraint requirement, which cut off the (current) optimal point (i.e. makes the 
linear programming solution infeasible) but does not eliminate any integer 
solution. Add the new inequality to the bottom of the simplex tableau, which then 
exhibits primal infeasibility. 
Step 3- Reoptimize using the dual (lexicographic) simplex method. If the new 
linear program is infeasible, the integer program has no solution - terminate. If the 
new optimum is in integers, the integer program is solved - terminate. Otherwise 
go to step 2. 
2.2.2 Dual all-integer cut: 
The dual all-integer method is a direct extension of the classical dual simplex 
algorithm. The essential difference is that the pivot row in the all integer algorithm 
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is generated at each iteration and ensures a -1 pivot. Since the technique employs 
the dual simplex method and maintains all integer tableaux, it is referred to as 
"dual all-integer". 
The initial tableau is assumed to be all integer and lexicographic dual 
feasible. Hence successive tableaux are also all integer and lexicographic dual 
feasible. The primal integer solution proceeds towards feasibility, and since dual 
feasibility is maintained, optimality is reached when it is attained. The steps for 
this method are as follows: 
Step 1- Start with an all integer simplex tableau, which contains a lexicographic 
dual feasible solution. 
Step 2- Select a primal infeasible row v (i.e. a^^ <0,v5iO). If none exist, the 
tableau exhibits the optimal integer solution - terminate. Go to step 3. 
Step 3- Designate the pivot column a^ (p = l,2,...,n) to be the lexicographically 
smallest among those having fl,^< 0. If none exist (i.e. o„^  >0 for j = 1,2,...,n) 
there 's no integer feasible solution - terminate. Go to step 4. 
Step 4- Derive an all integer inequality from row v, which is not satisfied at the 
current primal solution. It must also have a -1 coefficient in column a^. Adjoin it 
to the bottom of the tableau and label it the pivot row. Perform a dual simplex 
pivot operation and return to step 2. 
The form of the cut: 
Let the generating row be any row v of the 
Then the all integer cut is: 
x'= a vO 
n 
J 7-1 
a (-^,.;,)^0 
where x' is a nonnegative Gomory slack variable and [yjmeans the largest integer 
<,y. k is a positive number found by rules below. 
The niles for finding A: 
Step I- With V as the generating row, let a^ be the lexicographically smallest 
column among those having a^^<^{^= 1,2,... n). 
Step 2- Let J/^=1, and for every j>\U* p) with «,,< 0, let ii^ be the largest 
integer such that ^ 1 ^ 
K^J J 
la, va^. 
-a,., Step 3- For each a,, < 0 (y > !), set X. = — -
u. 
Note that Aj is not necessarily an integer. 
-a,. Step 4- Set X = maximum Xj. Note that A > A^  = —'— > 1, since u^ = 1 and - a..^  is 
a positive integer. 
2.2.3 Primal all-integer cut: 
The primal all-integer integer programming algorithm is an extension of the 
primal simplex method. Specifically, the procedure requires an all integer primal 
feasible initial tableau. It adds a Gomory cut at each iteration, starting with the 
very first so as to maintain an all integer tableau and primal feasibility. When dual 
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feasibility is reached the tableau is integer optimal and the integer program is 
solved. 
Suppose the tableau is primal feasible and all integer. That is, each o„ is 
integer and a„^, >0 {j = \,2,...m). If the dual problem is not feasible, there are 
column indexed by j (i>\) with a„j< 0. Suppose, we let the pivot column 
correspond to the most negative of these, say^o;,- To determine a pivot row, we 
find a row satisfying 
a.. 
^0^,a,>Q 
Let the equation of such a row be 
n 
/-I 
Ij ( - x , )>0 , 
Let the above equation serve as a generating row from which the Gomory all 
integer cut is derived as 
s = 
. A . 
n 
y-1 
-f(-^,)^o. 
The algorithm for the method is as follows: 
Step 1- Start with a primal feasible all integer tableau. If such a tableau cannot be 
found the integer program is infeasible - terminate. Go to step 2. 
Step 2- Find the pivot column indexed by p using a^^ = min imum a^j (7 > 1) 
,<o 
If Ooy ^0 (y = 1,2,...w), the tableau is integer optimal - terminate. Go to step 3. 
Step 3- Find the row indexed by v utilizing 9 = — = min imum \ — \. 
vp a.. 
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Arbitrarily brealc ties. lfa,^<0 (/ = l,2,...,« + m), the integer program has an 
unbounded solution - terminate. Go to step 4. 
Step 4- From a row i with a,p> 0 that satisfies < 6 , generate a Gomory all 
integer cut. Set the parameter A in the cut equal toa,^; let the derived row be the 
pivot row. Perform a primal simplex pivot step and return to step 2. 
2.3 NAZ cut for integer programming [6]: 
Here a new type of cut (termed as NAZ cut) has been proposed that reduces 
the feasible region of an integer program considerably. The procedure and an 
example are given to illustrate the cut. 
Procedure for solving the problem using NAZ cut: 
Step 1- Solve the given problem as LPP using simplex or dual simplex method. 
Step 2- If this solution is integer, stop. Otherwise, round off the non-integer 
solution to the nearest integers. 
Step 3- Find the minimum perpendicular distance from the integer point, which is 
inside the feasible region on the objective function curve passing through the non-
integer solution. Derive NAZ cut passing through this point and parallel to the 
objective function curve. 
Step 4- Use branch-and-bound or cutting plane method to find the integer 
optimum. 
2\ 
Example: 
Maximize z = 2x, + Sxj 
Subject to 5x^ + 2^ 2 < 15 
3x^ +5x2 <15 
;c,,x2 >0 and integer. 
After solving this problem as a non-integer problem by using simplex 
method we get the non-integer solution as: 
X, =2.37,X2=1.58, and z = 9.48 
So we round off the non-integer solution to the nearest four integer points as (2,2), 
(3,2), (3,1), and (2,1). Now calculate the perpendicular distances from these points 
by using the distance formula. 
-057 The distance from the point (2,2) is 
The distance from the point (3,2) is 
^3 
-1.51 
Vi5 
The distance from the point (3,1) is —^=^ 
Vl3 
+ 2 43 The dit^ tance from the point (2,1) is —T=^ 
•M 
We di>card those points for which distance is negative and check whether the 
constraints are satisfied for the points for which the distance is positive. If the 
constraints are not satisfied then discard that point. Now we are left with only one 
point (2,1), which is in the feasible region. 
Now we derive NAZ cut passing through the integer point (2,1) as 
2x^ + 3::J > 7 and solving the new problem by using branch-and-bound method we 
get the optimal integer solution to the problem as 
x^ =0,x, =3, and z = 9. 
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Fathome 
2.4 THE BRANCH-AND-BOUND TECHNIQUE: 
Because any bounded pure IP problem has only a finite number of 
feasible solutions, it is natural to consider using some kind of enumeration 
procedure for finding an optimal solution. But unfortunately, this finite number 
can be, and usually is, very large. Therefore, it is imperative that any enumeration 
procedure be cleverly structured so that only a tiny fraction of the feasible solution 
actually needs to be examined. Such approach is provided by the branch-and-
bound technique. This technique and variations of it have been applied with some 
success to a variety of operations research problems, but it is, especially well 
known for its application to IP problems. 
The basic concept undei lying the braiich-and-bound technique is to divide 
and conquer. Since the original "large" problem is too difficult to be solved 
directly it is divided into smaller and smaller sub problems until these sub 
problems can be conquered. The dividing (branching) is done by partitioning the 
entire set of feasible solutions into smaller and smaller subsets. These conquering 
(fathoming) is done partially by bounding how good the best solution in the subset 
can be, and then discarding the subset if its bound indicates that it can not possibly 
contains an optimal solution for the original problem. 
This method can be applied to mixed, as well as pure integer 
programming problems. For definiteness, suppose the model is stated as 
n 
Maximize ^CjXj (1) 
n 
Subjectto J]a,^jr^ <A, fori= I,2,...,/w (2) 
x^ integer-valued for j = 1,2,..., p(< n) (3) 
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Xj >0 forj=p+l, . . . ,n. (4) 
In addition, assume that, for each integer-valued variable, we can provide lower 
and upper bounds that surely include the optimal values-
Lj<x^<U^ forj=l,2,...,p. (5) 
Usually Lj = 0, but it need not. 
The ic<ea of branch-and-bound algorithm stems from the following elementary 
operat on. 
Consider any variablex^, and let i be some integer value, whereZ,^  < / < U^_^. 
Then an optimal solution to (1) through (5) will also satisfy either the linear 
constraint 
x,^I + \ (6) J 
or the linear constraint x^ </.To illustrate how this dichotomy can be used, 
suppose we ignore the integer restriction (3) and find that an optimal linear 
2 
programming solution to (1), (2), (4) and (5) indicates thatx, = 1 - . Then formulate 
and solve two more linear programs. Each of these still contains (1), (2) and (4). 
But (5) for j =1 is modified in one problem to be2 < x, < t/,, and in the other to 
be Z,, < ;f| < I. Suppose further that each of these two problems has an optimal 
solution that satisfies the integer restriction (3). Then the solution that has the 
larger value for the objective function is indeed optimal for the original integer 
programming problem. Usually, on (or both) of these problems has no optimal 
solution that satisfies (3); hence, additional computations may be required. The 
algoritiim below specifies how to apply the dichotomy (6) and (7) in a systematic 
manner to eventually obtain an optimal solution. 
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The method: At any iteration t, we have a lower bound, say,xi for the optimal 
value of the objective function. To keep the exposition simple, assume that at the 
first iteration, JCQ either is strictly less than the optimal value, or equals the value of 
the objective function for a feasible solution that we have recorded. If worse 
comes to worst, we can \et,xl =-oo, if we have no information at all about the 
problem. In addition to a lower bound, we have a master list of linear 
programming problems that must be solved. The only differences among these 
comprise revisions in the bounds (5). At iteration 1, the master list contains a 
single problem consisting of (1), (2), (4) and (5). 
The procedure of iteration t is: 
Step 1- Terminate the computations if the master list is empty. Otherwise, remove 
a linear programming problem from the master list. 
Step 2- Solve the chosen problem. If it has no feasible solution, or if the resultant 
optimal value of the objective function x^ is less than or equal to^o, then 
letx^ o*' = ^0. and return to step 1. Otherwise, proceed to step 3. 
Step 3- If the obtained optimal solution to the linear programming problem 
satisfies the integer constraints, then record it, let XQ*' be the associated optimal 
value cf the objective function x,,, and return to step 1. Otherwise proceed to step4. 
Step 4- Select any variablejr^, for j = l,2,...,p, that does not have an integer value 
in the (btained optimal solution to the chosen linear programming problem. Let h^ 
denote this value, and [6 J signify the largest integer less than or equal to b^. Add 
two linear programming problems to the master list. These two problems are 
identical with the problem chosen in step 1, except that in one, the lower bound on 
Xj is replaced by [6J + 1, and in the other, the upper bound on x^ is replaced by 
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[bj]. Let^ o*' = 4 , and return to step 1. 
At termination if we have recorded a feasible solution yielding A:O, it is 
optimal; otherwise, no feasible solution exists. 
The process at step 1 is called branching because it involves the selection of 
a linear programming problem for further consideration. The process at step 2 is 
known as relaxation; here we solve linear programming problem ignoring 
(relaxing) the integer -value constraints. Since such a problem is less constrained 
than the same problem with the integer stipulations in force, the linear 
programming objective function value is at least as large as that for the 
corresponding integer problem. Thus if the linear programming solution does not 
yield an objective ftinction value larger than the current lower bound, we need not 
consider the problem further. In this event, the problem is said to have been 
fathomed. The process at step 4 is known as separation. Here a "parent" linear 
programming problem with an optimal objective function larger than the current 
lower bound gives rise to two descendants. If we augment the procedure in step 4 
to record on the master list with each descendant the optimal value of the objective 
function for the parent linear programming problem, then the largest of these 
values for all problems currently on the master list is an upper bound on the 
optimal objective function value for the integer problem. Thus, if we terminate the 
algorithm before the master list is empty, we can assess the improvement potential 
from the linear programming problems that remains on the list as compared to the 
best feasible solution that we have obtained so far. 
An example will clarify the details of the procedure. Consider 
Maximize 3ar, + Sx^  +1 SJCJ (8) 
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Subject to - 3x, + 6x2 + Txj < 8 .(9) 
6x, - 3JC2 + 7;C3 < 8 
where each Xj must be a non-negative integer. Suppose we specify the bounds on 
each variable as 
0<x^:S5 for ; = 1,2,3 (10) 
As usual, let x^  denote the value of the objective function. Find the optimal 
solution by inspection. 
At iteration 1, let the lower bound be x\ = 0, since all x^= 0 is feasible. The 
master list contains only the linear programming problem (8), (9), and (10), which 
is designated as problem 1. Remove it in step 1, and in step 2 find the optimal 
solution. 
Problem 1: 
•01) Xo = 16, X, = J C j = 2 - , X3=0 
Since the solution is not integer valued, proceed from step 3 to step 4, and select 
X|. Then since [b^ ] = 2I 
3 
= 2, place on the master list 
Problem 2: constraints (9) and 
3 < x , < 5 0 < X 2 < 5 0 < x , < 5 
Problem 3: constraints (9) and 
0 < x , < 2 0<X2<:> 0 < X 3 < 5 
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Returning to step 1 with x^ =xl=0, remove problem 2. Step 2 establishes that 
problem 2 has no feasible solution. Hence, put xl = xl = 0, and return to step 1. 
Now remove problem 3 and obtain in step 2 the optimal solution; 
XQ=\5-, X, = ^ 2 = 2 . Xi=j (13) 
which is not integer-valued. Therefore, go from step 3 to step 4, where x, is 
selected. 
Since [63] = f i - place on the master list: 
Problem 4: constraints (9) and 
0 < x , < 2 0 < x , <5 1<X35 
Problem 5: constraints (9) and 
0 < x , < 2 0 < X 2 < 5 0 < X 3 < 0 
Observe that problem 4 and 5 differ from problem 3 only in the bounds onx,. 
Returning to step 1 with x^  = 0, remove problem 4. The optimal solution is 
XQ = I J , X| = Xj = —•, X3 = I . 
This leads to step 4; suppose we select Xj, yielding, as a consequence. 
Problem 6: constraints (9) and 
0 < X | < 2 1<X2<5 1<X3<5 
Problem 7: constraints (9) and 
0 < x , < 2 0 < X 2 ^ 0 1<X3<5 
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Retuniing to step 1 with x^ = 0, remove problem 6 so that problem 5 and 7 remain 
on the master list. We will discover in step that problem 6 has no feasible solution, 
so return to step 1 with x^ = 0. Now remove problem 7, giving the optimal 
solution; 
jro=14-, jc, =:if, =0, 
Because x, is fractional and = 1, this creates, in step 4, 
Problem 8: constraints (9) and 
0 < .v, < 2 0 < 2^ < 0 2 < X, < 5 
Problem 9: constraints (9) and 
0 < A : , < 2 0<;C2<0 1<X3<1 
Removing problem 8 at iteration 7 gives an indication of no feasible solution in 
step 2. Remove problem 9 at iteration 8 and observe that only the value of ;C|Can 
still vary. So for step 2 find the optimal integer solution which is 
Xg = 1 3 , X, = X 2 = 0 Xj =\ 
Therefore at step 3, we record (19) and letxo =13. Returning to step 1, we find 
that only problem 5 remains on the master list. The optimal linear programming 
solution is 
j ro=13, Jf, = 2 , j r2=2—, af3=0. 
Since XQ in (20) equals XQ, we return to step 1 and terminate the computations, as 
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the master list is now empty. The optimal solution to the integer programming 
problem is (19), which was recorded at iteration 8. 
Maximize z = 9x^+ Sxj + 6x3 + 4x^ 
Subject to 6x, + 3jr, + Sxj + 2X4 < 10 
X3 + X^ < 1 
- A-| + AT, < 0 
- X j + j c ^ < 0 
jf^  is binary, j = 1, 2, 3,4 
We shall now describe in turn the three basic steps - branching, bounding, and 
fathoming and illustrate them by applying a branch-and-bound algorithm to the 
above example. 
Branching: 
When dealing with binary variables, the most straight forward way to 
partition the set of feasible solutions into subsets is to fix the value of one of the 
variables (say, x,) at x, =Ofor one subset and or, = 1 for the other subset. Doing 
this for the above example divides the whole problem into the two smaller sub 
problems shown below. 
Sub problem 1: (x, = 0) 
Maximize z = SAT^  + 6x3 + 4x^ 
Subject to 3x2 + 5x3 + 2x4 < 10 
x, +x^<] 
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jcj < 0 
- ^2 + X4 < 0 
x^ is binary, j = 1,2, 3,4 
Sub problem 2: (x, = 1) 
Maximize z = 9 + Sx^  + 60:3 + 4^^ 
Subject to 3^ 2 + 5^ 3 + 2x4 < 4 
JC3 + jf 4 < 1 
x,<\ 
-Ar2+X4 < 0 
and Xj is binary, j = 2, 3,4 
Figure 1 portrays this dividing (branching) into sub problems by a tree with 
branches from the 'All' node (corresponding) to the two sub problems. This tree, 
which will continue "growing branches" iteration by iteration, is referred to as the 
solution tree for the algorithm. The variable used to do this branching at any 
iteration by assigning values to the variable is called the branching variable. 
Variable: x\ 
One of these sub problems can be fathomed immediately, whereas the other sub 
problem will need to be divided further into smaller sub problems by setting 
;c2 = 0 0TX2 = 1, etc. 
For each of these sub problems, we now need to obtain a bound on how 
good its best feasible solution can be. The standard way of doing this is to quickly 
solve a simpler relaxation of the sub problem. 
To illustrate for the example, consider first the whole problem given by (1). 
Its LP-relaxation is obtained by deleting the last line of the model, but retaining 
the Xj < 1 and Xj ^  0 constraints. Using the simplex method to quickly solve this 
LP-relaxation yields its optimal .solution, (x^,x2,x^,x^)= (5/6, 1,0, 1), with z = 
16 - . Therefore, z<16- for all feasible solutions for the original BIP problem. 
This bound of 16- can be rounded dovm to 16, because all coefficients in the 
2 
objective function are integer, so all integer solutions must have an integer value 
for z. 
Bound for whole problems < 16. Now let us obtain the bounds for the two 
sub problems in the same way. Their LP-relaxation are obtained by replacing the 
constraints, Xj is binary for j = 2, 3, 4, by 0 < Xj < 1 for j = 2, 3, 4. Applying the 
simplex method then yields their optimal solutions shown below 
LP-relaxation of sub problem 1: ix^,x^,x^,x^)--iO,\,0,\) withz = 9. 
LP-rel?xation of sub problem 2: ix^,x^,x^,xJ = (1,4/5,0,4/5) with z =16-. 
The resulting bounds for the sub problems then are: 
Bound for sub problem 1: z < 9 
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Bound for sub problem 2: z < 16. 
Figure 2 summarizes these results, where the numbers given just below the nodes 
are the bounds, and below each bound is the optimal solution obtained for the LP-
relaxation. 
Variable: Xi 
16 
(5/6,1,0,1) 
16 
(1,4/3,0,4/5) 
Figure 2 
Fathoming: 
A sub problem can be fathomed, and there by dismissed from further 
consideration in the three ways described below. 
One way is illustrated by the results for sub problem 1 given by the x, = 0 
node in figure 2. Note that the (unique) optimal solution for its LP- relaxation, 
(A-|,;r,,x,,ArJ=(0,l,0,l), is an integer solution. Therefore, this solution must also 
be the optimal solution for sub problem 1 itself This solution should be stored as 
the first incumbent (the best feasible solution found so far) for the whole problem, 
along with its value of z. This value is denoted by z*. So z* = 9 at this point. 
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Having stored this solution, there is no reason to consider sub problem 1 any 
further by branching from x^= 0 node, etc. Doing so could only lead to other 
feasible solutions that are inferior to the incumbent, and we have no interest in 
such solutions. Because it has been solved, we fathom sub problem 1 now. 
The above results suggest a second key-fathoming test. Since z* = 9, there 
is no reason to consider further any sub problem whose bound < 9, since such a 
sub problem cannot have a feasible solution better than the incumbent. Stated 
more generally, a sub problem is fathomed whenever its bound < z*. 
This outcome does not occur in the current iteration of the example because sub 
problem 2 has a bound of 16 that is larger than 9. 
The third way of fathoming is quite straightforward. If the simplex method 
finds that a sub problem's LP- relaxation has no feasible solutions, then the sub 
problem itself must have no feasible solutions, so it can be fathomed. 
The summary of fathoming test is : 
Test 1: Its bound < z*. 
or 
Test 2: Its LP-relaxation has no feasible solution. 
or 
Test 3- The optimal solution for its LP-relaxation is integer. (If this solution is 
better than the incumbent, it becomes the new incumbent, and test 1 is reapplied to 
all unfathomed sub problems with the new larger z*.) 
Figure 3 summarizes the results of applying these three tests to sub problems 1 and 
2 by showing the current solution tree. Only the sub problem 1 has been fathomed, 
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as indicated by the F(3) next to the x, = 0 node. The resulting incumbent also is 
identified below this node. 
Variable 
Figure 3 
Completing the example-
rhe pattern for the remaining iterations will be quite similar to that for the 
first iteration described above except for the ways in which fathoming occurs. 
Iteration 2: The only remaining sub problems correspond to the jr, = 1 node in 
figure 3. So we shall branch from this node to create the two new sub problems 
given below. 
Sub problem 3- (x, = l.jc, =0) 
Maximize z = 9 + SJCJ + 4^ :4 
Subject to 5x3 + 2x4 < 4 
x^+x^<\ 
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x,<\ 
x,<0 
and Xi is binary, j = 3, 4 
Sub problem 4- (x, = l.Xj = 1) 
Maximize z = 14 + 6^ :3 + 4x4 
Subject to 5;c3 +2x^<\ 
x^+x^<\ 
x,<\ 
x,<0 
and Xj is binary, for j = 3,4 
The LP-relaxation of these sub problems are obtained by replacing the constraints, 
Xj is binary for j = 3,4 by 0 < JC^  < 1 for j = 3,4. Their optimal solutions are: 
4 
LP-relaxation of sub problem 3: (Xi.Xj.Xj.xJ = (1,0,4/5,0) with z = 1 3 - . 
LP-relaxation of sub problem 4: (xpXj.Xj.xJ = (1, 1, 0, 1/2) with z = 16. 
The resulting bounds for the sub problems are: 
Bound for sub problem 3: z< 13 
Bound for sub problem 4: z< 16 
Note that both of these bounds are larger than z*= 9, so fathoming test 1 fails in 
both cases. Test 2 also fails, since both LP-relaxations have feasible solutions. 
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Test 3 fails as well, because both optimal solutions include variables with non-
integer values. 
Figure 4 shows the resulting solution tree at this point. 
Variable: Xi X2 
Figure 4 
13 
(1,0,4/5,0) 
(1,1,0,1/2) 
Iteration 3: Sub problem 4 (x, = Ux, = 1) has the larger bound (16>13), the next 
branching is done from the (;c,,X2) = (1, 1) node in the solution tree, which creates 
the fol owing new sub problems. 
39 
Sub problem 5: (x, = Uxj = 1,X3 = 0) 
Maximize z = 14 + 4^ ^ 
Subject to 2x4 < 1 
and x^ is binary. 
Sub problem 6: (of, = l.Xj = \,Xj = 1) 
Maximize z = 20 + 4x^ 
Subject to 2x4 < -4 
x,<0 
x,< 
and X4 is binary. 
Forming their LP-relaxation by replacing x^ is binary by 0 < X4 < 1, the following 
results are obtained. 
LP-relaxation of sub problem 5: {x^,X2,x^,x^) = (1, 1, 0, 1/2) with z = 16 
LP-rel;ixation of sub problem 6: No feasible solution. 
Bound for sub problem 5: z< 16 
We no V have a solution tree shown in figure 5. 
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Variable: X\ X2 Xi 
(1,1,0,1/2) 
Figure 5 
Iteration 4: The sub problems corresponding to nodes (1,0) and (1,1,0) in figure 5 
remain under consideration, but the latter node was created more recently, so it is 
selected for branching from next. Since the resulting branching variable X4 is the 
last variable, fixing its value at either 0 or 1 actually creates a single solution 
rather than a sub problems requiring fuller investigation. These single solutions are 
x^=0 (x^,x2,XJ,x^) = i\, 1,0, 0) is feasible with Z= 14, 
x^ =1 {x,,X2,Xy,x^) = (\, 1,0, 1) is feasible. 
Formally applying the following tests, the first solution passes test 3 and the 
second solution passes test 2. Furthermore this possible first solution is better than 
the incumbent (14>9) so it becomes the new incumbent, with z*=14. Because a 
new incumbent has been found, we now reapply following test 1 with the new 
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larger value of z* to the only remaining sub problem, the one at node (1,0) 
Sub problem 3: Bound = 13 < z* = 14 
Therefore, this sub problem now is fathomed; we now have the solution tree 
shown in fig. 6. Note that there are no remaining (unfathomed) problems. 
Consequently, the optimality test indicates that the current incumbent 
(x^,x^,x^,x^) = {\, 1 , 0 , 0 ) 
is optimal, so we are done. 
Variable: Xi X2 Xj XA 
I4=z* 
, 1,0,0)=incumbent 
= opt. solution 
F(2) 
Figure 6 
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CHAPTER III 
MIXED INTEGER PROGRAMMING PROBLEM 
3.1 INTRODUCTION 
In some integer programming problems, one or more of the decision 
variables must be integer while the other decision variables are allowed to take 
any integer or non-integer value. When on integer programming problem allows 
fractional vales to one subset of variables while requiring integer values to another 
subset of variables in the optimal solution, it is referred to as a Mixed integer 
programming problem. 
3.2 MIXED INTEGER CUT 
The solution method of mixed integer programming problems is similar in 
most aspects to that of regular integer programming problems. As in the case of 
regular integer programming, an optimal solution without integer restrictions is 
initially obtained by the simplex method. The Gomory constraint is formulated by 
taking the integer restricted basic variable, which has the largest fractional value in 
the optimal solution to the ordinary linear programming problem. 
Suppose that the basic variable x^ has a fractional value in the optimal 
simplex tableau of the ordinary linear programming problem, although it is 
restricted to take on integer value. If the non-basic variables are denoted by x^ the 
basic variable has the following relationship with the non-basic variable: 
Xi = *, + 2 ^>J^J ^^°'^ '" = ''2 ,m ) 
7-1 
n 
y-i 
where a,j = transformed values of the original coefficients a^. 
6, = transformed values of the original constants fe,. 
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The coefficients o,^  and the constants b, are divided into two parts, a non-negative 
fraction and an integer: 
fly =/(«(,)+integer 
*,=/(*,) + integer. 
The new Gomory constraint for mixed integer programming problem is expressed 
as 
Z/'(fl,;)^; = M ) = integer (for / = l,2,....,m). 
j - \ 
Therefore, Y^f\a,J)x^^f{b,) 
Where /'(a,^) = newly obtained non-negative fractional values. 
By producing a Gomory slack variable s and rearranging the Gomory constraint 
inequality, the Gomory -constraint equation obtained is 
s = -/(*,) + X f'i^ )x, (for / = 1,2 m) 
The newly introduced non-negative fractional values /'(o,^) are obtained by using 
the following specific rules. The value of /'(«,>) is determined by whether or not 
the non-basic variables in the Gomory constraint are required to take on integer 
values. The rules are 
1. If the zero variable Xj is restricted to take on an integer value, then 
•^ '^ '^^ ) = r ^ t l - M ) l for M)>/(6,) 
' - / ( * , ) 
2. If the zero variable Xj is not restricted to take on an integer value, then 
/ ' («,) = «, foro,,>0 
' - / ( * , ) 
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Once the Gomory constraint equation is determined, it is augmented to the optimal 
simplex tableau of the ordinary linear programming problem. The computational 
procedures for the remaining part of the problem are exactly the same as those for 
the regular integer-programming problem. 
3.2.1 Theorem: - The Gomory cut does not remove any mixed integer solution 
from the feasible region. 
Proof: Let the source row be 
/-I 
Where /,„ =« ,o -ko l>0 (2) 
Since x^ should be an integer variable 
We have Jf„ = 0 (mod 1). 
n 
Hence Osa^o+^fl^(-x^,^,) (modi) (3) 
Now a,o>0 and we may add Os-[^^oJ (modi) to (3) to reduce a^^ to its 
fractional part /^ o • 
Thus, (3) may be written as 
0^/<,o+Zfl^(-^.o,) (modi) (4) 
y-i 
(4) may be written as 
Z^«/*^(y)=Ao (modi) (5) 
y-i 
Now suppose the L.H.S of (5) is positive. Thus for it to differ from /^^ by an 
integer amount, it must be equal f^^ or, l+/,o or 2+/^o etc. Hence, we have, 
n 
7=1 
Then for any feasible solution x ,^^ , > 0. j = 1,2, , m . 
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n 
Z«*^^o)-Z««^v(»-/.o (6) 
Where P = {//the coeff. of JC„ ,^ > 0 , y = 1,2, ,«} 
Now let the L.H.S. of (5) be negative. Then it has to equal - l+ / ,o ' -2+/,o etc. or 
in this case, 
7=1 
Then lor any feasible solution JT ,^^ , > 0,y = 1,2, ,n. 
n 
Where // = {jjihe coeff. of x ,^^ , < 0, y = 1, , •7} 
f 
Multiplying the outside terms of (7) by negative number •^'* tO 
( f \ 
^q/^JU) - -'</0 
(-l+/..)8'^^^ 
(8) 
Now, the L.H.S. of (5) is either positive or negative .It cannot be zero since f^^ is 
a proper fraction. Hence at least one of the inequalities (6) and (.7) is true. But in 
any feasible solution each of these has a non-negative L.H.S. 
Therefore, we have 
;e/' /€.V 
/ . </0 
W^Mj) -A U...X qO 
After adding a non-negative Gomory slack variable JC„^ „^ 4 , (9) is 
(9) 
ye/' ye/V 
JqO 
"w'^JU) ^ 0 .(10) 
From the derivation it is clear that (10) does not eliminate any mixed integer 
solution from the feasible region. 
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3.2.2 NUMERICAL ILLUSTRATION: 
Maximize - 4;c, - Sxj = x„ 
Subject to - Jf| - 4^ 2 < -5 
-3x,-2^2 <-7 
X,,X2 > 0 
& ;co,;c, are integer. 
The optimal simplex tableau for the above problem is 
- X 4 - X 3 
z 
^1 
Xi 
-112/10 
18/10 
8/10 
0 
0 
-8/10 
11/10 7/10 
-4/10 2/10 
1/10 -3/10 
-1 
-1 0 
-16/10 -2/10 
10 10 
Since a^ =a,, <0 &Jfj(^ , is continuous. 
8/ 
ai2>0, •••.?'2 = |Y-
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-x^ - x^ 
Z 
^ 1 
^ 5 
^ 6 
-188/16 
2 
12/16 
0 
8/16 
0 
-4/16 
11/16 9/16 
-4/16 4/16 
1/16 -5/16 
-1 
-10/16 2/16 
-1 0 
-11/16 -9/16 
y 00 ~ 
•188 
16 
-188 
16 
Since a^, >0,.:go, = 
Also, ao2 > 0 ' ••• 0^2 = 
__4_ 
16 
16" 
9_ 
16' 
z 
X\ 
X2 
;c.i 
x^ 
Xs 
X6 
Xi 
-12 
23/11 
8/11 
0 
8/11 
4/11 
0 
-1/11 
- ^ 6 
1 
-4/11 
1/11 
-10/11 
-16/11 
-1 
-4/11 
- ^ 3 
0 
5/11 
-4/11 
-1 
7/11 
9/11 
0 
-5/11 
; . o , , 1! 11 11 
^11 = 
% ^ 
4 
TTo 
- 5 / 
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z 
X\ 
Xi 
Xi 
X4 
Xi 
Xb 
Xi 
-12 
2 
4/5 
1/5 
3/5 
1/5 
0 
0 
- J C 6 
1 
-2/5 
6/50 
4/50 
-48/50 
-76/50 
-1 
0 
- Xi 
0 
1 
-4/5 
-11/5 
7/5 
9/5 
0 
-1 
The above tableau gives us the required optimal solution. 
3.3 A BRANCH AND BOUND ALGORITHM FOR MIXED INTEGER 
PROGRAMMING 
We shall consider the general MIP problem, where some of the variables 
(say 1, of them) are restricted to integer values but the rest are ordinary continuous 
variables. For notational convenience, we shall order the variables so that the first 
I variables are the integer restricted variables. Therefore, the general form of the 
problem being considered is 
Maximize ^ = ^ c^x^ 
Subject to X"'/-^/ - ^' - ^°'" ' ^ ''^- '"• 
and X, >0 , for y = l ,n . 
Xj is integer, for y = l, J{I<n). 
(when I = n, this problem becomes the pure IP problem.) 
We shall describe a basic branch-and-bound for solving this 
problem, with a variety of refinements, has provided the standard approach to 
50 
MIP. The structure of this algorithm was first developed by R.J. Dakin.[15], based 
on the pioneering branch-and-bound algorithm by A.H. Land and A.G. Doig. This 
algorithm is quite similar in structure to the Binary Integer programming (BIP) 
algorithm presented in the preceding chapter. In fact only four changes are needed 
in the BIP algorithm to deal with the generalization from binary to general integer 
variables and from pure IP to mixed IP. 
One change involves the choice of the branching variable. Now, the 
only variables considered are the integer-restricted variables that have a non-
integer value in the optimal solution for the linear programming relaxation of the 
current sub problem. Our rule for choosing among these variables is to select the 
first one in the natural ordering. 
The second change involves the values assigned to the branching 
variables for creating the new smaller sub problems. Now, the general integer 
restricted variable could have a very large number of possible integer values, and 
it woi Id be inefficient to create and analyze many sub problems by fixing the 
variabe at its individual integer values. Therefore, what is done instead is to create 
just two new sub problems by specifying the two ranges of values for the variable. 
To spell out how this is done, let x^ be the current branching variable, and let x' 
be its non-integer value in the optimal solution for the LP-relaxation of the current 
sub problem. Using a square bracket to denote 
[x'j\ = greatest integer less than or equal to x' . 
The range of the values for the two new sub problems is 
X, <l.r;Jandx^>|x;J+l, 
respectively. Each inequality becomes an additional constraint for that new sub 
problem. 
The third change involves the bounding step. Before, with a pure IP 
problem and integer coefficients in the objective function, the value of the Z for 
the optimal solution for the sub problems LP-relaxation was rounded down to 
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obtain the bound, because any feasible solution for the sub problem must have an 
integer Z .Now, with some of the variables not integer restricted, the bound is the 
value of Z without rounding down. 
The fourth (and final) change to the BIP algorithm to obtain our MIP 
algorithm involves fathoming test 3. Before, with a pure integer Programming 
problem, the test was that the optimal solution for the sub problem's LP-relaxation 
is integer. Since this ensures that the solution is feasible and therefore optimal, for 
the sub problem. Now, with a mixed integer-programming problem, the test 
requires only that the integer restricted variables be integers in the optimal solution 
for the sub problem's LP-relaxation, because this suffices to ensure that the 
solution is feasible, and therefore optimal for the sub problem. 
Summary of MIP Branch-And-Bound Algorithm: 
BRANCHING: Among the remaining (unfathomed) sub problems, select the one 
that was created most recently. (Break ties according to which has the larger 
bound). Among the integer restricted variables that have a non-integer value in the 
optimal solution for the LP-relaxation of the sub problem, Choose the first one in 
the natural ordering of the variables to be the branching variable. Let x^ be this 
variable, and x* its value in the solution. Branch from the node from the sub 
problem to create two new sub problems by adding the respective constraints, 
X, <[Ar;)andx, >[x;)+l. 
BOUNDING: For each new sub problem, obtain its bound by applying the 
simplex method to its LP-relaxation and using the value of Z for the resulting 
optimal solution. 
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FATHOMING: For each new sub problem, apply the three fathoming tests given 
below, and discard those sub problems that are fathomed by any of the tests. 
Test 1: Its bound less than Z' , where Z' is the value of Z for the current 
incumbent. 
Test 2: Its LP-rclaxation has no feasible solutions. 
Test 3: The optimal solution for its LP-relaxation has integer values for the 
integer-restricted variables (If the solution is better than the incumbent, it becomes 
the new incumbent and test 1 is reapplied to all unfathomed sub problem with the 
new largerZ'. 
OPTIMALITY TEST: Stop, when there are no remaining sub problems; the 
current incumbent is optimal. Otherwise, return to perform another iteration. 
3.4 MIXED ZERO-ONE PROBLEM 
The mixed zero-one linear problem is defined as: 
Maximize ^ = X ^^ >^ "*" X ^jyj 
Subjectto J^a,jXj+^e,jyj+S,=b,, ieM^{\, ,m} 
x^>Q, JeP^{\, ,p] 
y,={0,\), jeQ^{\, ,q} 
5, > 0, ieM. 
There are three special enumeration methods for solving the above problem 
due to Driebeek [18], (1966), Benders [11], (1962), and Lemke and Spielberg 
[33], (1967). The Lemke-Spielberg method is closely related to Bender's. A fourth 
method was developed by R.E. Davis et al. [17], (1971). This method, however, 
may be regarded as a special case of the Beale-Small algorithm [8], (1965) for the 
general mixed integer problem. 
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THE PENALTY ALGORITHM: 
Dricbcek was the first to conceive the use of penalties in solving mixed 
integer linear programs. His idea is to first solve the problem as a continuous 
linear program, that is, with the conditions y^ = (0,1) replaced by 0 < v, < 1, for all 
jeQ. In general, some of the yj variables may be fractional in the optimum 
continuous solution. If these variables are forced to assume integer values then the 
objective value of the linear program will decrease. The same result holds if a 
binary variable ^^ at zero (one) level in the continuous solution is forced to 
assume the value one (zero). 
Let z^^ be the optimum objective value of the linear program and let S be 
the decrease from z ^ resulting from the imposing restrictions on y^ such that a 
specific binary assignment for all yjJ^Q, is realized. Then the associated 
optimum objective value is z^ ^^  -5. Now, if z' is a known lower bound on the 
optimum objective value of the mixed 0-1 problem, then the specific binary 
assignment resulting S may be discarded if z,„^,-<5<z*. By enumerating all 
2''binary combinations and updating z* each time an improved solution is 
attained, then at the termination z* and its associated solution give the optimum 
solution. However, in order for this procedure to reach the sophisticated level of a 
potentially efficient algorithm, some of the 2'' combinations must be discarded 
automatically, that is, enumerated implicitly. 
In the above outline, one notices that S can be determined exactly only by 
solving a linear program for each binary assignment. This may be extremely costly 
from tl e computational standpoint. What Driebeek proposes is to estimate a lower 
bound S on the value of <5, by using the information in the continuous optimum 
linear program only. Although z^-S is not as strong as z,„,^  -S, it is evident 
that a I'inary assignment yielding z^, -S<z' must be discarded. The weakening 
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of the condition can be tolerated since, as will be shown, 5_ can be computed 
easily. 
The lower bound S_ defines the so-called penalty, and the next section 
shows how penahies are determined. However, if Driebeek's method is followed 
exactly, one would deal with an enlarged continuous problem having {m + lq) 
explicit constraints and (/? + 3^ + m) variables in order to compute the penalties. 
This is actually unnecessary as the simplified version (due to Taha) will show. It 
must be stressed, however, that the basic steps of the algorithm (after the penalties 
are computed) are essentially those of the Driebeek. 
THE ALGORITHM 
Let z' be the current basic objective value associated with a feasible 
solution. If no initial basic feasible solution is available, take z* =-oo. Solve the 
continuous linear program and record its optimum objective value z,^ ,^ . 
Then compute the penalties associated with the binary variables. 
Step 0: Select a desired level for each yj variable. A good initial choice is to 
select the binary value yielding the lower penalty. Go to step 1. 
Step 1: Compute the penalty ^ associated with the current binary assignment. 
(a) If z,„^ , - ^ < z ' , discard the current integer combination as non-promising and 
go to step 2. Otherwise, 
(b) Substitute the binary values of y^  in the mixed integer problem and solve the 
resuhing linear program. If no feasible solution exists or if the objective value 
drops 3elow z*, discard the current integer combination and2'' go to Step 2. 
Otherv ise, the resulting solution yields an improved value of z' . Record this 
value and go to step 2. 
Step 2- If all 2* binary combinations have been enumerated, stop; z', when finite, 
gives the optimum. Otherwise generate a new binary combination and go to step 1. 
'*UMI:^ ... . ..W 
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The C'Ticiency of Driebeek's algorithm is dependent in the first place on how 
effective the penalties are in producing the smallest upper bound, and also on how 
good initial r ' is. One notices, however, that because the penalties are computed 
once and for all from the continuous tableau, they have the disadvantage that 
better values cannot be generated as more binary combinations are enumerated. 
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CHAPTER IV 
NONLINEAR MlXED INTEGER PROGRAMMING 
4.1 Introduction: 
Nonlinear programming problems exist when linear programming model 
elements. ineUiding the objeelive funetion and side eonstrainls. are represented b\ 
nonlinear expressions. Like linear mixe<f integer programming (LMIP) problem, 
nonlinear mixed integer programming (NLMIP) is a mathematieal teehnique for 
detemiining the optimal solutions to many business problems. In LMIP. it is 
assumed that the unit profit contribution or the cost of production does not change 
at different levels of production. In actual business operations, however, purely 
linear relationship may not exist in the profit or cost function when the production 
activities vary. The average cost of production may change, as the production 
levels are varied because of the realization of economies or diseconomies of scale, 
or diminishing in original productivity or the productive factors. As a consequence 
of these factors, the objective funetion is nonlinear, or one or more of the side 
constraint inequalities have nonlinear relationship or both. 
The NLMIP can be defined as follows: 
Maximize (or minimize) f(x) 
Subjectto^^(x) <(or>)0, j =l,2,...,/w. 
X, integers, i =1,2,...,« (n<m) 
where f and g^ are re^I valued functions. 
In the field of nonlinear integer programming Reiter and Rice [37] suggested a 
method for solving a general quadratic programming problem, where both the 
objective and constraint functions are quadratic. Another approach, based on the 
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concept of penalty functions, was suggested by Gellatly and Marcal [20]. This 
approach was kler applied by Gisvold and Moe [25] lo solve some design 
problems, which have been formulated as NLMIP problems. Here we shall discuss 
the polynomial programming and separable programming approach. Ihe 
techniques of quadratic programming and branch-and-bound will also b 
presented. 
4.2 Polynomial programming: 
Waiters [42] has developed a procedure for converting integer polynomial 
programming problems to zero-one LP problems. The resulting zero-one LP 
problem can be solved conveniently by the Balas method. 
< 
Consider the optimization problem: 
Minimize f(x) 
Subjectto^/x)<0, j = l,2,...,m. (1) 
x,^ integer, i = 1,2,...,n. 
where f and ^,, j = 1,2,...,m are polynomials in the variables x^,x, A,,. A 
typical term in the polynomials can be represented as 
fl^-^'')^" (2) 
/=i 
where c^  is constant, o^ , is a nonnegative constant exponent, and w^  is the number 
of variables appearing in the k"' term. We shall convert the integer polynomial 
programming problem stated in eq. (1) into an equivalent zero-one LP problem in 
two stages. In the first stage, we shall see how an integer variable, x,, can be 
represented by an equivalent system of zero-one (binary) variables. We shall 
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consider the conversion of a zero-one polynomial programming into a zero-one LP 
problem in the second stage. 
(i) Representation of an integer variable by an equivalent system of binary 
variables: 
Let X, be an integer variable whose upper bound is given by w, so that 
x,<u,<co (3) 
We assume that the value of the upper bound u, can be determined from the 
constraints of the given problem. 
We know that in decimal number system, an integer p is represented as 
p=/?„+IO'/?i+10'/72+ , 0</7, <(10-l=9) fori = 0, 1,2, 
and written as p = •••P2P\Po ^V neglecting the zeros to the left. In a similar 
manner, the integer p can also be represented in the binary number system as 
P= ^o+2'f/i +2-q2 +2'^, 
where Q<ci, <(2-l = l) fori = 0.1,2 
In general, if .v'°'.>',"',>'''.... denote binary numbers, the variable x^ can be 
expressed as x, =^2*.v,'*' (4) 
i=0 
Where A', is the smallest integer such that 
^2N, (5) 
Thus the value of A', can be selected for any integer variable x, once its upper 
bound M, is known. 
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Method of finding ci^,q^,q,... : Let M be the given positive integer. To find its 
binary representation q„q„_^ ...^,^0, we compute the following recursively: 
b\ ={bo-q^)/2 
/>_,=(/>,-9,)/2 
where q^ = \ if Aj is odd and q,, =0 if A* is even. The procedure terminates when 
^ = 0. 
(ii) Conversion of a zero-one polynomial programming problem into a zero-
one LP problem: 
The conversion of a polynomial programming problem into a LP 
problem is based on the fact that 
<" ^x, (6) 
if .V, is binary variable and a^ , is a positive exponent. If o^ , = 0, then obviously the 
variable .v, will not be present in the k"' tenti. The use of equation (6) permits us 
to write the k"' term of the polynomial, equation (2). as 
c . f l k ) " " ^c^f\x,=c^ix,.x.....xj (7) 
Since jach of the variables x^,x,,... can take a value of either 0 orl, the product 
{XyX,. .. Y„ ) also will take a value of 0 or I. Hence by defining a variable \\ as: 
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y,=x,.x,....x„^=Y\x, (8) 
/=! 
the k"' term of the polynomial simply becomes c^y^. However, we need to add 
the following constraints to ensure that y,, = 1 when all x, = 1 and zero otherwise: 
>^*^[Z^,1-K-1) (9) 
^ 
(10) 
It can be seen that if all x, = I, ^x, = n^, and equations (9) and (10) yield 
v, >l (II) 
and 
v , < l (12) 
" I 
which can be satisfied only if y^  = I. If at least one A-,= 0. we have Z^- < "< • '^^'^ 
equations (9) and (10) give 
y,>-in,-\) (13) 
and 
>'. <1 (14) 
Since n^ is a positive integer, the only way to satisfy equations (13) and (14) 
under all circumstances is to have y< = 0. 
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4.3 Separable programming: 
An NLP problem is said to be a separable programming (SP) problem if all 
its function can be separated, each with a single variable. A simple case of 
separable integer programming has been considered by Fox [19] of the following 
form: 
n 
Maximize z = ^/,-v, - / (x) 
Subject to ,1s' (x) = Y, '^' (•^ '') - ^ 
where }i, .b > 0, .v, >0 and integer, i = 1.2..../?. 
It is issumed that all functions / ( / = 1,2 n) are concave and strictly increasing. 
This may be applied to the problem of allocating resources or a quadratic 
knap>ack problem. 
R.R.Meyer (1977) ujed the above method for the solution of a ver\' 
special class of nonlinear integer programs. It was shown that a given nonlinear 
integer program can be made equivalent to a mixed integer linear program through 
a piecewise linear approximation to the separable integer programming problem. 
His problem was composed of a separable objective function and linear 
constraints. The problem can be stated as: 
Minimize z = ^/(•^•,) 
Subject to ex = d 
.(1) 
A<x<B 
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wherex= (x,,A-,,...,x„), A = (a|,a,,...,a„) and B= {h^,b, /»„) e E" 
and A-, is a nonnegative integer for i = 1,2,...,«. 
It is further assumed that c is a totally unimodular matrix and the vector d is an 
integral vector. All the functions /(A-,) are assumed to be convex on [a,,h,]. 
Let ,^ be the continuous piecewise linear approximation of f,{x,) detlned on 
[«,,A,], that coincides with /(.v,) at the integer points in [a,,/>,] and is linear 
between each pair of adjacent integers in this interval. Now consider the problem: 
Minimize z== ^^,(x,) 
Subject to ex = d 
A< X < B 
Where x, A, B, e E" and .x, are nonnegative integers. 
Since z of (1) and (2) coincide over their common feasible sets (the 
set of integers), these two problems give equivalent integer solutions. 
Let £, denote the set of integers in [a,,h,]. Then ^,ix,)has the following 
form: 
> (2) 
</>,{x,) = minY,A,^f,{j) (3) 
where (i) Y^J.A„=x, 
lel., 
(ii) I ^ . =1 
(iii) /I,, >0 fori = (1,2 n) and , /e£, 
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No two A,^ are positive unless they are adjacent. Substituting each ^,(x,)m (2) 
with the help of (3). equation (2) can be represented as: 
Minimize Z Z ^ , , / - ! ; ) (4) 
Subject to cx^d. x > 0 and integer. 
Z J A „ = X , tori = (1,2,...,»), 
Y,K=^ fori = (l,2,...,n), 
and no two A,^  are positive unless they are adjacent ( for i = 1,2,..../?). 
The representation (4) is a piecewise linear approximation to the separable 
integer programming problem (1). Again, the formulation (4) is a mixed integer 
linear program. Therefore, it is shown that a given nonlinear integer program of 
the type (1) can be equivalent to a mixed integer linear program. 
The integer requirements on the vector x in (4) may now be removed and 
hence, the problem reduces to a continuous linear program. Meyer has proved that 
(A*,x*) , an optimal solution to this linear program, will always result in a set of 
integer solutions for the vector x. Thus (A*, x*) automatically becomes an optimal 
solution to (4). and hence to (1). Therefore, the original nonlinear integer program 
can be solved by computing the values of each of f,(x,) at the integer points in 
[a,,h,] and solving the linear program (4) (removing the integer requirements 
on A,), which will generate an optimal extreme point. 
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4.4 Quadratic programming: 
Aggarwal [1] used the cutting plane method introduced by Gomory [24] for 
solving mixed integer convex quadratic programming problem (QPP). 
Consider the following problem: 
Minimize Q(x) = p'x + x'cx " 
Subject to Ax = b .(1) 
x>0 
and x^  is an integer for all j e J, 
where, 
i = [i/x/\san integer], 
A is an m X n matrix, 
b is an m component vector, 
p' and x' are n components row vectors in R", 
c is a symmetric matrix of order nxn, 
x'cx represents a quadratic form which is said to be positive semi definite or 
negative semi definite according as x'cx >0 or < 0, respectively, for x?^  0. 
Assume that x'cx is a positive semi definite, that is, Q(x) is convex. It is also 
assumed that the constraints are feasible, the feasible set is bounded and 
degeneracy is absent. 
The Algorithm: 
The problem (1) is first solved by Seal's method. Let us call 
A'|,.v,,...,.v_ as proper variables. During the application of Beale's method all the 
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free variables, which have been made basic at any stage, should not be considered 
further. During variations of non-basic variables the equations of the proper 
variables are used to keep these basic free variables non-negative. Because, in 
order to introduce Gomory type cuts all the variables, proper and free, should be 
non-negative. We will now call a free variable as improper variable as it is no 
more free. 
Let X denote the optimum solution to eq. (1). 
Then we must have, 
SO SO 
>0, for all non-basic x^ and = 0. for all non-basic U^. Sx ' SU 
Where, (7^,- k = ],2,...,n are free variables at the final test point and the 
objective function Q(x) is in terms of only non-basic variables. 
If all x^, j 6 J are integers, x will be the optimum solution to equation (1). 
Let all Jf,, jeJ are not integers. Select any of these x/" say x^, then x^  can be 
expressed as 
where the two summations are for all non-basic proper variables and non-basic 
improper variables. Clearly, a^,„ is non-integral. 
Let us denote the integral and fractional parts of o,,,,," ,^, and a^,^ b> 
[(^nolQro'^ K/l'C?,,,; [«,J'2/,* respectively. 
The Gomory cut can now be introduced as a basic variable S. 
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Where, 
•'> = -(?„«+1 ( - ^ „ ) ( - ^ , ) + 1 (-c?,.)(-^*)+ I ( - ^ . ) ( - ^ , ) + Z(o .o" ,„ / i - ( 
i /=/ ."„-n| 1/+/..',,,-"! 
+ I(-«,.)(-^A)+ I(C?.ofl,*/l-e,o)-(-^J (4) 
The problem (1) can now be solved with (4) as an additional constraint by 
parameter 't' method introduced by Beale [9]. 
Define .9,= S + t .(5) 
where t is the Seal's parameter. Clearly the value of t for which the present 
solution is feasible is Q^^. 
The parameter t method now gradually decreases the value oft to zero. If 
t <Qi,Q then S, < 0 and S, will become non-basic. If 5,contains any non-zero term 
in any improper variable, this should be made basic. If such improper variable is 
not unique, any one of them could be chosen first. The process terminates when t 
= 0 without any basic proper variables or any partial derivative of Q becoming 
negative. If at this stage we still have some non-integer values of the variables, 
which are constrained to be integers, more cuts are added one by one and the 
process is repeated until we reach the required optimal solution. 
Numerical example based on mixed integer QPP: 
Consider the following problem 
Minimize Q(x) = 183-44A-, -42A-, +8;cf - 12A:,A-, +\7X; ^ 
Subjectto 2A:|+A-, <10 f (1) 
and 
A-|,A% > 0 
x, is an integer. 
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Introdu :ing slack variableJC, > 0, constraints can be written as 
2JC| + X , + JCI =10 
.v,,x,.A-, > 0 
The solution to the above problem by Seal's method yield: 
X, =I9/5 + (I/5)L' ,-2/5x,. 
.V, =12/5-(2/5)(/ ,-( l /5).v, . 
Q= \9+ 6.V, + 3.V.: + 3.V,- + 4Li; 
That is. A, =19/5. 
x, =12/5. 
andQ(x)=19. 
Since AT, is required to be integer, we thus have the Gomory's cut as 
1-4/5 ' -' ^ ' ' 
Or, S = -4/5 + (4/5)f7, +(2/5)^^, (2) 
Addition of parameter t to (2) gives: 
.S', = -4 /5 + / + (4/5)f/,+2/5JC, 
.S, will now become non-basic in place of f/,, 
we have, 
f/, = l - (5 /4 ) / + (5/4)5,-(l/2);r3 
A-, = 4-(1/4)/+ (1/4)5,-(!/2)^3 
A-, =2 + (l/2)/ + (l/2).<f, 
68 
and 
Q= 19+6.V,+3x;+4(l-(5/4)/ + (5/4X<> -(l/2)x,)-
r is nc w reduced to zero without making jr, and jc.or any partial derivatives of Q 
negati' e, which yields: 
x,=4. 
-r, = 2, 
Q - 23 
This will be the required solution to the mixed integer QPP given by (1). 
4.5 Branch-and-bound methods: 
It has long been accepted that the branch-and-bound principle is an efTecliNe 
computational tool for solving mixed integer linear programming problems. In this 
section we investigate the computational feasibility of branch-and-bound methods 
in solving nonlinear mixed integer programming problems. We have discussed in 
chapter II that a branch-and-bound method becomes an efficient device when the 
rules used for selecting the branching variables and branching node are carefully 
and properly adopted. The branch-and-bound strategy for NLMIP or NLIP 
problems follows in the same lines as that for MILP. 
The techniques discussed in the chapter II can readily be extended to the 
nonlinear problem excepting those properties based on linearity assumption. These 
typically include the use of penalties in estimating the bounds on the objective 
value and the development of certain branching rules. 
Hence, the original Land and Doig algorithm is not suitable, in 
general, to solve the nonlinear integer program, primarily because the validity of 
the branching rule is tied with the assumption of linearity. However, Dakin's 
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modification of the Land and Doig algorithm makes the branching rule 
independent of the linearity condition. Suppose 
.V, = -Y" is the optimum value of .v,. which is noninteger, then for x, to assume an 
integer value at the optimum it must satisfy either of the two conditions: x^  > |x"] 
and X, < [x'l. This is free from linearity restriction. 
The major difficulty with the solution of a nonlinear program lies 
generally in finding a solution method that guarantees the determination of the 
global optimum at each node. For instance, if such methods can find local optima 
only, then the branch-and-bound principle becomes inapplicable since the 
bounding rule cannot be satisfied. It is evident that the said complication does not 
arise as a result of using branch-and-bound principle. Rather, the techniques of 
nonlinear programming still have limited capabilities for solving the integer 
relaxed problems. It has, however, been shown by Kunzi and Dettli [29], Agarwal 
and Swaroop [2], Bari and Arshad [5] etc., that good results are obtained with 
nonlinear algorithms if the constraint and the objective function of the problem 
satisfy certain conditions of convexity and concavity so that a local optimum 
becomes the global one. 
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CHAPTER V 
PARTITIONING IN MIXED INTEGER PROGRAMMING 
5.1 Introduction: 
Mixed integer programming can also be solved using partitioning. The 
details of the algorithm are given below: 
Consider a mixed integer program 
Minimize z = c, x + c,y 
Subject to A,x+ A^y > b (1) 
x ,y^O, yHO(modl), 
i.e., only y is restricted to be an integer vector. 
For given values of y, problem (1) becomes 
Minimize c,x (2) 
Subject to A,x > b - A,y, x > 0 
Then (2) is a standard linear program. The dual problem of (2) is 
Maximize u (b - A2y) 
Subject to u A, <c,, u > 0 (3) 
We note two interesting features of (3). First, the feasible region of u defined by 
uA,<c, , is independent of y. Second, no matter what values y may take, the 
maximum of u (b-A,y) always occurs on a vertex of the convex polytope defined 
by uA|<c, , provided that the convex polytope is bounded from above. Let 
u''(p = 1,2,...,P) denote a generic vertex of the convex polytope. Then we may 
write (3) as 
Maximize u' '(b- A,y) 
Subject to u' '>0 (p=l,2,...,P) (3') 
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If (3) has no feasible solution, then from duality theory, (2) either has no finite 
optimum solution or also has no feasible solution. If (3) has no finite optimum 
solution, then (2) has no feasible solution. Either case would apply that (1) has no 
finite optimum solution. Thus, we are interested only in the case that (3) has a 
finite optimum solution. This means that the convex set uA, <C|is not empty, but 
it does not imply that the convex set uA, <c, is bounded. It is possible for the 
convex set u A, < c, to be unbounded and for u to go to infinity for certain values 
of (b - Ajy) and yet the optimum vertex associated with the optimum value of y to 
still have finite coordinates. The situation is shown in figure I, where the "o" 
denotes the optimum vertex and the convex set is unbounded. 
U2 
Direction of maximal increase of u(b-A2y) 
V 
Goes to infinity 
y ; « i < j i / 
Figure 1 
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In the case in which u goes to infinity for certain values of (b - Ajy) we can 
add the constraints ^u,<M (where M is a very large positive constant) to the 
constraint set u A, < c,, this is shown by the long dashed line in figure 1. 
If the convex set uA, <c, is bounded from above or if it becomes bounded 
from above after the Qonstraint J ] " , ^M\s added, then (3) and (3') are equivalent 
programs, and this is the case we are interested in. We do not know whether 
uA, <C| is bounded or not before solving the program (3). Let us substitute (3,) 
into (1) and we have 
Minimize z 
Subject to z >c ,y+ max"' '(*»- ^ jy) . (I') 
» ' • 
u' '>0 (p=l,2,...,P) 
Each u'' gives one constraint and (T) is a pure integer program for a fixed number 
ofu^ 
If we know the optimum vertex u*, we can solve (1') as a pure integer 
program by any of the existing methods to obtain optimum values z* and y*. 
Substituting the optimum y* into (2), we solve the linear program min c, x subject 
to A,x > b-A^y* and obtain the optimum value x*. Substituting x* and y- into 
(1), we have z = c,x*+C2y*. This value z should, of course, be the same as the z* 
obtained from (!'). If we do not know the optimum vertex, we can list all vertices 
u^ and solve (T). As there are too many vertices u'', so we shall use the 
following iterative procedure to get the optimum vertex u*. Take any feasible TT 
(not necessarily a vertex) that satisfies uA<c,, substitute it into (T), and let the 
solution to (!') for this value of u be z and y . Use y in (3) and solve for u that 
maximizes u(b-Ajy). Let the solution beu. Put u into (I'), i.e., add one or more 
inequality and solve for y again; this is iterated until the optimum u* is obtained. 
For optimum u*, y*, and z* we have from (1) 
2*3= C j y * + u * ( b - A j y * ) . 
For a given u , we have from (T) 
r =Cjy + u ( b - A i y ) , 
and z< z* since z >Cjy+ u(b-Ajy) is only a subset of all the constants in {]'). 
The true optimum z* is obtained in (!') only when all u'' are used or optimum u* 
is used. To check if a vertex if is an optimum vertex, we first use uto solve (!') 
and get yand z and then use y in (3) to maximize uCb-AjF). If z-c^y = 
max„ u(b - A^y), then u is the optimum vertex. 
5.2 The Algorithm: 
Step 1- Start with a ir> 0 that satisfies uA, <c,. This u does not have to be a 
vertex. If none exists, then the original problem (1) has no feasible solution. Go to 
step 2. 
Step 2- solve the pure integer program 
Minimize z 
Subject to 2 > Cjy + u(b - Ajy) 
y > 0 , ysO(modl). 
If z is unbounded from below, take a z to be any small value z. 
Step 3- Using y obtained in step 2, we solve the linear program 
maxu(b-Ajy) 
u 
subject to uA, <c,, u>0 . 
If u goes to infinity with u(b-A^y) finite, add the constraints ^ « , < M, where M 
is a large positive constant, and resolve this problem. 
Let the solution of this problem be u. Determine whether 
z - C j y < u ( b - A j y ) . 
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If the inequality is satisfied, go to step 4. If it is not satisfied, go to step 2, and add 
z > Cjy + u (b - A,y) to the existing set of constraints in (1'). 
Step 4- Use y obtained in step 2. Solve the linear program 
Minimize CiX 
Subject to A , x > b - A 2 y , x > 0 . 
Let the solution be x.. We claim that x and y are then the optimal solution and 
z* = c,x + Cjy. 
5.3 Numerical Illustration: 
Consider the following example: 
Minimize 5x + 2y, •v2y,>5 
Subject to 
x^3y,^ 2y, > 5 
4x-y,+y,>l 
2x + y,- y, > 4 
•(0 
x>0,y„v^>0,y,=y,^0(modJ) 
Rewriting (I), we have 
Subject to 
Vlinimize 5x 
7" 
4 
2_ 
x> 
'5-3y,-2y, 
7^y,~y, 
J-y^+y., 
,x>0 •(2) 
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The di al program of (2) is 
Max(M,,w„w,) 
Subject to 
5 - 3y, - 2y, 
7 + y,-y: 
'f-y,+y: 
u, + 4u, + 2u, < 5 
u,,u^,u^>0 .(3) 
One feasible solution of (3) is //, = 0.;/, = 5/4,»;, = 0. 
Rewriting (1) we have 
Minimize z 
Subject to 
5 - 3>', - 2y^_ 
z >ly^ +2>'2 +maxu' '7 + >',->'2 
4-^1+>'2 
u^,u-,,u^ >0. 
Substituting(0,5/4,0) of (3) into (!'), we have 
Minimize z 
Subject to 
z>2y,+2y,+i(7 + y,-y,). 
The solution of (1") is z = 35/4, and 55, = j ; , = 0. 
Substituting y^=y^=0 into (3), we have 
Maximize 5u^ + lu^ + 4i/j 
Subject to 
M, + 4M2 + 2M3 < 5, 
u^,U2,Uj >0. 
The solution is (5,0,0), with 5M, + 7u, + 4uy = 25. 
.(!') 
• d") 
.(J) 
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Since (35/4) - (2.2)[0 0] <25, we add (5,0,0) into (1'): 
Minimize /. 
Subject to 
r>2V|+2>', +(5/4)(7 + .i.',->•_,). 
->2v,+2v2+5(5-3 v,-2vO, 
>'1,;^2>0. 
The solution is v, = 1 and v, = 0. and z = 12. 
Substituting y^ = 1 and >'2 = 0 into (3), we have 
Maximize 2//, + 8?/, + 3uy 
Subject to w, + 4u, + 2ii^ < 5, 
u^,u^,u^ >0. 
The solution is M, = 5, W, = 0, M, = 0, with 2M| + 8Mj + SM, = 10. 
Since 10 = z - (2,2)y = 12 - 2 x 1 - 2x0 = 10, the solution is optimum. 
Substituting y^ =\,y-i =0 into (2), we have 
Minimize 5x 
Subject to 
x>0. 
The solution is x = 2 with 5x = 5x2 = 10 as expected. The optimum solution to 
(8) is X = 2, >', = l,>s = 0, and z* = 12. 
T 
4 
2 
x> 
'2 
8 
3 
. - ^ * 
^ - ^ 
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