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RESUÍIIO 
Este trabalho tem o 'objetivo de contribuir para o estudo do 
problema de identificação de parâmetros de funções de 
transferência, à luz da teoria dos mínimos quadrados, através do 
desenvolvimento de métodos computacionais dotados de capacidade 
de rejeição de` medidas espúriasi e *da análise critica do 
desempenho destes métodos comparativamente com um dos métodos 
usualmente utilizado nas empresas brasileiras.
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Abstract 
The purpose of this dissertation is to make a contribution to the 
study of transfer function parameters through the development of 
computational methods with bad data rejection, and by applying 
the least-squares theory as well as through a critical analysis 
of the behaviour of such methods as compared to one of the 
methods usually applied in Brazilian companies.
Notações utilizadas neste trabalho 
Neste trabalho, em geral, as matrizes são denotadas por 
letras maiúsculas, os escalares por letras minúsculas e os 
vetores por letras minúsculas sublinhadas, excetuando-se os 
seguintes casos: 
0 M(S), H(s), M(jw) e H(jw) denotam funções de transferência 
com s= jw e j2= -l. Nestes casos as letras minúsculas j e w 
representam a unidade imaginária e o valor da freqüência em 
rad/s, respectivamente. V 
0 N(w) e D(w) denotam números complexos. - 
0 R(w ) e A(w ) ou R e A denotam as partes reais de números 
complexos. 
0 I(w ) e B(w ) ou I e B denotam as partes imaginárias de nú- 
meros complexos. 
0 Sb, Th e Uh denotam somatórios de produtos de escalares, para 
h: 0; 1¡ 2; 3 ooo 
O N(0,R) denota uma distribuiçao normal com média zero e matriz 
de covariância R. 
0 P{xIy} denota a probabilidade condicionada de x, dado y. 
0 Wii denota o elemento diagonal correspondente às i-ésimas li- 
nha e coluna da matriz W. 
0 Ríí denota o elemento diagonal correspondente às_i-ésimas li- 
nha e coluna da matriz R.
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Dkk denota o elemento diagonal correspondente às k-ésimas li- 
nha e coluna da matriz D. 
Vík denota o elemento correspondente à i-ésima linha e à 
k-ésima coluna da matriz V. 
Im{.} denota a parte imaginária de um número complexo. 
Re{.} denota a parte real de um número complexo. 
E{.} denota a expectância de uma variável. 
Foram utilizadas também as seguintes notações: 
0 ||.I| denota a norma Euclidiana. 
O O superescrito T representa "matriz transposta". 
O Ê representa o valor estimado de x.
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.cAPí'ruLo 1 
INTRODUÇÃO 
1.0 O problema de identificação via resposta de freqüência 
O problema de identificaçao de um sistema físico 
linear, monovariável e invariante no tempo, através do método de 
resposta de freqüência, é composto de très etapas: concepçao do 
experimento, obtenção das medidas e consecução do modelo 
matemático que melhor represente o sistema. A primeira etapa 
consiste de uma criteriosa análise'preliminar do sistema a fim de 
se observar características que dêem subsídios ao experimento de 
resposta de freqüência. É possivel assim se obter valiosas 
informaçoes sobre a ordem do sistema a ser identificado, faixas 
de freqüências mais adequadas para estimular o sistema, etc, a 
serem utilizadas na etapa de obtenção das medidas. A etapa de 
consecução do modelo matemático consiste na determinação da
\ » ÀM 
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topologia e na identificação dos parâmetros da função de 
transferência. Em algums casos, as etapas de concepção do 
experimento e obtenção das medidas oferecem maiores dificuldades 
de realização do que a etapa de consecução do modelo matemático. 
Em outros casos, é nesta última etapa que se apresentam os 
problemas de solução mais díficil. 
1.1 Motivação do trabalho 
Durante a realização de um trabalho de identificação 
dos parâmetros das funções de transferência dos reguladores de 
velocidade da Usina Hidroelétrica Governador Bento Munhoz da 
Rocha Netto il], de propriedade da Companhia Paranaense de 
Energia - COPEL, o autor deste trabalho verificou, que com os 
modernos recursos de equipamentos - analisadores digitais de 
sinais, geradores de funções, oscilógrafos e osciloscópios - e 
um certo conhecimento prévio do sistema, a obtenção dos diagramas 
de módulo e fase tornou-se fácil e rápida. A maior dificuldade 
do trabalho foi a identificação dos parâmetros das funções de 
transferência devido às deficiências dos métodos disponiveis.
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l.2 Métodos usualmente utilizados 
Os métodos normalmente utilizados para a identificação 
de parâmetros de funções de transferência a partir das medidas de 
módulo e fase em função da freqüência são o método gráfico, 
utilizando-se o diagrama de Bode, e o método de Levy. O primeiro 
consiste no traçado de assintotas no diagrama de módulo em dB, 
levando-se em conta que elas devem ser múltiplas de 120 dB/década 
[2] e [3]. A grande desvantagem desse método é a dificuldade de 
aplicá-lo quando se depara com um sistema, cuja função de 
transferência possui ordem elevada e não se tem possibilidade de 
dividi-lo em subsistemas. Além disso, ele apresenta a imprecisão 
de todo o método gráfico. O método de Levy é um recurso mais 
poderoso, pode ser aplicado a sistemas que possuem funções de 
transferência de ordem elevada e tem sido freqüentemente 
utilizado. No entanto, esse método, apresenta como desvantagens a 
grande sensibilidade a erros de medidas e a inexistência de 
rejeição de medidas espúrias, como será visto nesse trabalho. 
1.3 Objetivo do trabalho 
O objetivo deste trabalho é contribuir para o estudo de 
identificação de parâmetros de funções de transferência, através
_4 _ 
do desenvolvimento de métodos computacionais de bom desempenho 
numérico e dotados de capacidade de rejeição automática de 
medidas espúrias, utilizando algoritmos matemáticos desenvolvidos 
e aplicados na teoria de Estimação de Estados em Sistemas de 
Potência. 
1.4 Métodos desenvolvidos 
1.4.1 Modelaqem dos erros de medição 
Os métodos desenvolvidos utilizam medidas de módulo e 
fase obtidas em experimentos de resposta de freqüência, sendo que 
os erros de medição foram modelados como variáveis aleatórias com 
distribuição normal e expectância igual a zero. Considerou-se 
que os erros de medição de módulo e fase para uma mesma 
freqüência possam ser correlacionados ou não-correlacionados. As 
medidas de módulo e fase foram modeladas nas formas polar e 
cartesiana. i 
\.
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1.4.2 Solução do problema 
O Método dos Mínimos Quadrados Ponderados é a técnica 
utilizada para a solução do problema de identificação. A 
minimização da função objetiva foi obtida através da equação 
normal de Gauss e pela aplicação do método de Newton, na solução 
considerada clássica ou por meio da aplicação das rotações de 
Givens, na solução através de técnicas ortogonais. ~ 
Os valores dos parâmetros para a inicialização do 
processo sao obtidos a partir do Método de Levy. 
1.4.3 Reíeição de medidas espúrías 
A esses métodos de identificação de parâmetros de 
funções de transferência foram acrescentadas as técnicas de 
detecção, identificação e rejeição de medidas espúrias pela 
aplicação da teoria estatística de teste de hipóteses e da 
distribuição do qui-quadrado, visando aumentar a precisão do 
processo de identificação.
_5 _ 
1,}.4 Métodos desenvolvidos 
Considerando as formas como as medidas foram modeladas 
e os métodos de solução adotados, foram desenvolvidos e estudados 
2 (dois) programas computacionais de simulação de medidas e 8 
(oito) métodos computacionais para a identificação de parâmetros 
de funções de transferência, a partir de medidas obtidas em 
experimentos de resposta de freqüência, com capacidade de 
detecção, identificação e rejeição automática de medidas 
espúrias. Esses métodos de identificação serão relacionados a 
seguir: ~ 
Método 1 
0 Medidas correlacíonadas 
0 Solução clássica 
0 Forma Polar 
Método 2 
0' Medidas correlacíonadas 
0 Soluçao clássica 
0 Forma Cartesiana
4
Método 3 
0 Medidas correlacionadas 
0 Solução ortogonal 
0 Forma Polar 
Método 4 
O Medidas correlacionadas 
0 Solução ortogonal 
O Forma Cartesíana 
Método 5 
O Medidas não-correlacionadas 
0 Solução clássica 
0 Forma Polar 
Método 6 
0 Medidas não-correlacíonadas 
0 Soluçao clássica 
0 Forma Cartesiana 
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Método 7 
0 Medidas não-correlacíonadas 
0 Solução ortogonal 
0 Forma Polar 
Método 8 
0 Medidas não-correlacíonadas 
O Solução ortogonal 
O Forma Cartesíana 
..8...
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c A P í T u L o 1 1 
1nENT1F1cAçAo DE PARÃMETRQS PELO 
MÉToDo nos Mínimos Quànnànos 
2.0 Introdução 
O método dos mínimos quadrados se constitui, sem dúvida 
alguma, numa ferramenta poderosa para a solução do problema de 
estimação de parâmetros de funções de transferencia e tem sido 
utilizado para tal fim. Os estimadores que utilizam o método dos 
mínimos quadrados podem ser do tipo "batch", onde as medidas são 
processadas todas de uma só vez, ou do tipo "seqüencial", onde as 
medidas são processadas individual e seqüencialmente. 
Neste capítulo serão apresentadas 3 (três) formas 
distintas para a solução do problema dos mínimos quadrados. O 
método de Levy, que é uma modificação da filosofia dos mínimos 
quadrados [5], permite a solução do problema de uma forma
}
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não-iterativa através de um sistema de equações algébricas 
lineares. As vantagens e as desvantagens desse método são, aqui, 
discutidas. Para a utilização dos métodos clássico de 
Gauss-Newton e ortogonal de Givens, é necessária a linearização 
do modelo de medição e a solução do problema é obtida de uma 
forma iterativa. A utilizaçao do método clássico de Gauss-Newton 
é adequada para os estimadores do tipo "batch", já que nesse 
método as medidas são processadas todas de uma só vez, enquanto a 
utilização do método ortogonal de_ Givens é adequado para os 
estimadores do tipo "seqüencial", pois em tal método as medidas 
são processadas seqüencialmente. 
Um problema comum na Estimação de Estados em Sistemas 
de Potência é o aproveitamento da característica de esparsídade 
das matrizes. Considerando-se que o escopo deste trabalho é a 
identificação de parâmetros de funções de transferência, onde as 
dimensões das matrizes são pequenas, não foi dada importância a 
tal problema. 
A caracterização da matriz de covariâncía dos erros de 
mediçao depende do grau de correlaçao das medidas. Neste 
capítulo, considerar-se-á essa matriz nas formas diagonal e bloco 
diagonal, sendo os motivos dessas considerações esclarecidos no 
Capítulo IV.
_ N _ 
2.1 Método dos Mínimos Quadrados Pondergdos [41 
2.1.1 Método dos mínimos quadrados ponderados na forma linear 
onde 
Z 2 
Z 2 -O 
n . 
Considere-se o modelo de medição dado por 
_ë=_šo+n 
E{fl}=_Q ; E{11T}=R (2.2) 
vetor de medidas de dimensão m x 1, sendo m o número 
de medidas 
vetor com valores verdadeiros das quantidades 
medidas, de dimensão m x l 
~ vetor de variáveis aleatórias, com média zero e 
matriz de covariância R, representando os erros de 
medição, de dimensão m x 1 
R : matriz de covariância dos erros de medição
_1z _ 
Supondo que as quantidades medidas se relacionam linearmente com 
os parâmetros a serem estimados: . 
` (2.3) EO=Q2<_ 
obtem-se o modelo de medição linear: 
2 = Q›‹+ n (2.4) 
E {5) z 9_ ; E {5_5T} z R ‹z.5› 
onde, 
Q : matriz de dimensão m x n, relacionando os valores 
verdadeiros das quantidades medidas e os parâmetros a 
serem identificados. 
x : vetor dos parâmetros a serem identificados de 
dimensão n x 1. 
Aplicando-se o método dos mínimos quadrados ponderado, 
obtem-se a seguinte função objetiva: 
J@›=@-Q§TR'@-Qg Qi)
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Onde Í é uma estimativa do vetor de parâmetros š, que minimiza a 
função objetiva J(§). Esta, por sua vez, é igual à soma ponde- 
rada dos quadrados dos residuos de estimação. 
A escolha da matriz de ponderação da soma dos quadrados 
dos resíduos é de fundamental importância. Considerando que a 
precisão de uma medida é inversamente proporcional ã sua 
variância, uma forma adequada de ponderação é através da inversa 
da matriz de covariáncia dos erros de medição [4].- Além disso, a 
solução do problema de mínimos quadrados ponderados em que a 
matriz de ponderação é igual à matriz de covariáncia dos erros de 
medição fornece o melhor estimador linear não-tendencíoso ("BEST 
LINEAR UNBIASED ESTIMATOR - BLUE") [43]. 
A condição necessária para o minimo de J(§Õ na Eq. 
[2.õ] éz 
ãJ() __š_=2QTR-1(í_Qã)=9 (2.7) 
Bi 
Isolando É na Eq. [2.8], obtem-se a conhecida equação normal de 
Gauss: 
É = (QT R-1 Q)-1 QT R-ri (2_8)
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2.1.2 Método dos mínimos quadrados ponderados na forma 
não-linear 
Considere-se o modelo de medição dado pelas Eq [2.l] e 
[2.2] e fazendo 
_qo=§(§) (2.9) 
obtem-se o modelo de medição não-linear 
5=§(§) +_rl (2.10) 
E{g}=Q ; E{31T}.=R (2.11) 
onde 5, 5, Q e R são definidos como na seção 2.1.1 e Êfl.) é um 
vetor de funções não-lineares, relacionando os valores 
verdadeiros das quantidades medidas e os parâmetros 
identificados, de dimensão m x 1. 
Aplicando o método dos mínimos quadrados ponderados 
obtem-se a função-objetiva a ser mínimizada 
ng) z [¿ - ¿<g>1T R* [¿ - ¿<g›1 ‹z.1z> 
Onde, É é uma estimativa do vetor de parâmetros š, que minimiza a 
função-objetiva J(§).
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Sendo 5 o vetor de resíduos definido como: 
-¿‹_z§› ‹z.13› P1 nt> N 
tem-se 
Mg) =¿TR`1¿ (2.14) 
O problema de minimização da Eq. [2.l4] é um problema 
de Programação Não-Linear Sem Restrições, cuja solução pode ser 
obtida através da utilização dos métodos clássicos existentes. 
O método usualmente utilizado em Estimação* de Estados 
em Sistemas de Potência para resolver o problema dos mínimos 
quadrados para o modelo de medição não-linear é o método de 
Gauss-Newton, que pode ser obtido através da utilização do método 
de Newton na função-objetiva J(Â) [4]. 
Uma forma didática de obtenção do método de 
Gauss-Newton será mostrada a seguir. 
A condição necessária para a minimização da função 
objetiva J(Ê) da Eq. [2.l4] é - 
ami) « . -l-z o (2.15) 
aê 
sendo, 
eng) â¿ T âJ<g› = ( ) ( ) (2.16) 
aê ëâ 55
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E 
Ê=Í_lâ~£<â>1 :Í-z:__._a¿(Ê) `=-1~¬‹â› ‹2.1v› 
8:? 85? âíã Eh?
_ 
Onde F(§) é a matríz Jacobiana» definida como: 
8f(x) Fê--1 ‹z.1e› 
Bi 
Além disso, 
8J(Ê) _1 _1 --- = 2 R £_= 2 R [5_- §(§)] (2.l9) 
Br 
Pelas Eq. [2.l5], [2.l6], £2.l7] e [2.l9] 
FT‹g› R* <¿- ¿<_›§›› = 9 ‹2.20> 
A Eq. [2.20] representa um conjunto de equações 
não-lineares de difícil solução e uma forma adequada de solução 
do problema é através da linearízação do modelo de medição. 
Seja Êk o ponto em relação ao qual o modelo será 
línearízado. Desenvolvendo a função £(§) em série de Taylor e 
fazendo o truncamento dos termos de ordem superior, tem-se: 
af (2.2l) 
fbô = fü%) + -: (x xk) 
3x _ šzlk
Definindo 
Aäêë-ëk 
AÍ Ê É " Â(ÊÍk) 
obtém-se: 
_f_(§)›= _§(§k) + F(3_ck) Aä 
onde F(§k) é a matriz Jacobiana no ponto šk. 
Substituindo £(¿) na Eq. [2.20] tem-se, 
FT<¿2k› R* [¿ _ ¿‹¿k› '_ Ngk) A_z.¿1 z 9
1 
Das Eq. [2.23] e [2.25], 
1‹¬T<gk> R* m¿ - mk) Ay = 9 
OU 
[FT<¿2k> R* F<gk>1 Ag = 1~¬T<§k› R* Aí 
_17 _ 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
Obtém-se, portanto, Aí a partir de Êk e do sistema de 
equações lineares simultâneas da Eq [2.27].
_13 _
Q 
A solução do problema é obtida através de um processo 
iterativo com critério de convergência 
H¿k+1..¿k||< 5 (2.28) 
onde E é um valor pré-definido de tolerância. 
2.1.3 Considerações sobre a caracterização estatística
~ NAO TENDENCIOSIDADE DAS ESTIMATIVAS 
A propriedade mais importante dos estimadores baseados 
no método dos mínimos quadrados ponderados dados pelas Eq. [2.8] 
e [2.27] é a não-tendenciosidade das estimativas, ou seja, 
E (Ê) = š, para o método dos mínimos quadrados ponderados na 
forma linear. ' 
E (Ag) = Ag, para o método dos mínimos quadrados ponderados na 
forma não-linear. 
A propriedade da não-tendencíosídade pode ser 
demonstrada através da aplicação do operador expectâncía em Ê na 
Eq. [2.8] e em AÊ na Eq. [2.27] '
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z‹g› = (QT 1‹'Q› *QT R ' E {¿} ‹z.zs› 
E(Aâ) - (FT R`1 F)`1 FT R" E {Az} (2 30) 
Das Eq. [2.4] e [2.5] 
E if) = Q 5 ‹2.31› 
Substituindo Êflš), obtido da Eq. [2.24], na Eq. [2.10] tem-se, 
sendo 
A¿==FQä) A5-+1 
E {n} - 0 , E {n nT} - 
nas Eq. [2.32] e [2.331 
E {A¿} = F A5 
Das Eq. [2.29] e [2.3l] 
E(>/2) =x (2- 
E das Eq. [2.30] e [2.34] 
E(Ag)==A¿ 
R (2. 
32) 
33) 
34) 
35) 
36)
_ 3)- 
cARAc'rER1zAçÃo Es'rÀ'rís'r1cA ma: Juli) 
Para se obter uma estimativa Ag de Ag usando o método 
dos mínimos quadrados, a função-objetiva é dada pela soma 
ponderada dos quadrados dos resíduos. 
mg) z [Aí - 1=‹_›¿k› Ag1T R* [Aí _ 1=‹¿zk› Ag] (z_37› 
A função J(ÀÊ) da Eq. [2.37], soma ponderada dos 
quadrados dos residuos, possue uma distribuição qui-quadrada 
desde que os erros de medição tenham média zero e distribuição 
normal [4]. O número de graus de liberdade da distribuição é 
igual à diferença entre o número de medidas e o número de 
parâmetros a serem estimados. 
Essa característica será de fundamental importância no 
processamento de medidas espúrias a ser desenvolvido no Capítulo 
III.
_ 21- 
Mxmiz na covAR1ÃN'c1A nos manos DE Es'r1nAçÃo 
A matriz de covariáncia dos erros de estimação é 
definida como 
C z-E ((g-¿› (3-¿›T}'X 
para a forma linear, e 
cx z E (mg _ Ag (Ag _ A¿›T} 
para a forma não linear. 
(2.38) 
(2.39) 
Utilizando a Eq. [2.8] é possível escrever o vetor 
(2 - x) como segue . 
3-¿=(QTR`1Q)'1QTR`1z-×= 
-(QTR1Q)1QTR1(¿-Qi) 
então, 
E ug- 5) (3 - ¿‹_>T}= (QT R* Q›'* QT R* 
(2.40) 
E Mg - Q 5) (5 - Q ¿<_)T}R`1Q(QT 11" Q)`1 
Pelas Eq. [2.4] e [2.5] 
E {(z - Q X) (2 - Q x)T} - E {fl nT} - R 
Desta forma 
E ((g _ ¿› (g - ¿›T} = (QT R* Q›" QT R” R R” Q 
(QT R* QV* = (2.41› 
= (QT R4 Q)`1
..zz_ 
Utilizando-se a Eq. [2.27] é oossível escrever o vetor A2 - A¿ 
COITIO SEQUG 
Ag - Ai = (FT 
R'1 E)`1 ET R`1 A5 - A5 (2.42) 
= (ET R`1 E)`1 ET R4 (Aí _ E A5) 
então, 
E {(A_'›¿ _ z.\.¿) (Ag - A¿)T} = (FT R`1 E)" FT R* 
E mí - F Ei) (Aí _ F A¿›T} R* E (ET R* rf' 
Pelas Eq. [2.32] e [2.33] 
E {(4¿ _ E A5) (Aí - E A§)T} = E {g_gÊ} = R 
Desta forma 
E {(Ag - A5) (Ag - A§)T} = (FT R`1 F)`1 ET R`1 R 
R-1 F (FT R-1 F)-1 (2.43) 
= (FT R`1 E)`1 
A grande vantagem da utilização da matriz de 
covaríáncia dos erros de estimação é a possibilidade de se aferir 
os resultados da estimação.
_ z3_ 
2.2 Metodo de Levz 
2.2.1 Teoria Básica de Levy [51 
O método de Levy permite o ajuste de curvas de resposta 
em freqüência de um sistema representado pela Eq. [2.44] 
bo + b¡ s + b2 sz + ..... 
M (S) = _ 2 (2.44) a + a s + a s + o 1 2 
Onde s é uma variável complexa definida por s= jw, 
e w representa o valor de freqüência. 
Separando-se as partes reais e imaginárias do numerador 
e do denominador i 
uz -b 2 ...> 'nz -b 2 ...> 
M<âw›= ° 2w+ WW' 3W+ ‹z.4s› 2 . 
(ao - az w + ...) + Jw (a1 - a3 wz + ...) 
Onde bo, b1, bz, ..., ao, a1, az ... representam números reais.
Fazendo, 
tem'S€, › 
Fazendo, 
t8m“S€, 
» 1 
2 4 a = bo - bz w + bá w - 
_24_ 
(2.46) 
B = b1 - b3 wz + bs wa - ... 
v = a -a w2-va wa - o 2 4 
T = a - a w2 + a wá - 
1 3 5 
a + jw B 
M(jw) = ----- 
v + jw T 
N(w) = a + jw B 
D(w) = v + jw T 
M(jw) = %%š% 
(2.47) 
(2.48) 
‹2.49› 
(2.50)
..z5- 
Supondo-se a existência' de uma função H(jw) que 
representa exatamente os dados obtidos do experimento de resposta 
de freqüência. 
H(jw) = R(w) + j I(w) (2.5l) 
Para um determinado valor de freqüência wk o erro no 
ajuste da curva será 
e<wk› = n(jwk› - M<jwk› (2_5¿) 
N(w) 
z n‹jwk› - -`-Ê“- 
D(wk) 
Desta forma o problema a ser solucionado é a 
minimização desse erro em cada um dos pontos de amostragem da 
CUI'Vâ .
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2.2.2 Técnica especial de Levy [51 
A solução do problema de minimização do erro em cada um 
dos pontos de amostragem da curva poderia ser obtida através da 
aplicação do método dos mínimos quadrados. Considerando-se que a 
solução do problema desta forma se torna difícil, Levy modificou 
a filosofia dos mínimos quadrados conforme segue [5]: 
V Multiplícando a Eq. [2.52] por D(wk), tem-se 
D(wk) e(wk) = D(wk) H(jwk) - N(wk) (2.53) 
Separando-se a Eq. [2.53] em partes reais e imaginárias 
1>‹wk› z<wk› = A‹wk› + 5 mk) (2‹54> 
O módulo da Eq. [2.54] é: 
‹. 
|D<wk> e<wk›| z ‹A2‹wk› + B2<wk>›'/2 (2155) 
A função da soma dos quadrados dos erros ponderados 
pode ser escrita 
Wma
O 
WMB
O 
E' = |D<wk>' e‹wk›|2 = tA2‹wk› + B2‹wk›1 <2~56>
Das Eq. [2.48]. [2.49] 
A(wk) = parte real de [D(wk) H(jwk) - N(wk)] 
B(wk) = parte imaginária de [D(wk) H(jwk) - N(wk)] 
substituindo os valores de A( ¶<) da Eq. [2.57] e B(W ) da E . 
, [2.51], [2.531 e [2 
= Re {(v + jw T ) [R( 
.541 
k k k wk) + j I(wk)] 
_- (uk + jwk Bk)} 
= “k Rk ' Wk Tk Ik ° ak 
= Im {(Vk + jw T ) [R(w
' 
k k k) + J Í(wk)] 
- (ak + 
= Wk Tk Rk + vk Ik ` Wk ek
ó 
Jwk Bk)} 
_ z7_ 
(2.57) 
(2.58) 
.k q 
[2.58] na Eq. [2.56] tem-se 
E'= FME!
O
2 
[<”k Rk ` Wk Tk lx " ak) *
2 
(wk Tk Rk + vk Ik - wk B ) ] 
(2.59)
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A equação [2.59] pode ser diferenciada em relação a 
cada um dos coeficientes bo, b1, bz, ..., a1, az, aa, ... e os 
resultados ígualados a zero. 
BE' 
Bbo 
BE' 
8b1 
BE' 
8b2 
8E' 
8b3 
BE' 
8a1 
BE' 
8a2 
BE' 
3a3
_ 
FME 
TMB 
W 
wuã 
W 
via 
7<“L*×1,'-El
5 
FME 
WM O 
O
O
O
O
O
O 
(v 
(v 
+2 ( 
(v 
(v 
- w T I - a ) (-1) = O k Rk k k k k 
(w T + V I - W S ) (-w ) = O (2.60) k k Rk k k k k k
2 
k Rk 
` Wk Tk Ik ` ak) (Wk) = O
k (wk T Rk + vk Ik 
- wk Bk) (wi) = O
5 
k Rk 
` Wk Tk Ik ` ak) ('Wk Ik) 
“k Tk Rk * vk Ik “ Wk ek) (Wk Rk) = O 
- w T I - G ) (-w2 ) k Rk k k k k k Rk (2_61) 
(Wk Tk Rk * Vk Ik ` Wk Bk) ('“Ê Ik)= O
k 
+ 2 ( 
- w T I - Q W3 I ) Rk k k k k) ( k k 
“k Tk Rk * Vkhlk ` Wk Bk) (`WÊ Rk)==0
onde, 
..z9_ 
Aplicando-se as seguintes transformações lineares 
_ _ Í ak bo ak 
= _ Í Vk ao Vk 
_ _ | Tk - 31 Tk 
ao = 1 
2 4 
a¿ = bz wk - bá wk 
2 4 
gi 
' bs Wk ` bs Wk 
v' = a w2 - k2k¿+k 
T' = a\ w2 - a wa k3k5k 
ek=b1 -B1; ‹2.ô2› 
(2.63)
Substituindo os valores ak ,Bk,¶¿eTk da Eq. [2.62] nas 
_30.. 
60] e [2.61], obtém-se: 
w'›1ã 
c› 
w'v15 
c› 
×'v1B 
W 
vua 
w'v1B 
- 2 Rk (1 - vá) + 2 wk Ik (a1 - Tá) + 
2(bo-oL1l)=O 
2 v - 2 wk Rk (a1 - Tú) - 2 wk Ik (1 - Vk) +
O 
2 wi (b1 - Bi) = 0 (2,54) 
zw1ÍRk‹1-\›¿›-zwâ1k‹a1_f¿›- 
2 | _ 2 wk (bo - uk) - O 
4 3 2 wk Rk (a1 - T¿) + 2 wk Ik (1 - và) -
O
O 
2 wk Ik (bo - aú) + 2 w
4 zwk‹b1-e¿›-o 
-zwk1kRk‹1-\›¿›+zwÊ1§‹a1-f¿›+ 
W
N 
Rã (a1 - T¿) + 
2 wk Rk Ik (1 - v¿) - 2 wi Rk <b1 - B¿) =‹) 
w'P1B 
C> 
I\) S WN JN 
W 
PIB 
/\ _\ ' VL) * 2 “Ê RK I1<(a1' HÁ) " (2.õ5› 
zéâ«,%»zês(@«w- 
_
2
O 
2 2 3 
wk Ik (1 - vg) + 2 wk Ik (b1 - Bá) -O 
3 4 . _ - 2 wk Ik (bo - a¿) + 2 wk Rk (b1 - Bk) - 
<RÍ + lí) <z1- 11;) =o F'-I-\2 w
Efetuando simplificações 
×^v1B
5 
W 
vaä 
F'P1B 
W'P1B 
W 
PIB
C 
×'P1B 
X'P35 
bo ' “É * Rk vfl * Wk Ik (31 ' TÁ) = 
“Ê (b1 ` SÉ) * Wk Ik “É ` 
C) 
F'P1 
C> 
Rk 
c› 
vv vaä wkRk(a1-T¡2)= 
2 » 3 ‹ “k Rk Vk * Wk Ik (31 ` Tk) *
W 
C)
N N15 
wk (bo _ all) z 
4 Í 3 Í wk Rk (a1 - Tk) + wk Ik vk + _
W 
C)
É W‹b /\ U' CD f'‹ xx F'P15 
| 2 . Wk Ik (bo ` ak) " Wk Rk (b1 ` sk) * 
Wk 
C? 
W' 
P4 
W' 
f\ U' CD 
5' 
xx + 
YT 
P4
B 
wi (Ri + Ii) \›1'<z 
C)
8 
u›
H U' k k < O 
_ @¿> _ wz Rk <b1 _ e¿> + 
w¿*<2+12›< f'> o k Rk k 31 k 
C> 
C? 
CD
3 
Wk Ik 
C) 
2 
(Rã + mí) (31 - f¿> = o 
_ 31- 
(2.66) 
(Rã + mí) ‹2.õ7›
_ 32- 
As Eq. [2.66] e [2.67] podem ser agora condensadas usando-se as 
seguintes fórmulas: 
W 
P13 
c:
h 
Àh = _ wk 
W 
PIB 
C)
h 
Sb = wk Rk 
w'v13 
c› 
h ‹z.õs› 
Th = wk Ik 
F 
PIB 
C) 
Uh = W: (Rã + Ii) , h = O, 1 , 2, 3 ... 
Aplicando as definições de a¿ ,B¿,v¿éâr¿ -como dadas 
nas Eq. [2.62] e [2.63], obtem-se o seguinte conjunto de equações 
algébricas lineares: V 
ko bo - X2 bz + lá ba - X6 bó + ... 
+ T1 a1 + S2 az - T3 a3 - S4 ah + T5 as + ... = SO 
À2 b1 - À4 b3 + À6 bs ~ À8 b8 + ... 
- S2 a1 + T3 az + S4 a3 - T5 a4 - S6 a5 + ... = T1 
(2.69) 
À2 bo _ xa bz + ló há _ À8 bó + .. 
+ T3 a1 + S4 a2 - T5 a3 - S6 aá + T7 as + ... = S2 
À4 b1 - X6 b3 + X8 b5 _ À1O b7 + ... 
- S4 a1 + T5 a2 + Só a3 - T7 aá - S6 as + ... = T3
32, 33, 
_ 
..` 
..,_¡,3qQgç; Ê.'9'.13VCWM 
` ' 
r\\o« 'JÂ H* 
_' 
T1 bo - S2 b1 - T3 bz + S¿ b4 - ... 
+U2a1-U4a3+U6a5-U8a7+...=O 
S2bO+T3b1-S4b2-T5b3+... 
+U4 az-U6 a4+U8 aó-U1Oa8+ ...=U2 
(2.69) T3bo-S¿*b1-T5b2+S6b3+.. 
+U4a1-U6a3+U8 as-U1oa.¡+...=0 
Os valores numéricos dos parâmetros desconhecidos a1, 
..., Q), b1, bz, ... podem agora ser determinados pela 
solução do conjunto de equações algébrícas lineares da Eq. 
[2.õ91
_34.. 
2.2.3 Comentários sobre o método de Levy 
Como fica dito no Capítulo I, o método de Levy 
constitui-se numa ferramenta poderosa na identificação de 
parâmetros de funções de transferência a partir de medidas de 
módulo e fase obtidas em experimentos de resposta de freqüência. 
As suas vantagens são: 
0 Pode ser aplicado a funções de transferência de ordem 
elevada sem nenhuma dificuldade e dispensa a necessidade 
do conhecimento prévio da topologia da função de 
transferência. ‹ 
0 O método de solução do problema é um método não-iterativo 
exigindo, por isso, menor esforço computacional do que os 
métodos que utilizam processos iterativos. 
0 O fato da solução do problema ser obtida por um método 
não-iterativo exclui a obrigatoriedade do conhecimento de 
algum ponto próximo da soluçao para ser utilizado como 
valor inicial do processo, como é o caso dos métodos 
iterativos.
_35.. 
As suas desvantagens são: 
0 A ponderação dos erros de medição, através do denominador 
da Eq. (2.50), dificulta a interpretação estatística dos 
resultados e a utilização de técnicas de processamento de 
medidas espúrias. 
0 O processo de identificação de parâmetros através do 
método de Levy é consideravelmente sensível a erros de 
medição. Tal problema se torna mais grave devido ã 
inexistência de técnicas de processamento de medidas 
espúrias associadas ao método. 
O Não pondera as medidas em função 'do seu grau de 
confiança; 
0 Não oferece meios de se aferir o grau de precisão dos 
resultados.
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2.3 Método seqüencial ortoqonal de Givens 
2.3.1 Fundamentos teóricos [61, [71 
onde 
Considere-se o seguinte modelo de medição linear, 
Y=G 
E {1}
X
x
G
X + X (2.70) 
Q (2.71) 
: vetor de medidas de dimensão n x 1, sendo n 
o número de medidas. 
: vetor dos parâmetros a serem identifica- 
dos também de dimensão n x 1, sendo n o 
número de parâmetros. 
: matriz de observação, de dimensão n x n.
Nesse modelo 1 tem. média zero. Por 
conveniência considerar-se-á temporariamente que o 
medidas que estão sendo processadas é igual ao 
parâmetros a serem identificados, ou seja, a matriz de 
G é uma matriz quadrada. 
_ y7_ 
questão de 
número de 
número de 
observação 
z Para se obter uma estimativa Ê de š usando o método dos 
mínimos quadrados, a função objetiva a ser minimizada é dada pela 
soma dos quadrados dos resíduos 
^ T J=l1-Gä1l1- _ Gil ‹2.72) 
Seja §¡ uma nova medida a ser processada, a qual se 
relaciona com o vetor x através da equação 
§1=g_'f§+Ír (2.73) 
Desta forma, levando-se em conta a nova medida, a 
função objetiva torna-se 
3=J+(§1- 
_
G 
= { __T- ,Ê 
51 
z || 112 
51 Y1 
T^2 a,§> 
_ -Í-_ F { 
Y1
G 
[_T.} 
É _ F_}} 
‹z.v4› 
Ê1 V1
..33_ 
Sendo a norma Euclidíana ínvariante com _re1ação a 
transformações ortogonais [6] e [7], pode-se achar uma transfor- 
mação ortogonal Q, tal que - 
Qíaiiä 6 fiffiši 
onde, 
U : matriz triangular superior de dimensão n x n 
9 : vetor nulo de dimensão 1 x n 
w : vetor de dimensão n x 1 
ê1: escalar 
Sendo Q uma transformação ortogonal, então: 
QTQ=QQT=1 (2.7õ) 
onde I representa a matriz identidade.
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Utilizando-se a transformação ortogonal da Eq. (2.75) 
na Eq. (2.74), Õ pode ser escrita como 
G G 3={ --T» 3- -š» ITQTQI --T- g- -É--} 
51 V1 51 V1 
G 
i 
- G 
={Q{ -F g- É-11T{Q{-T g- ff- n 
Ê1 Y1 Ê1 y1 (2.77) 
UÍ.?."Y.TUÍÍ".`Í T 2 = ------------ -- = [IJÊ-1] UJÊ-g]+ ë1 
-81 -E1 
Então Ê que minimiza Ú pode ser obtido resolvendo-se o 
sistema triangular 
UÊ=1 (2.78) 
Pode-se observar da Eq. [2.77] que êš representa a 
soma dos quadrados dos residuos para a solução pelos mínimos 
quadrados. A disponibilidade desse termo é de fundamental 
importância no estudo das técnicas de rejeição de medidas 
espúrias, como será visto no Capítulo III.
_ M)- 
A transformação ortogonal das Eq. [2.75] e [2.77] é 
realizada para todas as medidas as quais se deseja processar. 
Isto consiste em uma nova triangularização da matriz de 
observação a cada medida processada e o valor armazenado na 
função-objetiva será a soma acumulada dos quadrados dos residuos. 
Esse procedimento forma um algoritmo recursivo para o 
processamento seqüencial de medidas. 
O passo mais importante da obtenção do algoritmo 
recursivo para o processamento seqüencial de medidas é a 
definição da transformação ortogonal Q das Eq. [2.75], [2.76] e 
[2.77]. Essa transformação ortogonal Q pode ser obtida do 
algoritmo de Gívens, que possui a vantagem de se constituir num 
método seqüencial ortogonal que triangulariza a matriz de 
observação aumentada operando por linhas. . 
2.3.2 Descrição dos princípios das rotações de Gívens [61 
O algoritmo de Gívens consiste na realização de 
operações sucessivas entre os elementos de um vetor linha p, que 
relaciona, com o vetor de parâmetros š, a nova medida a ser 
processada, e as linhas de uma matriz triangular U até que todos 
os elementos de E sejam completamente zerados. O processamento 
de um elemento do vetor E representa uma rotação. A figura 2.1 é 
uma representação visual da aplicação sucessiva das rotações de
_41.. 
Givens, onde Õ e É representam a matriz U e o vetor p após as 
primeiras (2-l) rotações. 
1" 
'//¿ Lmhos de Ú que iú sofreram moções com É É Próxima Iinhode Ú u sofrer rotação com É 
mm Linhas de Ú que ainda não sofrevom rofotões com E 
Fig. 2.1 Representação da aplicação sucessiva das 'rotações de 
Gívens. 
Após o processamento de todos os elementos do vetor 2, 
pode-se processar uma nova medida §2, que se relaciona com š 
através do vetor linha gi., através da retriangularização da 
matriz aumentada [UT 
{ 
g2]T utilizando as rotações de Givens, 
sendo U a matriz resultante da tríangularização da matriz de 
observação G, conforme Eq. [2.75]. O aumento da matriz U e do 
vetor gš ,respectivamente, por 1 e §2 implica numa rotação 
adicional, que fornecerá a contribuição ëš da medida §2 à soma 
dos quadrados dos resíduos.
_4z.. 
Para descrever os princípios das rotações de Gívens, 
deve-se considerar o vetor E como a i-ésima linha da matriz 
triangular U aumentada pelo i-ésimo elemento do vetor E e o vetor 
E como uma nova linha da matriz de observação aumentada pela sua 
correspondente medida a ser processada. 
u_= [O ... O ui ... uk ... un+1] (2.79) 
p_= [O ... O pi ... pk ... pk+1] 
Uma rotação entre E e Q pelo método de Givens anula o 
elemento de p_correspondente à rotação realizada. Desta forma, 
após a rotação os vetores linha serão 
Ef = [0 ... O uí ... uà ... u¿+ 
v __ v 1 
p_ - [O ... 0 O ... pk ... pn+
J (2.80)
Q 
As rotações aplicadas aos vetores linha-u e p foram 
definidas como [9], [l0]: 
li mm
_43.. 
Ofldê (;2+32=1 
Os escalares c e s são determinados a partir do requisito 3; = O 
e são dados por 
2 21/2 
c = ui / (ui + pi)
' 
(2.82) 
s = pi / (ui + 
pÊ)1/2
V 
O algoritmo de Gívens pode, desta forma, ser 
operacionalizado através da inicialização da matriz triangular U 
com todos os seus elementos nulos e da triangularização da matriz 
de observação através do processamento de todas as suas linhas em 
seqüência. 
A versao rápida das rotaçoes de Gívens, isenta do 
cálculo de raiz-quadrada, desenvolvida por Gentleman [9], aumenta 
a eficiência computacional do algoritmo. A modificação no 
algoritmo original consiste basicamente na decomposição da matriz 
triangular superior U no produto de uma matriz diagonal D1/ze uma 
matriz triangular superior unitária U, ou seja 
U-D1/ZU ‹2.e3› 
. 1 2 Os elementos da matriz D / são as raízes quadradas dos 
elementos correspondentes de outra matriz diagonal D. Na prática 
somente D necessita ser calculada.
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De acordo com a decomposição da Eq [2.83] os vetores 
linha que sofrerão a rotação podem ser escritos como 
Ez [o o ‹à)'/2 ‹<1›'/2 uk ‹ó)'/2 un-+11 (2.84) 
B_= [0 ... o (w)1/Zpín... (w)'/zpk ... (w›'/2 pn+11 
Nota-se que na Eq. [2.84] que o novo vetor p está sendo 
ponderado por um fator 001/2. Após a realizaçao da rotação os 
vetores linha se tornam - ` 
3' = [0 o ‹ó'›'/2 ‹ó'›'/2 ul; <ó'›'/2u¿+11 (2 85) 
B' = [o o o .. ‹w'›'/2 pl; ‹w'›'/2p¿+11 
As equaçoes que definem as transformaçoes anteriores 
podem ser obtidas utilizando-se as novas definições de B, p, u' e 
E' nas Eq. [2.8l] e [2.82], e são 
d' = d + W pi 
W' =d“/d' (2.aõ) 
É = ó/â' 
E = w pi/d' 
, H _ 
pk " pk ' pi uk 
í1'<=ÊÍÍk+spk ; k=i+1,...,n+1
._45_ 
' Pode-se observar comparando as Eq.. [2.86] e as Eq. 
[2.82], que os cálculos das raizes quadradas foram eliminados 
pela utilização do artifício da Eq. [2.83]. Além das vantagens 
computacionais, devido a eliminação dos cálculos das raízes 
quadradas, a inclusão dos fatores de ponderação, torna o 
algoritmo particularmente interessante para a solução de 
problemas de minimos quadrados ponderados. 
Depois de todas as linhas da matriz de observação 
aumentadas com as medidas correspondentes terem sido processadas, 
a solução do problema de minimos quadrados ponderados pode ser 
obtida através de um processo de substituiçao inversa. A matriz 
diagonal D é obtida com um elemento extra, que corresponde a soma 
dos quadrados resíduos. Essa é uma caracteristica importante 
para o estudo das técnicas de rejeição de medidas espúrias, como 
será visto no Capítulo III. Outra característica importante do 
método de Givens que é muito útil para o estudo das técnicas de 
rejeição de medidas espúrias, é a possibilidade de remover o 
efeito de qualquer linha da matriz de observação e da sua medida 
associada depois delas já terem sido processadas. Isso pode ser 
conseguido através do reprocessamento da linha aumentada da 
medida associada com um peso correspondente ao negativo do peso 
original [9].
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2L§¿§ Transformaggp do modelo de medição I§|, 
Quando se considera um determinado grau de correlação 
entre as medidas de módulo e fase para um mesmo valor de 
freqüência, a matriz de covaríância dos erros de medição tem a 
forma bloco-diagonal. Esta forma a torna imprópria para ser 
utilizada como matriz de ponderação-no método de Givens. Para 
contornar essa dificuldade é possivel se realizar uma 
transformação do modelo de medição. ~
' 
A transformação do modelo linearizado de medição das 
Eq. [2.32] e [2.33] permite a obtenção de um modelo, cujo vetor 
dos erros de medição apresenta matriz de covaríância igual à 
matriz identidade. Sendo a matriz de covaríância R uma matriz 
não-singular e positiva definida, é possivel submete-la à 
decomposição de CHOLESKY, que consiste em um produto de uma 
matriz triangular inferior, igual a raiz quadrada de R, e sua 
. 1 2 . transposta. Seja R / a raiz quadrada de R, então 
E{_rlHT} =RêR1/2 RT/2 (2.87) 
OU 
EUR '/2-1) (R 1/25›T}=1 ‹2.es›
K4/Znpossue matriz de covariància g 
Desta for ma o vetor dos erros de medição modif 
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ícado, 
i ual à matriz identidade. Se 
a Eq. [2.32] for pré-multiplicada por R'1/ã tem-se 
onde, 
torna 
^1=G<_>sk>^>¿+1 
E{1¿T}=1 
AZ_ê R-1/2 Aí 
cfigk) Ê 
R'1/2 F(§k) 
V êR_1/2 T1 
A função objetiva 
(2.89) 
(2.90) 
(2.9l) 
da Eq. [2.37] após a modificação se 
J = M1 - GW ^i1T M1 ~ “ââ ^í1 ‹z.9z› 
= ||^1 - G<z<_k) ^§|l2
  
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z¿§,} Aplicaçgp do mégodg de Givens aos mínimqs qgggrgggg 
Com a aplicação do método dos minimos quadrados 
ponderados ao modelo de medição linearizado das Eq. [2.32] e 
[2.33] resultou na função objetiva da Eq. [2.37], cuja 
minimização fornece uma estimativa AÊ_de Aš .
i 
Como foi visto anteriormente, a versão rápida do método 
de Givens considera que as linhas da matriz a ser triangularizada 
são ponderadas por um fator(wfV2. 
A aplicação do método de Givens à solução do problema 
de minimos quadrados ponderados pode ser realizada seguindo-se os 
seguintes procedimentos: 
1. A matriz Jacobiana F da Eq. [2.37] pode ser triangularizada 
pelo uso das rotações de Givens, como uma matriz de 
observação. 
2. O vetor Az pode ser usado como uma coluna extra de F de modo 
a sofrer as mesmas transformações aplicadas àquela matriz. 
.I
0 
3. O fator de ponderação ¶_ pode ser considerado igual ao 
. 
. 1 
Velemento diagonal correspondente da matriz R , para o caso 
em que a matriz R é uma matriz diagonal, de tal forma que 
1/2 -1 
(wi) _ Rii
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Para o caso em que a matriz R é uma matriz bloco diagonal, 
como será visto no Capitulo IV, o procedimento adequado é a 
aplicação da transformação do modelo linearízado para a 
obtenção da matriz de covaríáncia igual à unidade, de tal 
forma_que 
1/2 
(wi) =
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2,4 gonçlgggo 
Nesse capítulo se viu a aplicação do método dos minimos 
quadrados ponderados na solução do problema de estimação. Além 
disso, foram apresentadas 3 (três) formas distintas para a 
solução do problema dos mínimos quadrados. 
O método clássico de Gauss-Newton é utilizado com 
estimadores do tipo "batch", que processam as medidas todas de 
uma só vez. 
O método de Levy apresenta a vantagem de todo o método 
não-iterativo, porém apresenta como desvantagem a dificuldade da 
interpretação estatística dos resultados e a não utilização de 
técnicas de rejeíçao de medidas espúrías. Considerando que o 
método de Levy é muito sensível à grandeza dos erros de medição, 
tal desvantagem se agrava. 
O método seqüencial ortogonal baseado nas rotações de 
Givens apresenta as propriedades de processamento seqüencial de 
medidas, reprocessamento de medidas e disponibilidade da soma 
ponderada dos quadrados dos resíduos após o processamento de cada 
uma das medidas. Propriedades essas que serão muito úteis no 
estudo das técnicas de rejeição de medidas espúrias, conforme 
será visto no Capítulo III.
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cAPí'ruLo 111 
PROCESSAMENTO DE MEDIDAS ESPÚRIAS 
3.0 Introdução 
As medidas espúrias ou erros grosseiros não estao 
contemplados no vetor dos erros de medição dos modelos estudados 
no Capítulo II, porque são erros incomuns e não possuem a 
caracterização estatística estabelecida. Esses erros tanto podem 
ser oriundos de sinais estranhos existentes no meio ambiente, 
como de falha do equipamento utilizado, ou do baixo grau de 
dependência do sinal de saida relativamente ao sinal de entrada, 
ou de falha na -digitalização, quando utilizamos equipamentos 
digitais, etc. ~ 
A técnica utilizada neste trabalho para o processamento 
de medidas espúrias faz uso do teste de hipóteses da teoria
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estatistica. A opção por tal .técnica se deve ao seu bom 
desempenho nas aplicações em Estimação de Estado de Sistemas de 
Potência [1l]. A 
O processamento de medidas espúrias através do teste de 
hipóteses é efetuado em 3 (très) etapas. A primeira delas, 
chamada de detecção, verifica se existe medida espúria entre as 
medidas que estão sendo processadas. Caso o teste de detecção 
confirme a existência de medida espúria, a segunda etapa, chamada 
de identificação, determina quais são as medidas espúrias. A 
terceira, chamada de remoção, elimina as medidas que foram 
anteriormente identificadas como espúrias. 
3.1 Conceitos Estatísticos 
3.1.1 Teste de hipóteses [161 
Uma hipótese estatística é uma conjectura sobre a 
distribuição de probabilidade de uma ou mais variáveis 
aleatórias. 
Um teste de hipóteses serve para subsidiar decisões à 
luz da teoria estatistica segundo o qual as hipóteses formuladas 
podem ser aceitas ou rejeitadas.
_53.. 
HIPÓTESES ESTATÍSTICAS 
Para a maioria dos problemas de teste de hipóteses são 
formuladas duas hipóteses estatísticas. Uma delas denominada 
nula e representada por Ho , que é a principal. A outra, 
denominada alternativa e representada por H1, que é a hipótese 
complementar da principal [35]. 
ERROS DO TIPO 1 E II 
A teoria do teste de hipóteses reconhece dois tipos de 
erros. Se uma hipótese - quando verdadeira - for rejeitada, 
diz-se que foi cometido um erro do tipo I. Se, por outro lado, 
uma hipótese - quando falsa - for aceita, diz-se que foi 
cometido um erro do tipo II. Desta forma, tem-se ' 
ERRO DO TIPO I: Rejeição de Ho, quando ela é verda- 
deíra. 
ERRO DO TIPO II: Aceitação de HO, quando ela é falsa. 
NÍVEL DE s1GN1F1cANc1A 
O nível de significância do teste, também chamado de 
probabilidade de falso alarme, é a probabilidade de ocorrência de 
um erro do tipo I. Essa probabilidade representada por Q , é 
especificada antes da realização do teste de hipóteses.
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A probabilidade de ocorrência de um erro do tipo II é represen- 
tada por B . 
_ 
Na prática, é usual a adoção de um nível de 
significância 0.05 ou 0.01, embora outros valores possam ser 
usados [34]._ A adoção, por exemplo, de um nivel de significância 
0.01, ou 1%, no planejamento de um teste de hipóteses, conduz ã 
existência de 1 possibilidade, em 100, da hipótese ser rejeitada, 
quando deveria ser aceita, ou seja, a confiança na decisão 
acertada é de 99%. 
A quantidade (1.- B ) mede a probabilidade de rejeição 
de Ho , quando ela é falsa e é chamada de função de potência do 
teste. 
PROCEDIMENTO PARA A REALIZAÇÃO DO TESTE DE HIPÔTESES 
Uma técnica prática para a realização do teste de 
hipóteses consiste em se encontrar uma função observável das 
variáveis aleatórias sob consideração, que se comporta de maneira 
distinta diante das duas hipóteses. A diferença de comportamento 
da função observável pode ser aproveitada na formulação do teste 
de hipóteses. .
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3_zl›_z.2 C_ares:_t_eri=a_‹:.ã° E~ 
Para usar a soma ponderada dos quadrados dos resíduos 
no teste de hipóteses, J(Â) precisa estar caracterizada 
estatisticamente. 
Considere-se,que: 
0 Q'vN UL R) , ou seja, o vetor dos erros de medição está 
caracterizado estatisticamente por uma distribuição normal 
com média zero e matriz de covaríância R. 
0 A topologia da função de transferência é conhecida. 
0 A linearização do modelo de medição foi obtida com relação a 
um ponto próximo da solução. 
Por um lado, sob as condições descritas, J(Ê) tem 
distribuição qui-quadrada com (m - n) graus de liberdade, em que 
m é igual ao número de medidas e n é igual ao número de 
parâmetros [4], [12]. Por outro, J(Ê) não terá distribuição 
qui-quadrada, quando houver presença de erro grosseiro, pois, 
neste caso, a caracterização estatistica de _g estará violada 
[12].
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1.-2 Me_did_âs'eân_úria_s mv ›¿é_t‹›d‹›` da e_‹n=a‹:.ã<› n°rma1 
3.2.1 Deteção de medidas espürias 
Considere-se o modelo de medição linearizado discutido 
no Capitulo II
\ 
Aí=F(_1§¡¿) A_›_‹_+1 (3.l)
\ 
E{¿}=g ; E{¿¿¬_T}=R ‹3.z› 
onde, 
Aí=_z_-£(lñ‹) (3.3› 
Aš=l{k+1-lçk 
8f(x) 
_ ' _ 
F@%) =_;;I_ = matriz jacobiana (3.5) _ 
3x _ ¿,=¿k 
sendo, ~ 
z : vetor de medidas de dimensão m x 1, sendo m o número 
de medidas.
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x : vetor de parâmetros a serem identificados de dimensão 
n x 1, sendo n o número de parâmetros. 
£ : vetor de funções não-lineares de dimensão m x 1, que 
relaciona os valores reais das quantidades medidas e os 
parâmetros. 
Q : vetor de variáveis aleatórias de dimensão m x 1 com 
média zero e matriz de covariância R, representando os 
erros de medição. 
Para se obter uma estimativa AÊ_de Aš usando o método 
dos mínimos quadrados, a função objetiva a ser minimizada é dada 
pela soma dos quadrados dos resíduos., 
.1(A§)==[A¿-1=Agf?R 1[A¿-r'Ag] (3.6) 
Como se viu na seção anterior, uma técnica adequada 
para o teste de hipóteses consiste na obtenção de uma função 
observável das variáveis aleatórias sob consideração, que se 
comporta de maneira distinta diante das duas hipóteses. Viu-se 
também que a soma ponderada dos quadrados dos resíduos, desde que 
caracterizada estatisticamente, tem distribuição qui-quadrada na 
ausência de erros grosseiros e nao tem distribuiçao qui quadrada 
na presença de erros grosseiros. A caracterização estatística do
-58_ 
vetor dos erros de medição dada pela Eq. [3.2] não é suficiente 
para o propósito de detecção de medidas espúrias, havendo 
necessidade de se caracterizar também a sua distribuição de 
probabilidades. › 
Considere-se que J(Aâ) esteja caracterizado estatis- 
ticamente, conforme item 3.1.2. da seção anterior. Desta 
maneira, podemos formular o seguinte teste de hipóteses: 
Hipótese nula, Ho: J(AÊ) tem distribuição qui-quadrada. 
Hipótese alternativa, H1: J(AÊ) não tem distribuição 
qui-quadrada. - 
Sendo ao um valor pré-definido para a probabilidade de 
falso alarme, é possível determinar, através da definição de 
probabilidade do falso alarme, um valor limite k tal que
m 5%.. D 1>{.1‹zig› > 1. | img) 
' _}=‹›zO ‹3.7> 
onde 
X2 
(1 ); 
representa o percentil (l- ao ) da distribuição m , oO _n _' qui-quadrada com (m-n) graus de liberdade, sendo m o 
número de medidas e n o número de parâmetros. 
Em função das considerações anteriores, os 
procedimentos para o teste de hipóteses aplicado à detecção de 
medidas espúrias são definidos da seguinte forma:
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a) Defíne-se a. = do , sendo do um valor baixo (entre 0,01 
e 0,1 por exemplo) [4]. 
b) Obtem~se um limiar K = Xâflh (Lfl°)_ 
c) Compara-se os valores de J(AÂ) e K. 
Se J(AÊ)> k ; conclui-se que existe medida espúria. 
Se J(AÊ)< k ; conclui-se que não existe medida espúria. 
3.2.2 Identificação de medidas espúrias [4l, [281 
Caso o processo de detecção de medidas espúrias tenha 
confirmado a existência desse tipo de medida, torna-se necessário 
determinar quais são essas medidas. O processo de identificação 
deve realizar tal trabalho. 
A identificação de medidas espúrias requer uma análise 
individual do valor dos resíduos. Uma _possível técnica de 
identificação poderia ser obtida através da determinação do maior 
resíduo em valor absoluto, que poderia corresponder a uma medida 
espúria. No entanto, tal correspondência não se faz 
necessariamente verdadeira pelas seguintes razões:
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a) As medidas têm diferentes precisões e as' variáncias 
podem ser significativamente diferentes. 
b) Os residuos podem ser correlacionados. Assim sendo, o 
resíduo de uma medida espúria pode afetar os resíduos 
das outras medidas. 
Uma técnica mais adequada de identificação de medidas 
espúrias pode ser obtida através da determinação do maior resíduo 
normalizado. A normalização dos resíduos pode ser efetuada 
conforme fica demonstrado a seguir. 
Considere-se a função objetiva do modelo de medição 
linearizado da Eq. [2.37]
\ 
.1‹àg›= u\¿ - F Ag? 11" mí - F A31 ‹a.s› 
sendo 
£ê[Aí-Fliš] (3.9) 
Considere-se ainda o sistema de equações lineares simultâneas da 
Eq. [2.27] 
(FT R`1 F) A§_= FT R`1 Aí (3.l0)
_ 51- 
Da Eq. [3.10] pode-se obter 
Aë_= (FT R'1 F) 
`1 FT R'1 A5 (3.l1) 
Da Eq. [2.43] sabe-se que 
Cx = «FT R* Ff' (3.12) 
onde Cx é a matriz de covaríáncía dos erros de estimação (ver 
Eqs. [2.39] e [2.43]). 
Desta forma a Eq. [3.l1] se torna 
Substituindo-se o vetor Ai da Eq. [3.l3] na-Eq. [3.9], 
ter-se-á: 
_1;=[Aš_-FCXFTR_1A_§_] (3-14) 
r = [R _ F c FT] R`1 Az (3.15) _ X _
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Definindo 
WÊR-FOX FT (3.1ô› 
tem-se 
z=WR" Ag (3.17) 
e pode-se fazer 
sÊwR`1 (3.18) 
Sendo S a matriz de sensibilidade dos resíduos de ordem m x m, 
idempotente e singular, cujo posto é igual a (m - n) [4]. A sua 
i-ésima coluna mostra como o erro grosseiro da medida gi está 
distribuido entre os resíduos. Portanto, a contaminação dos 
resíduos por uma medida espúria pode ser investigada através da 
observação dos elementos da coluna correspondente à medida 
espúria, na matriz de sensibilidade dos resíduos. 
Da Eq. [3.9], a matriz de covariâncía dos resíduos pode 
ser obtida da seguinte forma 
E {£ £T} = E illí AE_T} - F E A2tT} FT (3.l9) 
= R-F C fr= Wx
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Portanto-w define a matriz de covariância dos residuos, 
e a normalização é obtida da seguinte forma: 
I' 
rnk =--275 ‹3.zo› 
(wkk) 
onde 
fk : resíduo da medida k. 
wkk :k?elemento diagonal da matriz de covariãncia dos 
residuos. 
Ink : resíduo normalizado da medida k. 
3.2.3 Remoção de medidas espúrias 
O próximo passo, após o processo de identificação, é a 
eliminação ou remoção das medidas espúrias identificadas. A 
remoção dessas medidas permite a repetição do processo de 
estimação ou identificação de parâmetros com medidas de boa 
qualidade, melhorando significativamente a qualidade da 
estimação. 
A solução pelo método da equação normal, associada a 
estimadores do tipo "batch", apresenta a desvantagem de não
_.54_ 
permitir a eliminação do efeito de medidas espúrias durante o 
processo de estimação. Nesse método a remoção das medidas 
espúrias ocorre após o processo de estimação, o que invalida os 
resultados obtidos e demanda um novo processamento do estimador. 
3.3 Processamento de medidas espúrias pelo método de Givens 
3.3.1 Deteção de medidas espúrias [7l, [121
» 
O procedimento para deteção de medidas espúrias usado 
com o método de Givens é uma variante do teste do qui-quadrado 
- utilizado com os métodos tipo "batch" clássicos - e tira 
proveito da disponibilidade da soma ponderada dos quadrados dos 
resíduos acumulada após o processamento de cada medida. Isto 
equivale a um teste de detecção após a completa anulação dos 
elementos de cada linha do Jacobiano (aumentada pelo elemento 
correspondente do vetorA¿ ). Uma das vantagens dessa abordagem é 
restringir a busca da medida com erro grosseiro apenas ao 
conjunto de medidas processadas até o ponto em que o teste for 
positivo.
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O exame da soma ponderada dos quadrados dos resíduos 
(SPQR) após o processamento de uma determinada medida pode 
revelar que: 
a) O valor da SPQR permaneceu inalterado. 
b) O valor da SPQR aumentou. 
É evidente que não há nenhum objetivo que justifique a 
aplicação do teste de detecção para o caso (a). A medida 
processada é chamada de medida básica. O fato da SPQR não se 
alterar após o processamento de uma medida básica implica que, 
até aquele ponto, nenhuma medida redundante com a medida básica 
foi processada. As medidas básicas são as primeiras n medidas, 
cujas rotações, das linhas aumentadas da matriz Jacobiana 
correspondentes, produzem o preenchimento da diagonal da matriz D 
da Eq. [2.83], sendo n o número de parâmetros. 
_ 
O limiar usado no teste de detecção para o método de 
Givens é o mesmo do teste do qui-quadrado (k =×Ím¿Ú,(LüO) ), com 
a diferença de que o número de graus de liberdade é agora uma 
variável que depende da ordem da medida cujo processamento 
antecedeu ao teste. 
PROCEDIMENTO PARA A DETECÇAO USADO COM O MÉTODO DE GIVENS 
Seja i a ordem da linha aumentada da matriz Jacobiana 
que acabou de ser processada: 
1/2
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a) Verifica-se a SPQR, com respeito ao seu valor anterior. 
b) Se a SPQR não aumentou, nenhum teste é realizado e 
passa-se ao processamento da linha seguinte. 
c) Se a SPQR aumentou, incrementa-se de l o número de 
graus de liberdade do qui-quadrado e em seguida
2 compara-se a nova SPQR com×(m40,(Lüo). 
. 2 . . . d) Se a SPQR for maior do queX(m4Ú,(La ) significa que aoO 
menos uma medida grosseira foi processada até aquele
2 ponto, e se a SPQR for menor do que Xfimqo (¡_a )passa-se ' o 
ao processamento da linha seguinte. 
3.3.2 Identificação de medidas espúrias [71, [121 
_ 
Se o teste de detecção for positivo, torna-se 
necessário identificar as medidas portadoras de erros grosseiros. 
Supondo-se que o teste de detecção tenha acusado a 
presença de medida espúria após o processamento da medida de 
ordem 2, isto não significaria que o erro grosseiro estivesse 
contido necessariamente na última medida processada, mas que o 
erro grosseiro tanto pode estar contido na medida 1, quanto em 
outra medida processada anteriormente que seja redundante com a
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medida 2. Desta forma, todas as medidas processadas até o ponto 
em que o teste de detecção foi positivo são medidas suspeitas. 
O procedimento para identificação de medidas grosseiras 
utilizado com o método de Gívens, assim como no caso dos métodos 
convencionais, é baseado na busca do máximo resíduo normalizado. 
No entanto, como acontece com o teste de detecção, é possível 
tirar proveito do caráter seqüencial do método de Gívens para 
aumentar a eficiência do procedimento de identificação. 
É sabido que a maior dificuldade na obtenção dos 
resíduos normalizados é o cálculo dos fatores de normalização e 
que, para obté-los, torna-se necessário calcular os elementos 
diagonais da matriz de covariância dos resíduos dada por: 
T T -1 -1 T w = R - F cx F = R - F (F R F) F (3,z1) 
Da Eq. [3.2l] pode-se notar que é necessário o cálculo explícito 
da inversa Cx , o que requer um considerável esforço computa- 
cional. Os problemas computacionais associados com a equação 
acima são sensivelmente minorados, quando o método do máximo 
resíduo normalizado é utilizado com as rotações de Gívens. 
As caracteristicas das rotaçoes de Gívens permitem que: 
a) O cálculo da matriz Cx, e conseqüentemente de w , seja 
facilitado expressando-se CX em termos das matrizes D e 
Ú da Eq. [2.83].
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b) Haja necessidade de se obter apenas os primeiros 2 ele- 
mentos diagonais de W , onde 1 é a ordem da medida após 
a qual o teste de obtenção foi positivo. 
Com referência ao çitem a), deve-se observar que as 
matrizes D e U já estão disponíveis, uma vez que são obtidas do
z 
processamento das linhas de F através das rotações de Givens. 
A matriz w pode ser obtida da seguinte forma: 
Da Eq. [2.9l] 
c=R`1/21* (3.22) 
então, 
GT G = (R-1/2 F)T (R-1/2 F) 
= FT (R`1/2)T R`1/2 F (3.23) 
= FT R" F 
Desta forma 
cx = (GT G)`1 (3.24) 
Utilizando-se a transformação ortogonal Q da Eq. [2.75], 
. cx = (GT ‹;›" Q QT
' 
= HQT GT) (Q G>1`1 
_1 ‹3.zs› = HQ @›T ‹Q @›1 
=[UTIH-1 ~
Das Eq. [3.2l] e [3.25] tem-se,_, 
w - R F [UT U]`1 RT 
Da Eq. [2.83] 
U=D1/2-Ú 
= R - (F U`1) (F u`1)T 
Das Eq. [3.26] e [3 
W = 
Definindo, 
vê F í`1 
.27] 
R _ [F (DÍ/2 Ê)-Í] [F (D1/2 Ú)-1]T 
Das Eq. [3.28] e [3.29] tem-se, 
w = R - (D`1/2 V) (D`1/2 v)T = R - VT `1/2 T `1/2 
= R _ 
E o í-ésímo elemento diagonal de w será, 
D
T 
W.. R.. 11 11 WMO
1 
_¡ 
V D V
2 
Dkk 
(D ) D V 
1, 2, m 
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(3.26) 
(3.27) 
(3.28) 
(3.29) 
<3.3o) 
(3.31)
_70.. 
O cálculo da matriz v' requer a inversa da matriz 
triangular unitária Ú. A J-ésima coluna de Ú'1pode ser obtida 
como o vetor solução de um problema de substituição inversa, cuja 
matriz de coeficientes é U e cujo lado direito é a J-ésima coluna 
da matriz identidade. ' 
O item b) decorre do procedimento já descrito anterior- 
mente em que, se R é a ordem da última medida processada pelo 
método de Givens, antes do teste do qui-quadrado ser positivo, 
então basta examinar os residuos normalizados das medidas l, 2, 
..., ü. O resultado é uma redução do esforço computacional, já 
--1 que a matriz F na equação V = F U passa a ser a sub-matriz do 
Jacobiano formado por suas 2 primeiras linhas e wii passa a ser 
calculada apenas para i = l, 2, ...,£ . As vantagens propiciadas 
por tal procedimento serão tanto maiores quanto mais próxima a 
medida espúria estiver do início da lista de medidas. 
- Embora a presença de um erro grosseiro possa ser 
detectada muito antes do processamento do último elemento do 
conjunto de medidas, a identificação deve ser realizada após o 
processamento de todas as medidas, afim de que a redundância 
utilizada seja a máxima possível. Observa-se, contudo, que o 
fato de a detecção ter ocorrido antes ainda é de muita valia, 
pois restringe o conjunto de medidas passíveis de serem 
portadoras de erro grosseiro, conforme descrito anteriormente. 
A identificação, assim como as outras etapas do 
processamento de medidas espúrias, deve ser realizada em uma 
iteração previamente selecionada do processo iterativo. A 
iteração selecionada não deve ser a primeira, onde ainda há a
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possibilidade da presença de desvios de linearização 
significativos. Tampouco é desejável que a iteração selecionada 
seja próxima à convergência, pois uma possivel medida espúria 
poderia conduzir o processo a uma outra solução. Na maioria dos 
testes apresentados nesse trabalho o processamento de medidas 
espúrias é realizado na segunda ou na quarta iterações. 
3.3.3 Remoção de medidas espúrias [7l, [121 
No método da equação normal, a detecção de um erro 
grosseiro entre as medidas processadas pelo estimador invalida os 
resultados da estimação, já que esses estão contaminados pelos 
efeitos da(s) medida(s) espúria(s).
` 
~ Quando se utiliza o método de Givens, é possível 
lançar-se mão de um procedimento que permite a remoção dos erros 
grosseiros sobre as matrizes U e D tao logo a medida portadora do 
erro grosseiro tenha sido identificada. Fato que decorre da 
ortogonalidade do método. 
O procedimento para se remover o efeito de um conjunto 
de medidas sobre as matrizes Ú e D consiste simplesmente em se 
reprocessar essas medidas, com pesos que são agora iguais aos 
valores dos pesos originais multiplicados por (-1). 
Uma conseqüência imediata da remoção dos efeitos de uma 
medida espúria sobre as matrizes U e D é que a SPQR sofre
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imediatamente um decréscimo do valor inicialmente afetado pela 
presença do erro grosseiro para o valor que existiria se a medida 
não houvesse sido processada. _ 
Como resultado da remoção de um erro grosseiro, 
torna-se agora possivel aproveitar os cálculos já executados para 
a obtenção de estimativas, até a íteração na qual se realizou a 
detecção, identificação e remoção da medida espúria. Além disso, 
essa medida pode ser eliminada do conjunto de medidas a serem 
processadas nas iterações subseqüentes. 
3.4 Processamento de medidas espúrias múltiplas [131 
O caso mais simples de processamento de medidas 
espúrias é o da ocorrência de uma única medida afetada por erro 
grosseiro. No entanto, nas situações reais, é comum ocorrer o 
caso de múltiplas medidas afetadas por erros grosseiros. A forma 
mais simples para o` processamento de erros múltiplos pode ser 
obtida através da repetição de algum algoritmo desenvolvido para 
o processamento de um único erro, porém os erros grosseiros 
múltiplos podem ser interativos e tal procedimento pode trazer 
resultado insatisfatório. Isto porque os resíduos de medição são 
combinações lineares dos erros de medição e, portanto, não existe 
uma correspondência biunívoca entre os resíduos normalizados de 
maiores magnitudes e os maiores erros de medição.
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O problema da interação entre as medidas é importante 
na Estimação de Estados em Sistemas de Potência. No caso da 
Estimação de Parâmetros de Funções de Transferência verificou-se 
que esse problema não possue grande importância e que a repetição 
do algoritmo desenvolvido para o processamento de um único erro 
grosseiro apresentou resultados satisfatórios.
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3.5 Conglugão 
A presença de erros grosseiros entre as medidas obtidas 
para a identificação de parâmetros de funções de transferência 
implica na necessidade de se detectar, identificar e remover tais 
medidas. A não-eliminação de tais medidas prejudica o processo 
de estimação e compromete os resultados obtidos. 
A possibilidade de caracterizar _estatisticamente os 
erros de medição e'a soma ponderada dos quadrados dos resíduos é 
de fundamental importância para o desenvolvimento dos -algoritmos 
de processamento de medidas espúrias tanto pelo método de equação 
normal, quanto pelo método seqüencial ortogonal de Givens. 
O método seqüencial ortogonal de Givens possue diversas 
caracteristicas que o tornam vantajoso para a detecção e 
identificação de medidas espúrias. Além disso, tal método 
permite a remoção dos efeitos das medidas espúrias sem a 
necessidade de se reiniciar o processo de estimação. 
No caso de identificação de parâmetros de funções de 
transferência, o processamento de erros grosseiros múltiplos pela 
repetição do algoritmo para o processamento de um único erro 
grosseiro mostrou resultados satisfatórios, conforme mostram os 
resultados numéricos do Capítulo V.
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cAPí'ruLo iv 
MODELAGEM MATEMATICA DO PROBLEMA 
4.0 Introdução 
A modelagem matemática do problema foi obtida de duas 
formas distintas. Na primeira delas o modelo de medição foi 
desenvolvido na forma polar, enquanto na segunda, o referido 
modelo foi desenvolvido na forma cartesiana. Essas duas formas 
de abordagem do problema possibilitaram o desenvolvimento de 
estimadores distintos. 
Como se viu nos capítulos anteriores, os estimadores 
desenvolvidos utilizam o método dos mínimos quadrados ponderados 
para a obtenção da função objetiva e soluções via equação normal 
de Gauss ou método de Gívens. Além disso, tais estimadores foram 
dotados de capacidade de rejeição de medidas espúrias.
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Nesse ,capítulo serão. vistos o desenvolvimento e as 
caracteristicas das duas formas distintas de modelagem do 
problema. _Será analisada também a importância do grau de 
correlação entre as medidas. 
4.1 Modelo de medição na formalpolar 
4.1.1 Desenvolvimento do modelo 
MODELO DE MEDIÇÃO LINEARIZADO 
Considere-se o modelo de medição línearízado discutido 
no Capítulo II, 
onde 
Aš==F(§3 Aäú-E (4.l) 
E{_z1}=g ; E{¿1T}=R ‹4.2› 
Az-z f(x) (4.3) -'-'--1‹ 
A§==§k+1-šk (4.4)
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v 
@£<.>9 
F(§3 = --_- = matriz jacobíana (4.5) _ 
Ex _ ¿.,¿k _ 
ev 
5 : vetor de medidas de dimensão m x 1, sendo m o número 
de medidas. 
§ : vetor dos parâmetros a serem identificados de dimen- 
são n x 1, sendo n o número de parâmetros. 
É : vetor de funções não-lineares de dimensão m x 1, que 
relaciona os valores reais das quantidades medidas e os 
parâmetros.
( 
E : vetor de variáveis aleatórias de dimensão m x 1 com 
média zero e matriz de covariância R, representando os 
erros de medição. 
oBTENçÃo no vEToR £<§) 
Considere~se agora a forma generalizada de uma função 
de transferência representada pela Eq. [4.6],
2 
bo + b1 s + bz s + ... 
(4.6) 11(S) = 2 3 3o+a1S+a2S+8.3S+...
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onde s é uma variável complexa definida por s= jw e w 
representa o valor da freqüência, 
Fazendo 
onde, 
então, 
(bo-w2b2+w4b¿-w6b6+...) + j(wb1-w3b3+w5b5-...) 
( ) H(jw) = 4.7 
(ao~w2a2+w4a¿-w6a6+...) + j(wa1-w3a3+w5a5-...) 
r1 = bo - w2b2 + w4b4 - wóbó + .. 
i1 = wb1 - w3b3 + w5b5 - w7b7 + ... 
r = a - wza + waa - wóa + ... 2 o 2 4 6 
í = wa - w3a + wsa 'wõa + ... 2 1 3 5 ' 6 
a = 1o 
I'1+ J 11 
H(jW) =E_-*Í-.*'í_ 
2 3 2
_ ¶;_
\ 
Multiplicando o numerador e o denominador pelo complexo 
conjugado do denominador, 
ú ø ¢ . (r r + 1 1 ) + ¡(- 
1 2 1 2 I1 12 
* í1 fz) 
r2 'Ô' 12 
Separando as partes reais e imaginárias, 
Re {H(jw)} = 
Im {H<jw›} = 
r1 r2 + í1 í2 
r2 + í2 2 2 
-r1 íz + i1 r2 
r2 + i2 2 2 
(4.l1) 
Transformando a função de transferência Hfiw) para a 
forma polar temos, 
I' I' + 1 1 _ 
. 1/2 
1 2 1 2 2 
r1 12 + 11 fz 
mz <-T--2-> +<-ff-›2 ‹4.1z› 
I` Í 1 
2 2 2 2 
+ i +
- 80-4 
-I' 1 + 1 Í 
fa = are tag <-1-zil-2) ‹4.13› 
r1 r2 + í1 íz 
Assim sendo, o vetor de funções não-lineares §_ pode 
ser montado da seguinte forma: 
onde 
mk
1 
fa1 
mz 
É (Ê: faz 
(4.14) 
ms 
fa3 
: valor do módulo calculado para a freqüência k , con- 
forme Eq. [4.l2]. 
fak : valor da fase calculada para a freqüência k , con- 
forme Eq. [4.13].
oB'r1=:N‹;Ão no vnron ma: meninas 
Por analogia ao vetor de funções não-lineares f 
vetor de medidas ¿_ pode ser montado da seguinte forma: 
zm1 
zfa1 
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, o 
Zm2 
Z = ‹4.15) _ 
zfaz 
zm3 
zfa3
o 
onde, 
zmk : valor do módulo da medida obtida na freqüência k . 
zfak : valor da fase da medida obtida na freqüência k
É 
.É
m 
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OBTENÇÃO DA MATÊIZ JACOBIÀNA F 
sabido que, 
fa. =1 
I' 
11 
fz 
íz 
(E) =_£ (mí, faí) 
mí (r1, rz, r3, r¿) 
faí (r1' fz' ra' ra) 
r (b.,,w,)› 
1 1 1 
í (b.,w.) 
1 1 1 
r2 (ai“wi) 
i2 (aíõwi) 
onde í = 1, 2, 3, ..., (m/2), sendo m o número de medidas.
Das Eq. [4.5] e [4.14] 
F Qâ) = 
Considerando que as funçoes mí e faí sao unçoes e 
várias variáveis, fazfse necessário efetuar uma derivação em 
cadeia [14] 
ëm. Bm. Br 8m. 8 
1 1 1 1 1 + + 
3m1 
Bbo 
8fa1 
BbO 
amk 
Bbo 
õfak 
Bbo 
3m1 
8b1 
8fa1 
3b1 
3% 
8b1 
Bfak 
3b1 
o
o 
3m1 
8a1 
8fa1 
8a1 
*az 
8a1 
õfak 
8a1 
3m1 
3a2 
8fa1 
Baz 
ea 
Baz 
Bfak 
8a2
Q 
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(4.l7) 
` " f 
' d 
8b( 
õmí ãrz 
+ 
õml Biz 
8r2 8b(j_1) Giz 8b(j_1) 
J._1) ar1ab(j_1) az'.1ab(_j_1) (4_l8)
onde 
í : 1, 2,.. 
2 : 1, 2,..., r ; sendo r a ordem do denominador da Eq. [4.6]. 
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Bm. Bm. Br Bm. Bi Bm. Br Bm. Bi 
1 1 1 1 1 1 2 1 2 = * 
. 
Y* 
- 
* 
. ‹4.19› 
Baz Br1 Bag B11 Bag Brg Bag B12 Bam . 
a. Bfa. Br Bfa. Bí 
1 ~ 1 1 1 1 + + 
B . . 
'
. b(J 1) Br1 Bb(J 1) B11 Bb(J 1) 
(4.20) 
Bfaí Br2 
+ 
Bfaí Biz 
Brz Bb(j_1) B12 Bb(j_1) 
ai 
= 
Bfaí Br1 
+ 
Bfaí Bí1 
+ 
Bfaí Br2 
; 
Bfai Biz (4.21) 
Bag Br1 Bal Bi] Bag Brz Bag Biz Bag › 
.,(m/2); sendo m o número de medidas. 
3 : 1, 2,...,(q+l); sendo q a ordem do numerador da Eq. [4.6].
onde, 
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Considerando as Eq. ~[4.16] é possível simplificar as 
sq. [4.181. l4.191. [4.2o1 e [4.211, 
Gm. Bm. Br Bm. Bi 
1 í= 1 1 + 1 1 (4.22) 
ab(j_1) ar1 ab(j_1) 311 ab(j_1) 
ãmi âmi Brz Bmí 812 
(4.23) .= + 
Bag 8r2 Bag Biz Bag 
äfaí 
é 
Bfai 8r1 
+ 
õfaí 811 (4.24) 
ab(j_1) ar1 ab(j_1) 311 ab(j_1) 
Bfaí õfai 3r2 
+ 
ãfaí Biz (4.25› 
Bag 
_ 
8r2 Gal Biz ãafi 
í : 1, 2,...,(m/2); sendo m o número de medidas. 
j : 1, 2,...,(q+l); sendo q a ordem do numerador da Eq. [4.6]. 
2 : 1, 2, ..., r ; sendo r a ordem do denominador da Eq. [4.6].
Fazendo, 
têm-se, 
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r r + í í 
1 2 1 2 u1=‹-:Z--7--› ‹4.zõ› 
2 2
+ |,.|. 
r 1 + 1 r 
1 2 1 2 
uz = (~) (4.27) 
2 2 
u=u% +uš (4.28) 
- I' 1. + 1 I' 
V='°-;1-1-%'í¿T2 “°29) 
1 2 1 2 
m_ = (U2 + 112)'/2 = U'/2 (4.3o) 
1 1 2 
fai = arc tag (V) (4-31) 
Os termos que compõem as Eq. [4.22], [4.23], 14.24] e 
[4.25] podem então ser determinados da seguinte forma: 
Emi 
u'-1/2 (4.32) 
1;? 
= “H fz * “2 Hz” 
1 2 2
-37_ 
_L=w(j¡1) (_1)('j-1)/2 , para j impar (4.33) 
ab(j_1) 
L: O , para j par' (4.34) 
*(5-1› 
Sm u1/2 ií___í(ú í +u r) (4.35)  2 2 12 2 2
2 8í1 r2 + i 
8b<j-1) 
3b<j-1) 
"2. r'r+ 
311 :O , para j ímpar (4.36) 
fÊ¿_____= w‹j-1) (_1) ‹¿+z)/z , para zj par (4.37› 
am “ 1/2 
‹ 38) i _ . 4. T - -ii [u1 (r1- 2u1r2)+ uz (11- 2u2 r2)] 2 2 2 
8r2= 
O , para 2 ímpar (4.39) 
Bag 
8r2 
_ 1 --==w (-1) 
ãag 
Sl/2 z para 2 par (4.40)
¢ 
81 
--2-= 0 , para j par (4.43) 
Bag 
Bfa 
'+ í 
ãm. a-1/2
1 š--= çí--í [u1(i1 - Zu' 12) + uz (- r1 - Zuz í2)] 
12 2 2 
(1-1)/2 
Bfa. 
ãfa 
äfa 
_3g.. 
(4.4l) 
311 2 -=w (-1) , para j impar (4.42) 
Bag
1 
= 
1 
(- í - v r ) (4.44) 
8r1 (1 + V2) (r1 r2 + 11 12) 
2 2 
1 - 
1 
(r - v 1 › (4 45) 
Bi 
_
(1 + V2) (r r + 1 1 ) 2 2 
1 1 2 1 2
1 
= 
2 (11 
- v rj) (4.46) 
8r2 (1 + v ) (r1 r2 + 11 12)
1 l= ('_r -Vi.) 
81 (1 + V2) (r r + 1 1 ) 1 1 2 1 2 1 2
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onde, 
i : 1, 2, 3,..., (m/2); sendo m o número de medidas. 
j : 1, 2, 3,..., (q+1); sendo q a ordem do numerador da Eq. 
[4;6]. 
9 : 1, 2, 3,..., r ; sendo r a ordem do denominador da Eq. 
[4o6]o 
NECESSIDADE DE CONVERSAO DOS ÃNGULOS DE FASE 
- As Eq. [4.20] e [4.2l] representam a derivação em 
cadeia em relação aos parâmetros aí e bi da Eq. [4.13]. A 
derivada da função da Eq. [4.l3] é dada por 
d 1 dv _ -arc tagv=-iz-; [- Tr/2<arctagv<'n/2] (4.48) 
dx 1+v dx
-QO- 
' A Eq. [4.48] mostra' que a derivação da funçao 
trigonométrica inversa é válida para arc tag no primeiro e no 
quarto-quadrantes. Essa restrição implica na necessidade de 
conversão' dos valores faí da Eq. [4.l4] e dos valores zfaí da 
Eq. [4.l5]. Tal procedimento pode, em determinadas condições, 
diminuir a magnitude de um erro grosseiro em uma medida de fase. 
4.1.2 Caracterização estatística dos erros de medição 
A escolha da matriz de ponderação da soma dos quadrados 
dos residuos é fundamental para as propriedades estatísticas do 
.›_- 1 V -- -› »- . , 
estimador. _ 
Considerando que a precisão de uma medida é 
inversamente proporcional à sua variância, uma forma adequada de 
ponderação da soma dos quadrados dos residuos é através da matriz 
inversa da matriz de covariãncia dos erros de medição. Além 
disso, como já mencionado no Capitulo II, a solução do problema 
de minimos quadrados ponderados em que a matriz de ponderação é 
igual à matriz de covariãncia dos erros de medição, fornece o 
melhor estimador linear não-tendencioso [43].
_ 91- 
Considerando as Eq. [4;14] e [4.15], o vetor dos erros 
de medição deve ser montado da seguinte forma: 
_ 
zm1 - m1
- 
zfa1 - fa1 
[Z _ MH = mz _m2 ‹4.49› 
zfaz - faz 
Considerando a maneira como o vetor dos erros de 
medição da Eq. [4.49] é montado, a matriz de covaríáncia dos 
erros de medição deve ser da seguinte forma:
2 
(Vnú) (Y12 “fm ”f1) (rw Vm1_”m2)' ' '
2 
(I21 ”f1 Vm) (”f1) (rzs ”f1 `)m2)' ' (4-50) 
R = 2 
(I-31 \)m2 \)m1) '(r32 \)m2 \)f1) (\)m2) 
(rm “fz Vm) (faz Vfz ”f1) (ras Vfz ”m2)' '
..9z_ 
onde,
2 
Vmi : variância da medida do módulo na freqüência i. - 
2 . . . . 
vfí : variância da medida da fase na freqüência . 
ríj : coeficiente de correlação entre as medidas i e j, 
-11; r..£ +1. 
1J 
i : 1, 2, 3, ..., (m/2), sendo o número de medidas. 
j : 1, 2, 3, ..., (m/2). 
O coeficiente de correlação é uma medida do grau de 
linearidade entre as duas variáveis em questão. Valores de 
próximos de +1 ou -l indicam um alto grau de correlação, enquanto 
os valores próximos de zero indicam falta de correlação. Valores 
positivos de r mostram que uma variável tende a crescer com o 
crescimento da outra, ao passo que valores negativos de r mostram 
que uma variável tende a .decrescer com valores crescentes da 
outra. Um valor de r próximo de zero indica apenas a ausência de 
relação linear entre as duas variáveis e não elimina a 
possibilidade de alguma relação não-linear [l5].
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O coeficiente de correlação é definido pela Eq. [4.5l], [15] 
ond 
\) XY
2 
\)x
2v
Y
E 
\) xy 
\) 
I'= ~2 
X Y 
covaríância das variáveis x e y. 
variância da variável x. 
variância da variável y. 
As variâncias das variáveis x e y são definidas como, [16] 
všzzuy-E‹y››2} ‹4.53› 
vízâ {‹x-E‹×››2} ‹4.sz› 
A covariáncia das variáveis x e y é definida como, [36] 
vXy=1:{<›‹-E<×››‹y-E<y›>} <4.54>
-94_ 
Se x e y são variáveis aleatórias independentes, 
a covariãncia de x e y é nula, logo o coeficiente de correla- 
ção Y também é nulo. A recíproca não é verdadeira, ou seja, 
sendo r nulo não significa que as variáveis x e y sejam indepen- 
dentes [16]. 
Considerando-se, por um lado, que todos os erros de 
medição estão correlacionados entre si, a matriz de covariãncia 
se torna uma matriz cheia como representado na Eq. [4.S0]. No 
entanto, considerando-se, por outro lado, que os erros de medição 
para medidas de freqüências distintas não estão correlacionados, 
a matriz de covariäncia R se torna uma matriz bloco-diagonal, 
onde cada bloco é uma matriz quadrada de ordem 2 x 2, conforme 
indicam as Eq. [4.55] e [4.55.a].
H 
R = R2, zu... , 
sendo, 
v2. (r . v. v ) mi mifi m1 fi 
R. =
_ 1 ` (I V \) ) Vil mífí fi mi ' 
2 2 - . . Onde vmí,\ki, fiúií e m sao definidos na Eq. [4.50]. 
Se, por outro lado, for considerado que os erros de 
medição das medidas de módulo e fase para uma mesma freqüência 
também não estão correlacionados, a matriz de covariãncia R se 
torna uma matriz diagonal, conforme Eq. [4.56].
_ mg- 
vz 0 O O . . m1
2 0 vf1 0 0 . .. 
R = O O vz 0 . .. m2 
o o. o ‹ \›2 (4.56) fz .. 
o o 
As medidas de um experimento de resposta de freqüência 
são, em geral, obtidas com os mesmos instrumentos de medição, o 
que pode criar algum grau de correlação entre os erros de 
mediçao. Através de uma análise das fontes de erros de medição 
verifica-se que muitas delas dependem da freqüência. Isto pode 
significar um grau de correlação maior entre os erros de medição 
de módulo e fase para uma mesma freqüência, do que para medidas 
de freqüências distintas. O coeficiente de correlação entre as 
variáveis envolvidas no processo depende do experimento em 
questão. Desta forma, existem coeficientes diferentes para 
experimentos diferentes. Durante alguns experimentos em 
laboratório, foram construídos os diagramas de dispersão, 
objetivando avaliar qualitativamente a grandeza do coeficiente de 
correlação e verificou-se que, para os casos testados, as 
correlações entre os erros de medição foram praticamente nulas 
tanto para freqüências iguais quanto para freqüências distintas. 
Em todo caso, o efeito da correlação entre as medidas efetuadas
š
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na mesma freqüência, será posteriormente avaliado, através de 
simulação 
4.2 Modelo de medição na forma cartesiana 
4.2.1 Desenvolvimento do Modelo 
oB'rENçÃo no vE'roR Hx) 
Considere-se a forma generalizada de uma função de 
transferência dada pela Eq. [4.7], 
sendo, 
4 . (bo-w2b2+w b4-...) + J(wb1-w3b3+...) 
1 3 (ao-w a2+w a¿-...) + j wa -w a +... 
r1 = bo - w2b2 + w4b¿ - wóbó + ... 
. 3 5 7 
11 - wb1 - w b3 + w b5 - W b7 + ... 
r - a - w2a + wúa - wóa + ... 2 _ o 2 4 6 
i - w - w3a + w5a - W7ã + --- z'a1 3 5 7 
(4.58)
onde, 
a = 1O 
então, 
- 
r1 + j í1 
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u<jw› =---~ ‹4.s9› 
r2 + j 12 
Multíplicando o numerador e o denominador pelo complexo 
conjugado do denominador e separando as partes reais e 
imaginárias, 
ri rz + 11 íz 
Re {H(jw)} = re = ------- (4.60) 
Im {H(jw)} = im = 
rz + íz 
2 2 
r1 12 + i1 r2 
r2 + í2 
2 2 
(4.6l)
_-9e- 
Assim sendo, o vetor de funções não-lineares , pode 
ser montado da seguinte forma: 
4- - 
re1 
ími 
'fez 
lmz 
U1) = ze (4.62)3 
ím3 
À- dv 
onde, 
: valor da parte real da função de transferência, rêk 
calculado para a freqüência k, conforme Eq. [4.60]. 
imk : valor da parte imaginária da função de transferência, 
calculada para a freqüência k, `conforme Eq. [4.6l]. 
OBTENÇÃO DO VETOR DE MEDIDAS 
Como se pode observar, os elementos do vetor f(x) foram 
obtidos na forma cartesiana. Por analogia ao vetor de funções 
não-lineares f(x), os elementos do vetor de medidas z devem
I
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ser obtidos na forma cartesíana.' Para isto faz-se mudanças de 
variáveis conforme segue: 
zre. = zm. cos (zfa.) 1 1 1 (4.63) 
zími = zmi sen (zfaí) ; í = 1, 2, ..., (m/2) 
Portanto, _ 
- - 
zre
1 
zím
1 
zrez 
E_= zímz 
(4.64) 
zre 3 
zím3 
_ -. 
OBTENÇAO DA MATRIZ JACOBIANA F 
Na seção anterior verificou-se que os elementos da 
matriz Jacobiana F da Eq. [4.17] foram obtidos das Eq.[4.22], 
[4.23], [4.24] e [4.25].
Considerando a nova forma dos elementos do vetor de 
funções §(§) os termos das Eq.[4.22], [4.23], [4.24] e [4.25]¡ 
que compõe a matriz Jacobíana F, podem ser determinados da 
seguinte forma: 
Brei r2 
8r1 (rã + íâ) L = wcj-1) (_1)‹j-1)/z I 
Bbm-1) 
para j ímpar 
I 
3r1 ----= O , para j par 
*(5-1) 
ãreí 
= 
12 
. 2 .2 
311 (r2 + 12) 
8í1 _---= O , para j ímpar 
abg-1) 
di . 
`
. 
__L____= w(J~1) ç4)(J+2)/2 I para j par 
Bb. U-1) 
Breí r1 2 r2 (r1 r2 + í1 i2) 
2 .2 2 .2 2 8r2 rz + 12 (r2 + 12) 
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(4.65) 
(4.66) 
(4.67) 
(4.68) 
(4.69) 
(4.70) 
(4.7l)
Da Eq. [4.26], 
ãrei r1 - 2 r2 ui `""`= __ÍÍ"'Í"` 
õrz (tz + íz) 
ãr _2=0 
ãal 
, para R ímpar 
ãr 2 w“‹1›9/2 
Bag
_ , para £ par 
Bra. 1 i1 
2 í2 (r1 r2 + í1 í2) 
. 2 .2 2 .2 2 
812 r2 + 12 (rz + 12) 
Da Eq. [4.26], 
Sre í _ l\) p. C 
1 = 1 2 1 
ai fz + 12 2 2 2 
Bi Q V __Ê.= wi (_1)( '1)/2 , para 2, ímpar 
Bag _ 
812 --= O , para 2 par 
Bag a 
õímí - í2 _.._í_ííi..__ 
Br r2 + i2 
1 2 2 
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(4.7à) 
(4.73) 
(4.74) 
(4;75) 
(4.76) 
(4.77) 
(4.78) 
(4.79)
3ím_ r 
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--š= -ÍÁL-í (4.30) 
3í1 fz * íz 
gími i2 2 rz (-r1 
p. 
|\7 
+11 I' 2) ' 
ãrz rã + íâ (rã + 1 ) 
Da Eq. [4.27], 
Da Eq. 
onde, 
1 :1| 2¡ 3¡ooI| 
Bim. í - 2 r u 
|\7|\7 
|\J 
(4.81) 
-1-=-Ê?-É-É (4.s2) 
ärz (rz + iz) 
Bim. -r1 2 iz (-r1 1 + i1 r2) 1.; ' ¬ |\> 
Biz rã + íš (rã + 1 
[4.27], 
Bim, - - 2 ' 
«zh \/ 
IQ 
(4.83) 
r 1 u 
1 1 2 2 = 
2 2 
(4.84) 
Biz (r2 + iz) 
(m/2); sendo m o número de medidas.
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j : 1, 2, 3,..., (q+1); sendo q a ordem do numerador da Eq. 
[4.57]. 
I : 1, 2, 3,..., r ; sendo r a ordem do denominador da Eq. 
[4.571. ' 
As vantagens da utilização da forma cartesiana estão na 
maior facilidade de cálculo dos termos da matriz Jacobiana F e no 
fato de que, nesta forma, não há necessidade de conversão dos 
ângulos de fase em função das restrições de derivação. A 
desvantagem está na dificuldade de caracterização estatística do 
vetor dos 'erros de medição devida às mudanças de variáveis 
efetuadas na Eq. [4.63]. 
4.2.2 Caracterização estatística aproximada 
No Capítulo II os erros de medição foram caracterizados 
estatisticamente pela Eq. [2.2], tendo média zero e matriz de 
covariãncia R. No Capítulo III verificou~se a necessidade de 
ampliar a caracterização estatística dos erros de medição, 
definindo a sua distribuição de probabilidades igual ã 
distribuição normal.
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As mudanças de variáveis efetuadas nas Eq. [4.63] 
descaracterizaram estatisticamente o vetor dos erros de medição 
conforme será demonstrado neste item. . 
runnzumnros TEÓR1 cos [17] 
Sejam E e F representações das variáveis znz e zím e í 
e Y representações das variáveis mn e zfa das Eq. [4.63] 
;=g G5) ‹4.as› 
5=h (55) ‹4.aõ) 
A função densidade da probabilidade conjunta fÊ§Íz,w) 
das novas variáveis z e w será dada pela Eq. [4.87], [l7]. 
f__ , __ f-- (2, W) = -__-3-'_í-X (X1 yl) -¡- + fXY(xn, yu) + (4'87) zw det J'(x1, V1) de: J'(xn,Yn) 
onde, 
fíã.(z,w) : função densidade de probabilidade conjunta das 
variáveis aleatórias z e w. 
fšç (xí,yi): função de densidade de probabilidade conjunta das 
variáveis aleatórias É e Í.
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(xí,y¿) : soluções reais das Eq. [4.85] e [4.86]. 
det J'b%¿y¿): determinante da matriz Jacobiana das transformações. 
Considerando as variáveis aleatórias É e Y tendo 
distribuição normal, as funções de densidade de probabilidade 
f§(x) e f;(y) dessas variáveis são dadas pelas Eq. [4.88] e 
[4.e91. [171. z 
1 2 2 
f___(x) = _í____í e"(X _ E V;X 
_ (2 H vš)1/2 
1 2 2 
f;(y) = ---- z'(Y ` ° M) /2 Vš ‹4.s9) 
(2 H vg)1/2Y 
A matriz Jacobiana J'(x,y) das transformações das Eq. 
[4.85] e [4.86] é dada pela Eq. [4.90], [l7]. 
3g(×.y) 3g(×,y> 
3x By 
J'(x,y) = (4.90) 
8h(x,y) 3h(x,y) 
âx By
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Considerando as variáveis aleatórias É e É indepen- 
dentes, a função de densidade de probabilidade conjunta fã;-(x,y) 
será dada pela Eq. [4.9l], [l7]. _ - 
f¡;‹×,y› = f;<›‹› f;‹y› (4-91) 
O cálculo aproximado da expectància de g(Í,§) poderá 
ser obtido da Eq.[4.92], [l7]. 
E {g(§} §)}°” g(E {×}, E {y}) + 
82 82 32 (4.92) 
g g g 
172(u -+2'u __+u i) 2o axz 11 ax ay ozflayz 
Qnde uij é o momento central conjunto dado por, 
uij = E {‹§ _ E {×}›í (Ç _ E {y}›5} ‹4.93› 
O cálculo aproximado da variância de g(Í,§) poderá ser 
obtido da Eq. [4.94], [l7]. 
ãg õg 2 õg Gg 
\›2(_ _)-z (_)2 1120 + <--) um + 2 _- um (4.94› É X* Y ax ay ax ay
DISTRIBUIÇÃO DE PROBABILIDADES DO CASO EM ESTUDO 
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_ _ d' A formula ão Sejam x e y os erros de me zção. ç 
cartesiana implica na mudança oe variáveis das Eq. [4.95] e 
[4.96]
É
E 
Desta forma 
sendo, 
= E 
= E 
COS 
SGH
5 
§' 
pela Eq. [4.90], 
cos y - x sen 
det J' (x, y)=
x 
y = arctag - 
sen y x cos 
2 2 =xcosy+xseny 
2 2 = x (cosy+sen y) 
=x 
= (Zz + w2)1/2 
(4.95) 
(4.96) 
(4.97› 
(4.98) 
(4.99)
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Considerando as Eq. [4.87], [4.98] e [4.99] a função de 
densidade de probabilidade conjunta f;;(znU, será:
2 f--((2 + w2)1/2, arc tag 1) 
f¡;‹z,w›=~z*<Y 2 21,2 
Z ‹4.1oo› 
|(z + w ) I 
Considerando ainda que as variáveis aleatórias Í e Y são 
independentes e as Eq. [4.88], [4.89], [4.9l] e [4.l0O], 
k - k 
fg; (Z,W) = k1 E 
2 
V
3 
Onde, 
- 1 
k = 
1 2 H ví vç ¡ (Zz + w2)1/2' 
(4.lO1) 
(_(Z2 + w2)1/2 _ E {(z2 + w2)1/2})2 
k = 2 zvãX 
(arc tag w/z - E {arc tag w/z})2 
R3 ='f . zvš
Y 
Como se pode verificar a Eq. [4.l0l] não representa uma 
distribuição de probabilidades normal.
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ExPEc'rÀNc1A no Elmo DA PARTE: REAL DA FUNÇÃO DE 
TRANSFERÊNC IA 
Seja Hvfiw) a função que representa os dados verda- 
deiros da função de transferência, 
Hv(jw) = m ej® (4.102) 
Seja lhüjw) a função que representa os dados medidos 
da função de transferência. A parte real delmdjw) , representada 
por ReGmKjw)) , é dada por, 
onde
m
5 
R&(Hm(jw)) = gr (E, Í) = E cos E _ 4(4.l03) 
valor medido de m 
valor medido de Ó 
As expectâncías e varíàncias de E e E são dadas por, ` 
E{zzz}-m , E{<m-E{m})}= vã ‹4.1o4> 
E{'5}=‹1› , E{<'5-E{6m z»-É ‹4.1oõ›
na eq. [4.921 
onde, 
E {
I
2 
3 g 
gr (m, o)}¿¿ gr (E {m}, E {0}) + š-(näo 5:55m 
*2“11Í*“<›zš' 
gr (E {Í1Í}, E {5}) = m cos <I> 
82 "I = 
am E{`¶, 
82g 
gr
E 
E{o}
2 
agr 3 gr 
Bm Bp 
--Zi =-mcoso =-mcos<l> 
36 
“zo 
E{o} E{o} 
E{§}, 
E{o}
) 
E{o 
E{¶}, E{Q} , 
} { } E O 
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(4.1o6) 
(4.107) 
o (4.108) 
(4.l09) 
vê ‹4.11o) 
“O2 vã ‹4.111›
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E, considerando as variáveis m e o não correlacionadas, 
U¡1= 0 (4.112) 
Desta forma a Eq. [4.lO6], se torna, 
sendo,
m
E 
nm 
nr 
nO
?m
rv 
E{gr(m, D)}flmcos<I>--š-\›-Ê-mcos<I> (4,113) 
: valor medido do módulo da função de transferência. 
: valor medido da fase da função de transferência. 
. r 
: erro de medíçao do módulo. 
: erro da parte real do valor medido. 
: erro de medição da fase. 
: parte real do valor medido de Hvfiw). 
: parte real do valor verdadeiro de Hvfiw).
então, 
m m + = nm 
r = m cos 0v 
Ê- = r + Í m v r 
E {rm} - rv + E {nr} 
E {É@} = m cos ¢ + E {fi;} 
Comparando as Eq. [4.1l3] e [4.ll8] tem-se, 
E {fi;} = - 1/2 v%~m cos Ó 
A Eq. [4.ll9] representa a expectância do erro 
'real do valor medido da função de transferência. Como 
verificar a média não é, em geral, zero. 
- U2 - 
‹4.114) 
(4.l15) 
(4.116› 
(4.117) 
‹4.11s› 
(4.ll9) 
da parte 
se pode
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mxvncrãncxà no mano na PARTE 1uAo1NÁR1A DA Fuuçxo DE 
' Tnànsrsntuclà 
A parte imaginária de Htn (jw), representada por 
Im{Hm(jw)}, é dada por, 
1m<nm‹jw›› = gia, 5) = E seu 5 ‹4.1zo› 
Da Eq. [4.92] 
onde,
2 
3 gi 
E {gi‹5, Em = gicâ {m, E um + -;- wzo 
_ 
ITI
1 
2 ›| 2 
3 gi 3 gi 
+ 2 U ":f¬: + U -:T- 11 am ao 02 302 
E{p} 
E{§}; 
E{o}
) 
E{§}, E{§}; 
E{o} 
(4.l2l) 
gi (E {Ín_}, E {6}) 
= m sen CI) (4.l22)
2 
3 gi 
_.__ = Q 
-2 
E{o} 
(4.l23)
sendo,
2 
3 gi __ _ --- = - m sen p = - m sen ¢ 
az? 
E{_n¿}, E{¶}, 
E{o} E{o}
2 u20'=vm 
u =\›2 02 U 
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(4.124) 
(4.125) 
(4.l26) 
E, considerando as variáveis E eE` não correlacíonadas, 
“11a=° 
Desta forma a Eq. [4.l2l] se torna 
_ - 2 E {gi (m, o)}§ m sen Q - 1/2 m vã sen ®. 
í =xnsen ®v 
1. = In Sen. m Q 
Í`= i +.f. m v nl 
(4.l27) 
(4.l28) 
(4.l29) 
(4.l30) 
(4.l3l)
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onde, 
iv : parte imaginária do valor verdadeiro de Hvfiwâ. 
T5 : parte imaginária do valor medido delajjw). 
Íí : erro da parte imaginária do valor medido. 
«Tem-se 
E{*}=í +E{fi.} 1” V 1 _ (4,132) 
= m sen Õ + E {flí} 
Comparando as Eq. [4.128] e [4.132], 
E{fií}=1/zvšmsenê ‹4.133› 
A Eq. [4.l33] representa a expectância do erro da parte 
imaginária do valor medido da função de transferência. Novamente 
verifica~se que a média não é, em geral, igual a zero. 
VARIÃNCIA DA PARTE REAL DA FUNÇÃO DE TRANSFERÊNCIA 
Definindo, 
2 ê 2 _. _ 4‹4.134› Vím ”gr‹m, Q)
na aq; [4.941 
onde, 
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Bs ~ Bs ëg Bs 
vê. 3 (__-r')2 1120 + ('-_'£)2 1,102 + 2 fr -:L 1111 (4.l35) 
m Gm BD Bm 30 
agr -:- =cosp =cos<I> 
8m 
3g'r 
m,<1> 
m,<I> m,<I> 
m,<1> m 
i =-Ín-sen-Õ- =-msen<I> 
35 
m,<I> 
u =W›2 20 m 
“oz ' 5 
IU 
(4.136) 
(4.l37) 
(4.l38) 
(4.l39) 
Considerando as variáveisrn e p nao correlacíonadas, 
u11= O 
` (4.l40)
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Desta forma, a variância do erro da parte real da 
função de transferência será,
2 
VÊ. 1: všcos <I>+\›%m2 sen2<I> (4,141)
m 
VARIÃNCIA DA PARTE IMAGINÂRIA DA FUNÇÃO DE TRANSFERÊNCIA 
Da Eq. 
onde, 
Definindo, 
2 A 2 vím- vgim, Q) (4.142› 
[4.941 
2 
ãgi 
2 
. Bgi 
2 
Bgí ãgi 
m Gm BD Bm 30 
E=m ,E=<1> E=m ,6=<1> |-tÍ=m ,5=<I> 
Bgí __ -Í: Sefl O 
Bm 
Bg. (4.l45) '-:1=mCOSE
80
a 
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U . \,2 ‹4.14õ› zo m 
1,02 = vê (4.147) 
Considerando as varíáveisíí e É não correlacíonadas, 
u11= 0 (4.148) 
Desta forma, a variância do erro da parte imaginária da 
função de transferência será, 
2 2
W 
\›_._ 2 \)_ senz <I> + \›2_ m2 cosz <I> (4.l49) 
1m m D
- H9 - 
4.3 Conglggáo 
A formulação compativel com a forma das medidas obtidas 
em um experimento de resposta de freqüência é o modelo de medição 
na forma polar. Essa formulação traz maior dificuldade na 
obtenção dos elementos da matriz Jacobiana, além da necessidade 
de conversao das medidas para o primeiro e o quarto quadrantes. 
A formulação cartesíana do modelo de medição evita as 
dificuldades citadas, mas' não permite a caracterização 
estatistica desejável do modelo de medição. A rigor os erros de 
medição não têm distribuição normal e também não têm média- zero, 
como mostrado na subseção 4.2.2. Apesar disso, o desenvolvimento 
de um estimador baseado na formulação cartesíana do modelo, usado 
na obtenção de resultados no Capitulo V, leva em conta uma 
caracterização estatística aproximada do modelo de medição, onde 
a existência de tendenciosidade das partes real e imaginária é 
ignorada. 
As considerações feitas sobre eo grau‹ de correlação 
entre as medidas definem a esparsidade da matriz de covariância 
dos erros de medição. Na modelagem matemática considerou-se 
apenas os casos de correlação entre as medidas de módulo e fase 
de mesma freqüência ou de ausência total de correlaçao entre 
todas as medidas.
Í-"'* Y 
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çAPí'ruLo v 
RESULTADOS NUMÉRICOS 
5.0 Introdução 
O desempenho de cada um dos métodos desenvolvidos foi 
testado através da comparação dos seus resultados numéricos com 
os obtidos pelo método de LEVY, utilizando-se os mesmos valores 
de medidas de módulo e fase. Para a realização desses testes 
foram elegidas 3 (très) funções de transferência, com diferentes 
graus de complexidade. Essas funções foram obtidas nos trabalhos 
de identificação dos parâmetros das funções de transferência de 
módulos dos reguladores de velocidade da usina hidroelétrica 
Governador Bento Munhoz da Rocha Netto.
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A escolha do método de LEVY como referência de 
desempenho é devida à sua ampla utilização e também aos seus bons 
resultados na identificação de parâmetros de funções de 
transferência. Os testes de desempenho foram desenvolvidos em 3 
(três) etapas. Nas 2 (duas) primeiras foram utilizadas medidas 
simuladas através de programas computacionais, elaborados 
especialmente para este fim. Na terceira, foram utilizadas 
medidas reais de experimentos de resposta de freqüência. A 
primeira e a segunda etapas diferem entre sí, quanto à correlação 
das medidas. Na primeira etapa as medidas foram consideradas 
não-correlacionadas, enquanto na segunda as medidas foram 
supostas' correlacionadas e com diferentes coeficientes de 
correlação. Para os testes com medidas simuladas e supostas 
correlacionadas, foi escolhida apenas l (uma) das 3 (três) 
funções de transferência citadas anteriormente.
_ 
Para as 2 (duas) primeiras funções de transferência 
testadas, a faixa de freqüências utilizada foi de 0.05 Hz a 
5.85 Hz, com intervalos de 0.2 Hz entre os valores das 
freqüências nas quais foram feitas as medições, o que corresponde 
a um número de 60 (sessenta) medidas. Para a terceira função de 
transferência testada a faixa de freqüências utilizada foi 
de 0.05 Hz a 7.85 Hz, com intervalos de 0.2 Hz entre os valores 
das freqüências nas quais foram feitas as medições, o que 
corresponde a um número de 80 (oitenta) medidas. Considerando 
que o número de medidas utilizadas foi bem maior que o 
necessário, não houve maior preocupação quanto à distribuição em 
freqüência dessas medidas. Uma distribuição mais adequada
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poderia entretanto ser obtida através da escolha dos valores de 
freqüência nos quais as medidas são efetuadas, baseada no 
conhecimento prévio dos modos do sistema. - 
Quando uma medida de módulo é identificada como 
espúria, além da própria medida, é removida também a medida de 
fase para o mesmo valor de freqüência e, reciprocamente, quando 
uma medida de fase é identificada como espúria remove-se também a 
medida de módulo correspondente. Esse procedimento é necessário 
para o caso em que as medidas de módulo e fase, para uma mesma 
freqüência são correlacionadas, e dispensável para o caso em que 
todas as medidas são não-correlacionadas.
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5.1 Procedimento para simulggfioidgs mgdidgg 
5.1.1 Geração das medidas ideais 
A partir dos valores reais dos parâmetros das funções 
de transferência estudadas calculou-se, de forma análoga ao 
desenvolvimento do ítem 4.1.1 do Capítulo IV, o valor verdadeiro 
das medidas. Desta forma, tendo-se os parâmetros reais bo, b1, 
bz , ... e a1, az, ... as partes real e imaginária da função de 
transferência são
' 
Ã' 
r r + i i 
Re {H‹jw›} = ‹s.1›. 
r2 + í2 
r 1 + r 1 
1m{n‹jw›} = _-1--Ê--Ê-1 (5.2) 
r2 + í2 
onde, 
2 4 
r1 = bo - w bz + w bh - .. 
(5.3) 
Í1 = Wb1 _ w3b3 + Wsbs _ ... 
r = 1 - wza + wáa - 2 2 4 "' 
i = wa - w3a + wsa - ... 2 1 3 5
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§.1.2 Introdução de erros de mediçíg 
Após o cálculo das medidas ideais, se faz necessária a 
introdução de erros de medição a fim de simular as condições 
reais de um experimento. Para tanto, foram utilizadas 
sub-rotinas computacionais de geração de desvios aleatórios com 
distribuição normal. No caso em que as medidas foram 
consideradas não-correlacionadas, utilizou-se uma sub-rotina de 
geração de desvios aleatórios monovariável, introduzindo-se os 
desvios individualmente em cada uma das medidas de módulo e fase. 
No caso em que as medidas de módulo e fase, para uma mesma 
freqüência, foram supostas correlacionadas, utilizou-se uma 
sub-rotina de geração de desvios aleatórios multivariável, sendo 
tais desvios introduzidos simultaneamente nessas duas medidas, 
considerando-se um determinado coeficiente de correlação. 
Os valores das variàncias das medidas utilizadas nas 
sub-rotinas foram calculadas a partir do conceito de precisão de 
um instrumento de medição. Da norma P-NB-278/73 da Associação 
Brasileira de Normas Técnicas - ABNT ~ foi obtida a definição de 
precisão, conforme segue: 
“Precisãoz característica de um instrumento de medição, 
determinada através de um processo estatístico de medições, que 
exprime o afastamento mútuo entre as diversas medidas obtidas 
de uma grandeza dada, em relação à média aritmética dessas 
medidas".
_ -125- 
0 índice de precisão de um instrumento é comumente dado em função 
do desvio padrão sobre a média dos valores medidos [18]. Desta 
forma tem-se
Í
v 
P É -:T (5.4)
m 
onde, 
p : precisão de um conjunto de medidas ou aparelho de medição. 
v" : desvio padrão do conjunto de medidas. 
E : valor médio das medidas. 
Os valores de precisão utilizados nos testes foram da ordem de 5%
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5,1%; Introdução de erros grogggiros 
Para testar o desempenho dos métodos desenvolvidos, 
quanto ao processamento de medidas espúrias, foram introduzidos, 
propositalmente, erros grosseiros de 30\› nas medidas de número 
26 (vinte e seis) e 50 (cinqüenta) das 3 (três) funções de 
transferência testadas. A introdução proposítal desses erros 
grosseiros visa forçar a existência de tal tipo de erro, embora 
esse evento possa se dar também durante o processo do item 
anterior.
' 
5.2 Procedimento para testes com medidas reais 
Os testes de desempenho com medidas reais foram 
realizados a partir dos valores das medidas obtidas em ensaios de 
campo - durante os trabalhos de identificação dos parâmetros dos 
módulos dos reguladores de velocidade das unidades geradoras da 
usina Governador Bento Munhoz da Rocha Netto -, utilizando-se 
uma analisadora digital de sinais de dois canais - modelo HP5420 
de fabricação da HEWLETT-PACKARD. Pelo fato de não ter havido, 
quando da realização dos ensaios de campo, repetição das medições 
de módulo e fase para um mesmo valor de freqüência, o 
conhecimento do valor das varíâncias das medidas ficou
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comprometido. Para contornar essa dificuldade foi montado em 
laboratório um circuito elétrico, simulando um dos módulos dos 
reguladores de velocidade e, através do mesmo instrumento de 
medição dos ensaios de campo, foram realizados experimentos de 
resposta de freqüência com repetição das medições de módulo e 
fase para um mesmo valor de freqüência. Os resultados desses 
experimentos permitiram a adoção de um valor aproximado de 
variância para ser utilizado nos testes com medidas reais. Com 
os valores das medidas obtidas nesse experimento de .laboratório 
foram traçados gráficos de dispersão, os quais permitiram 
observar que praticamente não existe correlação entre tais 
medidas. Com. base em tal observação os erros de medição das 
medidas reais foram considerados nao correlacionados. 
5.3 Resultados de identificação de parâmetros 
Os resultados dos testes de identificação de parâmetros 
de funções de transferência utilizando medidas símuladas e reais 
estao apresentados nas tabelas 5.1 a 5.15. 
Tais tabelas mostram, para cada um dos testes 
realizados, os valores dos parâmetros identificados das funções 
de transferência, os números de iterações ocorridas, os valores 
dos elementos diagonais das matrizes de covariãncia dos erros de
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estimação e os números das medidas espúrias identificadas e 
removidas. 
As tabelas estão dispostas da seguinte forma: 
a) Coluna "Método". 
As linhas desta coluna especificam os métodos de 
identificação de parâmetros utilizados nos testes. No caso das 
tabelas 5.7 a 5.12 foram realizadas duas simulações para cada um 
dos métodos, sendo uma com a matriz de ponderação na forma 
diagonal e a outra com tal matriz na forma bloco-diagonal. 
b) Colunas "Parâmetros" 
As linhas dessas colunas mostram os valores dos parâmetros 
identificados das funções de transferência. Os parâmetros 
bo, b1, bz ... e a1, az, a3 ... devem ser considerados de acordo 
com a topologia da Eq. [5.5]. 
bo + b1 s + bz sz + ... 
H(s) = 2 
(5.5) 
1 + a1s + az s + ... 
c) Colunas "Números de iterações": 
c.1) Caso dos Métodos Clássicos
- 
Os dígitos mostrados nessa coluna representam os números 
de iterações até a convergência, sendo que, com excessão do 
último, em cada uma dessas convergëncias houve detecção, 
identificação e remoção de medidas espúrias.
-129 - 
c.2) Caso dos Métodos Ortogonais 
O primeiro digito, que está entre parênteses, 
representa o número da iteração onde se fez a detecção, 
identificação e remoção das medidas espúrías. O segundo dígito 
representa o número total de iterações até a convergência. 
d) Colunas "Elementos diagonais da matriz de covariãncía dos 
erros de estimação". 
As linhas dessas colunas mostram os elementos diagonais da 
matriz de covariância dos erros de estimação correspondentes 
a cada um dos parâmetros identificados e dispostos na mesma 
ordem dos parâmetros., 
e) Coluna "Medidas espúrias processadasfi 
Os dígitos dessa coluna representam os números das medidas 
espúrías removidas. Quando uma medida espúria for detectada e 
identificada, faz-se a remoção de tal medida e da sua medida 
correspondente no mesmo valor de freqüência. 
5.3.1 Casos estudados com simulação de medidas 
Os resultados dos testes de identificação de parâmetros 
de funções de transferência utilizando medidas símuladas e
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considerando os erros de medição não-correlacionados estão 
apresentados nas tabelas 5.1 a 5.6. 
As tabelas-5.1 a 5.3 apresentam resultados de testes de 
identificação de parâmetros, sem introdução proposital de erros 
grosseiros, para cada uma das 3 (três) funçoes de transferência 
estudadas. Nesses testes, quanto à exatidão dos parâmetros 
identificados, os métodos desenvolvidos apresentam resultados 
superiores aos obtidos com o método de Levy. O método 
Clássico-Polar apresenta números de iterações significativamente 
maiores do que os demais métodos. Os métodos ortogonais 
apresentam maior sensibilidade na detecção de erros grosseiros. 
Embora sem introdução proposital de erros grosseiros, as medidas 
01, 02, O3 e O4 apresentam erros da ordem de 5 (cinco) desvios 
padrões. 
As tabelas 5.4 e 5.6 apresentam resultados de testes de 
identificação de parâmetros, com introdução proposital de erros 
grosseiros de 30 (trinta) desvios padrões nas medidas de número 
26 (vinte e seis) e 50 (cinqüenta), para cada uma das 3 (très) 
funções de transferência estudadas. Nesses testes, quanto à 
exatidão dos parametros identificados, o método de Levy apresenta 
resultados insatisfatórios, enquanto que os métodos desenvolvidos 
apresentam bons resultados. Os métodos clássicos apresentam 
maiores números de iterações, principalmente o método 
Clássico-Polar. Os métodos ortogonais novamente apresentam maior 
sensibilidade na detecção de erros grosseiros. As medidas O1 e 
02 apresentam erros da ordem de 5 (cinco) desvios padrões.
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Os resultados dos testes de identificação de parâmetros 
de funções de transferência utilizando medidas simuladas e 
considerando os erros de medição correlacionados, com 
coeficientes de correlação entre as medidas de módulo e fase para 
uma mesma freqüência de 0,1; 0,6 e 0,8 estão apresentados nas 
tabelas 5.7 a 5.12. . 
As tabelas 5.7 a 5.9 apresentam resultados de testes de 
identificação de parâmetros, sem introdução proposital de erros 
grosseiros, para uma das 3 (très) funções de transferencia 
estudadas. Além disso, apresentam simulações com formas 
distintas da matriz de ponderação, sendo a primeira na forma 
diagonal e a segunda na forma bloco-diagonal. Nesses testes, 
quanto ã exatidão dos parâmetros identificados, todos os métodos 
apresentam bons resultados, sendo que o método Ortogonal-Polar 
apresenta resultados melhores. O método Ortogonal-Polar com 
matriz de ponderação na forma bloco-diagonal apresenta maior 
número de iteraçoes e maior sensibilidade na detecçao de erros 
grosseiros. À medida que o coeficiente de correlação aumenta, a 
utilização da matriz de ponderação na forma bloco-diagonal se 
torna mais importante e apresenta melhores resultados. Embora 
sem introdução proposital de erros grosseiros as medidas 01 e 02 
apresentam erros da ordem de 5 (cinco) desvios padrões. 
As tabelas 5.10 a 5.12, apresentam resultados de testes 
de identificação de parâmetros, com a introdução proposital de 
erros grosseiros de 30 (trinta) desvios padrões nas medidas de 
número 26 (vinte e seis) e 50 (cinqüenta), para uma das 3 (très) 
funções _de transferência estudadas. Nesses testes, quanto à
_ 
-138- 
exatidão dos parâmetros identificados, o método de Levy apresenta 
resultados insatisfatórios, enquanto que os métodos desenvolvidos 
apresentam bons resultados, sendo que o método Ortoqonal-Polar 
apresenta resultados melhores. Os métodos Clássicos apresentam 
maiores números de íterações. O método Ortogonal-cartesiano é o 
que apresenta a maior sensibilidade na detecção de erros 
grosseiros, enquanto que o método Clássico-Polar é o que 
apresenta a menor sensibilidade. Os métodos Polares, com 
excessão do método Ortogonal-Polar com matriz de ponderação na 
forma bloco-diagonal, nos casos das tabelas 5.ll e 5.12, não 
identificam as medidas de fase com erros grosseiros, 'devido à 
conversao dessas medidas para o primeiro quadrante. À medida que 
o coeficiente de correlação aumenta, a utilização da matriz de 
ponderação na forma bloco-diagonal se torna' mais importante e 
apresenta melhores resultados. As medidas 01 e 02 apresentam 
erros da ordem de 5 (cinco) desvios padrões.
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5.3.2 Casos estudados com medidas ggaig 
Os resultados dos testes de identificação de parâmetros 
de funções de transferência utilizando medidas reais estão 
apresentados nas tabelas 5.13 a 5.15. Nos testes da tabela 5.13 
o método Ortogonal-Cartesiano não apresentou resultados 
satisfatórios. Os demais métodos desenvolvidos apresentaram 
resultados levemente superiores aos resultados obtidos com o 
método de Bevy. Nos testes das tabelas 5.14 e 5.13 tanto os 
métodos desenvolvidos, quanto o método de Levy apresentaram bons 
rsultados. Somente nos testes da tabela 5.13 ocorreu a presença 
de .medidas espúrias, que foram detectadas, identificadas e 
removidas corretamente por todos os métodos desenvolvidos.
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§.4 gonclugão 
CASOS ESTUDADOS COM MEDIDAS SIMULADAS 
Os métodos desenvolvidos apresentam de forma geral, 
quanto à exatidão dos parâmetros identificados, desempenhos 
equivalentes, quando comparados entre si e, desempenhos 
superiores, quando comparados com o método_ de Levy, 
principalmente nos casos de existência de medidas espúrias. 
Considerando-se como parâmetro de avaliação de desempenho o 
número de iterações, os métodos ortogonais, pela sua forma 
seqüencial de processamento das medidas, levam vantagem 
principalmente quando medidas espúrias estão presentes no 
processo. 
A detecção, identificação e remoção de medidas espúrias 
se deu de modo satisfatório em todos os métodos, porém os métodos 
ortogonais mostraram-se mais sensíveis ã detecção dessas medidas. 
Í 
À medida em que se considera o coeficiente de 
correlação maior, entre as medidas de ganho e fase para uma mesma 
freqüência, a utilização da matriz de covariáncia dos erros de 
medição na forma bloco diagonal se torna mais necessária. 
Os elementos diagonais da matriz de covariáncia dos 
erros de estimação fornecem uma importante avaliação da qualidade 
da estimação, porém tal avaliação não é rigorosamente precisa. 
4
‹
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CASOS ESTUDADOS COM MEDIDAS REAIS 
Os métodos desenvolvidos apresentam, quanto à exatidão 
dos parâmetros identificados, desempenhos equivalentes, quando 
comparados entre si e com o método de LEVY, no caso de 
inexistência de medida espúria. No caso em que medidas espúrias 
estão presentes, estes 
A 
métodos, com excessão do método 
Ortogonal-Cartesiano, apresentam desempenhos superiores ao método 
de Levy. O método Ortogonal-Cartesiano não mostrou bom 
desempenho na estimação dos parâmetros da função de transferência 
na tabela 5.13. É possível que a presença da medida espúria 
tenha conduzido o processo para um mínimo local. Em novo 
processamento com diminuição do valor da ponderação das medidas 
01 e 02 de apenas 10 vezes do valor original, tal método mostrou 
bom desempenho, com os- seguintes resultados: b = 0.7448; 
a = 0.2928; número de íterações = 10. Esse fato vem comprovar a 
fundamental importância de uma ponderação adequada das medidas.
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cAPí'ruLo v1 
CONCLUSÕES E RECOMENDAÇÕES 
6.0 C onclusão 
Para a utilização dos métodos desenvolvidos é 
necessário o conhecimento prévio da topologia da função de 
transferência, bem como de algum ponto próximo da solução. A 
aplicação desses métodos em conexão com o método de LEVY contorna 
estas dificuldades. Esses métodos possuem 
da vantagem da 
existência de ponderação das medidas ou dos erros de medição, de 
técnicas de processamento de medidas espúrias e de possibilidade 
de avaliação da qualidade da estimação. O desempenho de tais
, 
métodos mostrou-se superior ao do método de LEVY, principalmente 
nos casos de ocorrência de medidas espúrias. "
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A caracterização estatística aproximada adotada para as 
medidas na forma cartesiana mostrou-se satisfatória, consideran- 
do~se o desempenho dos métodos que utilizam esta formulação. Os 
métodos de solução adotados apresentam desempenhos equivalentes, 
porém os métodos ortogonais mostraram vantagens no processamento 
de medidas espúrias. 
As medidas espúrias são, muitas vezes, visíveis quando 
se obtém as medidas de módulo e fase, a partir de um experimento 
de resposta de freqãëncia, e os procedimentos atuais de análise 
da qualidade das medidas baseiam-se principalmente numa 
verificação do grau de variação da magnitude destas medidas. 
Este trabalho utiliza um procedimento estatístico e de maior 
confiabilidade para o processamento de medidas espúrias. Um 
tratamento estatístico para o processamento de medidas espurias, 
além de ser mais confiável, permite a automatização do processo. 
As vantagens e o desempenho dos métodos desenvolvidos 
justificam sua utilização, em conexão com o método de LEVY, nos 
trabalhos de identificação de parâmetros de funções de 
transferênciafl 
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6,1r Suqggyões para futuros trabalhos 
A experiência obtida com a realização desta dissertação 
permite apresentar as seguintes sugestões para futuros trabalhos: 
Estudar o problema da correlação das medidas obtidas a partir 
de ensaios de resposta de freqüência ã luz de experimentos 
estatísticos. 
Analisar, para o caso de identificação de parâmetros de 
funções de transferência, o desempenho de métodos para 
processamento de erros grosseiros múltiplos desenvolvidos na 
área de Estimação de Estados de Sistemas de Potência. 
Com a utilização de conversores analógico-digitais, acoplados 
a um gerador de funções e a um computador digital, 
desenvolver um estimador automático, para a identificação de 
parâmetros de funções de transferência. Tal estimador deve 
automatizar o processo de identificação desde a etapa de 
obtenção das medidas até ã de consecução do modelo matemático 
da função de transferência, utilizando um dos métodos 
desenvolvidos em conexão com o método de LEVY.
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