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We prove that characteristic Sturmian words are extremal for the Critical Factorization
Theorem (CFT) in the following sense. If px(n) denotes the local period of an infinite word
x at point n, we prove that x is a characteristic Sturmian word if and only if px(n) is smaller
than or equal to n+ 1 for all n ≥ 1 and it is equal to n+ 1 for infinitely many integers n.
This result is extremal with respect to the CFT since a consequence of the CFT is that,
for any infinite recurrent word x, either the function px is bounded, and in such a case x is
periodic, or px(n) ≥ n+ 1 for infinitely many integers n.
As a byproduct of the techniques used in the paper we extend a result of Harju and
Nowotka (2002) in [18] stating that any finite Fibonacci word fn, n ≥ 5, has only one
critical point. Indeedwedetermine the exact number of critical points in any finite standard
Sturmian word.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The Critical Factorization Theorem (CFT in short) is one of themost important results about words. It relates local periods
with the global period of finite words.
A weak form of the CFT was conjectured by Schützenberger in [22] and it was firstly proved in [8]. There exist several
different proofs of the CFT (see for instance [13,14,20,21]) and it has several applications such as in string matching [11,4,5]
or in approximation algorithms for the shortest superstring problem [6].
In this paper we consider the extension of the notion of local period to infinite words. Actually, in [21, Chapter 8] it is
shown that, if x is an infinite recurrent word, the local period px(n) of the word x at the point n is well defined. The function
px(n) is called the periodicity function of the infinite word x.
We first prove, as a consequence of the CFT, a gap-theorem for the function px: either px is bounded, and in such a case x
is periodic, or px(n) ≥ n+ 1 for infinitely many integers n.
This result is analogous to the Coven–Hedlund theorem [10], that states that the (factor) complexity function cx of an
infinite word x either is bounded, and in such a case x is periodic, or cx(n) ≥ n+ 1 for all n ≥ 1.
Remark thatwhile the Coven–Hedlund theoremholds for any integern, the abovementioned gap-theorem for the function
px(n) holds only for infinitely many integers n. Therefore, we can say that the complexity function cx of an infinite wordmust
stay above (or in) the straight line described by the equation y = x+ 1, as in Fig. 1, otherwise the word is periodic and cx is
bounded. On the other hand, we can only say, as a consequence of the above gap-theorem, that the local period px(n) of the
infinite word xmust stay above (or in) the straight line described by the equation y = x+ 1, in infinitely many points n, see
Fig. 2, otherwise the word is periodic and px is bounded.
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Fig. 1. The complexity function cx(n) is exactly equal to n+ 1 in the case of a Sturmian word x.
Fig. 2. The value of the local period px(n) for some points in the infinite Fibonacci word x. The local periods are below the straight line y = x+ 1 and touch
it in infinitely many points.
It is well known that Sturmian words correspond to the extremal case of the Coven–Hedlund theorem. Actually they are
defined as those infinite words having complexity n + 1, and they are, as a consequence of the Coven–Hedlund theorem,
the non-periodic words of minimal complexity.
The main result of the present paper states that the characteristic Sturmian words correspond also to the extremal case
of the Critical Factorization Theorem. Actually, we prove that a recurrent infinite word x is a characteristic Sturmian word
if and only if px(n) ≤ n+ 1 for all n ≥ 1, and it is equal to n+ 1 for infinitely many integers n. Notice that the result holds
true just for characteristic Sturmian words, not for all Sturmian words.
Remark that Sturmian words are extremal in many other circumstances and there exists a huge bibliography concerning
them (see for instance [21,9,1] and references therein). In particular, Sturmian words are extremal for another fundamental
result on periodicity: the Fine and Wilf theorem. Indeed in [12] it is proved that any infinite characteristic Sturmian word
has infinitely many prefixeswn that have two periods pn and qn with gcd(pn, qn) = 1 and |wn| = pn + qn − 2.
Moreover Sturmian words represent the extremal cases in several contexts and in many applications apparently
unrelated to one another, such as the suffix automata [3,24] and related graphs [16,15], Burrows–Wheeler transform [23]
and automata minimimization algorithms [2,7].
As a byproduct of the techniques developed in this paper we extend a result of Harju and Nowotka [18] stating that any
finite Fibonacci word fn, n ≥ 5, has only one critical point. Here we give the exact formula for the number of critical points
for every finite standard Sturmian word.
2. The critical factorization theorem
For any notation not explicitly defined here we refer to [21, Chapter 8] and to [12].
Let w = a1a2 · · · an be a word of length n = |w| over the alphabet A. A positive integer p ≤ |w| is a period of w if
ai+p = ai for i = 1, . . . , n − p. The smallest period p of w is called the period of w and it is denoted by p(w). The rational
number |w|/p(w) is called the order of w and it is denoted by ord(w). If u is the prefix of length p(w) of w, we can write
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w = uρ where ρ = ord(w), and we say thatw is a rational power of u. For instance p(abaababa) = 5, ord(abaabaaba) = 1.6
and the word abaababa can be written as abaababa = abaab1.6. The words of order 1 are called unbordered.
Maybe the most classical and basic result in periodicity is the theorem of Fine and Wilf [17].
Theorem 2.1 (Fine and Wilf). Letw be a word having periods p and q with q ≤ p. If |w| ≥ p+ q− gcd(p, q), then |w| has also
period gcd(p, q).
Letw = a1a2 · · · an be a finite word over the alphabetA. An integer i, with 1 ≤ i ≤ n, is called a point inw. Intuitively, a
point i denotes the place between ai and ai+1, and corresponds to the factorization ofw in two factors a1 · · · ai and ai+1 · · · an.
A word u ≠ ϵ is called a repetition word at the point i, ifw = xy, with |x| = i, and the following holds:
A∗x ∩A∗u ≠ ∅ and yA∗ ∩ uA∗ ≠ ∅.
For a point i inw, let
p(w, i) = min{|u| : u is a repetition word at the point i}
denote the local period of w at the point i in w. Note that the repetition word of length p(w, i) at the point i is unbordered
and p(w, i) ≤ p(w). A factorizationw = xy, with |x| = i, is critical if p(w, i) = p(w), and, if this holds, the i is called a critical
point.
The Critical Factorization Theorem (CFT) was proved by Césari and Vincent [8] and developed into its current form by
Duval [13].
Theorem 2.2 (Critical Factorization Theorem). Let w be a word of length |w| ≥ 2. In any sequence of l ≥ max{1, p(w) − 1}
consecutive points there is a critical one, i.e. there exists a positive integer i such that p(w, i) = p(w).
A point i is called left external if i < p(w, i), otherwise it is called internal. We call a local period left external or internal if the
point where it is evaluated is respectively left external or internal. From the previous theoremwe derive that the first critical
point is left external.
We now consider extensions of previous notions and results to (one-sided) infinite words. Let x be an infinite word over
the alphabetA:
x = a1a2 · · · with ai ∈ A, i ≥ 1.
The infinite word x is periodic if there exists a positive integer p such that ai = ai+p for all i ≥ 1. The smallest p satisfying
the previous condition is called the period of x and is denoted by p(x). The word x is recurrent if any factor occurring in x
has infinitely many occurrences.
Concerning the notion of local period, the previous definition can be extended, but there are some natural differences.
Indeed, if x is an infinite word, there could exist points j such that a repetition at that point is not defined. However, for
recurrent words we have the following result (see Theorem 8.3.7 in [21]).
Theorem 2.3. Let x be an infinite word. x is recurrent if and only if at any point there is a repetition.
As a consequence of the previous theorem, for any infinite recurrent word x, we can define the function px : N→ N as
follows:
px(n) = min{|u| : u is a repetition word at the point n}.
px is called the periodicity function of the infinite word x.
The Critical Factorization Theorem can be restated for infinite words as follows (cf. Theorem 8.3.4 of [21]).
Theorem 2.4. An infinite recurrent word x is periodic if and only if the periodicity function px is bounded. Moreover p(x) =
sup{px(n) : n ∈ N}.
We can also derive the following gap-theorem for the periodicity function.
Theorem 2.5 (Gap-theorem). Let x be an infinite recurrent word. Then either px is bounded, i.e. x is periodic, or px(n) ≥ n+ 1
for infinitely many integers n.
Proof. Let x = a1a2 · · · be an infinite recurrent word. If px is not bounded, then there exist infinitely many points j such
that px(j) > px(i) for all i < j. Put v = a1a2 · · · aj. One has
p(v, i) ≤ px(i) < px(j)
for all i < j. Therefore, by the Critical Factorization Theorem, p(v) < px(j). Let u be the shortest repetition of x at point
j. Note that u is unbordered. One has that |u| = px(j) > p(v). The word u cannot be a suffix of v, otherwise u should be
bordered. Therefore v is a proper suffix of u and then px(j) ≥ j+ 1. 
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3. Periodicity properties of standard words
We here introduce characteristic Sturmian words by a procedure called the standard method (see [21]). Let q0, q1, q2, . . .
be a sequence of non-negative integers, with qi > 0 for i > 0. Consider the sequence of words {sn}n≥0 defined as follows:
s0 = b, s1 = a and for all n ≥ 1,
sn+1 = sqn−1n sn−1.
The sequence {sn}n≥0 converges to a limit x that is an infinite characteristic Sturmian word. Moreover any infinite
characteristic Sturmian word is obtained in this way. The sequence {sn}n≥0 is called the approximating sequence of x and
(q0, q1, q2, . . .) is the directive sequence of x. For instance, the infinite Fibonacci word is the infinite characteristic Sturmian
word having directive sequence (1, 1, 1, . . .).
Each finite word sn in the sequence is called a finite standard (Sturmian) word. It is univocally determined by the (finite)
directive sequence (q0, q1, q2, . . . , qn−2). It is easy to verify that any standard word is primitive (cf. [12]).
It is well known and it is easy to prove that if sn has the directive sequence (q0, q1, q2, . . . , qn−2) with q0 > 0 then the
standard word s′n having directive sequence (0, q0, q1, q2, . . . , qn−2) is also obtained by sn by replacing all letters awith the
letter b and all letters b with the letter a. Since we are dealing in this paper with periodicity, that is invariant with respect
to permutations of letters, from now on in this paper we suppose that also q0 > 0 in any directive sequence.
Remark 3.1. One can easily verify that for n > 1, if n is even, the suffix of length 2 of sn is ab, while if n is odd, the suffix of
length 2 of sn is ba.
In this section we prove some periodicity properties of standard words, and we use them in the next section to prove
the main result of the paper. The first lemma concerns a near-commutatitive property and it is perhaps already known (see
[19, Formula 3] in the case of Fibonacci words), but we give the proof for sake of completeness. In any case it is an immediate
consequence of [12, Propositions 2 and 8].
In the statements of the following three lemmas, x denotes a characteristic Sturmian word.
Lemma 3.2. Let {sn}n≥0 be the approximating sequence of x. Then for any n one has that snsn+1(xy)−1 = sn+1sn(yx)−1, where x
and y, x ≠ y are the last two letters of sn+1 and are also, by inverting their order, the last two letters of sn.
Proof. The proof is by induction on n. For n = 0 one has that snsn+1 = ba and that sn+1sn = ab and the statement is trivially
true. Let us now suppose that the statement is true for n− 1 and let us prove it for n.
We have that snsn+1(xy)−1 = snsqn−1n sn−1(xy)−1 = sqn−1n snsn−1(xy)−1 = sqn−1n sn−1sn(yx)−1, where the last inequality follows
by the inductive hypothesis. Hence sqn−1n sn−1sn(yx)−1 = sn+1sn(yx)−1 which is what we wanted to prove. 
Remark 3.3. In [19] it has been proved that if sn for n ≥ 3 is a standard Sturmian word, then the prefix wn of sn of length
|sn| − 2 has two periods p and q which are coprimes and such that |wn| ≥ p + q − 2. Since |sn−1| is, by its very definition,
a period of sn, it is also a period of wn. By Lemma 3.2 |sn| − |sn−1| is also a period of wn and it is not a period of sn. The sum
minus 2 of these two periods of wn is smaller than or equal to |wn|. Hence they are the two periods p and q considered in
[19] . Moreover if h < |sn−1| is a period of sn then it is also a period ofwn and this is not possible by the Theorem of Fine and
Wilf. Therefore |sn−1| is the minimal period of sn.
Lemma 3.4. Let {sn}n≥0 be the approximating sequence of x. Then for any n > 1 one has that snsn−1sn(yx)−1, where x and y,
x ≠ y, are the last two letters of sn, is a rational power of sn. Therefore for n ≥ 3, s2n is a prefix of snsn−1sn and it is also a prefix of
sn+2 and of x.
Proof. The first part of the lemma is an immediate consequence of Lemma 3.2.
In order to prove that s2n is a prefix of x, simply notice that sn+1 = sqn−1n sn−1 is a prefix of x. If qn−1 ≥ 2 then the result
is obvious. If not then sn+1 = snsn−1 and sn+2 has snsn−1sn as prefix. Since sn+2 is a prefix of x the result follows from the
previous part of the lemma. 
Notice that in the previous lemma the number 3 is tight because when x is the Fibonacci infinite word, s2 = ab and ab2
is not a prefix of s2s1s2 = abaab.
Lemma 3.5. Let {sn}n≥0 be the approximating sequence of x. Let n ≥ 2 and let w = sρn be a rational power of sn such that
|w| ≥ 2|sn| − 1. If i is a critical point ofw then either i = |sn| − 1 mod (|sn|) or i = |sn−1| − 1 mod (|sn|). The other points
have a local period smaller than or equal to |sn−1|.
Proof. The proof is by induction on n . First of all we observe that, since |w| ≥ 2|sn| − 1, by the theorem of Fine andWilf,w
has period |sn|.
Since we are supposing q0 > 0, s2 = aq0b and w is of the form w = aq0baq0 . . . . The critical points can be only in the
positions just before and just after one occurrence of a letter b and the base of the induction is verified.
Let us suppose the statement true for n and let us prove it for n+ 1.
By its very definition sn+1 = sqn−1n sn−1, and so w = sρn+1 with |w| ≥ 2|sn+1| − 1 is of the form sqn−1n sn−1sqn−1n . . . . By
hypothesis on its length and by the theorem of Fine andWilf, its period is |sn+1|. By Lemma 3.4 one has that sqn−1n sn−1sn(yx)−1
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has period |sn| and therefore all points i of w with i ≤ |sqn−1n sn−1(xy)−1| = |sn+1| − 2 have a local period smaller than or
equal to |sn| and they cannot be critical. We now want to use the |sn + 1| periodicity to translate some of these above local
periods by multiples of |sn + 1|. We can translate such local periods only if they are internal. If i is greater than or equal to
|sn| and smaller than or equal to |sn+1| − 2, the local period at point i is internal and therefore, sincew has period |sn+1|, no
point iwith |sn| ≤ i ≤ |sn+1| − 2 mod (|sn+1|) can be critical.
We now use induction. We know thatw′ = sqn−1n sn−1sn(yx)−1 is a prefix ofw and has period |sn| by Lemma 3.4. Hencew′
is a rational power of sn with exponent greater than or equal to 2 and we can apply induction. By induction the only critical
points with respect to w′ and period |sn| are either i = |sn| − 1 mod (|sn|) or i = |sn−1| − 1 mod (|sn|) and all other
positions have a local period smaller than or equal to |sn−1|. Therefore in w, again for the |sn+1| periodicity, all positions i
with |sn−1| ≤ i ≤ |sn| − 2 or i = |sn| mod (|sn+1|) have a local period smaller than or equal to |sn−1|. Now, since sn+1 has
sn−1 as suffix and, by Lemma 3.4, it has also s2n−1 as prefix, it follows that any point i with 0 ≤ i ≤ |sn−1| mod (|sn+1|) has
a local period smaller than or equal to |sn−1|. 
Remark 3.6. Notice that one can always prolong any word v keeping its period. Therefore if v is a rational power of sn of
order smaller than 2 and whose smallest period is still |sn|, then it can be considered a prefix of s2n and the previous lemma
can be applied to v too. In particular, it is well known (see also Remark 3.3) that for n ≥ 3 one has that the smallest period
of sn is |sn−1| and the previous lemma applies also for the word sn even when qn−2 = 1.
4. Main results
We are now ready to prove the main result of the present paper.
Theorem 4.1. Let x be an infinite recurrent word. x is a characteristic Sturmian word if and only if px(n) ≤ n+ 1 for all n ≥ 1
and px(n) = n+ 1 for infinitely many integers n.
Proof. Let us suppose that x is a characteristic Sturmian word and let {sn}n≥0, be its approximating sequence.
We prove by induction on n that for any i ≤ |sn| the local period px(i) in point i is smaller than or equal to i+ 1.
We know that s2 = aq0b, s3 = (aq0b)q1a and s4 = ((aq0b)q1a)q2aq0b and that they are all prefixes of x. Since q0, q1 and q2
are greater than zero, the reader can check that up to length |s2| the property is satisfied.
Let us now suppose that the property holds true up to length |sn| included, n ≥ 2.
By Lemma 3.4, s2n+1 is a prefix of x.
By Lemma 3.5, in all points iwith |sn| ≤ i ≤ |sn+1|with the exclusion of the point |sn+1| − 1, there is a local period that
is smaller than or equal to |sn| ≤ i and the property holds true. The point |sn+1| − 1 is critical and therefore its local period
is |sn+1| and also in this point it holds that px(i) = |sn+1| ≤ i+ 1 = |sn+1| − 1+ 1. The induction and the only if part of the
theorem are proved in view of Theorem 2.5.
Suppose now that x is an infinite recurrent word such that for any integer i the local period px(i) in point i is smaller than
or equal to i+ 1 and that there are infinitely many points i such that px(i) = i+ 1. Let us order and denote the sequence of
all these points as i1 < i2 < i3 . . . .
We want here to prove that x is a characteristic Sturmian word.
More precisely we want to prove by induction on n that there exists an approximating sequence of finite standard
words{sn}n≥0 that converges to x such that for n ≥ 2 one has that the prefix of x of length in + 1 is exactly equal to sn+1.
Without loss of generality, up to exchanging letters, let a be the first letter of x . The first point i1 of xwhose subsequent
letter is a letter b ≠ a is such that px(i1) > i1. By hypothesis we have that px(i1) = i1+ 1. If we call q0 the number of letters
a before the letter b then aq0b is a prefix of x . Hence we can set s0 = b, s1 = a and s2 = aq0b and the base of induction is
verified.
Let us now suppose that the statement is true for n− 1 and let us prove it for n.
By induction there exists an approximating sequence {sj}0<j≤n such that sn is a prefix of x and, moreover, |sn| = in−1+ 1.
Since px(in−1) = in−1 + 1, x has a prefix w′ that is a rational power of sn such that |w′| ≥ 2|sn| − 1. Let us suppose that
w is the longest among the prefixes of x that has period |sn|. Clearly |w| ≥ 2|sn| − 1.
Let j be the rightmost critical point ofw.
We claim that if we think of j as a point of x then px(j) ≥ j+ 1. Indeed suppose by contradiction that the local period at
point j is smaller than or equal to j. Since j is critical forw, p(w, j) ≥ |sn| and then px(j) ≥ |sn| because x hasw as a prefix. The
local period px(j)with respect to x cannot be |sn| or amultiple of |sn|, for otherwise it would be possible to prolong the period
|sn| for at least another |sn| characters after j, i.e. the end of w is at least |sn| characters far away. This would contradict the
fact that, by the Critical Factorization Theorem, every |sn| − 1 positions ofw there must be a critical point and j is supposed
to be the rightmost critical point ofw. Therefore the local period px(j)with respect to x is equal to k|sn| + t with k ≥ 1 and
1 ≤ t < |sn|. It is easy to prove that t is also a local period at point jwith respect to the wordw. Indeed the first t characters
after point j are equal in x, by the local period px(j), to the t characters after point j − k|sn| − t . These last characters are
equal, by the |sn| periodicity ofw, to the t characters after point j− t . Therefore the local period is p(w, j) = t and not |sn|,
a contradiction, and this concludes the proof of the claim.
Since the local period in j is such that px(j) ≥ j+ 1, then px(j) = j+ 1 by one hypothesis of this theorem.
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By Lemma 3.5 applied tow, either j = |sn| − 1 mod (|sn|) or j = |sn−1| − 1 mod (|sn|). The first case is impossible by a
reasoning analogous to the first part of the proof of the previous claim, for otherwise w would have at least |sn| characters
after point j, contradicting the Critical Factorization Theorem. Therefore we have that j = |sn−1| − 1 mod (|sn|).
In this case we have that the prefix of x of length j + 1 has period |sn| and length equal to k|sn| + |sn−1| for a k ≥ 1.
Setting qn−1 to be equal to this number k, we have that the prefix of x of length j + 1 is equal to sn+1. Moreover, since
px(j) = j + 1 = |sn+1|, the prefix of x of length 2|sn+1| − 1 has period |sn+1|. Therefore, by Lemma 3.5 there are no other
positions i such that in−1 + 1 = |sn| ≤ i < j and px(i) = i+ 1. Hence j = in+1 and this concludes the proof of the induction
and of the theorem. 
Remark 4.2. With a little adjustment in the definition of the function px, Theorem4.1 can be restatedwithout the hypothesis
of recurrence. Indeed, if x is not recurrent, then there exist points j at which there is no repetition (cf. Theorem 2.3) and then
the function px is not defined for these integers. If in Theorem 4.1 we change the definition of the function px by assuming
that px(j) = +∞ for the points j where there is no a repetition, then the reader can easily verify that the statement of
Theorem 4.1 holds true without the hypothesis of recurrence.
Remark 4.3. Theorem 4.1 holds true just for all characteristic Sturmian words, not for all Sturmian words. Consider, for
instance, the Sturmian word y obtained from the infinite Fibonacci word by deleting the first two characters:
y = aababaabaababaab · · · .
One can easily verify that, for instance, py(2) = 5 and py(5) = 8.
Corollary 4.4. Let x be a non periodic infinite word such that px(n) ≤ n+ 1 for all n ≥ 1. Then x is a binary word.
As a byproduct of our techniques, and in particular of Lemma 3.5, we can prove the following theorem that extends to
the Sturmian case, a result that was proved just for Fibonacci finite words in [18]. Recall that we are supposing that q0 > 0.
Theorem 4.5. Let sn+1 be the standard word that is determined by the directive sequence (q0, q1, . . . , qn−1). For n ≥ 4 the
number of critical points of sn+1 is equal to 2qn−1 − 1. In particular, if qn−1 = 1 then sn+1 has only one critical point that is in
position |sn| − 1.
Proof. It is well known that sn+1 has period |sn|. Hence, by Remark 3.6, we can apply Lemma 3.5. Since s2n−1 is a prefix of sn+1
by Lemma 3.4, the local period in point |sn−1| − 1 is smaller than or equal to |sn−1| and it is not critical. Therefore, since the
Critical Factorization Theorem states that in every consecutive |sn| − 1 positions there is one that is critical, point |sn| − 1
is critical because by Lemma 3.5 the other smaller positions are not critical. Among the subsequent |sn| − 1 positions there
is only one that Lemma 3.5 allows to be critical, and therefore it must be critical, again by using the Critical Factorization
Theorem. This reasoning can be iterated, going with steps of |sn| − 1 positions after the previously discovered critical point,
up to point |sqn−1n | − 1 that turns out to be critical.
We want to prove that for n ≥ 5, point |sn+1| − 1 is not critical. If n is odd then by Remark 3.1 sn ends by the letters ba.
Since q0 > 0 there are no two consecutive letters b in every sn and therefore sn ends by the sequence of letters aba. Hence
the local period in point |sn| − 1 is 2 ≠ |sn| and this point is not critical.
If n is even then by Remark 3.1 sn ends by the letters ab. Let k ≥ 1 be the natural number such that sn ends by the letters
bakb. Therefore the local period in point |sn| − 1 is k + 1. It belongs to the folklore but it can be easily proved by induction
that the longest run of consecutive letters a in any sn is smaller than or equal to q0+ 1. Therefore k+ 1 ≤ q0+ 2 ≠ |sn| and
this point is not critical.
Hence we have one critical point in the first |sn| positions and two critical positions every other |sn| point up to point
qn−1|sn| and no more. Adding up the number of critical positions we obtain 1+ 2(qn−1 − 1) = 2qn−1 − 1. 
Notice that s2 = aq0b, s3 = (aq0b)q1a and s4 = ((aq0b)q1a)q2aq0b. In all the words of the form s2, the points |s2| − 1 are
critical. Concerning all the words of the form s3, it is easy to check that the points |s3| − 1 are critical if and only if q0 = 1.
Concerning all the words of the form s4, it is easy to check that the points |s4| − 1 are critical if and only if q1 = 1. Therefore
the condition n ≥ 4 in the previous theorem cannot be improved. If the reader wants to have the exact number of critical
points in every standard Sturmian word, then either it is possible to use the previous theorem or one counts this number in
s2, s3 and s4. This number is 1 for s2. For a word of the form s3, the number of critical points if q0 = 1 is 2q1 = 2|s3| − 1,
otherwise it is 2q1 − 1. Therefore if q0 > 1 and q1 = 1 we have that s3 has only one critical point.
For a word of the form s4, the number of critical points if q1 = 1 is 2q2, otherwise it is 2q2 − 1. Therefore if q1 > 1 and
q2 = 1 we have that s4 has only one critical point.
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