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Abstract: In this paper, we investigate system theoretic properties of transient average
constrained economic model predictive control (MPC) without terminal constraints. We show
that the optimal open-loop solution passes by the optimal steady-state for consecutive time
instants. Using this turnpike property and suitable controllability conditions, we provide closed-
loop performance bounds. Furthermore, stability is proved by combining the rotated value
function with an input-to-state (ISS) Lyapunov function of an extended state related to the
transient average constraints. The results are illustrated with a numerical example.
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1. INTRODUCTION
Motivation: Model predictive control (MPC) (Rawlings
and Mayne, 2009) is a popular control method that com-
putes the control input by repeatedly solving an optimal
control problem. The prime advantages of MPC are that
it can deal with complex nonlinear dynamics, general ob-
jective functions, multiple-input-multiple-output (MIMO)
systems, as well as arbitrary input and state constraints.
The main objective of MPC does not necessarily need
to be stability but can rather be optimal performance
with respect to an economic criterion, which results in a
cost function that does not have to be positive definite
with respect to any setpoint. This variant of MPC is
called economic MPC (EMPC) (Angeli et al., 2012),
(Faulwasser et al., 2018). Usually, an optimal steady-state
is determined and then, is used as a terminal condition
for the finite horizon problem. These terminal conditions
are often omitted in practical applications since they can
be complicated to design (additional offline computation)
and they can limit the operating region of the controller.
Moreover, the absence of additional constraints makes the
finite horizon optimal control problem in each step easier
to solve.
Additionally to point-wise in time constraints, it stands
to reason to consider constraints on average values. Con-
straints on states and inputs averaged over some finite
time period can be of interest in several applications. For
example, overheating of electric motors can be avoided by
limiting values over a period of time. Another example
are chemical processes where the amount of inflow must
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not exceed a certain value over a finite time period or,
limiting the frequency deviation in power grids. Hence,
the question arises whether we can consider such transient
average constraints without imposing terminal constraints
in order to benefit from the advantages of both properties.
We derive theoretical guarantees in terms of performance
guarantees as well as stability for the transient average
constrained EMPC scheme without terminal constraints.
Related work: Economic MPC has been investigated with
a terminal equality constraint (Diehl et al., 2011), as well
as for a terminal cost and a terminal region (Amrit et al.,
2011). Performance estimates can be found in (Angeli
et al., 2012) and (Gru¨ne and Panin, 2015). EMPC without
terminal constraints is introduced by Gru¨ne (2013) where
the results are further developed by Gru¨ne and Stieler
(2014) in order to show practical asymptotic stability.
In Mu¨ller et al. (2013, 2014b), convergence of averagely
constrained EMPC with terminal ingredients is consid-
ered. Ko¨hler et al. (2017) present a transient, nonaveraged
performance estimate for the corresponding closed loop
with asymptotic average constraints. The stricter form of
transient average constraints is introduced by Mu¨ller et al.
(2014a). There, closed-loop average performance bounds
and convergence results are proved for EMPC with tran-
sient average constraints by imposing a terminal region
and a terminal cost.
Contribution: So far, results for transient average con-
straints in EMPC have been shown by imposing terminal
conditions (Mu¨ller et al., 2014a). However, transient aver-
age constrained EMPC without terminal constraints has
not been investigated. We bridge this gap by the following
contributions.
We describe the EMPC scheme with transient average
constraints using an extended state containing past aux-
iliary outputs. As a first contribution, we extend existing
turnpike arguments to conclude a turnpike property over
multiple consecutive time steps, which implies a turn-
pike for this extended state. Then we provide transient
performance guarantees and show value convergence of
the closed-loop cost functional, similar to the derivation
of Gru¨ne (2013) and Gru¨ne and Stieler (2014). For the
stability analysis, we show that contrary to most EMCP
schemes, in the considered formulation the rotated value
function is not a suitable Lyapunov function. Instead, we
use a Lyapunov function consisting of the rotated value
function and an input-to-state (ISS) Lyapunov function
that describes the finite-memory property of added state
variables. With this novel Lyapunov function, we prove
practical asymptotic stability of the closed loop. We illus-
trate the results with the academic example from (Mu¨ller
et al., 2013; Ko¨hler et al., 2017).
Outline: Section 2 formulates the control problem. Sec-
tion 3 provides turnpike properties and Section 4 shows
local continuity of the value function. Section 5 con-
tains performance guarantees. Section 6 derives practical
asymptotic stability of the closed loop. Section 7 illustrates
the results with a numerical example. Section 8 concludes
the paper. We note that the results in this paper are based
on the thesis (Rosenfelder, 2019), which is available online
and contains more detailed proofs.
Notation: The set of integers in [a, b] ⊆ R is denoted
by I[a,b], and the set of integers greater or equal to a is
denoted by I≥a. We denote a ball with radius r around a
point y by Br(y) := {x ∈ Rn| ‖x− y‖ ≤ r}. For c ∈ R,
⌈c⌉ is defined as the smallest integer greater or equal to c.
With K we denote the set of continuous, strictly increasing
functions α : [0, a) → [0,∞), which satisfy α(0) = 0. For
a =∞ and α(r)→∞ as r →∞ we denote the class K∞.
The set of all decreasing functions δ : N0 → [0,∞) with
limk→∞ δ(k) = 0 is denoted by LN. Class KL is the set
of all continuous functions β : [0, a)× [0,∞)→ [0,∞) for
which it holds β(·, s) ∈ K and β(r, ·) ∈ LN. Furthermore,
we denote by KLS the class of functions β ∈ KL for
which
∑∞
k=0 β(r, k) is finite for all r ≥ 0 and for which
γβ(·) :=
∑∞
k=0 β(·, k) ∈ K.
2. PRELIMINARIES AND PROBLEM SETUP
Problem Setup: We consider discrete-time nonlinear sys-
tems
x(k + 1) = f(x(k), u(k)), (1)
with a continuous map f : Rn × Rm → Rn, state x ∈ Rn
and control values u ∈ Rm. The system is subject to state
and input constraints, which can possibly be coupled, i. e.,
(x(k), u(k)) ∈ Z with a compact set Z ⊆ X × U where
X ⊆ Rn and U ⊆ Rm. Additionally, the system is subject
to average constraints expressed in terms of an auxiliary
output y = h(x, u) ∈ Rp. Considering transient average
constraints, we require that for some given time period
T ∈ I≥1 for all k ≥ 0 it holds
k+T−1∑
j=k
h(x(j), u(j))
T
∈ Y. (2)
In the following, we consider w. l. o. g. Y := Rp≤0. In case
T = 1, we recover the special case of standard point-wise
in time constraints.
For a given control sequence uN ∈ UN we denote the
solution of (1) by xuN (k, x) where x ∈ X is the initial
value. Furthermore, system (1) has a continuous stage cost
ℓ : Z → R which is assumed to be bounded from below.
The standing assumptions are summarized as follows:
Assumption 1. The constraint set Z is compact and
the maps f : Z → X and ℓ : Z → R are continu-
ous, i. e., there exist αf , αl ∈ K∞ such that it holds
‖f(x1, u1)− f(x2, u2)‖ ≤ αf (‖(x1 − x2, u1 − u2)‖) and
|ℓ(x1, u1)− ℓ(x2, u2)| ≤ αl(‖(x1 − x2, u1 − u2)‖) for all
(x1, u1), (x2, u2) ∈ Z. Furthermore, the map h : Z → Rp
is Lipschitz continuous with constant Lh > 0.
The control goal is to minimize the stage cost ℓ(x, u)
over the prediction horizon N for system (1) subject
to point-wise in time constraints and transient average
constraints (2). Given an initial state x, the open-loop
costs of a control sequence u(·) ∈ UN are defined as
JN (x, u) :=
N−1∑
k=0
ℓ(xu(k, x), u(k)). (3)
Since feasibility of input sequences for transient average
constrained EMPC also depends on past auxiliary output
values, we introduce the additional state H(k) := [h(x(k−
T+1), u(k−T+1)), . . . , h(x(k−1), u(k−1))] ∈ Rp×(T−1)
and write Hj for the j-th column of H . Analogous to
the point-wise feasible set Z, we write H := {H ∈
R
p×(T−1)| h ≤ Hj ≤ h, j ∈ I[1,T−1]} with hi :=
sup(x,u)∈Z hi(x, u), hi := inf(x,u)∈Z hi(x, z) for the set of
all feasible H . Now, given a state (x,H) ∈ X×H, the set
of all admissible control sequences is denoted by UN (x,H),
which is given by the following constraints:
(xu(k, x), u(k)) ∈Z, k ∈ I[0,N−1]
T−1∑
i=j
Hi +
j−1∑
k=0
h(xu(k, x), u(k)) ≤0, j ∈ I[1,T−1]
i+T−1∑
k=i
h(xu(k, x), u(k)) ≤0, i ∈ I[0,N−T ].
This yields the following MPC optimization problem
J∗N (x,H) := inf
u∈UN (x,H)
JN (x, u), (4)
where J∗N (x,H) denotes the value function. We assume
that the infimum is attained by an unique minimizer
u∗N,x,H. In closed-loop operation, the optimization prob-
lem (4) is solved in each time step k and the first ele-
ment of the optimal input is applied creating an implicit
feedback law µ : X × H → U satisfying µN (x,H) :=
u∗N,x,H(0). The corresponding closed-loop system is given
by x(k + 1) = f(x(k), µN (x(k), H(k))) and H(k + 1) =
[H2(k), . . . , HT−1(k), h(x(k), µN (x(k), H(k)))]. We ab-
breviate for the closed loop xµN (k, x,H), H
cl(k, x,H),
µN (k, x,H) and hµN (k, x,H). The cost of the closed loop
over some time K is given by
JclK(x,H) :=
K−1∑
k=0
ℓ(xµN (k, x,H), µN (k, x,H)). (5)
Definitions: The satisfaction of the transient average
constraints implies that it holds with kT,N :=
⌈
N
T
⌉
T −N
N−1∑
k=0
h(xu(k, x), u(k)) ≤ −
kT,N∑
i=1
HT−i, (6)
for any u ∈ UN (x,H). Since we know that the transient
average constraints need to be satisfied for multiples of T ,
we can bound arbitrary time intervals by the T−1 previous
values which are stored in H . In order to compare different
storages of the transient average constraints, we need a
norm-like measure, because usual norms are not reasonable
since they do not take the signs of the entries into account.
For the case of H it is vital consider the sign of the entries;
just entries Hi,j > 0 should contribute to our measure-
ment. To this end, we denote Hˆk =
∑p
i=1max{Hi,k, 0} and
define the norm-replacement ↿H ↾:= maxk∈I[1,T−1]{Hˆ(k)}.
This has the property that ↿H↾≥ 0 holds and ↿H↾= 0 im-
plies that all previous T − 1 time steps satisfy h(x, u) ≤ 0.
We consider the case where the system is optimally op-
erated at the optimal steady-state given by ℓ(xs, us) :=
min{ℓ(x, u) | (x, u) ∈ Z, h(x, u) ≤ 0, x = f(x, u)}.
Definition 1. System (1) is optimally operated at steady-
state (xs, us), if for each initial condition (x,H) ∈ X × H
and any input u ∈ U∞(x,H) it holds
lim inf
τ→∞
1
τ
τ−1∑
k=0
ℓ(xu(k, x), u(k)) ≥ ℓ(xs, us).
A sufficient condition for optimal operation at steady-
state is dissipativity (Mu¨ller et al., 2013; Angeli et al.,
2012). The following dissipativity assumption is taken
from Mu¨ller et al. (2014a).
Assumption 2. System (1) is strictly dissipative on Z
with supply rate s(x, u) := ℓ(x, u)− ℓ(xs, us) + λ⊤h(x, u),
i.e., there exists a a bounded storage function λ : X→ R,
a multiplier λ¯ ∈ Rp≥0 and a function ρ ∈ K∞ s. t. for all
(x, u) ∈ Z it holds λ(f(x, u)) − λ(x) ≤ s(x, u) − ρ(‖(x −
xs, u−us)‖). Moreover, λ is continuous, i. e. there exists a
function αλ ∈ K∞ with |λ(x1)− λ(x2)| ≤ αλ(‖x1 − x2‖)
and w. l. o. g. λ(xs) = 0.
We write Hs := [h(xs, us), . . . , h(xs, us)] if the past
values of the auxiliary outputs were at the steady-state
and ℓs := ℓ(xs, us).
3. TURNPIKE PROPERTIES
In this section, we extend the turnpike properties from
(Gru¨ne, 2013) to EMPC subject to transient average con-
straints. Since not only the initial state x but moreover, the
past T −1 time steps are of interest, we provide a turnpike
property for consecutive time instants in Theorem 1. In
order to prove our assertions, we define the rotated stage
cost
ℓ˜(x, u) := ℓ(x, u)−ℓ(xs, us)+λ(x)−λ(f(x, u))+ λ¯⊤h(x, u)
(7)
and obtain the corresponding rotated cost functional
J˜N (x, u) := JN (x, u)−Nℓ(xs, us) + λ(x) − λ(xu(N, x)) +∑N−1
k=0 λ¯
⊤h(xu(k, x), u(k)). Note that Ass. 1 and 2 imply
that there exist functions αh, αu ∈ K∞ such that it holds
for all (x, u) ∈ Z
|λ¯⊤h(x, u)| ≤ αh (‖x− xs‖+ ‖u− us‖) , (8a)
0 ≤ ℓ˜(x, u) ≤ αu (‖x− xs‖+ ‖u− us‖) , (8b)
which follows from continuity and λ¯⊤h(xs, us) = 0, com-
pare (Rosenfelder, 2019, Lem. 1).
Before introducing the turnpike property in Lem. 1, we
define bounds on the auxiliary output in combination with
the multiplier λ¯ which read ϑh := inf(x,u)∈Z λ¯
⊤h(x, u)
and ϑ¯h := sup(x,u)∈Z λ¯
⊤h(x, u). Furthermore, we denote
the set of time instants for which the trajectory xu
resulting from the control sequence u ∈ UN (x,H) is in
a neighborhood Bǫ(xs, us) of the steady-state by
Pǫ(u, x) := {k ∈ I[0,N−1]| (xu(k, x), u(k)) ∈ Bǫ(xs, us)},
and the number of time instants by Qǫ(u, x) := #P ǫ(u, x).
The subsequent lemma shows the so called turnpike prop-
erty, which follows from strict dissipativity.
Lemma 1. Let Ass. 1 and 2 hold. For each (x,H) ∈
X × H, each ǫ, δ > 0 and each u ∈ UN (x,H) satisfying
JN (x,H) ≤ Nl(xs, us) + δ, it holds Qǫ(u, x) ≥ N − C′ρ(ǫ)
with C′ := δ + C − kT,Nϑh, C := 2 supx∈X |λ(x)|.
Proof. It follows from (7) and the presumed conditions
that J˜N (x, u) ≤ δ + C − λ¯⊤
∑kT,N
i=1 HT−i ≤ C′. Now,
assume Qǫ(u, x) < N − C′/ρ(ǫ), i. e., there exists a set
N ⊆ I[0,N−1] of #N = N − Qǫ(u, x) time instants s. t.
(xu(k, x), u(k)) /∈ Bǫ(xs, us) holds for all k ∈ N . Strict
dissipativity implies J˜N (x, u) ≥ (N − Qǫ(u, x))ρ(ǫ) > C′
which is a contradiction and hence, yields the assertion.
In case T = 1 we recover the results in (Gru¨ne, 2013, Thm.
5.3). Furthermore, in case hi(xs, us) < 0 for all i ∈ I[1,p] we
get λ¯ = 0 and the following proofs are analogous to Gru¨ne
(2013). However, we want to consider the general case
where the transient average constraints are active at the
steady-state.
Another condition we need is an asymptotic controllability
assumption w.r.t. the stage costs ℓ, ℓ˜ similar to (Gru¨ne,
2013, Ass. 5.5).
Assumption 3. There exist β1, β2 ∈ KLS such that
for each (x,H) ∈ X × H and each N ∈ N there
exists u ∈ UN (x,H) such that it holds for all k ∈
I[0,N−1]: ℓ(xu(k, x), u(k)) ≤ ℓ(xs, us) + β1(‖x− xs‖ , k) +
β2(↿H −Hs ↾, k) and ℓ˜(xu(k, x), u(k)) ≤ ℓ˜(xs, us) +
β1(‖x− xs‖ , k) + β2(↿H −Hs↾, k).
Note that Ass. 3 yields that for optimal input sequences
the condition J∗N (x,H) ≤ Nl(xs, us)+δ always holds with
δ := maxx∈X γβ1(‖x− xs‖) + maxH∈H γβ2(↿H −Hs↾) and
we write Cˆ′ := δ + C − (T − 1)ϑh. Now, considering
q ∈ N (different) trajectories at once, we introduce a
set which contains all common time instants for which
the trajectories are in a neighborhood Bǫ(xs, us). Given
q trajectories ui ∈ UNi(xi, Hi), we write for the inter-
section P ′ǫ[kl,ku] ((u1, x1), . . . , (uq, xq)) := ∩
q
i=1Pǫ(ui, xi) ∩
{kl, . . . , ku}, where 0 ≤ kl < ku ≤ maxiNi =: Nˆ are
given bounds to focus on a specific interval. Using this
and repeatedly considering optimal trajectories, we are
able to show in the following theorem that there exists a
sufficiently large prediction horizon such that the optimal
trajectory has T consecutive time instants in an arbitrarily
small neighborhood Bǫ(xs, us).
Theorem 1. Let Assumption 1-3 hold. For any trajecto-
ries ui ∈ UNi(xi, Hi) with i ∈ I[1,q], (xi, Hi) ∈ X × H
and Ni ∈ N satisfying JNi(xi, ui) ≤ Niℓ(xs, us)) + δ, as
well as for any kl, ku ∈ N s. t. 0 ≤ kl < ku ≤ Nˆ − 1
and any m ∈ N satisfying ku − kl − m − q∆N > 0 with
∆N := maxi,j∈I[1,q](Ni −Nj), the neighborhood
ǫ = ρ−1
(
qCˆ′
ku − kl −m− q∆N
)
(9)
yields #P ′ǫ[kl,ku] ((u1, x1), . . . , (uq, xq)) ≥ m. Furthermore,
there exists σT ∈ LN, such that for any (x,H) ∈ X × H
and any k′l, k
′
u ∈ N satisfying k′l ∈ I[0,k′u−T 2−1], k′u ∈
I[k′
l
+T 2+1,N−1], there exists kx ∈ I[k′
l
+T−1,k′u] such that the
optimal trajectory u∗N,x,H ∈ UN (x,H) satisfies∥∥∥(xu∗
N,x,H
(k, x)− xs, u∗N,x,H(k)− us)
∥∥∥ ≤ ǫ, (10a)∥∥∥h(xu∗
N,x,H
(k, x), u∗N,x,H(k)) − h(xs, us)
∥∥∥ ≤ Lhǫ, (10b)
for all k ∈ I[kx−T+1,kx] where ǫ := σT (k′u − k′l − T 2).
Proof. Part I: Set Intersection. We make use of the turn-
pike property from Lem. 1 and get Qǫ(ui, xi) ≥ Ni − C
′
i
ρ(ǫ)
with C′i := δ + C − kY,Niϑh ≤ Cˆ′. Now, considering the
neighborhood (9) yields Qǫ(ui, xi) ≥ Nˆ − 1q (ku − kl −m)
for all i ∈ I[1,q] which guarantees by combinatorially using
set intersections that the intersection contains at least m
elements.
Part II: Showing assertion (10). Given the optimal trajec-
tory u∗N,x,H =: u
∗
0, we consider T − 1 shifted trajectories
u∗i ∈ UNi(xi, Hi) for i ∈ I[1,T−1] with Ni = N − i,
xi = xu∗0 (i, x) and H
i = [Hi+1, . . . , HT−1,
h(xu∗0 (0, x), u
∗
0(0)), . . . , h(xu∗0 (i − 1, x), u∗0(i − 1))] for i ∈
I[1,T−1] where Hj denotes the j-th column of H and
H0 = H . Since end pieces of optimal trajectories are again
optimal, the trajectories ui are the optimal trajectories for
initial condition (xi, H
i) and horizon Ni, i. e., we obtain
xu∗
i
(k, xi) = xu∗0 (k + i, x), u
∗
i (k) = u
∗
0(k + i) (11)
for all k ∈ I[0,Ni−1], i ∈ I[1,T−1]. Now, Ass. 3 ensures that
J∗Ni(xi, H
i) ≤ Nl(xs, us) + δ holds for any i. Hence, by
considering the trajectories xu∗
i
(·, xi) we can use the first
part of the theorem with q = T , ∆N = T − 1, m = 1 and
note kl = k
′
l as well as ku = k
′
u − (T − 1). Choosing the
neighborhood (9) with our previous choices ensures that
the intersection P ′ǫ[k′
l
,k′u−(T−1)]((u
∗
0, x0), . . . , (u
∗
T−1, xT−1))
contains at least one element which we denote by kx−T+1.
Now, (11) implies (10a) with ǫ = ρ−1
(
TCˆ′
k′u−k′l−T 2
)
=:
σT (k
′
u− k′l −T 2). Furthermore, (10b) immediately follows
from (10a) using Lipschitz continuity of h(x, u) (Ass. 1).
Note that we can choose k′u large enough (for a sufficiently
large N) such that the assertion holds for any ǫ > 0 since
σT ∈ LN. Furthermore, this T -step consecutive turnpike
in (10b) also implies a bound on the extended state H(kx).
In particular, we can upper bound the norm-like measure
by using (10b). By definition we obtain
↿H↾≤ ↿H −Hs↾≤ ‖H −Hs‖1 ≤
√
pLhǫ
and hence, satisfaction of ↿H −Hs↾≤ E for any E > 0 can
be guaranteed by ensuring that (10) holds with ǫ ≤ E√
pLh
.
4. LOCAL CONTINUITY VALUE FUNCTION
In this section, similar to (Gru¨ne, 2013), we use a local
controllability property to provide local continuity bounds
on the value function in Thm. 2.
Assumption 4. There exist δc, Eh > 0, d ∈ I≥T and
γx, γu ∈ K∞ such that for each trajectory xu(k, xc) with
uc ∈ Ud+T (xc, Hc) satisfying ↿Hc↾≤ Eh and xuc(k, xc) ∈Bδc(xs) for all k ∈ I[0,d+T ], the following holds. For any
trajectory u1 ∈ UN1(x1, H1) with N1 ∈ I≥d+T , (x1, H1) ∈
X × H, x3 := xu1(d, x1) and H3 := H(xu1(d, x1), u1(d :
d + T − 2)) satisfying ↿H3 −Hc(d+ T − 1) ↾≤ Eh and
x3 ∈ Bδc(xs), for any x2 ∈ Bδc(xs) and any H2 s. t.
↿H2 −Hc ↾≤ Eh, there exists an input u2 ∈ Ud(x2, H2)
with xu2(d, x2) = x3 such that u3 with u3(k) = u2(k)
for k ∈ I[0,d−1] and u3(k) = u1(k) for k ∈ I[d,N1−1]
satisfies u3 ∈ UN1(x2, H2) and moreover, it holds for
all k ∈ I[0,d] ‖xu2(k, x2)− xuc(k, xc)‖ ≤ γx(ζ) and
‖u2(k)− uc(k)‖ ≤ γu(ζ) with ζ := max
{ ‖x2 − xc‖ +
↿H2 −Hc↾, ‖x3 − xuc(d, xc)‖ + ↿H3 −Hc(d+ T − 1)↾
}
.
Note that the Assumptions 1, 2 and 4 ensure the existence
of γc, γh ∈ K∞ such that it holds for all k ∈ I[0,d] and for
xc, x2, uc(·), u2(·) and ζ from Ass. 4
|ℓ(xu2(k, x2), u2(k)) − ℓ(xuc(k, xc), uc(k))| ≤ γc(ζ),∣∣∣ℓ˜(xu2(k, x2), u2(k))− ℓ˜(xuc(k, xc), uc(k))∣∣∣ ≤ γc(ζ),∣∣λ¯⊤ [h(xu2 (k, x2), u2(k)) − h(xuc(k, xc), uc(k))]∣∣ ≤ γh(ζ),
(12)
which follows from continuity (Rosenfelder, 2019, Prop. 4).
Similar to (Gru¨ne, 2013, Ass. 6.2), Assumption 4 ensures
that given two states (x2, H
2), (x3, H
3) close to the opti-
mal steady-state (xs, H
s), there exists an input trajectory
u1, such that we can drive the system from x2 to x3 and
then apply any feasible input u3 ∈ UN3(x3, H3), while
respecting the transient average constraints (2).
Now, analogous to Gru¨ne (2013) we can formulate a
(turnpike) result for initial conditions in a steady-state
neighborhood which implies that some consecutive points
of the optimal trajectory stay close to the steady-state.
Lemma 2. Suppose that Ass. 1-4 hold. There exist Nη ∈
N, a function η : N × R≥0 → R≥0 with η(N, r) → 0
if N → ∞ and r → 0 such that for any x ∈ Bδc(xs),
any H ∈ H with ↿H −Hs ↾≤ Eh and horizon N ≥ Nη,
the optimal trajectory u∗N,x,H ∈ UN (x,H) satisfies for all
k ∈ I[0,N2 +T−1]∥∥∥(xu∗
N,x,H
(k, x)− xs, u∗N,x,H(k)− us)
∥∥∥
≤η (N, ‖x− xs‖+ ↿H −Hs↾) .
Proof. The proof is similar to (Gru¨ne, 2013, Lem. 6.3).
By using local controllability, we construct a candidate
sequence which steers the system to the steady-state
(xs, H
s) and after ky − d steps, with ky ∈ I[N2 ,N−T ], from
the steady-state back to the optimal trajectory. Feasibility
of this candidate can be ensured by a sufficient large
prediction horizon and thus ǫ small (cf. Thm. 1). Finally,
the assertion follows from dissipativity and a proof of
contradiction. Details can be found in (Rosenfelder, 2019,
Lem. 2).
Using Lemma 2, we can show that J∗N is locally continuous
for sufficiently large prediction horizons N .
Theorem 2. Let Ass. 1-4 hold. There exist N2 ∈ N and
γv ∈ K∞ such that for all δ ∈ (0, δc], all E ∈ (0, Eh], all
N ≥ N2, all x ∈ Bδ(xs) and all ‖H −Hs‖1 ≤ E it holds
|J∗N (x,H)− J∗N (xs, Hs)| ≤ γv(δ + E). (13)
Proof. Using Lemma 2, we choose N2 ≥ Nη such that
η(N, r) ≤ min{δc, Eh√pLh } holds for all N ≥ N2 and
r ∈ [0, δc + Eh] and we abbreviate u∗ := u∗N,x,H. With
this choice of N , Lemma 2 ensures xu∗ ∈ Bδc(xs) for k ∈
I[0,d+T ] as well as ↿H(d+ T − 1)−Hs↾≤ Eh, ↿Hs −H↾≤
Eh. Hence, we can apply Ass. 4. First, we connect the
steady-state trajectory with xu∗(d, x) which is possible
due to Ass. 4, i. e., there exists u2 ∈ Ud(xs, Hs) such
that xu2 (d, xs) = xu∗(d, x) and u2(k) = u
∗(k), k ∈
I[d,N−1]. It follows from (12) that ℓ(xu2(k, xs), u2(k)) ≤
ℓ(xu∗(k, x), u
∗(k)) + γc(‖x− xs‖ + ↿Hs −H ↾) holds for
all k ∈ I[0,d−1]. This yields J∗N (xs, Hs) ≤ JN (xs, u2) ≤
J∗N (x,H) + dγc(‖x− xs‖+ ‖H −Hs‖1).
The upper bound on J∗N (x,H) can be constructed simi-
larly using a trajectory connecting (x,H) with the opti-
mal trajectory starting at the steady-state (xs, H
s), which
proves (13) with γv := dγc.
5. PERFORMANCE GUARANTEES
In this section, we derive performance guarantees in terms
of value convergence of the closed-loop cost JclK from (5)
and its rotated analogue J˜clK . Similar to the set Pǫ, we de-
fine the set T ǫ[a,b](u, x) := {kx ∈ I[a,b] : (xu(kx−i, x), u(kx−
i)) ∈ Bǫ(xs, us), ∀i ∈ I[0,T−1]} and the intersection set
T ′ǫ[a,b]((u1, x1), . . . , (uq, xq)) := ∩qi=1T ǫ[a,b](ui, xi). We in-
troduce the following assumption which holds, e.g., for
exponentially stabilizable systems with ℓ˜ quadratic.
Assumption 5. There exists ψ ∈ K∞ such that for any
kψ ∈ I≥T−1, any N ∈ N, all (x,H) ∈ X×H it holds:
−λ¯⊤∑kψk=0 h(xu˜∗N,x,H (k, x), u˜∗N,x,H(k)) ≤ ψ(x,H), where
we abbreviate ψ(x,H) := ψ(‖x− xs‖1 + ‖H −Hs‖1).
We remark that this assumption is similar to the asymp-
totic controllability property (Ass. 3), but this time for the
auxiliary output h and for the optimal trajectory u˜∗.
Lemma 3. Let Ass. 1-5 hold. There exist N5 ∈ N,
R1, R2 ∈ K∞ and σ˜T ∈ LN such that for all (x,H) ∈ X×
H, any N ≥ N5 with ǫ = σ˜T (N−N2−T (2T−1)) there exist
kx ∈ T ′ǫ[T−1,N−N2]((u∗N,x,H, x), (u˜∗N,x,H , x)). Furthermore,
it holds for Jkx := Jkx(x, u
∗
N,x,H), J˜kx := J˜kx(x, u˜
∗
N,x,H)+
kxℓ(xs, us)− λ(x):∣∣J∗N (x,H)− Jkx − J∗N−kx(xs, Hs)∣∣ ≤ R1(ǫ), (14a)
Jkx − J˜kx ≤ ψ(x,H) + R2(ǫ), (14b)
J˜kx − Jkx ≤ (T − 1)
∥∥λ¯∥∥Lhǫ+R2(ǫ). (14c)
Proof. The proof is an extension of (Gru¨ne, 2013, Sec. 7).
The existence of kx follows using turnpike properties for
consecutive time instants for a horizon N ≥ N5 := N2 +
2TCˆ′
ρ(ǫ¯) + T (2T − 1) with ǫ¯ := min{δc, Eh/(
√
pLh)} and
σ˜T := ρ
−1
(
2TCˆ′
N−N2−T (2T−1)
)
. The bound (14a) then fol-
lows using local continuity of the value function (Thm. 2),
for details see (Rosenfelder, 2019, Ch. 5). In order to
show (14b), (14c) we need to bound the auxiliary output
λ
⊤
h. By using Ass. 5, we obtain a lower bound on the
auxiliary output of the optimal trajectory of the rotated
problem which shows (14b). Furthermore, using (6) in
combination with kx ∈ T ′ǫ[T−1,N−N2] implies an upper
bound which yields (14c).
In order to construct a local candidate sequence, we show
that for the steady-state neighborhood from Thm. 2, there
exists a single control step implying K∞-bounds w. r. t. the
initial condition (x,H).
Proposition 1. Let Ass. 1 and 4 hold. There exist γf ,
γl, γy ∈ K∞ such that for all δ ∈ (0, δc], all x ∈ Bδ(xs),
all E ∈ (0, Eh] and all ↿H −Hs ↾≤ E there exists ux ∈
U(x,H) such that f(x, ux) ∈ X and it holds:
‖f(x, ux)− xs‖ ≤ γf (δ + E), (15a)
‖h(x, ux)− h(xs, us)‖ ≤ γy(δ + E), (15b)
ℓ(x, ux)− ℓ(xs, us) ≤ γl(δ + E). (15c)
Proof. The assertion follows from Ass. 4 for (uc, xc, H
c) =
(us, xs, H
s), ux = u2(0) and γf := γx, γy := Lh(γx + γu),
γl := αl(γx + γu), using continuity from Ass. 1.
The following theorem uses Prop. 1 and Thm. 2 to con-
struct a feasible candidate solution and provide an upper
bound on the closed-loop cost and closed-loop rotated cost.
Considering the closed loop, we write for the extended
state χ := (x,H) and χµN (k, χ) := (xµN (k, χ), H
cl(k, χ)).
Theorem 3. Let Ass. 1-5 hold. There exist N6 ∈ N and
σ3, σ6 ∈ LN such that for all (x,H) ∈ X × H, all K ∈ N
and all N ≥ N6+ 1 it holds with N6,1 := N2+ T 2+1 and
N6,2 := N2 + (4T + 1)(T − 1) + 1
JclK(χ) ≤J∗N (χ)− J∗N (χµN (K,χ)) (16a)
+K(ℓ(xs, us) + σ3(N −N6,1)),
J˜clK(χ) ≤J˜∗N (χ)− J˜∗N (χµN (K,χ)) + σ6(N −N6,2) (16b)
+Kσ3(N −N6,1) + ψ(x,H) +
K−1∑
k=0
λ¯⊤hµN (k, χ).
Proof. Part I: Showing (16a). We set k′l = 0 and k
′
u =
N − N2 ≥ T 2 + 1 and get from Thm. 1 that there are
T consecutive time instants in the interval I[0,N−N2] in
a nbhd. of the steady-state. Furthermore, we propose a
candidate sequence uˆN,χ = uˆ ∈ UN+1(χ) which reads as
follows: uˆ(k) = u∗N,χ(k) for k ∈ I[0,kx−1], uˆ(kx) = u′x′ with
u′x′ as given in Prop. 1 and uˆ(k) = u
∗
N−kx,χ′′(k − kx − 1)
for all k ∈ I[kx+1,N ], where we abbreviate x′ := xu∗(kx, x),
x′′ := f(x′, u′x′) and H
′ as well as H ′′ analogously, which
yields χ′ := (x′, H ′), χ′′ := (x′′, H ′′). This candidate
sequence is feasible for prediction horizons N ≥ N2 +
TCˆ′
ρ(ǫ′) + T
2 =: N3 with ǫ
′ := min{ǫ¯, 12γ′, γ
′
2
√
pLh
} where
γ′ := min{γ−1f (δc), γ−1y (Eh√p )} and it holds x′, x′′ ∈ Bδc(xs)
as well as ↿H ′ −Hs ↾, ↿H ′′ −Hs ↾≤ Eh. Furthermore, we
define J ′N (x, uˆ) :=
N∑
k=0
k 6=kx
ℓ(xuˆ(k, x), uˆ(k)). Now, we apply
Thm. 2 for the time instants kx and kx+1 such that it holds∑N
k=kx+1
ℓ(xuˆ(k, x), uˆ(k)) = J
∗
K1
(χ′′) ≤ J∗K1(χ′) + δ1(Nd)
with δ1 ∈ LN where K1 := N − kx ≥ N2 and Nd := N −
N2 − T 2. In particular, we have δ1(Nd) := γv(γf ((1 +√
pLh)σT (Nd))+σ
′′
H(Nd))+γv((1+
√
pLh)σT (Nd)) where
σ′′H := max{
√
pLhσT ,
√
pγy((1 +
√
pLh)σT )}. We get
J ′N (x, uˆ) ≤J∗N (χ) + δ1(Nd),
ℓ(x′, u′x′) ≤ℓ(xs, us) + δ2(Nd),
(17)
where the second inequality follows from Prop. 1 with
δ2(Nd) = γl((1 +
√
pLh)σT (Nd)). Considering the closed
loop, we get from the dynamic programming princi-
ple (Bertsekas, 1995)
JclK(χ) =J
∗
N (χ)− J∗N−1(χµN (K,χ))
+
K−1∑
k=1
J∗N (χµN (k, χ))− J∗N−1(χµN (k, χ)).
By combining this with (17) and the definition of J ′N (x, uˆ)
we obtain J∗N (χµN (k, χ))− J∗N−1(χµN (k, χ)) ≤ ℓ(xs, us)+∑2
i=1 δi(N−N6,1), which yields the assertions with σ3(N−
N6,1) :=
∑2
i=1 δi(N −N6,1).
Part II: Showing (16b). In order to apply (14a) to the orig-
inal and rotated problem at initial values χ and χµN (K,χ)
we need at least one time instant
kx ∈ T ′ǫ[T−1,N−N2]((u∗N,χ, x), (u∗N,χµN (K,χ), xµN (K,χ)),
(u˜∗N,χ, x), (u˜
∗
N,χµN (K,χ)
, xµN (K,χ)))
in a neighborhood ǫ ≤ ǫ¯. We choose N6 := max{N6,2 +
4TCˆ′
ρ(ǫ¯) , N3+1}, which implies ǫ = ρ−1( 4TCˆ
′
N−N6,2 ) =: σ6,1(N−
N6,2) with σ6,1 ∈ LN. Now, we can apply Lemma 3 and
use the results of Part I of this proof which yields
J∗N (χ)− J∗N (χµN (K,χ)) ≤ J˜∗N (χ)− J˜∗N (χµN (K,χ))
− λ(x) + λ(xµN (K,χ)) +R(ǫ) + ψ(x,H) (18)
with R(ǫ) = 8γv((1+
√
pLh)ǫ)+ 2αλ(ǫ)+ (T − 1)Lh
∥∥λ¯∥∥ ǫ,
R ∈ K∞. With ǫ = σ6,1(N − N6,2), we obtain σ6(N −
N6,2) := R(σ6,1(N −N6,2)) with σ6 ∈ LN. Now, using the
definition of the rotated cost, (16a) and (18) yields (16b).
Additional details can be found in (Rosenfelder, 2019,
Thm. 5 & 6).
Remark 1. Using the value convergence results from
Theorem 3 for the rotated cost (16b), one can directly
establish practical convergence of the closed loop using ℓ˜
positive definite, compare (Rosenfelder, 2019, Thm. 7 &
8).
6. STABILITY RESULTS
In this section we conclude practical asymptotic stabil-
ity (p. a. s.) of the proposed EMPC scheme. Additional
to the optimal rotated value function, which is suffi-
cient to show p. a. s. for EMPC without transient aver-
age constraints (Gru¨ne, 2013), we use input-to-state sta-
bility (ISS) of the state H which results in a practical
non-monotonic Lyapunov function. Finally, the approach
from Ahmadi and Parrilo (2008) is used in order to obtain
a practical Lyapunov function.
Input-to-State-Stability of the Storage
From one time step to another, the storage H is shifting
its columns one to the left and the updated last column
is equal to the auxiliary output h(x, u) at the last time
instant. Therefore, we obtain a discrete-time linear system
of the form H(k + 1) = fH(H(k), x(k), u(k)) with a
continuous map fH .
Lemma 4. For any κ ∈ (0,∞), the function Vˆκ(H) :=∑T−1
i=1 i ‖Hi − h(xs, us)‖κ1 satisfies ‖H −Hs‖κ1 ≤ Vˆκ(H) ≤
(T − 1)2 ‖H −Hs‖κ1 and Vˆκ(fH(H,x, u)) − Vˆκ(H) ≤
−‖H −Hs‖κ1 + (T − 1) ‖h(x, u)− h(xs, us)‖κ1 . Further-
more, H is ISS w. r. t. h(x, u)− h(xs, us).
Proof. It holds ‖H −Hs‖κ1 = maxj{‖Hj − h(xs, us)‖κ1} ≤
Vˆκ(H) with j ∈ I[1,T−1] as well as Vˆκ(H) ≤ (T −
1)
∑T−1
i=1 ‖Hi − h(xs, us)‖κ1 ≤ (T − 1)2 ‖H −Hs‖κ1 . Fur-
thermore, we can bound Vˆκ(fH(H,x, u)) − VˆκH((k)) =
−∑T−1j=1 ‖Hj − h(xs, us)‖κ1+(T−1) ‖h(x, u)− h(xs, us)‖κ1
≤ −‖H −Hs‖κ1 + (T − 1) ‖h(x, u)− h(xs, us)‖κ1 and ISS
follows from (Jiang and Wang, 2001, Lem. 3.5).
Remark 2. Since the transient average constraints also
need to be satisfied in the overlapping periods, i. e., also
w. r. t. the past values of h(x, u), we can upper bound
λ¯⊤
T−1∑
j=1
j−1∑
k=0
hµN (k, x,H) ≤ (T − 1)2
∥∥λ¯∥∥ · ‖H −Hs‖1 .
Practical Asymptotic Stability
We consider p. a. s. of the extended state (x,H) as defined
in Gru¨ne and Stieler (2014).
Definition 2. The steady-state (xs, H
s) is called prac-
tically asymptotically stable w. r. t. ǫ ≥ 0 on a set S ⊆
X × H with (xs, Hs) ∈ S if there exitsts β ∈ KL
such that ‖xµN (k, x,H)− xs‖ +
∥∥Hcl(k, x,H)−Hs∥∥ ≤
max{β(‖x− xs‖+‖H −Hs‖ , k), ǫ} holds for all (x,H) ∈
S and all k ∈ N0.
In order to construct a practical Lyapunov function, we
require a polynomial lower bound on ρ ∈ K∞ (from
Ass. 2). Furthermore, we assume that the function ψ ∈ K∞
(from Ass. 5) satisfies a suitable upper bound.
Assumption 6. There exist constants a, ω > 0 such that
ρ(r) ≥ a · rω holds for all r ∈ [0, rmax] with rmax :=
max(x,u)∈Z ‖(x− xs, u− us)‖. Furthermore, ψ(x,H) <
1
2a(n+m)
−ω2 (‖x− xs‖ω1 + 1Lh(T−1) ‖H −Hs‖
ω
1 ) holds for
T ≥ 2 and all (x,H) ∈ X×H with (x,H) 6= (xs, Hs).
We point out that the previous assumption is only needed
in order to show practical asymptotic stability; perfor-
mance and convergence guarantees (Sec. 5) have been
shown without this assumption. Finally, the following the-
orem provides a practical Lyapunov function.
Theorem 4. Let Ass. 1-6 hold and T ≥ 2. There exist
c > 0, functions α1, α2, α3 ∈ K∞ and δ1, δ2 ∈ LN s. t.
W (x,H) :=
T−1∑
j=0
Wˆ (xµN (j, x,H), H
cl(j, x,H)),
Wˆ (x,H) :=J˜∗N (x,H) + c
T−1∑
i=1
i · ‖Hi − h(xs, us)‖ω1
satisfies with ξ := ‖x− xs‖+ ‖H −Hs‖1
α1(ξ) ≤W (x,H) ≤ α2(ξ) + δ1(N −N6), (19)
W (xµN (1, x,H), H
cl(1, x,H))
≤W (x,H)− α3(ξ) + δ2(N −N6), (20)
for all (x,H) ∈ X × H and all N ≥ N6 + 1. Moreover,
the steady-state (xs, H
s) is p. a. s. for all (x,H) ∈ X × H
w. r. t. ǫ→ 0 as N →∞.
Proof. We split this proof in three different parts. In the
first part we investigate the rotated value function. Then,
we combine J˜∗N (x,H) with the ISS property of H in order
to obtain a non-monotonic practical Lyapunov function
Wˆ (x,H). In the third, part we constructW (x,H) by using
Wˆ (x,H) and show that it satisfies the bounds (19)–(20),
which implies p. a. s.
Part I: Optimal Rotated Value Function. Strict dissipa-
tivity implies J˜∗N (x,H) ≥ ρ(‖(x− xs, u− us)‖). Using
a case distinction of (x,H), we can construct a can-
didate sequence in order to get an upper bound. We
use either asymptotic controllability (Ass. 3) or local
controllability (Ass. 4) to obtain a feasible candidate
u1 that drives the system to the optimal steady-state,
which by optimality implies J˜∗N (x,H) ≤ J˜N (x, u1) ≤
max{ δmin{δc,Eh}ξ, dαu(γx(ξ)+ γu(ξ))} =: α7(ξ) with α7 ∈K∞. Combining the two bounds, we obtain
ρ(‖(x− xs, u− us)‖) ≤ J˜∗N (x,H) ≤ α7(ξ). (21)
By using dissipativity and Thm. 3 with K = 1, we obtain
that it holds with N ≥ N6 + 1 and for all (x,H) ∈ X×H
J˜∗N (χµN (1, χ)) ≤ J˜∗N (χ) + δ7(N −N6) + ψ(x,H)
−ρ(‖x− xs, µN (x,H)− us‖) + λ¯⊤h(x, µN (x,H)), (22)
with δ7 := σ6 + σ3. For more details we refer to (Rosen-
felder, 2019, Lem. 7).
Part II: Combination of J˜∗N (x,H) and ISS. We set
Wˆ (x,H) := J˜∗N (x,H) + cVˆω(H),
with c := a(n+m)
−0.5ω
2Lh(T−1) > 0. By using comparison function
properties (Kellett, 2014), we obtain that there exist
αˆ1(ξ) ≤ ρ(‖x− xs‖) + c ‖H −Hs‖ω1 and αˆ2(ξ) ≥ α7(ξ) +
c(T − 1)2 ‖H −Hs‖ω1 , which yields from (21) and Lem. 4
αˆ1(ξ) ≤ Wˆ (x,H) ≤ αˆ2(ξ). (23)
Now, it follows from (22), ISS, Lipschitz continuity of
h(x, u) and the definition of Wˆ (x,H) that it holds
Wˆ (χµN (1, χ)) − Wˆ (χ) ≤ −ρ(‖x− xs, µN (x,H)− us‖) +
δ7(N − N6) + λ¯⊤hµN (0, x,H) − c ‖H −Hs‖ω1 + c(T −
1)Lh ‖x− xs, µN (x,H)− us‖ω1 +ψ(x,H). By using Ass. 6,
we obtain with our choice of c that there exists αˆ3 ∈ K∞
such that it holds for all N ≥ N6 + 1
Wˆ (χµN (1, χ))− Wˆ (χ)
≤− αˆ3(ξ) + δ7(N −N6) + λ¯⊤h(x, µN (x,H)).
(24)
Note that the last term summed over T steps is always
negative, which implies that Wˆ (x,H) is a practical Lya-
punov function over T steps (non-monotonical).
Part III: Practical Lyapunov Function W (x,H). We con-
struct a monotonically decreasing function based on (Ah-
madi and Parrilo, 2008). In particular, we use W (χ) :=∑T−1
j=0 Wˆ (χµN (j, χ)) which is equal to W (x,H) given
in the assertion. Using Wˆ (x,H) ≥ 0 from (23) yields
the lower bound of (19) with α1 := αˆ1. From (24) and
Rem. 2, we obtain W (x,H) ≤ T αˆ2(ξ) + (T − 1)2
∥∥λ¯∥∥ ·
‖H −Hs‖1 + T (T−1)2 δ7(N − N6) which shows (19) with
α2(ξ) := T αˆ2(ξ) + (T − 1)2
∥∥λ¯∥∥ ξ and δ1(N − N6) :=
T
2 (T − 1)δ7(N − N6). Furthermore, using the defini-
tion of the transient average constraints and (24) yields
W (χµN (1, χ)) − W (χ) ≤ −αˆ3(ξ) + Tδ7(N − N6) which
shows (20) with α3 := αˆ3 and δ2(N − N6) := Tδ7(N −
N6). Now, practical asymptotic stability directly follows
from (Faulwasser et al., 2018, Prop. 4.3) with respect to
ǫ(N −N6), ǫ := α−11 (α2(α−13 δ2 + δ2) + δ1 + δ2) ∈ LN and
hence, ǫ→ 0 as N →∞.
As previously mentioned, (22) shows that the rotated value
function is not a valid Lyapunov function for the EMPC
setting subject to transient average constraints (2). How-
ever, the function W (x,H) is a valid Lyapunov function
for the extended state (x,H). We conjecture that stability
of transient average constrained EMPC with terminal con-
ditions (Mu¨ller et al., 2014a) can be shown using similar
arguments.
7. NUMERICAL EXAMPLE
In this section, we illustrate some of the provided the-
oretical results. We consider the example from Mu¨ller
et al. (2014b); Ko¨hler et al. (2017) which reads x(k +
1) = x(k)u(k) with state and input constraint set Z := X×
U := [−10, 10]2 and transient average constraints of the
form (2) with y = h(x, u) = 2x + u − 5. The sage cost
reads ℓ(x, u) = (x − 3)2 + u2 which implies that the
optimal steady-state is given by (xs, us) = (2, 1). Thus,
Ass. 1 holds with the Lipschitz constant Lh = 3. Strict
dissipativity holds with λ¯ = 1, the continuous storage
function λ(x) = 1.5(x− 2) and ρ(r) = 0.25r2 ∈ K∞ which
immediately satisfies the conditions in Ass. 6 with a = 0.25
and ω = 2. The asymptotic controllability condition is
difficult to show as stated, but we conjecture that the
results can be modified such that asymptotic controlla-
bility on a control invariant sublevel set is sufficient using
argument from Boccia et al. (2014); Ko¨hler et al. (2018).
For a consideration of the local controllability property
(Ass. 4) at the given example we refer to (Rosenfelder,
2019, Ch. 7).
Turnpike Properties
We consider an initial value x = 1 where we also stay the
past T − 1 values there, i. e., H = [h(1, 1), . . . , h(1, 1)] ∈
R
1×(T−1). Fixing T = 3, we investigate two different
prediction horizons N1 = 10 and N2 = 12. Simulations
show that the amount of time instants in a steady-state
nieghborhood is increasing for a larger N as it is stated
in Lem. 1. Moreover, the neighborhood of the steady-
state is shrinking for an increasing N as it is shown
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Fig. 1. Lyapunov function W ( ) and rotated value
function J˜∗N ( ) along the closed loop.
in (Rosenfelder, 2019, Thm. 2). Now, we fix N = 12 and
vary the time periods of the transient average constraints
T1 = 3 and T2 = 6. The numerical result shows that
the trajectory resulting from a larger time period T is
allowed to stay longer in a “cheap” region w. r. t. the stage
cost ℓ which implies that the steady-state neighborhood is
increasing for a larger T which is in accordance with the
results of Thm. 1.
Closed Loop Results
Now, we investigate the given EMPC scheme for N = 12,
T = 6, x = 2 and H = [h(1, 1), . . . , h(1, 1), h(1, 2)] ∈
R
1×5. As shown in Theorem 4, the closed loop converges
to a neighborhood of the optimal steady-state. Moreover,
the rotated value function is not decreasing over the MPC
iterations; but as proved in Thm. 4, the novel Lyapunov
functionW (x, h) is (practically) monotonically decreasing.
This result is illustrated in Figure 1.
8. CONCLUSION
In this work, we investigated transient average constrained
EMPC without terminal constraints and showed perfor-
mance guarantees as well as practical asymptotic stability.
First, we introduced an additional state storing past values
of the auxiliary output in order to consider the transient
average constraints. We provided a turnpike phenomenon
for consecutive time instants and by using a local control-
lability property, local continuity of the value function as
well as convergence of the closed-loop cost (original cost
and rotated cost) was shown. As the main contribution,
we proved practical asymptotic stability by a combination
of the rotated value function, ISS of the auxiliary output
storage and using results on non-monotonic Lyapunov
functions from Ahmadi and Parrilo (2008).
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