This paper presents a comparison and evaluation between the conventional maximum likelihood estimation based adaptation and different discriminative adaptation criteria. The performance of different LR and MAP adaptation are compared respectively, and the strategies of first applying LR then MAP based on both MLE and DT criteria are evaluated. The effect of the amount of available data for adaptation is also compared in our experiments. The experiment results of 863 and Tsinghua mandarin evaluation tasks suggests that the process of first applying MWCE-LR then MWCE-MAP can achieve the best performance.
INTRODUCTION
Adaptation for the target environment or speaker is a very important area in the state-of-the-art automatic speech recognition (ASR) systems, when there is fairly limited amount of adaptation data can be used. Maximum Likelihood Linear Regression (MLLR) [1] has been widely used for model-space adaptation in both supervised and unsupervised modes, the Maximum a-posteriori (MAP) [2] has also been widely applied in many tasks. It has been proved that both of them are able to give good performance.
Discriminative Training (DT) criteria, such as MCE, MMI, MPE, are able to produce solid and consistent performance improvement in both small and large vocabulary speech recognition tasks. In [3] , we introduced a novel word-level DT criterion, namely Minimum Word Classification Error (MWCE) which localizes conventional string-level MCE loss function to word level, then a more direct measure of empirical word classification error can be approximated and minimized. In recent years, the discriminative training criteria have been successfully applied to estimate the transform matrices [4] [5] [6] , and they have also been combined a prior distribution with the statistics required for MMI(MPE) estimation while applying adaptation, which are denoted as MMI(MPE)-MAP [7] .
In this paper, we introduce a unified Linear Regression (LR) and MAP adaptation framework based on MWCE and the other DT criteria. Because all these criteria we realized share most of the implementation details in a common framework, it can provide a fair evaluation of these different criteria. In our experiments, these aspects are evaluated and compared: 1) The performance of different MLE based and DT based adaptation criteria on Mandarin recognition tasks; 2) The affect of the amount of available adaptation data; 3) Two different evaluation sets of 863 and TsingHua Mandarin are selected to validate these different adaptation criteria and the combination modes of them.
The rest of this paper is organized as follow: In Section 2, the proposed MWCE criterion is briefly introduced. In Section 3, the unified LR and MAP adaptation framework based on MWCE criterion is introduced. In Section 4, the experimental results of evaluation and comparison of these different adaptation criteria are presented. Finally in Section 5, we will draw our conclusions.
MINIMUM WORD CLASSIFICATION ERROR CRITERION
There is a mismatch between the string-level MCE [8] and word-level performance evaluation measurement. Minimizing string error can only lead to a minimization of word error in a quite indirect way. A new criterion which focuses on word-level error can provide a more effective way to optimize our ultimate goal of WER. Suppose the reference word sequence of the r th training utterance is consisted of N r words, i.e., Wr = {w 
In Eq. (1), w ≡ w n r means that we restrict the word w to have a same label and same time alignment as the reference word w n r . Therefore, the correct string set M K w n r will include all the dynamic programming decoding strings that pass through a "matched" word w for the corresponding interval of speech. Conversely, the incorrect string set M 
and
The misclassification measurement and the loss function can be embedded into the unified DT criterion which can be rearranged as the sum of smoothed word errors on the training data:
where f (z) = −1 (1+e 2ρz ) keeps unchanged as string-level MCE defined in the unified framework [9] to maximize the unified criterion for parameters optimization of this negative loss function.
ADAPTATION BASED ON MWCE
The process of solving the matrices for LR transform and the parameters updated with MAP based on MWCE criterion is presented in the following sections. Although the objective function of MWCE criterion in Eq. (4) is a little different from the unified one defined in [9] , for the items related to the sum of the words amount n in each sentence, this solving process can be easily extended for the other DT criteria.
MWCE-based discriminative linear transformation
As the same definition of standard MLLR, MWCELR is also applied to adapt the m . We aim to reach a good estimation of W and H with MWCE criterion.
Since it is difficult to optimize the derivation of F MWCE directly, we select a simply defined auxiliary function to optimize the objection function instead:
F (λ)|λ =λ , where λ refers to the original parameters andλ represents the newly estimated ones. As the auxiliary function is weak-sense [10] , a smoothing function associates with the initial adapted model parameters is added to improve the stability of training to overcome the negative terms in the objective functions, then the auxiliary function of the transform matrix estimation for the parameters in the same regression class can be defined as:
The last item in Eq. (5) is the smoothing function to improve the stability of training. While setting the derivation of the auxiliary function to zero, ∂ ∂Ŵ GMWCE(λ,λ) = 0, it can be solved in the same way as standard MLLR to find out the solution of the updated transform matrixŴ , and the initial matrix W can be set to be an identity matrix.
The i th row's solution of the linear transform matrixŴ is:
In Eq. (6),μm is the adapted mean vector with the initial transform W , and the other statistics have the following forms:
In Eq. (7) and (8), t = t 
In Eq. (9),μm andσ 
MWCE-MAP
Since any function is both a weak-sense and strong-sense auxiliary function of itself around any point, it is straight forward to add a log prior distribution over the model parameters to be a weak-sense auxiliary function, and it still has a weak-sense auxiliary function for a MAP version of the original function. So a new auxiliary function could be defined as:
, where log p(λ) has the form as:
and the Q function is defined as:
where μprior and σ 2 prior are estimated with conventional MAP:
I-smoothing is the indispensable factor to improve the generalization when updating the parameters of the model, and it is also considered to be using a prior being based on the MLE statistics. So when applying MWCE-MAP, the numerator statistics can be updated as:
EXPERIMENTS

Implementation Details
We extend the HTK implementation to support MWCE and the other DT-based adaptation criteria, such as MMI-LR, MPE-LR, MWCE-LR and MWCE-MAP. Because all these criteria share most of the implementation details, we believe that this unified DT adaptation framework can provide a reasonably fair evaluation and comparison of all criteria. The baseline model of our experiments is trained on HKU96 mandarin database [11] . Totally 179 Initial-Final phones (include sil and sp) with four tones are selected to build cross-word tri-phone HMMs and the 3-state, left-to-right, no-skip topology is built for the initial phones, and 5-state for the final ones. Totally 2983 tied-states HMMs are trained, and each state has 8 Gaussian components. Fig.1 . illustrates the models we constructed and compared:
Model We compare the performance of MMI, MPE, MWCE criteria based LR and MAP adaptation in our experiments, so "DT-LR" in Fig.1 . can be extended as "MMI-LR", and so on so forth. The lattice-based framework used in DT is also employed here, the denominator and numerator phone-level lattices are created by aligning the recognized word lattices and correcting transcriptions separately with a weakened uni-gram LM. After each iteration, the lattices should be updated with the updated models(matrices). In every adaptation processing, 3 iterations are applied and the models(matrices) with the best performance are selected to be the seed ones for next step adaptation. We just make a record of the best performance of Character Error Rate (CER%) in each processing as shown in the tables below.
I-smoothing is applied in our experiments to improve generalization. While doing linear regression using MMI-LR,MPE-LR and MWCE-LR, the values of τ I are set to 50, 10 and 50, respectively. MMI-MAP and MWCE-MAP are performed with τ I = 100, τ MAP = 25, MPE-MAP is performed with τ I = 50, τ MAP = 25. Finally, the weighting exponent α is set to 1/15 in all of our experiments, for MWCE related criteria a smoothing factor was set as ρ = 0.04.
Adaptation on 863 mandarin database
These experiments are tested on the evaluation set of 863 mandarin database. We randomly selected 1000 utterances form 30 persons in the training set of that database to be the adaptation data in supervised mode. A regression-class tree with 23 base classes for speech HMMs and 1 base class for non-speech ones is built.
The recognition results of the baseline model are shown in Table.1. It can be found that MWCE achieves better performance than MMI, which is comparative with MPE. The adaptation performance based on MLE seed model are shown in Table. 2. It can be seen from the table that better performance can be achieved when first applying DT-LR then DT-MAP than just using DT-MAP only, and it also outperforms the process of first applying MLLR then MAP. The CER of model F-MWCE is better than model F-MPE for absolute 0.59% in CER, and it is also better than model D for absolute 1.84% in CER. The same results are also achieved on DT based models as shown in Table. 3. The model F-MWCE achieves the best performance of 8.18% in CER, which outperforms any other criteria and processing modes. 
Adaptation on TsingHua mandarin database
In these experiments we randomly select 60 persons with little accent from the TsingHua Mandarin database(Guangzhou region), for each Table 3 . CER of adaptation on 863 evaluation set based on DT models person we randomly select 15 utterances to generate the evaluation set and other 10, 20, 40 utterances are randomly selected to generate three different adaptation set respectively in supervised mode to evaluate the effect of the amount of training data. The number of regression classes are set to 16, 24, 32 respectively for the different training conditions mentioned above.
As this task is a little more difficult than 863 evaluation for the affect of accent, the results are not so good as the results mentioned in section 4.2. The performance of MLE based model is 34.96% in CER, and the recognition results of adaptation based on it can be viewed in Table. 4. It can be seen that with the accumulation of data for adaptation, there is little improvement achieved by MLLR and DT-LR, and the difference between them is relatively narrow. But the performance of first applying DT-LR then DT-MAP still outperforms the process of first applying MLLR then MAP. The performance of adaptation on different DT based models is shown in Table. 5. The CER of the MMI-based, MPE-based and MWCEbased models are 33.19%, 33.02% and 32.23% respectively, where the result of MWCE is better than MPE. And the accumulating data still has limit good effect for the performance of MLLR and DT-LR. But the process of first applying MWCE-LR then MWCE-MAP still achieves the best performance of 19.98% in CER. Table 4 . CER of adaptation models on TsingHua mandarin (GuangZhou region) evaluation set based on MLE model
CONCLUSION
This paper investigates on different DT adaptation criteria in supervised mode. It can be observed from the results that the estimation of the linear transformation matrices in DT criteria can achieve better performance than conventional MLLR for about 3%-5% in relative, but the differences between different DT-LR criteria is small. The DT-MAP criteria can achieve consistent performance improvement for both ML-based and DT-based models. For the process of first applying MWCE-LR then MWCE-MAP, a relative improvement above 10% can be achieved compared with the conventional process of first applying MLLR then MAP. It can be also found that the effect of Table 5 . CER of adaptation models on TsingHua mandarin (GuangZhou region) evaluation set based on DT models accumulating adaptation data is relatively small for the DT-LR criteria, but better performance can be achieved with the accumulating of adaptation data while applying DT-MAP criteria. To evaluate these adaptation criteria on larger and more difficult tasks will be our future work.
