The Moutard equation
The Moutard equation
appeared initially in the classical differential geometry in the second half of the XIX century (see [1, 2] ). It has now numerous applications in the theory of (2 + 1)-dimensional integrable systems of partial differential equations. The other its form u tt − u zz = M(x, y) u and the analogous elliptic equation u xx + u yy = M(x, y) u
(the 2-dimensional Schrödinger equation) show the role of (1) in mathematical physics. In the framework of the classical differential geometry (1) played the key role in the central problems of that epoch -the theory of surface isometries, the theory of congruences and conjugate nets. In the modern soliton theory (1) was used to obtain solutions for the Kadomtsev-Petviashvili, Novikov-Veselov equations and others ( [3, 5] ). The main instrument in applications of (1) is the Moutard transformation which, provided we are given two different solutions u = R(x, y) and u = ϕ(x, y) of (1) with a given "potential" M = M 0 (x, y), gives us (via a quadrature) a solution ϑ(x, y) of (1) with transformed potential M 1 (x, y) = M 0 −2(ln R) xy . The corresponding transformation formulas
(and their analogues for (2), see [2, 3] ) establish a (multivalued) correspondence between the solution of the Moutard equation (M 0 ) (i.e. (1) with the potential M 0 (x, y)) and (M 1 ) (i.e. (1) with the potential M 1 (x, y)). Note that
is also a solution of (M 1 ). Let us suppose that we can find the complete solution of (1) for some given potential M 0 ; such a solution has the initial data given for example by the Goursat problem (2 functions of 1 variable), from (4) one may obtain (via a quadrature) the general solution of (M 1 ). For example for the case M 0 = 0 the general solution is given by u = ϕ(x) + ψ(y), the Moutard transformation yields
If we will build the following chain of Moutard transformations
. . we will see that (apriori) the k-th potential depends on the choice of 2k functions of 1 variable -the initial data of the solutions R s (x, y) of (M s ), s = 0, 1, . . . , k − 1.
In [3] a method was found that gives us the possibility to express the potential M k and all solutions of (M k ) via 2k solutions of the initial equation (M 0 ) (the "pfaffian formula", analogous to the "wronskian formula" for the case of the Darboux transformations for (1 + 1)-dimensional integrable equations [5, 6] ).
Nevertheless the fundamental question how "wide" is the obtained class of potentials M k (in the space of all smooth functions of two variable) was open. In the theory of (1+1)-dimensional integrable equations the question of density of the finite gap solutions of the Korteweg-de Vries equation in the class of all quasiperiodic functions was answered positively. In this paper we show that the set of the potentials M k obtainable from any fixed M 0 is "locally dense" in the space of all smooth functions in a sense to be detailed below. Hence we prove that the found in [3, 4] families of solutions of the corresponding (2 + 1)-dimensional integrable equations give locally "almost every" solution.
Theorem 1 Let an initial potential
∞ be given in a neighborhood of (0, 0). Then for any N = 0, 1, 2, . . . one may find some K such that for any given numbers
Proof will be given by induction. For N = 0 we set K = 1, from (3)
where R is a solution of (M 0 ). As one can prove (see for example [1] ), the values ϕ(x) = R(x, 0), ψ(y) = R(0, y) (ϕ(0) = ψ(0)) may be chosen as the initial data for (1) . So the quantities
Changing R x (0, 0) one can make M 1 (0, 0) equal to the given number P which proves Theorem for the case N = 0. In addition if we will suppose that all the other nonmixed 
The step of induction. Provided the main inductive proposition is proved for all derivatives of orders ≤ N = N 0 we will prove it for N = N 0 + 1. Let K 0 be the corresponding to N = N 0 number of the potential M K 0 for which we have proved the inductive proposition. Performing another N 0 + 2 Moutard transformations we get M P , P = K 0 + N 0 + 2; let us check the validity of the inductive proposition for this function. ¿From (3) we get
where R 
(at (0, 0)), where F comprises all the terms except the given in parentheses. The mixed derivatives ∂ m x ∂ n y R (s) are eliminated using (1). As one can easily see the only principal derivative R (0) x does not appear in F . We will use an additional induction over k to prove that the values of M K 0 +s and their derivatives w.r.t y included in F (they have the orders ≤ N 0 ) at the origin are determined uniquely by the equations ∂ k y M P = P y . . . y k , k = 0, 1, . . . , N 0 . Indeed for k = k 0 = 0
, where all the derivatives of R (s) except R 
For k = k 0 + 1 ≤ N 0 (the step of the additional induction) P y . . . y
where again the only principal derivative R (0)
x has everywhere zero coefficients (since k 0 +1 ≤ N 0 ) and the derivatives ∂ x we will obtain the desired equality P y . . . y
x depends only on them and P y . . . y Provided we have proved for all n ≤ n 0 that a) the principal derivatives R (0)
, are already chosen in such a way that
for k ≤ n in the terms collected in F only the principal derivatives defined during the previous steps as well as ∂ we will make the inductive step n = n 0 + 1. Then in the rest F only the already defined principal derivatives of R In order to determine these quantities we will make another imbedded induction over m using the equations P x . . . x n 0 +1 y . . . y
(n 0 + 1 ≤ N 0 + 1) only the known quantities appear except ∂ n 0 +1 x M K 0 which we may choose according to the main inductive proposition in such a way that P x . . . x
Differentiating (7) we find ∂ n 0 +1 x M K 0 +q | (0,0) , K 0 + q < P inductively over q. The step of the imbedded induction we perform as earlier applying the operator ∂ 
