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ABSTRAKT
Klasifikácia mikroskopických obrazov buniek rakoviny nachádza široké uplatnenie v sú-
časnej biológii a medicíne. Cieľom tejto práce je klasifikácia dvoch línii agresívnych nádo-
rových buniek prostaty s indukovanou rezistenciou voči zinku s využitím metód hlbokého
učenia, ako aj interpretácia klasifikačných procesov. Dataset pozostáva z viac ako 750
snímkov, ktorých akvizícia prebiehala s využitím metódy optickej difrakčnej tomografie.
Táto mikroskopická metóda umožnila neinvazívne snímanie buniek v natívnom stave.
V práci bola implementovaná konvolučná neurónová sieť ResNet-50, spolu s metódami
vizualizácie klasifikačných procesov pomocou lokalizačných máp (Grad-CAM a metóda
postupnej oklúzie obrazu). Dve bunkové línie použité v štúdii sieť klasifikuje s presnos-
ťou 98,08%, agresívny fenotyp rezistentný voči zinku s presnosťou 96,08%. Lokalizačné
mapy a manuálne segmentačné masky ohraničujúce regióny bunky (hranica bunky, jadrá,
jadierka) umožnili analýzu subcelulárnych regiónov, ktorej výsledkom je zistenie, že roz-
hodujúcim regiónom bunky pre správnu klasifikáciu je oblasť cytoplazmy. Dôvodom je
pravdepodobne variabilný počet vezikúl v cytoplazme, ich veľkosť, celková veľkosť bu-
niek a morfologická štruktúra ich cytoplazmatickej membrány v závislosti na príslušnosti
k danému fenotypu.
KĽÚČOVÉ SLOVÁ
konvolučné neurónové siete, hlboké učenie, klasifikácia obrazov, lokalizačné mapy, nádo-
rové bunky
ABSTRACT
Classification of microscopic cancer cell images finds its use in wide variety of biological
and medical applications. This work aims to classify two lines of aggressive tumor
prostate cells with induced zinc resistance using deep learning methods, and provide
an interpretation of occurring classification processes. Dataset consists of more than
750 images, whose acquisition was performed using optical diffraction tomography. This
microscopy method allowed for non-invasive cell imaging in their native state. This works
shows an implementation of a convolutional neural network, along with methods for
visualization of classification processes used to generate localization maps (Grad-CAM
and a occlusion-based method). The neural network classifies two prostate cell lines
used in study with an accuracy of 98,08% and the aggressive zinc-resistance phenotype
with an accuracy of 96,08%. Localization maps and manual segmentation masks of cell
borders, nuclei and nucleoli allowed for analysis of sub-celullar regions, which indicates
that the decisive region for correct classification is the region of cytoplasm. This is most
likely the result of variable vesicle count in cytoplasm, their size, as well as the overall
cell size and the morfological structure of their cytoplasmic membrane depending on a
given phenotype.
KEYWORDS
convolutional neural networks, deep learning, image classification, localization maps,
cancer cells
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Úvod
V posledných rokoch sme boli svedkami výraznej popularizácie strojového učenia,
ktoré postupne umožňuje strojom plniť úlohy pôvodne vykonávané človekom. Z tohto
pokroku ťažia rôzne odbory, medzi nimi aj biológia a medicína. Pomocou pokročilých
metód počítačového videnia je v súčasnosti možné klasifikovať či segmentovať rôzne
medicínske obrazy.
Klasifikácia mikroskopických obrazov buniek nachádza široké uplatnenie v sú-
časnej biológii a medicíne; môže napomôcť histologickým analýzam, či identifikácii
vzácnych typov buniek vo veľkých populáciach, a tým prispieť k upresneniu diagnózy
a voľbe vhodnejšieho terapeutického postupu. Táto práca sa zaoberá klasifikáciou
agresívnych nádorových buniek prostaty s experimentálne indukovanou rezistenciou
voči zinku [1] pomocou konvolučných neurónových sietí. Bunky rezistentné voči
zinku vykazujú, naproti bunkám, z ktorých boli odvodené, zvýšenú mieru agresivity
in vitro, ako dokladá práca Kratochvílovej et al [2]. Cieľom bakalárskej práce je im-
plementácia neurónovej siete schopnej nie len klasifikovať bunkovú líniu a agresívny
bunkový typ, ale aj identifikovať subcelulárne oblasti buniek významné pre klasifi-
káciu a tým, na základe dát z mikroskopických obrazov, asociované s agresívnym
fenotypom buniek. Na snímanie obrazov sú použité bunky v natívnom stave - živé,
nefixované - pomocou inovatívnej techniky optickej difrakčnej tomografie.
Akvizícia a anotácia mikroskopických obrazov prebiehali v spolupráci s kolegom
z ročníka, Michalom Špačkom, na Ústave Patologickej Fyziológie Lekárskej Fakulty
Masarykovej Univerzity
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1 Nádorové bunky prostaty a ich meranie
Rakovina prostaty je druhým najčastejšie diagnostikovaným typom nádorových ocho-
rení. Prevalencia rakoviny prostaty stúpa s vekom, prevažne teda postihuje staršéch
mužov. Zvyčajne však reaguje na liečbu a po správnej lokalizácii môže byť úplne
liečiteľná. Rýchlosť rastu nádorov sa líši, od veľmi pomalej až po stredne rýchlu.
Miera prežitia niektorých pacientov môže byť predĺžená, a to aj napriek metastá-
zam do vzdialených oblastí. Pochopenie biochemických ciest, kde je metabolizmus
zinku významným faktorom, je kĺúčové pre zvládanie tochto a iných typov rakoviny
[3]. Táto práca sa venuje štúdiu dvoch línii nádorových buniek prostaty (PC-3 a
22Rv1) a z nich odvodených zinok-rezistentných variantov. Základnou charakteris-
tikou rozlišujúcou tieto typy buniek je miera migrácie, z ktorej ďalej vyplýva aj ich
agresivita. Na kvantifikáciu miery migrácie boli pri analýze týchto buniek použité
nasledujúce metódy:
xCelligence cell migration assay umožňuje kontinuálne merania invazivity
a migrácie s použitím elektronicky integrovanej Boydenovej komory. Boydenova ko-
mora sa skladá z dvoch kompartmentov oddelených membránou, ktorá reprezentuje
fyzickú bariéru, ktorú môžu bunky prekonať iba aktívnou migráciou. xCelligence vy-
užíva elektrickú impedanciu, pomocou ktorej kvantifikuje zmeny label-free metódou.
Bunky sú umiestnené do prvého kompartmentu Boydenovej komory a aktívnou mig-
ráciou k chemoatraktantu postupne prestupujú membránou do druhého kompart-
mentu. Po prechode membránou sú zachytené zlatými impedančnými elektródami.
Tento princíp umožňuje veľmi citlivé a reprodukovateľné kontinuálne meranie mig-
rácie buniek [4].
Wound healing assay (Scratch assay) je jednoduchou metódou štúdia migrácie
buniek in vitro. Základné kroky zahŕňajú vytvorenie ”rany” v monovrstve buniek,
nasnímanie obrazov na začiatku a v určených intervaloch počas migrácie buniek na
ucelenie rany, a porovnanie snímkov pre kvantifikáciu miery migrácie [5].
Colony forming assay je in vitro test prežitia buniek. Je založený na schopnosti
jedinej bunky narásť do kolónie (minimálne 50 buniek). Metóda testuje každú bunku
v populácii a jej schopnosť nekonečného delenia. Colony forming assay je vhodnou
metódou na zistenie efektivity rôznych cytotoxických agens [6].
V práci Kratochvílovej et al [2] bolo aplikovaním metódy xCelligence cell mig-
ration assay zistené, že zinok-rezistentné varianty oboch bunkových línii (PC-3 aj
22Rv1) vykazujú vyššiu mieru individuálnej migrácie ako ich nerezistentné nápro-
tivky. Práca Raudenskej et al [7] poukazuje na vyššiu mieru kolektívnej migrácie
PC-3 zinok-rezistentných buniek, čo bolo preukázané scratch testom. Pomocou co-
lony forming assay bolo ďalej zistené, že PC-3 zinok-rezistentné bunky majú zvýšenú
schopnosť zakladať nové kolónie. U buniek línie 22Rv1 rezistentných voči zinku sa
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však táto vlastnosť nepreukázala. Všetky spomenuté merania indikujú zvýšenú agre-
sivitu nádorov zinok-rezistentných variánt rakovinových buniek prostaty in vitro, a
to najma línie PC-3. Z tochto plynie zvýšené riziko metastáz do celého organizmu a
teda zníženie šance na vyliečenie pacienta. Je preto kľučové včas odhaliť prítomnosť
práve agresívnejších zinok-rezistentných buniek. Jedným z cieľov práce je automa-
tická klasifikácia agresívnejších variantov s využitím metód strojového učenia.
Optická difrakčná tomografia
Štúdie buniek, ako napr. histologické analýzy v patológii, často využívajú fixované,
teda už neživé bunky, a to zavádza isté skreslenie. Táto práca sa venuje analýze
živých buniek. Práca s nimi je však relatívne obtiažna, keďže sú priehľadné a je
potrebné ich farbiť (staining). Špecifické farbenie ale do obrazov zavádza artefakty
a chemické farbivá môžu mať v istých prípadoch až cytotoxický charakter. V práci
bola preto použitá práve optická difrakčná tomografia na tzv. label-free snímanie.
Optická difrakčná tomografia (ODT) patrí medzi kvantitatívne fázové mikrosko-
pické techniky, ktorá umožňuje meranie fázového posunu. Iné bežné techniky tech-
niky snímania využívajú optické rozdiely dráh na zobrazenie fázových variácii, ktoré
sú v mikroskopii v svetlom poli len ťažko viditeľné. ODT naopak umožňuje kvanti-
tatívne meranie fázových zmien. Výslednými charakteristikami merania sú hrúbka
a refrakčný index (RI), z ktorých môže byť ktorákoľvek použitá ako výstupný para-
meter ODT [8].
Na snímanie buniek sa v práci používa mikroskop 3D Cell explorer od spoloč-
nosti Nanolive, ktorý využíva ODT. Tento holotomografický mikroskop umožňuje
snímanie bez akýchkoľvek špecifických procedúr, ktoré vyžadujú zdĺhavú prípravu
vzoriek. Pracuje na podobnom princípe ako MRI alebo CT. Realizuje kompletné
tomografické meranie refrakčného indexu v živých bunkách, umožňuje teda 3D in
vitro snímanie na bunkovej alebo sub-celulárnej úrovni. Výstupom merania mikro-
skopom je 3D obraz s 96 rezmi v osi z. Keďže na meranie nie sú potrebné akékoľvek
markery, pozorovanie je úplne neinvazívne [9].
Motivácia
Metódy hlbokého učenia, najme založené na aplikácii konvolučných neurónových
sietí, sú široko využívané v patológii pre evaluáciu histologických obrazov fixovaných
buniek rakoviny. Aplikácie zahŕňajú klasifikáciu buniek (napr. B-lymfoblastov) a
predikciu miery prežitia pacienta. Určenie včasnej diagnózy je kľúčové pre zlepšenie
liečby a kvality života pacientov s rakovinou [10].
V tejto práci sú analyzované bunky v natívnom stave bez fixácie a špecifického
farbenia unikátnym sledovaním pomocou modernej mikroskopickej metodiky. Ana-
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lýza nespočíva iba v klasifikácii agresívneho fenotypu s využitím metód hlbokého
učenia. Cieľom je aj interpretácia tzv. black box-u neurónových sietí pomocou loka-
lizačných máp. To umožňuje identifikovať a pochopiť, ktoré oblasti buniek sú pre
správnu klasifikáciu význačné a zodpovedné za príslušnosť buniek k danej línii a
typu.
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2 Umelé neuronové siete
Umelé neurónové siete (Artificial neural networks, ANNs) sú výpočetné systémy do
veľkej miery inšpirované biologickými neurónovými sieťami. Cieľom takýchto sys-
témov je simulácia rozhodovacích procesov centrálnej nervovej sústavy [11]. Často
sa skladajú z veľkého množstva lineárnych alebo nelineárnych výpočtových prvkov
prepojených medzi sebou a zoradených do vrstiev [12].
Perceptron
Neurón je základnou funkčnou jednotkou nervovej sústavy. Špecifickou funkciou ner-
vovej bunky je tvorba a prenos signálov. Skladá sa z dendritov, ktoré sú zodpovedné
za príjem signálov, tela (soma), ktoré signál spracuje a axónu, ktorým je výstupný
signál prenášaný na dendirity ďalších neurónov pomocou synapsii. Matematický mo-
del neurónu (perceptron) bol inšpirovaný anatomickou a funkčnou štruktúrou bio-
logického neurónu, ktorá je znázornená na Obr. 2.1 [13].
Obr. 2.1: Schéma umelého neurónu, prevzaté z [13].
Vstupné signály sú reprezentované vektorom [𝑥1, 𝑥2, 𝑥3, ..., 𝑥𝑛]𝑇 , analogicky ku
elektrickým impulzom prechádzajúcich z axónov do dendritov. Tieto vstupy sú ná-
sledne váhované vektorom váh [𝑤1, 𝑤2, 𝑤3, ..., 𝑤𝑛], ktoré reprezentujú synaptickú silu.
Od sumy váhovaných vstupov je ďalej odčítaný tzv.aktivačný prah (bias). Výsledok
vstupuje do aktivačnej funkcie, ktorá zaistí aktiváciu alebo inaktiváciu v danom








kde 𝑦 je finálny výstup neurónu, 𝑤𝑖 je aktuálna váha, 𝑥𝑖 daný vstup, 𝜃 bias a f
vyjadruje aktivačnú funkciu.
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Výber konkrétnej aktivačnej funkcie závisí na konkrétnom probléme a požado-
vaných výsledkoch riešenia. Plati však, že pri učení pomocou gradientného zostupu
musí byť diferencovateľná v každom bode aby bolo možné vypočítať jednotlivé gra-
dienty. V praxi sa najčastejšie používajú tieto funkcie [15] [16]:
• Sigmoidu je možné nájsť vo výstupných vrstvách sietí. Je využívaná na pre-
dikciu výstupov založených na pravdepodobnosti v binárnych klasifikačných
úlohách, alebo pri logistickej regresii.
𝑓(𝑥) = 11 + 𝑒−𝑥 , 𝐻𝑓 = (0, 1), (2.2)
• Hyperbolický tangent je aktivačná funkcia používaná najmä v rekurentných
neurónových sieťach pre spracovanie jazyka a rozpoznávanie reči.
𝑓(𝑥) = 𝑡𝑎𝑛ℎ(𝑥), 𝐻𝑓 = (−1, 1), (2.3)
• ReLU je najširšie využívanou funkciou pre aplikácie hlbokého učenia, najmä
v oblasti konvolučných neurónových sietí. Výhodou je, že funkcia je takmer
lineárna, teda vykazuje nižšiu výpočetnú náročnosť oproti sigmoide a hyper-
bolickému tangentu.
𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥), 𝐻𝑓 = ⟨0,∞), (2.4)
• Softmax aktivačná funkcia počíta distribúciu pravdepodobnosti z vektoru
reálnych čísel. Výstup nadobúda hodnoty v rozsahu od 0 do 1, zo súčtom
všetkých rovnému 1. Na rozdiel od sigmoidy sa softmax používa na výstupnej





𝑝𝑟𝑒 𝑗 = 1, ..., 𝐾, 𝐻𝑓 = (0, 1). (2.5)
2.1 Architektúry sietí
Architektúrou neurónovej siete je definovaný spôsob akým su jej jednotlivé neuróny
usporiadané medzi sebou. Štruktúra siete sa dá vo všeobecnosti rozdeliť na tri zá-
kladné časti ilustrované na obrázku 2.2:
• Vstupná vrstva, ktorá prijíma informácie z vonkajšieho prostredia. Jej vstupy
sú zvyčajne normalizované pre rovnomerné zastúpenie všetkých príznakov.
• Skryté vrstvy, zodpovedné za získavanie vzorov, na základe ktorých vieme
danú úlohu vyrešiť. Čím viac skrytých vrstiev sieť obsahuje, tým komplex-
nejšie vzory bude schopná odhaliť.












Obr. 2.2: Schéma viacvrstvovej neurónovej siete, upravené podľa [17].
Vzhľadom na vzájomné prepojenia neurónov a usporiadanie vrstiev je možné
architektúry rozdeliť na dopredné siete (informácia sa šíri iba v jednom smere),
rekurentné siete (niektoré výstupy sú vrátené na vstup) a tzv. ”mesh” siete (pries-
torové rozloženie neurónov reprezentuje ich váhy) [14]. V tejto práci budú využité
dopredné neurónové siete.
2.2 Učenie neurónových sietí
Učenie, teda iteratívna aktualizácia váh, predstavuje základnú vlastnosť umelých
neurónových sietí. Spočíva v minimalizácii chybovej funkcie, ktorá určuje rozdiel
medzi výstupom siete a požadovaným výstupom. Rozoznávame tri základné typy
učenia:
Učenie s učiteľom (supervised learning) predpokladá dostupnosť požadova-
ných výstupov pre každý vstup. Každý trénovací element teda pozostáva zo vstup-
ného signálu a označenia korešpondujúceho výstupu. Počíta sa chybová funkcia,
ktorá určuje do akej miery sa výstup siete líši od požadovaného výstupu. Na zá-
klade tejto funkcie sú váhy následne aktualizované. Sieť sa považuje za naučenú v
okamihu, keď chybová funkcia dosiahne minimálnu hodnotu. Táto práca využíva me-
tódy učenia s učiteľom, konkrétne pomocou optimalizačných metód využívajúcich
gradient. Nevýhodou tohoto postupu je nutnosť časovo náročnej anotácie obrazo-
vých materiálov.
Učenie bez učiteľa (unsupervised learning) nevyžaduje nijakú informáciu o
predpokladaných výstupoch. Sieť takýmto spôsobom hľadá vnútornú štruktúru dát,
na základe ktorej ich rozdeľuje do skupín, ktoré neboli vopred definované. Jasnou
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výhodou tohoto procesu je absencia zdĺhavej anotácie, čo však súčasne prináša isté
nevýhody, ako napr. znížená kontrola nad priebehom učenia.
Reinforcement learning je formou učenia s učiteľom kedy má sieť k dispozícii
informáciu o správnosti výstupu, nie však jeho konkrétnu hodnotu [14] [18].
Chybové funkcie
Chybové funkcie hrajú významnú rolu v návrhu algoritmov strojového učenia a
zvyšovaní ich úspešnosti. V tejto práci bola použitá krížová entropia.
Krížová entropia (cross-entropy alebo log loss) meria úspešnosť klasifikačného
modelu, ktorého výstupy sú v rozmedzí od 0 do 1. Jej hodnota sa zvyšuje so zvyšu-





kde 𝑀 predstavuje počet tried, 𝑦 predstavuje binárny indikátor (0 alebo 1) prísluš-
nosti pozorovania 𝑜 k triede 𝑐, 𝑝 predstavuje predikovanú pravdepodobnosť prísluš-
nosti pozorovania 𝑜 k triede 𝑐. Najčastejšie ide o výstup softmax-u. So zvyšujúcou
sa pravdepodobnosťou vzorky predikovanej správne sa znižuje hodnota chyby. Hod-
nota chyby pomaly klesá ak je správna pravdepodobnosť predikcie blízka 1, a rýchlo
stúpa so znižujúcou sa správnou pravdepodobnosťou predikcie [19].
Transfer learning
Bežné algoritmy strojového učenia sa zväčša zaoberajú izolovanými úlohami. Naproti
tomu ľudia majú vrodenú schopnosť prenášať naučené vedomosti medzi rôznymi úlo-
hami. Cieľom transfer learning-u je vyvinuť metódy na prenos vedomostí naučených
pri iných úlohách a použiť ich na zlepšenie učenia aktuálnej úlohy [20].
Transfer learning v klasifikácii obrazových dát nachádza uplatnenie najmä s vy-
užitím databázy ImageNet. Databáza obsahuje viac ako 3,2 milióna anotovaných
obrázkov rozdelených do viac ako 5000 kategórii [21]. Klasifikátory je možné na
ImageNet-e predtrénovať a naučiť všeobecne použiteľné príznaky. Prvotné trénova-
nie konvolučných neurónových sietí a následná adaptácia neučených príznakov na
novú úlohu sa stalo štandardom na riešenie širokej škály nielen klasifikačných problé-
mov. Siete predtrénované na ImageNet-e, v porovnaní s nepredtrénovanými sieťami,
dosahujú neporovnateľne lepšie výsledky [22].
2.2.1 Optimalizačné algoritmy
Optimalizačné metódy sú zodpovedné za postupnú úpravu parametrov siete, kon-
krétne váh a prahu, s cieľom minimalizácie hodnoty chybovej funkcie. Pri neuró-
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nových sieťah sú najpoužívanejšími optimalizačnými algoritmami metódy založené
na gradiente. Gradient je v matematike diferenciálny operátor, ktorý je definovaný
ako derivácia funkcie s viacerými vstupnými premennými. Viaceré premenné defi-
nujú vektor v priestore danom ich počtom. Vektor parciálnych derivácii všetkých
premenných sa nazýva gradient [23]. V problematike neurónových sietí sa preto vy-
užíva na zistenie smeru a hodnót o aké je potrebné zmeniť vstupné premenné na
minimalizáciu chybovej funkcie. Gradient teda určuje o aké hodnoty je potrebné
upraviť váhy 𝑤 a prahy 𝜃 jednotlivých neurónov, tým pádom jednotlivé aktivácie
𝑎, ktoré priamo ovplyvňujú chybovú funkciu 𝐽 . Na každej vrstve pre každý neurón
siete je potrebné vypočítať 2 parciálne derivácie, a to 𝜕𝐽/𝜕𝑤𝑙𝑗𝑘 a 𝜕𝐽/𝜕𝜃𝑙𝑗, kde index 𝑙
určuje danú vrstvu siete, a indexy 𝑗 a 𝑘 pozíciu daného neurónu. Z parciálnych deri-
vácii je zostrojený gradientný vektor, ktorý je vstupom pre optimalizačné algoritmy
[24].
Táto práca je zameraná na učenie s učiteľom, do ktorého spadajú napr. nižšie
popísané optimalizačné algoritmy.
Metóda gradientného zostupu
Gradientný zostup (Gradient descent) je jedným z najpopulárnejších a najviac využí-
vaných metód. Tento optimalizačný algoritmus minimalizuje chybovú funkciu 𝐽(𝜃)
úpravou parametrov v smere záporného gradientu chybovej funkcie ∇𝐽(𝜃). Krok
učenia 𝜂 definuje rýchlosť učenia. Jedna iterácia aktualizácie parametrov sa dá za-
písať vzťahom:
𝜃 = 𝜃 − 𝜂 · ∇𝐽(𝜃). (2.7)
Nevýhodou tohto prístpu je skutočnosť, že váhy sa aktualizujú až po výpočte gra-
dientu v celom data-sete. Doba potrebná na konvergenciu k (lokálnemu) minimu je
teda relatívne dlhá a algoritmus je výpočtovo náročný. Z tohto dôvodu nie je vhodný
pri použití datasetu, ktorý sa nezmestí do pamäte. Gradientný zostup taktiež ne-
umožnuje tzv. on-line aktualizáciu parametrov [25] [26].
Stochastický gradientný zostup
Stochastický gradientný zostup (Stochastic gradient descent - SGD) pracuje analo-
gicky, ale parametre upravuje pre náhodne vybraný trénovací vzor podľa vzťahu:
𝜃 = 𝜃 − 𝜂 · ∇𝐽(𝜃; 𝑥(𝑖); 𝑦(𝑖)), (2.8)
kde 𝑥(𝑖) predstavuje trénovací vzor a 𝑦(𝑖) požadovaný výstup. SGD je preto výrazne
rýchlejší a nevyžaduje toľko pamäte ako klasický gradientný zostup. Náhodné pre-
miešanie data-setu je pri použití tejto metódy dôležitým krokom predspracovania.
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Dáta zoradené podľa nejakého vzoru by mohli spôsobiť kolísanie gradientu, a tým
spomaliť alebo úplne znemožniť konvergenciu [25] [26].
Mini-batch gradientný zostup
Mini batch gradientný zostup aktualizuje parametre pre každý tzv. mini-batch, ktorý
obsahuje 𝑛 trénovacích vzorov:
𝜃 = 𝜃 − 𝜂 · ∇𝐽(𝜃; 𝑥(𝑖:𝑖+𝑛); 𝑦(𝑖:𝑖+𝑛)). (2.9)
Týmto spôsobom (i) redukuje kolísanie pri úprave parametrov, čím dosahuje stabil-
nejšiu konvergenciu; (ii) využíva optimalizované maticové operácie súčasných knižníc
na hlboké učenie, ktoré umožňuju veľmi efektívne výpočty gradientov. Bežná veľkosť
mini-batch-u býva v rozmedzí od 8 do 256, no pri konkrétnej aplikácii sa líši. Pri
trénovaní neurónovej siete býva väčšinou vybraný mini-batch gradintný zostup, pri-
čom výraz SGD je použitý aj pri implementácii mini-batch-u. Túto metódu úpravy
parametrov pre každý mini-batch využívajú aj ďalšie optimalizačné algoritmy, ako
napr. Momentum a Adam opísané nižšie. [25].
Momentum
SGD má problémy v oblastiach chybovej funkcie, kde sú zložky gradientu v jednom
smere výrazne vyššie ako v inom. V týchto situáciach iba osciluje a nekonverguje
ďalej ku globálnemu minimu. Momentum je metóda, ktorá pomáha urýchliť SGD vo
vhodnom smere a znižuje jeho oscilácie. Žiadaný efekt je zaistený pridaním nového
hyperparametra 𝛾. Momentum aktualizačného vektoru minulého kroku sa pričíta k
aktuálnemu aktualizačnému vektoru:
𝑣𝑡 = 𝛾𝑣𝑡−1 + 𝜂 · ∇𝐽(𝜃), (2.10)
parametre sa potom upravujú podľa:
𝜃 = 𝜃 − 𝑣𝑡. (2.11)
Hodnota 𝛾 býva zvyčajne nastavená na hodnotu 0,9. Momentum sa zvyšuje pre
dimenzie, ktorých gradienty majú rovnaký smer, a naopak znižuje pre dimenzie s
meniacimi sa smermi gradientu [25] [26].
Adam
Adaptive Moment Estimation je optimalizačná metóda, ktorá počíta adaptívne
kroky učenia pre každý parameter. Pracuje s momentami prvého a druhého rádu,
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kde prvé momentum je momentum popísané vyššie, druhé slúži pre normalizáciu jed-
notlivých dimenzií gradientu. Hodnoty oboch momentov sú akumulované a použité
na aktualizáciu parametrov učenia:




kde ?̂?𝑡 predstavuje odhad prvého momenta a 𝑣𝑡 odhad druhého momenta. Adam
je jedným z najlepších optimalizačných algoritmov pre hlboké učenie. Je výpočetne
efektívny, konverguje relatívne rýchlo a odstraňuje problém vysokej odchylky pri
aktualizácii parametrov [25] [26].
2.3 Konvolučné neurónové siete
Konvolučné neurónové siete (Convolutional neural networks - CNNs) patria medzi
dopredné siete, teda fungujú podobne ako klasické ANN. Do každého neurónu vstu-
puje informácia, neurón vykoná nejakú matematickú operáciu a vyprodukuje výstup.
Na vstupe však predpokladajú obrazové dáta. Neuróny CNN sú usporiadané do 3D
štruktúry, priestorového rozmeru vstupu (výška a širka) a hĺbky. Výška a šírka pred-
stavujú priestorové dimenzie obrazu a hĺbka predstavuje počet príznakových máp
[27].
Architektúra týchto sietí má množstvo variantov, no vo všeobecnosti pozostáva
z konvolučných a pooling (podvzorkovacích) vrstiev zoskupených do blokov. Po nie-







+ ReLU Pooling FC FC
Obr. 2.3: Základná architektúra CNN.
Konvolučná vrstva
Konvolučná vrstva je najdôležitejším prvkom CNN. Slúži ako extraktor príznakov,
teda sa učí reprezentovať vzory vstupného obrazu. Parametre konvolučnej vrstvy
pozostávajú zo sady filtrov (kernelov), ktorých hodnoty môžeme považovať za váhy.
Každý filter predstavuje jeden neurón, na danej pozícii obrazu zdieľa váhy so všet-
kými ostatnými poziciami obrazu. Oblasť vymedzená filtrom na danej pozícii sa
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nazýva receptive field a vyjadruje rozmery filtra. 2D konvolúciou (*), teda posunom
filtra 𝑊 veľkosti 𝑘 × 𝑘 cez výšku a šírku vstupného obrazu 𝑥 vzniká príznaková
mapa (feature map) 𝑌 , ktorej každý prvok je vyjadrený vzťahom [29]:






Pri každej pozícii filtra na vstupe sú použité rovnaké váhy. Zdieľaním váh je, naproti
plne prepojeným vrstvám, výrazne znížený počet parametrov a taktiež je zaistená
translačná invariantnosť (konvolučný filter detkuje vzory na akejkoľvek pozícii v ob-
raze). Rozmery filtra sú často relatívne malé, napr. 3x3 alebo 5x5. Dôvodom je, že je
výpočtovo menej náročné viac krát zopakovať konvolúciu vstupu s menším filtrom,
ako menej krát s väčším filtrom. Ich tretí rozmer (hĺbka) nadobúda hodnotu tre-
tej dimenzie vstupného obrazu (napr. 3 pre RGB obraz na vstupnej vrstve), alebo
je daný počtom príznakových máp z predchádzajúcej konvolučnej vrstvy. Hodnoty
filtrov sa v priebehu učenia siete menia, aby dokázali odhaliť rôzne vzory v da-
ných oblastiach obrazu [13] [27]. Počet kernelov určuje jeden z hyperparametrov,
tzv. depth. Ovplyvňuje množstvo príznakových máp, a teda schopnosť rozoznania
vzorov daného modelu. Ďalšími hyperparametrami sú tzv. stride, určujúci krok po-
sunu filtra a tzv. zero-padding, ktorý určuje pridávanie núl okolo vstupného obrazu
pre zachovanie pôvodných rozmerov v príznakovej mape. Keby bol stride nastavený
napríklad na hodnotu 1, receptive fields by sa veľmi prekrývali, a výsledné aktivácie
by boli veľké. Naopak vysoké hodnoty stride-u znižujú mieru prekrytia a preto zni-
žujú priestorové rozmery výstupu konvolučnej vrstvy. Zero-padding je jednoduchým
procesom vypĺňania okrajov vstupu nulami a efektívnou metódou zaistenia kontroly
dimenzionality výstupu. [27]. Poskladaním príznakových máp cez tretiu dimenziu
vzniká výstup, ktorý ďalej vstupuje do nelineárnej aktivačnej funkcie, najčastejšie
ReLU [28].
Pooling vrstva
Účelom pooling vrstvy je zníženie priestorového rozlíšenia príznakových máp, a tým
redukcia počtu parametrov a výpočtovej náročnosti modelu. Pooling najčastejšie
využiva výber buď najvyššej alebo priemernej hodnoty z oblasti určenej filtrom o
veľkosti 2 × 2 a stride-om 2. Poolingový kernel prechádza po vstupe podobne ako
konvolučný filter, princíp je znázornený na Obr. 2.4 [27].
Plne prepojená vrstva
Všetky neuróny plne prepojenej (fully connected - FC) vrstvy sú prepojené s ne-












Veľkosť okna = 2x2,
 stride = 1
Obr. 2.4: Ukážka podvzorkovania pomocou max a average poolingu.
kačnej úlohe, na výstupe podať pravdepodobnosti príslušnosti vstupu k jednotlivým
triedam [27].
Batch normalizácia
Batch normalizácia (BN) je technika normalizácie aktivácii skrytých vrstiev konvo-
lučných neurónových sietí. Podobne ako optimalizačné algoritmy využíva výpočty
cez mini-batch, konkrétne normalizáciu aktivácii na nulový priemer. BN prispieva k
zrýchleniu trénovania, dovoľuje použiť vyššie kroky učenia a zvyšuje generalizačnú
schopnosť daného modelu. Pre vstup 𝐼𝑏,𝑐,𝑥,𝑦s veľkosťou mini-batch-u 𝑏, počtom ka-





kde 𝑂𝑏,𝑐,𝑥,𝑦 vyjadruje normalizovaný výstup a 𝜇𝑐 priemernú aktiváciu v kanále 𝑐.
Algoritmus následne vydelí centrovanú aktiváciu smerodajnou odchylkou 𝜎𝑐 spolu s
konštantou 𝜖. Po normalizácii nasleduje transformácia pomocou parametrov 𝛾 a 𝛽𝑐,
ktorých hodnoty sú aktualizované počas trénovania. Tendencia zlepšovať presnosť a
rýchlosť trénovania, zapríčinila obľúbenosť batch normalizácie v prakticky všetkých
aplikáciach [30].
Reziduálne spojenie
Reziduálne (skip) spojenie preskakuje jednu alebo viac vrstiev neurónovej siete.
Umožňuje priamy tok gradientov sieťou bez prechodu nelineárnymi aktivačnými
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funkciami, ilustrované na Obr. 2.5. Spojenie obsahuje iba funkciu identity, ktorej
výstup sa pričíta k výstupu bloku vrstiev s aktivačnými funkciami. Implementácia
spojenia s funkciou identity zlepšuje učenie elimináciou problému miznúceho gra-
dientu bez akéhokoľvek spomalenia siete. Nepridáva totiž žiadny nový parameter.











Figure 2. Residual learning: a building block.
are comparably good or better than the constructed solution
(or unable to do so in feasible time).
In this paper, we address the degradation problem by
introducing a deep residual learning framework. In-
stead of hoping each few stacked layers directly fit a
desired underlying mapping, we explicitly let these lay-
ers fit a residual mapping. Formally, denoting the desired
underlying mapping as H(x), we let the stacked nonlinear
layers fit another mapping of F(x) := H(x)−x. The orig-
inal mapping is recast intoF(x)+x. We hypothesize that it
is easier to optimize the residual mapping than to optimize
the original, unreferenced mapping. To the extreme, if an
identity mapping were optimal, it would be easier to push
the residual to zero than to fit an identity mapping by a stack
of nonlinear layers.
The formulation of F(x)+x can be realized by feedfor-
ward neural networks with “shortcut connections” (Fig. 2).
Shortcut connections [2, 34, 49] are those skipping one or
more layers. In our case, the shortcut connections simply
perform identity mapping, and their outputs are added to
the outputs of the stacked layers (Fig. 2). Identity short-
cut connections add neither extra parameter nor computa-
tional complexity. The entire network can still be trained
end-to-end by SGD with backpropagation, and can be eas-
ily implemented using common libraries (e.g., Caffe [19])
without modifying the solvers.
We present comprehensive experiments on ImageNet
[36] to show the degradation problem and evaluate our
method. We show that: 1) Our extremely deep residual nets
are easy to optimize, but the counterpart “plain” nets (that
simply stack layers) exhibit higher training error when the
depth increases; 2) Our deep residual nets can easily enjoy
accuracy gains from greatly increased depth, producing re-
sults substantially better than previous networks.
Similar phenomena are also shown on the CIFAR-10 set
[20], suggesting that the optimization difficulties and the
effects of our method are not just akin to a particular dataset.
We present successfully trained models on this dataset with
over 100 layers, and explore models with over 1000 layers.
On the ImageNet classification dataset [36], we obtain
excellent results by extremely deep residual nets. Our 152-
layer residual net is the deepest network ever presented on
ImageNet, while still having lower complexity than VGG
nets [41]. Our ensemble has 3.57% top-5 error on the
ImageNet test set, and won the 1st place in the ILSVRC
2015 classification competition. The extremely deep rep-
resentations also have excellent generalization performance
on other recognition tasks, and lead us to further win the
1st places on: ImageNet detection, ImageNet localization,
COCO detection, and COCO segmentation in ILSVRC &
COCO 2015 competitions. This strong evidence shows that
the residual learning principle is generic, and we expect that
it is applicable in other vision and non-vision problems.
2. Related Work
Residual Representations. In image recognition, VLAD
[18] is a representation that encodes by the residual vectors
with respect to a dictionary, and Fisher Vector [30] can be
formulated as a probabilistic version [18] of VLAD. Both
of them are powerful shallow representations for image re-
trieval and classification [4, 48]. For vector quantization,
encoding residual vectors [17] is shown to be more effec-
tive than encoding original vectors.
In low-level vision and computer graphics, for solv-
ing Partial Differential Equations (PDEs), the widely used
Multigrid method [3] reformulates the system as subprob-
lems at multiple scales, where each subproblem is respon-
sible for the residual solution between a coarser and a finer
scale. An alternative to Multigrid is hierarchical basis pre-
conditioning [45, 46], which relies on variables that repre-
sent residual vectors between two scales. It has been shown
[3, 45, 46] that these solvers converge much faster than stan-
dard solvers that are unaware of the residual nature of the
solutions. These methods suggest that a good reformulation
or preconditioning can simplify the optimization.
Shortcut Connections. Practices and theories that lead to
shortcut connections [2, 34, 49] have been studied for a long
time. An early practice of training multi-layer perceptrons
(MLPs) is to add a linear layer connected from the network
input to the output [34, 49]. In [44, 24], a few interme-
diate layers are directly connected to auxiliary classifiers
for addressing vanishing/exploding gradients. The papers
of [39, 38, 31, 47] propose methods for centering layer re-
sponses, gradients, and propagated errors, implemented by
shortcut connections. In [44], an “inception” layer is com-
posed of a shortcut branch and a few deeper branches.
Concurrent with our work, “highway networks” [42, 43]
present shortcut connections with gating functions [15].
These gates are data-dependent and have parameters, in
contrast to our identity shortcuts that are parameter-free.
When a gated shortcut is “closed” (approaching zero), the
layers in highway networks represent non-residual func-
tions. On the contrary, our formulation always learns
residual functions; our identity shortcuts are never closed,
and all information is always passed through, with addi-
tional residual functions to be learned. In addition, high-
2
Obr. 2.5: Reziduálne spojenie, prevzaté z [31].
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3 Klasifikácia pomocou hlbokého učenia
Klasifikácia obrazov spadá do počítačového videnia, spočíva v priradení tzv. labelu
ku vstupnému obrazu. Hlboké konvolučné neurónové siete sa ukázali ako jeden z
najlepších prístupov k riešeniu klasifikačnej úlohy na obrazových dátach. Medzi ši-
roko používané architektúry patria napr. VGG, DenseNet, GoogLeNet, Inception
alebo ResNet. Pre účely tejto práce bola zvolená architektúra ResNet, konkrétne
sieť ResNet-50.
3.1 ResNet-50
ResNet-50 patrí do skupiny reziduálnych neurónových sietí. Ide o hlboké konvolučné
siete, kde halvnou myšlienkou je preskočiť bloky konvolučných vrsitev použitím tzv.
skip spojení. Použitie týchto spojení umožňuje trénovať mimoriadne hlboké siete.
Pred implementáciou ResNet-u bolo trénovanie veľmi hlbokých sietí zložité kvôli
problému miznúceho gradientu (pri veľkom množstve vrstiev využívajúcich istú ak-
tivačnú funkciu sa gradient chybovej funkcie blíži nule, čo komplikuje trénovanie
siete) [32]. Konvolučné vrstvy obsahujú najmä filtre o veľkosti 3 × 3 a riadia sa
dvomi základnými pravidlami: (i) pre rovnakú veľkosť výstupnej príznakovej mapy
majú vrstvy rovnaký počet filtrov; a (ii) ak sa veľkosť príznakovej mapy zmenší
na polovicu, počet filtrov sa zdvojnásobí. Podvzorkovanie je zabezpečené priamo
konvolučnými vrstvami so stride-om 2. Sieť je ukončená average pooling vrstvou a
1000-neurónovou plne prepojenou vrstvou so softmaxom. Na Obr. 3.1 je znázornená
schéma siete so skip spojeniami. Plné šípky reprezentujú spojenia, pri ktorých je
vstup a výstup rovnako veľký, zatiaľ čo prerušované šípky reprezentujú spojenia, pri








































































































































































































































































































































Obr. 3.1: Schéma siete ResNet-50; vstupné obrazy buniek vľavo, výstupné triedy
vpravo. Zmena farby vrstiev reprezentuje pooling.
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3.2 Metódy interpretácie klasifikačných procesov
Hlboké neurónové siete podávajú vynikajúce výkony v oblasti počítačového videnia.
Problémom však ostáva interpretácia procesov, ktoré sa odohrávajú v týchto systé-
moch. Zostavenie systémov, ktoré sú schopné vyjasniť jednoducho prečo predikujú
to, čo predikujú je nutné, a to z niekoľkých dôvodov. V situácii kedy je model me-
nej pokročilý ako človek nám interpretabilita umožní identifikovať a sledovať chyby,
na základe ktorých je možné model zlepšovať. Ak je model pokročilejši ako človek
(napr. bot na hranie šachu), môže učiť človeka ako sa zlepšovať [33].
Metódy používané pre interpretáciu sú Grad-CAM a metóda postupnej oklúzie
obrazu. V tejto práci boli použité obe s cieľom identifikovať subcelulárne zóny buniek
významné pre klasifikáciu do príslušnych tried.
3.2.1 Grad-CAM
Gradient-weighted Class Activation Mapping je metóda vizualizácie regionóv vstup-
ného obrazu, ktoré sú kľúčové pre predikciu modelov. Využíva informáciu o gra-
dientoch poslednej konvolučnej vrstvy pre zistenie dôležitosti každého neurónu v
rozhodovacom procese [34].
Prvým krokom konštrukcie lokalizačnej mapy je výpočet gradientu skóre pre
triedu 𝑐, 𝑦𝑐 podľa príznakovej mapy 𝐴𝑘 konvolučnej vrstvy. Na tieto gradienty je
aplikovaný globálny average-pooling. Váhy neurónov 𝛼𝑐𝑘, ktoré vyjadrujú význam











Finálnu Grad-CAM lokalizačnú mapu 𝐿𝑐𝐺𝑟𝑎𝑑−𝐶𝐴𝑀 získame váhovanou kombináciou








Funkcia ReLU je aplikovaná pretože zaujímavé sú iba vzory, ktoré majú pozitívny
vplyv na danú triedu, teda pixely, ktorých intenzita je zvýšená za účelom zvýšenia
𝑦𝑐. Bez ReLU by lokalizačná mapa mohla zvýrazniť aj oblasti obrazu, ktoré nijak
neprispievajú ku správnej klasifikácii, a tým znížiť úspešnosť. Príklady vizualizácie sú
zobrazené na Obr. 3.2 [33] [34]. Oblasť obrázku s najvyššou intenzitou reprezentuje
pixely kľúčové ku správnej klasifikácii.
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(a) Vstupný obrázok. (b) Trieda "pes". (c) Trieda "mačka".
Obr. 3.2: Ukážka špecifických lokalizačných máp vygenerovaných pomocou
algoritmu Grad-CAM pri klasifikácii, prevzaté z [33].
3.2.2 Metóda oklúzie obrazu
Metóda postupnej oklúzie obrazu spočíva v systematickom zakrývaní časti obrazu
štvorcom a pozorovaní výstupu klasifikátoru. Ak štvorec zakryje región obrazu dô-
ležitý pre správnu klasifikáciu, pravdepodobnosť príslušnosti k danej triede klesne.
Na každej pozícii tochto štvorca je preto vypočítaná pravdepodobnosť predikcie. Z
týchto pravdepodobností je vygenerovaná lokalizačná mapa, ako je znázornené na
Obr. 3.3. Lokalizačná mapa vygenerovaná metódou oklúzie umožňuje, podobne ako
metódou Grad-CAM, zvýrazniť dôležité regióny obrazu [35]. Metóda je jednoduchá
na pochopenie a implementáciu, no nevýhodami tohto prístupu sú napr.:
• Veľkosť štvorca, ktorým je obraz zakrývaný nie je daná, ovplyvňuje výsledné
rozlíšenie lokalizačnej mapy a pre každý prípad môže byť vhodná iná veľkosť.
• Proces trvá relatívne dlhú dobu, pretože štvorec musí postupne prejsť celým
vstupným obrazom. Takto upravený obraz zakaždým vstupuje do siete, čo
zvyšuje výpočetnú náročnosť [36].
3.3 Metriky evaluácie klasifikačných modelov
Základnými metrikami evaluácie klasifikačných modelov sú 𝐹1 skóre a presnosť (Ac-
curacy), vychádzajúce z matíc zámen.
Accuracy určuje úspešnosť klasifikácie na základe merania všetkých správne
zaradených prípadov. Najväčšie využitie nachádza pri datasetoch s rovnomerným
rozložením tried. V prípade, že FN má veľký dopad nie je táto metrika veľmi vhodná.
Je vyjadrená vzťahom:
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 . (3.3)
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Visualizing and Understanding Convolutional Networks
(a) (b)
(c) (d) (e)
Figure 6. (a): 1st layer features without feature scale clipping. Note that one feature dominates. (b): 1st layer features
from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2nd layer features from (Krizhevsky















































(a) Input Image (b) Layer 5, strongest feature map
(c) Layer 5, strongest
feature map projections
(d) Classier, probability 
of correct class 
(e) Classier, most 
probable class 
True Label: Car Wheel
True Label: Afghan Hound
Figure 7. Three test examples where we systematically cover up different portions of the scene with a gray square (1st
column) and see how the top (layer 5) feature maps ((b) & (c)) and classifier output ((d) & (e)) changes. (b): for each
position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
in the unoccluded image). (c): a visualization of this feature map projected down into the input image (black square),
along with visualizations of this map from other images. The first row example shows the strongest feature to be the
dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a map of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder position. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis ball”. In
the 2nd example, text on the car is the strongest feature in layer 5, but the classifier is most sensitive to the wheel. The
3rd example contains multiple objects. The strongest feature in layer 5 picks out the faces, but the classifier is sensitive
to the dog (blue region in (d)), since it uses multiple feature maps.
(a) Vstupný obrázok.
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Figure 6. (a): 1st layer features without feature scale clipping. Note that one feature dominates. (b): 1st layer features
from (Krizhevsky et al., 2012). (c): Our 1st layer features. The smaller stride (2 vs 4) and filter size (7x7 vs 11x11)
results in more distinctive features and fewer “dead” features. (d): Visualizations of 2 layer features from (Krizhevsky
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position of the gray scale, we record the total activation in one layer 5 feature map (the one with the strongest response
in the unoccluded image). (c): a visualization of this feature map projected down into the input image (black square),
along with visualizations of this map from other ima es. The first row example shows the strongest feature to be the
dog’s face. When this is covered-up the activity in the feature map decreases (blue area in (b)). (d): a m p of correct
class probability, as a function of the position of the gray square. E.g. when the dog’s face is obscured, the probability
for “pomeranian” drops significantly. (e): the most probable label as a function of occluder positi n. E.g. in the 1st row,
for most locations it is “pomeranian”, but if the dog’s face is obscured but not the ball, then it predicts “tennis all”. In
the 2nd example, text on the car is the strongest feature in layer 5, but the classifier is most sensitive to the wheel. The
3rd example contains multiple objects. The strongest feature in layer 5 picks out the faces, but the classifier is sensitive
to the dog (blue region in (d)), since it uses multiple feature maps.
(b) Heat mapa.
Obr. 3.3: Príklad vizualizácie pomocou metódy oklúzie obrazu. Najnižšie hodnoty
pixelov reprezentuje modrá farba, najvyššie červená. Ak štvorec zakryl oblasť
hlavy psa, pravdepodobnosť príslušnosti k danej triede by klesla. Pozadie nehrá
významnú rolu, prevzaté z [35].
𝐹1 skóre umožňuje lepšie meranie nesprávne predikovaných prípadov ako Accu-
racy. Preto je vhodné ho použiť v prípadoch, kedy sú FN a FP významné. Používa
sa na evaluáciu binárnych klasifikátorov. Pre jeho vyjadrenie je najprv potrebné
definovať 2 štatistické parametre: 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 a 𝑅𝑒𝑐𝑎𝑙𝑙. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 alebo pozitívna
prediktívna hodnota (PPV) vyjadruje pravdepodobnosť pravdivej predikcie (pomer
medzi pravdivo pozitívnymi a všetkými pozitívnymi):
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 . (3.4)
𝑅𝑒𝑐𝑎𝑙𝑙 alebo senzitivita ( PR) vyjadruje pravdepodobnosť správ j predikcie (po-
mer medzi pravdivo pozitívnymi a reálne pozitívnymi):
𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 . (3.5)
𝐹1 skóre je následne definované ako harmonický p iemer pozitív ej prediktívnej hod-
noty a se zitivity [37]:
𝐹1 =
2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ·𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 . (3.6)
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4 Akvizícia dát
V tejto práci boli použité dve komerčne dostupné bunkové línie. PC-3 ľudská epite-
lová bunková línia bola získaná z adenokarcinómu prostaty stvrtého stupňa a me-
tastáz v kostiach. V práci reprezentuje model agresívneho adenokarcinómu. 22Rv1
je ľudská epitelová bunková línia rakoviny prostaty získaná z primárneho karcinómu
prostaty, použitá ako model nízko agresívneho karcinómu. Bunkové línie boli za-
kúpené u Merck KGaA (Darmstadt, Nemecko). Obe tieto línie boli modifikované
vytvorením tzv. zinok-rezistentných variantov (bližšie Holubová et al [1]). Tieto
zinok-rezistentné varianty boli charakteristické vyššou mierou invazivity a migrácie
in vitro. Pôvodné bunky boli označené ako Wild-Type, zinok-rezistentné ako Zn-
resistant.
PC-3 aj 22Rv1 bunky boli kultivované na Ústave Patologickej Fyziológie, Le-
kárskej Fakulty, Masarykovej Univerzity. PC-3 bunky boli kultivované v Ham’s F12
médiu s 10% FBS, zatiaľ čo na kultiváciu 22Rv1 buniek bolo použité RPMI-1640
médium s 10% FBS. Obe médiá boli obohatené o antibiotiká (penicilín 100 𝜇𝑀/ml
a streptomycín 0.1 mg/ml). Bunky boli udržované v inkubátore pri konštantnej tep-
lote 37°C, vlhkosti 60% s 5% CO2 (Sanyo, Japonsko). Zinok-rezistentné bunky boli
kultivované s prídavkom 𝑍𝑛𝑆𝑂4, konkrétne 50 𝜇𝑀 pre PC-3 a 400 𝜇𝑀 pre 22Rv1.
Pasáže 22Rv1 buniek sa pohybovali v rozmedzí od 25 do 35, pasáže línie PC-3 od
15 do 25 [38].
4.1 Snímanie a anotácia dát
Akvizícia mikroskopických obrazov prebehla pomocou Nanolive 3D Cell Explorer
holotomografického mikroskopu s 60x/0.8 objektívom, ktorý umožňuje merať kvan-
titatívny refrakčný index. Umožňuje teda neinvazívnu akvizíciu 3D dát [39]. Ref-
rakčný index oboch médií bol nameraný digitálnym refraktometrom (Kruss, DR201)
na hodnotu 1,335. Všetky 4 typy buniek (PC-3 Wild type, PC-3 Zn-resistant, 22Rv1
Wild type a 22Rv1 Zn-resistant) boli kultivované v oddelených ibidi 𝜇-Slide Luer 0.8
komorách. Vďaka tomu bolo možné jednoducho vytvoriť 4 unikátne data-sety obsa-
hujúce po takmer 200 3D obrazov. Každý obraz je zložený z 96 rezov a pri akvizícii
bol označený číslom rezu, v ktorom bolo možné najlepšie vidieť jednotlivé bunkové
štruktúry. Okrem mikroskopu bol na akvizíciu potrebný aj softvér, konkrétne Steve,
poskytnutý spoločnosťou Nanolive určený k matematickému spracovaniu hologra-
mov, vytvárajúci 3D 32-bitové tiff súbory. Celkom bolo nasnímaných viac ako 750
zorných polí. V týchto zorných poliach bolo nasnímaných približne 1500 buniek.
Rozmery zorného poľa boli 94x94x35𝜇m. Príklady typických buniek sú na Obr. 4.1.
Dáta boli manuálne segmentované s označením týchto regiónov: okraj bunky, jadrá a
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jadierka. Segmetácia prebiehala pomocou programu ImageJ. Výsledkom manuálnej




Obr. 4.1: Príklady typických buniek. A) PC-3 Wild type; B) PC-3 Zinc resistant;
C) 22Rv1 Wild type; D) 22Rv1-400. Scale bar indikuje 10𝜇m.
Udávané rozlíšenie mikroskopu v osi Z je 400 nm, pri snímaní bol intracelulárny
obsah buniek obsiahnutý v 10-20 rezoch a použitie všetkých 96 rezov by bolo rela-
tívne výpočtovo náročné. Bolo preto vhodné vytvoriť jednokanálové 32-bitové 2D
reprezentácie pôvodného 512x512x96 3D obrazu: (i) spriemerovaním cez 3. dimenziu,
(ii) max-projekciou cez 3. dimenziu a (iii) výberom rezu z najvyššou hodnotou entro-
pie, teda najostrejšieho rezu. Dáta modifikované týmto spôsobom obsahujú väčšinu
informácii potrebných pre účely klasifikácie. Na Obr. 4.2 A) sú ukážky všetkých 2D
reprezentácii pôvodného 3D obrazu spolu s XZ projekciou bunky PC-3 Zn-resistant
a na Obr. 4.2 B) k nej prislúchajúce binárne masky manuálnej segmentácie.
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Obr. 4.2: A) Príklad 2D reprezentácii pôvodného 3D obrazu bunky PC-3 Zn-
resistant; a) max-projekcia, a) mean-projekcia, a) Rez s najvyššou hodnotou en-
tropie, d) XZ projekcia. B) Binárne masky manuálnej segmentácie bunky PC-3
Zn-resistant; a) hranica bunky, b) jadro, c) jadierko.
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5 Navrh a implementácia
Implementácia všetkých algoritmov prebiehala v programovom prostredí Python s
použitím machine learning knižnice PyTorch. Ako najvhodnejšia architektúra konvo-
lučnej neurónovej siete na účely tejto práce bola zvolená sieť ResNet-50. Pre porov-
nanie klasifikačných úspešností bola implementovaná predtrénovaná sieť na databáze
ImageNet [21] s využitím princípov transfer learningu, ako aj nepredtrénovaná sieť.
5.1 Predspracovanie dát
Surové obrazy bolo vhodné normalizovať. Na tento účel bola použitá štandardizácia
odčitaním priemeru a vydelením smerodajnou odchylkou, pričom hodnoty priemeru
a smerodajnej odchylky boli vypočítané cez celý dataset pre každý typ parametrickej
2D reprezentácie separátne.
Na zvýšenie variability nameraného data-setu bola implementovaná augmentá-
cia, ktorá pozostáva z nasledujúcich krokov: (i) pripočítanie náhodných hodnôt z
predom definovaného intervalu, (ii) násobenie náhodnými hodnotami z predom defi-
novaného intervalu, (iii) náhodné zaostrovanie a rozostrovanie a (iv) náhodné rotácie.
Všetky parametre augmentácie boli nastavené na základe predchádzajúcej optima-
lizácie. Po augmentácii boli vstupné obrazy o veľkosti 512x512 náhodne orezané
na oblasť o veĺkosti 224x224 pixelov. Orezanie nebolo nutné, keďže po poslednej
vrstve ResNet-u nasleduje average pooling, ktorý zabezpečí správne fungovanie pri
vstupe akejkoľvek veľkosti [32]. Sieť však bola navrhnutá pre vstupné obrazy veľ-
kosti 224x224, preto bol aplikovaný aj tento krok. Na dáta spadajúce do validačnej
množiny bolo aplikované iba náhodné orezanie.
5.2 Trénovanie siete
Aby bolo možné klasifikovať obrazy buniek do dvoch kategórii naraz, bolo potrebné
zmeniť počet výstupov sieťe ResNet-50 na 4. Prvé 2 reprezentujú príslušnosť k bun-
kovej línii (PC-3 a 22Rv1) a ďalšie 2 reprezentujú rezistenciu voči zinku (Wild-type
a Zn-resistant). Upravená sieť teda naraz klasifikuje jeden obraz do dvoch kategórii.
Trénovanie prebiehalo na všetkých troch vyššie spomenutých parametrických 2D ob-
razoch separátne, ako aj na ich kombinácii vytvorením 3-kanálového obrazu. Týmto
spôsobom boli testované rôzne typy vstupov.
Data-sety oboch bunkových línii boli rozdelené v pomere 4:1 na trénovacie a
testovacie množiny. Na tréning bola preto využitá 5-násobná krížová validácia aby
sa zaistilo, že všetky obrazy budú postupne spadať do validačnej množiny a bolo
možné na nich testovať. Všetky modely boli trénované s rovnakými parametrami
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nastavenými na základe dôkladnej manuálnej optimalizácie. Počet iterácii trénova-
nia bol nastavený hodnotu na 1500 (64 epoch) a batch size na 32. Parametre siete
boli optimalizované pomocou algoritmu Adam. Počiatočný learning rate s hodnotou
0,0001 sa s využitím scheduleru znižoval pri iteráciach č. 750, 1250 a 1400 na jednu
desatinu svojej pôvodnej hodnoty. Ako chybová funkcia bola použitá krížová entro-
pia. Týmto spôsobom bolo vytvorených 20 rôznych modelov pre obe siete, pričom
pre každý boli ukladané konkrétne náhodne vybrané validačné obrazy pre ďalšiu
evaluáciu a generovanie lokalizačných máp. Priebehy trénovania všetkých modelov
boli podobné, na ilustráciu je uvedený príklad grafu závislosti presnosti na priebehu
trénovania jedného z modelov pre obe siete, zobrazený na Obr. 5.1.








































Obr. 5.1: Priebehy trénovania jedného z modelov pri kombinácii všetkých 3 paramet-
rických reprezentácii na vstupe; A) predtrénovaný ResNet-50, B) nepredtrénovaný
ResNet-50. Zelená krivka reprezentuje validačnú presnosť klasifikácie bunkovej línie,
červená validačnú presnosť klasifikácie rezistencie.
Trénovanie prebiehalo na vzdialenom serveri na Ústave Biomedicínskeho Inži-
nierstva VUT v Brne s nasledujúcimi špecifikáciami: Intel(R) Core i7 3.07 GHz
CPU a 8GB GDDR5 NVIDIA GeForce GTX 1070 GPU. Výpočtový čas pre každý
typ vstupu bol približne 120 minút, celková doba trénovania teda dosiahla približne
16 hodín.
5.3 Vizualizácia pomocou lokalizačných máp
Po pretrénovaní siete bol implementovaný algoritmus Grad-CAM [40] a metóda
postupnej oklúzie obrazu. Keďže v niektorých prípadoch bunka presahuje výrez
224x224, vstupom do oboch metód je obraz v pôvodnej veľkosti aby lokalizačná
mapa obsahovala ucelenú informáciu. Výstupom každej z metód sú dve lokalizačné
mapy, ktoré korešpondujú s klasifikáciou bunkovej línie alebo rezistencie.
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Implementácia metódy Grad-CAM
Algoritmus potrebný na implementáciu bol prevzatý a upravený z [40]. Pre správne
fungovanie bolo potrebné pridať nový vstup, ktorý určuje daný typ generovanej
lokalizačnej mapy (bunková línia alebo rezistencia). Nasledujúcim krokom bolo už
iba normalizovať vstup podobne ako pri trénovaní siete.
Implementácia metódy oklúzie obrazu
Pri metóde postupnej oklúzie bolo v prvom kroku potrebné definovať veľkosť štvorca,
ktorým bude vstup postupne zakrývaný. Zvolená hodnota bola 32x32 pixelov. Do
siete najprv vstupoval neprekrytý obraz, výstupom boli predikované triedy. Prediko-
vaná trieda, teda trieda s najvyššou odozvou, bola využitá na generovanie oklúznej
lokalizačnej mapy. V ďalšom kroku bol implementovaný cyklus, ktorý prechádza
celým vstupom. V každej iterácii sa vstup prekryje štvorcom, ktorý je vyplnený
šumom normálneho rozdelenia, ukážka na Obr. 5.2. Takto upravený obraz následne
vstupuje do siete, ktorej výstup sa rozdelí na dve časti podľa typu klasifikácie. Pomo-
cou indexov vyjadrených z výstupu neprekrytého obrazu sú vybrané korešpondujúce
hodnoty výstupu prekrytého obrazu. Každá z hodnôt je ďalej zapísaná na prislú-
chajúce miesto vo výslednej lokalizačnej mape. Tento postup sa opakuje pri každej
iterácii, až kým štvorec neprejde z ľavého horného do pravého dolného rohu vstup-
ného obrazu. Krok posunu štvorca bol nastavený na hodnotu 8. Pre jednoduchšie
porovnanie výsledkov dosiahnutých oboma metódami vizualizácie boli všetky hod-
noty lokalizačnej mapy odčítané od 1. V opačnom prípade by vyzerali podobne ako
na Obr. 3.3. Lokalizačné mapy zväčšené z pôvodnej veľkosti 64x64 na 512x512 boli,
podobne ako pri metóde Grad-CAM, následne prekryté so vstupom.
Pomocou týchto vizualizácii je možné pozorovať, ktoré časti, prípadne organely
bunky sú charakteristické pre danú bunkovú líniu alebo typ.
Táto metóda generovania lokalizačných máp je veľmi výpočtovo náročná, a to
najmä ak požadujeme výstup v relatívne vysokom rozlíšení. Pri veľkosti vstupu
512x512 pixelov a požadovanej veľkosti lokalizačnej mapy 64x64 pixelov bolo po-
trebné pre každý obraz vybaviť natrénovanú sieť až 4096-krát. Výpočtový čas pre
jeden obraz bol viac ako 60 sekúnd, generovanie lokalizačných máp pre celý dataset
teda trvalo približne 14 hodín.
5.4 Interpretácia klasifikačných procesov
Pre interpretáciu klasifikačných procesov boli okrem lokalizačných máp potrebné aj
binárne segmentačné masky, ktoré ohraničujú subcelulárne regióny jednotlivých bu-
niek (celé bunky, jadrá, jadierka). Analýza prebiahala pomocou manuálnych masiek.
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Obr. 5.2: Postupne prekrývaný obraz v algoritme oklúzie. Štvorec prechádzajúci plo-
chou obrazu má veľkosť 32x32 pixelov a je vyplnený šumom normálneho rozdelenia.
Z týchto binárnych masiek boli pre účely interpretácie vyjadrené masky ohraničujúce
oblasť cytoplazmy bunky, oblasť jadier bez jadierok a oblasť jadierok, znázornené
na Obr. 5.4 s ďalšími ukážkami v prílohe na konci práce.
C)A) B)
Obr. 5.3: Ukážka modifikovaných binárnych segmentačných masiek na účely inter-
pretácie. A) cytoplazma, B) jadro bez jadierok, C) jadierka.
Nasledujúcim krokom bol návrh algoritmu pre kvantifikáciu rozdielov jednotli-
vých klasifikačných tried. Pre tento účel bola využitá intenzita lokalizačných máp
a hodnoty refrakčného indexu (RI) v oblastiach vymedzených binárnymi maskami.
Vo všetkých lokalizačných mapách a surových obrazoch boli postupne vymedzované
oblasti podľa segmentačných masiek. V týchto oblastiach boli následne počítané
hodnoty priemeru, maxima a smeodajnej odchylky. Pomocou zmienených štatistic-
kých parametrov prebiehala evaluácia a interpretácia. Bloková schéma kompletného
návrhu algoritmu sa nachádza na Obr. 5.4.
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Vstupný obraz




regióny významné pre klasifikáciu
Obr. 5.4: Bloková schéma celého priebehu finálneho algoritmu. Obraz bunky vstu-
puje do siete ResNet-50, následne je spolu s jeho predikovanými slúži ako vstup do
metód generujúcich lokalizačné mapy. V oblastiach vymedzených segmentačnými
maskami je meraná intenzita máp. Na základe hodnôt intenzity sú predikované re-
gióny dôležité pre klasifikáciu.
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6 Výsledky a diskusia
Úspešnosť klasifikácie bola vyhodnocovaná separátne pre bunkovú líniu (PC-3 vs.
22Rv1) a rezistenciu (Wild-Type vs. Zn-resistant). V Tab. 6.1 je možné vidieť prie-
merné úspešnosti pre oba typy klasifikácie v závislosti na použitom vstupe. Predt-
rénovaná sieť dosahovala všeobecne lepšie výsledky, preto sa ďalšia analýza venuje
iba nej. Predtrénovaná sieť bola použitá aj na generovanie lokalizačných máp. Naj-
vyššia presnosť bola pozorovaná pri použití rezu s najvyššou hodnotou entropie ako
vstupu, konkrétne 98,02% pri klasifikácii bunkovej línie a 96,08% pri klasifikácii re-
zistencie voči zinku. Presnosť klasifikácie rezistencie bola všeobecne nižšia, no vždy
dosahovala hodnoty vyššie ako 94%.. Z hodnôt v tabuľke je ďalej možné konštatovať,
že použitie rôznych vstupných obrazov nemá výrazný vplyv na výslednú úspešnosť
klasifikácie. Pre ďalšiu evaluáciu a generovanie lokalizačných máp bol však použitý
rez z najvyššou hodnotou entropie.
Tab. 6.1: Priemerné validačné úspešnosti klasifikácie jendotlivých modelov [%]
predtrénovanej aj nepredtrénovanej siete v závislosti na type klasifikácie a použi-
tého vstupu, vyjadrené v priebehu trénovania siete.
Predtrénovaná Nepredtrénovaná
Typ vstupu Bunková línia Rezistencia Bunková línia Rezistencia
Max-projekcia 97,93 95,14 90,18 83,35
Std-projekcia 97,90 94,42 90,09 82,91
Projekcia entropie 98,02 96.08 90,41 84,27
Kombinácia všetkých 98,25 95,47 90,74 83,58
Evaluácia výsledkov prebehla aj pomocou matíc zámen vyjadrených po natré-
novaní siete na testovacích dátach. Tab. 6.2 kombinuje klasifikáciu bunkovej línie a
rezistencie. Obe matice vznikli sčítaním matíc zámen charakterizujúcich predikcie
na validačnej množine jednotlivých modelov.
Tab. 6.2: Kombinácia matíc zámen pre klasifikáciu bunkovej linie a rezistencie (hod-
noty v zátvorkách).
Správna / Predikovaná trieda PC-3 (Wild type) 22Rv1 (Zn-resistant)
PC-3 (Wild type) 418 (349) 0 (2)
22Rv1 (Zn-resistant) 3 (6) 294 (358)
Z hodnôt matíc zámen boli vyjadrené jednotlivé 𝐹1 skóre, pričom pri klasifikácii
bunkovej línie dosiahlo hodnotu takmer 100%, pri klasifikácii rezistencie 98,41%.
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6.1 Vizualizácia a interpretácia pomocou lokalizač-
ných máp
S cieľom identifikovať, ktoré oblasti buniek sú významné pre klasifikáciu, a s tým
asociované pre fenotyp Zn-resistant, boli vytvorené lokalizačné mapy. Ich intenzita
bola následne porovnávaná v oblastiach vymedzených maskami manuálne a auto-
maticky nasegmentovaných regiónov buniek (hranica bunky, jadrá a jadierka).
Každá bunka z datasetu spadá do 2 kategórii naraz (PC-3 alebo 22Rv1 a Wild
type alebo zinok rezistentná). Z tohto dôvodu boli pre každý obraz vygenerované 2
lokalizačné mapy pre klasifikáciu bunkovej línie a rezistencie, a to oboma spomenu-
tými spôsobmi (Grad-CAM a metóda postupnej oklúzie), viď na Obr. 6.1 s ďalšími
ukážkami v prílohe na konci práce.
Obr. 6.1: Ukážky lokalizačných máp na bunke PC-3 Zinc resistant oboma metódami
pre oba typy klasifikácie. Na prvom riadku podľa algoritmu Grad-Cam, na druhom
podľa algoritmu oklúzie. V prvom stĺpci pre klasifikáciu bunkovej línie, v druhom
pre klasifikáciu rezistencie voči zinku
Tab. 6.3 sumarizuje parametre vyjadrené na základe intenzity lokalizačných máp.
Priemerné hodnoty intenzity lokalizačných máp v oblastiach vymedzených segmen-
tačnými maskami sa naprieč výsledkami výrazne nelíšili, čo môže vypovedať o rov-
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nako veľkých oblastiach s vysokou intenzitou vzhľadom na celkovú plochu jednotli-
vých regiónov. Zaujímavé sú však hodnoty maxím. Tie sú vizualizované aj pomocou
box plotov na Obr. 6.2.
Výskyt vyššieho počtu odľahlých hodnôt v grafoch v regióne cytoplazmy, rovnako
ako vyšších hodnôt smerodajnej odchylky v Tab. 6.3 v regióne cytoplazmy, indikuje,
že pri menšine buniek nebol tento región rozhodujúci. Mohlo to byť spôsobené rov-
nomerným rozložením oblastí s vysokou intenzitou lokalizačných máp cez viaceré
subcelulárne regióny. Na základe hodnôt maxím pri použití algoritmu Grad-CAM je
možné vyvodiť záver, že pri klasifikácii bunkovej línie je najdôležitejším regiónom v
bunke cytoplazma, zatiaľ čo najmenej vplyvnou oblasťou je jadro. Jadrá a jadierka
však určite nie sú zanedbateľné s maximálnymi hodnotami vždy väčšími ako 0,71,
natrénovaná sieť sa však častejšie sústredila práve na oblasť cytoplazmy. To môže
byť spôsobené prítomnosťou vezikúl a ďalších bunkových štruktúr v tejto oblasti,
ktoré sú pravdepodobne významné pre správne zaradenia bunky do danej kategórie,
a teda charakteristické pre danú bunkovú líniu. Zóny s vysokou intenzitou boli často
lokalizované v blízkosti jadra. V obrazoch ODT sú v okolí jadra pozorovateľné zre-
teľné štruktúry, mitochondrie a endoplazmatické retikulum, ktorých morfologické
zmeny mohli byť rozpoznané neurónovou sieťou a prisipeť k správnej klasifikácii.
Ďalším možným výkladom výsledkov sú morfologické rozdiely medzi PC-3 a 22Rv1
bunkami. Niektoré bunky sú väčšie/menšie a viac/menej adherujú k podkladu ako
iné, čím sa môže meniť štruktúra cytoplazmatickej membrány týchto buniek. Všetky
spomenuté charakteristiky spadajú práve do oblasti cytoplazmy, preto sa odrazili aj
na výsledkoch. Algoritmus postupnej oklúzie poukazuje na rovnaké závery. Oblasť
cytoplazmy sa takisto javí ako najvýznamnejšia. Hodnoty priemeru sú pri tejto me-
tóde všeobecne nižšie, čo je zapríčinené nižším počtom pixelov s vysokou intenzitou
lokalizačných máp, ako demonštruje aj Obr. 6.1. Pri klasifikácii rezistencie voči zinku
boli pozorované výraznejšie rozdiely medzi jednotlivými regiónmi bunky. Rovnako
ako pri klasifikácii bunkovej línie, región cytoplazmy sa javí ako rozhodujúci. Je teda
možné tvrdiť že elementy prítomné v oblasti cytoplazmy sú asociované s fenotypom
Zn-resistant.
Uvedené závery potvrdzuje aj meranie refrakčného indexu (RI) v jednotlivých
oblastiach, s konkrétnymi hodnotami v Tab. 6.4. Hodnoty RI dosahovali najvyšších
maxím práve v oblasti cytoplazmy.
V Tab. 6.5 sú sumarizované priemerné hodnoty plochy buniek, ich solidity a
priemerné hodnoty RI v oblasti cytolpazmy. Zinok-rezistentná varianta buniek línie
PC-3 vykazuje viac ako dvoj-násobnú veľkosť. Táto skutočnosť bola pravdepodobne
jedným z rozhodujúcich parametrov pre správnu klasifikáciu. So zvýšenou veľkosťou
buniek sa zväčšujú aj prázdne oblasti buniek - oblasti s nízkou intenzitou v obrazoch
ODT - oblasti s nízkym RI. Na Obr. 6.1 je možné pozorovať oblasť bunky vľavo dole
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Tab. 6.3: Sumarizácia parametrov (priemer, maximum a smerodajná odchylka) vy-
jadrených na základe intenzity lokalizačných máp v jednotlivých oblastiach buniek
pre oba typy klasifikácie.
Oblasť buniek
Grad-CAM Oklúzia




Cytoplazma 0,51 0,95 0,19 0,34 0,87 0,14
Jadrá bez jadierok 0,52 0,81 0,13 0,34 0,71 0,12
Jadierka 0,53 0,81 0,13 0,35 0,71 0,12
Klasifikácia
rezistencie
Cytoplazma 0,47 0,94 0,20 0,36 0,90 0,14
Jadrá bez jadierok 0,46 0,77 0,14 0,37 0,75 0,13
Jadierka 0,46 0,77 0,14 0,37 0,76 0,13
A)
B)
Obr. 6.2: Box ploty maximálnych hodnôt intenzity lokalizačných máp vygenero-
vaných metódami Grad-CAM a oklúzie v oblastiach vymedzených segmentačnými
maskami; A) pre klasifikáciu bunkovej línie, B) pre klasifikáciu rezistencie.
s vysokou intenzitou, najmä pri klasifikácii rezistencie sa javí ako rozhodujúca. Pri
bunkách PC-3 Wild type sa takto rozsiahle prázdne oblasti nevyskytujú. Veľkosti
buniek línie 22Rv1 oboch fenotypov sa naopak takmer nelíšia. Medzi rozhodujúce
príznaky v obrazoch pre ich správnu klasifikáciu preto ich veľkosť nepatrí. Subjek-
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Tab. 6.4: Priemerné hodnoty maxím, hodnoty prvého a tretieho kvartilu refrakčného
indexu v jednotlivých oblastiach buniek vymedzených manuálne nasegmentovanými
maskami.
Oblasť buniek RI Q1 Q3
Cytoplazma 1,390 1,375 1,403
Jadrá bez jadierok 1,371 1,363 1,378
Jadierka 1,372 1,363 1,378
tívna analýza lokalizačných máp buniek 22Rv1 však poukázala na dôležitosť oblastí
v blízkosti okraja buniek tejto línie - cytoplazmatickej membrány. Jej morfológia sa
pri viacerých vzorkách javila ako určujúci faktor pre správnu klasifikáciu.
Pre výklad parametra solidita je potrebné tento pojem definovať. Hodnoty soli-
dity vyjadrujú pomer medzi celkovou plochou a konvexnou plochou:
𝑆𝑜𝑙𝑖𝑑𝑖𝑡𝑎 = 𝐶𝑒𝑙𝑘𝑜𝑣á 𝑝𝑙𝑜𝑐ℎ𝑎
𝐾𝑜𝑛𝑣𝑒𝑥𝑛á 𝑝𝑙𝑜𝑐ℎ𝑎. (6.1)
Solidita kompletne konvexného útvaru má hodnotu 1 [41]. Analyzované bunky teda
nie sú dokonale konvexné, na ich cytoplazmatickej membráne sú pozorovateľné vý-
bežky. Nižšie hodnoty solidity korešpondujú s tzv. blebbingom, vydutím cytoplazma-
tickej membrány do vonkajšieho prostredia. Tieto hodnoty boli však vyjadrené na
základe manuálne nasegmentovaných binárnych masiek, ktoré bunky neohraničujú
dokonale. Preto je možné predpokladať, že reálne hodnoty solidity sú v skutočnosti
nižsie a bunky nenadobúdajú tak konvexné tvary, ako vyplýva z nameraných hodnôt.
Solidita sa na základe dát naprieč bunkovými typmi výrazne nelíši. Pre klasifiká-
ciu však mohla byť významným parametrom, keďže do neurónovej siete vstupovali
obrazy bez binárnych masiek. Sieť preto mohla extrahovať isté príznaky korešpon-
dujúce práve s hodnotami solidity jednotlivých bunkových typov. Na základe do-
stupných dát však nie je možné túto hypotézu potvrdiť ani vyvrátiť.
Ako už bolo uvedené, z hodnôt v Tab. 6.4 vyplýva, že najvýznamnejším regiónom
pre klasifikáciu je cytoplazma. Výrazným elementom v tejto oblasti sú vezikuly, kto-
rých početnejší výskyt bol pozorovaný pri Zinok-rezistentnej variante PC-3 buniek
naproti PC-3 Wild type. Vezikuly majú v snímkoch optickej difrakčnej tomografie
vysokú intenzitu, teda vysoké hodnoty RI. Preto je možné ich považovať za prí-
znak významný pre klasifikáciu. Vyššie hodnoty priemerného RI v cytoplazme PC-3
Zn-resistant buniek ako ich Wild type náprotivku v Tab. 6.5, indikujú práve prítom-
nosť vezikúl vo vyššom počte. Je preto možné ich považovať za charakteristickú črtu
PC-3 Zn-resistant buniek. Jednou z funkcií intracelulárnych vezikúl je intracelulárny
transport špecifických molekúl, čo môže korešpondovať so zvýšenou mierou migrácie
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Zn-resistant buniek, teda ich zvýšenou aktivitou a agresivitou. Závery práce Leca
et al [42] poukazujú na prepojenie výskytu vezikúl a agresivity nádorových buniek
pankreasu. V práci Albina et al [43] bol potvrdený význam transportu špecifických
molekúl vezikulami pre progresiu nádoru prostaty. Tieto zistenia podporujú pre-
zentovanú teóriu vplyvu vezikúl na agresivitu buniek línie PC-3. Pri bunkách línie
22Rv1 tieto rozdiely RI nie sú až tak výrazné. 22Rv1 Zn-resistant totiž na základe
tzv. colony forming assay v práci Raudenskej et al [7] netvoria viac kolónii ako bunky
22Rv1 Wild type. Miera ich migrácie po úprave zinkom nestúpa, preto sa nezvyšuje
ani počet ich vezikúl.
Tab. 6.5: Priemerné hodnoty plochy bunky [𝜇𝑚2], solidity bunky a priemerné hod-
noty RI v oblasti cytoplazmy jednotlivých bunkových typov. Skratka res značí prí-
slušnosť k fenotypu Zn-resistant.
PC-3 WT PC-3 res 22Rv1 WT 22Rv1 res
Plocha bunky 786,52 1646,72 437,78 413,70
Solidita 0,83 0,89 0,79 0,81
RI v cytoplazme 1,344 1,338 1,345 1,347
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Záver
Bakalárska práca bola zameraná na automatickú klasifikáciu agresívnych nádoro-
vých buniek prostaty pomocou konvolučných neurónových sietí a následnú interpre-
táciu klasifikačných procesov pomocou lokalizačných máp a segmentačných masiek.
Cieľom bolo tieto bunky správne zaklasifikovať a odhaliť subcelulárne regióny vý-
znamné pre klasifikáciu.
Pre účely práce bol nameraný dataset obsahujúci približne 750 zorných polí ob-
razov dvoch línii buniek rakoviny prostaty a ich agresívnejších náprotivkov s experi-
mentálne indukovanou rezistenciou voči zinku (PC-3 Wild type, PC-3 Zn-resistant,
22Rv1 Wild Type, 22Rv1 Zn-resistant). Akvizícia dát prebiehala pomocou moder-
nej mikroskopickej metódy, optickej difrakčnej tomografie, ktorá je založená na me-
raní refrakčného indexu. To umožnilo prácu so živými nefixovanými bunkami bez
akýchkoľvek farbív (label-free metóda). Celý dataset bol naanotovaný manuálnymi
segmentačnými maskami ohraničujúcimi dôležité regióny bunky (celá bunka, jadrá,
jadierka).
Následne bola implementovaná konvolučná neurónová sieť ResNet-50, pomocou
ktorej boli mikroskopické obrazy buniek klasifikované do príslušných tried. Pri kla-
sifikácii bunkovej línie bola presnosť 98,02% s 𝐹1 𝑠𝑘ó𝑟𝑒 takmer 100%, pri klasi-
fikácii rezistencie voči zinku 96,08% a 98,41%, v uvedenom poradí. Interpretácia
klasifikačných procesov prebiehala pomocou lokalizačných máp, generovaných me-
tódou Grad-CAM a metódou postupnej oklúzie spolu s manuálnymi segmentačnými
maskami. Štatistická analýza lokalizačných máp a refrakčného indexu pôvodného
snímku potvrdila, že najvýznamnejším regiónom pre klasifikáciu je cytoplazma. Jed-
ným z elementov nachádzajúcich sa v cytoplazme sú vezikuly, ktorých zvýšený vý-
skyt korešponduje so zvýšenou agresivitou buniek. Pri bunkách PC-3 Zn-resistant
bol pozorovaný nárast počtu a veľkosti vezikúl, naproti PC-3 Zn.resistant. Vezikuly
majú v obrazoch optickej difrakčnej tomografie vysokú intenzitu. Ďalším význam-
ným príznakom je veľkosť buniek, najmä pri línii PC-3, kde Zn-resistant varianta
má priemerne viac ako dvoj-násobnú veľkosť. Pri klasifikácii buniek línie 22Rv1 bola
charakteristická morfológia cytoplazmatickej membrány.
Výstupom práce je systém schopný klasifikácie mikroskopických obrazov nádo-
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Obr. A.1: Ukážky lokalizačných máp metódy Grad-CAM; A) bunky PC-3, B) bunky
22Rv1; vľavo pre klasifikáciu bunkovej línie, vpravo pre klasifikáciu rezistencie.
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Obr. B.1: Ukážky lokalizačných máp metódy oklúzie; A) bunky PC-3, B) bunky
22Rv1; vľavo pre klasifikáciu bunkovej línie, vpravo pre klasifikáciu rezistencie.
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C Ukážky segmentačných masiek
A)
B)
Obr. C.1: Ukážky segmentačných masiek.; A) bunky PC-3, B) bunky 22Rv1; z ľava:
obraz bunky (max-projekcia), cytoplazma, jadrá bez jadierok, jadierka.
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D Obsah priložených súborov
/majercik_bp ................................ koreňový adresár priloženého média
data..................................dátové súbory potrebné na demonštráciu
067.tiff ...............................................3D vstupný obraz
067_c1_cell.png ........................................... maska bunky
067_c1_cytoplasm.png .................................maska cytoplazmy
067_c1_nucleus.png ........................................ maska jadier
067_c1_nucleolus.png ....................................maska jadierok
067_c1_nucleus_w_nucleolus.png ...............maska jadier bez jadierok
model .......................................... zložka pre natrénovaný model
blurSharpAugmenter.py ...........skript implementujúci ostrenie a rozostrenie
dataloader.py ........................................skript na načítanie dát
demo.py ..................................... skript na spustenie demonštrácie
gradcam.py .........................skript implementujúci metódu Grad-CAM
heatmap_eval.py ....................... skript na evaluáciu lokalizačných máp
heatmap_generator.py ............... skript na generovanie lokalizačných máp
occlusionF.py ..........................skript implementujúci metódu oklúzie
process3D.py ....................................skript na tvorbu 2D obrazov
train_cross_val.py .........................................trénovací skript
README.txt ................................... návod na inštaláciu a spustenie
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