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Abstract 
This paper deals with certain classes of Cauchy’s solutions of quasilinear second order differential equations in general form, 
Van der Pol's differential equation, which is used in the theory of electric circuits, and Lagerstorm's differential equations, which 
is used in asymptotic treatment of viscous flow past a solid at low Reynolds number. Behaviour of integral curves in the 
neighbourhoods of an arbitrary or integral curve is considered. Obtained results establish sufficient conditions for the existence 
and asymptotic behaviour of the observed equations. The obtained results contain the answer to the question on approximation of 
solutions whose existence is established. The errors of the approximation are defined by functions that can be sufficiently small.
The qualitative analysis theory and topological retraction methods were used. 
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1. Introduction 
    Many processes in science and technique are described with the quasilinear differential equations whose solution 
is not always possible to find, [5].  Methods of qualitative analysis of differential equations allow to determine the 
existence and asymptotic behaviour of solutions of these equations, the stability of the solution, and if it is possible 
to approximately determine the requested solution, [3],[4].  For example, since introduced in the 1950s by P.A. 
Lagerstrom, the model of Lagerstrom’s equation where studied by many authors with the help of variation
techniques ([2],[9]). The authors Popovic and Szmolyan used in [9] geometrical approach. Here we shall use the 
qualitative analysis theory of differential equations and topological retraction method ([1],[6], [7], [8], [10], [11], 
[12]).    
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Notation 
fϵC(I)  f continuous  function on interval I=(a,∞) 
fϵC1(I)     f and f' continuous  functions on interval I 
fϵC2(I)  f ,  f' and f" continuous  functions on interval I 
ψ0=ѱ(t0),  t0 ϵ I 
y0=y(t0),  t0 ϵ I 
y'0=y'(t0),  t0 ϵ I 
Sp(I),  p ϵ {1,2}  class of solutions defined on I, which depends on p parameters 
S0(I)            exists at least one solutions defined on I 
Li , (i=1,2,3)   Lipschitz’s constants 
 
The behaviour of the solutions of quasilinear second order differential equation in general form 
),(),(),( tyFytyQytyPy  ccc    (1) 
where P, Q, F continuous function on R×I, I=(a,∞), a ϵ R,  in the neighbourhood of an arbitrary curve are 
considered. 
As special cases we consider Lagerstrom’s equation and Van der Pol’s equation, [5].  Let 
^ ,`),(),( IttyIRty  u * M    
where φϵC2(I),  is an arbitrary curve in R×I . 
 
Let r1,r2 ϵ C1(I), r1>0, r2>0 on I and let the solutions y(t) of equations (1) satisfy on I, either the conditions 
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Using substitution  y’= x, where x=x(t) is a new unknown function, equation (1) is transformed into a quasilinear 
system of equations 
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 Let ሺ߮ሺݐሻǡ ߰ሺݐሻǡ ݐሻǡ ݐ א ܫǡ  where ߮ሺݐሻ ൌ ߰ᇱሺݐሻǡ be an arbitrary integral curve of system (4), and let Ω=R2×I. We 
shall consider the behaviour of the integral curve ( x(t), y(t), t ) of system (4) with respect to the sets: 
 ^ ,`)()(),()(:,, 2221 trtytrtxtyx : \MV   
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The boundary surfaces of σ and ω are, respectively, 
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Let us denote the tangent vector field to an integral curve (φ(t), ψ(t), t) of system (4) by T.  
    1,),,(),(),(,, xtyFytyQxtyPtyxT  
 
 
The vectors ׏ܪ௜ଵ,׏ܪ௜ଶ and ׏ܪ are the outer normals on surfaces ܪ௜ଵ,ܪ௜ଶ and ܪ, respectively: 
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By means of scalar products: 
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on surfaces ܪ௜ଵ ,ܪ௜ଶ  and ܪ, respectively, we establish the existence and behaviour of integral curves of (4) with 
respect ߪ and ω. 
 
The results of this paper are based on the following Lemmas (see [6]-[8]). 
 
Lemma 1. If, for the system (4), the scalar productߨ ൏ Ͳ݋݊ܪሺߨ௜௞ ൏ Ͳ݋݊ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶǡ ݅ ൌ ͳǡʹǡ ݇ ൌ
ͳǡʹሻ, then the system (4) has a class of solutions ܵଶሺܫሻ belonging to the set ω for all tϵI, i.e. ܵଶሺܫሻ ؿ ߱ሺܵଶሺܫሻ ؿ ߪሻǤ 
 
Lemma 2. If, for the system (4), the scalar productߨ ൐ Ͳ݋݊ܪሺߨ௜௞ ൐ Ͳ݋݊ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶǡ ݅ ൌ ͳǡʹǡ ݇ ൌ
ͳǡʹሻ, then the system (4) has at least one solutionon I whose graph belongs to the set ω for all tϵI, i.e. ܵ଴ሺܫሻ ؿ
߱ሺܵ଴ሺܫሻ ؿ ߪሻǤ 
 
Lemma 3. If, for the system (4), the scalar product ߨ௜ଵ ൏ Ͳ݋݊ܪଵଵ ׫ ܪଶଵǡ and  ߨ௜ଶ ൐ Ͳ݋݊ܪଵଶ ׫ ܪଶଶ (or reversely), 
then the system (4) has a class of solutions ܵଵሺܫሻbelonging to the set ߪ for all ݐ߳ܫǡ i.e. ܵଵሺܫሻ ؿ ߪǤ 
According to Lemma 1. the set H (ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶሻ is a set of points of strict entrance of integral curves of the 
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system (4) with respect to the sets ω (σ) and Ω. Hence, all solutions of system (4) which satisfy condition ȁݕ଴ െ
߰଴ȁ ൑ ݎଶሺݐ଴ሻǡ ȁݕԢ଴ െ ߰Ԣ଴ȁ ൑ ݎଵሺݐ଴ሻ also satisfy conditions ȁݕሺݐሻ-߰ሺݐሻȁ ൏ ݎଶǡ ȁݕ′ሺݐሻ-߰′ሺݐሻȁ ൏ ݎଵǡ for every   ݐ ൐ ݐ଴, 
i.e. ܵଶሺܫሻ ؿ ߱ሺܵଶሺܫሻ ؿ ߪሻǤ 
 
According to Lemma 2. the set H (ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶሻ is a set of points of strict exit of integral curves of the 
system (4) with respect to the sets ω (σ) and Ω. Hence, according to T.Wazewski’s retraction method [12], system 
(4) has at least one solution belonging to set ω (σ) for  ݐ ൐ ݐ଴, i.e. ܵ଴ሺܫሻ ؿ ߱ሺܵ଴ሺܫሻ ؿ ߪሻǤ 
 
According to Lemma 3. the set ܪଵଵ ׫ ܪଶଵ is a set of points of strict entrance, and  ܪଵଶ ׫ ܪଶଶ is a set of strict exit (or 
reversely) of integral curves of (4) with respect to the sets ߪand Ω. Hence, according to retraction method, system 
(4) has a one-parameter class of solutions belonging to set σ for  ݐ ൐ ݐ଴, i.e. ܵଵሺܫሻ ؿ ߪǤ 
 
2. The main results 
Theorem 1. Let  P(y,t),Q(y,t),F(y,t)ϵ(R×I)  satisfy the conditions: 
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   (5) 
where (y1 ,t),(y2,t) ϵ(R×I)  and r1,r2ϵC1(I), r1>0, r2>0.  Then: 
 
a) If the conditions 
  112321 rPrrQLLL c \M    (6) 
21 rr c    (7) 
are satisfied on ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ, then all solutions y(t) of the problem (1),(2) satisfy the conditions 
012 >,)()(,)()( ttrttyrtty cc \\   (8) 
b) If the conditions 
  112321 rPrrQLLL c \M    (9) 
21 rr c    (10) 
 
are satisfied on ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ, then at least one solutions of the problem (1),(2) satisfies the conditions (8). 
 
c) If the conditions (6) and (10), or (7) and (9) are satisfied on ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ, then the problem (1),(2) 
has one-parameter class of solutions that satisfy the conditions (8). 
 
 
Theorem 2. Let P(y,t),Q(y,t),F(y,t)ϵ(R×I)   and let the conditions (5) be satisfied. Let r1,r2ϵC1(I), r1>0, r2>0   and  
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 .4 211212222122321 rrrPrrQrrrLLL cc \M   (11) 
Then: 
(i ) If 
,0>2rc    (12) 
then all solutions y(t) of the problem (1),(3) satisfy the condition 
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(ii) If 
,02 cr    (14) 
then at least one solution of the problem (1),(3) satisfies the condition (13). 
 
 
Proof of Theorem 1. We shall consider the equations (1) through the equivalent system (4). Let us consider the 
integral curves of the system (4) with respect to the set σ. 
For the scalar product  ߨ௜ଵሺݔǡ ݕǡ ݐሻ ൌ ሺ׏ܪ௜ଵሺݐሻǡ ܶሻ on ܪ௜ଵ and  ߨ௜ଶሺݔǡ ݕǡ ݐሻ ൌ ሺ׏ܪ௜ଶሺݐሻǡ ܶሻ on ܪ௜ଶ we have: 
 > @  > @ ,)1()1()1( 1111 rQPFyQrPrFQyPx iiii cc cc M\M\MS  
   .)1()1()1( 2212 rxrx iiii c cc  M\S  
 
a) According to the conditions (5) and (9), the following estimates for ߨ௜ଵ  on ܪ௜ଵ  and ߨ௜ଶ  on ܪ௜ଶ  are valid, 
respectively: 
   ,012213211211 cdccd rrLLLrQrPrQPFrQrPi \MM\MS  
 
.021
2 cd rriS  
 
Accordingly, set ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ is a set of points of strict entrance of integral curves of the system (4) with 
respect to the sets σ and Ω. Hence, all solutions of the system (4) which satisfy the conditions 
 
,)(,)( 02000100 trytrx dd \M  
 
also satisfy conditions 
 
.>,)()()(,)()()( 021 tttrttytrttx dd \M  
 
Since, in view of y’=x,   x0-φ0=y0’-ѱ0’,  all solutions of the problem (1),(2) satisfy the conditions (8). 
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b) According to the conditions (5), (9) and (10), the following estimates for ߨ௜ଵ on ܪ௜ଵ and ߨ௜ଶ on ܪ௜ଶ are valid, 
respectively: 
   ,0>)( 12213211212 rrLLLrQrPrQPFrQrPi ctcct \MM\MS  
 
.0>21
2 rri ctS  
 
Accordingly, set ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ is a set of points of strict exit of integral curves of the system (4) with respect 
to the sets σ and ȳǤ Hence, according to T. Wazewski’s retraction method [10], the system (4) has at least one 
solutions belonging to the set σ for all ݐ א ܫǤ Consequently, the problem (1), (2) has at least one solution which 
satisfies the conditions (8). 
 
c) In this case ܪଵଵ ׫ ܪଶଵ is a set of point of strict exit, and ܪଵଶ ׫ ܪଶଶ is a set of points of strict entrance (or 
reversely) of integral curves of the system (4) with respect to the sets σ and ȳǤ According to the retraction method, 
the system (4) has one-parameter class of solutions belonging to the set σ for all ݐ א ܫǤ Hence, the problem (1), (2) 
also has one-parameter class of solutions which satisfy the conditions (8).  ■ 
 
Proof of Theorem 2. Let us consider the integral curves of the system (4) with respect to the set ω. For the scalar 
product ߨሺݔǡ ݕǡ ݐሻ ൌ ቀଵଶ ׏ܪǡ ܶቁ on the surface H, we have: 
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If we introduce the notation 
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In view of (5), the following estimates for ߨܪ are valid: 
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The right-hand sides of the above inequalities are the quadratic symmetric forms 
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,2 22212
2
11 YaYXaXa r  
 
where corresponding coefficients a11, a12, a22  are introduced. 
 
(i) Conditions (13) and (14) imply 
 
 0,>a-aa 0,a 212221122   
 
which, according to Sylvester’s criterion, means that ߨሺݔǡ ݕǡ ݐሻ ൏ ͲܪǤ Consequently, set H is a set of points 
of strict entrance of integral curves of system (4) with respect to the sets ω and ȳǤ Hence, all solutions of the 
system (4) which satisfy the conditions 
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satisfy the inequality 
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Since ݔ଴ െ ߮଴ ൌ ݕ଴ᇱ െ ߰଴ᇱ ǡ then all solutions of the problem (1),(3) satisfy condition (13). 
 
(ii) Conditions (11), (14) imply 
 
 0,>a-aa 0,>a 212221122
  
 which, according to Sylvester’s criterion, means that ߨሺݔǡ ݕǡ ݐሻ ൐ ͲܪǤ Consequently, H is a set of points of 
strict exit of integral curves of the system (4) with respect to the sets ω and Ω. Hence, according to the retraction 
method, the problem (4), (15) has at least one solution which satisfies condition (16). Consequently, the problem (1), 
(3) has at least one solution which satisfies condition (13).  ■ 
3. The applications 
3.1. Van der Pol equation 
 
For the Van der Pol’s equation, [2] :  
  0>,0)(1 PP  c)cc yyyy    (17) 
and condition 
    ,ln 020202 ttyty dc     (18) 
we can prove the following: 
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 If function Φ(y)>1, then all solutions of the problem (17), (18) satisfy the condition 
 
,ln)()( 222 ttyty dc  
 
for  t ϵ (t0,∞),   t0>1. 
 
This result follows from Theorem 2. with  r1(t)=r2(t)=lnt.       
 
3.2. Lagerstrom’s  equation 
 
In general form Lagerstrom’s equation is given by the non-autonomous second order differential equation: 
1,,01 t c¹¸
·
©¨
§ cc nNnyy
t
ny    (19) 
The cases n=2 and n=3 represent the physically relevant settings of flow in two and three dimensions, respectively. 
For the Lagerstrom’s equation we can prove the following: 
 
 Let Г be an arbitrary curve and r1, r2 ϵC1(I,R+). 
a) If 
  ,11 2111 rrrrtntn c¹¸·©¨§ c¹¸·©¨§  M\MM\   (20) 
)()( 21 trtr c    (21) 
on ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ, then all solutions of the problem (19),(2) satisfy the conditions  
.>,)()()(,)()()( 022 tttrttytrtty cc \\   (22) 
b) If 
  ,1> 1 2111 rrrrtntn c¹¸·©¨§ c¹¸·©¨§  M\MM\   (23) 
)()( 21 trtr c    (24) 
on ܪଵଵ ׫ ܪଶଵ ׫ ܪଵଶ ׫ ܪଶଶ, then at least one solution of the problem (17),(2) satisfy the conditions (22). 
 
c) If conditions (20) i (24) or (21) i (23) are satisfied, then the problem  (17), (2) has a one-parameter class of 
solutions that satisfy the conditions (22). 
4. Conclusion 
This paper deals with existence and behaviour of integral curves of second order quasilinear differential equations 
in general form. As special cases Van der Pol's differential equation and Lagerstorm's differential equations are 
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considered. The obtained results establish sufficient conditions for the existence and asymptotic behaviour of the 
observed equations in neighbourhoods of an arbitrary (or integral) curve in definition domain. 
Also in this paper, is presented a topological retraction method as a very useful method of qualitative analysis of 
differential equations.  
The results also contain an answer to the question on approximation of solutions ݕሺݐሻ  whose existence is 
established. For example, the errors of approximation for solutions ݕሺݐሻ and derivative ݕԢሺݐሻ in Theorem 1. are 
defined by the function  r1 (t),  and r2 (t),   which tend to zero as as t→∞ and ri’(t) < 0, (i=1,2), t ϵ I.   For example, 
we can use r1(t) = αe-st and r1(t) = βe-pt , s > 0, p > 0  and  with parameters α and β that can be arbitrary small. In 
that case curve Г represents a good approximation of solutions ݕሺݐሻ in σ. 
The obtained results also give the possibility to discuss the stability (instability) of solutions of the system (4). For 
example, under the conditions of Theorem 1. a), every solutions of (4) with initial value in ω is r-stable (stable with 
the functions of stability ri (t), (i=1,2)),  if ri (t) tends to zero as t→∞ and ri’(t) < 0, (i=1,2), t ϵ I. However, if we 
consider the case b), then it is established solutions in ω is r-unstable in case where ri’(t) > 0, t ϵ I. 
The next step would be a numerical simulation of solutions in observed domains and comparison with obtained 
results. 
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