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ABSTRACT
This paper describes a new real-time tracking
algorithm in conjunction with a predictive filter to
allow real-time visual servoing of a robotic arm
that is following a moving object. The system
consists of two calibrated (but unregistered) cam-
eras that provide images to a real-time,
pipelined-parallel optic-flow algorithm that can
robustly compute optic-flow and calculate the 3-D
position of a moving object at approximately 5
Hz rates. These 3-D positions of the moving
object serve as input to a predictive kinematic
control algorithm that uses an α − β − γ filter to
update the position of a robotic arm tracking the
moving object. Experimental results are presented
for the tracking of a moving model train in a
variety of different trajectories.
1. INTRODUCTION
Tracking the three-dimensional movement
of objects by a vision system in real-time is an
important problem. It has been addressed by
researchers in a number of different fields includ-
ing target tracking, surveillance, automated gui-
dance systems, inspection, and monitoring. The
focus of our work is to achieve a high level of
interaction between a real-time vision system that
is capable of tracking moving objects in 3-D and
a robot arm that contains a dexterous hand that
can be used to intercept, grasp and pick up a mov-
ing object. We are interested in exploring the
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interplay of hand-eye coordination for dynamic
grasping tasks such as grasping of parts on a
moving conveyor system, assembly of articulated
parts or for grasping from a mobile robotic sys-
tem. However, the algorithms we have developed
are quite general, and applicable to a wider range
of domains including the ones described above.
The real-time tracking system we have built
encompasses many of the components that are
necessary for the creation of intelligent robotic
systems. Specifically, the system is able to
operate in real-time, at approximately human arm
movement rates, using visual feedback in an
active sense for a dynamically changing (as
opposed to static) environment.
Previous efforts in the areas of motion
tracking and real-time control are too numerous
to exhaustively list here. We instead list some
notable efforts that have inspired us or use similar
approaches. Burt et al. [9] has focused on high
speed feature detection and hierarchical scaling of
images in order to meet the real-time demands of
surveillance and other robotic applications.
Related work has been reported by Lee and Wohn
[23] and Wiklund and Granlund [35] who use
image differencing methods to track motion.
Corke, Paul and Wohn [13] report a feature based
tracking method that uses special purpose
hardware to drive a servo-controller of an arm-
mounted camera. Goldenberg et al [14] have
developed a method that uses temporal filtering
with similar hardware to our own. Luo, Mullen
and Wessel [24] report a real-time implementa-
tion of motion tracking in 1-D based on Horn and
Schunk’s method. Verghese et al. [33] report
real-time, short-range visual tracking of objects
using a pipelined system similar to our own.
Safadi [30] uses a tracking filter similar to our
own and a pyramid based vision system, but few
results are reported with this system. Rao and
Durrant-Whyte [29] have implemented a Kalman
- 2 -
filter based de-centralized tracking system that
tracks moving objects with multiple cameras.
Miller [26] has integrated a camera and arm for a
tracking task where the emphasis is on learning
kinematic and control parameters of the system.
Weiss et al [34] also use visual feedback to
develop control laws for manipulation. Brown
[8] has implemented a gaze control system that
links a robotic ‘‘head’’ containing binocular cam-
eras with a servo controller that allows one to
maintain a fixed gaze on a moving object. Clark
and Ferrier [12] also have implemented a gaze
control system for a mobile robot.
An earlier work of ours [2], explored
hand-eye interaction with a simple vision algo-
rithm and a SCARA robot that performed track-
ing in the X-Y plane using a single calibrated
camera that was mounted on the arm. The perfor-
mance of this system was inherently limited by
the vision algorithm and the lack of a predictive
component in the tracking filter to allow the arm
control to compensate for vision processing
delays. It also was unable to track in three
dimensions.
The system we have built addresses three
distinct problems in real-time motion tracking:
fast computation of 3-D motion parameters,
predictive control of a moving robotic arm to
track a moving object, and grasp planning which
entails coordination with a dexterous robotic
hand. The focus of this paper is on the first two
problems.
This work is notable for the following rea-
sons: First, the vision algorithm is robust since it
is based upon detecting optic-flow in real-time as
opposed to simple differencing or thresholding
methods. Second, the system is capable of track-
ing objects in three dimensions, in real-time,
using unregistered (but calibrated) cameras.
Third, the robotic control system is able to accu-
rately predict kinematic parameters for trajectory
following of moving objects in real-time. We
have tested the system on circular, oval and arbi-
trary trajectories with good results.
2. COMPUTING OPTIC-FLOW
In a visual tracking problem, motion in the
imaging system has to be translated into 3-D
scene motion. Our approach is to initially com-
pute local optic-flow fields that measure image
velocity at each pixel in the image. A variety of
techniques for computing optic-flow fields have
been used with varying results including match-
ing based techniques [3, 10, 31], gradient based
techniques [11, 18, 27] and spatio-temporal
energy methods [1, 16]. Optic-flow was chosen
as the primitive upon which to base the tracking
algorithm for the following reasons:
 The ability to track an object in three
dimensions implies that there will be
motion across the retinas (image planes)
that are imaging the scene. By identifying
this motion in each camera, we can begin to
find the actual 3-D motion.
 The principal constraint in the imaging pro-
cess is high computational speed to satisfy
the update process for the robotic arm
parameters. Hence, we needed to be able
to compute image motion quickly and
robustly. The Horn-Schunck optic-flow
algorithm (described below) is well suited
for real-time computation on our PIPE
image processing engine.
 We have developed a new framework for
computing optic-flow robustly using an
estimation-theoretic framework [32].
While this work does not specifically use
these ideas, we have future plans to try to
adapt this algorithm to such a framework.
Our method begins with an implementation
of the Horn-Schunck method of computing
optic-flow [17]. The underlying assumption of
this method is the optic-flow constraint equation,
which assumes image irradiance at time t and
t+δt will be the same:
I ( x+δx, y+δy, t+δt ) = I (x, y, t ). (1)
If we expand this constraint via a Taylor
series expansion, and drop second and higher
order terms, we obtain the form of the constraint
we need to compute normal velocity
Ix u + Iy v + It = 0 (2)
where u and v are the velocities in image-space,
and Ix , Iy and It are the spatial and temporal
derivatives in the image. This constraint limits
the velocity field in an image to lie on a straight
line in velocity space. The actual velocity cannot
be determined directly from this constraint due to
the aperture problem, but one can recover the
component of velocity normal to this constraint
line as:
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Vn = − √Ix2 + Iy2
It         (3)
While computationally appealing, this
method of determining optic-flow has some
inherent problems. First, the computation is done
on a pixel by pixel basis, creating a large compu-
tational demand. Second, the information on
optic flow is only available in areas where the
gradients defined above exist. A second, iterative
process is usually employed to propagate veloci-
ties in image neighborhoods, based upon a variety
of smoothness and heuristic constraints.
We have overcome the first of these prob-
lems by using the PIPE image processor [4, 21].
The PIPE is a pipe-lined computer capable of
processing 256x256x8 bit images at frame rate
speeds, and it supports the operations necessary
for optic-flow computation in a pixel-parallel
method (a typical image operation such as convo-
lution, warping, addition/subtraction of images
can be done in one cycle - 1/60 second). The
second problem is alleviated by our not needing
to know the actual velocities in the image. What
we need is the ability to locate and quantify gross
image motion robustly. This rules out simple dif-
ferencing methods which are too prone to noise
and will make location of image movement
difficult. Hence, a set of normal velocities at
strong gradients is adequate for our task, preclud-
ing the smoothing step of the algorithm.
3. A REAL-TIME OPTIC-FLOW ALGO-
RITHM
Our goal is to track a single moving object
in real-time. We are using 2 static cameras that
image the scene and need to report motion in 3-D
to a robotic arm control program. Each camera is
calibrated with the 3-D scene, but there is no
explicit need to use registered (i.e scan-line
coherence) cameras. Our method computes
optic-flow fields in each camera and then use a
triangulation to intersect the flow fields in areas of
image motion in each camera. To implement our
algorithm in the PIPE, we used 4 processors on
the PIPE. The processors are assigned as 2 per
camera - one each for the calculation of X and Y
motion energy centroids in each image. We also
use a special processor board (ISMAP) to per-
form real-time histogramming. The steps below
correspond to the numbers in Figure 1 (single
camera):
                                                            
Figure 1: PIPE Motion Tracking Algorithm.
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1. The camera images the scene and the
image is sent to processing stages in the
PIPE.
2. The image is smoothed by convolution
with a Gaussian mask. The convolution
operator is a built in operation in the PIPE
and it can be performed in one frame
cycle.
3-4. In the next 2 cycles, two more images are
read in, smoothed and buffered, yielding
smoothed images I 0 and I 1 and I 2. The
ability to buffer and pipeline images
allows temporal operations on images,
albeit at the cost of processing delays
(lags) on output. There are now 3
smoothed images in the PIPE, with the
oldest image lagging by 3/60 second.
5. Images I 0 and I 2 are subtracted yielding
the temporal derivative It .
6. In parallel with step 5, Image I 1 is con-
volved with a 3x3 horizontal spatial gra-
dient operator, returning the discrete form
of Ix . In parallel, the vertical spatial gra-
dient is calculated yielding Iy (not shown).
7-8. The results from steps 5 and 6 are held in
buffers and then are input to a look-up
table that divides the temporal gradient at
each pixel by the absolute value of the
summed horizontal and vertical spatial
gradients. This yields the normal velocity
in the image at each pixel.
9-10. In order to get the centroid of the motion
information, we need the X and Y coordi-
nates of the motion energy. For simplicity
sake we show only the situation for the X
coordinate. The gray-value ramp in Fig-
ure 1 encodes the horizontal coordinate
value (0-255) for each point in the image.
If we threshold the computed normal velo-
cities, and then AND the above threshold
velocities with the positional ramp, we
have an image which encodes high velo-
city with its positional coordinates in the
image. In our experiments, we thres-
holded all velocities below 10 pixels per
60 msec. to zero velocity.
11. By taking this result and histogramming it,
via a special stage of the PIPE which per-
forms histograms at frame rate speeds, we
can find the centroid of the moving object
by finding the mean of the resulting histo-
gram. Histogramming the high velocity
position encoded images yields 256 16-bit
values (a result for each intensity in the
image). These 256 values can be read off
the PIPE via a parallel interface in about
10 ms. This operation is performed in
parallel to find the moving objects Y cen-
troid (and in parallel for X and Y cen-
troids for camera 2). The total associated
delay time for finding the centroid of a
moving object becomes 15 cycles or 0.25
seconds.
The same algorithm is run in parallel on the
PIPE for the second camera. Once the motion
centroids are known for each camera, they are
back-projected into the scene using the camera
calibration matrices and triangulated to find the
actual 3-D location of the movement. Because of
the pipelined nature of the PIPE, a new X or Y
coordinate is produced every 1/60 second with
this delay.
The system exhibits an interesting mix of
local and global computations, separated by pro-
cessors and update rates. The PIPE is able to per-
form the local optic-flow computation at video
rates (but with delay), the ISMAP board gathers
global histogram statistics, and these are then
shipped via a high-speed interface to a host where
the stereo triangulation and kinematic control
algorithms reside, updating the arm parameters
every 30 msec.
4. ROBOTIC ARM CONTROL
The second part of the system is the arm
control. The robotic arm has to be controlled in
real-time to follow the motion of the object, using
the output of the vision system. The vision sys-
tem output is not sufficient as a control parameter
since its output is both noisy as well as delayed in
time. The control system needs to do the follow-
ing:
 Filter out the noise with a digital filter
 Predict the position to cope with delays
introduced by both vision subsystem and
the digital filter
 Perform the kinematic transformations
which will map the desired manipulator’s
tip position from a Cartesian coordinate
frame into joint coordinates, and actually
perform the movement
We have adopted a simple, modular solu-
tion for the control subsystem where each task
performs its job independently from the others.
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This approach, although suboptimal, exhibits a
high degree of modularity and, nonetheless, sim-
plicity; characteristics which make a complex
robotic system more robust and extensible.
4.1. DIGITAL FILTER
The 3-D values of the moving object’s
position determined by the vision system are both
noisy and out of date due to the processing
delays. To alleviate this, the system has been
modeled as a standard second order system, and
the input to the system is a series of filtered pred-
ictions. The need for signal smoothing emerged
after our first experiments were conducted. Since
the sampling period of the control subsystem is
30ms and the noise components were about
100Hz, we have adopted simple second-order






where Y (s) is the Laplace picture of filter’s out-
put, U (s) Laplace transform of filter’s input with
s being Laplace operator and a time constant
selected experimentally. Since we have second-
order filter, according to Bode’s theory we have a
40 dB/decade decay of the filter’s amplitude
characteristics with a breaking frequency of 1/a
Hz.
If we write (4) in the time domain, keeping
in mind that s is related to
dt
d   (i.e. time deriva-
tive) we get
y (t) + 2a
dt
d  y (t) + a 2
dt 2
d 2   y (t) = u (t) (5)
By choosing state-space vector components
x 1 and x 2 to be x 1 = y and x 2 = x
.
1 we get the















































Now we need to get a discrete form of the system
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These yield the discrete-time matrices:
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are canonical model matrices, and T is the sam-
pling period of the control subsystem. After sub-
stituting (8) and (9) into (7) we get the final form


















































































where x 1(k) and x 2(k) are state variables, and
y (k) = x 1(k) is the output variable. The elements
of system matrices E and F are pre-computed
off-line so the real-time computation burden is
only 6 multiplications and 4 additions. The time
constant a is experimentally set to 16ms.
4.2. PREDICTIVE FILTERING
In choosing a predictive filter for tracking,
the major constraints are knowledge of the nature
of the motion to be tracked, knowledge of the
noise characteristics of the sensor, and computa-
tional cost of the filter. Two common approaches
are auto-regressive models (ARM) [19] and Kal-
man filters [22]. Kalman filtering generates
time-variable tracking coefficients that are deter-
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mined by a priori models for the statistics of
measurement noise and target dynamics. Because
of its dynamic nature, it imposes a computational
cost which can be difficult to incur in certain
real-time applications. Fixed-coefficient filters
have the advantage of simple implementation
using fixed parameters for the filter gains [7]. In
a few particularly simple target tracking prob-
lems, it is possible to derive closed-form steady-
state solutions for the associated Kalman filter
covariance matrix and the corresponding filter
gains. Such solutions can be used to avoid real-
time computation of the complete filter equations
[20], and can approach the Kalman filter in
steady-state performance.
We have implemented an α − β − γ filter
[5, 30] which includes an acceleration estimate as
well as a position and velocity estimate. Below
are the prediction equations for the system (13-
15) and the correction equations (16-18) using the
filter parameters α − β − γ :
xk +1 | k = xk | k + T vk | k + 2
1  T 2ak | k (13)
vk +1 | k = vk | k + Tak | k (14)
ak +1 | k = ak | k (15)
xk +1 | k +1 = xk +1 | k + αk+1 zk+1 − xk +1 | k

(16)
vk +1 | k +1 = vk +1 | k + T
1   βk+1 zk+1 − xk +1 | k

(17)
ak +1 | k +1 = ak | k + 2T 2
1     γk+1 zk+1 − xk +1 | k

(18)
xk | k is the position estimate at time interval
k
xk +1 | k is the position estimate at time inter-
val k +1 given k samples
vk | k is the velocity estimate at time interval
k
ak | k is the acceleration estimate at time
interval k
αk is the position tracking parameter at k
βk is the velocity tracking parameter at k
γk is the acceleration tracking parameter at
k
                                                            
W is world-coordinate frame
S is robot shoulder coordinate frame
M is 6th joint coordinate frame
T is tool (gripper) coordinate frame
G is grasping position coordinate frame
O is moving object coordinate frame
Base is constant transform between W and
S
T 6 is variable transform computed by
RCCL in each sampling interval
Tool is variable transform defined by
Utah-MIT hand kinematics
Drive is the transform introduced internally
by RCCL to obtain straight-line motion in
Cartesian coordinates
Grasp is constant transform which defines
grasping point relative to the moving object
Obj is variable transform defined by vision
subsystem outputs - it defines the position
of the moving object in the world coordi-
nate frame
Figure 2: Transform Equation. Graph nodes
represent coordinate frames and graph edges
represent coordinate transforms.
                                                            
T is the sampling period
zk is measured position at time k
The gains for the fixed coefficient filters represent
a compromise between noise reduction and
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maneuver-following capability in the steady-state.
Kalata [20] has shown that the optimal steady-
state gains for a α − β − γ filter are given by:
4 ( 1 − α )
γ2         
= λ2 (19)









where T is the sample period, σa is the position
uncertainty due to variance of the acceleration,
and σn is measurement noise variance. In prac-
tice, it is very difficult to accurately estimate the
variances above. We treat this ratio of variances
as a free parameter in calculating the filter gains,
and have found a suitable value empirically.
To calculate α and β [5] we define η = √β
and from (20) we have:
α = √2 η − 2
1  η2 (23)
From (21) and (23) we have
γ =
√2 η − 2
1  η2
η4            (24)
Finally, we can insert (23) and (24) into (19) to
get:
λ2 =















which after a simple algebraic transformations




1  η4 − 3√2 η3 + 13η2−12√2η +8) = 0(26)
Since we have 0 < α < 1, β > 0 and γ > 0, we
may use a simple Newton iterative procedure
with initial estimate η=0 to solve for polynomial
The updated information from the cameras
is used to predict the next set point for the robotic
arm that is tracking the moving object. We are
using RCCL [15] to control the robotic arm (a
PUMA 560). RCCL (Robot Control C Language)
allows the use of C programming constructs to
control the robot as well as defining transforma-
tion equations (as described in [28]). The
transformation equations permit dynamic updat-
ing of arm position by generating the 4×4
transform of the moving object’s position from
the vision system and sending this information to
the arm control algorithm (see Figure 2).
5. EXPERIMENTAL RESULTS
Figure 3 shows the experimental hardware
that was used for the initial experiments of the
system. It consists of 2 CCD cameras with 25mm
lenses mounted approximately 1.5 meters apart,
with the moving object’s full trajectory in the
field of view. In the experiments described
below, the lenses were increased to 50mm and the
baseline increased, with the cameras placed
approximately orthogonal to each other. The
cameras were calibrated using the two-plane
method of Martins et al [25] in which a planar test
pattern is imaged twice in each camera. The cali-
bration was able to determine the three-
dimensional position of the test patterns to within
3-4 millimeters in X, Y and Z coordinates. The
experimental results were obtained with the cam-
eras mounted approximately 1 meter above the
plane of the table pointing down at an angle of
about 10 degrees from horizontal.
In the experiments, a model train was
tracked by vision as it moved around a circular
track and an oval track and the arm was com-
manded to follow each trajectory. The train was
moving at a velocity of approximately 25 cm/sec
(the algorithm was tested at faster speeds and
works with increasing overshoot in the control
algorithm). The results shown below were
obtained without the robotic hand mounted on the
system. Figure 4 shows the left and right camera
images of the moving train, and Figure 5 shows
the thresholded motion-energy for each camera
found by the algorithm. Figure 6 is the actual
arm trajectory obtained by following the train as
it moves on an oval track. The trajectory is quite
close to the actual trajectory except as the camera
distance to the moving object increases. The
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Figure 3: Experimental Hardware
Figure 4: Left and right camera images
                                                                                              
algorithm is less accurate here for two reasons:
first, the inherent stereo digitization error
increases with distance from the cameras, and
secondly, the profile of the moving object is quite
different at this position, yielding two views
whose motion centroids may not correspond to
the same exact point in space, thus inducing tri-
angulation error. The tracking begins with oscil-
lations until the filter kicks in fairly rapidly as
shown. The path is for 5 revolutions and is very
repeatable due to the robustness of the vision
algorithm. At the end of the path the arm is com-
manded to smoothly end its motion. Figures 7, 8
and 9 are plots of the camera triangulated and
predicted X, Y and Z trajectories of the train,
showing the fidelity of the predictive component.
The Z component of the train track was roughly
planar with a variation in Z of about 5-7 mm.
Figure 10 shows the trajectory of the arm when a
the train moved in a circular path, again showing
the initial oscillations and repeatable tracking
once the filter has received enough data to fulfill
its predictive capabilities. and
In addition to the trajectories above, we had
the arm follow a semi-random trajectory created
by a moving toy robot that changes its path direc-
tion arbitrarily when it hits an obstacle. In this
experiment, the toy robot is placed inside the oval
train track and it moves in a path until it hits the
tracks, changing direction as it bounces off the
tracks. While no ground truth is available for this
trajectory, the arm follows the motion quite well,
even though the robot moves in a way that is hard
to model or predict. The results of these experi-
ments are also available on video tape.
6. FUTURE WORK AND CONCLUSIONS
The algorithm described here has worked
quite well in providing real-time visual servoing
of a robotic arm, a fairly difficult task. We hope
to continue to improve this algorithm, specifically
by reducing the stereo error problems discussed
above. One approach is to perform a better cali-
bration of the camera system, and the other is try
to better isolate centroids in each separate camera
to be the same physical point. Various heuristics
are being investigated on this front.
We also are interested in using a Kalman
filter approach with dynamic gains for prediction.
There is an added computational cost this
approach, but it may yield more accurate trajec-
tories, particularly with more complex trajec-
tories. In addition, we are exploring tracking
multiple objects using the PIPE’s ability to work
on a region by region basis.
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Figure 5: Motion energy derived from optic flow (left and right cameras).
Figure 6: Tracked arm path, oval trajectory.
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Finally, we are working on using the
attached robotic hand to intercept and pick up the
moving objects. An interesting approach we are
currently exploring is to use vision to servo the
hand and object together. The parallel processing
capabilities of the PIPE may allow us to servo on
both moving objects (target and robotic hand) to
allow precise contact and grasping.
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Figure 9: Z coordinates: Triangulated from vision (bullets) and
predicted (straight lines), oval trajectory.
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