As humans, we can recognize the identity of a familiar person from either the face (Bruce, Henderson, Newman, & Burton, 2001; Burton, Wilson, Cowan, & Bruce, 1999) or the voice (Hanley, Smith, & Hadfield, 1998) alone. While for most of us these abilities emerge with ease, for some they can be severely limited. Developmental prosopagnosia is a person recognition disorder characterized by an inability to recognize identity from the face (Duchaine & Nakayama, 2005; Lee, Duchaine, Wilson, & Nakayama, 2010; McConachie, 1976; Susilo & Duchaine, 2013) . Its auditory homologue, developmental phonagnosia, is characterized by a deficit in recognizing the identity of individual voices (Garrido et al., 2009; Herald, Xu, Biederman, Amir, & Shilowich, 2014; Roswandowitz et al., 2014) . Both disorders appear to emerge in the absence of brain insult (Duchaine & Nakayama, 2006b; Garrido et al., 2009; Roswandowitz et al., 2014) .
It is estimated that approximately 2.5% of the population may have developmental prosopagnosia (Kennerknecht, Grueter, Welling, Wentzek, & Horst, 2006; Kennerknecht, Ho, & Wong, 2008) . Recent prevalence estimates for the occurrence rate for developmental phonagnosia have been more varied. Some have suggested that it may reflect a rare disorder with anything within the range of 0.2% (Roswandowitz et al., 2014) to 1% (Xu, Biederman, Shilowich, Herald, & Amir, 2015) of the population affected. However, others have estimated a prevalence rate of 3.2% (Shilowich & Biederman, 2016) , more within the lines of that reported for prosopagnosia. It is important to consider that self-awareness of a deficit in voice recognition may be less apparent than a deficit in face recognition, because other salient identity cues, such as the face, are often available during everyday interactions. Furthermore, developmental phonagnosia has been under examination for a much shorter time scale than developmental prosopagnosia, with the first case report on developmental prosopagnosia published in 1976 (McConachie, 1976 ) and on developmental phonagnosia in 2009 (Garrido et al., 2009 ). As such, it is possible that some initial estimates for developmental phonagnosia have been rather conservative.
Selective deficits in face-identity and voiceidentity processing
Cases of developmental prosopagnosia and phonagnosia offer a unique opportunity to examine the perceptual and cognitive mechanisms involved in face and voice processing, and provide critical complementary results to examinations in neurotypical populations. To date, studies have largely focused on investigating the within modality specificity of each disorder. For example, examinations have centred on whether cases of developmental prosopagnosia are associated with a global deficit in face processing (e.g., facial affect and gender discrimination; Duchaine, Parker, & Nakayama, 2003; Le Grand et al., 2006; Nunn, Postma, & Pearson, 2001 ). Other studies have examined whether developmental prosopagnosia is associated with a broader impairment in visual within category discrimination (Dennett et al., 2012; Duchaine & Nakayama, 2005; Duchaine, Yovel, Butterworth, & Nakayama, 2006) . These studies have highlighted that both developmental prosopagnosia and phonagnosia can, 1 respectively, present as selective deficits in the analysis of identity which are not mediated by a deficit in general face (for recent review see Susilo and Duchaine, 2013) , voice (see Garrido et al., 2009; Roswandowitz et al., 2014) , visual (Le Grand et al., 2006;  for review see Kress and Daum, 2003) or auditory (Garrido et al., 2009; Roswandowitz et al., 2014) processing. However, few studies have examined cross-modal identity processing in prosopagnosia and phonagnosia. Recent evidence suggests that voice-identity (Latinus & Belin, 2011; Zäske, Schweinberger, & Kawahara, 2010 ) may be represented in a similar manner to face-identity (Leopold, Rhodes, Müller, & Jeffery, 2005; Valentine, 1991) in the neurotypical brain. For potentially facilitative purposes, these two identity sources appear to interact in person identity processing in neurotypical participants (Bülthoff & Newell, 2015; von Kriegstein et al., 2008; O'Mahony & Newell, 2012; Schweinberger, Kloth, & Robertson, 2011) . For example, listeners are more accurate at recognizing the identity of a speaker from the voice alone when the speaker has been previously learned by face, in comparison to auditory-only (Sheffert & Olson, 2004) or audio-visual control learning conditions. The audio-visual control conditions have included learning the speaker with their corresponding name (von , or with a visual image depicting the occupation of the speaker (von Kriegstein et al., 2008; Schelinski, Riedel, & von Kriegstein, 2014; Schall, Kiebel, Maess, & von Kriegstein, 2013 ; for review see von Kriegstein, 2012) . This behavioural improvement has been called the "face-benefit" (von Kriegstein et al., 2008) and it highlights that visual face processing mechanisms are behaviourally relevant for auditory-only voice-identity recognition.
These observations in neurotypicals generate questions about how audio-visual (face-voice) information may affect representations of vocal identity in cases of developmental prosopagnosia and in phonagnosia. In the pages that follow, we first review the nature of these audio-visual interactions in neurotypical processing, and then turn to examine the small number of behavioural and neuroimaging studies which have investigated voice-identity and face-identity processing in prosopagnosia and phonagnosia, respectively. We focus only on literature from group and case studies on phonagnosia and prosopagnosia which are of a developmental nature. Although we concentrate mainly on the impact of face information on voice processing, towards the end of the review we turn briefly to consider how voice information may affect the representation of facial identity in the neurotypical population and disorders of person recognition.
Voice-identity processing: audio-visual interactions in the neurotypical brain
When we listen to someone talking we often also see their corresponding face. Voices are therefore likely to become familiar within the context of their corresponding facial identity and vice versa. Indeed, von Kriegstein, Kleinschmidt, Sterzer, and Giraud (2005) reported that auditory-only familiar voice recognition was associated with responses in voice-sensitive regions of the superior temporal sulcus/gyrus (STS/G) and responses in the fusiform face area (FFA). The FFA is a visual face-sensitive region (Kanwisher, McDermott, & Chun, 1997) in the fusiform gyrus which is involved in the processing of structural facial form and face-identity (Grill-Spector, Knouf, & Kanwisher, 2004 , Liu, Harris, & Kanwisher, 2010 , Kanwisher & Yovel, 2006 , Axelrod & Yovel, 2015 , Andrews & Ewbank, 2004 , Weibert & Andrews, 2015 , Ewbank & Andrews, 2008 , Xu, Yue, Lescroart, Biederman, & Kim, 2009 , Eger, Schyns, & Kleinschmidt, 2004 .
Responses in the FFA appear to be behaviourally relevant for supporting auditory-only voice recognition (von Kriegstein et al., 2008; Schall et al., 2013) . Specifically, the behavioural face-benefit is correlated with increased functional responses within the FFA (von Kriegstein et al., 2008) . The FFA has also been shown to directly connect with voice-sensitive regions in the anterior/mid STS/G (Blank, Anwander, & von Kriegstein, 2011) . These connections may provide a direct route for communication between these sensory regions and may facilitate responses in the FFA which have been reported as early as 110 ms after voice onset (Schall et al., 2013) . Interactions between these sensory regions are consistent with the concordant properties of each stimulus which facilitate recognition (von Kriegstein et al., 2008) . For example, static properties of the voice, such as vocal-tract resonance, map well to, and are predictive of, structural facial form (Ghazanfar et al., 2007; Krauss, Freyberg, & Morsella, 2002; Smith, Dunn, Baguley, & Stacey, 2016a; Smith, Dunn, Baguley, & Stacey, 2016b) . These static vocal properties support voiceidentity recognition (Lavner, Rosenhouse, & Gath, 2001) . In contrast, more dynamic properties of the voice, such as formant transitions, map well to facial speech movement (for reviews see Campbell, 2008; Peelle and Sommers, 2015) and are used for speech recognition (Liberman, 1957; Sharf & Hemeyer, 1972; Smits, 2000; Benkí, 2003) . In accordance, during voice recognition there are interactions between voice-sensitive areas and FFA, while during speech recognition there are interactions between speech areas and visual lip-movement areas in the left posterior superior temporal sulcus (pSTS) (von Kriegstein et al., 2008; Schall & von Kriegstein, 2014) . However, there is some emerging evidence that facial motion cues may also assist in preserving auditory voice recognition in noise, as listeners attend to more dynamic aspects of the voice, such as articulatory pattern, to support recognition (Maguinness & von Kriegstein, 2016) . Under these degraded listening conditions, functional connections between the facial motion-sensitive right pSTS and voice-sensitive regions have been observed (Maguinness & von Kriegstein, 2016) . See Yovel and O'Toole (2016) for a recent review on how dynamic aspects of the face and voice may support person recognition.
These observations provide strong support for an audio-visual model of human communication (von Kriegstein et al., 2008) , which proposes that the brain uses previously encoded facial cues to assist in predicting, and thus enhancing, the recognition of the incoming vocal signal (see Figure 1 for an overview of face-voice interactions in neurotypical and atypical identity processing). Importantly responses in the FFA appear to support the perceptual processing of voices (Blank, Kiebel, & von Kriegstein, 2015; Schall et al., 2013) , providing evidence that the face and voice interact to support identity processing at earlier stages of processing than previously assumed (Bruce & Young, 1986; Burton, Bruce, & Johnston, 1990; Ellis, Jones, & Mosdell, 1997) . More traditional models of person recognition propose that the face and voice undergo extensive unisensory processing and only interact to support recognition at supramodal, i.e., post-perceptual, stages of processing (Burton et al., 1990; Bruce & Young, 1986; see Blank, Wieland, and von Kriegstein, 2014; Barton and Corrow, 2016; Quaranta et al., 2016 , for more recent reviews of these models).
Developmental prosopagnosia
Voice-identity processing in developmental prosopagnosia: behavioural investigations A number of studies which examined cases of prosopagnosia documented that such individuals rely on alternatives cues, including vocal information, to identify others (Grueter, Grueter, Bell, Horst, & Laskowski, 2007; Kennerknecht et al., 2006; Kennerknecht, Kischka, Stemper, Elze, & Stollhoff, 2011; Le Grand et al., 2006; McConachie, 1976) . However, such reports are largely based on anecdotal evidence.
One might predict that voice recognition in prosopagnosics may be superior to neurotypicals. This might be in a similar vein to blind individuals, who exhibit remarkable compensatory abilities for supporting person recognition via the auditory modality (Bull, Rathborn, & Clifford, 1983; Föcker, Best, Hölig, & Röder, 2012; Föcker, Hölig, Best, & Röder, 2015; Holig, Focker, Best, Roder, & Buchel, 2014b) . However, this hypothesis has been shown to be incorrect, as evidenced from the findings of the handful of behavioural studies which have explicitly examined voice recognition in developmental prosopagnosia (Jones & Tranel, 2001; von Kriegstein, Kleinschmidt, & Giraud, 2006; von Kriegstein et al., 2008; Liu, Corrow, Pancaroglu, Duchaine, & Barton, 2015) . These studies are reviewed in detail below. Jones and Tranel (2001) examined voice processing in a single case of prosopagnosia. They reported the case of TA, a 5-year-old boy who presented with a marked impairment in visual face recognition. So severe was his face processing deficit that his parents and teachers had observed the child approach complete strangers and ask if they were his father. However, at least anecdotally, TA appeared to show a preserved ability to recognize people, including his parents, by their voice. Jones and Tranel (2001) explicitly examined TA's voice recognition in a task which required naming the identity of a series of familiar voices, articulating a standard sentence. TA's performance was poorer than his two age-matched controls. He accurately recognized 5/8 identities, while his controls performed at ceiling recognizing 6/6 identities. The full details of the vocal identities presented to TA and controls are not detailed by the authors, although extrapolation from their familiar face recognition test design would suggest that the voices were Figure 1 . A schematic representation of the interactions between voice and face information, during identity processing based on unisensory input, in the neurotypical population, developmental prosopagnosia, and developmental phonagnosia. Neurotypical population. Auditory-only voice-identity processing (A) is facilitated by visual face-identity information in the FFA. The FFA shares connections with voice-sensitive regions in the a/m STS/G (solid yellow and blue arrows) (Blank et al., 2011; von Kriegstein et al., 2008; Schall et al., 2013) . Although speculative, visual face processing (B) may also be facilitated by connections between these regions (see Bülthoff and Newell, 2015 , for behavioural effects). Although the solid yellow and blue arrows are depicted here with equal strength, it is likely that the actual strength of the interactions will vary depending on the saliency of the unisensory input. Developmental prosopagnosia. Auditory-only voice-identity processing (A) does not benefit from prior face-voice learning owing to impaired face-identity processing. Although connections between the FFA and STS/G exist in this cohort Schall & von Kriegstein, 2014) , they are not sufficient to optimise speaker recognition. This is likely owing to atypical recruitment of the FFA during voice-identity processing which may alter the nature of the information transferred between these regions (outline blue arrow) (von Kriegstein et al., , 2008 . Hypothetically, visual face processing (B) could be enhanced through audio-visual face-voice learning in this cohort (solid yellow arrow). Developmental phonagnosia. Auditory-only voice-identity processing (A) may be enhanced through compensatory recruitment of intact visual face-identity mechanisms (solid blue arrow) (Roswandowitz et al., 2014; Roswandowitz et al., 2017) . However, visual face processing (B) may not benefit from additional vocal information in this cohort, owing to the failure to represent the voice at the level of the individual identity (outline yellow arrow).
that of friends, family, and schoolmates. Although impaired, TA's familiar voice recognition performance was still superior to his familiar face recognition performance (Jones & Tranel, 2001) .
von also assessed voice processing in an additional single case of prosopagnosia. They examined familiar and unfamiliar voice recognition in the case of SO, a 35-year-old female who presented with a deficit in face recognition, in spite of normal general visual processing skills. SO reported that she relied on the voice as a cue to recognize others. In that study, both SO and a group of control participants (n = 9) were presented with a target familiar or unfamiliar voice, and were asked to indicate when they heard this target repeated within a series of other vocal identities. In a control condition, participants were presented with the same stimulus material (i.e., familiar or unfamiliar speakers), but were presented with target words and asked to indicate if the words were repeated within the series of voice samples. Familiar speakers were personal acquaintances who were encountered regularly on a day-today basis. von observed that SO's ability to recognize familiar speakers was significantly impaired. SO performed at 69% correct for familiar voice recognition trials, while her controls performed at 99% correct. Interestingly, her unfamiliar voice recognition performance was not significantly different from controls (SO = 71% correct; controls = 86% correct). SO also showed a preserved ability to recognize the verbal content of sentences, spoken by both familiar and unfamiliar speakers. As such, SO's voice-identity recognition deficit could not be explained in terms of a general deficit in voice recognition or auditory processing. Rather, SO's impairment appeared to be restricted to the recognition of the familiar voices of the people that she interacted with daily.
von Kriegstein et al. (2008) went on to examine the hypothesis that the impaired processing of face-identity in prosopagnosia may affect voice-identity processing only for voices that have been encountered together with a face, a situation which is common for our encounters with personally familiar people's voices. They used a paradigm which directly manipulated the availability of face information during voiceidentity learning. In that study, a sample of prosopagnosics (n = 17) and control participants (n = 17) learned a series of unfamiliar voices with their corresponding face, or a visual control image which depicted the occupation of the speaker. The authors noted that the control group showed a significant face-benefit on subsequent auditory-only voice recognition (mean face-benefit 5.27%). In contrast, the prosopagnosic group failed to demonstrate this behavioural enhancement, demonstrating a facebenefit of -1.81%. Importantly, prosopagnosics auditory-only recognition for voices learned in the visual control condition was similar to controls.
Unimpaired auditory-only voice recognition for voices learned without a face has also been replicated in a further study of prosopagnosics (n = 12) and controls (n = 73) (Liu et al., 2015) . In that study, listeners were asked to learn a series of unfamiliar voice identities presented in blocks. In each block, participants learned the identity of three voices. Immediately following learning, participants were presented with a series of voice pairs; each containing a learned and a novel identity. Listeners indicated which of the voices matched the voice from the learning phase. Liu et al. noted that all of the prosopagnosic cases had comparable performance levels to controls on this task. In the voice discrimination task, which involved a delayed match to sample two alternative forced choice design on unfamiliar voices, all but one case of prosopagnosia, the case of DP035 a 40-year-old male, showed normal performance. DP035 also scored poorly on the Cambridge Face Perception Test, a standardized measure of face perception ability (Duchaine, Germine, & Nakayama, 2007) . The authors suggested that DP035 may have separate apperceptive (i.e., impaired perceptual feature analysis) deficits in face (De Renzi, Faglioni, Grossi, & Nichelli, 1991) and voice (Roswandowitz et al., 2014) processing, rather than a multimodal recognition deficit.
Taken together, the results show that voice recognition in prosopagnosics is similar, but not superior, 2 to neurotypical controls if voices are learned in the auditory modality only (Liu et al., 2015) or in multisensory conditions, but without a face (von Kriegstein et al., 2008) . In contrast, familiar voices appear to be more poorly represented in prosopagnosics compared to controls (Jones & Tranel, 2001; . Familiar voices are often learned within the presence of their corresponding facial identity. This is particularly true for personally familiar voices (i.e., the voices used in von , and most likely in Jones and Tranel, 2001) , where regular face-to-face interactions are typical. The findings of impaired voice recognition in this context, suggests that it may be the atypical processing of face information in prosopagnosia which impacts on the ability to robustly represent the identity of familiar voices, i.e., altered cross-modal interactions between face-identity and voice-identity cues. In the following section, we report on the neuroimaging studies which have complemented these behavioural investigations.
Voice-identity processing in developmental prosopagnosia: neuroimaging investigations on audio-visual interactions
In the case of SO, von Kriegstein et al. (2006) also used functional magnetic resonance imaging (fMRI) to examine responses while SO and controls recognized familiar and unfamiliar voices (task as described in behavioural investigations section above). They noted that the response in the FFA to familiar voices was preserved in SO, in spite of her poor familiar voice recognition performance. Furthermore, normal functional connectivity between the FFA and the voice-sensitive STS/G was observed in SO. In contrast, she had reduced functional connectivity between the FFA and the extended system. The extended system included supramodal regions such as the anterior temporal lobe, which respond to familiar voice and face stimuli, independent of the sensory input modality (Avidan & Behrmann, 2014; Blank et al., 2014; Haxby, Hoffman, & Gobbini, 2000) . However, the authors argued that the observed response in the FFA may not have been sufficient to enhance familiar voice recognition. Specifically, they proposed that abnormal responses in the FFA in prosopagnosia to faces at the individual (e.g., Schiltz et al., 2006) , rather than at a categorical (e.g., Rivolta et al., 2014) , level may have impacted on SO's ability to benefit from multimodal representations of identities.
The preserved responses in the FFA, and the preserved connectivity between the FFA and the voicesensitive STS/G, support the argument that face and voice interactions in identity processing occur at early perceptual (Schall et al., 2013;  for review see von Kriegstein, 2012) , rather than late post-perceptual (Bruce & Young, 1986; Burton et al., 1990; Ellis et al., 1997) , stages of identity processing. Note that SO's reduced connectivity between the FFA and extended system implies that FFA responses during voice recognition are unlikely to be driven by top-down modulation from supramodal brain regions, which would be assumed by more traditional models of person recognition (Bruce & Young, 1986; Burton et al., 1990; Ellis et al., 1997) .
von Kriegstein et al. (2008) also examined functional responses in the FFA in a larger group of prosopagnosics (n = 17) and controls (n = 17), during the recognition of speakers who had been previously learned by face, or with a visual control image (see preceding behavioural investigations section for full details of the task design). They observed increased functional responses in the FFA for both prosopagnosics and controls during the auditory-only recognition of face-learned speakers. Such a finding parallels the preserved responses in the FFA to familiar voices in the case of SO (von Kriegstein et al., 2006) . Crucially a correlation between the magnitude of these FFA responses and the behavioural face-benefit score was evident in the control group only. In line with von Kriegstein et al., 2006, this suggests that prosopagnosics do not recruit the FFA to optimize voice recognition and that it is therefore the integrity of the neural processing within the FFA which is altered in cases of prosopagnosia, rather than overall magnitude of responses within the region itself. Schall and von Kriegstein (2014) later went on to reveal normal functional connectivity between the FFA and the voicesensitive STS/G in prosopagnosics (n = 17) on the same dataset, corroborating the findings from SO, and again highlighting that interactions between these sensory cortices likely occur at a perceptual stage of processing. These findings support an audio-visual model of human communication (von Kriegstein et al., 2008 ) (see Figure 1 ), as they demonstrate that atypical processing in one modality, e.g., failure to represent facial identity at an individual level may modulate voice-identity processing abilities.
On a side note, it is also intriguing to note that a number of studies have also observed responses in fusiform areas, in response to vocal input in both congenitally (i.e., blind since birth) (Gougoux et al., 2009; Holig, Focker, Best, Roder, & Buchel, 2014a) and late blind (i.e., blindness acquired post birth) (Holig et al., 2014b) individuals. It has been speculated that these fusiform responses may arise as blindness leads to the strengthening of pre-existing connections between face-sensitive and voice-sensitive regions (Holig et al., 2014a (Holig et al., , 2014b . Such strengthening of connections between cortical regions may lead to a partial transfer of voice-identity processing from the STS/G to the fusiform gyrus (Holig et al., 2014b (Holig et al., , 2014a . Such observations highlight how fundamental these audio-visual connections may be in the brain.
Developmental phonagnosia
Face-identity processing in developmental phonagnosia: behavioural investigations To date, a total of five cases of developmental phonagnosia have been reported in the literature (Herald et al., 2014; Garrido et al., 2009; Roswandowitz et al., 2014) . The majority of these published cases, four out of five (exception is the case of SR, briefly reported in Xu et al., 2015) , have included assessment of faceidentity processing abilities. One view could be that phonagnosics would be better than neurotypicals at face-recognition as a potential compensatory mechanism for their phonagnosia. For example, there is some evidence that deaf individuals may show enhanced face-identity processing (e.g., Arnold & Murray, 1998; Bellugi et al., 1990 ; but see also Arnold and Mills, 2001; McCullough and Emmorey, 1997 , for mixed findings). The alternative view is that, similar to prosopagnosics, there are no compensatory mechanisms in the other modality. So far this alternative view is supported by the studies, which we review below.
In the first documented case of developmental phonagnosia, Garrido et al. (2009) examined the face recognition abilities of KH, a 60-year-old female with a lifelong impairment in voice recognition, using the Cambridge Face Memory Test (CFMT; Duchaine & Nakayama, 2006a ) and the Famous Faces Test (FFT; Duchaine & Nakayama, 2005) . The CFMT is a standardized test which examines face recognition performance using recently learned unfamiliar faces. The FFT examines familiar face processing abilities. KH's performance on the CFMT was 67 out of 72, while her controls (n = 7) scored on average 57.9 out of 72 (SD = 7.9). Although, KH's score was above the controls' average, there was no evidence that KH and the control group's performances were statistically different on this task, p = .35; statistical differences assessed by current authors using a modified t-test (two-tailed probability) for single case analysis (Crawford & Howell, 1998) . The same pattern is evident for a one-tailed probability analysis. Similarly, her performance on the FFT was within the normal range of control participants (n = 5). A similar performance profile of intact face recognition was observed for the case of AN, a 20-year-old female phonagnosic (Herald et al., 2014; Xu et al., 2015) . AN had normal performance on two similarly designed tests, based on the FFT, which examined familiar face recognition (FFT; Duchaine & Nakayama, 2005) . Intriguingly, AN stated that she was not aware of her voice-identity deficit growing up as she had not considered that people could recognize a person without seeing their face. Roswandowitz et al. (2014) also noted intact face recognition abilities in two cases of developmental phonagnosia; AS and SP. AS was a 32-year-old female, who was characterized as having an apperceptive phonagnosia (i.e., poor perceptual analysis of voice-identity cues) following a detailed battery of voice and auditory processing tests. Anecdotally, AS reported that she found it hard to discriminate the voice of her daughter, from her daughter's friend, when they were playing in a nearby room. SP was a 32-year-old male who, like AS, reported a deficit in recognizing identity from the voice alone. In contrast to AS, SP was characterized as having an associative variant of phonagnosia (i.e., a deficit in semantic association to the voice-identity, as opposed to poor perceptual analysis of voice individuating properties). Both cases performed similarly to their respective controls on the CFMT. In addition, both AS and SP had normal performance on a task which required them to associate and recognize unfamiliar face-name combinations (face-name test; Roswandowitz et al., 2014) .
Voice-identity processing in developmental phonagnosia: behavioural investigations on audio-visual interactions
The studies above suggest normal face-processing in cases of phonagnosia. However, studies examining how the face and voice may interact in identity processing in this population are scarce. One study to examine such interactions was Roswandowitz et al. (2014) . In that study, subjects were required to learn to associate unfamiliar voices with facial identities. Following learning, participants listened to each learned voice and chose which facial identity, from three presented images, was associated with the corresponding voice-identity. Intriguingly, relative to her controls, AS (apperceptive phonagnosic) showed only a trend for impaired performance on the unfamiliar voice-face learning task (AS = 73% correct; controls (n = 11) = 87%). In marked contrast, her ability to link voice identities with colours (AS = 47% correct; controls (n = 11) = 74%) was significantly impaired. AS's impairment in linking voices to colours is not surprising given her poor ability to learn vocal identities. However, her somewhat preserved ability to link voices to faces is suggestive that AS may have had a relatively preserved ability to use additional facial information to enhance the representation of the vocal percept. Nevertheless, it is important to note there was no evidence for a classical dissociation in her performance between the two tasks (p = .15; assessed by current authors using the Bayesian Standardised Difference Test, see Crawford and Garthwaite (2007) ). This highlights that although AS's representation of vocal identities may benefit, to some extent, from additional facial information, her performance is still not on par with her controls. AS was also significantly impaired on a separate task which required linking voices with names (AS = 50% correct; controls (n = 343) = 75%). On the other hand, SP (associative phonagnosic) was impaired, compared to controls, on all tasks which required linking voices to visual stimuli (faces, colours, names).
Voice-identity processing in developmental phonagnosia: neuroimaging investigations on audio-visual interactions
In a follow up study, Roswandowitz and colleagues investigated the neurological underpinning of AS and SP's selective voice-identity processing deficits (Roswandowitz, Schelinski, & von Kriegstein, 2017) . In that study, they used fMRI to examine the responses in auditory and visual regions (among others) as both phonagnosics and controls recognized the identity of a series of speakers (speaker task). In a control condition, both phonagnosics and controls recognized the speech content (speech task) on the same auditory stimuli. The contrast of speaker, compared to speech task, has been shown to reveal brain regions involved in voice-identity processing (von Kriegstein, Eger, Kleinschmidt, & Giraud, 2003) .
Relative to controls (n = 16), AS had reduced responses in regions of the core-voice system which support the perceptual analysis of vocal identity. These regions included the right antero-lateral Heschl's gyrus and planum temporale and the right posterior STS/G. On the other hand, relative to controls (n = 16), SP showed enhanced responses in the right posterior STS/G of the core-voice system, but reduced connectivity between the core-voice and extended system. These neural profiles fit well with AS and SP's respective apperceptive and associative phonagnosias (see Roswandowitz, Maguinness, and von Kriegstein, in press, for a recent overview of the core-voice and extended system and how it relates to subtypes of developmental phonagnosia).
Interestingly, Roswandowitz et al. (2017) also found a trend for increased functional responses in the FFA in AS compared to controls, during speaker (i.e., voice recognition) compared to speech recognition. SP did not show these same cross-modal responses to vocal input. It is possible that AS may use supplementary facial information to enhance her weak perceptual processing of voices. The trend for increased responses in the FFA during auditory-only voice recognition may be reflective of this cross-modal compensation (von Kriegstein et al., , 2008 . In contrast, as SP's perceptual processing of voice stimuli was intact (note SP is an associative phonagnosic), he may not rely so heavily on this compensatory perceptual mechanism. However, it is important to note that the auditory voices presented to AS and SP during functional image acquisition had not been previously learned by face. Moreover, AS's voice recognition performance still remained poor (AS = 44.91%, controls = 86.86%) in spite of these cross-modal responses. However, it is plausible that these responses are reflective of the weighting that AS gives to faces during the encoding of voice-identity (note AS has a relatively preserved ability to link faces and voices).
Face-identity processing: audio-visual interactions
Can audio-visual learning enhance face recognition in the general population?
In general, it has been proposed in multisensory research that the benefit of multisensory presentation is greatest when the reliability of one (or more) of the sensory cues is low (Meredith & Stein, 1986 ; for review see Alais, Newell, & Mamassian, 2010) . In addition, the most reliable signal is weighted more heavily by the perceptual system (i.e., maximum likelihood model; see Alais & Burr, 2004; Alais et al., 2010; Ernst & Banks, 2002) . The face has been shown to be a more reliable cue to identity than the voice (Joassin et al., 2011; Stevenage, Hale, Morgan, & Neil, 2014; Stevenage, Hugill, & Lewis, 2012) . Such a mechanism may therefore explain the face-benefit for voice-identity recognition (von Kriegstein et al., 2008) , where facial cues support the representation of voice-identity. Interestingly, there is recent behavioural evidence that audio-visual interactions may also support face, in addition to voice, recognition (Bülthoff & Newell, 2015 ; see also Bülthoff & Newell, 2017) . Specifically, Bülthoff and Newell (2015) noted that visual-only face recognition was more accurate for faces that had been previously learned with distinctive, in comparison to typical, voices. The same effect was not observed when faces were paired with distinctive sounds (musical chords) during audio-visual learning. Such a finding suggests it was the naturalistic coupling of the face with vocal, rather than arbitrary auditory information, which mediated the behavioural enhancement on face recognition. This provides the first evidence that the perceptual system may use previously learned vocal cues to modulate the subsequent visual-only recognition of faces. The effect could be conceived as a "voice-benefit" on face recognition.
Because the face is a more salient cue to identity than the voice, it is unlikely that the cross-modal modulatory effects observed in voice recognition (von Kriegstein et al., 2008) would be entirely equitable for the recognition of faces. It is plausible that such interactions may assist in recognizing a face under situations of visual uncertainty, e.g., in suboptimal viewing conditions (Joassin, Maurage, & Campanella, 2008) , or when the face is typical in appearance (Valentine, 1991) . While the neurological underpinnings of the effects described by Bülthoff and Newell (2015) are currently unknown, we cautiously propose that these effects could be interpreted within the framework of an audio-visual model of human communication (von Kriegstein, 2012; von Kriegstein et al., 2008) . For example, it is conceivable that under certain circumstances responses in voicesensitive regions of the STS/G may be observed during the recognition of faces learned by voice. This may be governed by direct connections between face-sensitive and voice-sensitive regions (Blank et al., 2011) , which facilitate the sharing of identity information across sensory cortices.
Face-identity processing in prosopagnosia and phonagnosia: open questions on audio-visual interactions
There are first indications that intact face-identity processing might enhance voice-identity representations in phonagnosia (case of AS; Roswandowitz et al., 2014) , a disorder which is characterized by the impaired processing of vocal identity. This is suggestive of cross-modal compensation: intact processing in one modality, i.e., visual face processing, may be able to help bootstrap processing in the impaired modality, i.e., auditory voice processing. However, it is important to note that while this compensation is beneficial, it is not sufficient to produce neurotypical levels of voice processing performance (case of AS). Phonagnosics also, by definition, show poor recognition of familiar voices which are usually encountered in a natural audio-visual learning environment. Examining whether responses in the FFA may underpin a potential face-benefit on voice-processing in phonagnosia, and examining the integrity of these responses during familiar voice processing, is therefore warranted.
The observation that face-identity cues may assist in enhancing voice processing in phonagnosia (Roswandowitz et al., 2014) and that voice-identity cues may, under certain circumstances, modulate face-identity representations in neurotypicals (Bülthoff & Newell, 2015) , raises some potentially fruitful questions for prosopagnosia research. Specifically, can prosopagnosics use vocal information to enhance weak face-identity representations? To date, attempts to improve faceidentity processing in this cohort have focused on the use of visual-only training paradigms (for recent reviews see Bate and Bennetts, 2014; DeGutis, Chiu, Grosso, and Cohan, 2014) . It is possible that training paradigms which include additional vocal information may be of benefit in this cohort (see Figure 1) .
Future considerations may also explore how impaired voice-identity processing, as evidenced in phonagnosia, may impact on face-identity processing within the context of audio-visual learning (see Bülthoff & Newell, 2015) . One can speculate that, in parallel to prosopagnosics (von Kriegstein et al., , 2008 Schall & von Kriegstein, 2014) , failure to represent vocal identities at the individual level may mitigate any potential voice-benefit on face processing (see Figure 1) . Though, it would also be important to further elucidate under what specific circumstances face processing may benefit from additional voiceidentity cues (e.g., possibly under situations of visual uncertainty) in neurotypical processing.
With the above in mind, we propose some potential questions for consideration in future research. Under what circumstances can audio-visual learning support the unimodal recognition of voices and faces in neurotypical processing? Can prosopagnosics use additional voice-identity cues to improve faceidentity processing? What type of information is transferred between the FFA and the a/m STS/G during voice-identity processing in developmental prosopagnosics? Can phonagnosics compensate for their voice recognition deficit via recruitment of visual face mechanisms, e.g., in the FFA?
Conclusion
The reviewed findings demonstrate that cross-modal processing of the face and voice can be altered in cases of prosopagnosia and phonagnosia. In comparison to neurotypicals, prosopagnosics show poorer recognition of both familiar voices and voices that have been recently learned by face (von Kriegstein et al., , 2008 . This poor performance profile is mediated by deficits in using facial identity cues to enhance voice representations (von Kriegstein et al., , 2008 and is associated with atypical recruitment of the FFA during voice recognition (von Kriegstein et al., 2008) . This highlights that impaired processing in one modality, i.e., visual face processing, can directly impact on the ability to represent identity in another modality i.e., auditory voice processing. Importantly, the unimodal representation of voice identities in prosopagnosics appears to be largely comparable to controls (von Kriegstein et al., 2008; Liu et al., 2015) . However, in everyday life voices are rarely learned in a unimodal fashion (except maybe when interacting with call centres or when listening to the radio); therefore, it is likely that impaired face-processing may have a real impact on prosopagnosics day-today voice-recognition experiences.
Furthermore, a consistent finding from the reviewed studies in both neurotypicals and in disorders of person recognition is that interactions between the face and the voice emerge at early, i.e., perceptual rather than late stages of identity processing Schall et al., 2013) . Future studies may concentrate on how these crossmodal interactions are shaped in different subtypes of prosopagnosia and phonagnosia, i.e., apperceptive versus associative. It is conceivable, and there is some evidence to suggest (Roswandowitz et al., 2014; Roswandowitz et al., 2017) , that the addition of crossmodal identity cues may be particularly facilitative in boosting the perceptual processing of identity in those who present with an apperceptive, rather than associative, variant of prosopagnosia or phonagnosia.
Taken together, the reviewed findings challenge traditional models of person recognition which have proposed an independence between face-identity and voice-identity processing (Bruce & Young, 1986; Burton et al., 1990; Ellis et al., 1997) and instead support an audio-visual model of human communication with direct interactions between face-identity and voice-identity processing streams (von Kriegstein et al., 2005; von Kriegstein et al., 2008; reviewed in von Kriegstein, 2012) . This audio-visual model in turn proposes some potentially fruitful avenues for future research, for example, exploring the impact of audiovisual perceptual training on identity processing in prosopagnosia and phonagnosia. Notes 1. The findings are not homogenous across all cases of prosopagnosia, for overviews see Susilo and Duchaine (2013) ; Behrmann and Avidan (2005) . 2. A reviewer alerted us to the possibility that some undiagnosed cases of prosopagnosia may show superior voice recognition abilities. Conceivably, such individuals may be less likely to come forward for diagnosis of prosopagnosia, as they already compensate well for their disorder via auditory recognition cues. However, such a cohort has not been revealed yet. 3. It has also been reported that voice recognition can be impaired, rather than improved, by the presence of a visual face during learning, an effect referred to as "face-overshadowing" (Cook & Wilding, 1997 , Cook & Wilding, 2001 . Within this context, the saliency of the face interferes with the ability to attend to the voice identity. Zäske, Mühl, & Schweinberger (2015) recently demonstrated that the face-overshadowing effect is mitigated over time. While they observed that the presence of a face initially impaired voice learning, with repeated exposure voice recognition was more robust for facelearned, compared to auditory-only learned, speakers. This is in line with the findings on face-learned in contrast to occupation-learned or name-learned voices (von von Kriegstein et al., 2008) , as well as familiar voice processing (see von Kriegstein et al., 2005) where repeated day-to-day audio-visual interactions are likely typical.
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