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A B S T R A C T
We study two geometric themes, Lorentzian geometry and gauge theory, from the
perspective of Connes’ noncommutative geometry and (the unbounded version of)
Kasparov’s KK-theory. Lorentzian geometry is the mathematical framework under-
lying Einstein’s description of gravity. The geometric formulation of a gauge the-
ory (in terms of principal bundles) offers a classical description for the interactions
between particles. The underlying motivation is the hope that this noncommutat-
ive approach may lead to a unified description of gauge theories coupled with
gravity on a Lorentzian manifold.
The main objects in noncommutative geometry are spectral triples, which en-
compass and generalise Riemannian spin manifolds. A spectral triple defines a
class in K-homology, via which one can access the topology of the (noncommut-
ative) manifold. In this thesis we present two possible definitions for ‘Lorentian
spectral triples’, which offer noncommutative generalisations of Lorentzian mani-
folds as well. We will prove that both definitions preserve the link with analytic
K-homology. We will describe under which conditions Lorentzian (or pseudo-
Riemannian) manifolds satisfy these definitions. Another main example is the
harmonic oscillator, which in particular shows that our framework allows to deal
with more than just metrics of indefinite signature.
In the context of noncommutative geometry, the description of a gauge theory
can be obtained from so-called almost-commutative manifolds. While the usual ap-
proach yields by default a topologically trivial gauge theory (in the sense that the
corresponding principal fibre bundle is globally trivial), we show in this thesis that
the framework can be adapted, using the internal unbounded Kasparov product,
to allow for globally non-trivial gauge theories as well.
Finally, we combine the two themes of Lorentzian geometry and gauge theory,
and we define Krein spectral triples, which generalise spectral triples from Hilbert
spaces to Krein spaces. We use this definition to construct almost-commutative
Lorentzian manifolds. Furthermore, we propose a Lorentzian alternative for the
fermionic action, which allows to derive (the fermionic part of) the Lagrangian of
a gauge theory. We show that our alternative action recovers exactly the correct
physical Lagrangian.
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1
I N T R O D U C T I O N
Over the past century, our theoretical understanding of fundamental physics has
increased tremendously. There are currently two well-established theories, each
describing a different part of the physical realm. The first is Einstein’s theory of
General Relativity, which describes gravity. The second is quantum field theory,
and in particular the Standard Model, which describes all the elementary particles
and their interactions (except for gravity). Both of these theories agree with exper-
iments with an amazing accuracy.
Ever since the formulation of the Standard Model, it has been an outstanding
challenge to find a theory of quantum gravity which could combine the theory of
gravity with quantum field theory. It is this challenge which provides the under-
lying motivation for the work contained in this thesis. There are several areas of
research which attempt to address this challenge, and most notable among them
are string theory and loop quantum gravity. In this thesis we work in the area of
noncommutative geometry [Con94], and it will be explained below how this field of
mathematics may provide clues for the unification of gravity and quantum field
theory.
This thesis combines two geometric themes: Lorentzian geometry and gauge
theory. Lorentzian geometry is the mathematical framework underlying Einstein’s
description of gravity. The geometric formulation of a gauge theory (in terms
of principal bundles) offers a classical description for the interactions between
particles. The unifying thread running through this thesis is that both these themes
will be approached from the perspective of noncommutative geometry (or more
precisely, unbounded KK-theory [Kas80b, BJ83]). The ultimate goal is to use these
frameworks to obtain a unified description of gauge theories coupled with gravity
on a Lorentzian manifold.
Below we will give a brief introduction, from the perspective of noncommutative
geometry, to the two themes of Lorentzian geometry and gauge theory. At the
same time, we will mention the main contributions to these themes that are made
in this thesis. Afterwards, we will give a detailed outline and summary of the
contents of this thesis.
1
2 introduction
1.1 noncommutative lorentzian manifolds
The mathematical framework of noncommutative geometry was established by
Alain Connes in the 1980’s and 1990’s [Con94]. The main objects in noncommut-
ative geometry are spectral triples, which encompass and generalise Riemannian
spin manifolds [Con96, Con13].
Consider a complete Riemannian spin manifold (M,g). We can then canon-
ically construct a Dirac operator /D on the spinor bundle S over M. This Dirac
operator gives rise to a triple (C∞c (M),L2(S), /D), where the algebra C∞c (M) con-
sists of the smooth, compactly supported functions on M, and L2(S) denotes the
Hilbert space of square-integrable spinors. Since the Dirac operator is essentially
self-adjoint and elliptic, this triple satisfies the axioms of a spectral triple (see Sec-
tion 2.4 for the definition). In fact, for the special case where M is compact, it was
shown by Connes [Con13] that this triple completely characterises the Riemannian
spin manifold (M,g). Thus, all the information about the topology and geometry
of M is contained in the triple (C∞c (M),L2(S), /D). This observation motivates the
interpretation that a general spectral triple (A,H,D), where the algebra A is in par-
ticular allowed to be noncommutative, gives a description of a ‘noncommutative
manifold’. For more information on noncommutative geometry and its applica-
tions, we refer to the original book by Connes [Con94], or the introductory texts
[Lan97, GVF01, Vár06].
By imposing certain equivalence relations, a spectral triple (A,H,D) gives rise
to a class [(A,H,D)] in analytic K-homology [HR00]. Although all geometric in-
formation of the (noncommutative) manifold is lost, this K-homology class does
give access to topological information of the manifold.
Now suppose we have a Lorentzian spin manifold (M,g). We can again canonic-
ally construct a Dirac operator /D on the spinor bundle S over M (see Section 3.4),
and we again obtain a triple (C∞c (M),L2(S), /D). The main difference with the
Riemannian case is that the Lorentzian Dirac operator is neither symmetric nor
elliptic, and hence this triple is not a spectral triple.
In order to allow for Lorentzian manifolds in noncommutative geometry, it is
therefore necessary to generalise the notion of a spectral triple. It is not imme-
diately clear what such a generalised definition should be. Indeed, there have
been several attempts in the literature to study Lorentzian noncommutative geo-
metry, along several different directions: through studying foliations of spacetime
[Haw97, Kop98, KP01, KP02]; by taking a Krein space approach [Sui04, Str06]; by
studying the Lorentzian distance function [Mor03, Fra10, Fra14] (see also [RW14]);
or by focusing on the causality properties [FE13, FE14, FE15]. Abstract axioms
for Lorentzian and globally hyperbolic spectral triples have also been suggested
[PS06, PV04].
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1.1.1 Wick rotations and the link to K-homology
As mentioned above, spectral triples provide a way to extend Riemannian geo-
metry to noncommutative spaces, while retaining the connection to the underly-
ing topology via K-homology. The main difference in our approach to Lorentzian
versions of spectral triples, compared to the earlier work mentioned above, is our
aim to preserve the link with analytic K-homology. Given a triple (A,H,D), where D
is allowed to be non-symmetric, we obtain two symmetric operators given by
D± := ReD± ImD = 12(D+D∗)∓ i2(D−D∗).
We refer to these operators D± as the ‘Wick rotations’ of D. Our requirement
on the definition of a ‘Lorentzian spectral triple’ is then that these Wick rotations
should yield two (genuine) spectral triples (A,H,D±). This way each ‘Lorentzian
spectral triple’ (A,H,D) gives rise to two K-homology classes [(A,H,D±)], thus
allowing access to the underlying topology. In this thesis we will provide two
different definitions satisfying this requirement.
In Chapter 4 we will present our definition of a pseudo-Riemannian spectral triple
(A,H,D), enabling a noncommutative analogue of pseudo-Riemannian geometry.
This definition imposes assumptions on second-order operators constructed from
D. In particular, we assume that 〈D〉2 := 12(DD∗ +D∗D) is essentially self-adjoint
and has locally compact resolvent, and that RD := − i2(D
2 − D∗2) is ‘suitably
smooth’ and ‘suitably bounded’ relative to 〈D〉2. These assumptions ensure that
the Wick rotated operators D± give rise to spectral triples (A,H,D±).
Furthermore, we can define notions of smoothness and summability, and under
an additional assumption we can prove that these properties are preserved by the
procedure of Wick rotation. Thus, under suitable conditions, we can ensure that
the Wick rotations of a pseudo-Riemannian spectral triple are smoothly summable,
so that we can apply the (non-unital) local index formula [CGRS14].
In Chapter 5 we define indefinite spectral triples. Instead of using the second-
order operators 〈D〉2 and RD, we now focus on first-order operators (namely D,
D∗, ReD, and ImD), which is more natural. In fact, all our assumptions continue
to make sense if we replace the Hilbert space H by a Hilbert B-module E, which
means that this definition can straightforwardly be generalised to the framework
of unbounded KK-theory, and it is in this form that we present the definition and
its consequences in Chapter 5.
Another advantage of the definition of indefinite spectral triples is that it does
not require any smoothness assumptions. Furthermore, it also allows to reverse
the Wick rotation procedure D 7→ D±, which means that we can characterise all
pairs of spectral triples that can be obtained from an indefinite spectral triple in
this way.
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The main technical assumption in the definition of indefinite spectral triples
(or indefinite Kasparov modules) is that the real and imaginary parts ReD and
ImD almost anti-commute, which means that the anti-commutator {ReD, ImD} is
relatively bounded by ReD. A theorem by Kaad and Lesch [KL12] (quoted in
Theorem 2.22) then allows us to conclude that the Wick rotations D± are self-
adjoint. Subsequently we can prove that these Wick rotations give rise to spectral
triples.
1.1.2 The spectral geometry of pseudo-Riemannian manifolds
Let us have a brief look ahead at how pseudo-Riemannian manifolds fit in with our
two generalisations of spectral triples described above. Consider an n-dimensional
time- and space-oriented pseudo-Riemannian spin manifold (M,g) of signature
(t, s). We assume that we are given a spacelike reflection r such that the associated
Riemannian metric gr is complete (see Section 3.3 for more details).
As described above, we consider the triple (C∞c (M),L2(S), /D), where the algebra
C∞c (M) consists of the smooth, compactly supported functions on M, L2(S) de-
notes the Hilbert space of square-integrable spinors, and /D is the canonical Dirac
operator on the spinor bundle S→M (see Section 3.4 for details).
The assumption that the Riemannian metric gr is complete already implies
that /D is essentially Krein-self-adjoint, that Re /D and Im /D are essentially self-
adjoint, and that the Wick rotations of /D yield spectral triples (see Theorem 3.17
and Proposition 3.18). However, this assumption is not enough to obtain a pseudo-
Riemannian spectral triple or an indefinite spectral triple from (M,g). In Sec-
tion 4.3 we find that to obtain a pseudo-Riemannian spectral triple, we furthermore
need to assume that the manifold has bounded geometry,
To obtain an indefinite spectral triple from (M,g), we need the operators Re /D
and Im /D to almost anti-commute. Unfortunately, the Dirac operator /D on a
general pseudo-Riemannian manifold does not satisfy this condition. Indeed, al-
though the anti-commutator {Re /D, Im /D} is a first-order differential operator, it
contains in general both spacelike derivatives and timelike derivatives, and thus it
is not relatively bounded by Re /D (which only contains spacelike derivatives). In
order to ensure that Re /D and Im /D almost anti-commute, we need the timelike
part of {Re /D, Im /D} to vanish identically, which places a restriction on the geo-
metry of the pseudo-Riemannian manifold (see below). This asymmetry between
the timelike and spacelike parts of {Re /D, Im /D} is artificial, and indicates that it
would be desirable to have a more general version of Kaad and Lesch’ theorem
(for further discussion, see the Outlook).
To ensure that a Lorentzian manifold does satisfy our definition of an indefinite
spectral triple, we impose bounded geometry, and require in addition an assump-
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tion of ‘parallel time’ (see Section 5.3.1). The latter assumption ensures that the
real and imaginary parts of /D almost anti-commute.
1.1.3 The harmonic oscillator
Another recurring example in this thesis is the harmonic oscillator. This example
in particular shows that our framework allows to deal with more than just metrics
of indefinite signature.
Consider the algebra of Schwartz functions S(R) acting on the Hilbert space
L2(R) of square-integrable functions on R. We define the annihilation operator a
and its adjoint, the creation operator a∗, as
a := x+
d
dx
, a∗ := x−
d
dx
,
with initial domain given by the Schwartz functions S(R). These operators satisfy
the canonical commutation relations [a,a] = [a∗,a∗] = 0 and [a,a∗] = 2. The triple
(S(R),L2(R),a) can be viewed both as a pseudo-Riemannian spectral triple (Sec-
tion 4.4) and as an odd indefinite spectral triple (Section 5.4). We can ‘double up’
the Hilbert space L2(R) to a Z2-graded Hilbert space L2(R)⊕ L2(R) with grading
Γ := 1⊕−1, and define a new operator D on L2(R)⊕ L2(R) by
D :=
 0 x− i ddx
x+ i ddx 0
 .
The new triple (S(R),L2(R)⊕ L2(R),D) is then an even indefinite spectral triple.
In Section 5.4.1 we show that this can easily be generalised to obtain an (even)
indefinite spectral triple for the harmonic oscillator in arbitrary dimensions.
1.2 gauge theory and the standard model
As mentioned above, a spectral triple can be interpreted as describing a ‘non-
commutative manifold’. Of particular interest to our work is the special case of
almost-commutative manifolds, which first appeared in [CL91, DKM89a, DKM89b,
DKM90a, DKM90b]. Such almost-commutative manifolds are (usually) given by
a product of a Riemannian spin manifold with a finite spectral triple, as we de-
scribe in Section 1.2.1 below. Their particular interest lies in the fact that they can
be used to derive physical models describing both gravity and (classical) gauge
theory, thus providing a first step towards a unified theory. The name almost-
commutative manifolds was first coined in [ISS04], their classification started in
[Kra98, PS98] and was investigated in further detail in [JS05, JSS05, JS08, JS09].
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Chamseddine and Connes [CC96, CC97] introduced the spectral action, yielding
a formula to calculate the physical Langrangian from an almost-commutative man-
ifold. For a suitably chosen finite spectral triple, they showed that this spectral ac-
tion recovers the Langrangian of the Standard Model of elementary particle phys-
ics (without right-handed neutrinos). Later Chamseddine, Connes, and Marcolli
[CCM07] provided a noncommutative-geometric description of the full Standard
Model including right-handed neutrinos (with Majorana masses).
1.2.1 Almost-commutative manifolds and gauge theories
Let us now briefly recall how a description of a gauge theory is obtained from
an almost-commutative manifold. For a more detailed introduction, the reader
may wish to have a look at the original papers [Con96, Con06, CCM07], the book
[CM07], the shorter companions [JKSS07, CC10], or the review paper [DS12] (and
references therein). We start with a smooth compact 4-dimensional Riemannian
spin manifold M, which can be described [Con13] in terms of a (real, even) spec-
tral triple (C∞(M),L2(S), /D, ΓM, JM), where /D is the Dirac operator on the spinor
bundle S → M, ΓM is the grading operator, and the real structure JM is given by
charge conjugation (for a definition of real structures, see Definition 6.13).
Next, we consider a finite spectral triple (AF,HF,DF, ΓF, JF), which we think of as
describing the ‘internal degrees of freedom’ of the theory. The finite-dimensional
Hilbert space encodes the particle content: each basis element describes a different
fermionic particle. The action of the algebra AF governs the interactions between
these particles. The matrix DF contains the masses of the particles, while ΓF and
JF distinguish between left- and right-handed chirality, and between particles and
anti-particles, respectively. Given such a finite spectral triple, one can consider an
almost-commutative manifold given by the product triple
M× F := (C∞(M,AF),L2(S)⊗HF, /D⊗ 1+ ΓM ⊗DF, ΓM ⊗ ΓF, JM ⊗ JF).
For any real spectral triple T = (A,H,D, J), we define its gauge group as
G(T) :=
{
uJuJ∗ | u ∈ U(A)} ' U(A)/U(AJ), (1.1)
where AJ is the central subalgebra of A consisting of all elements a ∈ A for
which aJ = Ja∗. Now suppose we have a real even finite spectral triple F =
(AF,HF,DF, ΓF, JF) with gauge group GF = G(F). Then the product triple M× F
defined above has gauge group G(M× F) ' C∞(M,GF) (at least when M is simply
connected1), which coincides with the ‘classical’ notion of the gauge group of the
(globally trivial) principal GF-bundle P =M×GF.
1 The isomorphism G(M× F) ' C∞(M,GF), stated in [BS11, Proposition 4.3] and [DS12, §2.4.3], is
only valid under some additional conditions, and simply-connectedness of M is always sufficient.
We shall prove this in general for the globally non-trivial case in Theorem 6.38.
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One can show that the inner fluctuations of the operator /D⊗ 1+ ΓM ⊗DF yield
gauge fields (i.e. connection forms on the principal bundle P) as well as scalar fields
(which are interpreted as Higgs fields in the noncommutative Standard Model).
1.2.2 Gravity on almost-commutative manifolds
To complete the description of a gauge theory, we need to specify the equations
of motion. These are typically derived as the Euler-Lagrange equations for some
(gauge-invariant) action functional. In the context of noncommutative geometry,
this action functional is obtained from two pieces: the spectral action [CC97]
and the fermionic action [Con06]. The spectral action for the Dirac operator /D
on a compact Riemannian spin manifold M yields the Einstein-Hilbert action∫
M Rdvolg (where R denotes the scalar curvature of the manifold), plus addi-
tional higher-order gravitational terms (see Section 6.5.3). The equations of mo-
tion derived from this action are precisely Einstein’s field equations, describing
the gravitational field.
Thus we can think of the spectral action as a gravitational action functional.
Applying this to an almost-commutative manifold, we obtain in addition to the
Einstein-Hilbert action also terms describing the gauge field(s) and the Higgs
field(s). We can therefore reinterpret the combination of gravitational and gauge
interactions on M as simply being described by a gravitational theory on an almost-
commutative manifold.
1.2.3 The noncommutative Standard Model
The Standard Model describes the elementary particles and all their interactions
(except for gravity). To obtain a description of the Standard Model as an almost-
commutative manifold, it only remains to specify the choice for the finite spectral
triple FSM. First, we take the algebra AF := C⊕H⊕M3(C), where the three sum-
mands (roughly) correspond to the three fundamental interactions (electromag-
netic, weak, and strong) of the Standard Model. The Hilbert space HF provides
the types of elementary particles. The action of the different summands of AF
on these elementary particles encodes the types of gauge interactions that each
particle can have. For the precise choices of the representation of AF and the
matrices DF, ΓF, and JF, we refer to Section 7.6.
The gauge group of FSM, as defined in Eq. (1.1), is given (modulo a finite group)
by G(FSM) = U(1)×SU(2)×U(3). By imposing a unimodularity condition (see also
Remark 6.39 and Section 7.6, and references given there), this group is reduced
(again, modulo a finite group) to U(1)× SU(2)× SU(3), which is indeed the gauge
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group of the Standard Model. The spectral action and the fermionic action recover
the full Lagrangian of the Standard Model, including right-handed neutrinos with
Majorana masses.
The noncommutative description of the Standard Model, as briefly described
above, still faces two main challenges. First, it describes the Standard Model as
a classical theory instead of a quantum theory. It is still very much an open ques-
tion how quantisation should be described in the framework of noncommutative
geometry. Second, the description is based on a Riemannian manifold instead of
a Lorentzian manifold, which means we do not obtain Einstein’s theory of General
Relativity. We will address this second challenge in Section 1.2.5 below.
1.2.4 Non-trivial global structure
We observe that the principal GF-bundle P =M×GF, describing the gauge theory
of the almost-commutative manifold M × F, is by construction a globally trivial
bundle. Thus the question arises whether one can also describe globally non-trivial
gauge theories in the framework of noncommutative geometry. This question will
be addressed in Chapter 6, where we describe how to extend the construction
of a product triple M × F to a globally non-trivial almost-commutative manifold.
The main idea is to replace the finite spectral triple F by an internal space I∞, which
essentially consists of a ‘bundle of finite spectral triples’ overM. While the product
triple M× F can be viewed as the external Kasparov product of M with F, we show
that a globally non-trivial almost-commutative manifold is naturally described as
the internal Kasparov product of an internal space I∞ with the manifold M.
Whereas every globally trivial almost-commutative manifold describes a gauge
theory, this no longer holds for arbitrary globally non-trivial almost-commutative
manifolds. Thus, we focus our attention on those internal spaces that will allow
us to obtain a gauge theory, and we define the notion of a principal module, which
is an internal space built from a finite spectral triple F and a principal GF-bundle
P over M. We show that the algebraic definition of the gauge group of a principal
module (defined as in Eq. (1.1)) coincides precisely with the gauge group of P
(i.e. the vertical automorphisms of P), provided that the underlying manifold M
is simply connected. The almost-commutative manifold constructed from such a
principal module then describes a globally non-trivial gauge theory on M.
1.2.5 Gauge theories on Lorentzian manifolds
As mentioned above, almost-commutative manifolds are usually constructed on
Riemannian manifolds. However, to correctly describe Einstein’s theory of grav-
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ity, we know that we need a Lorentzian manifold. The construction of an almost-
commutative manifold still works if the base manifold is Lorentzian (though the
result is of course no longer a spectral triple but (one of our versions of) a ‘Lorent-
zian spectral triple’). However, in order to obtain a gauge theory from an almost-
commutative Lorentzian manifold, we furthermore need a recipe to calculate the
Lagrangian of the theory. In the Riemannian case this Lagrangian is obtained from
two functionals: the spectral action [CC97] and the fermionic action [Con06].
In Chapter 7 we provide an alternative to the fermionic action for Lorentzian
manifolds, which we call the Krein action. This Krein action not only matches
the correct signature of physical spacetime, but also avoids the occurrence of the
charge conjugation operator in the Lagrangian (which is an unphysical feature of
the Riemannian formulation of the fermionic action). We calculate the Krein action
for several examples (including the Standard Model), and we show that it recovers
exactly the correct physical Lagrangian.
The formulation of the spectral action strongly relies on the self-adjointness of
the operator in the spectral triple. Unfortunately, it is entirely unclear if one can
find an alternative formulation for ‘Lorentzian spectral triples’. We will discuss
this problem in more detail in the Outlook.
1.3 outline
chapter 2 In this chapter we gather from the literature some necessary prelim-
inaries. In the first two sections we describe the basics of Hilbert modules and op-
erator spaces. Next, we collect the main results regarding almost (anti-)commuting
operators, and we prove a few further consequences. In Sections 2.4 and 2.5 we
describe unbounded Kasparov modules and smoothly summable spectral triples.
Finally, we present in the last section some new material describing our approach
to dealing with non-symmetric operators by studying their real and imaginary
parts. In particular, we define our notion of ‘Wick rotation’, which maps a (typic-
ally non-symmetric) operator to a pair of symmetric operators.
chapter 3 We give an introduction to Dirac operators on pseudo-Riemannian
spin manifolds. We will start in the first section with a discussion of finite-
dimensional Clifford algebras and spinor modules. In the next section, we recall
the basics of the theory of fibre bundles. Subsequently, we show that the construc-
tions of Clifford algebras and spinor modules can be extended to bundles over
pseudo-Riemannian spin manifolds. Finally, we construct the Dirac operator and
discuss some of its properties in the last section.
chapter 4 This chapter is based on joint work [DPR13] with Mario Paschke
and Adam Rennie. We present the definition of pseudo-Riemannian spectral
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triples, as well as definitions of smoothness and summability, enabling a non-
commutative analogue of pseudo-Riemannian geometry. Subsequently, we prove
our main theorem in Section 4.2, showing that we can employ the ‘Wick rotations’
to obtain two spectral triples from a pseudo-Riemannian spectral triple. Under
additional assumptions, the process of Wick rotating is shown to preserve spectral
dimension, smoothness and integrability, as we define them. In Sections 4.3 to 4.5
we discuss several examples. In the last section we specialise our definition to
Lorentz-type spectral triples, and give a simple index-theoretic result.
chapter 5 This chapter is based on joint work [DR15] with Adam Rennie (Uni-
versity of Wollongong). We start by defining indefinite Kasparov modules as well
as pairs of Kasparov modules, and we prove that these definitions are equivalent.
We also introduce an odd version of indefinite Kasparov modules in Section 5.2,
and we show that these odd modules are characterised by pairs of Kasparov mod-
ules for which the two operators are related via a certain unitary equivalence.
Next, we describe three examples. We start in Section 5.3 with the main example
of the Dirac operator on a pseudo-Riemannian manifold. In Section 5.4 we con-
sider the harmonic oscillator in arbitrary dimensions. Finally, in Section 5.5 we
discuss families of spectral triples, and we show that one can naturally associate
an indefinite spectral triple to such families.
chapter 6 This chapter is based on joint work [BD14] with Jord Boeijink (Rad-
boud University Nijmegen). After some preliminaries on (algebra and group)
bundles and classical gauge theories, we define globally non-trivial almost-com-
mutative manifolds, and we show that these are naturally given by the internal
Kasparov product of an internal space I with the underlying manifold M. Next, to
obtain a description of a (classical) gauge theory on the underlying base manifold,
we introduce in Section 6.3 the notion of a ‘principal module’, which we build
from a principal fibre bundle and a finite spectral triple. We prove that the algeb-
raic definition of the gauge group of a principal module coincides precisely with
the usual definition of the gauge group, provided that the underlying manifold M
is simply connected. In Section 6.4 we define the purely algebraic notion of ‘gauge
modules’, and show that this yields a proper subclass of the principal modules. By
equipping a principal module with a connection and a ‘mass matrix’, we construct
the corresponding principal almost-commutative manifold in Section 6.5, and we
describe in detail how this principal almost-commutative manifold describes a
gauge theory on M. In Section 6.6 we provide two basic but illustrative examples
of such gauge theories, namely Yang-Mills theory and electrodynamics.
chapter 7 We define Krein spectral triples in Section 7.1, in which the notion of
spectral triples is generalised from Hilbert spaces to Krein spaces. Subsequently,
we define the Krein action as an alternative to the usual formulation of the fermi-
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onic action. In Section 7.2 we describe the abstract formulation of gauge theories
in terms of Krein spectral triples, and in Section 7.3 we define almost-commutative
manifolds in this context. In Sections 7.4 to 7.6 we describe three examples: elec-
trodynamics, the electro-weak theory, and the Standard Model. In particular, we
show that the Krein action recovers exactly the correct physical Lagrangians.
outlook Finally, we end this thesis with an Outlook, in which we will describe
a few open questions arising from the work in this thesis, and we list a few possible
directions for further research.

2
S P E C T R A L T R I P L E S A N D K A S PA R O V M O D U L E S
In Sections 2.1 to 2.5 we gather from the literature the necessary preliminaries
concerning unbounded operators on Hilbert modules, operator spaces, Kasparov
modules, and smoothly summable spectral triples. The reader who is familiar
with these topics may wish to skip these sections on a first reading, and use it
as reference material. At the end of the chapter, in Section 2.6, we present some
new material however, describing our approach to dealing with non-symmetric
operators by studying their real and imaginary parts.
2.1 hilbert modules over graded algebras
We assume the reader is familiar with C∗-algebras (see e.g. [Mur90, Dav96, Bla06]
for an introduction). We will introduce the notion of Z2-gradings for C∗-algebras,
largely following [Kas80b, §2]. A C∗-algebra A is called Z2-graded if we have a
direct sum decomposition A = A0 ⊕A1 into closed self-adjoint linear subspaces
A0 and A1, such that Ai ·Aj ⊂ Ai+j, for i, j ∈ Z2. A graded homomorphism
φ : A → B of Z2-graded C∗-algebras is a homomorphism such that φ(Ai) ⊂ Bi,
for i ∈ Z2. A C∗-algebra A is said to be trivially graded if A1 = {0}. An element
a ∈ Ai is called homogeneous with degree dega = i. On homogeneous elements
a,b ∈ A, the graded commutator is defined as
[a,b]± := ab− (−1)dega·degbba,
and this definition is extended to all of A by linearity.
We will recall the definition of Hilbert modules (sometimes called C∗-modules
or Hilbert C∗-modules). For a more detailed introduction to Hilbert modules, we
refer to [Lan95]. We start with the definition of hermitian modules (sometimes
called inner-product modules), where we allow for indefinite inner products.
Definition 2.1. Let A be a Z2-graded ∗-algebra. Let i, j ∈ Z2. A Z2-graded right
A-module E is a linear space with a linear right action Ei ×Aj → Ei+j (such that
λ(ea) = (λe)a = e(λa) for all λ ∈ C, e ∈ E, and a ∈ A). A (right) hermitian structure
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(·|·)A : Ei × Ej → Ai+j on E is a sesqui-linear map (anti-linear in the first variable)
satisfying
(e1|e2a)A = (e1|e2)Aa; (e2|e1)A = (e1|e2)∗A;
if (e1|e2)A = 0 for all e2 ∈ E, then e1 = 0,
for a ∈ A, e1, e2 ∈ E. We also write (·|·) instead of (·|·)A when no confusion can
arise. A module endowed with a hermitian structure is also called a hermitian
module.
A hermitian structure is called positive-definite if (e|e)A > 0, and if (e|e)A = 0
implies that e = 0 (otherwise, the hermitian structure is called indefinite).
We have an anti-linear map φ : E → E∗ := HomA(E,A) given by φ(e) := (e|·)A.
The last assumption of the hermitian structure (i.e. if (e1|e2)A = 0 for all e2 ∈
E, then e1 = 0) implies that φ is injective. A hermitian structure is called non-
degenerate if this map φ is also surjective.
Now suppose that A is a C∗-algebra, and that (·|·)A is positive-definite. We then
have a norm ‖ · ‖ on A, which induces a norm on E as ‖e‖2 := ‖(e|e)A‖, and one
can ask whether E is complete in this norm. This leads to the definition of a Hilbert
module (sometimes called C∗-module or Hilbert C∗-module).
Definition 2.2. Let A be a Z2-graded C∗-algebra. A Z2-graded right Hilbert A-
module EA is a Z2-graded positive-definite hermitian right A-module E which is
complete in the norm ‖e‖ := ‖(e|e)A‖ 12 .
If no confusion arises, we will usually write E instead of EA. If A = C, then E is
just a (Z2-graded) Hilbert space, and we will usually write E = H.
Contrary to Hilbert spaces, a closed submodule F of a Hilbert A-module E need
not be complemented, which means that F⊕ F⊥ need not be equal to E. Here, we
have defined the orthogonal complement F⊥ := {e ∈ E : (f|e) = 0, ∀f ∈ F}. This
fact provides an obstacle for generalising the theory of Hilbert spaces to Hilbert
modules, and shows that we will need additional assumptions.
A map T : E → E is called adjointable if there exists a map T∗ : E → E such that
(T∗e|f)A = (e|Tf)A for all e, f ∈ E. An adjointable map is automatically A-linear
and bounded (see [Lan95, p.8]). We define the endomorphisms EndA(E) as the
set of adjointable maps E → E. For any e, f ∈ E, we define the rank-one endo-
morphism Θe,f : E → E as Θe,f(g) := e(f|g)A. Finite linear combinations of such
maps are called finite-rank endomorphisms, and we define the compact endomorphisms
End0A(E) := span{Θe,f|e, f ∈ E} as the closure of their linear span. If A = C, so that
E = H is a Hilbert space, we usually write B(H) and K(H) for the bounded and
compact operators, respectively.
A subset Z of a Hilbert A-module E is called a generating set if the closed sub-
module generated by Z equals E. We say that E is countably generated if E has a
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countable generating set. Similarly, E is finitely generated if E has a finite generat-
ing set.
Consider the separable infinite-dimensional Hilbert space l2(N). For any C∗-
algebra A we define the standard module HA := l2(N)⊗A. Thus, HA consists of
sequences (aj)j∈N in A such that
∑
j∈N a
∗
jaj converges in the norm on A. If A is
σ-unital, then HA is countably generated.
If a Hilbert A-module E is countably generated, then it follows from Kasparov’s
Stabilisation Theorem [Kas80a, Theorem 2] that there exists an orthogonal projec-
tion p : HA → HA such that E ' pHA. Similarly, a finitely generated A-module
E is of the form pAN, for some N ∈ N and some projection p ∈ MN(A). The
restriction of the standard hermitian structure on AN then gives a non-degenerate
hermitian structure on E.
Example 2.3. Suppose that A is a commutative C∗-algebra, so that A = C0(X) for
a locally compact Hausdorff space X, by the Gelfand-Naimark theorem (see e.g.
[GVF01, Theorem 1.4]). For any separable Hilbert space H, we obtain a countably
generated Hilbert module C0(X,H) of continuous functions X→ H which “vanish
at infinity”. This Hilbert module is isomorphic to the standard module HA.
Now suppose that X is compact, and that E = pC(X)N is a finitely generated
module. By the Serre-Swan theorem [Swa62], we have E = Γ(E) for some vector
bundle E→ X. Then a hermitian structure on E is non-degenerate if and only if it
induces an inner product on each fibre of E.
As an example of a degenerate positive-definite hermitian structure, consider
the globally trivial vector bundle E = S1 × C on the base manifold S1 (viewed
as a subset of the complex plane) with fibre C. Let f : S1 → [0,∞) be a smooth
non-negative function on S1 such that f(z) = 0 if and only if z = 1. For sections
e1, e2 ∈ Γ(E) = C(S1) we define the hermitian structure (e1|e2)(z) := f(z)e1(z)e2(z).
Restricted to the fibre E0, this gives a completely degenerate inner product. How-
ever, on the sections Γ(E), the hermitian structure is positive-definite and satisfies
(e|e) = 0 if and only if e = 0 (indeed, if (e|e)(z) = 0 for all z, then e(z) = 0 for all
z 6= 1, and hence e(z) = 0 for all z by continuity). We point out that Γ(E) equipped
with this hermitian structure is not a Hilbert C(S1)-module, as it is not complete.
2.1.1 Interior tensor products
Let A and B be C∗-algebras, and consider a Hilbert A-module E and a Hilbert
B-module F. Suppose we have a ∗-homomorphism φ : A→ EndB(F). We can then
construct the interior tensor product of E and F (sometimes called the balanced
tensor product) as follows. We start by forming the graded algebraic tensor product
E ˆA F over A, consisting of finite sums of simple tensors such that ea ⊗ˆ f =
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e ⊗ˆ φ(a)f for all e ∈ E, f ∈ F, and a ∈ A. The gradings on E and F induce a
grading on E ˆA F such that (E ˆA F)0 = (E0 ˆA F0)⊕ (E1 ˆA F1) and (E ˆA F)1 =
(E0 ˆA F1)⊕ (E0 ˆA F1). This algebraic tensor product is a right B-module with
the right action of B given by (e ⊗ˆ f)b = e ⊗ˆ (fb). We can define an inner product
on E ˆA F as
(e1 ⊗ˆ f1|e2 ⊗ˆ f2)B :=
(
f1
∣∣φ((e1|e2)A)f2),
for e1, e2 ∈ E and f1, f2 ∈ F. We then define the graded interior tensor product
E ⊗ˆA F as the completion of E ˆA F with respect to this inner product. For T1 ∈
EndA(E) and T2 ∈ EndB(E) such that T2 commutes with φ(A), we have a well-
defined operator T1 ⊗ˆ T2 on E ˆA F, which is given on homogeneous elements as
(T1 ⊗ˆ T2)(e ⊗ˆ f) := (−1)degT2·degeT1e ⊗ˆ T2f.
2.1.2 Unbounded operators
We consider densely defined operators T : Dom T ⊂ E → E. The graph of an
operator T is the submodule G(T) := {(ψ, Tψ) | ψ ∈ Dom T } ⊂ E⊕ E. An operator
T is called closed if its graph G(T) is a closed submodule of E⊕ E. As mentioned
following Definition 2.2, such a closed submodule need not be complemented. An
operator T is called closable if the closure of the graph G(T) is again the graph of
an operator, denoted T , and then T is called the closure of T . The domain of the
adjoint T∗ is given by
Dom T∗ := {ξ ∈ E | ∃η ∈ E such that ∀ψ ∈ Dom T : (ξ|Tψ) = (η|ψ)} ,
and then we define T∗ξ = η.
Definition 2.4. Let T be a densely defined operator on a Hilbert module EA. We
say T is semi-regular if T∗ is densely defined. We say T is regular if T is semi-regular
and closed, and 1+ T∗T has dense range.
Theorem 2.5 ([Lan95, Theorem 9.3]). If T is regular, the graph of T is complemented.
Remark 2.6. The proof of [Lan95, Theorem 9.3] furthermore shows that the oper-
ator 1+ T∗T is in fact surjective.
Lemma 2.7 ([KL12, Lemma 2.1]). Let T be semi-regular on EA. Then T is A-linear and
closable with closure T , and the adjoint T∗ is closed and equal to (T)∗.
Lemma 2.8. Let T be a closed, densely defined operator on a Hilbert module EA. If T + i
is surjective, then Ker(T∗ − i) = {0}.
Proof. Suppose η ∈ Ker(T∗ − i). Then ((T + i)ξ|η) = (ξ|(T∗ − i)η) = 0 for all
ξ ∈ Dom T . Since T + i is surjective, this means (ψ|η) = 0 for all ψ ∈ E, and hence
η = 0.
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Proposition 2.9 (cf. [Lan95, Lemma 9.8]). Let T be a closed, densely defined, symmetric
operator on a Hilbert module EA. Then T is regular and self-adjoint if and only if the
operators T ± i are surjective.
Proof. First, suppose T is regular and self-adjoint. Then 1+ T2 = (T + i)(T − i) =
(T − i)(T + i) is surjective (see Remark 2.6), and hence T + i and T − i are also
surjective.
Conversely, suppose T ± i are surjective. To prove self-adjointness, the same
proof applies as for Hilbert spaces (see e.g. [RS80, Theorem VIII.3]). Let ξ ∈
Dom T∗. Since T − i is surjective, there exists an η ∈ Dom T such that (T − i)η =
(T∗ − i)ξ. Since T is symmetric, Tη = T∗η and hence (T∗ − i)(ξ − η) = 0. But
Ker(T∗ − i) = {0} by Lemma 2.8, so ξ = η ∈ Dom T . Hence Dom T∗ = Dom T and
T is self-adjoint. Since T ± i are surjective, it then follows that 1+ T2 is surjective
and hence T is also regular.
2.1.3 Localisations
Here we briefly recall the local-global principle from [KL12]. Let EA be a right
Hilbert A-module, and let pi be a representation of A on a Hilbert space Hpi. We
then get an induced representation piE of EndA(E) on the interior tensor product
E ⊗ˆAHpi. This Hilbert space E ⊗ˆAHpi is called the localisation of E with respect to
the representation pi.
Now let T be a semi-regular operator on EA. We define the unbounded operator
Tpi0 on E ⊗ˆAHpi as Tpi0 (e⊗ h) := (Te)⊗ h with domain Dom TˆAHpi. Then Tpi0 is
densely defined and closable, and its closure Tpi is called the localisation of T with
respect to pi. If T is symmetric, then so is Tpi. Ifω is a state on A, then we denote by
Tω the localisation of E with respect to the corresponding GNS representation piω.
We refer to [KL12, §2] for more details. We are now ready to quote the following
results.
Theorem 2.10 (Local-global principle [KL12, Theorem 4.2]). For a closed, densely
defined and symmetric operator T on a Hilbert module EA, the following statements are
equivalent:
1) the operator T is self-adjoint and regular;
2) for every representation (pi,Hpi) of A the localisation Tpi is self-adjoint;
3) for every state ω ∈ S(A) the localisation Tω is self-adjoint.
Theorem 2.11 ([KL12, Theorems 5.6 and 5.8]). Let T be a closed, densely defined and
symmetric operator on a Hilbert module EA. If A is commutative, then T is self-adjoint
and regular if and only if for every pure stateω ∈ S(A) the localisation Tω is self-adjoint.
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2.2 operator spaces
In this section we recall a few basic notions of operator spaces, which will play a
role in the construction of the unbounded Kasparov product in Section 2.4.2. We
will not need the theory of operator spaces in its full generality, and therefore we
will only describe what we need later. In particular, instead of giving the abstract
definitions, we take the concrete picture of algebras represented on a Hilbert space.
For a more detailed introduction to operator algebras and their modules we refer
to [Pis03, BL04].
We start by recalling the notion of a completely bounded map. First, for a vector
space V we denote by Mn(V) the set of n×n-matrices with entries in V . A matrix
m ∈Mn(V) is written as (mij), with entries mij ∈ V .
Now let V and W be normed vector spaces, and let L : V → W be a linear
map. For each n ∈ N, we then have a map Ln : Mn(V) → Mn(W) given by
(mij) → (L(mij)). Suppose that each matrix space Mn(V) and Mn(W) has a
norm, and denote by ‖ · ‖n the operator norm from Mn(V) to Mn(W). We then
obtain a norm ‖ · ‖cb on linear maps L : V →W given by
‖L‖cb := sup
n∈N
‖Ln‖n.
We say that L is completely bounded if ‖L‖cb is finite.
2.2.1 Operator algebras
Definition 2.12 ([BL04, §2.1]). An operator algebra A is a closed subalgebra of the
bounded operators B(H) on a separable Hilbert space H.
We will consider operator algebras which are also equipped with an involution,
but we wish to allow for involutions which are different from taking the adjoint T∗
of an operator T on H. We refrain from giving a general definition of involutions
on operator algebras; instead, we focus on a special case, following the example of
[KL13, §2.3].
Definition 2.13. An operator algebra A ⊂ B(H) is called involutive if there exists a
unitary operator U on H such that Ua∗U∗ ∈ A for all a ∈ A.
Example 2.14. Let (M,g) be an oriented Riemannian manifold of dimension n.
Denote by C10(M) the algebra of continuously differentiable complex-valued func-
tions f on M such that both f and its exterior derivative df “vanish at infinity”.
This algebra is naturally equipped with the norm ‖ · ‖1 given by
‖f‖21 := sup
x∈M
|f(x)|2 + sup
x∈M
g
(
df(x),df(x)
)
.
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Let E → M be a vector bundle, and let D : Γ∞c (E) → L2(E) be a symmetric elliptic
first-order differential operator. We denote by σ : T∗M → End(E) the principal
symbol of D. Suppose that D has bounded propagation speed, which means that
sup
{‖σ(ξ)‖ ∣∣ ξ ∈ T∗M, g(ξ, ξ) 6 1} <∞. (2.1)
A function f ∈ C10(M) acts on Γ0(E) by pointwise multiplication, and we observe
that [D, f] = iσ(df). The idea of the following construction first appeared in
[Mes14]. We consider the map
ι : C10(M)→ B
(
L2(E)⊕2
)
, ι(f) :=
 f 0
[D, f] f
 .
This map is injective, and we will identify C10(M) with its image under ι, which (by
the Leibniz rule) is closed under multiplication and therefore an operator algebra.
We also have an involution given by
ι(f) 7→ Uι(f)∗U∗ = ι(f), U :=
 0 1
−1 0
 ,
where f denotes the complex conjugate of f. Hence C10(M) is an involutive operator
algebra. Since D has bounded propagation speed, the operator norm of ι(f) is
bounded by the norm ‖f‖1. If furthermore the symbol σ of D also satisfies
inf
{‖σ(ξ)‖ ∣∣ ξ ∈ T∗M, g(ξ, ξ) > 1} > 0, (2.2)
then the operator norm of ι(f) is equivalent to ‖f‖1. In particular, this is true
if D is a Dirac-type operator, for which ‖σ(ξ)‖2 = g(ξ, ξ). More generally, we
see that any symmetric elliptic first-order differential operator D whose symbol
satisfies Eqs. (2.1) and (2.2) gives rise to a norm which is equivalent to ‖ · ‖1. We
will always consider C10(M) to have the structure of an involutive operator algebra
induced by such D.
2.2.2 Operator modules
Consider the separable infinite-dimensional Hilbert space l2(N). Given an oper-
ator algebra A, we define the standard module HA := l2(N)⊗A. Thus, HA consists
of sequences (aj)j∈N in A such that
∑
j∈N a
∗
jaj converges in the norm on A. If
the operator algebra is in fact a C∗-algebra, this is precisely the definition of the
standard module given in Section 2.1.
Example 2.15. Consider the operator algebra C10(M) of Example 2.14. We note that
any separable Hilbert space H is isomorphic to l2(N), and for the standard mod-
ule over C10(M) we then obtain the isomorphism HC10(M) ' H⊗C
1
0(M). Denote
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by C10(M,H) the space of continuously differentiable functions ψ : M → H such
that both ψ and its exterior derivative dψ “vanish at infinity”. Then C10(M,H) is a
Banach space with the norm
‖ψ‖1 := sup
x∈M
‖ψ(x)‖+ sup
x∈M
‖dψ(x)‖,
and pointwise multiplication makes C10(M,H) a module over C
1
0(M). Using an
orthonormal basis {ej} for H, any element ψ ∈ C10(M,H) can be written as ψ =∑
jψjej, for functions ψj ∈ C10(M). The map
∑
jψjej 7→ ej ⊗ψj then gives an
isomorphism C10(M,H) ' H⊗ C10(M), and therefore C10(M,H) is isomorphic to
the standard module HC10(M).
Definition 2.16. An operator module E over an involutive operator algebra A is a
direct summand of the standard module HA.
We point out that our definition of an operator module (called operator ∗-
module in [KL13]) is not the most general definition. The above definition means
that there exists a bounded projection operator p : HA → HA (satisfying p2 = p
and p∗ = p) such that E ' pHA. There are examples (such as the quantum group
SUq(2) [KS12] and the noncommutative Hopf fibration [BMS13, §6]) for which
one needs to use an unbounded projection operator p : Domp → HA (note that a
projection operator is unbounded if and only if it is not regular [BMS13, Proposi-
tion 2.9]). A more general definition of projective operator modules can be found in
[MR15, §3.1].
2.2.3 The Grassmann connection
Denote byΩ10(M) the continuous one-forms onM vanishing at infinity. The action
of the C∗-algebra C0(M) on Ω10(M) is essential (or non-degenerate), which means
that C0(M) ·Ω10(M) is dense in Ω10(M). This implies we have an isomorphism
H⊗Ω10(M) ' HC0(M)⊗C0(M)Ω10(M), whereHC0(M) ' C0(M,H) is the standard
module over the C∗-algebra C0(M).
Consider the operator module C10(M,H) from Example 2.15. Let E → M be a
vector bundle, and let D : Γ∞c (E) → L2(E) be a symmetric elliptic first-order differ-
ential operator with bounded propagation speed. For f ∈ C10(M), the commutator
[D, f] equals iσ(df), where σ denotes the symbol of D. We define the generalised
one-forms
Ω1D(C
1
0(M)) :=
{∑
j
fj[D,gj]
∣∣ fj,gj ∈ C10(M)} ' σ(Ω10(M)) ⊂ B(L2(E)),
where the sums are required to converge in the operator norm on L2(E).
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Definition 2.17 (cf. [KL13, Definition 4.6]). The operator 1⊗D on H⊗ L2(E) gives
rise to a map
[1⊗D, ·] : H⊗C10(M)→ H⊗Ω1D(C10(M)).
Under the isomorphisms
C10(M,H) ' H⊗C10(M), H⊗Ω1D(C10(M)) ' C0(M,H)⊗C0(M)Ω1D(C10(M)),
we denote this map as
∇GrD : C10(M,H)→ C0(M,H)⊗C0(M)Ω1D(C10(M)),
and we call ∇GrD the Grassmann connection of D.
Proposition 2.18 ([KL13, Proposition 8.2 & Corollary 8.3]). The symbol of D determ-
ines a completely bounded operator σ : Ω10(M)→ B(L2(M, F)), and the commutator with
D determines a completely bounded map [D, ·] : C10(M)→ B(L2(M, F)).
2.3 almost (anti-)commuting operators
Almost (anti-)commuting operators were considered by Mesland in [Mes14], and
later generalised by Kaad and Lesch in [KL12], for the construction of the unboun-
ded Kasparov product. They will play an important role in Section 5.1.1 for the
proof that the Wick rotations of indefinite Kasparov modules are (genuine) Kas-
parov modules. In this section, we recall the main results from [KL12], and prove
a few further consequences. We write [·, ·] for the commutator and {·, ·} for the
anti-commutator.
Definition 2.19 (see [KL12, Assumption 7.1]). Let S and T be regular self-adjoint
operators on a Hilbert A-module E such that
1) there exists a submodule E ⊂ Dom T which is a core for T ;
2) for each ξ ∈ E and for all µ ∈ R\{0} we have the inclusions
(S− iµ)−1ξ ∈ DomS∩Dom T , T(S− iµ)−1ξ ∈ DomS.
The pair (S, T) is called an almost commuting pair if in addition
3) the map [S, T ](S − iµ)−1 : E → E extends to a bounded endomorphism in
EndA(E) for all µ ∈ R\{0}.
Similarly, the pair (S, T) is called an almost anti-commuting pair if instead of 3) we
have
3’) the map {S, T }(S − iµ)−1 : E → E extends to a bounded endomorphism in
EndA(E) for all µ ∈ R\{0}.
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These conditions are often summarised by simply saying that [S, T ](S− iµ)−1 (or
{S, T }(S− iµ)−1) is well-defined and bounded.
Lemma 2.20. Let (S, T) be a pair of regular self-adjoint operators on a Hilbert module E
satisfying 1) and 2) of Definition 2.19. Then S is essentially self-adjoint on the intersection
DomS∩Dom T .
Proof. By assumption we have (S± i)−1(ξ) ∈ DomS∩Dom T for all ξ ∈ E, where
E is dense in E. Since S is self-adjoint, the operator (S ± i)−1 is bounded and
has range DomS, which is dense in E. Hence (S± i)−1E is also dense in E, from
which it follows that DomS ∩Dom T is dense in E, so the operator S|DomS∩DomT
is symmetric and densely defined on DomS ∩ Dom T . Furthermore, the image
of (S± i)|DomS∩DomT contains E and is therefore also dense, which implies (see
Proposition 2.9) that S|DomS∩DomT is essentially self-adjoint.
One can easily switch back and forth between almost commuting and almost
anti-commuting operators via the following ‘doubling trick’. Given two regular
self-adjoint operators S and T on a Hilbert A-module E, we construct two new
operators on E⊕ E given by
S˜ :=
 0 iS
−iS 0
 , T˜ :=
0 T
T 0
 ,
with domains Dom S˜ = (DomS)⊕2 and Dom T˜ = (Dom T)⊕2. One easily calculates
that
{S˜, T˜ } = i
[S, T ] 0
0 −[S, T ]
 , [S˜, T˜ ] = i
{S, T } 0
0 −{S, T }
 ,
whenever these operators are defined.
Lemma 2.21. Let S and T be regular self-adjoint operators on a Hilbert A-module E, and
let S˜ and T˜ be given as above. Then the following statements hold:
1) if (S, T) is an almost commuting pair, then (S˜, T˜) is an almost anti-commuting pair;
2) if (S, T) is an almost anti-commuting pair, then (S˜, T˜) is an almost commuting pair.
Proof. We only prove the first statement, as the second statement is similar. So
suppose [S, T ](S− iµ)−1 is well-defined and bounded. Then
{S˜, T˜ }(S˜− iµ)−1 = i
[S, T ] 0
0 −[S, T ]
−iµ iS
−iS −iµ
−1
= i
[S, T ](S− iµ)−1 0
0 −[S, T ](S− iµ)−1
(S− iµ) 0
0 (S− iµ)
−iµ iS
−iS −iµ
−1 .
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The first matrix is bounded by assumption, and an explicit calculation shows that
the product of the remaining two matrices equals(S− iµ) 0
0 (S− iµ)
−iµ iS
−iS −iµ
−1 =
 iµ(S+ iµ)−1 iS(S+ iµ)−1
−iS(S+ iµ)−1 iµ(S+ iµ)−1

and is thus also bounded. Hence {S˜, T˜ }(S˜− iµ)−1 is well-defined and bounded.
Theorem 2.22 ([KL12, Theorem 7.10]). Let (S, T) be an almost commuting pair of reg-
ular self-adjoint operators on E. Then the operator
D :=
 0 S+ iT
S− iT 0

with domain DomD :=
(
DomS∩Dom T)⊕2 is self-adjoint and regular.
Corollary 2.23. Let (S, T) be an almost anti-commuting pair of regular self-adjoint operat-
ors on E. Then the operators S+ T and S− T with domain DomS± T = DomS∩Dom T
are regular and self-adjoint.
Proof. By Lemma 2.21 we know that (S˜, T˜) is an almost commuting pair, so by
Theorem 2.22 it then follows that 0 S˜+ iT˜
S˜− iT˜ 0

is regular and self-adjoint on
(
Dom S˜ ∩Dom T˜)⊕2 = (DomS ∩Dom T)⊕4 ⊂ E⊕4.
Since we can write
S˜+ iT˜ = i
 0 S+ T
−S+ T 0
 , S˜− iT˜ = i
 0 S− T
−S− T 0
 ,
we see that (S + T)∗ = (S + T) and (S − T)∗ = S − T . Furthermore, regularity
implies that
1+
 0 S˜+ iT˜
S˜− iT˜ 0
2 =

1+ (S+ T)2 0 0 0
0 1+ (S− T)2 0 0
0 0 1+ (S− T)2 0
0 0 0 1+ (S+ T)2

has dense range in E⊕4, and so S± T are also regular.
From the assumption that (S, T) is an almost commuting pair, it does not follow
that S± T are self-adjoint on DomS∩Dom T (an obvious counter-example would
be S = ∓T ). However, it does follow that S ± T are essentially self-adjoint on
DomS∩Dom T .
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Proposition 2.24. Let (S, T) be an almost commuting pair of regular self-adjoint operators
on E. Then the operators S± T are essentially self-adjoint on DomS∩Dom T .
Proof. The statement follows from a straightforward adaptation of the proof of
[KL12, Proposition 7.7]. For completeness we will work out the proof for S+ T (the
proof for S− T is similar). We know that S+ T is symmetric on DomS ∩Dom T ,
so it suffices to prove that Dom(S+ T)∗ ⊂ Dom (S+ T). Let ξ ∈ Dom(S+ T)∗, and
define the sequence
ξn :=
(
− inS+ 1
)−1
ξ ∈ DomS,
which converges in norm to ξ. For η ∈ Dom T , we can calculate
(ξn | Tη) =
(
ξ
∣∣ ( i
nS+ 1
)−1
Tη
)
=
(
ξ
∣∣ T( inS+ 1)−1η)− (ξ ∣∣ ( inS+ 1)−1[ inS, T]( inS+ 1)−1η)
=
(
ξ
∣∣ (S+ T)( inS+ 1)−1η)− (ξ ∣∣ S( inS+ 1)−1η)− (ξ |Rnη)
=
((
− inS+ 1
)−1
(S+ T)∗ξ
∣∣ η)− (S(− inS+ 1)−1ξ ∣∣ η)− (R∗nξ |η),
where Rn := ( inS+ 1)
−1[ inS, T ](
i
nS+ 1)
−1 is defined as in [KL12, Lemma 7.4]. This
proves that ξn is in the domain of T∗ = T , and
Tξn =
(
− inS+ 1
)−1
(S+ T)∗ξ− Sξn − R∗nξ.
In [KL12, Lemma 7.4] it is shown that Rn → 0 strongly, and hence
(S+ T)ξn =
(
− inS+ 1
)−1
(S+ T)∗ξ− R∗nξ
converges in norm to (S+ T)∗ξ, which in particular means that ξ = limn→∞ ξn is
an element of Dom (S+ T).
2.4 unbounded kasparov modules
For any two Z2-graded C∗-algebras A and B, Kasparov [Kas80b] defined the
abelian group KK(A,B) as a set of equivalence classes of certain Kasparov A-
B-modules. In addition, he defined a pairing KK(A,B)× KK(B,C) → KK(A,C),
called the Kasparov product. More details can be found in e.g. [Bla98].
The elements of these KK-groups can be used to access the topology of the C∗-
algebras. In this thesis however, we will be more interested in geometry rather
than just topology, which is most conveniently described using unbounded op-
erators (first-order differential operators) instead of bounded operators (zeroth-
order pseudo-differential operators). Kasparov modules were generalised to the
unbounded picture by Baaj and Julg [BJ83]. In this thesis we will only focus on
this unbounded picture, which we briefly recall below.
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Definition 2.25 ([BJ83]). Given Z2-graded C∗-algebras A and B, an unbounded Kas-
parov A-B-module (A, piEB,D) is given by
• a Z2-graded, countably generated, right Hilbert B-module E;
• a Z2-graded ∗-homomorphism pi : A→ EndB(E);
• a separable dense ∗-subalgebra A ⊂ A;
• a closed, regular, odd operator D : DomD ⊂ E→ E such that
1) there exists a linear subspace E ⊂ DomD which is a core for D;
2) the operator D is essentially self-adjoint on E;
3) we have the inclusion pi(A) · E ⊂ DomD, and the graded commutator
[D,pi(a)]± is bounded on E for each a ∈ A;
4) the map pi(a) ◦ ι : DomD ↪→ E → E is compact for each a ∈ A, where
ι : DomD ↪→ E denotes the natural inclusion map, and DomD is con-
sidered as a Hilbert B-module with the graph inner product of D.
The set of all unbounded Kasparov A-B-modules is denoted by Ψ(A,B). If no
confusion arises, we will usually write (A,EB,D) instead of (A, piEB,D). If B = C
and A is trivially graded, we will write E = H and refer to (A,H,D) as an even
spectral triple over A (see [Con94]).
Remark 2.26. We have presented this definition in such a way that it can be more
straightforwardly generalised to the indefinite case in Section 5.1. In particular,
note that assumption 4) is equivalent to the more commonly used assumption that
the resolvent of D is locally compact (which means that pi(a)(1+D2)−
1
2 is compact
for each a ∈ A).
There is a natural map from the unbounded picture to the bounded one. This
map is defined by replacing the operator D by b(D) = D(1+D2)−
1
2 , where the
function b : R → R is given by b(x) = x(1+ x2)− 12 . We refer to this map as the
bounded transform.
Theorem 2.27 ([BJ83, Propositions 2.2 & 2.3]). For an unbounded Kasparov module
(A,EB,D) ∈ Ψ(A,B), the bounded transform yields a class [(A,EB,b(D))] in KK(A,B).
Moreover, if A is separable and B is σ-unital, then this map Ψ(A,B) → KK(A,B) is
surjective.
Remark 2.28. The proofs of these statements, given in [BJ83], are rather succinct.
The proofs have been worked out in more detail in [Bla98], but we point out that
the proof of [Bla98, Proposition 17.11.3], stating that the bounded transform yields
a class in KK(A,B), is incorrect (or at least incomplete). The proof requires the
additional hypothesis (used in [BJ83] but left out in [Bla98]) that A preserves (a
core in) the domain of D (see condition 3) in Definition 2.25). For more details,
see the discussion in [FMR14], which gives several examples of what goes wrong
without this hypothesis.
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For an unbounded Kasparov module (A,EB,D) ∈ Ψ(A,B), we will simply write
[(A,EB,D)] for the class [(A,EB,b(D))] ∈ KK(A,B). The set KK(A,B) forms an
abelian group, with addition given by the direct sum. The negative of a class
[(A, piEB, F)] is given by [(A, piopE
op
B ,−F)], where E
op is defined as the Hilbert mod-
ule E with the opposite grading (i.e. (Eop)0 = E1 and (Eop)1 = E0), and the left ac-
tion ofA on Eop is given by piop(a) := pi(a0)−pi(a1) for a = a0+a1 ∈ A0⊕A1 = A.
Similarly, in the unbounded picture, the negative of [(A, piEB,D)] is given by
[(A, piopE
op
B ,−D)].
Remark 2.29. The elements of KK(A,B) are equivalence classes of (bounded) Kas-
parov modules. We say that two unbounded Kasparov A-B-modules are equival-
ent if their bounded transforms represent the same class. This equivalence relation
is rather strong; in particular, it does not respect any of the geometric information
contained in a Kasparov module. To preserve this geometric information, one
should consider only unitary equivalences.
Definition 2.30. We say that two unbounded Kasparov A-B-modules (A, piEB,D1)
and (A,φFB,D2) are unitarily equivalent if there exists an even unitary U : E → F
such that D2 = UD1U∗ and φ(a) = Upi(a)U∗ for all a ∈ A.
2.4.1 Odd unbounded Kasparov modules
We also introduce an odd version of unbounded Kasparov modules, where all
objects are trivially graded.
Definition 2.31. Given trivially graded C∗-algebras A and B, an odd unbounded
Kasparov A-B-module (A, piEB,D) is given by
• a trivially graded, countably generated, right Hilbert B-module E;
• a ∗-homomorphism pi : A→ EndB(E);
• a separable dense ∗-subalgebra A ⊂ A;
• a closed, regular operator D : DomD ⊂ E→ E such that
1) there exists a linear subspace E ⊂ DomD which is a core for D;
2) the operator D is essentially self-adjoint on E;
3) we have the inclusion pi(A) · E ⊂ DomD, and the commutator [D,pi(a)]
is bounded on E for each a ∈ A;
4) the map pi(a) ◦ ι : DomD ↪→ E → E is compact for each a ∈ A, where
ι : DomD ↪→ E denotes the natural inclusion map, and DomD is con-
sidered as a Hilbert B-module with the graph inner product of D.
If B = C and A is trivially graded, we will write E = H and refer to (A,H,D) as
an odd spectral triple over A.
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Given an odd Kasparov module (A, piEB,D), it is straightforward to construct
an (even) Kasparov module (A, p˜iE˜B, D˜) by defining theZ2-graded Hilbert module
E˜ := E⊕E (where the first summand is considered even and the second summand
odd), the ∗-homomorphism pi := pi⊕ pi : A→ EndB(E˜), and the odd operator
D˜ :=
0 D
D 0
 .
We observe that (A, p˜iE˜B, D˜) is unitarily equivalent to (A, p˜iop E˜
op
B ,−D˜) via the anti-
self-adjoint unitary
0 −1
1 0
. A converse statement also holds:
Proposition 2.32. Let A and B be trivially graded C∗-algebras. Let (A, piEB,D) be an
unbounded Kasparov A-B-module which is unitarily equivalent to (A, piopE
op
B ,−D) via an
anti-self-adjoint unitary 0 −U∗
U 0
 .
Consider the restrictions pi0 := pi|E0 : A → EndB(E0) and D0 := D|E0 : E0 → E1. Then
(A, pi0E
0
B,U
∗D0) is an odd unbounded Kasparov A-B-module.
Remark 2.33. The anti-self-adjoint unitary operator given above can be seen as the
generator of the Clifford algebra Cl1. Since it is odd and anti-commutes with D,
this means that (A, piEB,D) can be seen as an element of Ψ(A⊗Cl1,B), and thus
it represents a class in the odd KK-theory KK1(A,B) = KK(A⊗Cl1,B).
Proof. Using the isomorphism Eop ' E = E0 ⊕ E1 as ungraded modules, any even
unitary isomorphism E→ Eop can be written in the form0 −V∗
U 0
 ,
where U and V are unitary isomorphisms E0 → E1. The assumption that this
unitary isomorphism is anti-self-adjoint implies that U = V . If we write the self-
adjoint operator D on E0 ⊕ E1 as
D =
 0 D∗0
D0 0
 ,
the unitary equivalence of D and −D then yields
D = −
0 −U∗
U 0
 0 D∗0
D0 0
 0 U∗
−U 0
 =
 0 U∗D0U∗
UD∗0U 0
 .
Hence it follows that D0 = UD∗0U, which means that U
∗D0 is self-adjoint.
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The algebra A is trivially graded, so its representation on E and Eop is the same,
and therefore the unitary equivalence must commute with the representation of
A. Writing a = a0 ⊕ a1, this implies that a1 = Ua0U∗. The boundedness of the
commutator [D,a] then implies that [U∗D0,a] is bounded, and since the operator
(1+ (U∗D0)2)−
1
2 = (1+D∗0UU
∗D0)−
1
2 = (1+D∗0D0)
− 12
is locally compact by assumption, this completes the proof that (A, pi0E
0
B,U
∗D0)
yields an odd unbounded Kasparov module.
2.4.2 The unbounded Kasparov product
The (internal) Kasparov product is a pairing KK(A,B) × KK(B,C) → KK(A,C)
defined on equivalence classes of bounded Kasparov modules [Kas80b]. This
product also has an unbounded analogue. To be precise, we say that an unboun-
ded Kasparov module (A, E˜C,D) represents the (internal) unbounded Kasparov
product of (A,EB,D1) and (B, FC,D2) if the class [(A, E˜C,b(D))] ∈ KK(A,C) is the
Kasparov product of [(A,EB,b(D1))] ∈ KK(A,B) and [(B, FC,b(D2))] ∈ KK(B,C).
This definition of the unbounded Kasparov product relies on a knowledge of
the classes represented by the bounded transforms. In practice, it is often more
convenient to work only with the unbounded picture. This is made possible by
the following theorem of Kucerovsky, which provides sufficient conditions for how
one can recognise the Kasparov product of two unbounded Kasparov modules.
Theorem 2.34 ([Kuc97]). Let (A, piEB,D1) and (B,φFC,D2) be unbounded Kasparov
modules. Suppose that (A, pi1⊗ˆid(E ⊗ˆB F)C,D) is an unbounded Kasparov module such
that:
1) for all e in a dense subspace of pi(A)E, the commutatorsD 0
0 D2
 ,
 0 Te
T∗e 0

are bounded on Dom(D⊕D2) ⊂ (E ⊗ˆB F)⊕ F, where Te : F→ E ⊗ˆB F is given by
Te(f) = e ⊗ˆ f;
2) Dom(D) ⊂ Dom(D1 ⊗ˆ 1);
3) there exists K ∈ R such that ((D1 ⊗ˆ 1)x | Dx) + (Dx | (D1 ⊗ˆ 1)x) > K(x|x) for all
x ∈ Dom(D).
Then (A, pi⊗ˆid(E ⊗ˆB F)C,D) represents the unbounded Kasparov product of (A, piEB,D1)
and (B,φFC,D2).
Kucerovsky’s theorem is only useful if one already has a ‘guess’ for what the
Kasparov product should be. The next question is then whether one can con-
struct a suitable module representing the Kasparov product. The first result in this
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direction was given by Mesland [Mes14], and his hypotheses were subsequently
weakened by Kaad and Lesch [KL13].
We will quote the result from [KL13], which provides sufficient conditions for
being able to construct the Kasparov product of two odd unbounded Kasparov
modules (A,EB,D1) and (B1, FC,D2). Let B1 be an involutive operator algebra
which is a dense ∗-subalgebra of B, such that [D2,b] is bounded for all b ∈ B1. As
in Section 2.2.3, we define the generalised one-forms
Ω1D2(B1) :=
{∑
j
aj[D2,bj]
∣∣ aj,bj ∈ B1} ⊂ EndC(F),
where the sums are required to converge in the operator norm on F. We assume
that (B1, FC,D2) is essential, which means that B · F is dense in F, and B ·Ω1D2(B1)
is dense in Ω1D2(B1). Let E1 ⊂ E be an operator module over B1 which is a dense
subspace of E. From [KL13, Definition 4.6] we have the Grassmann connection
∇GrD2 : E1 → E⊗B EndC(F) (see Section 2.2.3 for the special case B1 = C10(M)). We
can then define the operator 1⊗∇D2 on the interior tensor product E⊗B F as
(1⊗∇D2)(e⊗ f) := e⊗D2f+ (∇GrD2e)f,
for e⊗ f in the domain Dom(1⊗∇ D2) := E1 ⊗B1 DomD2. This operator is well-
defined, since for e ∈ E1, f ∈ DomD2, and b ∈ B1 we have
(1⊗∇D2)(eb⊗ f) = eb⊗D2f+
(∇GrD2(eb))f
= e⊗ bD2f+
(∇GrD2(e))(bf) + e⊗ [D2,b]f
= e⊗D2(bf) +
(∇GrD2(e))(bf) = (1⊗∇D2)(e⊗ bf),
where we have used on the second line that the Grassmann connection ∇GrD2 satis-
fies the ‘Leibniz rule’
∇GrD (eb) = ∇GrD (e)b+ e⊗ [D,b],
for all e ∈ E1 and b ∈ B1 [KL13, Proposition 4.7].
Definition 2.35 ([KL13, Definition 6.3]). By a correspondence from (A,EB,D1) to
(B1, FC,D2) we will understand a pair (E1,∇GrD2) consisting of an operator mod-
ule E1 over a σ-unital involutive operator algebra B1 along with the Grassmann
connection ∇GrD2 : E1 → E⊗B EndC(F) such that
1) the operator module E1 ⊂ E is a dense subspace of E and the involutive
operator algebra B1 ⊂ B is a dense ∗-subalgebra of B, and the inclusions are
completely bounded and compatible with the module structures and inner
products;
2) we have the inclusion B1 ·DomD2 ⊂ DomD2, and [D2, ·] : B1 → EndC(F) is
a completely bounded derivation;
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3) the commutator [1⊗∇ D2,a⊗ 1] : Dom(1⊗∇ D2) → E⊗B F is well-defined
and bounded for all a in the dense ∗-subalgebra A ⊂ A;
4) the pair (D1 ⊗ 1, 1⊗∇D2) is an almost commuting pair.
Remark 2.36. In fact, [KL13] gives a more general definition using D2-connections.
We have restricted our attention to the special case of the Grassmann connection,
as this is all we need for our application of the following theorem in Section 5.5.
Theorem 2.37 ([KL13, Theorems 6.7 and 7.5]). Let (A,EB,D1) and (B1, FC,D2)
be two odd unbounded Kasparov modules. Suppose that there exists a correspondence
(E1,∇GrD2) from (A,EB,D1) to (B1, FC,D2). Then the operator
D1 ×D2 :=
 0 D1 ⊗ 1− i1⊗∇D2
D1 ⊗ 1+ i1⊗∇D2 0

on the domain (Dom(D1 ⊗ 1) ∩Dom(1⊗∇ D2))⊕2 ⊂ (E⊗B F)⊕2 yields an even un-
bounded Kasparov A-C-module (A, (E⊗B F)⊕2C ,D1×D2) which represents the Kasparov
product of (A,EB,D1) and (B1, FC,D2).
2.5 smoothly summable spectral triples
As mentioned in Definition 2.25, a spectral triple (A,H,D) is an unbounded Kas-
parov A-C-module, where A is the C∗-closure of A. In this section, we will
discuss notions of smoothness and summability for spectral triples. Our discus-
sion is based on [CGRS14], where a general definition of summability in the non-
unital/non-compact context was developed.
2.5.1 Summability
Consider a densely defined, self-adjoint operator on a Hilbert space H. For a
positive bounded operator T , we define for each s > 0 a weight ϕs by
ϕs(T) := Tr
(
(1+D2)−
s
4 T(1+D2)−
s
4
)
.
Definition 2.38. A spectral triple (A,H,D) is called finitely summable if there exists
s > 0 such that ϕs(|a|) is finite for all a ∈ A. In this case, we define the spectral
dimension p of (A,H,D) as the infimum of all such s.
We can also use these weights ϕs to define a notion of ‘summability’ or ‘in-
tegrability’ for bounded operators on H. First, for p > 0 we define the space
of square-integrable bounded operators B2(D,p) as the set of bounded operators
T ∈ B(H) such that ϕs(T∗T) and ϕs(TT∗) are finite for all s > p, i.e.
B2(D,p) =
{
T ∈ B(H) : ϕs(|T |2),ϕs(|T∗|2) <∞, ∀s > p}.
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This space B2(D,p) can be equipped with a family of norms {Qn}∞n=1 given by
Qn(T) :=
(
‖T‖2 +ϕp+ 1n (|T |
2) +ϕp+ 1n
(|T∗|2)
) 1
2
.
For T ,S ∈ B2(D,p), one can use the operator inequality S∗T∗TS 6 ‖T∗T‖S∗S to
show that TS is again square-integrable, so that B2(D,p) is a ∗-algebra. Equipped
with the norms {Qn}∞n=1, the space of square-integrable operators B2(D,p) is in
fact a Fréchet algebra [CGRS14, Proposition 2.6].
Given the square-integrable operators, we can define the integrable operators as
follows. Consider the finite linear span B2(D,p)2 of products of square-integrable
operators T1,j, T2,j ∈ B2(D,p). For T ∈ B2(D,p)2, we define the norms [CGRS14,
p. 13]
Pn(T) := inf
{ k∑
j=1
Qn(T1,j)Qn(T2,j)
∣∣∣ T = k∑
j=1
T1,jT2,j, T1,j, T2,j ∈ B2(D,p)
}
,
where the infimum runs over all possible representations of T as a finite linear
combination of products of elements in B2(D,p). We now define the integrable
operators B1(D,p) as the completion of B2(D,p)2 with respect to the family of
norms {Pn}∞n=1.
2.5.2 Smoothness
In addition to integrability, we can also ask whether a bounded operator is ‘dif-
ferentiable’. For this purpose we construct a derivation δ, as follows. Let D be
a densely defined self-adjoint operator on H, and consider the subspaces Hk :=
DomDk and H∞ := ⋂k>0Hk. Given a bounded operator T which preserves the
smooth subspace H∞, we define
δ(T) :=
[
(1+D2)
1
2 , T
]
.
We use the recursive notation T (0) := T and T (k) := [D2, T (k−1)] for k > 0, and also
define maps L and R given by
L(T) := (1+D2)−
1
2
[
D2, T
]
, R(T) :=
[
D2, T
]
(1+D2)−
1
2 .
It is shown in [CM95, Con95] and [CPRS06a, Proposition 6.5] that⋂
k>0
DomLk =
⋂
k>0
DomRk =
⋂
k, l>0
DomLk ◦ Rl =
⋂
k>0
Dom δk. (2.3)
We now define the smooth bounded operators as the set OP0(D) :=
⋂
k>0Dom δ
k.
This can be generalised to ‘unbounded operators with smooth coefficients’ as fol-
lows.
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Definition 2.39. Let D be a densely defined self-adjoint operator on the Hilbert
space H. For r ∈ R, the set of regular order-r pseudo-differential operators is
OPr(D) := (1+D2)
r
2
( ⋂
k∈N
Dom δk
)
, OP•(D) :=
⋃
r∈R
OPr(D).
The natural topology of OPr(D) is associated with the family of norms
k∑
l=0
∥∥δl((1+D2)− r2 T)∥∥, k ∈N.
The following lemma will be useful to us later on.
Lemma 2.40. Let D be a densely defined self-adjoint operator on the Hilbert space H. Let
T ∈ OP0(D) have bounded inverse. Then T−1 ∈ OP0(D).
Proof. We need to show that δn(T−1) is bounded for all n > 1. We first check that
δ(T−1) = −T−1δ(T)T−1
is given by a product of bounded operators. Iterating this formula shows that
there are combinatorial constants Cl,n,k such that
δn(T−1) =
∑
16l6n
∑
16k1,...,kl6n
|k|=n
Cl,n,kT
−1δk1(T)T−1δk2(T)T−1 · · · T−1δkl(T)T−1.
Since δk(T) ∈ OP0(D) is bounded for all k, we see that δn(T−1) is bounded for all
n. Hence T−1 is indeed an element of OP0(D).
2.5.3 Smooth summability
Finally, we wish to combine the notions of smoothness and integrability. First, we
consider the set of integrable operators with ‘integrable derivatives’.
Definition 2.41. Let D be a densely defined self-adjoint operator on the Hilbert
space H, and p > 1. Then define for k = 0, 1, 2, . . .
Bk1(D,p) :=
{
T ∈ B(H) : T : Hl → Hl and δl(T) ∈ B1(D,p), ∀ l = 0, . . . ,k
}
,
B∞1 (D,p) :=
∞⋂
k=0
Bk1(D,p).
We equip Bk1(D,p) (for k = 0, 1, 2, . . . ,∞) with the topology determined by the
seminorms Pn,l (where n = 1, 2, . . . and l = 0, . . . ,k) defined by
Pn,l(T) :=
l∑
j=0
Pn
(
δj(T)
)
.
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We are now ready to define smooth summability for spectral triples.
Definition 2.42. Let (A,H,D) be a spectral triple. Then we say that (A,H,D) is
QCk summable if (A,H,D) is finitely summable with spectral dimension p and
A∪ [D,A] ⊂ Bk1(D,p).
We say that (A,H,D) is smoothly summable if it is QCk summable for all k ∈ N or,
equivalently, if
A∪ [D,A] ⊂ B∞1 (D,p).
If (A,H,D) is smoothly summable with spectral dimension p, we can equip A with
the topology associated to the family of norms (for n = 1, 2, . . . and l = 0, 1, 2, . . . )
Pn,l(a) +Pn,l([D,a]),
where a ∈ A.
For the regular pseudo-differential operators OPr(D) defined above, we can ask
whether the coefficients are not only smooth, but also have integrable derivatives.
This leads to the following definition.
Definition 2.43. Let D be a densely defined self-adjoint operator on the Hilbert
space H and p > 1. For r ∈ R, the set of order-r tame pseudo-differential operators
associated with (H,D) and p > 1 is given by
OPr0(D) := (1+D
2)
r
2B∞1 (D,p), OP•0(D) := ⋃
r∈R
OPr0(D).
We topologise OPr0(D) with the family of norms (for n = 1, 2, . . . and l = 0, 1, 2, . . . )
Prn,l(T) := Pn,l
(
(1+D2)−
r
2 T
)
.
To lighten the notation, we do not make explicit the important dependence on
the real number p > 1 in the definition of the tame pseudo-differential operators.
With these definitions, OPr0(D) is a Fréchet space and both OP
0(D) and OP00(D)
are Fréchet ∗-algebras. Moreover it is proved in [CGRS14, Lemma 2.34] that for
r > p, elements of OP−r0 (D) are trace-class, and that for all r, t ∈ R we have
OPr0(D) ·OPt(D), OPt(D) ·OPr0(D) ⊂ OPr+t0 (D).
Thus the tame pseudo-differential operators form an ideal within the regular
pseudo-differential operators.
Proposition 2.44 ([CGRS14, Proposition 2.31]). Let D be a densely defined self-adjoint
operator on the Hilbert space H and p > 1. For z ∈ C and T ∈ OP•(D), we define the
one-parameter group σ of automorphisms of OP•(D) by
σz(T) := (1+D2)
z
2 T (1+D2)−
z
2 .
Then σ restricts to a strongly continuous one parameter group on each OPr(D) and
OPr0(D) (for any r ∈ R).
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2.6 non-symmetric operators
One of the main recurring themes throughout this thesis is that we will consider
unbounded operators which are not symmetric. In this section, we describe our ap-
proach to dealing with these non-symmetric operators, namely by studying their
real and imaginary parts. We start with a useful lemma regarding the ‘combined
graph norm’ of two closed operators on the intersection of their domains.
Lemma 2.45. Let E be a right Hilbert B-module with inner product (·|·). Let S and T be
closed regular operators on E such that DomS∩Dom T is dense. Then DomS∩Dom T
is a right Hilbert B-module with the inner product
(φ|ψ)S,T := (φ|ψ) + (Sφ|Sψ) + (Tφ|Tψ),
and the corresponding norm ‖ψ‖S,T = ‖(ψ|ψ)S,T‖
1
2
B.
Furthermore, if a linear subset E ⊂ DomS∩Dom T is a core for both S and T , then the
closure of E in the norm ‖ · ‖S,T is equal to DomS∩Dom T .
Proof. We need to show that DomS∩Dom T is complete in the norm ‖ · ‖S,T . Since
S is closed, we know that DomS is complete for the graph norm ‖ · ‖S correspond-
ing to the inner product
(φ|ψ)S := (φ|ψ) + (Sφ|Sψ),
and a similar statement holds for Dom T . The inequalities
1
2
(ψ|ψ)S +
1
2
(ψ|ψ)T 6 (ψ|ψ)S,T 6 (ψ|ψ)S + (ψ|ψ)T
show that convergence in the norm ‖ · ‖S,T is equivalent to convergence in both
graph norms ‖ · ‖S and ‖ · ‖T . Denote by WS (respectively WT ) the closure of
DomS ∩Dom T in the norm ‖ · ‖S (resp. ‖ · ‖T ). The closure of DomS ∩Dom T
in the norm ‖ · ‖S,T is then equal to the intersection of WS and WT . Since WS ⊂
DomS and WT ⊂ Dom T , this intersection WS ∩WT is contained in, and hence
equal to, DomS ∩Dom T , so we conclude that DomS ∩Dom T is complete in the
norm ‖ · ‖S,T .
If E ⊂ DomS ∩Dom T is a core for both S and T , its closure in the norm ‖ · ‖S
(respectively ‖ · ‖T ) is equal to DomS (resp. Dom T ). Since convergence in the
norm ‖ · ‖S,T is equivalent to convergence in both graph norms ‖ · ‖S and ‖ · ‖T , it
follows that the closure of E in the norm ‖ · ‖S,T equals the intersection of DomS
and Dom T .
In what follows, we will consider a closed regular operator D on a right Hilbert
B-module E, such that DomD∩DomD∗ is dense in E. The above lemma then tells
us that DomD∩DomD∗ is a Hilbert B-module with the inner product (·|·)D,D∗ .
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Remark 2.46. Suppose that DomD ∩DomD∗ is dense in E, but not a core for D.
Then we can replace D by a new operator D˜ given by the closure of the restriction
of D to DomD∩DomD∗, i.e.
D˜ := D|DomD∩DomD∗ ,
so that by definition DomD∩DomD∗ is a core for D˜. We have D˜ ⊂ D and hence
D˜∗ ⊃ D∗, which implies that Dom D˜ ∩Dom D˜∗ contains DomD ∩DomD∗. Thus
Dom D˜ ∩Dom D˜∗ is a core for D˜. For this reason we will usually simply assume
that DomD∩DomD∗ is a core for D.
2.6.1 Wick rotation
Before we continue, let us provide some motivation by having a look at the basic
example of a Dirac operator on 2-dimensional Minkowski spacetime R1,1. We
consider the Hilbert space L2(R2,C2) of square-integrable spinors, and the Dirac
operator
/D :=
 0 ∂t − ∂x
∂t + ∂x 0
 .
Here t denotes the time variable, and x the spatial variable. We observe that we
can isolate the spacelike part /Ds and the timelike part /Dt as
/Ds :=
1
2
( /D+ /D
∗
) =
 0 −∂x
∂x 0
 , /Dt := 1
2
( /D− /D
∗
) =
 0 ∂t
∂t 0
 .
Hence the spacelike part /Ds is the symmetric part of /D, and the timelike part /Dt is
the anti-symmetric part of /D. If we consider the standard Euclidean metric on R2,
the corresponding Dirac operator looks like 0 −i∂t − ∂x
−i∂t + ∂x 0
 = /Ds − i /Dt.
Thus, the transition from Minkowski signature to Euclidean signature is imple-
mented at the level of Dirac operators by the map /D = /Ds+ /Dt → /Ds− i /Dt. Such
a transition is often referred to as ‘Wick rotation’ in physics. In the remainder of
this section, we extend this procedure of ‘Wick rotation’ to non-symmetric operat-
ors on a Hilbert module.
Definition 2.47. Let D be a closed regular operator on a right Hilbert B-module E,
such that DomD ∩DomD∗ is dense. We define the real and imaginary parts of D
by setting
ReD :=
1
2
(D+D∗), ImD := −
i
2
(D−D∗),
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on the initial domain DomD∩DomD∗. Since these operators are densely defined
and symmetric, they are closable, and we denote their closures by ReD and ImD
as well. We remark that the closure of ReD+ i ImD is equal to D if and only if
DomD∩DomD∗ is a core for D. Furthermore, we define the ‘Wick rotations’ of D
by
D+ := ReD+ ImD, D− := ReD− ImD,
on the initial domain Dom ReD∩Dom ImD.
Lemma 2.48. Let D be a closed regular operator on a right Hilbert B-module E, such that
DomD∩DomD∗ is dense in E. Then the norms ‖ · ‖D,D∗ , ‖ · ‖ReD,ImD, and ‖ · ‖D+,D−
(defined as in Lemma 2.45) are equivalent, and
DomD∩DomD∗ = Dom ReD∩Dom ImD = DomD+ ∩DomD−.
Proof. An elementary calculation shows that we have the equalities
(φ|ψ)ReD,ImD =
1
2
(φ|ψ) +
1
2
(φ|ψ)D,D∗ , (φ|ψ)D+,D− = (φ|ψ)D,D∗ ,
from which it follows that the three norms ‖ · ‖D,D∗ , ‖ · ‖ReD,ImD, and ‖ · ‖D+,D−
are equivalent. Since DomD ∩ DomD∗ is by construction a core for ReD and
ImD, it follows by Lemma 2.45 that the closure of DomD ∩DomD∗ in the norm
‖ · ‖ReD,ImD is equal to Dom ReD ∩Dom ImD. But DomD ∩DomD∗ is already
closed in the norm ‖ · ‖ReD,ImD (because this norm is equivalent to ‖ · ‖D,D∗), and
hence we conclude that DomD ∩DomD∗ = Dom ReD ∩Dom ImD. The same
argument applies to DomD+ ∩DomD−.
2.6.2 Reverse Wick rotation
Definition 2.49. Let D1 and D2 be closed regular symmetric operators on a Hilbert
B-module E, such that DomD1 ∩DomD2 is dense in E. We define the reverse Wick
rotation of the pair (D1,D2) as the closure of
D :=
1
2
(D1 +D2) +
i
2
(D1 −D2)
on the initial domain DomD1 ∩DomD2 (note that D is closable, because it is the
sum of a symmetric and an anti-symmetric operator, which ensures that D∗ is
densely defined).
Remark 2.50. We emphasise that the reverse Wick rotation D ′ of the pair (D2,D1)
is not equal to the reverse Wick rotation D of (D1,D2), but they are related to each
other: D ′ is the closure of the restriction of D∗ to DomD1 ∩DomD2. In other
words, D∗ is a closed extension of the closure of D ′, and they are equal if and only
if DomD1 ∩DomD2 is a core for D∗.
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Lemma 2.51. LetD1 andD2 be closed regular symmetric operators on a Hilbert B-module
E, such that DomD1 ∩DomD2 is dense in E, and suppose that D1 ±D2 are regular
and essentially self-adjoint on DomD1 ∩DomD2. Let D be the reverse Wick rotation of
(D1,D2). Then the norms ‖ · ‖D,D∗ , ‖ · ‖ReD,ImD, and ‖ · ‖D1,D2 are all equivalent, and
hence
DomD∩DomD∗ = Dom ReD∩Dom ImD = DomD1 ∩DomD2.
Proof. Let us write E := DomD1 ∩DomD2. The operators D1±D2 are symmetric
on E, so the domain of D∗ also contains E (and in particular DomD ∩DomD∗ is
dense). For ψ ∈ E we can then write
D∗ψ =
1
2
(D1 +D2)ψ−
i
2
(D1 −D2)ψ.
Hence on the initial domain E we can write
D1 = D+, D2 = D−, ReD =
1
2
(D1 +D2), ImD =
1
2
(D1 −D2).
From Lemma 2.48 it follows that the norms ‖ · ‖D,D∗ , ‖ · ‖ReD,ImD, and ‖ · ‖D1,D2
are equivalent on E, and furthermore E is closed in these norms. Since the equality
Dom ReD∩Dom ImD = DomD∩DomD∗ was already shown in Lemma 2.48, it
remains to show that E is dense in (and hence equal to) Dom ReD∩Dom ImD.
The real part of D is by definition the closure of 12(D+D
∗) on the initial domain
DomD ∩DomD∗. By assumption, 12(D1 +D2) is essentially self-adjoint. Given
that ReD is a closed symmetric extension of 12(D1 +D2), it must be the unique
self-adjoint extension of 12(D1+D2). Similarly, we find that ImD is the unique self-
adjoint extension of 12(D1 −D2). In particular, E is a core for both ReD and ImD,
and since E is closed in the norm ‖ · ‖ReD,ImD, it must be equal to the intersection
Dom ReD∩Dom ImD (see Lemma 2.45).

3
P S E U D O - R I E M A N N I A N S P I N G E O M E T RY
In this chapter we give an introduction to Dirac operators on pseudo-Riemannian
spin manifolds. Our main reference is Helga Baum’s book [Bau81]. A detailed
introduction to finite-dimensional Clifford algebras and spin groups is given in
[LM89, Ch. 1]. A short summary of the construction of pseudo-Riemannian Dirac
operators can also be found in [BGM05, §2].
We will start in the first section with a discussion of finite-dimensional Clif-
ford algebras and spinor modules. In the next section, we recall the basics of the
theory of fibre bundles. Subsequently, we show that the constructions of Clifford
algebras and spinor modules can be extended to bundles over pseudo-Riemannian
spin manifolds. Finally, we construct the Dirac operator and discuss some of its
properties in the last section.
3.1 clifford algebras and spin groups
Let Rt,s be the real vector space Rt+s equipped with the standard basis {ej}t+sj=1
and the non-degenerate symmetric bilinear form
q
t+s∑
j=1
vjej,
t+s∑
j=1
wjej
 := − t∑
j=1
vjwj +
t+s∑
j=t+1
vjwj. (3.1)
We think of ej as a ‘timelike vector’ if j 6 t or a ‘spacelike vector’ if j > t. For
simplicity, we will assume that the dimension n := t+ s is at least 3 (thus avoiding
some subtleties in the lower-dimensional cases). We also assume that the number
of time dimensions t is at most n2 (otherwise, we can replace q by −q).
The pseudo-orthogonal group O(t, s) is the group of all linear transformations
of Rt,s which preserve q. If t = 0 we will write O(n) := O(0,n) for the orthogonal
group. A transformation T ∈ O(t, s) can be written in matrix form with respect to
the decomposition Rt,s = Rt ⊕Rs as
T =
Ttt Tts
Tst Tss
 .
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The pseudo-orthogonal group has four connected components, determined by
whether they preserve time- and or space-orientation, given by
O++(t, s) := {A ∈ O(t, s) : det(Ttt) > 0, det(Tss) > 0},
O−−(t, s) := {A ∈ O(t, s) : det(Ttt) < 0, det(Tss) < 0},
O+−(t, s) := {A ∈ O(t, s) : det(Ttt) > 0, det(Tss) < 0},
O−+(t, s) := {A ∈ O(t, s) : det(Ttt) < 0, det(Tss) > 0}.
If t = 0 there are only two connected components, namely the special orthogonal
group SO(n) = O+(n) = {A ∈ O(n) : det(A) > 0}, and the component O−(n) =
{A ∈ O(n) : det(A) < 0}. We define two more subgroups of O(t, s):
SO+(t, s) := O++(t, s),
SO(t, s) := O++(t, s)∪O−−(t, s) = {A ∈ O(t, s) : det(A) = 1}.
We point out that SO+(t, s) is the connected component of the identity in the
special pseudo-orthogonal group SO(t, s).
Given the standard basis {ej}t+sj=1 of R
t,s, we obtain a direct sum decompos-
ition Rt,s = Rt ⊕ Rs, where the ‘timelike subspace’ Rt has the basis {ej}tj=1
and the ‘spacelike subspace’ Rs has the basis {ej}t+sj=t+1. This decomposition
is orthogonal with respect to q. We emphasise that the decomposition is not
unique, but depends on the initial choice of basis. The pseudo-orthogonal group
O(t, s) does not preserve this decomposition, but its maximal compact subgroup
K := O(t) × O(s) does. Furthermore, the maximal compact subgroup K+ :=
K ∩ SO+(t, s) = SO(t)× SO(s) of SO+(t, s) also preserves the orientations of Rt
and Rs.
3.1.1 The Clifford algebra
The (real) Clifford algebra Clt,s associated to Rt,s is the universal algebra gener-
ated by v,w ∈ Rt,s subject to the relation
v ·w+w · v = −2q(v,w), (3.2)
and can be constructed as
Clt,s = T(Rt,s)/J,
where T(Rt,s) =
⊕
k T
k(Rt,s) is the tensor algebra over Rt,s, and J is the ideal
generated by v · v + q(v, v). The Clifford algebra is Z2-graded, with even part
Cl0t,s =
⊕
k T
2k(Rt,s)/J and odd part Cl1t,s =
⊕
k T
2k+1(Rt,s)/J. The elements 1
and ei1 · · · eik , for 1 6 k 6 t+ s and 1 6 i1 6 · · · 6 ik 6 n, form a linear basis for
the Clifford algebra.
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The complexification of the Clifford algebra only depends on the sum t + s
and is denoted Clt+s := Clt,s ⊗R C. This complexified Clifford algebra is given by
Clt+s 'M2m(C) if t+ s = 2m and by Clt+s 'M2m(C)⊕M2m(C) if t+ s = 2m+1,
for some m ∈N [Bau81, Satz 1.3].
3.1.2 The spin group and its subgroups
A vector v ∈ Rt,s is called a unit vector if q(v, v) = ±1. We define the spin group as
the group whose elements are products of an even number of unit vectors:
Spin(t, s) :=
{
v1 · · · v2k ∈ Cl0t,s
∣∣q(vj, vj) = ±1, 1 6 2k 6 t+ s, 1 6 j 6 2k}.
If v ∈ Rt,s such that q(v, v) = ±1, then v · v = ∓1, and hence Spin(t, s) contains ±1.
We note that all elements of Spin(t, s) are invertible, and the inverse of v1 · · · v2k
is given by ±v2k · · · v1 (the sign depending on the signs of q(vj, vj) = ±1). Let the
homomorphism λ : Spin(t, s)→ SO(t, s) be given by
λ(u)w := u ·w · u−1, (3.3)
for u ∈ Spin(t, s) and w ∈ Rt,s. For v ∈ Rt,s we have v−1 = −q(v, v)−1v, and one
uses the Clifford relation to check that
λ(v)w = −w+ 2
q(v,w)v
q(v, v)
.
Thus λ(v) implements a reflection Rt,s → Rt,s (up to a sign). Furthermore, this
equality also shows that λ(v) preserves q. Hence λ(v) ∈ O(t, s), and since λ is
multiplicative it follows that λ(u) ∈ O(t, s) for all u ∈ Spin(t, s). As u ∈ Spin(t, s)
is a product of an even number of vectors, λ(u) consists of an even number of re-
flections, and hence λ(u) ∈ SO(t, s). Lastly, one can show that the homomorphism
λ : Spin(t, s) → SO(t, s) is surjective with kernel {±1}, and hence the spin group
Spin(t, s) is a double cover of the special pseudo-orthogonal group SO(t, s). For
more details, we refer to [LM89, §I.2].
We denote by Spin+(t, s) the pre-image of SO+(t, s) under λ, which can be
characterised as
Spin+(t, s) :=
{
v1 · · · v2k ∈ Spin(t, s) :
2k∏
j=1
q(vj, vj) = 1
}
.
Similarly, we define the maximal compact subgroup K˜+ as the pre-image of the
maximal compact subgroup K+ = SO(t)× SO(s) ⊂ SO+(t, s), which is given by
K˜+ '
Spin(s), if t = 1,( Spin(t)× Spin(s))/Z2, if t > 1,
where Z2 is the subgroup of Spin(t)× Spin(s) consisting of the elements (1, 1) and
(−1,−1).
42 pseudo-riemannian spin geometry
3.1.3 The volume element
Let {ej}nj=1 be a pseudo-orthonormal basis for R
t,s. Then we define the volume
element
ω := in(n+1)/2−te1 · · · en.
This definition is independent of the choice of basis, and it is straightforward to
check that ω2 = 1 and v ·ω = (−1)n−1ω · v. In particular, ω is central if n is odd.
If n is even, then ω · a ·ω = (−1)degaa for any even or odd element a ∈ Cldegat,s
(where dega = 0, 1).
The volume element gives rise to two idempotents P± := 12(1±ω) such that
P+ + P− = 1 and P+P− = P−P+ = 0. If n is odd, the Clifford algebra Clt,s
then decomposes as Clt,s = Cl+t,s ⊕ Cl−t,s, where Cl±t,s := P±Clt,s are isomorphic
subalgebras. If n = t+ s is even, and if Clt,s is represented on a vector space V ,
then we have a decomposition V = V+ ⊕ V− into the +1 and −1 eigenspaces of
ω. In this case, multiplication by a unit vector e ∈ Rt,s implements isomorphisms
e : V+ → V− and e : V− → V+.
3.1.4 Representations and Clifford multiplication
As mentioned in Section 3.1.1, we have isomorphisms Φt,s : Clt+s → M2m(C)
if t + s = 2m and Φt,s : Clt+s → M2m(C)⊕M2m(C) if t + s = 2m + 1. In the
even case, when t+ s = 2m, we can use the isomorphism Φt,s : Clt+s →M2m(C)
to obtain a representation Φt,s of the spin group Spin(t, s) on ∆t,s := C2
m
. We
call ∆t,s the spinor module and the representation on ∆t,s the spinor representation.
The spinor module decomposes into the eigenspaces of Φt,s(e1 · · · e2m) as ∆t,s =
∆+t,s⊕∆−t,s. Each of these eigenspaces ∆±t,s is invariant under the action of Spin(t, s)
and forms in fact an irreducible representation of Spin(t, s).
In the odd case, when t+ s = 2m+ 1, we instead obtain two representations
Φ
j
t,s := projj ◦Φt,s on ∆jt,s := C2
m
for j = 1, 2 (corresponding to the two summands
M2m(C)). In this case, the spinor modules ∆
j
t,s for j = 1, 2 are two isomorphic
irreducible representations of Spin(t, s).
Henceforth we shall use the representation on ∆1t,s if t+ s = 2m+ 1, and we
shall write Φˆt,s for either Φt,s (if t+ s = 2m) or Φ1t,s (if t+ s = 2m+ 1).
In addition to the spinor representation, the spin group Spin(t, s) can also be
represented on Rt,s using the covering λ : Spin(t, s)→ SO(t, s) from Eq. (3.3). We
define the Clifford multiplication µ : Rt,s ×∆t,s → ∆t,s as µ(x, v) := x · v := Φˆt,s(x)v.
This Clifford multiplication is an intertwiner of representations of Spin(t, s):
µ
(
λ(a)x, Φˆt,s(a)v
)
= Φˆt,s(a)µ(x, v)
for all a ∈ Spin(t, s), x ∈ Rt,s, and v ∈ ∆t,s.
3.2 fibre bundles 43
3.1.5 Inner products
Using the standard basis of ∆t,s we define a positive-definite inner product
〈v,w〉 :=
2m∑
j=1
vjwj,
where t+ s equals 2m or 2m+ 1. This inner product is invariant under the double
cover K˜+ of the maximal compact subgroup SO(t)× SO(s) ⊂ SO+(t, s) [Bau81,
Satz 1.10]. With respect to Clifford multiplication by x ∈ Rn it satisfies the relation
〈x · v,w〉+ 〈v, r(x) ·w〉 = 0, (3.4)
where r : Rn → Rn is the spacelike reflection given by
r :
t+s∑
j=1
xjej 7→ −
t∑
j=1
xjej +
t+s∑
j=t+1
xjej. (3.5)
Consider the element b := it(t−1)/2e1 · · · et, which commutes with K˜+, satisfies
b · b = 1 and is symmetric with respect to the inner product 〈·, ·〉. We can then
define an indefinite inner product on ∆t,s by setting
〈v,w〉b := 〈v,bw〉.
This indefinite inner product is invariant under the (time- and space-)orientation-
preservering spin group Spin+(t, s) [Bau81, Satz 1.12]. With respect to Clifford
multiplication by x ∈ Rn it satisfies the relation
〈x · v,w〉b + (−1)t〈v, x ·w〉b = 0, (3.6)
which means that Clifford multiplication by itx is skew-symmetric with respect to
the indefinite inner product 〈·, ·〉b.
3.2 fibre bundles
In this section we recall some basic notions concerning fibre bundles. All man-
ifolds are assumed to be smooth and all maps between them are also assumed
to be smooth. Let E → M be a smooth fibre bundle. A local trivialisation of E
is denoted by (U,hU), where U is an open neighbourhood in M and the map
hU : pi
−1(U) → U× F is a diffeomorphism such that proj1 ◦hU = pi. For two local
trivialisations (U,hU) and (V ,hV) for which U∩ V 6= ∅, we denote the correspond-
ing transition function by gVU := hV ◦h−1U ∈ C∞(U∩V , Diff(F)). For a more detailed
introduction to fibre bundles, we refer to e.g. [KN63].
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Definition 3.1. A fibre bundle pi : E → M with fibre V is called a vector bundle if
V is a vector space and if hU|pi−1(x) : pi−1(x) → x× V is a linear isomorphism of
vector spaces, for each local trivialisation (U,hU).
Let pi1 : E1 →M and pi2 : E2 →M be vector bundles. A vector bundle morphism is
a map φ : E1 → E2 such that pi2 ◦φ = pi1, and such that φ|pi−11 (x) : pi
−1
1 (x)→ pi−12 (x)
is a linear map for each x ∈M.
Let pi : E → M be a vector bundle with fibre V . A fibre subbundle pi ′ : E ′ → M
with fibre V ′ is a vector subbundle if V ′ is a vector space and there exist local
trivialisations {(U,hU)} for E such that hU(E ′|U) ' U× ι(V ′), where ι is an injective
linear map V ′ → V .
Definition 3.2. A hermitian metric on a vector bundle E→M is a fibrewise sesqui-
linear map 〈·|·〉 : Ex × Ex → C, depending continuously on x ∈ M, which is sym-
metric (i.e. 〈e1|e2〉 = 〈e2|e1〉) and non-degenerate (i.e. 〈e1|e2〉 = 0 for all e2 ∈ Ex
implies that e1 = 0 ∈ Ex). A hermitian metric is called positive-definite if 〈e|e〉 > 0,
and if 〈e|e〉 = 0 implies that e = 0 (otherwise, the hermitian metric is called indef-
inite). A vector bundle with a hermitian metric is referred to as a hermitian vector
bundle.
Consider the space of smooth compactly supported sections Γ∞c (E) of a vector
bundle E. We will view this space of sections as a right module over the ∗-algebra
C∞c (M). If φ : E1 → E2 is a vector bundle morphism, then
φ∗ : Γ∞c (E1)→ Γ∞c (E2), (φ∗s)(x) = φ(s(x))
is a C∞c (M)-module morphism.
For ease of notation, we will write in short
A := C∞c (M), E := Γ∞c (E).
If E has a hermitian metric 〈·|·〉, then E has a hermitian structure (·|·)A : E× E→ A
(as defined in Definition 2.1) given for e1, e2 ∈ E by
(e1|e2)A(x) := 〈e1(x)|e2(x)〉.
Suppose that M is compact. Then Γ∞c (E) = Γ∞(E) is a finitely generated pro-
jective C∞(M)-module, with pointwise addition and multiplication by C∞(M). By
the Serre-Swan theorem [Swa62], the assignment E 7→ Γ∞(E) on objects and the as-
sigment φ 7→ φ∗ on morphisms determines an equivalence between the category
of smooth vector bundles over M and the category of finitely generated projective
modules over C∞(M).
If M is not compact, one needs to be careful to control the behaviour of the
bundle ‘near infinity’, for instance by assuming that the bundle E→M is a restric-
tion of a vector bundle over some compactification of M (see e.g. the non-unital
Serre-Swan theorem [Ren03, Theorem 8]).
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We denote by Ω1(M) the differential one-forms on M.
Definition 3.3. Let E → M be a vector bundle. A connection ∇ on E is a map
∇ : E→ E⊗AΩ1(M) satisfying the Leibniz rule
∇(ea) = ∇(e)a+ e⊗ da,
for all e ∈ E and a ∈ A. If E→M is a hermitian vector bundle, then the connection
is called hermitian if
(∇e1|e2)Ω1(M) + (e1|∇e2)Ω1(M) = d(e1|e2)A,
for all e1, e2 ∈ E, where the map (·|·)Ω1(M) : E × (E ⊗A Ω1(M)) → Ω1(M) is
defined as (e1|e2⊗α)Ω1(M) := (e1|e2)Aα. We then also define (with some abuse of
notation) the map (·|·)Ω1(M) : (E⊗AΩ1(M))×E→ Ω1(M) as (e1⊗α|e2)Ω1(M) :=(
(e2|e1 ⊗α)Ω1(M)
)∗.
3.2.1 Principal fibre bundles
In this section, we briefly recall the definition of a principal fibre bundle, and some
basic results. We refer to [KN63, Chapter I] and [Ble81] for more details.
Definition 3.4. A principal fibre bundle P overMwith structure groupG (or a principal
G-bundle for short) consists of a fibre bundle P pi−→ M equipped with a smooth
right action of G that acts freely and transitively on the fibres, such that for a local
trivialisation (U,hU) of P, the map hU intertwines the right action of G on P|U with
the natural right action of G on U×G.
A principal G-bundle morphism (over id : M→M) between principal G-bundles P
and Q is a smooth map φ : P → Q such that piQ(φ(p)) = piP(p) and φ(pg) = φ(p)g
for all p ∈ P and g ∈ G. A principal G-bundle automorphism is an invertible principal
G-bundle morphism φ : P→ P.
On a compact manifold, one can construct a principal G-bundle P as soon as one
knows its (G-valued) transition functions.
Theorem 3.5 (Reconstruction theorem, [KN63, Chapter I, Proposition 5.2.]). Let M
be a compact manifold, G a Lie-group, and {Ui}i∈I an open covering of M. Suppose that
for each i, j ∈ I with Ui ∩Uj 6= ∅, there is a smooth map gij : Ui ∩Uj → G such that
gij(x)gjk(x)gki(x) = e for all x ∈ Ui ∩Uj ∩Uk. Then there exists a unique principal
G-bundle P over M with the {Ui} as trivialising neighbourhoods and the gij as transition
functions.
Definition 3.6. Let {(Ui,hi)} be a set of local trivialisations of P which cover M. A
connection ω on P is a set of local g-valued 1-forms ωi ∈ Ω1(Ui, g) such that
ωj = g
−1
ij dgij + g
−1
ij ωigij (3.7)
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for i, j such that Ui ∩Uj 6= ∅.
Definition 3.7. Given an action ρ of G on a finite-dimensional vector space V , we
define the associated vector bundle P×ρ V (or P×G V) as the quotient of the product
manifold P×V with respect to the equivalence relation given by (pg, v) ∼ (p, ρ(g)v).
Thus, an element in P×ρ F is given by an equivalence class [p, v], where p ∈ P and
v ∈ V , such that [pg, v] = [p, ρ(g)v] for all g ∈ G.
Structure group
Let E be a vector bundle with fibre V . A set of transition functions {(Ui,gij)}
on E (where {Ui} is an open covering of M) is called a G-atlas if each transition
function takes values in G ⊂ GL(V). If E admits a G-atlas, then we say that E
has structure group G. Given two G-atlases {(Ui,gij)} and {(Ui,g ′ij)} (where, after
taking a common refinement, we may assume without loss of generality that both
atlases are given on the same open covering {Ui}), we say that they are equivalent
if there are functions gi ∈ C∞(Ui,G) such that (for all i, j)
g ′ij(x) = gi(x)
−1gij(x)gj(x), for all x ∈ Ui ∩Uj.
Given a G-atlas {(Ui,gij)} on E, Theorem 3.5 constructs a unique principal G-
bundle P, satisfying E ' P ×G V , which only depends (up to isomorphism) on
the equivalence class of the G-atlas. Conversely, a set of transition functions on
P uniquely determines an equivalence class of G-atlases on the associated bundle
P×G V .
Example 3.8. Let E→M be a complex vector bundle with fibre CN over a compact
manifold M. Then all U(N)-atlases on E are equivalent. Hence there is a unique
(up to isomorphism) principal U(N)-bundle P such that E ' P×U(N) CN.
Definition 3.9 (Reduction of structure group). Let P→M be a principal G-bundle,
and let φ : H → G be a group homomorphism. A principal H-bundle Q → M is
called a reduction of P along φ if there is a principal bundle morphism τ : Q → P
(over id : M → M), i.e. a bundle morphism (over id : M → M) such that τ(qh) =
τ(q)φ(h) for all q ∈ Q, h ∈ H. Equivalently, Q is a reduction of P if
Q×φ G ' P
as principal G-bundles.
If τ : Q→ P is such a reduction and ρ : G→ GL(V) is a finite-dimensional repres-
entation, then Q×ρ◦φ V is isomorphic to P×ρ V . We stress that a reduction need
not always exist, and if it exists, it need not be unique.
We emphasise that the group homomorphism φ is not required to be injective,
and hence the term reduction is somewhat misleading. If φ is surjective, then the
reduction Q is more appropriately called a lift.
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3.3 pseudo-riemannian spin manifolds
In this section we will describe pseudo-Riemannian spin manifolds, and we show
how the constructions of Clifford algebras and spinor modules from the first sec-
tion extend to bundles over such manifolds. Our main reference is the book [Bau81,
Ch. 2 & 3], but we have also used [BGM05, §2]), and we refer the reader to these
references for more details.
Throughout the remainder of this chapter, let (M,g) be an n-dimensional time-
and space-oriented pseudo-Riemannian manifold of signature (t, s), where t is
the number of time dimensions (for which g is negative-definite) and s is the
number of spatial dimensions (for which g is positive-definite). We will assume
that n = t+ s > 3.
There exists an orthogonal direct sum decomposition of the tangent bundle
TM = Et ⊕ Es into a ‘timelike’ subbundle Et of dimension t and a ‘spacelike’
subbundle Es of dimension s, such that the metric g is negative-definite on Et and
positive-definite on Es [Bau81, Satz 0.48]. We emphasise that such a decomposi-
tion is far from unique. Given a choice of decomposition TM = Et ⊕ Es, we have
a timelike projection T : Et ⊕ Es → Et onto the ‘purely timelike’ subbundle. This
projection is orthogonal with respect to g, which means that g(v− Tv, Tw) = 0 for
all v,w ∈ TM. We then also have a spacelike reflection r := 1− 2T which acts as
(−1)⊕ 1 on Et ⊕ Es.
Definition 3.10 (‘Wick rotation’ of the metric). Given an orthogonal decomposi-
tion TM = Et ⊕ Es (or, equivalently, given a spacelike reflection r, or a timelike
projection T ), we define the ‘Wick rotated’ metric gr on TM by
gr(v,w) := g(rv,w).
Since r(1− T) = 1− T , we readily check that T is also an orthogonal projection
with respect to the new metric gr. Furthermore, gr is positive-definite, and hence
(M,gr) is a Riemannian manifold. Alternatively, we can also write
g(v,w) = gr(rv,w) = gr
(
(1− T)v, (1− T)w
)
− gr(Tv, Tw).
Example 3.11. Consider the metric q on Rt,s as defined in Eq. (3.1), and let r be
the standard spacelike reflection given in Eq. (3.5). The Wick rotated metric qr is
then simply given as
qr
t+s∑
j=1
vjej,
t+s∑
j=1
wjej
 := t+s∑
j=1
vjwj,
which is just the standard inner product on the Euclidean space Rt+s.
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3.3.1 Spin structures
Denote by F+(M) the bundle of time- and space-oriented frames over M, which
is a principal SO+(t, s)-bundle. The tangent bundle TM can be viewed as the
associated vector bundle TM = F+(M) ×ρ Rt,s, where ρ denotes the standard
representation of SO+(t, s) on Rt,s. Thus a vector v ∈ TM is given by an equival-
ence class [f, x] where f ∈ F+(M) and x ∈ Rn, such that [fT , x] = [f, ρ(T)x] for all
T ∈ SO+(t, s).
Recall from Eq. (3.3) the double cover λ : Spin+(t, s)→ SO(t, s).
Definition 3.12. A spin structure (Spin+(M),Θ) on M is given by a principal
Spin+(t, s)-bundle Spin+(M) over M along with a principal bundle morphism
Θ : Spin+(M)→ F+(M) over id : M→M, so the following diagram commutes.
Spin+(M)× Spin+(t, s) //
Θ×λ

Spin+(M) // //
Θ

M
id

F+(M)× SO+(t, s) // F+(M) // //M
If M is equipped with a given spin structure, then M is called a spin manifold.
A spin structure is a connected double cover of the frame bundle F+(M) [Bau81,
Satz 2.1]. A time- and space-oriented pseudo-Riemannian manifold is spin if and
only if its second Stiefel-Whitney class vanishes [Bau81, Folgerung 2.1]. Hence
every time- and space-oriented parallelisable manifold is spin (which includes 4-
dimensional globally hyperbolic spacetimes). Furthermore, any open time- and
space-oriented 4-dimensional manifold is spin if and only if it is parallelisable.
The set of isomorphism classes of spin structures on M is characterised by the
first cohomology group H1(M,Z2) of M with coefficients in Z2 [Bau81, Satz 2.6].
Hence any simply-connected pseudo-Riemannian manifold has at most one spin
structure.
We assume that M is a spin manifold with spin structure Spin+(M). We then
obtain the (complex) spinor bundle as the associated vector bundle
S := Spin+(M)×Φˆt,s ∆t,s,
where ∆t,s is the standard representation space of the spin group Spin(t, s) (see
Section 3.1.4).
Reduction of the spin structure
Recall from Definition 3.9 the notions of reduction and lift of the structure group of
a principal bundle. As mentioned at the start of this section, we have an orthogonal
direct sum decomposition TM = Et ⊕ Es, which is invariant under the maximal
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compact subgroup K+ := SO(t)× SO(s) of SO+(t, s). This decomposition induces
a reduction of the frame bundle F+(M) to the principal K+-bundle
P :=
{
(e1, . . . , en) ∈ F+(M) : (e1, . . . , et) ∈ Et, (et+1, . . . , en) ∈ Es
}
,
and we have F+(M) ' P×K+ SO+(t, s). Given a spin structure Spin+(M) with
the double cover Θ : Spin+(M) → F+(M), there exists a lift of P to a principal
K˜+-bundle Q := Θ−1(P), and this lift Q is a reduction of Spin+(M) to the maximal
compact subgroup K˜+: Spin+(M) ' Q×
K˜+
Spin+(t, s) [Bau81, Lemma 2.1]. We
summarise these constructions in the following diagram.
Q
reduction //
lift

Spin+(M)
lift

P
reduction // F+(M)
All four arrows are compatible with the group actions and preserve fibres over
a point in M. Using the reduction Q of the spin structure Spin+(M), the spinor
bundle can then also be written in the form S = Q×
K˜+
∆t,s (see [Bau81, §3.3.1]).
3.3.2 The Clifford representation
Recall that the tangent bundle TM can be written as the associated vector bundle
TM = F+(M)×ρRt,s, where F+(M) is the time- and space-oriented frame bundle,
and ρ denotes the standard representation of SO+(t, s) on Rt,s. We define the
Clifford bundle as the associated bundle
Cl(TM,g) := F+(M)×ρ Clt,s,
where the representation ρ of SO+(t, s) on Rt,s is extended to a representation
on Clt,s by setting ρ(T)(v1 · · · vk) := (Tv1) · · · (Tvk). Given the spin structure
Spin+(M), we can write F+(M) = Spin+(M)×λ SO+(t, s), where λ is the double
cover Spin+(t, s) → SO+(t, s). We can then also view the Clifford bundle as an
associated bundle of Spin+(M) via
Cl(TM,g) = Spin+(M)×λ SO+(t, s)×ρ Clt,s = Spin+(M)×Ad Clt,s,
where Ad = ρ ◦ λ is given by Adu(a) = u · a · u−1 for all u ∈ Spin+(t, s) and
a ∈ Clt,s. The complexified Clifford bundle is independent of the signature of g
and is denoted Cl(TM) = Cl(TM,g)⊗R C = F+(M)×ρ Clt+s.
Using the natural inclusion ι : Rt,s ↪→ Clt,s, we can define the Clifford represent-
ation γ : TM ↪→ Cl(TM,g) by
γ([f, x]) := [f, ι(x)],
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where f ∈ F+(M) and x ∈ Rt,s determine [f, x] ∈ TM = F+(M)×ρ Rt,s. This
Clifford representation inherits the relation (3.2) of the Clifford algebra Clt,s, so
we have γ(v)γ(w) +γ(w)γ(v) = −2g(v,w) for all v,w ∈ TM. We shall denote by h
the map T∗M → TM which sends α ∈ T∗M to its dual in TM with respect to the
metric g:
h(α) = v, ⇐⇒ α(w) = g(v,w) for all w ∈ TM.
We denote by c the Clifford multiplication T∗M⊗ S→ S given by
c(α⊗ψ) := γ(h(α))ψ.
We view the tangent bundle and the spinor bundle as the associated vector bundles
TM = F+(M)×ρ Rt,s and S = Spin+(M)×Φˆt,s ∆t,s. The Clifford multiplication
can then be written as
c(h−1[Θ(sˆ), x]⊗ [sˆ, v]) = [sˆ,µ(x, v)],
for sˆ ∈ Spin+(M), x ∈ Rt,s, and v ∈ ∆t,s. Here Θ : Spin+(M) → F+(M) denotes
the double cover, and µ denotes the Clifford multiplication Rt,s × ∆t,s → ∆t,s
defined in Section 3.1.4.
Definition 3.13 (‘Wick rotation’ of the Clifford representation). Given an ortho-
gonal decomposition TM = Et ⊕ Es (or, equivalently, given a spacelike reflection
r, or a timelike projection T ), we define the ‘Wick rotated’ Clifford representations
γ± : TM→ Cl(TM) by
γ±(v) := ±iγ(vt) + γ(vs)
for any v = vt + vs ∈ Et ⊕ Es = TM.
Since γ±(v)2 = −γ(vt)2 + γ(vs)2 = g(vt, vt) − g(vs, vs) = −gr(v, v), we see
that both the Wick rotated Clifford representations γ± are associated to the Wick
rotated metric gr from Definition 3.10.
We note that the pseudo-Riemannian Clifford representation γ can also be re-
lated to the Riemannian metric gr. Indeed, we have the equality
γ(v)γ(w)∗ + γ(w)∗γ(v) = 2gr(v,w), (3.8)
which follows from the calculation
γ(v)γ(w)∗ = −γ±(v− Tv)γ±(w− Tw) − γ±(Tv)γ±(Tw)
∓ iγ±(v− Tv)γ±(Tw)± iγ±(Tv)γ±(w− Tw).
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3.3.3 The spinors
On the vector space ∆t,s there exist two hermitian scalar products: the positive-
definite 〈·, ·〉, which is invariant under the action of K˜+, and the indefinite 〈·, ·〉b,
which is invariant under Spin+(t, s) (see Section 3.1.5). These scalar products
give rise to hermitian metrics on the spinor bundle, which are constructed as
follows (see [Bau81, §3.3.1] for more details). Recall from Section 3.3.1 that we
can write the spinor bundle as the associated vector bundle S = Q×
K˜+
∆t,s, where
Q is a reduction of the spin structure to the maximal compact subgroup K˜+ of
Spin+(M). The positive-definite scalar product 〈·, ·〉 on ∆t,s induces a positive-
definite hermitian metric on the spinor bundle S by setting
(·|·)Q(x) : Sx × Sx → C, (φx|ψx)Q(x) := 〈ux, vx〉,
for x ∈M, where ux and vx are determined by φx = [qˆ(x),ux] and ψx = [qˆ(x), vx],
for some qˆ(x) ∈ Qx. This hermitian metric is well-defined thanks to the K˜+-
invariance of 〈·, ·〉, but we emphasize that it depends on the choice of the reduc-
tion Q of the spin structure Spin+(M) (i.e., on the choice of the decomposition
TM = Et ⊕ Es). The indefinite scalar product 〈·, ·〉b on ∆t,s also induces an indef-
inite hermitian metric on S = Spin+(M)×Φˆt,s ∆t,s by setting
(·|·)(x) : Sx × Sx → C, (φx|ψx)(x) := 〈ux, vx〉b,
where ux and vx are determined by φx = [sˆ(x),ux] and ψx = [sˆ(x), vx], for some
sˆ(x) ∈ Spin+(M)x. We then obtain a positive-definite inner product 〈·|·〉Q and an
indefinite inner product 〈·|·〉 on the smooth, compactly supported sections Γ∞c (S)
by setting
〈ψ1|ψ2〉Q :=
∫
M
(
ψ1|ψ2
)
Q
(x)dvolg, 〈ψ1|ψ2〉 :=
∫
M
(
ψ1|ψ2
)
(x)dvolg,
where we have abbreviated
(
ψ1|ψ2
)
Q
(x) =
(
ψ1(x)|ψ2(x)
)
Q
(x) (and similarly for(
ψ1|ψ2
)
(x)), and where dvolg is the canonical volume form determined by the
metric. By [Bau81, Lemma 3.4], the indefinite inner product 〈·|·〉 on Γ∞c (S) is non-
degenerate. For a local vector field X and local spinors φ,ψ we have the relations
(γ(X)φ|ψ)Q(x) + (φ|γ(r(X))ψ)Q(x) = 0,
〈γ(X)φ|ψ〉(x) + (−1)t〈φ|γ(X)ψ〉(x) = 0,
which follow from Eqs. (3.4) and (3.6). Hence itγ(X) is skew-symmetric with
respect to the indefinite inner product.
The completion of Γ∞c (S) with respect to the positive-definite inner product 〈·|·〉Q
yields the Hilbert space of square integrable sections L2(S)Q. We will often simply
write L2(S) instead of L2(S)Q.
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Let gr be the Riemannian metric obtained from the pseudo-Riemannian metric g
and the decomposition TM = Et⊕ Es (as in Definition 3.10). This yields a (positive-
definite) hermitian metric on the vector bundle TM⊗ S by setting
(X1 ⊗ψ1|X2 ⊗ψ2)Q := gr(X1,X2)(ψ1|ψ2)Q,
and the completion of Γ∞c (TM⊗S) with respect to the corresponding inner product
is denoted by L2(TM⊗ S)Q (or simply L2(TM⊗ S)). The Clifford multiplication
c : Γ∞c (TM⊗ S)→ Γ∞c (S) is continuous and extends to c : L2(TM⊗ S)Q → L2(S)Q.
The two inner products constructed above are related as follows. Consider the
operator JM := 1 × b on S = Q ×K˜+ ∆t,s, where b = it(t−1)/2e1 · · · et (for the
standard basis {ej} of Rt,s) was defined in Section 3.1.5. Since b commutes with
K˜+, this operator JM is well-defined, and locally it is explicitly given by
JM := i
t(t−1)/2γ(e1) · · ·γ(et), (3.9)
where γ denotes the Clifford action TM ↪→ Cl(TM), and {ej} is a local orthonormal
frame corresponding to the decomposition TM = Et ⊕ Es.
Lemma 3.14 ([Bau81, Lemma 3.5]). The map JM : Γ∞c (S) → Γ∞c (S) is bijective, linear,
bounded, and formally self-adjoint with respect to 〈·|·〉Q. Furthermore, we have J2m = 1
and we have the relation
〈φ|ψ〉 = 〈φ|JMψ〉Q
for all φ,ψ ∈ Γ∞c (S).
In addition, note that JM is related to the spacelike reflection r via
JMγ(v)JM = (−1)
tγ(rv). (3.10)
It follows in particular from the lemma that the indefinite inner product 〈·|·〉 is
bounded with respect to the norm topology of Γ∞c (S)× Γ∞c (S), and hence extends
to L2(S)× L2(S). Thus we have a bijective, bounded, self-adjoint (w.r.t. 〈·|·〉Q) linear
operator JM : L2(S) → L2(S) such that J2M = 1 and 〈φ|ψ〉 = 〈φ|JMψ〉Q for all
φ,ψ ∈ L2(S). The vector space L2(S) can then be viewed as a Krein space equipped
with the inner products 〈·|·〉Q and 〈·|·〉 and the fundamental symmetry JM [Bau81,
Satz 3.16]. The indefinite inner product 〈·|·〉 is often referred to as the Krein inner
product, and an operator on L2(S) is called Krein-symmetric or Krein-self-adjoint
if it is symmetric or self-adjoint with respect to this Krein inner product. For a
detailed introduction to Krein spaces, we refer to [Bog74].
3.3.4 The grading operator
Given a local orthonormal frame {ej}, we define the grading operator ΓM on the
Hilbert space L2(S) as
ΓM := i
−t+n(n+1)/2γ(e1) · · ·γ(en).
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It is straightforward to check that
Γ∗M = ΓM, JMΓMJM = (−1)
tΓ∗M, Γ
2
M = 1.
The grading operator ΓM has the same properties as the volume element ω from
Section 3.1.3. In particular, if n is odd, the Clifford bundle Cl(TM,g) decomposes
as Cl(TM,g) = Cl(TM,g)+ ⊕Cl(TM,g)−, where Cl(TM,g)± are isomorphic sub-
bundles. If n = t+ s is even, then we have a decomposition of the spinor bundle
S = S+ ⊕ S− into the +1 and −1 eigenspaces of ΓM, which are isomorphic sub-
bundles.
3.3.5 The spin connection
The Levi-Civita connection ∇ on (M,g) lifts uniquely to a connection ∇S on the
spinor bundle S = Spin+(M)×Φˆt,s ∆t,s. Locally, we can write a spinor ψ ∈ Γ∞c (S)
as the equivalence class [sˆ,σ], where sˆ is a local section of Spin+(M) and σ is a
local function with values in ∆t,s. The double cover Θ : Spin+(M)→ F+(M) then
yields a local (pseudo-)orthonormal frame Θ(sˆ) = (e1, . . . , en), such that
g(ei, ej) = δijκ(j), κ(j) =
−1 j = 1, . . . , t;1 j = t+ 1, . . . ,n.
Using this frame, the spin connection locally takes the form (see [Bau81, Satz 3.2]
and [BGM05, Eq.(2.5)])
∇SXψ =
[
sˆ,X(σ) +
1
2
∑
j<k
κ(j)κ(k)g(∇Xej, ek)γ(ej)γ(ek)σ
]
,
for a local vector field X =
∑
j X
jej ∈ Γ∞c (TM). If n is even, then ∇S preserves the
decomposition S = S+ ⊕ S−. With respect to the non-degenerate indefinite inner
product 〈·|·〉 on L2(S) (as defined in Section 3.3.3) this spin connection ∇S satisfies
[Bau81, Lemma 3.6]
〈∇Sψ1|ψ2〉+ 〈ψ1|∇Sψ2〉 = d〈ψ1|ψ2〉.
Moreover, with respect to the Clifford representation it satisfies the Leibniz rule
∇SX(γ(Y)ψ) = γ(∇XY)ψ+ γ(Y)∇SXψ, (3.11)
for all vector fields X, Y and for all spinor fields ψ.
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3.4 the dirac operator and its wick rotations
We are now ready to define the Dirac operator on a (time- and space-oriented)
pseudo-Riemannian spin manifold. This operator is constructed on Γ∞c (S) as the
composition of the spin connection and the Clifford multiplication:
/D : Γ∞c (S) ∇S−−→ Γ∞c (T∗M⊗ S) c−→ Γ∞c (S).
Let {θi}ni=1 be the basis of T
∗M dual to {ej}nj=1, so that θ
i(ej) = δ
i
j. For the dual
map h : T∗M → TM we then see that h(θi) = κ(i)ei. In terms of the local frame
{ej}, we can then write the Dirac operator as
/D := c ◦∇S =
n∑
j=1
κ(j)γ(ej)∇Sej .
We will view the Dirac operator /D := c ◦ ∇S as an unbounded operator on the
Hilbert space L2(S) with initial domain Γ∞c (S).
Proposition 3.15 ([Bau81, Satz 3.17]). The formal adjoint /D∗ is locally of the form
/D
∗
=
n∑
j=1
γ(ej)JM∇SejJM =
n∑
j=1
(
γ(ej)∇Sej + γ(ej)JM
[∇Sej , JM]) .
Locally we can write JM = it(t−1)/2γ(e1) · · ·γ(et), and using the relation (3.11)
we then find
[∇Sej , JM] = it(t−1)/2 t∑
k=1
γ(e1) · · ·γ(∇ejek) · · ·γ(et).
Each ‘gamma matrix’ γ(ei) has norm 1, and therefore the size of γ(ej)JM
[∇Sej , JM]
is determined by the size of the connection coefficients arising from ∇ejek (where
1 6 k 6 t). While these connection coefficients are smooth, they need not be
globally bounded, and hence the term γ(ej)JM
[∇Sej , JM] could in general be un-
bounded.
As in Section 2.6.1, we consider the real and imaginary parts Re /D := 12( /D+ /D
∗
)
and Im /D := − i2( /D− /D
∗
), and the ‘Wick rotations’ /D± := Re /D± Im /D. For the
real and imaginary parts of /D we then find
Re /D =
n∑
j=t+1
γ(ej)∇Sej +
1
2
n∑
j=1
γ(ej)JM
[∇Sej , JM],
Im /D = i
t∑
j=1
γ(ej)∇Sej +
i
2
n∑
j=1
γ(ej)JM
[∇Sej , JM].
By construction these operators are symmetric, but let us have a closer look how
this symmetry comes about term by term. For each j, the term γ(ej)JM
[∇Sej , JM]
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is a smooth endomorphism, which is symmetric if j 6 t and anti-symmetric if
j > t. For j > t however one checks that the sum γ(ej)∇Sej + 12γ(ej)JM
[∇Sej , JM]
is symmetric, and thus Re /D is indeed a symmetric operator (as it should be). The
same reasoning applies to Im /D. For the Wick rotations of /D we then obtain the
local formula
/D± = ±i
t∑
j=1
γ(ej)∇Sej +
n∑
j=t+1
γ(ej)∇Sej +
1± i
2
n∑
j=1
γ(ej)JM
[∇Sej , JM]
=
n∑
j=1
γ±(ej)∇Sej +
1± i
2
n∑
j=1
γ(ej)JM
[∇Sej , JM],
where we recall the Wick rotated Clifford representation γ± from Definition 3.13.
Thus, we see that the principal symbols of the Wick rotations /D± are given by
the Wick rotations of the principal symbol of /D. We point out however that Wick
rotating the operator /D does more than just Wick rotating its principal symbol; it
also adds the smooth endomorphism 1±i2
∑n
j=1 γ(ej)JM
[∇Sej , JM]. We will see in
Section 5.3.1 that this endomorphism vanishes identically in the special case of a
Lorentzian manifold with ‘parallel time’.
In the remainder of this section we will make the following basic assumption:
Assumption 3.16. Let (M,g) be a time- and space-oriented pseudo-Riemannian
spin manifold of signature (t, s) and dimension n = t+ s. Let r be a spacelike
reflection, such that the associated Riemannian metric gr is complete.
Theorem 3.17 ([Bau81, Satz 3.19]). Let (M,g, r) be as in Assumption 3.16. Then
1) the operators Re /D and Im /D are essentially self-adjoint on Γ∞c (S) with respect to
〈·|·〉Q; and
2) the operator it /D is essentially Krein-self-adjoint on Γ∞c (S) with respect to 〈·|·〉.
In fact, under the same assumptions it also follows that the Wick rotations /D±
give rise to spectral triples over M.
Proposition 3.18. Let (M,g, r) be as in Assumption 3.16. Then the Wick rotations of /D
yield spectral triples (C∞c (M),L2(S), /D±).
Proof. Since /D± are symmetric differential operators with bounded propagation
speed, their essential self-adjointness follows from the completeness of the Rie-
mannian metric gr (see e.g. [HR00, Proposition 10.2.11]). Commutators of /D±
with functions f ∈ C∞c (M) are bounded because /D± is a first-order differential
operator, whose coefficients are smooth and hence bounded on any compact set.
For a vector v ∈ TM, the principal symbol of /D± is given by iγ±(v). Since the
square of the principal symbol equals the positive-definite metric gr(v, v), this im-
plies that /D± is elliptic, and hence it has locally compact resolvent (see e.g. [HR00,
Proposition 10.5.2]). Thus we indeed have spectral triples (C∞c (M),L2(S), /D±).

4
P S E U D O - R I E M A N N I A N S P E C T R A L T R I P L E S
Spectral triples provide a way to extend Riemannian geometry to noncommutative
spaces [Con94], while retaining the connection to the underlying topology via
K-homology [HR00]. In this chapter, which is based on joint work with Mario
Paschke and Adam Rennie [DPR13], we provide a definition of pseudo-Rieman-
nian spectral triples, enabling a noncommutative analogue of pseudo-Riemannian
geometry.
Our main result is Theorem 4.9, which states that one can associate two spectral
triples to a pseudo-Riemannian spectral triple via the procedure of ‘Wick rotation’
(described in Section 2.6.1). Under additional assumptions, the process of Wick
rotating is shown to preserve spectral dimension, smoothness and integrability, as
we define them. Thus one obtains a K-homology class and the tools to compute
index pairings using the local index formula. Since the most important Lorentzian
manifolds are non-compact, we have taken care to ensure that our definitions are
consistent with the non-unital version of the local index formula, as proved in
[CGRS14].
In Section 4.1 we present our definition of pseudo-Riemannian spectral triples,
as well as definitions of smoothness and summability. Subsequently, we prove
our main theorem in Section 4.2, showing that we can employ the ‘Wick rotations’
to obtain two spectral triples from a pseudo-Riemannian spectral triple. In Sec-
tions 4.3 to 4.5 we discuss several examples. In the last section we specialise our
definition to Lorentz-type spectral triples, and give a simple index-theoretic result.
4.1 the definition
Let D be a closed operator on a Hilbert space H such that DomD ∩DomD∗ is
dense. As in Section 2.6, we consider its Wick rotations
D± := ReD± ImD = 1
2
(D+D∗)∓ i
2
(D−D∗).
The squares of the Wick rotations are given by
D2± = (ReD)
2 + (ImD)2 ± {ReD, ImD} = 1
2
(DD∗ +D∗D)∓ i
2
(
D2 −D∗2
)
.
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We shall write D2± = 〈D〉2 ±RD, where we define
〈D〉2 := (ReD)2 + (ImD)2 = 1
2
(DD∗ +D∗D) ,
RD := {ReD, ImD} = −
i
2
(
D2 −D∗2
)
.
We define a smooth subspace of the Hilbert space by H∞ = ⋂k>0Dom〈D〉k. One
of our main assumptions in this chapter will be that 〈D〉2 is self-adjoint. We can
then consider the set of regular pseudo-differential operators OPr(〈D〉) as defined
in Section 2.5.
Definition 4.1. A pseudo-Riemannian spectral triple (A,H,D) is given by
• a separable Hilbert space H;
• a ∗-algebra A with a representation pi : A→ B(H);
• a densely defined, closed operator D : DomD ⊂ H→ H such that
1) DomD∗D∩DomDD∗ is dense in H, and 〈D〉2 is essentially self-adjoint
on this domain;
2a) RD : H∞ → H∞, and [〈D〉2,RD] ∈ OP2(〈D〉);
2b) pi(a)RD(1+ 〈D〉2)−1 is compact for all a ∈ A;
3) pi(a) preserves DomD and DomD∗, and the commutators [D,pi(a)] and
[D∗,pi(a)] extend to bounded operators on H, for all a ∈ A;
4) pi(a)(1+ 〈D〉2)− 12 ∈ K(H) for all a ∈ A.
The pseudo-Riemannian triple is said to be even if there exists Γ ∈ B(H) such
that Γ = Γ∗, Γ2 = 1, Γa = aΓ for all a ∈ A, and ΓD +DΓ = 0. Otherwise the
pseudo-Riemannian triple is said to be odd.
The definition implies that in fact RD lies in OP2(〈D〉), as we now show.
Lemma 4.2. Let (A,H,D) be a pseudo-Riemannian spectral triple. Then
(1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12 ∈ OP0(〈D〉).
Hence RD ∈ OP2(〈D〉).
Proof. The operators DD∗ and D∗D are positive and bounded by 1+ 〈D〉2, from
which it follows that∥∥D(1+ 〈D〉2)− 12∥∥2 = ∥∥(1+ 〈D〉2)− 12D∗D(1+ 〈D〉2)− 12∥∥ 6 2.
Hence D is bounded by (1+ 〈D〉2) 12 (and the same holds for D∗). Thus we obtain
for RD = − i2(D
2 −D∗2) the norm bound∥∥(1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12∥∥
6 1
2
∥∥(1+ 〈D〉2)− 12D2(1+ 〈D〉2)− 12∥∥+ 1
2
∥∥(1+ 〈D〉2)− 12D∗2(1+ 〈D〉2)− 12∥∥ 6 2.
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Applying L〈D〉 = (1 + 〈D〉2)− 12 [〈D〉2, ·] repeatedly, and recalling that we have
R
(n)
D = [〈D〉2,R(n−1)D ] ∈ OPn+1(〈D〉) for all n > 1 from part 2a) of Definition 4.1,
we see that
Ln〈D〉
(
(1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12
)
= (1+ 〈D〉2)− 12Ln〈D〉(RD)(1+ 〈D〉2)−
1
2
is bounded for all n > 1. Hence (1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12 is an element of
DomLn for all n ∈N, so by Eq. (2.3) it is an element of OP0(〈D〉).
Remark 4.3. In Definition 4.1, both parts of condition 2) are intended to force RD
to be a ‘first order operator’, regarding 〈D〉2 as second order. There are two things
to control here: the order of the ‘differential operators’ appearing in RD, and the
growth of the ‘coefficients’. All of these quotation marks can be understood quite
literally in the classical case of pseudo-Riemannian Dirac operators described in
Section 4.3.
If we were to restrict attention, in the classical case, to differential operators with
bounded coefficients, we would expect the easiest assumptions to force RD to be
first order would be
RD ∈ OP1(〈D〉) (4.1)
and
a(RD) ∈ OP10(〈D〉) for all a ∈ A. (4.2)
In fact, Equation (4.1) actually implies 2a), since OP1(〈D〉) ⊂ OP2(〈D〉), while
Equation (4.2) together with 4) implies 2b).
The reason for weakening the assumptions so that a priori RD ∈ OP2(〈D〉) only,
is to allow for unbounded coefficients and also to allow for non-smooth elements
in our algebra. (For instance, the condition (4.2) forces a ∈ A to be smooth).
The harmonic oscillator, treated in Section 4.4, is an example where unbounded
coefficients occur.
4.1.1 Smooth summability
Ultimately we will be interested in obtaining smoothly summable spectral triples
from pseudo-Riemannian spectral triples, so that we can apply the local index
formula [CGRS14]. For this reason we introduce the following notion of spectral
dimension and smooth summability for pseudo-Riemannian spectral triples.
Definition 4.4. A pseudo-Riemannian spectral triple (A,H,D) is called finitely sum-
mable if there exists s > 0 such that |a|(1+ 〈D〉2)− s2 is trace-class for all a ∈ A. In
this case, we let
p := inf
{
s > 0 : ∀a ∈ A, Tr (|a|(1+ 〈D〉2)− s2 ) <∞},
and call p the spectral dimension of (A,H,D).
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Definition 4.5. Let (A,H,D) be a pseudo-Riemannian spectral triple. For n > 1,
we recursively define the sets
S0 := A∪ [D,A]∪ [D∗,A], Sn := [〈D〉2,Sn−1]∪ [RD,Sn−1].
Then (A,H,D) is called QCk summable if (A,H,D) is finitely summable with
spectral dimension p and
Sn ⊂ Bk−n1 (〈D〉,p)(1+ 〈D〉2)
n
2 , ∀ 0 6 n 6 k.
We say that (A,H,D) is smoothly summable if it is QCk summable for all k ∈ N
or, equivalently, if
Sn ⊂ B∞1 (〈D〉,p)(1+ 〈D〉2)n2 = OPn0 (〈D〉), ∀n > 0.
Remark 4.6. If D = D∗, so that RD = 0 and 〈D〉2 = D2, then this definition of
smooth summability would reduce to S0 ⊂ OP00(D), which is precisely the usual
definition of smooth summability (see Definition 2.42).
4.2 the wick rotation
In this section we will show that Wick rotations of a pseudo-Riemannian spectral
triple give rise to actual spectral triples. We start by quoting two results, which
we will need in the proof of our main theorem below. The next lemma appears as
[RS80, exercise 28, Chapter X] (see also the proof of [Ber68, Lemma 3]).
Lemma 4.7. Suppose that T is a symmetric operator on the Hilbert space H with Dom T2
dense in H. If T2 is essentially self-adjoint on Dom T2, then T is essentially self-adjoint.
Our main technical tool for passing from pseudo-Riemannian spectral triples
to spectral triples is the commutator theorem [RS80, Theorem X.36]. We restate
a slightly weaker version of this result using the language of pseudo-differential
operators from Section 2.5.
Theorem 4.8. Let N > 1 be a positive self-adjoint operator on the Hilbert space H. If
A ∈ OP2(N 12 ) is closed and symmetric and furthermore [N,A] ∈ OP2(N 12 ) then
1) DomN ⊂ DomN+A, and there is a constant C > 0 such that for all ξ ∈ DomN
we have the inequality
‖(N+A)ξ‖ 6 C ‖Nξ‖;
2) the operator N+A is essentially self-adjoint on any core for N.
Our main theorem states that the procedure of ‘Wick rotation’ associates to each
pseudo-Riemannian spectral triple two bona fide spectral triples.
Theorem 4.9. Let (A,H,D) be a pseudo-Riemannian spectral triple. Then its Wick rota-
tions D± yield two spectral triples (A,H,D±).
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Proof. Using assumptions 1) and 2a) of Definition 4.1, it follows from Theorem 4.8
that D2± = 〈D〉2 ± RD are essentially self-adjoint on any core for 〈D〉2. Since
the operators D± are symmetric, Lemma 4.7 implies that D± are essentially self-
adjoint.
From the definition of pseudo-Riemannian spectral triple, the commutator
[D±,a] =
1± i
2
[D,a] +
1∓ i
2
[D∗,a]
is bounded for all a ∈ A. Thus, to conclude that we have a spectral triple, we need
to show that (1+D2±)−
1
2 is locally compact (see Remark 2.26). We first need to
show, for a ∈ A, the compactness of
a(1+ 〈D〉2 ±RD)−1 = a(1+ 〈D〉2)−1 ∓ a(1+ 〈D〉2)−1RD(1+ 〈D〉2 ±RD)−1.
The first term is compact by condition 4) in the definition of pseudo-Riemannian
spectral triple. For the second term we write
a(1+ 〈D〉2)−1RD = −a(1+ 〈D〉2)−1[〈D〉2,RD](1+ 〈D〉2)−1 + aRD(1+ 〈D〉2)−1.
Both terms here are compact, the first by 2a) and 4), the second by 2b). Thus the
operator a(1+ 〈D〉2 ±RD)−1 is compact. Finally we employ the integral formula
for fractional powers to complete the proof that we have a spectral triple. The
same reasoning as above gives the compactness of the integrand in
a(1+ 〈D〉2 ±RD)− 12 = 1
pi
∫∞
0
λ−
1
2a(1+ λ+ 〈D〉2 ±RD)−1dλ,
and as the integral converges in norm, the left hand side is a compact operator.
Thus (A,H,D±) is a spectral triple.
4.2.1 Smooth summability
We now consider the smooth summability of the spectral triple (A,H,D±). While
this can be checked directly for each example, as we do for the harmonic oscillator
in Section 4.4.1, we first present a sufficient condition guaranteeing the smooth
summability of the spectral triple (A,H,D±) given the smooth summability of
(A,H,D), with the same spectral dimension. Our sufficient condition requires
an additional assumption on the boundedness of (1+ 〈D〉2)(1+D2±)−1. The har-
monic oscillator (see Section 4.4) shows that this condition is not necessary. We
proceed by proving a few lemmas about the structure of pseudo-differential oper-
ators associated to (A,H,D).
Lemma 4.10. Let (A,H,D) be a pseudo-Riemannian spectral triple. Then the operators
(1 +D2±) lie in OP
2(〈D〉). Furthermore, if (1 + 〈D〉2)(1 +D2±)−1 are bounded, then
(1+D2±)−1 lie in OP
−2(〈D〉).
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Proof. Since RD ∈ OP2(〈D〉) by Lemma 4.2, 1+D2± = 1+ 〈D〉2 +RD ∈ OP2(〈D〉).
If furthermore (1+ 〈D〉2)(1+D2±)−1 is bounded, it follows from Lemma 2.40 that
(1+ 〈D〉2)(1+D2±)−1 ∈ OP0(〈D〉), and hence that (1+D2±)−1 ∈ OP−2(〈D〉).
In the following discussion of smooth summability, the boundedness of the op-
erator (1 + 〈D〉2)(1 +D2±)−1 plays a crucial role. We pause to give a sufficient
condition for this boundedness to hold.
Lemma 4.11. Let (A,H,D) be a pseudo-Riemannian spectral triple with∥∥(1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12∥∥ < 1.
Then (1+ 〈D〉2)(1+D2±)−1 lie in OP0(〈D〉), and hence in particular are bounded.
Proof. We know that the operator (1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12 is bounded since
RD ∈ OP2(〈D〉), and assuming that ‖(1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12 ‖ < 1 ensures
that ±1 is not in the spectrum. Hence the operators
(1± (1+ 〈D〉2)− 12RD(1+ 〈D〉2)− 12 )−1 = (1+ 〈D〉2) 12 (1+D2±)−1(1+ 〈D〉2)
1
2
are bounded. This also implies the boundedness of (1+D2±)−
1
2 (1+ 〈D〉2) 12 and
(1+ 〈D〉2) 12 (1+D2±)−
1
2 .
From Lemma 4.10 we know that (1+ 〈D〉2)− 12 (1+D2±)(1+ 〈D〉2)−
1
2 are elements
of OP0(〈D〉), and since these operators have bounded inverses, it follows from
Lemma 2.40 that (1 + 〈D〉2) 12 (1 +D2±)−1(1 + 〈D〉2)
1
2 lie in OP0(〈D〉). This also
implies that (1+ 〈D〉2)(1+D2±)−1 lie in OP0(〈D〉).
Lemma 4.12. Let (A,H,D) be a pseudo-Riemannian spectral triple such that the operat-
ors (1+ 〈D〉2)(1+D2±)−1 are bounded. Then the ratios
(1+ 〈D〉2)−s(1+ 〈D〉2 ±RD)s, (1+ 〈D〉2 ±RD)s(1+ 〈D〉2)−s,
(1+ 〈D〉2 ±RD)−s(1+ 〈D〉2)s, (1+ 〈D〉2)s(1+ 〈D〉2 ±RD)−s
are bounded for all 0 6 s ∈ R.
Proof. Let σr(T) := (1 + 〈D〉2)r/2 T (1 + 〈D〉2)−r/2 be the one parameter group
associated to 〈D〉 (see Proposition 2.44). Consider e.g. (1+ 〈D〉2)−s(1+D2±)s. Then
for s ∈ R we have
(1+ 〈D〉2)−s(1+D2±)s = (1+ 〈D〉2)−s+1(1+ 〈D〉2)−1(1+D2±)(1+D2±)s−1
= σ−2s+2
(
(1+ 〈D〉2)−1(1+D2±)
)
(1+ 〈D〉2)−s+1(1+D2±)s−1,
where σ−2s+2
(
(1+ 〈D〉2)−1(1+D2±)
) ∈ OP0(〈D〉) because (1+ 〈D〉2)−1(1+D2±)
lies in OP0(〈D〉) by Lemma 4.10. Repeating this process shows that we can assume
that 0 < s < 1. Similar arguments hold for the other ratios. Using the boundedness
and invertibility (from Lemma 4.10) of the ratios
(1+ 〈D〉2)−1(1+ 〈D〉2 ±RD), (1+ 〈D〉2 ±RD)(1+ 〈D〉2)−1,
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(1+ 〈D〉2 ±RD)−1(1+ 〈D〉2), (1+ 〈D〉2)(1+ 〈D〉2 ±RD)−1,
we have, for instance, constants , C > 0 such that
0 <  6 (1+ 〈D〉2)−1(1+ 〈D〉2 ±RD)2(1+ 〈D〉2)−1 6 C2.
Inverting and then conjugating by the bounded self-adjoint operator (1+ 〈D〉2)−1
yields
1

(1+ 〈D〉2)−2 > (1+ 〈D〉2 ±RD)−2 > C−2(1+ 〈D〉2)−2.
For 0 < s < 1, the function t 7→ ts is operator monotone, so for such an s we find
1
s
(1+ 〈D〉2)−2s > (1+ 〈D〉2 ±RD)−2s > C−2s(1+ 〈D〉2)−2s.
Inverting and then conjugating by the bounded self-adjoint operator (1+ 〈D〉2)−s
yields
0 < s 6 (1+ 〈D〉2)−s(1+ 〈D〉2 ±RD)2s(1+ 〈D〉2)−s 6 C2s.
Consequently (1+ 〈D〉2±RD)s(1+ 〈D〉2)−s and (1+ 〈D〉2)−s(1+ 〈D〉2±RD)s are
bounded for each s ∈ (0, 1). The same method applies to obtain the boundedness
of the other ratios.
Lemma 4.13. Let (A,H,D) be a pseudo-Riemannian spectral triple such that the oper-
ators (1+ 〈D〉2)(1+D2±)−1 are bounded. Then (1+ 〈D〉2)s(1+ 〈D〉2 ±RD)−s lie in
OP0(〈D〉) for all s > 0.
Proof. As in the proof of Lemma 4.12 we can reduce the problem to the case 0 <
s < 1. We already know from Lemma 4.12 that (1+ 〈D〉2)s(1+ 〈D〉2 ±RD)−s is
bounded. Let us write T := (1+D2±) for brevity. As in the proof of Lemma 2.40,
there are (combinatorial) constants Cl,n,k such that
δn〈D〉((λ+ T)
−1) =
∑
16l6n
∑
16k1,...,kl6n
|k|=n
Cl,n,k
(λ+ T)−1δk1〈D〉(T)(λ+ T)
−1δk2〈D〉(λ+ T)
−1 · · · (λ+ T)−1δkl〈D〉(T)(λ+ T)−1.
Using the integral formula for fractional powers, we can then write
(1+ 〈D〉2)sδn〈D〉(T−s) = (1+ 〈D〉2)s
sin(spi)
pi
∫∞
0
λ−sδn〈D〉((λ+ T)
−1)dλ
=
sin(spi)
pi
∫∞
0
λ−s
∑
16l6n
∑
16k1,...,kl6n
|k|=n
Cl,n,k
(1+ 〈D〉2)s(λ+ T)−1δk1〈D〉(T)(λ+ T)−1 · · · (λ+ T)−1δkl〈D〉(T)(λ+ T)−1dλ.
Since δk〈D〉(T) ∈ OP2(〈D〉), we know that
δk〈D〉(T)(λ+ T)
−1 = δk〈D〉(T)(1+ 〈D〉2)−1(1+ 〈D〉2)T−1T(λ+ T)−1
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is uniformly bounded in λ for each k, and hence we see that the integral converges
to a bounded operator for all n. Thus (1+ 〈D〉2)s(1+D2±)−s ∈ OP0(〈D〉).
Theorem 4.14. Let (A,H,D) be a smoothly summable pseudo-Riemannian spectral triple
such that (1 + 〈D〉2)(1 +D2±)−1 are bounded. Then the corresponding spectral triples
(A,H,D±) are smoothly summable, with the same spectral dimension.
Proof. Since the operators (1+D2±)
s
2 (1+ 〈D〉2)− s2 and (1+ 〈D〉2) s2 (1+D2±)−
s
2 are
both bounded (by Lemma 4.12), we see that |a|(1+ 〈D〉2)− s2 is trace-class if and
only if |a|(1 +D2±)−
s
2 is trace-class. Hence the spectral triples (A,H,D±) are fi-
nitely summable, with the same spectral dimension.
Similarly, it is straightforward to show that B2(D±,p) coincides with B2(〈D〉,p),
and so also that B1(D±,p) = B1(〈D〉,p). Recall from Definition 4.5 the recursive
definitions S0 := A∪ [D,A]∪ [D∗,A] and Sn := [〈D〉2,Sn−1]∪ [RD,Sn−1]. To prove
smooth summability for (A,H,D±), we need to show that A∪ [D±,A] is contained
in B∞1 (D±,p). Since A∪ [D±,A] consists of linear combinations of elements of S0,
it suffices to show that S0 ⊂ B∞1 (D±,p).
So suppose that T ∈ S0, which by assumption is contained in OP00(〈D〉). Let
us write T (0) := T and T (n) := [D2±, T (n−1)] = [〈D〉2, T (n−1)] + [RD, T (n−1)]. It
then follows that T (n) is a finite linear combination of elements of Sn, which by
assumption is contained in OPn0 (〈D〉). Because we can write
RkD±(T) = T
(k)(1+D2±)
−k/2 = T (k)(1+ 〈D〉2)−k/2(1+ 〈D〉2)k/2(1+D2±)−k/2,
and because (1+ 〈D〉2)k/2(1+D2±)−k/2 ∈ OP0(〈D〉) by Lemma 4.13, we see that
RkD±(T) is an element of OP
0
0(〈D〉) = B∞1 (〈D〉,p), so in particular RkD±(T) lies in
B1(〈D〉,p) = B1(D±,p) for all k. Therefore T is an element of B∞1 (D±,p), and
hence S0 ⊂ B∞1 (D±,p).
Given a pseudo-Riemannian spectral triple (A,H,D) we have constructed two
spectral triples (A,H,D±), and this construction preserves the property of smooth
summability needed for the local index formula. This means that each smoothly
summable pseudo-Riemannian spectral triple (A,H,D) yields two K-homology
classes [(A,H,D+)] and [(A,H,D−)] in K∗(A) (where A is the norm completion
of A), and we can compute the pairing of these classes with K∗(A) using the (non-
unital) local index formula [CGRS14]. In Section 4.6 we will see a refinement of the
definition of pseudo-Riemannian spectral triples (from [PS06]), which guarantees
that these two K-homology classes are in fact negatives of each other.
4.3 pseudo-riemannian manifolds
In Section 3.4 we have constructed the Dirac operator /D on the spinor bundle
S over a pseudo-Riemannian manifold (M,g). In this section we will show un-
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der which conditions the triple (C∞c (M),L2(S), /D) can be viewed as a pseudo-
Riemannian spectral triple.
We will again require our basic Assumption 3.16. Thus, let (M,g) be an n-
dimensional time- and space-oriented pseudo-Riemannian spin manifold of sig-
nature (t, s), and let r be a spacelike reflection, such that the associated Rie-
mannian metric gr is complete. We have already seen in Proposition 3.18 that
this assumption ensures that the Wick rotations of /D give rise to spectral triples
(C∞c (M),L2(S), /D±). However, the basic Assumption 3.16 is not enough to obtain
a pseudo-Riemannian spectral triple from (M,g). Instead, we will see below that
we furthermore need to assume that the manifold has bounded geometry.
As in Section 4.1, we consider the operators
〈 /D〉2 := 1
2
(
/D /D
∗
+ /D
∗ /D
)
, R /D := −
i
2
(
/D
2
− /D
∗2) .
We will first show that 〈 /D〉2 is a ‘Laplace-type’ operator.
Lemma 4.15. Let (M,g, r) satisfy Assumption 3.16. The operator 〈 /D〉2 defined on the
domain Dom〈 /D〉2 := Dom /D /D∗ ∩Dom /D∗ /D is essentially self-adjoint, elliptic and com-
mutes with the fundamental symmetry JM. Hence it is also essentially Krein-self-adjoint.
Proof. The operator 〈 /D〉2 has principal symbol gr(ξ, ξ) (which easily follows using
Eq. (3.8)) and is therefore elliptic. Consider the operator
T : dom /D∩ dom /D∗ → L2(S)⊕ L2(S), Tψ := ( /Dψ, /D∗ψ).
The graph norm of T equals the ‘combined graph norm’ ‖ · ‖ /D, /D∗ , and we then
know from Lemma 2.45 that T is closed. Thus we have a self-adjoint operator T∗T
which is an extension of /D /D∗ + /D∗ /D = 2〈 /D〉2. In particular, the restriction of T∗T
to Γ∞c (S) equals 2〈 /D〉2. Since the metric gr is complete, it follows from [BMS02,
Corollary 2.10] (noting that the metric gTM defined therein is equal to 2gr) that
T∗T is essentially self-adjoint on Γ∞c (S), which proves that 〈 /D〉2 is essentially self-
adjoint. Finally, by Krein-selfadjointness of it /D (Theorem 3.17) we know that
/D
∗
= (−1)tJM /DJM, from which it easily follows that
[〈 /D〉2, JM] = 0.
We have seen in Proposition 3.18 that the Wick rotations /D± yield spectral triples.
It has been shown in [CGRS14, Proposition 5.9] that these triples are smoothly
summable (with spectral dimension given by the dimension of the underlying
manifold) if the Riemannian manifold (M,gr) is complete and of bounded geo-
metry. To obtain smooth summability for the triple
(
C∞c (M),L2(S), /D), we will
now introduce similar assumptions for the pseudo-Riemannian manifold (M,g).
Recall that the injectivity radius rinj ∈ [0,∞) of the Riemannian manifold (M,gr)
is defined as rinj := infx∈M sup{rx > 0}, where rx is such that the exponential map
expx (defined w.r.t. the Riemannian metric gr) is a diffeomorphism from the ball
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B(0, rx) ⊂ TxM to an open neighborhood Ux of x ∈ M. We observe that there is
a related notion of injectivity radius for Lorentzian manifolds which is adapted to
the pair of metrics (g,gr); see [CL08].
Definition 4.16. Let (M,g, r) be as in Assumption 3.16. We say that (M,g, r) has
bounded geometry if (M,gr) has strictly positive injectivity radius, and all the
covariant derivatives of the (pseudo-Riemannian) curvature tensor of (M,g) are
bounded (w.r.t. gr) on M. A Dirac bundle S → M is said to have bounded geo-
metry if in addition all the covariant derivatives of ΩS, the curvature tensor of
the connection ∇S, are bounded (w.r.t. gr) on M. For brevity, we simply say that
(M,g, r, S) has bounded geometry.
A differential operator is said to have uniform C∞-bounded coefficients, if for any
atlas consisting of charts of normal coordinates, the derivatives of all orders of the
coefficients are bounded on the chart domain and the bounds are uniform on the
atlas. It is shown in [Roe88, Propositions 5.4 & 5.5] that the assumption of bounded
geometry is equivalent to the existence of a good coordinate ball, i.e. a ball B with
center 0 in Rn which is the domain of a normal coordinate system at every point
of M, such that the Christoffel symbols of ∇ and ∇S lie in a bounded subset of the
Fréchet space C∞(B). Thus bounded geometry implies that the Dirac operator /D
has uniform C∞-bounded coefficients.
Proposition 4.17. Let (M,g, r) be as in Assumption 3.16. Suppose that (M,g, r, S) has
bounded geometry. Then the triple
(
C∞c (M),L2(S), /D) is a pseudo-Riemannian spectral
triple.
Proof. We need to check that the triple satisfies the conditions of Definition 4.1.
From Lemma 4.15 we know that 〈 /D〉2 is essentially self-adjoint, which proves 1),
and elliptic, which proves 4) (see e.g. [HR00, Proposition 10.5.2]). Since /D and
/D
∗ are first-order differential operators, 3) is immediate. Consider the operator
R /D := −
i
2( /D
2
− /D
∗2
), initially defined on the dense subset of compactly suppor-
ted smooth sections Γ∞c (S). Since /D∗2 = JM /D2JM by Theorem 3.17, we have
/D
2
− /D
∗2
= [ /D
2, JM]JM. As /D
2 is a second-order differential operator whose
principal symbol commutes with JM, we see that R /D is a first-order differential
operator. Under the assumption of bounded geometry, all covariant derivatives
of the coefficients of R /D are uniformly bounded, which implies 2a). In particular,
R /D(1+ 〈 /D〉2)−
1
2 is a bounded operator. Ellipticity of 〈 /D〉2 then implies 2b).
Remark 4.18. Note that, while condition 2a) of Definition 4.1 only requires that
R /D is second-order (i.e. in OP
2(〈 /D〉)), we have in fact that R /D is first-order (i.e. in
OP1(〈 /D〉)).
To obtain finite summability for the triple
(
C∞c (M),L2(S), /D), we observe that
the bounded geometry hypothesis ensures that Tr(a(1 + 〈 /D〉2)− s2 ) is finite for
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s > n = dimM, where a ∈ C∞c (M) is a compactly supported smooth function.
Hence the spectral dimension p is equal to the metric dimension n; see [CGRS14,
Proposition 5.9].
For smooth summability, we also need Tr(γ(ej)a(1+ 〈 /D〉2)− s2 ) to be finite, which
holds since a is compactly supported, and so γ(ej)a is also compactly supported
and bounded. Furthermore, we observe that 〈 /D〉2 is a uniformly elliptic second-
order differential operator with scalar principal symbol (given by the Riemannian
metric). Hence 〈 /D〉2 determines the usual order of compactly supported pseudo-
differential operators.
As mentioned in Remark 4.18, the operator R /D = −
i
2( /D
2
− /D
∗2
) is a first-order
operator in OP1(〈 /D〉). Hence [R /D, OPr0(〈 /D〉)] ⊂ OPr+10 (〈 /D〉). It thus follows that
the triple (C∞c (M),L2(S), /D) is a smoothly summable pseudo-Riemannian spectral
triple (as defined in Definition 4.5).
The operator /D2± is self-adjoint and positive, since /D± is self-adjoint by Propos-
ition 3.18. Since R /D is a first-order differential operator and 〈 /D〉2 is second-order
and elliptic, it follows that /D2± = 〈 /D〉2 ± R /D is also elliptic. This means that
(1+ /D
2
±)−1 is a pseudo-differential operator of order −2, and therefore the oper-
ator (1+ 〈 /D〉2)(1+ /D2±)−1 is bounded. Theorem 4.14 then tells us that the spectral
triples (C∞c (M),L2(S), /D±) are smoothly summable.
4.4 the one-dimensional harmonic oscillator
Let H = L2(R), and consider the annihilation operator a, and its adjoint, the
creation operator a∗, given by
a = x+
d
dx
, a∗ = x−
d
dx
,
defined on the initial domain of Schwartz functions S(R) ⊂ L2(R). The real and
imaginary parts of a and its Wick rotations are given by
Rea = x, Ima = −i
d
dx
, a± = x∓ i d
dx
.
We let C∞1 (R) be the smooth functions all of whose derivatives are integrable on
R. To show that we obtain a pseudo-Riemannian spectral triple (C∞1 (R),L2(R),a),
we first observe that the operator
〈a〉2 = − d
2
dx2
+ x2
is well-known to be essentially self-adjoint and to have compact resolvent. For all
f ∈ C∞1 (R), the commutators [a, f] and [a∗, f] are bounded. The other items to
check involve the operator
Ra := −
i
2
(
a2 − a∗2
)
= −i
(
1+ 2x
d
dx
)
,
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which is first-order as a differential operator, but has an unbounded coefficient.
Lemma 4.19. For all n > 0 the operator R(n)a is an element of OP2(〈a〉), and for all
f ∈ C∞1 (R) the operator fRa(1+ 〈a〉2)−1 is compact.
Proof. Straightforward calculations show that
R
(1)
a = [〈a〉2,Ra] = −4i〈a〉2 + 8ix2, R(2)a = 16Ra,
and so it suffices to check the first claim for n = 0, 1. We begin by observing that
0 6 x2 6 x2 − d2
dx2
+ 1 implies
∥∥∥x(1+ x2 − d2
dx2
)− 12∥∥∥2 = ∥∥∥(1+ x2 − d2
dx2
)− 12
x
∥∥∥2 6 1. (4.3)
Similarly ‖ ddx(1+ x2 − d
2
dx2
)−
1
2 ‖ 6 1. Therefore
(1+ 〈a〉2)− 12Ra(1+ 〈a〉2)− 12 and (1+ 〈a〉2)− 12R(1)a (1+ 〈a〉2)− 12
are bounded operators. Hence Ra and R
(1)
a lie in OP2(〈a〉), which proves the first
statement. For the second statement, if f is a bounded integrable function, the
product fx is bounded, and so by the compactness of (1 + 〈a〉2)− 12 we see that
fRa(1+ 〈a〉2)−1 is compact.
Thus the harmonic oscillator gives rise to a pseudo-Riemannian spectral triple.
Proposition 4.20. The pseudo-Riemannian spectral triple (C∞1 (R),L2(R),a) is smoothly
summable with spectral dimension 1.
Proof. Let f : R → [0,∞) be a smooth integrable function, and let (x,y) 7→ kt(x,y)
be the integral kernel of e−t〈a〉2 for a = ddx + x. Mehler’s formula gives
kt(x,y) =
1√
2pi sinh(2t)
e−
1
2 coth(2t)(x
2+y2)+cosech(2t)xy.
Then for s > 2
Tr(f(1+ 〈a〉2)− s2 ) = 1
Γ( s2)
∫
R
f(x)
∫∞
0
t
s
2−1 e−tkt(x, x)dtdx
6 1
Γ( s2)
∫
R
f(x)dx
∫∞
0
t
s
2−1 e−t
1√
2pi sinh(2t)
dt
and this remains finite for s > 1. Thus the spectral dimension is at most 1. To see
that the spectral dimension is also at least 1, and so is precisely 1, one computes
this trace for the function f : x 7→ e−x2 .
For f ∈ C∞1 (R), the commutators [a, f] and [a∗, f] are again elements of C∞1 (R).
With the notation of Definition 4.5, we thus find that S0 := A∪ [a,A]∪ [a∗,A] = A.
The above computations now allow us to see that S0 lies in B1(〈a〉, 1).
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Finally, we need to check that Sn ⊂ OPn0 (〈a〉) for all n. First, by Equation (4.3),
and the relations[
〈a〉2, d
dx
]
= 2x,
[〈a〉2, x] = −2 d
dx
[
Ra, xn
dm
dxm
]
= 2i(n−m)xn
dm
dxm
,
we can see that both multiplication by x and ddx lie in OP
1(〈a〉). For f ∈ C∞1 (R),
we use the computation
[〈a〉2, f] = −f ′′ − 2f ′ d
dx
and a simple induction to see that f ∈ OP0(〈a〉). Hence C∞1 (R) ⊂ OP00(〈a〉). It is
then straightforward to check that any element T ∈ Sn can be written in the form
T =
∑
k+l6n
fk,lx
k d
l
dxl
for functions fk,l ∈ C∞1 (R). This is obviously true for n = 0. Assuming it holds
for all T ∈ Sn for some n, one shows it also holds for n+ 1 by explicitly calculat-
ing the commutators [〈a〉2, T ] and [Ra, T ]. So it follows by induction that indeed
we have T =
∑
k+l6n fk,lx
k dl
dxl
for all T ∈ Sn, for all n. Since fk,l ∈ OP00(〈a〉),
xk ∈ OPk(〈a〉), and dl
dxl
∈ OPl(〈a〉), it follows that Sn ⊂ OPn0 (〈a〉) for all n. There-
fore we conclude that the triple (C∞1 (R),L2(R), ddx + x) is a smoothly summable
pseudo-Riemannian spectral triple.
4.4.1 The K-homology class of the harmonic oscillator
Next we consider the K-homology classes of the spectral triples obtained from the
harmonic oscillator, given by the Wick rotations
a± = x∓ i d
dx
.
We have already seen in Proposition 4.20 that the pseudo-Riemannian spectral
triple (C∞1 (R),L2(R), ddx + x) is smoothly summable, with spectral dimension p
equal to 1. In order to conclude from Theorem 4.14 that the Wick rotated spectral
triple (C∞1 (R),L2(R),a±) is also smoothly summable, we would need to check
that the operator (1+ 〈a〉2)(1+ a2±)−1 is bounded. We have been unable to prove
this, and at present have no reason to believe it is true.
On the other hand, we can simply check directly that C∞1 (R) ⊂ B∞1 (a±, 1). This
can be shown in the same way as in the proof of Proposition 4.20. The integral
kernels of e−ta
2± and (1+ a2±)−
s
2 are given by
kt(x,y) =
1
2
√
pit
e−(x−y)
2/4t∓i(x2−y2)/2,
ks(x,y) =
1
Γ( s2)
∫∞
0
t
s
2−1e−tkt(x,y)dt.
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Then for any f ∈ C∞1 (R) one finds that
Tr(f(1+ a2±)
− s2 ) =
Γ( s2 −
1
2)
2
√
piΓ( s2)
∫
R
f(x)dx.
Thus the spectral dimension is at least 1, and taking f(x) = e−x
2
shows that the
spectral dimension is precisely 1. The smoothness is an easy check, using the same
computations as in the proof of Proposition 4.20. To show that the spectral triple
is smoothly summable, we observe that for all f ∈ C∞1 (R) we have [a2±, f] = −f ′′ ∓
2if ′ a±. Then a straightforward induction shows that C∞1 (R) ⊂ B∞1 (a±, 1). Hence
the spectral triple (C∞1 (R),L2(R),a±) is also smoothly summable with spectral
dimension 1, and we can apply the local index formula of [CGRS14, Theorem
4.33].
For a unitary u in the unitization of C∞1 (R), the local index formula computes
the pairing of the class of the spectral triple with the K-theory class of u as〈
[u], [(C∞1 (R),L2(R),a±)]〉 = − lim
s→ 12
(s− 12)Tr
(
u∗[a±,u](1+ a2±)
−s
)
.
The odd K-theory of the real line is K1(C0(R)) = Z. For m ∈ Z we choose
representatives of these classes to be u = e2im tan
−1(x), and this gives u∗[a±,u] =
± 2m
1+x2
=: fm(x). Using the trace calculations above we have
lim
s→1
s− 1
2
Tr
(
u∗[a±,u](1+ a2±)
− s2
)
= lim
s→1
1
2
√
piΓ( s2)
∫
R
fm(x)
∫∞
0
s− 1
2
t
s
2−
1
2−1e−tdtdx
= lim
s→1
1
2
√
piΓ( s2)
∫
R
fm(x)
∫∞
0
d
dt
(
t
s
2−
1
2
)
e−tdtdx
= ±m
pi
∫
R
1
1+ x2
dx = ±m.
Hence the spectral triple (C∞1 (R),L2(R),a±) has a non-trivial K-homology class,
and it coincides with the class of (C∞1 (R),L2(R),∓i ddx), see [HR00, page 298].
From the perspective of principal symbols this is not surprising, however the un-
boundedness of the perturbation means that the result is not immediate. Lastly,
we observe that the classes of a+ and a− are negatives of each other.
4.5 other examples
4.5.1 Finite Geometries
Just as there are virtually no constraints to the existence of a spectral triple for a
finite-dimensional algebra, pseudo-Riemannian spectral triples are easily construc-
ted in this case. So let A be a finite-dimensional complex algebra, i.e. a direct sum
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of simple matrix algebras. Choose two representations of A on finite dimensional
Hilbert spaces H1 and H2. Let H = H1 ⊕H2, and Γ = 1⊕ (−1) with respect to
this decomposition. Choose any linear map B : H1 → H2, and set
D =
0 0
B 0
 .
Then the definition of an even pseudo-Riemannian spectral triple is trivially ful-
filled. Likewise it is trivially smoothly summable. For the Wick rotations, we
find
D± =
eipi/4√
2
0 ±iB∗
B 0
 .
4.5.2 First order differential operators
We consider a constant coefficient first-order differential operator of the form
D =
n∑
j=1
Mj
∂
∂xj
+K,
where K,Mj ∈Md(C). The operatorD, acting on the smooth compactly supported
sections in L2(Rn,Cd), extends to a closed and densely defined operator. One may
check that (C∞c (Rn),L2(Rn,Cd),D) yields a pseudo-Riemannian spectral triple
provided that for all j,k = 1, . . . ,n and for all 0 6= ξ = (ξ1, . . . , ξn) ∈ Rn the
following three conditions hold:
n∑
j,k=1
(M∗jMk +MjM
∗
k)ξjξk ∈ GLd(C), (4.4)
{Mj,Mk} = {M∗j ,M
∗
k}, (4.5)[ n∑
j,k=1
(M∗jMk +MjM
∗
k)ξjξk ,
n∑
j=1
(
{Mj,K}+ {M∗j ,K
∗}
)
ξj
]
= 0. (4.6)
Provided that in addition
[Mj,MkM∗l +M
∗
kMl] = 0, and [K,MkM
∗
l +M
∗
kMl] = 0, (4.7)
the pseudo-Riemannian spectral triple is in fact smoothly summable.
One can think of these conditions roughly as follows. The condition (4.4) ensures
that 〈D〉2 is elliptic. The condition (4.5) is a reality condition ensuring that the
principal symbols of D2 and D∗2 are equal (and if D were of Dirac-type, this
would simply mean that the Riemannian metric is real), which implies that RD is
a first-order differential operator. Lastly, the conditions (4.6) and (4.7) ensure that
the principal symbol of 〈D〉2 is central.
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For the Wick rotations of D, we find
D± =
∑
j
M˜j
∂
∂xj
+
1
2
(K+K∗)∓ i
2
(K−K∗)
where M˜j =Mj if M∗j = −Mj and M˜j = iMj if Mj =M
∗
j . Since RD is a first-order
differential operator in these examples, and D2± are second-order and uniformly
elliptic, one can show that RD(1+D2±)−1 are bounded, and Theorem 4.14 gives
us smoothly summable spectral triples.
4.5.3 Semifinite examples
There is a notion of semifinite spectral triple [BF06, CPRS04, CPRS06a, CPRS06b],
where (B(H),K(H), Tr) are replaced by (N,K(N, τ), τ) where N is an arbitrary
semifinite von Neumann algebra, K(N, τ) is the ideal of τ-compact operators in
N, and τ is a faithful, semifinite, normal trace. Thus we require D affiliated to N,
and the compact resolvent condition is relative to K(N, τ). Examples of semifinite
spectral triples arising from graph and k-graph C∗-algebras were described in
[PR06, PRS08]. These were constructed using the natural action of the torus Tk
on a k-graph algebra, by ‘pushing forward’ the Dirac operator on the torus. More
sophisticated examples coming from covering spaces of manifolds of bounded
geometry were considered in [CGRS14] also.
For the k-graph algebras, k > 2, we may of course take a Lorentzian Dirac
operator (or more generally pseudo-Riemannian Dirac operator) and push this
forward instead. This gives rise to a ‘semifinite pseudo-Riemannian spectral triple’,
but as the details would take us too far afield, we leave this to the reader to explore.
4.6 lorentz-type spectral triples
In this section we specialise our definition of pseudo-Riemannian spectral triples
to Lorentz-type spectral triples (closely related to the Lorentzian spectral triples of
[PS06]). This specialisation implies that the K-homology classes of the two Wick
rotations are negatives of one another, which leads to an index-theoretic result.
Definition 4.21. A Lorentz-type spectral triple (A,H,D, J) is given by
• a separable Hilbert space H;
• a ∗-algebra A with a representation A→ B(H);
• a self-adjoint, unitary operator J on H which commutes with A;
• a densely defined, closed operator D : DomD ⊂ H→ H such that
0) DomD∗D∩DomDD∗ is dense in H and 〈D〉2 is essentially self-adjoint
on this domain;
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1) iJD is essentially self-adjoint on DomD∗ ∩DomD;
2a) J[D2, J] : H∞ → H∞ and [〈D〉2, J[D2, J] ] ∈ OP2(〈D〉);
2b) aJ[D2, J](1+ 〈D〉2)−1 ∈ K(H) for all a ∈ A;
3) a preserves DomD and DomD∗, and the commutators [D,a] and [D∗,a]
extend to bounded operators on H, for all a ∈ A;
4) a(1+ 〈D〉2)− 12 ∈ K(H) for all a ∈ A.
The triple is said to be even if there exists Γ ∈ B(H) such that Γ = Γ∗, Γ2 = 1,
Γa = aΓ for all a ∈ A, JΓ + ΓJ = 0, and ΓD+DΓ = 0. Otherwise the triple is said
to be odd.
Since the operator J is self-adjoint and unitary, it can be viewed as a fundamental
symmetry which turns H into a Krein space (we refer to [Bog74] for an introduction
to Krein spaces). The essential self-adjointness of iJD implies that D∗ = −JDJ on
DomD∗ ∩DomD, and that J preserves this domain. Thus, iD is Krein-self-adjoint
on the Krein space H with fundamental symmetry J. We then observe that we can
rewrite
J[D2, J] = JD2J−D2 = D∗2 −D2 = −2iRD.
Thus, a Lorentz-type spectral triple is a special case of a pseudo-Riemannian spec-
tral triple.
As noted in [PS06, page 5], the condition JΓ + ΓJ = 0 is not really capturing
Lorentzian signature, but rather that the number of timelike dimensions is odd
(compare also Proposition 7.3). This can be refined using a real structure.
Lemma 4.22. Let (A,H,D, J) be a Lorentz-type spectral triple. Then the K-homology
classes arising from the Wick rotations D+ and D− are negatives of one another.
Proof. Using D∗ = −JDJ, one simply computes that JD+J = −D−, which shows
that (A,H,D+) is unitarily equivalent to (A,H,−D−).
Definition 4.23. By analogy with the classical case, we say that the fundamental
symmetry J is Lorentz-harmonic if it commutes with D2.
Proposition 4.24. Let (A,H,D, J, Γ) be an even Lorentz-type spectral triple with A
unital. Assume that there exists at least one even continuous function f : R → R with
f(0) 6= 0 and f(D±) trace class. If J is Lorentz-harmonic, then
Index
(
1− Γ
2
D±
1+ Γ
2
)
= 0.
That is, the pairing of [(A,H,D±)] ∈ K0(A) with the class [1] ∈ K0(A) is zero.
Remark 4.25. The hypothesis on the summability of D± (i.e., the existence of such
a function f) is of course implied by θ-summability or finite summability.
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Proof. First, observe that J commutes with 〈D〉2. Since by assumption D∗2 −D2 =
J[D2, J] = 0, we find that D2± = 〈D〉2. Hence J commutes with D2± and also
with any function of D2±. The index can be computed using the McKean-Singer
formula, and we refer to [CPRS06b] for this version. For any even function f not
vanishing at 0 and such that f(D±) is trace class we have
Index
(
1− Γ
2
D±
1+ Γ
2
)
=
1
f(0)
Tr(Γf(D±)).
Then using J2 = 1, JΓ + ΓJ = 0, JD2± = D2±J, and cyclicity of the trace, it is
straightforward to show that Tr(Γf(D±)) must vanish identically. Hence the index
vanishes, and the proof is complete.
5
I N D E F I N I T E K A S PA R O V M O D U L E S
The framework of Connes’ noncommutative geometry [Con94], as well as the more
general framework of unbounded KK-theory [Kas80b, BJ83], deals with noncom-
mutative generalisations of elliptic, self-adjoint differential operators. As such,
these frameworks are particularly suited to describe Riemannian manifolds. In
this chapter, which is based on joint work with Adam Rennie [DR15], we aim
to extend these frameworks to allow for non-elliptic and non-symmetric operat-
ors, and in particular (normally) hyperbolic operators. Our motivating example
is the Dirac operator on a pseudo-Riemannian manifold, i.e. a manifold equipped
with an indefinite (but non-degenerate) metric. It is precisely this example that
has inspired the terminology for the indefinite Kasparov modules we introduce in
Definition 5.1.
This chapter is a continuation in the spirit of Chapter 4, where we defined pseudo-
Riemannian spectral triples (A,H,D) as a generalisation of spectral triples, and we
showed that their Wick rotations D± yield spectral triples. Although the motiva-
tion for the present chapter is the same, there are nonetheless several significant
differences. First, we work more generally with Kasparov modules instead of spec-
tral triples. Second, while the definition of pseudo-Riemannian spectral triples
requires assumptions on the second-order operators DD∗+D∗D and D2−D∗2, the
definition of indefinite Kasparov modules focuses more on first-order operators
(namely D, D∗, ReD, and ImD), which is more natural. Third, the definition
of indefinite Kasparov modules has the advantage that it does not require any
smoothness properties (using the OP-spaces defined in Section 2.5). And fourth, it
allows to reverse the Wick rotation procedure D 7→ D±, which means that we can
characterise all pairs of unbounded Kasparov modules that can be obtained from
an indefinite Kasparov module in this way.
Given an indefinite Kasparov module (A,EB,D), the main technical challenge
is to obtain self-adjointness for D±. In Chapter 4, this is achieved by assum-
ing that 〈D〉2 := (ReD)2 + (ImD)2 is self-adjoint, and that the anti-commutator
{ReD, ImD} is ‘suitably bounded’ relative to 〈D〉2. In this chapter, we prefer to
avoid assumptions on the second-order operator 〈D〉2. Instead, we now impose the
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condition that the real and imaginary parts of D almost anti-commute, which means
that the anti-commutator {ReD, ImD} is relatively bounded by ReD. A theorem
by Kaad and Lesch [KL12] (quoted in Theorem 2.22) then allows us to conclude
that D± are self-adjoint. Unfortunately, our main motivating example, namely the
Dirac operator /D on a pseudo-Riemannian manifold, does not satisfy this condi-
tion (see Remark 5.19). Indeed, although the anti-commutator {Re /D, Im /D} is a
first-order differential operator, it contains in general both spacelike derivatives
and timelike derivatives, and thus it is not relatively bounded by Re /D (which
only contains spacelike derivatives). In order to ensure that Re /D and Im /D al-
most anti-commute, we need the timelike part of {Re /D, Im /D} to vanish identically,
which places a restriction on the geometry of the pseudo-Riemannian manifold
(see Section 5.3.1).
For this reason, we would like to replace the almost anti-commuting condition
by a weaker condition, which should simply ensure that {ReD, ImD} is ‘first-order’.
Unfortunately, it is currently unclear whether such a weaker condition could still
suffice to prove self-adjointness of D± (see the Outlook for further discussion).
Let us give a brief overview of this chapter. In Section 5.1 we define indefinite
Kasparov modules as well as pairs of Kasparov modules, and we prove that these
definitions are equivalent.
We introduce an odd version of indefinite Kasparov modules in Section 5.2.
As for usual Kasparov modules, it is straightforward to turn an odd indefinite
Kasparov module into an even one by ‘doubling it up’. We then prove that these
odd modules are characterised by pairs of Kasparov modules for which the two
operators are related via a certain unitary equivalence.
Next, we describe several examples. The main motivating example, namely the
Dirac operator on a pseudo-Riemannian spin manifold, will be discussed in Sec-
tion 5.3. In Section 5.4 we consider the harmonic oscillator in arbitrary dimensions.
This example in particular shows that manifolds with indefinite metrics are not the
only examples of our framework. Finally, in Section 5.5 we discuss families of spec-
tral triples (building upon work by Kaad and Lesch [KL13]), and we show that one
can naturally associate an indefinite Kasparov module to such families. Our work
on families of spectral triples was initially motivated by the study of foliations of
spacetime from the perspective of noncommutative geometry.
5.1 indefinite kasparov modules
For a closed operator D on a Hilbert B-module E such that DomD ∩DomD∗ is
dense, we recall from Lemma 2.45 that DomD ∩DomD∗ can be viewed as a Hil-
bert module with the ‘combined graph inner product’ (·|·)D,D∗ . The definition we
give below relies on the use of this inner product and the corresponding ‘combined
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graph norm’ ‖ · ‖D,D∗ . We also recall from Section 2.3 that a pair of self-adjoint
operators (S, T) is an almost anti-commuting pair if the anti-commutator {S, T } is
relatively bounded by S.
Definition 5.1. Given Z2-graded C∗-algebras A and B, an indefinite unbounded
Kasparov A-B-module (A, piEB,D) is given by
• a Z2-graded, countably generated, right Hilbert B-module E;
• a Z2-graded ∗-homomorphism pi : A→ EndB(E);
• a separable dense ∗-subalgebra A ⊂ A;
• a closed, regular, odd operator D : DomD ⊂ E→ E such that
1) there exists a linear subspace E ⊂ DomD∩DomD∗ which is dense with
respect to ‖ · ‖D,D∗ , and which is a core for D;
2) the operators ReD and ImD are regular and essentially self-adjoint on
E;
3) the pair (ReD, ImD) is an almost anti-commuting pair;
4) we have the inclusion pi(A) · E ⊂ DomD ∩ DomD∗, and the graded
commutators [D,pi(a)]± and [D∗,pi(a)]± are bounded on E for each a ∈
A;
5) the map pi(a) ◦ ι : DomD∩DomD∗ ↪→ E→ E is compact for each a ∈ A,
where ι : DomD∩DomD∗ ↪→ E denotes the natural inclusion map, and
DomD ∩DomD∗ is considered as a Hilbert B-module with the inner
product (·|·)D,D∗ .
If B = C and A is trivially graded, we will write E = H and refer to (A,H,D) as
an even indefinite spectral triple over A.
If D is self-adjoint, this is just the usual definition (see Definition 2.25) of an
unbounded Kasparov A-B-module (or spectral triple if B = C).
Next, we will show that the linear subspace E in the above definition can always
be replaced by DomD ∩DomD∗. The trickiest part turns out to be condition 4),
for which we prove a separate lemma first.
Lemma 5.2 (cf. [FMR14, Proposition 2.1]). Let D be a closed regular operator on a
Hilbert B-module E such that DomD∩DomD∗ is dense. Let E ⊂ DomD∩DomD∗ be
dense with respect to the norm ‖ · ‖D,D∗ , and let A be a ∗-subalgebra of EndB(E). Suppose
that we have A · E ⊂ DomD ∩DomD∗, and that for each a ∈ A the operators [D,a]
and [D∗,a] are bounded on E. Then A also preserves DomD∩DomD∗, and [D,a] and
[D∗,a], initially defined on DomD ∩DomD∗, extend to bounded endomorphisms on E,
for all a ∈ A.
Proof. The proof is a straightforward adaptation of [FMR14, Proposition 2.1], which
proves the statement for the case of self-adjoint operators on a Hilbert space. For
completeness we will work out the details here.
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Let ψ ∈ DomD∩DomD∗. By assumption there exists a sequence ψn ∈ E such
that ψn → ψ in the norm ‖ · ‖D,D∗ , which is equivalent to ψn → ψ, Dψn → Dψ,
and D∗ψn → D∗ψ, in the usual norm. The sequence Daψn is Cauchy (in the
usual norm), since
‖Daψn −Daψm‖ = ‖aDψn − aDψm + [D,a]ψn − [D,a]ψm‖
6 ‖a‖‖Dψn −Dψm‖+ ‖[D,a]‖‖ψn −ψm‖,
and similarly D∗aψn is also Cauchy. Hence the sequence aψn ∈ DomD∩DomD∗
is Cauchy in the norm ‖ · ‖D,D∗ , so there exists a ξ ∈ DomD ∩DomD∗ such that
aψn → ξ in the norm ‖ · ‖D,D∗ . But this implies that aψn → ξ in the usual norm,
and since we already know that aψn → aψ in the usual norm, we conclude that
ξ = aψ, and hence aψ ∈ DomD∩DomD∗. Thus we have shown that a preserves
DomD∩DomD∗.
To conclude that the commutator [D,a] (and similarly [D∗,a]), initially defined
on DomD ∩DomD∗, extends to a bounded endomorphism, it suffices to show
that its adjoint is densely defined, since then it is closable, and [D,a] ⊃ [D,a]|E,
which is everywhere defined and bounded. For ψ ∈ DomD and η ∈ E, we have
([D,a]ψ|η) = (Daψ|η) − (aDψ|η) = (ψ|a∗D∗η) − (ψ|D∗a∗η) = (ψ|−[D∗,a∗]η),
which is well-defined because a∗ ∈ A maps E to DomD ∩DomD∗. Hence the
domain of [D,a]∗ contains the dense subset E, which implies that [D,a] is closable.
The same argument applies to [D∗,a].
Proposition 5.3. If (A,EB,D) is an indefinite unbounded Kasparov A-B-module, then
the subset E in Definition 5.1 can be replaced by DomD∩DomD∗.
Proof. If E ⊂ DomD ∩ DomD∗ is a core for D, then so is DomD ∩ DomD∗.
Lemma 2.48 implies that DomD ∩DomD∗ is contained in the domains of ReD
and ImD, so the operators ReD and ImD are also essentially self-adjoint on
DomD∩DomD∗. Using Lemma 5.2 then concludes the proof.
5.1.1 Pairs of Kasparov modules
Definition 5.4. We say (A,EB,D1,D2) is a pair of unbounded Kasparov A-B-modules
if (A,EB,D1) and (A,EB,D2) are unbounded Kasparov A-B-modules such that:
1) there exists a linear subspace E ⊂ DomD1 ∩DomD2 which is a common
core for D1 and D2;
2) the operators D1 +D2 and D1 −D2 are regular and essentially self-adjoint
on E;
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3) the operator (D21 −D
2
2)(D1 +D2 − iµ)
−1 is a well-defined and bounded en-
domorphism for all µ ∈ R\{0}.
If B = C and A is trivially graded, we will write E = H and refer to (A,H,D1,D2)
as an even pair of spectral triples over A.
Remark 5.5. The third assumption shows that the pair (D1 + D2,D1 − D2) is
an almost anti-commuting pair, and it then follows from Corollary 2.23 that in
fact DomD1 = DomD2. Similarly to Proposition 5.3, we can then replace E by
DomD1 = DomD2.
Recall from Section 2.6.1 the Wick rotations D± := ReD ± ImD of a closed
operator D. The definition of pairs of Kasparov modules is motivated by the fact
that they arise as the Wick rotations of indefinite Kasparov modules, which we
now show.
Proposition 5.6 (Wick rotation). Let (A,EB,D) be an indefinite unbounded Kasparov
A-B-module. Then the Wick rotations D+ and D− form a pair of unbounded Kasparov
A-B-modules (A,EB,D+,D−).
Proof. By assumption, the operators ReD and ImD form an almost anti-commu-
ting pair (ReD, ImD). By Corollary 2.23 it then follows that D± = ReD± ImD
are self-adjoint on the domain Dom ReD ∩Dom ImD. In particular, the domain
Dom ReD∩Dom ImD is closed with respect to each of the graph norms of D±, so
by Lemma 2.48 we have DomD± = Dom ReD ∩Dom ImD = DomD ∩DomD∗,
which shows property 1) for E := DomD±. By assumption D++D− = 2ReD and
D+ −D− = 2 ImD are essentially self-adjoint on DomD±, which gives property
2). Since D2+ −D2− = 2{ReD, ImD} we also have property 3).
To complete the proof that D± yield unbounded Kasparov modules, first ob-
serve that [ReD,a] and [ImD,a] are bounded on DomD± = DomD ∩DomD∗,
and hence it follows that [ReD± ImD,a], initially defined on DomD ∩DomD∗,
extend to bounded endomorphisms on E.
Finally, we know from Lemma 2.48 that DomD± = Dom ReD ∩Dom ImD is
equal to DomD ∩ DomD∗ (with the same norm-topology), and by assumption
the map pi(a) ◦ ι : DomD ∩ DomD∗ → E is compact. Thus the Wick rotations
(A,EB,D±) are indeed unbounded Kasparov modules.
Given two symmetric operators D1 and D2, we recall from Section 2.6.2 the
reverse Wick rotation D := 12(D1 +D2) +
i
2(D1 −D2). We now prove a converse
to the above proposition.
Proposition 5.7 (reverse Wick rotation). Let (A,EB,D1,D2) be a pair of unbounded
Kasparov modules, and let D be the reverse Wick rotation of (D1,D2). Then (A,EB,D)
is an indefinite unbounded Kasparov A-B-module.
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Proof. As mentioned in Remark 5.5, we can pick E = DomD1 = DomD2. By
Lemma 2.51 we have the equalities E = DomD∩DomD∗ = Dom ReD∩Dom ImD
(where E is equipped with the norm ‖ · ‖D1,D2), and this domain is by definition a
core for the reverse Wick rotation D. On this domain we can write
ReDψ =
1
2
(D1 +D2)ψ, ImDψ =
1
2
(D1 −D2)ψ.
Thus by assumption the operators ReD and ImD are essentially self-adjoint on E.
The operator
{ReD, ImD}(ReD− iµ)−1 = (D21 −D
2
2)(D1 +D2 − 2iµ)
−1
is well-defined and bounded by assumption. Since D1 and D2 have bounded com-
mutators with A, it follows immediately that ReD and ImD also have bounded
commutators with A. The identity map (E, ‖ · ‖D1,D2) → (DomD1, ‖ · ‖D1) is con-
tinuous, because the graph norm of D1 is bounded by the norm ‖ · ‖D1,D2 on E
(and similarly for D2). Since D1 (or D2) has locally compact resolvent, it then
follows that the map pi(a) ◦ ι : E ↪→ E→ E is compact for each a ∈ A.
Remark 5.8. 1) Let (A,EB,D) be an indefinite unbounded Kasparov module
with Wick rotations D+ and D−. Denote by D˜ the reverse Wick rotation of
(D+,D−). By construction we then have
D˜ = D|DomD∩DomD∗ .
In other words, the reverse Wick rotation of the Wick rotations of D is pre-
cisely the closure of the restriction of D discussed in Remark 2.46. Since we
have assumed that DomD ∩DomD∗ is a core for D, it follows that D˜ = D.
Thus, this assumption ensures that our procedure of Wick rotation is revers-
ible.
2) We can consider unitary equivalences of indefinite Kasparov modules or
pairs of Kasparov modules as in Definition 2.30, and one easily sees that
Wick rotations and reverse Wick rotations respect such unitary equivalences.
Combining these observations with Propositions 5.6 and 5.7, we can summarise
our results as follows:
Theorem 5.9. The procedure of (reverse) Wick rotation implements a bijection between:
• the set of indefinite unbounded Kasparov A-B-modules (A,EB,D); and
• the set of pairs of unbounded Kasparov A-B-modules (A,EB,D1,D2).
This bijection also descends to the corresponding sets of unitary equivalence classes.
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5.2 odd indefinite kasparov modules
We introduce an odd version of indefinite Kasparov modules, where all gradings
are trivial, and the operator D is (of course) no longer assumed to be odd.
Definition 5.10. Given trivially graded C∗-algebras A and B, an odd indefinite un-
bounded Kasparov A-B-module (A, piEB,D) is given by
• a trivially graded, countably generated, right Hilbert B-module E;
• a ∗-homomorphism pi : A→ EndB(E);
• a separable dense ∗-subalgebra A ⊂ A;
• a closed, regular operator D : DomD ⊂ E→ E such that
1) there exists a linear subspace E ⊂ DomD ∩DomD∗ which is dense in
the norm ‖ · ‖D,D∗ and which is a core for D;
2) the operators ReD and ImD are regular and essentially self-adjoint on
E;
3) the pair (ReD, ImD) is an almost commuting pair;
4) we have the inclusion pi(A) · E ⊂ DomD ∩DomD∗, and the commutat-
ors [D,pi(a)] and [D∗,pi(a)] are bounded on E for each a ∈ A;
5) the map pi(a) ◦ ι : DomD∩DomD∗ ↪→ E→ E is compact for each a ∈ A,
where ι : DomD ∩ DomD∗ ↪→ E denotes the natural inclusion map,
and DomD is considered as a Hilbert module with the inner product
(·|·)D,D∗ .
If B = C, we will write E = H and refer to (A,H,D) as an odd indefinite spectral
triple over A.
Remark 5.11. • We emphasise that, in the odd case, the pair (ReD, ImD) is
assumed to almost commute (instead of almost anti-commute). This assump-
tion can be reinterpreted as saying that the commutator [D,D∗] is relatively
bounded by the sum D+D∗; in this sense D is ‘almost normal’.
• It follows from 3) and Theorem 2.22 that in fact we have DomD = DomD∗,
and as in Proposition 5.3 we can then always replace E by DomD.
Given an odd indefinite unbounded Kasparov module (A,EB,D), we can again
consider its Wick rotations
D+ := ReD+ ImD, D− := ReD− ImD,
on the initial domain Dom ReD ∩Dom ImD = DomD ∩DomD∗ = DomD (see
Lemma 2.48). The following example shows that these Wick rotations are not as
well-behaved as in the Z2-graded case.
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Example 5.12. Let (A,EB,D) be an odd unbounded Kasparov module, and con-
sider the operator D˜ := (1+ i)D. Then (A,EB, D˜) is an odd indefinite unbounded
Kasparov module, and its Wick rotations are D˜+ = 2D and D˜− = 0. The problem-
atic one is obviously D˜−, as it is not closed on DomD, and it does not have locally
compact resolvent.
Hence the assumptions of an odd indefinite unbounded Kasparov module do
not imply that the Wick rotations yield odd unbounded Kasparov modules. How-
ever, by Proposition 2.24 we do know that D+ and D− are essentially self-adjoint,
and we will denote their self-adjoint closures by D+ and D− as well.
Given an odd unbounded Kasparov module (A,EB,D), we can construct an
(even) unbounded Kasparov module (A, (E⊕ E)B, D˜) (as discussed in Section 2.4),
where in E⊕ E the first summand is considered even and the second summand
odd. The following theorem gives a similar ‘doubling trick’ for the indefinite case.
Theorem 5.13. Given trivially graded C∗-algebras A and B, let E be a trivially graded,
countably generated right Hilbert B-module with a ∗-homomorphism pi : A → EndB(E),
let A ⊂ A be a separable dense ∗-subalgebra, and let D : DomD→ E be a closed, regular
operator. Consider (the closures of) the operators
D+ := ReD+ ImD, D− := ReD− ImD,
D˜ :=
 0 D+
D− 0
 , D˜+ :=
0 D∗
D 0
 , D˜− :=
 0 D
D∗ 0
 .
Then the following are equivalent:
1) (A,EB,D) is an odd indefinite unbounded Kasparov A-B-module;
2) (A, (E⊕ E)B, D˜) is an indefinite unbounded Kasparov A-B-module;
3) (A, (E⊕ E)B, D˜+, D˜−) is a pair of unbounded Kasparov A-B-modules.
Proof. One easily sees that the reverse Wick rotation of (D˜+, D˜−) equals D˜, and
the equivalence of 2) and 3) then follows from Theorem 5.9. Hence it suffices to
prove the equivalence of 1) and 3).
1)⇒3): Let (A,EB,D) be an odd indefinite unbounded Kasparov A-B-module.
We have DomD = DomD∗ = Dom ReD∩Dom ImD (the first equality holds
by Remark 5.11, the second follows from Lemma 2.48), and we can write
D = ReD+ i ImD and D∗ = ReD− i ImD. Thus the operators
D˜+ =
0 D∗
D 0
 , D˜− =
 0 D
D∗ 0

are self-adjoint on (Dom ReD ∩Dom ImD)⊕2. For all a ∈ A, we know that
[D,a] and [D∗,a] are bounded, and therefore [D˜+,a] and [D˜−,a] are also
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bounded. Furthermore, the inclusion of (Dom ReD∩Dom ImD)⊕2 in E⊕ E
is locally compact, because Dom ReD ∩Dom ImD = DomD ↪→ E is locally
compact by assumption. Thus both (A, (E⊕ E)B, D˜±) are unbounded Kas-
parov A-B-modules.
The operators D˜+ + D˜− and D˜+ − D˜− are essentially self-adjoint on the do-
main (Dom ReD∩Dom ImD)⊕2, because ReD and ImD are essentially self-
adjoint on Dom ReD∩Dom ImD. The difference between the squares of D˜+
and D˜− equals
(D˜+)
2 − (D˜−)
2 =
2i[ReD, ImD] 0
0 −2i[ReD, ImD]
 , (5.1)
and since each of the corners is relatively bounded by ReD, it follows that
(A, (E⊕E)B, D˜+, D˜−) is indeed a pair of unbounded Kasparov A-B-modules.
3)⇒1): Suppose (A, (E ⊕ E)B, D˜+, D˜−) is a pair of unbounded Kasparov A-B-
modules. The property Dom D˜+ = Dom D˜− (see Remark 5.5) then im-
plies that DomD = DomD∗. Since D˜+ ± D˜− are essentially self-adjoint
it follows that ReD and ImD are essentially self-adjoint on DomD. From
Eq. (5.1) and the boundedness of ((D˜+)2− (D˜−)2)(D˜++ D˜−− iµ)−1 we con-
clude that (ReD, ImD) is an almost commuting pair. For all a ∈ A, we
know that [D˜+,a] and [D˜−,a] are bounded, and therefore [D,a] and [D∗,a]
are also bounded. Finally, since the inclusion (DomD)⊕2 ↪→ E⊕ E is loc-
ally compact, it follows that the inclusion DomD ↪→ E is also locally com-
pact. Thus (A,EB,D) is indeed an odd indefinite unbounded Kasparov A-B-
module.
We point out that the indefinite Kasparov module (A, (E ⊕ E)B, D˜), given (as
defined above) by the operator
D˜ =
 0 D+
D− 0
 ,
is a very special type of indefinite Kasparov module. For instance, its entries D+
and D− are both essentially self-adjoint, and they have a common core (namely
DomD). The special nature of such D˜ is reflected by the following property of
their Wick rotations D˜±.
Proposition 5.14. Let (A,EB,D) be an odd indefinite unbounded Kasparov module, and
consider the corresponding pair of unbounded Kasparov modules (A, (E⊕ E)B, D˜+, D˜−)
(as in Theorem 5.13). Then (A, (E⊕ E)B, D˜+) and (A, (E⊕ E)opB ,−D˜−) are unitarily
equivalent, and hence we have [(A, (E⊕ E)B, D˜+)] = −[(A, (E⊕ E)B, D˜−)] ∈ KK(A,B).
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Proof. First, the operators D˜+ and −D˜− are unitarily equivalent: 0 1
−1 0
0 D∗
D 0
0 −1
1 0
 =
 0 −D
−D∗ 0
 .
However, we also find that 0 1
−1 0
1 0
0 −1
0 −1
1 0
 =
−1 0
0 1
 ,
so under this unitary equivalence the Z2-grading becomes the opposite. An ele-
ment a ∈ A acts as a⊕ a on E⊕ E, and therefore it remains unchanged. Thus, we
have the unitary equivalence (A, (E⊕ E)B, D˜+) ∼ (A, (E⊕ E)opB ,−D˜−). For the last
statement, we recall that the class of (A, (E⊕E)opB ,−D˜−) is the negative of the class
of (A, (E⊕ E)B, D˜−) (as described in Section 2.4).
We would like to characterise the types of indefinite Kasparov modules that are
obtained from odd indefinite Kasparov modules, and for this purpose we prove a
converse to the above proposition, which extends Proposition 2.32 to the indefinite
case.
Proposition 5.15. Let A and B be trivially graded C∗-algebras. Let (A,EB,D1,D2) be
a pair of unbounded Kasparov A-B-modules such that (A,EB,D1) is unitarily equivalent
to (A,EopB ,−D2) via an anti-self-adjoint unitary0 −U∗
U 0
 ,
where U is a unitary isomorphism E0 → E1 and we identify Eop ' E = E0 ⊕ E1 as
ungraded modules. Then (A,E0B,U
∗D1|E0) is an odd indefinite unbounded Kasparov
A-B-module.
Remark 5.16. Suppose that D1 = D2, so we just have an unbounded Kasparov
module (A,EB,D1). As mentioned in Remark 2.33, we then have an unbounded
Kasparov module (A⊗Cl1,EB,D1) which represents a class in the odd KK-theory
KK1(A,B) = KK(A⊗ Cl1,B). If D1 6= D2 however, the anti-self-adjoint unitary
does not anti-commute with D1 (or D2), so the pair of Kasparov A-B-modules
does not extend to a pair of Kasparov A⊗Cl1-B-modules.
Proof. If we write the self-adjoint operator D1 on E0 ⊕ E1 as
D1 =
 0 D∗0
D0 0
 ,
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the unitary equivalence of D1 and −D2 then yields
D2 = −
0 −U∗
U 0
 0 D∗0
D0 0
 0 U∗
−U 0
 =
 0 U∗D0U∗
UD∗0U 0
 .
The algebra A is trivially graded, so its representation on E and Eop is the same.
Writing a = a0 ⊕ a1, we find that a1 = Ua0U∗. Hence the representation of A on
E is determined by its representation on E0. Using the identification E1 = UE0, we
can rewrite a, D1, and D2 as operators on E0 ⊕ E0 as
a =
a0 0
0 a0
 , D1 =
 0 D∗0U
U∗D0 0
 , D2 =
 0 U∗D0
D∗0U 0
 .
By defining D := U∗D0 : DomD0 → E0, this can be rewritten as
D1 =
0 D∗
D 0
 , D2 =
 0 D
D∗ 0
 .
Hence it follows from Theorem 5.13 that (A,E0B,D) is an odd indefinite unbounded
Kasparov module.
We point out that our constructions are well-defined and reversible up to unit-
ary equivalence (where we need to allow for unitary equivalence because of the
freedom in the unitary isomorphism U : E0 → E1). Combining the previous two
propositions with Theorem 5.13, we thus obtain:
Theorem 5.17. Let A and B be trivially graded C∗-algebras. The constructions of Propos-
itions 5.14 and 5.15 implement a bijection between:
1) the set of unitary equivalence classes of odd indefinite unbounded Kasparov A-B-
modules (A,EB,D); and
2) the set of unitary equivalence classes of pairs of unbounded Kasparov A-B-modules
(A, E˜B, D˜1, D˜2) such that (A, E˜B, D˜1) is unitarily equivalent to (A, E˜
op
B ,−D˜2) via
an anti-self-adjoint unitary.
5.3 pseudo-riemannian manifolds
In Section 3.4 we have constructed the Dirac operator /D on the spinor bundle
S over a pseudo-Riemannian manifold (M,g). In this section we will see what
conditions we need to impose on a spin manifold (M,g) to ensure that the Dirac
operator /D yields an indefinite spectral triple.
We will again require our basic Assumption 3.16. Thus, let (M,g) be an n-
dimensional time- and space-oriented pseudo-Riemannian spin manifold of signa-
ture (t, s), and let r be a spacelike reflection, such that the associated Riemannian
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metric gr is complete. We have already seen that this assumption ensures that
Re /D and Im /D are essentially self-adjoint (Theorem 3.17), and that the Wick rota-
tions of /D give rise to spectral triples (C∞c (M),L2(S), /D±) (Proposition 3.18). The
remaining question is whether these Wick rotations in fact form a pair of spectral
triples (see Definition 5.4). Assumption 3.16 already brings us quite close.
Proposition 5.18. Let (M,g) be as in Assumption 3.16, and consider the spectral triples
(C∞c (M),L2(S), /D±). Then Dom /D+ ∩Dom /D− is a common core for /D+ and /D−, and
/D+ ± /D− is essentially self-adjoint on this domain.
Proof. From Lemma 2.48 we have for the domains of the Wick rotations /D± the
equality Dom /D+ ∩ Dom /D− = Dom /D ∩ Dom /D∗. Since this domain contains
Γ∞c (S), it is a core for both /D+ and /D−. The operators Re /D and Im /D are essentially
self-adjoint on Γ∞c (S) by Theorem 3.17, and since they can be extended to symmet-
ric operators on Dom /D ∩Dom /D∗, it follows that these symmetric extensions are
also essentially self-adjoint. Thus Re /D = 12( /D+ + /D−) and Im /D =
1
2( /D+ − /D−)
are essentially self-adjoint on Dom /D+ ∩Dom /D−.
Remark 5.19. The above proposition shows that (under only mild assumptions)
a pseudo-Riemannian spin manifold gives rise to two spectral triples satisfying
conditions 1) and 2) in Definition 5.4. From the reverse Wick rotation of Pro-
position 5.7, we then almost obtain an indefinite spectral triple (C∞c (M),L2(S), /D),
except that Re /D and Im /D do not almost anti-commute. Indeed, although the anti-
commutator {Re /D, Im /D} is a first-order differential operator, it contains in general
both spacelike derivatives and timelike derivatives, and thus it is not relatively
bounded by Re /D. In order to ensure that Re /D and Im /D almost anti-commute,
we need the timelike part of {Re /D, Im /D} to vanish identically. In the next subsec-
tion, we will provide sufficient conditions on a Lorentzian manifold to ensure that
Re /D and Im /D almost anti-commute.
The main reason for imposing this almost anti-commuting condition on indefin-
ite spectral triples is so that we can prove the self-adjointness of the Wick rotations
D±. For the Dirac operator /D however, we can simply prove the self-adjointness of
the Wick rotations /D± directly (as we did in Proposition 5.18), and this condition
is therefore not necessary for describing pseudo-Riemannian manifolds. Hence,
as also mentioned at the start of Chapter 5, it would be desirable to be able to
weaken the almost anti-commuting condition in the definition of an indefinite
spectral triple. We will discuss this in more detail in the Outlook.
5.3.1 Lorentzian manifolds with parallel time
Assumption 5.20. Let (M,g, r) be an even-dimensional time- and space-oriented
Lorentzian spin manifold of signature (1,n − 1), with a given spinor bundle S.
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Let r be a spacelike reflection, such that the associated Riemannian metric gr is
complete. Assume furthermore that (M,g, r,S) has bounded geometry (as defined
in Definition 4.16). Lastly, we assume that the spacelike reflection r is parallel
(i.e. the unit timelike vector field e0 ∈ Γ(Et), corresponding to the decomposition
TM = Et ⊕ Es, is parallel: ∇e0 = 0).
We choose a local orthonormal frame {ek}n−1k=0 corresponding to the decompos-
ition TM = Et ⊕ Es (i.e. e0 is timelike and ek is spacelike for k > 0). In this
Lorentzian signature, the fundamental symmetry is simply given by JM = γ(e0).
The assumption that e0 is parallel then implies that [∇S,γ(e0)] = 0. The expres-
sions for the real and imaginary parts of /D and its Wick rotations then simplify
to:
Re /D =
n−1∑
j=1
γ(ej)∇Sej , Im /D = iγ(e0)∇Se0 , /D± =
n−1∑
k=0
γ±(ek)∇Sek ,
where we recall from Definition 3.13 the Wick rotated Clifford representations
γ±(v) := ±iγ(vt) + γ(vs) (for v = vt + vs ∈ Et ⊕ Es = TM).
Lemma 5.21. Let (M,g, r, S) satisfy Assumption 5.20. The real and imaginary parts of
/D yield an almost anti-commuting pair (Re /D, Im /D).
Proof. Since γ(e0) commutes with ∇S and anti-commutes with γ(ej) (for j 6= 0),
we calculate
{Re /D, Im /D} = i
n−1∑
j=1
(
γ(ej)∇Sejγ(e0)∇Se0 + γ(e0)∇Se0γ(ej)∇Sej
)
= i
n−1∑
j=1
(
γ(ej)γ(e0)∇Sej∇Se0 + γ(e0)γ(ej)∇Se0∇Sej
+ γ(e0)
[∇Se0 ,γ(ej)]∇Sej)
= i
n−1∑
j=1
(
γ(e0)γ(ej)
[∇Se0 ,∇Sej]+ γ(e0)[∇Se0 ,γ(ej)]∇Sej)
= i
n−1∑
j=1
(
γ(e0)γ(ej)∇S[e0,ej] + γ(e0)γ(ej)ΩS(e0, ej)
+ γ(e0)
[∇Se0 ,γ(ej)]∇Sej).
(5.2)
The curvature ΩS(e0, ej) and the commutator [∇Se0 ,γ(ej)] are bounded by the as-
sumption of bounded geometry, and hence the second term (on the last line) in
Eq. (5.2) is bounded and the third term is relatively bounded by Re /D. Since e0 is
parallel, we have [e0, ej] = ∇e0ej −∇eje0 = ∇e0ej. Since e0 and ej are orthogonal
(for j > 0), we find that
g(∇e0ej, e0) = −g(ej,∇e0e0) + e0
(
g(ej, e0)
)
= 0,
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and hence [e0, ej] = ∇e0ej ∈ Es. This means that the first term in Eq. (5.2) also only
has spacelike derivatives, and is therefore relatively bounded by Re /D as well.
Combining this with Proposition 5.18, and applying the reverse Wick rotation
of Proposition 5.7, we obtain the following.
Corollary 5.22. Let (M,g, r, S) satisfy Assumption 5.20. The Wick rotations /D± yield
an even pair of spectral triples (C∞c (M),L2(S), /D+, /D−), and hence (C∞c (M),L2(S), /D)
is an even indefinite spectral triple.
Finally, we relate the Wick rotations /D± of the Lorentzian Dirac operator on
(M,g) to the canonical Dirac operator on the Riemannian manifold (M,gr). Since
M is even-dimensional, recall from Section 3.3.4 that the spinor bundle S is Z2-
graded with the grading operator given by
ΓM := i
−t+
n(n+1)
2 γ(e0) · · ·γ(en−1), (5.3)
where for the Lorentzian signature we of course have t = 1.
Proposition 5.23. The Wick rotations /D± of the Dirac operator /D on the Lorentzian man-
ifold (M,g, r, S) are the two canonical Dirac operators on the Wick rotated Riemannian
spin manifold (M,gr, S) corresponding to the two possible choices of orientation Γ±M on S.
In other words, the following diagram commutes.
(M,g, r, S, ΓM)
Wick rotate−−−−−−→ (M,gr, S, Γ±M)y y
/D
Wick rotate−−−−−−→ /D±
Proof. In Definition 3.13 we have given two Clifford representations γ± corres-
ponding to the Riemannian metric gr. The grading operators corresponding to
these Clifford representations are given by
Γ±M := i
n(n+1)
2 γ±(e0) · · ·γ±(en−1) = ±i1+
n(n+1)
2 γ(e0) · · ·γ(en−1)
= ∓i−1+n(n+1)2 γ(e0) · · ·γ(en−1) = ∓ΓM,
where ΓM is given by Eq. (5.3). Hence the choice of sign for the Wick rotation of γ
corresponds to the choice of orientation for the spinor bundle S (in the terminology
of [Ply86, §2.7], the choice (S, Γ−M) is the reverse spin structure of (S, Γ
+
M)). Next, the
assumption that the spacelike reflection r is parallel implies that the Levi-Civita
connection ∇ of g is also the Levi-Civita connection for the Riemannian metric gr.
Hence the canonical Dirac operators corresponding to each of the orientations are
given by /D± =
∑n−1
j=0 γ±(ej)∇Sej , which are precisely the Wick rotations of the
Lorentzian Dirac operator /D.
The above proposition motivates our use of the term ‘Wick rotations’ for /D±, as
they are precisely the Dirac operators corresponding to the ‘Wick rotated’ metric
gr.
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5.4 the harmonic oscillator
Let us first discuss the case of the 1-dimensional harmonic oscillator. As in Sec-
tion 4.4, we consider the annihilation and creation operators
a = x+
d
dx
, a∗ = x−
d
dx
,
defined on the initial domain of Schwartz functions S(R) ⊂ L2(R).
Proposition 5.24. We have an odd indefinite spectral triple (S(R),L2(R),a = x+ ddx).
Proof. On the initial domain S(R), we have
a∗ = x−
d
dx
, Rea = x, Ima = −i
d
dx
, [Rea, Ima] = i.
The operators Rea = x and Ima = −i ddx are essentially self-adjoint on S(R). Be-
cause (x,−i ddx) is an almost commuting pair (the commutator is in fact bounded),
it follows from Theorem 2.22 that Doma = Doma∗ = Dom x ∩ Dom ddx , and
that a∗ = x − ddx . The closure of S(R) in the norm ‖ · ‖Rea,Ima is equal to
Dom x∩Dom ddx . Since the graph norm of a is bounded by ‖ · ‖Rea,Ima, the closure
of S(R) in the graph norm of a includes Dom x ∩Dom ddx , and is therefore equal
to Dom x∩Dom ddx . Thus S(R) is indeed a core for a.
The algebra S(R) preserves the initial domain S(R) ⊂ Doma = Doma∗, and
the commutators [a, f] = dfdx and [a
∗, f] = −dfdx are bounded for all f ∈ S(R). Since
−i ddx has locally compact resolvent, we know that the inclusion Dom
d
dx ↪→ L2(R)
is locally compact, and hence the inclusion Doma = Dom x∩Dom ddx ↪→ L2(R) is
also locally compact.
Following the construction in Section 5.2, we enlarge the Hilbert space L2(R) to
a Z2-graded Hilbert space L2(R)⊕ L2(R) with grading Γ := 1⊕−1, and define a
new operator D on L2(R)⊕ L2(R) by
D :=
 0 x− i ddx
x+ i ddx 0
 .
From Theorem 5.13 we then immediately obtain:
Corollary 5.25. The harmonic oscillator yields an even indefinite spectral tripleS(R),
L2(R)
L2(R)
 ,
 0 x− i ddx
x+ i ddx 0
 ,
and its Wick rotations form an even pair of spectral triples given byS(R),
L2(R)
L2(R)
 ,
 0 x− ddx
x+ ddx 0
 ,
 0 x+ ddx
x− ddx 0
 .
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It follows from Proposition 5.14 that the classes given by the Wick rotations are
negatives of each other, and indeed we have already explicitly checked this in
Section 4.4.1.
5.4.1 Arbitrary dimensions
Let us compare the above example of the 1-dimensional harmonic oscillator with
the d-dimensional harmonic oscillator as discussed in [GW13, §2.1] (cf. [Wul10]).
In [GW13], the harmonic oscillator is ‘deformed’ to obtain a description of the
spectral geometry of the (noncommutative) Moyal plane with harmonic propaga-
tion. Here, we only consider the classical (commutative) case. In the notation of
[GW13], we have for the 1-dimensional case the operators
a := x+
d
dx
, a∗ = x−
d
dx
, b :=
0 1
0 0
 , b∗ =
0 0
1 0
 ,
acting on the Hilbert space H˜ = L2(R) ⊗ C2, satisfying the (anti-)commutation
relations
[a,a] = [a∗,a∗] = 0, [a,a∗] = 2, {b,b} = {b∗,b∗} = 0, {b,b∗} = 1.
These operators give rise to two self-adjoint operators
D1 := a⊗ b∗ + a∗ ⊗ b =
0 a∗
a 0
 , D2 := a⊗ b+ a∗ ⊗ b∗ =
 0 a
a∗ 0
 ,
which are precisely the two operators in the even pair of spectral triples in Corol-
lary 5.25.
Remark 5.26. Please note that in [GW13] the second operator is defined as D2 :=
ia⊗b− ia∗⊗b∗ instead. However, our and their definitions yield the same square
D22 = (a⊗ b+ a∗ ⊗ b∗)2 = (ia⊗ b− ia∗ ⊗ b∗)2 = {a⊗ b,a∗ ⊗ b∗}.
Following [GW13], we now generalise this example to dimension d. So, on
L2(Rd) we consider the bosonic annihilation and creation operators with canonical
commutation relations:
aµ := ωxµ + ∂µ, a∗µ = ωxµ − ∂µ, [aµ,aν] = [a
∗
µ,a
∗
ν] = 0, [aµ,a
∗
ν] = 2ωδµν,
for µ,ν = 1, . . . ,d. Here we have also introduced a frequency parameterω > 0. On
the exterior algebra Λ(Cd), we introduce the fermionic partners bµ,b∗µ satisfying
the anti-commutation relations
{bµ,bν} = {b∗µ,b
∗
ν} = 0, {bµ,b
∗
ν} = δµν.
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Denote by |0〉f the fermionic vacuum satisfying bµ|0〉f = 0 for all µ. By repeated
application of the creation operators b∗µ one constructs out of this vacuum the 2d-
dimensional Hilbert space Λ(Cd) ' C2d , yielding the standard orthonormal basis
elements (b∗1)
s1 · · · (b∗d)sd |0〉f (where sµ ∈ {0, 1}). The fermionic number operator
Nf :=
∑d
µ=1 b
∗
µbµ naturally defines an N-grading Λ(Cd) =
⊕d
p=0Λ
p(Cd) such
that bµ : Λp(Cd) → Λp−1(Cd) and b∗µ : Λp(Cd) → Λp+1(Cd). The induced Z2-
grading Γ on Λ(Cd) then satisfies
Γ = (−1)Nf , Γ2 = 1, Γ∗ = Γ , Γbµ = −bµΓ , Γb∗µ = −b
∗
µΓ .
Thus we obtain a Z2-grading on the Hilbert space L2(Rd)⊗Λ(Cd) given by 1⊗ Γ ,
which we will also simply denote by Γ . On L2(Rd)⊗Λ(Cd) we then consider the
odd operators
D1 :=
d∑
µ=1
(
aµ ⊗ b∗µ + a∗µ ⊗ bµ
)
, D2 :=
d∑
µ=1
(
aµ ⊗ bµ + a∗µ ⊗ b∗µ
)
.
Their squares are of the form
D21 = H⊗ 1+ω⊗ Σ, D22 = H⊗ 1−ω⊗ Σ,
where the Hamiltonian H and the spin matrix Σ are defined as
H :=
d∑
µ=1
(
ω2x2µ − ∂
2
µ
)
, Σ :=
d∑
µ=1
[b∗µ,bµ].
Proposition 5.27. (S(Rd),L2(Rd)⊗Λ(Cd),D1,D2) is an even pair of spectral triples.
Proof. The operator H is well-known to be essentially self-adjoint on S(Rd) and
to have compact resolvent. Since ω⊗ Σ is only a bounded perturbation of H⊗ 1,
it follows that D21 and D
2
2 are essentially self-adjoint on S(R
d)⊗Λ(Cd) and also
have compact resolvent. Since D1 and D2 are symmetric and their squares are
essentially self-adjoint, it follows from Lemma 4.7 that D1 and D2 are also es-
sentially self-adjoint. Likewise, compactness of their resolvents follows from the
compactness of the resolvents of their squares. Furthermore, commutators of D1
and D2 with Schwartz functions are bounded. Hence D1 and D2 indeed yield
even spectral triples.
To show that these spectral triples in fact form an even pair, we need to check
the axioms in Definition 5.4. Since D21 −D
2
2 is bounded, it follows that DomD1 =
DomD2, and that (D21−D
2
2)(D1+D2− iλ)
−1 is bounded for all λ ∈ R\{0}. Lastly,
the operators
D1 +D2 =
d∑
µ=1
(aµ + a
∗
µ)⊗ (bµ + b∗µ) =
d∑
µ=1
2ωxµ ⊗ (bµ + b∗µ),
D1 −D2 =
d∑
µ=1
(a∗µ − aµ)⊗ (bµ − b∗µ) =
d∑
µ=1
−2∂µ ⊗ (bµ − b∗µ),
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are essentially self-adjoint on S(Rd)⊗ Λ(Cd) ⊂ DomD1 = DomD2. Since the
graph norm of D1 ±D2 is bounded by the norm ‖ · ‖D1,D2 (cf. Lemma 2.51), it
follows that the domain of the closure of D1 ±D2 contains DomD1 ∩DomD2, so
that D1 ±D2 is also essentially self-adjoint on DomD1 = DomD2.
We can now take the reverse Wick rotation of the pair (D1,D2), and from Pro-
position 5.7 we then obtain the following.
Corollary 5.28. The operator
D :=
1
2
(D1 +D2) +
i
2
(D1 −D2) =
d∑
µ=1
(
ωxµ ⊗ (bµ + b∗µ) − i∂µ ⊗ (bµ − b∗µ)
)
yields an even indefinite spectral triple (S(Rd),L2(Rd)⊗Λ(Cd),D).
We remark that this operator D still encodes all the information of the d-dimen-
sional harmonic oscillator. In particular, the Hamiltonian H and the spin matrix Σ
can be recovered via
1
2
(DD∗ +D∗D) =
1
2
(D21 +D
2
2) = H⊗ 1, −
i
2
(D2 −D∗2) =
1
2
(D21 −D
2
2) = ω⊗ Σ.
5.5 families of spectral triples
In this section we study families of spectral triples {(A, pixH,D1(x))}x∈M which
are parametrised by a Riemannian manifold M. We use these families to construct
examples of pairs of spectral triples and thus of indefinite spectral triples. Our
approach is largely based on and inspired by work of Kaad and Lesch [KL13, §8],
who studied the spectral flow of a family of operators {D1(x)}x∈M.
5.5.1 The parameter space
Let M be a complete oriented Riemannian manifold of dimension m, and let H
be a separable Hilbert space. Consider the operator module C10(M,H) over the
involutive operator algebra C10(M), as described in Examples 2.14 and 2.15. The
completeness of M ensures that C10(M) is σ-unital (see [KL13, Note 2.9]).
Let D2 : Γ∞c (M, F) → Γ∞c (M, F) be a first-order symmetric elliptic differential
operator on a hermitian vector bundle F → M, which has bounded propagation
speed, i.e. the principal symbol σ : T∗M→ End(F) of D2 satisfies
sup
{‖σ(x, ξ)‖ ∣∣ (x, ξ) ∈ T∗M, g(ξ, ξ) 6 1} <∞.
Proposition 5.29 (cf. [KL13, §8]). The operator D2 defined above yields an odd spectral
triple (C10(M),L
2(M, F),D2).
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Proof. The completeness of M and the bounded propagation speed ensure the
essential self-adjointness of D2 on Γ∞c (M, F) (see e.g. [HR00, Proposition 10.2.11]).
The derivatives of functions in C10(M) by assumption vanish at infinity. Since
D2 is a first-order differential operator, the commutators with these functions are
bounded. Lastly, ellipticity of D2 ensures that its resolvent is locally compact (see
e.g. [HR00, Proposition 10.5.2]).
Recall from Definition 2.17 the Grassmann connection
∇GrD2 = [D2, ·] : C10(M,H)→ C0(M,H)⊗C0(M) B(L2(M, F)). (5.4)
As in Section 2.4.2, we define 1⊗∇D2 on C0(M,H)⊗C0(M) B(L2(M, F)) as
(1⊗∇D2)(ψ⊗ f) := ψ⊗D2f+ (∇GrD2ψ)f,
for ψ ∈ C10(M,H) and f ∈ DomD2. Using C0(M,H) ' H ⊗ C0(M), we also
have the isomorphism C0(M,H)⊗C0(M) L2(M, F) ' H⊗ L2(M, F), and under this
identification we can write
1⊗∇D2 = 1⊗D2,
and we will simply write D2 for this operator.
5.5.2 The family of spectral triples
Let us start with a brief discussion of families of operators parametrised by the
manifold M.
Definition 5.30. A map S(·) : M → B(H1,H2), x 7→ S(x), is said to have a uni-
formly bounded weak derivative if the map is weakly differentiable (i.e. the map
x 7→ 〈S(x)ξ,η〉 is differentiable for each ξ ∈ H1 and η ∈ H2), the weak deriv-
ative dS(x) : H1 → H2 ⊗ T∗x(M) is bounded for all x ∈ M, and the supremum
supx∈M ‖dS(x)‖ is finite.
We gather a few statements from [KL13, §8] into the following lemma.
Lemma 5.31. Let S(·) : M → B(H1,H2) have a uniformly bounded weak derivative.
Then the following statements hold.
1) If x,y ∈M lie in the same coordinate chart, then∥∥S(x) − S(y)∥∥ 6 sup
z∈M
‖dS(z)‖ · dist(x,y),
where dist(x,y) denotes the geodesic distance between x and y.
2) The map S(·) yields a well-defined operator C0(M,H1)→ C0(M,H2) by setting(
S(·)ψ)(x) := S(x)ψ(x),
for ψ ∈ C0(M,H1).
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3) Suppose that H1 is densely embedded into H2, so we can think of each S(x) as an
unbounded operator on H2 with domain H1. If S(x) is self-adjoint for each x ∈M,
then S(·) : C0(M,H1)→ C0(M,H2) is self-adjoint and regular.
Proof. We refer to [KL13, Remark 8.4, 2.] for a short proof of 1). For 2) we need to
check that S(x)ψ(x) is continuous in x. We have the inequality∥∥S(x)ψ(x) − S(y)ψ(y)∥∥ 6 ∥∥S(x) − S(y)∥∥∥∥ψ(x)∥∥+ ∥∥S(y)∥∥∥∥ψ(x) −ψ(y)∥∥.
As y→ x, each of these terms approaches zero; the first term by the first statement
of this lemma, the second by continuity of ψ. To prove 3), first recall that the pure
states x of C0(M) are given by evaluation at x ∈M. The localisation S(·)x of S(·)
is given by the closure of S(x) on the domain C0(M,H1)⊗C0(M) C ' H1, which
is just S(x). Since S(x) is self-adjoint by assumption, it follows from the local-
global principle for commutative C∗-algebras that S(·) is self-adjoint and regular
(see Theorem 2.11).
Definition 5.32. A weakly differentiable family of spectral triples {(A, pixH,D1(x))}x∈M
parametrised by the manifold M is a family of spectral triples such that the follow-
ing conditions are satisfied:
• there exists another Hilbert space W which is continuously and densely em-
bedded in H such that the inclusion map ι : W ↪→ H is locally compact, i.e. the
composition pix(a) ◦ ι is compact for each x ∈M and a ∈ A;
• the domain of D1(x) is independent of x and equals W, and the graph norm
of D1(x) is uniformly equivalent to the norm of W (i.e. there exist constants
C1,C2 > 0 such that C1‖ξ‖W 6 ‖ξ‖D1(x) 6 C2‖ξ‖W for all ξ ∈ W and all
x ∈M);
• for each a ∈ A, the maps D1(·) : M → B(W,H) and pi·(a) : M → B(H) have
uniformly bounded weak derivatives, and the map [D1(·),pi·(a)] : M→ B(H)
is continuous.
Remark 5.33. 1) The unbounded operator D1(x) : DomD1(x) → H is viewed
as a bounded operator W → H, where W = DomD1(x) is a Hilbert space
with respect to the graph inner product of D1(x). Since the graph norms
of D1(x) are equivalent for all x ∈ M, it follows that the bound on the
operator norm of dD1(x) is thus a relative bound with respect to D1(y), for
any y ∈M.
2) The requirement that the graph norm of D1(x) is uniformly equivalent to the
norm of W implies that supx∈M ‖D1(x)‖ is finite.
3) The case where A = C and pix is scalar multiplication brings us back to the
case of a family of operators {D1(x)} as studied in [KL13, §8].
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Consider the Hilbert C0(M)-module C0(M,H). The family of representations
pix : A→ B(H) determines a representation
pi : A⊗C0(M) ' C0(M,A)→ C0(M,B(H)) ' EndC0(M)(C0(M,H))
by setting
(pi(a)ψ)(x) := pix(a(x))ψ(x),
for ψ ∈ C0(M,H) and a ∈ C0(M,A). The family of operators {D1(x)} on the
Hilbert space H defines a new operator D1(·) on the C0(M)-module C0(M,H)
with domain C0(M,W) by setting
(D1(·)ψ)(x) := D1(x)ψ(x).
The assumption of weak differentiability is more than sufficient to ensure that pi
and D1(·) are well-defined (see the second statement of Lemma 5.31). The operator
D1(·) : C0(M,W)→ C0(M,H) is densely defined and symmetric.
Remark 5.34. In [KL13, §8] the family {D1(x)}x∈M is used to construct a class in
the odd K-theory K1(C0(M)) = KK1(C,C0(M)) of C0(M). In order to ensure that
D1 has compact resolvent (as an operator on the C0(M)-module C0(M,H)), it is
then necessary to replace D1 by f−1D1, for a strictly positive function f ∈ C10(M).
In our approach we aim to construct instead a class in KK1(C0(M,A),C0(M)),
for which introducing this function f is not necessary, as now we only need the
resolvent to be locally compact (for the left action by C0(M,A)).
Proposition 5.35 (cf. [KL13, Proposition 8.7]). If {(A, pixH,D1(x))}x∈M is a weakly
differentiable family of spectral triples, then (C0(M,A),C0(M,H)C0(M),D1(·)) is an
odd unbounded Kasparov C0(M,A)-C0(M)-module.
Proof. The operator D1(·) is self-adjoint and regular, because D1(x) is self-adjoint
for each x ∈M (see Lemma 5.31, part 3). The algebraic tensor product AC∞c (M)
is dense in C0(M,A), and for a⊗ f ∈ AC∞c (M) the commutators[
D1(·),pi(a⊗ f)
]
(x) = f(x)
[
D1(x),pix(a)
]
are bounded for each x. By assumption such commutators are continuous, and
the compact support of f then ensures that they are globally bounded.
It remains to show that pi(a⊗ f)(D1(·)± i)−1 is compact (as an operator on the
C0(M)-module C0(M,H)) for each a ∈ A and f ∈ C0(M). The compact operators
on C0(M,H) are given by C0(M,K(H)). Since (A, pixH,D1(x)) is a spectral triple,
the operator pix(a)(D1(x)± i)−1 is compact and bounded by ‖a‖ for each x ∈ M.
Furthermore, (D1(x) ± i)−1 depends continuously on x, since by the resolvent
identity and the first statement of Lemma 5.31 we have∥∥(D1(x)± i)−1 − (D1(y)± i)−1∥∥
=
∥∥(D1(x)± i)−1(D1(y) −D1(x))(D1(y)± i)−1∥∥
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∥∥(D1(x)± i)−1∥∥ ∥∥D1(y) −D1(x)∥∥ ∥∥(D1(y)± i)−1∥∥
6
∥∥D1(y) −D1(x)∥∥ 6 sup
z∈M
‖d(D1(z))‖ · dist(x,y).
Hence the map M → K(H) given by x 7→ pix(a)(D1(x)± i)−1 is continuous and
globally bounded by ‖a‖. If we then also multiply by f ∈ C0(M), we find that
pi(a⊗ f)(D1(·)± i)−1 ∈ C0(M,K(H)).
5.5.3 The Kasparov product
We would now like to ‘glue together’ our family of spectral triples by taking
the odd unbounded Kasparov product of (C0(M,A),C0(M,H)C0(M),D1(·)) with
(C10(M),L
2(M, F),D2). On the internal tensor product of the Hilbert modules
C0(M,H)⊗C0(M) L2(M, F) ' L2(M,H⊗ F),
we consider the operators D1(·)⊗ 1 = D1(·) and 1⊗∇D2 = D2.
Proposition 5.36 (cf. [KL13, Proposition 8.11]). Let∇GrD2 be the Grassmann connection
of Eq. (5.4). Then the pair (C10(M,H),∇GrD2) is a correspondence from the Kasparov mod-
ule (C0(M,A),C0(M,H)C0(M),D1(·)) to the spectral triple (C10(M),L2(M, F),D2).
Proof. Recall from Definition 2.35 the definition of a correspondence. For a fam-
ily of operators, this has been shown in [KL13, Proposition 8.11]. For a family
of spectral triples, the only difference is that we now consider a left action by
C0(M,A) (instead of C) on C0(M,H). Thus we need to check the third condition
in Definition 2.35, which requires that the commutator
[D2,pi(a⊗ f)⊗ 1] : Dom(D2)→ C0(M,H)⊗C0(M) L2(M, F) ' L2(M,H⊗ F)
is well-defined and bounded for all a⊗ f ∈ A C10(M). The commutator with
f ∈ C10(M) simply yields [D2, f] = iσ(df), which is bounded because f ∈ C10(M)
implies that df is bounded, and because σ is completely bounded by Proposi-
tion 2.18. Similarly, the commutator [D2,pix(a)] = iσ(d(pix(a))) is bounded, be-
cause by assumption the weak derivative of pix(a) is uniformly bounded. Thus we
indeed have a correspondence.
Definition 5.37. Given the operators D1(·) and D2 as above, we define the Dirac-
Schrödinger operator on L2(M,H⊗ F)⊕2 as
D1 ×D2 :=
 0 D1(·) − iD2
D1(·) + iD2 0

with the domain (Dom(D1(·))∩Dom(D2))⊕2.
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Theorem 5.38. Let M be a complete oriented Riemannian manifold of dimension m, and
let H be a separable Hilbert space. Let D2 be a closed first-order symmetric elliptic differen-
tial operator on a hermitian vector bundle F →M, which has bounded propagation speed.
Let
{
(A, pixH,D1(x))
}
x∈M be a weakly differentiable family of spectral triples. Then the
following statements hold:
1) the triple (AC10(M),L2(M,H⊗ F)⊕2,D1×D2) is an even spectral triple which
represents the odd unbounded Kasparov product(
C0(M,A),C0(M,H)C0(M),D1(·)
)⊗C0(M) (C10(M),L2(M, F),D2);
2) the triple (A C10(M),L2(M,H ⊗ F),D1(·) + iD2) is an odd indefinite spectral
triple.
Proof. Using Proposition 5.36, the first statement follows from Theorem 2.37. For
the second statement, consider the operator D := D1(·) + iD2 on the domain
DomD = DomD1(·)∩DomD2. We know from Proposition 5.36 that (D1(·),D2) is
an almost commuting pair, so it follows from Theorem 2.22 that D∗ = D1(·) − iD2
on DomD∗ = DomD1(·) ∩ DomD2, and therefore we have ReD = D1(·) and
ImD = D2 on this domain.
The operators D1(·) and D2 are both essentially self-adjoint on the domain
DomD1(·)∩DomD2 (for D1(·) this follows from Lemma 2.20, and for D2 this fol-
lows from the completeness of the Riemannian manifold). The algebra AC10(M)
preserves DomD1(·) ∩DomD2, and both D1(·) and D2 have bounded commut-
ators with A  C10(M). Lastly, ι : DomD1(·) ∩ DomD2 ↪→ L2(M,H ⊗ F) is loc-
ally compact because (by the first statement) D1 × D2 has locally compact re-
solvent.
Remark 5.39. In the construction of the Dirac-Schrödinger operator D1 ×D2 we
may replace D2 by −D2, without affecting the first statement of the above theorem.
We thus obtain two different spectral triples with the operators 0 D1(·) − iD2
D1(·) + iD2 0
 and
 0 D1(·) + iD2
D1(·) − iD2 0
 .
The second statement of the theorem could have been proved alternatively by
showing that these two spectral triples form a pair of spectral triples (as defined
in Definition 5.4). It then follows from Theorem 5.13 that D = D1(·) + iD2 yields
an odd indefinite spectral triple.
5.5.4 Generalised Lorentzian cylinders
Dirac operators on generalised pseudo-Riemannian cylinders have been studied
in [BGM05]. Here we will specialise to the Lorentzian case, and we will show that
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this provides an example of a family of spectral triples parametrised by the real
line R. In fact, this example provided our initial motivation to consider families of
spectral triples.
Let Σ be an (n− 1)-dimensional smooth spin manifold, and let gt be a smooth
family of complete Riemannian metrics on Σ parametrised by t ∈ R. Consider the
generalised Lorentzian cylinder (M,g) := (Σ×R,gt − dt2), and define the hypersur-
faces Σt := (Σ× {t},gt). The vector field ν := ∂t is a unit timelike vector field
which is orthogonal to Σt. As in [BGM05, §4], we find ∇νν = 0, which means that
the integral curves of ν are geodesics.
Since each hypersurface Σt is a complete Riemannian spin manifold, we obtain
for each t ∈ R a spectral triple
(
C∞c (Σ),L2(Σt, St), /D(t)),
where St is the spinor bundle over Σt, and /D(t) = γt ◦ ∇St is the canonical Dirac
operator on Σt.
For x ∈ Σ and t0, t1 ∈ R, parallel transport along the curve t 7→ (t, x) ∈M (i.e. an
integral curve of the vector field ν) yields a linear isometry τt1t0 : (St0)x → (St1)x.
The Hilbert spaces Ht := L2(Σt, St) of square-integrable spinors on Σt can be
identified via this parallel transport, and we shall write H := H0. Under this
identification, the action of C∞c (Σ) on Ht ' H (given by pointwise multiplication)
does not depend on t.
A local orthonormal frame {e1, . . . , en−1} on Σ0 can be extended to a local or-
thonormal frame {ν, e1, . . . , en−1} on M via parallel transport along ν, and this
extended frame then satisfies ∇νej = 0. Consequently, the Clifford multiplication
γ on (M,g) satisfies [∇Sν,γ(ej)] = γ(∇νej) = 0,
so γ is parallel along the vector field ν. Under the identification τ0t : Ht → H0, the
Clifford multiplication γt on Ht is mapped to τ0t ◦γt(τt0X) ◦ τt0 = γ0(X) on H0 (see
also [BGM05, §5]). Thus, upon identifying Ht ' H0, the Clifford multiplication
becomes independent of t.
Proposition 5.40. Let (M,g) be an even-dimensional generalised Lorentzian cylinder as
constructed above. Suppose that the smooth family of metrics gt has derivatives of all
orders (both in t and along Σ) which are globally bounded. Then the spectral triples(
C∞c (Σ),L2(Σt, St), /D(t)) form a weakly differentiable family of spectral triples (as in
Definition 5.32) parametrised by the real line M = R.
Proof. We define the Hilbert space W := Dom /D(0) equipped with the graph in-
ner product of /D(0). Then W is continuously and densely embedded in H :=
L2(Σ0, S0). Since /D(0) is elliptic, this embedding is locally compact.
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Using the fact that γt is independent of t under the identification L2(Σt, St) ' H,
we can write /D(t) − /D(0) = γ0 ◦ (∇St −∇S0), which is a smooth endomorphism
on S0. The assumption that gt has globally bounded derivatives ensures that the
difference /D(t)− /D(0) is globally bounded, and therefore the graph norms of /D(t)
are uniformly equivalent.
For f ∈ C∞c (Σ), the commutator [ /D(t), f] is given by Clifford multiplication with
df. Hence, under the identification L2(Σt, St) ' H, both f and [ /D(t), f] are inde-
pendent of t. Lastly, since gt has globally bounded derivatives, it follows from
[BGM05, Theorem 5.1] that the time-derivative of /D(t) is relatively bounded by
/D(t) (and hence by /D(0)).
By considering D2 = −i∂x on L2(R), Theorem 5.38 then yields the odd indefinite
spectral triple (
C∞c (Σ×R),L2(R,H), /D(·) + ∂t),
describing the Dirac operator on the foliated spacetime Σ×R.

6
G L O B A L LY N O N - T R I V I A L A L M O S T- C O M M U TAT I V E
M A N I F O L D S
In this chapter, which is based on joint work [BD14] with Jord Boeijink (Radboud
University Nijmegen), we define and study globally non-trivial (or topologically
non-trivial) almost-commutative manifolds.
In the previous chapters, our main focus was the noncommutative description
of pseudo-Riemannian manifolds. In this chapter we will jump to the description
of gauge theories in terms of almost-commutative manifolds. As this description
has only been obtained for the Riemannian case, we will now restrict our attention
to Riemannian manifolds. In the next chapter, we will bring back the pseudo-
Riemannian signature, and discuss the fermionic action.
The framework of Connes’ noncommutative geometry [Con94] provides a gen-
eralisation of ordinary Riemannian spin manifolds to noncommutative manifolds.
In this chapter, we will focus on the special case of so-called almost-commutative
manifolds. The main reason for studying this special case is that it can be used to
describe gauge theories, and therefore to obtain models of particle physics (as de-
scribed in Section 1.2.1). As explained in Section 1.2.3, for a suitably chosen almost-
commutative manifold, one obtains the full Standard Model of high energy phys-
ics, including the Higgs mechanism and neutrino mixing [Con96, Con06, CCM07].
The standard construction of almost-commutative manifolds (detailed in Sec-
tion 1.2.1) leads to topologically trivial gauge theories (in the sense that the corres-
ponding principal bundles are globally trivial bundles). The aim of this chapter is
to adapt the framework in order to allow for globally non-trivial gauge theories
as well. Such a generalisation has previously been obtained for the special case of
Yang-Mills theory [BS11].
We assume throughout this chapter that the base manifold M is compact. A
large part of this chapter continues to make sense in the non-compact case. In
particular, the definition of a (globally non-trivial) almost-commutative manifold,
and its description as a Kasparov product, remain valid. However, in the non-
compact case, obtaining a gauge theory yields a few additional challenges. First
of all, the gauge group is defined using the unitary elements of the algebra A,
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and thus relies on A being unital. In the non-unital (i.e. non-compact) case, we
are therefore required to consider a unitisation of A. Second, the Serre-Swan
theorem, which gives an equivalence between smooth vector bundles over M and
modules over C∞(M), is only valid for compact manifolds. In the non-compact
case, one needs to ensure that the bundles are ‘well-behaved near infinity’, which
can be done by assuming they extend to vector bundles over a compactification of
M (corresponding to a unitisation of the C∗-algebra C0(M)). Third, the spectral
action principle, which we use to obtain the Lagrangian of the gauge theory, only
applies to the unital case. For a non-compact manifold, it then becomes necessary
to restrict to compact neighbourhoods and obtain a ‘local’ Lagrangian.
This chapter is organised as follows. In Section 6.2 we describe the general-
isation of the product triples M × F to (in general globally non-trivial) almost-
commutative manifolds. We show that these almost-commutative manifolds are
naturally given by the internal Kasparov product of an internal space I (replacing
the finite spectral triple F) with the underlying manifold M.
While every globally trivial almost-commutative manifold describes a gauge
theory, this no longer holds for arbitrary globally non-trivial almost-commutative
manifolds. In Section 6.3 we therefore focus our attention on those internal spaces
that will allow us to obtain a gauge theory. After briefly recalling the classification
of finite spectral triples, we define the notion of a principal module, which is an
internal space built from a finite spectral triple F and a principal GF-bundle P
over M. We show that the algebraic definition of the gauge group of a principal
module (defined similarly to Eq. (1.1)) coincides precisely with the usual definition
of the gauge group of P (i.e. the vertical automorphisms of P), provided that the
underlying manifold M is simply connected.
One of the main ideas in the development of noncommutative geometry has
been the translation of geometric data into (operator-)algebraic data. Whereas
principal modules are constructed from geometric objects (namely principal fibre
bundles), we devote Section 6.4 to the purely algebraic notion of what we call a
gauge module. We prove that these gauge modules form a proper subclass of the
principal modules, which are characterised by a lift of P to a principal U(AF)-
bundle (where AF is the algebra of the finite spectral triple F).
By equipping a principal module with a connection and a ‘mass matrix’, we
construct the corresponding principal almost-commutative manifold in Section 6.5.
The remainder of this section is used to establish the main goal of this chapter;
namely, we describe in detail how this principal almost-commutative manifold
describes a gauge theory on M.
In Section 6.6 we provide two basic but illustrative examples of such gauge
theories, namely Yang-Mills theory and electrodynamics. The Yang-Mills example
in particular shows that not every principal module is a gauge module. However,
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we also show that the Yang-Mills example is a gauge module when the underlying
manifold is simply-connected and 4-dimensional. Hence on such manifolds we
have no example of a principal module which is not a gauge module.
6.1 fibre bundles and gauge theories
The definitions concerning fibre bundles in this chapter may differ from the defin-
itions in some other literature, including [BS11], so that we find it necessary to in-
clude a list of the definitions we use. We have already introduced vector bundles
and principal fibre bundles in Section 3.2. In this section we will also need al-
gebra bundles and group bundles, which we combine into the following general
definition.
Definition 6.1. Let C be some subcategory of the category of smooth manifolds,
with objects ObC and morphisms MorC(A,B) for any A,B ∈ ObC. Let M be a
smooth manifold. A fibre bundle pi : E → M with fibre F is called a C-bundle if
F ∈ ObC and if hU|pi−1(x) : pi−1(x) → x× F is an isomorphism in MorC(pi−1(x), F),
for each local trivialisation (U,hU).
Let pi1 : E1 → M and pi2 : E2 → M be fibre bundles. A bundle morphism is a
smooth map φ : E1 → E2 such that pi2 ◦φ = pi1. If E1 and E2 are C-bundles, then
φ is called a C-bundle morphism if φ|pi−11 (x) : pi
−1
1 (x) → pi−12 (x) is an element of
MorC(pi−11 (x),pi
−1
2 (x)) for each x ∈M.
Let pi : E → M be a C-bundle with fibre F. A fibre subbundle pi ′ : E ′ → M with
fibre F ′ is a C-subbundle if F ′ ∈ ObC and there exist local trivialisations {(U,hU)} for
E such that hU(E ′|U) ' U× ι(F ′), where ι is an injective morphism in MorC(F ′, F).
If C is the category of finite-dimensional vector spaces, finite-dimensional (∗-)alge-
bras, or Lie groups, then C-bundles are referred to as vector bundles, (∗-)algebra
bundles, or group bundles (respectively). We point out that this definition of vector
bundles agrees with Definition 3.1.
Remark 6.2. Note that according to Definition 6.1 a (∗-)algebra bundle is always
locally trivial, in contrast with the definition of (∗-)algebra bundle in [BS11] (where
the bundle is only assumed to be locally trivial as a vector bundle). The weaker
notion given in [BS11] will here be referred to as weak (∗-)algebra bundle, following
terminology of [C´ac´12]. A weak algebra bundle is thus a vector bundle B → M,
equipped with a fibrewise product Bx × Bx → Bx which depends continuously on
x ∈ M. This definition does not guarantee that the fibres Bx are isomorphic (as
algebras).
For example, consider the globally trivial vector bundle B = S1 ×C on the base
manifold S1 (viewed as a subset of the complex plane) with fibre C. Consider a
smooth non-negative function f : S1 → [0,∞) such that f(z) = 0 if and only if z = 1.
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For elements a,b in the fibre Bz over z ∈ S1 we define the product a ·z b := f(z)ab.
This equips the vector bundle B with a smooth product on the fibres, and hence B
is a weak algebra bundle. However, if z 6= 0, then the algebras Bz and B0 are not
isomorphic.
Example 6.3 (Unitary group bundle). If B is a unital ∗-algebra bundle, we define
the unitary group bundle of B as U(B) := {b ∈ B | bb∗ = b∗b = 1}. Then U(B) is a
fibre subbundle of B, which forms a group bundle with group multiplication of
U(B)x = U(Bx) inherited from the algebra multiplication of Bx, and group inverse
given by the involution ∗. The sections of the unitary group bundle are equal to
the unitary sections of the algebra bundle: Γ∞(U(B)) = U(Γ∞(B)).
Example 6.4 (Endomorphism bundle). Let E →M be a (hermitian) vector bundle
with fibre V and local trivialisations (U,hEU). Then the bundle of endomorphisms
End(E) is a unital (∗-)algebra bundle over M with fibre End(V), and its local trivi-
alisations (U,hEnd(E)U ) are induced from (U,hEU).
Theorem 6.5 ([BS11, Theorem 3.8]). Let M be a compact manifold. There is an equival-
ence between the category of (unital) weak (∗-)algebra bundles over M and the category
of (unital) (involutive) C∞(M)-module algebras that are finitely generated projective as
C∞(M)-modules.
We again emphasise the difference between algebra bundles and weak algebra
bundles as mentioned in Remark 6.2. We are grateful to Eli Hawkins who pointed
out to us that a weak algebra bundle is locally trivial (and so is an algebra bundle)
if and only if there exists a connection ∇ satisying the Leibniz rule
∇(ab) = (∇a)b+ a(∇b).
In the continuous case, if B = Γ(B) ' p˜C(M)N for some projection p˜ ∈MN(C(M)),
there always exists a norm-homotopic projection p ∈ MN(C∞(M)) (see [LRV12,
Lemma 2.3]), which yields the smooth submodule B := pC∞(M)N. The bundle
B is then locally trivial if and only if there exists a connection on the smooth
submodule B satisfying the above Leibniz rule.
6.1.1 Classical gauge theory
Definition 6.6. Consider a principal G-bundle P → M. Given an action ρ of G
on a smooth manifold F, we define the associated bundle P×ρ F (or P×G F) as the
quotient of the product manifold P × F with respect to the equivalence relation
given by (pg, f) ∼ (p, ρ(g)f). If F ∈ ObC and ρ(g) ∈ MorC(F, F) for all g ∈ G, then
P×ρ F is a C-bundle.
Example 6.7. The adjoint bundle Ad P is defined as the associated bundle P×Ad G
with respect to the adjoint action Ad(g)h := ghg−1, (g,h ∈ G). The adjoint bundle
6.1 fibre bundles and gauge theories 105
is a group bundle with fibres isomorphic to G, and its sections Γ∞(Ad P) then form
a group with fibre-wise multiplication.
Definition 6.8. A gauge transformation of a principle G-bundle pi : P→M is a prin-
cipal G-bundle automorphism of P (over id : M→M), i.e. a smooth map φ : P→ P
such that pi(φ(p)) = pi(p) and φ(pg) = φ(p)g for all p ∈ P and g ∈ G. The set
of all gauge transformations is called the gauge group G(P) of P, where the group
multiplication is given by composition.
Theorem 6.9 (see e.g. [Ble81, Ch. 3]). The gauge group G(P) is isomorphic to the group
Γ∞(Ad P).
Definition 6.10. Let M be a manifold and G a Lie group. A classical G-gauge theory
over M is a principal fibre bundle P with structure group G. Connections ω on P
are also called gauge potentials.
More precisely, the bundle P forms the setting for a classical gauge theory. The
particle fields can be described as sections of associated bundles of P. The de-
scription of the gauge theory is completed by specifying the equations of motion.
These are typically derived as the Euler-Lagrange equations for some action func-
tional, which depends on the connection and on the particle fields, and which is
invariant under the action of the gauge group.
6.1.2 Conjugate modules and vector bundles
In the construction of gauge modules in Section 6.4 we will make explicit use of
the notion of a conjugate module. For completeness, we recall the definition of
conjugate modules and vector bundles here. We will consider hermitian modules
as defined in Definition 2.1.
Definition 6.11. Let E be an A-B-bimodule with a (right) B-valued hermitian struc-
ture (·|·)B. Its conjugate module E is equal to E itself as an additive group. It can
naturally be endowed with a B-A-bimodule structure and a (left) B-valued her-
mitian structure B(·|·) by setting
be := eb∗, ea := a∗e, B(e1|e2) := (e1|e2)B,
for all a ∈ A, b ∈ B, e, e1, e2 ∈ E.
If E = Γ∞c (E) is the C∞c (M)-module of sections of some (hermitian) vector bundle
E, then the conjugate module E is equal to the C∞c (M)-module of sections of the
conjugate vector bundle E which is defined as:
Definition 6.12. Let E→M be a complex vector bundle. Take E to be equal to E as
fibre bundles over M, and write e for the element in E that corresponds to e ∈ E
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under this identification. The bundle E is turned into a vector bundle over M by
defining the vector space structure in Ex by
(e1, e2) 7→ e1 + e2, λ · e = λe,
for all λ ∈ C, e, e1, e2 ∈ Ex. The vector bundle E→M is called the conjugate vector
bundle of E.
The identification E 3 e 7→ e ∈ E in the above definition is an anti-linear iso-
morphism of vector bundles.
Let the vector space V denote the fibre of E. A local trivialisation (U,h) of E
induces a local trivialisation of E given by the map
h : pi−1
E
(U) 3 e 7→ h(e) ∈ U× V ,
where (x, v) := (x, v) ∈ U× V . If gij is a transition function between two local
trivialisations (Ui,hi) and (Uj,hj) of E, then the transition function gij between
the corresponding local trivialisations (Ui,hi) and (Uj,hj) is equal to
gij(x, v) = hi ◦ hj−1(x, v) = hih−1j (x, v) = (x,gij(x)v) = (x, v · gij(x)∗). (6.1)
From here on, we consider a vector bundle E → M, and set A := C∞c (M) and
E := Γ∞c (E). Recall the definition of a connection ∇ : E → E ⊗A Ω1(M) from
Definition 3.3. The conjugate connection ∇ : E→ Ω1(M)⊗A E is given by
∇e = ∇e, (e ∈ E),
where e⊗ω = ω∗ ⊗ e for all e⊗ω ∈ E⊗AΩ1(M). Here ∗ : Ω1(M) → Ω1(M) is
defined as (fdg)∗ = f∗(dg∗). It then follows that ∇ is also hermitian for the map
Ω1(M)(·|·) : (Ω1(M)⊗A E)× E → Ω1(M) defined by setting Ω1(M)(α⊗ e1|e2) :=
(e1 ⊗α∗|e2)Ω1(M) = α(e1|e2)A.
For a commutative algebra A = C∞c (M) (or A = C0(M)) the notion of left and
right modules are equivalent. If E is a left A-module with (left) A-valued hermitian
structure A(·, ·), then (e1, e2)A := A(e2, e1) defines a right A-valued hermitian
structure on E when it is seen as a right A-module. Whenever A is commutative,
we will freely use this identification.
6.2 almost-commutative manifolds
In Section 1.2.1 we have described almost-commutative manifolds M× F. In this
section we will describe their generalisation to the globally non-trivial case. Before
we continue, let us first recall the definition of a real structure on a spectral triple.
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Table 1: The signs ε, ε ′, ε ′′ = ±1 depending on the KO-dimension n.
n 0 1 2 3 4 5 6 7
ε 1 1 −1 −1 −1 −1 1 1
ε ′ 1 −1 1 1 1 −1 1 1
ε ′′ 1 −1 1 −1
Definition 6.13. Let (A,H,D) be an even or odd spectral triple, and in the even
case let Γ be the grading operator (i.e. a self-adjoint unitary operator implementing
the Z2-grading of the Hilbert space H).
The spectral triple is called real if there exists an anti-unitary isomorphism
J : H→ H, called a real structure, satisfying
J2 = ε, JD = ε ′DJ, JΓ = ε ′′ΓJ (if Γ exists),
[a, JbJ∗] = 0, [[D,a], JbJ∗] = 0, ∀a,b ∈ A.
The signs ε, ε ′, ε ′′ = ±1 determine the KO-dimension nmodulo 8 of the real spectral
triple, according to Table 1. We will refer to the conditions [a, JbJ∗] = 0 and
[[D,a], JbJ∗] = 0 as the zeroth- and first-order conditions, respectively. A real, even
spectral triple is usually denoted by the data (A,H,D, Γ , J).
Given an algebra A, we define the opposite algebra as the vector space Aop :=
{aop | a ∈ A} with the opposite product aopbop = (ba)op. For a real spectral triple,
we therefore have a linear representation of Aop on H given by aop 7→ Ja∗J∗.
Let (M,g) be a smooth compact even-dimensional Riemannian spin manifold
(with a fixed spin structure). We assume (throughout this section) that M has
dimension 4. By the reconstruction theorem [Con13], the manifold M can be com-
pletely characterised by the real even spectral triple
(C∞(M),L2(S), /D, ΓM, JM),
which is often referred to as the canonical spectral triple for M. Here S is the spinor
bundle with grading ΓM (see Section 3.3.4), and /D = c ◦ ∇S is the canonical Dirac
operator (constructed in Section 3.4) corresponding to the Riemannian metric g.
The anti-linear operator JM is called charge conjugation. It commutes with the
Clifford multiplication by a real vector field, and it equips the spectral triple for M
with a real structure of KO-dimension 4.
Given a real even finite spectral triple (AF,HF,DF, ΓF, JF) (with dimHF <∞), we
can construct the product triple
M× F := (C∞(M,AF),L2(S)⊗HF, /D⊗ 1+ ΓM ⊗DF, ΓM ⊗ ΓF, JM ⊗ JF) .
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Defining the (globally trivial) algebra bundle B =M×AF and the (globally trivial)
vector bundle E =M×HF, we can rewrite C∞(M,AF) ' Γ∞(B) and L2(S)⊗HF '
L2(S⊗ E). The purpose of this section is to generalise the construction of M× F to
globally non-trivial bundles over M. At the same time, we will put this generalised
construction in the context of the Kasparov product between unbounded Kasparov
modules. The globally non-trivial case was first considered in [BS11] for the case
of algebra bundles with fibre MN(C) (describing Yang-Mills theory), and has also
been studied more generally in [C´ac´12].
6.2.1 The internal space
Definition 6.14. A (smooth) internal space I∞ over a compact manifold M is given
by the data
I∞ := (Γ∞(B), Γ∞(E), DI) ,
where E is a hermitian vector bundle over M, B is a unital ∗-algebra subbundle of
End(E), and DI is a hermitian element of Γ∞(End(E)) ' EndC∞(M)(Γ∞(E)).
An internal space is called even if there is a grading ΓI, i.e. an endomorphism
ΓI ∈ Γ∞(End(E)) such that
Γ∗I = ΓI, Γ
2
I = 1, ΓIDI = −DIΓI, ΓIa = aΓI ∀a ∈ Γ∞(B).
An even internal space is called real if there is a real structure JI, i.e. an anti-unitary
endomorphism JI on E such that
J2I = ε, JIDI = ε
′DIJI, JIΓI = ε ′′ΓIJI,
[a, Jb∗J∗] = 0,
[
[DI,a], Jb∗J∗
]
= 0, ∀a,b ∈ Γ∞(B),
where the signs ε, ε ′, ε ′′ = ±1 determine the KO-dimension of the internal space
according to Table 1.
We shall write A = C∞(M), B = Γ∞(B), and E = Γ∞(E). Their respective C∗-
closures are denoted by A = C(M), B = Γ(B), and E = Γ(E).
For a non-compact manifold M, the above definition still makes sense if we
replace the smooth sections of B and E by smooth compactly supported sections.
Remark 6.15. The endomorphism DI will be interpreted as a mass matrix describ-
ing the masses of the elementary particles. We would like to point out a few things
about this mass matrix.
1) On a local trivialisation (say, around a point x ∈ M) we can view the endo-
morphism DI as a matrix-valued function DI(x), but the precise form of this
matrix DI(x) depends on the choice of local trivialisation. However, since the
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transition functions are unitary, two different choices of local trivialisations
yield two unitarily equivalent mass matrices, and hence the eigenvalues of
the matrix DI(x) (i.e. the masses of the particles) are independent of the
choice of local trivialisation.
2) These eigenvalues of DI(x) are (by default) allowed to vary as a function of
x ∈M. In the standard (globally trivial) approach one can also make the (ad
hoc) decision to promote the mass parameters to functions (although this is
usually not done). However, this would be unnatural from the perspective
that a (globally trivial) almost-commutative manifold is the (external) Kas-
parov product of a Riemannian spin manifold with a finite spectral triple.
Instead, varying mass parameters are more naturally described by replacing
the finite spectral triple by an internal space (which works equally well in
the globally trivial case) and replacing the external by the internal Kasparov
product. As such, the promotion of the mass parameters to functions be-
comes a natural attribute of our framework.
3) One could ask whether it is always possible to choose these mass paramet-
ers to be globally constant (as in the usual approach). We expect that this
might not always be possible in the general globally non-trivial case, but it
is unclear what the precise topological obstructions would be.
Proposition 6.16. An even internal space I∞ = (Γ∞(B), Γ∞(E),DI) yields an unbounded
Kasparov B-A-module I = (B, Γ(E)A,DI).
Proof. By assumption, the grading ΓI commutes with A and B, and hence their
C∗-closures A and B are trivially graded C∗-algebras. The module E = Γ(E) is a
Z2-graded, finitely generated projective, right Hilbert A-module, with a left action
of B that commutes with the (right) action of A. The properties of ΓI guarantee that
all conditions with respect to the grading are satisfied. For instance, the condition
(Ei|Ej) ⊂ Ai+j, where i, j ∈ Z2, is satisfied, since the self-adjointness of ΓI implies
that (s|t) = 0 as soon as one of the arguments is odd and the other is even. The
operator DI is a bounded, self-adjoint, odd operator by definition (and hence it is
automatically regular). The boundedness of DI implies that [DI,b] is also bounded
for all b ∈ B.
For a compact manifold M the compact endomorphisms of the C(M)-module
Γ(E) are exactly the sections of the endomorphism bundle: End0C(M)(Γ(E)) =
Γ(End(E)) (since Γ(End(E)) is already unital, the compact endomorphisms of Γ(E)
are actually all the bounded endomorphisms, see e.g. [GVF01, Proposition 3.9]).
Thus, b(1 + D2I )
− 12 is compact for all b ∈ B, because both (1 + D2I )−
1
2 and b
are compact. Hence (B, Γ(E)A,DI) has all the properties mentioned in Defini-
tion 2.25.
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6.2.2 The product space
We are now ready to define almost-commutative manifolds as the product of an
internal space with the canonical triple over the base manifold. This definition can
be given for arbitrary dimensions, but for simplicity we will only give the explicit
formula for the case of dimension 4.
Definition 6.17. Let I∞ := (Γ∞(B), Γ∞(E),DI, ΓI, JI) be a real even internal space
over M, with M a compact 4-dimensional Riemannian spin manifold. Let ∇I be a
hermitian connection on E. We define a real even almost-commutative manifold to be
I∞ ×∇M := (Γ∞(B), L2(E⊗ S), /DE +DI ⊗ ΓM, ΓI ⊗ ΓM, JI ⊗ JM) ,
where L2(E ⊗ S) ' Γ(E) ⊗C(M) L2(S) are the L2-sections of the twisted spinor
bundle E⊗ S, and /DE is the twisted Dirac operator
/DE := 1⊗∇ /D := 1⊗ /D+ (1⊗ c) ◦ (∇I ⊗ 1).
We note that our definition of almost-commutative manifolds fits within the
slightly more general definition of almost-commutative spectral triples given in
[C´ac´12, Definition 2.3].
The order of I∞ and M in the notation I∞×∇M is reversed in comparison with
the order of F and M in M× F. The reason is that the order I∞ ×∇M is more
natural for its description as a Kasparov product (see Section 6.2.3), whereas the
notation M× F for the globally trivial case is quite standard in the literature. The
operator D := /DE +DI ⊗ ΓM has been defined to match the existing literature.
Given that we have reversed the order of the product, the more natural definition
(in terms of graded tensor products) would have been (ΓI ⊗ 1) /DE +DI ⊗ 1. How-
ever, our definition of D is unitarily equivalent to this more natural definition (by
the unitary operator which equals −1 on Γ(E)1 ⊗C(M) L2(S)1 and 1 elsewhere),
and hence there is no harm in using the operator D which matches the literature.
In the remainder of this section, we show in detail that an almost-commutative
manifold I∞ ×∇M determines an unbounded Kasparov B-C-module (i.e. a spec-
tral triple over B) which represents the Kasparov product between the KK-classes
of the internal space I∞ and the canonical spectral triple for M.
Proposition 6.18. Let I∞ = (Γ∞(B), Γ∞(E),DI, ΓI, JI) be a real even internal space of
even KO-dimension k over a compact Riemannian spin manifoldM. Let∇I be a hermitian
connection on E that commutes with the grading ΓI, satisfies ∇IµJI = JI∇Iµ, and is such
that the induced connection [∇I, ·] on End E restricts to a connection on B. Then the real
even almost-commutative manifold I∞×∇M is a real even spectral triple of KO-dimension
4+ k (mod 8).
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Proof. Let us write D := /DE+DI⊗ ΓM. We need to show that [D,a] is bounded for
all a ∈ Γ∞(B). Since DI is bounded itself, we need only check this for the twisted
Dirac operator /DE, and we find
[ /DE,a] = c([∇I,a]),
where, with some abuse of notation, we set c(T ⊗α) = T ⊗ c(α) for T ∈ Γ∞(End E)
and α ∈ Ω1(M). Hence for smooth a the commutator [ /DE,a] indeed acts as a
bounded operator on L2(E⊗ S). Furthermore we need to show that D has compact
resolvent, and (as M is compact) for this it is sufficient to show that D2 (and
hence D) is elliptic. The Lichnerowicz-Weitzenböck formula shows that the square
of the twisted Dirac operator /DE is a generalised Laplacian, and hence is elliptic.
The bounded (zeroth-order) perturbation /DE → /DE +DI ⊗ ΓM does not affect this
ellipticity. Hence I∞ ×∇M is indeed a spectral triple.
Given the grading operators ΓI and ΓM, it is straightforward to check that we
have D(ΓI ⊗ ΓM) = −(ΓI ⊗ ΓM)D, provided that [∇I, ΓI] = 0.
Given the real structures JI and JM, the operator JI ⊗ JM is anti-unitary and
satisfies
(JI ⊗ JM)2 = −ε, D(JI ⊗ JM) = (JI ⊗ JM)D,
(JI ⊗ JM)(ΓI ⊗ ΓM) = ε ′′(ΓI ⊗ ΓM)(JI ⊗ JM), (6.2)
where the signs ε, ε ′′ are determined by the KO-dimension k of JI. The first equal-
ity in Eq. (6.2) is immediate from J2M = −1 and J
2
I = ε. Using the relations
JM /D = /DJM, γµJM = JMγµ, ΓMJM = JMΓM, JIDI = DIJI, ∇IµJI = JI∇Iµ,
the second equality in Eq. (6.2) is checked by a local calculation (where we write
(1⊗ c) ◦ (∇I ⊗ 1) = ∇Iµ ⊗ γµ):
D(JI ⊗ JM)(s⊗ψ) = (JIs)⊗ ( /DJMψ) + (∇IµJIs)⊗ (γµJMψ) + (DIJIs)⊗ (ΓMJMψ)
= (JIs)⊗ (JM /Dψ) + (JI∇Iµs)⊗ (JMγµψ) + (JIDIs)⊗ (JMΓMψ)
= (JI ⊗ JM)D(s⊗ψ).
The third equality in Eq. (6.2) immediately follows from [JM, ΓM] = 0 and JIΓI =
ε ′′ΓIJI. From the values of −ε and ε ′′ it is immediate that the KO-dimension of
I∞ ×M should be 4+ k (mod 8) (see Table 1).
The zeroth-order condition on I∞ ×∇M is immediate from the zeroth-order
condition on I∞. Moreover,[
[ /DE,a], JbJ∗
]
=
[
c
(
[∇I,a]), JbJ∗] = c([[∇I,a], JbJ∗]) = 0,
because, by assumption, [∇I,a] ∈ Γ∞(B)⊗C∞(M) Ω1(M), which commutes with
JbJ∗. Together with the first-order condition on DI, this implies that D satisfies
the first-order condition.
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For a unital real spectral triple T = (A,H,D, J), the gauge group is defined in
[DS12, Definition 2.5] as
G(T) :=
{
uJuJ∗ | u ∈ U(A)} ' U(A)/U(AJ), (6.3)
where the central subalgebra AJ is defined as AJ := {a ∈ A | aJ = Ja∗}. For
an almost-commutative manifold (constructed from a compact manifold M), we
therefore obtain the gauge group
G(I∞ ×∇M) = U(B)/U(BJ),
for the real structure J = JI ⊗ JM. However, since BJ ' BJI , we find that the
gauge group of the almost-commutative manifold is completely determined by
the internal space, and we write
G(I∞ ×∇M) ' G(I∞) := {uJIuJ∗I | u ∈ U(B)}. (6.4)
6.2.3 The Kasparov product
We now show that the product I∞ ×∇M is an unbounded representative for the
Kasparov product of the KK-classes of I∞ and the canonical spectral triple for M.
We first prove this for the cases where DI = 0, and then show that the presence of
DI is irrelevant at the level of KK-classes.
Let I∞ be an internal space over M, where DI = 0, and consider the unbounded
Kasparov module I := (B,EA, 0), where E = Γ(E). We know from Proposition 6.18
that I∞×∇M = (B,L2(E⊗ S),D) is a spectral triple, which thus yields an unboun-
ded Kasparov module I×∇M = (B,L2(E⊗ S)C,D) ∈ Ψ(B,C) (Definition 2.25).
Proposition 6.19. The unbounded Kasparov module I ×∇M represents the Kasparov
product of (the classes of) I ∈ Ψ(B,A) and (A,L2(S)C, /D) ∈ Ψ(A,C).
Proof. It suffices to check the conditions of Theorem 2.34. Since DI = 0, conditions
2) and 3) are trivial, and we only need to check condition 1). For all e in a dense
subspace of BE = E, we need to check boundedness of
DTe − Te /D on Dom( /D) ⊂ L2(S),
/DT∗e − T
∗
eD on Dom(D) ⊂ E⊗A L2(S) ' L2(E⊗ S),
where D = /DE = (1⊗ c) ◦ (1⊗∇S +∇I ⊗ 1). For ψ ∈ Dom( /D) we obtain
(DTe − Te /D)ψ = (1⊗ c) ◦ (1⊗∇S +∇I ⊗ 1)e⊗ψ− e⊗ /Dψ = c(∇Ie)⊗ψ,
which is indeed bounded for all e in the dense subspace E = Γ∞(E). Next, for
f⊗ψ ∈ Γ∞(B⊗ S) ⊂ Dom(D) we obtain
( /DT∗e − T
∗
eD)(f⊗ψ) = /D(e|f)ψ− (e|f) /Dψ−
(
e|c(∇If))ψ = c(∇Ie|f)ψ,
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where we have used the compatibility of the connection ∇I with the hermitian
form (·|·), and so /DT∗e − T∗eD is a zeroth-order differential operator for smooth
e.
To prove a similar result for the case where DI 6= 0, we use the following two
lemmas.
Lemma 6.20. If EA is a finitely generated projective Hilbert A-module, then for any
self-adjoint, odd endomorphism F ∈ EndA(E), the unbounded Kasparov B-A-modules
(B,EA, F) and (B,EA, 0) represent the same class in KK(B,A).
Proof. Since E is a finitely generated projectiveA-module, all bounded endomorph-
isms are in fact compact, i.e. EndA(E) = End0A(E). The equivalence of the compact
operators 0 and b(F) = F(1+ F2)−
1
2 is then simply obtained via the operator homo-
topy t 7→ tb(F), for t ∈ [0, 1]. Hence the modules (B,EA,b(F)) and (B,EA, 0) are
equivalent bounded Kasparov B-A-modules.
Lemma 6.21 (see also [Kuc97, Corollary 17]). Let (B, piEA,D) ∈ Ψ(B,A) and let
T ∈ EndA(E) be self-adjoint and odd. Then
1) (B, piEA,D+ T) is also an unbounded Kasparov module in Ψ(B,A); and
2) (B, piEA,D+ T) and (B, piEA,D) represent the same class in KK(B,A).
Proof. 1) Since T is bounded and self-adjoint, it follows from the Kato-Rellich
theorem for Hilbert modules (see [KL12, Theorem 4.5]) that the sum D+ T
remains self-adjoint and regular. The only non-trivial thing to prove is that
D + T has locally compact resolvent, i.e. pi(b)(1 + (D + T)2)−
1
2 ∈ End0A(E)
for all b ∈ B ⊂ B. This is equivalent to showing that pi(b)(±i+D+ T)−1 is
compact. The operator (±i+D+ T)−1 maps E into Dom(D+ T) = DomD,
so that (±i +D)(±i +D + T)−1 is a well-defined bounded operator on E.
From
pi(b)(±i+D+ T)−1 = pi(b)(±i+D)−1(±i+D)(±i+D+ T)−1
we then see that pi(b)(±i+D+ T)−1 is compact.
2) The idea is to prove that (B, piEA,D+ T) ∈ Ψ(B,A) represents the Kasparov
product [(B, piEA,D)]⊗A [(A,AA, 0)]. It is enough to show that all the condi-
tions in Theorem 2.34 are satisfied. First of all,
A 3 a 7→ (D+ T)Te(a) = ((D+ T)e)a,
(f⊗ a) 7→ T∗e (D+ T)(f⊗ a) = ((D+ T)e, f)Aa,
are both clearly bounded on A and Dom(D+ T) = DomD, respectively, for
all e ∈ DomD. In particular, this holds for all e ∈ pi(B)DomD, which is
a dense subset of pi(B)E. This proves that condition 1) in Theorem 2.34 is
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satisfied. Since DomD = Dom(D+ T), condition 2) is also satisfied. For the
final condition, a small calculation shows that
((D+ T)e|De) + (De|(D+ T)e)
= ((D+ T)e|(D+ T)e) − ((D+ T)e|Te) + (De|(D+ T)e)
= ((D+ T)e|(D+ T)e) − (Te|Te) + (De|De) > −‖T‖2(e|e),
for all e ∈ DomD, since ((D+ T)e|(D+ T)e) and (De|De) are positive.
Corollary 6.22. The unbounded Kasparov module I×∇M = (B,L2(E⊗ S)C,D) repres-
ents the Kasparov product of I = (B,EA,DI) with (A,L2(S)C, /D).
Proof. By Lemma 6.20 we know that (B,EA,DI) and (B,EA, 0) represent the same
Kasparov class. From Proposition 6.19 it then follows that (B,E⊗A L2(S)C, /DE) also
represents the Kasparov product of (B,EA,DI) with (A,L2(S)C, /D). According to
Lemma 6.21 the cycle I×∇M = (B,E⊗A L2(S)C, /DE +DI ⊗ ΓM) represents the
same Kasparov class as (B,E⊗A L2(S)C, /DE), so it also represents this Kasparov
product.
Remark 6.23. 1) The construction of I ×∇M via Kasparov products fits nat-
urally in the framework of Mesland’s category of spectral triples [Mes14],
where the internal space I∞ with the connection ∇ can be seen as (a rep-
resentative of) a morphism from the canonical triple for M to the almost-
commutative manifold I∞ ×∇M. The construction also gives an example
of the framework for gauge theories using factorisation in unbounded KK-
theory as proposed in [BMS13].
2) As is clear from the above discussion, the presence of the operator DI (or
DI ⊗ ΓM) is completely irrelevant on the level of KK-classes. In this sense
the KK-equivalence is too strong for our purposes, because in the models
under consideration the presence of the operator DI certainly does matter.
We will describe in Section 6.5 how this operator plays the role of a ‘mass
matrix’ for the elementary fermions of the gauge theory, and gives rise to the
Higgs field in the noncommutative Standard Model (see also Section 6.6.2
for a concrete example of DI as a mass matrix). Hence, if one wants to retain
the physical information, one should only consider unitary equivalences (see
also Remark 2.29).
6.3 principal modules
We would like to describe a classical gauge theory on a manifoldM by considering
an almost-commutative manifold I∞ ×∇M. For this purpose we now restrict our
attention to a special case of internal spaces, which we call principal modules.
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In Section 6.3.1 we first recall (part of) the classification of finite-dimensional
real spectral triples due to Krajewski [Kra98] and Paschke and Sitarz [PS98]. In
Section 6.3.2 we then define the notion of principal modules, and we show that,
when the base manifold (which is of arbitrary dimension) is simply connected, the
gauge group of a principal module (as defined for internal spaces in Eq. (6.4)) is
isomorphic to the classical notion of the gauge group of a principal fibre bundle
(as defined in Definition 6.8).
6.3.1 Real finite spectral triples
Finite-dimensional real spectral triples have been classified for the case of KO-
dimension 0 [Kra98, PS98]. With similar arguments, this can be generalised to
arbitrary KO-dimension [Sui14]. In the following theorem we give the result for
complex algebras, while also setting the matrix DF = 0. Below c. c. denotes com-
plex conjugation of the coefficients with respect to the standard basis of Cmij .
Theorem 6.24 ([Kra98, PS98]). Let F := (AF,HF, 0, JF) be a real finite spectral triple
over a complex ∗-algebra AF. Up to unitary equivalence, this triple is of the form
AF =
l⊕
i=1
MNi(C), HF =
l⊕
i,j=1
Hij, Hij :=MNi,Nj(C)⊗Cmij ,
such that mij = mji, and the inner product on each copy of MNi,Nj(C) is given by
〈t1, t2〉 = Tr(t∗1t2). If J2F = ε, then JF acts on Hij ⊕Hji, (i < j), as 0 ε(·)∗
(·)∗ 0
⊗ (Idmij ◦ c. c.).
If J2F = 1, the real structure JF acts on Hii 'MNi(C)⊗Cmii as
(·)∗ ⊗ (Idmii ◦ c. c.),
If J2F = −1, then mii is even and JF acts on (MNi(C)⊕MNi(C))⊗C
mii
2 as 0 −(·)∗
(·)∗ 0
⊗ (Idmii
2
◦ c. c.).
The different copies of MNi,Nj(C) (with respect to the above decomposition) in Hij are
denoted by Hαij, where 1 6 α 6 mij.
Remark 6.25. For finite-dimensional complex vector spaces V and W, consider the
linear isomorphism
L : V ⊗W → Hom(W,V), v⊗w 7→ (w ′ 7→ v〈w,w ′〉), v ∈ V , w,w ′ ∈W,
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where W denotes the conjugate vector space. For i ∈ I := {1, . . . , l}, we write
Vi = C
Ni , endowed with the standard inner product. Then the finite-dimensional
Hilbert space Hij can also be put in the form
HF =
⊕
(i,j)∈K
Vi ⊗ Vj,
endowed with its standard inner product. Here K is a multiset consisting of pairs
in I× I such that the multiplicity of (i, j) is equal to that of (j, i) and such that
the projection K → I on either of the factors is surjective (this last condition is
equivalent to the faithfulness of the action of AF on HF). The algebra AF ⊗AopF
acts on a summand Vi ⊗ Vj as
(a,bop)(v⊗w) = aiv⊗ b∗jw,
and the corresponding real structure on Vi ⊗ Vj → Vj ⊗ Vi is simply given by
JF(v⊗w) = ±w⊗ v,
where the signs are determined by the KO-dimension of F. We will use this form
of the real finite spectral triple in Section 6.4.
From now on we assume that every real finite spectral triple (with DF = 0) is of
the form as mentioned in Theorem 6.24. Later on, the algebra (AF)JF will also be
of interest, so we conclude this subsection by determining its precise form.
Recall that, in general, for any real spectral triple (A,H,D, J), the complex cent-
ral subalgebra AJ is defined as AJ = {a ∈ A : aJ = Ja∗}.
Proposition 6.26. With notation as above, we have
(AF)JF =
{
a =
⊕
i∈I
λi idNi ∈ AF
∣∣ λi ∈ C; λi = λj if Hij 6= {0}}.
Proof. We can assume that J is in standard form. Write AF =
⊕
i∈IMNi(C) and
consider an element a =
⊕
i∈I ai ∈ AF. If t ∈ Hαij (1 6 α 6 mij), then
a(JFt) = ±ajt∗ and JF(a∗t) = ±t∗ai.
For 1 6 k 6 Nj and 1 6 l 6 Ni, choose t∗ = ekl (a standard basis vector of
MNj,Ni). Then
(ajekl)γβ = (aj)γkδβl, and (eklai)γβ = δγk(ai)lβ,
Therefore, aJF = JFa∗ if and only if
(aj)γkδβl = (ai)lβδγk,
for all 1 6 k,γ 6 Nj and 1 6 l,β 6 Ni. It follows that ai, aj are diagonal and
(aj)kk = (ai)ll for all 1 6 k 6 Nj and 1 6 l 6 Ni. Hence, a ∈ (AF)JF if and only if
each ai = λiidNi and λi = λj if Hij 6= {0}.
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The following definition is inspired by the proof of Proposition 6.26.
Definition 6.27. Let AF =
⊕
i∈IMNi(C) act on HF =
⊕
i,j∈IHij as above. We
define an equivalence relation on I as follows. For i 6= j ∈ I we set i ∼ j if there
exists a sequence i = i0, . . . , ik = j such that Him,im+1 6= {0} for all 0 6 m < k. If
i ∼ j we say that i is connected to j.
Proposition 6.26 in particular shows that C ⊂ (AF)JF ⊂ Z(AF).
Corollary 6.28. We have the isomorphism (AF)JF '
⊕
[i]∈I/∼C. In particular, the two
extreme cases are:
• (AF)JF = Z(AF) if and only if Hij = 0 for all i 6= j (that is, I/∼ ' I);
• (AF)JF = C if and only if i is connected to j for all i, j ∈ I (that is, I/∼ ' {1}).
6.3.2 Principal modules
We now want to find spectral triples for gauge theories that are globally non-trivial.
Recall from Definition 6.10 that a general gauge theory with structure group GF on
a manifold M is given by a principal GF-bundle P over M (along with a prescribed
action functional or Lagrangian).
If (AF,HF,DF, JF) is a finite-dimensional real spectral triple, then the corres-
ponding gauge group GF is given by (see also Eq. (6.3))
GF := {uJFuJ
∗
F | u ∈ U(AF)} ' U(AF)/U((AF)JF).
Such finite spectral triples can be used to describe globally trivial gauge theories
over M (see the Introduction). Any finite spectral triple F automatically yields an
internal space
I∞F = (Γ∞(M×AF), Γ∞(M×HF),DF, JF),
where now DF and JF are seen as constant bundle endomorphisms acting on the
fibre HF. We now want to generalise this construction in order to describe glob-
ally non-trivial gauge theories. Of course, fibre-wise we want to obtain the finite-
dimensional situation that has been explained in Section 6.3.1.
The most straightforward way to obtain (examples of) globally non-trivial gauge
theories overMwould then be as follows (see also [C´ac´12, Lemma 2.5] and [BS11]).
Take any real finite spectral triple F := (AF,HF,DF, JF) with gauge group GF, and
let M be a smooth compact 4-dimensional Riemannian spin manifold. Take any
principal GF-bundle P → M. We construct the globally non-trivial triple of the
form
P×GF F :=
(
Γ∞(P×GF AF), Γ∞(P×GF HF),DP, 1× JF).
Here DP is an endomorphism acting on the vector bundle P ×GF HF satisfying
certain compatibility requirements (which we will specify later in Definition 6.45).
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Remark 6.29. Note that (in contrast to [C´ac´12]) we do not require DP to be of the
form 1×DF, where DF is a GF-invariant operator on HF, as such an assumption
is too strong for our purposes. In particular, in specific examples (such as the
noncommutative Standard Model) that requirement would prevent the appearance
of a scalar (Higgs-like) field through inner fluctuations.
For the remainder of this section we ignore the endomorphism DP, since it is
not relevant for the definition of the gauge group.
Definition 6.30. Let F := (AF,HF, 0, JF) be a real finite spectral triple of the same
form as in Theorem 6.24. Write GF for the corresponding gauge group. Let M
be a smooth compact Riemannian spin manifold and let P → M be any principal
GF-bundle. A triplet of the form
P×GF F :=
(
Γ∞(P×GF AF), Γ∞(P×GF HF), 1× JF),
is called a principal GF-module over M (or C∞(M)) with fibre F. For brevity, we
introduce the notation B := P×GF AF, E := P×GF HF, B := Γ∞(B), E := Γ∞(E), and
J := 1× JF.
Remark 6.31. The principal fibre bundle P is an explicit ingredient in the definition
of a principal module. From P we constructed the associated vector bundle E =
P×GF HF, and (as discussed in Section 3.2.1) P equips E with a unique equivalence
class of GF-atlases. Whenever we consider transition functions of E, we therefore
assume that they form a GF-atlas in the equivalence class obtained from P. Given a
GF-atlas, the vector bundle E inherits a hermitian structure from the inner product
on HF, which is well-defined because the action of GF on HF is unitary. For two
equivalent GF-atlases, the corresponding hermitian structures are isometric.
We stress that, in order to reconstruct the principal GF-bundle P from a vector
bundle E (with structure group GF) using Theorem 3.5, it is not sufficient to know
only the bundle E; in addition, we also need to know the corresponding equival-
ence class of GF-atlases.
Proposition 6.32. A principal module P×GF F = (Γ∞(B), Γ∞(E), 1× JF) yields a real
internal space (Γ∞(B), Γ∞(E), 0, 1× JF) over M.
Proof. The action of GF on AF is given by conjugation when AF is considered as
a ∗-subalgebra of End(HF). Consequently, the fibre-wise action of the ∗-algebra
bundle B = P×GF AF on E is well defined, and hence B is a unital ∗-algebra sub-
bundle of End(E). The operator DI = 0 is trivially a hermitian endomorphism.
Since the operator JF commutes with GF, it induces a real structure Jx on each
fibre of E. The operator J = 1× JF denotes the anti-linear operator on E that is
induced by these real structures Jx on the fibres.
Remark 6.33. Because (uJFuJ∗F)a(JFu
∗J∗Fu
∗) = uau∗ for all a ∈ AF, u ∈ U(AF),
we see that the given action of an element uJFuJ∗F ∈ GF on AF coincides with
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the usual conjugation of the element u ∈ U(AF). Since (AF)JF ⊂ Z(AF), the map
τ : GF 3 uJFuJ∗F 7→ Ad(uJFuJ∗F) = Ad u ∈ Inn(AF) does not depend on the choice
of u. Thus, the surjective map τ : GF → U(AF)/U(Z(AF)) ' Inn(AF) is induced by
the usual map U(AF)→ Inn(AF) (recall that GF is the quotient U(AF)/U((AF)JF)).
6.3.3 The gauge group
Consider a principal module P×GF F =
(
B,E, J
)
over M. Using the classification of
AF and HF, as given in Section 6.3.1, we can decompose the bundles B = P×GF AF
and E = P×GF HF in a similar way:
B =
⊕
i∈I
Bi, Bi = P×GFMNi(C),
E =
⊕
i,j∈I
Eij, Eij = P×GF Hij.
Each vector bundle Eij carries the obvious action by B⊗ Bop. Note, however, that
even though Hij = CNi ⊗CNj ⊗Cmij , the bundle Eij is not necessarily of the form
Ei⊗ Ej⊗Cmij for some vector bundles Ei and Ej (see Section 6.6.1 for an example).
Note that, for the case i = j, the bundle Eii is necessarily isomorphic to (a
number of copies of) Bi. Indeed, the GF-valued transition functions act on the
fibres of Eii, which are isomorphic to (copies of) MNi(C), by conjugation with
an element u ∈ U(Ni), and are therefore inner automorphisms of the algebra
MNi(C). By Remark 6.33 these transition functions are equal to those for the
∗-algebra bundle Bi.
Denote by [i] the equivalence class of all j ∈ I that are connected to i (see Defini-
tion 6.27). Write
B[i] =
⊕
s∈[i]
Bs,
and write b[i] for the projection of an element b onto B[i]. As (B[i])J = C∞(M) we
obtain (see also Corollary 6.28)
BJ =
⊕
[i]∈I/∼
C∞(M).
The gauge group of the principal module P×GF F = (B,E, J) is defined as (see
Eq. (6.4))
G(P×GF F) :=
{
uJuJ∗ | u ∈ U(B)} ' U(B)/U(BJ).
At the same time, a principal GF-bundle P → M is equipped with the gauge
group G(P) = Γ∞(Ad P) (see Section 6.1.1). We now aim at showing that for a
120 globally non-trivial almost-commutative manifolds
principal module P×GF F, the gauge groups G(P×GF F) and G(P) coincide, provided
that M is simply connected. Consider the group bundle map
φ : U(B) ' P×GF U(AF)→ P×GF U(HF), ux 7→ uxJxuxJ∗x.
The image φ(U(B)) is a group subbundle of P×GF U(HF), with fibres isomorphic to
GF. In fact, this subbundle is isomorphic to the group bundle Ad P. The induced
map φ∗ on the sections U(B) ' U(Γ∞(B)) → U(Γ∞(End(E))) is precisely the map
u 7→ uJuJ∗, u ∈ U(B). Thus, φ∗ maps U(B) into Γ∞(Ad P). However, even though
φ : U(B) → Ad P is surjective, this does not imply that φ∗ is also surjective. We
will proceed by showing that in our case, under the assumption that M is simply
connected, we do have surjectivity. First, we give a basic result which yields a
sufficient condition for when sections of a quotient group bundle can be lifted.
Lifting sections of quotient group bundles
Given a surjective group bundle morphism φ : H → G, we would like to know
whether the induced map φ∗ : Γ∞(H) → Γ∞(G) is also surjective. This need not
always be the case, as the following example shows.
Example 6.34. Take M = SO(3) and consider the globally trivial group bundles
H = M×U(2) and G = M× PSU(2), with the obvious group bundle morphism
φ : H → G given by the quotient U(2) → PSU(2). Since H and G are globally
trivial, we can make the identifications Γ∞(H) ' C∞(SO(3),U(2)) and Γ∞(G) '
C∞(SO(3),PSU(2)). Consider the map f : SO(3)→ PSU(2) given by the identifica-
tion of PSU(2) with SO(3), i.e. f = id on SO(3). If there exists a lift f˜ : SO(3)→ U(2)
such that f = φ ◦ f˜, then f˜ is nothing but a global section of the U(1)-principal
bundle pi : U(2)→ SO(3). However, such a section does not exist, as this bundle is
not globally trivial (the fundamental group of U(2) is Z, whereas the fundamental
group of SO(3)×U(1) is Z2 ×Z). Hence the map f, seen as a section in Γ∞(G), is
not contained in the image of φ∗.
In this subsection we aim to find sufficient conditions for the surjectivity of φ∗.
In other words, we would like to have sufficient conditions to ensure that for any
section s : M → G there exists a lift s˜ : M → H such that φ∗(s˜) = s. Though the
existence of lifts for covering maps has been well-studied, we will typically be
dealing with more general fibrations φ : H→ G, for which the problem of existence
of lifts is more complicated. We avoid this problem by reducing it to the case of
covering maps, as follows.
Lemma 6.35. Let p : E → B be a fibration, and consider some map f : M → B. Suppose
there exists a submanifold C ⊂ E such that p|C : C → B is a covering space, satisfying
f∗(pi1(M,m)) ⊂ p∗(pi1(C, c)), where m ∈ M and c ∈ C are such that f(m) = p(c).
Then there exists a lift f˜ : M→ E satisfying p ◦ f˜ = f and f˜(m) = c.
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Proof. Consider the following diagram.
C
  //
p|C

E
p

M
f˜ ′
>>
f // B B
The assumption f∗(pi1(M,m)) ⊂ p∗(pi1(C, c)) is precisely the criterion for the ex-
istence of a lift f˜ ′ : M→ C satisfying f˜ ′(m) = c (see e.g. [Hat02, Proposition 1.33]),
and then we can simply define f˜ : M→ E as the composition M f˜ ′−→ C ↪→ E.
We now translate the above lemma into the setting of group bundles.
Corollary 6.36. LetM be a simply connected manifold, and let G, H be group bundles over
M. If G is covered by a subbundle U of H via a group bundle morphism φ : H→ G, then the
map φ∗ : Γ∞(H)→ Γ∞(G), given by s 7→ φ ◦ s, is surjective.
Proof. By assumption, φ|U : U→ G is a covering space. Since pi1(M,m) is trivial (by
definition of simply-connectedness) it follows from Lemma 6.35 that each section
s : M→ G can be lifted to a section s˜ : M→ U ⊂ H such that φ∗(s˜) = s.
The isomorphism of gauge groups
We will now continue to prove that the map φ∗ : U(B) → Γ∞(Ad P) is surjective.
In order to be able to apply Corollary 6.36, we need to construct a subbundle of
U(B) which covers Ad P.
Proposition 6.37. Let P ×GF F be a principal module over M. There exists a group
subbundle U ⊂ U(B) such that the restriction φ : U→ Ad P is a covering map.
Proof. Consider the subbundle E[i] := B[i] · E (i.e. the subbundle on which B[i] acts
non-trivially). Define the group subbundle
U := {u ∈ U(B) | detu[i] = 1 for all [i]},
where detu[i] denotes the fibrewise determinant of u[i] seen as an element of the
bundle End E[i]. Denote the rank of E[i] by N[i]. Since any element u ∈ U(B) can be
written as u = vw, where v ∈ U and w ∈ U(BJ) (just take w[i] =
(
detu[i]
) 1
N[i] idN[i]
and v = uw−1), we see that the image φ(U) is equal to the image φ(U(B)) = Ad P.
Let us calculate the kernel φx : Ux → (Ad P)x. Choose u ∈ Ux ∩ kerφx. Since u ∈
kerφx, each u[i] is diagonal. Because detu[i] = 1, we obtain that u[i] = λ[i]idN[i] ,
where λ[i] is anN[i]-th root of unity. Since there are only finitely many equivalence
classes [i], the group Ux ∩ kerφx is finite.
The condition for a map to be a covering map is of a local nature, so we can
assume that all bundles are globally trivial. In that case, it follows from the fact
that Ux ∩ kerφx is finite, that U→ Ad P is a covering map.
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Combining Proposition 6.37 with Corollary 6.36 and Theorem 6.9 immediately
yields the desired result:
Theorem 6.38. Let P×GF F be a principal module overM. IfM is simply connected, then
G(P×GF F) ' Γ∞(Ad P) ' G(P).
Remark 6.39. It follows from the above that for each element g of the gauge group
G(P×GF F), there exists a unitary section u ∈ U(B) with (fibre-wise) determinant
equal to 1, such that g = uJuJ∗. (As we will see in Lemma 6.46, we similarly
have that a gauge field is determined by an anti-hermitian section in u(B) with
(fibre-wise) trace equal to 0.) In this sense, the gauge group is unimodular by
default. This only holds for complex algebras B. For real algebras (including the
one describing the noncommutative Standard Model [Con96, Con06, CCM07]) one
needs to impose unimodularity by hand (see also [LS01] and references therein).
6.4 gauge modules
In Section 6.3.2 we introduced the notion of principal modules, and we observe
that these have an entirely geometric nature. In this section we introduce so-called
gauge modules, which are of a purely algebraic nature. We show that each gauge
module is in fact also a principal module, but unfortunately not all principal mod-
ules can be obtained from gauge modules.
Inspired by the standard form of finite spectral triples as described in The-
orem 6.24 and Remark 6.25, we introduce the following definition, which might
be considered an extension of Krajewski diagrams to the globally non-trivial case.
Definition 6.40. Let A := C∞(M). Suppose we are given a finite set of non-
degenerate hermitian finitely generated projective A-modules Ei (for i ∈ I =
{1, . . . , l}), and define the module algebras Bi := EndA(Ei). Take a multiset K con-
sisting of pairs in I× I such that the multiplicity of (i, j) is equal to the multiplicity
of (j, i), and such that the projection K → I on either of the factors is surjective.
Denote the multiplicity of the pair (i, j) by mij and write (iα, jα) (1 6 α 6 mij)
to distinguish the pairs in K that occur more than once (see also Theorem 6.24 for
this notation).
A gauge module (B,E, J) is of the form
B :=
⊕
i∈I
Bi, E :=
⊕
(i,j)∈K
Ei ⊗A Ej, J : Ei ⊗A Ej → Ej ⊗A Ei,
where J is of the same standard form as the finite operator JF in Theorem 6.24 (and
which depends on the value of J2 = ε = ±1, e.g. Jij(eiα ⊗ ejα) = εejα ⊗ eiα , for
eiα ⊗ ejα ∈ Eiα ⊗ Ejα if j < i).
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The assumption that the projection K → I is surjective ensures that the action
of B on E is faithful. From the Serre-Swan theorem [Swa62] we know that each
module Ei is given by the smooth sections of a vector bundle Ei →M. Because the
hermitian structure on Ei is non-degenerate, this yields a hermitian structure on Ei.
By Theorem 6.5 the module algebra Bi is given by the smooth sections of a unital
weak ∗-algebra bundle Bi → M. Since Bi = EndA(Ei) we obtain Bi = End(Ei).
The local triviality of Bi then follows from the local triviality of Ei, which means
that Bi is in fact a unital ∗-algebra bundle.
As mentioned in Remark 6.31, given a principal module P×GF F = (B,E, J) (but
not P itself), it is not possible to reconstruct P, unless we are given the equivalence
class ofG-atlases on the vector bundle E = P×GFHF. However, we will show below
that for gauge modules it is possible to uniquely reconstruct the corresponding
principal GF-bundle. The main distinctive feature of gauge modules is that the
vector bundle E decomposes as a direct sum of tensor products of hermitian vector
bundles Ei. To each Ei there uniquely (up to isomorphism) corresponds a principal
U(Ni)-bundle. From these principalU(Ni)-bundles we can subsequently construct
the corresponding principal GF-bundle P.
Proposition 6.41. Let (B,E, J) be a gauge module. Then:
1) there exist a real finite spectral triple F = (AF,HF, 0, JF) and a principal U(AF)-
bundle Q such that (B,E, J) = Q×U(AF) F;
2) there exists a principal GF-bundle P such that (B,E, J) = P×GF F.
Proof. 1) The gauge module (B,E, J) is constructed from a given set of hermitian
vector bundles Ei of rank Ni and the index (multi)sets I and K. By assump-
tion Bi = End(Ei), and so Bi has typical fibre MNi(C). We define
AF :=
⊕
i∈I
MNi(C), HF :=
⊕
(i,j)∈K
CNi ⊗CNj .
For each Ei, there is a principal U(Ni)-bundle Qi (which is unique up to iso-
morphism) such that Ei ' Qi ×U(Ni) CNi (see Example 3.8). Let (U,uiUV) be
a U(Ni)-atlas on Ei corresponding to local trivialisations of Qi. The trans-
ition functions ujUV of Ej are given by the right action of (u
j
UV)
∗ on CNj
(see Eq. (6.1)), which is implemented as (vi ⊗wj)(ujUV)∗ = JujUVJ∗(vi ⊗wj).
Hence we obtain transition functions for E of the form
gUV =
⊕
(i,j)∈K
uiUV ⊗ (ujUV)∗
op
=
⊕
(i,j)∈K
uiUVJu
j
UVJ
∗.
Writing uUV =
⊕
i∈I u
i
UV ∈ C∞(U ∩ V ,U(AF)), we see that gUV = uUVJuUVJ∗,
which lies in C∞(U∩ V ,GF). Since the uiUV are transition functions of Qi, we
see that the uUV are the transition functions of the principal U(AF)-bundle
Q := Q1 ×M · · · ×M Ql := {(q1, . . . ,ql) ∈ Q1 × · · · × Ql : pi1(q1) = · · · = pil(ql)}.
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Since the action of uUV on HF is given by gUV = uUVJuUVJ∗, we see that E '
Q×U(AF)HF as hermitian vector bundles. As conjugation by uUV coincides
with conjugation by gUV on the algebra AF, we also have B ' Q×U(AF) AF. It
is straightforward to check that J is invariant under conjugation by a trans-
ition function gUV , and hence it is simply of the form J = 1× JF. Since J is
an anti-unitary operator satisfying J2 = ε and the order-zero condition, it
follows that JF is a real structure on HF.
2) Given the principal U(AF)-bundle Q from the first part of this lemma, we
simply construct a principal GF-bundle as
P := Q×U(AF) GF,
where u ∈ U(AF) acts on GF as left multiplication by the element uJFuJ∗F.
The transition functions of P are given by gUV = uUVJuUVJ∗ ∈ C∞(U∩V ,GF).
It then straightforwardly follows that
P×GF HF ' (Q×U(AF) GF)×GF HF ' Q×U(AF)HF ' E,
and similarly we obtain P×GF AF ' B.
The above proposition shows that each gauge module is in fact a principal mod-
ule P×GF F (where we can uniquely reconstruct F and P), such that P can be lifted
to a principal U(AF)-bundle Q (which is unique up to isomorphism). We now show
the converse, namely that a principal module P×GF F with a lift τ : Q→ P uniquely
corresponds to a gauge module.
Proposition 6.42. Let P×GF F = (B,E, J) be a principal module, and suppose we have a
principal U(AF)-bundle Q that lifts P. Then Q naturally induces a gauge module structure
on (B,E, J).
Proof. As in Section 6.3.1, the real finite spectral triple F = (AF,HF, 0, JF) has a
decomposition of the form
AF =
⊕
i∈I
MNi(C), HF =
⊕
(i,j)∈K
CNi ⊗CNj .
Thus we have U(AF) = "i∈IU(Ni), and the principal U(AF)-bundle Q then decom-
poses as Q1 ×M · · · ×M Ql, where each Qi is a principal U(Ni)-bundle given by
Qi := Q×U(AF) U(Ni). We then construct
Bi := Q×U(AF)MNi(C) ' Qi ×U(Ni)MNi(C),
Ei := Q×U(AF) CNi ' Qi ×U(Ni) CNi ,
where U(AF) = "i∈IU(Ni) acts on CNi as left multiplication by the factor U(Ni),
and on MNi(C) as conjugation by U(Ni). The bundle Ei naturally inherits a her-
mitian structure from the standard inner product on CNi . Because Q lifts P, the
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bundles B and E corresponding to the principal module P×GF F are in fact of the
form
B := Q×U(AF) AF =
⊕
i∈I
Bi, E := Q×U(AF)HF =
⊕
(i,j)∈K
Ei ⊗ Ej.
Furthermore, as the transition functions of Bi are given by conjugation by the
transition functions of Ei, and as its fibre equals MNi(C) = End(C
Ni), it follows
that Bi = End(Ei) and Bi acts as such on E. Hence we have shown that the principal
module P×GF F is equal to the gauge module given by the modules Ei := Γ∞(Ei)
and the real structure J = 1× JF.
The previous two propositions then lead us to the main result of this section.
Theorem 6.43. A gauge module is characterised uniquely (up to isomorphism) by a prin-
cipal module P×GF F for which there exists a principal U(AF)-bundle Q that lifts P.
Proof. Given a gauge module, we have shown in Proposition 6.41 that we can
uniquely construct a real finite spectral triple F = (AF,HF, 0, JF), a principal GF-
bundle P, and a principal U(AF)-bundle Q that lifts P. Conversely, given such F,
P, and Q, Proposition 6.42 shows that P×GF F is in fact given by a gauge module.
These constructions are inverse to each other.
Remark 6.44. 1) If there exists a principal U(AF)-bundle Q that lifts P, then Q
is unique up to isomorphism, because each principal U(Ni)-bundle Qi is
unique up to isomorphism (cf. Example 3.8). (If M is non-compact however,
the principal bundles Qi need not be unique, and different lifts Q then give
rise to different gauge modules.)
2) Every globally trivial principal module, constructed from a finite spectral
triple F and the principal bundle P = M× GF, is in fact a gauge module,
with the lift Q =M×U(AF).
3) An example of a principal module that is (in general) not a gauge module
(except when for instance the underlying manifold is simply connected and
4-dimensional) is described in Section 6.6.1.
6.5 gauge theory
In this section we show how principal modules describe gauge theories on 4-
dimensional compact spin manifolds. First we will introduce a ‘mass matrix’.
Viewing the (now massive) principal module as an internal space and endowing it
with a (suitable) connection, we can then use it to construct an almost-commutative
manifold. Subsequently, we determine the inner fluctuations and provide an expli-
cit formula for the spectral action of this almost-commutative manifold. We end
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this section by stating our main result, namely that such an almost-commutative
manifold indeed describes a gauge theory in the sense of Definition 6.10.
6.5.1 Principal almost-commutative manifolds
Definition 6.45. Consider a principal module P×GF F = (B,E, JI) (from here on we
include a subscript I in order to differentiate between the different operators oc-
curring). In order to be able to describe massive gauge theories, we now introduce
a ‘mass matrix’
DI ∈ Γ∞(End(E)) ' EndA(E),
satisfying
DI = D
∗
I , DIJI = ε
′JIDI,
[
[DI,a], JbJ∗
]
= 0 ∀a,b ∈ B,
where the sign ε ′ (along with the signs ε, ε ′′ obtained through the finite spectral
triple F) is determined by the KO-dimension according to Table 1 of Definition 6.13.
We then call I∞P := (B,E,DI, JI) a massive principal module overM. We say I∞P is even
if there exists a grading operator ΓI on E such that DIΓI = −ΓIDI, ΓIJI = ε ′′JIΓI
and aΓI = ΓIa for all a ∈ B.
It is an immediate consequence of the definition that a massive principal module
over M is a real internal space over M. If (B,E, JI) is in fact a gauge module, we
shall call (B,E,DI, JI) a massive gauge module.
Let P×GF F be a principal module. Denote by gF the Lie algebra of the structure
group GF. Take a connection on P, i.e. for each local trivialisation (Ui,hi) of P we
have a (local) gF-valued 1-form ωi ∈ Ω1(Ui, gF) such that
ωj = g
−1
ij dgij + g
−1
ij ωigij
for all i, j such that Ui ∩Uj 6= ∅ (see Definition 3.6). These connection one-forms
yield a connection ∇ : E→ E⊗AΩ1(M) by defining locally (i.e. on local trivialisa-
tions (Ui,hi) of E that are induced by those of P) the expression
∇|Ui := h−1i ◦ (d+ωi) ◦ hi,
where d is the exterior derivative acting on the components of the local trivialisa-
tion. The transformation property of ωi ensures that ∇ is globally well-defined.
Connections on E of this form are also referred to as GF-compatible connections, or
simply GF-connections.
Consider the associated vector bundle ad P := P×ad gF, where ad is the adjoint
action of GF on gF. Since gF is (isomorphic to) the image of u(AF) in u(HF) under
the map t 7→ t+ JFtJ∗F, the bundle ad P is (isomorphic to) the image of u(B) in u(E)
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under the map τ : t 7→ t+ JItJ∗I . The kernel of this map is equal to the set of all
elements t ∈ u(B) satisfying t = −JItJ∗I = JIt∗J∗I , or equivalently,
ker τ = {t ∈ u(B) : tJI = JIt∗} = u(BJ).
Hence we see that ad P is isomophic to u(B)/u(BJ), and gF = u(AF)/u((AF)JF).
Lemma 6.46. The induced map τ : u(B)→ Γ∞(ad P) is surjective, and
Γ∞(ad P) ' u(B)/u(BJ).
Moreover, ad P is isomorphic to the subbundle
u = {t ∈ u(B) | Tr t[i] = 0 for all [i]}
of u(B), where Tr t[i] denotes the fibrewise trace of t[i] seen as an element of the bundle
End E[i], and u(B) = ker τ⊕ u, with ker τ = u(BJ).
Proof. Though the first two statements follow immediately from the exactness of
the Serre-Swan equivalence functor Γ∞, we prove them directly by showing that
ad P is isomorphic to the subbundle u (compare also Proposition 6.37). Indeed,
every t ∈ u(B) can be written as s + q, where s ∈ u and q ∈ u(BJ) (just take
q[i] =
1
N[i]
Tr(t[i]) · id[i] and s = t− q). Hence τ|u is surjective.
Suppose now that t ∈ ker τ|u. Because t ∈ ker τ, we obtain t[i] = λ[i]idN[i] ,
where λ[i] ∈ iR (see Proposition 6.26). Since t ∈ u, each of the t[i] is traceless.
Hence each of the λ[i] is zero, and consequently, the kernel of τ|u is trivial.
Lemma 6.47. Let P×GF F = (B,E, JI, ΓI) be an even principal module. Then any GF-
compatible connection ∇ on E commutes with the real structure JI (in the sense that
∇µJI = JI∇µ) and the grading ΓI.
Proof. It is sufficient to show that JF and ΓF commute with elements in gF. Any
element in gF is of the form t+ JFtJ∗F, with t ∈ u(AF). In particular, JF commutes
with these elements. Since ΓF commutes with elements in AF, and (anti-)commutes
with JF, the grading ΓF commutes with elements in gF, too.
If the principal module is obtained from a gauge module (B,E, JI), we can con-
struct such a GF-connection explicitly as follows. Consider the decomposition
E =
⊕
(i,j) Ei ⊗A Ej, and choose a hermitian connection ∇i on each Ei. We define
∇ :=
⊕
(i,j)
(
∇i ⊗ 1+ 1⊗∇j
)
,
where the conjugate connection ∇j is defined in Section 6.1.2. In order to see that
∇ corresponds to a connection on the principal bundle P, we first need to check
that its local connection one-forms take values in the Lie algebra gF. If (U,hiU) are
128 globally non-trivial almost-commutative manifolds
local trivialistions of Ei, we can write∇i|U =
(
hiU
)−1 ◦ (d+ωiU) ◦hiU for some local
connection one-forms ωiU ∈ Ω1(U, u(Ni)). The connection ∇ then locally has the
connection 1-form
ωU :=
⊕
(i,j)
(
ωiU ⊗ 1+ 1⊗ (ωjU
∗
)op
)
∈ Ω1(U,AF ⊗AopF ).
This ensures that [∇, ·] yields a connection on B⊗Bop, which preserves B and Bop.
Writing tU =
⊕
i∈Iω
i
U, we can write ωU = tU + JFtUJ∗F ∈ Ω1(U, gF). To verify that
ωU defines a connection on the principal GF-bundle P we need to show that ωU
transforms correctly under the GF-valued transition functions.
So, consider two neighbourhoods U and V such that U ∩ V 6= ∅, and let u ="i ui ∈ C∞(U∩V ,U(AF)) be a transition function for the principal U(AF)-bundle Q.
The corresponding transition function for the principal GF-bundle P is g := uJFuJ∗F.
Since the ωiU are connection forms on Ei, tU transforms as
tV =
⊕
i∈I
ωiV =
⊕
i∈I
(u∗iω
i
Uui + u
∗
idui) = u
∗tUu+ u∗du.
We then see that
ωV = tV + JFtVJ
∗
F = u
∗tUu+ u∗du+ JF(u∗tUu+ u∗du)J∗F
= u∗JFu∗J∗FtUuJFuJ
∗
F + JF(u
∗JFu∗J∗FtUuJFuJ
∗
F)J
∗
F
+ u∗JFu∗J∗F(du)JFuJ
∗
F + u
∗JFu∗J∗FuJF(du)J
∗
F
= g−1(tU + JFtUJ
∗
F)g+ g
−1dg = g−1ωUg+ g
−1dg.
Thus, U 7→ ωU indeed defines a GF-connection.
Proposition 6.48. Let (B,E, J) be a gauge module. A connection on E is of the form⊕
(i,j)
(
∇i ⊗ 1+ 1⊗∇j
)
if and only if it induces a connection on the principal U(AF)-
bundle Q from Proposition 6.41.
Proof. Consider a local trivialisation (U,hU) of P, and let ωU ∈ Ω1(U, u(AF)) be a
local connection form on Q, yielding a connection ∇ on E = Q×U(AF)HF. Since the
decomposition u(AF) =
⊕
i∈I u(Ni) is preserved by the action of U(AF), we can
write ωU =
⊕
i∈Iωi, where each ωi ∈ Ω1(U, u(Ni)) yields a connection ∇i on Ei.
For x ∈ U, the connection form ωU acts on (Ei ⊗ Ej)|x ' CNi ⊗CNj as
ωU(vi ⊗wj) = ωivi ⊗wj + vi ⊗wjω∗j ,
from which it follows that ∇ =⊕(i,j) (∇i ⊗ 1+ 1⊗∇j).
For the converse, consider a connection ∇ =⊕(i,j) (∇i ⊗ 1+ 1⊗∇j) on E. On
a local trivialisation (U,hU)i of Ei, each connection ∇i yields a local connection
form ωi ∈ Ω1(U, u(Ni)). Then ωU :=
⊕
i∈Iωi ∈ Ω1(U, u(AF)) is a connection
form on Q that induces ∇.
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Definition 6.49. Let I∞P = (B,E,DI, JI) be a massive principal module of KO-
dimension k over M, where M now has dimension 4. Let ∇ be a GF-compatible
connection on E . We construct the real almost-commutative manifold I∞P ×∇M as
in Definition 6.17. Since I∞P is now a massive principal module (instead of a more
general internal space), we will refer to I∞P ×∇M as a principal almost-commutative
manifold.
If I∞P is even with grading ΓI, we obtain a real even almost-commutative man-
ifold I∞P ×∇M. Since the connection ∇ is GF-compatible, it automatically com-
mutes with JI and ΓI (see Lemma 6.47). Moreover, the same condition implies that
the induced connection [∇, ·] on End E restricts to B. It then follows from Proposi-
tion 6.18 that I∞P ×∇M is a real even spectral triple of KO-dimension 4+ k (mod
8).
We continue in the remainder of this section, as in the usual approach for glob-
ally trivial almost-commutative manifolds (see [Con96, Con06, CCM07] or the re-
view [DS12]), by generating the gauge fields and Higgs fields via inner fluctu-
ations, and subsequently calculating the spectral action.
6.5.2 Inner fluctuations
Let (B,H,D) be a spectral triple. We consider the generalised one-forms given by
Ω1D(B) :=
{∑
j
aj[D,bj]
∣∣ aj,bj ∈ B},
where the sums must converge in norm. For the canonical triple (A,L2(S), /D) of
a spin manifold M, the generalised one-forms Ω1/D(A) are simply given by the
Clifford multiplication c of the usual one-forms Ω1(M). To be precise, for smooth
functions f1, f2 ∈ A, we obtain f1[ /D, f2] = f1c(df2).
Definition 6.50. Let (B,H,D, J) be a real spectral triple. An inner fluctuation of the
operator D is a self-adjoint element A = A∗ ∈ Ω1D(B). Such an inner fluctuation
yields the fluctuated operator
DA := D+A+ ε
′JAJ∗,
where the sign ε ′ = ±1 is determined by the KO-dimension of the spectral triple
(see Definition 6.13).
For the remainder of this chapter, we again assume that the dimension of M
is equal to 4. We would like to show that, for a principal almost-commutative
manifold, these inner fluctuations yield gauge fields and scalar fields (the latter
are interpreted as Higgs fields in the noncommutative Standard Model). The inner
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fluctuations of the twisted Dirac operator /DE := 1⊗∇ /D are (sums of) elements of
the form
a[ /DE,b] = (1⊗ c) ◦ (a[∇,b]⊗ 1),
for a,b ∈ B, where c denotes Clifford multiplication. The fact that ∇ is a GF-
compatible connection ensures that a[∇,b] ∈ B⊗AΩ1(M) ' Ω1(M, B). Requiring
that a[ /DE,b] is self-adjoint then implies that a[∇,b] ∈ Ω1(M, u(B)), where u(B)
contains the anti-hermitian elements of B. An arbitrary inner fluctuation of /DE is
thus given by
α :=
∑
j
aj[∇,bj] ∈ Ω1(M, u(B)).
We can then write Ja[ /DE,b]J∗ = (1⊗ c) ◦ (JIαJ∗I ⊗ 1), and consequently we have
a[ /DE,b] + Ja[ /DE,b]J∗ = (1⊗ c) ◦ ((α+ JIαJ∗I)⊗ 1).
The inner fluctuations of the operator DI ⊗ ΓM are of the form φ⊗ ΓM, where
φ = φ∗ :=
∑
j
aj[DI,bj] ∈ Γ∞(End(E)).
Proposition 6.51. The fluctuated Dirac operator DA := D+A+ JAJ∗ for a real even
almost-commutative manifold is of the form
DA = 1⊗∇ ′ /D+Φ⊗ ΓM,
for a new connection ∇ ′ := ∇+ β (where β ∈ Ω1(M, ad P)) and for the ‘Higgs field’
Φ = Φ∗ := DI +φ+ JIφJ∗I ∈ Γ∞(End(E)) (where φ = φ∗ :=∑j aj[DI,bj]).
Proof. The element β = α+ JIαJ∗I is an ad P-valued 1-form on M (see Lemma 6.46).
Noting that ε ′ = 1 by assumption, the statement follows straightforwardly.
The construction of I∞P ×∇M explicitly uses the choice of a connection ∇. How-
ever, we now show that this choice is irrelevant once we take the inner fluctuations
into account. We need the following lemma.
Lemma 6.52. Let B → M be a unital ∗-algebra bundle, and let ∇˜ be a connection on
B = Γ∞(B) such that ∇˜(1) = 0, where 1 denotes the identity section. Write A = C∞(M).
Then {∑
j
aj∇˜(bj)
∣∣ aj,bj ∈ B} = B⊗AΩ1(M) ' Ω1(M, B). (6.5)
Consequently, the anti-hermitian elements in
{∑
j aj∇˜(bj) | aj,bj ∈ B
}
form the space
of u(B)-valued one-forms Ω1(M, u(B)).
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Proof. Since ∇˜(b) ∈ B⊗AΩ1(M), the left hand side of Eq. (6.5) is clearly contained
in the right hand side of Eq. (6.5). For the converse inclusion, first suppose that
both aj and bj are in A ⊂ Z(B). In that case,{∑
j
fj∇˜(gj IdB)
∣∣ fj,gj ∈ A} ' {∑
j
fjdgj
∣∣ fj,gj ∈ A} = Ω1(M).
It follows from this that{∑
j
aj∇˜(gj1)
∣∣ aj ∈ B,gj ∈ A} = B⊗AΩ1(M).
Of course, the left-hand side is contained in
{∑
j aj∇˜(bj) | aj,bj ∈ B
}
, which
proves the other inclusion.
Proposition 6.53. Let P×GF F = (B,E, JI) be a principal module over M (for simplicity
we consider here the massless case DI = 0) with two (GF-compatible) connections ∇ and
∇ ′. Then 1⊗∇ ′ /D is obtained as an inner fluctuation of 1⊗∇ /D.
Proof. The difference between the two connections β := ∇ ′ −∇ is an element
in Ω1(M, ad P). By Lemma 6.46 we know that there exists a (unique) element
α ∈ Ω1(M, u) ⊂ Ω1(M, u(B)) such that β = α+ JIαJ∗I . The connection ∇˜ = [∇, ·]
on End(E) restricts to a connection on B, and satisfies ∇˜(1) = 0. Lemma 6.52 now
implies that β is obtained as an inner fluctuation.
Remark 6.54. We have seen that considering inner fluctuations of the Dirac oper-
ator essentially replaces the GF-connection ∇ (chosen in the construction of the
almost-commutative manifold I∞P ×∇M) by a different (arbitrary) GF-connection
∇ ′. Therefore, after taking into account the inner fluctuations, our construction of
principal almost-commutative manifolds becomes independent of the initial choice
of the connection ∇. However, we also note that the endomorphisms Φ obtained
through inner fluctuations in general remain dependent on the initial choice of DI.
6.5.3 The spectral action
As mentioned immediately below Definition 6.10, the dynamics of a gauge theory
can be obtained from a gauge-invariant action functional. In the case of almost-
commutative manifolds, such an action functional can be formulated in terms of
the spectral triple.
Let us first recall the definitions of the bosonic and fermionic action function-
als for an arbitrary spectral triple T = (A,H,D). The bosonic part of the action
functional is given by the spectral action [CC97], defined as
Sb(T) := Tr
(
f
(
DA
Λ
))
.
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Here Tr denotes the operator trace on B(H), DA is the fluctuated Dirac operator,
f : R→ R is some positive even function, and Λ ∈ R is a (large) cut-off parameter.
The function f is assumed to decay sufficiently rapidly at infinity so that the trace
of f(DA/Λ) exists. In particular, f could be considered as a smooth approximation
to a cut-off function (and as such it counts the number of eigenvalues of DA
whose absolute values are smaller than Λ), but this viewpoint is not necessary for
the following.
If the spectral triple is even (with grading Γ ) and has a real structure J of KO-
dimension 2, the fermionic action [Con06] is defined as
Sf(T) :=
1
2
〈
Jξ˜ | DAξ˜
〉
,
where ξ˜ is the Grassmann variable corresponding to a vector ξ ∈ H+ (i.e. Γξ = ξ).
We quote the following well-known result.
Proposition 6.55 (see e.g. [DS12, §2.6.1]). For a real spectral triple T = (A,H,D, J, Γ),
the action functionals Sb(T) and Sf(T) (the latter only defined in KO-dimension 2) are
invariant under the action of the gauge group G(T).
We now provide explicit formulas for the spectral action of principal almost-
commutative manifolds (formulas for the fermionic action will only be given for
the example of electrodynamics in Section 6.6.2). The spectral action was calcu-
lated in [Con06, CCM07] for the product triple M × F, where F was chosen in
order to describe the full Standard Model of elementary particle physics. In the
remainder of this section we largely follow the notation of [DS12], where also
detailed derivations of the formulas provided here can be found.
For the canonical triple (C∞(M),L2(S), /D) of a smooth compact 4-dimensional
Riemannian spin manifold M, the spectral action yields the asymptotic formula
Sb(M) ∼Λ→∞
∫
M
LM(gµν)
√
|g|d4x+O(Λ−1),
where g is the Riemannian metric on M. The Lagrangian LM is given by
LM(gµν) :=
f4Λ
4
2pi2
−
f2Λ
2
24pi2
s+
f(0)
16pi2
( 1
30
∆s−
1
20
CµνρσC
µνρσ +
11
360
R∗R∗
)
. (6.6)
Here s denotes the scalar curvature of M, ∆ is the scalar Laplacian, C is the Weyl
curvature, and R∗R∗ is a topological term, which integrates to (a multiple of) the
Euler characteristic (see e.g. [Nak03, §11.4]). The coefficients fk (for k > 0) are the
moments of f, defined as
fk :=
∫∞
0
f(t)tk−1dt.
We now provide the spectral action for a principal almost-commutative mani-
fold. As all calculations are local, the result is exactly the same as for the spectral
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action of a product triple M× F, and we refer to [DS12] for the detailed calcula-
tions.
In Proposition 6.51 we saw that the fluctuated Dirac operator is determined by a
connection∇ ′ = ∇+β and an endomorphismΦ on E. From here on we shall work
on a local trivialisation (U,hU), where we can write∇|U = h−1U ◦ (d+ωU) ◦hU, and
define the local gF-valued 1-form B := ωU+hU ◦β|U ◦h−1U ∈ Ω1(U, gF) (for ease of
notation we do not make the dependence of B on the local chart U explicit). Thus
B is the local connection form for ∇ ′. Using a local coordinate basis ∂µ, we define
Bµ := B(∂µ) ∈ C∞(U, gF). We omit the local trivialisation hU from our notation, so
we write e.g. ∇ ′µ = ∂µ +Bµ. Furthermore, we introduce the notation
DµΦ := [∇ ′µ,Φ] = ∂µΦ+ [Bµ,Φ], Fµν := ∂µBν − ∂νBµ + [Bµ,Bν].
Proposition 6.56. For a principal almost-commutative manifold I∞P ×∇M, the spectral
action is asymptotically given by the local formula
Sb(I
∞
P ×∇M) ∼Λ→∞
∫
M
L(gµν,Bµ,Φ)
√
|g|d4x+O(Λ−1),
for
L(gµν,Bµ,Φ) := NLM(gµν) +LB(gµν,Bµ) +LH(gµν,Bµ,Φ).
Here LM(gµν) is given in Eq. (6.6), and N is the rank of E. The Lagrangian LB gives the
kinetic term of the gauge field and equals
LB(gµν,Bµ) :=
f(0)
24pi2
tr(FµνFµν),
where tr denotes the fibre-wise trace for endomorphisms on the bundle E⊗ S. Finally, we
have the Higgs Lagrangian LH given by
LH(gµν,Bµ,Φ) := −
2f2Λ
2
4pi2
tr(Φ2) +
f(0)
8pi2
(
tr(Φ4) +
1
3
∆
(
tr(Φ2)
)
+
1
6
s tr(Φ2) + tr
(
(DµΦ)(D
µΦ)
))
,
where the first two terms form the Higgs potential, the third is a boundary term, the
fourth couples the Higgs field to the scalar curvature, and finally we have the kinetic term
including interactions with the gauge field.
Remark 6.57. Although the above explicit formulas for the spectral action are ex-
actly the same as for a product triple M× F, there can nonetheless be a significant
difference, because the constant matrix DF is replaced by a global endomorphism
DI. For a product triple M× F, the inner fluctuations of ΓM ⊗DF also lead to
global endomorphisms of the form ΓM ⊗Φ, where Φ ∈ Γ∞(End(E)) (though this
Φ would be more restricted than in our construction). However, there may be
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components of DF that are not affected by inner fluctuations, and hence remain
constant (this occurs for instance for the Majorana masses of right-handed neutri-
nos in the case of the noncommutative Standard Model [CCM07]). In the case of a
principal almost-commutative manifold, these components could be non-constant
from the start. Hence, compared to the case of product triples, derivatives of the
field Φ might contain additional terms. This difference is not yet visible in the
general formulas above, but it may have consequences once we look at concrete
examples (see Remark 6.62).
6.5.4 Gauge theory
The results of this section can be summarised into the main result of this chapter.
Theorem 6.58. Let M be a smooth compact 4-dimensional Riemannian spin manifold.
Consider a massive even principal module I∞P = (B,E,DI, ΓI, JI) of KO-dimension k
over M. Let ∇ be a GF-compatible connection on E. If M is simply connected, then
the principal almost-commutative manifold I∞P ×∇M of KO-dimension 4 + k (mod 8)
describes a classical gauge theory over M with gauge group G(I∞P ×∇M).
Proof. The principal module I∞P is constructed from a principal GF-bundle P over
M, such that B and E are given by smooth sections of bundles associated to P. By
assumption M is simply connected, so it follows from Theorem 6.38 that we have
the isomorphism G(I∞P ×∇M) ' G(P). We have seen in Section 6.5.2 that the inner
fluctuations transform a GF-compatible connection on E to another GF-compatible
connection, which hence corresponds to a connection on P (and by Proposition 6.53
any connection on P can be obtained in this way). Finally, the spectral action
and the fermionic action provide a gauge-invariant action functional (see Propos-
ition 6.55). Thus the principal almost-commutative manifold I∞P ×∇M provides
all the necessary ingredients for a classical gauge theory over M, as described in
Definition 6.10.
6.6 examples
In this section we adapt two simple examples of (globally trivial) gauge theories
in the context of noncommutative geometry to the globally non-trivial case. In
each example, we assume (as before) that the underlying manifold M is a smooth
compact 4-dimensional Riemannian spin manifold.
In Section 6.6.1 we describe the Yang-Mills case that was studied in [BS11], and
provided the motivation for this work. In particular, we show that the Yang-Mills
case provides examples of principal modules that cannot be described by gauge
modules. In Section 6.6.2 we discuss the abelian gauge theory of electrodynamics,
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based on the (globally trivial) description in [DS13]. We will describe the result-
ing (globally non-trivial) gauge theory, and provide explicit formulas for both the
spectral action and the fermionic action.
6.6.1 Yang-Mills
Globally trivial Yang-Mills theory was already studied in the setting of spectral
triples by Chamseddine and Connes [CC97]. It is described by the (real, even)
finite spectral triple
FYM := (MN(C),MN(C),DF = 0, JF = (·)∗, ΓF = id),
where the algebra MN(C) acts on the Hilbert space MN(C) by left-multiplication.
The KO-dimension of this spectral triple is 0 and the structure group GF is equal
to PSU(N).
This has been generalised to the globally non-trivial case in [BS11]. Let B → M
be an arbitrary ∗-algebra bundle with fibre MN(C), and let B = Γ∞(B) be its unital,
involutive C∞(M)-module algebra of sections. We consider the real even internal
space
I∞YM := (B,B,DI = 0, JI = (·)∗, ΓI = id).
For a general principal module P×GF F we do not know how to reconstruct the
principal bundle P from the module. However, in the Yang-Mills case we do.
Lemma 6.59. There exists a principal PSU(N)-bundle P → M (unique up to isomorph-
ism) such that I∞YM ' P×PSU(N) FYM.
Proof. The transition functions of the ∗-algebra bundle B take values in the group
Aut(MN(C)) ' PSU(N) (where PSU(N) acts on MN(C) by conjugation). Hence
by Theorem 3.5 we can reconstruct a principal PSU(N)-bundle P such that B '
P×PSU(N)MN(C). Since PSU(N) is the full automorphism group of the fibre, the
bundle P is uniquely defined.
Remark 6.60. Note that I∞YM will in general not be a gauge module. If this were the
case, the structure group PSU(N) of B could be lifted to U(N) by Proposition 6.41.
This is only possible if the Dixmier-Douady class δ(B) ∈ Hˇ3(M,Z) is identically
zero (see e.g. [RW98, Ch.5] or [Sch09] for more details on Dixmier-Douady classes),
which is equivalent to saying that B is an endomorphism bundle (note that this
is consistent with the condition Bi = End(Ei) in Definition 6.40). However, not
every ∗-algebra bundle with fibre MN(C) has zero Dixmier-Douady class (see e.g.
[Sch09]), so this example shows that there exist principal modules that are not
gauge modules. However, in our description of gauge theories in Section 6.5 we
have restricted our attention to simply connected, 4-dimensional manifolds, and it
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turns out that in this case the Dixmier-Douady class always vanishes (as we will
prove next). It is unclear if there exist other examples of principal modules that
are not gauge modules.
Proposition 6.61. Let B be a ∗-algebra bundle with fibreMN(C) over a simply connected,
4-dimensional, oriented, compact manifold M. Then the Dixmier-Douady class of B is
identically zero.
Proof. Since M is simply connected, its fundamental group is trivial, and hence
(see e.g. [Hat02, Theorem 2.A.1]) the first singular homology group H1(M,Z) is
trivial. By Poincaré duality (see e.g. [Hat02, Proposition 3.25 & Theorem 3.30])
it then follows that the third cohomology group H3(M,Z) is also trivial. The
Dixmier-Douady class by definition takes values in the third Cˇech cohomology
group Hˇ3(M,Z). Since for compact manifolds these cohomology groups are equal,
it follows that Hˇ3(M,Z) is trivial and hence that the Dixmier-Douady class of B
must vanish.
A connection ∇ : B → B⊗A Ω1(M) is PSU(N)-compatible (cf. Section 6.5.1) if
and only if it satisfies the algebraic identities (see [BS11, §3.2])
∇(ab) = ∇(a)b+ a∇(b), (∇a)∗ = ∇(a∗), ∀a,b ∈ B.
Such a connection thus corresponds to a connection form ω on P. If we pick
any such connection, we can then consider the (principal) almost-commutative
manifold
I∞YM ×∇M := (Γ∞(B),L2(B⊗ S), /DB, JI ⊗ JM, ΓI ⊗ ΓM).
If M is simply connected, G(I∞YM ×∇M) is isomorphic to G(P), and I∞YM ×∇M
describes a PSU(N) gauge theory (P,ω) over M. We denote the local connection
form of ∇ by Bµ, and its curvature tensor by Fµν. From Proposition 6.56 we find
that the spectral action yields the Lagrangian
L(gµν,Bµ) = N2LM(gµν) +LYM(gµν,Bµ),
where the Yang-Mills Lagrangian is given (up to a normalisation constant) by the
usual expression:
LYM(gµν,Bµ) :=
f(0)
24pi2
tr(FµνFµν).
6.6.2 Electrodynamics
The example of (globally trivial) electrodynamics in the context of noncommut-
ative geometry appeared in [DS13]. Here we describe its generalisation to the
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globally non-trivial case. The finite spectral triple for electrodynamics is given by
[DS13]
FED := (C
2,C4,DF, ΓF, JF).
We shall generalise this finite triple to a massive even gauge module I∞ED over M.
First, we set the algebra B to be of the form
B := A⊕A = C∞(M)⊕C∞(M).
Let L be a complex line bundle over M, with a given hermitian structure, so that
its structure group is U(1). We shall take two identical copies of this line bundle,
which we denote by EL and ER, with smooth sections EL = Γ∞(EL) and ER =
Γ∞(ER). Then the B-A-bimodule E is defined as
E := (EL ⊕ ER)⊕ (EL ⊕ ER),
where the first component of B acts on EL ⊕ ER, and the second component acts
on its conjugate. The grading is defined as ΓI := 1⊕ (−1)⊕ (−1)⊕ 1 with respect
to this decomposition. The real structure JI is the anti-linear map EL,R 7→ EL,R and
EL,R 7→ EL,R of KO-dimension 6 (see Definition 6.13). We then have the subalgebra
BJ ' A ⊂ B, where the inclusion is given by a 7→ a⊕ a. Imposing all conditions
in Definition 6.45, the ‘mass matrix’ DI is restricted to be of the form
DI :=

0 d 0 0
d 0 0 0
0 0 0 d
0 0 d 0
 ,
where d ∈ C∞(M) (see [DS13, §4.1.1]).
Remark 6.62. In order to interpret d as a mass parameter, it would have to be
given by a single real-valued parameter. For this reason we restrict ourselves to
the case d = −im (see [DS13, Remark 4.4]). We stress here that in general (as
mentioned in Remark 6.15) the mass m is not a fixed parameter, but a function
on M (although it can be chosen to be constant). In other words, our framework
allows the mass of a particle to vary from point to point in M, so essentially the
Yukuwa mass parameter is replaced by a Yukawa field. This could of course have
significant physical implications, which we intend to study in future work.
The module I∞ED = (B,E,DI, ΓI, JI) defined in this way is in fact a massive even
gauge module. To be precise, if we write E1 := Γ∞(L) = EL = ER and E2 := A,
then we have B1 = EndA(E1) = Γ∞(L⊗ L∗) ' A and also B2 ' A. Furthermore,
the module E can be written as
E '
⊕
(i,j)∈K
Ei ⊗A Ej, K :=
{
(1, 2), (1, 2), (2, 1), (2, 1)
}
.
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The hermitian structure on L determines a class of transition functions of L tak-
ing values in U(1), so using Theorem 3.5 we can uniquely reconstruct a principal
U(1)-bundle P, and we have I∞ED ' P×U(1) FED as massless modules (i.e. ignoring
the mass matrices DF and DI).
Proposition 6.63. The gauge group is given by
G(I∞ED) ' U(B)/U(BJ) ' Γ∞(Ad P) ' C∞(M,U(1)).
Proof. Note that the group bundle Ad P 'M×U(1) is globally trivial, because the
structure group U(1) is abelian. As in Section 6.3.3, the main thing to prove is the
surjectivity of the map φ∗ : U(B) → Γ∞(Ad P), which is given by φ∗(u) = uJuJ∗.
But for u = (u1,u2) ∈ U(B), this map is given by
(u1,u2) 7→
u1u∗2 0
0 u2u
∗
1
 ,
so φ∗(u1,u2) can be identified with u1u∗2. Hence each section v ∈ Γ∞(Ad P) '
C∞(M,U(1)) is the image of (v, 1) ∈ U(B).
Remark 6.64. Note that in this particular example it is not necessary to require
that M is simply connected, as we did in the general case (see Theorem 6.38).
An element λ ∈ G(I∞ED) acts on EL ⊕ ER as multiplication by λ, and acts on
EL ⊕ ER as multiplication by λ.
Pick a connection ∇L on L, and let the connection ∇ on E be given by
∇ := ∇L ⊕∇L ⊕∇L ⊕∇L.
On a local trivialisation (say on a neighbourhood U), the connection ∇L is determ-
ined by a local connection form ωLU ∈ Ω1(U, iR), where iR is the Lie algebra of
U(1). For the connection ∇ on E this yields the connection form
ωU = ω
L
U ⊕ωLU ⊕ωLU ⊕ωLU = ωLU (1⊕ 1⊕ (−1)⊕ (−1)) ,
where the last equality follows because the action of ωLU is given by (right) multi-
plication with ωLU
∗
= −ωLU.
Now consider the almost-commutative manifold I∞ED ×∇M of KO-dimension 2,
which (by Theorem 6.58) describes a U(1)-gauge theory over M. Taking inner
fluctuations simply amounts to choosing a different connection ∇L (see Proposi-
tion 6.53), while there is no Higgs field (because DI commutes with B). Hence
we ignore these inner fluctuations, and simply consider the local gauge field
Aµ := ω
L
U(∂µ), on some coordinate basis ∂µ. Its curvature is defined as Fµν :=
∂µAν − ∂νAµ. From Proposition 6.56 (see also [DS13, Proposition 4.2]) we find
that the spectral action for I∞ED ×∇M is asymptotically given by the local formula
Sb(I
∞
ED ×∇M) ∼Λ→∞
∫
M
L(gµν,Aµ,m)
√
|g|d4x+O(Λ−1),
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for
L(gµν,Aµ,m) := 4LM(gµν) +LA(gµν,Aµ) +LH(gµν,m).
Here LM(gµν) is the Lagrangian (6.6), and LH(gµν,m) yields additional terms
depending on the mass m and the scalar curvature s:
LH(gµν,m) := −
2f2Λ
2m2
pi2
+
f(0)m4
2pi2
+
f(0)m2s
12pi2
.
The Lagrangian for the gauge field is given by
LA(gµν,Aµ) :=
f(0)
6pi2
FµνF
µν.
The interaction of the U(1) gauge field with the fermions is described by the
fermionic action, and is given by (see [DS13, Proposition 4.3 and Theorem 4.5])
Sf(I
∞
ED ×∇M) =
∫
M
Lf(gµν,Aµ,m)
√
|g|d4x,
for the Lagrangian
Lf(gµν,Aµ,m) :=
(
JMχ˜
∣∣ (γµ(∇Sµ −Aµ) + im)ψ˜),
where χ and ψ are two Dirac spinors in L2(S). We summarise this as follows:
Proposition 6.65. The total Lagrangian for I∞ED ×∇M is given by a gravitational part
Lgrav(gµν,m) := 4LM(gµν) +LH(gµν,m),
and a part for electrodynamics
LED(gµν,Aµ,m) :=
(
JMχ˜
∣∣ (γµ(∇Sµ −Aµ) + im)ψ˜)+ f(0)6pi2 FµνFµν.
Remark 6.66. The fermionic part Lf of the Lagrangian does not exactly corres-
pond to the correct physical Lagrangian for electrodynamics (as given in e.g. [PS95,
§4.1]). First of all, we have assumed throughout this chapter that M is a Riemann-
ian manifold, while in reality space-time is a Lorentzian manifold. Second, the
fermionic action uses the charge conjugation operator JM, which in reality should
not be there. We will propose an alternative for the fermionic action in Chapter 7,
and we show in Section 7.4 that for electrodynamics this alternative does give
exactly the correct (fermionic part of the) Lagrangian.

7
K R E I N S P E C T R A L T R I P L E S & T H E F E R M I O N I C A C T I O N
In this chapter we define Krein spectral triples, in which the notion of spectral triples
is generalised from Hilbert spaces to Krein spaces. The main motivation is the fact
that the spinors on a pseudo-Riemannian manifold naturally give rise to a Krein
space (as discussed in Section 3.3.3). Thus, to obtain a physical description of
spinor fields on space-time, it is more natural to work with Krein spaces instead
of Hilbert spaces.
As we described in Section 1.2.3, so-called almost-commutative manifolds can be
used to describe gauge theories, and therefore to obtain models of particle physics.
For a suitably chosen almost-commutative manifold, one obtains the full Stand-
ard Model of high energy physics, including the Higgs mechanism and neutrino
mixing [Con96, Con06, CCM07]. This description of gauge theories relies on two
action functionals which allow to derive the Lagrangian of the theory: the spec-
tral action [CC97] and the fermionic action [Con06]. As described in Section 6.5.3,
the spectral action yields the bosonic part of the Lagrangian, while the fermionic
action yields (of course) the fermionic part.
Both of these action functionals however rely on the Riemannian signature of the
manifold. In this chapter we will describe a Lorentzian alternative to the fermionic
action, which we call the Krein action. While the Lagrangian obtained from the
original formulation of the fermionic action closely resembles (term by term) the
physical Lagrangian, a comparison of the fermionic action of [Con06] with the
physical Lagrangian still shows three discrepancies:
1) the fermionic action is given in Riemannian signature, while physical space-
time has Lorentzian signature;
2) the fermionic action is defined by using the real structure (the ‘charge con-
jugation operator’), but (except for possible Majorana mass terms) the charge
conjugation operator should not be present in the physical Lagrangian;
3) the fermionic action is not automatically real-valued.
Our alternative Krein action is closer in spirit to [Bar07], where the emphasis is
also put on the Lorentzian signature. We will show that our Krein action resolves
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the above problems, and recovers exactly the correct physical Lagrangian of the
model under consideration. We will calculate this Lagrangian explicitly for the
cases of electrodynamics, electro-weak theory, and the Standard Model.
7.1 krein spectral triples
Let H be a Krein space with the indefinite inner product 〈·|·〉. A fundamental
symmetry J is a self-adjoint unitary operator J : H → H such that (1 + J)H is
positive-definite and (1− J)H is negative-definite. We denote by HJ the corres-
ponding Hilbert space for the positive-definite inner product 〈·|·〉J := 〈J · |·〉.
For an operator T , we will denote by T+ the Krein-adjoint (i.e., the adjoint oper-
ator with respect to the Krein inner product 〈·|·〉). By the adjoint T∗ we will mean
the usual adjoint in the Hilbert space HJ (i.e., with respect to the positive-definite
inner product 〈·|·〉J). These adjoints are related via T+ = JT∗J. For a detailed
introduction to Krein spaces, we refer to [Bog74].
Definition 7.1. A Krein space H with fundamental symmetry J is called Z2-graded
if HJ is Z2-graded and J is homogeneous.
The assumption that HJ is Z2-graded (see also Section 2.1) means we have a
decomposition H0 ⊕H1, and that this decomposition is respected by the positive-
definite inner product 〈·|·〉J (which means that 〈ψ0|ψ1〉J = 0 for all ψ0 ∈ H0 and
ψ1 ∈ H1). The bounded operators B(H) then also decompose into even operators
B0(H) and odd operators B1(H). The assumption that the fundamental symmetry
J is homogeneous means that J is either even or odd. If J is odd, it implements
a unitary isomorphism H0 ' H1. Given the decomposition H0 ⊕H1, we have a
(self-adjoint, unitary) grading operator Γ which acts as (−1)j on Hj (for j ∈ Z2). If
J is odd, we note that Γ is Krein-anti-self-adjoint (indeed, Γ+ = JΓJ = −ΓJ2 = −Γ ).
The following definition aims to adapt the notion of spectral triple to Krein
spaces. Similar approaches for such an adaptation have been given in [PS06, Str06].
Our definition is similar to the notion of indefinite spectral triple from Defini-
tion 5.1, except for the addition of the fundamental symmetry, and the replacement
of the conditions on ReD and ImD by the Krein-self-adjointness of D. Note that
the assumption that D is Krein-self-adjoint means we have DomD∗ = DomDJ =
J · DomD, and one can also check that the ‘combined graph norm’ 〈·|·〉D,D∗ is
identical to 〈·|·〉DJ,JD on DomD ∩DomD∗ = DomD ∩ J ·DomD. We will focus
only on the even case; the odd case is defined similarly by removing the Z2-
grading.
Definition 7.2. An even Krein spectral triple (A, piH,D, J) consists of
• a Z2-graded Krein space H;
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• a trivially graded ∗-algebra A along with an even ∗-algebra representation
pi : A→ B0(H);
• a fundamental symmetry J (satisfying J∗ = J and J2 = 1) which commutes
with the algebra A and which is either even or odd;
• a densely defined, closed, odd operator D : DomD→ H such that:
1) there exists a linear subspace E ⊂ DomD ∩ J ·DomD which is dense
with respect to ‖ · ‖DJ,JD, and which is a core for D;
2) the operator D is essentially Krein-self-adjoint on E (or, equivalently,
JD : DomD→ HJ is essentially self-adjoint);
3) we have the inclusion pi(A) · E ⊂ DomD ∩ J ·DomD, and the commut-
ator [D,pi(a)] is bounded on E for each a ∈ A;
4) the map pi(a) ◦ ι : DomD ∩ J ·DomD ↪→ H → H is compact for each
a ∈ A, where ι : DomD∩ J ·DomD ↪→ H denotes the natural inclusion
map, and DomD ∩ J ·DomD is considered as a Hilbert space with the
inner product 〈·|·〉DJ,JD.
We say an even Krein spectral triple (A, piH,D, J) is of Lorentz-type when J is odd.
As follows from the next proposition, the assumption that J is odd actually
just captures the fact that the number t of time dimensions is odd; it does not
necessarily imply that t = 1 (as was noted already in [PS06, page 5]).
Proposition 7.3. Let (M,g) be an even-dimensional time- and space-oriented pseudo-Rie-
mannian spin manifold of signature (t, s), and let r be a spacelike reflection, such that the
associated Riemannian metric gr is complete (as in Assumption 3.16). Then we obtain an
even Krein spectral triple (
C∞c (M),L2(S), it /D, JM) ,
with grading operator ΓM. If t is odd, the triple is a Lorentz-type spectral triple.
Proof. We know from Proposition 5.18 that the triple (C∞c (M),L2(S), it /D) satisfies
conditions 1), 3), and 4) of Definition 7.2. Condition 2) follows from Theorem 3.17.
Since M is even-dimensional, we have from Section 3.3.4 a grading operator ΓM
which satisfies the relation ΓMJM = (−1)tJMΓM. This implies that we have a
Lorentz-type spectral triple if and only if t is odd.
7.1.1 The Krein action
A quadratic form on a Krein space H is a sesquilinear map q : Domq×Domq→ C
(conjugate-linear in the first variable and linear in the second variable), where the
form domain Domq is a dense linear subspace of H. If q(ψ1,ψ2) = q(ψ2,ψ1) for all
ψ1,ψ2 ∈ H we say that q is symmetric. If H = H0⊕H1 isZ2-graded (and we think
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of C as being trivially graded), then we say that q is Z2-graded if q(ψ0,ψ1) = 0 for
any ψ0 ∈ H0 ∩Domq and ψ1 ∈ H1 ∩Domq.
Proposition 7.4. Let (A,H,D, J) be an even Krein spectral triple. Then
F(ψ1,ψ2) := 〈ψ1|Dψ2〉 = 〈Jψ1|Dψ2〉J
defines a symmetric quadratic form F with form domain DomF = DomD. Moreover, if
the Krein spectral triple is of Lorentz-type, then F is Z2-graded.
Proof. Sesquilinearity is immediate from the definition, and using the Krein-self-
adjointness of D we also find symmetry:
〈ψ1|Dψ2〉 = 〈Dψ2|ψ1〉 = 〈ψ2|Dψ1〉.
If the triple is of Lorentz-type, then the grading operator Γ is Krein-anti-self-adjoint.
For ψ0 ∈ H0 and ψ1 ∈ H1 we then find that
〈ψ0|Dψ1〉 = 〈Γψ0|Dψ1〉 = −〈ψ0|ΓDψ1〉 = 〈ψ0|DΓψ1〉 = −〈ψ0|Dψ1〉.
Definition 7.5 (Krein action). Let (A,H,D, J) be a Lorentz-type spectral triple. We
define the Krein action SK to be the functional
SK[ψ] := F(ψ,ψ), ψ ∈ H0.
We immediately see that the Krein action addresses the three discrepancies of
the fermionic action mentioned at the start of this chapter. Indeed, our Krein
space approach obviously allows for Lorentzian signature; the charge conjugation
operator does not make its appearance; and since F is a symmetric quadratic form,
SK[ψ] is automatically real-valued. Furthermore, we will show in Sections 7.4
to 7.6 that this Krein action recovers the correct (fermionic part of the) Lagrangians
for electrodynamics, electro-weak theory, and the Standard Model.
7.2 gauge theory
In this section, we develop the abstract formalism for a description of gauge the-
ories using Krein spectral triples. Later, we will apply this to the case of almost-
commutative manifolds.
Let A be a trivially graded unital ∗-algebra. Denote by Aop := {aop | a ∈ A} the
opposite algebra of A, which equals A as a vector space but has the opposite product
aopbop = (ba)op. Let H be a Z2-graded Krein space with fundamental symmetry
J, and suppose we have two commuting even representations pi : A → B0(H) and
piop : Aop → B0(H). For ease of notation, we will often simply write a instead of
pi(a) and aop instead of piop(aop).
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We obtain a representation of the algebraic tensor product A  Aop on H by
setting p˜i(a ⊗ bop) := pi(a)piop(bop). Now suppose that (A  Aop, p˜iH,D, J) is a
Krein spectral triple. We say that this triple satisfies the order-one condition if[
pi(a), [D,piop(bop)]
]
= 0 (7.1)
for all a,b ∈ A. In the remainder of this section we consider an even Krein spectral
triple (AAop, p˜iH,D, J). We will assume that this triple is unital, which means
that A is unital and that p˜i is unital. We develop the abstract formalism below
without assuming that this triple satisfies the order-one condition.
7.2.1 Inner perturbations
We will now introduce fluctuations of the operator D. Later, we will see how
these fluctuations give rise to gauge fields as well as scalar fields (the latter being
interpreted as the Higgs field in the case of electroweak theory and the Standard
Model, see Sections 7.5 and 7.6).
We adapt the approach described in [CCS13] to our Krein spectral triples. Let A
be a trivially graded unital ∗-algebra. For an element A =∑j aj ⊗ bopj ∈ AAop
we define its adjoint as A∗ :=
∑
b∗j ⊗ a∗opj , and we say that A is normalised if∑
ajbj = 1 ∈ A. For A =
∑
j aj ⊗ bopj ∈ AAop and A ′ =
∑
j a
′
j ⊗ b ′opj ∈ AAop
we have
(AA ′)∗ =
∑
j,k
(
aja
′
k ⊗ (b ′kbj)op
)∗
=
∑
j,k
(b ′kbj)
∗ ⊗ (aja ′k)∗op
=
(∑
j
b∗j ⊗ a∗opj
)(∑
k
b ′∗k ⊗ a ′∗opk
)
= A∗A ′∗,
and in particular, if A and A ′ are self-adjoint, then AA ′ is also self-adjoint. Fur-
thermore, if A and A ′ are normalised, we find∑
j,k
aja
′
kb
′
kbj =
∑
j
aj
(∑
k
a ′kb
′
k
)
bj =
∑
j
ajbj = 1,
so the product AA ′ is also normalised. Hence the properties of self-adjointness
and normalisation are preserved by multiplication, and we can define the follow-
ing.
Definition 7.6 ([CCS13, §III]). We define the perturbation semi-group Pert(A) as
the set of self-adjoint normalised elements in A  Aop, with the multiplication
inherited from the algebra AAop.
Let (B,H,D, J) be a Krein spectral triple. As in Section 6.5.2, we define the
generalised one-forms as
Ω1D(B) :=
{∑
j
aj[D,bj]
∣∣ aj,bj ∈ B},
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where the sums must converge in norm.
Definition 7.7. We define a map ηD : Pert(A)→ Ω1D(AAop) ⊂ B(H) by
ηD
(∑
j
aj ⊗ bopj
)
:=
∑
j,k
p˜i(aj ⊗ (a∗k)op)
[
D, p˜i(bj ⊗ (b∗k)op)
]
.
If the order-one condition is satisfied, we see that the expression for ηD can be
simplified.
Proposition 7.8 ([CCS13]). Suppose that (AAop,H,D, J) satisfies the order-one con-
dition (7.1). Then for A =
∑
j aj ⊗ bopj ∈ Pert(A) we obtain the expression
ηD(A) =
∑
j
aj[D,bj] +
∑
j
a
∗op
j [D,b
∗op
j ].
Proof. We will suppress pi and piop from our notation. Since p˜i(a⊗ bop) = abop for
all a,b ∈ A, we can calculate
ηD(A) =
∑
j,k
aja
∗op
k
[
D,bjb
∗op
k
]
=
∑
j,k
aja
∗op
k
[
D,bj
]
b
∗op
k +
∑
j,k
aja
∗op
k bj
[
D,b∗opk
]
=
∑
j,k
aj
[
D,bj
]
a
∗op
k b
∗op
k +
∑
j,k
ajbja
∗op
k
[
D,b∗opk
]
=
∑
j
aj[D,bj] +
∑
j
a
∗op
j [D,b
∗op
j ],
where in the third step we used the order-one condition, and in the last step we
used the normalisation of A.
Lemma 7.9 ([CCS13, Lemma 4.(ii)]). The map ηD : Pert(A)→ Ω1D(AAop) is invol-
utive (i.e. ηD(A∗) = ηD(A)+).
Proof. Using Krein-self-adjointness of D and the fact that the fundamental sym-
metry commutes with A (so that a∗ = a+ for a ∈ A), we find
ηD
(∑
j
b∗j ⊗ (a∗j )op
)
=
∑
j,k
p˜i(b∗j ⊗ bopk )
[
D, p˜i(a∗j ⊗ aopk )
]
=
∑
j,k
−
[
D, p˜i(aj ⊗ (a∗k)op)
]
p˜i(bj ⊗ (b∗k)op)
+
=
∑
j,k
−
[
D, 1
]
+ p˜i(aj ⊗ (a∗k)op)
[
D, p˜i(bj ⊗ (b∗k)op)
]+
=
∑
j,k
p˜i(aj ⊗ (a∗k)op)
[
D, p˜i(bj ⊗ (b∗k)op)
]+ ,
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where in the third step we used the normalisation
∑
j,k
p˜i(aj ⊗ (a∗k)op)p˜i(bj ⊗ (b∗k)op) = p˜i
∑
j
ajbj ⊗
∑
k
((akbk)
∗)op
 = 1.
Definition 7.10. By the fluctuation of D by A ∈ Pert(A) we mean the map
D 7→ DA := D+ ηD(A),
and we refer to DA as the fluctuated Dirac operator.
We point out that the map ηD is not multiplicative and therefore it does not yield
a representation of the semi-group Pert(A) on H. Instead, we obtain an action of
Pert(A) on the space of fluctuated Dirac operators.
Proposition 7.11 ([CCS13, Proposition 5.(ii)]). A fluctuation of a fluctuated Dirac op-
erator is again a fluctuated Dirac operator. To be precise: (DA)A ′ = DA ′A for all perturb-
ations A,A ′ ∈ Pert(A).
Proof. Let A,A ′ ∈ Pert(A) be given by A = ∑j aj ⊗ bopj and A ′ = ∑j a ′j ⊗ (b ′j)op.
First, for A ′A =
∑
j,k a
′
kaj ⊗ (bjb ′k)op we find
ηD(A
′A) =
∑
j,k,l,m
a ′kaj(a
′
lam)
∗op [D,bjb ′k(bmb ′l)∗op]
=
∑
k,l
a ′k(a
′
l)
∗op ηD(A) b ′k(b
′
l)
∗op + ηD(A ′)
= ηD(A) +
∑
k,l
a ′k(a
′
l)
∗op [ηD(A),b ′k(b ′l)∗op]+ ηD(A ′).
Second, we calculate
ηD+ηD(A)(A
′) =
∑
k,l
a ′k(a
′
l)
∗op [D+ ηD(A),b ′k(b ′l)∗op]
= ηD(A
′) +
∑
k,l
a ′k(a
′
l)
∗op [ηD(A),b ′k(b ′l)∗op].
Combining these two expressions we find ηD(A ′A) = ηD(A) + ηD+ηD(A)(A
′),
which implies that indeed (DA)A ′ = DA ′A.
7.2.2 Gauge action
The unitary group U(A) can be embedded into Pert(A) via the semi-group ho-
momorphism ∆ : U(A) → Pert(A) given by u 7→ u⊗ (u∗)op. This then yields an
obvious action of u ∈ U(A) on Pert(A) given by multiplication with ∆(u). To be
precise, for A =
∑
j aj ⊗ bopj ∈ Pert(A), the action of u ∈ U(A) is given by
∆(u)A =
∑
j
uaj ⊗ (u∗)opbopj =
∑
j
uaj ⊗ (bju∗)op.
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Since Pert(A) ⊂ AAop, we can compose ∆ with the ∗-algebra representation p˜i
to obtain a group representation
ρ := p˜i ◦∆ : U(A)→ B(H).
Definition 7.12. We define the gauge group as
G(A) :=
{
ρ(u) | u ∈ U(A)} ' U(A)/Ker ρ.
We also consider an action γ of the unitary group U(A) on Ω1D(AAop). For
T ∈ Ω1D(AAop) and u ∈ U(A), this action is given by
γu(T) := ρ(u)Tρ(u
∗) + ηD ◦∆(u) = ρ(u)Tρ(u∗) + ρ(u)[D, ρ(u∗)].
We point out that this is the usual transformation of gauge potentials under the
gauge group G(A).
Lemma 7.13 ([CCS13, Lemma 4.(iii)]). The map ηD : Pert(A) → Ω1D(A  Aop) is
covariant with respect to the actions by U(A). To be precise, γu ◦ ηD(A) = ηD(∆(u)A)
for all u ∈ U(A).
Proof. For A =
∑
j aj ⊗ bopj , we calculate
ηD
(∑
j
uaj ⊗ (bju∗)op
)
=
∑
j,k
uaj(uak)
∗op[D,bju∗(ub∗k)op]
=
∑
j,k
ρ(u)aja
∗op
k
[
D,bjb
∗op
k
]
ρ(u∗) + ρ(u)
[
D, ρ(u∗)
]
= γu
(
aja
∗op
k
[
D,bjb
∗op
k
])
= γu ◦ ηD
(∑
j
aj ⊗ bopj
)
.
As mentioned above, we have an action of G(A) on H. We can also define an
action of G(A) on the space of fluctuated Dirac operators. For ρ(u) ∈ G(A), this
action is given by DA 7→ D∆(u)A. If u ∈ Ker ρ, then ηD(∆(u)A) = ηD(A) and
hence D∆(u)A = DA. Therefore this action of ρ(u) on DA is independent of the
choice of representative u ∈ U(A) for ρ(u) ∈ G(A).
Proposition 7.14. The Krein action SK[ψ,A] := 〈ψ|DAψ〉 of the fluctuated Dirac op-
erator DA is invariant under the action of the gauge group given by ψ 7→ ρ(u)ψ and
A 7→ ∆(u)A.
Proof. Using Lemma 7.13, we find
D∆(u)A = D+ ηD(∆(u)A) = D+ γu ◦ ηD(A)
= D+ ρ(u)ηD(A)ρ(u
∗) + ρ(u)[D, ρ(u∗)]
= ρ(u)
(
D+ ηD(A)
)
ρ(u∗) = ρ(u)DAρ(u∗).
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Since the unitary ρ(u) commutes with J (so ρ(u) is also unitary for the Krein inner
product), we find
SK[ρ(u)ψ,∆(u)A] =
〈
ρ(u)ψ | D∆(u)Aρ(u)ψ
〉
=
〈
ρ(u)ψ | ρ(u)DAψ
〉
= 〈ψ | DAψ〉 = SK[ψ,A].
7.3 almost-commutative manifolds
In Proposition 7.3 we have seen that a pseudo-Riemannian spin manifold (M,g) of
signature (t, s) gives rise to the Krein spectral triple (C∞c (M),L2(S), it /D, JM). We
will now introduce the notion of a finite space F, and construct the corresponding
almost-commutative manifold as the product F×M. Contrary to Chapter 6, we
do not consider the globally non-trivial case. Our purpose in the remainder of this
chapter is to explicitly calculate the Krein action for several examples of almost-
commutative manifolds, and since these calculations are local, the global structure
is irrelevant to our present purpose. Therefore, we only give the globally trivial
construction (as described in Section 1.2.3), adapted to the Krein spectral triples of
this chapter.
Definition 7.15. A finite space F := (AF,HF,DF, JF) with Z2-grading ΓF is an even
Krein spectral triple such that HF is finite-dimensional.
Definition 7.16. Let (M,g) be an even-dimensional pseudo-Riemannian spin mani-
fold as in Proposition 7.3. An almost-commutative pseudo-Riemannian manifold F×M
is the product of a finite space F with the manifold M, given by(
C∞c (M,AF),HF ⊗ˆ L2(S), idegJF ⊗ˆ it /D+ idegJMDF ⊗ˆ 1, idegJF·degJMJF ⊗ˆ JM
)
,
equipped with the grading operator ΓF ⊗ˆ ΓM.
As we already discussed in Section 6.2.2, we construct almost-commutative man-
ifolds as F×M instead of M× F (which is more common in the literature). Here
we have also written the product in terms of the graded tensor product ⊗ˆ, thus
avoiding explicit use of the grading operators.
Proposition 7.17. An almost-commutative pseudo-Riemannian manifold is an even Krein
spectral triple.
Proof. We shall write
A := C∞c (M,AF), H := HF ⊗ˆ L2(S), Γ := ΓF ⊗ˆ ΓM,
D := idegJF ⊗ˆ it /D+ idegJMDF ⊗ˆ 1, J := idegJF·degJMJF ⊗ˆ JM.
First we check that J is a fundamental symmetry for the Z2-graded Krein space
H. The adjoint of the graded tensor product JF ⊗ˆ JM is given by(
JF ⊗ˆ JM
)∗
= (−1)degJF·degJMJ∗F ⊗ˆ J∗M = (−1)degJF·degJMJF ⊗ˆ JM,
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so that J is indeed self-adjoint. Its square equals
J2 = (−1)degJF·degJM(JF ⊗ˆ JM)(JF ⊗ˆ JM) = J2F ⊗ˆ J2M = 1 ⊗ˆ 1,
so J is also unitary. Furthermore, J commutes with the algebra A because JF and
JM both commute with the algebra. Since JF and JM are homogeneous, J is also
homogeneous with degree deg J = deg JF + deg JM. We continue to check the
properties for D in Definition 7.2.
1) There exists a linear subspace EM ⊂ Dom /D ∩ JM ·Dom /D which is dense
with respect to ‖ · ‖ /DJM,JM /D, and which is a core for /D. For the operator D
we can then simply consider the dense linear subspace E := HF ⊗ˆ EM.
2) The factors idegJF and idegJM before 1 ⊗ˆ it /D and DF ⊗ 1 (respectively) are
chosen to ensure that D is again Krein-symmetric. Indeed, on the domain
DomD∩ J ·DomD we can write
JD∗ = idegJF·degJM
(
JF ⊗ˆ JM
)(
(−i)degJF ⊗ˆ (it /D)∗ + (−i)degJMD∗F ⊗ˆ 1
)
= idegJF·degJM
(
(−i)degJFJF ⊗ˆ JM(it /D)∗ + idegJMJFD∗F ⊗ˆ JM
)
= idegJF·degJM
(
(−i)degJFJF ⊗ˆ it /DJM + idegJMDFJF ⊗ˆ JM
)
= idegJF·degJM
(
idegJF ⊗ˆ it /D+ idegJMDF ⊗ˆ 1
)(
JF ⊗ˆ JM
)
= DJ.
The Krein-self-adjointness of D then follows from Krein-self-adjointness of
it /D and boundedness of DF.
3) From the properties of /D, it is clear that A preserves D, and that the com-
mutator [D,pi(a)] is bounded on E for each a ∈ A.
4) The map pi(a) ◦ ι : DomD∩ J ·DomD ↪→ H → H is compact for each a ∈ A,
because /D has this property and HF is only finite-dimensional.
Our typical example will be an almost-commutative manifold constructed from
an even-dimensional Lorentzian manifold, which is of course of Lorentz-type (for
which JM is odd). In order to be able to apply the Krein action, we need this
almost-commutative manifold to be of Lorentz-type as well, which means that the
finite space should not be of Lorentz-type. Hence we impose the restriction that
JF is even. The almost-commutative manifold is then of the form
F×M := (C∞c (M,AF),HF ⊗ˆ L2(S), 1 ⊗ˆ it /D+ iDF ⊗ˆ 1, JF ⊗ˆ JM) . (7.2)
7.4 electrodynamics
As a first example, we will calculate the Krein action for electrodynamics. The
model of electrodynamics was first studied in the context of noncommutative geo-
metry in [DS13]. Here, we take a slightly different approach, since we have no
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need for a real structure, and we can therefore reduce the dimension of the Hilbert
space by a factor 2.
We consider the algebra AF = C⊕C, and the even finite space
FED :=
AF AopF ,HF = C2,DF =
 0 −im
im 0
 , JF = 1
 .
We denote the standard basis of HF as {eR, eL}, where eR is odd and eL is even.
Since AF is commutative, we have A
op
F ' AF = C⊕C. We consider the representa-
tions pi,piop : C⊕C→ B0(HF) given by
pi(λ,µ) := λ12, piop(λ,µ) := µ12,
for (λ,µ) ∈ C⊕C, which gives the representation p˜i((λ,µ)⊗ (λ ′,µ ′)) = λµ ′12 of
AF  AopF on HF. We also note that these representations obviously satisfy the
order-one condition (7.1). Since we have set JF = 1, this finite space is in fact an
ordinary finite spectral triple, and hence also a Krein spectral triple which is not
of Lorentz-type.
Proposition 7.18. The gauge group of the finite space FED equals G(FED) = U(1).
Proof. We have U(AF) = U(1)×U(1), and the kernel of ρ : U(AF)→ B(HF) equals
Ker ρ = {(λ, λ) ∈ U(AF) | λ ∈ U(1)} ' U(1), which yields for the quotient G(FED) =
U(AF)/Ker ρ ' U(1).
Let (M,g) be an even-dimensional pseudo-Riemannian spin manifold as in Pro-
position 7.3, for which t is odd, and consider the corresponding almost-commut-
ative manifold as in Eq. (7.2):
FED ×M :=
(
C∞c (M,AF AopF ),HF ⊗ˆ L2(S), 1 ⊗ˆ it /D+ iDF ⊗ˆ 1, 1 ⊗ˆ JM) .
We consider a perturbation A ∈ Pert(C∞c (M,AF)). Since A := C∞c (M,AF) is
commutative, Aop ' A and we can write A = ∑aj ⊗ bj for aj = (λj,µj) and
bj = (λ
′
j,µ
′
j) in A. Given such A we obtain from Proposition 7.8 the expression
ηD(A) =
∑
j
λj[i
t /D, λ ′j] +
∑
j
µj[i
t /D,µ ′j] =: Aµ ⊗ˆ itγµ,
where we have used that DF commutes with the algebra elements, and we have
defined Aµ :=
∑
j(λj∂µλ
′
j + µj∂µµ
′
j) ∈ C∞c (M). Since A is self-adjoint, we know
from Lemma 7.9 that ηD(A) is also self-adjoint. Since itγµ is Krein-anti-symmetric,
Aµ must also be Krein-anti-symmetric, and hence Aµ ∈ C∞c (M, iR). We consider
the corresponding fluctuated Dirac operator given by
DA := 1 ⊗ˆ it /D+ iDF ⊗ˆ 1+Aµ ⊗ˆ itγµ. (7.3)
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The almost-commutative manifold FED ×M is of Lorentz-type, and hence we
can apply Definition 7.5 for the Krein action. An arbitrary vector ξ ∈ H0 =
H0F ⊗ˆ L2(S)0 ⊕H1F ⊗ˆ L2(S)1 can be written uniquely as
ξ = eR ⊗ˆψR + eL ⊗ˆψL, (7.4)
for Weyl spinors ψL ∈ L2(S)0 and ψR ∈ L2(S)1. Note that the vector ξ ∈ H0 is
therefore completely determined by one Dirac spinor ψ := ψL +ψR.
Proposition 7.19. The Krein action for FED ×M is given by
SED[ψ,A] =
〈
ψ | (it( /D+ γµAµ) −m)ψ
〉
.
Proof. We need to calculate the inner product 〈Jξ|DAξ〉J, where ξ is given as in
Eq. (7.4). First, for J = 1 ⊗ˆ JM we calculate
Jξ = −eR ⊗ˆ JMψR + eL ⊗ˆ JMψL.
For the fluctuated Dirac operator DA of Eq. (7.3) we find
DAξ = −eR ⊗ˆ it /DψR + eL ⊗ˆ it /DψL −meL ⊗ˆψR +meR ⊗ˆψL
−AµeR ⊗ˆ itγµψR +AµeL ⊗ˆ itγµψL
= −eR ⊗ˆ
(
it /DψR −mψL + i
tγµAµψR
)
+ eL ⊗ˆ
(
it /DψL −mψR + i
tγµAµψL
)
.
Taking the inner product of Jξ with /DAξ, and using the orthogonality of L2(S)0
and L2(S)1, we obtain
〈Jξ | DAξ〉J =
〈
JMψ
∣∣ it /Dψ−mψ+ itγµAµψ〉JM .
Remark 7.20. Let us consider the above result for the usual case of a 4-dimensional
Lorentzian manifold of signature (1, 3). We have JM = γ0, and (using stand-
ard physics notation) we will write the (indefinite) inner product as 〈ψ|φ〉 =∫
Mψφdvolg, where ψ = ψ
†γ0 is the Dirac adjoint of ψ. We can then rewrite
the Krein action for electrodynamics as
SED[ψ,A] =
∫
M
LED[ψ,A]dvolg,
where the Lagrangian for electrodynamics is given by
LED[ψ,A] := ψ
(
iγµ(∇µ +Aµ) −m
)
ψ.
This is indeed precisely the usual (fermionic part of the) Lagrangian for electro-
dynamics (compare, for instance, [PS95, §4.1]).
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7.5 the electro-weak theory
In this section we will describe the electro-weak interactions between leptons (i.e.,
neutrinos and electrons). The description given here is largely an adaptation of
[DS12, §5].
Consider the finite-dimensional Hilbert space HF := HR ⊕HL, where HR =
HL = C
2. This Hilbert space is Z2-graded with even part H0F = HL and odd part
H1F = HR. We denote the basis of HF by {νR, eR,νL, eL}, where the elements νR,νL
describe the (right- and left-handed) neutrinos, and eR, eL describe the electrons.
We consider the (real) algebra AF = C⊕H, along with two even (real-linear)
representations pi : AF → B(HR)⊕B(HL) and piop : AopF → B(HR)⊕B(HL) given
by
pi(λ,q) := qλ ⊕ q :=
λ 0
0 λ
⊕
 α β
−β α
 , piop((λ,q)op) := λ⊕ λ,
for λ ∈ C and q = α+ βj ∈ H. The representation p˜i := pi⊗ piop of AF AopF on
HR ⊕HL is then given by
p˜i((λ,q)⊗ (λ ′,q ′)op) = λ ′qλ ⊕ λ ′q.
We define the mass matrix on the basis {νR, eR,νL, eL} as
DF :=

0 0 −imν 0
0 0 0 −ime
imν 0 0 0
0 ime 0 0
 .
We then consider the even finite space FEW := (AF,HF,DF, JF = 1).
Proposition 7.21. The gauge group of FEW equals G(FEW) =
(
U(1)× SU(2))/Z2.
Proof. We have U(AF) = U(1)× SU(2). The kernel of ρ = p˜i ◦∆ : U(AF) → B(HF)
equals Ker ρ = {(±1,±1) ∈ U(AF)} ' Z2. The quotient G(FED) = U(AF)/Ker ρ is
thus given by
(
U(1)× SU(2))/Z2.
The representations pi and piop obviously extend to representations of C∞c (M,AF)
and C∞c (M,AF)op on HF ⊗ˆ L2(S), and it is easy to see that these representations
satisfy the order-one condition (7.1). We consider the almost-commutative mani-
fold
FEW ×M :=
(
C∞c (M,AF AopF ),HF ⊗ˆ L2(S), 1 ⊗ˆ it /D+ iDF ⊗ˆ 1, 1 ⊗ˆ JM) .
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Proposition 7.22. The fluctuation of D := 1 ⊗ˆ it /D+ iDF ⊗ˆ 1 by A ∈ Pert(C∞c (M,AF))
is of the form
DA = D+ ηD(A) = 1 ⊗ˆ it /D+Aµ ⊗ˆ itγµ + (iDF +φ) ⊗ˆ 1,
where the gauge field Aµ and the Higgs field φ are given by
Aµ =

0 0
0 −2Λµ
Qµ −Λµ12
 , φ =

0 0 mνφ1 mνφ2
0 0 −meφ2 meφ1
−mνφ1 meφ2 0 0
−mνφ2 −meφ1 0 0
 ,
for the gauge fields (Λµ,Qµ) ∈ C∞c (M, iR ⊕ su(2)) and the Higgs field (φ1,φ2) ∈
C∞c (M,C2).
Proof. Write A =
∑
j aj ⊗ bopj =
∑
j(λj,qj) ⊗ (λ ′j,q ′j)op ∈ Pert(C∞c (M,AF)). By
Proposition 7.8 the fluctuation looks like
ηD(A) = aj[D,bj] + a
∗op
j [D,b
∗op
j ],
where D := 1 ⊗ˆ it /D+ iDF ⊗ˆ 1. The below calculations are similar to those in [DS12,
§5.2.2], and therefore we shall be brief. From the commutators with iDF, we obtain
the Higgs field
φ :=
∑
j
aj[iDF,bj] =

0 0 mνφ
′
1 mνφ
′
2
0 0 −meφ
′
2 meφ
′
1
−mνφ1 meφ2 0 0
−mνφ2 −meφ1 0 0
 ,
where we define
φ1 =
∑
j
αj(λ
′
j −α
′
j) +βjβ
′
j, φ2 =
∑
j
αjβ
′
j −βj(λ
′
j −α
′
j),
φ ′1 =
∑
j
λj(α
′
j − λ
′
j), φ
′
2 =
∑
j
λjβ
′
j.
We also observe that DF commutes with piop, so a
∗op
j [iDF,b
∗op
j ] = 0. We note
that self-adjointness of the perturbation A ensures Krein-self-adjointness of φ, and
therefore self-adjointness of iφ (since φ anti-commutes with J). Hence we must
have φ ′1 = φ1 and φ
′
2 = φ2. Furthermore, we can write
∑
j
aj[i
t /D,bj] =

Λµ 0
0 −Λµ
Qµ
 ⊗ˆ itγµ, ∑
j
a
∗op
j [i
t /D,b∗opj ] = −Λµ14 ⊗ˆ itγµ,
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for Λµ :=
∑
j λj∂µλ
′
j ∈ C∞c (M, iR) and Qµ := ∑j qj∂µq ′j ∈ C∞c (M, su(2)). Thus
the fluctuation of D = 1 ⊗ˆ it /D+ iDF ⊗ˆ 1 by A = aj ⊗ bopj ∈ Pert(A) is of the form
ηD(A) = Aµ ⊗ˆ itγµ +φ ⊗ˆ 1,
where the gauge field Aµ is given by
Aµ :=

0 0
0 −2Λµ
Qµ −Λµ12
 .
The almost-commutative manifold FEW ×M is of Lorentz-type, and hence we
can apply Definition 7.5 for the Krein action. An arbitrary vector ξ ∈ H0 =
HL ⊗ˆ L2(S)0 ⊕HR ⊗ˆ L2(S)1 can be written uniquely as
ξ = νR ⊗ˆψνR + eR ⊗ˆψeR + νL ⊗ˆψνL + eL ⊗ˆψeL, (7.5)
for Weyl spinors ψνL ,ψ
e
L ∈ L2(S)0 and ψνR,ψeR ∈ L2(S)1. We observe that this
vector ξ ∈ H0 is now completely determined by two Dirac spinors ψν := ψνL +ψνR
(describing the neutrino) and ψe := ψeL+ψ
e
R (describing the electron). We combine
these spinors into the doublets of Weyl spinors
ΨL :=
ψνL
ψeL
 ∈ L2(S)0 ⊗C2, ΨR :=
ψνR
ψeR
 ∈ L2(S)1 ⊗C2,
and the corresponding doublet of Dirac spinors Ψ := ΨL +ΨR ∈ L2(S)⊗C2.
Proposition 7.23. The Krein action for FEW ×M is given by
SEW[Ψ,A] = 〈Ψ | it /DΨ〉+ 〈ψeR |−2itγµΛµψeR〉+ 〈ΨL | itγµ(Qµ −Λµ)ΨL〉
+ 〈ΨR |ΦΨL〉+ 〈ΨL |Φ∗ΨR〉,
where the gauge fields Λµ and Qµ and the Higgs field (φ1,φ2) are given in Proposi-
tion 7.22, and the Higgs field (φ1,φ2) acts via
Φ :=
−mν(φ1 + 1) −mνφ2
meφ2 −me(φ1 + 1)
 .
Proof. We need to calculate the inner product 〈Jξ,DAξ〉J, where ξ is given as in
Eq. (7.5). First, for J = 1 ⊗ˆ JM we find
Jξ = −νR ⊗ˆ JMψνR − er ⊗ˆ JMψeR + νL ⊗ˆ JMψνL + eL ⊗ˆ JMψeL.
For the fluctuated Dirac operator DA of Proposition 7.22 we find
DAξ = −νR ⊗ˆ it /DψνR − eR ⊗ˆ it /DψeR + νL ⊗ˆ it /DψνL + eL ⊗ˆ it /DψeL
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+ 2ΛµeR ⊗ˆ itγµψeR + itγµ(Qµ −Λµ)(νL ⊗ˆψνL , eL ⊗ˆψeL)t
− νL ⊗ˆ
(
mν(φ1 + 1)ψ
ν
R −meφ2ψ
e
R
)
− eL ⊗ˆ
(
mνφ2ψ
ν
R +me(φ1 + 1)ψ
e
R
)
+ νR ⊗ˆ
(
mν(φ1 + 1)ψ
ν
L +mνφ2ψ
e
L
)
− eR ⊗ˆ
(
meφ2ψ
ν
L −me(φ1 + 1)ψ
e
L
)
.
Taking the inner product of Jξ with /DAξ, and using the notation ΨL, ΨR, and Φ,
we obtain
〈Jξ | DAξ〉J =
〈
JMψ
ν
R
∣∣ it /DψνR〉JM + 〈JMψeR ∣∣ it /DψeR〉JM
+
〈
JMψ
ν
L
∣∣ it /DψνL〉JM + 〈JMψeL ∣∣ it /DψeL〉JM
−
〈
JMψ
e
R
∣∣ 2itγµΛµψeR〉JM + 〈JMΨL ∣∣ itγµ(Qµ −Λµ)ΨL〉JM
+
〈
JMΨR
∣∣ ΦΨL〉JM + 〈JMΨL ∣∣ Φ∗ΨR〉JM ,
The desired expression for SEW[Ψ,A] = 〈ξ | DAξ〉 = 〈Jξ | DAξ〉J then follows by
using the orthogonality of L2(S)0 and L2(S)1 and the symmetry of 〈·|·〉.
We observe that the Lagrangian calculated above is precisely the (fermionic part
of) the usual Lagrangian for the lepton sector of the Glashow-Weinberg-Salam
theory of electroweak interactions, including right-handed neutrinos (but without
Majorana masses). For instance, the term 〈ΨL|Φ∗ΨR〉 can be rewritten in the form
−mν
〈
ΨL
∣∣∣∣∣
φ1 + 1
φ2
ψνR
〉
−me
〈
ΨL
∣∣∣∣∣
 −φ2
φ1 + 1
ψeR
〉
,
which is of the same form as [PS95, Eq.(20.101)] (though there it is given for quarks
instead of leptons). If we substitute the vacuum expectation value for the Higgs
field, setting φ1 + 1 = v/
√
2 and φ2 = 0, we obtain
−
1√
2
v
(
mν 〈ψνL |ψνR〉+me 〈ψeL |ψeR〉
)
,
which are indeed the standard mass terms for the neutrino and the electron.
7.5.1 Majorana masses
Let us briefly discuss how one can add Majorana masses into the model as well.
For this purpose, we double up the Hilbert space, and introduce a real structure
(see Definition 6.13). Given the Hilbert space HF with basis {νR, eR,νL, eL}, we
create an identical copy HF on which we denote the basis as {νR, eR,νL, eL}, and
we interpret this new copy as describing the anti-particles. We then consider the
new Hilbert space HˆF := HF ⊕HF along with a mass matrix DˆF, a ‘fundamental
symmetry’ JˆF, a grading ΓˆF, and the real structure JˆF given by
DˆF :=
DF −D∗M
DM DF
 , JˆF :=
1 0
0 −1
 , ΓˆF :=
ΓF 0
0 −ΓF
 , JˆF :=
 0 c. c.
c. c. 0
 ,
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where c. c. denotes complex conjugation (with respect to the standard basis), and
DF is the complex conjugate of the mass matrix DF. The map DM : HF → HF
is given as DMνR := imRνR, where mR ∈ R is the Majorana mass of the right-
handed neutrino, and DMeR = DMνL = DMeL = 0. We point out that DˆF is
Krein-self-adjoint, and that JˆF anti-commutes with both JˆF and ΓˆF.
Recalling the representations pi : AF → B(HF) and piop : AopF → B(HF), we obtain
representations pˆi : AF → B(HF ⊕HF) and pˆiop : AopF → B(HF ⊕HF) given by
pˆi(a) := pi(a)⊕ piop(at), pˆiop(a) := JˆFpˆi(a∗)JˆF,
where at denotes the matrix transpose of a. With these definitions, we obtain a
new finite space Fˆ := (AF AopF , HˆF, DˆF) with grading operator ΓˆF and with a real
structure JˆF.
Now consider a 4-dimensional Lorentzian spin manifold M. We also equip the
Krein spectral triple over M (given in Proposition 7.3) with a real structure, given
by the charge conjugation operator JM on the spinor bundle. The charge conjugation
operator commutes with the Clifford representation and with the Dirac operator
/D, anti-commutes with the grading operator ΓM, and satisfies J2M = −1 [Bau94,
Proposition 3].
Next, we can consider the almost-commutative manifold Fˆ×M, which we equip
with the real structure J := JˆF ⊗ˆ JM. Since we have doubled the finite-dimensional
Hilbert space, we have introduced too many degrees of freedom. To correct this,
we consider vectors η ∈ H0 which (in addition to Γη = η) also satisfy Jη = η (as
is also assumed in [Bar07]). Since J2 = 1, this assumption makes sense, and it
means we can write η = ξ+ Jξ, where ξ is an element of (HF ⊗ˆ L2(S))0 as given in
Eq. (7.5). The fermionic action is then of the form
〈Jη | DAη〉J = 〈Jξ | DAξ〉J + 〈JJξ | DAξ〉J + 〈Jξ | DAJξ〉J + 〈JJξ | DAJξ〉J.
Since J commutes with DA and with J, we find that 〈JJξ | DAJξ〉J = 〈Jξ | DAξ〉J.
Hence the only new contributions to the fermionic action come from 〈JJξ | DAξ〉J
and 〈Jξ | DAJξ〉J. The subspaces HF ⊗ˆ L2(S) and HF ⊗ˆ L2(S) are orthogonal, so
we only need to consider the part of DA which mixes particles and anti-particles,
which is precisely just the Majorana mass matrix DM. For the vector ξνR := νR ⊗ˆψνR
representing the right-handed neutrino, we calculate
JξνR = −JˆFνR ⊗ˆ JMψνR = −νR ⊗ˆ JMψνR,
JJξνR = −J(νR ⊗ˆ JMψνR) = −JˆFνR ⊗ˆ JMJMψνR = νR ⊗ˆ JMJMψνR,
(iDM ⊗ˆ 1)ξνR = −mRνR ⊗ˆψνR,
(−iD∗M ⊗ˆ 1)JξνR = mRνR ⊗ˆ JMψνR.
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This gives
〈Jξ | DAJξ〉J =
〈
−νR ⊗ˆ JMψνR
∣∣ mRνR ⊗ˆ JMψνR〉J = −mR〈JMψνR ∣∣ JMψνR〉JM ,
〈JJξ | DAξ〉J =
〈
νR ⊗ˆ JMJMψνR
∣∣ −mRνR ⊗ˆψνR〉J = −mR〈JMJMψνR ∣∣ ψνR〉JM .
Summarising, we can extend the electro-weak theory to include Majorana masses
for right-handed neutrinos, and we obtain the new action SEW+M given by
SEW+M[Ψ,A] = 2SEW[Ψ,A] −mR〈ψνR|JMψνR〉−mR〈JMψνR|ψνR〉,
where SEW is given in Proposition 7.23.
7.6 the standard model
Given the description of the electro-weak theory of the previous section, it is fairly
straightforward to extend this theory to the full Standard Model as described in
[Con06, CCM07]. This extension is basically obtained by including a summand
M3(C) in the algebra AF to describe the strong interactions, and by enlarging the
Hilbert space HF to incorporate the quarks. Moreover, the Hilbert space is then
enlarged three-fold to include three generations of all elementary particles. Since
most of the details are similar to the electro-weak theory, and since there is already
plenty of literature available on the noncommutative description of the Standard
Model (see e.g. [Con96, Con06, CCM07, CM07, JKSS07, CC10, DS12]), we shall be
rather brief in this section.
Thus, we take the algebra AF = C⊕H⊕M3(C), which is represented on the
finite-dimensional Hilbert space HF := (HR ⊕HL)⊗C3. The factor C3 describes
the fact that there are three generations of elementary particles. The righthanded
particles HR and the left-handed particles HL are both given by C2 ⊕ (C2 ⊗C3).
Here the first summand C2 describes the two leptons ν and e, and the second
summand C2 ⊗C3 describes the quarks uc and dc (which occur in three colours
c = r,g,b).
We will consider the commuting representations pi : AF → B((HR ⊕HL)⊗C3)
and piop : AopF → B((HR ⊕HL)⊗C3) given by
pi(λ,q,b) :=
(
(qλ ⊕ (qλ ⊗ 13))⊕ (q⊕ (q⊗ 13))
)⊗ 13,
piop(λ,q,b) :=
(
(λ12 ⊕ (12 ⊗ bt))⊕ (λ12 ⊕ (12 ⊗ bt))
)⊗ 13,
where 1N denotes the identity matrix acting on CN, and bt denotes the matrix
transpose of b. The representation p˜i := pi⊗ piop : AF AopF → B(HF) is then given
by
p˜i
(
(λ,q,b)⊗ (λ ′,q ′,b ′)op) = ((λ ′qλ ⊕ (qλ ⊗ b ′t))⊕ (λ ′q⊕ (q⊗ b ′t)))⊗ 13.
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We consider the even finite space FSM := (AF,HF,DF, JF = 1), where the mass
matrix is given by
DF :=

0 0 −iYν 0
0 0 0 −iYe
iYν 0 0 0
0 iYe 0 0
⊕

0 0 −iYu 0
0 0 0 −iYd
iYu 0 0 0
0 iYd 0 0
⊗ 13.
Here each Y• is a hermitian 3× 3-matrix corresponding to the three generations of
each type of particle.
Similarly to Proposition 7.21, the gauge group of the finite space FSM is given
by G(FSM) =
(
U(1)× SU(2)×U(3))/Z2. This gauge group does not match the
gauge group of the Standard Model (even modulo finite groups), since we have
a factor U(3) instead of SU(3). As in [CCM07, §2.5] (see also [DS12, §6.2.1]), we
will therefore impose the unimodularity condition det |HF
(
ρ(u)
)
= 1, which yields
the subgroup
SG(FSM) =
{
ρ(u) ∈ G(FSM) : u = (λ,q,b) ∈ U(AF),
(
λdetb
)12
= 1
}
.
The effect of the unimodularity condition is that the determinant of b ∈ U(3) is
identified (modulo the finite group µ12 of 12th-roots of unity) to λ ∈ U(1). In
other words, imposing the unimodularity condition provides us, modulo some
finite abelian group, with the gauge group U(1)× SU(2)× SU(3) of the Standard
Model.
The calculations for the inner fluctuations and the fermionic action of the Stand-
ard Model are similar to the case of the electro-weak theory (although somewhat
more cumbersome). Below we will simply give the results.
Proposition 7.24. The fluctuation of D by A ∈ Pert(C∞c (M,AF)) is of the form
DA = D+ ηD(A) = 1 ⊗ˆ it /D+Aµ ⊗ˆ itγµ + (iDF +φ) ⊗ˆ 1,
where the gauge field Aµ and the Higgs field φ are given by
Aµ =

0 0
0 −2Λµ
Qµ −Λµ
⊕


4
3Λµ13 0
0 −23Λµ12
(Qµ +
1
3Λµ)⊗ 13
+ 14 ⊗ Vµ

φ =

0 0 Yνφ1 Yνφ2
0 0 −Yeφ2 Yeφ1
−Yνφ1 Yeφ2 0 0
−Yνφ2 −Yeφ1 0 0
⊕

0 0 Yuφ1 Yuφ2
0 0 −Ydφ2 Ydφ1
−Yuφ1 Ydφ2 0 0
−Yuφ2 −Ydφ1 0 0
⊗ 13,
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for the gauge fields (Λµ,Qµ,Vµ) ∈ C∞c (M, iR ⊕ su(2) ⊕ su(3)) and the Higgs field
(φ1,φ2) ∈ C∞c (M,C2).
Similarly to Eq. (7.5), an arbitrary vector ξ ∈ H0 = HL ⊗ L2(S)0 ⊕HR ⊗ L2(S)1
is uniquely determined by Dirac spinors ψν (describing the three neutrinos), ψe
(describing the electron, muon, and tau-particle), ψu (describing the up, charm,
and top quarks in three colours) andψd (describing the down, strange, and bottom
quarks in three colours), where we have omitted the generational index from our
notation. We group these spinors together into the multiplets Ψl ∈ L2(S)⊗C2⊗C3
(describing the leptons) and Ψq ∈ L2(S)⊗C2 ⊗C3 ⊗C3 (describing the quarks).
Proposition 7.25. The Krein action for FSM ×M is given by
SEW[Ψ,A] = 〈Ψl|it /DΨl〉+ 〈Ψq|it /DΨq〉
+ 〈ψeR|− 2itγµΛµψeR〉+ 〈ψuR |43 itγµΛµψuR〉+ 〈ψdR|− 23 itγµΛµψdR〉
+ 〈ΨlL|itγµ(Qµ −Λµ)ΨlL〉+ 〈ΨqL |itγµ(Qµ −Λµ)ΨqL〉+ 〈Ψq|VµΨq〉
+ 〈ΨlR|ΦlΨlL〉+ 〈ΨlL|(Φl)∗ΨlR〉+ 〈ΨqR|ΦqΨqL〉+ 〈ΨqL |(Φq)∗ΨqR〉,
where the gauge fields Λµ, Qµ, and Vµ and the Higgs field (φ1,φ2) are given in Proposi-
tion 7.24, and the Higgs field acts via
Φl :=
−Yν(φ1 + 1) −Yνφ2
Yeφ2 −Ye(φ1 + 1)
 , Φq :=
−Yu(φ1 + 1) −Yuφ2
Ydφ2 −Yd(φ1 + 1)
 .
We observe that the Lagrangian calculated above is precisely the (fermionic part
of) the usual Lagrangian for the Standard Model, including right-handed neutri-
nos (but without Majorana masses). For the possible inclusion of Majorana masses
for the right-handed neutrinos, the procedure is the same as in Section 7.5.1, and
we shall not repeat it here.
8
O U T L O O K
In this Outlook we will describe a few open questions arising from the work in
this thesis, and we list a few possible directions for further research.
8.1 almost anti-commuting operators
Our definition of an indefinite Kasparov module (A,EB,D) in Section 5.1 uses the
assumption that ReD and ImD almost anti-commute. The main reason for requiring
this assumption is that it allows us to use a theorem by Kaad and Lesch [KL12]
(quoted in Theorem 2.22) to conclude that the Wick rotations D± = ReD± ImD
are self-adjoint.
Unfortunately, as we have seen in Section 5.3, the canonical Dirac operator /D on
a pseudo-Riemannian manifold in general does not satisfy this definition. Indeed,
although the anti-commutator {Re /D, Im /D} is a first-order differential operator, it
contains in general both spacelike derivatives and timelike derivatives, and thus
it is not relatively bounded by Re /D. The failure of this condition for the Dirac
operator /D however does not prevent us from proving that the Wick rotations /D±
are self-adjoint. Indeed, we can simply prove this directly, as we did in Proposi-
tion 5.18.
In order to ensure that Re /D and Im /D almost anti-commute, we need the time-
like part of {Re /D, Im /D} to vanish identically. This asymmetry between the time-
like and spacelike parts of {Re /D, Im /D} is artificial, and indicates that it would be
desirable to have a more general version of Kaad and Lesch’ theorem. A more
natural condition would be to assume that the anti-commutator {ReD, ImD} is
‘first-order’ (as compared to ReD and ImD). It is currently unclear whether such
a weaker condition could still suffice to prove self-adjointness of the Wick rotations
D±.
We hope to address this issue in a future work. Apart from applying this to
our framework of indefinite Kasparov modules and their Wick rotations, such a
generalisation of Kaad and Lesch’ theorem could also play an important role in
the construction of the internal unbounded Kasparov product.
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8.2 families of spectral triples and foliations of spacetime
In Section 5.5 we have described the construction of an indefinite spectral triple
from a family of spectral triples parametrised by the real line. Subsequently, we
have shown in Section 5.5.4 that a generalised Lorentzian cylinder provides an
example of this construction. There, we described a family of Dirac operators
{ /D(t)}t∈R on a Riemannian spin manifold Σ, giving rise to a Lorentzian Dirac
operator on the Lorentzian manifold Σ ×R. We have seen in the proof of Pro-
position 5.40 that /D(t) − /D(0) is a bounded operator. Our definition of families of
spectral triples however allows to deal with relatively bounded operators. This sug-
gests that it should be possible to describe more general foliations of Lorentzian
spacetimes as families of spectral triples.
8.3 the lorentzian spectral action
As we have seen in Chapters 6 and 7, almost-commutative manifolds can be used
to describe gauge theories and thus models in particle physics. The construction of
almost-commutative manifolds still works if the underlying manifold is Lorentzian
instead of Riemannian. The main challenge for obtaining a complete description
of a gauge theory on a Lorentzian manifold in this way, is the formulation of a
suitable action functional, from which we can obtain the Lagrangian (and hence
the equations of motion) of the theory.
In the Riemannian case, this Lagrangian is obtained from the spectral action
[CC97] and the fermionic action [Con06]. We have already shown in Chapter 7 how
the fermionic action should be adapted to the Lorentzian setting. The formulation
of a Lorentzian version of the spectral action appears to be more complicated.
The spectral action (or in particular, the derivation of the Standard Model Lag-
rangian from the spectral action) relies heavily on heat kernel techniques. We
expect that in the Lorentzian case it might be better to replace the heat kernel of
a Laplace-type operator by the ‘Schrödinger kernel’ of a normally hyperbolic op-
erator. A formal expansion for this kernel has already been used by Schwinger
[Sch51] and DeWitt [DeW65] to study the renormalisation of the Feynman propag-
ator. The coefficients appearing in this expansion, called the Hadamard coefficients,
formally have the same expressions as the heat kernel coefficients of a Laplace-type
operator, and it therefore seems plausible that the Standard Model Lagrangian (but
now in Lorentzian signature) can also be derived from the Hadamard coefficients.
These Hadamard coefficients also appear in the asymptotic expansion of the fun-
damental solutions of a normally hyperbolic operator [BGP07]. In a joint research
project with Michał Eckstein (Jagiellonian University) and Christoph Stephan (Uni-
versity of Potsdam), we hope to employ these Hadamard coefficients to derive the
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Lagrangian of the Standard Model from a Lorentzian almost-commutative mani-
fold. However, there are still significant technical challenges to be overcome in
this program.
8.4 manifolds with boundary
In order for a Riemannian spin manifold to give rise to a spectral triple, the mani-
fold needs to be complete, which in particular means it has no boundary. In order
for a Lorentzian manifold to satisfy the defitions of ‘Lorentzian spectral triples’ we
have given in Chapters 4 and 5, we needed to impose a similar assumption: the
Riemannian metric obtained via Wick rotation needs to be complete.
However, not every physically reasonable spacetime has a complete Riemann-
ian metric associated to it by our Wick rotation procedure. Hence, to deal with
general Lorentzian manifolds, one would have to be able to deal with Riemann-
ian manifolds with boundary. This requires careful consideration of appropriate
boundary conditions, and we refer to [BDT89] for a comprehensive discussion of
boundary conditions in K-homology and [IL11] for a definition of ‘spectral triple
with boundary’.
8.5 globally non-trivial almost-commutative manifolds
One of the main ideas in the development of noncommutative geometry has
been the translation of geometric data into (operator-)algebraic data. In this light,
it is somewhat unsatisfactory that our definition of principal modules (see Sec-
tion 6.3.2) relies entirely on the geometric notion of a principal bundle. Our dis-
cussion of gauge modules is an attempt to provide a purely algebraic approach,
but as we have shown, these gauge modules only yield a proper subclass of prin-
cipal modules. It is still an open question how arbitrary principal modules should
be described algebraically, that is, what algebraic structure on a triplet (B,E, J)
would completely characterise the properties of a principal module. The decom-
positions E = ⊕i,j∈IEij and B = ⊕Bi (as described in Section 6.3.3) are not yet
enough to ensure that (B,E, J) is a principal module. On the other hand, the con-
dition that Eij = Ei ⊗A Ej (modulo multiplicities) along with Bi = End(Ei), as for
gauge modules, is in fact too strong.
In Section 6.6 we described two basic examples, namely Yang-Mills theory and
electrodynamics. It would of course be more interesting to also put the descrip-
tion of the noncommutative Standard Model [CCM07] into our globally non-trivial
framework. This should certainly be possible, though it would require some small
modifications to accommodate real algebras (in Chapter 6 we have always as-
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sumed that our algebras are complex). In particular, for real algebras the resulting
gauge group would not automatically be unimodular (see also Remark 6.39), and
one would have to impose unimodularity by hand (as in Section 7.6). More import-
antly, as we also mentioned in Remarks 6.15 and 6.62, in our framework the mass
parameters (i.e. the Yukawa couplings and the Majorana terms) of the theory are
not restricted to be constant, but they are allowed to vary on spacetime. Such vari-
ation of the Majorana mass then naturally leads to a new scalar field σ, which was
used in [CC12] to restore the consistency of the noncommutative Standard Model
with the experimental value of the Higgs mass. In addition however, the variation
of the Yukawa couplings will also have its effect on the physical theory. We hope
to provide a more detailed study of these physical implications in a future work.
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