This paper focuses on a general setup for obtaining sample size lower bounds for learning concept classes under fixed distribution laws in an extended PAC learning framework. These bounds do not depend on the running time of learning procedures and are informationtheoretic in nature. They are based on incompressibility methods drawn from Kolmogorov Complexity and Algorithmic Probability theories.
INTRODUCTION
In recent years the job of algorithmically understanding data, above and beyond simply using them as input for some function, has been emerging as a key computing task. Requests for this job derive from a need to save memory space of devices such as the silicium computer, CD ROMs or, directly, our brain.
The usual efficient methods of data compression, such as fractal [12] or wavelet [23] compression, aim at capturing the inner structure of the data. A parametric description of this structure is stored, tolerating bounded mistakes in rendering the original data.
In the PAC-learning paradigm [21] we focus directly on the source of data, both looking for a symbolic representation of its deterministic part, (what we call concept) and tolerating bounded mistakes between this one and the hypothesis about it learnt from a set of random data generated by the source.
To find boundary conditions for this paradigm, in this paper we stretch the compression capability of learning algorithms to the point of identifying the hypothesis with the shortest program that, when put in input to a general purpose computer, renders almost exactly a set of compressed data (the training set, in the usual notation). This allows us to borrow some key results from Kolmogorov Complexity Theory to state lower bounds on the size of the training set necessary to get the hypothesis. The general idea is to compare the length of the shortest program σ which describes the concept c (having in input the properties E of the source of data) with the length of a composition of shortest programs. This splits the above computation according to the schema of Figure 1 . 1. S draws a labelled sample from the source of data; 2. A compresses the sample into the hypothesis h; 3. I gets c from among the set of concepts close to h under the mentioned tolerance bounds.
The comparison between the behaviors of the two, optimal and suboptimal, algorithms, (mainly considering the information contents flown in the two cases) allows us to state some entropic inequalities which translate into a general method of stating lower bounds on the sample complexity. The method is easy, since it generally relies on the evaluation of some set cardinalities and simple probability measures; at the same time, however, it is susceptible to subtle calculations which eventually capture sharp refinements on the lower bounds. It refers to a very general learning framework, where we can separately fix testing and training distribution laws, labelling mistakes included, and combine them in any way we choose. Main properties of learning algorithms, such as consistency, can be taken into account as well.
The paper is organized as follows: In section 2 we recall some main theorems of Algorithmic Complexity Theory. Section 3 describes our extended PAC-learning framework. Section 4 gives the theoretical bases and methods for finding lower bounds and section 5 some application examples. Outlooks and concluding remarks are delivered in section 6.
KOLMOGOROV COMPLEXITY, PREFIX COMPLEXITY AND NOTATIONS
In this section we quote the Kolmogorov Complexity and Algorithmic Probability literature that is relevant for our purposes and set the necessary notation. All this material can be found in [17] or in [7] .
Kolmogorov Complexity and Prefix Complexity
Fix a binary alphabet Σ = {0,1}. Let φ 0 be a universal partial recursive function (prf) and {φ i } be the corresponding effective enumeration of prf's. Given x, y ∈ Σ*, define Throughout the paper 'log 2 ' will be abbreviated by 'log', while 'ln' will be the natural logarithm. When a prf φ is defined on x we write φ(x) <∞. A prf ϕ: Σ* → N is said prefix if ϕ(x) <∞ and ϕ(y) <∞ implies that x is not a proper prefix of y. The prefix prf's can be effectively enumerated. Let ϕ 0 be a universal prefix prf and {ϕ i } be the corresponding enumeration of prefix prf's. The invariance property still holds:
for every i there exists a constant c i such that for every x, y ∈Σ* it holds Cϕ0(x|y) ≤ Cϕi (x|y) + c i .
Fixed a reference prefix prf U', the conditional Prefix (or Levin's) Complexity K(x|y) of x given y is defined as '(x|y) and again the unconditional Prefix Complexity K(x) of x as
For x, y, t, z ∈Σ* inside a K-expression here and throughout we adopt the following shorthand notations:
x, y means the string x, the string y and a way to tell them apart
It can be shown that, for every x, y, t, z ∈Σ* and prf φ i , up to a fixed additive constant independent of x, y, t, z and φ i , the following holds:
(we will use it in the sequel without explicit mention);
Lemma 1 Up to an additive constant
Proof. Up to an additive constant, by point h)
and by point g)
Substituting the last two equations in the preceding one we get what we had to show. £
Algorithmic probability
Let Q and R be the set of rational and the set of real numbers, respectively. A function f:Σ*→R is enumerable when there exists a Q-valued total recursive function (trf)
As a matter of fact, f is enumerable when it is approximable from below by a trf, it is recursive when it is approximable by a trf for which it is possible to give a bound to the approximation error. The two notions can be stated equivalently by the graph approximation set B = {(x,r) ∈Σ* × Q | r ≤ f(x)}: f is enumerable if and only if B is recursively enumerable (r.e.), f is recursive if and only if B is recursive. As usual, we will not distinguish among N, Q and Σ*.
A discrete probability semimeasure is a nonnegative function P:Σ*→R satisfying ∑ x∈Σ* P( x ) ≤ 1. P is a discrete probability measure (or a discrete probability distribution) if equality holds. For short, the adjective 'discrete' is dropped in this paper when speaking of probability semimeasures.
Using standard techniques, it can be shown that the class of enumerable probability semimeasures is r.e., i.e. there is an r.e. set T ⊆ N×Σ*×Q whose section T i is the graph approximation set of the enumerable probability semimeasure P i . Let us call φ u the trf whose range is T.
A conditional probability semimeasure P( | ) is a nonnegative function P:Σ*×Σ*→R satisfying ∑ x∈Σ* P( x | y ) ≤ 1 for every y ∈Σ*. P is a conditional probability measure (or a conditional probability distribution) if equality holds for every y ∈Σ*. We point out the indexing role played by y, so that P is actually a family of semimeasures, eventually the family of all enumerable probability semimeasures. We can consider y as a parameter of P.
Denote by H(.) the entropy of the distribution or the random variable at argument and by E M [.] the expected value of the argument w.r.t. distribution M.
In this context the following fundamental result, known as the (conditional) Coding Theorem, holds (it is actually a mean value version):
Theorem 1 For every enumerable conditional probability semimeasure P( x | y ) there is a constant c P such that for every x, y ∈Σ*
c P is essentially the prefix complexity of P given y, i.e. c P = K(P|y) up to an additive constant.
It can be easily shown that if an enumerable probability semimeasure is a probability measure then it is recursive. Thus, restricting the scope of this theorem to probability measures actually means focusing on recursive probability distributions.
As a matter of fact, this theorem appears in the literature (e.g., [17] ) in the form "c P = K(P) up to an additive constant": the proof there can be easily modified to get our version. This version allows us to set y = P and to get a constant c P independent of P, too. In other words, when the conditional distribution P quoted in Theorem 1 is the one approximated by φ u , then putting y equal to the index i of P i in the mentioned enumeration we get a constant c P essentially equal to the prefix complexity of index u.
LEARNING FRAMEWORK AND NOTATIONS
This section describes our learning framework and a few further notational conventions we adopt throughout the paper. See [1, 3, 5, 21, 22] for reference.
Let X be a domain which we suppose to be countable and r.e. (e.g., X = N, X = {0,1} n ). A concept c on X is a subset of X, that we assume to be recursive. Every c is represented by (an encoding of) a Turing Machine (TM) computing its characteristic function. Therefore C(c) is the length of the shortest description of this TM. We will also find it useful to view a concept as the characteristic function associated to it. A concept class C on X is a recursively presentable set of concepts on X. An example for c is a couple (x,l), where x ∈X and (in absence of classification errors, see below) l = c(x). Numerical parameters, such as ε, δ, η, we will deal with are supposed to be rational.
Let us settle some notations. For probability measures M and M' on a domain X and a set A⊆X 
When M is known from the context we say that c is ε-close to h if M(c∆h) < ε, where c∆h = { x ∈X | c(x)≠h(x) }, ε-far from h otherwise. For a sequence of points (x 1 ,...,x m ) on X, the set of distinct points in this sequence is denoted by set((x 1 ,...,x m )).
Finally, by 'O(1)' we will denote a (positive or negative) constant independent of the various quantities involved in the context where it appears.
Here are the probabilistic assumptions of our learning model.
• P is a probability distribution on X. It measures the subsets of X.
• Let C be a concept class over X. M is a probability measure over X Sometimes distributions P and Q are called testing and training distributions, respectively.
To give a uniform treatment we suppose that all these measures are recursive even if not always needed.
Definition 1 Let C be a concept class on X. C is (P,M)-learnable if, for fixed P and M, there exists an algorithm A and a function m = m(ε,δ) such that for rational numbers ε, δ > 0 arbitrarily small and for every c∈C, if A is given in input ε, δ and an unreliably labelled sample (x m ,l m ) built as above through (x m ,r m ) drawn according to M, then A produces as output a representation of a hypothesis h such that Pr M ( P(c∆h) < ε ) > 1-δ. h is supposed to be a recursive set. We call A a (P,M)-learning algorithm for C. m is said to be the sample complexity of A and c is usually called the target concept (or, simply, the target).
Note that in this definition we make no assumption on h other than its recursiveness.
When R is immaterial for the learning model we restrict M to X m putting M = Q in the couple (P,M). For instance, in the distribution restricted version of classical Valiant's learning framework [21] r m is always 0 m (we say we are in the error free case) and Q = P m holds. We will speak of (P,P m )-learnability.
In the extension of Angluin and Laird [1] Q = P m and r m is a bernoullian vector independent of x m . We mention this case as the Classification Noise (C.N) model of (P,P m ×R)-learning and we will write "R represents the C.N. model".
It is worth noting at this point that in Definition 1:
• P and M are known to the learner;
• it can be Q ≠ P m ; • Q and R are not necessarily product distributions (i.e. examples as well as example errors are not necessarily independent); • learning is of uniform type on C, i.e. m does not depend on the actual target;
• the functional relation a learning algorithm defines is of the following kind
where the description of A (its {φ i }-enumeration index) depends in general on C, X, P, M, but it is definitely independent of x m , l m , ε, δ.
The following two definitions are taken from Pattern Recognition and PAC-Learning literature.
Definition 2 [5] Let C be a concept class on X and P be a probability measure on X. C ε ⊆C
is an ε-cover of C w.r.t. P if for every c∈C there is c'∈C ε such that c' is ε-close to c. We denote by N(C,ε,P) the cardinality of the smallest ε-cover of C w.r.t. P.
It can be shown [5] that the condition of finite coverability "N(C,ε,P) < ∞ for each ε>0" is necessary and sufficient for (P,P m )-learnability of C. The necessity is shown by providing a lower bound of m > (1-δ)logN(C,2ε,P). Our paper can be considered as an algorithmic counterpart of [5] and its main contribution is to refine and greatly extend the lower bound methods given there.
Definition 3 [22] Let C be a concept class on X and Q be a probability distribution on X m .
For S⊆X let Π C (S) ={S∩c | c∈C} and Π C (m) = max |S|=m |Π C (S)|, where |S| is the cardinality of the set S. If Π C (S) = 2 S then S is said to be shattered by C. The Vapnik-Chervonenkis
LOWER BOUND METHODS
This section describes some necessary conditions a learning algorithm must fulfil, thus yielding the claimed sample size lower bounds.
To get our lower bound theorems we will consider the alternative computations of c performed by the shortest programs mentioned in the introduction.
Looking at the length of these programs, from point f) of Section 2.1, the comparison between the direct computation of c and the sequence of "having in input a labelled sample and some environmental data E, compute an h being ε-close to c and then identify c from the ε-surrounding of h" reads, in terms of K-complexity, as follows:
where i All the theorems refer to what we call large concepts, namely to those c's for which, given the environmental data E, the descriptive complexity K( c | E ) is larger than any additive constant
O(1).
From an epistemological point of view we can characterize the inequalities of Theorems 2, 3 and 4 as follows: given E, the left-hand side refers to the amount of information that is necessary to identify a target concept inside a concept class modulo ε and δ, the right-hand side refers to the mean information content of the labelled sample.
From a methodological point of view in many cases we can easily appraise a lower bound of the left-hand side by proper concept counting and an upper bound of the right-hand side by evaluating simple expected values.
Lemma 2 Let C be a concept class on X and P be a probability measure on X. Let a recursive set h ⊆ X and a rational ε > 0 be fixed. There exists an effective enumeration that contains every c∈C which is ε-close to h and that does not contain any c∈C which is 2ε-far from h.
Proof. Let g be a trf approximating P and suppose X = {x 1 ,x 2 ,...}. The following test answers 'Yes' if c is ε-close to h and does not answer 'Yes' if c is 2ε-far from h.
if Agr > 1-7ε/4 then return('Yes');
We have dropped floors and ceilings in the arguments of g for notational convenience. Consider the value Agr i of Agr at the ith iteration:
Summing up all members of the last relation under ∑' and reordering Interleaving is so standard a tool [17] that we feel free to omit details. £ Theorem 2 Let C be a concept class on X and A be a (P,M)-learning algorithm for C. Then, for every large c∈C, the following relation holds.
where:
is the index of c in the enumeration of Lemma 2.
Substituting into (1) we get
with M-probability > 1-δ.
with M-probability > 1-δ .
Consider the expected values of the terms of (3) w.r.t. M:
Now, for an arbitrary discrete and nonnegative random variable B with distribution M and a
is large enough and that the right-hand side is always nonnegative, the theorem follows. £ Theorem 3 Let C be a concept class on X and A be a (P,Q)-learning algorithm for C. Then, for every large c∈C, under notations of Theorem 2:
Proof. Point d) of Section 2.1 and Jensen's inequality get
But, if x m and C are known, l m can be computed from the enumeration index of set(Π C (x m )).
Then, by point a) of Section 2.1,
Apply Theorem 2 to the last inequality to get the thesis. £ Note that we have dropped the 
where p c m is the distribution of the label vector l m .
Proof. Denote for short P m by Q and recall that l m = (l 1 ,...l m ).
where the first inequality of (5) 
and so,
that, together with (5) and Theorem 2, proves the theorem. £
Below is a technical lemma, whose proof is in Appendix, showing that the quantity
2 ) when P(c) → 0 and η → 1/2.
Lemma 3 If 0 < α < 1/2 and 0 < η < 1 then
. £ Theorems 2, 3 and 4 extend obviously to randomized learning algorithms and have to be interpreted essentially as constraints from below on the sample information content to identify and represent c inside C up to ε and δ.
We note that we are able to tell P and M clearly apart in these theorems and compare in this way such results to existing literature (e.g. [6, 10] ) assuming different training and testing distributions. This feature can also help us to handle the case where the sample points are not independent (Section 5.2).
APPLICATIONS
We now exhibit a few applications of the methods we developed in the last section, separating for clarity independent and markovian instances. Since our main purpose here is to show the easy applicability of these methods, we do not spend much effort in minimizing multiplicative constants. Indeed they will be hidden in big-oh and big-omega notations.
Independent instances
Corollary 1 4 Let C be a concept class on X, d(C) = d large enough, {x 1 , ..., x d }⊆X be shattered by C and P be the following distribution on X:
If A is a (P,P m )-learning algorithm for C, ε≤1/18 and δ<2/5 then it must be
Proof. Suppose w.l.o.g. that C = 2 {x1, ..., xd} and denote for short P m by Q. Let us apply Theorem 3. By points b) and d) of Section 2.1 it follows that there is a c∈C such that . Then
Putting together as in Theorem 3
If d is large enough a simple algebra shows that logV < 3d/5, and if δ < 2/5 the left-hand side of (6) 
Proof. Suppose w.l.o.g. that C = 2 {x1, ..., xd} . Let us apply Theorem 4 by letting
The second member of inequality in Theorem 4 can be easily upper bounded by observing that: (1-2η) ), provided ε≤1/32; by Lemma 3,
H(η+16ε(1-2η)) -H(η) = O(ε(1-2η)
2 );
• starting from E, p c m can be described by a description of P(c) which, in own turn, is obtained by a description of the number of points in {x 1 , ..., x d-1 } that are contained in c.
Thus

K( p c m |E ) ≤ logd + 2loglogd + O(1).
Putting together, by an analysis very similar to that for (6), we yield the claimed result. £ Corollary 3 Let C be the concept class of monotone monomials on X = {0,1} n , P be the uniform distribution on X and l = log 1 6ε 
. 5 Actually, this corollary is a particular case of a more general result shown in [20] by different techniques. 6 It means, for instance, ε = 1/poly(n) and n large enough. 
The second member of inequality in Theorem 4 can be easily upper bounded by observing that:
• given E, p c m can be described by a description of P(c) which is uniquely determined by l.
Thus
K( p c m |E ) ≤ logl + 2loglogl + O(1).
Putting together as in inequality of Theorem 4 we get
large enough, implies the thesis. £
Remark 1
We note that, as far as n, ε and η are concerned, this lower bound essentially matches the upper bound for this class based on ε-covering found in [5] with the improvements suggested by Laird [15] . Indeed, an ε-cover for C is the one made up of all monotone monomials of at most log
literals, and its cardinality is essentially of the same order of magnitude of
(at least for ε = 1/poly(n) ). £ Class C of parity functions on X = {0,1} n is the class of functions that are the parity of some set of variables in {x 1 ,...,x n }, i.e. C = { ⊕ i∈Ι x i | I ⊆ {1,...,n}}.
Corollary 4 Let C be the class of parity functions on X = {0,1} n and P be the uniform distribution on X. If A is a (P,P m ×R)-learning algorithm for C, where R represents the C.N.
model with error rate η<1/2, ε≤1/6, δ<1 and n is large enough then it must be
Proof. Apply again Theorem 4. |C| = 2 n , then there is c∈C such that K( c | E ) ≥ n. It is easy to prove that P(c) = 1/2 for every c∈C. Now, for c, c' ∈C, c∆c'∈C. This implies that if c≠c'
and that K( p c m |E ) = O(1). From the triangular inequality P(c∆c') ≤ P(c∆h)
+ P(c'∆h) and P(c∆h) < ε it follows that P(c'∆h) ≥ 1/2 -ε ≥ 2ε for ε≤1/6. Thus if c'≠c then c' does not appear in the enumeration of Lemma 2 and so
For a fixed ε≤1/6 Lemma 3 allows us to upper bound the left-hand side of inequality of Theorem 4 by mO ((1-2η) 2 ) + O (1) . £
The lower bound in the last corollary can be obtained for η=0 even by applying the ε-cover techniques of [5] and it is somewhat unsatisfactory since it does not depend on ε: the drawbacks of Theorem 4 are well expressed by this case. Alternatively we could apply Theorem 3 through the clever identification of a large enough subclass C' of C for which H P m (C') depends on ε (e.g., linearly). We leave it as an open problem.
Remark 2
We observe that the theoretical framework we supplied up to now can take into account further behavioral constraints a learning algorithm can have. For instance, we may want to analyze consistent (P,P m )-learning algorithms [3] or disagreement minimization (P,P and by Jensen's inequality
where
Disagreement minimization (P,P m ×R)-learning algorithms can be treated similarly.
As a matter of fact, in this way we are able to affect only multiplicative constants in all the applications we mentioned so far. £
Markovian instances
Consider a discrete time homogeneous Markov's chain with transition matrix P, initial distribution ϕ (0) and distribution ϕ , i = 0,...,m. To exhibit the potentiality of our method, we measure the sample complexity of learning to classify correctly the next labelled example rather than referring to a fixed testing distribution (see, e.g., [2, 4] ) 8 . Now the advantage of the strong separation between P and M in the notion of (P,M)-learnability is highly evident. Suppose we are in the error free case. In Definition 1 set Q to the distribution of x m and P to the distribution of the next point x m+1 . The sample complexity of the learning algorithm is the least m*= m*(ε,δ) such that for every m ≥ m* it results Pr Q ( P(c∆h) < ε ) > 1-δ. In this case both Theorem 3 and 4 can be conveniently applied.
As an example, consider, for a given ε, the Markov's chain with d states and parameters r and k described by the transition matrix
In Appendix we show the following Lemma 4 Let ϕ (0) be an arbitrary initial distribution and x m be the outcome of the chain (7) with initial distribution ϕ
, from time 0 to time m. Then, for εk+r ≤ 1 and d large enough
shattered by C, Q be the distribution of the first m+1 (from 0 to m) outcomes of the chain (7) with state space {x 1 , ..., x d } and initial distribution ϕ
7 Vectors are intended as row vectors. 8 The reader should note the difference between our model and the "bounded mistake rate" model of [4] . We are clearly making a distinction between training and testing phases: at the end of training a testing phase begins and the hypothesis produced cannot be updated anymore. 9 Note that ϕ (0) is quite near the limit ϕ
). .
In applying Theorem 3 we can bound the first term of its inequality by an analysis very close to the one used to prove Corollary 1, while its second term is handled by Lemma 4. This gives rise to
being e the base of natural logarithm. Since k ≥ 84, εk ≤
log(ek / 3), δ <1/20 and d is large, after some algebra we get
and then m = Ω(d/(rε)), that is the thesis. £
Remark 3
The reader should compare the results in Corollary 1 and Corollary 5 to appreciate the role played by the parameter r. First note that since ϕ (0) is quite near ϕ (∞) and ϕ (∞) is independent of r, then the testing distribution ϕ (m+1) ( and thus the usual upper bound on
will be scarcely dependent on r. If r tends to 1 the chain tends to generate a sample whose mean information content is similar to that of the sample generated by the distribution of Corollary 1. If r tends to 0 the mean information content of the sample goes to 0. This notion can be obviously formalized by making use of the entropy of the chain and, indeed, Corollary 5 can be easily recast in terms of this entropy, once we rely on a Theorem 4-like result instead of Theorem 3. £
CONCLUSIONS AND ONGOING RESEARCH
A sample complexity lower bound means about the minimal information necessary to make an inference problem feasible. In classical statistics this quantity is often directly connected to the entropy of the source of data. Here: i. we distinguish a random (the input distribution) from a deterministic (the concept) component in the source; ii. we explore cases where observing the data is more complex than drawing a random sample, since, maybe, the data are correlated or affected by a labelling error or, anyway, follow a distribution law different from the product one; iii. we take into account the peculiarities of the learning algorithm. All these features affect the amount of necessary information content, in a way which is sharply controlled from below by our method.
The examples exhibited in the paper show a great ductility of the method, passing from easy computations, sufficient for revisiting some known results in the literature (such as the necessary sample size for distribution free learning of any concept class) to somewhat more sophisticated computations, for instance consistency constraints or markovian examples.
Nevertheless, work is in progress for covering more general learning features such as:
1. Infinite cardinality of the concept classes. This feature stops us from easily bounding
separately, thus requiring for bounding directly the difference between them by means, perhaps, of smallest ε-covers.
2. Bayesian Learning (see, e.g., [13] ). Assuming an a priori distribution on C we fall in the field of Bayesian Learning, where the confidence δ takes into account also this source of randomness, with a consequent weakening of the sample complexity bounds.
3. Stronger error models, such as malicious errors [14] considered in [8] for a worst case distribution.
4. Enlarged ranges for the target function outputs (see, e.g., [18] ). We can easily extend our method to finite ranges larger that {0,1}, by managing the analogous of the ε-close concepts.
Obviously the bounds depend on the selected loss function, raising the side problem of selecting suitable functions and specializing the method in relation to them.
holds.
Proof. It is well known that ln(1-x) > -x/(1-x) for x ∈ (0,1). Then (1-x) t > exp(-tx/(1-x)) for t > 0 and x ∈ (0,1). The lemma follows from the inequality 1 -exp(-y) < y for y > 0. £ (1-2η) ) -H(η). If 0 < α < 1/2 and 0 < η < 1 then
Proof. Consider the Taylor expansion of f near (0
Let H (i) be the ith derivative of H. An easy induction shows that:
Then:
By the expression for
we get
i is always zero for η = 1/2 and then
Consider now
For η = 1/2 only the first (k = 0) term of this sum does not vanish, that is to say
Putting together as in (A1)
From Lemma A1 it follows that 1− (1− 2α )
for 0 < α < 1/2, 0 < η < 1. £ Lemma A3 Let x m = (x 0 , ..., x m ) be the outcome of the chain (7) 
Proof. Assume the chain has state space {1, 2, ..., d} and suppose for the moment that the chain starts in state d, so that ϕ (0) = (0, 0, ..., 1). Let P = P(r, k)
and P /b be the matrix obtained from P by substituting the bth column of P by a vector of zeroes. Now, it is well known that (see, e.g., [9] ) f d,1 (m) is the element of place (d,1) of
By an inductive argument it can be shown that
.
It is easy to verify that if εk+r ≤ 1 and d is large enough then
where the second inequality holds if εk+r ≤ 1.
By the symmetry of the states x 1 , ...,
and then
Here the subscript d in E Q,d accounts for the starting state x d . By the topology of the chain it should be clear that
, and by (A2)
A lower bound for α* is easily obtained from Lemma A1:
. Substitute the last inequality into (A3) to get the thesis. £ As a matter of fact, this theorem appears in the literature (e.g., [17] ) in the form "c P = K(P) up to an additive constant": the proof there can be easily modified to get our version. This allows us to set y = P and to get a constant c P independent of P, too. In other words, when the conditional distribution P quoted in Theorem 1 is the one approximated by φ u , then putting y = i we get a constant c P essentially equal to the prefix complexity of the index u.
Note that when the conditional distribution P quoted in Theorem 1 is the one approximated by φ u , then putting y = i we get a constant c P independent of P i too. As a matter of fact, this theorem appears in the literature (e.g., [17] ) in the form "c P = K(P) up to an additive constant": the proof there can be easily modified to get our version. We use the conditioning y in the description of P only for clarity purpose, as Sections 4 and 5 will show.
, for P and M known, epistemological Remark 1 We note that, as far as n, ε and η are concerned, this lower bound essentially matches the upper bound for this class based on ε-covering found in [5] with the improvements suggested by Laird [15] . Indeed, an ε-cover for C is that made up of all monotone monomials of at most log Teorema 5 Sia X = X n = {0,1} n e C la classe dei monomi monotoni su X n , P la distribuzione uniforme su X n ed ε della forma 1/n α , per costante α > 0 ed n sufficientemente grande. Un algoritmo A che (P,P m )-apprende C deve usare Ω( 1/ε logn ) esempi.
Dim.. Sia Q= P m . Sia C ε la sottoclasse di C composta da concetti c per cui P(c) ≤ 2ε. Se l = , questa classe contiene un numero di concetti pari a che è almeno (n/l) l . Applichiamo il punto 1 del lemma 2: -Esiste un target in C ε t.c. K(c/E) ≥ l log(n/l) -Si può verificare facilmente per diretta inspezione che condizione necessaria affinché h in C sia ε-vicina a c è che h abbia nella sua espressione congiuntiva solo letterali che appaiono anche in c, purché c abbia almeno un letterale. Se invece c = X n è necessario che il numero di letterali in h sia ≤ . Quindi se ≤ l (sse ε ≤ 1/3) per ogni c in C ε un h ε-vicina può essere scelta in al più 2 l modi. Ne segue che E Q ( K(i c,h / h,x m , K(x m ), E) ) ≤ l + 2logl.
-H( l m c ) = mH(P(c)) ≤ mH(2ε) ≤ 2mεlog(1/ε), purché ε ≤ 1/4.
-Per descrivere p m,c è sufficiente descrivere P(c) che a sua volta si ottiene descrivendo il numero di letterali nella espressione per c. Quindi, se c è in C ε , K(p m,c ) ≤ logl + 2loglogl..
Mettendo assieme:
l log(n/l) -(l + 2logl ) ≤ 2mεlog1/ε + logl + 2loglogl + O (1) che implica, tenuto conto del valore di ε e di l, per n sufficientemente grande, m = Ω( 1/ε logn ).
Volendo analizzare le conseguenze di perturbazioni nella training distribution Q rispetto alla testing distribution P, assumiamo la funzione distanza seguente:
Definizione 4 Date due distribuzioni P e R su X, sia dist(P,R) = max AX |P(A) -R(A)|.
Teorema 4
Sia X un dominio al più numerabile e C una classe di concetti ricorsivi enumerabile su X. Sia d(C) = d sufficientemente grande. Esiste una distribuzione P tale che C non sia (P,R m )-apprendibile quando dist(P,R) = Ω(ε).
Dim. Sia x d = {x 1 , ..., x d } X shattered da C, 0< ε< 1/9, P la misura di probabilità definita nel teorema 3, ε< 1/9, δ < 1/4. La distribuzione R definita come R(x d ) = 1, R(x) = 0 altrove è tale per cui dist(P,R) = 8ε.
Applichiamo il punto 2) del lemma 2. Esso ci fa giungere fino al confronto fra il primo membro della (4), che è arbitrariamente elevato per d crescente, e la somma H R m(C) + 2logH R m(C) + O(1), che è una costante per ogni m. Ne deduciamo che C non può essere (P,R m )-appresa.
Quest'ultimo teo. è confrontabile con un semplice risultato che appare in [Decatur '93] .
Osservazione Dovrebbe essere chiaro da questa discussione che se Q = R m P m , il rapporto fra il primo ed il secondo membro delle relazioni nel lemma 2 può essere reso arbitrariamente grande, fino all'impssobilità di apprendere (teorema 4).
Teorema 5 Sia X = X n = {0,1} n e C la classe dei monomi monotoni su X n , P la distribuzione uniforme su X n ed ε della forma 1/n α , per costante α > 0 ed n sufficientemente grande. Un algoritmo A che (P,P m )-apprende C deve usare Ω( 1/ε logn ) esempi.
Mettendo assieme:
l log(n/l) -(l + 2logl ) ≤ 2mεlog1/ε + logl + 2loglogl + O(1) che implica, tenuto conto del valore di ε e di l, per n sufficientemente grande, m = Ω( 1/ε logn ).
