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Introduction
In this paper, we continue the study of the modeling of elasto-plastic materials
by partial differential equations, as done for instance in [1], [2]. The general goal
in the context of this paper is to consider a domain Ω ⊂ Rn and let v : Ω→ R
represent one dimensional displacement of a material whose equilibrium state
is modeled by Ω. The desire is to penalize elastic (bulk) and plastic (surface)
deformation with a suitable energy functional and to seek a minimizer of that
functional. The natural space of functions for this is SBV , and the energy
functionals we consider here take the form
E(v) :=
1
2
∫
Ω
|∇v|2dL2 +
∫
Sv
φ([v])dH1 +
∫
∂Ω
φ([v − g])dH1 (1)
where the first term penalizes bulk energy, the second, surface energy, and
the third, displacement from a specified g ∈ L∞(∂Ω), representing boundary
configuration of the material.
This energy functional does not allow for the use of the standard compactness
theorem for SBV [5], and so general existence results in Rn are not known.
To remedy this, in [4], a somewhat alternative route is suggested, in which
they examine a minimizer uΓ of (1) when restricted to the class of functions
SBVΓ(Ω), defined as those SBV (Ω) functions with jump set restriced to some
Γ ⊂ Ω, a closed, Hn−1 σ-finite set. The goal there is to find a Γ such that
|∇uΓ| ≤ φ′(0) a.e. in Ω\Γ (2)
which makes sense as a model since φ′(0) can be thought of as a threshold for
fracture to occur. This approach effectively bypasses the issue of existence of
the minimizers themselves and the issue becomes the existence of a Γ such that
(2) holds. In this paper, we restrict ourselves to a small subclass of functionals
like (1) and in the simple case that Ω is the unit square in R2, and demonstrate
the existence of a Γ by constructing its minimizer.
1
The construction
We consider the domain Ω := (0, 1)× (0, 1) and the energy functional
E(v) :=
1
2
∫
Ω
|∇v|2dL2 +
∫
Sv
φ([v])dH1 +
∫
∂Ω
φ([v − g])dH1 (3)
defined ∀v ∈ SBV (Ω), where φ ∈ C1[0,∞) is strictly concave, φ(0) = 0,
φ′(0) = 1, g ∈ L∞(∂Ω) and [v](x) represents the jump of v at x. We define for
some β > 1
L(x1, x2) = βx2
and aim to construct a u which minimizes E with g = L when restricted to
competitor functions v ∈ SBVΓ(Ω) for some closed, σ-finite Γ ⊃ Su. To do so,
we will place a restriction on φ, to be stated later, but first we define another
function ψ : [0,∞) → R dependent upon φ which will be used to explicitly
construct u. We require that ψ(0) = 0 and that it satisfy
1
ψ′(x)2 + 1
= φ′((β − 1)ψ(x))2 (4)
it is an exercise in ODE’s to show such a ψ exists, is bounded, increasing and
has a bounded derivative in some interval [0, R]. Furthermore it can be seen
that ψ′(x) → 0 as x → 0 and thus that R can be chosen such that ψ(x) <
(1 − 1√
2
)x ∀x < R. Now, consider an open ball B = B(x, r) ⊂ Ω, r < R. By
relabeling, we can assume B = Br(0, 0) and L(x1, 0) = 0. Let
S′ := {(x1, x2) ∈ B : |x1| < 1√
2
r, 0 < x2 < φ(
1√
2
r − |x1|)}
and
S :=
⋃
j∈J
(S′ + jφ(
1√
2
r)x2)
where J = {j ∈ N ∪ {0} : jφ( 1√
2
r) < 1√
2
r}. Because r < R, S ⊂ B. We now
define
u(x1, x2) := jφ(
1√
2
r) + x2
whenever x = (x1, x2) ∈ S and jφ( 1√2r) ≤ x2 < (j + 1)φ( 1√2r) and u = L
otherwise. It is clear that in ∂S′ ∩ {x2 > 0}
∂u
∂n
(x1, x2) =
1√
ψ′( 1√
2
r − |x1|))2 + 1
= φ′((β − 1)ψ( 1√
2
r − |x1|))
= φ′([u](x1, x2))
2
along {x2 = 0}, we also have ∂u∂n = φ′([u]) since ∀x ∈ ∂S′ ∩ {x2 = 0}
∂u
∂n
(x1, x2) = 1 = φ
′(0) = φ′([u](x1, x2))
so that we have
∂u
∂n
= φ′([u]) (5)
in ∂S′ and then by symmetry in all of ∂S. This property coupled with u being
affine within each component of S is how we will determine minimality. However
we must first ask how large S is proportional to B. The answer depends on ψ.
It may be so that for small B the profile of ∂S does not capture enough of the
area of B to allow for the construction of u in all of Ω. To prevent this, we
require that
L2(S) ≥ αL2(B) (6)
for some fixed 0 < α < 1 regardless of which ball we construct S in. To achieve
(4), we require
xψ′(x)
ψ(x)
≤M (7)
for some M > 1 (see the comments at the end of this paper regarding this
restriction).
It then follows that
L2(S′) ≥ ψ( 1√
2
r)
ψ( 1√
2
r)
ψ′( 1√
2
r)
≥ ψ( 1√
2
r)
r√
2M
and thus that
L2(S) =
∑
iJ
L2(S′ + iφ( 1√
2
r)x2)
≥ r√
2
r√
2M
=
r2
2M
=
L2(B)
ω(2)2M
where ω(2) is the measure of the unit ball in R2. We define α = 1ω(2)2M . Thus
if (7) holds, then in any B = B(x, r) ⊂ Ω with r < R we can construct a set SB
and define u within B such that u is affine in each component of SB , satisfies
(5) on ∂SB , SB satisfies (6) and such that u = L outisde of SB . Furthermore
note that supB{|u− L|} < (β − 1)diamB.
Now we choose a collection of balls and define u within each in such a way
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that u is defined a.e. in Ω. To this end, choose N1 and disjoint balls Bn for
1 ≤ n ≤ N1 such that
∀ 1 ≤ n ≤ N1 diamBn < R, L2(Ω\
⋃
1≤n≤N1
Bn) < 1/2
and define
G1 :=
⋃
1≤n≤N1
Bn, S1 :=
⋃
1≤n≤N1
SBn
note that L2(S1) ≥ α2 . Define u1 within each Bn for 1 ≤ n ≤ N1 as above and
set u1 = L outside of G1. Thus u1 = L in Ω\S1. We can find N2 and disjoint
Bn ⊂ Ω\S1 for N1 < n ≤ N2 such that
∀ N1 < n ≤ N2 diamBn < R
2
, L2(Ω\(S1 ∪ [
⋃
N1<n≤N2
Bn])) < (1− α
2
)1/2
let
G2 :=
⋃
N1<n≤N2
Bn, S2 :=
⋃
N1<n≤N2
SBn
Then L2(Ω\(S1 ∪ S2)) ≤ (1− α2 )2. Define u2 in Bn for N1 < n ≤ N2 as above
and set u2 = u1 outside G2.
In this way we choose Nn and Bn such that ∀ Nn−1 < n ≤ Nn, diamBn <
R
2n−1 and we define Gn and Sn. We then have
L2(Ω\
⋃
1≤k≤n
Sk) < (1− α
2
)n
and define un similarly.
We also define Γn := ∂Sn. We note that
sup
Gn
{|un − L|} < C
2n−1
(8)
and that L2(⋃1≤n≤N Sn) ↗ 1. Thus ∃u ∈ L1(Ω) such that un → u and
furthermore by the construction of u we can see that
L2({un 6= u})↘ 0 (9)
We need to prove that (5) holds for u within each Sn. But by (8) we have for
any N
for a.e. x ∈ (Ω\
⋃
1≤n≤N
Sn),
x ∈ Sn for some n > N
⇒ |u∗(x)− L(x)| < C
2n−1
4
thus
x ∈ ∂(
⋃
1≤n≤N
Sn)⇒ |u+(x)− L(x)| < C
2N−1
But ∀n and x ∈ ∂Sn, x ∈ ∂(
⋃
1≤n≤N Sn) ∀N > n. This implies that (5) holds in
the limit. It in fact also shows that ∀x ∈ (Ω\⋃∞n=1 Sn), if we define u(x) = L(x),
then u is continuous at x and so that Su ⊂
⋃
Γn.
The next question is whether u ∈ SBV (Ω). For each n, unSBV (Ω). Because
un is increasing in the x2 direction and takes the values 0 on {x2 = 0} and β
on {x2 = 1}, we have
|||Dun||xσ2|(Ω) =
∫
Ω
(0, 1) · d[Dun] = β
where σ satisfies |σ| = 1 a.e. and represents the orientation of ||Dun|| and
||Dun||xσ2 represents restriction to the x2 direction. As ∇un · (1, 0) = 0 a.e.,
we also have
|||Dun||xσ1|(Ω) =
∫
Sun
|σ1| d||Dun|| =
∫
Sun
ψ′(yx)√
ψ′(yx)2 + 1
[un]dH1(x)
where ∀ x, yx ∈ [0, R]. Thus |ψ′(yx)| < C for some C and so∫
Sun
ψ′(yx)√
ψ′(yx)2 + 1
[un]dH1(x) ≤
∫
Sun
C[un]dH1
= C
√
C2 + 1
∫
Sun
1√
C2 + 1
[un]dH1
≤ C
√
C2 + 1
∫
Sun
1√
ψ′(yx)2 + 1
[un]dH1(x)
≤ C
√
C2 + 1
∫
Ω
(1, 0) · d[Dun]
= βC
√
C2 + 1
which shows that the total variation of un is bounded independent of n, so that
u ∈ BV (Ω). Furthermore, we can define
µ := L2 +H1xSu
to see that {||Dun||} is uniformly absolutely continuous with respect to µ and
so that Du has no Cantor part, implying u ∈ SBV (Ω).
Now we approach the issue of showing that u is a local minimizer of (3) over
competitors v ∈ SBVΓ(Ω) for some closed, σ-finite Γ ⊃ Su. To this end we
define Γ := ∂Ω
⋃∞
n=1 Γn, let vSBVΓ(Ω). We define v
i : Γ\∂Ω→ R as the trace
of v from within the interior of some Sn and v
e : Γ\∂Ω → R as the trace from
the exterior, both of which exist H1x(Γ\∂Ω) a.e. We consider
f() := E(u+ v)
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=
1
2
∫
Ω
|∇(u+ v)|2dL2 +
∫
Γ\∂Ω
φ([(u+ v)])dH1 +
∫
∂Ω
φ([(u+ v)− L])dH1
=
1
2
∫
Ω
|∇u|2+2∇u·∇v+2|∇v|2dL2+
∫
Γ\∂Ω
φ([(u+v)])dH1+
∫
∂Ω
φ([v])dH1
let
En = (
⋃
1≤i≤N
Si)
since limn→∞H1[(Ω\En)∩
⋃n
i=1 Γi] = 0 and any v ∈ SBVΓ(Ω) is absolutely
continuous with respect to L2 +H1xΓ, we see that for any such v∫
Ω\En
∇u · ∇v dL2 ≤
∫
Ω\En
∇u · d[Dv]
≤
∫
Ω\En
d||Dv||
→ 0
and therefore that
0 = lim
n→∞
∫
Ω\En
∇u · d[Dv]
= lim
n→∞
∫
∂(Ω\En)
−∂u
∂n
v dH1
=
∫
Γ\∂Ω
−∂u
∂n
vedH1 +
∫
∂Ω
∂u
∂n
vdH1
where we employ the convention − ∂u∂n so that the normal is always under-
stood as pointing outward from the sets Sn, which aids in the calculation below.
We see for any n that

∫
Ω
∇u · ∇v dL2 = 
∫
En
∇u · ∇v dL2 + 
∫
Ω\En
∇u · ∇v dL2
using integration by parts and taking the limit as n→∞, we obtain

∫
Ω
∇u · ∇v dL2 = 
∫
Γ\∂Ω
∂u
∂n
(vi − ve)dH1 + 
∫
∂Ω
∂u
∂n
vdH1
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taking the derivative of f with respect to 
f ′() = 
∫
Ω
|∇v|2dL2 −
∫
Γ\∂Ω
∂u
∂n
(ve − vi)dH1
+
∫
Γ\∂Ω
φ′([(u+ v)])(ve − vi)dH1 +
∫
∂Ω
∂u
∂n
vdH1 +
∫
∂Ω
φ′(|v|)|v|dH1
f ′(0+) ≥ −
∫
Γ\∂Ω
∂u
∂n
(ve − vi)dH1 +
∫
Γ\∂Ω
φ′([u])(ve − vi)dH1
−
∫
∂Ω
|v|dH1 +
∫
∂Ω
φ′(0)|v|dH1
=
∫
Γ\∂Ω
[−∂u
∂n
+ φ′([u])]vdH1
≥ 0
This shows that u minimizes E(v) over v ∈ SBVΓ(Ω).
We note here that regarding our restriction (7), it is not immediately clear
whether there exists a function φ which generates such a ψ, and one might ask
whether our formulation makes sense. To this end, we consider
ψ(x) = Cx2, C > 0
and ask if there exists φ such that (4) holds. Then
1
4Cx2 − 1 = φ
′((β − 1)Cx2)2
setting σ = (β − 1) and v = σCx2,
φ′(v)2 =
1
4C
σ v + 1
and so
φ(v) = 2(
4C
σ
v + 1)
1
2 +A (10)
where A is chosen so that φ(0) = 0. Note that any other choice of function
φ bounded above by (10) will generate a ψ satisfying (7).
We then ask to what degree φ approximates the linear function f(x) = x in the
limit as x → 0. This will give an empirical sense of ”how cohesive” an energy
functional this approach deals with. Since
(x− φ(x))′′ = (1− φ′(x))′
=
2C
σ
(
4C
σ
x+ 1)−
3
2
≤ 2C
σ
7
we get
0 ≤ lim
x→0
x− φ(x)
x2
<∞
Note also that for any φ for which this limit above is positive, we can choose C
such that a function of the form (10) bounds it above. It then follows that such
a φ generates a ψ satisfying (7). Thus any φ satisfying
0 < lim
x→0
x− φ(x)
x2
<∞
conforms to this method.
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