Automatic process partitioning is the operation of automatically rewriting an algorithm as a collection of tasks, each operating primarily on its own portion of the data, to carry out the computation in parallel. Hybrid shared memory systems provide a hierarchy of globally accessible memories. To achieve high performance on such machines one must carefully distribute the work and the data so as to keep the workload balanced while optimizing the access to nonlocal data. In this paper we consider a semi-automatic approach to process partitioning in which the compiler, guided by advice from the user, automatically transforms programs into such an interacting set of tasks. This approach is illustrated with a picture processing example written in BLAZE, which is transformed by the compiler into a task system maximizing locality of memory reference.
INTRODUCTION
The shared memory paradigm is one of the most useful models of parallel computation. An idealized shared memory architecture, as shown in Fig. 1 , consists of many independent processors sharing access to a single global random-access memory. Under this model, called the "paracomputer" GLOBAL MEMORY Fig. 1 . Ideal shared memory multiprocessor system. model by Schwartz,/1) each processor is permitted to access and modify any data cell in the global address space in a single cycle.
Unfortunately, most of the current shared memory machines do not reflect this model accurately. To support the pure shared memory paradigm, such machines require extremely fast communication; it must be possible to access remote memory and get the results back in time comparable to the processor clock cycle. Bus based shared memory architectures with a few dozen processors can be built easily, (2'3) but larger high performance shared memory machines require a more complex interconnection system between the processors and the memory modules. Because of the difficulty in building fast, completely shared memories, most current multiprocessors use a collection of local memories to implement shared memory. A typical scheme for doing this is shown in Fig. 2 . Examples of such architectures are the IBM RP3 (4) and BBN Butterfly/s)
In such hybrid shared memory architectures, memory is physically distributed across the processor boards of the system. Thus each processor is directly connected to one section of memory, referred to as local memory, and must access the rest of global memory via a multi-stage network. Generally, access to the local memory through the direct connection is two to three times faster than access to remote memory through the network. Given such a hierarchy in memory speeds, it becomes important for the data accessed by a processor be in the local memory, whenever possible. The reference pattern of the processes accessing the data must be taken into account when distributing the data across the local memories of the system. Otherwise, it is possible that most of the data accesses are nonlocal, resulting in higher network traffic and poorer overall performance. Exploiting locality of reference is thus a critical issue on hybrid shared memory machines. There are two general approaches to programming parallel machines: explicit and implicit. Explicitly parallel languages include constructs for specifying a program's parallel execution directly. Examples of such languages include Ada, ~6) Force, (7) and Pisces. ~8) These languages typically include constructs for creating and managing processes and the communication and synchronization between them. The implicit parallelism approach does not provide any such explicit constructs. Instead, the compiler is designed to detect and exploit opportunities for parallel execution. Examples of this approach include new languages such as ParAlfl, t9) SISAL, ~1~ and BLAZE, ~H~ and the restructuring compiler efforts ~1~' 13" 14) which have typically targeted conventional languages such as FORTRAN.
Until now the distribution of work and data has been done manually by coding algorithms in an explicitly parallel language. While this strategy is effective, it suffers from two major drawbacks. First, it is time consuming and error prone for the programmer, who must supply a great deal of detail about data and task allocation having little to do with the underlying algorithm being implemented. Second, manual process partitioning generally produces nonportable programs. While the data may be divided in precisely the same manner on both a shared memory and a nonshared memory machine, the syntax for nonlocal accesses will almost certainly be different.
To use process partitioning in an implicitly parallel language, the compiler must implement the technique automatically. Our purpose in this paper is to show that, with a small amount of help from the user, the compiler can do this. The only extra information that the programmer must provide is a general statement of the data distribution pattern. The compiler can then use this information to automatically transform the sequential code into a set of interacting tasks so that the workload is balanced. The compiler can also optimize the access to local and nonlocal data during this restructuring. Although the work presented here does not fully automate process partitioning, it does make it relatively painless to programmers, who are then free to focus on the higher-level aspects of program and algorithm design. We hope to eventually extend our work such that the compiler itself makes the choice of the data distribution patterns to be used. This might be done throughan expert system front end, perhaps using a more thorough analysis of the program than is currently available.
The restructuring techniques described in this paper are applicable to data-parallel algorithms. These are algorithms in which the parallelism arises due to the fact that the same code can be executed concurrently on different pieces of data. They can generally be characterized by the fact that they contain loops which compute the elements of an array in a pointwise fashion. The domains of numerical analysis and image processing contain many such algorithms. In this paper, we consider a simple data-parallel algorithm, showing the sequence of transformations a BLAZE compiler would follow in generating efficient code for a hybrid shared memory multiprocessor.
PROCESS PARTITIONING
We consider here a standard process partitioning example, a smoothing algorithm used in picture processing and other numerical applications. Extracting parallelism from this type of algorithm is a well studied problem. (15'16) In this algorithm, a picture, represented as a two dimensional array of pixel values, is modified to produce a new "improved" picture. This process is repeated a number of times. In one approach, the pixel values in each new array are formed by taking a weighted average of the old pixel value and the values of eight neighboring pixels, as shown in /t'--, Our transformations automatically change a program expressing the smoothing algorithm whose data flow pattern is shown in Fig. 3 to a task system like that illustrated in Fig. 4 .
THE BLAZE ENVIRONMENT
BLAZE is a new programming language intended for programming scientific applications on parallel machines. It is intended to be a simple and elegant way to express scientific programs so that compilers can easily restructure these programs for parallel execution. While closely related to data flow languages, BLAZE uses relatively conventional syntax. The listing in Fig. 5 represents the picture processing algorithm that we have been considering. Further details of BLAZE can be found in Ref. 11 .
BLAZE is a high=level language designed to permit program portability across a variety of parallel architectures. E-BLAZE is a lower-level explicit-tasking language providing a virtual target architecture for our program transformation system. BLAZE itself contains no explicit tasking and communication constructs. E-BLAZE ig a superset of BLAZE, consisting of BLAZE together with constructs for allocating processes, specifying array storage patterns, scheduling loops, and performing interprocess communication and synchronization.
The following E-BLAZE declaration To use these processors for computation, a coprocess loop must be used. This is an explicitly parallel version of the for loop. Each iteration of the loop is performed on a separate processor. For example, given the above declaration of P, the E-BLAZE statement coprocess ql in 1..m, q2 in 1..m on P[ql, q2]do
end;
would invoke m 2 processes in parallel, one on each of the m 2 processors denoted by the P array. Each process executes one iteration of the coprocess loop. The processes all execute the same code in parallel and finish by performing a barrier synchronization.
Arrays are declared as stored across E-BLAZE processors in one of several ways. Each array declaration must have a by clause describing its distribution. The example below shows two possible by clauses. If Q were allocated ten processors, each processor in Q would be assigned a consecutive block of twenty elements of A. The two-dimensional array B is distributed by blocks of rows across Q. There are other distribution patterns in E-BLAZE, such as cyclic distribution, which are not discussed here.
TRANSFORMATION OF BLAZE TO E-BLAZE
In this section we present the region of locality method for the transformation of a sequential program to an equivalent program for multiprocessor execution. Each of the following subsections will explain one step of our method, illustrating it with a local example if appropriate. We will then apply that step to the program of Fig. 5 . By the end of the discussion, we will have converted the smoothing algorithm into a complete E-BLAZE program with explicit parallelism.
Data Distribution
The first decision to be made in our method is the choice of data distribution pattern employed for the arrays in the program. As we discussed earlier, this choice determines the efficiency of the resulting program. The goal of the decision is to minimize references to nonlocal array elements.
Unfortunately, it seems unlikely that a compiler could make an optimal decision based solely on analysis of the program. Mace ~17) has shown that at least one form of the data distribution problem in NP-complete. Approximate methods must therefore be used to find distribution patterns that, while not necessarily optimal, produce reasonable results. Finding heuristics for this problem is an important open research problem.
In our current system, we require the programmer to provide annotations describing the patterns desired. For example, the picture smoothing example might contain the annotation var w, ws: array I-0..N, 0..N] of real;--$dist [block, block] to produce the blocked distribution of arrays w and ws shown earlier.
It is admittedly a shortcoming of this work that users must supply this information. We justify using program annotations on two grounds. First, the extra input required is very small. This seems to be an acceptable burden to place on the user, especially in light of some of the other annotations required by advanced compilers. Kennedy ~18) has suggested that compilers in the future will become much more interactive to allow just this type of user input. The other justification is that our system is a useful back end to any new methods of choosing these patterns. Many groups are working on heuristics for pattern selection, and our method will be useful for implementing any of their ideas.
Creating Parallel Loops
The next step in the transformation process is to convert a for loop with implicit parallelism to an explicitly parallel coprocess loop. This begins by selecting a loop to be run in parallel. Data dependence analysis in the compiler can be used to do this. Because this method is now relatively standard, we only provide an overview here. A more detailed discussion can be found in Refs. 13 and 19 .
The goal of data dependence analysis is to recognize situations in which a memory location is referenced by two separate statements (or by one statement executed repeatedly, as in a loop). If one statement assigns to a memory location while a second uses the location's value, there is said to be a data dependence between the two statements. Two statements can be executed in parallel when there are no dependences between them. If the statements of a data dependence are in a loop, there are two possibilities: the references causing the dependence can be made during the same loop iteration or during different iterations. If the references are made on the same iteration, the dependence is said to be loop-independent; otherwise, it is said to be carried by the loop. A loop can be executed in parallel without introducing synchronization instructions if and only if it does not carry any dependence.
Consider the "computation" and "copying" loops in the picture smoothing program as shown in Fig. 5 . Neither of these loops carry any data dependences. We will parallelize both of them, although our discussion will focus on the "computation" loop which has the more complex body.
Once the implicitly parallel for loops have been chosen, they must be restructured into explicitly parallel eoproeess loops. The process of doing this is called "strip mining," from a similar transformation in vectorizing compilers. A more complete discussion of this transformation can be found in Ref. 19 . The range of the original for loop is conceptually divided into subloops ("strips" in the original formulation). A eoproeess statement is then added around the for loop so that each eoprocess iteration executes one of the divisions of the for loop. Thus, each processor now executes a subrange of the original for loop.
The new bounds of the nested for lop must be generated based on the array distribution patterns so that most of the array accesses refer to data local to that processor. In many examples, there is only one assignment statement within the for loop, wherein only one array is referenced. In such a situation, the for loop bounds are generated based on the array reference on the left-hand side of the statement. This allows the storing of values to always be local. The situation is similar when several identically distributed arrays are referenced, as in the given example. Here again the loop bounds are generated based on the array reference on the left-hand side. More complex loops, in which arrays of different distributions are referenced or the reference pattern is more complex are being studied. Applying this transformation to the picture smoothing program of Fig. 5 produces the E-BLAZE program in Fig. 6 , where both of the parallel loops have been strip-mined. Two notational conveniences should be explained in this program. First, the range primitive provides the bounds of the submatrix of a matrix stored on the given processor. For example, range(w[., ], P[ql, q2]) provides the row bounds of the array w stored on processor P[q 1, q2]. Note that the result of the range operator depends on the distribution of the array. Second, the ^ operator is used to produce the intersection of two ranges. The actual loop bounds can be easily computed and specified, but are notationally complex. We therefore only show the intersected version.
Subscript Analysis
Once the parallelism in the program has been expressed as explicit coprocess loops, the question of memory locality can be addressed. This requires an analysis of the local and nonlocal memory references occurring in each loop, followed by a sequence of program transformations based on this analysis. This subsection describes this analysis, while the next describes the transformations. where each R~ is an array reference. Array references can occur on both the left and right sides of statements, and a number of arrays may be referenced in the loop. For simplicitly, we assume that only one array A is referenced, and also assume a two dimensional for loop, as shown. The general case of multiple arrays all using the same distribution patern is no more difficult, but complicates notation 9 We make two restrictions on the subscripts in programs to be transformed.
1. Array subscripts must be linear functions of the loop indices. depending on whether P is one-or two-dimensional. Given our assumptions on the form of subscript functions occurring, for each array reference Rk, there is a rectangle G~, such that if the loop indices (i, j) are within Gg, then the reference will be local. That is,
Note that in degenerate cases the "rectangles" may be empty, the whole plane, or an infinite slab. The slab case, for example, occurs with array references such as A [j, j], in which one index is omitted.
Loop Decomposition
Once the rectangles, Gk have been computed for each reference Rk, they may be combined into a single diagram, called the reference locality 
Picture Processing Example
Let us now apply the previous analysis on the picture processing example under consideration. We will concentrate on the "computation" loop, as labeled in Figs. 5 and 6 . The "copying" loop in those figures does not contain any nonlocal references and hence does not need to be decomposed.
The reference locality diagram for the "computation" loop is given in Fig. 11 . The table given for loops, each with between 0 and 5 nonlocal references. An abbreviated form of the full loop is shown in Fig. 12 , where, to save space, only the nonlocal references in each subloop body are shown. The lower and upper primitives used here give the lower and upper bounds of the appropriate range. Figure 13 showns three of these loops in full. The loops correspond to the subregions in the northwestern corner, nothern edge, and northeastern corner of region G1 in the diagram. Nonlocal references in Fig. 13 are flagged by exclamation marks. At this point, the compiler has enough information to generate good code for the nonlocal references. For example, consider the program fragment shown in Fig. 13. As shown in Fig. 14, an element those nonlocal elements into local memory once. The nonlocal references can then be satisfied from the fast local memory rather than fetched from remote memory. Such an optimization improves overall performance both due to reduced access time for nonlocal references and also due to the reduced network traffic. Figure 15 shows the three loops of Fig. 13 after this optimization.
CONCLUSIONS
Careful distribution of work and data is essential for high performance on many parallel machines. In particular, maximizing locality of reference is critical for hybrid shared memory systems which provide a hierarchy of memories with differing access times. This paper has demonstrated that automatic process partitioning by a series of source-to-source translations is feasible. Our method seems to be quite general, is easy to implement, and should substantially reduce users programming effort.
A major shortcoming of our work is that the general array distribution pattern must be specified by the programmer's annotations. Ideally, the compiler should determine the storage pattern of all arrays. This is a complex optimization problem and is being investigated.
Even though we have concentrated on shared memory machines, extensions of the ideas here will apply to nonshared memory architectures, such as the hypercubes. However, a number of aspects of these extensions are unresolved and are still being studied.
