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Abstract. This paper proposes a novel trajectory tracking control approach for nonholonomic wheeled mobile robots. In this approach, the
integration of feed-forward and feedback controls is presented to design the kinematic controller of wheeled mobile robots, where the control law
is constructed on the basis of Lyapunov stability theory, for generating the precisely desired velocity as the input of the dynamic model of wheeled
mobile robots; a proportional-integral-derivative based membrane controller is introduced to design the dynamic controller of wheeled mobile
robots to make the actual velocity follow the desired velocity command. The proposed approach is defined by using an enzymatic numerical
membrane system to integrate two proportional-integral-derivative controllers, where neural networks and experts’ knowledge are applied to
tune parameters. Extensive experiments conducted on the simulated wheeled mobile robots show the effectiveness of this approach.
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1. Introduction
Since the pioneering work of Pa˘un in 1998, an increas-
ing attention has been paid to Membrane Computing
(MC) in the last years [32,51,50,54,47,53,13]. In re-
cent years, much attention has been paid to MC ap-
plications, especially to real-life applications, in par-
allel with richly theoretical results [50]. The hybrid
methods of MC and meta-heuristics have been devel-
1Corresponding Author: Ferrante Neri, Centre for Computa-
tional Intelligence, School of Computer Science and Informatics,
De Montfort University, The Gateway, Leicester LEI 9BH, Eng-
land, United Kingdom; E-mail: fneri@dmu.ac.uk; Gexiang Zhang,
School of Electrical Engineering, Southwest Jiaotong University,
Chengdu, China; E-mail:zhgxdylan@126.com
oped to solve various problems, such as broadcasting
problems [54], constrained engineering optimization
problems [47]. Membrane systems are also used for
some real-life applications. For example, spiking neu-
ral P systems (see also [19,17,18]) are used for fault di-
agnosis [53]; probabilistic membrane systems are ap-
plied to model ecological systems [13]. More gener-
ally, spiking neural networks are used in an array of
applications, including for example image processing
[36] and approximation models [39,44].
Another promising real-life application is the use
of Numerical P Systems (NPS) and Enzymatic Numer-
ical P Systems (ENPS), which have been proved to be
Turing universal [40], to design robots behavior con-
trollers [8,31], see also [41,52,43,26,34]. The frame-
works of NPS and ENPS controllers for mobile robots
have been developed and showed that membrane con-
trollers have an excellent performance [8,31]. But
those controllers only achieve some relatively simple
tasks, such as obstacle avoidance, wall following and
following a leader, etc. Due to the numerical nature,
the parallel distributed structure and computational
power of NPS and ENPS, a membrane controller is a
good choice for mobile robots.
This paper focuses on the trajectory tracking [46,
5,12] control of Wheeled Mobile Robots (WMR),
which is a nonlinear problem with nonholonomic con-
straints, see also [25,4]. We will design a membrane
controller for solving the complex mobile robot tra-
jectory tracking problems (MR2TP). The control of
MR2TP consists of two main models: kinematic and
dynamic. The main aim of kinematic controller de-
sign is to propose some control rules which can make
WMR follow reference trajectory quickly, smoothly
and accurately. But the design of dynamic model more
concern the potential in dealing with large parametric
uncertainties and disturbances while WMR running.
The main contributions of this paper are summarized
as follows:
In this study, a novel trajectory tracking control
approach is proposed to enhance the WMR control
performance. The novelty of this approach is twofold:
both feed-forward and feedback controls are consid-
ered together to design the controller for the WMR
kinematic model; a Proportional-Integral-Derivative
(PID) based Membrane Controller (PIDMC) is pre-
sented for the WMR dynamic model. The kinematic
controller is designed based on Lyapunov stability the-
ory to produce the precisely desired velocity, which is
used as the input of the WMR dynamic model. The dy-
namic controller uses an enzymatic numerical P sys-
tem to integrate two PID controllers by considering
the idea of neural networks and experts’ knowledge.
The effectiveness of the introduced control approach
is verified by applying simulated WMR.
The rest of this study is organized as follows.
Section 2 describes MR2TP. In Section 3, we detail
the proposed controller for solving MR2TP. Section 4
presents experimental results. Conclusions are drawn
in Section 5.
2. Mobile Robot Trajectory Tracking Problem
2.1. Problem Statement
Since WMR is a complex system with large de-
lays, highly nonlinear characteristic and nonholo-
nomic constraints, it is very difficult to establish an
accurate mathematical model for trajectory tracking
control. In this paper, the considered WMR mechani-
cal system shown in Fig.1 consists of two differential
driving wheels and a back unpowered universal wheel.
The passive wheel does not affect the degree of free-
dom of the kinematic model, and can work with the
nonholonomic constraints as follows:
.
y ·cosθ + .x ·sinθ = 0 (1)
The posture of WMR in two dimensional coordinates
XOY is represented by using the Cartesian coordinate
vectors with three degrees of freedom p = {x,y,θ}T ;
the reference posture of the reference WMR is repre-
sented by pR = {xr,yr,θr}T , where (x,y) is the cen-
troid of the WMR; the positive direction of θ is anti-
clockwise, which is used to guide the angle of a robot.
The motion posture of WMR is determined by lin-
ear velocity vc and angular velocity ωc, which can
be denoted by vector V = (vc,ωc)T , while the ve-
locity of reference WMR can be denoted by vector
VR = (vR,ωR)T . Note that the two wheels are driven by
independent torques from two DC motors, where the
radius of two wheels are represented by r, while the
tread of WMR is denoted by 2R. It is assumed that the
WMR mass center is located at Oc and mounted with
non-deformable wheels. While the kinematic model
for WMR can be described by (2) with the nonholomic
constraints, where Jacobian matrix J is a transforma-
tion matrix.
·
x
·
y
·
θ
 =
cosθsinθ
0
0
0
1
[ vc
ωc
]
= J ·V (2)
WMR moves from the current posture p= {x,y,θ}T
to the next posture (reference WMR posture) pR =
{xr,yr,θr}T ; the posture error is set to pe = {xe,ye,θe}T ,
where xe, ye and θe represent the lateral, longitudi-
nal and direction errors in mobile coordinates, respec-
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Fig. 1. The mobile robot structure and motion
tively. The posture error transformation between mo-
bile and Cartesian coordinates is shown in (3).
 xeye
θe
=
 cosθ−sinθ
0
sinθ
cosθ
0
0
0
1
 xr− xyr− y
θr−θ
 (3)
According to (2) and (3),the differential equations
of WMR posture errors can be described as follows:

·
xe·
ye·
θ e
=
ye ·ωc− vc+ vR · cosθe−xe ·ωc+ vR · sinθe
ωR−ωc
 (4)
To get (vc,ωc)T , which makes posture error
pe converge to zero as t→ ∞, under the effect of
(vR,ωR)T , we use the classic speed controller which is
based on Lyapunov theory [23]:
Vc =
[
vc
ωc
]
=
[
vR · cosθe+ k1 · xe
ωR+ k2 · vR · ye+ k3 · vR · sinθe
]
(5)
where k1,k2 and k3 are positive constants and vR >
0. This generic kinematic controller (5) is usually
designed by using backstepping method [12,24,11],
which will be rewritten by a new kinematic model
(6) in our proposed method. The objective of kine-
matic controller is to generate the input velocities of
wheels (vc,ωc) for dynamic controller which depicted
in dashdot line portion of Fig.2. In fact, the maxi-
mal velocity and acceleration constraints of the WMR
wheels need to be considered during inner dynamic
control. To avoid wheel skid, the accelerations of left
and right wheels are set to amax = Ff riction
/
mR = ζ .g
[27], where Ff riction is the maximum frictional force
which can be provided by the ground, mR is the mass
of the WMR, ζ is the friction coefficient between the
wheel and the ground, g is the gravity of earth. In this
study, experiments are conducted on Webots [14], the
parameter of Coulomb Friction model is set to 1 in
Open Dynamics Engine (ODE). So the maximum ac-
celeration is 10 (approximate 9.8). Under this condi-
tion, WMR will never slip, and therefore the designed
controller can be quite close to the actual working con-
dition.
2.2. Related Work
More and more advanced modern control approaches
have been proposed and successfully applied to WMR
in industrial contexts, see also [9,37,2,3,29,6]. These
control approaches can be classified into the following
several categories according to different control the-
ories: back-stepping control [16], Sliding-Mode Con-
trol (SMC) [11], adaptive control [24], intelligent con-
trol such as neural networks (NN) [48,49] and fuzzy
control [12,10]. Despite distinct advantages of the con-
trol methods listed above, their inherent disadvantages
still exist. For example, SMC is quite simple, insen-
sitive to external interference and has fast system re-
sponse, but the discontinuous items in control law di-
rectly result in poor actual control; fuzzy control has
strong robustness and fault tolerance so that the im-
pacts on interference and parameter changes can be
greatly reduced, so it is suitable for nonlinear, time-
varying and pure delay system control. However, there
is also difficulty in designing a fuzzy controller for a
complex nonlinear system, due to lack of a general
guideline. For example, fuzzy rules and membership
functions are decided still based on experts’ experi-
ence.
MR2TP, regarded as one of the most important
problems about motion control of WMR, has drawn
considerable attention in the last several decades [12,
23,24,11]. Studies on MR2TP can be divided into two
types according to mathematical models: kinematic
(controlled by velocity) and dynamic (controlled by
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Fig. 2. Kinematic and dynamic controllers for WMR
torque/moment/voltage, etc). Sole dynamic model is
only suitable for the relatively special occasions, and
consequently there are quite a few studies [48]. Com-
pared with the dynamic model, the kinematic model
has more advantages, such as simple structure, easy
modeling and analysis, and consistence with the non-
holonomic constraints, etc. Thus, many researchers fo-
cused on only the kinematic model [23,38,16]. Nev-
ertheless, "excellent velocity tracking" can not be ob-
tained in a real environment, because of the large er-
rors, which are caused by WMR load changes, friction
and other instability factors, between the output veloc-
ity of kinematic controller and the WMR real velocity.
Unlike one of kinematic and dynamic controllers
was emphasized and the other one is simplified in the
studies on MR2TP [12,11,10]. In this study, both kine-
matic and dynamic controllers are thoughtfully con-
sidered to obtain the desired velocity generated by
kinematic model and to reduce the influence of the
external disturbances and system uncertainties of the
WMR dynamic model. On one hand, the kinematic
model is divided into two parts. SMC and backstep-
ping methods are used to provide more accurate out-
put velocity than classic ones [11,38]. On the other
hand, this study also uses NN method to improve fault
tolerance and online leaning ability of the nonlinear
controller with respect to the dynamic model. Unlike
the methods in [48,49] that need to compute all the
weights of NN in each cycle, the computation of dif-
ferent branches of NN weights (PI,PD,PID) in this
study can be fulfilled inside multiple membranes ac-
cording to the status of PID experts’s knowledge in
each cycle. So the computation can be performed in
parallel. Thus, the computation is flexible and comput-
ing time can be reduced.
3. Design of Kinematic and Dynamic Controllers
This section starts with a brief description of a new
approach for kinematic model. Then the detailed de-
scription of PIDMC and its implementation for dy-
namic model are presented. The structure of the pro-
posed kinematic and dynamic controller is depicted in
Fig.2.
3.1. Kinematic Controller Design for Wheeled
Mobile Robots
The kinematic controller of WMR is enclosed by dash-
dot line in Fig.2. A generic control law for the WMR
kinematic model is shown in (5), which can be actually
divided into two parts: feed-forward part represented
as u f = (v f ,ω f )T and feedback part represented as
ub = (vb,ωb)T . Rewriting (5) as
u =
[
v
ω
]
=
[
v f + vb
ω f +ωb
]
(6)
and substituting (6) into (4), we can get
·
xe·
ye·
θ e
=
ye · (ω f +ωb)− (v f + vb)+ vR · cosθe−xe · (ω f +ωb)+ vR · sinθe
ωR− (ω f +ωb)

(7)
s(pe) =
[
s˙1(pe)
s˙2(pe)
]
=
−η1 2(1−e−s1(pe)·µ1 )µ1(1+e−s1(pe)·µ1 ) −κ1s1(pe)
−η2 2(1−e
−s2(pe)·µ2 )
µ2(1+e−s2(pe)·µ2 )
−κ2s1(pe)
= [ x˙e · ye+ y˙e · xeθ˙e+ ∂φ∂vR v˙R+ ∂φ∂ye y˙e
]
=
[
(ye ·ω f − v f + vR · cosθe) · ye+(−xe ·ω f + vR · sinθe) · xe
ωR−ω f + ∂φ∂vR v˙R+
∂φ
∂ye (−xe ·ω f + vR · sinθe)
] (8)
u f =
[
v f
ω f
]
=
ye ·ω f + vR · cosθe+
xe·vR·sinθe−x2e ·ω f+η1 2(1−e
−s1(pe)·µ1 )
µ1(1+e
−s1(pe)·µ1 )
+κ1s1(pe)
ye
ωR+
∂φ
∂vR
v˙R+
∂φ
∂ye
(vR·sinθe)+η2 2(1−e
−s2(pe)·µ2 )
µ2(1+e
−s2(pe)·µ2 )
κ2s2(pe)
1+ ∂φ∂ye xe
 (9)
u =
[
v
ω
]
=
[
v f + vb
ω f +ωb
]
=
 ye ·ω f + vR · cosθe+
xe·vR·sinθe−x2e ·ω f+η1 2(1−e
−s1(pe)·µ1 )
µ1(1+e
−s1(pe)·µ1 )
+κ1s1(pe)
ye + k1 · xe
ωR+
∂φ
∂vR
v˙R+
∂φ
∂ye
(vR·sinθe)+η2 2(1−e
−s2(pe)·µ2 )
µ2(1+e
−s2(pe)·µ2 )
κ2s2(pe)
1+ ∂φ∂ye xe
+ k2 · vR · ye sinθeθe + k3 ·θe
 (10)
3.1.1. Design of feed-forward control
In this study, the design of feed-forward part in the
kinematic model is mainly based on SMC method.
The improved switching function and approaching law
are applied to increase the tracking accuracy.
Lemma 1 [42]: For any x ∈ R and |x|<∞, ϕ(x) =
x · sin(arctanx)≥ 0, the equality occurs only at x = 0.
The backstepping method in [23] is used to de-
sign the SMC. According to the Lemma 1, the second
equation of posture error differential equation in (4)
and the partial Lyapunov function Vy = 12 y
2
e [42], we
can obtain θe = −arctan(vRye), which can lead to the
convergence of ye as xe = 0. In other words, ye will
converge to zero as xe → 0 and θe →−arctan(vRye).
In this study, a switching function is proposed to make
sure xe = 0 and θe = −arctan(vRye) when the system
enters the slide mode. The switching function can be
represented as follows:
s(pe) =
[
s1(pe)
s2(pe)
]
=
[
xe · ye
θe+arctg(vR · ye)
]
(11)
According to the theory of SMC, the system will
enter the surface of slide mode s = 0 in a limited time
under varying structure control, as xe = 0 and θe =
−arctan(vRye). Since the asymptotic stability of this
sliding mode, the posture error will converge to zero
pe = {xe,ye,θe}T → 0 as t → 0. If the system states
tend to stay in surface of sliding mode, it must meet the
condition s˙T (pe) · s(pe)< 0, where s(pe) is expressed
as
s˙i(pe) =−ηi 2(1− e
−si(pe)·µi)
µi(1+ e−si(pe)·µi)
−κisi(pe), i = 1,2
(12)
where ηi and κi are positive constants; µi is the ad-
justable parameter, which affects the shape of the sig-
moid function and the boundary layer around the sur-
face of switching mode. In order to decrease the jitter
effect of SMC, we use sigmoid function 2(1−e
−s·µ )
µ(1+e−s·µ ) to
replace the common sign function sgn(s) in (12).
As φ = arctan(vR ·ye)≥ 0, vb = 0 and ω = 0, sub-
stituting (12) and (7) into (11) implies formula (8). The
feed-forward control law (9) can be derived from (8),
where, ∂φ
/
∂ye = vR
/
1+(vR · ye)2 and ∂φ
/
∂vR =
ye
/
1+(vR · ye)2.
3.1.2. Design of feedback control
The design of feedback control is mainly based on
Lyapunov function [2,3], which is suitable for both
of the reference path and real posture of WRM un-
der known conditions. By analyzing (5), (13) can be
treated as the feedback part of this trajectory tracking
controller.
ub =
[
vb
ωb
]
=
[
k1 · xe
vR(k2 · ye+ k3 · sinθe)
]
(13)
In [7], the author proposed a new simple control
law based on (5) as the feedback part of the kinematic
controller.
ub =
[
vb
ωb
]
=
[
k1 · xe
k2 · vR · ye sinθeθe + k3 ·θe
]
(14)
Combining (9) and (14) together, the new kine-
matic controller, which contains feed-forward and
feedback, can be represented as formula (10).
3.2. Dynamic Controller Design for Wheeled Mobile
Robots
The traditional robot motion control usually uses the
PID controller [48,35]. In fact, the WMR movement
is a nonlinear system with large external disturbances
and system uncertainties, so it is extremely difficult
to properly tune the parameters of the PID controller.
To solve this problem, PIDMC are presented in this
section to control the WMR dynamic model.
3.2.1. Dynamic model of wheeled mobile robots
The WMR considered has an n-dimensional configu-
ration space p ∈ Rn×1 and is subject to m constraints,
which can be expressed by using the classical well
known Euler Lagrange dynamic equation [24].
M(p) · p¨+Vm(p, p˙) · p˙+FG(p)+G(p)+ τd
= B(p) · τ− JT (p) ·λ (15)
M(p) =
mR 0 00 mR 0
0 0 I
 ,B(p) = 1
r
cosθsinθ
R
cosθ
sinθ
−R

(16)
where M(p) is a positive definite and symmetric iner-
tia matrix and M(p) ∈ Rn×n, I is the moment of iner-
tia of the WMR about the mass center; p¨ and p˙ rep-
resent acceleration and velocity vectors, respectively;
Vm(p, p˙) ∈ Rn×n is a Coriolis and centripetal ma-
trix; G(p) ∈ Rn×1 is the gravitational vector; FG(p˙) ∈
Rn×1 represents the surface friction; τd ∈ Rn×1 rep-
resents bounded unknown disturbances including un-
structured un-modeled dynamics and τ = [τr,τl ]T ,
where τr and τl are right and left torque inputs gen-
erated by DC motors of the two wheels, respectively;
B(p) ∈ Rn×(n−m) is the input transformation matrix.
As considering the WMR motion only on the hor-
izontal plane, the effect of gravity will be G(p) = 0.
By regarding the surface friction FG and disturbance
torque τd as the disturbance and un-modeled uncer-
tainties items (such as free wheel), and then the more
simple and appropriate dynamic model is given as fol-
lows [12,11]:
M¯(p) · v˙+ τ¯d = B¯(p) · τ (17)
where, M¯(p) = JT M(p)J =
[
mR 0
0 I
]
∈ R2×2, B¯ =
JT B = 1r
[
1 1
R −R
]
and τ¯d = JT τd .
If the disturbance torque τd is regarded as external
additional items similar to that in Fig.2, the relation-
ship between the WMR velocity and the torque of DC
motor can be derived from (17) as
v˙(t) = E · τ(t) (18)
where the transformation matrix E is
E = M¯−1(p) · B¯(p) =
[
mR 0
0 I
]−1
· 1
r
[
1 1
R −R
]
=
1
mR · r · I
[
I I
RmR −RmR
] (19)
3.2.2. Enzymatic numerical P systems model
NPS has a tree-like membrane structure, in which
numerical variables store information, a set of rules
responsible for evolving by parallel computing and
transmitting information between the nodes (mem-
branes). ENPS is extended from NPS by adding more
rules inside a single membrane, which are controlled
by a special enzyme-like variable. A standard ENPS is
defined as follows [40]:
Π=(m,H,µ,(Var1,E1,Pr1,Var1(0)),
...,(Varm,Em,Prm,Varm(0)))
(20)
where:
1. m is the number of membranes, m≥ 1;
2. H is an alphabet that contains m symbols;
3. µ is a membrane structure;
4. Vari is the set of variables from membrane i,
and Vari(0) is the initial values for these vari-
ables;
5. Ei is a set of enzyme variables from membrane
i, Ei ⊂Vari;
6. Pri is the set of programs (rules) in membrane
i, composed of a production function and a
repartition protocol;
ENPS represents a distributed and parallel com-
puting model with flexible process control: enzyme
variables can be used for conditional transmembrane
transport and control the program flow; active rules
are performed in parallel inside their membranes and
unnecessary rules are not executed; the calculation re-
sults are distributed in globally uniform way; thus the
computing power of the ENPS is optimized [40], and
the membrane structure representation is very efficient
for designing robotic behaviors. Both of Java simula-
tor Simp [30] and SNUPS [1] can be used to execute
ENPS models.
3.2.3. Proportional-integral-derivative based
membrane controller design
PID algorithm has occupied almost 95% of indus-
try control applications due to its simple model and
strong robustness [33]. However, the general PID with
fixed parameters cannot address the more and more
complex nonlinearity control engineering problems,
which inspires the research of various kinds of mod-
ified PID approaches combined with advanced or in-
telligent methods in recent years [33,22,20,15]. In this
section, we propose the adaptive controller PIDMC
with a powerful capability of continuously learning,
which benefits from the enzymatic membrane systems
property that the enzymes can make it possible to exe-
cute more rules inside a single membrane while keep-
ing to find the most suitable PID parameters.
The structure of PIDMC is shown in Fig.2, where
the motion of WMR is controlled by linear velocity vc
and angular velocityωc. The use of the double PIDMC
is to force the linear velocity error e1 = vc− v and the
angular velocity error e2 =ωc−ω to converge to zero.
Thus, the WMR output from PIDMC is
[
τl
τr
]
=
[
u1+u2
u1−u2
]
(21)
where u1 and u2 are the outputs of PIDMC1 and
PIDMC2, respectively.
In order to obtain the adaptive PID parameters us-
ing a auto-tuning strategy based on the deterministic
ENPS, the proposed approach consists of three general
steps: (1) we transform the experts’ empirical knowl-
edge into a series of rules and allocate them to the cor-
responding membranes; (2) some rules inspired from
the idea of neural networks are endowed with continu-
ous learning capacity to enhance the adaptivity of the
PID controller; (3) the rules are executed according to
the action of enzymes. Unlike many impractical WMR
engineering applications with large time consumption
causing bad real-time performance, the proposed ap-
proach can overcome the drawback since all the exe-
cuted rules are performed in a naturally parallel way.
In Fig.2, the input values of the PIDMC controller
are the reference velocity Vc(k) and the WMR real ve-
locity V (k), which are preprocessed as the state vari-
ables x1(k), x2(k), x3(k) in controller online learn-
ing, where x1(k), x2(k) and x3(k) represent error, er-
ror change rate and change rate of error change rate,
respectively, and are as follows:
x1(k) =Vc(k+1)−V (k+1) = e(k)
x2(k) = ∆e(k) = e(k)− e(k−1)
x3(k) = ∆e(k)−∆e(k−1)
(22)
In order to balance various types of errors at each
time sample k, the parameters KI , KP, KD is considered
as time-varying weighting factors w1(k), w2(k), w3(k),
namely
u(k) = u(k−1)+K∑3i=1 wi(k)xi(k) (23)
where K is the scale factor. Unlike the consideration of
the quadratic error as the performance index function
in robot applications in [5,48], this proposed method
introduces the quadratic of the control incremental
value ∆u(k) into performance index function, which
can avoid the overshoot phenomenon that ∆u(k) often
faces. Performance index function I is defined as
I = 12 P ·E2(k)+ 12 Q ·∆u2(k) (24)
where the output error E(k) = Vc(k)−V (k), P and Q
are the proportional coefficients for output error E(k)
and control increment ∆u(k) in (24), respectively. So,
the correction of weighting factors wi(k) ought to the
decreasing direction of performance index I. In other
words, it ought to seek along the negative gradient di-
rection of E(k) for wi(k). By using the partial differ-
ential operator on wi(k), we can get
∂ I
∂wi(k)
=−P ·E(k) · ∂V (k)
∂u(k)
· ∂u(k)
∂wi(k)
+Q ·K ·
[
∑3i=1 wi(k)xi(k)
]
· xi(k)
(25)
Thus, the adjustment wi(k) is
∆wi(k) = wi(k+1)−wi(k) =−ζi · ∂ I∂wi(k) (26)
where ζi is the convergence rate. ∆wi(k) can be ex-
panded as the following formula according to (22),(23)and
(25):
∆wi(k) = ζi ·P ·K ·E(k) · xi(k) · ∂V (k)∂u(k)
−ζi ·Q ·K ·
[
∑3j=1 w j(k)x j(k)
]
· xi(k)
(27)
where i = 1, ...,3.
In PID control algorithm, as usual ∂V (k)∂u(k) can not
be directly obtained, instead, it is approximately repre-
sented by the sigmoid function S(x). For convenience,
we use sign function sgn(u(k)) as the approximate part
to design PIDMC controller in this study. The inaccu-
rate calculation results can be compensated by the con-
vergence rate ζi. Thus, by combining (26) with (27),
we can obtain the gain tuning formula as follows
wi(k+1) = wi(k)+ζpki · xi(k) · xi(k) ·Sgn(k)
−ζqki · xi(k)Sum(k)
(28)
where ζpki = ζi · P · K, ζqki = ζi ·Q · K, i = 1, ...,3,
Sgn(k) = sgn(u(k)), Sum(k) = ∑3j=1 w j(k)x j(k).
Substituting (28) into (23), we get the output value
of PID controller
w¯i(k) =
wi(k)
∑3i=1 wi(k)
u(k) = u(k−1)+K∑3i=1 w¯i(k)xi(k)
(29)
In order to further improve the convergence rate
of I in(24), the PID controller is decomposed into sev-
eral sub- controllers, Proportional (P), Proportional-
Derivative (PD), and PI in the corresponding zones.
The weighting factors w1(k), w2(k), w3(k) are as-
signed and sub-periods redefined as a combination of
the experts’ knowledge, which can be generally di-
vided into several cases.
First, define the normalized velocity as
N(v) =
v
vmax
=
{
1 |v|> vmax
v/vmax |v|< vmax (30)
where vmax is the maximal velocity of the WMR per-
mitted. In this study, the range of the normalized ve-
locity error is between 0 and 1; the functional zones
(error signal of step response) is divided into three
parts according to two set-points M1, M2, where 0 <
M2 < M1 < 1.
(1) If |N(e(k))| > M1, it means that the absolute
value of velocity error is too big, so the PID model
should be switched into P or PD model;
(2) If M1 > |N(e(k))|>M2, it means that the error
is relatively big, PID model should be applied;
(3) If M2 > |N(e(k))|, it means that the error is
small, PI model should be used to eliminate or mini-
mize the static error.
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Fig. 3. Enzymatic numerical membrane system for PID controller
Note that the objective of the division of the three
functional zones is to improve the controller perfor-
mance, which includes settling time, rising time and
static error, maintained by an appropriate PID con-
troller in each zone.
As shown in Fig.3, the PIDMC controller is de-
signed by using a membrane system with a nested
membrane structure containing four membranes. The
skin membrane Out putControlValue has five vari-
ables, where Uinc[0] is the control increment with the
initial value 0; Ucur[Ulast ] is the current position of
the controller (the initial value is the control value of
the controller at the previous time unit); ED[6∗ emax],
ET [0] and EH [0] are enzymes, which control the algo-
rithm flow, i.e., ED has the initial value 6 ∗ emax, emax
represents a very big value, EH and ET have the initial
value 0, when ET does not equal zero, the controller
algorithm ends. At the same time, the control value of
the controller needs to be updated and the error infor-
mation are read again followed by the reaction of the
controller.
The inner membrane ComputeControlValue has
seven variables, where enzyme Ei[emax] is used to
judge whether the current weights of parameters KP,
KI and KD should be computed or not. Enzyme Ec[1] is
used to decide whether the rule Pr2,control or Pr4,control
should be executed or not according to the variable
value of Co1 or Co2. Ne[err] is the normalized veloc-
ity error (the initial value is the input normalized er-
ror of the PID controller at the current time) and is di-
vided by M1 (rule Pr1,control) or M2 (rule Pr3,control).
Thus, the results are assigned to Co1 or Co2. Sumi[0]
and Sumall [0] represent the current weight wi(k) and
the sum of weights w¯i(k) in (28) and (29), respec-
tively. Rule Pr5,control should be executed after the two
summation results (Sumi and Sumall) have been ob-
tained, which are decided by the relationship between
the sizes of ED and EH .
The inner membrane ComputeQuadratico f Out-
putError has seven variables, where sg[uk] is the in-
put variables of a sign function (the control value uk
at the previous time unit is the initial value). Enzyme
Esg[0] is combined with sg in rules (Pr2,accumulatei -
Pr4,accumulatei ) to compute sign function. Ei1[emax] is an
enzyme, which has the initial value emax, sgn[0] is a
sign variable. ac[0] is the quadratic error in (24). The
result of ac ∗ sgn is assigned to Sumi and Sumall si-
multaneously in rule Pr5,accumulatei . wi[ωi] is a time-
varying weighting variable and its initial value is ωi,
which represent the parameter values KI , KP, KD at
the previous time unit, and it is also assigned to Sumi
and Sumall simultaneously in rule Pr6,accumulatei . xi[ei]
is the values of the three types errors in (22).
The innermost membrane ComputeQuadratico f -
ControlIncrement has two variable, Sum[0], which
is the sum of three error weighting variables Sum[k]
in (28), Ei2[emax] is an enzyme, which has the ini-
tial value emax,. When the value Ei2 is zero, the rule
Pr1,wighti will be executed, otherwise, the rule Pr2,wighti
will be performed. For example, if the rule Pr2,control is
executed in the inner membrane ComputeControlValue,
E2 maintains zero, thus, the rules Pr1,wight2 and Pr2,wight2
will not be executed and consequently the rules
Pr1,accumulate2 , Pr5,accumulate2 and Pr6,accumulate2 in the
inner membrane ComputeQuadratico f Out putError
will not also be executed, at the same time, the calcula-
tion of the weighting factor w¯2(k) will not be assigned
to accumulate the operations Sumi and Sumall , which
indicates that the controller is in the PD model phase.
Thus, this control is helpful to improve the controller
performance and to reduce the amount of calculation,
which actually benefits from the advantage of parallel
computing of the membrane system. In rule Pr3,wighti ,
the value of Ei2 is transferred to EH , which is used to
compare with ED to judge whether the corresponding
rules are performed or not. The factor 1.1 is chosen to
make EH slightly larger than ED. When both the in-
ner membranes ComputeQuadraticofOutputError and
ComputeQuadratico fControlIncrement finish their
computations, the enzyme EH has a bigger value than
the variable ED, thus, the corresponding termination
rule will be executed. If ED has an initial value 6∗ emax
and the rule Pr2,control and Pr4,control are not executed,
the controller is in the PID model phase. After the
inner membranes ComputeQuadratico f Out putError
and ComputeQuadratico fControlIncrement finish
their computations, EH has a value 6.6∗ emax larger
than ED, so the rule Pr2,main will be executed and ET is
not zero. So far, the computation of the membrane sys-
tem finishes. On the other hand, if the rule Pr2,control
or Pr4,control is executed, ED becomes 4∗ emax, which
indicates that the controller is in the PD or PI model
phase. After the inner membranes ComputeQuadrati-
cofOutputError and ComputeQuadraticofControlIn-
crement finish their computations, EH has a value
4.4∗ emax larger than ED, thus, the rule Pr2,main will be
executed.
4. Experimental Results
In this section, we first test the performance of the in-
troduced kinematic controller and dynamic controller
separately and independently on the software platform
MATLAB [28], and then we move to use robots sim-
ulation platform Webots to check the presented trajec-
tory tracking control approach. The experiments are
conducted on the PC with CPU 2.3GHz, 2GB RAM,
and the software platform MATLAB7.4 and Windows
XP OS.
4.1. Performance Tests of Kinematic Controller
The experiments consider two kinds of trajectories,
circular line and sine, to test the effectiveness of the
introduced kinematic control method. The parame-
ters are set as follows: η1 = η2 = 0.01, κ1 = κ2 = 5,
µ1 = µ2 = 0.6 in (9); k1 = k3 = 4, k2 = 6 in (14). The
circular line trajectory is generated from the uniform
motion line velocity vR(t) = 1, and the angular veloc-
ity ωR(t) = 1. The desired posture of the reference tra-
jectory is set as a circumference with radius 1 and the
center on the origin of the coordinate. The initial pos-
ture of the actual WMR is pR(0) = [0,0,0]
T .
To bring into comparison, we design several ex-
periments applying three kinds of kinematic con-
trollers: (1) classic kinematic control law in many pub-
lications [24,11,12]; (2) feed-forward kinematic con-
trol law (SMC) in (9), which is designed by backstep-
ping method; (3) the introduced kinematic control law
in (10), which integrates feed-forward with feedback
parts. The results are shown in Fig.4(a)-(c), respec-
tively, where the red dotted circular line is the refer-
ence trajectory; the blue solid circular line is the re-
sults of the WMR tracking trajectory in the kinematic
model. From the results, we can clearly find that the
trajectory tracked by using the presented integration
method in Fig.4(c) is closest to the actual trajectory,
which verifies its advantage over the other two meth-
ods.
In order to further verify the effectiveness of
the introduced integration method under different
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Fig. 4. The circular line trajectory results of three kinds of kinematic controllers
types of trajectories, the reference trajectory is set
as sine line. The initial posture of the actual WMR
is pR(0) = [xr(0),yr(0),θr(0)]T = [10,0,0]T . The re-
sults of the three control methods are shown in
Fig.5(a)-(c), respectively. It can be easily observed that
the convergence of the introduced integration method
is faster than feed-forward method and much faster
than classic method from the zoom in section.
Table 1. Performance index ISE comparisons among difference
kinematic controllers
kinematic controller circular line sine
classic 1.073 12.734
feed-forward 0.708 5.262
feed-forward and feedback 0.441 3.735
For evaluating the tracking performance of these
kinematic controllers, we adopt integral square error
(ISE) performance index to make comparisons. ISE is
defined as VISE =
∫ te
0
[
(xe)
2+(ye)
2+(θe)2
]
dt, where,
xe, ye and θe represent the lateral, longitudinal and di-
rection errors in (3), respectively. ISE in different con-
trollers in circular line and sine case are indicated in
Table 1. It is clear that the ISE of the introduced inte-
gration method in both two cases is much smaller than
the other two methods, which indicates that the pro-
posed kinematic controller can provide more accurate
input velocity for dynamic controller than classic and
feed-forward methods.
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Fig. 5. The sine line trajectory results of three kinematic controllers
4.2. Performance Tests of Proportional-Integral
-Derivative based Membrane Controller
In the tests, the key controller parameters in (28) are
first discussed. The scale factor K of neurons is very
important. The larger the value of K is, the faster
the response of PIDMC becomes, but it may cause
large overshoot and make the system unstable. On
the contrary, too small K may cause bad response.
Since PIDMC uses the standardized learning algo-
rithm and K is not too larger, the learning rates ζ1,
ζ2 and ζ3 can be larger. So the scale factor K = 0.02,
the learning rate ζ1 = 12 of proportional coefficients,
integral coefficients ζ2 = 3 and derivative coefficients
ζ3 = 6, respectively; weighting factors P = 2 and Q =
1; the initial values of the weight are w1(0) = 0.34,
w2(0) = 0.32, w3(0) = 0.33; the proper parameters of
PIDMC are obtained by the evolutionary algorithms
[46] or trial-and-error through experiments. To test
PIDMC performance, three experiments are consid-
ered: (1) the step and sawtooth tracking are used to
compare with the neural network (NN)-based PID
controller in [5,48]; (2) the servo controller exper-
iment considering the actual friction model is per-
formed; (3) the cosine curve tracking is used to com-
pare the introduced method with the robust NN-based
sliding mode controller (NNSMC). The physical pa-
rameters for control system of WMR are shown in Ta-
ble. 2.
Table 2. The values of the control system’s parameters
Parameter Value Description
mR 2(kg) Mass of the WMR
I 0.5(kg.m2 ) Moment of inertia
R 0.1(m) Radius of the WMR
r 0.04(m ) Radius of each wheel
The details of the three types of tracking are as
follows:
(1) Step tracking: the reference position response
of the WMR system is generated from the desired step
signal rinstep(k) = 1, where k is the discrete time; the
sample time Stime = 0.001s. The results of PID step
tracking are shown in Fig.6(a), where the red line is
the desired step signal; d1(k) is a duration of disturb-
ing signal, d1(k) = 0.7 while 200 < k < 400; d2(k) is a
transient disturbing signal, d2(700) = 0.57; d1(k) and
d2(k) are assumed to be the uncertainties in the WMR
parameters, such as the mass or inertia changes in real
applications. As shown in Fig.6(a), PIDMC controller
reaches the response surface much faster than normal
PID method and the methods in [5,48] both at the
beginning time and during the duration of disturbing
time. Note that at the transient disturbing occurring
time k = 700 from the zoom in section in Fig.6(a), the
methods in [5,48] has an overshoot phenomenon, the
normal PID has an big overshoot and slight oscillation
phenomenon, but PIDMC avoids it.
Sawtooth tracking: to verify the adaptability of
PIDMC in the more complex case, the reference posi-
tion response is generated from the desired sawtooth
signal rinsaw(k). The results of PID sawtooth track-
ing are shown in Fig.6(b). We can find that the nor-
mal PID has the worst performance since the oscil-
lation appears at the turning point. Similar to the re-
sults in Fig.6(a), the convergence of the PIDMC re-
sponse curve in sawtooth tracking is also better than
the benchmark methods. From both of the simulation
results, we can easily conclude that PIDMC has bet-
ter response tracking performances than the methods
in [5,48] and much better than the normal one.
Furthermore, for evaluating the tracking perfor-
mance of these PID controllers, we make compar-
isons use the following performance index in Table.
3, such as: ISE, the integral of the time multiplied by
the square error (ITSE), the integral of the absolute
error (IAE), and the integral of the time multiplied
by the absolute value of the error (ITAE). It is clear
that all the performance indices of the PIDMC are
much smaller than the other methods, since PIDMC
has much better tracking ability.
Table 3. Performance comparisons among existing PID controls
and PIDMC for step and sawtooth tracking
step sawtooth
ISE ITSE IAE ITAE
Normal PID 37.78 10.21 209.03 315.57
Ref PID [5,48] 29.90 7.31 141.72 247.80
PIDMC 20.21 5.10 95.47 168.12
(2) Consideration of the actual friction model: the
friction is common in the servo system and has a com-
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Fig. 6. The step and sawtooth tracking results of two kinds of PID
controllers
plex, non-linear and uncertainty characteristics. We
choose the LuGre model in [45] as the friction model.
Differential equation I
..
ω = u−F is the dynamic func-
tion for a simpler servo system, where I is the moment
of inertia and set I = 1 in this case; ω is the angle of
rotation; u and F are the control torque and friction
torque, respectively. F can be described by the follow-
ing LuGre model:

F = λ1s+λ2
.
s+β
.
ω
.
s =
.
ω− λ0|
.
ω |s
Fc+(Fs−Fc)e
−
 .ω/Vs
2
+β
.
ω
(31)
where the state variable s represents the average de-
formation of the contact surface; λ1 and λ2 are the dy-
namic friction parameters and set λ1 = 230,λ2 = 2 ;
Fc, Fs, β and Vs are the static friction parameters; β
is the viscous friction coefficient and set β = 0.025;
Vs is the switching speed and set Vs = 0.03; Fc is the
Coulomb’s friction and set Fc = 0.24 ,Fs is the static
friction and set Fs = 0.37.
The simulation test was carried out by using si-
nusoidal waveforms 0.05sin(2pit) as the desired input
trajectory. We compare the control performance com-
parisons between the proposed PIDMC and the con-
ventional PID controller, where the parameters of con-
ventional PID controller were obtained by trial and er-
ror tests and set to be KP = 25, KI = 4, KD = 7. The
initial values of the PIDMC weight, (w1, w2 and w3),
were set to be the same as those of conventional PID.
The simulation results are shown in Fig. 7.
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Fig. 7. The position and speed tracking results of two kinds of PID
controllers considering the friction model
Fig. 7(a) shows that the conventional PID con-
troller has the speed tracking deviation at the begin-
ning and has the dead zone phenomenon, and the po-
sition tracking has the flat top phenomenon. While in
Fig. 7(b), the response of PIDMC is in good agree-
ment with that of position tracking. There is also a lit-
tle bit deviation in speed tracking due to friction, but
the results are much better than the conventional PID
controller.
(3) Comparisons of proposed control method with
the related control methods: sliding mode control is
a special discontinuous control with strong robustness
to external disturbances and system uncertainties. In
[21], NNSMC was proposed to overcome the inherent
deficiency of SMC with fixed larger upper bounded-
ness. In order to accelerate the NN learning efficiency,
a partitioned NN (two NN) structure was applied.
In the simulations, cosine 0.5cos(2pit) is adopted
as the S-typed trajectories to test the trajectory track-
ing effect. We consider parameter variations as the un-
certainties and the external disturbances to the con-
trol system of WMR at the third and sixth second,
where the parameter variations of the inertia and mass
of WMR are described as follows:
{
I = 0.5+0.35 kg.m2 t = 3(s)
m = 2±1.25 kg 6 < t < 9(s) (32)
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Fig. 8. Comparison of PIDMC and SMC with neural networks
Fig. 8(a) indicates that both NNSMC and PIDMC
guarantee their robustness in the presence of large dis-
turbance at different time with different types of ex-
ternal disturbances due to the self-learning ability of
NN. PIDMC has a slightly larger tracking error than
NNSMC, but it has a slightly faster tracking speed
and slightly trajectory tracking stability better than
NNSMC, as shown in Fig .8(b). Fig. 8(c) shows that
PIDMC has a smoother control output than NNSMC
since the chattering phenomenon is the the inherent
deficiency of SMC.
4.3. Performance Tests of Trajectory Tracking
Control Approach for Wheeled Mobile Robots
To test the feasibility and effectiveness of the proposed
approach integrating outer kinematic controller with
inner dynamic controller, we conduct the experiments
on the mobile robot simulation software Webots 6.2.1
[14]. The experiments on the simulated robot with dif-
ferential wheels were performed in an environment de-
scribed in our work [46]. We have found the optimal
path in the environment for WMR by using a path
planning algorithm, which is presented by the red line
(from S to T) in Fig.9(a). The same area with obstacles
in the Webots robotics simulator is shown in Fig.9(b).
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Fig. 9. The results of the proposed controllers for simulated robot
trajectory
In the experiments, the comparison of PIDMC
and the controller in [5,48]) is considered. The grid
step Sg = 1. The local error of the simulated robot is
set to el = 0.5. The starting position of the reference
path is located at grid (0,0). Both of the simulated
robots are located at grid (1,0), where there is a small
distance error between them. When trajectory track-
ing begins, it can be clearly found that the robot with
the controller in [5,48] (red line) takes more time to
find the desired path than the robot with PIDMC (blue
line), and both of them walk along the reference path
and go across the lane between two obstacles, and fi-
nally both of them reach the target grid. Fortunately,
PIDMC is closer to the reference path than the other
one.
Furthermore, we found another sub-optimal path
from S1 to T 1 in Fig.9(a), which is described by the
blue line. E-puck [14] is selected as the simulated
robot and the diameter is 0.7. It is clear that the robot
with PIDMC (blue line) in Fig.9(b) can also keep up
with the desired path with more fewer tracking errors
and much better tracking ability than the robot with the
controller in [5,48] (red line). The comparisons with
respect to the two performance indexes, ISE and ITSE,
are shown in Table. 4. Results indicate that PIDMC
achieves much smaller or better performance than the
controller in [5,48].
Table 4. Performance comparisons among PIDMC controller and
controller in [5,48] for trajectory tracking
from S to T from S1 to T 1
ISE ITSE ISE ITSE
Controller in [5,48] 25.37 7.43 113.62 28.48
PIDMC 4.85 2.21 20.54 6.31
5. Conclusions Remarks
This paper introduced a two-stage WMR trajectory
tracking controller: inner dynamic controller and outer
kinematic controller. The kinematic controller is de-
signed by integrating feed-forward and feedback con-
trols to improve the precision of the desired input ve-
locity for dynamic controller. The dynamic controller
is designed by introducing PIDMC which can merge a
variety of ideas from various advanced PID algorithms
(neural networks and experts’ knowledge considered
in this paper) together in a simple and easy way by
means of the inter communication and inherent paral-
lelism of membrane systems. PIDMC has good per-
formances such as simple structure, easy use, adap-
tive learning, fault tolerance, powerful computing, and
is appropriate for the control applications with distur-
bances, nonlinearity and uncertainties. Extensive ex-
periments conducted with different conditions show
the feasibility, effectiveness and robustness of the pro-
posed trajectory tracking controller.
Following the trajectory tracking controller de-
sign of WMR in this study, our investigation may
move forward to the following issues: how to extend
the proposed method to design membrane controllers
for more complex robotic behaviours; how to com-
bine numerical P systems with other advanced control
strategies for more control engineering applications;
and how to use symbolic and numerical P systems to
construct cognitive and executive architectures (plan-
ning, learning, memory or execution) of autonomous
robots [8].
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