In this paper we deal with operators of fractional differential in a variety of senses. Particulary we consider such as Marchaud, Riemann-Liuvill, Caputo, Veyl. We will show that some functional properties of Kipriyanov operator is invariant relative reduction one to the previous operators on the compact. The cases corresponding to the operators RiemannLiouvill and Weil on the axis investigate separately. We obtain the asymptotic formula for the absolute value eigenvalues of differential operators of fractional order. Finally we conduct a classification of operators fractional order by belonging own resolvent to the Shetten class.
Introduction
Accepting a notation [13] we assume that Ω -convex domain of n -dimensional Euclidean space E n , P is a fixed point of the boundary ∂Ω, Q(r, e) is an arbitrary point of Ω; we denote by e as a unit vector having the direction from P to Q, denote by r = |P − Q| as a Euclidean distance between points P and Q. We will consider classes of Lebesgue L p (Ω), 1 ≤ p < ∞ complex valued functions. Notation Lip µ, 0 < µ ≤ 1 means the set of functions satisfying the Holder-Lipschitz condition Lip µ := ρ(Q) : |ρ(Q) − ρ(P )| ≤ M r µ , P, Q ∈Ω .
Consider the operator of fractional differentiation in the sense of Kipriyanov defined in [14] by formal expression
n f (Q)r −α , P ∈ ∂Ω, where C (α) n = (n − 1)!/Γ(n − α), in the special case according to theorem 2 [14] one acting as follows
Using the terminology of [25] , the left-side, right-side classes of functions representable by the fractional integral on the segment we will denote respectively by I α a+ (L p (a, b)), I α b− (L p (a, b)), 1 ≤ p ≤ ∞. Denote diam Ω = d; C, C i = const, i ∈ N 0 . We use for inner product of points P = (P 1 , P 2 , ..., P n ) and Q = (Q 1 , Q 2 , ..., Q n ) which are belong to E n a contracted notations P · Q = P i Q i = n i=1 P i Q i , denote |P − Q| = r as an Euclidean distance between P and Q. As usually denote D i u -the generalized derivative of function u with respect to coordinate variable with index 1 ≤ i ≤ n. We will assume that all functions has a zero extension outside ofΩ. Symbols: D(L), R(L) -denote respectively the domain of definition, range of values of operator L. The property of discreteness of symmetric operator's spectrum accordingly with definition [23, p.220] must be understood as a following: the spectrum of operator consist from the countable set of eigenvalues having only one a limit point in infinity. By following to the definition [9, p.46] we denote s i (A) = λ i (T ), i = 1, 2, ..., r(T ), if r(T ) < ∞ we suppose s i = 0, i = r(H) + 1, ..., where A ∈ S ∞ , T = (A * A) 1/2 , r(T ) = dim R(T ). Everywhere further, if not stated otherwise we will use the notations of [13] , [14] , [25] . Let's define the operators by the following integral constructions (I In this way was defined operators we will call respectively the left-sided, right-sided operator of fractional integration in the direction. We introduce the classes of functions with 1 ≤ p < ∞ representable by the fractional integral in the direction of e
Following [25, p.181] we define a truncated fractional derivative similarly the derivative in the sense of Marchaud, in the left-side case
In the right-side case
Left-side and right-side fractional derivatives accordingly will be understood as a limits in the sense of norm L p (Ω), 1 ≤ p < ∞ of truncated fractional derivatives
We will consider a uniformly elliptic operator with real-valued coefficients
and fractional derivative in the sense of Kipriyanov in the lower terms, defined by expression
. We also will consider a formal conjugate operator
2 Auxiliary propositions Lemma 1. We have the following estimate
Proof. We will prove the second estimate (4), the proof of the first one can be obtained as a simplified variant. Consider the function f ∈ C ∞ 0 (Ω) and make a following reasoning
Let's evaluate I 1
Consider I 01 . Applying the generalized Minkowski's inequality, then representing the function under the integral by the derivative in the direction of e, we get
Using Cauchy-Schwarz inequality, Fubini's theorem, we have
Applying a trivial estimates, we can evaluate I 02 as follows
Consider I 2 , represent the function under the integral by derivative in the direction of e. Evaluate analogously the previous case, we get
where
.
We can easily to see that
Hence we get
Applying the inequality (7) we can show that inequality {D (7) we completing the proof of this lemma.
Coordinates of the sector's top
In the paper [19] proved that the operator L is sectorial i.e. the range of values of its quadratic form belongs to the sector symmetry relative real axis with top in γ and half angle 0 ≤ θ < π/2. Note that to obtain the values of parameter γ we used theorem 2 [14] which useful in general case of the space
But in the case corresponding to values p = 2, l = 1 we can a little improve the estimate (5) [14] however, making it more convenient to define the values of γ and θ. 
The parameter ε has been chosen so that
In the canonical case γ = 0, we have a following value of parameter
if at least one of the following relations holds ̺ → 0, a → ∞, diam Ω → 0, then there is a limit θ → 0.
Proof. At first we need an estimate (4.11) [19] Re f,Lf
Consider imaginary component of the form generated by the operator
Using the Cauchy-Schwarz inequality for a sum, then the Jung's inequality it's easy to see that
. In consequence of lemma 2.5 [19] , first of inequality (4) we get
On the other hand, analogously we have
Hence
. Finally using passing to the limit we have the following estimate
Thus for arbitrary k > 0, the next inequality holds
Respectively choosing the value of parameter k we get
The last inequality implies that the numerical range of values Θ(L) belongs to the sector with top in γ and half-angle θ = arctan(1/k). Solving a quadratic inequality relative to ε we get
Let us consider in detail the canonical case when γ = 0, in this case we have a following value of parameter
as easily to see θ → 0 if at least one of the three following relations holds
Asymptotic formula for the eigenvalues
The eigenvalue problem is still relevant for differential operators fractional order. Many papers devoted to this questions, for instance a papers [4] - [7] . More exactly in the [4] was considered a spectrum problem for differential operator second order with Riemman-Liuvile's fractional derivative in the lower terms. It was proved that resolvent of its operator is in the Hilbert-Shmidt class. In the paper [5] was researched a problem of quantity eigenvalues on the arbitrary segment of the real axis. The following propositions has two aims, first of them it's an asymptotic formula and second it's a solution of the eigenvalues quantity problem. Let's introduce the following notation RL is a resolvent operator, due to theorem 1 the characteristic ξ > 0, hence we can choose a parameter ε so that γ > 0 and as a consequence RL will exist. Moreover applying theorem 1 let's consider the canonical case γ = 0, with corresponding value of parameter
In this case spectrum of operator L belongs to closed sector L with half-angle θ = arctan 1/k. Without lose of generality we can suppose: 0 ∪ (C \ L) ⊂ P(L). In order to verify this, it is sufficient to note that in consequences of relation (12) k := k(γ) is continuous function in the right semi-neighbourhood of point zero, hence for arbitrary point ζ ∈ C \ L we can choose value of γ = 0 so that ζ ∈ C \ L γ , where L γ is a sector with the top in γ. Due to the following obvious relations
we can conclude that spectrum of operator R L belongs to the same sector L.
/2 is a so-called real part of operator RL.
Lemma 2. The following two sided estimate for eigenvalues holds
where C k , k = 0, 1 are positive constants depended from the coefficients of operator L.
Proof. Firstly, consider a next operators with positive coefficients
It's well known that these operators is self-adjoint and bounded below by a positive constant. We need a formula (4.10) [19] Re f,Lf
, then applying the last formula we have f h L 0 ≤ f hH , where notation · hH meaning the energetic norm generated by operator H (see [19] ). Let's obtain the upper estimate for energetic norm generated by operatorH. Using the Cauchy Schwarz inequality, lemma 1, Jung's inequality, we get
Hence if we choose coefficients of L 1 so that
Hence we have a two-sided estimate
by virtue of Rellich Kondrashov theorem we have that all embeddings of considered energetic spaces in L 2 space are compact. Applying the operational method of estimate, for example described in theorem 1 [23, p. 225] see , we get an estimates
We must note that many papers devoted to the coefficients problem in the asymptotic formula for eigenvalues of differential operators. For the sake of the simplicity we use an asymptotic formula (3) [11] for the Laplace operator −∆
where N −∆ (λ) is a quantity of eigenvalues which are no more than λ. Let's apply the formula (5.12) [3] , establishing the equivalence of asymptotic, we get
Obviously it implies that
Applying the estimate (15), we get
Secondly we have to show that the following inequalities holds
where s i denotes a s-numbers of corresponding operators, C i , i = 1, 2 is a positive constant. We can easily to see that R = (RL + RL+) /2. For this purpose for all ϕ, ψ ∈ L 2 , consider the following 
If we will keep in mind that the set of linear operator acting in the linear space generate a ring, then next linear transformations will be permissiblẽ
We have to use the fact: nulH 1/2 = 0. It consequences from the following reasoning
Due to theorem 4.2 [19] the operatorH is strongly accretive, due to theorem 4.3 [19] H is maccretive i.e. we have a two relations respectively
where B(L 2 ) is the set of linear bounded operators acting in L 2 (Ω) space. From the last conditions by easy calculation we get
, g ∈ L 2 (Ω).
It implies that (H +
Hence applying (4) we get
Using the formula (3.45) [12, 
Since 
From what follows a required nulH 1 2 = 0. Hence using (19) we get 
Since the set D(L) is dense in L 2 (Ω), then by virtue of well known theorem on completeness of liner sets in Hilbert space, we haveH . Applying the rings properties we get
For more convenient notations we will denote I + B 2 = S. Let's show that operator S −1 is bounded. Due to symmetric property we get
For further considerations we have to show that operator S −1 is symmetric. For this purpose assume that ∃g ∈ L 2 : (Sf, g) = 0, ∀f ∈ D(S), it implies that (f, Sg) = 0 and Sg = 0. From what follows that g = 0. Hence R(S) is dense in L 2 . Since the operator S is symmetric and it has a dense range of values, then we can conclude that S −1 is also symmetric (for example see problem 3.11 [22, p.338] ). Now we can complete the proof. As well known exists symmetric square root from operator
, f ∈ R (S) .
On the other hand, since the operator S is semibounded bellow we have
In consequence of lemma 1.1 [9, p.45] we get a required inequality (18)
Using the inequality (17) we have an estimate
The last relation completed the proof of this lemma.
Theorem 2. The condition p > n/2 is a necessary for inclusion RL ∈ S p , 1 ≤ p < ∞. In the case p > n it is also sufficient.
Proof. Necessity. At first we have to make some remarks. It's obviously that R is compact as a sum of compact operators. Hance due to well-known property, the spectrum consists from no more than counting set of eigenvalues having only one limit point in zero (in the case corresponding to the infinite set). We will prove that operator R has an infinite set of eigenvalues and complete system of eigenfunctions. Note that nul R = 0, since if we assume overwise, then applying a next inequality following from theorem 4.2 [19] 
we will get that nul RL = 0, what is impossible. Hence exists R −1 , so applying the formula (22), we get by the obviously way
As a mentioned above, D(H) is a kernel ofH 1 2 , hence we can extend the previous relation to
Since the operatorH has a discrete spectrum, then all set bounded on the energetic norm · HH is compact in the sense of norm L 2 (see theorem 4 [23, p.220] 
, j ∈ N, we will get a required. Now assume that {ϕ i } ∞ 1 complete orthonormal set of eigenfunctions of R and RL ∈ S p , then by virtue of inequalities (7.9) [9, p.123], lemma 1, using equality
It has completed the proof of necessity part of this theorem. Sufficiency. As an auxiliary reasoning, consider the operator T := R * L RL. It's well known that T 
Due to lemma 1.1 [9, p.45] , lemma 1 we get
Note that s i (RL) :
it follows from the spectral representation for compact operator
The last inequality completes the sufficiency part of the proof.
However, despite of the theorem 2 we can formulate sufficient conditions in the one dimensional case more precisely. Proof. Sufficiency. In consequence of lemma 8.1 [9, p.126] we have that for all orthonormal basis
where {ϕ i } ∞ 1 an orthonormal basis of eigenfunction of operator R in L 2 space. Due to lemma 1 we have
By virtue of sectorial property (see theorem 1)
Due to theorem 8.1 [9, p.127] , it yields that RL ∈ S 1 .
Necessity. It was proved in the theorem 1.
Of particular interest is the question of completeness of eigenfunctions of the differential operator second order with fractional derivative in the lower terms. The following theorem establishes the completeness property of root functions of the operator had been said above. Moreover it is formulated for multidimensional case and remarkable that, the obtained sufficient conditions in terms of coefficients of operators give us the opportunity to approve that in the dimensions n = 1, 2 the set of root functions is complete in the absence of any assumptions relatively the coefficients of operator.
Theorem 4. The condition θ < π/n is sufficient for completeness root functions of operator R L , where θ is half angle of sector in the canonical case describing in the theorem 1.
Proof. Analogously given above let's consider the canonical case γ = 0, with corresponding value of parameter. Without lose of generality we also can suppose: 0 ∪ (C \ L) ⊂ P(L). Hence for arbitrary point ζ ∈ C \ L we can choose value γ = 0 so that ζ ∈ C \ L γ , where L γ is a sector with the top in γ. We can conclude that spectrum of operator R L belongs to the same sector L. Moreover the eigenvalues of operator R L depends of eigenvalues of operator L due to transformation of the complex plane z : C → C, z = 1/ζ, also it is obvious that z : L → L. Consider the angle θ R L defined in [9, p.302] , it is obviously that θ R L ≤ 2θ. Now, let's use a theorem 6.2[9, p.305]. In accordance with one, under the two next imposed conditions:
We have, that the set of root vectors is complete in L 2 .
In the condition (ii) let's choose a certain value β = π/2 and notice that e iπ/2 R L I = R L R =: R. Hence applying lemma 2 we have s i (R) = O(i −2/n ), it implies that for approaching required we have to show that i −2/n = o(i −1/p ). So, if we denote q = π/2θ, then on the one hand, due to θ R L ≤ 2θ we have p ≥ q. On the other hand, by virtue of condition π/2q = θ < π/n, we get p ≥ q > n/2. It implies that i −2/n = o(i −1/p ) and we have s i (R) = o(i −1/p ). Since the both conditions (i),(ii) has been satisfied, then by applying theorem 6.2[9, p.305] we complete the proof of this theorem.
The proven theorem 2 devoted to the descriptions of s -numbers behavior, but the questions related with asymptotic of eigenvalues R L is still relevant in our work. It's well known that for all compact operator A there is relationship between s -values and eigenvalues [9] . Thus we can obtain an asymptotic eigenvalues of R L by using results for s -numbers of the real component. This idea is realized in the following theorem.
Theorem 5. The following asymptotic for eigenvalues holds
where ε arbitrary small positive number. Moreover if p > n/2 then the following relations holds
Proof. At first we should note that there is an infinite set of eigenvalues of operator R L . It follows from the next reasoning. It's well-known that compact operator has a finite so-called algebraic multiplicities of eigenvalues (see property 3
• [1, p.179], [9, p.32] ) it implies that dimensions of root spaces is finite. Due to theorem 4 we have that the set of root functions is complete in Hilbert space. Since we have infinite dimensional Hilbert space, it can be possible only in that case, when the set of root functions is infinite. Note given above we will come to contradiction, if we assume that the set of eigenvalues is finite.
Let's prove the second part of this theorem's propositions. According to theorem 6.1 [9, p.81] for all bounded operator with compact imaginary component we have
where ν I (A) ≤ ∞, is the sum of all algebraic multiplicities of non real valued eigenvalues of operator A. Note that by easy calculations we can verify that
Note given above we have
convergence of series in right side of the last inequality follows from lemma 1. By virtue of proven sectorial property we get
Hence we have
Applying relation (23) under imposed condition on p we get a converged series in the right side of (26). It's completed the proof of the second part of this theorem. For proof of the first part, it should be noted that converging of left side (26) implies that
Since according to conditions we can choose p so that for arbitrary small ε we have
From what follows a required proof of the first part of this theorem.
Reduction to one dimension
Let's lead one demonstration in the theory of ordinary differential equation fractional order and for this purpose consider on the interval I = (0, 1) operator L :
We assume that coefficients satisfies to the next conditions
Consider the boundary value problem
This problem were studied by Nakhushev in [24] with assumptions of smoothness relative the coefficients and right side. It's easy to show by analogously [20] way, using lemma 1, that exists an unique solution of the boundary value problem (30). In [4] as a one of the main results showed that R L ∈ S 2 due to proven theorem 3 we can improve this result proposing that R L ∈ S 1 . For this purpose note that on the set H 1 0 (I) weighted Kiprianov operator reduces to weighted Marchaud o Riemann-Liouville operators which coincides each over (theorem 2.4 [19] ). Also it should be noted that inequality (17) improve asymptotics given by theorem 2 [17] . Now we will show that take place very interesting phenomena of eigenvalue behavior of operator L contraction on the set C 2 (I) ∩ C 1 (Ī). Denote this operator L ′ , and consider the eigenvalue problem
As will be established further the last boundary value condition allowed as to obtain the phenomena. Consider the auxiliary operator My = 
Rewrite last relation in the shorthand notation Ey − T y = λU and let's show that operator
is compact in L 
Using Helder's property of functions a j we can evaluate as a following
Hence we have 
Using generalized Minkowski inequality and theorem 2.1 [19] we get 
From (33),(34) we get
In the rest part of our performance with respect to the proof of compactness property of T 1 we have to show that ∀ε > 0, ∃ζ(ε), (T 1 y)(· + ζ) − (T 1 y)(·) L 2 (I) < ε, y L 2 (I) ≤ K.
Consider
≤ ζ C y L 2 (I) .
It implies that (36) is truely. Thus due to Arcel's theorem we have compactness of operator T 1 . By using analogously methods we can establish compactness property of T 2 . Hence T is a compact operator. Consider operator U. Using Dirihlet formula (Fubini theorem) we can easily to see that U is selfadjoint. Let's prove that nul U = 0. For this purpose assume that Uy = 0 and consider the following 0 = (Uy, y) L 2 (I) = .
But it can be permissible only in the case y = 0 a.e., with notation of smoothness y it implies that everywhere y = 0. Thus we came to the contradiction. Hence nul U = 0. In the conclusion let's show that operator U ∈ S 1 . Since as it was noticed above U is salfadjont then it sufficient to show that |λ i (U)| = O(i −2 ), i → ∞. We can establish this by the easy way, for this purpose let's consider the equivalent eigenvalue problem U −1 y = λy with the same boundary value conditions, where U −1 is a Shturm-Liouvlle operator. As well-known the general integral of equation y ′′ +λy = 0 equals y(x) = C 1 sin √ λx+C 2 cos √ λx defining the constants from the boundary value conditions we have C 1 = 0 it follows from first condition, and using second condition we get C 2 cos √ λ = 0, it implies that λ i = π 
