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AUTOMORPHISMS OF PRODUCTS OF DRINFELD HALF
PLANES
GIL ALON
Abstract. The Drinfeld upper half-planes play the role of symmetric spaces
in the p-adic analytic world. We find the automorphism group of a product
of such spaces, where each may be defined over a different field. We deduce
a rigidity theorem for quotients of such products by discrete and torsion free
groups.
1. Introduction
A theorem of E. Cartan ([Hel], IV 3.2 and II 2.6) states that the isometry group
of a real symmetric space has a canonical structure of a Lie group. Over a non-
Archimedean field, the only known analogs of symmetric spaces are the Drinfeld
symmetric spaces and their products. In analogy to bounded symmetric domains,
products of Drinfeld spaces provide non-Archimedean uniformization for Shimura
varieties, as shown by Varshavsky and Rapoport-Zink (see [Rap], [Var]). The pur-
pose of this paper is to determine the group of analytic automorphisms of such a
product.
We let l be a non-Archimedean local field, K a non-Archimedean field containing
l, and k1, .., kr finite extensions of l, which are contained in K. We will consider the
K-analytic space (in the sense of Berkovich, see [Ber2], [Ber4])
∏r
i=1 Ω
di
ki,K
, where
Ωdk,K = Ω
d
k⊗ˆK, and Ω
d
k is the Drinfeld space of dimension d over k, defined as
the open subset of the projective space Pdk obtained by removing all the k-rational
hyperplanes. The main result of the paper is the following theorem:
Theorem 1. Let M be the permutation group {σ ∈ Sr : kσ(i) = ki and dσ(i) =
di for i = 1, .., r}. Then we have
AutK(
r∏
i=1
Ωdiki,K) =M ⋉
r∏
i=1
PGLdi+1(ki).
The case r = 1 of theorem 1 was proved in [Ber1] and also in [Kat] in the zero
characteristic case.
The proof in [Ber1] and its extension here to the case of a product demonstrate
the power and usefulness of Berkovich spaces. For example, there is a natural,
PGLd+1(k)-equivariant surjective map from the Drinfeld symmetric space Ω
d
k,K to
the Bruhat-Tits building of SLd+1/k. This well known map exists in the rigid
analytic sense as well. But in the framework of Berkovich spaces, this map has
a right inverse: The building is naturally embedded in the symmetric space. The
points of the building (which is a Euclidean object) inside the p-adic symmetric
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space do not exist in the rigid analytic sense, but exist in the Berkovich sense. This
property is extremely helpful in finding the automorphism group of the symmetric
space.
Let us overview the proof of theorem 1, and start by recalling the strategy of
the proof for the case r = 1, in [Ber1]: Given an automorphism φ of X := Ωdk,K ,
it is shown that the Bruhat-Tits building B of SLd+1/k (viewed as a subset of X )
is preserved by φ, and moreover, that φ induces a simplicial autopmorphism of B.
Then, φ is composed with an element g of G := PGLd+1(k), such that φ
′ := gφ
fixes an apartment Λ of B pointwise. It is then shown that X can be projected onto
Λ, and that φ′ commutes with this projection, hence φ′ preserves the fibers of the
projection. This, together with a lemma on bounded holomorphic functions on X ,
enables to determine the automorphism φ.
Let us remark that there is a gap in the above proof. There are simplicial auto-
morphisms of B whose composition with any element G does not fix any chamber
B pointwise (see section 7). Hence, we can not assume that φ fixes an apartment
pointwise. In the proof presented here, we will overcome this problem by indro-
ducing a labelling on the vertices of B and showing that an automorphism of B is
either label preserving, in which case its restriction to an apartment is induced by
an element of G, or label reversing, in which case it can be composed with a certain
involution of B which we construct, and then it is made label preserving. Then, at
the last stage of the proof we will show that in fact the second possibility can not
occur.
Let us now describe our proof strategy in the case where r > 1 and all the fields
ki are equal. We embed the product of the corresponding Bruhat-Tits buildings
(which we still call B) in our space. We show, as before, that φ preserves B and
analyze the action of φ on a chamber of B. A key ingredient in this analysis
is the labelling of the building, and a counting argument which determines its
interaction with φ. From this analysis it follows that after a permutation on the
coordinates, and composing with the above involutions in some of the coordinates,
an apartment is fixed pointwise. Then, as before, we prove that φ acts on the fibers
of the projection to the apartment.
In the general case, the fields ki may not all be equal, and therefore we are not
allowed to permute coodinates with different fields. We remedy this by embedding
our building in a larger building, in which these permutations are allowed.
As a result of our main theorem, we prove the following rigidity theorem for
quotients of such products by groups of automorphisms:
Theorem 2. If k′1, .., k
′
s are finite extensions of l which are contained in K,
and Γ1 and Γ2 are discrete and torsion free subgroups of
∏
i PGLdi+1(ki) and∏
j PGLd′j+1(k
′
j) respectively, such that the quotients Γ1 \ (
∏r
i=1 Ω
di
ki,K
) and Γ2 \
(
∏s
i=1 Ω
d′i
k′
i
,K
) are isomorphic as K-analytic spaces, then r = s, and there exists
a permutation σ ∈ Sr such that ki = k
′
σ(i) and di = d
′
σ(i) for all i, and Γ1 and
{(gσ(1), .., gσ(r)) : (g1, .., gr) ∈ Γ2} are conjugate in
∏r
i=1 PGLdi+1(ki).
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2. The Drinfeld space as a Berkovich space
Let k be a non-Archimedean local field, K a non-Archimedean field containing
k, and d be a natural number.
The affine space AdK is the Berkovich space whose points are the multiplicative
seminorms on the polynomial ring K[t1, .., td] which extend the given norm on K.
It is covered by affinoids of the form
B(d, r) =M(K{r−1t1, .., r
−1td})
(See [Ber2] for the definitions ofM(A), the spectrum of an affinoid algebraA, and
of the affinoid algebras of the form K{r−11 t1, .., r
−1
d td}). The affinoids B(d, r) form
a net on AdK (as defined in [Ber4]), and thereby determine its analytic structure.
The projective space PdK is the Berkovich space whose points are multiplicative
seminorms ρ on the polynomial ring K[T0, .., Td], which extend the given norm on
K, such that ρ(Ti) 6= 0 for at least one i, modulo the following equivalence relation:
two such multiplicative seminorms ρ1, ρ2 are equivalent if and only if there exists a
positive real number c such that for any homogenous polynomial P ∈ K[T0, .., Td]
of degree e, we have ρ1(P ) = c
eρ2(P ). Indeed, it is an easy exercise that this space
is covered by the affine pieces defined by the conditions Ti 6= 0 for i = 0, .., d.
For any a = (α0, .., αd) ∈ k
d+1 \ {0}, let Ha be the subset of PdK defined by the
condition
∑d
i=0 αiTi = 0. In terms of the multiplicative seminorms involved, it is
the set
Ha =
{
[ρ] ∈ PdK | ρ(
d∑
i=0
αiTi) = 0
}
Let us now define the Drinfeld space Ωdk,K . As a set, it is
Ωdk,K = P
d
K \
⋃
a∈kd+1\{0}
Ha
We will prove that Ωdk,K is an open subset of P
d
K . This will automatically endow
Ωdk,K with the structure of a Berkovich space.
Note that
Ωdk,K ⊆ P
d
K \H(1,0,..,0)
∼= AdK
Therefore, we can view Ωdk,K as a subspace of A
d
K . We will use this point of view
whenever it is convenient, via the affine coordinates ti =
Ti
T0
for i = 1, .., d. It is
also convenient to set t0 = 1.
Let us define two coverings of Ωdk,K by increasing sequences of sets, the first by
open sets and the second by affinoids. These coverings were introduced by Schneider
and Stuhler in [SS] in the rigid analytic setting. We let π be a uniformizer of k,
and define for any n ≥ 1,
Ωdk,K(n) =
{
[ρ] ∈ PdK | ρ(
d∑
i=0
αiTi) > |π|
nmax
i
|αi|max
i
ρ(Ti)
for all (α0, .., αd) ∈ k
d+1 \ {0}
}
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and
Ωdk,K [n] =
{
[ρ] ∈ PdK | ρ(
d∑
i=0
αiTi) ≥ |π|
nmax
i
|αi|max
i
ρ(Ti)
for all (α0, .., αd) ∈ k
d+1 \ {0}
}
Proposition 2.1. (1) For all n, Ωdk,K [n] is a strictly affinoid domain in P
d
K .
(2) For all n, Ωdk,K(n) is an open subset of P
d
K .
(3) Ωdk,K =
⋃
n≥1Ω
d
k,K(n) =
⋃
n≥1Ω
d
k,K [n].
(4) Ωdk,K is an open subset of P
d
K .
Proof. (1) For a vector a = (α0, .., αd) ∈ k
d+1, let
Hn(a) =
{
[ρ] ∈ PdK | ρ(
d∑
i=0
αiTi) ≥ |π|
nmax
i
|αi|max
i
ρ(Ti)
}
Then Ωdk,K [n] =
⋂
a∈kd+1\{0}Hn(a). Setting a to be the unit vector
(1, 0, .., 0) we see that for any x = [ρ] ∈ Ωdk,K [n], ρ(T0) ≥ |π
n|ρ(Ti) for all
1 ≤ i ≤ d. Setting a to be the ith unit vector, we see that ρ(Ti) ≥ |π
n|ρ(T0).
We conclude that Ωdk,K [n] is contained in the multi-annulus
A(n) :=
{
x ∈ AdK | |π|
n ≤ |ti(x)| ≤ |π|
−n for all i
}
Let us call a vector a = (α0, .., αd) unimodular if maxi |αi| = 1. Since
Hn(a) = Hn(ca) for all scalars c ∈ k \ {0}, it is enough to take unimodular
vectors a in the above intersection. Moreover, by lemma 1.2 in [SS], if two
unimodular vectors a and b are equal modulo πn, then Hn(a) = Hn(b).
Hence, Ωdk,K [n] is a finite intersection H(a1) ∩ .. ∩H(am). We can replace
the condition in the definition of H(a) by the conditions ρ(
∑d
i=0 αiTi) ≥
|π|n(maxi |αi|)ρ(Tj) for j = 0, .., d. Hence, Ω
d
k,K [n] is a Laurent domain
(see [Ber2], remarks 2.2.2) in A(n), defined by a finite set of conditions
of the form |(
∑d
i=0 αiti)/tj | ≥ |π
n|. In particular, it is a strictly affinoid
domain.
(2) Similarly to the previous item, we can replace the infinite set of conditions
in the definition of Ωdk,K(n) by a finite one. Hence, Ω
d
k,K(n) is defined in
PdK by a finite set of conditions of the form ρ(
∑
i αiTi) > cρ(Tj). Hence, it
is open.
(3) Let [ρ] ∈ Ωdk,K , and let U be the set of unimodular vectors in k
d+1. Since
U is compact and the function
f((α0, .., αd)) =
ρ(
∑d
i=0 αiTi)
maxi |αi|maxi ρ(Ti)
is continuous and positive on U , there is a positive lower bound on the
values of f . Choosing n such that |πn| is less than the lower bound, we
have [ρ] ∈ Ωdk,K(n) ⊆ Ω
d
k,K [n].
(4) This follows immediately from the previous two claims. 
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Remark 2.2. It follows from proposition 2.1 that the above description of the Drin-
feld space is compatible with its description elsewhere in the literature. In fact,
under the fully faithful functor from Hausdorff strictly K-analytic Berkovich spaces
to quasiseparated rigid analytic spaces ([Ber4, Theorem 1.6.1]), the space Ωdk,K cor-
responds to the rigid analytic Drinfeld space as defined in [SS], since the covering
by Ωdk,K(n) maps to the admissible affinoid covering defined in [SS]. Hence, the
calculation here of the automorphism group is valid in the rigid analytic sense, and
the same is true for products of such spaces.
Finally, let us note that the group G = PGLd+1(k) acts on PdK by analytic
automorphisms, and since we removed all the k-rational hyperplanes, this induces
such an action of G on Ωdk,K .
3. The Bruhat-Tits building
In this section we recall some definitions and facts on the Bruhat-Tits building
of SLd+1/k and its relation to the Drinfeld space. More details and proofs can be
found in [Ber1] and [BT].
We will use the terminology introduced in [BT], I.1, regarding simplicial and
polysimplicial complexes. Let us recall it briefly. A polysimplicial complex is a set
A, together with a family F of subsets of A (called faces), a partial ordering on F
and an affine structure on F¯ :=
⋃
F ′≤F
F ′ for any F ∈ F , such that:
(1) The sets of F form a partition of A.
(2) For any F ∈ F , F¯ is a closed polysimplex (i.e a finite product of simplices),
in a compatible way with the affine structure and order relation. We call
each F¯ a closed face.
(3) The dimensions of the faces are bounded. We call a closed face of maximum
dimension a chamber and a closed face of codimension 1 a facet.
(4) Any two faces are connected by a sequence of chambers, such that consec-
utive terms intersect in a facet. Such a sequence is called a gallery.
We order the closed faces by inclusion. The closed faces are in order preserving
bijection with the faces, since F = F¯ ◦. A polysimplicial complex has a topology,
which is the gluing of the Euclidean topologies on the closed faces along the inclusion
maps. A morphism of polysimplicial complexes is a map of the underlying sets,
carrying faces to faces, and preserving the affine structure. We call such a morphism
chambered if, in addition, it carries chambers to chambers isomorphically. We
call a 0-dimensional closed face a vertex, and a 1-dimensional closed face an edge.
A polysimplicial complex is called a simplicial complex if all its closed faces are
simplices.
We keep the notation of the previous section, and let G = PGLd+1(k) and V be
the d+ 1-dimensional k-vector space,
V =
d⊕
i=0
kTi ⊆ K[T0, .., Td]
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The building of SLd+1/k is a simplicial complex, which we denote by B
d
k . It has
two well known descriptions: a combinatorial one, in which the vertices are given
in terms of lattices, and a Euclidean one, in which the points are given in terms of
norms. Let us start with the combinatorial one.
A lattice in V is a finitely generated Ok-module which spans V over k. Two
lattices L1, L2 in V are called homothetic if L1 = αL2 for some α ∈ k \ {0}. The
vertices of Bdk are the homothety classes of lattices in V . A face of B
d
k (given by the
set of its vertices) is a set of the form {[L0], .., [Lk]} for distinct lattices L0, .., Lk
satisfying L0 ⊇ L2 ⊇ .. ⊇ Lk ⊇ πL0. The chambers are of dimension d + 1. A
standard example of such a chamber is the chamber {[L0], ..., [Ld]} given by
Li = 〈T0, ..Td−i, πTd+1−i, .., πTd〉
We shall call this chamber the basic chamber of Bdk .
The second description of Bdk is via norms on V . A function ρ : V → R is called
a norm if it satisfies:
(1) ρ(u + v) ≤ ρ(u) + ρ(v) for all u, v ∈ V .
(2) ρ(αv) = |α|ρ(v) for all v ∈ V, α ∈ k.
(3) ρ(v) > 0 for all v ∈ V \ {0}.
Two norms ρ1, ρ2 on V are called homothetic if ρ1 = c · ρ2 for some constant
c > 0. Then the underlying set of Bdk (which we denote by the same notation) is
the set of norms on V modulo homothety.
For any basis (v0, .., vd) of V , let A(v0, .., vd) be the set of homothety classes of
norms of the form
ρ(
∑
αivi) = max
i
ci|αi|
for some positive reals c0, .., cd. Such sets are called apartments of B
d
k , and each
is isomorphic to Rd+1/R(1, 1, .., 1) via the map from A(v0, .., vd) to Rd+1,
[ρ] 7→ [(− log(ρ(v0)), ..,− log(ρ(vd)))]
Therefore, the apartments are Euclidean spaces. The apartments cover the build-
ing Bdk, and moreover, for any two points in the building there is an apartment
containing both.
We will denote the apartment of the standard basis, A(T0, .., Td) by Λ. We call
this apartment the basic apartment of Bdk .
The combinatorial description of Bdk and the Euclidean one are related by the
following correspondence: The class of a lattice L corresponds to the homothety
class of the norm ρL, defined by
(1) ρL(v) = min{|c| | c ∈ k \ {0} and c
−1v ∈ L}
for any v ∈ V \ {0}. In particular, the basic chamber described above is given in
terms of norms by
∆ = {ρ ∈ Λ | ρ(T0) ≥ ρ(T1) ≥ .. ≥ ρ(Td) ≥ |π|ρ(T0)}
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Let us define the maps discussed in the introduction,
Ωdk,K
j ↑↓ τ
Bdk
Tha map τ is simply defined by restriction: Given a point [ρ] ∈ Ωdk,K , the multi-
plicative seminorm ρ on K[T0, .., Td] is nonzero on each nonzero element of V , and
therefore the restriction ρ|V is a norm on V . We define τ([ρ]) = [ρ|V ].
The map j is defined as follows: Given a norm ρ on V , let (v0, .., vd) be any basis
of V such that [ρ] ∈ A(v0, .., vd). We extend ρ to a seminorm ρ˜ on K[T0, .., Td] by
the formula
(2) ρ˜
( ∑
i0,..,id≥0
ai0,..,id
d∏
k=0
vikk
)
= max
i0,..,id≥0
|ai0,..,id |
d∏
k=0
ρ(vk)
ik
It can be proved (see [RTW]) that ρ˜ does not depend on the choice of the basis
v0, ..vd. We define j([ρ]) = [ρ˜].
We summarize some of the properties of j and τ in the following lemma:
Lemma 3.1. (1) j is a section of τ , i.e. τ ◦ j = id.
(2) τ is surjective and j is injective.
(3) τ and j are continuous and G-equivariant.
Proof. The first statement is obvious, and the second one follows from it. τ is
obviously G-equivariant, and by the first statement, so is j. Let us prove the
continuity of j and τ . The sets {[ρ] | ρ(v) < cρ(w)} for c > 0 and v, w ∈ V are
a basis of the topology of Bdk . Similarly, the sets {[ρ] | ρ(f) < cρ(g)} for c > 0,
f, g ∈ K[T0, .., Td] are a basis of the topology of Ω
d
k,K . The continuity of τ follows
immediately. The continuity of j can be easily verified on each apartment of Bdk ,
using fomula (2). 
4. Products of Drindeld spaces
We now introduce our main objects of inquiry, which are products of Drinfeld
spaces over various fields. As in the introduction, we let r and d1, ..., dr be natural
numbers, l a non-Archimedean local field, K a non-Archimedean field containing l,
and k1, .., kr finite extensions of l, which are contained in K. The following notation
will be valid throughout the rest of this paper:
• Xi = Ω
di
ki,K
. Xi has projective coordinates Ti,0, .., Ti,di coming from the
embedding Xi →֒ P
di
K , and affine coordinates ti,j = Ti,j/Ti,0 coming from
the embedding Xi →֒ A
di
K
∼= PdiK \ {z : Ti,0(z) = 0}, as explained in section
2. For convenience, we put ti,0 = 1.
• Gi = PGLdi+1(ki)
• Bi = B
di
k , the Bruhat-Tits building of SLdi+1/ki. It is identified with the
space of norms on the ki-vector space Vi :=
⊕
j kiTi,j , modulo homothety.
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• Λi = The basic apartment of Bi, determined by the coordinates Ti,0, .., Ti,di.
Each point of Λi is represented by a norm of the form ρ(
∑
j ajTi,j) =
maxj(rj |aj|), for some positive real numbers r0, .., rdi .
• πi = a uniformizer of ki
• ∆i = The basic chamber of the apartment Λi, given by the inequalities
|Ti,0(x)| ≥ |Ti,0(x)| ≥ .. ≥ |Ti,di(x)| ≥ |πi||Ti,0(x)|.
• X =
∏
Xi, a product in the category of Berkovich spaces over K. We will
give a concrete description of X in terms of seminorms below.
• G =
∏
Gi, B =
∏
Bi, Λ =
∏
Λi and ∆ =
∏
∆i. B and Λ are polysimplicial
complexes, and ∆ is a polysimplex.
• For a local field h contained in K, we put Bi(h) = B
di
h and B(h) =
∏
Bi(h).
• k = the compositum (in K) of all the fields ki. Then k is a complete local
field and the extensions k/ki are finite.
Let us describe the points of X in terms of seminorms. The product
∏
i P
di
K is
the Berkovich space whose points are multiplicative seminorms ρ on K[Ti,j] (for
1 ≤ i ≤ r, 0 ≤ j ≤ di) which extend the norm on K, such that for each 1 ≤ i ≤ r,
the numbers ρ(Ti,0), .., ρ(Ti,di) are not all zero, modulo the following equivalence
relation: ρ1 ∼ ρ2 if and only if there exist constants c1, .., cr such that for any
polynomial p ∈ K[Ti,j] which is homogenous in each group of variables Ti,j (for
0 ≤ j ≤ di) of degree ei,
ρ1(p) = (
r∏
i=1
ceii )ρ2(p)
This can be proved, as in the case of a single projective space, using the affine
covering by the affine sets defined by the conditions Ti,ji(x) 6= 0 for 1 ≤ i ≤ r, for
all possible choices of indices 0 ≤ ji ≤ di.
We now define
X =
{
[ρ] ∈
∏
i
PdiK | ρ(
∑
j
αjTi,j) 6= 0 for all i and (α0, .., αdi) ∈ k
di+1
i \ {0}
}
We cover X , as we covered a single Drinfeld space in section 2, by the following
subsets:
X (n) =
{
[ρ] ∈
∏
i
PdiK | ρ(
di∑
j=0
αjTi,j) > |πi|
nmax
j
|αj |max
j
ρ(Ti,j)
for all i and (α0, .., αdi) ∈ ki
di+1 \ {0}
}
and
X [n] =
{
[ρ] ∈
∏
i
PdiK | ρ(
di∑
j=0
αjTi,j) ≥ |πi|
nmax
j
|αj |max
j
ρ(Ti,j)
for all i and (α0, .., αdi) ∈ ki
di+1 \ {0}
}
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Proposition 4.1. (1) For all n, X [n] is a strictly affinoid domain in
∏
i P
di
K .
(2) For all n, X (n) is an open subset of
∏
i P
di
K .
(3) X =
⋃
n≥1 X (n) =
⋃
n≥1 X [n].
(4) X is an open subset of
∏
i P
di
K , and therefore has a Berkovich space struc-
ture.
(5) X ∼=
∏
iXi.
Proof. The first four claims follow exactly as the claims in proposition 2.1. Let
us prove the last one. Let us cover each Xi by open sets Xi(n) and by affinoids
Xi[n] as in the proof of proposition 2.1. Each Xi[n] is the Berkovich spectrum of an
affinoid algebra (see [Ber2], remark 2.2.2(i) for the generators and relations), and
the complete tensor product of these algebras is the affinoid algebra which defines
X [n]. Hence, X [n] =
∏
i Xi[n]. Let us show that X
∼=
∏
i Xi by verifying the
universal property of the product. There are maps πXi : X → Xi, coming from the
projection maps from
∏
i P
di
K to its factors. Given a K-affinoid space Y and maps
fi : Y → Xi, since Y is compact, fi(Y ) is compact for all i. Since the sets Xi(n) are
open and cover X , there exists n such that fi(Y ) ⊆ Xi(n) for all i. Hence, there
is a unique map f : Y → X [n] which commutes with the projection maps from
X [n] to all the Xi[n]’s. Composing f with the inclusion of X [n] in X , we get a map
from Y to X which commutes with the maps πXi . Its uniqueness follows from the
uniqueness of f . 
We now discuss the relation between the building B =
∏
i Bi and the space
X =
∏
i Xi. We have seen in section 3 that each Bi is embedded, as a topological
space, in Xi via a Gi-equivariant embedding ji, and that there exists a projection
τi : Xi → Bi which is also Gi-equivariant. We have similar maps
X
j ↑↓ τ
B
which are continuous and G - equivariant, and satisfy τ ◦ j = id. The map τ is
defined via the τi’s by
τ(x) = (τ1(πX1(x)), .., τr(πXr (x)))
where πXi is the projection from X to Xi. The map j is defined as follows:
Given r equivalence classes of norms [ρi] ∈ Bi, we take a basis ei,0, .., ei,di of each
Vi, such that [ρi] lies in the apartment corresponding to this basis. We define
j(([ρ1], .., [ρr])) = [ρ] where ρ is the seminorm on K[Ti,j ] = K[ei,j ] defined by
(3) ρ
( ∑
N=(ni,j)
aN
∏
i,j
e
ni,j
i,j
)
= max
N
|aN |
∏
i,j
ρ(ei,j)
ni,j
For convenience, we will identify B with its image in X .
We note that the (B,N)-pair structure on each Gi give rise to a (B,N)-pair
structure on G, and B is the building associated to this structure. Hence, the
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results of the second chapter of [BT] may be applied to it. In particular, we have
the following results:
Lemma 4.2. (1) The group G acts transitively on the set of apartments of B.
(2) The stabilizer in G of an apartment of B acts transitively on the set of
chambers of the apartment.
(3) Any polysimplicial automorphism of B carries apartments to apartments.
Proof. See [BT], corollaries 2.2.6 and 2.8.6. 
5. Connectedness and a uniqueness principle
The following result will be used in the proof of our main theorem.
Proposition 5.1. Let f be an analytic function on X , and let Y be an open subset
of X . If f |Y = 0 then f = 0.
Recall that a Berkovich space X is called regular if the local rings OX,x are
regular, and that for an affinoid algebra A, M(A) is regular if and only if A is a
regular ring (see [Ber2], proposition 2.3.4).
We will prove proposition 5.1 by showing that the covering affinoids X [n] are
connected and regular, and that for such affinoids, the canonical map from the
affinoid algebra to the local ring at any point is injective.
Lemma 5.2. For each n ≥ 1, X [n] is pathwise connected and regular.
Proof. Let d be any natural number. Let us recall from [Ber2] a certain deformation
retraction from AdK to a d-dimensional Euclidean space. Let R = K[x1, .., xd]. For
a multi-index N = (n1, .., nd) of nonnegative integers, Let DN be the following
operator on R:
DN
( ∑
I=(i1,..,id)≥0
aIx
I
)
=
∑
I≥N
(
i1
n1
)
· .. ·
(
id
nd
)
aIx
I
Let ρ ∈ AdK . ρ is a multiplicative seminorm on R which extends the absolute value
on K. Let us define, for any real number 0 ≤ t ≤ 1,
(4) ρt(p) = max
N=(n1,..,nd)≥0
t|N |ρ(DN (p))
where |N | = n1+ ..+nd. It is shown in [Ber2], corollary 6.1.2 and remark 6.1.3(ii),
that ρt ∈ AdK for all t, and the map t 7→ ρt is continuous. Clearly, ρ0 = ρ. ρ1 is
given by
(5) ρ1
( ∑
N=(n1,..,nd)
aNx
N
)
= max
N
|aN |
∏
j
ρ(xj)
nj
since for t = 1, the maximum in equation (4) is attained at a multi-index N0 for
which ρ(aN0x
N0) = maxN ρ(aNx
N ) and |N0| is maximal.
Now, let d =
∑
i(di + 1) and let x = [ρ] be a point of X such that τ(x) ∈ Λ. ρ
is a seminorm on K[Ti,j]. Let us consider the points x(t) = [ρt] for 0 ≤ t ≤ 1. By
(3) and (5), x(1) = τ(x). Hence, the points {x(t) | 0 ≤ t ≤ 1} form a path from x
to τ(x). Moreover, for all i, if p =
∑
j ai,jTi,j is any element of Vi, then for any
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multi-index N , DN(p) =
∑
j∈J ai,jTi,j, where J = {j |ni,j ≤ 1}. Hence, by the
assumption that τ(x) ∈ Λ, we have
ρ(DN (p)) = max
j∈J
ρ(ai,jTi,j) ≤ max
0≤j≤di
ρ(ai,jTi,j) = ρ(p)
We conclude that ρt(p) = ρ(p). Since ρ and ρ(t) are identical on Vi for all
i, τ(x) = τ(x(t)). Therefore, the path {x(t) | 0 ≤ t ≤ 1} lies inside the fiber
τ−1(τ(x)). Let y be a point of X (n), and let g ∈ G be such that gτ(y) ∈ Λ.
Let x = gy and y(t) = g−1x(t) for 0 ≤ t ≤ 1. Since τ is G-equivariant, the
points {y(t) | 0 ≤ t ≤ 1} form a path from y to τ(y) inside the fiber τ−1(τ(y)).
Since X [n] is defined inside
∏
i P
di
K by conditions of the form ρ(a) ≥ ρ(b) for some
linear polynomials a, b ∈ K[Ti,j], and τ is defined by restricting seminorms to linear
polynomials, X [n] is a union of fibers of τ . Hence {y(t) | 0 ≤ t ≤ 1} is a path from y
to τ(y) inside X [n]. We conclude that each point of X [n] can be pathwise connected
to a point in X [n] ∩ B. By the above remark on the definition of X [n], X [n] ∩ B is
a convex set. Hence it is pathwise connected. We conclude that X [n] is pathwise
connected.
Finally, by proposition 4.1, X [n] is an affinoid domain inside an affine K-analytic
space, which is regular, by [Ber2], proposition 3.4.3. By [Ber4], corollary 2.2.8, X [n]
is regular. 
Lemma 5.3. Let A be a regular affinoid algebra, such that X =M(A) is connected.
Then
(1) A is an integral domain.
(2) For any x ∈ X, the canonical map from A to OX,x is injective.
Proof. (1) A, as an affinoid algebra, is Noetherian. By [Kap], Theorem 168, A
is a finite product of integral domains: A =
∏n
i=1 Ai. Let us decompose 1 =
a1+ ..+ an with ai ∈ Ai. Then, X is a disjoint union of the supports of ai,
which are nonempty open sets. If n > 1, this contradicts the connectedness
of X . Hence, n = 1.
(2) Let P be the ideal {f ∈ A | |f(x)| = 0}. Then P is prime and the map
from A to AP is injective. By [Ber4], Theorem 2.1.4, the canonical map
from AP to OX,x is faithfully flat, and in particular, injective. Therefore,
the composition of the two maps is injective. 
Proof of proposition 5.1. Let x be a point of Y , and let N be such that x ∈ X (N).
For any n ≥ N , the image of f |X[n] in OX[n],x is 0, and by the above two lemmas,
f |X[n] = 0. Hence f = 0. 
6. The induced automorphism on the building
It is a crucial step in the proof of our main theorem to show that an analytic
automorphism of X preserves B. We will prove it in this section, along with some
combinatorial properties of the induced automorphism.
Recall that each edge of B comes from an edge of one of the factors Bi.
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Definition 6.1. We will say that an edge e of B which comes from Bi has length
l(e) := − log |πi|. A polysimplicial automorphism of B will be called length preserv-
ing if it carries any edge of B to an edge of the same length.
Proposition 6.2. Let φ be an analytic automorphism of X . Then
(1) φ(B) = B.
(2) The induced automorphism on B is polysimplicial, chambered, and length
preserving.
(3) φ commutes with the projection τ : X → B.
Proof. We have a partial ordering ≤ on any analytic space X defined as follows:
x ≤ y if for any analytic function f on X we have |f(x)| ≤ |f(y)|. A point x ∈ X
is called maximal if y ≥ x holds only for y = x. x is called a global maximum if
x ≥ y for all y ∈ X . Note that if an affinoid X = M(A) has a global maximum,
then it is unique.
We will show that B, as a subset of X , is characterized as the set of maximal
points of X , and thus, is preserved under any analytic automorphism of X . We
start with a few lemmas:
Lemma 6.3. Let X = M(A) be an affinoid domain over K which has a point x
which is a global maximum. Let f be an element of A such that r := |f(x)| > 0.
Let Y ⊆ X be the Laurent domain {y ∈ X : |f(y)| = r}. Then Y is an affinoid
domain in which x is a global maximum.
Proof. Y , and its embedding in X , are given by Y = M(B) where B =
A{r−1X, rY }/〈X − f, Y f − 1〉 (see [Ber2], 2.2.2, and [BGR], 6.1.4). Since
|f |sup ≥ |f(x)| = r, by [Ber2], corollary 2.1.5, we can construct an isomorphism
B ∼= A{rY }/〈Y f − 1〉. In other words, Y = {y ∈ X : |f(y)| ≥ r}. By [Ber3],
lemma 5.1(i), the restriction of the partial order ≤ on X to Y coincides with the
partial order on Y . Since x ∈ Y , x is also the global maximum of Y . 
Lemma 6.4. (1) For all x ∈ B, τ(x) ≥ x.
(2) If x, y ∈ X and τ(x) 6= τ(y) then none of the relations x ≤ y, y ≤ x hold.
Proof. (1) Let y = τ(x). Since G acts transitively on the set of apartments
of B, we can assume, without loss of generality, that y lies in the basic
apartment Λ. The preimage of y under τ is the set of z ∈ X such that for
all i, and for all a0, .., adi ∈ ki, we have |
∑di
j=0 ajti,j(z)| = |
∑di
j=0 ajti,j(y)|.
Also, since y ∈ Λ, we have |
∑
j ajti,j(y)| = maxj |ajti,j(y)| for all such aj ’s.
Moreover, if z ∈
∏
iA
di
K and |
∑di
j=0 ajti,j(z)| = maxj |ajti,j(y)| holds for
all i and a0, .., adi ∈ ki, then z ∈ X . All together, we get
(6) τ−1(y) = {z ∈
∏
i
AdiK | |
∑
j
ajti,j(z)| = max
j
|ajti,j(y)| ∀i, a0, .., adi ∈ ki}
This set of conditions may be replaced by a finite set of conditions in the
following way: For every i and a real number |πi| < b ≤ 1, let
Ji,b = {j : |ti,j(y)| ≡ b mod |πi|
Z}
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Obviously, this set is nonempty only for a finite number of b’s. For such
b, let ni,j be so that |ti,j(y)π
ni,j
i | = b. Also, let Ci ⊂ Oki be a finite set of
representatives for the residue classes mod πi, such that 0 ∈ Ci. Then our
condition is that for all i,b, and all possible functions f : Ji,b → Ci which
are not identically 0, we have |
∑
j∈Ji,b
f(j)ti,j(z)π
ni,j
i | = b. This finite set
of conditions is equivalent to the infinite set of conditions in (6).
Let U be the polydisc
U = {z ∈
∏
i
AdiK | ∀i, j, |ti,j(z)| ≤ |ti,j(y)|} =M(K{|ti,j(y)|
−1ti,j})
then τ−1(y) is the Laurent domain inside U , defined by the finite set of
conditions described above. The image of y in U is the Gauss norm
g(
∑
N=(ni,j)
aN
∏
i,j
t
ni,j
i,j ) = max
N
|aN |
∏
i,j
|ti,j(y)|
ni,j
which is the global maximum of U . Applying lemma 6.3 successively, we
get that y is the global maximum of τ−1(y). In particular, we have y ≥ x.
(2) The claim follows from the case r = 1, proved in [Ber1]. If τ(x) 6= τ(y) then
there is an index i such that πBi(τ(x)) 6= πBi(τ(y)). By the case r = 1,
there exist analytic functions f, g on Xi such that |f(πXi(x))| > |g(πXi(x))|
and |f(πXi(y))| < |g(πXi(y))|. Pulling f and g back to X , we conclude that
there is no order relation between x and y. 
By the above lemma, φ(B) = B, and the induced automorphism on B is contin-
uous and commutes with τ . Let us show that this automorphism is polysimplicial.
We start with a lemma:
Lemma 6.5. Let f be a nowhere vanishing analytic function on τ−1(∆◦). Then
log |f |, when restricted to ∆◦, is an affine function, whose linear part has integer
coefficients.
Proof. τ−1(∆◦i ) is the analytic subspace of
∏
i A
di
K given by the inequalities 1 >
|ti,1(x)| > |ti,2(x)| > ... > |ti,di(x)| > |πi| for 1 ≤ i ≤ r. There is a cover of
∆◦ by sets of the form {x ∈ ∆◦ : ∀i, j, ai,j ≤ |ti,j(x)| ≤ bi,j} (for some real
numbers ai,j , bi,j) and a corresponding cover of τ
−1(∆◦i ) by multi-annuli. On each
such multi-annulus, an invertible function is of the form α
∏
i,j t
ni,j
i,j (1 + h) where
ni,j ∈ Z and |h| < 1 (see [BGR], 9.7.1). Taking the absolute value, the result
follows. 
Now, let us show that φ takes chamber interiors to chamber interiors: Assume,
to the contrary, that x is a point in the interior of a chamber C, and y = φ(x) lies
in an n-dimensional face F , where n is not the top dimension d =
∏
i di. Then (by
slightly moving the point x if necessary) we can assume that n = d− 1. It follows
from the above lemma that φ is linear on C ∩ φ−1(F ). Hence, there exists a small
neighbourhood of x in C such that φ−1(F ) is defined by a linear equation inside
this neighbourhood. We may take U to be a small ball around x in C, so that
U \ φ−1(F ) has two connected components. However, φ(U) \ F has more than two
14 GIL ALON
connected components, since F connects the chambers which contain it. We get a
contradiction.
Now, since φ takes chamber interiors to chamber interiors, it takes chambers
to chambers. Since φ is affine on each chamber, and vertices of a chamber are
characterized as the only points who do not lie on the interior of an interval which
lies in the chamber, φ takes chamber vertices to chamber vertices. Each chamber
is a product of simplices, and two vertices of a chamber are connected by an edge
if and only if they come from an edge of one of the simplices of the product.
Equivalently, two vertices of a chamber are connected by an edge if and only if
the segment connecting them does not contain interior points of the chamber. It
follows that φ takes edges to edges. From here, and lemma 7.1 below, it follows
that φ is polysimplicial.
Finally, let us show that φ is length preserving: let e be an edge of B, and
let f = φ(e). Since G acts on B by length preserving automorphisms, and by
lemma 4.2, we may assume without loss of generality that both e and f lie in the
apartment Λ. Let x1 and x2 be the end points of e, and yn = φ(xn) (n = 1, 2) the
end points of f . The edge e comes from an edge in one of the Λi’s. Let us assume
that it comes from Λi0 . Then πBi0 (x1) and πBi0 (x2) correspond to the homothety
classes of two lattices L1, L2 of the form Ln = 〈π
mn,0
i0
Ti0,0, .., π
mn,di
i Ti0,di〉, such that
maxj(m1,j −m2,j)−minj(m1,j −m2,j) = 1. By formula (1), ρLi(Ti,j) = |πi0 |
mn,j .
It follows that
l(e) = − log(|πi0 |) = log
((
min
0≤j≤di0
ρL1(Ti0,j)
ρL2(Ti0,j)
)
/
(
max
0≤j≤di0
ρL1(Ti0,j)
ρL2(Ti0,j)
))
=
∑
i
log
((
min
0≤j≤di
|ti,j(x1)|
|ti,j(x2)|
)
/
(
max
0≤j≤di
|ti,j(x1)|
|ti,j(x2)|
))
Hence l(e) is an integral combination of the numbers (log |ti,j(x1)| − log |ti,j(x2)|).
Let vn be the vector (log |ti,j(xn)|)i,j and wn the vector (log |ti,j(yn)|)i,j for n = 1, 2.
According to lemma 6.5, there exists a matrix A with integral coefficients and a
vector b such that wn = Avn + b for n = 1, 2. Hence, w1 − w2 = A(v1 − v2). Since
the vector v1 − v2 contains only 0 and l(e) as entries, all its entries are integer
multiples of l(e). Hence, the same is true for the entries of w1 −w2. Since w1 −w2
is not the zero vector, we get that l(f) ≥ l(e). Applying the same argument to φ−1,
we get l(e) ≥ l(f). Hence φ is length preserving.
This concludes the proof of proposition 6.2. 
7. The action on a single chamber
We have just seen that an analytic automorphism φ ∈ AutK(X ) induces an auto-
morphism of B with some good properties. We will now explore this polysimplicial
automorphism in more detail. By lemma 4.2, the image φ(Λ) is an apartment.
Also, G acts transitively on the set of apartments of B, and the stabilizer of Λ acts
transitively on the set of chambers of Λ. Thus, in proving theorem 1, it is enough
to consider automorphisms φ which satisfy φ(Λ) = Λ and φ(∆) = ∆.
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Below, we shall analyze the action of such φ on ∆. Let us consider the 1-skeleton
of ∆. It endows the vertices of ∆ with an undirected graph structure, which is the
product of the graph structures on each of the simplices ∆i: Two vertices (α1, .., αr)
and (β1, .., βr) (where αi, βi are vertices of ∆i) are connected by an edge if an only
if αi 6= βi for exactly one value of i. Thus, the graph of ∆ is isomorphic to∏r
i=1[di], where [n] denotes the complete graph on the set {1, 2, .., n}. Since φ is
polysimplicial, it induces an automorphism of this graph. The automorphism group
of this graph is given by the following combinatorial lemma:
Lemma 7.1. (1) Let n1, n2, a1, .., an1 , b1, .., bn2 be natural numbers, and let
f be an injective homomorphism of graphs from
∏n1
i=1[ai] to
∏n2
i=1[bi].
Then, there exists an injective function µ : [n1] → [n2], injective func-
tions gi : [ai] → [bµ(i)] for all i ∈ [n1], and a number αj ∈ [bj ] for each
j ∈ [n2] \ Im(µ), such that for any (u1, .., un1) ∈
∏n1
i=1[ai] and j ∈ [n2], the
jth coordinate of f(u1, .., un1) is gi(ui) if j = µ(i) for some i, and is αj if
j /∈ Im(µ).
(2) Let f be an automorphism of the graph
∏r
i=1[di]. Then there exists a per-
mutation µ of {1, .., r} such that dµ(i) = di for all i, and permutations pi
of [di] for all i such that f((a1, .., ar)) = (p1(aµ(1)), .., pr(aµ(r))).
Proof. For the first claim, see [Ber3], lemma 3.1. The second claim follows imme-
diately from the first one. 
We conclude from the second part of the lemma that the action of φ on ∆ may
be factored as an action on each ∆i by a permutation, and a permutation of the
factors ∆i. It would make the proof of theorem 1 easier if we could assume (after
modifying φ by a suitable element of G) that the action on each ∆i is trivial.
However, not every automorphism of ∆i is induced by an element of Gi. In fact,
some automorphisms of ∆i are not even induced by a polysimplicial automorphism
of Bi. As we shall see, these questions are best handled by analyzing the interaction
between φ and the labelling of the building.
Definition 7.2. A labelling of a polysimplicial complex A is a map from the set of
vertices of A to the set of vertices of a single closed polysimplex F , which extends
to a polysimplicial chambered map from A to F .
Definition 7.3. (1) For any 1 ≤ i ≤ r, let Ci be the labelling of Bi, with
values in the set of residues Z/diZ (which is regarded as a combinatorial
simplex), defined in the following way: let vi be the normalized discrete
valuation on k∗i (so that vi(k
∗
i ) = Z), then the label of a vertex [L] ∈ Bi is
the residue class of vi(det(u1, .., udi)), where (u1, .., udi) is an Oki -basis of
L.
(2) Let C be the labelling of B which is the product of the labellings Ci, with
values in
∏
i(Z/diZ).
It is easy to see that Ci and C are indeed labellings.
The next lemma, on the uniqueness of labelling, is a polysimplicial version of
the proposition in [Gar], 4.4.
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Lemma 7.4. Let C1, C2 be two labellings of a polysimplicial complex A, and let Φ
be a chamber of A such that C1|Φ = C2|Φ. Then C1 = C2.
Proof. Since any chamber of A can be connected to ∆ by a gallery, it is enough
to prove that if Γ1 and Γ2 are adjacent chambers, and C1 = C2 on Γ1, then
C1 = C2 on Γ2. This follows from the following claim: Given integers l ≥ 1 and
u1, .., ul > 1, if f is an automorphism of
∏l
i=1[ui] such that f is the identity on the
set [u1]× ... × ([ui0 ] \ {j})
i0
× ...× [ul] for some 1 ≤ i0 ≤ l and 1 ≤ j ≤ ui0 , then f
is the identity on
∏l
i=1[ui]. This claim follows from part 2 of lemma 7.1. 
In a similar way, we prove a polysimplicial version of the uniqueness lemma in
[Gar], 3.2:
Lemma 7.5. Let A and B be two polysimplicial complexes, such that every facet of
B is contained in at most two chambers. Let Ψ be a chamber of A and f, g : A→ B
chambered, injective polysimplicial maps such that f |Ψ = g|Ψ. Then f = g.
Proof. As in the proof of lemma 7.4, it is enough to prove that if Γ1 and Γ2 are
adjacent chambers, and f = g on Γ1, then f = g on Γ2. Let Φi = f(Γi) for i = 1, 2.
Then Φ1 and Φ2 are adjacent, and g(Γ1) = Φ1. Let F = Γ1 ∩ Γ2 and G = Φ1 ∩Φ2.
Then F and G are facets and g(Γ1) ∩ g(Γ2) = g(F ) = f(F ) = G. Hence, by the
assumption on B, g(Γ2) = Φ2 = f(Γ2). We have f = g on F , hence fg
−1 is an
automorphism of Γ2 which is the identity on F . By the claim stated in the proof
of lemma 7.4, fg−1 is the identity on Γ2. Hence f = g on Γ2. 
The labelling C (see definition 7.3) induces a bijection between the vertices of ∆
and the set
∏
i(Z/diZ). Let D :
∏
i(Z/diZ)→ ∆ be the inverse mapping to C|∆.
Lemma 7.6. Let φ be a polysimplicial automorphism of B such that φ(∆) = ∆.
Then,
(1) C ◦ φ = C ◦ φ ◦D ◦ C.
(2) There exist a unique permutation µ of {1, 2, .., r} and unique permuta-
tions pi of Z/diZ for 1 ≤ i ≤ r, such that dµ(i) = di for all i,
and (C ◦ φ ◦ D)((a1, .., ar)) = (p1(aµ(1)), p2(aµ(2)), .., pr(aµ(r))) for any
(a1, .., ar) ∈
∏
i(Z/diZ).
(3) Each permutation pi is either of the form t 7→ ai+ t or t 7→ ai− t for some
constant ai ∈ Z/diZ.
Proof. Since C ◦φ and C ◦φ◦D◦C are two labellings which are equal on ∆, the first
statement follows from lemma 7.4. Since C◦φ◦D is an automorphism of
∏
i(Z/diZ),
by lemma 7.1, there exist a permutation µ of {1, 2, .., r} and permutations pi of
Z/diZ for 1 ≤ i ≤ r, such that dµ(i) = di for all i and (C ◦ φ ◦ D)((a1, .., ar)) =
(p1(aµ(1)), p2(aµ(2)), .., pr(aµ(r))) for any (a1, .., ar) ∈
∏
i(Z/diZ). This proves the
second statement.
For the last statement, let v be a vertex of B, of label (a1, .., ar), let 1 ≤ j ≤ di
and let i = µ(j). Let A be the set of neighbours of v (in the 1-skeleton of the
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building) whose label is (a1, .., ai−1, t, ai+1, .., ar) for some t. For any w ∈ A, we
have C(w) = (a1, .., ai−1, t, ai+1, .., ar), hence
C(φ(w)) = C(φ(D(C(w)))) = C(φ(D((a1, .., ai−1, t, ai+1, .., ar))))
= (p1(aµ(1)), .., pj(t), .., pr(aµ(r))),
Let bk = pk(aµ(k)) for all k, and let B be the set of neighbours of φ(v) whose
label is of the form (b1, .., bj−1, s, bj+1, .., br) for some s. We conclude that φ maps
A to B bijectively. A vertex of A labelled (a1, .., ai−1, t, ai+1, .., ar) is mapped to a
vertex of B labelled (b1, .., bj−1, pj(t), bj+1, .., br). Let us count how many vertices
in A are of each label: The number of vertices of A of label (a1, .., ai + w, .., ar) is
equal to the number of sublattices L′ of a lattice L of Odiki which contain πiL and
such that the length of the module L/L′ over Oki is w. This number is equal to
the number of k˜i- vector subspaces of k˜i
di
which are of codimension w, where k˜i
is the residue field of ki. Let qi = #(k˜i). Then this number (which we denote by
n(qi, di, w)) is a gaussian qi-binomial number:
n(qi, di, w) =
(
di
w
)
qi
=
(qi
di − 1) · ... · (qi
di − qi
w−1)
(qiw − 1) · .. · (qiw − qiw−1)
=
=
(qi
di − 1)(qi
di−1 − 1)..(qi
di−w+1 − 1)
(qiw − 1)(qiw−1 − 1)..(qi − 1)
.
Since n(qi, di, w) = n(qi, di, di − w) and since these numbers (like the binomial
numbers) increase with w for w = 1, 2, .., ⌊(di+1)/2⌋, the set {w, di−w} is uniquely
determined by the number n(qi, di, w).
The same enumeration holds for the set B. We conclude that a vertex of A for
which t = ai + w must be mapped to a vertex in B for which s = bj ± w. In
particular, setting w = 1, we get that pj(t+ 1) = pj(t)± 1 for all t, and the result
follows immediately. 
Let us call an automorphism of Bi label reversing if it induces a permutation
of the form t 7→ a − t on the labels of Bi, and label preserving otherwise. By
the multiplicativity of the determinant, any element of Gi acts on Bi by a label
preserving automorphism. Let us now construct a label reversing automorphism
of each Bi. Let us fix on each ki-vector space Vi a nondegenerate bilinear form:
〈
∑
j ai,jTi,j ,
∑
j bi,jTi,j〉 =
∑
j ai,jbi,j . For a lattice L of Vi, let L
∗ be the dual of
L:
L∗ = {v ∈ Vi : 〈v, w〉 ∈ Oki ∀w ∈ L}
Let us define an automorphism λi of Bi by λi([L]) = [L
∗].
Lemma 7.7. (1) λi is a simplicial automorphism of Bi.
(2) λi ◦ λi = id.
(3) For v = [〈πn0i Ti,0, .., π
ndi
i Ti,di〉] ∈ Λi, we have λi(v) =
[〈π−n0i Ti,0, .., π
−ndi
i Ti,di〉]. In other words, λi acts on Λi as the sym-
metry with respect to the origin 〈Ti,0, .., Ti,di〉.
(4) λi is label reversing.
(5) For a norm ρ on Vi, we have λi(ρ) = ρ
∗ where ρ∗(v) = max06=w∈V
|〈v,w〉|
ρ(w) .
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Proof. If {[L0], .., [Lk]} is a k-dimensional face of the building, then we can rear-
range the Li’s and choose the representatives in the homothety classes in such a way
that L0 ⊃ L1 ⊃ .. ⊃ Lk ⊃ πiL0. This implies the inclusions L
∗
0 ⊂ L
∗
1 ⊂ .. ⊂ L
∗
k ⊂
πi
−1L∗0. Hence, L
∗
k ⊃ L
∗
k−1 ⊃ .. ⊃ L
∗
0 ⊃ πiL
∗
k and we get that φ({[L0], .., [Lk]})
is a k-dimensional face as well. This shows the first statement. The second state-
ment follows from the standard fact that L∗∗ = L. The third statement is trivial
and the fourth one follows from the third. As for the last statement, let us first
prove it when [ρ] is a vertex of the building. In that case, there exists a lattice
L such that ρ(v) = min{|c| : 0 6= c ∈ k, v/c ∈ L} for all v ∈ Vi \ {0}. Since
L∗ = {v : 〈v, w〉 ∈ Ok ∀w ∈ L}, we have:
ρL∗(v) = min{|c| : 0 6= c ∈ ki, v/c ∈ L
∗} =
= min{|c| : 0 6= c ∈ ki, |〈v/c, w〉| ≤ 1 ∀w ∈ L}
hence
ρL∗(v) = max
w∈L
|〈v, w〉| = max
w∈L\piiL
|〈v, w〉| = max
06=w∈Vi
|〈v, w〉|
ρL(w)
.
In general, if we have a face given by L0 ⊃ L1 ⊃ .. ⊃ Lk ⊃ Lk+1 = πiL0 and a
norm ρ which belongs to this face, satisfying ρ(v) = Ri when v ∈ Li \ Li+1, for
some numbers R0 > R1 > .. > Rk > |πi|R0, we will map [ρ] to the point given
by the face L∗k ⊃ L
∗
k−1 ⊃ .. ⊃ L
∗
0 ⊃ πL
∗
k and the numbers 1/Rk > 1/Rk−1 > .. >
1/R0 > |πi|/Rk. This map extends linearly the map which we described on the
vertices. It can be checked that the above point is equal to [ρ∗]. 
Definition 7.8. (1) Let 1 ≤ i, j ≤ r be such that di = dj . Let φ
i
j :
Λi → Λj be the simplicial isomorphism mapping [〈π
n0
i Ti,0, .., π
ndi
i Ti,di〉]
to [〈πn0j Tj,0, .., π
ndi
j Tj,di〉].
(2) For any permutation µ of {1, .., r} such that di = dµ(i) for all i, let σµ be the
polysimplicial automorphism of Λ defined by σµ(x1, .., xr) = (φ
µ(i)
i (xµ(i)))i.
Corollary 7.9. Let φ ∈ AutK(X ). Then there exist g ∈ G, numbers ri ∈ {0, 1} for
1 ≤ i ≤ r, and a permutation µ of {1, .., r} such that dµ(i) = di for all i, and the
automorphism φ′ of B defined by φ′ := (
∏
i λ
ri
i )gφ satisfies:
(1) φ′ is polysimplicial, chambered and length preserving.
(2) φ′(Λ) = Λ.
(3) φ′|Λ = σµ.
Proof. By proposition 6.2, φ induces a polysimplicial, length preserving automor-
phism of B. By lemma 4.2, there exists g ∈ G such that gφ(Λ) = Λ and gφ(∆) = ∆.
Let x0 be the origin of Λ, i.e the point ([L1], .., [Ld]) where Li = 〈Ti,0, .., Ti,di〉.
The linear endomorphism of Vi defined by fi(Ti,j) = Ti,j−1 for j > 0 and
fi(Ti,0) = πiTi,di induces an automorphism of Bi which preserves Λi and ∆i, and
performs a cyclic permutation on the vertices of ∆i. Multiplying g by suitable
powers of the fi’s, we may assume that gφ fixes x0. Let µ and the permutations pi
be as in lemma 7.6 (applied on the automorphism gφ), and define ri = 0 if pi is of
the form t 7→ t+ ai, and ri = 1 otherwise. By our assumption that gφx0 = x0, we
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have ai = 0 for all i. Let φ
′ = (
∏
i λ
ri
i )gφ. Then C ◦φ
′ ◦D is the permutation µ on∏
i Z/diZ. It follows that φ
′ = σµ on ∆. By lemma 7.5, φ
′|Λ = σµ. 
It would be useful to compose φ′ with µ−1 and get an automorphism of B which
fixes Λ pointwise. However, this is not possible in a strict sense since the buildings
Bi may not be interchanged. To allow such permutations, we need the ability to
embed buildings defined over different fields in a common building. We describe
such a construction in the next section.
8. The building under a field extension
Let h/h′ be an extension of non-Archimedean local fields, and d ≥ 1 an integer.
Let us discuss the relation between the buildings Bdh and B
d
h′ of SLd+1/h and
SLd+1/h
′ respectively. We fix an h′-vector space W with a basis w0, .., wd and
view Bdh′ as the set of homothety classes of norms on W , and B
d
h as the set of
homothety classes of norms on W ⊗h′ h =
⊕
i hwi.
We have a map between the sets of vertices
νdh,h′ : ver(B
d
h′)→ ver(B
d
h)
defined by νdh,h′([L]) = [L⊗Oh′Oh] for anOh′ -lattice L. Then ν
d
h,h′ maps the vertices
of an apartment of Bdh′ to vertices in the apartment of B
d
h, which corresponds to
the same basis. We extend νdh,h′ to B
d
h′ , as an affine map on each chamber of B
d
h′ .
We also have a map in the other direction δdh,h′ : B
d
h → B
d
h′ defined by restricting
a norm on hw0 ⊕ .. ⊕ hwd to h
′w0 ⊕ .. ⊕ h
′wd. We have δ
d
h,h′ ◦ ν
d
h,h′ = id (this is
easily checked on the lattice 〈w1, .., wd〉, and by PGLd+1(h
′)-equivariance it holds
for all the vertices of Bdh′). It follows that ν
d
h,h′ is injective.
Let us look at two extreme cases:
• The extension h/h′ is unramified. In this case, h and h′ have the same
uniformizer ξ. Since L ⊃M ⊃ ξL implies νdh,h′(L) ⊃ ν
d
h,h′(M) ⊃ ξν
d
h,h′(L),
νdh,h′ is a simplicial map. However, since the residue field of h is strictly
bigger than the residue field of h′, νdh,h′ is not surjective.
Figure 1. The inclusion of buildings for an unramified quadratic
extension (d = 1,p = 2)
• The extension h/h′ is totally ramified. In this case, νdh,h′ is not a sim-
plicial map. Two vertices at distance 1 map to two vertices at distance
e(h′/h) (the ramification index). However, the buildings are (at least lo-
cally) isomorphic.
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Figure 2. The inclusion of buildings for a ramified quadratic ex-
tension (d = 1,p = 2)
For a general extension h/h′, we get a superposition of the above two phenomena.
In order to make the map νdh,h′ simplicial, we will refine the simplicial structure
of Bdh′ . We will consider two structures on B
d
h′ : One induced by its embedding
in Bdh, and the other obtained by subdividing each edge into e(h/h
′) parts, and
subdividing all the faces of the building accordingly. Later on, we will show that
these two structures coincide.
Definition 8.1. Let X be a polysimplicial complex, and F its set of faces. Let Y
be a set and i : Y → X an injective function. The induced polysimplicial structure
on Y is the set of faces {F ⊆ Y | i(F ) ∈ F}, with the order relation and simplicial
structure inherited from those of X .
Note that this definition does not guarantee that the resulting structure is a
polysimplicial complex.
Next, we define the subdivision of a d-simplex, where each edge is divided into
N parts.
For an integer d ≥ 1, let us look at an apartment Σ in the building of SLd+1 over
any local field. It is isomorphic to Rd+1/R · (1, 1, .., 1), and the vertices correspond
to the image of Zd+1 in this space. Hence, we have coordinates x0, .., xd on Σ.
Let η be the chamber in Σ given by the inequalities x0 ≤ x1 ≤ .. ≤ xd ≤ x0 + 1.
Each face of η is defined by a finite set of conditions of the form xi = xi+1 (for
0 ≤ i ≤ d − 1) or xd = x0 + 1. The other chambers of Σ can be obtained from
η by permutations of the coordinates and translations: Given a permutation σ of
{0, .., d} and integers a0, .., ad, we have a chamber
η(σ,a0, .., ad) :=
{[(x0, .., xd)] : xσ(0) + a0 ≤ xσ(1) + a1 ≤ .. ≤ xσ(d) + ad ≤ xσ(0) + a0 + 1}
For any point [x] ∈ Rd+1/R · (1, 1, .., 1), where x = (x0, .., xd), we may sort the
fractional parts of the coordinates x0, .., xd in nondecreasing order, and obtain in
this way a chamber η(σ, a0, .., ad) in which [x] is contained. Hence, any chamber of
Σ if of this form.
For an integer N , let ηN be the dilated simplex
ηN = {[(x0, .., xd)] : x0 ≤ x1 ≤ .. ≤ xd ≤ x0 +N}
Proposition 8.2. ηN is a finite union of chambers of Σ.
Proof. As ηN is a closed set, and the union of the interiors of the chambers is dense
in the apartment, it is enough to show that given a chamber F and an interior
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point [x] of F , if [x] is in ηN then F ⊆ ηN . Let us suppose that F = η(σ, a1, .., ad).
Then x satisfies
xσ(0) + a0 < xσ(1) + a1 < .. < xσ(d) + ad < xσ(0) + a0 + 1
and also x0 ≤ x1 ≤ .. ≤ xd ≤ x0 +N . Let [y] ∈ F . We have
yσ(0) + a0 ≤ yσ(1) + a1 ≤ .. ≤ yσ(d) + ad ≤ yσ(0) + a0 + 1
Let us show that y0 ≤ .. ≤ yd ≤ y0 +N .
Let 0 ≤ i ≤ d− 1, and write i = σ(m), i+ 1 = σ(n). We consider two cases:
• If m < n then xi + am < xi+1 + an < xi + am + 1. Since xi ≤ xi+1, we
get xi+1 + an < xi+1 + am + 1. Hence an < am + 1, hence an ≤ am. Since
[y] ∈ F , we have
yi + am ≤ yi+1 + an ≤ yi+1 + am ⇒ yi ≤ yi+1
• If m > n then xi + am > xi+1 + an ≥ xi + an. Hence, am > an. We
conclude that
yi + am ≥ yi+1 + an ≥ yi + am − 1 ≥ yi + an ⇒ yi+1 ≥ yi
as desired. A similar analysis shows that we always have yd ≤ y0 +N . 
Definition 8.3. Given a d-dimensional closed simplex F and an integer N , we
let F [N ] be the simplicial complex whose underlying set is F , and the simplicial
structure is obtained by choosing an affine isomorphism f : F → ηN , and taking
the induced simplicial structure on F .
It is easy to see that this definition is independent of the choice of f .
Lemma 8.4. Let F be a d-dimensional simplex and let F ′ be a closed face of
F . Then the simplicial structure of F ′[N ] coincides with the simplicial structure
induced from F [N ].
Proof. It is enough to verify the claim when F ′ is of codimension 1 in F . Also, it is
enough to prove the claim for one specific simplex and one specific facet of it. Let
us take F = ηN and F
′ the facet defined by the hyperplane x0 = x1. Let κ
′ be a
chamber in F ′[N ]. Then κ′ has the form
κ′ = {[(x0, .., xd)] :x0 = x1,
xσ(1) + a1 ≤ xσ(2) + a2 ≤ .. ≤ xσ(d) + ad ≤ xσ(1) + a1 + 1}
for some permutation σ of {1, .., d}, and integers a1, .., ad. Let us prove that such a
chamber is a closed face of a chamber of F [N ]: Let m be such that σ(m) = 1, and
let κ1 and κ2 be the chambers of the apartment Σ defined the same way as κ
′, but
with the equality x0 = x1 replaced by xσ(m−1) + am−1 ≤ x0 + am ≤ x1 + am and
x1+am ≤ x0+am ≤ xσ(m+1)+am+1, respectively. Then κ
′ is a common closed face
of κ1 and κ2, of codimension 1. Thus, κ1 and κ2 are neighbouring chambers, and
each of them is the reflection of the other with respect to the hyperplane x1 = x2.
In this situation, it is easy to prove that any interior point of κ′ is an interior point
of κ1 ∪ κ2. Let us take such an interior point x, and a neighbourhood A of x which
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is contained in κ1 ∪ κ2. Since x ∈ F , There is a nonempty intersection between A
and the interior of F . Let y be a point in A ∩ F . Then y is either in κ1 or in κ2.
According to the proof of the last proposition, either κ1 or κ2 are contained in F .
Let us suppose that κi ⊆ F . Then κi is a chamber of F [N ], such that κi ∩F
′ = κ′,
as desired. 
Definition 8.5. Let B be a simplicial complex. We let B[N ] be the simplicial
complex with the same underlying set as B, where each closed simplex F of B is
given the simplicial structure F [N ].
Lemma 8.4 guarantees that the symplicial structures F [N ] glue to a simplicial
complex structure.
Lemma 8.6. Let h/h′ be an extension of complete local fields, and let e be its
ramification index. Then the simplicial structure induced from Bdh on B
d
h′ , via the
embedding νdh,h′ , coincides with B
d
h′ [e].
Proof. Let ξ and ξ′ be uniformizers of h and h′, respectively, such that ξ′ = ξe.
Let A′ be the apartment of Bdh′ corresponding to the basis w0, .., wd, and let A be
the apartment of Bdh corresponding to the same basis. The map ν
d
h,h′ induces an
isomorphism from A′ to A.
Let Θ be the basic chamber of Bdh′ ,
Θ = {ρ ∈ A′ | ρ(w0) ≥ ρ(w1) ≥ ... ≥ ρ(wd) ≥ |ξ
′|ρ(w0)}
Since the embedding νdh,h′ is PGLd+1(h
′)-equivariant, it is enough to verify that
the induced structure on Θ is Θ[e].
Indeed, let us map A to the apartment Σ defined above by 〈ξm0w0, .., ξ
mdwd〉 7→
[−(m0,m1, ..,md)]. This map is a simplicial isomorphism, and under this map
νdh,h′(Θ) is mapped to the dilated simplex ηe defined above. Therefore the induced
structure on Θ is Θ[e]. 
Next, we will describe a way of obtaining a subdivision of a polysimplicial com-
plex, given numerical data called marking.
Definition 8.7. (1) Let A be a polysimplicial complex. A marking on M on
A is an assignment of a natural number M(e) to each edge e of A, such
that for every closed face F of A, and a representation of F as a product
of closed simplices F =
∏n
i=1 Fi, there exist natural numbers a1, .., an such
that each edge of F that comes from Fi is assigned the number ai by M .
(2) Given A and M , we define a polysimplicial complex A[M ] as follows: The
underlying set of A[M ] is the same as of A. For each closed face F of
A, we write it as a product of closed simplices: F =
∏
Fi. Let a1, .., an
be the numbers guaranteed by the definition of M . Then we take the
polysimplicial structure
∏n
i=1 Fi[ai] on F .
Using the first part of lemma 7.1 and lemma 8.4, it is easy to see that the
polysimplicial structures defined on the closed faces of A in the above definition are
compatible, hence glue to a polysimplicial structure on A.
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Proposition 8.8. Let A1, A2 be polysimplicial complexes. Let M1,M2 be markings
on A1 and A2 respectively, and let f be a polysimplicial chambered map from A1
to A2 such that f preserves the marking: M2(f(e)) =M1(e) for any edge e of M1.
Then, f is a polysimplicial chambered map from A1[M1] to A2[M2], as well.
Proof. If A1 and A2 are closed simplices, then f is merely a permutation of the
vertices extended linearly, hence f extends to an isomorphism from A1[N ] to A2[N ]
for any N . If A1 and A2 are closed polysimplices, then by lemma 7.1 there exist
representations A1 =
∏
Fi, A2 =
∏
F ′i , where Fi, F
′
i are simplices of the same
dimension for each i, and f induces a bijection from Fi to F
′
i . Since f preserves
the marking, there exist numbers Ni such that A1[M1] =
∏
Fi[Ni] and A2[M2] =∏
F ′i [Ni]. Hence, f extends to an isomorphism from A1[M1] to A2[M2], by the
previous case. In the general case, since f is a polysimplicial isomorphism on F [N ]
for each chamber F of A1, it is polysimplicial and chambered on the whole of
A1. 
We now come back to the building B =
∏
i Bi, where Bi = B
di
ki
. Since all the
fields ki are contained in k, we have embeddings νi = ν
di
ki,k
: Bi → Bi(k), where
Bi(k) = B
di
k . We combine these embedding to an embedding ν : B → B(k) =∏
i Bi(k).
Let B˜ be the building B with the polysimplicial structure induced from the
embedding ν : B → B(k).
Proposition 8.9. (1) B˜ is a polysimplicial complex.
(2) ν : B˜ → B(k) is a polysimplicial embedding.
(3) If φ is a length preserving, polysimplicial, chambered automorphism of B,
then it is a polysimplicial chambered automorphism of B˜.
Proof. Let M is the marking on B which assigns to an which comes from Bi the
number e(k/ki) = log(|πi|)/ log |π|. By lemma 8.6, B˜ = B[M ]. Hence, it is a
polysimplicial complex. The second assertion is immediate, by the definition of B˜.
Since the automorphism φ is length preserving, it preserves the marking M . By
proposition 8.8, φ is a polysimplicial, chambered automorphism of B[M ] = B˜. 
9. The commutation with the projection to an apartment
For any 1 ≤ i ≤ r, let us define (following [Ber1]) a projection map τΛi :
Bi → Λi: Given a norm ρ on Vi, we define τΛi([ρ]) = [ρ˜], where ρ˜(
∑
j ajTi,j) =
maxj |aj |ρ(Ti,j). By [Ber1], 5.1, τΛi is a simplicial map.
Combining these projections, we get a projection map τΛ : B → Λ.
Let Λ(k) = ν(Λ). Λ(k) is an apartment of B(k), equal to
∏
i Λi(k), where Λi(k) is
the apartment in Bi(k) corresponding to the basis Ti,0, .., Ti,di. We have a projection
τΛ(k) : B(k)→ Λ(k), defined in the same way as τΛ.
We also group the restriction maps δdik,ki : Bi(k) → Bi, defined in the previous
section, to a single map δ : B(k)→ B. We have δ ◦ ν = id
24 GIL ALON
The image of the equivalence class of a norm ρ under τΛ is determined by the
values ρ(Ti,j). Hence, it follows from the definition that we have a commutative
diagram
B
δ
← B(k)
τΛ ↓ ↓ τΛ(k)
Λ
δ
∼
←− Λ(k)
From which follows the commutative diagram
B
ν
→֒ B(k)
τΛ ↓ ↓ τΛ(k)
Λ
ν
∼
−→ Λ(k)
In these diagrams, we may replace B by B˜, as the two complexes have the same
underlying sets.
Proposition 9.1. Let ψ : B˜ → B(k) be a polysimplicial, chambered, injective map,
such that the following diagram is commutative:
B˜
ψ
→ B(k)
↑ ↑
Λ
ν
→ Λ(k)
Then the diagram
B˜
ψ
→ B(k)
τΛ ↓ ↓ τΛ(k)
Λ
ν
→ Λ(k)
is commutative too.
Proof. Let us first understand better the projection τΛ(k). Let us define a function
fi on pairs of vertices of Bi(k) by
fi([M ], [L]) = [M : L]
where the lattices M and L are chosen so that M ⊇ L and πiM + L, and [M : L]
means the length of M/L as an Oki -module. Note that this is not a symmetric
function. It is proven in [Ber1] that for a vertex x of Bi(k), τΛi(k)(x) is the unique
vertex y of Λi(k) for which fi(x, y) is minimal. Let us give an equivalent definition
of fi. We endow the set of vertices of Bi(k) with the structure of a directed graph
in the following way: There is an edge from x to y if and only if fi(x, y) = 1.
Lemma 9.2. For any vertices x, y of Bi(k), fi(x, y) is the length of the minimal
directed path from x to y.
Proof. Let M and L be lattices of Vi such that x = [M ], y = [L], M ⊇ L and
πiM + L. Then f(x, y) = [M : L] and we can replace the inclusion M ⊇ L by a
chain of [M : L] inclusions of relative degree 1. This shows that the distance between
x and y is at most f(x, y). On the other hand, any directed path from x and y can
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be represented by lattices M =M0 ⊃M1 ⊃ .. ⊃Mk such that [Mj :Mj+1] = 1 for
all j, and Mk = π
n
i L for some n > 0. Hence k = [M :Mk] ≥ [M : L]. We conclude
that the minimal path length is [M : L]. 
The vertices of Bi(k) also have an undirected graph structure, coming from the
1-skeleton of Bi(k): Two vertices x and y are connected in this graph if they can
be represented by lattices L and M such that L ⊇M ⊇ πiL.
Let us endow Bi(k) with a labelling Ci with values in Z/diZ as in definition 7.3.
Then, for x, y ∈ Bi(k), there is an edge from x to y in the directed graph if and only
if there is an edge between x and y in the undirected graph, and Ci(y) = Ci(x)+1.
Similarly, for two vertices x = ([M1], .., [Mr]) and y = ([L1], .., [Lr]) of B(k), let
us define f(x, y) =
∑r
i=1 fi([Mi], [Li]). Then clearly τΛ(k)(x) is the vertex y ∈ Λ(k)
for which f(x, y) is minimal. We also endow the vertices of B(k) with the product
directed graph structure (there is an edge from x to y when there exists i such that
there is an edge between the ith coordinate of x and the ith coordinate of y in the
directed graph of Bi(k), and the other coordinates are identical in x and y), and
we let B(k) have the product labelling, with values in
∏
i Z/diZ. There is an edge
from a vertex x of B(k) to a vertex y if and only if x and y are connected in the
1-skeleton of B(k) and C(y) = C(x) + (0, 0, ..0, 1
i
, 0, ..0) for some i. By lemma 9.2,
f(x, y) is equal to the length of a minimal directed path from x to y.
Lemma 9.3. For two vertices of B(k), x and y, f(x, y) is equal to the length of a
minimal directed path from x to y in any apartment of B(k) which contains x and
y.
Proof. It is enough to prove that for two vertices of Bi(k), x and y, fi(x, y) is
equal to the length of a minimal path from x to y in any apartment of Bi(k) which
contains x and y. Let v0, .., vd be a basis of such an apartment (where d = di), and
let L and M be two lattices such thatx = [M ], y = [L], M ⊇ L and πiM + L.
Then we can write M = 〈πi
m0v0, .., πi
mdivdi〉, L = 〈πi
l0v0, .., πi
ldivdi〉. We have
mj ≥ lj for all j, [M : L] =
∑
j(mj − lj). It is easy to find a path of length [M : L]
from [M ] to [L] in the apartment (decreasing each time the exponent of πi in one
of the coordinates by 1. By lemma 9.2, the proof is complete. 
We let B˜ inherit from B(k), in addition to its polysimplicial structure, the la-
belling and the directed graph structure. Then it is clear that the directed graph
structure is determined by the 1-skeleton and the labelling in the same way. For
two vertices x and y of B˜, if A is an apartment of B˜ containing both vertices, then
by [BT], corollary 2.8.6, ν(A) is an apartment of B(k) containing ν(x) and ν(y).
It follows from the above lemma that f(ν(x), ν(y)) is equal to the length of the
minimal path from x to y in B˜. We call this function f(x, y) as well. Hence τλ(x)
is the vertex y of Λ which minimizes f(x, y).
By the assumption on ψ, for any vertex x ∈ Λ we have ψ(x) = ν(x), hence
C(ψ(x)) = C(ν(x)) = C(x). The two labellings C and C ◦ ψ of B˜ are therefore
identical on Λ. By lemma 7.4, they are identical on B˜. We conclude that ψ preserves
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the labelling C. Since it clearly preserves the 1-skeleton structure, we get that ψ
preserves the directed graph structure.
Let x and y be vertices of B˜, and let A be an apartment of B˜ which contains x
and y. By [BT], loc. cit., ψ(A) is an apartment of B(k) which contains ψ(x) and
ψ(y). Since ψ preserves the directed graph structure, ψ carries a path from x to y
in A to a path from ψ(x) to ψ(y) in ψ(A). By the above lemma, we conclude that
f(ψ(x), ψ(y)) = f(x, y).
Now, for a vertex x0 of B˜, let t = τΛ(x). Then t minimizes the function g(y) :=
f(x0, y) on the vertices of Λ. Since ψ = ν on the vertices of Λ, we have g(y) =
f(ψ(x0), ψ(y)) = f(ψ(x0), ν(y)) for all y ∈ Λ. Hence, ν(t) minimizes the function
h(y) := g(ψ(x0), y) on ν(Λ) = Λ(k). This proves that τΛ(k)(ψ(x)) = ν(τΛ(x)) and
finishes the proof of proposition 9.1. 
10. Proof of the main theorem
We are now ready to prove theorem 1. Let φ ∈ AutK(X ). By proposition 6.2,
φ(B) = B, and φ commutes with τ : X → B. By corollary 7.9, there exist g ∈ G,
ri ∈ {0, 1} for 1 ≤ i ≤ r, and a permutation µ of {1, .., r} such that dµ(i) = di for
all i, and the automorphism φ′ of B defined by φ′ := (
∏
i λ
ri
i )gφ satisfies:
(1) φ′ is polysimplicial, chambered and length preserving.
(2) φ′(Λ) = Λ.
(3) φ′|Λ = σµ (see definition 7.8).
It is enough to prove that gφ is of the desired form, so we assume that g = id,
without loss of generality. By proposition 8.9, φ′ is a polysimplicial and chambered
automorphism of B˜.
Since B(k) =
∏
iB
di
k , µ acts on B(k) by a permutation of the factors. We have
the following commutative diagrams of polysimplicial maps:
Λ
σµ
→ Λ
ν ↓ ↓ ν
Λ(k)
µ
→ Λ(k)
and
B˜
φ′
→ B˜
ν
→֒ B(k)
µ−1
→ B(k)
↑ ↑ ↑ ↑
Λ
σµ
→ Λ
ν
→ Λ(k)
µ−1
→ Λ(k)
Where the vertical arrows are inclusion maps.
Since νσµ = µν, the composition of the lower row in the above diagram is equal
to ν.
Let ψ be the composition of the upper row:
ψ = µ−1 ◦ ν ◦ φ′ = µ−1 ◦ ν ◦ (
∏
i
λrii ) ◦ φ
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We get the commutative diagram
B˜
ψ
→ B(k)
↑ ↑
Λ
ν
→ Λ(k)
By lemma 9.1, the vertical arrows can be reversed, to form the commutative diagram
B˜
ψ
→ B(k)
τΛ ↓ ↓ τΛ(k)
Λ
ν
→ Λ(k)
Hence, we have a commutative diagram (in which the composition of the middle
row is ψ):
X X
B˜ B˜ B˜ B(k) B(k)
Λ Λ Λ(k) Λ(k)
............................
..
φ
............................
..
φ
............................
..
∏
i
λrii
....................
......
...
...
ν
....................
..
µ−1
..........................
....
τΛ
..........................
....
τΛ
..........................
....
τΛ(k)
..........................
....
τΛ(k)
........................
..
ν
....................
..
µ−1
..........................
....
τ
..........................
....
τ
.........................................................................................................................................................
......
.......
.......
......
....
....
...
.....
ν
It follows that
µ−1 ◦ ν ◦ τΛ ◦
∏
i
λrii ◦ τ ◦ φ = ν ◦ τΛ ◦ τ
Hence
(7) µ−1 ◦ ν ◦ τΛ ◦
∏
i
λrii ◦ τ = ν ◦ τΛ ◦ τ ◦ φ
−1
Let us write this equality more explicitely. Note that all the objects in the
commutative diagram are spaces of equivalence classes of norms or seminorms, and
on each space the real valued functions |ti,j([ρ])| =
ρ(Ti,j)
ρ(Ti,0)
are well defined. These
functions commute with the maps τ, τΛ, τΛ(k) and ν. On the apartments Λ and
Λ(k) these functions are coordinates that define the isomorphism to a Euclidean
space. We will now evaluate the functions |ti,j | on both sides of (7).
Let x ∈ X , 1 ≤ i ≤ r and 1 ≤ j ≤ di. Then
|ti,j((ν ◦ τΛ ◦ τ ◦ φ
−1)(x))| = |ti,j(φ
−1(x))|
On the other hand,
|ti,j((ν ◦ τΛ ◦
∏
i
λrii ◦ τ)(x))| = |ti,j(λ
ri
i (τi(πXi(x))))|
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If ri = 0, we have
|ti,j((ν ◦ τΛ ◦
∏
i
λrii ◦ τ)(x))| = |ti,j(x)|
Let us assume now that ri = 1. Let x = [ρ], where ρ is a multiplicative seminorm on
K[Ti,j]. Then τi(πXi(x)) = [ρ|Vi ] ∈ Bi. By lemma 7.7, λi(τi(πXi(x))) = λi([ρ|Vi ]) =
[ρ′], where ρ′(v) = max
06=w∈V
|〈v,w〉|
ρ(w) . Let us define
Si,j(ρ) = ρ
′(Ti,j) = max
06=w=
∑
akTi,k∈Vi
|〈Ti,j , w〉|
ρ(w)
=
= max
|aj |
ρ(
∑
akTi,k)
= max
a1,..,aˆj,..,adi∈ki
1
ρ(Ti,j +
∑
k 6=j
akTi,k)
and
si,j([ρ]) =
Si,j(ρ)
Si,0(ρ)
Then si,j is a well defined real valued function on X , and
|ti,j((ν ◦ τΛ ◦
∏
i
λrii ◦ τ)(x))| = |ti,j([ρ
′])| = si,j(x)
This implies, for all 1 ≤ i ≤ r and 1 ≤ j ≤ di,
|ti,j(φ
−1(x))| =
{
|tµ−1(i),j(x)| ri = 0
sµ−1(i),j(x) ri = 1
Let us introduce the action of the torus of G on X . For 1 ≤ i ≤ r, 0 ≤ j ≤ di and
α ∈ k∗i , let mi,j,α be the automorphism of X which multiplies the (i, j) coordinate
Ti,j by α. Let T be the torus generated by all these automorphisms, for j > 0. Let
us note that
Si,j(mi′,j′,α(x)) =
{
|α|−1Si,j(x) (i, j) = (i
′, j′)
Si,j(x) (i, j) 6= (i
′, j′)
Hence, the same identities hold for the si,j ’s, for j, j
′ > 0. Obviously we have for
the ti,j ’s
|ti,j(mi′,j′,α(x))| =
{
|α| · |ti,j(x)| (i, j) = (i
′, j′)
|ti,j(x)| (i, j) 6= (i
′, j′)
whenever j, j′ > 0. It follows that the functions
ui,j(x) := ti,j(φ
−1(x)) · t
(−1)1+ri
µ−1(i),j
satisfy that |ui,j| is invariant under the action of T .
Lemma 10.1. Any bounded analytic function on X is constant.
Proof. The case r = 1 is proved in [Ber1], lemma 3. The general case follows easily
by induction on r: Any such function must be constant when one of the coordinates
is fixed to be a rigid point of one of the Xi’s, by the inductive hypothesis. Hence the
function is constant on the rigid points of X , and therefore (by [Ber2], proposition
2.1.15), on the entire space. 
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For any g ∈ T , the function
ui,j(gx)
ui,j(x)
is bounded, of absolute value 1, hence it is
constant. If we restrict ui,j(x) to the multi-annulus τ
−1(∆◦) and develop it as a
power series in the ti,js
ui,j(x) =
∑
aIt
I ,
we have
ui,j(gx) = αgui,j(x)
for a constant αg ∈ K of absolute value 1. This implies that for any g = (gi,j),
and any multi-index I, we have gIaI = αgaI , hence if aI 6= 0, then αg = g
I . Since
αg does not depend on I, aI can be nonzero only for I = (0, .., 0). It follows that
the functions ui,j are constant on the multi-annulus. By proposition 5.1, ui,j is
constant on the whole of X for all i and j > 0.
Thus, we have completely determined the map φ−1: Let us write it using the
affine coordinates ti,j . There exist constants ai,j ∈ K such that
φ−1((ti,j)i,j) = (ai,jt
(−1)ri
µ(i),j )i,j .
Now, fixing i and j, and letting m = µ(i), for any t ∈ K \ ki there exists a point
x ∈ X such that ti,j(x) = t. It follows that the map t 7→ ai,jt
(−1)ri is a bijection
between K \ km and K \ ki. Since this map is also an automorphism of K
∗, we
get that this map is a bijection between km and ki. Hence, ai,j ∈ ki ∩ km and
ki = km. Finally, no ri can be equal to 1, because by our definition, ri can only
be 1 when di ≥ 2, and we can always generate x, y ∈ K \ ki such that 1, x, y are
linearly independent over ki but 1,
1
x
, 1
y
are dependent. For example we may take
t ∈ K that does not lie in a quadratic extension of ki (extending K if necessary),
and define x = 1
t
and y = 1
t+1 . This implies that we cannot have an automorphism
of Xi of the form (ti,j)j 7→ (
α
ti,j
)j , hence ri = 0 for all i. Therefore, We have reduced
φ−1 to a map which permutes coordinates with equal fields, and multiplies each
coordinate by an element of the corresponding field. This concludes the proof of
theorem 1.
11. Corollaries of theorem 1
Theorem 3. If X =
∏r
i=1Ω
di
ki,K
is isomorphic, as a K-analytic space, to Y =∏s
j=1 Ω
d′j
k′
j
,K
then r = s and after rearranging the factors we get ki = k
′
i and di = d
′
i.
Proof. Let φ : X → Y be an isomorphism. We define an automorphism ψ of X ×Y
by:
ψ(x, y) = (φ−1(y), φ(x)).
The theorem now follows immediately from theorem 1. 
Proof of theorem 2. Let X1 =
∏r
i=1 Ω
di
ki,K
and X2 =
∏s
i=1 Ω
d′i
k′
i
,K
. For i = 1, 2, since
Γi is discrete and torsion free, its action on Xi is discrete and free. This follows
from the proof of lemma 6 in [Ber1] (the proof in [Ber1] is for the case of a single
Drinfeld space, but it holds for products as well, since we still have a proper map
from Xi to the corresponding building, and the stabilizer of a vertex of the building
in Aut(Xi) is compact). By lemma 4 in [Ber1], the quotient Γi \ Xi exists and the
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map pi : Xi → Γi \ Xi is an analytic covering map. By [Ber1], Theorem 6.1.5, Xi
is contractible. Hence Xi is the universal covering space of Γi \ Xi. Now, since
Γ1 \X1 ∼= Γ2 \X2, we have X1 ∼= X2. By theorem 3, we may assume without loss of
generality that X1 = X2. By lemma 7 in [Ber1], the isomorphism from Γ1 \ X1 to
Γ2\X2 is induced by an automorphism ψ : X1 → X1. For every γ1 ∈ Γ1 and x ∈ X1,
we have p2(ψγ1x) = p2(ψx), hence there exists γ2 ∈ Γ2 such that ψγ1x = γ2ψx.
Since the action of Γ2 on X1 is discrete and free, there exists a neighbourhood
U of p2(x), such that p
−1
2 (U) is a disjoint union of copies of U on which Γ2 acts
freely. Hence, for y close enough to x, we also have ψγ1y = γ2ψy. By proposition
5.1, ψγ1 = γ2ψ. This shows that Γ2 = ψΓ1ψ
−1. Using theorem 1, we may write
explicitely the automorphism ψ, and get the desired result. 
Finally, let us find the automorphisms of X in the broader category Anl (see
[Ber4], p.30). Recall that the objects of this category are pairs (L,X) where L is a
non-Archimedean field over l and X is an L-analytic space, and a morphism from
(L1, X) to (L2, Y ) consists of an isometric embedding from L2 to L1 over l, and
an L1-analytic morphism from X to Y ⊗ˆL2L1. The composition of two morphisms
(σ, φ) : (L1, X1)→ (L2, X2) and (τ, ψ) : (L2, X2)→ (L3, X3) is (στ, (ψ⊗ˆL2L1) ◦ φ).
Theorem 4. Let K, l, r, k1, .., kr, d1, .., dr be as in the introduction. Let (σ, φ) be
an automorphism of X =
∏r
i=1Ω
di
ki,K
in the category Anl. Then, there exists a
permutation µ ∈ Sr and gi ∈ PGLdi+1(ki) for i = 1, .., r, such that dµ(i) = di and
σ(ki) = kµ(i) for all i, and φ : X → X⊗ˆK,σK is given by φ = µ ◦ (g1, .., gr), where
the action of µ and (g1, .., gr) is as in theorem 1.
Proof. We haveX⊗ˆK,σK =
∏r
i=1 Ω
di
σ(ki),K
. Since φ is an isomorphism ofK-analytic
spaces, the theorem follows from theorems 3 and 1. 
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