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Abstract
This article presents a modiﬁcation of the recently proposed Holographic Graph Neuron ap-
proach for memorizing patterns of generic sensor stimuli. The original approach represents
patterns as dense binary vectors, where zeros and ones are equiprobable. The presented modiﬁ-
cation employs sparse binary distributed representations where the number of ones is less than
zeros. Sparse representations are more biologically plausible because activities of real neurons
are sparse. Performance was studied comparing approaches for diﬀerent sizes of dimensionality.
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1 Introduction
Associative memory (AM) is one of the key functional elements of cognitive computing archi-
tectures, where it is used for fast pattern1 matching. The cue to the AM is a pattern, which is
stored in a memory either entirely or in parts. The task for AM is to search the entire memory
for the best matching entry. The work presented in this article proposes a one-shot learning
associative memory, which is inspired by two major concepts: 1) Holographic Graph Neuron
(HGN) [1] as an encoding framework for associative memories [2, 3, 4] and 2) Sparse distributed
representations [5, 6, 7, 8, 9].
Distributed associative memories mentioned above may be considered as models of human
long-term memory. The two major principles of distributed associative memories are aggre-
gation of similar stimuli based on statistical similarity of their encoded representations and
reducing the overlap between the representations by storing them sparsely over a huge memory
space. AMs were extensively applied to pattern recognition, as the model for implementing
AM in the context of cognitive computing architectures [6]. One of the unsolved challenges
attributed to AM is the so-called encoding problem, i.e. the problem of how to encode stimuli
into the distributed representation [10].
∗Corresponding author. Email: denis.kleyko@ltu.se; evgeny.osipov@ltu.se; dar@infrm.kiev.ua
1The term “pattern” is used here to represent a set of (heterogeneous) values or concepts that repeat over
time to form an experience of an artiﬁcial system.
Procedia Computer Science
Volume 88, 2016, Pages 39–45
7th Annual International Conference on Biologically Inspired
Cognitive Architectures, BICA 2016
Selection and peer-review under responsibility of the Scientiﬁc Programme Committee of BICA 2016
c© The Authors. Published by Elsevier B.V.
39
Holographic Graph Neuron (HoloGN) is an encoding framework for heterogeneous sensory
inputs into a distributed representation using binary spatter codes [10]. It adopts a simpliﬁed
neural model of AM, where a neuron is modeled as an array of possible values taken from a
ﬁnite alphabet of discrete values. The AM is then built using activities of multiple elementary
neurons, hence the name Graph Neuron (GN). This model is applicable in many practical
real-world scenarios. In [1] the GN model was adopted as an abstraction for the encoding of
heterogeneous sensory inputs into distributed representations using binary spatter codes and
Vector Symbolic Architectures (VSAs). The HoloGN was successfully applied in the context of
fault classiﬁcation [11] and for the representation and processing of strings of symbols [12, 13].
For other applications of distributed representations to similar tasks see, e.g., [14, 15, 16, 17,
18, 19, 20, 21]. VSAs are a family of bio-inspired representations of structured knowledge
and related operations. Their development was stimulated by studies on brain activity that
showed that the processing of even simple mental events involves simultaneous activity in many
dispersed neurons [22]. Information in VSAs is represented using codewords with very large
dimensions. Several diﬀerent types of VSAs have been introduced [23, 22, 5].
The previously proposed HoloGN approach uses random binary high dimensional codewords,
where the values at each position are independent of each other, and “0” and “1” components are
equally probable. This is so called dense representation. More biologically plausible is, however,
sparse representation, which corresponds to the experimental observations that activities of real
neurons are sparse. In sparse representations [5, 24], the “ones” (activations) are only few per
cent of the total (large) number of bits (neurons). From the computational complexity and
memory requirements viewpoint sparse HD-vectors are obviously more eﬃcient than the dense
representation of the same dimensionality. This article proposes a modiﬁcation of the HoloGN
approach that makes use of sparse binary distributed representations presented in [5, 7, 8, 6, 24].
Accuracy recall performance is studied the same task as in [1] comparing the original approach
and the sparse version for several diﬀerent degrees of dimensionality.
The article is structured as follows: Section 2 introduces the fundamentals of the original
HoloGN approach and its encoding process. The background information on the sparse binary
representations and the description of the modiﬁed sparse HoloGN are given in Section 3. The
results of the comparison of the recall performance for both approaches are presented in Section
4. Final remarks in Section 5 conclude the article.
2 Holographic Graph Neuron
This section presents the fundamentals of the original HoloGN and the related operations. The
encoding approach is exempliﬁed on a simple black and white image. The detailed description
of the approach is presented in [1].
In the case of HoloGN, all its elements i.e. symbols of individual neurons (e.g. possible
values of image pixel) are indexed uniquely and the index of a particular element is derived as
a function of the GN’s ID. Let IVj be an initialization high-dimensional dense binary codeword
for GN j. The initialization vectors for diﬀerent GNs are generated by randomly assigning ones
to each vector component with probability 0.5. Then the HD-index of value i (e.g. a speciﬁc
value of pixel) in neuron j (a particular pixel in the image) is computed as EHD(j,i) = Sh(IVj , i),
where Sh() is a cyclic shift operation resulting in the generation of a vector that has a random
overlap with IVj HD-vector.
Let n be the number of individual Graph Neurons (GNs) e.g., a number of pixels in the
image. When a GN array (n GNs) observes a pattern, the activated values communicate their
HD-vectors of indices to the processing unit; the distributed representation of the activated
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Figure 1: Example of HoloGN encoding for letter “A”.
Grey ﬁlling in the table marks GN Index of each pixel.
Figure 2: List of images for compari-
son.
Figure 3: Distorted by 5 bits (14.3%).






, where EHDj is the HD-vector of the activated value in
GNj , and the addition operation is the bundling operation, or thresholded sum. It is used to
bundle several codewords together in order to get the resultant codeword.
HoloGN stores the distributed representation HGN of the entire pattern. A possible archi-
tecture is for all memorized patterns to be collected and stored centrally at a processing node,
where the role of the processing node can be assigned to one of GNs or to some other external
device.
Depending on the particular application of HoloGN, the memorized patterns could be stored
using one of the two possible modes. In the ﬁrst mode HoloGN stores patterns and their
corresponding distributed representations in an unsorted list. This mode can be used when each
input pattern needs to be stored or when there is no available information on how patterns can
be grouped or structured. In the second mode several distributed representations of patterns
are bundled together and only the resultant vector is stored. This mode can be used for example
in classiﬁcation tasks when diﬀerent patterns lead to the same class, then HoloGN stores only
one distributed representation per class. The experimental section describes several diﬀerent
HoloGN usage and recall strategies.
The encoding process is exempliﬁed in Figure 1 using 5x7 black and white pixel image of
the latin letter “A”. The encoding includes the following steps:
• Initialization of HoloGN:
1.) Set the dimensionality of the HD-vectors.
2.) Set the number of GNs. The image of a letter consists of 35 pixels. Every pixel is assigned
one GN, that is 35 GNs are initialized in the simulations;
3.) Generate random dense initialization high-dimensional vector IV for each GN. Note that
initialization vectors for diﬀerent GNs are diﬀerent.
• Present a letter-image to the initialized HoloGN;
• For each GN (pixel) shift its IV by the value of the pixel (0-shift for black and 1-shift for
white);
• Form the distributed representation of the letter (see above ) using shifted IV vectors;
• Store the letter’s representation in the list of memorized patterns.
Assume that several other images encoded as presented above are stored in the HoloGN,
than the recall phase for a randomly presented image is done as follows:
• The pixels of the chosen letter are randomly distorted according to the speciﬁed distortion
level;
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• The distributed representation of the distorted pattern is formed as described above;
• The processing unit calculates Hamming distances from the representation of the distorted
letter to all of the 26 representations stored in the list of memorized patters;
• The stored pattern with the minimal Hamming distance to the distorted one is recalled by
the HoloGN as the desired letter.
3 Sparse Distributed Representations and sparse HoloGN
Binary Sparse Distributed representations for Associative- Projective Neural Networks (APNNs)
will be used according to [5]. In order to create powerful cognitive systems the representation
of structures for such systems should be capable of representing new structures of various com-
plexities constructing them in one step learning. The representations should also allow an
easy estimate of the similarity of complex structures. It is an essential component in modeling
cognitive functions, e.g., human analogy-making accounting for the structure and semantics
of analogs. The proposed representation scheme is using sparse binary vectors: p(1)  0.5.
Advantages of sparsity include neurological plausibility and higher capacity of some associative
memory types [3, 4].
Example of representation is: vector dimensionality N = 100000, p(1) = 0.01 and the
number of 1s in vector is about M = 1000. The actual density (empirical probability of “1”)
of a vector x is determined as its Hamming weight |x| divided by the dimensionality N , i.e.
p(1) = |x|/N .
The similarity in sparse representations is estimated by the overlap V of “1” elements and
determined as the Hamming weight of elementwise conjunction of two vectors: |x∧ y| (i.e. dot
product of x and y). The result may be then normalized, e.g. to the Hamming weight of one
of the compared vectors. An average value of the overlap for two random binary vectors equals
(M/N)2.
Representations for atomic components are generated randomly and independently. Sev-
eral representations are superimposed by bitwise disjunction (OR). The operation preserves
similarity to its components (unstructured similarity). The density of the superimposed vec-
tor increases vs. the number of components. Binding of codevectors is implemented by the
Context-Dependent Thinning (CDT) procedure.
The dimensionality of the thinned vector equals to the dimensionality of its components.
There are several implementations of CDT. In [5] additive CDT was used. The procedure takes
one codevector Z as an input, where Z is superposition of several (S) components to be bound.
Vector Z is thinned as follows: 〈Z〉 = ∨Kk=1(Z ∧ Z∼(k)) = Z ∧ ∨Kk=1Z∼(k), where 〈Z〉 denotes
thinned vector and 〈Z∼〉 denotes permutation of elements of Z. Each kth permutation must be
ﬁxed, unique, and independent.
Cyclic shift operations with random position shift can be used in practical implementations.
Number of K permutations in the CDT controls the density of the thinned vector, i.e. normal-
izes it. It is often convenient to maintain the density of the result to be equal to the density of
components. The peculiarity of the thinning process is that it preserves both unstructured and
structured similarities of its components as follows. The thinned vector includes a subset of 1s
of each component. The size of a subset is proportional to the density of a component vector.
At the same time the content of each subset depends on the representations of other compo-
nents of the CDT reﬂecting structured similarity. There is no speciﬁc operation for unbinding.
It is performed via the ﬁnding of the vectors most similar to the thinned one in the component
memory.
This part of the section presents the adjustments made in order to implement HoloGN ar-
chitecture with binary sparse distributed representations introduced above. The overall ﬂow of
operations is the same as in the original approach including the encoding of presented pattern,
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(see Section 2 for the detailed example). Design of sparse HoloGN has the following diﬀerences
compare to the original version:
• Initialization codeword sIVj for GN j is a random binary sparse HD-vector with the dimen-
sionality N , approximate number of “1” elements M , where “1” p(1) = (M/N)  0.5;
• For the formation of the distributed representation of the whole pattern the additive CDT is
applied on shifted sIVj codewords of individual GNs (instead of the majority rule (1));
• Thus, in sparse HoloGN HGN is formed as follows
HGN = 〈∨nj=1Sh(sIVj , i)〉 = ∨Kk=1(∨nj=1Sh(sIVj , i) ∧ ∨nj=1Sh(sIVj , i)∼(k)). Note that if cyclic
shifts are also used for CDT operation their range should be diﬀerent from the range of shifts
used in the encoding of the individual GN. In this article K = 1 permutation was used for the
CDT operation during the simulations. Note also that for the test problem considered below
CDT operation is redundant;
• During the recall process instead of Hamming distance the overlap V is calculated for the
estimation of similarity between the representations of patterns. The stored representation with
the largest overlap indicates the pattern most similar to the currently presented one.
4 Performance study of sparse and dense HoloGNs in dif-
ferent recall scenarios
This section evaluates the performance of both approaches: the original HoloGN with dense
representations and the proposed modiﬁed HoloGN with sparse representations. The studied
performance characteristic is the recall accuracy. It is evaluated for the one-shot learning. As
in [1] for the evaluation of the original HoloGN dense HD-vectors with typical dimensionality
10 000 bits [22] were used. The proposed sparse HoloGN approach is evaluated for three sets
of parameters: N = 100000 and M = 1000 (p(1) = 0.01), [5]; N = 10000 and M = 100
(p(1) = 0.01); N = 2048 and M = 40 (p(1) = 0.02), [24]. In order to be consistent with the
original article [1] presenting HoloGN the experiments were performed on the same types of
patterns. The set of patterns consists of 7 by 5 pixels black and white images of letters of the
Roman alphabet (Figure 2).
One strategy of HoloGN usage is the recall of the pattern closest the target query pattern
amongst the previously memorized patterns. The perfect match in this case would be indicated
by a normalized Hamming distance of zero for the dense HoloGN or the overlap value equal
to the Hamming weight of the codeword for the sparse HoloGN. The deviation from these
values, therefore, reﬂects the degree of proximity of the query to one or several stored HoloGN
patterns. In the following experiment the accuracy of the recall of the sparse HoloGN with
diﬀerent parameters was compared to the performance of the dense HoloGN approach and to
the original low-dimensional representation of patterns.
In the memorization phase a set of noise-free images of letters illustrated in Figure 2 was
presented to both architectures. All twenty six letters were encoded and stored in the same
way as exempliﬁed in Section 2. Thus at the end of the letters’ encoding procedure twenty six
HD-vectors are created, which are stored in the list of memorized patterns. In the case of the
original low-dimensional representations twenty six 35-bits vectors corresponding to activation
of pixels in images of letters were stored in a list.
In the recall phase images of the same letters distorted with diﬀerent levels of random
distortions (between 1 bit corresponding to a distortion of 2.9% of the patterns size and 5 bits
equivalent to 14.3% distortion) were presented to the architectures for the recall. An example
of a noisy input is presented in Figure 3. In the case of the dense HoloGN and the original
low-dimensional representations the pattern with the lowest normalized Hamming distance to
the representation of the presented distorted pattern was returned as the output. In the case of
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Figure 4: Results from testing black and white images of letters using recall patterns with
distortions ranging from 1 bit (2.9%) to 5 bits (14.3%).
the sparse HoloGN the pattern with the highest overlap to the representation of the presented
distorted pattern was returned as the output. Figure 4 presents the results of the accuracy
comparison between the recall results for sparse and dense HoloGNs and the reference original
low-dimensional representation. The charts show the percentage of the correct recall output.
The analysis shows that: a.) There is no degradation of accuracy when the test problem is
transferred from the original low-dimensional representation into high-dimensional distributed
representations; b.) The result holds even for relatively low dimensions of the sparse vectors
(N = 2048 and M = 40). The gain from high-dimensional representation becomes evident
when distortions are added to the representations. For the case of dense hyper-dimensional
representations it was demonstrated in [1] that there is a threshold on the noise level for
the original low-dimensional input patterns beyond which Hamming distance becomes totally
unreliable metric for detection of similarity, while hyper-dimensional representations are robust
to substantially larger noise levels. Also the accuracy of the hyper-dimensional recall is higher
for non-binary input patterns, to which, for example, a third color is added as the background
to the letters in our test case. For the sake of space saving the results of the corresponding
experiments are omitted in this article, the interested reader is referred to [1] for the details.
5 Conclusion
This article presented the sparse Holographic Graph Neuron. It is a modiﬁcation of the recently
proposed novel approach for memorizing patterns of generic sensor stimuli. The proposed
modiﬁed version adopts usage of binary sparse distributed representations instead of dense
representations. Two approaches were compared on the accuracy of their recall in one-shot
learning.The proposed sparse approach provides the same level of the noise resistance in one-
shot learning scenario even for the version with relatively small dimensionality (N = 2048).
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