Vers une acquisition automatique de connaissances d'adaptation par examen de la base de cas --- une approche fondée sur des techniques d'extraction de connaissances dans des bases de données by D'Aquin, Mathieu et al.
HAL Id: inria-00107765
https://hal.inria.fr/inria-00107765
Submitted on 19 Oct 2006
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Vers une acquisition automatique de connaissances
d’adaptation par examen de la base de cas — une
approche fondée sur des techniques d’extraction de
connaissances dans des bases de données
Mathieu d’Aquin, Sébastien Brachais, Jean Lieber, Amedeo Napoli
To cite this version:
Mathieu d’Aquin, Sébastien Brachais, Jean Lieber, Amedeo Napoli. Vers une acquisition automatique
de connaissances d’adaptation par examen de la base de cas — une approche fondée sur des techniques
d’extraction de connaissances dans des bases de données. 12ème Atelier de Raisonnement à Partir de
Cas - RàPC’04, 2004, Université Paris Nord, Villetaneuse, France, pp.41-52. ￿inria-00107765￿
Vers une acquisition automatique de connaissances
d’adaptation par examen de la base de cas —
une approche fondée sur des techniques d’extraction
de connaissances dans des bases de données
 
Mathieu d’Aquin, Sébastien Brachais, Jean Lieber et Amedeo Napoli
LORIA, BP 239, 54 506 Vandœuvre-lès-Nancy	


	 	!"
	#$"	%
&')(
Résumé : Cet article présente une approche pour apprendre automatiquement des
connaissances d’adaptation destinées à un système de raisonnement à partir de cas.
Cet apprentissage s’appuie sur la base de cas, l’idée étant que, pour deux cas de cette
base, leur différence est interprétée comme le résultat d’un processus d’adaptation. La
technique d’apprentissage utilisée est l’extraction de motifs fréquents, technique de
fouille de données qui suppose un formatage sous la forme d’un ensemble de proprié-
tés booléennes. Le formatage des différences entre cas de la base sous cette forme est
discuté en détail, à la fois à un niveau général et au niveau de l’application envisagée,
pour le système KASIMIR d’aide à la décision en cancérologie, qui utilise un forma-
lisme proche des logiques de descriptions. L’ensemble du processus d’extraction des
connaissances (formatage, fouille et interprétation) est discuté.
Mots-clés : adaptation, apprentissage, extraction de connaissances dans des bases de
données, fouille de données, recherche de motifs fréquents
1 Introduction
L’étape d’adaptation du raisonnement à partir de cas (RÀPC) est réputée difficile à implanter.
Cela, en particulier, parce qu’elle nécessite des connaissances à acquérir, modéliser et représenter.
Cet article propose une approche pour l’acquisition automatique de connaissances d’adaptation (ACA
automatique) dans le cadre du RÀPC. Cette approche s’appuie sur des techniques d’extraction de
motifs fréquents. La section 2 vise à motiver ce travail en le situant dans le cadre des recherches sur
l’adaptation en RÀPC. La section 3 décrit le principe de l’ACA automatique à partir de la base de cas.
La section 4 décrit une une telle ACA : elle s’appuie sur l’extraction de motifs fréquents, qui est une
technique de fouille de données, et sur des principes d’extraction de connaissances dans des bases
de données. La section 5 montre comment cela doit s’appliquer au système KASIMIR. La section 6
propose une piste pour évaluer cette approche. Enfin, la section 7 discute de la portée (supposée) de
ce travail et de ses extensions possibles.
2 L’adaptation en RÀPC
2.1 Le RÀPC et l’adaptation
Cette section a pour objectif d’introduire certaines notions relatives au RÀPC. Elle ne prétend pas
rendre compte de toutes les variantes de ce mode de raisonnement. Nous considérerons, en particu-
lier, qu’une application du RÀPC présuppose l’existence de deux espaces disjoints :
* Les auteurs tiennent à remercier les deux rapporteurs de cet article pour leurs remarques intéressantes et encoura-
geantes. Cette recherche en cours se fait dans le cadre du projet « Acquisition supervisée et automatique de connaissances
d’adaptation » du programme interdisciplinaire TCAN du CNRS, +-,.,0/132.254.4.4687.9.:6<;>=-9@?68A.9B2.,@;DCD=2D,@;DC0=@25/B9BE0F.G.,@?6H+-,>IJ .
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
, l’espace des problèmes et   , l’espace des solutions. Résoudre un problème  	
 consiste à lui associer une solution       ! . Le RÀPC a pour but
de résoudre un problème cible, noté "  , en faisant appel à un problème déjà résolu, appelé pro-
blème source et noté
 "  , et à sa solution  #! "  . Les couples $! " %  $! " & sont appelés
cas sources et l’ensemble des cas sources est appelé base de cas. Le raisonnement comprend deux
étapes principales : la remémoration et l’adaptation.
La remémoration consiste à sélectionner dans la base de cas un cas source
#! " %  #! " & tel
que
! "  et "  sont similaires (dans un certain sens, qu’il faut définir, mais là n’est pas le propos
de cet article).
L’adaptation consiste à proposer une solution   "  au problème " ' , en modifiant la
solution de  #! "  . Pour ce faire, l’adaptation consiste à effectuer un raisonnement par ana-
logie : « Sachant que   "  est à  #! "  ce que "  est à ! "  , connaissant ! "  , #! "  et "  , que vaut "  ? » 1 Le problème d’adaptation peut être « lu » sur le « carré
d’analogie » (Chouraqui, 1986) :
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Sur ce schéma, >   et >  symbolisent respectivement « ce que " ' est à ! "  » et « ce
que   "  est à  $ "  ». En pratique, >   et >  peuvent prendre de multiples
formes. Nous les appellerons différences (respectivement entre
! "  et "  et entre  $! "  et  "  ), bien qu’elles peuvent rendre compte à la fois de similarité (« ce qui ne varie pas ») et
de dissimilarité (« ce qui varie »).
L’adpation peut être schématisée en trois étapes (nous utilisons le symbole ? pour « permet d’in-
férer ») :
À
! " % "  ?@>   ;
Á >   ?+A$BC>  ( DE : connaissances d’adaptation disponibles) ;
Â  $ " F% >  ?G  "  .
Exemple : Soit la base de cas H JIK+LMON%QPRTSF&IK+LMFNUJF%V&IK+LMFW%XPRTSF&IK+LMYW'JYZ , avecIK+LMFN\[
« Recette de la tarte aux pommes ? » et
IK+LM]W^[
« Recette de la tarte aux abricots ? »,
et soit le problème à résoudre
L_`SMa[
« Recette de la tarte aux poires ? ». La remémoration sé-
lectionne le cas
&IK+LMUN!%XPRTSF&IK+LMUNOJ
, si elle juge que, d’un point de vue culinaire, les pommes sont
plus proches des poires que les abricots. Une adaptation possible est :
À >cb ` : substitution de « pommes » par « poires » (tout restant identique par ailleurs), sachant
que les poires sont plus sucrées que les pommes.
Á > IRdS : substitution de « pommes » par « poires » et diminution de la quantité de sucre ( eOf
doit rendre compte de l’utilité de compenser une augmentation de sucre dans un ingrédient
par une diminution de sucre dans un autre).
Â
PRTSYUL_`SMY
est obtenue en appliquant > IRTS à PRTSF&IK+LMF .
2.2 La place de l’adaptation dans les recherches en RÀPC
Un débat sur l’adaptation a lieu, ou a eu lieu, dans la communauté RÀPC internationale. Les
uns considèrent que l’adaptation est nécessairement ad hoc, et qu’il est inutile de perdre son temps
sur ce problème de recherche. La tentation est forte — et nous n’y résistons pas — de caricaturer
cette opinion de la façon suivante : « L’adaptation est à la fois facile à implanter dans un cadre
applicatif donné, mais les recherches sur l’adaptation ne mènent jamais à des résultats applicables
dans plusieurs domaines d’application. » Les autres considèrent que l’adaptation est centrale (Mille
et al., 1996) et que les recherches en RÀPC ne peuvent se concevoir sans prise en compte, sous
une forme ou une autre, de l’adaptation. Ce débat s’inscrit dans la distinction entre les approches
sans adaptation ou à adaptation faible (p. ex., le memory-based reasoning (Stanfill & Waltz, 1986),
1. Ceci pour l’approche transformationnelle de l’adaptation (Carbonell, 1983), il existe également une approche dériva-
tionnelle (Carbonell, 1986).
dont le but est de compenser la pauvreté des adaptations par la richesse de la base de cas) et les
approches du knowledge-intensive CBR (Aamodt, 1990). C’est à cette deuxième tendance, qui place
l’adaptation au centre du RÀPC, que nous adhérons.
Le problème, pour une application donnée, c’est que l’adaptation est réputée difficile à implan-
ter, en particulier si elle est comparée à la remémoration, pour laquelle de nombreuses techniques
convaincantes ont été développées. Elle constitue donc un défi pour le chercheur. Pour relever ce
défi, trois voies complémentaires pour les recherches sur l’adaptation peuvent être envisagées : les
démarches unificatrices, les catalogues et les méthodes d’acquisition de connaissances d’adaptation.
Les démarches unificatrices visent à proposer des modèles généraux de l’adaptation sous différents
angles (principes, algorithmes, etc.) et peuvent aider un concepteur de système de RÀPC à mieux
appréhender l’adaptation dans sa globalité (p. ex. (Fuchs et al., 2000)).
Certains travaux visent à mettre en évidence des catalogues de stratégies d’adaptation qui sont
susceptibles de s’appliquer à plusieurs domaines (p. ex. (Riesbeck & Schank, 1989, pp. 41–51)
ou (Lieber, 2002)).
Enfin, les démarches d’acquisition de connaissances d’adaptation considèrent l’adaptation dans le
cadre d’un domaine d’application donné et visent à mettre en évidence des principes généraux des-
tinés non à l’adaptation elle-même, mais aux moyens de l’expliciter dans le domaine d’application
considéré. Nous utiliserons le terme d’ACA (pour acquisition de connaissances d’adaptation) pour
désigner ces moyens 2. L’ACA peut être supervisée (citons (Fuchs & Mille, 2000; Lieber et al., 2001)
pour des recherches allant vers des méthodologies d’acquisition auprès d’experts) ou automatique
(comme nous le verrons ci-dessous). Une ACA semi-automatique, combinant ACA supervisée et ACA
automatique, peut également être envisagée.
2.3 L’acquisition automatique de connaissances d’adaptation
Dans (Wilke et al., 1997), un cadre général pour l’ACA automatique est présenté, sous l’aspect des
« réservoirs de connaissances » (knowledge containers) utiles à une telle acquisition. Nous nous inté-
ressons dans cet article à l’ACA automatique s’appuyant essentiellement sur la base de cas. Plusieurs
approches d’une telle ACA ont été proposées dans la littérature (p. ex. (Hanney & Keane, 1996)
et (Jarmulak et al., 2001)). Elles sont étudiées comparativement à l’approche décrite ci-dessous et à
d’autres approches d’ACA dans (Lieber et al., 2004) (qui peut être considéré comme une annexe du
présent article).
Notons que certaines recherches utilisent la base de cas comme source pour une construction
automatique de connaissances autres que les connaissances d’adaptation. En particulier, les travaux
de (Díaz-Agudo et al., 2003) s’appuient sur des techniques de construction de treillis de Galois pour
mettre en évidence des connaissances utiles à l’élaboration du problème cible et à la remémoration.
Ces connaissances pourraient avoir un rôle pour l’adaptation, mais les techniques d’apprentissage
qui les ont générées n’ont pas été développées dans cette optique.
3 Principe de l’ACA automatique à partir de la base de cas
Le principe envisagé pour l’ACA automatique est illustré par la figure 1. L’idée est d’abord d’ex-
traire des « carrés d’analogie » de la base de cas : étant donné deux cas sources  
	  
	
et  
  , on modélise  (« différence » entre 	 et  ) et   (« dif-
férence » entre  	 et    ). Si !#"$%&  , alors la connaissance d’adapta-
tion disponible '
( est suffisante pour résoudre  à partir de  )	 
	 . Dans le cas
contraire, le couple       est retenu. Avec l’exemple des tartes (cf. section 2.1), ! ex-
plicite la substitution de « pommes » par « abricots » lors du passage de ) 	 à )  ;  
explicite les transformations de la recette de la tarte aux pommes vers la recette de la tarte aux
abricots (ingrédients, dosages, étapes à ajouter ou à enlever, etc.).
Dans un deuxième temps, à partir de tous les couples   !
    retenus, sont effectués des re-
groupements et des généralisations pour arriver à des connaissances d’adaptation, qui sont proposées
ensuite à un expert du domaine.
2. Défense de l’acronyme ACA : c’est un palindrome très joli qui résiste assez bien à sa traduction en anglais : AKA.
replacements
 
 	

   
  	
  

   
    	  
! "  
base de cas
FIG. 1 – La base de cas et la mise en évidence d’un carré d’analogie en son sein
(
$#%&' (*)+-, .#%&' $ et .#%&'  (*)+-, $#%/&'  $ sont deux cas de la base de cas correspondant, dans
le carré d’analogie de la section 2.1, respectivement à
.#%&' (0)+-, .#%&' . et 1&23 , ' (*)+-, &23 , ' $ ).
Ce principe qui permet de passer de connaissances d’adaptation 45 à des connaissances d’adapta-
tion 456 peut être schématisé par :
Ê   	(  
87 9 ;
Ë
  	
 1(   	
   7     ;
Ì 45 (   (      7 456 .
Pour passer de ce principe à sa réalisation, il faut répondre aux questions suivantes :
– Comment modéliser

et
    ?
– Faut-il considérer tous les
  (      et sinon, lesquels garder?
– Comment extraire des connaissances d’adaptation à partir de cet ensemble de couples  (      ?
La section suivante propose une approche pour répondre partiellement à ces questions.
4 ACA automatique fondée sur l’extraction de motifs fréquents
L’approche proposée d’ACA automatique à partir de la base de cas s’appuie sur des principes et
des techniques d’extraction de connaissances dans des bases de données (ECBD).
4.1 Rappels sur l’ECBD
L’ECBD a pour objectif de produire des connaissances valides à partir d’un ensemble de don-
nées (Bastide et al., 2002). Elle comprend trois étapes principales.
La préparation des données : filtrage et formatage
La préparation des données permet de passer des données brutes et hétérogènes à des données
préparées. Le filtrage sert à enlever les données jugées inintéressantes (p. ex., les données bruitées).
Le formatage consiste à mettre les données filtrées dans un format uniforme et adapté au(x) processus
de fouille. L’application de cette première étape de l’ECBD à l’ACA automatique est décrite à la
section 4.2.
La fouille de données
Pour passer des données préparées et formatées à des éléments d’information, un (ou plusieurs)
processus de fouille est (ou sont) utilisé(s). Celui que nous allons appliquer à notre problème (à
la section 4.3) est l’extraction de motifs fréquents. Cette extraction suppose que les données soient
représentées par un tableau à deux dimensions de booléens, où les lignes correspondent aux objets
de la base   et les colonnes, aux propriétés  des objets, pris dans un ensemble  de propriétés.
Formellement, les données sont représentées par un triplet  	 	 
 où  est l’ensemble des objets,
 est l’ensemble des propriétés et 
 est une relation binaire sur  :  
 est vrai signifie que
l’objet   a la propriété  . Un motif  est un ensemble de propriétés, i.e., un élément de l’ensemble
des parties de  . Un objet   possède un motif  si pour tout   ,  
 . Un motif  est
fréquent s’il est possédé par beaucoup d’objets de la base, c’est-à-dire si le nombre d’objets qui
possèdent  est supérieur à    , où    "!"# est un seuil prédéfini. Il existe des algorithmes
efficaces pour trouver les motifs fréquents, même pour de très gros volumes de données (voir, en
particulier (Bastide et al., 2002)). Par ailleurs, des programmes gratuits implantant ces algorithmes
sont disponibles (p. ex. (Weka, 2003)).
L’interprétation
L’objectif de l’interprétation est de construire des unités de connaissances à partir des informations
extraites. C’est généralement (toujours ?) le rôle de l’analyste, qui est un expert du domaine des
données. Cette troisième étape de l’ECBD est envisagée pour notre problème à la section 4.4.
4.2 Filtrage et formatage
Le filtrage consiste à ne garder que les %$'&)(  $+*,.-  « intéressants ». Peuvent être supprimés
d’emblée ceux tels que $'&)(/10324$+*,.- , comme on l’a dit précédemment. Peuvent aussi être éliminés
les 5$'&6(  $+*7,.-  provenant de deux cas sources jugés trop éloignés l’un de l’autre 3.
Le formatage consiste à définir un ensemble de propriétés  tel que les  98 5$'&6(  $+*7,.- :;
soient modélisés par des motifs <=  >? 7 . Un triplet  	 	 
 est obtenu de la façon suivante : 

est défini par  
 ssi @ <=  1 . L’approche envisagée est constituée de deux étapes.
Première étape du formatage : associer des propriétés aux problèmes et aux solutions
Nous supposerons qu’il existe deux ensembles disjoints de propriétés BA3CED5FHGJILKHM3N et ?OJDJGLP3QHRSD5TUN : le
premier contient des propriétés de problèmes et le second, des propriétés de solutions. La première
étape du formatage consiste à projeter les problèmes sources et leurs solutions respectivement surWVYX[ZY\[][^`_babc
et sur
dYZY]YeYfhg`Zjikc
. Si S*l1mn `o ,)-WS*l1mn E est un cas source, *pl1mn sera décrit de façon appro-
chée par <=S*l1mn qr AJCED5FsGJI5KHM3N , l’ensemble des propriétés de *lmn , et o ,.-.J*pl1mn  sera décrit de
façon approchée par <= o ,.- J*lmn 3tqu OJDJGLP3QHRSD5TUN , l’ensemble des propriétés de o ,.-.S*l1mn  . Notons
que cette première étape du formatage va déterminer les éléments de représentation des cas qui in-
terviendront dans les connaissances d’adaptation acquises. Cette étape va être décrite en détail à la
section 5.3, pour l’application KASIMIR.
Deuxième étape du formatage : associer des propriétés aux couples  8 %$:vxw  $y z|{ 
Pour associer des propriétés à la différence $'&)( entre les problèmes *lmn6} et *l1mn7~ et à la diffé-
rence $+*,)- entre les solutions o ,.- J*lmn }  et o ,.-.S*l1mn ~  , nous nous sommes inspirés de (Berasa-
luce et al., 2002), qui propose entre autres une approche pour le formatage des réactions chimiques.
Une réaction chimique peut se voir comme la donnée de deux ensembles de molécules : l ) m>* et
&.l.,6|p* . l )Wm1* et &.l ,6>p1* sont traduits sous la forme d’ensembles de propriétés chimiques
et le formatage de la réaction s’appuie sur ces propriétés et exhibe (1) les propriétés inchangées entre
l 6Wm>W* et &)l ,6|1* , (2) les propriétés créées de l ) m>* à &.l ,|p1* et (3) les propriétés dé-
truites de l )Wm1* à &.l.,6|p* .
3. Comme le fait remarquer un rapporteur de cet article, la manière de filtrer les couples bBU7 tsUU peut avoir un
impact sur les résultats. Ce point devra être examiné soigneusement dans la poursuite de cette recherche, en particulier lors
de l’expérimentation.
De façon générale, nous modéliserons la différence entre deux entités   et  par trois ensembles
de propriétés : 	
 	   , 	 	   et 	  	  , où 	 est l’ensemble
des propriétés de l’entité  . Ainsi,  peut être modélisé par les sous-ensembles de  "!$#&%('*)&+(,*-
suivants :  . % /	"0214365879:	;0<143=58>? ,  . % @	;0<143=5A79BC	"0<1D3658>? et  . % E	"02143658>?B	;0<143=5A79 . De la même façon, 06FG peut être modélisé par les sous-ensembles de H"#"'&I*JLK;#&ML- sui-
vants :   -;#*' N	
OFGP;0<143=57Q$RS	
OFGP;0<143=56>T$ ,  -;#"' N	
OFGU"0<1D3657Q$VW	
OFGP;0<143=58>?$ et  -;#"' X	
OFGP;0<143=58>?$RY	
OFGU"0<1D3657Q$ .
Étant donné un couple ZS[&\A^]_0=FG8 , six ensembles de propriétés sont ainsi obtenus. On ne
peut pas se contenter de faire l’union de ces ensembles de propriétés pour obtenir un motif. En effet,
il est important, pour une propriété ` , de distinguer son ensemble d’appartenance, parmi les six. Pour
distinguer une propriété de problème d’une propriété de solution, il suffit de voir si `bac "!$#&%('*)&+(,*- ou
si `cac H"#"'&I$J(K;#&ML- . En revanche, pour `bad "!(#&%('")&+L,*- , il n’y a pas de moyen de savoir si ` appartient à. % , à . % ou à . % . L’idée est alors, pour chacune des propriétés `ba "!$#&%L'")&+(,*- , de créer la propriété`  si `ea . % , `  si `ea . % ou `  si `XaX . % . On procédera de même pour les `XafgH*#"'&I*J(K"#&ML- .
L’ensemble 	hZ4 des propriétés ainsi créées est associé à Zdi
\] 06FG6 . Par exemple,
si
j 	;0<14365A79lk2 4]  ] m2no	&OAFGP;0<1436587?*pkTq] rsn	;0<143656>Tlk  ] m<] tPnu	&OAFGP;0<14365=>2*pkTrv]_wxn alors 	hZRlk2   ]   ] m  ] t  ] q  ] r  ]_w  n (1)
4.3 Extraction de motifs fréquents
L’extraction de motifs fréquents prend en entrée le triplet &yv] v] zc et un seuil {4|}aS~ U?Q , et donne
en sortie les motifs a= fréquents relativement au seuil {D| . Supposons par exemple que le motif
de (1) soit fréquent. Les propriétés de problèmes  . % et les propriétés de solutions  -;#"' peuvent être
séparées. Ensuite, les règles d’association  . %D  -"#"' peuvent être considérées (Agrawal et al.,
1996). Pour l’exemple, cela donnera la règle
   ]   ] m  ] t  4 q  ] r  ]_w  (2)
Parmi les règles d’association fréquentes ainsi extraites, sont préférées celles qui ont une confiance
élevée, sachant que la confiance d’une règle  7d4  > est le rapport nombre de g possédant + et +Lnombre de  possédant + 
(la confiance est la probabilité conditionnelle que Z possède  > sachant que Z possède  7 , Z étant
une variable aléatoire de distribution uniforme sur y ).
Remarque 1
Si  . % 4 g-"#"' est une règle fréquente, une règle 	 fréquente ayant même confiance
peut être construite, simplement en échangeant les «  » et les «  ». En effet, à chaque Z
\4]_0=FG8ay (construit à partir de "0<1D36572]_OFGP;0<14365A79* et ;0<143=56>=]_OFGP;0<143656>T* ) correspond
un Z4i&\A&] 06FG= construit à partir des mêmes cas sources, mais considérés dans l’autre sens.
Par exemple, la règle correspondant à (2) est :
   ]   ] m  ] t  4 q  ] r  ]_w  (2’)
4.4 Interprétation
L’interprétation d’une règle d’association  . % 4 g-;#"' est généralement effectuée par un expert
du domaine, ce qui suppose qu’elle soit présentée de manière intelligible. L’exemple de la règle (2)
peut être lu de la façon suivante :
si TY0214365 et 3?DGA5 partagent les propriétés  et m ,6 la propriété   est dans 0<143=5 mais n’est pas dans 3?DGA5 ,  la propriété t n’est pas dans 0<143=5 mais est dans 3?DGA5 , }OAFGP;0<143658 a les propriétés q et r et   }OAFGP;0<143658 n’a pas la propriété w
alors les propriétés de OFG;3TDGA56 sont 	&OAFGP;3TDG858*R¡&	&OAFGD;0<143656$RkTqn<?¢Yk2wxn .
Une telle règle peut donc être vue comme une règle d’adaptation opérant sur les espaces   	

et   
	 . L’interprétation, à l’inverse du formatage, devra traduire ces règles dans les espaces "!$#&%('
et )  +*,.-++/.' . Les règles ainsi traduites seront alors examinées par l’analyste. Par
ailleurs, il est également nécessaire que l’ensemble des règles présenté à l’analyste soit organisé,
par exemple par des regroupements selon différents critères : si beaucoup de règles sont extraites,
leur exploration peut être fastidieuse.
Remarque 2
S’il est possible, à partir de toutes les règles d’association 0214365.780:94;4< ayant une confiance supé-
rieure à un certain seuil et issues de motifs suffisamment fréquents, de construire des règles d’adap-
tation, les connaissances d’adaptation ainsi acquises sont « symétriques », au sens où, si l’adaptation
de = '>&?%@ )  = '>&?%BACA à ?-D( "% donne )  = ?-D B%BA , alors l’adaptation de = ?-D B%@ )  = ?-D( "%BAEA à'>?%
donnera )  = '>&?%BA (cf. remarque 1). Deux règles d’adaptation « inverses » l’une de l’autre
devront être présentées ensemble à l’analyste.
5 Vers une application au système KASIMIR
L’approche proposée ci-dessus doit être validée par une réalisation. Elle va être implantée pour
le système KASIMIR. Cette section montre comment l’étape du formatage est envisagée pour cette
application.
5.1 Le système KASIMIR
Le système KASIMIR est une plate-forme logicielle développée dans le cadre du projet du même
nom (Lieber et al., 2002). Son domaine d’application est l’aide à la décision en cancérologie du
sein : un problème cible décrit une patiente et sa maladie (âge, taille de tumeur, etc.), une solution' GF )  +*,.->/.' est une proposition de traitement. Les cas sources = '$&?%(@ )  = '>?%BAEA de cette
application sont fossilisés (ossified cases (Riesbeck & Schank, 1989)) ; ils peuvent être vus comme
des règles :
'>&?%
décrit une classe de patientes et )  = '>?%BA , une proposition de traitement pour
les patientes de cette classe. Une application directe de cet ensemble de règles apparaît comme
inadéquate dans environ HI"J des cas cibles. Pour un tel cas cible, les experts sélectionnent un « cas-
règle » = '>&?+%(@ )  = '>&?%AEA et l’adaptent. C’est un raisonnement (à partir de cas) que l’on cherche à
modéliser informatiquement dans KASIMIR.
5.2 Représentation des cas de KASIMIR
Avant de décrire comment le formatage est envisagé, il est nécessaire de décrire la représentation
des problèmes et des solutions qui constituent les cas de KASIMIR.
Le formalisme utilisé par KASIMIR pour représenter les problèmes et les solutions s’apparente
aux représentations des connaissances par objets (Napoli et al., 1994) et aux logiques de descrip-
tions (Baader et al., 2003). Un concept représente un ensemble d’individus du domaine d’applica-
tion considéré. La subsomption est une relation entre concepts définie par KL subsume K"M — noté
KLONPKBM ou K"MRQSKL — si l’ensemble d’individus représenté par KL contient l’ensemble d’individus
représenté par K"M . Si KLTNUKM et KBMVNUKL , les deux concepts représentent le même ensemble d’in-
dividus ; ils seront dans ce cas considérés comme égaux. Q est une relation d’ordre partiel. Soit W ,
le concept qui représente l’ensemble des individus du domaine. W est donc le maximum pour Q de
l’ensemble des concepts. Q permet d’organiser un ensemble de concepts X ayant un maximum Y ,
en une hiérarchie de racine Y : pour K , Z F X , K[Q Z ssi il existe un chemin dans cette hiérarchie de
K à Z .
Les briques de base de la représentation dans KASIMIR sont les concepts primitifs et les intervalles
numériques. W est un concept primitif. Les autres concepts primitifs sont introduits par des liens de
subsomption déclarés avec d’autres concepts primitifs. Par exemple, les solutions (traitements) de
KASIMIR sont décrits par des concepts primitifs. Une hiérarchie de concepts primitifs est un graphe
dont les sommets sont des concepts primitifs comprenant un maximum (p. ex., W ) et les arcs, les
liens de subsomption déclarés entre ces concepts primitifs. La figure 2 représente une partie de la
hiérarchie des solutions (de racine
,\-$,%$#&%/,
).
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FIG. 2 – Une hiérarchie de concepts primitifs (extrait de la hiérarchie des traitements).
Les intervalles de nombres réels sont partiellement ordonnés par
M
. Par exemple, N OQPRTS M N UVPWXN . Le
maximum pour cet ordre est Y Z\[]S_^a`bPcd`\N . Nous considérons dans la suite qu’un intervalle e est
un concept ; un individu de l’ensemble représenté par le concept e est un élément de cet intervalle.
Par conséquent, egfih ssi e M h . Dans KASIMIR, en plus des intervalles de réels, sont représentés
les intervalles d’entiers et les intervalles angulaires.
Les concepts définis de KASIMIR sont de deux types. Le premier type de concept défini est décrit
par la donnée d’un attribut j et d’un concept k (qui peut être primitif ou défini). Il est noté sous
la forme j : k . Un tel concept représente l’ensemble des individus liés par une relation binaire j à
des individus de l’ensemble représenté par k . Par exemple, lnmXo : NpW_qrWsWtS représente l’ensemble des
individus dont l’âge est entre W et WsW ans.
Le deuxième type de concept défini est la conjonction de concepts. Si k et u sont deux concepts,
leur conjonction kivwu représente l’intersection des ensembles représentés par k et par u . Notons
que dans KASIMIR, les concepts k et u d’une conjonction kxvyu doivent être définis. Cependant,
cette limitation ne joue pas de rôle particulier dans la suite de cet article.
À titre d’exemple, considérons le concept suivant :
k [ lnmQo : N z|{Qq }sUTS vxjT~QXVsnQos~Q :  jVXoVtX  ovi|  oTQ :  Xj s_ o : N UVPRN  (3)
Il représente l’ensemble des individus dont l’âge est entre z|{ et }sU ans, ayant eu une mastectomie et
dont la tumeur a une taille strictement inférieure à R cm.
Enfin, il est important de noter que les définitions circulaires ne sont pas permises dans KASIMIR.
5.3 Le formatage
5.3.1 Spécification
Le formatage, on l’a vu, consiste dans un premier temps, à traduire les problèmes et les solutions
représentés dans la base de cas sous la forme d’ensembles de propriétés : au problème so est asso-
cié l’ensemble de propriétés   so OXr  ¡ et à la solution ¢_ Q so  est associé l’ensemble
de propriétés   ¢_ V so £¤OTV¥ r¦§©¨pª ¡ . La deuxième étape du formatage, qui consiste à associer
un ensemble de propriétés  « à un couple «¬[­®°¯_±²q ® s s , a été décrite en détail à la section 4.3.
Nous n’y revenons pas ici.
On dira que ³ est une propriété de concept si ³ est une propriété de tous les individus de l’ensemble
représenté par ce concept. Soit ´¶µ·¸¹º»¼½ , un ensemble de propriétés. À ´¶µ·¸¹º»¼½ donné,  est défini
comme étant l’application qui à un concept k associe l’ensemble des ³¾ ´µ·
¸¹º»¼½ que k possède.
Comme les problèmes et les solutions sont représentés par des concepts, définir  sur l’ensemble
des concepts représentés dans une base de connaissances de KASIMIR (incluant la base de cas) est
suffisant. La difficulté consiste donc à définir ´¶µ·¸¹º
»¼½ (qui contiendra ´¿À·
ÁÂÃÄº½ et ´ÆÅ·Â
Ç¼È·¸½ ).
Pour cela, il faut déterminer ce qu’il est nécessaire de conserver lors de la traduction ÊÉÆkÌËÍ
  k ¬OTVÎrª ÏrÐ§ ¡ .
Or, la relation de subsomption entre concepts est essentielle pour KASIMIR ; c’est elle qu’on
veut conserver par la traduction. Par ailleurs, la propriété suivante est vérifiée : si kXÑÒÓk|Ô alors
  kXÑ  M   k_Ô  . En effet, si ³Õ   kXÑ  , ³ est une propriété commune à tous les éléments de l’en-
semble représenté par kQÑ , et donc, en particulier, à tous les éléments de l’ensemble représenté par
k Ô . La réciproque n’est pas nécessairement vraie, mais nous allons choisir l’ensemble de propriétés
 
	
pour que cette réciproque soit vraie pour tous les concepts représentés dans une base de
connaissances de KASIMIR. Le formatage  doit donc réaliser l’équivalence
pour  et  , deux concepts d’une base de connaissances de KASIMIR,
      ! (4)
La spécification du formatage est donc la suivante : étant donné un ensemble " de concepts, donner
un ensemble de propriétés
  #
	$#
et une fonction &% "('*),+.-0/212354762829;: réalisant la propriété (4).
On supposera que <>= " . Notons qu’une propriété ?@=  A#B	# ne sera décrite que par son
identificateur (qui sera généré automatiquement).
5.3.2 Algorithme
Le concept < subsume tous les autres concepts du domaine, par conséquent, <  doit être le
minimum pour  (cf. (4)). Par conséquent, toute propriété ?C=D<  est partagée par tous les
concepts (et donc par tous les individus) de la base de connaissances. Une telle propriété n’est
donc pas utile pour le processus d’ACA que nous voulons mettre en place. En accord avec cela,
l’algorithme de formatage pose : $< FEG (5)
La traduction des concepts primitifs se fait de la façon suivante. À chaque concept primitif  , est
associée une propriété de même identificateur que  , qui caractérise sa spécificité. Si on reprend la
hiérarchie de la figure 2, au concept primitif HIJKL , est associée la propriété HIJKL . Par ailleurs, pour
respecter (4), sont également associées à ce concept les propriétés des concepts qui le subsument.
Par conséquent,
pour un concept primitif NME <POQ FESR ?UTWV XY
: ascendant direct de

dans la hiérarchie
[Z  (6)
où ? est la propriété définie par le même identificateur que 
Par exemple, s’il est supposé que J\I0]^JK`_aKcbJ est le descendant direct de < , on a :
 HIJKcL FESR`HIcJKL O _aIed^JKef.Jg`_h]iK O f`j\IkK O f`lm]^\j\ka]iK O J \I0]^JK^_*KcbJ T
L’approche pour calculer #n  , où n est un intervalle, est similaire. Prenons par exemple l’inter-
valle n Epo qer#s*o . L’appartenance d’une variable t à cet intervalle est caractérisée par trois contraintes :tp=vu w , tpx q et tzy s . Chacune de ces contraintes va donner naissance à une propriété dont
les identificateurs sont \{ K| , }~ et c . Par ailleurs si, dans la base de connaissances, l’intervalle ECo qro a été représenté, comme n  , on doit avoir Bn     . Par conséquent, si   ER!\{ K| O^}~eO^T , sont associées à n les propriétés qui lui sont spécifiques en plus de celles de  ; s’il
n’existe pas d’autres intervalles que

et u w qui contiennent n , on aura #n WER`\{ K| O.}~ eO^c*O.T .
On suppose que l’intervalle maximal u w est représenté et que :
[u w ER!\{ K| T (7)
pour un intervalle de réels n ME u w , #n FE #n  V XU
, représenté dans la base de connaissances
   (8)
où  Bn  est formé des  ou + propriétés correspondant aux  ou + bornes finies de n
Pour les intervalles d’entiers ou les intervalles angulaires, la façon de procéder est similaire. En
particulier, 5 FEvR^KcbJ*]iK\ T .
Le calcul de  I :   se fait en construisant, pour chaque propriété ?z=p  , une propriété,
dénotée par I : ? , dont l’identificateur est obtenu par concaténation de l’identificateur de l’attributI , d’un symbole de séparation (p. ex., «  ») et de l’identificateur de ? :
 I : FESR.I : ?#?N=  T (9)
À titre d’exemple, supposons que  o O c`[FER.Kcb Ja]iK\ OF}c~O~  T . On a alors  kK : o  O `[ER  kK  KcbJ*]iK\ O kK #}~O kK ~T .
Pour la conjonction de concepts, on notera que    et que   . Par conséquent,	
   	
   	
  . L’algorithme impose le fait que cette inclusion soit une égalité :
	
   	
   	
  (10)
Soit   le concept défini par (3). On suppose que 	
  !#"%$ &('*)%+,.-%)/  10234 652789 , et que	
 ":;< ='>/?)@  60#28A 15#B< 15DC9 . Dans ce cas, on aura
	
  'FE#G)H)%+,.-%)/  EG)=H 0234A EG)=H 5278 JI +,?AK#?DL)%+,MHON IP ,)AK*,QFNR-%)  I +,?AK#?L)#+,SHTKVU-F/DW/DG.-%)  XI +,?K#?DL)#+,SHY,/ I -F,)FN.)%+,  ,DW#N.)#W/ZH[, I -#@@)=H[/?)@  
,W#N.)#W/HY, I -#@@D)SH 0#28A ,DW#N<)#W/HY, I -%@@D)SH 5#B\ ,DW%N.)#W/=H], I -#@@D)MH 5DC9
Comme les définitions circulaires ne sont pas permises dans KASIMIR, ^`_aYbTc]d[efTg et 	 peuvent être
calculés de la façon suivante. On commence par initialiser ^_a[bTc]dYefhg à i . Puis, pour chaque concept  
représenté dans la base de connaissances, on calcule
	
   en utilisant une des équations (5), (6), (7),
(8), (9) et (10), selon le type de concept. On ajoute ensuite
	
   à ^`_ja[bTc]d[ejfhg et on passe à l’itération
suivante. On peut montrer, par induction structurelle, que cet algorithme répond à la spécification de
la section 5.3.1.
5.4 Un exemple de formatage
Considérons l’exemple suivant (d’après kkDklQ#+.K%Q@DQ/`lmQ/G ):
P /<K#)DnoN I /G) P :  ":j"A A p : q / I -r I +,?K#?DL)#+, : s I ,)#tu Q@ 
]P /<K%) n  48v tP /<K#)#wxN I /G) P :  ":j"A A p : q / I -r I +,?K#?DL)#+, : N IAP ,)AK*,QFNy-%)\zV{ I /D,.-F)@D@D)u Q@ 
]P /<K%)#wV 48v t|<K#QVNA{\@D?FN<)#+,
En supposant que
	
j "A:j"A A }~'V/?D)@  1028 65D8 l 4 15<%9 , avec  
 {  1}P Q@ construit sur ces
deux cas sources, on aura :
	
 <'N I /G) P H]/?)@F  N I /G) P H 028   N I /DG) P H 5D8 l 4   N I /G) P H 5\   p`H[AQQ@D?D)#+#  p`H q / I -  I +,?AK#?L)#+,MHN IAP ,)K*,QFNR-*)   %I +,?AK#?DL)%+,SHhKFU.-F/DW/G<-%)   *I +,?AK#?DL)%+,SH],/ I -F,)FN)%+,   I +,?AK#?L)#+,MH s I ,)t  %I +,?AK#?DL)#+,MHON IAP ,)AKF,QFNR-%)AzV{ I /,\-%)@D@)  4D8Dv t   %48Dv tD|<K#QFNA{A@D?FN.)#+,  9
Ce qui peut s’interpréter par : « si l’antécédent, au lieu d’un Patey (mastectomie totale),
est une mastectomie partielle, la radiothérapie subit un complément de dose, dans le contexte
N I /G) P :  ":h" 1 p : q / I - I +,?K#?DL)#+, : N IP ,)AK*,QFNR-%) » (d’autres contextes donnent
les mêmes variations : l’extraction de motifs fréquents devrait permettre de généraliser cette règle).
6 Vers une évaluation de l’approche : reconstruction de la base
de cas à partir de fragments
La mise en place d’un test pour cette approche d’ACA automatique est envisagée, pour l’ap-
plication KASIMIR. Le principe de ce test s’inspire des travaux sur la maintenance de bases de
cas qui cherchent à partitionner une base de cas en cas indispensables et en cas optionnels, étant
donné les connaissances d’adaptation (voir par exemple (Smyth & Keane, 1995) qui appelle ces cas
respectivement pivotal et auxiliary cases et qui distingue deux catégories intermédiaires). Ce test
consistera à examiner dans quelle mesure les connaissances d’adaptation ainsi acquises permettent
de reconstituer la base de cas à partir de fragments. Plus précisément, si

]P /<K#)n  u Q@ 
mP /\K#)nj et
]P /<K%) w  u Q@ 
]P /<K#) w  sont deux cas sources, on essaie de voir si le second peut être généré à partir
du premier et des connaissances d’adaptation acquises  D , selon le schéma suivant :
¬  D 
 {  }P Q@# ;
­
P /<K%) n  1 { P /<K#)%w ;
®  	
  	
 .
Ce qu’on essaiera de tester est quelle proportion de la base de cas peut être reconstituée à partir du
reste de la base de cas et des connaissances  . Ce test soulève des problèmes de spécification et de
mise en œuvre que nous n’avons pas encore abordés...
7 Conclusion et perspectives
Cet article propose une approche pour l’ACA automatique à partir de la base de cas. La source
de cette adaptation est donnée par des couples de cas sources et par leurs différences. L’algorithme
d’apprentissage envisagé est l’extraction de motifs fréquents, technique de fouille de données effi-
cace et qui suppose un formatage sous la forme d’un ensemble de propriétés. Une proposition pour
ce formatage est faite à un niveau général, puis spécialisée pour la représentation des connaissances
du système KASIMIR, dans un formalisme proche des logiques de descriptions.
La première perspective de recherche va consister à implanter l’approche proposée et à la tester.
Les perspectives ci-dessous relèvent donc un peu de la science-fiction, mais comme au moins deux
auteurs de cet article apprécient ce genre littéraire, n’hésitons pas 4 !
Une limitation qu’on peut voir dans l’approche proposée est qu’elle restreint les connaissances
d’adaptation acquises au « vocabulaire » de la base de cas (i.e., aux termes atomiques de la repré-
sentation des cas sources, à savoir, pour KASIMIR, les concepts primitifs, les bornes des intervalles
et les attributs utilisés pour la représentation des cas). En effet, le formatage se fait à partir de l’en-
semble fini des problèmes sources et de l’ensemble fini de leurs solutions, et non à partir des espaces  !#" et  %$&('%)( . Pour dépasser cette limitation, on peut envisager une assistance à l’in-
terprétation effectuée par l’analyste qui pousse à abstraire les connaissances d’adaptation acquises.
L’étude de la mise en place d’une telle assistance à l’interprétation est une deuxième perspective de
recherche.
D’autres approches d’apprentissage que l’extraction de motifs fréquents peuvent également être
envisagées. En particulier, les apprentissages qui nécessiteraient un formatage dans un langage moins
contraignant devraient nous intéresser. Ils permettraient d’exprimer des différences sous une forme
plus expressive : on peut penser aux concepts
*
et +(,%   décrits dans (Salotti & Ventos, 1999)
qui expriment respectivement la similarité et la dissimilarité entre deux concepts exprimés dans une
logique de descriptions, voire aux modèles des chemins de similarité et des chemins de modifi-
cation (Melis et al., 1998), qui expriment respectivement - et  . Par exemple, les travaux
de (Polaillon, 1999) qui visent à étendre les techniques de construction de treillis de Galois pour des
données plus complexes que des ensembles de propriétés booléennes, pourraient s’avérer utiles.
Enfin, les auteurs seraient curieux de savoir si l’approche qu’ils proposent pourrait être utile à
d’autres applications du RÀPC...
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