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Re´sume´ La mesure de l’activite´ de mollusques bivalves est un moyen d’enregistrer le com-
portement de bivalves in situ et donc d’e´valuer des changements de la qualite´ de l’eau. Nous
proposons un mode`le de re´gression non parame´trique et comparons trois estimateurs non
parame´triques, re´cursifs ou non, de la fonction de lien sur les donne´es acquises en Nouvelle
Cale´donie.
Mots cle´s estimateur a` noyau, estimateur re´cursif, validation croise´e.
Abstract Measurement of mollusks bivalves activity is a way to record the animal be-
haviour and so to evaluate possible changes in the water quality. The huge volume of data
collected necessitates the development of statistical models. We propose a nonparametric
regression model and we compare three non parametric estimators (recursive or not) of the
link function, on the data collected in New Caledonia.
Key words kernel estimator, recursive estimator, cross validation.
1 Introduction
Les activite´s humaines sont responsables d’importants rejets d’agents polluants dans
le milieu naturel. Ces polluants entraˆınent la de´gradation de nombreux biotopes, pertur-
bant les e´cosyste`mes et posant e´galement des proble`mes en termes de sante´ publique. Des
re´glementations et des controˆles sur la qualite´ des eaux ont e´te´ mis en place. Parmi ces
controˆles, les bioindicateurs sont de plus en plus utilise´s et sont tre`s efficaces par leurs ca-
pacite´s a` re´ve´ler la pre´sence de traces (concentrations tre`s faibles) de contaminant. Nous
utilisons ici comme moyen de surveillance du milieu la valvome´trie. La valvome´trie (mesure
de l’activite´ des valves de mollusques) est une technique qui permet d’enregistrer les re´actions
de bivalves, face aux changements de la qualite´ de l’eau dans laquelle ils vivent (Tran et al.,
2003). Les mollusques bivalves ventilent tout au long de la journe´e pour se nourrir et respirer.
Ils sont e´quipe´s de re´cepteurs qui leur permettent en permanence d’estimer la qualite´ de
l’eau dans laquelle ils baignent, de fac¸on a` pouvoir re´agir imme´diatement face a` une eau
qu’ils jugent nocive pour leur inte´grite´. Le cas des mollusques bivalves est particulie`rement
inte´ressant en tant qu’espe`ce bioindicatrice car ce sont des animaux se´dentaires qui peuvent
eˆtre te´moins de changement locaux de la qualite´ de l’eau. Le suivi du comportement de
bivalves permet donc de rendre compte jour apre`s jour de leur e´tat de sante´ et au-dela`,
de l’e´volution de la qualite´ de l’eau. Actuellement, l’aquisition, le transfert et le traite-
ment des donne´es fonctionnent de manie`re automatique sous la jete´e d’Eyrac sur le bassin
1
d’Arcachon et en Nouvelle Cale´donie. L’important volume de donne´es enregistre´es a` haute
fre´quence avec un nombre de variables pouvant eˆtre important, ne´cessitent le de´veloppement
de mode`les statistiques performants afin de bien de´crire le comportement des animaux in
situ dans le but d’extraire des rythmes biologiques qui permettraient par la caracte´risation
de perturbations de ces rythmes de de´tecter une pollution du milieu. Dans cette communi-
cation, nous proposons un mode`le de re´gression non parame´trique et comparons trois esti-
mateurs non parame´triques, re´cursifs ou non, de la fonction de lien sur les donne´es acquises
depuis septembre 2007 au niveau du re´cif IORO en Nouvelle Cale´donie. L’objectif final est
d’utiliser la valvome´trie comme un syste`me de biosurveillance de la qualite´ du milieu pour
suivre l’impact potentiel d’une nouvelle mine de Nickel et de cobalt. Les enregistrements et
les re´sulats du traitement statistique sont accessibles sur le site web “L’oeil du mollusque”
(http://www.domino.u-bordeaux.fr/molluscan eye).
2 Mode`le et estimateurs
Nous disposons d’un e´chantillon compose´ de n couples inde´pendants de variables ale´atoires
(T1, Y1), . . . , (Tn, Yn) et nous conside´rons le mode`le de re´gression non parame´trique donne´,
pour i = 1, . . . , n, par
Yi = m(Ti) + εi. (1)
Dans ce mode`le intervient une fonction m inconnue a` estimer qui exprime la valeur moyenne
de l’e´cartement valvaire de nos bivalves en fonction du temps T et un terme ale´atoire d’erreur
ε de loi inconnue et inde´pendant de T . Nous proposons trois estimateurs non parame´triques
de la fonction m. Le premier estimateur est l’estimateur de Nadaraya-Watson (Nadaraya,
1964 et Watson, 1964), note´ NW. Il est construit a` partir d’une fonction noyau K et d’une
feneˆtre hn, de manie`re similaire a` l’estimateur a` noyau de la fonction de densite´ de probabilite´
(Silverman, 1986). Cet estimateur de la densite´ f de T s’e´crit :
fˆn(t) =
1
nhn
n∑
i=1
K(
t− Ti
hn
), (2)
ou dans sa forme re´cursive :
f˜n(t) =
1
n
n∑
i=1
1
hi
K(
t− Ti
hi
). (3)
La feneˆtre hn de´signe une suite de nombres re´els strictement positifs ve´rifiant (C1) hn → 0
et nhn → ∞ lorsque n → ∞. Le noyau est une fonction mesurable, positive et borne´e
satisfaisant (C2)
∫
R
K(x) dx = 1,
∫
xK(x) dx = 0,
∫
R
|x|K(x) dx < +∞ et
∫
R
K2(x) dx =
τ 2.
L’estimateur NW s’e´crit sous la forme d’une moyenne ponde´re´e des valeurs (Y1, . . . , Yn).
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Il est donne´ par :
mˆn(t) =


∑n
i=1 K(
t− Ti
hn
)Yi
n∑
i=1
K(
t− Ti
hn
)
si
n∑
i=1
K(
t− Ti
hn
) 6= 0,
1
n
n∑
i=1
Yi sinon.
(4)
On propose e´galement d’utiliser l’estimateur de Nadaraya-Watson re´cursif (Duflo, 1997),
note´ NWR, de´fini par :
m˜n(t) =


n∑
i=1
1
hi
K(
t− Ti
hi
)Yi
n∑
i=1
1
hi
K(
t− Ti
hi
)
si
n∑
i=1
1
hi
K(
t− Ti
hi
) 6= 0,
1
n
n∑
i=1
Yi sinon.
(5)
Enfin, nous conside´rons l’estimateur re´cursif de Re´ve´sz (Re´ve´sz, 1977 et Mokkadem et al.,
2008), note´ R, de´fini par :
mˇn(t) = mˇn−1(t) +
1
nhn
K(
t− Tn
hn
)(Yn − mˇn−1(t)). (6)
Ces trois estimateurs de m sont donc de´pendants du choix de la feneˆtre et du noyau. Le
noyau K de´termine “la forme du voisinage” autour du point t et la feneˆtre hn controˆle “la
taille de ce voisinage”, c’est-a`-dire grossie`rement le poids des observations pris pour effectuer
le calcul de l’estimateur en t. Le choix du parame`tre hn est par conse´quent un point crucial
pour la qualite´ de l’estimation. Cependant, le choix du noyau permet aussi de re´duire le
biais des estimateurs en se basant sur les proprie´te´s de re´gularite´ de la fonction de lien.
3 Proprie´te´s asymptotiques
Nous rappelons ici les principales proprie´te´s asymptotiques des estimateurs NW, NWR
et R. Nous introduisons tout d’abord les notations hn = n
−α et σ2(t) = var (Y | T = t).
Nous ajoutons deux conditions de re´gularite´ : (C3) la fonction de lien m et la densite´ f sont
borne´es et deux fois continuˆment de´rivables sur R et (C4) E(Y 2) <∞.
The´ore`me 1 (NW) Sous les conditions C1 –C4 et pour tout α ∈ [1/5, 1[, a` chaque point
de continuite´ de σ2(t) et pout tout t ∈ R tel que f(t) > 0, nous avons quand n→∞ :
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1.
mˆn(t)
ps
−→ m(t).
2. √
nhn (mˆn(t)−m(t))
L
−→ N
(
0,
σ2(t) τ 2
f(t)
)
.
The´ore`me 2 (NWR) Sous les conditions C1 –C4 et pour tout α ∈]1/3, 1[, a` chaque point
de continuite´ de σ2(t) et pout tout t ∈ R tel que f(t) > 0, nous avons quand n→∞ :
1.
m˜n(t)
ps
−→ m(t).
2. √
nhn (m˜n(t)−m(t))
L
−→ N
(
0,
σ2(t) τ 2
f(t)(1 + α)
)
.
The´ore`me 3 (R) Sous les conditions C1 –C4 et pour tout α ∈]1/2, 1[, a` chaque point de
continuite´ de σ2(t) et pout tout t ∈ R tel que 2 f(t) > 1− α, nous avons quand n→∞ :
1.
mˇn(t)
ps
−→ m(t).
2. √
nhn (mˇn(t)−m(t))
L
−→ N
(
0,
σ2(t) τ 2 f(t)
2f(t)− (1− α)
)
.
Il est possible d’estimer la variance de la loi normale limite. Pour cela, la densite´ marginale
f est estime´e par (2) pour NW et par (3) pourNWR et R. La variance conditionnelle σ2(t)
est estime´e respectivement pour NW, NWR et R par :
σˆ2(t) =
1
fˆn(t)
n∑
i=1
K(
t− Ti
hn
)(Yi − mˆn(t))
2 et σ˜2(t) =
1
f˜n(t)
n∑
i=1
K(
t− Ti
hi
)(Yi − Bˆn(t))
2,
avec Bˆn(t) = m˜n(t) et Bˆn(t) = mˇn(t).
4 Choix de la feneˆtre
Le choix de ce parame`tre est crucial pour nos trois estimateurs. En pratique, ce parame`tre
est choisi comme un compromis entre la variance et le biais de l’estimation. Une importante
litte´rature est consacre´e a` ce sujet, et en particulier aux me´thodes de se´lection automatique
par minimisation d’un crite`re. Nous utilisons comme crite`re la me´thode de la validation
croise´e (Ha¨rdle et Marron, 1985 et Ha¨rdle, 1990) qui consiste a` minimiser par rapport a` h
la fonction
CV (h) =
n∑
i=1
(
Yi − mˆ(−i)(Ti; h)
)2
ou` mˆ(−i)(Ti; h) de´signe un estimateur (NW, NWR ou R) de la fonction de lien au point Ti
calcule´ sur l’e´chantillon prive´ du couple (Ti, Yi).
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5 Application en valvome´trie
Nous e´valuons ici les trois estimateurs non parame´triques sur les donne´es recueillies depuis
septembre 2007 au niveau du site IORO en Nouvelle Cale´donie. Les mesures sont collecte´es
par deux cartes e´lectroniques qui ge`rent a` la fois l’acquisition (toutes les 1, 6 secondes) sur
un groupe de 16 be´nitiers et le transfert des donne´es. Ainsi ce dispositif ge´ne`re tous les
jours, pour chaque be´nitier, 54000 couples de valeurs (Ti, Yi) qui sont le temps en heure et
l’e´cartement valvaire en mm.
Nous avons choisi le noyau Gaussien pour les estimateurs NW et NWR. Pour l’estima-
teur R, l’article de Re´ve´sz (1977) recommande le choix du noyau uniforme. Les largeurs
des feneˆtres sont de´termine´es en utilisant la me´thode de validation croise´e. Les fonction
CV obtenues nume´riquement sont toutes convexes pour nos trois estimateurs et les feneˆtres
optimales ainsi obtenues sont respectivement e´gales a` n−0,47 pourNW, n−0,50 pourNWR et
n−0,99 pourR. Avec ces choix de noyaux et de feneˆtres, nous obtenons un tre`s bon ajustement
des mode`les de re´gression aux donne´es (Figure 1).
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Figure 1: Repre´sentation des estimateurs (traits en pointille´s) NW (a), NWR (b) et R (c)
sur les donne´es brutes du be´nitier 7 avec en abscisse le temps (h) et en ordonne´e l’e´cartement
valvaire (mm).
Les proprie´te´s asymptotiques des estimateurs sont illustre´es nume´riquement sur un be´nitier
en se fixant arbitrairement deux temps entre 0 et 24 h. La Figure 2 illustre bien les re´sultats
the´oriques concernant la normalite´ asymptotique. En effet, ces repre´sentations nous mon-
trent un tre`s bon ajustement de NW, NWR et R avec une loi normale centre´e pour le
temps t1 = 5 h (Figure 2 a1-b1-c1) et le temps t2 = 23 h (Figure 2 a2-b2-c2) en conside´rant
N = 475 jours.
En comparant nos trois estimateurs au sens du crite`re de la variance, nous montrons
que significativement var(R) < var(NWR) < var(NW) (p < 0.05). Ainsi, ce re´sultat nous
sugge`re d’utiliser plutoˆt un estimateur re´cursif de type NWR ou R au sens de la variance
asymptotique minimum, mais le temps calcul de R est plus important.
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Figure 2: Illustration de la convergence en distribution sur N = 475 jours: (a1, b1, c1) et
(a2, b2, c2) correspondent respectivement aux estimateurs de la densite´ de NW, NWR et
R (h = 0.96) pour le temps 1 (5 h) et le temps 2 (23 h).
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