Standard practices in background modeling learn a separate model for every pixel in the image. However, in dynamic scenes the connection between an observation and the place where it was observed is much less important and is usually random. For example, a wave observed in an ocean scene could easily have been observed at another place in the image. Moreover, during a limited learning period, we cannot expect to observe at every pixel all the possible background behaviors. We therefore develop in this paper a background model in which observations are decoupled from the place in the image where they were observed. A single non-parametric model is used to describe the dynamic region of the scene, aggregating the observations from the whole region. Using high-order features, we demonstrate the feasibility of our approach on challenging ocean scenes using only grayscale information.
INTRODUCTION
Background modeling is an important component of practically all visual surveillance systems. The comparison of observations from the current frame with the background model (historically termed as "background subtraction") allows the detection of pixels which do not match the background model. Grouping and filtering of these pixels then lead to detection of foreground objects which can then be tracked, classified, measured etc.
Early works have recognized that in (typically outdoor) scenes a background pixel's intensity may not be constant. Standard examples are flashing lights and waving trees. Generalizing a single intensity per pixel, [1, 2] have used a mixture of Gaussians to model each pixel's intensity. The models are learned and updated for each pixel separately. Similarly in [3] a background intensity and a noise threshold are stored separately for each pixel.
In [4, 5] Kalman and Wiener filtering are performed at every pixel. Foreground is detected when the observed intensity is different than the predicted intensity. Again the processing is done for every pixel separately.
The nonparametric modeling of a background intensity was introduced in [6] , allowing to model a wider class of intensity distributions than the mixture of Gaussians approach. In that work a sample of N intensities is saved for every pixel. The model is updated by replacing older samples with new ones. Recently [7] has used this approach with 5-dimensional samples at each pixel consisting of 3 color intensities and the optical flow at the pixel.
In [8] ARMA models were introduced as an approach for modeling of dynamic textures. The whole image is considered as a linear Ehud Rivlin'
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Haifa University ishimshoni @mis.haifa.ac.il observation of a linear dynamic system. From a training sequence the dynamics and observation matrices are learned. By injecting noise and using the learned matrices, new realistic sequences can be synthesized. Following that work, [9] and [10] have applied this type of background model in the surveillance context. A drawback of these works is that spatial relationships between the pixels are completely ignored: a random permutation of the pixels in the image would lead to the same results.
Our Approach
The model-per-pixel approaches described in [6, 1, 3] have become standard practice for mostly static scenes. In these scenes the idea of learning a separate model for every pixel makes sense for two reasons. First, since the scene is mostly static, in a reasonable amount of time we are able to observe at a pixel all the possible backgroundgenerated observations that characterize that pixel. Second, it makes sense to learn a separate model for each pixel because pixels represent different types of background.
However, when considering largely dynamic scenes such as the scene shown in figure 1 , the same considerations lead to a different approach. First, since the scene is dynamic and random, during a reasonable learning period we cannot expect to be able to observe all the "legal background" observations at every single pixel. Second, since the background at many pixels is actually the same type of background (in our example -an ocean), it makes sense to unite training observations from a large set of pixels into a single "background database". For example, having seen a wave pattern in one part of the scene during training, we should not detect such a pattern as foreground in a different part of the scene, even if a wave in that part has not been seen yet.
With these considerations in mind, our approach is to build a single model describing the dynamic background region in the scene. Observations are aggregated from the whole region and a nonparametric model describing these observations is built. Foreground detection in this region is then performed with respect to this model.
The observations we use are not pixel intensities, but higher order observations representing the spatio-temporal neighborhood of the pixel. This is required in order not to compromise detection, as explained in the next section.
A related approach was recently described in [I1] . In that work the background distribution of a pixel is estimated by a kernel density estimator over samples extending beyond the single pixel, to a neighborhood of the pixel. It is not clear that this method is applicable to scenes like the one shown in figure 1 , because the spatial support would have to be very large (waves can appear nearly everywhere) and hence detection would be compromised. Our work uses high-order observations in order overcome this problem. In addition Fig. 1 . Example of a dynamic scene and its histogram of grayscale intensities we demonstrate good detection without the use of color information as in [1 1, 7] (the use of color is limited to daytime surveillance).
An additional contribution of this paper is the introduction of a novel method for comparing two space-time neighborhoods. Our approach is a compromise between treatment of the two neighborhoods as two vectors (giving maximal importance to componentwise matching between the neighborhoods) and treatment of the two neighborhoods as two sets of samples or histograms -giving no importance at all to the component-wise correlation.
LEARNING THE BACKGROUND MODEL

High-order Statistics
We are going to aggregate the observations from a whole dynamic region into a single background model or database. In order to allow detection, the set of collected features in the database should be relatively sparse with respect to the set ofpossible features. As a negative example, suppose that the feature we collect is just the pixel intensity (in this paper we work with grayscale images onlythat is we do not use any color information). The right part of Figure 1 shows the intensity histogram of all the pixels in the image shown in the left part. The range of intensities observed in the sea is rather large. If we consider all those intensities as "legal background observations", foreground detection will be severely compromised (since we can only detect targets having intensities that are not in the database).
Our approach is to use higher-order measurements -for example co-occurrences of intensities in the spatio-temporal neighborhood of a pixel. The number of possible observations is much larger now and we have a much better chance that our set of collected observations will be relatively sparse with respect to the set of possible observations.
In building a database of observations we follow works in the (static) texture literature. In these works ( [12] ) the high-order observations are usually a set of filter responses at each pixel, or more recently ( [13] ) just the neighborhood intensities around each pixel. The observations from all the pixels in the image are clustered to a smaller number of prototypes or textons, and the distribution of nearest-texton labels in the image serves as the cue for differentiating between different textures. We use a similar approach to model the dynamic background.
Space-time Fragments as Features
Following [13] we consider the intensities in the space-time neighborhood of a pixel. Suppose the neighborhood of the pixel p at time t contains N pixels with intensities S(p, t) = {XI, X2, ..., XN}. We want to aggregate such observations from the pixels in the modeled region and over a certain background learning time. In order to obtain a compact model, we need to consider how to measure the similarity between two such observations. There are two standard approaches. The first is to collect the intensities into a vector S = (XI, X2, ..., XN) in RN. Then similarity between two spatiotemporal neighborhoods is measured by the norm of the difference vector or by correlation between the two vectors.
In the second approach, we only look at the histogram of the intensities in the set S. We then compare two spatio-temporal neighborhoods by comparing their histograms. In contrast with the first approach, here the order of the samples is completely irrelevant.
The first approach is too strict for dynamic environments: we cannot expect a good correlation between two space-time volumes of an ocean or a waving tree for example. The second approach on the other hand ignores important spatio-temporal relationships between pixels. Therefore we introduce an approach which is a compromise between the two standard approaches.
We define a fragment of the neighborhood to be the intensities at an ordered subset of pixels in the neighborhood. For example, I({1, 4, 12}; P) is the 3-vector of intensities (XI, X4, X12) extracted from the set of intensities S(P) = {Xi1, X2, ..., XN } in the neighborhood of the pixel P. We use Z fixed subsets 01, . . , Oz to define Z fragments of the neighborhood around a pixel. Two different spatiotemporal neighborhoods around pixels P and Q are compared by comparing their corresponding fragments I(Oi; P) and I(Oi; Q) as vectors -for example using II(Oi; P) -I(O; Q) 1 1 The overall similarity measure between the spatio-temporal neighborhoods is then obtained by robustly combining the corresponding fragments' similarity scores. For example, one can use:
d(P, Q) = median1<j<z II(O; P) -I(O; Q)
Note that an outlier pixel only affects those fragments in which the pixel is measured and therefore it will not necessarily affect the final distance between the neighborhoods. This robust method for comparing neighborhoods is especially suitable for dynamic backgrounds where we cannot expect complete correlation between the neighborhoods on one hand, but where there is still importance to the spatial and temporal relationships between the pixels in the neighborhood on the other hand.
Database Building
During learning we collect at every pixel of the region (and every frame) Z fragments which we store in Z different databases. We have a separate database for every fragment type Oi. For a given 0, we now explain how a database is built for the collection of 0-fragments.
First we define a tolerance T. If the fragment 0 takes a subset of R pixels from around the pixel, we compare vectors in R dimensional space by using the 1o norm. Two R-tuples X, y7 are said to match iff Y-Yl Ioo < T. The Ioo norm was chosen for efficiency reasons -once we find two coordinates that differ by more than T we may determine that the two vectors are not matching without having to compute the full norm.
Basically (1)
* If 7 does not match any existing cluster add 7 as a new cluster and set its weight W to be 1. We remark that the clustering only serves as a compact representation of the set of observed fragments during learning. The "correctness" of the grouping is of no importance at all (as long as the representation stays compact). Finally, we remark that a final cleaning stage is possible where all clusters which contain less than a certain number of points are discarded.
DETECTION
The learning stage results with Z sets of cluster centers. The set Ai consists of the prototypes of background Oi-fragments. We now describe how we use these sets or databases for detection of nonbackground objects.
Given a pixel P and the space-time volume around it, we extract the Z intensity fragments corresponding to 01,... , Oz. Call these fragments t, ... , tz. Next we check whether each fragment has a matching prototype in its corresponding database. (This is done efficiently by using an indexing scheme, e.g. k-d trees or localitysensitive hashing (LSH)). We define: mask(i) = I1 ti does not match any column in Ai 0 ti matches some column Figure 2 shows an example frame and an enlarged portion of the corresponding sum mask, i.e. the image S(x, Y) = Ez mask(i, x, y).
The higher the value of a pixel in the image S(x, y), the more likely this pixel is foreground. On this sum mask image standard post-processing methods (e.g. smoothing, dilation and erosion) may be employed in order to extract and later track foreground objects.
RESULTS
Water is the prime and most important example of dynamic backgrounds (waving trees for example can be dealt effectively with standard methods such as [6, 1] ). We tested our approach on ocean shore scenes. These scenes are more challenging than calm water scenes (e.g. [9] ) because of the waves breaking near the shore. In addition, we do not use color information, making our method applicable for night-time surveillance. Fig. 3 . The 9 offsets we used. An 0 marks a pixel taken from the current frame and an X marks a pixel taken from the fifth frame ahead in the sequence.
We use Z = 9 types of fragments. Each fragment contains 3 intensities taken from the 3*3*5 spatio-temporal neighborhood of the pixel: some of the values are taken from the current frame and some are taken from the 5th frame ahead in the sequence. Figure 3 shows the 9 offsets we use. Note that the current pixel appears in only 4 of these masks.
The learning stage lasted for 1000 video frames (40 seconds). During detection the sum mask image S(x, y) counting how many of the 9 fragments extracted at each pixel did not have a match in the corresponding database was computed.We averaged this mask on a 3*3 spatial window and declared a pixel to be foreground if the resulting value was greater than 1. Figure 4 shows sample results (the complete videos will be made available online). Our method detected the people in the water. For comparison, we implemented the standard non-parametric pixelbased method [6] . The results of using that model are shown in the second line. One may note that our detections are better while having much less false detections (no post-processing was employed on the detection masks). We remark that we built a single database for the whole image (including sky and shore) and performed detection on all the image.
SUMMARY
Implicit extra-fine segmentation is very common in current background modeling methods, where a model is learned for each and every pixel in the scene. In this paper we have argued that the use of this approach is less favorable for the modeling of dynamic scenes.
We have shown how one can construct a non-parametric model of a whole region in the scene. We collect high-dimensional features from the set of pixels and represent them by prototypes (textons in the texture literature). A feature which does not match prototypes in the database is a sign of a foreground object.
The high dimensionality of the features we use ensures that the collected prototypes will be relatively sparse with respect to the possible features space. Therefore detection is not compromised.
An additional contribution is our fragments approach towards comparison of space-time neighborhoods. This approach is more forgiving and hence more suitable for dynamic scenes than the "neighborhood as vector" approach, but (unlike histograms) still respects the spatio-temporal relationships between pixels.
Using our approach we have obtained good detection/false-alarm performance on live challenging scenes. To our knowledge no other works have handled such scenes using only gray-scale information.
Currently our method requires manual segmentation of the dynamic region of the scene. It should be beneficial to automatically differentiate between the dynamic and static portions of the scene, and use a combination of standard models for the static parts of the scene, and aggregated models for the dynamic parts. Finally we remark that for long-term surveillance the background databases have to be continuously updated as is standard in background modeling. This is achieved by keeping a cyclic temporal buffer with the per-frame weights associated with every prototype in the database (since a single model describes a whole region of pixels, memory requirements are still favorable with respect to a per-pixel nonparametric model).
