Abstract. We use Fourier transform techniques to provide a new approach to Berg's solution of the Christoffel problem. This leads to an explicit description of Berg's spherical kernel and to new regularity properties of the associated integral transform.
Introduction
The background for our work comprises the Christoffel-Minkowski problem. To describe this, we recall that associated with a convex body K ⊂ R n are its surface area measures S j (K; ·) for j = 1, . . . , n − 1. Each of these is a positive measure on S n−1 which determines the body K up to translation; see [31] for their definitions and properties. For 1 ≤ j ≤ n − 1, the general Christoffel-Minkowski problem asks for a characterization of those measures on S n−1 which are the j-th surface area measures of a convex body. The case j = 1 is known as the Christoffel problem and the case j = n − 1 is the Minkowski problem.
For convex bodies K having positive curvature and C 2 boundary, the measure S j (K; ·) has a density (with respect to spherical Lebesgue measure) which is given by the j-th normalized elementary symmetric function of the principal radii of curvature:
where R 1 (ξ), ... R n−1 (ξ) are the principal radii of curvature at the boundary point of K with the outward normal ξ ∈ S n−1 . In particular,
is the mean radius of curvature, and
is the reciprocal Gauss curvature. These surface area measures are special cases of the more general mixed surface area measures. It follows, therefore, from [31, equation (5.1.28) ] that their centroid is at the origin. Their geometric properties also quickly imply that they cannot be concentrated on any great subsphere of S n−1 . Consequently any solution of the Christoffel-Minkowski problem must require that the measure have centroid at the origin and not be concentrated on a great subsphere. In fact, the above conditions suffice for the Minkowski problem. Minkowski's Existence Theorem can be stated as follows: Let μ be a positive Borel measure on S n−1 which is not concentrated on a subsphere. Then, μ = S n−1 (K; ·) for some convex body K ⊂ R n if and only if
In the case of polytopes, this theorem was obtained by Minkowski; see [26] and [27] . His result was subsequently extended to the general setting by Aleksandrov [2] and independently by Fenchel and Jessen [8] .
There is extensive literature on the Minkowski Problem. It concerns the above result and its variants. In particular, this includes stability and regularity versions. For further information, we refer the reader to Cheng and Yau [6] , Gluck [13] and Pogorelov [28] .
In its simplest form, the Christoffel problem asks for necessary and sufficient conditions for a given measure μ on the sphere S n−1 to be the first surface area measure of a convex body K ⊂ R n . It follows from our observations above that first surface area measures are also (n − 1)-st surface area measures. However, the conditions of Minkowski's Theorem are no longer sufficient. In particular, S n−1 (P ; ·), for a polytope P ⊂ R n cannot be a first surface area measure. The problem has a long history. It is named in recognition of Christoffel's work [7] , however Alexandrov [1] and [3] pointed to gaps in his work. As Firey [9] points out, these gaps arose since the conditions derived by Christoffel were not sufficient to guarantee that the resultant surface was a closed convex surface. Busemann [5] provides a description of the problem and a number of unsuccessful attempts, though even here there are also some mistakes. The problem, as described above, was eventually solved independently by Firey [9] , [10] and Berg [4] . The solutions provided by Berg and Firey do not yield a characterization which is easy to apply to specific problems. However, a completely different, and applicable, solution to the polytopal version of the problem was provided by Schneider [30] . An approach to Berg's solution in the case of centrally symmetric bodies can be found in [14] . Our results will shed new light on Berg's solution to the Christoffel problem and we thereby obtain a new regularity result.
Before embarking on this we note that, in recent times, a great deal of progress has been made on the general Christoffel-Minkowski problem. Much of this is in the context of smooth convex bodies. As we have seen, the problem, then, is to characterize those functions f on S n−1 which correspond to the j-th elementary symmetric function of the principal radii of curvature of the surface of a convex body. It is, furthermore, important to estimate the smoothness of the body K based on the smoothness properties of f . We refer the reader to the papers [18] , [19] , [20] , [21] , [22] , [32] and the references therein for the recent developments on this problem.
In his paper, Berg constructs certain functions g n on the interval [−1, 1] and shows (see [4, Theorem 5.3] ) that a given positive Borel measure μ on the sphere S n−1 is the first area measure of a convex body in R n if and only if the centroid of the measure is located at the origin, and the spherical potential defined by
is a support function. Here, and subsequently, (θ, ξ) denotes the usual scalar product of vectors in R n . Berg gives explicit formulations of the functions g n only for low dimensions n, otherwise they are described using recursion relations. Specifically, he shows that, for t ∈ (−1, 1),
and, for n ≥ 2,
He also establishes the integrability properties of g n as a function on [−1, 1]; see [4, Theorem 3.3 ]. Firey's solution [9] to the smooth case of Christoffel's problem uses the Green's function method to solve a Poisson equation for the position function of the boundary surface of K. He then shows that the positivity of a certain integral transform is the characteristic property for a given function to be the mean radius of curvature of a closed convex surface.
In this paper, we will re-create Berg's result using Fourier transform techniques. In order to do this, rather than describing g n as a function on [−1, 1], we will fix ξ ∈ S n−1 or R n and then describe g n ((·, ξ)) as a function on S n−1 or R n . This will result in a much more explicit expression for the functions g n .
Theorem. The measure μ on S
n−1 is the first surface area measure of a convex body in R n if and only if it is not supported on a great subsphere, has centroid at the origin, and
is a support function, where, for even dimensions n, and θ ∈ R n ,
whereas, for odd n,
Here, s denotes (θ/|θ|, ξ) and, in the above expressions for g n , it is assumed that θ / ∈ span{ξ}.
Our formulation of the g n 's differs slightly from that of Berg. We have taken advantage of the fact that the measure μ has centroid at the origin to ignore multiples of s in our expression for g n (s).
The techniques we use are based on those introduced by Koldobsky to solve a variety of geometric problems; see [24] . These show how certain spherical integral transforms can be obtained by applying Fourier transforms to homogeneous extensions of the spherical functions. For the vast majority of these applications, the transforms are restricted to even spherical functions. In [15] , we extended these transform results to general spherical functions and this extension will play a key role in the current paper. These techniques will also allow us to establish new regularity results which, in turn, have implications for certain stability results.
In §2, we will collect the results and background information on which our techniques are based. The main ideas will be presented in §3 in the context of smooth bodies. The detailed calculation of the Fourier transforms of various distributions will be carried out in §4 and the proof of the main result will be the content of §5. The final section of the paper will provide a regularity result explaining how smoothness properties of the measure μ carry over to smoothness of the body with first surface area measure μ. We are grateful to Markus Kiderlen for his comments on an earlier version of this manuscript.
Definitions and preliminary results
We denote by S the Schwartz space of rapidly decreasing infinitely differentiable functions on R n . Elements of this space will be called test functions. For φ ∈ S, the Fourier transform of φ is defined bŷ
Distributions are the elements of the dual space, S , of linear continuous functionals on S. We will primarily be dealing with homogeneous distributions on R n . For background information, the reader is referred to the book [11] by Gelfand and Shilov.
For f ∈ C ∞ S n−1 and p ∈ C, we denote by f p the homogeneous degree −n + p extension of f to R n \o. Thus
Thought of as a distribution, f p has Fourier transform,f p , which is defined by
for any test function φ. For example, if 0 < p < 1,f p is a function and, for
Consequently, this distribution acts by integration and its action can be extended to include functions f ∈ C S n−1 . For f ∈ C S n−1 and ξ ∈ S n−1 , we define
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In the case f ∈ C ∞ S n−1 , F ξ is smooth in (−1, 1) and equation (1) becomeŝ
for ξ ∈ S n−1 ; see [15] , for example. For non-integer values of p ∈ C, the distributions |r| p−1 ∧ and |r| p−1 sgn r ∧ can be extended to an analytic family of distributions;
see [11] . In fact, regularization techniques can be used to extend them to many integer values of p. This was used in [15] to show, for example, that for ξ ∈ S n−1 ,
Again, a number of these distributions can be extended to larger classes of functions f . In particular, the equations (2), (3) and, for even functions, (5) hold for f ∈ C S n−1 . The first step in our formulation of the functions g n will reduce the problem to calculating the Fourier transforms of the functions |(x, ξ)||x| −2 and (x, ξ)|x| −2 ln |(x/|x|, ξ)| as functions of x ∈ R n . These are functions of homogeneity −1 and thus do not fit immediately into the results described above. However, the well-known relationship between Fourier transforms and differentiation quickly addresses this problem. We have (6) (Δf ) 
Thus, for even dimensions n, it will suffice to calculate the Fourier transform of |(x, ξ)||x| −n . This is the homogeneous degree −n + 1 extension of a continuous function on S n−1 and thus (5) can be used to calculate the Fourier transform. Similar ideas will allow us to use (2), (3) and (5) to find g n in all dimensions n.
As mentioned in the introduction, we also wish to establish some regularity results. For these, we will make use of the equations (3.8) and (3.9) from [15] . If p is a non-positive even integer and f ∈ C ∞ S n−1 is even,
for a constant C p dependent only on p, whereas, if p is a negative odd integer and f is even,
We note that both (8) and (9) are true for functions f ∈ C S n−1 and that they hold for ξ ∈ R n .
Smooth convex bodies
As already explained, the Christoffel problem asks for necessary and sufficient conditions on a measure μ on S n−1 for it to be the first surface area measure, S 1 (K; ·), of a convex body in R n . Initially, we will assume that K is of class C 2 + ; for this and other notions in convex geometry, we refer to [31] . It follows that the support function, h, of K is
where the R i (ξ) are the principal radii of curvature of K at the point on the boundary of K with the outward normal ξ. Thus f is (up to a normalization factor) the first elementary symmetric function of the radii of curvature. We next extend f from the sphere to a homogeneous, degree −1 function on R n \ o. Christoffel's problem then reduces to solving the equation (see, for example, [31, p. 109]) (10) Δh
Using Green's Formula, we easily deduce the following necessary condition for f to be the first elementary symmetric function of the radii of curvature of a convex body:
for all ξ ∈ S n−1 . As mentioned in the introduction, this condition also suffices to guarantee that f is the (n − 1)-st surface area measure of a convex body in R n . However, the characterization of first surface area measures requires further conditions.
Applying the Fourier transform (in the sense of distributions) to equation (10),
see (6) . Now let φ be a test function whose Fourier transform is supported outside of the origin. Clearly, |x| −2φ (x) is also a test function and
and so
This equality is true for all test functions whose Fourier transform is supported outside of the origin, and soĥ and −(|x| −2f (x)) ∧ differ only by a polynomial; see [29, 7.16] . In view of the homogeneity, this polynomial is a linear function and therefore,ĥ
for some a ∈ R n . It is not hard to see that a is (a multiple of) the Steiner point of the body K. However, knowledge of the radii of curvature gives no information about the position of the body and so we can assume that the Steiner point of the body is located at the origin. This allows us to ignore the linear term.
Let h e , h o , f e , f o denote the even and odd parts of the functions h and f . Then (12) and
For the moment we assume that f is an infinitely differentiable function on R n \o. Thenf is also infinitely differentiable on R n \ o (see, for example, Corollary 3.3 of [15] ) and it has homogeneity −n + 1. Thus |x| −2f e (x) is even and homogeneous of degree −n − 1, therefore, using the real part of (2), we obtain
On the other hand, the function |x| −2f o (x) is odd and homogeneous of degree −n − 1, therefore, the imaginary part of (2) gives
Using (11) and the fact that (x, ξ)f e (x) is an odd function, we deduce that
This means that f o has no harmonics of order 1 in its spherical harmonic expansion. Therefore, the same is true of its Fourier transform, and so
Therefore,
In order to proceed, we would like to remove the Fourier transform from f in (14) and (15) . This requires an analogue of Parseval's formula. However, before this can be achieved, it is necessary to study the Fourier transforms (16) |(x, ξ)||x|
In particular, we will show that, for fixed ξ, their restrictions to S n−1 are integrable there.
Calculation of Fourier transforms
The main purpose of this section is to obtain the Fourier transforms in (16) . They are given in Theorem 4.1. In §5, we will combine these results with (14) and (15) to provide a solution to the Christoffel problem.
Theorem 4.1. Let ξ ∈ S
n−1 and put s = (θ/|θ|, ξ).
1) If n is even,
Proof. It is easy to check that Δ θ s is a multiple of s; see equation (18) below, for example. Thus, since we will be applying these Fourier transforms in the context of (14) and (15), linear terms in s will be annihilated. It is therefore unnecessary to calculate the constants C mentioned in the statement of the theorem. We will have four different cases, according to whether n is even or odd and to which Fourier transform we are considering. 
The integrand is the length of the projection of a unit line segment in direction ξ onto a line in the direction u. The integral can therefore be calculated using Cauchy's surface area formula; see [31, page 295], for example. Thus
In order to compute the Fourier transform of |(x, ξ)||x| −2 , we use the connection between the Fourier transform and differentiation; see (6) and (7). First extend the above function to R n as a homogeneous function of degree −1 and then apply −Δ (in the distributional sense) the appropriate number of times:
Here, we first compute the Fourier transform
We will use (1) and (4) to evaluatef 1 . Thus
Now let us make the following change of variables:
where w is any unit vector, orthogonal to both ξ and θ, v ∈ S n−1 ∩ w ⊥ , and t ∈ [−1, 1]. Then, for some constant C dependent only on the dimension n,
The first integral in the latter expression is just the Fourier transform of (v, ξ)|v| −n+1 in the subspace w ⊥ , which equals C · (θ, ξ), since spherical harmonics are mapped to spherical harmonics; see [15] .
Therefore we obtain a recurrence relation,
where I n−1 is the analogous integral in the lower-dimensional setting. Thus
here, and in the sequel, C denotes a (variable) constant dependent only on n.
The question is therefore reduced to computing
Let α be the angle between ξ and θ. Introducing a new variable φ, we get
Let us call the latter two expressions J 1 and J 2 , respectively. Then
since the integral does not depend on α.
To compute J 2 , we add the same integral with φ replaced by −φ:
Now there is no problem with the convergence of this integral for = 0 because of the zero in the logarithmic term. So,
After the substitution z = tan φ, we get
One can compute this integral by complex contour integration. Instead, we will use integration by parts to write this integral in a different form:
and then use formula 4.295 (8) from Gradshteyn and Ryzhik, [16, p. 560 ] to get
So,
As previously mentioned, in order to obtain the Fourier transform that we need, we have to extend the latter to R n as a homogeneous function of degree −1 and then apply the Laplacian. 
From the latter expression we need only compute the integral
since the other term is a constant, which will subsequently be annihilated by the Laplacian.
To this end, make the following change of variables:
where w is any unit vector, orthogonal to both ξ and θ, v ∈ S n−1 ∩ w ⊥ , and t ∈ [−1, 1]. Then
So, using this recurrence formula, we get
Now we compute the integral I 2 . The integration will take place in the 2-dimensional plane spanned by ξ and θ:
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Making a change of variable we get
where α is the angle between ξ and θ.
This integral can be computed by elementary methods (removing the absolute value and integrating by parts). The result is
where s = cos α = (ξ, θ). Therefore,
as before. In order to compute the required Fourier transform, we apply the Laplacian
As in the previous cases, it is more convenient to compute
Denote the latter integral by I n . In order to obtain a recurrence formula, we again make the change of variables:
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This recurrence formula gives
Now, if α denotes the angle between θ and ξ, 
This completes the proof of the theorem.
The Christoffel problem
We will now use (14) and (15) together with Theorem 4.1 to solve Christoffel's problem for smooth convex bodies. We see, from (14) and (15) , that
Theorem 4.1 shows that, ignoring the linear terms, we have the following distributional equalities:
for even dimensions n, and
for odd dimensions. Our next objective is to show that the above distributional Laplacians are Laplacians in the classical sense and that the resultant functions are integrable on S n−1 . Note, that for small t ≥ 0, we have
which implies that √ 1 − s 2 arcsin √ 1 − s 2 has (one-sided) derivatives of all orders at s = 1 and s = −1.
and so it has all (one-sided) derivatives at s = −1. On the other hand, if 0 ≤ s ≤ 1, then
and thus the singularities of the derivatives of √ 1 − s 2 (π − arccos s) at s = 1 are exactly those of √ 1 − s. It is easy to see that, for a sufficiently smooth function φ of the single variable s, we have
Consequently, in even dimensions, the order of our Fourier transforms is (1 − s) −(n−3)/2 (as s → 1) for θ / ∈ span{ξ}. In odd dimensions, we are applying Laplacians to the function (1 − s) ln(1 − s) . Now, Δ θ ((1 − s) ln(1 − s) ((1 − s) ln(1 − s) ) has order (1 − s) −1 as s → 1. Consequently, the order of our Fourier transforms in odd dimensions is also (1−s)
as s → 1. It follows that these Fourier transforms are integrable on S n−1 , for all dimensions n.
Thus the classical Laplacians
are integrable as functions of θ ∈ S n−1 . Finally, we show that, for a test function φ supported away from the origin,
if n is even and
if n is odd. We first note that the homogeneity of the distributions is −n + 1 and so the assumption that φ is supported away from the origin is justified. We can further assume that φ has compact support since such functions are dense amongst test functions.
For even n ≥ 2 and m = 2, . . . , n we put
for odd n ≥ 3 and m = 1, 3, . . . , n we put
It will suffice to prove that, for all test functions φ, compactly supported away from the origin,
for all m ≤ n. The cases m = 1, 2 are clear and so we may proceed by induction.
We have, for m + 2 ≤ n,
We let A be an annulus containing the support of φ. For a small > 0, denote by C the full-dimensional cone
We have seen that (1−s 2 ) (n−3)/2 G m (θ) has a removable singularity for θ ∈ span{ξ} and thus G m is integrable on A if m ≤ n. It follows from Green's formula that
where ν denotes the outer unit normal to ∂ (A \ C ). As we have already noted,
The normal ν in Green's formula is ν = sin ξ − cos ζ,
The boundary ∂C is parameterized by the mapping
and so its surface area element is given by dS = (|t| sin ) n−2 dt dζ.
It follows that
which approaches zero, as → 0, since C depends only on max{φ, ∂φ/∂n} and since m + 2 ≤ n. Thus, we have proved (19) for all m ≤ n, as required. The next step is to justify a Parseval formula for (17) . Our proof will be based on the use of spherical harmonics. Recall that a spherical harmonic of degree m is the restriction to the sphere of a harmonic homogeneous polynomial of degree m. The Hilbert space L 2 (S n−1 ) of real-valued square integrable functions with the usual scalar product (f, g) = S n−1 f (x)g(x)dx has an orthonormal basis consisting of spherical harmonics, and spherical harmonics of different degrees are mutually License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use CHRISTOFFEL'S PROBLEM 6367 orthogonal. We say that ∞ m=0 F m is a spherical harmonic expansion of f when F m is the orthogonal projection of f onto the subspace of spherical harmonics of order m. The spherical harmonics of a given degree form an irreducible invariant subspace of L 2 (S n−1 ) with respect to the action of the rotation group. It is, therefore, a consequence of Schur's Lemma that spherical harmonics comprise the eigenspaces of operators on L 2 (S n−1 ) that intertwine this group action. For background information on spherical harmonics, we refer the reader to the book by Groemer [17] .
Let us consider the mapping I p :
It was shown in [15] that this mapping is well defined and that it is injective for −1 ≤ p < n. It was also shown that, for these p, the eigenvectors of I p are the spaces of spherical harmonics of degrees m = 0, 1, . . . and the corresponding eigenvalues are
for (m, p) = (0, 0), (1, −1).
Theorem 5.1. For ξ ∈ S
n−1 and f ∈ C ∞ S n−1 satisfying (11), we have
Proof. We remark that our previous observations establish the integrability of the above Fourier transforms. For infinitely smooth even functions, the spherical Parseval formula of the theorem was proved by Koldobsky; see [24, Lemma 3.22] , for example. Another proof was given by E. Milman [25] . We will adapt the latter to cover the odd case. Let f and g be infinitely smooth functions on the sphere, whose spherical harmonic expansions are for the multipliers λ m (n, p) given in (20) . It follows that the mapping I p :
given by f →f p is self-adjoint, and so
We will use the case p = n − 1.
The mapping
restricted to the space of spherical harmonics of degree m in dimension n, intertwines the action of the rotation group and therefore acts as a multiple of the identity. Using (2) and the comments above, we see that this multiple is zero for odd m and
for even values of m. Consequently, J 1 can be extended to a continuous linear mapping of
to itself. We now compare it with the mapping J 2 :
given by
Using (2) and (20), together with the addition theorem for spherical harmonics (see [17, Theorem 3.3.3] , for example), the spherical harmonic expansion of |(x, ξ)| is
is the dimension of the space of spherical harmonics of degree m, and P n m denotes the n-dimensional Legendre polynomial of degree m. Thus |(x, ξ)||x| −2 ∧ has spherical harmonic expansion
compare with equation (3) of [4, page 25] . The addition theorem now shows that J 1 and J 2 have the same eigenvalues on any given space of spherical harmonics. Thus, we may write
for all f ∈ C ∞ S n−1 . The argument for odd functions is similar. The mapping
restricted to the space of spherical harmonics of degree m in dimension n, intertwines the action of the rotation group and therefore acts as a multiple of the identity. Using (2) and the comments above, we see that this multiple is zero for even m and −λ m (n, −1)λ m (n, n − 1) = 2 n π n (m − 1)(m + n − 1) for odd values of m = 1. For m = 1, these are also the eigenvalues of the mapping
Thus we may write
Combining Theorem 5.1 with equation (17), we see that f ∈ C ∞ S n−1 is the first surface area function of a smooth convex body in R n if and only if
is a support function, where, for θ ∈ R n \ span{ξ} and s = (θ/|θ|, ξ),
if n is odd. We will conclude by indicating how this result extends to arbitrary bodies. Instead of dealing with radii of curvature, we must use the first surface area measure. Let μ be the first area measure of a convex body K. The integrability of g n ((·, ξ)) and Fubini's Theorem show that
which is finite, and so S n−1 g n ((θ, ξ))μ(dθ) is finite for almost all ξ ∈ S n−1 . As distributions on the sphere, we have 2h = μ, where 2 = 1 n−1 Δ S + 1 is the so-called block operator and Δ S is the LaplaceBeltrami operator on the sphere. Note that the equation above is an equivalent form of (10) .
For any infinitely differentiable function φ on the sphere we have
Since we explained above how to solve equation (10) for infinitely smooth functions, the latter distributional equation implies that for almost all ξ,
assuming that the Steiner point of K is at the origin. We note that the proof is now complete in the case that μ has a continuous density on S n−1 . To prove this equality for all ξ ∈ S n−1 and for an arbitrary first surface area measure μ, we refer the reader to [4, p. 49], where Berg shows that two subharmonic functions on the sphere which are equal almost everywhere must be equal everywhere.
Regularity
We consider the mapping
and aim to show that it maps C m,α S n−1 into C m+2,β S n−1 for all 0 < β < α < 1 and m = 0, 1, . . . . This will be achieved by adapting the classical Euclidean techniques (see, for example, [12, Chap. 4] ) to our spherical setting.
, and define the function h by the formula
Proof. For the reader's convenience we will first outline the main steps of the proof.
Case 1. First we deal with the case m = 0. Choose 1 ≤ i, j ≤ n. Our goal is to show that
for f ∈ C α S n−1 , and then establish the Hölder continuity of the integral in (23).
Step 1. We show the convergence of the integral on the right-hand side of (23) by studying the integrability properties of the function g n and its derivatives.
Step 2. Since g n (s) has a singularity at s = 1, we consider a sequence of smooth functions that approximate g n . Then we differentiate under the integral sign in (22) and, after passing to the limit, we show that
Step 3. Using a differential equation for g n , established by Berg, the same ideas as in Step 2 allow us to compute the second derivative and prove (23).
Step 4. A more detailed analysis of (23) yields the required Hölder regularity.
Step 1. We show that an integral representation, similar to (22) , exists for higher order derivatives of h, namely
Step 2. It turns out that the functions g m,n (s) and their first and second derivatives have the same order of magnitude as g n (s) and its derivatives. Therefore, applying Steps 1 through 4 from Case 1 yields the Hölder regularity of D m h. The only detail that has to be checked is whether the functions g m,n (s) satisfy a certain differential equation. Now we will carry out a detailed proof of each of these steps.
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Step 1. The convergence of the integral in (23), as well as its Hölder continuity, will follow from our estimates on the behavior of g n (s) and its derivatives at s = 1. The proof of equation (23) will make use of a differential equation satisfied by g n on (−1, 1) (see (26) ), as well as the above estimates.
First, we study the integrability properties of D i,j (|ξ|g n ((θ, ξ/|ξ|)) ) on the sphere. One sees that
We recall that the dominant term in g n (s) is of the form (1 − s)
respectively. We will also use the fact that, for
for all θ, ξ ∈ S n−1 . We again use cylindrical coordinates to estimate the integral term in (23) . Put
With this notation,
Here, and in the sequel, C will denote a (variable positive) constant which depends only on f , α, i, j, n. We have
since α > 0. Therefore, the integral in (23) is convergent.
Step 2. In order to prove formula (23), we first want to show
We put, for ε > 0 and ξ ∈ S n−1 ,
We see that h ε (ξ) → h(ξ) as ε → 0 uniformly in ξ ∈ S n−1 . To prove (25) it is enough to show that D i h ε (ξ) converges uniformly to the right-hand side of (25) as ε → 0. We have
The second integral uniformly approaches the right-hand side of (25) , and so it is enough to show that the first integral converges uniformly to zero. We have
Step 3. Now we will prove (23) . For ε > 0, we set
To prove (23) it suffices to show that D j v ε uniformly converges to the right-hand side of (23) as ε → 0. We have
We see that I 1 converges uniformly to the integral term in (23) . Our goal is to show that I 2 and I 3 approach zero uniformly and also that the limit of I 4 is f (ξ)(δ ij − ξ i ξ j ), which is exactly what we need.
For I 2 we use formula (24) and cylindrical coordinates to get
. Indeed, for any vectors a and b,
Therefore, denoting by e i |ξ ⊥ and e j |ξ ⊥ the orthogonal projections of e i and e j onto the subspace ξ ⊥ , we have
since e i |ξ ⊥ = e i − ξ i ξ and e j |ξ ⊥ = e j − ξ j ξ. It follows that
where we used the fact that, for s ∈ (−1, 1),
cf. [4, p. 36] . In Berg's paper the latter constant c is given explicitly. However, its value is clearly irrelevant here, and, furthermore, the constant may be different in our case since, as we mentioned in the introduction, we ignored linear terms while computing g n . We are not giving a proof of the above formula at this stage, but the reader will see a proof of a more general formula (see (30) ) towards the end of this section. Now we study I 3 :
Finally, for I 4 , we have
Integration by parts shows that this integral is
Thus, we have established (23) .
Step 4. Now we will show that, for f ∈ C α (S n−1 ), the function
ForĨ 1 , we have
Using the previous estimates for g n and its derivatives, we get
ForĨ 2 , the same calculations yield
ForĨ 3 andĨ 4 , we havẽ
where
Let A ∈ SO(n) be a matrix such thatξ = Aξ. We can assume that it is close to the identity matrix, more precisely A − I ≤ δ. After a change of variables of integration we have
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The required result will then follow (from the above argument in the case m = 0) if we can establish the appropriate properties of the function g m,n . Specifically, we will prove that, for fixed ξ) ) is a function of θ ∈ S n−1 with dominant term of the form (1 − s) −(n−3)/2 and that g m,n satisfies a differential equation analogous to (26) .
For even values of m, we will see that
where F ∈ C ∞ ((R n \o) × (R n \o)) and, for each θ ∈ S n−1 , the Fourier transform |(x, ξ)||x| −m−2 ∧ (θ) is extended to ξ ∈ R n \o with homogeneity 1. The smoothness of F implies that this part of the integrand will play no role in estimating the behavior of g m,n (s) as s → 1.
The proof for odd values of m, for which we will not give the details, is based on the properties of
Step 1. We will next prove that (27) holds for f ∈ C ∞ S n−1 . We recall that
if f is extended to R n with homogeneity −1; see (12) and (13) . Thus
and
We will focus our attention on the even parts of f and h; the proof for the odd parts is analogous. Consequently our objective is to compute
As we have done previously, we will make use of the Laplacian and, therefore, first calculate
As mentioned above, we will just give the details for m even, since the odd case is similar. We will, further, consider separately the cases m ≤ n − 2 and m ≥ n − 1. For m ≤ n−2, the arguments in the previous section show that |(x, ξ)||x|
is integrable on S n−1 , and the proof of Theorem 5.1 also yields the following result:
We note that, since m is even, D m f e is also even and |x| −m−2 (D m f e ) ∧ (x) has homogeneity −n − 1. Thus (2) and (29) give
In case m ≥ n − 1, D m f e is homogeneous of degree −1 − m ≤ −n, and so we will use (8) or (9) The first term is a homogeneous, degree −n − 1, function and its Fourier transform can be computed by formula (2) . The second term has the form |x| −n−1 g(x/|x|) ln |x| for some even function g. In order to compute its Fourier transform, we first note that formula (1) holds for all non-integer values of p < 1. Thus, for small α, Furthermore, the proof of the theorem shows that the above mapping I : C 1 (S n−1 ) → C 2 (S n−1 ) is continuous with respect to the usual topologies. This observation, which was kindly pointed out to us by Markus Kiderlen, allows us to obtain a strengthened version of one of his results [23] .
If f ∈ C 1 S n−1 , then h = If ∈ C 2 S n−1 is a difference of support functions; see [31, Lemma 1.7.9] for example. Thus h is a difference of first surface area measures. If we further assume that f satisfies (11), then h = f , and so f is a difference of first surface area measures. It follows that the index 2 [(n + 1)/4] in [23, Proposition 3.2] can be replaced by 1.
In a similar direction, we can obtain a strengthening of a result of Weil [33] . He showed that differences of first (and therefore j-th) surface area measures are dense, in the weak topology, in the set of signed Borel measures on S n−1 with centroid at the origin. This result can now be seen to follow from the observation that functions in C α S n−1 , for α > 0, satisfying (11) , are differences of first surface area measures.
