Purpose: The purpose of this study is to compare digital radiography systems using the metric effective detective quantum efficiency (eDQE), which better reflects digital radiography imaging system performance under clinical operating conditions, in comparison with conventional metrics such as modulation transfer function (MTF), normalized noise power spectra (NNPS), and detective quantum efficiency (DQE). Methods: The eDQE was computed by the calculation of the MTF, the NNPS, the phantom attenuation and scatter, and estimation of x-ray flux. The physical characterization of the systems was obtained with the standard beam conditions RQA5 and RQA9, using the PA Chest phantom proposed by AAPM Report # 31 simulating the attenuation and scatter characteristics of the adult human thorax. The MTF (eMTF) was measured by using an edge test placed at the frontal surface of the phantom, the NNPS (eNNPS) was calculated from images of the phantom acquired at three different exposure levels covering the operating range of the system (E 0 , which is the exposure at which a system is normally operated, 1/3 E 0 , and 3 E0), and scatter measurements were assessed by using a beam-stop technique. The integral of DQE (IDQE) and eDQE (IeDQE) was calculated over the whole spatial frequency range. Results: The eMTF results demonstrate degradation due to magnification and the presence of scattered radiation. The eNNPS was influenced by the grid presence, and in some systems, it contained structured noise. At typical clinical exposure levels, the magnitude of eDQE(0) with respect to DQE(0) at RQA9 beam conditions was 13%, 17%, 16%, 36%, and 24%, respectively, for Carestream DRX-1, Carestream DRX-1C, Carestream Direct View CR975, Philips Digital Diagnost VM, and GE Revolution XR/d. These results were confirmed by the ratio of IeDQE and IDQE in the same conditions. Conclusions: The authors confirm the robustness and reproducibility of the eDQE method. As expected, the DR systems performed better than the CR systems due to their superior signal-tonoise transfer characteristics. The results of this study suggest the eDQE method may provide an opportunity to more accurately assess the clinical performance of digital radiographic imaging systems by accounting for factors such as the presence of scatter, use of an antiscatter grid, and magnification and focal spot blurring effects, which are not reflected in conventional DQE measures.
I. INTRODUCTION
Digital images have been available for more than two decades in the form of detectors based on photostimulated luminescence (CR) screen cassettes used in lieu of the traditional screen film x-ray cassettes. 1 A "digital revolution" took place in the early 2000s, with the diffusion of DR systems (or active matrix flat panel imagers, AMFPI) consisting in a detection layer deposited over an active matrix array (AMA) of thin film transistors. AMFPI are generally classified as direct or indirect, depending on the characteristics of the detection layer. These devices show a higher image quality with respect to most of the computed radiography systems.
Recently, wireless cassette-sized DR detectors have been developed that have the high image quality typical of AMPFI detectors but can also be used like a conventional cassette, i.e., they can be used with an existing table or wallstand bucky or for tabletop projections.
Many studies [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] have reported largely standardized methods to measure the physical performance of imaging systems based on the International Electrotechnical Commission IEC 62220-1 standard. 4 These studies were based on the metric-the detective quantum efficiency (DQE)-which reflects detector efficiency when forming an image using a limited number of x-ray photons, providing an input signalto-noise ratio (SNR) at a specific exposure level.
While the DQE does give an image quality measure of the detector per unit of exposure, it does not take into account some important effects present in clinical conditions (i.e., scattered radiation, presence of antiscatter grid, magnification effect, and focal blurring due to focal spot size), resulting in a deterioration in the overall image quality. To overcome this limitation, a theoretical formalism [13] [14] [15] [16] [17] and experimental calculations [18] [19] [20] have been developed and reported in the literature to calculate the effective DQE (eDQE). The eDQE has a formalism conceptually similar to the DQE calculation but scatter fraction (SF), transmission fraction (t), and magnification (m) in the object plane are considered in the final calculation. Samei et al. 18 described a practical framework based on this method to globally compare different digital imaging systems.
The aim of this work is to use that framework in order to compare five digital radiography systems: a wireless gadolinium-oxysulphide (Gd 2 O 2 S(Tb)) phosphor-based system, a wireless un-structured cesium iodine (CsI) phosphor-based DR system, a CR, and two structured CsI DR systems, all installed in our hospitals in clinical environments and with clinical acquisition settings.
II. MATERIALS AND METHODS

II.A. Imaging systems tested
The following five imaging systems were included in the study (Table I) imaging system employing a DR detector based on indirect conversion using a columnar cesium iodine phosphor (CsI), a-Si:H photodiode, and TFT technology (GE Healthcare, Milwaukee, WI). The detector pixel pitch was 0.2 mm. The wall-stand bucky employed a grid with a 180 cm focus, a grid density of 78 lp/cm and 29 lm Pb strips with Al interspace, and a grid ratio of 13:1 (Mitaya Manufacturing Co Ltd., Tokyo, Japan). This system will be designated XR/d.
II.B. Physical characterization
The physical characterization was performed for two standard beam conditions: RQA5 and RQA9. The quantitative comparison was based on the calculation of the modulation transfer function (MTF), normalized noise power spectra (NNPS), and DQE, evaluated using the IEC 62220-1 standard. 4 In addition, the eDQE was evaluated for the five imaging systems studied. For eDQE calculation, all the systems were evaluated under conditions that emulated those of routine clinical chest examinations with a source-to-image distance (SID) of 180 cm.
II.C. eDQE evaluation
II.C.1. Phantoms
For eDQE evaluation, the chest phantom described in AAPM Report # 31 and cited in AAPM Report # 61 was used. This phantom consisted of four pieces of clear acrylic (30.5 Â 30.5 Â 2.54 cm 3 ), one 30.5 Â 30.5 Â 1 mm 3 sheet of aluminum (type Al 1100 alloy), one 30.5 Â 30.5 Â 2.0 mm 3 sheet of aluminum (type Al 1100 alloy), and a 5.08 cm air gap (Fig. 1 ). This phantom was designed to emulate typical attenuation and scatter conditions encountered during adult chest radiography. Figure 1 shows the phantom setup used to obtain measurements of the effective NNPS (eNNPS) employed in the computation of eDQE [Eq. (2)]. The phantom was placed at the center of the detector cover plane, and images were obtained without any added filtration. Ten images were acquired using three exposure levels spanning the clinical dose range ($ 1 = 3 E 0 , E 0 , and 3E 0 , where E 0 is the "normal" exposure level as specified by the manufacturer for use in clinical practice).
II.C.2. Noise measurements
A central ROI of 20 Â 20 cm 2 was extracted from each image and subdivided into sub-regions of 128 Â 128 pixels. The 2D eNNPS was calculated by averaging the squared modulus of the Fourier transform of each subregion. The results were normalized for the square mean signal value of the ROI. Typically, the conventional DQE is measured in the image plane adjacent to the image receptor. However, to evaluate the eDQE relative to the plane of interest in the object, a correction for the magnification associated with that plane must be applied. For the purposes of this study, the plane of interest chosen was at the phantom entrance surface, which reflects the worst-case scenario for magnification and focal spot blurring effects
where f 0 is the frequency at the phantom plane entrance (worst case possible).
From the 2D eNNPS(f 0 ), the 1D eNNPS(f 0 ) was averaged from horizontal and vertical directions (excluding the values along the axes).
II.C.3. Resolution measurements
The resolution measurements were taken using the acquisition setup displayed in Fig. 1 . The tungsten edge test device (TX 5; IBA Dosimetry, Schwarzenbruck, Germany) was centered in front of the phantom. For MTF measurements the MTF edge device was placed so that the evaluation edge was oriented with a 2 to 4 offset with respect to the axis of interest, i.e., parallel to or orthogonal to the anode-cathode axis.
Three images per orientation at the higher exposure level (about three times E 0 ) were acquired, and MTF results were averaged. The spatial frequency (f) was corrected for the magnification (m) effect as shown in Eq. (1). We defined the MTF calculated with this setup as "eMTF."
II.C.4. Scatter measurements
The scatter properties of the five systems were investigated using a beam-stop positioned at the center of the anterior surface of the phantom (Fig. 2) .
The beam-stop device was composed of a matrix of 54 lead cylinders (9 cols Â 6 rows), each of which was 3 mm in diameter and 6 mm thick, spaced 25 mm apart and embedded in a 6 mm-thick layer of a uniform wood (balsa woodattenuation less than 2%). Three images were acquired at the highest dose (3E 0 , as for the eMTF measurements). The average scatter fraction was computed across 30 central beam stops by measuring the mean pixel value in circular regions of interest (ROIs) of 15 pixels in diameter positioned over each beam stop and divided by the average of the mean pixel values on either side of the beam stop.
II.C.5. eDQE estimation
The eDQE was then estimated by using the following formula:
where f 0 is the spatial frequency corresponding to the object plane of interest (here, the entrance surface of the phantom), which is computed from the spatial frequency in the image plane multiplied by the magnification factor for the object plane of interest. eMTF(f 0 ) and eNNPS(f 0 ) are, respectively, the measured eMTF and eNNPS, as described below; SF is the measured scatter fraction, E is the measured air kerma in lGy at the detector plane without the phantom, and t is the transmission faction through the phantom using a wide beam geometry. The q values (ideal photon number per unit of lGy-mm estimated by an x-ray simulation program (xSpect 3.5, Henry Ford Hospital, Detroit, MI) (Ref. 21 ) assuming an ideal counting detector with an incident primary beam of inherent filtration of 3.5 mm Al, attenuated by the phantom. The measurements were repeated at three exposure levels covering the operating range of the system. The specifications and setup of the systems are summarized in Table II .
II.C.6. Synthetic image quality index
The integral values of DQE (IDQE) and of eDQE (IeDQE) over the frequency range were adopted as a synthetic image quality index. 5, 22 Those quantities were calculated as
The unit of IDQE/IeDQE is mm
À1
. IDQE and IeDQE could be assumed as a reasonable synthetic index of the whole DQE/eDQE curves.
III. RESULTS
III.A. Physical characterization (resolution, noise, and DQE at RQA5 and 9)
Figures 3 and 4 show the average of the average horizontal and vertical MTF curves for RQA5 and RQA9 spectra, respectively, for the five systems. Among the CsI-based detectors, the MTF curves for DiDi VM at RQA5 and RQA9 showed the most rapid decrease at low frequencies (low frequency drop).
The DiDi VM detector showed the least degradation of MTF at high frequencies with respect to all other systems. Figures 5 and 6 show the NNPS curves resulting from the average of the horizontal and vertical directions for all five systems evaluated using the RQA5 and RQA9 beam conditions and the normal exposure level ($2.5 lGy). The results obtained using the RQA5 and RQA9 beam conditions showed no significant difference in measurements obtained in the horizontal and vertical directions. The NNPS curves for the two structured CsI detectors are comparable. Figures 7 and 8 show the DQE curves resulting from the average of the horizontal and vertical directions for each of the five systems for RQA5 and RQA9, respectively, at the operative exposure level (about 2.5 lGy). The pixelated phosphor structure of the DRX-1C detector, which minimizes blurring due to light spread in the phosphor layer resulting in a lower noise level, showed the highest DQE of the five systems we evaluated.
III.A.1. eMTF, eNNPS, and eDQE
The eMTFs of all systems shown in Fig. 9 demonstrate a low frequency drop at spatial frequencies less than 0.3 mm À1 due to the presence of scatter, magnification, and focal spot blurring (Fig. 9) . DRX-1 presents a lower eMTF than in the other systems (as seen also for MTF).
Both the horizontal and vertical noise results, shown in Figs. 10(a)-10(e), were of the same order of magnitude for all the systems. The eNNPS curves at E 0 exposure level were influenced by the grid presence, visible as a peak in the horizontal direction at spatial frequencies near the Nyquist frequency when corrected for the magnification in the object plane. Figure 11 shows the 2D eNNPS, where the characteristic grid peak near the Nyquist cutoff is clearly visible for all the systems except for DRX-1C. Figure 12 reports eDQE(f 0 ) curves for the five systems evaluated. The eDQE(0) performances for all the systems investigated showed a remarkable decrease compared to DQE(0) calculated at RQA 9. The relative ratio between eDQE(0) and DQE(0) was 13%, 17%, 16%, 36%, and 24%, respectively, for DRX-1, DRX-1C, CR975, DiDi VM, and XR/d.
III.B. IDQE and IeDQE
The IDQE and IeDQE values for different exposure levels are summarized in Table III . The ratio between IeDQE and IDQE, which can be considered an index of overall system optimization, shows that the Philips DiDi VM system yielded the best performance at the reference exposure level (Table IV) but showed an optimization index ratio that was significantly lower at higher exposure levels. However, all other systems demonstrated a performance index ratio that was relatively insensitive to exposure (dose) level.
The absolute values for the ratios between IeDQE and IDQE were similar for the DRX-1C and XR/d systems and were of almost the same magnitude for the DRX-1 and CR975 systems.
The IeDQE/IDQE ratios for DRX-1C, XR/d, DRX-1, and CR975 systems were relatively insensitive to the dose, as previously noted.
IV. DISCUSSION
IV.A. Physical characterization (resolution, noise, and DQE at RQA5 and 9)
For the photostimulable phosphor detector, the presampling MTF curves were comparable with the CsI detector MTF curves. The gadolinium-based detector (granular phosphors) showed the worst MTF, probably due to the directionality of light generation (relatively high fraction of laterally directed optical photons), light absorption, and light scattering. A lower light extinction coefficient (and the resulting light spread) in this type of detector can cause image quality degradation, depending on the screen characteristics, i.e., thickness, composition, doping, etc. 23 The pixelated structure of DRX-1C detector, as expected, yielded a lower NNPS and better performance. The rank ordering of the NNPS results for all five systems examined was the same for the RQA5 and RQA9 beam conditions. The gadolinium-based detector NNPS degradation with increasing exposure as the energy increases (RQA9 vs RQA5) was less evident with respect to the other systems. This was probably due to the different K-edge energy and consequent higher fraction of reabsorbed K-fluorescent x-ray photons, which cause a substantial decrease in the x-ray Swank factor. 22 The gadolinium-based detector DQE degradation as the energy increases was less evident with respect to the other systems, as previously noted. The DiDi VM DQE curves degraded less rapidly with increasing frequency as a result of the observed lower degradation of MTF at high frequencies.
IV.A.1. eMTF; eNNPS, eDQE DRX-1 eMTF was lower than that of other systems (as seen also for MTF). For those systems employing a moving grid, i.e., all those with the exception of the XR/d, the spatially stochastic grid noise was diminished due to spatial averaging of the grid contributing to total noise.
Notably, the only system that did not demonstrate an appreciable peak in noise near the Nyquist frequency when reviewing the NNPS plots was the DRX-1C. In contrast, the DRX-1 showed a well-defined peak both in the 1-D NNPS plot and 2-D NNPS image. The CR975 system demonstrated a small noise peak at frequencies lower than 1 lp/mm likely due to the CR scanner characteristics.
The DRX-1C suffered larger image quality degradation (in terms of eDQE with respect to DQE) for the XR/d and DiDi VM systems. This was probably due to imperfect optimization choice of system components (in particular, the grid type) for the DRX-1C. DiDi VM and XR/d systems are sold as complete systems, while DRX-1, DRX-1C, and CR975 systems can be considered "retrofit" systems.
IV.A.2. IDQE and IeDQE
The ratio between IeDQE and IDQE shows that the DiDi VM system is probably the most optimized system at the reference dose of the systems tested. The DiDi VM ratio significantly changed at higher doses, which might be indicative of a system that would be optimized only for doses near the reference dose or lower, i.e., a dose level near that used when the detector is calibrated.
The DiDi VM degradation of performance (considered in this case as the ratio between IeDQE and IDQE) at high doses (low dose performance appeared worse, albeit slightly, compared to higher doses) was probably an undesired side effect of having the higher performance at the reference dose, a not unexpected result that is consistent with the tradeoffs typically encountered when attempting optimization of any system.
V. CONCLUSIONS
As previously reported in the literature, the eDQE results were smaller by almost an order of magnitude than conventional DQE results. The eDQE relative performance ranking differed from that obtained using the DQE, demonstrating their difference in performance optimization among the systems evaluated.
The methodology employed in this study has certain limitations. The results were dependent on the specific phantom employed, and therefore, use of a different phantom may yield different results. Specifically, the AAPM clinical chest phantom does not capture the effects of anatomical noise; using of an anthropomorphic phantom that accurately reflects these clinical imaging characteristics would be more useful, albeit much more challenging. In addition, the resolution measurements were performed with the test object at the phantom surface, maximizing the geometric magnification and focal spot blurring. This condition reflects the worstcase scenario, where anatomical structures of interest are positioned more anteriorly, and structures more posteriorly oriented (closer to the detector) are less impacted by these effects. In this study, the effect of image postprocessing was not considered, but when implementing a program of imaging system optimization, this should be evaluated and optimized after all other system aspects have been optimized.
Nevertheless, despite the limitations of our study, our results suggest that the eDQE methodology may be able to guide the clinical technique optimization of a digital radiography system, i.e., the selection of imaging parameter factors such as focal spot size and antiscatter grid characteristics. Further investigation should address their relative effects.
Used in conjunction with other methodologies such as contrast detail analysis or standardized anthropomorphic phantom-based image quality assessment, the eDQE methodology could be applied to assess and quantify the relative performance of digital radiographic imaging systems. However, the evaluation of postprocessing image quality remains an important factor in clinical system performance evaluation and requires attention when attempting to rank the clinical performance of digital radiographic imaging systems. a) Author to whom correspondence should be addressed. Electronic mail: marco.bertolini@asmn.re.it; Telephone: þ39 -0522 -295813; Fax: þ39 -0522 -296392. 
