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ABSTRACT
The transport of hazardous wastes in heterogeneous confining layers was evaluated 
using numerical simulations. The expected configuration of the confining layers was 
defined by Monte Carlo techniques assuming a binary random structure composed of 
pure sand and pure shale zones. Flow and solute transport in the generated configuration 
was determined via a finite element model.
The effective permeability under saturated steady-state flow was dominated by shale 
permeability for higher shale fractions ( >  0.65) and by sand permeability for lower 
shale fraction ( <  0.4). The results agreed well with the numerical result of Desbarats 
[1987] and the analytical results of Dagan [1979]. The effective vertical permeabilities 
were found to be dependent on shale size and naisotropy. Application of the techniques 
to a well in Jefferson Parish, Louisiana suggested that a mean advective penetration into 
confining layer using the injection pressure as an upper bound to the driving pressure was 
only 3m over 10,000 years.
Transport calculations assuming a constant pressure driving force over 10,000 years 
suggested solute transport was controlled by hydrodynamic dispersion (dispersion +  
diffusion) rather than advection for higher shale fractions. Transport calculations 
assuming active injection for only the first 100 years suggested solute transport was 
controlled by diffusion for higher shale fraction. Buoyancy effects associated with 
salinity and temperature variations were negligible for solute transport through confining 
layers with a shale permeability less than 0.01 md.
xv
The results of solute transport of hazardous wastes in heterogeneous confining layers 
suggested that confining layers greater than 300 ft in thickness with shale fractions of 
greater than 0.65 and shale permeabilities of less than 0.01 md would be expected to 




Disposal of hazardous liquid wastes into non-potable deep saline aquifers by deep 
well injection has been practiced for 40 years. This method of disposal has come into 
favor as a means o f waste disposal because o f its relatively low cost. In 1981, about 60 
percent o f all hazardous wastes were disposed o f by deep well injection into non­
portable aquifers confined by layers of shale [Gordon and Bloom, 1985]. According to 
the United States Environmental Protection Agency (EPA), acidic wastes constitute 41 
percent o f all injected wastes and some organic hazardous waste is also injected. Most 
injected wastes are water containing small amount of hazardous materials. As increasing 
volumes o f hazardous materials have been injected into subsurface formations, concern 
for contamination of underground sources of drinking water (USDW) has grown. Much 
o f the concern regarding deep well injection arises from the lack of information available 
on the transportation and ultimate fate o f hazardous materials after injection.
The Resource Conservation and Recovery Act of 1976 (RCRA, Public Law 94-580) 
suggested that all deep-well injection projects be banned by August 1988 unless they 
were shown to be protective o f human health and the environment. With a 1984 
amendment to the Resource Conservation and Recovery Act o f 1976, Congress ordered 
the EPA to review deep well injection disposal o f hazardous waste. EPA proposed that 
hazardous waste disposal by deep well injection be banned unless it can be shown that 
the injected waste will be rendered non-hazardous in the disposal zone or that the waste
1
will remain confined for at least 10,(XX) years [Federal Register, 1987]. In 1988, as a 
consequence of heightened environmental concerns, Congress mandated that this practice 
should henceforth be subject to approval by EPA, and only after the affected companies 
had petitioned the EPA demonstrating that injection could meet certain stringent 
environmental safety criteria.
Louisiana has also passed legislation directed towards controlling the production and 
disposal of hazardous wastes. Included among these measures are LA Act 334 of 1978, 
LA Act 449 of 1979, and LA Acts 795 and 803 of 1984. LA Act 803 prohibits well 
disposal of hazardous liquid wastes after January 1, 1991 unless the hazardous nature of 
the waste can not be reduced by current technology, the wastes can not be reclaimed, 
well disposal is not hazardous to the environment or human health, or no other 
reasonable method of disposal exists [Aubert, 1986].
These regulatory requirements have stimulated a need to address scientific issues 
in the hydrogeology of deep well injection and the transport and fate of injected wastes. 
It is toward these issues that this thesis is directed.
1.1 Scope of Study
Figure 1-1 shows a simple schematic of a deep well injection disposal system. Waste 
is injected into a relatively permeable strata (typically sandstone) confined by lower 
permeability shale. On the bottom of this figure is the pressure increase that the injection 
causes in the strata. The pressure increase is greatest adjacent to the wellbore and is
3
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Figure 1.1 A simple schematic o f a deep well disposal system.
smaller as the distance from the wellbore increases. This pressure increase is one of the 
driving forces for the transport of hazardous waste into confining layers and away from 
the injection zone. The driving forces for the transport o f hazardous waste into confining 
layers are generated by concentration difference, density difference due to temperature 
and salinity variations, and this pressure difference. Since the transport of contaminants 
in the disposal zone, which is assumed to be a  homogeneous sand porous medium, is 
dominated by advection and is rapid compared to transport through the confining layers, 
it is assumed that there will be a uniform concentration profile in the contaminated 
portion of the disposal zone after a short time period. Even though confining layers are 
not completely impermeable in deep well injection systems, flow into confining layers 
is often assumed to be negligible because the permeability of confining layers is much 
smaller than that of the injection zone. The transport mechanisms within the confining 
layers, however, include advection, dispersion, adsorption/desorption and molecular 
diffusion and transport within these layers often defines the risk of deep well injection 
on the drinking water aquifers. Unfortunately, since it takes many years to investigate 
the consequences of the fate and transport of injected wastes in subsurface environments, 
a priori prediction is difficult. The ultimate aim of the research is to develop an accurate 
transport model capable of predicting the movement of the injected hazardous waste 
constituents through a series of confining layers and from the porous formation into 
which it is injected.
Many investigators are increasingly turning to the use of complex mathematical 
models of subsurface fate and transport phenomena [Aris, 1956; Hoopes and Harleman,
1967; Tang and Babu, 1979; Hsieh, 1986; Lindstrom and Boersma, 1989; Chen, 1989]. 
These deterministic models are composed of sets of coupled partial differential equations 
which approximate the dynamics of the subsurface system.
However, the predictive capabilities of these models are limited because the model 
parameters such as hydraulic conductivity, transmissivity and diffusivity are difficult to 
determine. Much of this difficulty stems from the significant natural variability of the 
medium. To overcome these difficulties, stochastic approaches may be appropriate 
[Freeze, 1975; Gelhar and Axness, 1983; Dagan, 1984; Vomvoris and Gelhar, 1990; 
Desbarats, 1990]. In a stochastic approach, useful information is gained about the 
behavior of naturally heterogeneous systems by treating their hydraulic conductivity, 
diffusivity, the resulting head and concentration as random processes described by a 
realistically specified distribution function.
This research describes the configuration of subsurface formation in confining layers 
using a Monte Carlo technique [Freeze, 1975; Black and Freyberg,1987]. The fate and 
transport of hazardous liquid wastes injected into specific configurations are simulated 
with a deterministic model. The deterministic mathematical models for the processes are 
solved numerically either using a Galerkin Finite Element Method or an implicit 
backward Finite Difference Method [Huyakom and Pinder, 1983].
Specific objectives of this research are to:
1. Evaluate the integrity of an expected heterogeneous configuration of confining 
layers using Monte Carlo techniques.
2. Predict vertical fluid movement via steady state flow due to injection pressure
in the expected confining layer configuration.
3. Predict unsteady state solute transport in the expected confining layer 
configuration.
4. Estimate the additional transport resulting from buoyancy driven flow near salt 
domes in subsurface formations.
The vertical movement and solute transport of contaminants in confining layers have 
not previously been modeled in this manner. It is a problem of significant interest for 
operators of the deep well disposal systems. It is hoped that these models will contribute 
to the understanding of the movement of hazardous wastes in deep well disposal systems 
and contaminant transport in other subsurface systems.
1.2 Presentation of Chapters
This dissertation deals with the mathematical modeling of subsurface flow and 
hazardous wastes transport through the subsurface configuration using Galerkin finite 
element methods and finite different methods.
Chapter 2 contains a general literature review of the injection well disposal system 
including injection well techniques, the geology of Gulf of Mexico, and transport 
mechanisms in subsurface formations.
Chapter 3 describes a technique for generating the heterogeneous configuration of 
sand/shale confining layers.
Chapter 4 details the model of subsurface flow due to injection pressure through the
configuration of confining layers. Effective vertical and horizontal permeabilities and 
their probability distributions are predicted with respect to shale fraction in both 2- 
dimensional flow and 3-dimensional flow. In this chapter, the waste injection pressure 
is assumed constant over 10,000 years as a worst case for advective penetration of the 
confining layers. A finite element method is employed to solve the model equations.
Chapter 5 details the model of hazardous wastes transport both with and without 
subsurface flow through the confining layers. The finite element method is applied to 
estimate the transport of hazardous wastes in combination with the flow model of chapter
4. The penetration depth of wastes into the confining layer is estimated by the depth 
exhibiting a health based standard. Acrylonitrile is employed as an example waste 
constituent for purposes of these calculations. In this chapter, the concentration 
difference and/or the pressure difference driving forces are maintained constant for
10,000 years.
In chapter 6, the effect of buoyancy driven flow induced by both salinity and 
temperature differences on hazardous wastes transport through the confining layers is 
investigated. The period of active hazardous wastes injection is assumed to be 100 years, 
and advection due to injection pressure is assumed to be negligible after this time. 
Hazardous wastes transport including buoyancy driven flow is compared with the 




2.1 History of Infection Wells
Deep well injection of liquids began in the 1930s. At that time, it became common 
practice to dispose of saltwater (brine) which usually accompanied oil and gas production 
by injection into underground formations. Deep well disposal o f toxic and hazardous 
wastes from the steel and chemical industries began in the 1950s. This disposal practice 
came into favor in the 1950’s and 60’s as a means of alleviating pollution of rivers and 
lakes [Gordon and Bloom, 1985]. It was found to be less expensive to deposit wastes 
in the subsurface than to pretreat them for surface disposal. This technology evolved as 
the predominant form of hazardous waste disposal in the United States because deep well 
injection is the least expensive method of hazardous waste disposal and generally required 
fewer controls until recently. As indicated in Table 2-1 [Jacobus et al.,1985], average 
disposal cost per ton for injection well disposal in Louisiana is $ 0.54, compared to an 
average landfilling cost o f $ 24.00 per ton, and an incineration cost o f $ 136.00 per ton. 
EPA estimates that disposal of hazardous waste by underground injection costs about $8 
per ton whereas disposal in surface impoundments costs $28 per ton, disposal in landfills 
$50 per ton, and resource recovery, treatment or incineration can cost as much as $718 
per ton [Gordon and Bloom, 1985].
8
TABLE 2-1. Estimated cost for waste disposal/ton on site
9
Method Low 10 % High 10 % Average
Injection Welling $ 0 .0 6 $ 1.72 $ 0.54
Landfill/Impoundment $ 3.00 $94 .00 $ 24.00
Incineration $ 20.00 $ 8,000 $ 136.00
According to the report by Jacobus et al. [1985], Louisiana wells accounted for more 
than 21 percent o f the approximately 12.5 billion gallons of hazardous waste disposed 
of in United States during 1983. Industries within seven Louisiana parishes between 
Baton Rouge and New Orleans produced 13.5 million tons o f hazardous waste during 
1983 of which more than 98% were retained on site and were then handled by either 
deep well injection (73%) or surface impoundment (26%).
Five categories o f injection wells have been established by the Underground Injection 
Control program of the Federal Safe Drinking Water Act [Collins and Kayser, 1985]. 
The categories are:
Class I - industrial and municipal hazardous waste disposal wells, excluding Class 
IV wells;
Class II -brine injection wells, enhanced oil recovery injection wells, and liquid 
hydrocarbon storage wells;
Class III -solution mining wells;
Class IV - disposal wells for hazardous and radioactive wastes, which inject into or 
above formations which contain sources of drinking water (these are now
10
banned);
Class V - any injection well not included in Classes I through IV.
Enormous volumes of liquid wastes have been disposed of underground. Even if this 
disposal practice were stopped immediately, a sufficient volume of hazardous waste has 
accumulated underground over more than 30 years to justify an examination of the fate 
of these wastes. It is possible, even likely, that some hazardous waste materials will 
react ionically with sandstone or with clay impurities within sandstone. Such reactions 
could render the waste immobile, thus permanently confining the waste. Also reactions 
could chemically change the waste, making it non-hazardous. It is also possible that the 
wastes have migrated away from the injection well in the future. As stated in Chapter 
1, this possibility is the focus of the current work.
2.2 Injection Well Technology
Deep well injection entails drilling a well to the depth required to intersect an 
appropriate geologic formation (known as the injection zone), and pumping liquid waste 
that is compatible with the subsurface formations and fluids at a pressure sufficient to 
displace the native fluids, but not so great as to cause fracturing of the strata or excessive 
migration of the waste. Hazardous liquid wastes are injected under pressure into wells 
penetrating porous and permeable sedimentary rock formations such as sandstone and 
limestone. The rock formations are vertically confined by relatively impermeable rock 
strata (usually shale mixed with limestone or clay), referred to as confining layers.
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The main concern in planning hazardous liquid waste injection wells is protection of 
fresh groundwater sources from contamination by the wastes [Galley, 1968; Martinez, 
1979; Pojasek, 1980], Another important concern that has received attention is the 
effect of deep well injection on the integrity of the injection zone and confining layers. 
A candidate aquifer must have adequate volume and petrophysical properties such as 
porosity and permeability. There must be adequate confining layers which restrict fluid 
movement into drinking water zones or into hydrocarbon zones. The area of the 
injection site should have minimal faulting and risk of seismic activity, and should 
contain no unplugged wells. The injection zones are located from about 1000 feet below 
the surface to 10,000 feet below surface depending on the geological characteristics of 
the area.
Hazardous waste streams must usually be pretreated before injection to prevent 
damage to surface equipment and subsurface well casings, and to prevent plugging of the 
injection zone. Pretreatment includes filtration to remove solids and chemical treatment 
to prevent formation of precipitates in the injection zone. Salinity of the injected fluid 
must sometimes be adjusted, as many disposal formations are sensitive to the introduction 
of wastewater. Alkaline waste water has been treated with gasoline to remove 
hydrocarbons before the waste was injected [Athavaley, et al., 1981]. Coffey, et al. 
[1981] described the design of a facility for disposing of caustic wastewater. Their 
design included the use of a buffer solution injected prior to the waste stream to delay 
contact of the injected waste with formation water. It was felt that this method would 
restrict any precipitates from forming near the wellbore. Another facility for
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underground disposal o f effluent from a geothermal power plant was described by Owen, 
et al. [1979]. This design removed supersaturated ionic species and residual suspended 
solids from brine prior to disposal. Chemical plant wastewater at another site was 
pretreated by removal o f suspended solids and adjustment o f pH (making this waste non- 
hazardous as per RCRA guidelines), then disposed of underground [Dugas and Reed, 
1978]
A properly designed injection well should transport liquid waste into the injection 
zone without leaking along the borehole, and with minimum corrosion o f well materials. 
The main forms of assurance against leakage that are incorporated into the injection 
operation are the well design, the materials used to construct the well, and the well 
monitoring system.
EPA criteria for deep well disposal wells address all aspects o f  the wells from design 
to operational monitoring [Smith, 1979]. Disposal wells must be designed to prevent the 
escape of wastes via (1) inadequate confining beds, (2) unplanned hydraulic fracturing 
o f confining layers, (3) displacement o f saline water into a potable aquifer, (4) migration 
o f injection liquid into a potable water source, (5) upward migration of waste liquid from 
the injection zone along the outside o f well casing, (6) escape into a potable aquifer due 
to wellbore failure, and (7) vertical migration and leakage through abandoned or closed 
wells in the vicinity. Additionally, leaks in the confining layers due to dissolution 
channels and shrinkage cracks induced by geochemical reactions o f wastes must also be 
avoided.
The Underground Injection Control (UIC) portion of the Federal Safe Drinking
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Water Act provides protection for present and future sources of drinking water. 
Whiteside and Raef [1986] interpreted the UIC regulations as follows: Disposal 
formations must be saline aquifers containing at least one percent (10,000 mg/L) total 
dissolved solids (TDS). This criterion may be waived if  (1) the aquifer contains greater 
than 3,000 mg/L TDS and less than 10,000 mg/L TDS, (2) the aquifer is not currently 
a source of potable water, and (3) the aquifer cannot in the future serve as a source of 
potable water.
The UIC regulations require a disposal well to be completed with three casing 
strings, a conductor pipe, a surface casing and a  protection casing. The largest diameter 
casing, the conductor casing, may either be driven into the ground, or cemented in a 
drilled hole. The purpose of this casing is to seal shallow water zones and protect 
against loss of circulation during subsequent drilling operations. The second casing 
string, the surface casing, is set in the well at a  depth corresponding to the 3,000 mg/L 
TDS water. The surface casing should be cemented up to the surface and should be 
pressure tested upon curing. The smallest diameter casing, the protection casing, must 
be set to at least the 10,000 mg/L TDS water depth. This casing also is cemented up to 
the surface, and provides some redundancy in protection of drinking water zones. 
George and Thomas [1986] compiled a comprehensive cementing technique for use in 
disposal wells. Injection tubing is installed inside the protection casing. Injection tubing 
may terminate at a packer, which provides a  physical pressure resistant barrier to the 
movement of injected fluids into the case-tubing annulus. Figure 2-1 is a diagram of a 








Figure 2.1 Schematic o f a disposal well utilizing a packer seal [Klemt et al., 1986].
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provide the barrier to movement o f injected fluids into the casing-tubing annulus as 
shown in Figure 2-2. However, a packer seal design o f an injection well is mainly used 
for hazardous waste disposal. Before injection begins, completion techniques such as 
sand screen installation or gravel packing may be used to prevent the migration of 
formation solids into the disposal wellbore.
The UIC regulations also provide monitoring requirements for disposal wells. 
Continuous recordings must be made of injection pressure, flow rate, volume injected, 
and casing-tubing annulus pressure. Maximum allowable injection pressure is determined 
by fracture leak-off tests or by the use o f fracture pressure correlations. Annulus 
pressure is maintained above injection pressure, so that any leaks occur from the annulus 
into the injection tubing rather than vice versa. Most disposal well installations use 
sacrificial corrosion-monitoring plugs in the injected stream to predict tubing replacement 
time and evaluate replacement materials.
Mechanical integrity o f waste disposal wells must be demonstrated initially and every 
five years for the working life o f the well. UIC mechanical integrity includes (1) no 
leaks in the casing, tubing, or packer and (2) no vertical fluid movement into a source 
of drinking water. Leak detection can be accomplished by pressure tests on the annulus. 
Vertical migration can be detected or inferred by logging techniques such as acoustic 
cement bond logging, temperature logging o f deviations from an area’s geothermal 
gradient due to fluid flow, and noise logging to detect casing leaks. One o f the most 
common logging techniques for leak detection is the radioactive tracer log, although this 
method is not mentioned in the UIC regulations.
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Figure 2.2 Schematic o f a disposal well utilizing a fluid seal [Klemt et a l., 1986]
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EPA conducted a survey of the hazardous waste injection industry and the results 
were reported by Brasier [1986]. The EPA reported an average disposal well depth of 
4,000 feet, the average separation of the disposal zone from aquifers containing less than 
one percent TDS is 2,800 feet and 66% o f injection zones are sand or sandstone with a 
shale confining layer, All disposal wells contain tubing and at least two casing strings. 
Most o f the wells utilize a packer. The packer-less wells rely on a fluid seal to separate 
the casing-tubing annulus and the injection fluid.
2.3 Gulf Coast Geology
Possibly the most important activity in designing a waste disposal well is the site 
selection. Fortunately, an extensive body of geologic information exists, provided by the 
petroleum industry, on virtually all areas where underground waste disposal is feasible. 
A disposal formation can be chosen based on subsurface data for a particular area, and 
then the following criteria, established by the EPA, can be applied: (1) uniformity of 
disposal medium, (2) large areal extent, (3) substantial thickness, (4) high porosity and 
permeability, (5) low pressure, (6) saline connate water, (7) separation from potable 
water, (8) adequate barriers to water above and below the zone o f interest, (9) no 
inadequately plugged wells nearby, and (10) compatibility o f the mineralogy and fluids 
of the reservoir with the injected wastes.
Most o f the deep well sites are located along the Gulf Coast and near the Great 
Lakes. About two-thirds o f the sites are in Louisiana and Texas, major oil producing
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states. These wells are receiving about 90 percent of the injected hazardous wastes. 
Most of these wells are operated by chemical, petroleum refining and petrochemical 
companies.
The most popular locations for hazardous waste injection operations have been the 
oil and gas producing regions where abundant macroscale subsurface geological data are 
available. However, very little information may be available describing the microscale 
geochemical parameters that affect the ability of formations in a specific region to accept 
and contain hazardous waste. The absence of appropriate information significantly 
increases the uncertainty associated with injection of hazardous wastes.
The subsurface geology of the Gulf Coast in southern Louisiana is characterized by 
alternating sand-shale sequences layers of fluvial and marine deltaic sedimentary deposits. 
The sand-shale deposits that can be reached by drilling range in age from Oligocene to 
Recent [Bray and Hanor, 1990] and as such are relatively young, geologically. The 
principal geological structure underlying the area, the Gulf Coast Basin, consists of over 
ten thousand feet of the deposits of Pliocene - Miocene age. The Pliocene - Miocene age 
deposits consist of interfingering beds of fine to medium sands, and shales. The nature 
of the Miocene sediments makes them favorable candidates for waste injection. Thick, 
highly porous and permeable deltaic sandstones are sandwiched between massive wedges 
of very low permeability shales that act as hydraulic barriers. On a broad regional basis, 
many of the sand units utilized for underground injection can act as natural containment 
vessels that do not extend to the surface. In the Gulf Coast region, zones suitable for 
waste disposal are composed primarily of sandstone, which typically exhibit the necessary
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permeability and porosity such that large quantities of fluid can be injected [Latil, 1980]. 
Often, these reservoirs are not pure sandstone, and may be streaked with another 
sedimentary rock, such as shale, or the sandstone matrix may contain some concentration 
of impurities, such as clays. Another common geologic structure in the Gulf Coast 
region is subsurface salt domes. Salt domes exist in various sizes and shapes, and are 
often a basis of geologic traps for petroleum, as the impermeable salt has pierced and 
deformed near-by fluid bearing sedimentary strata.
The geology of subsurface formations can be estimated by the standard techniques 
of spontaneous potential (SP) and resistivity logs. The lack of sufficient data, however, 
can often prohibit a correlation between boreholes. From simultaneous use of resistivity 
log and spontaneous potential curve, the potential for maximizing the accuracy of the 
geological information such as salinity and shale fraction can be obtained.
The injection zone is a geological formation or group of formations or a part of a 
formation receiving fluid through a well, and would include both the sands receiving the 
fluids and both intervening and overlying less permeable shale layers that are sufficient 
to contain injected fluids. The layers within the injection zone should be conformable, 
and as such they are continuous throughout a several mile along the Gulf Coast [Morton 
et al, 1983]. All of the permitted injection intervals in an industrial injection facility are 
separated from overlying and underlying units by thick, relatively impermeable shale 
layers.
Since the stratigraphic sequence is conformable, it can be assumed that the injection 
zone shales would have a similar configuration as that of the overlying shales. The
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confining zone, in general, consists of a thick shale interval interspersed with sand and 
silt layers that extends from the base of the overlying buffer aquifer/aquiclude sand and 
shale sequence to the top of the injection zone. The gross thickness of the confining 
zone ranges from 550 ft to 900 ft within the area of Southern Louisiana. The net 
impermeable shale thickness included within the confining zone ranges from 250 ft to 
675 ft in thickness.
The multiple sand and shale interbeds that extend from the top of the injection zone 
to the base of the lowermost underground source of drinking water (USDW) constitute 
an additional safety feature to the confinement already provided within the injection zone. 
This redundant protection arises from two properties of the multi-layered system: first, 
any hypothetical movement through the impermeable layer(s) would significantly reduce 
the vertical driving force of the fluid, and second, the more permeable sand layers would 
horizontally disperse any residual driving force.
The absence of faulting or intensely deformed structures within the stratigraphic 
sequence provides additional evidence for the suitability of the injection zone. The 
structural conformity of multiple stratigraphic horizons is indicative of "layer cake" 
geology that represents the ideal subsurface configuration for deep well injection.
Some of the clays present in sandstone formations are active clays and react 
preferentially with certain ions and other molecules [Bourgoyne et al., 1986]. Typically, 
Na-Montmorillonite, the major mineral in bentonite, reacts with water, a polar molecule, 
as follows: When bentonite is brought into contact with fresh water, the water molecules 
hydrate the sodium ions and displace the ions from the surface or interlayers of the
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crystals in bentonite. The hydrated ions and water molecules are physically much larger 
and cause the bentonite structure to expand about 10 to 12 times its unreacted size. This 
hydration is reversible and responds differently to varied ions in solution, thus explaining 
why some sandstone formations are sensitive to the introduction of freshwater. 
Expansion or swelling o f clays in the presence of fresh water inside a sandstone matrix 
can result in a drastic reduction in the permeability o f the sandstone, as the physically 
larger clay molecules take up more space in the pore channels within the sandstone. 
Other reactions can cause the clay to become a ’migratable fine’ and physically plug pore 
spaces. Inorganic ions that react to change the volume o f bentonite are sodium, 
potassium, calcium, and some acids and bases. Organic molecules may produce similar 
effects depending on the magnitude of their dielectric constant. Waste streams can 
contain all o f these ionic species, various organics, and heavy metals.
2.4 Mechanisms o f Transport in Subsurface Formations
The principal processes that influence the transport behavior o f an organic hazardous 
waste in subsurface formations are believed to be advection, dispersion, diffusion, 
sorption and transformation [Freeze and Cherry, 1979; McCarty et al., 1980; Roberts 
et al., 1982]. Advection, dispersion and diffusion describe the role of hydrodynamics 
in governing the rate o f movement and the dilution of a solute. Sorption, or partitioning 
of a solute between the liquid and solid phases, results in the attenuation of liquid phase 
concentrations without changing the total (solid +  liquid) concentration, and also in the
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retardation of movement relative to the subsurface fluid flow. Transformation, either by 
chemical reaction or microbiological interaction, results in a change in the total mass of 
the compound. Such processes as ion exchange, oxidation, reduction, hydrolysis, 
cyclization and biological transformation are all possible means of rendering the wastes 
nonhazardous or more hazardous. In general, however, transformation reduces the total 
mass of contaminants and retards the transport rate of contaminants. In order to estimate 
the presumed upper bound transport rate, the focus of this study is on the transport 
processes through confining layers without considering transformation processes.
Since, in this study, the subsurface formation of confining layers is modeled on the 
macroscale as binary random structures composed of either pure sand or pure shale, the 
physical properties affecting transport processes in subsurface formations such as 
permeability, diffusivity and partition coefficient between hazardous wastes and 
subsurface formations is considered for pure sand and pure shale.
2.4.1 Advection
In fluid flow through porous media, viscous resistance to flow is summarized 
mathematically by Darcy’s law. Darcy’s law states that the velocity of a homogeneous 
fluid in a porous medium is proportional to the pressure gradient and inversely to 
viscosity, or
from continuity under steady state conditions,
(2-2)
V • v = -V  • (K VA) = 0
where v : the interstitial velocity 
k : permeability 
p : fluid density 
g : the gravitational constant 
p : viscosity 
e : porosity 
h : the hydraulic head 
K : the hydraulic conductivity ( =  kpg//x)
Equation (2-2), supplemented by appropriate boundary and initial conditions for h, 
is the basic tool for mathematical modeling of injection waste flow. Traditionally, 
porous formations were regarded as homogeneous with constant permeability, k, taken 
to be equal to some average value determined with the aid of field tests. Permeability 
is a measure of the ability o f a  fluid to flow through a porous medium. The solutions 
to the equation of flow for these homogeneous properties in simple geometries exist in 
classical texts [Bear, 1972; Carslaw and Jaeger, 1956].
However, homogeneous porous formations rarely exist in natural systems. Finding 
solutions for flow in these heterogeneous field situations requires the use of sophisticated
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procedures which are expected to be based on stochastic concepts [Bakr et.al., 1978; 
Gutjahr and Gelhar, 1981; Silliman and Wright, 1988].
According to Freeze and Cherry [1979], the range of values of permeability is from 
10"4 and 10*8 darcy for shale and from 1 to 10*5 darcy for sandstone. Constant and 
Dwight [1989] carried out laboratory experiments to measure the permeability of shale 
samples from Gulf of Mexico under formation pressures. They found that the 
permeability range of those samples was 5.5 x 10'7 to 4.5 x 10'9 darcy.
2.4.2 Diffusion / Dispersion
Molecular diffusion resulting from variations in contaminant concentration within the 
liquid phase takes place in the absence of motion. Effective diffusivity in subsurface 
formations can be expressed by dividing molecular diffusivity by the tortuosity or 
effective path length of the formations and multiplying by the porosity. Defined in this 
manner, tortuosity is dimensionless and always greater than one. Tortuosity was 
measured by Winsauer et al. [1952] in sandstone. Typical sandstone tortuosity values 
for the Winsauer correlation range between 3 and 12.5. Millington and Quirk [1961] 
mentioned that the ratio of effective diffusivity to molecular diffusivity in sandstone or 
sand is inversely proportional to e4/3. Clay and shale are not easily manipulated for 
experimentation to measure tortuosity. Barker and Foster [1981] calculated tortuosities 
from 5.88 to 50 based on diffusion coefficients for Cl* in chalk samples. Katsube et al.
[1986] calculated tortuosity values ranging from 5.26 to 50 for diffusion experiments on
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crystalline rocks. Berner [1980] asserted that the geometric correction factor for shales 
could be estimated as porosity cubed. Berner's geometric correlation factor is analogous 
to the inverse of tortuosity. For this work the effective diffusivity for sand was assumed 
to be given by
An (2-3)D -  = D e^3eff m
and for shales
Dtff = Dm e
3 (2-4)
Probably the most controversial aspect of the advection-dispersion theory of transport 
is the dispersion phenomenon. Dispersion describes the volume-averaged deviations of 
concentrations from those predicted by the mean motion alone (spreading and dilution). 
The spreading and dilution usually is due to two processes. The longitudinal spreading 
is due to the fact that fluid in the center of a pore moves faster than fluid near the wall 
of the pore. The transverse spreading is due to branching of the flow around individual 
grains.
Since dispersion had been observed by Slichter [1905], who used an electrolyte as 
a tracer in studying the movement of ground water, many researchers have studied 
dispersion and attempted to quantify it. Taylor [1953] approached the problem as the 
displacement of fluids in a tube and introduced the idea of dispersion being a Fickian 
process. Aris [1956] expanded this approach to a bundle of tubes. Scheidegger [1961]
suggested a linear relationship exists between the dispersion coefficient, D, and the 
average solution velocity, v, as long as mechanical mixing is the predominant dispersion 
process. The equations as given by Bear [1972] describing this relationship are
D l =  <*l V 
D|* ■— tt f  v
(2-5)
(2-6)
where DL is the longitudinal dispersion coefficient in the direction o f flow, DT is the 
transverse dispersion coefficient perpendicular to the flow direction, a Lis the longitudinal 
dispersivity, and aT is the transverse dispersivity.
The classical model o f  hydrodynamic dispersion is developed at the scale o f a 
representative elementary volume and leads to a diffusive, or Fickian, model o f transport. 
As the scale o f the field problem increases, apparently so does the dispersivity value 
necessary to calibrate the models [Matheron and DeMarsily, 1980; Smith and Schwartz, 
1980]. This has prompted some researchers to doubt whether dispersion should be 
represented by a Fickian process [Fried, 1975; Dagan, 1982]. It is generally assumed 
that the dispersion does not become a Fickian process until after a  certain length o f time 
of transport [Matheron and DeMarsily, 1980; Dagan, 1982, 1984; Guven et al., 1984],
The components o f the hydrodynamic dispersion tensor have contributions from both 
mechanical dispersion and molecular diffusion. The principal values o f the dispersion 
tensor are given by
Dx — a x vz +  D e(T 




Recently, Neumann [1990] investigated the universal scaling of dispersivities in 
geological media. He showed that the data of dispersivity from laboratory and field 
tracer studies in porous and fractured media increased with the characteristic length scale 
for both Fickian and non-Fickian dispersion in porous media. The range of the apparent 
longitudinal dispersivity is usually from 0.01 m to 100 m. The multi-valued dispersivity 
poses difficulty in the use of analytical or numerical predictive models of solute transport 
based on the advection-dispersion mechanisms.
2.4.3 Sorption
For this work, it is assumed that no chemical reactions occur, but that 
adsorption/desorption may occur. It is further assumed that the adsorption process is fast 
and reversible and that the adsorption equilibrium between hazardous wastes and shales 
is related by a linear partition coefficient (KJ. The concept that the transport o f organic 
solutes in soils and aquifers is retarded by sorption is well understood [Bear, 1972; 
Freeze and Cherry, 1979]. The migration of a sorbing solute in the subsurface is 
retarded relative to the movement of a solute by a factor known as the retardation factor, 
Rf [Freeze and Cherry, 1979]. The retardation factor in a homogeneous, isotropic, 
saturated, porous medium is given by
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R, = 1 .  (2-9)
1 c
where pb is the bulk mass density of the porous medium, e is the porosity and Kj is the 
partition coefficient. The retardation factor Rf represents the velocity of the subsurface 
fluid relative to that of the primary substrate. Generally, for different soils and aquifer 
materials pb and e do not vary significantly and Kd varies: therefore Rf depends most 
strongly on Kj. The case in which K,, =  0 shows the zone occupied by a hazardous 
waste that is not affected by adsorption/desorption. For K<, values that are much larger 
than 1, solute mobility is very limited. Since sorption in sand regions is much smaller 
than that in shale zones [Karickhoff et al., 1979], it is neglected.
In order to estimate a linear partition coefficient, the organic carbon partition 
coefficient is used for hydrophobic organics because it is chemical specific (essentially 
independent of soil conditions) and is directly related to soil and sediment sorption. The 
organic carbon partition coefficient, which indicates the tendency of an organic chemical 
to be adsorbed, is expressed as the ratio of amount of chemical adsorbed per unit weight 
of organic carbon to the chemical concentration in solution at equilibrium.
g  _ mg adsorbed /  Kg organic carbon (2-10)
00 mg dissolved /  { solution
A linear partition coefficient can be described by the product of the organic carbon 
partition coefficient and the organic carbon content in soil.
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2.4.4. Buovancv Driven Flow
Motion o f fluid induced by buoyancy in saturated porous media is an important 
mechanism o f solute transport. The phenomenon of mass transfer driven by both 
temperature and concentration differences across the confining layer has been applied to 
analyze the buoyancy driven flow near salt domes [Hanor, 1987, Evans and Nunn, 
1989].
The flow model consists o f the usual incompressible flow assumption coupled with 
the Boussinesq approximation whereby the density variations are neglected everywhere 
except in the buoyancy term of the momentum equation. The volume- averaged flow 
through the pores is assumed to be slow enough so that it obeys Darcy’s law. The 
equations governing subsurface flow, heat, and mass transport in a porous medium are 
derived from equations for heat and mass conservation and constitutive flow laws. For 
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where u and v are velocities in x- and z-direction, k  is the intrinsic permeability o f the 
formations, p. and p are the viscosity and density o f fluid, ot is the thermal diffusivity, 
D is the effective dispersion coefficient for solute through the saturated medium, P is 
pressure, g is the acceleration o f gravity and T and C represent temperature and solute 
concentration o f fluid.
The fluid density which depends on temperature and concentration is expressed by 
utilizing the Boussinesq approximation and the linearized equation of state o f the form
P (C ,7 ) = p„[l+PI<7--7>pc<C-C„>] (2' 15)
where iST is the thermal expansivity of water; /8C is a concentration analog to 0r; and p0 
is the reference density o f water at temperature Tc and concentration C0.
From Equations (2-12) and (2-15), Darcy’s flux due to buoyancy driven effect can 
be expressed as follows:
kgpa (2-16)
v -  -  — p  [ - p ^ r - r ^ - p ^ c - c ^ ]
where the pressure distribution in flow domain is assumed to be hydrostatic (i.e. P =  
Pogz)-
CHAPTER 3 
MODELING THE SUBSURFACE CONFIGURATION
3.1 Introduction
Most subsurface formations in deep well injection systems display significant 
variations o f the physical properties such as permeability, dispersion coefficient and 
porosity because subsurface formations consist o f a complicated structure with sand-shale 
sequences. Among those parameters, permeability is perhaps the single most important 
property affecting the transport in subsurface formations. Since little information may 
be available describing the structure of a specific region, it is almost impossible to 
determine the variability o f these physical properties in subsurface formations. Hence, 
the predictive capabilities of the transport phenomena in subsurface formations is limited.
To overcome these difficulties, stochastic approaches using random physical 
properties may be appropriate to describe the configuration of subsurface formations 
based on well logging information. In recent years, this problem has enjoyed renewed 
attention using statistical techniques to predict the structure o f subsurface formations 
which consist o f low permeability shale and high permeability sand [Haldorsen and Lake, 
1984; Desbarats,1987]. Since the variations of permeability within sand or shales are 
much smaller than the difference between them, the configuration of sand-shale 
formations is important in defining transport processes in subsurface formations. 
Haldorsen and Lake [1984] proposed a  Monte Carlo technique for generating the
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synthetic subsurface formation in sand-shale formations. They used the empirical 
cumulative distributions of shale thickness and width to decide the size of a stochastic 
shale zone. The center of a shale zone is assumed to be located randomly.
In this study a hypothetical confining layer in a deep well disposal system is generated 
by using a Monte Carlo simulation. The approach in the current work is a modification 
of Haldorsen and Lake’s [1984] technique. It is not necessary to postulate empirical 
cumulative distributions for shale thickness and width which are not easy to get from the 
field. In the current work, the shale fraction as a function of depth is assumed available 
from well log data to generate the hypothetical configuration of confining layers.
3.2 Subsurface Formations
3.2.1 Shale Statistics
Many depositional environments give rise to isolated or suspended sands. In fluvial 
systems, individual sand bodies will generally be elongated with the long axes more or 
less parallel to the direction of deposition. A series of sand bodies entirely isolated by 
intervening shale or silt, distributed areally and vertically will be the result. Due to the 
large degree of variability in the formation, very little is revealed about its lateral 
structure by typically spaced investigative drilling. Hence, it is necessary to develop a 
stochastically generated configuration.
Prior to the stochastic modeling of the subsurface formation, it is important that all
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core, log, and other relevant data are obtained in order to form a solid basis for the 
stochastic distribution. The most reliable approach for the generation of a  formation is 
to use stochastic means with assumptions for shale size and configuration combined with 
well observations. A statistical assessment o f lateral connectivity can be made for sand 
bodies in a shale mass as in fluvial deposits common in the Gulf Coast. Haldorsen et al.
[1987] described stochastic computer experiments evaluating the fraction of sands drained 
by a well in a two-dimensional configuration of sand bodies. They showed that the 
connectivity of sand bodies decreases rapidly when sand percentage drops below 40-50 
percent. Flow within sections characterized by low sand fraction must ultimately cross 
shale regions. Morton et al. [1983] found that the lateral dimensions of Quaternary Gulf 
Coast sands are much greater than the thickness of the sands. The sand body inventory 
of the Texas Frio Formation [Galloway et al., 1982] shows that in most depositional 
settings, with the exception of barrier complexes, sand percentages are typically less than 
35 %.
The most important information needed to generate the configuration o f a subsurface 
formation is the statistics of shale thickness, shale width and shale fraction. An empirical 
shale fraction as a function of depth can be determined from the observed well log data 
using gamma ray and spontaneous potential. The well log can also identify layers and 
layer thickness. The lateral dimension of the shale regions remain unknown. The shale 
width distribution is assumed modeled by a triangular distribution function which can be 
specified by a maximum, a minimum, and a most probable value. For each layer, the 
width of shale zones is randomly decided using the triangular distribution function,
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and the position of shale zones are randomly decided, and then shale zones are filled 
until ratio of shale area to layer area reaches a specified shale fraction.
3.2.2 The Triangular Distribution
If enough data are available to determine the distribution function governing the 
desired subsurface parameter (in our case, shale width), statistical parameters such as the 
mean and the standard deviation of the distribution can be determined and used to predict 
the variability in the formation. There are, however, little reliable data to define 
parameter distributions. Sprow [1967] outlined the requirements for a  characteristic 
function that would estimate a probability distribution without a large sample 
requirement:
1) A few parameters should be enough to describe the whole distribution.
2) The function should be able to account for skewness (not restricted to 
symmetrical distribution).
3) The function should be amenable to mathematical analysis.
Both uniform and triangular distributions have been frequently used in probability models 
[Smith, 1968]. The uniform distribution can be described by two parameters, the mean 
and the standard deviation. This distribution is mathematically tractable without 
accounting for skewness. The triangular distribution, however, which can be also 
described by the mean and the standard deviation does account for skewness. The 
distribution can be simply described by three estimates, the highest expected value (Xh),
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Figure 3.1 Selecting random values from a  triangular distribution [McCray, 1975].
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the lowest expected value (X J , and the most probable expected value (Xm). This 
distribution was employed to estimate shale widths. Haldorsen and Lake [1984] also 
employed a triangular distribution function but in the absence of well logging they were 
also forced to randomly generate shale layer depth. The procedure o f using the 
triangular distribution is illustrated in Figure 3-1. From the triangular distribution 
cumulative probability can be generated. One-to-one correspondence is taken between 
cumulative probability and an uniformly distributed random number. Hence, given a 
generated random number, the width of a stochastic shale can be obtained from 
cumulative probability.
When a uniformly distributed random number is less than (Xm-Xl)/(Xh-Xl), the value 
of the distributed parameter, X, is given by
X  =  X L *  J (X „ -X J lX „ -X J R S (3-1)
When a uniformly distributed random number is greater than (XM-XL)/(XH-XL), the 
value of X is given by
X  =  x „  -  jVCa -X u'K.XB- X , ) a  -R„) (3-2)
It is o f course true that not all random variables are well represented by a triangular 
distribution, but it is a reasonable approximation for shale zone aspect ratio given the 
uncertainties in the geophysical parameters. Given that the shale width in the 
depositional environment should be much longer than its height, the lowest expected 
aspect ratio was taken to be one.
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3.2.3 The Monte Carlo Technique
Monte Carlo technique is a method of statistical trials or random procedures used in 
obtaining the approximate solution of physical and mathematical problems. In this work, 
Monte Carlo methods are used to generate a distribution of possible subsurface 
configurations of sand and shale zone.
Monte Carlo techniques are used to solve the stochastic problem by repetitively 
solving a set of deterministic problems, each of which is an equally probable 
representation of the response of the real heterogeneous medium. In the Monte Carlo 
technique, the uncertainty resulting from the variability of each input variable is 
determined by the effect on the variability of the output variables.
For steady state subsurface flow, in order to generate a hypothetical subsurface 
configuration, bivariate hydraulic conductivity values for sand and shale are randomly 
selected from the probabilitic model that describes the spatial variability. Sequential 
generations of the configuration of subsurface formation using bivariate hydraulic 
conductivity values are defined and subsequent deterministic solutions o f the flow 
equation for each configuration of sand-shale formation are obtained. Because each 
output is an equally probable response of the flow system, the probability distribution of 
output from the set o f Monte Carlo simulations can be analyzed to obtain estimates of 
the output distributions of hydraulic head. The probability distribution of hydraulic head 
in the subsurface reflects the stochastic properties o f the model prediction because of the 
heterogeneity of the flow domain.
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The uncertainty in the predicted hydraulic head values increases with an increase in 
the standard deviation in the hydraulic conductivity distribution. Since there is a large 
uncertainty in hydraulic conductivity in a sand-shale formation, the Monte Carlo 
technique is required rather than perturbation methods, which are limited to small input 
uncertainties. However, this technique has the disadvantage that it may require large 
amounts o f computer time.
3.3 Generation of the Subsurface Configuration
The following assumptions apply to the two-dimensional stochastic configuration of 
confining layers.
1) Confining strata are divided into several layers as defined by well logging data.
2) The shale fraction at wellbore is a representative value for the cross section of 
the layer.
3) The width and position o f stochastic shales are random and independent of other 
shales.
4) The thickness o f stochastic shales is equal to the layer thickness.
Figure 3-2 is a flowchart of a computer algorithm describing the generation o f a 2- 
dimensional configuration of confining strata. Input data included shale fraction, shf, the 
dimensions o f the confining strata, the thickness of each layer within the confining strata, 
and the parameters defining the shale width distribution. Two random numbers were 
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Flow chart of the generating scheme o f the hypothetical configuration 
o f confining strata.
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was decided by a uniform random number. The width of shale zones was randomly 
decided between the lowest limit aspect ratio of width to thickness of shale zone and the 
highest limit aspect ratio using triangle distribution function. The distribution of the 
desired shale fraction within a layer was determined by random placement of irregular 
rectangular shale zones within an initially sand-filled confining media. Random 
placement o f the shale zones was continued until the shale fraction in each layer and the 
whole confining strata reached the desired level. Laterally overlapping shale zones were 
possible in the random placement algorithm and the estimation of the shale fraction was 
corrected to avoid double counting o f this shale. In applying the approach to a particular 
site, well logs were used to obtain the information of the thickness and shale fraction of 
a given layer.
Haldorsen and Lake [1984] suggested a similar approach that generated a 
configuration of 2-dimensional sand-shale formations with a specified fraction of shale 
using statistical techniques. It is necessary to employ a large number of elements to 
determine the configuration of the subsurface with their techniques. In this study, we 
modify their techniques to reduce the number of elements and to allow for lateral 
overlapping. The thickness of shale is inferred from the actual well log data while the 
position and width of the shale are assigned randomly. In Haldorsen and Lake [1984], 
however, the thickness and width of shale were sampled from an empirical cumulative 
distribution, while the position of shale was assigned randomly.
Most researchers show that the lateral dimension of the shale is much greater than 
its vertical dimension [Galloway et al., 1982]. This would be expected if the shale was
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placed in a depositional environment. Haldorsen and Lake [1984] show that the effective 
vertical permeability increases with the ratio of width to thickness of shale zone from 1 
to 15 and these permeabilities do not change if the ratio is below 1. These ratios are also 
used by Desbarats [1987] to investigate the effect of anisotropy on effective horizontal 
and vertical permeabilities. The ratio of width to thickness of the shale zone is defined 
as an aspect ratio. For a triangular distribution function the upper limit of aspect ratio 
considered here is from 1 to 30. If the aspect ratio of width to thickness is assumed to 
be unity, however, an upper bound to the effective permeability and transport rates 
should be expected.
Since lateral overlapping is allowed, a procedure rearranging the number of nodes, 
the number of elements, and the coordinates of nodes in each layer was established to 
handle this adjustment. The hypothetical confining layers for two different shale 
fractions are shown in Figure 3-3 and Figure 3-4. In these Figures, white and dark 
regions represent sand and shale zones, respectively. There are continuous high 
permeability sand veins in the configuration of confining strata corresponding to shale 
fraction of 0.31 (Figure 3-3). When shale fraction is 0.64, however, all sand zones are 
isolated by shale regions so that transport paths through sand veins may not exist. As 
expected, the degree of overlapping and isolated sand zones increase as the shale fraction 
goes up.
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Figure 3.4 Hypothetical confining strata when shale fraction is 0.64.
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CHAPTER 4
MODELING OF SUBSURFACE FLOW IN CONFINING LAYERS
4.1 Introduction
In order to predict underground waste movement and the ultimate fate of the waste, 
knowledge of the confining strata parameters such as porosity, storage coefficient, and 
permeability is required. Among those parameters, permeability is perhaps the single 
most important property affecting subsurface flow. Since most natural subsurface 
formations display a significant variation of permeability due to heterogeneity, 
considerable effort has been devoted to the problem of estimating effective permeability 
when the local permeability is spatially variable. Up to now, two main approaches have 
appeared in the literature to provide stochastic predictions for effective permeabilities in 
heterogeneous porous media: numerical methods based on Monte Carlo simulations 
[Warren and Price, 1961; Smith and Freeze, 1979 a,b; Silliman and Wright, 1988] and 
analytical methods based on perturbation theory [Bakr et al., 1978; Dagan, 1979; Gelhar 
and Axness, 1983], While the most desirable estimate of subsurface flow is obtained 
using an analytical solution, a spectral analysis method based on small perturbations in 
permeability is inappropriate for the assessment of problems in which the input variables 
have a large variance.
Several researchers [Warren and Price, 1961; Matheron, 1967] found that the most 
probable behavior of a heterogeneous system approaches that of a homogeneous system
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with an effective permeability equal to the geometric mean of the individual 
permeabilities. Desbarats [1987] numerically estimated effective permeabilities in a sand- 
shale formation under steady state uniform flow conditions. He found that the effective 
permeability of a finite flow field was a function of the shale volume fraction, the spatial 
correlation structure, and the flow field dimensionality. For the case of binary 
permeability distribution and an isotropic formation, Desbarats’ numerical results were 
found to agree fairly well with a self-consistent formula for effective permeability derived 
by Dagan [1979]. Kramers et al. [1989] used petrographic image analysis to characterize 
the gas reservoir systems for low shale fractions. Characterization of the heterogeneous 
shale formation using a finite element method (FEM) model to simulate fluid flow has 
shown that the shale significantly reduces the permeability of these zones. However, the 
effective vertical permeabilities are relatively high compared to the results of Desbarats 
[1987] or Dagan [1979].
To estimate the effective horizontal and vertical permeability, Haldorsen and Lake 
[1984] develop an analytical expression based on a stream tube concept for each grid 
block in the simplified flow field. The stream tube approach relates effective 
permeability to the tortuosity of flow paths through the medium. Begg et al. [1985] 
revised this approach significantly to get the steam tube formula for effective vertical 
permeability without generating a synthetic subsurface formation.
The current approach uses a numerical simulation of the flow in the Monte Carlo 
generated configuration to determine the effective permeability. By generating large 
numbers of configurations, the statistics of the effective permeability distribution can be
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defined. The confinement zone was modeled as a combination of binary random 
structures composed of either pure sand or pure shale. The effective permeability of 
each hypothetical configuration was evaluated by solving the steady-state, incompressible 
ground-water flow equation via a finite element method. The expectation value and 95 % 
confidence limits of effective permeability in the actual subsurface configuration were 
assumed represented by the statistics of the ensemble of hypothetical configurations.
4.2 Subsurface Flow in Subsurface Formations
Subsurface formations in deep well disposal systems consist o f injection (disposal) 
zone and confining layers. During injection of hazardous wastes into the relatively 
permeable injection zone, the permeability of confining layers is generally assumed to 
be negligible. The injection zone is assumed homogeneous and radial flow from the 
injection well can be estimated with an analytical model. The flow into the confining 
layers can be solved numerically employing either the observed pressure distribution in 
the injection zone, or, as in this case, by using the maximum injection zone pressure as 
a worst case.
4.2.1 Subsurface Flow in Injection Zone
The physical model of the injection zone assumes that the flow field is generated by 
charging hazardous wastes at a constant volume rate into a homogeneous, isotropic
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medium of infinite horizontal extent. The injection zone is confined by two horizontal 
confining layers. Confining layers may be not completely impermeable in a deep well 
injection system. However, since the permeability o f confining layers is much smaller 
than that of the injection zone, the effect o f flow going into confining layers is assumed 
to be negligible for this portion of the analysis.
The steady state interstitial velocity at any radius r in the injection zone is obtained 
from the continuity equation
v = _ 2 _  = A  W
2itrbe r
where Q is the flow rate, b is the vertical distance of injection zone and porosity £ is 
uniform throughout medium
Q (4-2)A = ——— = v * r  
2icbe
The equation governing the dispersive transport of hazardous wastes in the steady 
state radial flow from a recharge well can be written [Hoopes and Harlem an, 1967]
R, J £  * v S £  .  BV * £  * ± (r  (4-3)
f  dt dr dr2 r dr dr
where C : concentration of solute in solution
a : dispersivity
Rr : Retardation factor
V : interstitial velocity
DCfr : effective diffusion coefficient (Djb/t)
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r  : tortuosity
The dispersion coefficient av  is much larger than the effective diffusion coefficient Defr, 
suggesting that equation (4-3) can be simplified to
R dC f A dC _ aA c?C (4-4)
f  dt r dr r dr2
The initial and boundary conditions are 
C ( r , 0 )  =  0 r > r w
C (rwf t ) =  Co t >  0 (4-5)
C (r-*oo,t) = 0  t >  0
where rw is the radius of the injection well, and C„ is the initial concentration of 
hazardous wastes.
By defining the following dimensionless variables
G — C / C „  , 6 = v / a
t] — At /  o;2Rf , 6W — tJ  a  (4-6)
The governing equation of the transport in injection zone and initial- and boundary- 




1 dG = J £ G  
0 dd 0 902
(4-7)
G (6 , 0) 0 e > ft
G (0W. *?) 0 17 >  0 (4-8)
G (0-»°°,i;) -» 0 17 > 0
The analytical solution of equation (4-7) has been obtained by Hsieh [1986]
2exp[-s2Tj +(0-9H)/2] Ai(y) BijyJ  -  Ai(yJ Bi(y) 
ns [Ai(yJ]2 + [Bi(yji]2
1 - 4  0s2 
1 -  4 e y
The Airy functions Ai(y) and Bi(y) can be evaluated by formulas given in the work by 
Abramowitz and Stegun [1964].
According to Tang and Babu [1979], an approximate solution is
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The basic assumption in this approximate solution is that as a volume of hazardous 
wastes moves away from the well, at some distance the influence o f the dispersion on the 
concentration is small in comparison to the total dispersion that has taken place up to that 
point.
Since the permeability of the injection zone, which mainly consists of sand, is 
relatively large, advective transport generally dominates both diffusion and mechanical 
dispersion. Over short time periods, the pressure can be uniform in the injection zone, 
especially near to wellbore. The flow in the injection zone defines the boundary 
condition for flow in the confining zone. As a worst case, the maximum pressure at the 
wellbore is assumed to exist at the bottom of the confining layer.
4.2.2 Subsurface Flow in Confining Layers
Using the conservation of mass and Darcy’s law over a control volume, the steady 
state subsurface flow in an incompressible saturated confining layer is governed by
d dhv d dhv d dh. n (4-11)
J = U
ax ax dy y dy dz dz
where x and y are the lateral coordinates, z is the vertical coordinate, Kj is the hydraulic 
conductivity of the subsurface formations in the i-th direction, and h is the total head in 
the subsurface flow. In the subsurface formation, the flow is small such that the kinetic
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energy is negligible; therefore, the total head, h, is represented by the sum of the 
pressure head (p/pg) and the elevation head (z) or
—  +z 
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Since the hydraulic conductivity can vary significantly in confining layers, it is 
difficult to solve the subsurface flow equation analytically. Finding solutions for flow 
in these heterogeneous and multi-dimensional field situations requires the use o f 
numerical procedures which approximate the partial differential equations (PDE) with 
sets o f algebraic equations.
Most existing subsurface flow models use either the finite difference method (FDM) 
or finite element method (FEM) to transform the appropriate PDE into a set o f linear 
algebraic equations. The finite difference and finite element methods are discrete 
methods in that the flow domain is discretized into cells or elements. The properties o f 
subsurface formations are assumed to be homogeneous within the cell or element. Finite 
difference (FDM) techniques approximate the differentials in the original equation with 
difference equations. These equations are developed using a  truncation o f the Taylor 
series or alternatively a mass balance [McWhorter and Sunada, 1977]. The finite 
difference method is a  popular method due to its simplicity. It becomes cumbersome and 
ineffective, however, when the flow domain has curved or irregular boundaries.
The finite element method (FEM) also discretizes the solution domain into elements, 
but develops the algebraic equations differently. It is significantly more flexible in that 
it can handle irregular boundaries and element sizes. A popular form of FEM for
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modeling fluid flow employs the weight functions which define Galerkin’s method. This 
method uses an approximation to the solution for each element and requires that the 
integral of the weighted residuals of these approximations over the domain equal zero. 
These residual equations yield sets of algebraic equations that can be solved for the 
unknowns using linear algebraic techniques [Segerlind, 1948].
4.3 Modeling of Subsurface Flow in 2-Dimensional System
4.3.1 Model Development of Subsurface Flow
Subsurface flow in confining layers depends mainly on the sand distribution because 
o f the low permeability of shale. According to Freeze and Cherry [1979], the range of 
shale permeability is from 0.00001 md to 0.1 md. These shale permeabilities are 
typically several orders of magnitude lower than the intrinsic sand permeability. In this 
study, shale permeability is assumed to be 0.0001 md and sand permeability 1000 md. 
These two permeabilities were measured by Constant and Clark [1989] using samples of 
shale from disposal wells in Jefferson Parish, Louisiana. The modeled confining layer 
configuration with vastly different sizes of sand and shale zones is extremely 
heterogeneous. In order to perform the flow simulation for the complicated 
configuration, the grid sizes of flow fields are rearranged to take into account the effect 
of heterogeneity. Hence, non-uniform grid sizes are used to estimate the subsurface 
flow.
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From Equation (4-12) the governing equation for total head in the confining layers 
can be written in two dimensions as :
— (K — ) + ~ (K — ) =0 (4"13)
dx Xdx dz dz
The Darcy equation, written in terms of the total head is :
dh (4-14 a)0 = A ---HX XQx
„  dh (4-14 b)
where qx and q* are the Darcy fluxes in the x- and z-directions respectively. The average 
interstitial velocities, vx and vz, are calculated by dividing the Darcy fluxes by the 
porosity.
The boundary condition for the subsurface flow equation can be expressed as 
Dirichlet condition and Neumann condition.
h < x j)  = h J M  o n  r i  <4
[(*T,|̂ ) * (X ,-^)] n = 0 on r 2 ( 4 ' 1 6 )
dx dz
where Tj is the boundary in the direction of flow, r 2 is the boundary perpendicular to 
the flow direction, T ( = r , + r 2) is the total boundary of the region, and n is the unit 
outward normal vector to the boundary.
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The finite element method based on the Galerkin technique is used to formulate the 
model of the two-dimensional movement o f hazardous wastes in confining layers. The 
numerical model utilizes linear triangular elements. Even though a Monte Carlo 
technique is applied to generate the confining layer configuration, an individual 
configuration is deterministic and a deterministic approach is required to analyze the 
subsurface flow. The Monte Carlo technique is used to generate an ensemble of 
configurations, with the deterministic model used to solve each one. The Monte Carlo 
simulations allow estimation o f the mean value and variance o f hydraulic head and 
effective permeability.
Monte Carlo simulations can handle large input variances and bounded domains, but 
they have the disadvantage that they may require inordinately large amounts o f computer 
time.
4.3.2 Finite Element Method Formulation
In the deterministic approach required to model flow in each generated configuration, 
the geophysical parameters such as Kx and Kz are assumed to be space invariant within 
each element. The Galerkin technique is used to determine approximate solutions in a 
deterministic approach. A trial solution is chosen by a series o f the form
.  » (4-17)
i-1
where Nj(x,z) (i =  l ,2 ,.. . . ,n )  is a  shape function which satisfy the boundary conditions
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and hj are undetermined coefficients defined at the n nodal points of the discretized 
system, h represents the approximated hydraulic head. In the Galerkin procedure, the 
trial solution h is substituted into the differential equation and this expression is set 
orthogonal to all the functions Nj of the system in order to minimize the residual. This 
is expressed :
C r d ,dtty. d / d/t.vi A (4-18)
g dx dx dz dz
where e  indicates summation over the elements joining at node i and (I is the spatial 
domain for applying the finite element method. The domain 0  is divided into a number 
of elements by suitably placed nodes in tl.
According to Pinder and Gray [1977], the second order derivatives in Equation (4- 
18) can be reduced by an application of Green’s theorem and then the matrix form of the 
equation of subsurface flow becomes
[A] {h} =  [B] (4-19)
where [A] is n by n matrix as follows:
_  ,  dN,dN. dN.dN.
[B] is a column vector in which the elements are
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where lx and lz are the direction of the normal to the boundary. Since equation (4-19) 
is an algebraic equation, the solution, h, can be easily obtained.
4.3.3 Monte Carlo Simulation
The Monte Carlo technique is essentially a random statistical sampling to 
approximate the probability distribution of a generally complex model involving one or 
more input parameters each of which has its associated uncertainty. From each complete 
set of randomly sampled input parameters a deterministic solution is computed. Solutions 
are generated for many complete sets of randomly sampled input parameters, producing 
a stochastic sample set of random model solutions. The probability distribution obtained 
by this finite ’sampling’ process should approach the subsurface distribution as the 
number of solutions from the sampling process becomes very large.
When the aquifer parameters such as Kx and are random functions and associated 
with probability P(/3), each member of differential operator, L, in the ensemble of 
hypothetical configurations is defined as
H P ) a = [ ^ ( j y p ) A ) +A ( i r  (p).iL)] h = o (4' 20)
ox ox Oz OZ
Once a particular member L(/3) is chosen, however, a deterministic problem is defined, 
and its solutions, h(/3), will also have the probability P(/3). From the solutions, the mean
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value and variance of h(/J) can be obtained.
Constant head boundary conditions are specified in the mean direction o f flow, and 
no-flow boundary conditions are imposed in the direction peipendicular to the mean flow. 
From the head at each grid node, the individual velocities at each element are estimated. 
Then, the mean velocity over the given configuration is calculated using simple 
averaging. Once a hypothetical confining layer has been generated, the finite element 
grid can be defined to maintain uniform permeability within an individual element (i.e. 
sand or shale grid with sand or shale permeabilities). I f  the configuration is changed, 
the number and position of nodes in the configuration must be changed. The effective 
vertical and horizontal permeabilities o f the confining layers as a  whole are estimated by 
dividing the mean velocity by the overall head gradient imposed on the boundaries o f the 
flow field. The Galerkin Finite Element Method is used to estimate the effective vertical 
and horizontal permeability for the configuration of the confining layers. According to 
Kramers et al. [1989], Finite Element Method (FEM) is better suited to model the 
complex geometry o f the sand-shale system than the Finite Difference Method (FDM).
4.3 .4  Model Results
4.3.4.1 Determination of Effective Permeability versus Shale Fraction
The flow calculation and determination of the effective permeability was repeated for 
each generated configuration o f the confinement zone. Reduced effective vertical and
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horizontal permeabilities for each configuration were defined by dividing effective 
vertical and horizontal permeabilities by sand permeability. To get the expectation value 
of the effective vertical and horizontal permeability o f the confinement zone, the 
geometric mean permeability o f up to 600 iterations (different configurations) was used. 
After 300 iterations there was little change in the expectation value o f effective vertical 
and horizontal permeability. The 95 % confidence limits were determined directly from 
the observed distribution in the calculated effective permeabilities.
A two dimensional heterogeneous flow system which consisted o f 30 constant 
thickness layers each with identical average shale fraction was used to estimate effective 
vertical and horizontal permeability at that shale fraction. The size of this system was 
300 ft in total depth and 1000 ft in total width. An assumed triangular distribution 
function was used to vary the aspect ratio (width to thickness) o f the shale zones. The 
upper limit of the aspect ratio in the triangular distribution function was changed from 
1 to 30 to determine sensitivity to this factor. The Galerkin Finite Element Method was 
applied to get the effective vertical and horizontal permeability in an isotropic and 
anisotropic formation under steady state flow conditions.
Vertical flow was simulated by imposing different constant pressures at the top and 
bottom and assuming impermeable boundaries on the sides. Figure 4-1 shows the 
expectation value of the effective vertical permeability versus shale fraction for an 
isotropic formation. The same shale fraction was used to calculate effective vertical 
permeabilities in every layer. Reduced expectation values o f the effective vertical 
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Figure 4.1 Expectation value of effective vertical permeability with the change 
o f the upper limit o f aspect ratio.
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to 30. Geometric mean permeability at the indicated shale fraction is shown for 
reference (dotted line). The solid curve represents analytical results for two dimensional 
flow obtained by Dagan [1979] using a self consistent approximation. In the self 
consistent approximation the surrounding media of a certain element are treated as one 
homogeneous medium with the global effective permeability. For the binary distribution 
and two dimensional isotropic formation, the self consistent formula of effective 
permeability from Dagan’s paper reduces to
K  u ] ■ ( 4 ' 2 1 )
where : effective permeability 
K,h : shale permeability 
: sand permeability 
Flh : shale fraction 
F.J : sand fraction
Agreement between Dagan’s analytical results and this simulation is quite good over 
the whole range of shale fractions. For low shale fractions (below 0.4) this agreement 
improves as the upper limit of the aspect ratio o f shale zone decreases. For high shale 
fractions (above 0.65) the agreement improves as the upper limit of the average aspect 
ratio of shale zone increases. As the upper limit of the shale aspect ratio is decreased, 
the expectation value of effective vertical permeability approaches the arithmetic mean 
of individual (sand and shale) permeabilities for low shale fractions and the geometric
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mean of individual permeabilities for high shale fractions. As the upper limit of the shale 
aspect ratio is increased, the expectation value of effective vertical permeability 
approaches the geometric mean for low shale fractions and the harmonic mean for high 
shale fractions.
Figure 4-2 shows the 95% confidence limits on effective vertical permeabilities in 
the case o f an isotropic formation with shale aspect ratio of 1. In order to obtain a 95% 
confidence limit on effective vertical permeability, the log distribution function of 
effective vertical permeabilities was integrated. In the case of high shale fractions, the 
flow path remains blocked even when varying the sand-shale configuration. Conversely, 
at low shale fractions, there is a connecting sand flow path through the hypothetical 
confinement zone at all times. In these cases, uncertainty or variability in the effective 
vertical permeability is small so that effective permeability is independent of the 
particular hypothetical configuration of the sand-shale formation. Since the blocking of 
the flow path depends on the particular configuration when the shale fraction is between 
0.5 and 0.6, the uncertainty or variability in the effective vertical permeability is large 
in this case.
The comparison of the reduced expectation values of effective vertical permeability 
for four different ratios of sand-shale permeability is shown in Figure 4-3. The solid 
lines and dotted lines represented reduced effective vertical permeabilities and geometric 
mean permeabilities respectively. Figure 4-3 shows that the reduced expectation values 
of effective vertical permeability are dominated by sand permeability for low shale 
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Figure 4.3 Expectation value of effective vertical permeability for 4 different 
ratios of sand to shale permeability
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geometric mean of sand and shale permeabilities is generally a poor indicator of effective 
permeability because of the effect of the particular subsurface configuration. When the 
sand-shale permeability ratio is small (e.g. <  103), however, the geometric mean 
improves as an approximation.
Desbarats’ results of effective permeabilities for two dimensional flow systems using 
a binary random permeability under saturated, steady state conditions are compared with 
the simulation results of this study in Figure 4-4. In Desbarats’ flow model, the ratio 
o f sand to shale permeability is limited to 104. His model was also not usable to estimate 
effective permeabilities at high shale fractions. In order to compare the current 
simulation results with Desbarats’ results, sand permeability and shale permeability were 
assumed to be 1000 md and 0.1 md respectively. In this case the upper limit aspect ratio 
used was 10. The two approaches agree very well except in the middle region of shale 
fractions, where the uncertainty or variability in the effective permeability is large.
The calculated expectation values of effective vertical permeabilities for anisotropic 
formations are presented in Figure 4-5. Anisotropy could change the effective 
permeability of the confining layers by allowing greater lateral movement to permeable 
sand channels. Since horizontal permeability is usually greater than vertical permeability 
[Kramers et al., 1989; Desbarats, 1987], the expectation values of the effective vertical 
permeabilities are calculated with the change of the ratio of horizontal permeability to 
vertical permeability from 1 to 100 with a maximum shale width-thickness aspect ratio 
of 10. As the degree of anisotropy is increased, the expectation value of the effective 
vertical permeability approaches the arithmetic mean for low shale fractions and the
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Figure 4.5 Expectation value of effective vertical permeability with the change of 
anisotropic ratio.
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geometric mean for high shale fractions. Changing the degree of anisotropy by two 
orders o f magnitude resulted in an effective permeability change of less than an order of 
magnitude, however, the entire range of shale fractions.
Horizontal flow was simulated by imposing different constant pressures at the sides 
and assuming impermeable boundaries on the top and bottom. Figure 4-6 shows the 
expectation value of the effective horizontal permeability versus shale fraction for an 
isotropic formation. The expectation values o f the effective horizontal permeability were 
also calculated as upper limit o f the aspect ratio changes from 1 to 30. As shown in 
figure 4-6, the reduced expectation values o f effective horizontal permeability were little 
influenced by the effect of the aspect ratio over the whole range of shale fractions.
4 .3 .4 .2  Estimation o f Expected Effective Permeability at a Particular Site
Using information from a hazardous waste disposal well in Jefferson Parish, 
Louisiana as a field example, effective vertical permeabilities were calculated based on 
well log data. In this calculation, shale permeability was estimated to be 0.0005 md 
which was the largest value for the samples obtained from this well [Constant and Clark, 
1988]. The confining layers consisted of 37 layers defined by well logs and isotropy was 
assumed. The shale fractions o f each layer were obtained from well log data as shown 
in Figure 4-7. The average shale fraction of the confining layer is 82%. The 
expectation value o f effective vertical permeability as a function o f the upper limit of the 
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Figure 4.7 Shale fraction with depth from a well in Jefferson Parish, Louisiana.
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those obtained using the results of the hypothetical configuration at the same shale 
fraction. For high shale fractions the expectation value of effective permeability over the 
entire confining layer was essentially independent of the shale fraction of each layer.
The mean vertical velocity of injected hazardous wastes was calculated from the 
expectation value of the effective vertical permeability using Darcy’s law and the surface 
injection pressure as an upper bound to the actual driving pressure. The estimated mean 
vertical velocity was 0.03 cm/year. Over 10,000 years, therefore, the waste would be
TABLE 4-1. Expectation value of effective vertical permeability from 
a well in Jefferson Parish.
Aspect Ratio Shale Fraction Effective Vertical 
Permeability 
[md]Upper Limit Lower Limit
1 1 0.800 1.16 E-03
5 1 0.808 0.82 E-03
15 1 0.822 0.71 E-03
30 1 0.841 0.66 E-03
expected to penetrate only 3 m on average. Locally deeper penetration would be 
expected due to heterogeneity and deeper penetration would also be expected if high 
permeability layers were closest to the injection zone. The flow calculations show that 
little penetration of the entire confining strata should occur.
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4.4 Modeling of Subsurface Flow in 3-Dimensional System
For 2-dimensional configuration of confining layers, the shales are continuous in the 
third dimension so that the flow may be blocked by continuous shales in that direction. 
If  shales are not continuous in the third direction, the availability o f permeable flow paths 
may increase. A preliminary 3-dimensional modeling effort was initiated to examine the 
potential for enhanced flow in a 3-dimensional system. The same principles as those 
utilized in the 2-dimensional descriptions may also be used to generate the configuration 
in the 3rd-dimension. The 2-dimensional configurations may now be thought of as one 
cross section layer of the 3-dimensional configuration as the 3-dimensional configuration 
is generated by combining several 2-dimensional configurations laterally. In the 3- 
dimensional configuration, the shale width to thickness ratio is assumed to be 1.
4.4.1 Model Development
The three-dimensional movement of ground water of constant density through porous 
earth material may be described by the partial-differential equation
Ss—  = — (AQ— ) + — (AT — ) + —  (AT — ) -  W  (4"22)
*dt dx Xdx dy y dy dz z dz
where Kx, IQ and IQ are values of hydraulic conductivity along the x, y, and z coordinate 
axes, which are assumed to be parallel to the major axes of hydraulic conductivity (L t1); 
h is the potentiometric head (L); W is a volumetric flux per unit volume and represents
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sources and/or sinks of water (r l); S, is the specific storage of the porous material (L*1); 
and t  is time (t). In general, S„ Kx, Ky, and Kz may be functions of space and W may 
be a function o f space and time; equation (4-22) describes ground-water flow under non­
equilibrium conditions in a heterogeneous and anisotropic medium, provided the principal 
axes o f hydraulic conductivity are aligned with the coordinate directions.
Equation (4-22), together with specification of flow and/or head conditions at the 
boundaries of an aquifer system and specification of initial-head conditions, constitutes 
a mathematical representation of a ground-water flow system. A solution of equation (4- 
22), in an analytical sense, is an algebraic expression giving h(x,y,z,t) such that, when 
the derivatives o f h with respect to space and time are substituted into equation (4-22), 
the equation and its initial and boundary conditions are satisfied. A time-varying head 
distribution of this nature characterizes the flow system, in that it measures both the 
energy o f flow and the volume of water in storage, and can be used to calculate 
directions and rates of movement.
Except for very simple systems, analytical solutions o f equation (4-22) are rarely 
possible, so various numerical methods must be employed to obtain approximation 
solutions. One such approach is the finite difference method, wherein the continuous 
system described by equation (4-22) is replaced by a finite set o f discrete points in space 
and time, and the partial derivatives are replaced by terms calculated from the differences 
in head values at these points. The process leads to systems of simultaneous linear 
algebraic difference equations; their solution yields values of head at specific points and 
times. These values continue an approximation to the time-varying head distribution that
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would be given by an analytical solution of the partial-differential equation of flow. A 
finite element method would also be applicable but the complexity of defining three 
dimensional elements was judged inappropriate for the preliminary nature of the three 
dimensional flow investigation. A three dimensional finite difference model, 
MODFLOW, was available to examine this problem.
4.4.2 Mathematical Aspect of MODFLQW
MODFLOW [McDonald and Harbaugh, 1988] employs algorithms based on a block- 
centered finite difference method. MODFLOW can simulated groundwater flow 
associated with external stresses, such as wells, areal recharge, evapotranspiration, 
drains, and streams. In MODFLOW, however, the number of iterations required for 
convergence increases with increasing ratio of sand to shale permeability. Convergence 
at high shale fractions is also very difficult to achieve because shale acts as a barrier to 
flow. Desbarats [1987] employed MODFLOW in his studies and it was these problems 
that limited his results.
Development of the steady state subsurface flow equation in finite-difference form 
follows from the application of the continuity equation and the flow equation is 
approximated by a standard seven point finite difference scheme. As shown in Figure 
4-8, flow into cell i,j,k  in the row direction from cell i ,j- l,k  is given by Darcy’s law as
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Figure 4.8 Flow into cell i,j.k  from cell i ,j- l ,k  [McDonald and Harbaugh, 1988],
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where hiJ>k is the head at node i,j,k  and hi>H(k that at node i,j-l,k ; qij.1/2,k is the volumetric 
fluid discharge through the face between cells i,j,k  and i,j-l,k ; KRjj.I/2k is the hydraulic 
conductivity along the row between nodes i,j,k  and i,j-l,k ; AX;Azk is the area of the cell 
faces normal to the row direction; and A y ^  is the distance between nodes i,j,k and i,j- 
1 ,k. The subscript j-1/2 of equation (4-23) is associated with a specific point between 
the nodes and the term K R ^^k  is the effective hydraulic conductivity for the entire 
region between nodes, normally calculated as a harmonic mean. Similar expressions can 
be written approximating the flow into the cell through the remaining five faces. In 
MODFLOW, in order to simplify hydraulic conductivity, hydraulic conductance or 
conductance is used and defined by the product of hydraulic conductivity and cross- 
sectional area of flow divided by the length of the flow path.
Applying the continuity equation to cell i,j,k  taking into account the flows from the 
six adjacent cells, give the finite-difference approximation for head in cell i,j,k. The 
entire system of finite difference approximation for head, which includes one equation 
for each variable-head cell in the mesh, may be written in matrix form as
[A] {h} =  (B> (4-24)
where [A] is a matrix of the coefficients of head; {h} is a vector of head values for all 
nodes in the mesh; and {B} is a vector of constant term. The vector {B} and the terms
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comprising [A] are transferred to solve the matrix equations for the vector {h}.
4.4.3 Input Data Requirements
The input structure of MODFLOW is designed to permit input to be gathered from 
many different files. MODFLOW consists of 10 packages and every simulation must 
include the Basic Package, the Block-centered Flow Package and a Solver Package. 
Beyond this, the packages to be included in a  simulation are at the option of the user.
4.4.3.1 Input Data for Basic Package
Input data for the Basic Package are always required. Basic Package data are 
arranged into nine data sets and are read from unit 1 as specified in the main program. 
Information for the Basic Package must be submitted in the following order:
Dataset one and two - used to provide headings.
Dataset three - defines the finite difference mesh by numbers of layers, rows and 
columns, specifies observation time step, and indicates time unit.
Dataset four - specifies input units for use by all major options.
Dataset five - indicates whether starting heads are to be saved.
Dataset six - specifies the boundary array.
Dataset seven - specifies the value of head to be assigned to all inactive cells. 
Dataset eight - specifies head at the start of the simulation.
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Dataset nine - specifies the length of period, number of time step and the multiplier 
for the length of successive time steps.
4.4.3.2 Input Data for Block-Centered Flow Package
The Block-centered Flow (BCF) Package computes the conductance components of 
the finite-difference equation which determine flow between adjacent cells. It also 
computes the terms that determine the rate of movement o f fluid to and from storage.
To make the required calculations, it is assumed that a node is located at the center of
each model cell; thus the name Block-Centered Flow is given to the package.
Input data for BCF Package is arranged into twelve datasets and is read from the 
unit specified in dataset four for the Basic Package.
Dataset one - specifies transient or steady-state and whether results will be saved or 
printed for a subsequent simulation.
Dataset two - specifies the layer type table which defines whether transmissivity and 
storage coefficient are constant or varies.
Dataset three - specifies anisotropy factor o f hydraulic conductivity.
Dataset four - specifies the cell width along rows.
Dataset five - specifies the cell width along columns.
Dataset six - specifies the primary storage coefficient if simulation is transient.
Dataset seven - specifies the transmissivity along rows if transmissivity of the layer 
is constant.
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Dataset eight - specifies the hydraulic conductivity along rows if transmissivity of the 
layer varies.
Dataset nine - specifies the elevation of the aquifer bottom if  transmissivity of the 
layer varies.
Dataset ten - specifies the vertical hydraulic conductivity divided by the thickness 
from a layer to the layer beneath it if this is not bottom layer.
Dataset eleven - specifies the secondary storage coefficient if the storage coefficient 
may alternate.
Dataset twelve - specifies the elevation of the aquifer top when vertical leakage from 
above is limited if the aquifer desaturates.
4.4.3.3 Input Data for Solver Package
The solution algorithms of finite difference equations in MODFLOW are available 
using two iteration techniques, the Strong Implicit Procedure (SIP) and the Slice- 
Successive Overrelaxation method (SSOR). The input data for SSOR is described since 
this method generally provided improved convergence. Input to the SSOR Package is 
arranged into two datasets and read from the unit specified in the unit specified in dataset 
four for the Basic Package.
Dataset one - specifies the maximum number of iterations allowed in a time step.
Dataset two - specifies the acceleration parameter, usually between 1.0 and 2.0, the 
head change criterion for convergence, and the printout interval for SSOR.
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4.4.4 Numerical Simulation
MODFLOW was used to simulate the three dimensional flow through the sand-shale 
formation. The configuration of confining layers in a three dimensional system was 
generated by combining several two-dimensional random configurations laterally. The 
grid size of the flow system was discretized by a 30x40x30 nodal grid. Constant head 
boundary conditions were specified in the mean direction of flow, and no flow boundary 
conditions were imposed in the direction perpendicular to the mean flow. Permeabilities 
of sand and shale were 1 darcy and lO"7 darcy, respectively.
The iteration of the solution for the flow system stops when the maximum absolute 
value of head change from all nodes between successive solutions is less than KX4. As 
the shale fraction of the configuration of confining layers increases, the number of 
iterations required for convergence increases.
Since convergence at higher shale fraction (greater than 0.6) is very difficult to 
achieve, and reliable results could not be obtained consistently, the solution of the flow 
system is restricted to shale fraction up to 0.6.
4.4.5 Model Results
The expectation value of effective vertical permeability in a three dimensional system 
is presented in Figure 4-9. Dagan suggested that the interconnectivity of sand zone in 
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Figure 4.9 Comparison of effective permeability between the numerical results and 
Dagan’s solution in 3-dimensional flow.
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permeability for 3-dimensional flow is generally higher than that for 2-dimensional flow. 
However, the expectation value of effective vertical permeability for three-dimensional 
flow is almost the same as that for two-dimensional flow in the range of lower shale
vertical permeability for a lower shale fraction was dependent on shale size and spacing 
grid. The shale size and spacing grid became small as the upper limit o f shale aspect 
ratio was decreased.
Using Dagan’s [1979] self consistent approximation, the effective permeability in a 
three-dimensional flow system can be obtained theoretically.
Effective permeabilities in a 2-dimensional flow system are not the same as those in 3- 
dimensional flow system using Dagan’s self consistent approximation. The numerical 
results o f the expectation value of effective vertical permeability for three-dimensional 
flow, however, were in agreement with Dagan’s effective permeability for two- 
dimensional flow at low shale fraction as shown in Figure 4-9. The influence of sand 
is seen at shale fractions of up to 0.65. In the limit o f high shale fraction, the effective 
permeability o f the 3-dimensional system should simply equal the shale permeability. 
Hence, effective permeability in two dimensional flow is not much different from that 
in three-dimension flow in the limit cases which are in the range of lower shale fraction 
and higher shale fraction.




A Monte Carlo simulation of the possible configurations of a sand/shale confinement 
zone of uniform shale content showed that the expected permeability was a strong 
function of shale content. When shale constitutes 65 or more percent of the confinement 
zone, the expected effective permeability of the entire zone is essentially that of pure 
shale. When sand constitutes 40 or less percent of the confinement zone, the expected 
effective permeability is essentially that o f pure sand. These results are in agreement 
with the results o f Dagan[1979], Desbarats [1987] and Haldorsen and Lake [1984]. In 
the 2-dimensional flow, the effective vertical permeabilities, as a whole, were found to 
be dependent on shale size and anisotropy, while the effective horizontal permeabilities 
were found to be largely independent of shale size. The primary effect of three 
dimensional flow is the presence of higher permeability paths at shale fractions of up to 
65%. From the comparison of the 3-dimensional and the 2-dimensional simulation for 
subsurface flow, 2-dimensional simulation could be applied to estimate the effective 
vertical permeability for the 3-dimensional simulation in the range of lower shale 
fractions and higher shale fractions.
Application of the approach to a particular site in which well logs provided shale 
fractions and indications of vertical layer thicknesses showed that the average shale 
fraction in the confinement zone suggested an expected vertical permeability identical to 
that suggested by the uniform layer results above. That is, the expected vertical 
permeability in the confinement zone in the presence of the vertical layering was
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approximately the same as would be suggested by identical layers at the average shale 
content. The expected effective vertical permeability was estimated to be 0.0007 md. 
The average penetration o f wastes from the injection zone using the injection pressure 
as an upper bound to the driving pressure was 3 m in 10,000 years. It is thus expected 
that the confinement zone at this well is adequate to confine the wastes for 10,000 years 
if  advection is the only transport mechanism. The additional transport by diffusion is 
currently under investigation.
CHAPTERS
M ODELING O F HAZARDOUS W ASTES TRANSPORT 
IN CONFINING LAYERS
5.1 Introduction
In order to predict hazardous waste transport in heterogeneous subsurface formations, 
knowledge o f transport processes such as advection, diffusion/dispersion and sorption is 
required. Advection is an important transport process in the subsurface formations. 
Macroscopic dispersion at the larger scales occurs because of the spatial variability in the 
advective velocity, which, in turn, is primarily due to the variability in hydraulic 
conductivity. Macrodispersion is a term that describes the mixing of solutes caused by 
spatial variations o f macroscopic fluid velocity. Macrodispersivity has been found, both 
theoretically and experimentally, to depend on the scale o f observation [Fried, 1975]. 
The interaction o f the solute with the porous medium is often represented by a reversible 
linear sorption isotherm. The effects o f sorption are then accounted for by a retardation 
factor, which may be defined as the ratio of the average interstitial fluid velocity to 
propagation velocity o f the solute [Robin et al., 1987].
The application of the advection-dispersion equation to describe transport in 
groundwater flow systems assumes that the diffusional model o f dispersion holds. There 
have been studies which suggest that macrodispersivity is time dependent but the 
importance of scale-dependent dispersion at early times is minimal in long-term
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predictions of solute transport [Gelhar et al., 1979; Pickens and Grisak, 1981]. For 
these reasons a  conventional advective-dispersive model was chosen to describe the long 
time transport behavior in the sand-shale system. Desbarats [1990] numerically 
investigated macrodispersion in low shale content formations under saturated steady state 
flow conditions. He found that macrodispersive transport in sand-shale sequences can 
not be represented by Fickian models because of channeling. Presumably, however, 
dispersion within individual sand-shale zones can be represented as Fickian. At high 
shale fractions, flow channeling in sand veins should be a more localized phenomenon 
allowing a Fickian model to be applied over long times and transport over the entire high 
shale content confining layer.
Subsurface formations typically display a large degree of natural variability in terms 
of their type and spatial distribution. Haldorsen and Lake [1984] proposed a Monte 
Carlo technique for generating the synthetic subsurface formation in sand-shale 
formations. They used the empirical cumulative distribution of shale thickness and width 
to decide the size of shale zone. The center of a shale zone is decided randomly. Begg 
et al. [1985] revised this approach significantly to get the stream tube formula for 
effective vertical permeability without generating a synthetic subsurface formation.
In this study a hypothetical confining layer in deep well injection disposal system 
is generated by using a Monte Carlo technique. The confining layer is modeled as a 
combination of binary random structures composed of either pure sand or pure shale. 
Since there are usually high shale fractions in confining layers, shale fractions in 
confining layers of 0.66, 0.7, 0.8 and 0.88 are used in the numerical simulation. The
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requirement o f containment for 10,000 years in proposed EPA regulations demands 
models to project the fate and transport of the wastes over this time period. The 
penetration o f wastes into the confining layer is obtained by solving the steady-state, 
incompressible subsurface flow and transient advecdon-dispersion equation for solute 
transport via a  finite element method [Segol et al., 1975; Kramers et al., 1989]. From 
the concentrations predicted by the numerical simulations, concentration isopleths are 
generated within the hypothetical confining layers and mean concentration profiles are 
obtained as a function of shale fraction. Finally, the penetration distance of 
concentrations exceeding drinking water standards is obtained for acrylonitrile.
5.2 Modeling of Solute Transport
The transport o f hazardous wastes in the injection zone, which consists o f sandstone, 
is dominated by advection. As a  conservative case, the model capable o f predicting the 
transport and fate of contaminants through the confining layers is developed by assuming 
a uniformly contaminated injection zone.
The size o f the hypothetical configuration o f confining strata for two-dimensional 
solute transport system is 200 ft in depth and 500 ft in width. The general procedure for 
the generation of a hypothetical confining layer was discussed in Chapter 3. In Chapter 
4, with the change of the upper limit of aspect ratio o f width to thickness of shale zone 
from 1 to 30 for a triangular distribution function, the effective permeability o f formation 
decreased as the average aspect ratio decreased. In this Chapter, the aspect ratio of shale
87
is fixed at a presumed lower bound of 1. Typically, the width of sand and shale is much 
greater than the height of sand and shale in Gulf coast [Morton et al., 1983]. In the 
numerical simulation of flow and transport in the hypothetical formation, an irregular 
array of nodal points were assigned to conform to the complex geometry of the medium. 
The transport field was discretized by a 100 x 50 nodal grid and numerical simulation 
using the Galerkin finite element method performed for four hypothetical configurations 
with 0.66, 0.7, 0.8, 0.88 shale fraction over 10,000 years. The hypothetical confining 
strata for four different shale fiactions are shown in Figures 5.3 (a) to 5 .6  (a).
Among typical hazardous wastes which are routinely injected, acrylonitrile, an 
important trace constituent of certain deep well injected wastes in Louisiana, will be used 
here as an example for the purposes of estimating solute transport. Among the trace 
constituents investigated, acrylonitrile has the greatest concentration difference between 
the concentration in the injected stream and the health based drinking water limit. The 
estimated maximum concentration of acrylonitrile in injection stream is 760 mg/1 and the 
health based (drinking water) limit for acrylonitrile is 5.8 x 10'5 mg/1. Hence, the 
dilution ratio of the concentration in the injected stream to the concentration based on 
health criteria becomes 7.6 x lO"8 [Intera, 1988]. The free-water diffiisivity of 
acrylonitrile is 1.66 x 10 s cm/sec at down-hole conditions o f temperature 110 F and 
pressure 1100 psi [Hayduk and Laudie, 1974].
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5.2.1 Subsurface Flow
For solute transport simulation using an advection-dispersion equation, saturated 
velocity fields in sand-shale formations must initially be developed. These velocity Helds 
depend highly on the shale distribution because o f the permeability of shale. In current 
study shale and sand permeabilities are approximated by 0.0001 md and 1000 md, 
respectively. Constant and Clark [1989] measured those two permeabilities using 
samples o f sand and shale from disposal wells in Jefferson Parish, Louisiana.
The two-dimensional steady state subsurface flow o f incompressible fluid in a 
saturated porous medium is described by the Laplace’s equation
-i- (*■ ♦ ±  <kB ) = o (5_1)
dz l dz dx x Bx
where h represents the hydraulic head and the hydraulic conductivities K are assumed 
isotropic. In the boundary conditions, constant values of h will be maintained in the z- 
direction, while no flux conditions will be enforced on the x-direction. This equation is 
solved for head, h, over a specific sand-shale confining layer configuration using the 
finite element method. From the head at each grid node, the individual velocities at each 
element are estimated using Darcy’s law.
v  = - E  <¥l (5' 2)
z e dz
Velocity fields in sand-shale formations are highly variable, and flow paths are contorted.
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The individual vertical velocities at each element are applied to solute transport to obtain 
concentrations in confining layers. Rhee et al. [1990] investigated individual vertical 
velocities at each element and the mean velocity o f the domain in anisotropic and 
isotropic formations under steady state flow conditions using the Galerkin Finite Element 
Method. They showed that transport as a result o f vertical velocities is much less than 
that of diffusion.
5.2.3 Solute Transport
The general governing equation describing the two-dimensional solute transport in 
a saturated, essentially incompressible porous medium is
r *£ ♦ ±  (vQ  .  ±  m  (5-3>
^d t dz dz dz dx dx
where C represents the constituent concentration in solution, t is time, vz is the individual 
vertical velocity, D; is the hydrodynamic dispersion coefficient in the i-th direction. 
The initial conditions necessary for the solution of solute transport equation are :
C(x,z,0) =  C0(x,z,t) (5-4)




the Neumann type such as
on r2 (5-6)
and Cauchy or mixed-boundary conditions type
vzC n on r 3 (5-7)
where r,+r2+r3=r, the total boundary of the system. The Dirichlet and Cauchy 
boundary conditions allow mass to enter the system while the Neumann condition 
represents an impermeable boundary if the velocity normal to the boundary is zero.
The components o f the dispersion tensor have contributions from both mechanical 
dispersion and molecular diffusion. The principal values o f the dispersion tensor are 
given by
where a L is the longitudinal dispersivity, a T is the transverse dispersivity, and Deff is the 
effective diffusivity. The longitudinal dispersivity, or dispersivity in the direction of 
travel usually scales with characteristic size o f the heterogeneities at the microscale of 
the media. Since dispersion attributable to heterogeneities at the layer depth scale and
Dx =  orT vz +  Deff (5-8)
=  a L vz +  Deff (5-9)
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larger are explicitly modeled, this subgrid scale should be much less than the 10 ft (3m) 
layer depth. Recently, Neumann [1990] investigated the universal scaling of 
dispersivities in geological media. He showed that the data of dispersivity from 
laboratory and field tracer studies in porous and fractured media increased with the 
distance traveled. He suggested the following formulation for the universal dispersivity 
as a function of the characteristic length for travel distance, L,.
15 (5-10)
a  = 0.017 L]
L, is in meters and this formula is limited to L, less than 100 meter. In this study, 100 
cm is used as the apparent longitudinal dispersivity. Maximum traveled distance 
observed are of the order of 10 - 20 m. This is also consistent with the expected size 
of the sub grid scale heterogeneities.
Even though dispersion coefficients are not so small that they can be neglected, 
several investigators [Morganwalp, 1991; Miller eta l., 1991] assume that solute transport 
in confining layers is controlled by diffusion only. For comparison the diffusion 
controlled problem was also investigated by neglecting the advection term in the solute 
transport equation. The two-dimensional unsteady state diffusion equation can be 
described for the concentration as follows :
r 3£ - ±  (d —) * ±a>J£) ( 5 - n )r st Si ‘ Si a* ax
where Dj : effective diffusivity in i-th direction 
C : concentration in solution
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Constant concentration boundary conditions are specified in the z-direction, and no flux 
boundary conditions are imposed in the x-direction.
Diffusion in subsurface formations depends on the shale distribution because of the 
different effective diffusivity between sand and shale. Once a hypothetical confining 
layer has been generated, the finite element grid can be defined to maintain uniform 
effective diffusivity within an individual element (i.e. sand or shale element with sand 
or shale effective diffusivity). Effective diffusivity in subsurface formations can be 
expressed by dividing molecular diffusivity by tortuosity of the formations. Defined in 
this manner, tortuosity is dimensionless and always greater than one. Millington and 
Quirk [1961] mentioned that the effective diffusivity in sand is inversely proportional to 
porosity to the four-third power. Berner [1980] asserted that the tortuosity correction 
factor o f shales could be estimated as inversely proportional to porosity cubed. The 
effective diffusivity for shale corrected for tortuosity assumed in this study is
( 5 - 1 2 )
and for sand
(5-13)D„  = Z> e4' 3eff m
In Equation (5-3) it has been assumed that no chemical reaction occurs, but sorption 
exists. Sorption is described by a  linear relationship between aqueous phase and solid 
phase equilibrium concentrations, a retardation factor can be defined as [Freeze and 
Cherry, 1979; Robin et al., 1987].
where pb is the bulk mass density of the porous medium, e is the porosity and Kj is the 
partition coefficient. The retardation factor Rf represents the velocity o f the subsurface 
fluid relative to that of the primary substrate and results from the accumulation of 
contaminant in the immobile as well as mobile phase. Since the sorption of hydrophobic 
compounds (e.g. aromatic hydrocarbons and chlorinated hydrocarbons) in sand is much 
smaller than that in silt and clay [Karickhoff et al., 1979], sorption in sand regions is 
assumed to be negligible in these simulations (Rf =  1). For a partition coefficient that 
is orders of magnitude larger than 1, the solute is essentially immobile [Freeze and 
Cherry, 1979]. The content of organic carbon in shale is typically less than 0.3 percent 
[Green et al., 1983]. For organic carbon contents greater than 0.1% , partitioning is 
dominated by organic carbon and an organic carbon based partition coefficient can be 
used to estimate sorption independent o f other soil properties. The organic carbon 
partition coefficient is defined by
g  _ mg adsorbed / Kg organic carbon (5-15)
00 mg dissolved /  L solution
The partition coefficient for any given soil is then the product of the organic carbon 
based partition coefficient and the weight fraction of organic carbon in the soil (i.e. Kj 
=  Kk foJ. Among the compounds that have been observed as trace components o f deep 
well injected wastes are acrylonitrile (K^ =  0.85), 1,2-dichloroethane (EDC, =  14),
and Methyl-Methacrylate (K^ =840) [USEPA, 1985]. The partition coefficients of these
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compounds range from 0.0026 for acrylonitrile to 2.52 for Methy 1-Methacrylate. The 
range of the shale partition coefficient employed in the model was thus varied from 0 to 
3 and the retardation factor from 1 to 17.7.
5.2.3 Finite Element Method Formation
For advection dominated transport, a conventional finite element model is 
inappropriate. The range of Peclet number which relates the magnitude between 
advective and diffusive processes (Pes»vAz/Deff) varied from 0.33 to 0.85 as shale 
fraction was decreased from 0.88 to 0.66. Since Peclet number is less than 1, a 
conventional finite element technique can be applied to solve solute transport equation 
at high shale fractions. The magnitude of the dispersion coefficient is about the same 
magnitude as effective diffusivity.
The model o f solute transport is solved using the Galerkin finite element method with 
the appropriate initial and boundary conditions. The Galerkin finite element calculation 
procedure employed is an adaptation of that described by Smith and Griffiths [1988]. 
A hypothetical configuration of the confining layer is generated by a Monte Carlo 
technique. The configuration is complicated due to spatial heterogeneity and nodal points 
are rearranged to match the heterogeneities. A trial solution in the finite element 
technique is chosen by a series of the form
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<W.*> = E  C,(!)W,(V) (5-16)
J-I
where N;(x,z) ( i= l ,2 ,.. . ,n )  is a shape function which satisfies the boundary conditions 
and C; is undetermined time-dependent coefficient defined at the n nodal points of the 
discretized system. In the Galerkin procedure, the trial solution C is substituted into the 
differential equation and this expression is set orthogonal to all the functions N; of the 
system in order to minimize the residual. This is expressed as
? - I ® . # ’ ".
where e indicates summation over the elements joining at node i and Q is the spatial 
domain for applying the finite element method. The domain Q is divided into a number 
of elements by suitably placed nodes in fl. Mathematically, Equation (5-3) is a 
differential equation which is not self adjoint, due to the presence of the first order 
spatial derivative. From the finite element point of view, equations which are not self- 
adjoint will always lead to unsymmetrical stiffness matrices.
Unfortunately, a solution to the transport equation is more difficult to obtain 
numerically than a solution to the flow equation because of advective transport. 
According to Pinder and Gray [1977], the first-and the second order derivatives in 
Equation (5-17) can be reduced by an application of Green’s theorem and then the matrix 
form of the equation of solute transport becomes
where [E] and [F] are nxn matrices and {G} is a vector o f length n. They are 
expressed:
^  r dN, dN, dN, dN, dN,
*. - E M V '-a h i+ Dn h t>  * v̂ ]dx *
Y . J  Rf N ffj dx dz for i=j 
Fy = • o*
0 for i*j
and
O r - T .  f K P . - g f V s W . - a p  W f P ' T ,  f  Kpv.X-cpv.-yjv/m
where lx and lz are the direction of the normal to the boundary and vz* is the mass flux 
from the confining layer relative to the moving boundary. The evaluation of the 
boundary material flux is more involved and requires further elaboration. If  a mixed- 
type boundary condition is specified at a node, an additional term, Ey' ,  is added to Ey:
4 -  ?  ^  H  (5 . 19)
0 for i+j
where vz n is the outward normal flux distribution. For each node having a mixed-type 
boundary condition, F; becomes
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Ft “ £  ^  (5-20)
4 r*
Equation (5-18) represents a  set o f ordinary differential equations which can be solved 
by approximating the time derivative using finite difference techniques. For large 
engineering systems approximation of the time derivative is usually by linear 
interpolation with fixed time steps At. The basic algorithm leads to the following 
recurrence relation between old (0) and new <l) values of time steps:
([F]+0A*[£]) ^  = { [F ]-(l-0 )A r[£ ] } <J)0+ 0Af{ G (1 -0 )Ati G )0 (5-21)
This system is only unconditionally stable if 6 is greater than 1/2. Common choice 
would be 6 = 1/2, giving a Crank-Nicholson type method and 0 = 1  giving the fully 
implicit method. In this study, a fully implicit backward difference scheme is employed.
The time step chosen at a particular point in time is determined on the basis o f the 
number o f iterations required to reach convergence during the previous time step. The 
total number of iterations at any time step is also kept within a predetermined range. 
These provisions tend to optimize the computational effort involved in obtaining the 
solution to a problem.
5.3 Results and Discussion
Rhee et al. [1990] found that the effective permeabilities of a two dimensional flow 
system were not much different from those of the three dimensional flow system in the
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range of lower shale fraction. Since shale fraction in a confining layer is typically higher 
than 0.65, effective properties in two dimensional flow system can be applied to the 
three-dimensional flow system and the trend of results of three- dimensional transport 
system can be described by the results of two dimensional transport system.
Testing the accuracy of numerical simulations to solve two-dimensional solute 
transport models in heterogeneous porous media is limited by the scarcity of suitable 
analytical solutions. In the advection-dispersion problems, models were tested against 
the analytical solutions using the same hydraulic properties and boundary conditions. 
Figures 5-1 and 5-2 show the comparisons between the results of numerical simulation 
and analytical solutions for advection-dispersion and diffusion problems, respectively. 
In these Figures, lines represent the results of analytical solution and points represent the 
results of numerical simulation in a homogeneous system. Time, t, is in thousands of 
years (t=10 is 10,000 years in real time). In these calculations, the hydraulic parameters 
used are as follows : permeability is 0.0007 millidarcy, pressure drop is 15.5 atm, total 
length of system is 370 ft, viscosity is 1 cp, porosity is 0.3, dispersivity is 100 cm, 
diffusivity is 1.66 x 10"6 cm2/s, and retardation factor is 1. These Figures show that the 
agreement between the results o f an analytical solution and the results of the numerical 
simulation is excellent over the whole range of the time periods.
5.3.1 Concentration Isopleth with Configurations
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Figure 5.2 Comparison of the numerical results with analytical solution 
for diffusion.
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heterogeneous problem of solute transport in confining layers. The pressure difference 
was estimated by injection pressure at 15.5 atm and then assumed to be constant for
10,000 years to get an upper bound of solute transport. If  the injection of hazardous 
wastes was only continued for a real time period, the formation pressure would decrease 
and then transport might be controlled by diffusion only. Schematic representations of 
hypothetical confining layers with different shale fractions are already shown in Figures 
5-3 (a) to 5-6 (a). If  the shale fraction is greater than 0.65, the sand zones are not 
continuous so that the transport is dominated by the geophysical properties of shale 
zones.
A two-dimensional heterogeneous solute transport model was used to estimate 
individual concentration at each node. The Galerkin Finite Element Method was applied 
to get individual concentrations in an isotropic formation under unsteady state transport 
conditions. From the individual concentrations at each node, concentration isopleths 
were developed for the range of shale fractions between 0.65 and 0.9. Concentration 
isopleths in the hypothetical confining layer were estimated at 10,000 years subject to 
both advection-dispersion and diffusion alone.
The concentration isopleths for diffusion cases were represented in Figures 5-3 (b) 
to 5-6 (b) and the concentration isopleths for advection-dispersion cases were shown in 
Figures 5-3 (c) to 5-6 (c). The concentration isopleths generally matched the sand 
distribution in the configuration. The degree of the horizontal non-uniformity of 
concentrations in the confining layer decreased as shale fraction increased. The degree 
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Figure 5.3 (c) Concentration contour for advection-dispersion at shale fraction
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Figure 5.4 (b) Concentration contour for diffusion at shale fraction 0.70 in 
10,000 years.
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Figure 5.4 (c) Concentration contour for advection-dispersion at shale fraction
0.70 in 10,000 years.
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Figure 5.5 (c) Concentration contour for advection-dispersion at shale fraction
0.80 in 10,000 years.
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Figure 5.6 (c) Concentration contour for advection-dispersion at shale fraction
0.88 in 10,000 years.
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As a result, the maximum concentration approached the mean concentration as the depth 
increased. At shale fraction of 0.66, even though individual vertical velocities were very 
small, the maximum depth for concentration of 0.1 by diffusion is 43 ft, while the 
maximum depth for concentration of 0.1 with advection-dispersion is 61 ft. The 
difference in concentration between diffusion cases and advection-dispersion cases 
decreased as shale fraction was increased. As a result, the transport in confining strata 
was dominated by dispersion and diffusion.
5.3.2 Mean Concentration Profile
The mean concentration profiles with depth were obtained for diffusion case and 
advection-dispersion case with increasing time using a simple averaging along width. As 
indicated above, the horizontal fluctuations from the mean decreased with depth into the 
confining layer. Figure 5-7 showed that the mean concentration profiles for advection- 
dispersion case at shale fraction 0.8 simply increased with increasing time. In this 
Figure, the unit o f time is 1,000 years so that t= 10  means 10,000 years in real time. 
From this Figure the traveled distance of acrylonitrile is about 55 ft and the dispersivity 
is about 1.2 meter from Equation (5-10). Hence, it was quite reasonable that the 
dispersivity decided before was 1 meter. Figure 5-8 compares the mean concentration 
profiles for diffusion only with those including advection-dispersion for shale fraction of 
0.8. There is little difference in the mean concentration profiles before 1,000 years. At
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Figure 5.8 Comparison of mean concentration between diffusion and advection-
dispersion with time at shale fraction 0.8.
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higher than those of the diffusion case. Since the vertical interstitial velocity was very 
small, solute transport was not affected by advection at shorter times.
In order to investigate the effect o f partition coefficient on transport in confining 
layers, spatially variable retardation factors due to partition coefficients were used to 
estimate the mean concentration profiles. Partition coefficients o f 0, 1/4, 1/2, and 1 
were used in advection-dispersion equation. In this case, shale fraction was 0.66. Since 
there was little interaction between hazardous wastes and sand, a partition coefficient was 
just applied to shale regions. In shale zones, the bulk density of solid phase and porosity 
in shale were assumed to be 1.67 and 0.3 respectively. Retardation factor was changed 
from 1 to 6.57 as partition coefficient was varied from 0 to 1. Figure 5-9 illustrates the 
effect o f partition coefficients for the mean concentration profiles distributed through 
distance in 10,000 years. The travel distance in the direction of mean flow at 
dimensionless concentration 0.5 was inversely proportional to V R f. Even though the 
retardation factor was just applied to randomly placed shale zones, the trend o f this result 
is identical to that expected for pure shale formations. Hence, it proved again that solute 
transport through sand-shale formation was dominated by the geophysical properties of 
shale regions in higher shale fractions.
5.3.3 Penetration Depth
To insure containment of the injected wastes it is desired to estimate the depth of 
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Figure 5.9 Effect of partition coefficient to mean concentration at shale fraction 0.66 in 
10,000 years.
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adequately estimate concentrations more than 8 orders o f magnitude smaller than the 
injected concentration. Comparison of the numerical model to an analytical model of a 
homogeneous system of the same dimensions and resolution of the heterogeneous model 
revealed 4 decimal place accuracy between numerical and analytical solutions. Because 
horizontal variations resulting from local heterogeneities were observed only in the lower 
portion of the confining layer, the long time migration behavior can be predicted with 
a homogeneous system using average or effective media properties obtained from the 
numerical results of the heterogeneous system.
The penetration depth o f acrylonitrile at its health based (drinking water) limit of 5.8 
x 10‘5 mg/1 into confining layer for 10,000 years is estimated. Since the maximum 
concentration of acrylonitrile in a representative injected stream was 760 mg/1, the 
required dilution ratio for acrylonitrile is 7.6 x 10‘8. One-dimensional analytical solutions 
for advection-dispersion and diffusion problems are used to obtain the mean penetration 
depth using the mean velocity and the expectation value of effective diffusivity. Here, 
the mean velocity and expectation value of diffusivity can be calculated from the two- 
dimensional saturated steady state flow o f incompressible fluid in a heterogeneous porous 
media using the continuity equation and flux equations for head and concentration.
Using the expected geophysical parameters in a two-dimensional heterogeneous 
porous medium, a one-dimensional analytical solution for solute transport problems was 
obtained for concentration with respect to depth in 10,000 years. Since the dilution ratio 
of health criteria was known, the mean penetration depth into the confining layers for
10,000 years was easily estimated.
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The one-dimensional analytical solution for the diffusion problem using the 
expectation value o f diffusivity was compared with the mean concentration o f the results 
from numerical simulations. Figure 5-10 shows the mean concentration profile for 
diffusion case with respect to shale fraction in 10,000 years. In this Figure, points 
represent the results of numerical simulation and lines represent the results o f the 
analytical solution. Agreement between the results o f the numerical simulation and the 
results o f the analytical solution is quite good. Hence, this result indicated that the 
expected parameters could be used to estimate the penetration depth in a two-dimensional 
heterogeneous porous medium because the diffusion equation. Also, as shown in this 
figure, the mean concentration was not much increased even though shale fraction was 
decreased from 0.88 to 0.66.
For advection-dispersion equation, however, the results o f one-dimensional analytical 
solutions using the expected parameters were higher than the results o f numerical 
simulations for two-dimensional heterogeneous systems. As shown in Figure 5-11, the 
error in concentration profiles between the results o f analytical solution and numerical 
simulation rapidly decreased with increasing shale fractions. There was more than 30 
% error in concentrations at shale fraction 0.66, while the concentration error was less 
than 3 % at shale fraction 0.88. This shows the uncertainty associated with lower shale 
fractions when the fraction and size o f permeable sand zones increase.
Hydraulic conductivity and diffusivity both are high in sand zones, while both are 
low in shale zones. Individual estimations of the effective permeability and the 
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Figure 5.10 Comparison of mean concentrations between using actual and expected
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Figure 5.11 Comparison of mean concentrations between using actual and expected
parameters for advection-dispersion with shale fraction in 10,000 years.
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account the correlation of these properties. Therefore, numerical estimations including 
the combined effect of hydraulic conductivity and diffusivity should be more realistic.
An estimated mean vertical velocity and an estimated expectation value of diffusivity 
to match the concentration results of numerical simulation for advection-dispersion 
problem were directly calculated from the concentration results using an optimization 
method. These estimated parameters were less than the expected parameters, and the 
differences between the expected and the estimated parameters in 10,000 years decreased 
with increasing shale fraction as shown in Table 5-1.
TABLE 5-1. Expected and estimated parameters of velocity and dispersion coefficient 
with the change of shale fraction.
Shale Fraction
Velocity x 109 [cm/s] Dispersion Coefficient x 107 
[cm2/s]
Expected1 Estimated2 Expected Estimated
0.66 2.2380 1.2079 10.275 9.3791
0.70 1.3430 0.9262 8.699 8.3014
0.80 0.7700 0.6771 6.862 6.4436
0.88 0.5619 0.5717 5.694 4.9809
From the one dimensional analytical solution of the advection-dispersion problem,
1 Parameters were calculated under steady state condition using finite element 
method
2 Parameters were calculated from the concentration results using optimized method
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in which the estimated parameters are used, the mean penetration depth into confining 
layers can be calculated based on the required dilution ratio which is 7.6 x 10'8 in 
dimensionless concentration. Table 5-2 represents the mean penetration depth for 
diffusion and advection-dispersion after 10,000 years. The mean penetration depth was 
inversely proportional to the shale fraction in both advection-dispersion and diffusion. 
Figure 5-12 shows the log mean concentration profile with respect to shale fraction from 
numerical simulations to demonstrate the mean penetration depth based on the required 
dilution ratio (dotted line). The mean penetration depth for advection-dispersion after
10,000 years is almost identical to the results in Table 5-2.
TABLE 5-2. Mean penetration depth for advection-dispersion and diffusion with 
the change of shale fraction in 10,000 years.
Shale Fraction






Using the mean concentration and the standard deviation , the possible maximum 
penetration depth was calculated. In order to generate the equivalent maximum 
concentration profiles, twice the standard deviation was added to the mean concentration 
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Figure 5.12 Mean concentration profiles for advection-dispersion with 
shale fraction in 10,000 years.
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depths with respect to shale fractions for advection-dispersion and diffusion are shown 
in Table 5-3. The difference between the maximum penetration depth and the mean 
penetration depth is about 7 ft in advection-dispersion problem and about 11 ft assuming 
only diffusion.
Since the 10,000-year-mean penetration depth was less than the thickness of 
confining layers, the simulation suggests that the injected hazardous wastes will be 
confined in the disposal zone for the EPA required 10,000 years.
TABLE 5-3. Maximum penetration depth for advection-dispersion and diffusion 
with the change of shale fraction in 10,000 years.
Shale Fraction







Hypothetical confining layers were modeled as a combination of binary random 
structures composed of either pure sand or pure shale. Monte Carlo techniques were
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used to generate the configuration of confining layers. The size of two-dimensional 
solute transport system was 200 ft in depth and 500 ft in width, and the flow field 
discretized by a 100 x 50 nodal grid. Solute transport assuming a constant pressure 
driving force over 10,000 years was investigated by using the Galerkin finite element 
method for four hypothetical configurations with shale fractions o f 0.66, 0.7, 0.8, 0.88.
For the given range of shale fractions, the concentration isopleths nicely matched 
the sand distribution in the configuration. Horizontal nonuniformities in contaminant 
penetration into confining layers was attributable to advection and dispersion in the 
heterogeneous media. The degree of horizontal non-uniformity of concentrations 
decreased as shale fraction or depth into confining layer increased.
Comparison between an advection-dispersion model and a diffusion only model 
showed differences that increased with time. This difference decreased as shale fraction 
increased because advection decreased with increasing shale fraction. For shale fraction 
of less than 0.65 in a confining layer, continuous sand paths are likely to exist in the 
layer destroying its containment effectiveness. Sorption in the heterogeneous confining 
layer significantly retarded the movement of a model compound, despite the assumption 
that sorption only occurred in shale zones.
The one-dimensional analytical solution for diffusion only using the expectation 
value of effective diffusivity agreed quite well with the mean concentration of the results 
from numerical simulations. Considering advection-dispersion, separate estimations of 
the effective permeability and the expectation value of effective diffusivity do not take 
into account the correlation of these parameters (i.e. shale zones exhibit both low
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hydraulic conductivity and low effective diffusivity). Hence, the contaminant 
concentration using independent effective parameters were overestimated by an assumed 
homogeneous system. Numerical estimation including the combined effect between 
hydraulic conductivity and diffusivity showed more realistic results of the solute 
transport. From the results of the one dimensional analytical solutions for diffusion and 
advection-dispersion, the mean and the maximum penetration depth of example waste 
compounds over 10,000 years was less than 300 ft and less than the thickness of 
confining layers. It is concluded that the injected hazardous wastes will be confined in 
the disposal zone for 10,000 years.
CHAPTER 6
MODELING O F SOLUTE TRANSPORT WITH BUOYANCY DRIVEN FLOW
6.1 Introduction
Numerous Salt domes are located in the subsurface near the Louisiana Coast. The 
salinity of the deeper formation waters of south Louisiana is the range of 120-150 g/L 
or greater. Hanor et al. [1986] have found that the subsurface brines of south Louisiana 
are not connate, that they do not represent fluids buried with their host sediments at the 
time sediment deposition, but rather are the product of the ongoing subsurface dissolution 
of salt domes. The dissolution of salt and creation of brines produces fluid density 
inversions capable of driving large scale vertical and horizontal flow of fluid and 
dissolved salts.
Workman and Hanor [1985] and Hanor [1987] believe that large scale vertical 
overturning of pore fluid exists. Volatile fatty acid data suggest the presence of an 
ongoing dynamic subsurface circulation system due to spacial variations at Iberia Dome 
in Iberia Parish, Louisiana. Even though the fluid velocity at Iberia has not been 
determined, sufficient hydraulic force exists as a result of density inversion to drive 
fluids through sediments having a permeability of 1 darcy at velocities in excess of 10 
m/year based on brine density difference if the fluid pressure is approximately vertically 
hydrostatic.
Miller et al. [1990] mentioned that these velocities are large for a sedimentary basin.
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They also mentioned that convective fluid overturning, which is typical of density- fluid 
movement, will almost always be accompanied by a significant vertical flow component, 
especially near an upward-tilting boundary such as a salt dome. The vertical 
permeability in deep sedimentary basins, evaluated over thick sequences of alternating 
sands and shales is not large, even next to a salt dome. Hence, such a vertical flow 
would cause the system to deviate markedly from hydrostatic equilibrium.
In this study, the influence of any buoyancy induced fluid motion in a solute 
transport is evaluated. A hypothetical confining stratum is generated by using a Monte 
Carlo technique. The confining strata are modeled as a combination of binary random 
structures composed of either pure sand and pure shale. Since there are usually high 
shale fractions in confining strata, shale fractions of 0.66, 0.7, 0.8, and 0.88 are used 
in the numerical simulation. Hanor’s [1987] estimates of maximum temperature and 
salinity differences were used to evaluate the potential for buoyancy driven transport. 
Waste migration over 10,000 years was estimated assuming an active injection period of 
100 years. In estimating solute transport through confining strata, advection occurs 
driven by injection pressure and buoyancy for the first 100 years. After shutting down 
the well, advection is assumed to be dominated by buoyancy. If there is no buoyancy 
driven flow through confining strata, advection arises from injection pressure for the first 
100 years and then solute transport is dominated by diffusion.
6.2 Buoyancy Driven Flow near Salt Domes
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In the case of groundwater flow in the vicinity of a salt dome, large differences in 
liquid density should be considered. Close to salt dome, the groundwater will be 
saturated with salt, resulting in a density o f 1200 kg/m3. Moving away from the salt 
dome, the liquid density will gradually decrease to 1000 kg/m3. Hence, the liquid 
density gradients will be much larger than normally encountered in groundwater flow 
problems. These density gradients result from both thermal and solute variations 
introduced by the salt dome. For example, variations in liquid density will be influenced 
by strong gradients in groundwater salinity resulting from dissolution of the salt dome 
itself. It is apparent, therefore, that a comprehensive understanding of transport 
phenomena in salt dome environment requires consideration of fully coupled equations 
governing groundwater flow, heat, and mass transport.
Recent geochemical and geophysical evidence indicate that kilometer scale convective 
circulation occurs in groundwaters next to some salt domes in southern Louisiana [Hanor, 
1987]. The presence of these convection flows is inferred from the spatial distribution 
of dissolved fatty acids in groundwaters [Hanor and Workman, 1986]. Specifically, it 
appears that the sense of convection near some salt domes in southern Louisiana drives 
flow up along the salt flank as shown in Figure 6-1. The upward flow is associated with 
advective transport of dissolved salt, which is manifest as salinity plumes extending 
above and laterally away from the top of some salt domes. The upward flow was 
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Salinity distribution and inferred flow direction near Welsh Salt 
Dome in south Louisiana [after Bennett and Hanor, 1987].
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Louisiana where mapped faults extend vertically from a localized salinity high at the 
dome crest to near the top of the geopressure zone.
Observations and analysis such as those mentioned are all too rare, and it is unclear 
whether the observations of Hanor [1987] represent typical or anomalous flow patterns 
near salt domes. The mechanisms that drive convective circulation near these structures, 
however, remains unknown, although several possible mechanisms have been suggested. 
Preferential dissolution of salt near the top of some salt domes could cause salinity and 
density decreases with depth, leading to convective overturning. Thermal driven 
convection is affected by the presence of the salt dome, and the temperature field is 
strongly coupled to the groundwater flow field. Since liquid density is proportional to 
the increase of concentration and to the decrease of temperature, the variations in liquid 
density may be decreased if both temperature and salinity gradients have the same trend. 
The purpose of the present work is estimation of the potential enhancement of 
contaminant transport rates by buoyancy effects near salt domes.
6.3 Modeling of Solute Transport with Buoyancy Driven Flow
The transport of hazardous wastes with buoyancy driven flow through confining 
strata is estimated based on the techniques of Chapter 5. Specifically, in confining 
layers, the sand-shale distribution is generated randomly. The configurations of 
confining strata are generated by the procedures which are described in Chapter 3. The 
maximum density and temperature differences causing the flow are applied as an effective
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pressure gradient and used to model flow. This flow is then used to model chemical 
transport. For numerical simulation o f contaminant transport including buoyancy driven 
flow, saturated subsurface formations are developed to consider the complicated sand- 
shale distribution.
The maximum shale permeability among the measured shales was 0.0005 md 
[Constant and Clark, 1989] so that shale permeability was increased from 0.0001 md to 
0.01 md to estimate the effect of shale permeabiltiy to the transport. The size of the 
confining strata for two-dimensional solute transport system which is 200 ft in depth and 
500 ft in width is the same as that in Chapter 5. The transport field is discretized by a 
100 x 50 nodal grid and numerical simulation using the Galerkin finite element method 
performed for four configurations which are 0.66, 0.7, 0.8, 0.88 in shale fraction over 
10,000 years. As discussed in Chapter 5, acrylonitrile is used as an example for the 
purposes o f estimating solute transport. The free-water diffusivity of acrylonitrile is 1.66 
x 10'5 cm/sec at down-hole conditions in which temperature is 110 F and pressure is 
1100 psi. The estimated maximum concentration o f acrylonitrile in the example injection 
stream is 760 mg/1 and the health based limit for acrylonitrile is 5.8 x 10 s mg/1. Hence, 
the dilution ratio between concentration in the injected stream and maximum allowable 
concentration in drinking water (the required dilution ratio of health criteria) is 7 .6 x l0 8.
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6.3.1 Modeling Buoyancy Driven Flow
The flow model consists o f the flow equations coupled with the Boussinesq 
approximation whereby the density variations are neglected everywhere except in the 
buoyancy term of the momentum equation. The volume - averaged flow through the 
pores is assumed to be slow enough so that it obeys Darcy’s law. The equations 
governing subsurface flow, heat, and mass transport in a porous medium are derived 
from equations for heat and mass conservation and constitutive flow laws. For unsteady- 
state conditions, these equations are combined to provide the following equations.
where u and v are the velocities in x- and z- direction, k  is the intrinsic permeability of 
the formations, p and p are the viscosity and density of fluid, a is the thermal diffusivity, 
D is the effective dispersion coefficient for solute through the saturated medium, P is 










The fluid density which depends on temperature and concentration is expressed by 
a linearized equation of state of the form
P(C,7) = p ^ i-p ^ r - r^ + P c C C -c ,) ]  (6-5)
where /3T is the thermal expansivity of water (about 0.0002 C'1); /3C is a concentration 
analog to /3T (about 0.7 Kg Fluid/ Kg Solute); and p0 is the reference density of water 
at temperature T0 and concentration C„. Equations (6-1) through (6-4) are coupled 
through the brine transport and subsurface fluid density which are assumed to depend 
linearly on temperature and concentration. Typically, these coupled heat, solute and 
subsurface fluid transport equations can be solved by iterative numerical simulations. 
However, as a conservative case, the maximum vertical velocity due to buoyancy is only 
required in this study. Hence, it is not necessary to solve coupled heat and salt transport 
equations but only necessary to know the maximum concentration and temperature 
differences to obtain the maximum vertical velocities.
Vertical velocity due to buoyancy driven flow can be obtained from Darcy’s law and 
the Boussinesq approximation.
V = - h v js  ( - P ^ r - r ^ . p ^ c - c , ) )  ] = ^
[i QZ
From Equation (6-1), the modified pressure gradient due to buoyancy becomes
( ^ U ,  -  Pjs ( - M r - r j+ P c C c - c y )  (6-7)
Using the maximum concentration and temperature differences which are 100 g/L and 
120 F, respectively [Hanor, 1987), the modified pressure gradient is calculated to ba
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about 5.76 x 10'3 atm/m. Evans and Nunn [1989] estimated that the maximum velocity 
due to buoyancy is 1.78 cm / year using 0.01 Darcy in permeability. From Darcy’s law, 
the modified pressure gradient is calculated to be 5.64 x 10"* atm/m by back calculation 
from Evans and Nunn’s estimate. For a conservative estimation, the modified pressure 
gradient on the based on Hanor’s [1987] work is used to evaluate buoyancy driven flow. 
If the thickness o f confining strata is assumed to be 370 ft, the effective pressure 
difference due to buoyancy is about 0.65 atm. Since injection pressure is assumed to 
apply for 100 years, advection is affected by both the pressure difference due to 
buoyancy and injection pressure for the first 100 years, and then affected by only 
buoyancy after shutting down the well.
6.3.2 Modeling of Solute Transport
The model o f the solute transport of hazardous wastes through subsurface formations 
is already discussed in Chapter 5. The model o f the solute transport including buoyancy 
driven flow in the current study is almost the same as the model of solute transport 
except for advection and boundary conditions.
The general governing equation o f the two-dimensional transport o f hazardous wastes 
with buoyancy through confining strata can be described by advection-dispersion equation
I t M  .  ±  (v Q  = A  ( D .* )  * ±  (D i £ )  ^
r St dz ' dz ‘ dz Sx “Bx
where C represents the constituent concentration in solution, t is time, vz is the individual
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vertical velocity, Dj is the hydrodynamic dispersion coefficient in the i-the direction. The 
components of the dispersion tensor have contributions from both mechanical dispersion 
and molecular diffusion as discussed in Chapter 5. The principal values of the dispersion 
tensor are given by
Dx =  orT Vz +  Defr (6-9)
Dz =  aL Vz +  Deff (6-10)
where aL is the longitudinal dispersivity, a T is the transverse dispersivity, and Dcfr is the 
effective diffusivity.
The initial and boundary conditions necessary for the solution of solute transport 
equation with and without buoyancy are the same as those in Chapter 5 except the 
boundary conditions of hydraulic head. In boundary conditions of hydraulic head for 
solute transport with buoyancy, the bottom pressure of confining strata is expressed by 
adding pressure difference due to buoyancy to injection pressure for the first 100 years, 
and then changed to pressure difference due to buoyancy only after shutting down the
well. In boundary conditions of hydraulic head for solute transport without buoyancy,
the bottom pressure of confining strata is expressed by only injection pressure for the 
first 100 years, and then changed to no pressure difference across confining strata after 
shutting down the well. The bottom concentration of confining strata is assumed to be 
constant as the injection concentration of the injected hazardous waste to estimate the 
conservative solute transport through confining strata.
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As mentioned in Chapter 5, 100 cm is chosen to the apparent longitudinal 
dispersivity in Neumann’s work [1990]. Effective diffusivity in subsurface formations 
can be expressed by dividing molecular diffusivity by tortuosity of the formations as 
discussed in Chapter 5. The effective diffusivity for shale correlated for tortuosity 
[Berner, 1980] is
iv  - *3 t f ‘ U )m
and for sand [Millington and Quirk, 1961]
(6- 12)
D ~ = D e 4' 3
As discussed in Chapter 5, sorption is described by a linear relationship between 
aqueous phase and solid phase equilibrium concentrations, a  retardation factor can be 
defined as .
.  i  ♦ <6- 13)
J e
where pb is the bulk mass density o f the porous medium, e is the porosity and IQ is the 
partition coefficient. Since the sorption o f  hydrophobic compounds (aromatic 
hydrocarbons and chlorinated hydrocarbons) in sand is much smaller than that in silt and 
clay [Karickhoff et a l., 1979], soiption in sand regions is neglected in this simulation. 
Here the partition coefficient in shale zones is varied from 0 to 1 for the simulation of 
solute transport.
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6.4 Results and Discussion
Solute transport with and without buoyancy driven flow in the heterogeneous 
configuration of confining strata was solved by numerical simulation using the Galerldn 
finite element method. Since the shale fraction in confining strata from the field data is 
typically higher than 0.65, the focus o f current study is on the solute transport with 
buoyancy through confining strata with high shale fractions. Schematic representations 
of hypothetical confining strata with different shale fractions are shown in Figures 5-3 
(a) to 5-6 (a) in Chapter 5.
6.4.1 Concentration Isopleth with Configurations
The solution of the advection-dispersion equation in a two dimensional isotropic 
heterogeneous formation was used to estimate individual concentration at each node. 
From the individual concentrations at each node, concentration isopleths were developed 
for the range of shale fractions between 0.65 and 0.9. Concentration isopleths in the 
hypothetical confining strata were evaluated in 10,000 years subject to both solute 
transport with and without buoyancy.
As shown in the Figures 6-2 through 6-4, the concentration isopleths nicely matched 
the sand distribution in the configurations. The concentration isopleth for solute transport 
without buoyancy at shale fraction 0.8 was almost identical to that for diffusion only. 
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Figure 6.2 (a) Concentration isopleth for solute transport without buoyancy
driven flow in 10,000 years after shutting down well in 100 years. 
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Figure 6.2 (b) Concentration isopleth for solute transport with buoyancy driven
flow in 10,000 years after shutting down well in 100 years.
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Figure 6.3 (a) Concentration isopleth for solute transport without buoyancy
driven flow in 10,000 years after shutting down well in 100 years. 
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Figure 6.3 (b) Concentration isopleth for solute transport with buoyancy driven
flow in 10,000 years after shutting down well in 100 years.
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Figure 6.4 (a) Concentration isopleth for solute transport without buoyancy
driven flow in 10,000 years after shutting down well in 100 years. 
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Figure 6.4 (b) Concentration isopleth for solute transport with buoyancy driven
flow in 10,000 years after shutting down well in 100 years.
(Shale permeability 0.01 md)
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negligible. The concentration isopleth for solute transport with buoyancy at shale 
fraction 0.8 was also almost identical to that for diffusion only. Even though buoyancy 
driven flow is assumed to exist through confining strata for 10,000 years, the pressure 
difference due to buoyancy is so small that the solute transport is controlled by diffusion 
only in confining strata with high shale fractions. Shale permeability is varied from 
0.0001 md to 0.01 md and sand permeability is still 1000 md. Concentration isopleths 
without and with buoyancy are examined with the change o f shale permeability, as shown 
in Figures 6-2 through 6-4. Up to shale permeability 0.001 md, the difference of the 
results from solute transport with and without buoyancy was small. Solute transports are 
still controlled by diffusion because injection period is assumed to be only 100 years and 
the pressure difference due to buoyancy is still very small. When shale permeability is 
0.01 md, however, the penetration depth for dimensionless concentration o f 0.1 in solute 
transport with buoyancy is almost two times increased comparing to that in solute 
transport without buoyancy. From the difference between solute transport with and 
without buoyancy, if  shale permeability is equal to or greater than 0.01 md, solute 
transport is dominated by buoyancy flow even though pressure difference due to 
buoyancy is very small.
6.4.2 Mean Concentration Profile
When shale permeability is 0.0001 md, the mean concentration profiles with depth 
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Figure 6.5 Mean concentration profiles of solute transport without buoyancy driven
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Figure 6.6 Mean concentration profiles of solute transport with buoyancy driven
flow with the change of shale fraction in 10,000 years.
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at all shale fractions considered (Figures 6-5 and 6-6). Figure 6-7 shows that the mean 
concentration profiles of solute transport without buoyancy at shale fraction 0.8 increased 
with decreasing ratio o f sand permeability to shale permeability in 10,000 years. In this 
Figure, sand permeability was 1000 md and shale permeability was varied from 0.0001 
md to 0.01 md. Mean concentration profile with shale permeability 0.0001 md was 
almost identical to that with shale permeability 0.001 md. And the mean concentration 
profile with shale permeability 0.01 md was slightly increased over that of a shale 
permeability of 0.0001 md. Since diffusion controlled transport in these cases, 
permeability would not be expected to be an important parameter.
The predicted mean concentration profiles a shale fraction of 0.8 after 10,000 years 
are shown in Figure 6-8 for different ratios of sand to shale permeability. The sand 
permeability in every case was assumed to be 1 darcy. For shale permeability equal to 
or greater than 0.01 md, buoyancy was the controlling mechanism of solute transport 
through the confining strata.
In order to investigate the effect of the partition coefficient on solute transport, this 
parameter was varied from 0 to 1. In this case, shale fraction was 0.8. Since there was 
little interaction between hazardous wastes and sand, a partition coefficient was just 
applied to shale regions. In shale zones, the bulk density of solid phase and porosity in 
shale were assumed to be 1.67 and 0.3 respectively. Retardation factor was changed 
from 1 to 6.57 as partition coefficient was varied from 0 to 1. Figures 6-9 and 6-10 
illustrate the effect of partition coefficients for the mean concentration profiles of solute 
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Figure 6.8 Mean concentration profiles of solute transport with buoyancy driven
flow with the change of the ratio of sand to shale permeability
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Figure 6.9 Effect o f partition coefficients for mean concentration profiles of 
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Figure 6.10 Effect of partition coefficients for mean concentration profiles of 
solute transport with buoyancy driven flow at shale fraction 0.8 
in 10,000 years.
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concentration with and without buoyancy increased with increasing the retardation factor. 
Since the travel distance in the direction of mean flow at dimensionless concentration of 
0.5 was inversely proportional to VRf, the combined sand-shale formation behaved 
essentially as through it were homogeneous and composed entirely of shale.
6.4.3 Penetration Depth
As discussed in Chapter 5, the mean penetration depth into confining layers can be 
calculated based on the required dilution ratio between injection and the drinking water 
standard. For solute transport without buoyancy, since concentration isopleths and the 
mean concentration profiles are almost identical to those of diffusion only, the mean 
penetration depth and the maximum penetration depth should be the same as those of 
diffusion as shown in Tables 5-2 and 5-3 in Chapter 5. The maximum penetration depth 
was calculated using the mean concentration and twice the standard deviation. In order 
to generate the maximum concentration profiles, two times the standard deviation was 
added to the mean concentration to obtain 95% confidence limits (Gaussian distribution). 
Table 6-1 represents the mean and the maximum penetration depth with respect to shale 
fraction after 10,000 years for a shale permeability of 0.0001 md (K^/KIh =  107). The 
mean and maximum penetration depth was generally inversely proportional to the shale 
fraction. The difference between the mean penetration depth and the maximum 
penetration depths increased as shale fraction decreased. These penetration depths are 
almost the same as those of diffusion alone.
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TABLE 6-1. Penetration depth of solute transport with buoyancy driven flow in 10,000 
years after shutting down well in 100 years when K^/K^ is 107.





For shale permeability between 0.0001 md and 0.01 md, the mean penetration depths 
after 10,000 years are shown in Table 6-2. Again, if shale permeability is equal to or 
greater than 0.01 md, solute transport is dominated by buoyancy driven flow. Table 6-3 
shows the maximum penetration depth in the shale permeability range of 0.0001 md - 
0.01 md.
TABLE 6-2. Mean penetration depth in 10,000 years after shutting down well in 100 
years when shale fraction is 0.8.
Krf/K* With buoyancy driven flow Without buoyancy driven flow
l.E + 05 180.2 125.2
l.E + 06 117.5 110.9
l.E + 07 111.3 110.0
From those results the maximum penetration depth for solute transport with buoyancy 
was not greater than the thickness of confining strata ( >  300 ft) even though shale
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permeability was 0.01 md. It should be remembered that the maximum shale 
permeability measured by Constant and Clark [1989] was 0.0005 md and that shale 
permeabilities of 10^ md to 0.0005 md have been reported. Therefore, it is concluded 
that the injected hazardous wastes will be confined in the disposal zone for 10,000 years 
even though buoyancy driven flow may occur.
TABLE 6-3. Maximum penetration depth in 10,000 years after shutting down well in 
100 years when shale fraction is 0.8.
K*/K* With buoyancy driven effect Without buoyancy driven effect
l.E + 0 5 200.0 135.0
l.E + 0 6 126.0 119.6
l.E + 0 7 118.8 118.5
6.5 Conclusions
Solute transport with buoyancy driven flow over 10,000 years was investigated by 
using the Galerkin finite element method for four hypothetical configurations which are 
0.66, 0.7, 0.8, 0.88 in shale fraction. The confining stratum was modeled as a 
combination of binary random structures composed of either pure sand or pure shale. 
Monte Carlo techniques were used to generate the structure of the confining layers. The 
size of two-dimensional solute transport system was 200 ft in depth and 500 ft in width,
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and the flow field discretized by a 100 x 50 nodal grid.
For the range of shale fractions between 0.65 and 0.9, the concentration isopleths 
nicely matched the sand distribution in the configuration. When shale fraction was 
0.0001 md, solute transport assuming only 100 years o f injection over 10,000 years was 
essentially identical to diffusion only. Hence, it was found that advection for 100 years 
was negligible over the entire 10,000 year period. When shale permeability is greater 
than 0.01 md, however, solute transport with buoyancy is dominated by buoyancy driven 
flow. For shale permeability from 0.0001 md to 0.01 md, it was found that solute 
transport was controlled by diffusion only.
From the results o f the one dimensional analytical solutions for solute transport with 
and without buoyancy in which the estimated parameters such as the estimated mean 
velocity and the estimated expectation value of dispersion coefficient were used, the mean 
and the possible maximum penetration depth into confining strata was less than the 
thickness of confining strata. Thus it is concluded that confining layers greater than 300 
ft in thickness with shale fractions of greater than 0.65 and shale permeability o f less 
than 0.01 md would be expected to contain injected wastes for 10,000 years.
CHAPTER 7 
CONCLUSIONS AND RECOMM ENDATIONS
7,1 Conclusions
Hypothetical subsurface confining layers were modeled as a combination of binary 
random structures composed o f either pure sand or pure shale. Monte Carlo techniques 
were used to generate the structure of the confining layers. Finite element models o f 
flow and transport were constructed as part of this study and used to simulate flow and 
transport in the confining layers over a 10,000 year period.
When shale constitutes 65 percent or more of the confining layers, the expected 
effective permeability of the entire zone is essentially that of pure shale. When shale 
constitutes 40 percent or less o f the confining strata, the expected effective permeability 
is essentially that o f pure sand. In 2-dimensional simulations, the effective vertical 
permeabilities depended on the specific configuration for shale fractions between 0.4 and 
0.60. In 3-dimensional simulations, the effective vertical permeabilities depended on the 
specific configuration for shale fractions between 0.5 and 0.65. Since most confining 
layers o f interest have high shale fractions ( >  0.65), subsequent investigation was 
limited to 2-dimensional formations. The effective vertical permeabilities were found to 
be dependent on shale size and anisotropy.
Well log data at a  particular site in Jefferson Parish, Louisiana, was used to predict 
the subsurface configuration at that site and effective transport rates. The expected
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effective vertical permeability was estimated to be 0.0007 md. The average penetration 
of wastes from the injection zone using the injection pressure as an upper bound to the 
driving pressure was 3 meters in 10,000 years.
A model for solute transport in the confining layers was also developed. The 
transport assuming a constant pressure driving force over 10,000 years was controlled 
by hydrodynamic dispersion (dispersion +  diffusion) for the range of shale fraction 
between 0.65 and 0.9 in the confining layers. Transport assuming only 100 years of 
injection over 10,000 years was essentially identical to diffusion only. The mean 
concentration at any point in the confining layer increased with decreasing shale fraction 
and decreased with increasing retardation factor. If shale fraction is less than 0.5 - 0.65, 
continuous sand paths are likely to exist in the layer destroying its containment 
effectiveness. Since the shale fraction is typically greater than 0.65 in deep well injection 
confining layers, the mean and the maximum penetration depth of injected waste 
compounds is less than the thickness of the confining layers. Acrylonitrile, which 
requires the largest dilution ratio to meet health based standards, was used to define these 
distances.
The additional transport associated with buoyancy effects was also considered. 
Buoyancy driving forces were estimated from Hanor [1987]. Transport with buoyancy 
driven flow was essentially identical to that of diffusion for shale permeabilities up to 
0.01 md. For shale permeabilities equal to or greater than 0.01 md, buoyancy was the 
controlling mechanism of solute transport through confining strata. The mean and the 
maximum penetration depth of acrylonitrile were less than the thickness of confining
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layers ( >  300 ft) for shale permeabilities less than or equal to 0.01 md when shale 
fraction is greater than 0.65. The maximum permeability o f Louisiana shale samples 
measured by Constant and Clark was 0.0005 md.
In summary, confining layers greater than 300 ft in thickness with shale fractions of 
greater than 0.65 and shale permeabilities o f less than 0.01 md would be expected to 
contain injected wastes for 10,000 years.
7.2 Recommendations
The recommendations of this research are:
1) Even though a hypothetical heterogeneous configuration of confining layers was 
used to estimated solute transport, confining layers with faults or fractures were 
not considered in this study. The effect o f faults on solute transport in confining 
layers should be investigated.
2) Research should be undertaken to develop a better understanding of the 
interactions between the injected wastes and the materials of confining layers.
3) At present, little or no information is available on the field scale geophysical 
properties of subsurface formations. The appropriate tests needed to measure 
these properties and the procedures for proper analysis of the test data should be 
specified.
NOMENCLATURE
[A] : Matrix of n by n
Ai : Airy function
[B] : A column vector
Bi : Airy function
C : Concentration of solute in solution
D : Hydrodynamic dispersion coefficient
Dcr : Effective diffusion coefficient (Dme/r)
Dm : Molecular diffusivity
e : Elements joining at node i
[E] : Matrix of n by n
F : Volume fraction
f : Weight fraction
[F] : Matrix o f n by n
g : Gravitational constant
G : Dimensionless concentration
{G} : A vector of length n
h : Hydraulic head
k : Permeability
K : Hydraulic conductivity ( -  kpg//*)
KR : Hydraulic conductivity
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K,, : Partition coefficient
1 : The direction of the normal to the boundary.
L : Linear operator
L, : Characteristic length
n : The unit outward normal vector to the boundary
Nj : Shape function
P : Pressure
Pe : Peclet number (Pe*»v/iz/Defr)
q : Darcy flux
Q : Flow rate
Rr : Retardation factor
rw : Radius of the injection well
S, : The specific storage of the porous material
T : Temperature of fluid
t : Time
u : interstitial velocity in x-direction
v : interstitial velocity in z-direction
W : A volumetric flux per unit volume
x : The lateral coordinates
X : The value of shale width
y : The lateral coordinates
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eff : Effective property
oc : Organic carbon
1 : The first bounadry region
2 : The second bounadry region
3 : The third bounadry region
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PROGRAM OF INPUT DATA F IL E S  FOR MODFLOW
PURPOSE -  TO GENERATE DATA F IL E S OF BOTH BASIC PACKAGE 
AND BLOCK-CENTERED FLOW PACKAGE FOR 
3-DIMENSIONAL HETEROGENEOUS CONFINING LAYER
LOUISIANA STATE UNIVERSITY  
SEUNG-WHEE RHEE 
SPRING 1 9 9 1
IM PL IC IT  REAL*8 ( A - H , 0 - Z )
PARAMETER ( N = 1 0 0 ,  N X = 3 0 ,  N Y = 3 0 ,  N Z = 4 1 )  
PARAMETER ( N 4 = 3 0 ,  N 3 = 3 0 0 0 ,  N 5 = 2 0 0 0 0 )  
PARAMETER ( T L = 3 0 0 . , IW = 4 0 , Z E = 1 0 . )  
PARAMETER (S H K = 0 . 0 0 0 1 f S D K = 1 0 0 0 . )
COMMON /B L K 1 /  
COMMON / BLK 2/  
COMMON / BLK3/  
COMMON /B L K 4 /  
COMMON /B L K 5 /  
COMMON /B L K 6 /
XCOND{ NX, IW, NY) , V C O N T (N X ,IW ,3 0 )
R K (N 3)
K Y I ( N 5 ) ,  K X 1(N X +1)
KLX( N 4 , NZ) , NELE( N 4 , N Z ) , NODEL( N 4 )
K L X 3 (N 4 ,N Z ,N Y ) , N E L E 3( N 4 , NZ, NY) , NODEL3( N 4 , NY) 
S H F ( NX) , ID E P (N X )
K X 1{ N ) = X COORDINATE OF NTH NODE
SH F{N ) = SHALE FRACTION OF NTH LAYER
ID E P (N )  = DEPTH OF NTH LAYER
NX = NUMBER OF ELEMENTS IN  X-DIRECTION
NY = NUMBER OF ELEMENTS IN  Y—DIRECTION
. . . I N I T I A L I Z E  X—COORDINATES
DO 1 0  1 = 1 , NX+1 
1 0  K X 1 ( I ) = ( I —1 ) * 1 0
 SPECIFY SHALE FRACTION AND DEPTH OF EACH LAYER
DO 2 0  1 = 1 , NX 
S H F { I ) = 0 . 7  
2 0  I D E P ( I ) = 1 0
S E E D = 0 .0
KK=1
NN1=1
DO 1 5 0  J J = N N 1 , NY
...G E N E R A T E  NUIFORM RANDOM NUMBERS
S E E D = S E E D + 1000 .
CALL DURAND( S E E D ,N 3 ,R K )
 GENERATE 3-DIMENSIONAL CONFIGURATION OF CONFINING LAYERS










































1 5 0  CONTINUE
.REASSIGN THE ORDER OF X-COORDINATES
CALL ORD(NYT)
NYL=NYT-1
.SPEC IFY  THE HYDRAULIC CONDUCTIVITIES IN SAND AND SHALE ZONES 
CALL COND(NYT)
.GENERATE INPUT DATA FOR BOLCK-CENTERED FLOW PACKAGE 
CALL BCF






-  THIS SUBROUTINE ASSIGNS THE PROPERTIES OF SAND AND SHALE
-  ACCORDING TO THE DISTRIBUTION OF SAND AND SHALE
-  CALLING ARGUMENTS : NET = TOTAL ELEMENT NUMBER OF
EACH LAYER
IMPLICIT REAL*8 (A - H f O -Z )
PARAMETER ( N = 1 0 0 ,  N 4 = 3 0 )
PARAMETER (IW = 40)
PARAMETER ( N 5 = 3 0 0 0 0 ,  N Y = 3 0 , N Z =41)
PARAMETER < S H K = 0 .0 0 0 1 ,  S D K = 1 0 0 0 . )
COMMON /B L K 1 /  X C O N D (N 4,IW ,N Y ) ,  V C O N T {N 4 ,IW ,3 0 )
COMMON /B L K 3 /  K X X (N 5 ) ,K D 1 (N 4 + 1 )
COMMON /B L K 4 /  K X (N 4 , NZ) , N E L E (N 4, NZ) , NODEL(N4)
COMMON /B L K 5 /  K X 3 (N 4 ,N Z , N Y ) , N E L E 3 (N 4 ,N Z ,N Y ) , NODEL3<N4, NY)
-  XCOND{ J , I , K) = PERMEABILITY IN  ELEMENT J , I , K
-  SHK = SHALE PERMEABILITY
-  SDK = SAND PERMEABILTIY
DO 1 0 0  IM =1, NY
DO 1 0  1 = 1 , NET-1
DO 1 0  J = 1 , N 4
DO 2 0  K = 1 , NODEL3{ J , IM)
IF (K X X ( 1 + 1 ) . L E .K X 3 ( J , K , I M ) ) GO TO 3 0  
2 0  CONTINUE 
GO TO 1 0














































I F (N E L E 3 ( J , K - l , I M ) .E Q .O )  XCOND(J, I , IH)=SDK  
1 0  CONTINUE 




- SUBROUTINE CONF -
-  THIS SUBROUTINE GENERATES THE 3-DIMENSIONAL HYPOTHETICAL _
-  CONFIGURATION OF CONFINING LAYERS USING LATERAL -
-  OVERLAPPING METHOD —
-  CALLING ARGUMENTS : MI = NUMBER OF LAYERS _
- IN Y-DIRECTION -
-
SHFT = AN ACTUAL SHALE FRACTION
-
IM PLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N = 1 0 0 ,N Z = 4 1 ,N 4 = 3 0 ,N Y = 3 0 )
PARAMETER (N 5= 3 0 0 0 0 , N 3 = 3 0 0 0 )
PARAMETER ( RXY= 1 . 0 )
PARAMETER ( IW= 4 0 )
COMMON /B L K 1 / XCOND( N 4 , 4 0 , NY) ,  V C O N T (N 4 ,4 0 ,N Y )
COMMON /B L K 2 / RK(N3)
COMMON /B L K 3 / K X X (N 5 ) , K D 1 (N 4 + 1 )
COMMON /B L K 4 / K X (N 4 ,N Z ) ,N E L E (N 4 ,N Z ) ,N O D E L (N 4 )
COMMON /B L K 5 / K X 3 ( N 4 ,N Z ,N Y ) , N E L E 3 (N 4 , NZ, NY) , N O DEL3(N4, NY)
COMMON /B L K 6 / S H F ( N 4 ) , I D E P ( N 4 )
DIMENSION R N 1( N 4 ,N )
DIMENSION IA R A (N 4)
-  NODEL3( I , J ) TOTAL NUMBER OF ELEMENT IN LAYER I , J
-
-  NELE3( I , J , K ) = NUMBER OF ELEMENT I , J , K -
-  K X 3 ( I , J , K) X COORDINATE OF ELEMENT I , J , K
-  N O D EL(I) = TOTAL NUMBER OF ELEMENT IN  ITH LAYER -
-  K X ( I , J )  = X COORDINATE OF SHALE I IN JTH LAYER -
-  KX1 X COORDINATE OF SHALE LEFT HAND SIDE _
-  KX2 X COORDINATE OF SHALE RIGHT HAND SID E -
-  AREAT = TOTAL AREA OF EACH LAYER -
-  AREAE SHALE AREA IN EACH LAYER -
-  R K (N ) RANDOM NUMBER OF N -
-  NELE( I , J }= NUMBER OF ELEMENT I  IN  JTH LAYER -
-  R N 1 ( I , J )  = RANDOM NUMBER OF I  IN J  LAYER -
-  KKI NUMBER OF OVERLAPPING IN SID E  ELEMENT -
-  KKR NUMBER OF RIGHT HAND SIDE OVERLAPPING -
-  KKL = NUMBER OF LEFT HAND SIDE OVERLAPPING -
-  KKO NUMBER OF OVERLAPPING WHOLE ELEMENT -
-  SUBT TOTAL OVERLAPPING AREA IN EACH LAYER -
-  KARA TOTAL SHALE AREA IN CONFIGURATION -
— —
IN IT IA L IZ E  

























N O D E L (I)=0  
DO 5 J = 1 ,N Z  
KX ( I  , J  ) =0  
5 N E L E ( I ,J ) = 0
. . .D IS T R IB U T IO N  OF RANDOM NUMBERS
DO 1 0  J = 1 ,N 4  
DO 1 0  1 = 1 , N 
I 1 = ( J - 1 ) * N + I  
10  RN1• J , I ) = R K ( I I )
CHLJK THE OVERLAPPING OF SHALE LAYER
DO 2 5  J = 1 ,N 4  
KX(J , 1 ) = 0 . 0  
2 5  K X ( J ,2 ) =IW
DO 2 0 0 0  1 1 = 1 ,N 4
AREAT=IW*IDEP( I I )
AREAE=0. 0  
1=2  
NC=0
. . . . D E C I D E  WIDTH AND POSITION OF SHALE ZONE USING RANDOM NUMBER
DO 1 0 0 0  J = 1 ,N  
KX1=RN1( I I , J ) * IW-RXY 
KX2=RN1( I I , J )* IW  
IF (K X 1 . LE. 0 . 0 )  K X1=0. 0  
IF (K X 2 . GE. IW) KX2=IW
I=NC+2
I F ( I . NE. 2 )  GO TO 1 0 1
KX( I I , I ) =KX1
KX( 1 1 , 1 + 1 ) =KX2
KX( I I , 1 + 2 ) =IW
AREAE=( KX2-KX1) * ID E P ( I I )
NC=I
GO TO 7 0 0





DO 1 0 0  K =2, 1 - 2 , 2
 CASE 1 : NO OVERLAPPING
I F ( K .E Q .2 )  THEN
I F (K X 2 . L T . K X ( I I , K) .AND. K X l . G E . K X ( I I , K - l ) ) GOT O 1 0 2  
ELSE
I F ( K X 2 .L T .K X ( I I ,K )  .AND. K X 1 .G T .K X ( I I ,K - 1 ) ) GO TO 1 0 2  
ENDIF
IF (K X 1 . GT. KX{ I I , I —1 ) )  GO TO 1 0 3  
GO TO 1 0 0



















3 0  K X ( I I , J J ) = K X ( I I , J J - 2 )
K X ( I I ,K ) = K X 1  
K X ( I I , K + l ) =KX2 
GO TO 1 0 4
1 0 3  K X ( I I , I ) =KX1 
K X ( I I , 1 + 1 ) =KX2 
K X ( I I , 1 + 2 ) =IW
1 0 4  AREAE=AREAE+(KX2-KX1) * I D E P ( I I )
NC=I
GO TO 7 0 0  
1 0 0  CONTINUE
DO 2 0 0  K = 2 , 1 —2 , 2
. . . . C A S E  2 : OVERLAPPING AT RIGHT SIDE
2 0 1  I F ( K X 1 . L E . KX( I I , K + l ) -AND. K X 1. G E . K X { I I , K ) ) THEN 
I F ( K X 2 . L E . K X ( I I , K + 1 ) ) THEN 
KKI=KKI+1
SU BT=SU B T +(K X 2-K X 1) * I D E P ( I I )
ELSE
KKR=KKR+1
SUBT=SUBT+( KX( I I , K + l ) - K X 1 ) * I D E P ( I I )
END I F
I F ( KKI+KKR+KKL+KKO .G E . 2 )  GO TO 2 0 0  
NPOINT=K
. . . . C A S E  3 : OVERLAPPING AT LEFT SIDE
E L S E I F (K X 2 .G E . K X ( I I , K) .AND. KX 2 . L E . KX( I I , K + l ) )  THEN 
KKL=KKL+1
SUBT=SUBT+( KX2—KX( I I , K ) ) * I D E P ( I I )
IF(KKI+KKR+KKL+KKO .G E . 2 )  GO TO 2 0 0  
NPOINT=K
. . . . C A S E  4 : OVERLAPPING OVER THE ELEMENT
E L S E I F (K X 1 .L E . K X ( I I , K) .AND. K X 2. GE. KX( I I , K + l ) )  THEN 
KKO=KKO+l
S U B T = S U B T + (K X (II , K + l ) -K X ( I I , K ) ) * I D E P ( I I )
IF(KKI+KKR+KKL+KKO .G E . 2 )  GO TO 2 0 0  
NPOINT=K 
ENDIF  
2 0 0  CONTINUE
DECIDE THE NODE POINTS IN EACH LAYERS
I F ( K K R . E Q . l )  THEN
I F ( K K L .E Q .0  .AND. KKO.EQ.O) THEN 
K X (II ,N P O IN T + 1 )= K X 2
E L S E I F ( K K L .E Q .0  .AND. KKO.NE.O) THEN 
KX( I I , N P O IN T +1) =KX2 
DO 2 2  J J = N P O I N T + 2 ,I —2*KKO 
2 2  K X ( I I , J J ) = K X ( I I , J J + K K O * 2 )
E L S E I F (K K L .E Q .1 .AND. KKO.EQ.O) THEN 
DO 3 3  J J = N P O I N T + l ,1 - 2  
3 3  K X ( I I , J J ) = K X ( I I , J J + 2 )
E L S E I F ( K K L .E Q .l  .AND. KKO.NE.O) THEN 
DO 4 4  J J = N P O I N T + l , I —2*KKO 














E L S E IF (K K L .E Q .l )  THEN
IF (K K R .E Q .O  .AND. KKO.EQ.O) THEN 
KX{ I I , NPOINT)=KX1
E LSEIF(K K R.EQ .O  .AND. KKO.NE.O) THEN 
K X (II ,N P O IN T )= K X 1  
DO 55  J J = N P O I N T + l , I —2*KKO 
55  K X ( I I , J J ) = K X ( I I , JJ+K K O *2)
E L S E IF {K K R .E Q .l  .AND. KKO.EQ.O) THEN 
DO 6 6  J J = N P O I N T - l ,1 - 2  
6 6  K X ( I I , J J ) = K X ( I I , J J + 2 )
E L S E IF (K K R .E Q .l  .AND. KKO.NE.O) THEN 
DO 7 7  J J = N P O I N T - l—2 * K K O ,I—2*KKO-2  
7 7  K X ( I I , J J ) = K X ( I I , JJ+2+2*K K O )
ENDIF
E LSEIF(K K O .N E.O ) THEN 
K X { I I , NPOINT)=KX1  
KX( I I , NPOINT+1) =KX2 
DO 8 8  JJ= N P O IN T +2, I —2*KKO 
8 8  K X ( I I , J J ) = K X ( I I , J J + 2 * ( K K O -1 ) )
ENDIF
 CALCULATE SHALE AREA AND SHALE FRACTION IN EACH LAYER
AREAE=AREAE+(KX2-KX1) * ID E P ( I I )
AREAE=AREAE-SUBT
N C =I- 2 * (KKI+KKR+KKL+KKO)
7 0 0  AREAR=AREAE/AREAT 
SR=SHF( I I )
I F (AREAR. GE. S R - 0 . 0 0 0 1 )  GO TO 8 0 0  
1 0 0 0  CONTINUE
WRITE( 3 , 9 0 0 )  ( I , KX( 1 1 , 1 ) , I = l , N C + 2 )
DECIDE THE ELEMENTS AND THE POSITION OF SHALE OR SAND
8 0 0  NZO=0
DO 1 1 0  J = 1 , NC+2 
I F ( K X ( I I , J ) . E Q . O )  NZO=NZO+l 
1 1 0  CONTINUE
DO 1 2 0  J = 2 , NC+3—NZO 
1 2 0  K X ( I I , J ) = K X ( I I , J + N Z O - 1 )  
NODEL( I I ) =NC+3-NZO  
NDUMM=NODEL( I I ) / 2  
IN =M O D (N O D E L (II) , 2 )  
I F ( I N . E Q . l )  THEN 
DO 1 3 0  J = 1 , NDUMM 
N E L E ( I I , 2 * J —1 ) = 1  
1 3 0  NELE( I I , 2 * J ) =0
ELSE
DO 1 4 0  J=l,NDUMM  
NELE( I I , 2 * J —1 ) = 0  
1 4 0  NELE( I I , 2 * J )= 1
ENDIF
NE=0
DO 1 5 0  J = l ,N O D E L ( I I )  
I F ( K X ( I I , J ) . E Q . I W )  NE=NE+1 
1 5 0  CONTINUE





























DO 1 6 0  J = l ,N O D E L ( I I } - l  
1 6 0  I F ( N E L E ( I I , J ) . E Q . l )  ICHK=ICHK+{KX( I I , J + l ) -K X ( I I , J ) )
I A R A ( I I ) =ICHK
WRITE( 1 6 , 9 0 0 )  ( I , K X ( I I , I ) , 1 = 1 , NODEL( I I ) )
WRITE( 1 6 , 9 1 0 )  (NELE( 1 1 , 1 ) , 1 = 1 , NODEL( I I ) - 1 )
9 0 0  FORMAT( 6 ( 1 4 , I X , 1 5 , 2 X ) )
9 1 0  FORMAT( 6 ( 1 4 , 8 X ) )
2 0 0 0  CONTINUE
KARA=0
DO 1 1 0 0  1 = 1 , N4 
1 1 0 0  KARA=KARA+IARA(I)
KARA=KARA/N4
SHFT=KARA/40.
DEVELOP THE 3 DIMENSIONAL ELEMENTS AND NODES FOR CONFIGURATION
DO 1 2 0 0  1 = 1 , N4 
NODEL3( I , M I) =NODEL( I )
DO 1 2 0 0  J = 1 ,N Z  
KX3 ( I , J , MI ) =KX( I , J ) *  5 
NELE3( I , J , M I) =NELE( I , J ) 





-  THIS SUBROUTINE REASSIGNS THE ORDER OF NODE NUMBER FOR
-  GRID POSITIONS IN THE X-DIRECTION OF CONFINING LAYER
-  CALLING ARGUMENTS : NET2 = TOTAL NUMBER OF NODES
IMPLICIT REAL*8 ( A - H ,0 - Z )
PARAMETER (N = 1 0 0 ,  N 4 = 3 0 ,  NY=30 ,N Z = 4 1 )
PARAMETER (N 3 = 3 0 0 0 ,  N 5 = 3 0 0 0 0 )
COMMON / BLK2/  RK( N 3 )
COMMON /B L K 3 / K X X (N 5),K D 1(N 4+1)
COMMON /B L K 4 / K X(N4, NZ) , NELE(N4, NZ) , NODEL( N 4 )
COMMON /B L K 5 / K X 3(N 4, NZ,NY) , N E L E 3 (N 4 ,N Z ,N Y ) , NODEL3(N4, NY)
DO 1 0  1 = 1 , N5 
10  KXX( I )= 0
NE=0
DO 5 1 = 1 , NY 
DO 5 J = 1 ,N 4  


























DO 1 1  1 = 1 ,  NY 
DO 1 1  J = 1 ,N 4  
DO 1 1  L = l ,N O D E L 3 ( J , I )
K=K+1 
11  K X X ( K ) = K X 3 ( L ,J ,I )
C
DO 2 2  J = 1 ,N E T  
DO 2 2  1 = 1 , NET-1
IF (K X X ( I ) .L T .K X X { 1 + 1 ) )  GO TO 2 2  
YY=KXX( I )
K X X (I) =KXX(1 + 1 )




33  I F { K X X ( I + 1 ) .E Q .K X X ( I ) ) THEN 
DO 4 4  J = I ,N E T - 1  
4 4  K X X (J )= K X X (J + l)
NET=NET-1  
ELSE 
1=1 + 1 
ENDIF
I F ( KXX( N E T -1 ) . N E . 2 0 0 )  GO TO 55  
GO TO 33  
55 NET2=NET






-  THIS SUBROUTINE GENERATES THE INPUT DATA OF BLOCK-
-  CENTERED FLOW PACKAGE FOR 3-DIMENSIONAL CONNFINING LAYER
IMPLICIT REAL*8 ( A - H ,0 - Z )
PARAMETER (N X =30, NY =30, N Z =40, N 4 = 3 0 ,  IW=40)  
PARAMETER ( T L = 1 1 1 . ,  D E L C = 5 ., DELR=5. ,  S H D = 3 0 . ) 
PARAMETER <NP=1, N N P = -1 ,  NT=1, I Z = 0 ,  NZA=28)  
PARAMETER (IB C F = 1 1 ,  IS S O P = 1 9 , NPT=0)
PARAMETER (X X X = 0 .,  X X 1 = 1 . ,  T L E N = 1 0 0 0 0 0 0 . ) 
CHARACTER*10  FMAT1, FMAT2, FMAT3
COMMON /B L K 1 /  XCOND(NX,NZ,NY), VCONT(NX,NZ,NY) 
DIMENSION JV A L (N X ), TRNS(NX,IW,NY)
FMAT1=' ( 1 0 D 1 2 . 4 ) '
DATASET 1
WRITE( 6 , 1 0 3 )  N P ,IZ  
DATASET 2 
JVAL( 1 ) = 2
179
DO 1 1  1 = 2 , NY 
JV A L ( I ) = 0  
DO 1 2  J = 1 , I W  
DO 1 2  K = 1 , NX
V C O N T ( K ,J , I —1 ) = 1 . / ( 2 . 5 /X C O N D ( K ,J , I —1 ) + 2 . 5 / X C O N D ( K , J , I ) )
1 2  CONTINUE 
1 1  CONTINUE
WRITE( 6 , 1 0 5 )  ( J V A L (K ) ,K = 1 ,N X )
C
C ........... DATASET 3
C ........... TRPY ARRAY LAYER 1 - 3 0
C
WRITE( 6 , 1 0 7 )  I Z ,X X 1
C
C ........... DATASET 4
C ........... DELR ARRAY -  THE VALUE OF COLUMN IN  ONE ELEMENT
C
WRITE( 6 , 1 1 7 )  IZ ,D E L C
C
C ............DATASET 5
C ............DELC ARRAY -  THE VALUE OF ROW IN  ONE ELEMENT
C
WRITE( 6 , 1 2 7 )  IZ ,D E L R
C
C ............DATASET 7
C............TRANSMISSIVITY LAYER 1 - 3 0
C
DO 1 5  1 = 1 , NX 
DO 1 5  J = 1 , I W  
DO 1 5  K = 1 , NY 
1 5  T R N S( I , J ,K )= X C O N D ( I , J ,K )* D E L C
C
DO 2 0  J = 1 , NY
C
WRITE( 6 , 1 0 4 )  I B C F ,X X 1 , FMAT1, N P T ,J  
DO 3 0  K = 1 , IW 
3 0  WRITE( 6 , 1 0 9 )  ( TRNS ( I , K , J ) , 1 = 1 , NX)
C
C ............DATASET 1 0
C ............VERTICAL HYDRAULIC CONDUCTIVITY DIVIDED BY THICKNESS
C
I F ( J . E Q . N Y )  GO TO 2 0  
WRITE( 6 , 1 1 4 )  IB C F , X X I , FMAT1, NPT, J  
DO 4 0  K = 1 , IW 
4 0  WRITE( 6 , 1 1 0 )  (VCONT( I , K , J ) , 1 = 1 , NX)
C
C ............DATASET 12
C ............TOP LAYER 1
C
I F  ( J . N E . l )  GO TO 2 0  
WRITE( 6 , 1 4 7 )  IZ ,X X X
C






1 0 3  FORMAT( 2 ( 1 1 0 ) , 4 0 X , • I S S  IB C F C B ')
1 0 4  FORMAT( 1 1 0 , F 1 0 . 0 , A 2 0 , 1 1 0 , 1 0 X , ’ TRANS1, 2 X , I 2 )
1 1 4  FORMAT( 1 1 0 , F 1 0 . 0 , A 2 0 , 1 1 0 , 1 0 X , ’ VCONT’ , 2 X , I 2 )
1 0 5  FORMAT( 3 0 ( 1 2 ) )
180
1 0 7  FORMAT{ 1 1 0 , F 1 0 . 2 , 4 0 X , ’ ISOTROPY’ )
1 1 7  FORMAT( 1 1 0 , F 1 0 . 2 , 4 0 X , ’ COLUMN’ )
1 2 7  FORMAT( 1 1 0 , F 1 0 . 2 , 4 0 X , ’ ROW’ }
1 4 7  F O R M A T ( I 1 0 , F 1 0 . 2 , 4 0 X , ’ TOP’ }
1 0 9  F O R M A T (1 0 (D 1 2 .4 ) )





C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
SUBROUTINE BPI
C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
C
C -  SUBROUTINE BPI
C
C -  THIS SUBROUTINE GENERATES THE INPUT DATA OF BASIC




IM PLICIT REAL* 8  ( A - H , 0 - Z )
PARAMETER (N X = 3 0 , N Y = 3 0 , N Z = 4 0 , N 4 = 3 0 ,  IW =40)
PARAMETER { T L = 1 1 1 . , DELC=5. ,  DELR=5. ,  S H D = 3 0 .)
PARAMETER (N P = 1 ,  N N P = -1 ,  N T =1, I Z = 0 ,  NZA=28)
PARAMETER ( I B C F = 1 1 ,  I S S O P = 1 9 ,  NPT=0)
PARAMETER (X X X = 0 . ,  X X 1 = 1 . ,  T L E N = 1 0 0 0 0 0 0 . )
CHARACTER*1 0  FMAT1, FMAT2, FMAT3
C
COMMON /B L K 1 /  XCOND(NX,NZ, NY) , VCONT(NX,NZ,NY)
DIMENSION VAL(NX)
DIMENSION IV A L 2 ( NX) , IV A L 3 ( NX)
DIMENSION ICOND(NX,NZ, NY)
C
FMAT1*= ’ ( 1 0 D 1 2 . 4 )  '
FMAT2=’ ( 3 0 1 2 ) ’
FMAT3=’ ( 1 5 D 8 . 1 ) ’
C
C  DATASET 1 AND 2
C
WRITE( 6 , 1 0 0 ) ’EFFECTIVE VERTICAL PERMEABILITY IN  3-DIMENSIONAL
$ CONFINING LAYER’












WRITE( 6 , 1 1 3 ) I Z , I Z
c
c . ,
c . . . . . IBOUND ARRAY LAYER 1
V*
WRITE( 6 , 1 2 3 ) I Z , I Z , N P
Vo
























DO 9 0  1 = 1 , NX 
IV A L 3( 1 ) = 0  
VAL( I ) = 0 .
IV A L 2( I ) = —1 
DO 9 0  J = 1 ,N Z  
DO 9 0  K = 1 , NX
I F  (XCOND( 1 , J , K ) . L T . l . D - 2 )  ICOND( I , J , K ) =0  
I F  (XCOND( I , J , K ) . G T . l . D - 2 )  ICOND( I , J , K ) =1  
9 0  CONTINUE
DO 8 0  K = 2 , 2 9
WRITE( 6 , 1 2 4 )  N P ,N P ,F M A T 2 ,I Z ,I  
DO 8 0  J = 1 , I W
I F ( J . E Q .1 .OR. J .E Q .I W )  THEN 
W R I T E (6 ,1 0 5 )  ( IV A L 3( I ) , 1 = 1 , NX)
ELSE
WRITE( 6 , 1 0 5 )  I VAL2 ( 1 ) , ( ICOND( I , J , K ) , 1 = 1 , NZA) , I VAL 2 ( 3 0 )  
ENDIF 
8 0  CONTINUE
 IBOUND ARRAY LAYER 3 0
WRITE( 6 , 1 2 3 )  I Z , I Z , NX
 DATASET 7
WRITE( 6 , 1 0 6 )  TL 
 DATASET 8
 STARTING HEAD ARRAY LAYER 1 - 3 0
DO 7 0  1 = 1 , NX
WRITE( 6 , 1 3 4 )  NP, XXXI, FMAT3, I Z , I  
DO 6 0  J = 1 ,I W
W R I T E (6 ,1 1 5 )  S H D ,(V A L (K ) , K = 1 ,N Z A ),X X 1  
6 0  CONTINUE 
70  CONTINUE
.DATASET 9
WRITE( 6 , 1 0 8 )  TLEN, N P,XXI
FORMAT STATEMENTS
1 0 0  FORMAT( 'INPUT DATA FOR 3 -D  EFFECTIVEPERMEABILITY’ , 60X )
1 0 1  FORMAT( 5 ( 1 1 0 ) )
1 0 2  FORMAT( 2 4 ( 1 3 ) ) -
1 1 3  FORMAT( 2 ( 1 1 0 ) , 4 0 X , * IAPART IS T R T *)
1 2 3  FORMAT(2 ( 1 1 0 ) , 4 0 X , ’ IBOUND ’ , 1 2 )
1 2 4  FORMAT(2( 1 1 0 ) , A 2 0 , 1 1 0 , 1 0 X , ’ IBOUND ’ , 1 2 )
1 3 4  FORMAT(2( 1 1 0 ) , A 2 0 , 1 1 0 , 1 0 X , ’ SHEAD ’ , 1 2 )
1 0 5  FORMAT( 3 0 ( 1 2 ) )
1 1 5  FORMAT( 1 5 ( D 8 . 1 ) )
1 0 6  FORM AT(F10.2 )

























SLICE-SUCCESSIVE OVERRELAXATION PACKAGE INPUT
THIS SUBROUTINE GENERATES THE INPUT DATA OF S L IC E -  
SUCCESSIVE OVERRELAXATION PACKAGE FOR 3-DIMENSIONAL  
CONNFINING LAYER
.. .D A T A S E T  1
1 0 0 0 0 0  1 0 0  MXITER,NPARM
..D A T A SE T  2
1 . 9 8  0 . 0 0 0 1  1 0  ACCL,ERR,IPRSOR
APPENDIX B
Computer Listing for Solute Transport in 











































IMPLICIT REAL*8 < A -H ,0 -Z )
PARAMETER ( N l = 7 5 0 0 ,  N 2 = 1 0 0 ,  N = 1 5 0 ,  NY =99, N 8 = 1 1 0 )
PARAMETER (N 4 = 9 9 ,  N 3 = 1 S 0 0 0 ,  N 5 = 5 0 0 0 ,  IWORK=55, N 6 = 9 ,  N 7 = l )
PARAMETER ( T L = 3 7 0 . , IW =50, ZE=10)
PARAMETER < S H K = 0 .0 0 0 1 ,  S D K = 1 0 0 0 .)
PARAMETER ( D P = 1 5 . 5 ,  D F = 3 0 .4 8 ,  V I S = 1 . 0 0 ,  SD PO R =0.3)
PROGRAM OF FLOW AND SOLUTE TRANSPORT
= PURPOSE -  TO SOLVE HYDRAULIC HEAD AND CONCENTRARION IN 
HETEROGENEOUS SUBSURFACE FORMATIONS
METHOD OF ANALYSIS -  THE GALERKIN FINITE ELEMENT METHOD
=  LOUISIANA STATE UNIVERSITY
SEUNG-WHEE RHEE 
SPRING 1 9 9 1








/B L K 2 /  
/B L K 3 /  
/B L K 4 /  
/BLK 5/  
/B L K 6 /  
/B L K 7 /  
/B L K 9 /
DIMENSION VM(N2)
E L M N T (3 ,3 ) ,S { 5 ,5 ) ,E L M N T A { N 1 ) , D ( N 1 ) , DD( 5 ) , B B ( 5 ) ,  
B ( N 1 ) , R F ( N1)
LM( 5 ) , INDEX( 3 ) , NODE( 4 ) , NODPT(N1, 4 ) , KODE( N 1 ) ,MBAND 
X C O N D (N l) ,X D IF F (N 1 ) ,Q (N 1 )
R K ( N 3 ) , V ( N 1 ) , V B ( N 1 ) , T ( N 1 )
K X ( N 1 ) , K Y ( N 1 ) , K Y 1 ( N 2 ) , K X 1 ( N 5 )
K L X (N 4 ,N ) , NELE( N 4 , N ) , NODEL(N4)
A (N 1 ,N 8 )
P B ( N 1 , N 8 ) , A N S (N 1) ,WORK(IWORK,Nl),
COPY( IWORK,N1)
_
- SHFAC = SHALE FRACTION -
- KX1(N) = X COORDINATE OF NTH NODE -
- KY1( N) = Y COORDINATE OF NTH NODE -
- T( N) = EXTERNAL FLOW OR PRESSURE OF NTH NODE -
- RK<N) = RANDOM NUMBER OF N -
- AKLN = REFERENCE PERMEABILITY -
- DP = PRESSURE DIFFERENCE -
- TL = TOTAL THICKNESS OF CONFINING LAYER -
- V IS = VISCOSITY OF FLUID -
- SDPOR = POROSITY OF SAND ZONES -
- MBAND = SEMI-BANDWIDTH OF REAL ASSEMBLY MATRIX + 1 -
- KBAND = MBAND MINUS 1 -
- NUMEL = NUMBER OF ELEMENTS -
- NUMNP = NUMBER OF NODES -
- NUMMAT = NUMBER OF MATERIALS -
—
■INITIALIZE Y-COORDINATES
DO 1 0  1 = 1 , NY+1 
K Y I ( I ) = { I - 1 ) * 2  
10  CONTINUE








































DO 1 0 0  J J = 1 ,N 7
SEED=SEED+8000.
CALL DURAND{ SEED,N3,RK )
SET THE SHALE FRACTION
SHFAC=0.80
GENERATION OF HYPOTHETICAL CONFIGURATION OF CONFINING LAYERS
CALL CONF{ SHFAC, SHF)
WRITE( 1 6 , 1 0 1 )  SHF
REFERENCE VELOCITY USING A GEOMETRIC MEAN PERMEABILITY 
AKLN=0.0 0 0 8 4 3 8 6
V L N =A K L N *D P/(D F*T L *V IS*SD PO R )/1000.
MAKE THE ORDER OF X-COORDINATES 
CALL ORD(NXT)
NX=NXT-1
SPECIFY THE HYDRAULIC CONDUCTIVITIES IN SAND AND SHALE ZONES
CALL COND(NXT)
L L = (N X T -2 ) *N4
. . . IN IT IA L IZ E  X-COORDINATES
DO 20  1 = 1 , NXT
2 0  KX1 ( I ) =KX1( I ) * 10
. . .S P E C I F Y  BOUNDARY CONDITIONS AND NODES IN X-Y DOMAIN
CALL INPUT(NX,NY)
MBAND=53 
KBAND =MBAND- 1  
NUMEL=NX*NY 
NUMNP=(NX+1) * (N Y +1)
NUMMAT=NUMEL
. . . I N  THE CASE OF SHUTTING DOWN WELL AFTER 1 0 0  YEARS
ISHUT=0 
2 3  I F ( ISHUT. EQ. 0 )  GO TO 22
...ADVECTION TERM FOR THE FIRST 1 0 0  YEARS
DO 2 1  1 = 1 , NUMEL
2 1  V ( I ) = VB( I )
GO TO 5 0
. . .S O L V E  FOR HYDRAULIC HEAD IN SUBSURFACE FLOW USING LAPLACE EQUATION
22 CALL FEMPOT( NX, NY, NUMNP, NUMEL, MUMMAT, VLN)
WRITE( 6 , 2 0 0 1 )  ( I , Q ( I ) , 1 = 1 , NUMNP)
18 6
C............ESTIMATE ADVECTION USING DARCY' S LAW
C
CALL FLUX(NY,NX,NUMEL,NUMNP)
C WRITE( 6 , 2 0 0 3 )  ( I , V ( I ) , 1 = 1 , NUMEL)
C
C............CALCULATE MEAN VERTICAL VELOSITY
C
DO 3 0  1 = 1 , NY 
V M ( I ) = 0 . 0 D + 0 0  
DO 4 0  J = 1 , NX 
K = ( J - 1 ) * N Y + I  
4 0  VM( I )= VM( I ) + V ( K)
VM( I ) = V M { I ) / (N X+1)
3 0  CONTINUE
WRITE( 6 , 2 0 0 3 )  ( I , VM( I ) , 1 = 1 , NY)
C
C...........SOLVE FOR CONCENTRATION IN SOLUTE TRANSPORT USING
C ...........ADVECTION-DISPERSION EQUATION
C
5 0  CALL FEMCON(NX,NY,NUMNP,KBAND,NUMNP,NUMEL,VLN,ISHUT) 






10 1  FORMAT( 1 OX,'SHALE FRACTION = ' , F 1 0 . 5 / / )
10 3  FORMAT( 5 ( 1 5 , I X , F 9 . 4 , I X ) )
3 0 0  FORMAT( 4 ( D 1 7 . 1 0 , 1 X ) )
2 0 0 1  F O R M A T ( / 5 ( ' N O D E ' , 3 X , ' P O T ' , 4 X ) /
* / 5 ( 1 6 , I X , D 1 0 . 4 ) )
2 0 0 2  FORMAT( / 3 ( 3 X , ' N O D E ' , 4 X , ' VARIANCE' , 3 X ) /
* / 3 ( 1 4 , 3 X , D 1 4 . 6 ) )
2 0 0 4  FORMAT( / 5 ( ' ELET' , 3 X , 'VEL' , 4 X ) /
* / 5 ( 1 3 , I X , D 1 0 • 4 ) )
2 0 0 3  F O R M A T ( / 5 ( ' E L E T ' , 3 X , ' V E L ' , 4 X ) /
* / 5 ( 1 6 , I X , D 1 0 . 4 ) )
C





©PROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = == == == = == = = == === == == = == == == == = == == == === == == === == == = == == == === =
SUBROUTINE CONF(SHFAC,SHF)
C = == == == = == = = == === == == = == == == == = == == == === == == === == == = == == == === =
c
C -  SUBROUTINE CONF
C
C -  THIS SUBROUTINE GENERATES THE HYPOTHETICAL CONFIGURATION -
C -  OF CONFINING LAYERS USING LATERAL OVERLAPPING METHOD
C -
C -  CALLING ARGUMENTS : SHFAC = A GIVEN SHALE FRACTION




IMPLICIT REAL* 8  ( A - H , 0 - Z )
PARAMETER ( N = 1 5 0 , N N = 1 5 0 0 0 , N 4 = 9 9 , N 8 = 1 1 0 )
PARAMETER ( N l = 7 5 0 0 , N 2 = 1 0 0 , N 5 = 5 0 0 0 )
PARAMETER ( R X L = 1 . 0 ,  RXM=3. 0 ,  RXH=5. 0 ,  RXY=1. )
187
PARAMETER { I W = 5 0 , Z E = 1 0 . )
COMMON / B L K 3 /  X C O N D ( N l ) , X D I F F ( N 1 ) , Q ( N 1 )  
COMMON / B L K 4 /  R K ( N N ) , V ( N 1 ) , V B ( N 1 ) , T ( N 1 )  
COMMON / B L K 5 /  K D 1 ( N 1 ) , K Y ( N 1 ) , K D 2 ( N 2 ) , K X X (N 5 ) 
COMMON / BLK6/  K X ( N 4 , N ) , N E L E ( N 4 , N ) , NODEL(N4)  
COMMON / B L K 7 /  A ( N 1 , N 8 )
DIMENSION R N 1 ( N 4 , N )




c - NODEL( I ) = TOTAL NUMBER OF ELEMENT IN  ITH LAYER —
c - K X ( I , J ) = X COORDINATE OF SHALE I  IN JTH LAYER -
c - KX1 = X COORDINATE OF SHALE LEFT HAND SID E -
c - KX2 = X COORDINATE OF SHALE RIGHT HAND S I D E -
c - AREAT = TOTAL AREA OF EACH LAYER -
c - AREAE = SHALE AREA IN  EACH LAYER —
c - RK(N) = RANDOM NUMBER OF N -
c - NELE( I , J ) = NUMBER OF ELEMENT I  IN  JTH LAYER -
c - R N 1 ( I , J ) = RANDOM NUMBER OF I  IN  J  LAYER -
c - KKI = NUMBER OF OVERLAPPING IN S I D E  ELEMENT -
c - KKR = NUMBER OF RIGHT HAND SI D E  OVERLAPPING —
c - KKL = NUMBER OF LEFT HAND SI D E  OVERLAPPING -
c - KKO = NUMBER OF OVERLAPPING WHOLE ELEMENT -
c - SUBT = TOTAL OVERLAPPING AREA IN EACH LAYER -




C  I N I T I A L I Z E
C
DO 5 1 = 1 , N4 
NODEL( I ) = 0  
DO 5 J = 1 , N 
KX( I , J ) = 0  
5 NELE( I , J ) = 0
C
C ............DISTRIBUTION OF RANDOM NUMBERS
C
DO 1 0  J = 1 , N 4  
DO 1 0  1 = 1 , N 
I 1 = { J - 1 ) * N + I  
1 0  R N 1 { J , I ) = R K { I I )
C
C -------------------------------------------------------------------------------------------------------------------------------------




A R E A E = 0 .0
C
DO 2 5  J = 1 , N 4  
K X ( J , 1 ) = 0 . 0  
2 5  KX( J , 2 ) =IW















DO 1 0 0 0  J = 1 , N  
K X 1 = R N 1 ( I I , J ) * I W - R X Y / 2 .
K X 2 = R N 1 ( I I , J ) * I W + R X Y / 2 .
I F ( K X l . L E . O . O )  K X 1 = 0 . 0  
I F ( K X 2 . G E . I W )  KX2=IW 
I F ( K X 1 . E Q . K X 2 ) GO TO 1 0 0 0
C
I=NC+2
I F ( I . N E . 2 )  GO TO 1 0 1  
KX( ■ I , I ) =KX1 
K X i x I , I + 1 ) = K X 2  
K X ( T I , I + 2 ) = I W  
AR£ifiE= { K X 2 -K X 1 ) *ZE 
NC=I
GO TO 7 0 0
C




S U B T = 0 . 0
C
DO 1 0 0  K = 2 , 1 - 2 , 2
 CASE 1 : NO OVERLAPPING
I F ( K . E Q . 2 )  THEN
I F ( K X 2 . L T . KX( I I , K) .AND.  K X 1 . GE. KX( I I , K - l ) )  G O T O  1 0 2  
ELSE
I F ( K X 2 . L T . KX( I I , K) .AND.  K X 1 . G T . K X ( I I , K - l ) )  GO TO 1 0 2  
ENDIF
I F ( K X 1 . G T .K X ( 1 1 , 1 —1 ) )  GO TO 1 0 3  
GO TO 1 0 0
1 0 2  DO 3 0  J J = I + 2 , K + 2 , —1 
3 0  K X ( I I , J J ) = K X ( I I , J J - 2 )
K X ( I I , K ) = K X 1  
K X ( I I , K + 1 ) = K X 2  
GO TO 1 0 4
1 0 3  KX( I I , I ) =KX1 
KX( 1 1 , 1 + 1 ) =KX2 
KX ( I I , 1 + 2 ) =IW
1 0 4  AREAE=AREAE+(KX2-KX1)*ZE  
NC=I
GO TO 7 0 0  
1 0 0  CONTINUE
DO 2 0 0  K = 2 , 1 —2 , 2
. . . .  CASE 2 : OVERLAPPING AT RIGHT SIDE
2 0 1  I F ( K X 1 . L E . K X ( I I , K + l ) .AND.  K X 1 . G E . K X ( I I , K ) ) THEN 
I F ( K X 2 . L E . KX( I I , K + l ) )  THEN 
KKI=KKI+1
SUB T= SU BT +( KX 2-K X1) *ZE 
ELSE
KKR=KKR+1
SUBT=SUBT+(KX( 1 1 , K + l ) - K X 1 ) *  ZE 
ENDIF




C  CASE 3 : OVERLAPPING AT LEFT SIDE
C
E L S E I F ( K X 2 . G E . K X ( I I , K )  .AND.  KX2 . LE . KX( I I , K + l  ) ) THEN 
KKL=KKL+1
SUBT=SUBT+(KX2—KX( I I , K ) ) * Z E
IF(KKI+KKR+KKL+KKO .G E .  2 )  GO TO 2 0 0
NPOINT=K
C
C ........... CASE 4 : OVERLAPPING OVER THE ELEMENT
C
E L S E I F ( K X 1 . L E . KX( I I , K) .AND.  K X 2 .G E .K X ( I I , K + l ) )  THEN 
KKO=KKO+l
SUBT=SUBT+( KX( 1 1 , K + l } - K X ( 1 1 , K) ) *  ZE 
IF(KKI+KKR+KKL+KKO .GE.  2 )  GO TO 2 0 0  
NPOINT=K 
ENDIF  
2 0 0  CONTINUE
C
C ---------------------------------------------------------------------------------------------------------------------------------------------
C DECIDE THE NODE POINTS IN EACH LAYERS
C ---------------------------------------------------------------------------------------------------------------------------------------------
C
I F ( K K R . E Q . 1 )  THEN
I F ( KKL. E Q . 0  .AND. KKO.EQ.O) THEN 
KX( I I , NPOINT+1) =KX2
EL SEI F(KKL .EQ .O .AND.  KKO.NE.O)  THEN 
KX( I I , NPOINT+1) =KX2 
DO 2 2  J J= N P O IN T +2, I —2*KKO 
2 2  KX( I I , J J ) = K X ( I I , JJ +KK O* 2)
E L S E I F ( K K L . E Q . l  .AND.  KKO.EQ.O) THEN 
DO 3 3  J J = N P O I N T + l , 1 - 2  
3 3  K X { I I , J J ) =KX( I I , J J + 2 )
E L S E I F ( K K L . E Q . l  .AND.  KKO.NE.O)  THEN 
DO 4 4  J J = N P O I N T + l , I —2*KKO 
4 4  K X ( I I , J J ) = K X ( I I , J J + 2 + 2 * K K O )
ENDIF
E L S E I F ( K K L . E Q . l )  THEN
I F ( K K R . E Q . 0  .AND. KKO.EQ.O) THEN 
KX( I I , NPOINT) =KX1
E L S E I F (K K R .E Q .0  .AND.  KKO.NE.O)  THEN 
K X (I I ,N P O I N T )= K X 1  
DO 55 J J = N P O I N T + l , I - 2 * K K O  
5 5  K X ( I I , J J ) =KX( I I , JJ+KKO+2)
E L S E I F ( K K R .E Q .1 .AND.  KKO.EQ.O) THEN 
DO 6 6  J J = N P O I N T - l , 1 - 2  
6 6  K X ( I I , J J ) = K X ( I I , J J + 2 )
E L S E I F ( K K R .E Q .1 .AND.  KKO.NE.O)  THEN 
DO 7 7  J J = N P O I N T - l - 2 * K K O , I —2*KKO-2  
7 7  K X ( I I , J J ) = K X ( I I , JJ+2+2+KKO)
ENDIF
ELS EIF (K KO .N E.O )  THEN 
K X ( I I , N P O I N T ) =KX1 
KX( I I , NPOINT+1) =KX2 
DO 8 8  J J = N P O I N T + 2 ,I - 2 * K K O  
8 8  K X ( I I , J J ) = K X ( I I , J J + 2  * ( KKO-1) )
ENDIF
C



























7 0 0  AREAR=AREAE/ AREAT
IF(AREAR.GE.SHFAC—0 . 0 0 1 )  GO TO 8 0 0  
1 0 0 0  CONTINUE
DECIDE THE ELEMENTS AND THE POSITION OF SHALE OR SAND
8 0 0  NZO=0
DO 1 1 0  J = 1 , N C + 2  
I F ( KX( I I , J ) . EQ. 0 )  NZO=NZO+1 
1 1 0  CONTINUE
DO 1 2 0  J = 2 , NC+3-NZO 
1 2 0  K X ( I I , J ) = K X ( I I , J + N Z O - 1 )
NODEL( II) =NC+3—NZO 
NDUMM=NODEL(II) / 2  
IN=MOD( NODEL( I I ) , 2 )
I F ( I N . E Q . l )  THEN 
DO 1 3 0  J = 1 , NDUMM 
N E L E ( I I , 2 * J —1 ) = 1  
1 3 0  N E L E ( I I , 2 * J ) =0
ELSE
DO 1 4 0  J=l,NDUMM 
N E L E ( I I , 2 * J —1 ) = 0  
1 4 0  N E L E ( I I , 2 * J ) = 1
ENDIF
NE=0
DO 1 5 0  J = 1 , NODEL(II)
I F ( K X ( I I , J ) . E Q . I W )  NE=NE+1 
1 5 0  CONTINUE
N O D E L ( I I ) = N O D E L ( I I ) - N E + 1
ICHK=0
DO 1 6 0  J = l , N O D E L ( I I ) - l  
1 6 0  I F ( N E L E ( I I , J ) . E Q . l )  ICHK=ICHK+(KX( I I , J + l ) - K X ( I I , J ) ) 
IARA( I I ) =ICHK
WRITE( 6 , 9 0 0 )  ( I , K X ( I I , I ) , 1 = 1 , N O D E L ( I I ) )
WRITE( 6 , 9 1 0 )  ( N E L E ( I I , I ) , 1 = 1 , NODEL( I I ) - 1 )
9 0 0  FORMAT( 6 ( 1 4 , I X , 1 5 , 2 X ) )
9 1 0  FORMAT( 6 ( 1 4 , 8 X ) )
2 0 0 0  CONTINUE
KARA=0
DO 1 1 0 0  1 = 1 , N4 





PROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9}
SUBROUTINE ORD (NET2)
SUBROUTINE ORD
THIS SUBROUTINE REASSIGNS THE ORDER OF NODE NUMBER FOR 
GRID POSITIONS IN THE X-DIRECTION OF CONFINING LAYER
c




IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N = 1 5 0 , N 4 = 9 9 , N 1 = 7 5 0 0 , N 3 = 1 5 0 0 0 )
PARAMETER ( N 2 = 1 0 0 , N 5 = 5 0 0 0 , I W = 5 0 )
COMMON /B L K 4 /  R K ( N 3 ) , V ( N 1 ) , V B ( N 1 ) , T ( N 1 )
COMMON /B L K 5 /  K D 1 ( N 1 ) , K Y ( N 1 ) , K D 2 ( N 2 ) ,K X X (N 5)
COMMON / B L K 6 /  K X ( N 4 ,N ) , N E L E ( N 4 , N ) , N O D E L ( N 4 )
C
DO 1 0  1 = 1 , N5
1 0  KXX( I ) = 0
C
NE=0
DO 5 1 = 1 , N4 
5 NE=NE+NODEL( I )
NET=NE
K=0
DO 11 J = 1 , N 4  
DO 11 1 = 1 , NODEL(J)
K=K+1
11 KXX( K) =KX( J  , I  )
C
DO 22 J = l , N E T  
DO 22 1 = 1 , NET-1
I F (K X X ( I ) . LT.KXX( 1 + 1 ) )  GO TO 22  
YY=KXX( I )
KXX( I ) =KXX( 1 + 1 )
KXX( 1 + 1 ) =YY 
2 2  CONTINUE
C
1=1
33 I F ( K X X ( I + 1 ) . E Q . K X X ( I ) ) THEN 
DO 44 J = I , NET—1 
4 4  K X X (J )= K X X (J + l)
NET=NET-1
ELSE
1 = 1 + 1
ENDIF
I F ( KXX(NET—1 ) . NE. IW) GO TO 55  






@PROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C == = == == === == == = == == == === == == == === == == === == == = == == == === == == =
SUBROUTINE COND(NET)
C == === == === == == = == == == === == == == === == == = == == == === == == === == == =
C
C -  SUBROUTINE COND
C
C -  THIS SUBROUTINE ASSIGNS THE PROPERTIES OF SAND AND SHALE
C -  ACCORDING TO THE DISTRIBUTION OF SAND AND SHALE
C































IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N = 1 5 0 , N 1 = 7 5 0 0 , N 4 = 9 9 , N 3 = 1 5 0 0 0 )  
PARAMETER ( N 2 = 1 0 0 , N 5 = 5 0 0 0 , N 8 = 1 1 0 , N Y = 7 4 ) 
PARAMETER ( S H K = 0 . 0 0 0 1 ,  S D K = 1 0 0 0 . )
PARAMETER ( SHD=4. 4 8 2 D - 0 7 ,  S D D = 3 . 3 3 3 D - 0 6 )  
COMMON / B L K 3 /  XCOND(N1) , X D I F F ( N l ) , Q ( N 1 )  
R K ( N 3 ) , V ( N 1 ) , V B ( N 1 ) , T ( N 1 )  
K D l ( N l ) , K Y ( N 1 ) , K D 2 ( N 2 ) , K X X ( N 5 )  
K X ( N 4 , N ) , NELE(N 4 , N ) , NODEL( N 4 ) 
A ( N 1 , N 8 )
COMMON /B L K 4 /  
COMMON / B L K 5 /  
COMMON /B L K 6 /  
COMMON / B L K 7 /
- XCOND( I ) = PERMEABILITY IN ITH NODE —
- X D I F F ( I ) = EFFECTIVE DIFFUSIVITY IN ITH NODE -
- SHK = SHALE PERMEABILTIY -
- SHD ss SHALE EFFECTIVE DIFFUSIVITY -
- SDK = SAND PERMEABILITY -
- SDD = SAND EFFECTIVE DIFFUSIVITY -
“
L=1
DO 10  1 = 1 , NET-1  
DO 10  J = 1 , NY 
DO 2 0  K = l ,N O D E L (J )
I F (K X X ( 1 + 1 ) . L E . K X ( J , K ) ) GO TO 3 0  
2 0  CONTINUE 
GO TO 11 
3 0  I F ( N E L E ( J , K - l ) . E Q . l )  THEN 






11 L=L+1  
1 0  CONTINUE 
RETURN 
END
PROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9) 
SUBROUTINE INPUT(NX,NY)
SUBROUTINE INPUT
THIS SUBROUTINE SPECIFIES  THE BOUNDARY CONDITIONS OF 
THE SYSTEM AND THE POSITIONS OF NODES
CALLING ARGUMENTS : NX
NY
TOTAL NUMBER OF ELEMENT 
IN X-DIRECTION 
TOTAL NUMBER OF ELEMENT 
IN Y-DIRECTION
IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N 1 = 7 5 0 0 , N = 1 5 0 , N 3 = 1 5 0 0 0 )
PARAMETER ( N 2 = 1 0 0 , N 5 = 5 0 0 0 )
COMMON / B L K 2 /  L M ( 5 ) , INDEX( 3 ) , N O D E ( 4 ) , N O D P T ( N l , 4 ) , K O D E ( N l ) , MBAND 







































COMMON /BLK5/  K X ( N l ) , K Y ( N l ) , K Y 1 ( N 2 ) , KXX(N5)
LL = NODAL POINT NUMBER
KODE{ I ) = 0  IMPLIES EXTERNAL FLOW I S  SPECIFIED FOR
ITH NODE
1 IMPLIES PRESSURE OF ITH NODE I S  SPECIFIED -  
AND TO REMAIN COSTANT THROUGHOUT SOLUTION -  
K X ( I )  = X-ORDINATE OF ITH NODE
KY( I )  = Z-ORDINATE OF ITH NODE
T ( I ) = EXTERNAL FLOW OR PRESSURE OF ITH NODE
NN1=NX+1
NN2=NY+1
DO 1 0  1 = 1 , NN2
DO 2 0  J = 1 , N N 1
LL=NN1*( I —1 . ) + J
I F ( K Y I ( I ) . E Q . K Y l ( l ) ) THEN
T ( L L ) = 1 . 0
ELSE
T ( L L ) = 0 . 0
ENDIF






KY( LL ) =KY1 ( 1 )
2 0  CONTINUE 
10  CONTINUE 
RETURN 
END
ROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
SUBROUTINE FEMPOT( NX, NY, NUMNP, NUMEL, MUMMAT, VLN)
SUBROUTINE FEMPOT
-  THIS SUBROUTINE SOLVES DIFFUSION AND LAPLACE'S EQUATION
-  TO DETERMINE THE PRESSURE DISTRIBUTION IN SUBSURFACE FLOW -
-  CALLING ARGUMENTS : NX = TOTAL NUMBER OF ELEMENT
IN X—DIRECTION 
NY = TOTAL NUMBER OF ELEMENT 
IN Y-DIRECTION 
NUMNP = NUMBER OF NODAL POINTS 
NUMEL = NUMBER OF ELEMENTS 
NUMMAT= NUMBER OF MATERIALS 
VLN = REFERENCE LOGNORMAL VELOCITY -
IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N l = 7 5 0 0 , N 2 = 1 0 0 , N = 1 5 0 , N 8 = 1 1 0 ) 





































PARAMETER ( X D I S = 1 0 0 . 0 0 , Z D I S = 1 0 0 . 0 0 , D F = 3 0 . 4 8 , R Z X =1 . 0 0 )  
PARAMETER ( C O N I = 7 6 0 . 0 , CONO=5. 8 D - 0 5 )






/ BLK 2/  
/ B L K 3 /  
/ B L K 4 /  
/ B L K 5 /  
/ B L K 7 /
DO b 1 = 1 , N l  
Q ( I '=0.0 
B ( 1 ; = 0 . 0  
D ( I ) = 0 . 0  
DO 5 J = 1 , N 8  
A(I , J ) =0.0 
DO 6 1 = 1 , N l  
ELMNTA{I) = 0 .
E L M N T ( 3 , 3 ) , S { 5 , 5 ) , E L M N T A ( N 1 ) , D ( N l ) , DD ( 5 ) , B B ( 5 ) ,
B ( N l ) , R F ( N l )
LM(5 ) , INDEX( 3 ) , NODE( 4 ) , N O D P T ( N l , 4 ) , KODE( N l ) , MBAND 
X C O N D ( N l ) , X D I F F ( N 1 ) , Q ( N 1 )
R K ( N 3 ) , V ( N 1 ) , V B ( N 1 ) , T ( N 1 )
KX ( N l ) , K Y ( N l ) , K Y I ( N 2 } , K X 1 ( N 5 )
A ( N 1 , N 8 )
















DO 1 7 5  KK=1,NUMEL 
IF(NUM.GE.K K)GO TO 1 2 1
_ _
- NUM s ELEMENT NUMBER -
- NODE( 1 ) = NODAL POINT I -
- NODE( 2 ) = NODAL POINT J -
- NODE( 3 ) = NODAL POINT K -
- NODE( 4 ) r: NODAL POINT L -
- MTYPE = MATERIAL IDENTIFICATION -
—
NUM=KK
CALL ND (NUM,NX,NY, NODE( 1 ) , NODE( 2 ) , NODE( 3 ) , NODE( 4 ) , MTYPE)
IF(NUM—K K )1 2 3 , 1 2 4 , 1 2 4  









1 2 2  LM( I ) =LM( I ) + 1
C
IF ( N U M - K K ) 1 2 3 , 1 2 6 , 1 2 6
1 2 3  WRITE( 4 , * ) NUM 
NUM=NUM+1
GO TO 1 7 5
C
1 2 4  DO 1 2 5  1 = 1 , 4
1 2 5  LM( I ) =NODE( I )
C
1 2 6  DO 1 2 7  K = 1 , 4
1 2 7  NODPT( KK, K ) =LM( K)
C
DO 1 3 0  1 = 1 , 5  
DD( I ) = 0 . 0  
B B ( I ) = 0 . 0  
DO 1 3 0  J = 1 , 5  
1 3 0  S ( I , J ) = 0 . 0
C
I = L M ( 1 )
J = L M ( 2 )
K=LM( 3 )
L=LM(4)
LM( 5 ) = 1
C
XX=( KX( I ) +KX( J ) +KX( K ) +KX( L ) ) * 0 . 2 5  
YY = ( KY( I ) +KY( J ) +KY( K ) +KY( L ) ) * 0 . 2 5
FORM ELEMENT CONDUCTIVITY MATRIX TO CALCULATE VELOCITY
COND=XCOND(MTYPE)
C




I F ( I . E Q .J ) G O  TO 1 5 2  
A J = ( K X ( J ) - K X ( I ) ) * 1 . 0  
AK=XX-KX( I )











ELMNT( 1 , 1 ) =C*C*XCOMM+DX*DX*ZCOMM 
ELMNT( 1 , 2 ) =BK*C*XCOMM-AK*DX* ZCOMM 
ELMNT( 1 , 3 ) = —BJ*C*XCOMM+AJ*DX*ZCOMM 
ELMNT( 2 , 1 ) =ELMNT( 1 , 2 )
ELMNT( 2 , 2 ) =BK*BK*XCOMM+AK*AK*ZCOMM 
ELMNT( 2 , 3 ) =-BJ*BK*XCOMM-AJ*AK*ZCOMM 
ELMNT( 3 , 1 ) =ELMNT( 1 , 3 )






























ELMNT( 3 , 3 ) =BJ*BJ*XCOMM+AJ*AJ*ZCOMM
INDEX( 1 ) =K 
INDEX( 2 ) =K+1  
I F ( K . N E . 4 ) GO TO 1 4 5  
INDEX( 2 ) = 1  
1 4 5  INDEX( 3 ) = 5
DO 1 5 1  1 = 1 , 3  
I I = I N D E X ( I )
DO 1 5 1  J = 1 , 3  
J J = I N D E X ( J )
1 5 1  S ( I I , J J ) = S ( I I , J J ) + E L M N T ( I , J )
1 5 2  CONTINUE
STATIC CONDENSATION OF MIDDLE NODE
1 5 3  DO 1 5 5  1 = 1 , 4  
DO 1 5 5  J = 1 , 4  
1 5 5  S ( I , J ) = S ( I , J ) - S ( I , 5 ) * S ( J , 5 ) / S ( 5 , 5 )
ADD ELEMENT CONDUCTIVITY TO COMPLETE CONDUCTIVITY MATRIX
DO 1 7 3  L = 1 , 4  
I=L M (L )
DO 1 7 3  M=1, 4  
J = L M ( M ) - I + 1  
I F ( 3 0 0 . L T . J ) GO TO 1 2 3  
I F ( MBAND. GE. J ) GO TO 1 6 5  
1 6 0  MBAND=J
1 6 5  I F ( J . L E . 0 )  GO TO 1 7 3
A ( I , J ) = A ( I , J ) + S ( L , M )
1 7 3  CONTINUE 
1 7 5  CONTINUE
DO 2 1 0  1 = 1 , NUMNP 
B { I ) = B { I ) + T ( I )
IF (K O D E ( I ) • E Q . 0 )  GO TO 2 1 0  
A ( I , 1 ) = 1 . O E + 3 0  
B ( I ) = T ( I ) * 1 . 0 E+3  0  
2 1 0  CONTINUE
STEADY STATE SUBSURFACE FLOW SOLUTION
DO 2 2 0  1 = 1 , NUMNP 













































©PROCESS DC ( BLK1, BLK 2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK 9}
SUBROUTINE SYMSOL( NUMEQ, MBAND, KODDE)
SUBROUTINE SYMSOL
-  THIS SUBROUTINE SOLVES A SYSTEM OF SIMULTANEOUS EQUATIONS
-  WITH A P O S I T I V E - D E F I N I T E  SYMMETRIC COEFFICIENT MATRIX
-  CALLING ARGUMENTS :
AMAT = MATRIX OF COEFFICIENTS STORED IN BANDED FORMAT 
VECTOR = COLUMN MATRIX OF CONSTANTS; CONTAINS SOLUTION 
UPON RETURN 
NUMEQ = TOTAL NUMBER OF EQUATIONS
MBAND = SEMI-BANDWIDTH OF REAL ASSEMBLY MATRIX + 1 
KODDE = 1 IMPLIES FULL REDUCTION OF AMAT
= 2  IMPLIES ONLY VECTOR I S  REDUCED
IMP LI CIT  REAL* 8  ( A - H , 0 - Z )
PARAMETER ( N l = 7 5 0 0 , N 2 = 1 0 0 , N 8 = 1 1 0 )
COMMON / B L K 3 /  XCOND( N l ) , X D I F F ( N l ) , V E C T O R (N l) 
COMMON / B L K 7 /  A M A T (N l , N 8 )
GOTO( 1 0 , 5 0 ) , KODDE
REDUCE MATRIX
1 0  DO 4 0  N=l,NUMEQ  
DO 3 0  L=2,MBAND
I F ( A B S ( A M A T ( N , L ) ) . L T . l . E - 3 0 )  AMAT(N, L ) = 0 . 0 D + 0 0  
C=AMAT( N , L ) / A M A T ( N , 1)
I F ( A B S ( C ) . L E . 1 . E —4 0 )  C=O.OD+O0  
I = N + L —1
I F ( NUMEQ—I . L T . 0 ) GO TO 3 0  
J = 0
DO 2 0  K-L,MBAND 
J =  J + l
I F ( A B S (A M A T (I , J ) ) . L T . l . E - 3 0 )  AMAT{ I , J ) = 0 . 0 D + 0 0  
I F ( A B S ( A M A T ( N , K ) ) . L T . l . E - 3 0 )  A M A T (N ,K )= 0 . 0 D + 0 0  
2 0  A M A T ( I , J) =A M A T ( I , J ) - C * A M A T ( N , K )
3 0  AMAT( N , L ) =C 







5 0  DO 7 0  N=l,NUMEQ  
DO 6 0  L=2,MBAND  
I= N + L —1
I F ( N U M E Q - I . L T . 0 )  GO TO 7 0
I F ( A B S (VECTOR{ I ) ) . L T . l . E - 3 0 )  VECTOR( I ) = 0 . OD+OO 
I F ( A B S ( V E C T O R ( N ) ) . L T . l . E - 3 0 )  VECTOR(N) = 0 . OD+OO 
6 0  VECTOR( I ) = VECTOR( I ) —AMAT( N , L ) * VECTOR{N )









8 0  N = N -1
I F ( N . EQ. 0 ) GO TO 1 0 0  
DO 9 0  K=2,MBAND 
L= N+K-1
I F ( NUMEQ—L . L T . 0 ) GO TO 9 0
I F ( A B S (V E C T O R (L ) ) . L T . l . E - 3 0 )  VECTOR(L) = 0 . OD+OO 
I F ( A B S ( V E C T O R ( N ) ) . L T . l . E - 3 0 )  VECTOR(N)= 0 . OD+OO 
VECTOR( N ) = VECTOR( N ) -AMAT(N, K) * VECTOR( L )
9 0  CONTINUE 
GOTO80
C
1 0 0  RETURN 
END
C
©PROCESS DC ( BL K1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
SUBROUTINE FLUX( NY, NX, NUMEL, NUMNP)
C -----------------  CALCULATE INTERSTITIAL VELOSITY
C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
C
C -  SUBROUTINE FLUX
C
C -  THIS SUBROUTINE SOLVES INTERST ITIAL  VELOCITY DISTRIBUTION
C -  USING DARCY'S LAW
C
C -  CALLING ARGUMENTS : NX -  TOTAL NUMBER OF ELEMENT
C IN  X—DIRECTION
C NY -  TOTAL NUMBER OF ELEMENT
C -  IN  Y—DIRECTION
C -  NUMNP -  NUMBER OF NODAL POINTS




IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( N 1 = 7 5 0 0 , N 2 = 1 0 0 , N = 1 5 0 , N 8 = 1 1 0 )
PARAMETER ( N 3 = 1 5 0 0 0 , N 5 = 5 0 0 0 )
PARAMETER ( D P 1 = 1 5 . 5 , D P 2 = 0 . 6 5 , D F = 3 0 . 4 8 , V I S = 1 . 0 0 , A E L E = 1 . 0 )  
PARAMETER ( S H P O R = 0 .3 , SDPOR=0. 3 )
COMMON / B L K 3 /  X C ON D(N l) , X D I F F ( N 1 ) , Q ( N 1 )
COMMON / B L K 4 /  R K ( N 3 ) , V ( N l ) , V B ( N l ) , T ( N l )
COMMON / B L K 5 /  K X ( N l ) , KY( N l ) , K Y I ( N 2 ) , K X 1 ( N 5 )





c -  HI  = HYDRAULIC HEAD IN THE BOTTOM OF ELEMENT -
c -  H2 = HYDRAULIC HEAD IN THE TOP OF ELEMENT -
c -  DPM = PRESSURE DIFFERENCE DUE TO BOTH INJECTION AND -
c BUOYANCY DRIVEN FLOW -
c -  DPB = PRESURE DIFFERENCE DUE TO BUOYANCY DRIVEN FLOW -
c -  DX = VERTICAL DISTANCE IN ELEMENT -





DO 1 0 0  1 = 1 , NX
DO 2 0 0  J = 1 , NY
K l = ( N X + 1 ) * ( J - l ) + 1
K2=K1+1
K 3 = ( N X + 1 ) * J + I
K4=K3+1
KK=NY * ( 1 - 1 ) + J
H 1 = ( Q ( K 1 ) + Q ( K 2 ) ) / 2 .
ft
H 2 = ( Q ( K 3 ) + Q ( K 4 ) ) / 2 .
DPM=(D P1+ DP2) * 7 4 - * 2 . / 3 7 0 .
D P B = D P 2 * 7 4 . * 2 . / 3 7 0 .
D X = ( K Y I ( J + l ) - K Y I ( J ) ) *AELE
I F ( X C O N D ( K K ) - G T . 1 . 0 0 )
$ V(KK)=XCOND(KK)* ( H 1 - H 2 ) *DP M/( DX*DF*SDPOR*VIS) / 1 0 0 0 . 0 0
I F ( X C O N D (K K )-L E .1 . 0 0 )
$ V(KK)=XCOND(KK)* ( H 1 - H 2 ) *DPM/(DX*DF*SHPOR*VIS) / 1 0 0 0 . 0 0
I F (XCOND( KK )-GT.1 . 0 0 )
$ V B (KK)=XCOND(KK)*(H 1 - H 2 ) * D P B / (DX*DF*SDPOR*VIS) / 1 0 0 0 . 0 0
I F (X C O N D ( K K ) . L E . 1 . 0 0 )
$ VB(KK)=XCOND(KK)* ( H 1 - H 2 )* D P B / (DX*DF*SHPOR*VIS) / 1 0 0 0 . 0 0
2 0 0  CONTINUE




0PROCESS DC { BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
p
SUBROUTINE ND ( N , N X , N Y , K 1 / K 2 , K 4 , K 3 , K K )
c — —
c SUBROUTINE ND -
c -
c -  THIS SUBROUTINE GENERATES THE NODAL POINTS OF EACH -
c -  ELEMENT IN THE ORDER OF COUNT CLOCK WISE -
c - -
c -  CALLING ARGUMENTS : NX -  TOTAL NUMBER OF ELEMENT -
c IN X-DIRECTION -
c NY -  TOTAL NUMBER OF ELEMENT -
c IN Y—DIRECTION -
c K1 -  NODAL POINT I -
c K2 -  NIDAL POINT J -
c K3 -  NODAL POINT K -
c K4 -  NIDAL POINT L -
cp — —
c





























N I = ( N - 1 ) / N Y + 1
NJ=MOD(N,NY)
I F ( N J  . E Q .  0 )  NJ=NY
KK=N
K 1 = N 1 * ( N J —1 ) +NI
K2=K1+1




0PROCESS uC ( BLKX, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
SUBROUTINE FEMCON( NXE, NYE, N , IW, NN, NUMEL, VLN, IS H U T )
SUBROUTINE FEMCON
THIS SUBROUTINE SOLVES ADVECTION-DISPERSION EQUATION 
TO DETERMINE CONCENTRATION USING IMPLICIT INTEGRATION
-  CALLING ARGUMENTS NXE = TOTAL NUMBER OF ELEMENT
IN X—DIRECTION  
NYE = TOTAL NUMBER OF ELEMENT
IN Z—DIRECTION  
IW = SEMI-BANDWIDTH OF REAL
ASSEMBLY MATRIX 
NN = NUMBER OF NODAL POINTS
N = NUMBER OF NODAL POINTS
NUMEL = NUMBER OF ELEMENTS
VLN = REFERENCE LOGNORMAL VELOCITY
ISHUT = INDICATOR FOR SHUTTING WELL
-  SOURCE : SMITH, I . M .  AND D . V .  GRIFFITHS  
PROGRAMMING THE F I N I T E  ELEMENT METHOD 
JOHN WILEY & SONS 1 9 8 8
T M D T T P T ' T  D F & T  A f t  /  n _ U  \
PARAMETER (IKBl=750o| IKB2=110, INF=7500, INO=100, IWORK=55) 
PARAMETER (N3=15000, N2=100, N5=5000)
PARAMETER ( D T I M = 0 . 0 2 ,  T H E T A = 1 . 0 0 )
PARAMETER (NGP=2,  I S T E P = 2 0 0 0 ,  ID T M = 2 0 0 ,  I T E P S = 2 0 )
PARAMETER ( X D I S = 1 0 0 . 0 0 , Y D I S = 1 0 0 . 0 0 , D F = 3 0 . 4 8 , R Z X = 1. 0 0 )
, LOADS(IKB1)REAL*8 JAC(
xniiiurCiK n o  ( i n  
COMMON / B L K 3 /oo n n o n  d u i v j  /
COMMON / B L K 4 /  
COMMON / B L K 5 /
COMMON / B L K 7 /  
COMMON / B L K 9 /
DIMENSIONI  FUN{ 4 ) , COORD( 4 , 2 ) , DER( 2 , 4 ) , DERI V( 2 , 4 ) , C P ( 4 , 4  
SAMP( 3 , 2 ) , DTKD( 4 , 4 ) , P M ( 4 , 4 ) , F T F ( 4 , 4 ) , S T O R P B ( I N O ) , 
DIS PX ( I N F ) , DISPY ( INF ) , l 'X{ I N F )  , UY ( INF)
„ ICOORD, IDERVT, I D T K D , I K P , I P M , I F T F , N O D / 7 * 4 / , I S A M P / 3 /  
. I D E R , I D E R I V , I K D E R V , I J A C , I J A C 1 , I T / 6 * 2 / , N O D O F / l /
DATA D, ,I TK  
DATA ,I E R IV ,IK D E R V
C  INPUT AND INITIALISATION
C
DO 3 K=l,NUMEL
3 UX(K)=0.OD+OO  
IFIX=NXE+1
DO 4 1 = 1 , I F I X




CALL NULL( 1 , N , IBAND) 1 KB
CALL NULL( 2 , N,IBAND) 1 PB
CALL NULL( 3 , IWP1, N ) 1 WORK
I F ( I S H U T . E Q . O )  CALL NULVEC(LOADS,N)
CALL GAUSS( SAMP,ISAMP,NGP)
DO 5 1 = 1 , NN
5 N F ( I , 1 ) = 1
C
C ........... DIMENSIONLESS VARIABLES FOR ASSEMBLY
C
DO 10 J=l ,NUMEL
D I S P X ( J ) = ( X D I S * V ( J ) + X D I F F ( J ) ) / ( VLN+DF)
D I S P Y ( J ) = ( Y D I S * V ( J ) + X D I F F ( J ) ) / ( VLN*DF)
10 U Y< J ) = V( J ) / VL N
C
C ........... ELEMENT INTEGRATION AND ASSEMBLY
C
DO 2 0  I P = 1 , NXE 
DO 2 0  I Q = 1 , NYE 
I P Q = ( I P - 1 ) * N Y E + I Q
CALL GE 04 X1( I P , I Q , NXE, NYE, COORD, ICOORD, G, NF, I N F )
DO 2 1  1 1 = 1 , NOD 
DO 2 1  J J = 1 , NOD 
C P ( I I , J J ) = 0 . 0 D + 0 0  
2 1  P M ( I I , J J ) = 0 . O D + O O  
DO 3 0  I= 1 , N G P  
DO 3 0  J = 1 , NGP
CALL FORMLN(DER,FUN,SAMP,I, J )
CALL MATMUL( DER, IDER,COORD, ICOORD, J A C , I J A C , I T , NOD, I T )
CALL TWO BY 2(J AC ,IJA C,JA C1, IJAC1,DET )
CALL MATMUL( JAC1 , IJAC1 , DER, I D E R , D E R I V ,I D E R I V ,I T ,I T ,N O D )  
QUOT=DET*SAMP( 1 , 2 ) *SAMP( J , 2 )
DO 4 0  K = 1 , NOD 
DO 4 0  L=l ,NOD
PART1=DISPX( IP Q) *D ER IV ( 1 , K)* DE RIV ( 1 , L)
$ + D I S P Y (I P Q )* D E R I V ( 2 , K)* DE RIV ( 2 , L )
PART2=UX( I P Q )* F U N (K )* D E R I V (1 , L )+ U Y ( IP Q)* FUN(K )* DER IV ( 2 , L)  
DTKD(K,L)=QUOT*{PART1-PART2)
F T F ( K , L ) =FUN( K) *FUN( L ) *QUOT/( THETA*DTIM)
4 0  CONTINUE
CALL MATADD( 1 , CP, DTKD, NOD, NOD)
CALL MATADD( 1 , PM,FTF,NOD,NOD)
3 0  CONTINUE
CALL FORMTB( 1 , CP, G , IW, NOD)
CALL FORMTB( 2 , PM,G,IW,NOD)
2 0  CONTINUE 
C WRITE( 6 , 1 0 0 0 )  ( P B ( I K , 1 ) , I K = 1 , I K B 1 )
1 0 0 0  FORMAT ( 6 D 1 2 . 4 )
C




DO 50  1 = 1 , N 
DO 50  J = l , I B A N D  
50  CB ( I , J ) =PB ( I , J ) -CB ( I , J ) /THETA
DO 6 0  1 = 1 , I F I X
PB(NO( I ) , I W P l ) =PB{NO( I ) , IWP1) + 1 . E20  
60 STORPB( I ) = P B ( NO( I ) , I W P l )
C
C ...........REDUCTION OF LEFT HAND SIDE
C
CALL GAUSBA( N , IW)
C
C ........... TIME STEPPING RECURSION
C
I F { I S H U T .E Q .0 )  THEN 
ITER=0  
K=1





DO 8 0  J = K ,I S T E P
C
I F ( I S H U T . E Q . 1)  GO TO 8 1  
I F ( J * D T I M . G T . 0 . 4 0 1 )  GO TO 5 0 1
C
8 1  ITER=ITER+1
WRITE( 6 , * )  J , I T E R  
CALL MATCOP( I W P l , N )
CALL BANTML( LOADS,N,IW)
DO 9 0  1 = 1 , I F I X
I F ( J * D T I M . L E . . 2 )  ANS{NO( I ) ) =STORPB( I )
I F ( J * D T I M . G T . . 2 )  A N S ( N O ( I ) ) = S T O R P B ( I )
9 0  CONTINUE
CALL SOLVBA( N , IW)
DO 1 0 0  1 = 1 , N 
1 0 0  LOADS( I ) =ANS( I )
I F ( ITER.NE.IDTM) GO TO 8 0  
CALL PRINTV( J , NXE, NYE, N )
ITER=0  
8 0  CONTINUE 
ISHUT=2 
GO TO 5 0 0  
5 0 1  ISHUT=1  
5 0 0  RETURN 
END
C
©PROCESS DC { BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = == == = = = = = == == = == == = = = = === == == = == == == === == == === == == = == == == === =
SUBROUTINE MATADD( I I T , A , B , M , N )
C = == == = = = = = == == = == == = = = = === == == = == == == === == == === == == = == == == === =
C -
C -  SUBROUTINE MATADD
C
C -  THIS SUBROUTINE ADDS TWO EQUAL SIZED ARRAYS
c - -c - CALLING ARGUMENTS : IIT = INDICATOR -c A = MATRIX A -c B = MATRIX B -c M = NUMBER OF ROW -c N = NUMBER OF COLUMN -c - -
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c  --------------------------------------------------------------------------------------------------------------------------------
c IMPLICIT REAL*8 (A-H,0-Z)PARAMETER (IKB1=7500, IKB2=110, INF=7500, INO=100, IWORK=55) COMMON /BLK7/ CB(IKBl,IKB2)
COMMON /BLK9/ . PB(IKB1,IKB2),ANS(IKBl),WORK(IWORK,IKBl),$ COPY(IWORK,IKBl)DIMENSION A(4,4),B(4,4)DO 1 1=1,M DO 1 J=1,N IF(IIT.EQ.1) THEN A (I,J)=A(I,J)+B{I, J)ELSEIF(IIT.EQ.2) THEN PB(I,J)=PB(I,J)+CB(I,J)ENDIF 1 CONTINUE RETURN ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)C ============================================================
SUBROUTINE NULL(IIT,M,N)C ============================================================
CC - SUBROUTINE NULLCC - THIS SUBROUTINE NULLS A 2—D ARRAYCC - CALLING ARGUMENTS : IITC MC NCC --------------------------
C IMPLICIT REAL*8 (A-H,0-Z)PARAMETER (IKB1=7500, IKB2=110, INF=7500, INO=100, IWORK=55) COMMON /BLK7/ CB(IKBl,IKB2)
COMMON /BLK9/ PB(IKBl,IKB2),ANS(IKBl),WORK(IWORK,IKBl),$ COPY(IWORK,IKBl)C DO 1 1=1,M 
DO 1 J=1,N IF(IIT.EQ.1) THEN CB(I,J)=0.OD+OO 
ELSEIF(IIT.EQ.2) THEN PB(I,J)=0.OD+OO ELSEIF(IIT.EQ.3) THEN 
WORK(I,J)=0.0D+00 ENDIF 1 CONTINUE RETURN ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)C ============================================================
SUBROUTINE NULVEC(VEC,N)C ============================================================
C
C - SUBROUTINE NULVECC
C - THIS SUBROUTINE NULLS A COLUMN VECTORC
= INDICATOR = NUMBER OF ROW = NUMBER OF COLUMN
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C - CALLING ARGUMENTS : VEC = VECTOR
C N NUMBER OF COLUMNC
C ------------------------------------------------------------------------------------------------------------------------
C IMPLICIT REAL*8 (A-H,0-Z)DIMENSION VEC(7500)DO 1 1 = 1 ,N 
1 VEC(I)=0.0D+00 RETURN END
C
@PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)
C = = = == == === == == = == == == === == == == === == == === == == = == == == === == =
SUBROUTINE FORMTB(IIT,KM,G,IW,IDOF)
C = == -= -= == == = == = = == = == == = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
CC - SUBROUTINE NULVECC
C - THIS SUBROUTINE ASSEMBLES THE ELEMENT MATRICES INTO AN
c - UNSYMMETRICAL BANDED MATRIX •CB’ AND ’ P B ’
c -
c - CALLING ARGUMENTS : ITT = INDICATOR
c - KM ELEMENT MATRICES
c - IW SEMI-BANDWIDTH OF REAL
c - ASSEMBLY MATRIX
c - G = STEERING VECTOR
c - IDOF = LENGTH OF G
c -
cC IMPLICIT REAL*8 (A-H,0-Z)
PARAMETER (IKB1=7500, IKB2=110, INF=7500, INO=100, IWORK=55) REAL*8 KM(4,4)INTEGER G(4)COMMON /BLK7/ CB(IKBl,IKB2)
COMMON /BLK9/ PB(IKBl,IKB2),ANS(IKBl),WORK(IWORK,IKBl),$ COPY(IWORK,IKBl)C
IF(IIT.EQ.1) THENDO 1 1=1,IDOFIF(G(I).EQ.0) GOTO 1DO 2 J=1,IDOFIF(G(J).EQ.O) GOTO 2ICD=G(J)-G(I)+IW+1CB(G(I),ICD)=CB(G(I),ICD)+KM(I,J)2 CONTINUE 1 CONTINUEELSEIF(IIT.EQ.2) THENDO 3 1=1,IDOFIF(G(I).EQ.O) GOTO 3DO 4 J=1,IDOFIF(G(J).EQ.O) GOTO 4


















TH IS SUBROUTINE PROVIDES THE WEIGHTS AND SAMPLING POINTS  
FOR GAUSS-LEGENDRE QUADRATURE
-  CALLING ARGUMENTS SAMP = WEIGHTS AND ABSCISSAE  
ISANP= SAMPLING POINTS  
NGP = INTEGRATING POINTS
REAL*8 SAMP(ISAMP,2)G OTO (1,2,3,4,5,6,7),NGP
1 SAMP{1,1)=0.SAMP(1,2)=2.GO TO 1002 SAMP(1,1)=1./SQRT(3.)SAMP(2,1)-—SAMP(1,1)SAMP(1,2)=1.SAMP(2,2)=1.GO TO 1003 SAMP(1,1)=.2*SQRT(15.)SAMP(2,1)=.0SAMP(3,1)=-SAMP(1,1)SAMP(1,2)=5./9.SAMP(2,2)=8./9.SAMP(3,2)=SAMP(1,2)GO TO 1004 SAMP(1,1)=.861136311594053 SAMP(2,1)=.339981043584856 SAMP(3,1)=—SAMP(2,1)SAMP(4,1)=—SAMP(1,1)SAMP(1,2)=.347854845137454 SAMP(2,2)=.652145154862546 SAMP(3,2)=SAMP(2,2)SAMP(4,2)=SAMP(1,2)
GO TO 1005 SAMP(1,1)=.906179845938664 SAMP(2,1)=.538469310105683 SAMP(3,1)=.0
SAMP(4,1)=-SAMP(2,1)SAMP(5,1)=-SAMP(1,1)SAMP(1,2)=.236926885056189 
SAMP(2,2)=.478628670499366 SAMP(3,2)=.568888888888889 SAMP(4,2)=SAMP(2,2)SAMP(5,2)=SAMP(1,2)GO TO 100

























SAMP(5,2 SAMP(6,2 GO TO 100 SAMP(1,1 SAMP(2,1 SAMP(3,1 SAMP(4,1 SAMP(5,1 SAMP(6,1 SAMP(7,1 SAMI(1,2 SAMI(2,2 SAMf(3,2 SAK.~ (4,2 SAMP(5,2 SAMP(6,2 SAMP(7,2 CONTINUE RETURN END
=SAMP(2,2)
=SAMP(1,2)
=.949107912342759 =.741531185599394 =.405845151377397 = .0=-SAMP(3,1)
=—SAMP(2,1)=—SAMP(1,1)=.129484966168870=.279705391489277=.381830050505119=.417959183673469=SAMP(3,2)=SAMP(2,2)=SAMP(1,2)
OPROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)C ======================================================:
SUBROUTINE GE04X1(IP,IQ,NXE,NYE,COORD,ICOORD,G,NF,INF)
SUBROUTINE GE04X1
THIS SUBROUTINE FORMS THE COORDINATES AND STEERING VECTOR FOR 4-NODE QUADS COUNTING IN X-DIRECTION LAPLACE'S EQUATION 1-FREEDOM PER NODE
-  CALLING ARGUMENTS IP = ELEMENT NUMBER IN X-DIRECTION IQ = ELEMENT NUMBER IN Z-DIRECTION NXE = TOTAL NUMBER OF ELEMENTIN X-DIRECTION 
NYE = TOTAL NUMBER OF ELEMENTIN Z-DIRECTION COORD = COORDINATES OF ELEMENTSICOORD= NODAL POINTS OF EACH ELEMENT G = STEERING VECTORNF = NODAL FREEDOM ARRAYINF = WORKING SIZE OF ARRAY NF
IMPLICIT REAL*8 (A-H,0-Z)PARAMETER (IKB1=7500, N2=100, N5=5000)INTEGER NUM(4),G(4),NF(INF,1)COMMON /BLK5/ KX(IKBl),KY(IKBl),KBB(N2),KAA(N5) 
DIMENSION COORD(ICOORD,2)
NUM( 1 ) = I Q * ( N X E + 1 ) + I P
N U M ( 2 ) = ( I Q - 1 ) * ( N X E + 1 ) + I P
NUM( 3 ) =NUM( 2 ) + 1
NUM( 4 ) =NUM( 1 ) + 1
DO 1 1 = 1 , 4
G ( I ) = N F ( NUM( I ) , 1 )
C O O R D ( 1 , 1 ) = K A A ( I P ) * 1 . 0  
COORD( 2 , 1 ) = K A A ( I P ) * 1 . 0  
COORD( 3 , 1 ) =KAA( I P + 1 ) * 1 . 0  
































COORD( 1 , 2 ) = - K B B ( I Q + 1 ) * 1 . 0
COORD( 2 , 2 ) = - K B B ( I Q ) * 1 . 0
C O O R D ( 3 , 2 ) = - K B B ( I Q ) * 1 . 0




©PROCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = == == == = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
SUBROUTINE FORMLN(DER,FUN,SAMP,I ,J)
SUBROUTINE FORMLN
THIS SUBROUTINE FORMS THE SHAPE FUNCTIONS AND THEIR DERIVATIVES FOR 4-NODED QUADRILATERAL ELEMENTS
CALLING ARGUMENTS : DER = DERIVATIVES OF SHAPE FUNCTIONFUN = SHAPE FUNCTIONSAMP = WEIGHTS AND ABSCISSAEI AND J = COUNTERS
IMPLICIT REAL*8 ( A - H , 0 - Z )
DIMENSION DER( 2 , 4 ) , FUN( 4 ) , SAMP( 3 , 2 )
ETA=SAMP( 1 , 1 )
X I = S A M P ( J , 1)
ETAM=. 2  5 * ( 1 . - E T A )
E T A P = . 2 5 * ( 1 . + E T A )
XI M=. 2 5 * ( 1 . - X I )
X I P = . 2 5 * ( 1 . + X I )
FUN( 1 ) = 4 . *XIM*ETAM 
FUN( 2 ) = 4 . *XIM*ETAP 
FUN( 3 ) = 4 . *XIP*ETAP  
FUN( 4 ) = 4 . *XIP*ETAM 
DER( 1 , 1 ) = —ETAM 
DER( 1 , 2 ) = —ETAP 
DER( 1 , 3 ) =ETAP 
DER( 1 , 4 ) =ETAM 
DER( 2 , 1 ) =-XIM 
DER( 2 , 2 ) =XIM 
DER( 2 , 3 ) =XIP  
DER( 2 , 4 ) = - X I P  
RETURN 
END
ISS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
SUBROUTINE MATMUL(A,IA,B,IB,C,IC,L,M,N)
SUBROUTINE MATMUL
THIS SUBROUTINE FORMS THE PRODUCT OF TWO MATRICES
CALLING ARGUMENTS : A, B, AND C = MATRICESIA, IB, AND IC = WORKING SIZES OFARRAYS A, B, AND C M AND N = COUNTERS
REAL*8 A(IA,4),B(IB,4),C (IC, 4) , X
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DO 1 1=1,L DO 1 J=1,N X=O.OD+O0 DO 2 K=1,M 2 X=X+A(I,K)*B(K,J)C(I,J)=X 1 CONTINUE RETURN 
ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)




C - SUBROUTINE TWOBY2
C
C - THIS SUBROUTINE FORMS THE INVERSE OF A 2X2 MATRICES
C
C - CALLING ARGUMENTS : JAC = JACOBIAN MATRIXC - JAC1 = INVERSE OF JACOBIAN MATRIXC - DET = DETERMINANTC - IJAC AND IJAC1 = WORKING SIZES
C
C -----------------------------------------------------------------------------------------------------------------------------------
C REAL*8 JAC(IJAC,2),JAC1(IJAC1,2),DET DET=JAC(1,1)*JAC(2,2)-JAC(1,2)*JAC(2,1)
JAC1(1,1)=JAC(2,2)JAC1(1,2)=—JAC(1,2)JAC1(2,1)=-JAC(2,1)JAC1(2,2)=JAC(1,1)DO 1 K=1,2 DO 1 L=1,2 1 JAC1(K,L)=JAC1(K,L)/DET RETURN ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)




c - SUBROUTINE GAUSBA -
c - -
c - THIS SUBROUTINE FORMS GAUSSIAN REDUCTION OF AN -
c - UNSYMMETRIC BANDED MATRIX 'PB' -
c - ARRAY 'WORK' USED AS WORKING SPACE -
c - -
c - CALLING ARGUMENTS : N = NUMBER OF NODAL POINT -
c - IW = SEMI-BANDWIDTH OF REAL -





IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( I K B 1 = 7 5 0 0 ,  I K B 2 = 1 1 0 ,  I N F = 7 5 0 0 ,  IN O = 1 0 0 ,  IWORK=55) 
COMMON /B L K 7 /  C B ( I K B 1 , I K B 2 )
COMMON /B L K 9 /  P B ( I K B 1 , I K B 2 ) , ANS( IK B 1) , WORK( IWORK,IKB1) ,
$ COPY( IWORK,IKB1)
IWP1=IW+1 













IWP11=IWP1-1 DO 1 I=1,IWP11 
DO 1 J=1,IQIF{J.GE.IWP1+I) GO TO 2 PB(I,J)=PB(I,J+IWP1-I)GO TO 1 2 PB{I, J)=0.OD+OO PB(N-I+l,J)=0.0D+00 1 CONTINUE DO 3 K=1,N L=K+IWP1-1 IF(L.GT.N) L=N IP=0S=1.D-10 
DO 4 I=K,L
IF(ABS(PB(I,1)).LE.S) GO TO 4 S=ABS(PB(I,1))IP=I 4 CONTINUE
IF(IP.EQ.O) GO TO 5 IF(K.EQ.N) GO TO 11 WORK{IWP1,K)=IP 
IQP=IQP-1 J=IWP1+IP-K IF(IQP.LT.J) IQP=J IF(J.EQ.IWPl) GO TO 6 DO 7 J=1,IQP S=PB{K,J)PB(K,J)=PB(IP,J)
P B ( I P , J ) = S
7 CONTINUE 6 K1=K+1DO 8 I=K1,L S=PB{I,1)/PB(K,1)DO 9 J=2,IQ IF(J.GT.IQP) GO TO 10 PB{I,J-1)=PB(I,J)-S*PB(K,J)GO TO 910 PB(I,J-1)=PB(I,J)9 CONTINUEPB(I,IQ)=0.0D+00 WORK(I-K,K)=S8 CONTINUE 3 CONTINUE5 WRITE(6,*) *(SINGULAR)’11 RETURN ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9) 
C === ===== ====== = == == == === == == == === == == = == == == ===
SUBROUTINE MATCOP(M,N)
SUBROUTINE MATCOP 
THIS SUBROUTINE COPIES ARRAY B INTO ARRAY A 






























IM PLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( I K B 1 = 7 5 0 0 ,  I K B 2 = 1 1 0 ,  I N F = 6 0 0 0 ,  I N O = 1 0 0 ,  IWORK=55)  
COMMON / B L K 9 /  P B ( I K B 1 , I K B 2 ) rA N S ( I K B 1 ) , WORK(IWORK,IKBl) ,
S COPY(IWORK,IKBl)
DO 1 1 = 1 , M 
DO 1 J = 1 , N  




©PROCESS DC ( BL K1 , BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
C = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =
SUBROUTINE BANTML(LOADS,N,IW)
SUBROUTINE BANTML
- THIS SUBROUTINE MULTIPLIES AN UNSYMMETRIC BANDED MATRIX *PB* BY THE VECTOR 'LOADS'- CALLING ARGUMENTS : N = NUMBER OF NODAL POINTIW SEMI-BANDWIDTH OF REALASSEMBLY MATRIX
IMPLI CIT  REAL* 8  (A-H,0-Z)
PARAMETER ( I K B 1 = 7 5 0 0 ,  I K B 2 = 1 1 0 ,  I N F = 7 5 0 0 ,  I N O = 1 0 0 ,  IWORK=55)  
REAL* 8  L O A D S ( I K B l )
COMMON / B L K 7 /  C B { I K B l , I K B 2 )
COMMON / B L K 9 /  P B ( I K B l , I K B 2 ) , A N S ( I K B l ) , WORK( I WOR K, I KB l ) ,
$ COPY(IWORK,IKBl)
DO 1 1 = 1 , N 
X = 0 . 0 D + 0 0  
K=IW+2 
L=IW+IW+1  
DO 2 J = 1 , L 
K=K—1
I F ( I —K + l . GT. N ) GO TO 2  
I F ( I - K + l - L T . 1 )  GO TO 2  
X=X+CB( I , J ) * LOADS( I —K + l )
2 CONTINUE 




OCESS DC ( BLK1, BLK2, BLK3, BLK4, BLK5, BLK6, BLK7, BLK9)
SUBROUTINE SOLVBA(N,IW)
SUBROUTINE SOLVBA
THIS SUBROUTINE PERFORMS THE GAUSSIAN BACK-SUBSTITUTION ON THE REDUCED MATRIX ’PB'


















IMPLICIT REAL*8 (A-H,0-Z)PARAMETER (1X81=7500, IKB2=110, INF=7500, INO=100, IWORK=55) COMMON /BLK9/ PB(IKBl,IKB2),ANS(IKBl),WORK(IWORK,IKBl),S COPY(IWORK,IKBl)IWP1=IW+1 IQ=2*IWP1—1 N1=N—1DO 1 IV=1,N1I=INT(COPY(IWP1,IV)+.5)IF(I.EQ.IV) GO TO 2 S=ANS(IV)
ANS(IV)=ANS(I)ANS(I)=S2 L=IV+IWP1—1 IF(L.GT.N) L=N IV1=IV+1DO 3 I=IV1,L3 ANS(I)=ANS{I)-COPY(I-IV,IV)*ANS(IV)1 CONTINUE
ANS(N)=ANS(N)/PB(N,1)IV=N-1 6 S=ANS(IV)L=IQ
IF(IV+L—1.GT.N) L=N—IV+1 DO 4 1=2,LS=S-PB(IV,I)*ANS{IV+I-1)4 ANS(IV)=S/PB(IV,1)IV=IV-1IF(IV.NE.O) GO TO 65 CONTINUE RETURN ENDC©PROCESS DC (BLK1,BLK2,BLK3,BLK4,BLK5,BLK6,BLK7,BLK9)
SUBROUTINE PRINTV( I T E R , NXE, NYE, N )
-
SUBROUTINE PRINTV -
— THIS SUBROUTINE PRINTS THE RESULTS OF SOLUTE TRANSPORT _
— THROUGH THE SUBSURFACE FORMATIONS —
— CALLING ARGUMENTS : N = NUMBER OF NODAL POINT _
- NXE = TOTAL NUMBER OF ELEMENT -
- IN X—DIRECTION -
- NYE = TOTAL NUMBER OF ELEMENT -
- I N  Z—DIRECTION -
— ITER = NUMBER OF ITERATION -
• —
IMPLICIT REAL*8 ( A - H , 0 - Z )
PARAMETER ( I K B 1 = 7 5 0 0 ,  I K B 2 = 1 1 0 ,  I N F = 7 5 0 0 ,  I N O = 1 0 0 ,  IWORK=55)  
PARAMETER ( N 2 = 1 0 0 ,  N 5 = 5 0 0 0 ,  I S T E P = 2 0 0 0 )
COMMON / B L K 3 /  XCOND{ I K B l ) , X D I F F ( I K B l ) , Q ( I K B l )
COMMON / B L K 5 /  K X ( I K B l ) , KY( I K B l ) , K Y I ( N 2 ) , K X 1 ( N 5 )
COMMON / B L K 9 /  P B ( I K B l , I K B 2 ) , A N S { I K B l ) , WORK( I W O R K ,I K B l) ,
$ COPY( IWORK, I K B l )
DIMENSION CONME( N 2 ) , CONMX( N 2 ) , ANSO( I K B l ) , VARC( N 2 ) , S T B C ( N 2 )
DO 5 1 = 1 , I K B l
5 ANSO( I ) = A NS( I )C DO 10 1=1,N2 CONMX(I)=0.0D+00 10 CONME{I)=0.0D+00C DO 20 1=1,N2C
KN1=(1-1)*(NXE+1)+1 KN2=I*(NXE+1)DO 22 J=KN1,KN2 DO _ 2 K=KN1,KN2-1IFjANSO(K).LT.ANSO(K+l)) GO TO 22 
YY« JJSO(K)ANSO(K)=ANSO(K+1)ANSO(K+l)=YY 22 CONTINUECONMX(I)=ANSO(KN2)C
DO 30 J=l,NXE+1 K=(1-1)*(NXE+1)+J 30 CONME(I)=CONME(I)+ANS(K )CONME(I)=CONME(I)/(NXE+1)C
20 CONTINUEC
DO 40 1=1,N2 VARC(I)=0.0 DO 50 J=l,NXE+1 K=(I—1)*(NXE+1)+J 50 VARC(I)=VARC{I)+(CONME(I)—ANS(K ))**2 VARC(I)=VARC(I)/(NXE+1)STBC(I)=VARC(I)**0.5 40 CONTINUEC
WRITE(16,2000) (I,CONME(I),1=1,N2)C WRITE(16,2000) (I,CONMX(I),1=1,N2)WRITE(16,3000) (I,STBC(I),1=1,N2)C WRITE(6,1000) (KX(I),KY(I),ANS(I),1=1,204)C
IF(ITER.NE.ISTEP) GO TO 100 DO 60 1=52,2091WRITE(16,1001) KX(I),KY(I),ANS(I)60 CONTINUE
1000 FORMAT(/3('ELET’,3X,'CONCENT',4X)//3(216,D12.4))1001 FORMAT(2110,D10.3)2000 FORMAT(/3('LAYER1,3X,'CONCENT*,4X)//3(I6,1X,D14.6)) 3000 FORMAT(/3('LAYER',3X,'STAND',4X)//3(16,IX,D14.6))C
100 RETURN END
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