Abstract
Introduction
In industry, estimates of software field quality are often available too late in the software lifecycle to guide affordable corrective action to the quality of the software. Field quality cannot be measured before a product has been completed and delivered to an internal or external customer. Because this information is available late in the software lifecycle, corrective actions tend to be expensive [3] . Software developers can benefit from an early warning regarding the quality of their product.
Our research objective is to validate a set of easyto-measure, in-process, internal, static unit test metrics that can be used as an early indication of the external measure post-release field quality. To this end, we validate a metric suite we call the Software Testing and Reliability Early Warning for Java (STREW-J) metric suite [15, 16, 18] . As will be discussed, the metric suite is applicable for software products implemented in Java for which an extensive suite of automated unit test cases are incrementally created as development proceeds. Metrics about these automated unit tests are used to predict post-release field quality and to provide an indication of whether the composition of the unit test cases is adequate to yield a high quality product based upon past results. In our research, we formulate this early warning from a collection of static automated unit test metrics that are correlated with Trouble Reports (TRs) per thousand lines of code (KLOC), an external measure of quality obtained from users. A TR [14] is a customer-reported problem whereby the software system does not behave as the customer expects. The STREW-J metrics are used to build a regression model to estimate the postrelease field quality in terms of the metric TRs/KLOC.
In this paper, we present empirical results of a case study of open source projects (27 projects), and an industrial case study (five projects) which were used to build and validate the STREW-J model as a means of estimating post-release field quality. The remainder of this paper is organized as follows. Section 2 discusses the related work.
Section 3 presents a brief background on the STREW-J metric suite. Section 4 discusses the model building and validation and Section 5 the case studies. Section 6 presents the conclusions.
Related Work
Research shows that internal metrics can be related to external measures of field quality, such as faultproneness. Software fault-proneness is defined as the probability of the presence of faults in the software [9] . Research on fault-proneness has focused on two areas: (1) the definition of metrics to capture software complexity and testing thoroughness; and (2) the identification of and experimentation with models that relate software metrics to fault-proneness [9] . Structural object-orientation (O-O) measurements, such as those in the Chidamber-Kemerer (C-K) O-O metric suite [6] , have been used to evaluate and predict fault-proneness [1, 4, 5] . Briand et al. [5] performed an industrial case study on the CK metrics and observed the CBO, RFC, and LCOM to be associated with the fault-proneness of a class.
El Emam et al. [10] studied the effect of class size on fault-proneness by using a large telecommunications application. Class size was found to confound the effect of all the metrics on faultproneness. Vouk and Tai [20] showed that in-process metrics have strong correlation with field quality of industrial software products. To summarize, there is a growing body of empirical evidence that supports the theoretical validity of the use of these internal metrics as predictors of fault-proneness. The consistency of these findings varies with the programming language [19] . Therefore, the metrics are still open to debate [7] . The STREW-J will be used to predict the external measure of field quality.
STREW Metric Suite
The STREW-J metric suite consists of internal, inprocess unit test metrics that are leveraged to estimate post-release field quality with an associated confidence interval. The use of the STREW-J metrics is predicated on the existence of an extensive suite of automated unit test cases being created as development proceeds. These automated unit tests need to be structured as is done with the one of the object-oriented (O-O) xUnit (http://xprogramming.com/software.htm) testing frameworks, such as JUnit (http://junit.org/). The STREW-J method is not applicable for script-based automated testing because, as will be discussed, the metrics are primarily based upon the O-O programming paradigm.
When these xUnit frameworks are used with O-O programming, both test code and implementation code hierarchies emerge. Figure 1 presents a simplistic example of a parallel structure between a source and test class. For each implementation source code class (e.g. computation), there exists a corresponding test code class (e.g. computationTest). Often each method/function in an implementation source code class (e.g. addi) will have one or more corresponding test code method(s)/functions(s) (e.g. testaddi). In industrial practice, often such perfect parallel class structure and one-to-one method/function correspondence is not observed; our example is overly simplistic for illustrative purposes. However, a test hierarchy which ultimately inherits from the TestCase class (in JUnit) is created to exercise the implementation code. Table 1 provides sample Java code for a computation class which adds and subtracts two integers. Notice the assertEquals keyword in the testaddi and testsubt methods. xUnit testing is assert-based. The number of asserts and other metrics specific to xUnit-like test automation are used in the STREW-J suite. The STREW-J metric suite is built by exploiting this parallel hierarchy. A detailed discussion can be found in our tech report [18] .
Figure 1: Corresponding source and test classes
Teams develop a history of the value of the STREW-J metrics from comparable projects with acceptable levels of field quality. These historical metric values are then used to estimate the relationship between the STREW-J metric elements and the TRs/KLOC. This early estimate helps to identify areas that require more testing, based on the estimates of post-release field quality. 
Model Building and Validation
The validation studies are performed in three different environments to build an empirical body of knowledge.
Drawing general conclusions from empirical studies in software engineering is difficult because any process depends to a large degree on a potentially large number of relevant context variables. For this reason, we cannot assume a priori that the results of a study generalize beyond the specific environment in which it was conducted [2] .
Researchers become more confident in a theory when similar findings emerge in different contexts [2] . We address these issues related to empirical studies by replicating multiple case studies through a family of experiments in three different contexts: academic, open source and industrial. Similar results in these contexts indicate the promise of this approach at statistically significant levels. A number of techniques have been used for the analysis of software quality. Multiple linear regression (MLR) analysis [12] has been used to model the relationship between quality and software metrics. The general regression equation is of the form:
(1) where Y is the dependent variable, a 1 , a 2 …., a n are regression coefficients and X1, X2 …., Xn are the known independent variables.
In our work, the dependent variable to be estimated is the post-release field quality and the independent variables are the STREW-J metrics. A difficulty associated with MLR is multicollinearity among the metrics that can lead to inflated variance in the estimation of reliability. Our approach that has been to use Principal Component Analysis (PCA) [11] . With PCA, a smaller number of uncorrelated linear combinations of metrics that account for as much sample variance as possible are selected for use in regression (linear or logistic).
Further, the model building strategies have the following associated factors. (1) The coefficient of determination, R 2 , is the ratio of the regression sum of squares to the total sum of squares. As a ratio, it takes values between 0 and 1, with larger values indicating more variability explained by the model and less unexplained variation. (2) The F-ratio is to test the null hypothesis that all regression coefficients are zero at statistically significant levels. (3) Where parametric testing is appropriate, a significance level of = 0.05 was adopted for statistical inference.
The evaluation of the TRs/KLOC estimates with the actual values is performed using two methods. Average Absolute Error (AAE) and Average Relative Error (ARE). AAE and ARE are used to measure the accuracy of prediction of the estimated TRs/KLOC with numerical quantification (i.e. numerical accuracy) [13] . The smaller the values of AAE and ARE, the better are the predictions. The equations for AAE and ARE are provided as Equations 2 and 3 where n is the number of observations. Correlation between the actual and estimated TRs/KLOC. This correlation is used to quantify the sensitivity of prediction. The two correlation techniques utilized are the Spearman rank correlation which can be applied even when the association between elements is non-linear; and the Pearson bivariate correlation. A positive correlation between the actual and estimated TRs/KLOC would indicate that with an increase in estimated TRs/KLOC, there is an increase in actual TRs/KLOC which is the desired relationship in our case.
Case Studies
This section describes the three-phase empirical case study approach used to build the STREW-J model and to validate the effectiveness of the model. The three phases include case studies of 22 academic projects, 27 open source projects, and five industrial projects. For our case studies, the TRs were screened to remove duplicates and reports due to documentation problems. The data used for the academic and open source projects are publicly available in [15] . A brief description of our academic feasibility study is also presented below. A controlled feasibility study was performed with junior/senior-level students at North Carolina State University (NCSU) to investigate the efficacy of the STREW-J metric suite elements to estimate post-release field quality. Randomly twothirds (N=15) of the academic project samples were used to build a prediction model and the remaining one-third (N=7) to evaluate the built model. The resulting model had an R 2 = 0.598, (F=5.463, p=0.015). The AAE value was 4.47 and ARE was 1.27 respectively. A repeated random splitting was performed. The results of this feasibility study motivated further investigation using open source and industrial projects to investigate the utility of the STREW-J metric suite [17] .
Open source case studies
Open source projects are convenient to perform post-release field quality analysis because source code, test code, and defect logs are openly available for use. Additionally, these projects are more representative of industrial projects than academic projects due to their size and scope. We selected 27 open source projects to apply the STREW-J metric suite.
Description: Twenty-seven open source projects that developed in Java were selected from Sourceforge (http://sourceforge.net). The following criterion was used to select the projects from Sourceforge. (i) software development tools. All of the chosen projects are software development tools, i.e. tools that are used to build and test software and to detect defects in software systems, to select programs from a common domain. (ii) download ranking of 85% or higher. In Sourceforge, the projects are all ranked based on the number of times they have been downloaded on a percentile scale from 0-100%. For example, a ranking of 85% means that a product is in the top 15% in terms of download quantity. We chose this criterion because we reasoned that a comparative group of projects with similarly high download rates would be more likely to have a similar usage frequency by customers that would ultimately reflect the post-release field quality. Figure 2 shows the names of the projects and their sizes in LOC source . On average, the ratio of LOC test to LOC source was 0.37. The projects range from around 2.5 KLOC source to 80 KLOC source . The TRs are normally distributed with a range from 0.20 to 6.9 TRs/KLOC (Mean = 1.42). The defect logs were screened, and duplicate TRs were removed to obtain an accurate measure of the TRs/KLOC.
Limitations: There is a validity issue with respect to the actual usage of open source software systems. The commonly-available usage metric for open source software is the download activity ratio. Actual usage is not directly observable from the sourceforge.com. Also, we are dependent on customer reports for measuring the TRs/KLOC. However, some customers might not report the TRs in the open source environment.
We assume that the TRs are representative of the operational profile [29] of the software system. If the different components of the software systems were not used equally, the estimation of TRs can be misleading.
Figure 2: Open source project sizes
The issues of the generalizability of the actual operation profile is negated to some extent by the uniform testing efforts of the projects (using unit testing measured by test lines of code, assertions, and test cases), comparable TRs/KLOC across all the projects, and all the projects belonging to one particular domain of software systems.
Model building: Multiple regression was performed using the principal components of the STREW-J metrics for the 27 open source projects as the independent variable and the post-release field quality as the dependent variable. Similar to the academic case studies, the model was statistically significant (R 2 =0.428, F=8.993, p=0.004) in its ability to explain the variance in the dependent variable.
Using MLR on the two principal components with eigen values greater than 1, we obtain Equation 4. Post-release field quality = 1.424 + 0.852 * PC1 -0.132*PC2 (4) where PC1 and PC2 are the transformed principal components produced from the nine STREW-J metrics. For the coefficients of our principal components we refer readers to our tech report [18] .
Random data splitting: For the random datasplitting, we use two thirds of the projects (N=18) to build the prediction model and the remaining one-third (N=9) to evaluate the fit of the prediction model. We repeated the random split nine times to verify data consistency, i.e. to check if the results of our analysis were not a one-time occurrence.
We present the results of our evaluation using the models built using PCA in Table 4 . We can assess the efficacy of the prediction model built using 18 randomly-chosen projects. The ARE values that reflect the relative error in terms of the absolute magnitude of the TRs/KLOC. The overall standard deviation of the TRs/KLOC is 1.318 TRs/KLOC. The AAE in all the nine random cases (using PCA after eliminating multicollinearity) is smaller than the standard deviation, indicating the efficacy of the prediction results. Table 4 indicates the correlation coefficient (Pearson and Spearman) results between the actual and estimated post-release TRs/KLOC. The correlation measure serves to indicate the sensitivity between the actual and predicted post-release TRs/KLOC. Of nine random samples in the PCA, seven are statistically significant (between the estimated and actual postrelease quality), indicating the efficacy of our approach for the open source projects case study (shown in bold in Table 4 ).
Industrial case study
In this section we describe the industrial case study that was performed with a multinational services company to investigate the efficacy of the STREW-J metric suite to assess post-release field quality for three commercial software systems. Description: Our industrial case study involved three software systems (five versions).
To protect proprietary information, we keep the name and nature of the projects anonymous. These projects were critical in nature because failures could lead to loss of essential funds for the company. The project sizes were Project 1A: 190 KLOC, 1B 193 KLOC, 2A: 504 KLOC, 2B: 487 KLOC, 3: 13 KLOC. The development language used was Java, and the JUnit testing framework was used for unit and acceptance testing. Limitations: Project 3 was of much smaller size compared to the other projects. Also Project 3 was a new release of a system. But all the three projects belonged to the same domain in terms of functional usage thereby having comparable TR/KLOC values. Post-release field quality prediction: In the industrial environment, failures found by customers are reported back to the organization. These failures are then mapped back to the appropriate software systems. We use Equation 6 , built using the principal components of the STREW-J metrics of the open source projects, to predict the post-release field quality of the industrial software systems. Figure 3 indicates the prediction plots obtained using PCA. The lower confidence bounds (LCL) are all negative (although it is impossible to actually have a negative TR/KLOC) because the regression equation yields point estimates which appropriately predict a nearperfect project. Project 3 exhibits a variant behavior than the others. Project 3 may not be a comparable project because it is smaller than the other projects and was to form the core components of the organization's future software products. Therefore, Project 3 was particularly well tested, considerably more than the other software systems used to build or evaluate the prediction.
In all cases, the statistical upper confidence bounds are larger than the actual value. Organizations can take a conservative approach and use the upper bounds of TRs/KLOC to be the actual estimated TRs/KLOC to drive the overall quality higher. Even Figure 3 . The Pearson correlation coefficient = 0.962 (p = 0.009) and Spearman correlation coefficient = 0.500 (p = 0.391). This indicates the efficacy of the sensitivity of prediction between the actual and estimated TRs/KLOC, but is limited to a certain degree by the small sample size of the available projects.
Conclusions and Future Work
Feedback on important attributes of a software testing effort can be useful to developers because it helps identify weaknesses and the completeness of testing phase. Our prior work on using STREW metrics addressed this issue [16] . In this paper we have reported on the use of the STREW measures for providing such a test quality feedback in an open source and industrial environment. The results indicate the efficacy of the STREW metric suite to provide meaningful feedback on the quality of the testing effort.
Further, for providing test quality feedback, we have automated the collection and analysis of statement and branch coverage and an earlier version of the STREW metrics suite via an open source Eclipse plug-in GERT (Good Enough Reliability Tool) [8] . We are updating the tool to reflect the current version of the STREW metric suite. We also plan to use the test quality feedback standards in-process in industrial organizations and to study the benefits of early feedback on the quality of the testing effort.
