In domains like decision theory and social choice theory it is known for a long time that stochastic transitivity properties yield necessary and sufficient conditions for the ranking or utility representability of reciprocal preference relations. In this article we extend these results for reciprocal preference relations originating from the pairwise comparison of random vectors in a machine learning context. More specifically, the expected ranking accuracy (ERA) is such a reciprocal relation that occurs in multi-class classification problems, when ranking or utility functions are fitted to the data in a pairwise manner. We establish necessary and sufficient conditions for which these pairwise bipartite ranking functions can be simplified to a single ranking function such that the pairwise expected ranking accuracies of both models coincide. Similarly as for more common reciprocal preference relations, cycle transitivity plays a crucial role in this new setting. We first consider the finite sample case, for which expected ranking accuracy can be estimated by means of the area under the ROC curve (AUC), and subsequently, we further generalize these results to the underlying distributions. It turns out that the ranking representability of pairwisely compared random vectors can be expressed elegantly in a distribution-independent way by means of a specific type of cycle transitivity, defined by a conjunctor that is closely related to the algebraic product.
Introduction
Multi-class classification and ordinal regression can be seen as two closely related machine learning settings that share many properties. Multi-class classification refers to the supervised learning problem of inferring a predictive model capable of classifying data into a finite number of classes. This simply means that the model predicts for new data instances an output (also called label or response variable) that takes values in a finite unordered set (for example, class labels red, green, blue). Ordinal regression considers a slightly different setting. Labels here come from a finite ordered set, in which the order naturally follows from the semantics of the classes (for example, class labels bad, moderate, good). As a specific case of preference learning, ordinal regression problems typically arise in situations where humans are involved in the data generation process, like human experts or internet users expressing preferences on objects w.r.t. characteristics such as quality, beauty, appropriateness, etc.
So, the different semantics of the data respectively result in the absence or presence of an order relation on the classes in multi-class classification or ordinal regression. Owing to this important interpretation of the classes, substantially different methods have been proposed in the past for the two types of learning problems. Briefly summarized, the absence or presence of an order relation leads to two main differences in assumptions:
(1) Firstly, both models typically differ in the type of performance measure they optimize. If an order relation on the classes can be assumed, then a performance measure that takes this order into account must be utilized, both for optimization and evaluation. For example, in ordinal regression, misclassifying an object of class "bad" into class "good" must typically lead to a higher loss than misclassifying the same object into class "moderate". (2) Secondly, the absence or presence of an order relation on the classes gives rise to a different model structure for the two types of problems. The model structure of multi-class classification methods typically consists of an ensemble of binary classifiers, such as one-versus-one [26, 30] and one-versus-all [41] ensembles, while typically only one global model is considered in ordinal regression. Moreover, this global model always consists of an underlying latent variable that reflects the order on the classes. Let X denote the set of data objects, then this latent variable serves as a ranking function f : X → R that defines a total order on the data objects. The final decision rule is then in the end obtained by placing a number of thresholds on the ranking function. This is for example the case in traditional statistical ordinal regression algorithms [2, 38] and kernel-based methods [6, 42] .
Several authors [27, 35, 44] empirically analyzed in recent work the relationship between multi-class classification and ordinal regression, in which they primarily aim to improve ordinal regression algorithms by using ideas from multi-class classification, without considering an underlying ranking function. Conversely, the motivation of this article is to improve multi-class classification algorithms by using techniques from ordinal regression. Moreover, we will mainly focus on the theoretical connections between both problem settings, and to establish such a connection, we will take the ranking function that characterizes ordinal regression models as starting point. In this context, expected ranking accuracy (ERA) is a ranking-based performance measure that has recently been introduced for bipartite ranking [1] and further extended to ordinal regression [47] . Expected ranking accuracy can be easily considered too in multi-class classification, especially for one-versus-one ensembles, where the ensemble contains a set of pairwise bipartite ranking functions (i.e. one bipartite ranking function for each pair of classes). By using concepts from receiver operator characteristics (ROC) analysis, graph theory, decision theory and preference modeling, we will show that transitivity properties of the reciprocal relation generated by expected ranking accuracy result in a connection between multi-class classification and ordinal regression models. Roughly speaking, we will investigate the conditions for which a one-versus-one ensemble, containing a set of bipartite ranking functions, can be reduced to an ordinal regression model with only one underlying ranking function, such that both models obtain an identical performance in terms of expected ranking accuracy. We will further refer to this property as ERA ranking representability of a one-versus-one ensemble. ERA ranking representability can be interpreted as a natural extension to the infinite sample case of AUC ranking representability, as previously introduced in [46] . It is well known that the area under the ROC curve (AUC) forms an unbiased estimator of the expected ranking accuracy on a finite dataset. Let us as an introductory example in a multi-class classification setting consider the following hypothetical three-class dataset that contains six objects of each class: i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
We have for simplicity assigned the indices in such a way that pairwise AUCs can be computed easily for a given ranking. Remark that the AUC simply computes the fraction of (lower class, higher class) couples that are correctly ranked by the classifier. Let us suppose that the following triplet of bipartite ranking functions is statistically inferred by a one-versus-one ensemble for this small toy problem:
i ranking for f 12 7 8 1 2 9 3 4 5 6 10 11 12 ranking for f 23 13 7 14 8 9 10 11 12 15 16 17 18 ranking for f 13 13 So, from left to right, the numbers represent the ranking of the indices of the data objects, respectively obtained with the ranking functions f 12 , f 23 and f 13 . For the pairwise AUCs we find: 
In other words, one finds for instance that 20 of the 36 couples are correctly ranked by the ranking function f 12 : object number 1 is ranked before four objects of class C 2 , as well as object number 2, object number 3 is ranked before three objects of class C 2 , and so on. A more formal definition of the AUC will be given in Section 2.
In this example, the triplet of bipartite rankings can still be replaced in different ways by a single ranking of the whole data set such that the same pairwise AUCs are measured, for example i ranking for global f 13 1 2 3 7 8 9 10 11 14 15 16 17 18 4 5 12 6 is such a ranking that results in the same pairwise AUCs. Verification of AUC ranking representability is much more difficult for larger datasets, since enumerating all global rankings is then computationally infeasible. However, in [46] we have shown that AUC ranking representability is strongly linked with a specific type of transitivity that has been called AUC transitivity for this reason. In Section 4 we will first recapitulate necessary transitivity conditions for AUC ranking representability by explaining the link between bipartite rankings and collections of dice. The reciprocal relations observed in both problems exhibit a specific type of transitivity that has been called dice transitivity [15] . Due to a specific requirement imposed for bipartite rankings, dice transitivity does not yield a sufficient condition. Because of that, we also introduced a new type of transitivity based on graph-theoretic concepts. This condition, which is called AUC transitivity, imposes constraints on the values of the pairwise AUCs, and it gives rise to a sufficient transitivity condition for AUC ranking representability. As a result, AUC transitivity can be verified by solving an integer quadratic program. Moreover, in Sections 5 and 6 a closed-form expression for the solution of this integer quadratic program will be derived, so that a combinatorial optimization procedure can be avoided.
As shown in the following sections, ERA and AUC ranking representability strongly rely on the notion of a reciprocal relation, because the ERA and the AUC can be considered as specific examples of such relations. Historically, the representability of reciprocal relations in terms of a single ranking or utility function has been extensively studied in domains like utility theory [22] , preference modelling [39] , social choice theory [25] , fuzzy set theory [4] and mathematical psychology [18, 37, 45] , as a characterization of human preference judgments. Especially for reciprocal preference relations Q : X 2 → [0, 1] on a set X of data objects or alternatives, it has been shown that the notion of transitivity plays a crucial role. We recall that the reciprocity property expresses that for all (x 1 , x 2 ) ∈ X 2 it holds that
with the assumption Q (x 1 , x 1 ) = 1/2. The above-mentioned authors all observed that Q has to satisfy some specific transitivity conditions in order to be representable in terms of a single ranking or utility function f : X → R in the following sense: for any (x 1 , x 2 ) ∈ X 2 it holds that
Reciprocal preference relations for which this representation holds are called weak utility models [37] . The latter proved that a reciprocal preference relation is a weak utility model if and only if it satisfies weak stochastic transitivity, i.e., for any
Remark that the pairwise AUCs given in (1) do not satisfy weak stochastic transitivity. Analogous to weak utility models, one can define other, typically stronger, conditions on the relationship between Q and f , leading to stronger transitivity conditions like moderate or strong stochastic transitivity. For the utility representability of fuzzy preference relations, similar forms of transitivity exist by using t-norms [5, 10, 43] . As shown in the present paper, these types of transitivity and the more general umbrella of cycle transitivity [11] are valuable tools for the analysis of reciprocal preference relations as well. We will give a short and very incomplete overview of different types of transitivity in Section 3. By exploiting the graph-theoretic reformulation of the AUC and introducing a new type of transitivity, we were able to derive necessary and sufficient conditions for AUC ranking representability. Here we further extend these results by considering the infinite sample case instead of the finite sample case. As a result, we will once more introduce a new type of transitivity that can be categorized in the framework of cycle transitivity. Using this framework, we will also examine the connection with other types of transitivity that have been proposed in the context of dice games [15] and the pairwise comparison of random variables [12, 14, 16] . This article is organized as follows. In Section 2 the machine learning concepts mentioned in this introduction are more formally described. Subsequently, in Section 3 different existing forms of transitivity are discussed and the framework of cycle transitivity is briefly outlined. This allows us to present and extend in Section 4 necessary and sufficient conditions for AUC ranking representability by means of a new type of transitivity with the suitable name of AUC transitivity. In Section 5 we then present the most important contribution of this paper: the generalization of transitivity properties to ERA ranking representability. Finally, Section 6 discusses some practical considerations, followed by a general conclusion.
Expected ranking accuracy
In the last decade, the problem of ranking, i.e., statistically inferring the parameters of a ranking function f : X → R from a finite data set, has grown out to an active and widespread research field that covers applications like information retrieval, marketing, financial forecasting and more traditional decision making problems (see e.g. [7, 9, 31, 34] ). We will in particular focus on pairwise bipartite ranking in a multi-class setting. Such a setting basically implies that one aims to construct a statistical model that describes the relationship between data objects x ∈ X on the one hand and a (usually small) unordered set of r classes Y = {C 1 , . . . , C r } on the other hand. Although different methods have been proposed for extending binary classification algorithms (r = 2) to multi-class classification (r > 2), the pairwise approach [26, 30] has been especially popular due to its simplicity, good performance and generality. This approach in essence fits a binary classifier to the data for each pair of classes. It is for this reason also called a one-versus-one classification scheme. Since many binary classification methods like logistic regression, linear discriminant analysis, neural networks and support vector machines construct internally a latent continuous variable, a set F of bipartite ranking functions f kl : X → R is in this way obtained, with 1 k < l r. These ranking functions can then be further used to generate multi-class probability estimates [48] .
For a given data set, the ranking returned by each of the pairwise ranking functions is called bipartite, because it can be visualized by means of a bipartite graph in which the two subsets of nodes correspond to the data instances of the two classes and edges indicate the ranking order of two objects of different classes.
Ranking can be considered somewhere in the middle between pure discriminative modeling (we want good class predictions) and probability estimation (we want good predictions of class-conditional probabilities). The difference between both approaches is in the first place characterized by the type of loss or error function that is optimized. To this end, [1] introduced for ranking the concept of expected ranking accuracy as loss function. In a multi-class setting it can be formally introduced as follows. Definition 2.1. Let D j represent the conditional distribution over X given that the data object belongs to class C j with j = 1, . . . , r. For a set F = { f kl | 1 k < l r} of bipartite ranking functions, we define the pairwise expected ranking accuracy between classes C k and C l for the ranking function f kl as
For a single ranking function f : X → R, the pairwise expected ranking accuracy is defined as
Here X ∼ D denotes that random vector X has distribution D. Thus, the quality of the model is in essence evaluated by looking at the probability of correctly ranked couples (X k , X l ) of random vectors. 1 As in this definition, we will further always associate a single random vector X j with each class, and without loss of generality, we may assume that these random vectors are independently sampled according to (different) unknown distributions, in which each distribution D j corresponds to the data of one particular class. These unknown conditional distributions represent the probability of observing a certain input vector, given the class label of that input vector.
From a machine learning point of view, the primary concern is not to know the pairwise relationship of classes on a finite training set (represented by the empirical distribution, observed from a finite data sample). Rather, we want to find the relationship among the unknown underlying distributions D j , or in other words, the relationship between classes in input space. The r conditional class distributions D j , represented by random vectors X j , generate for each of the bipartite ranking functions f kl two univariate distributions of prediction scores; for any two classes C k and C l , two random variables f kl (X k ) and f kl (X l ) can be distinguished. In essence, we investigate whether the distributions D j allow for an overall representation of these pairwise prediction score distributions as if they resulted from a single ranking function. Remark that the relationship between classes may not be interpreted here as a statistical dependence between classes, because data from different classes is of course independently sampled, and as such, the random vectors X j are independent. We rather allude with the term relationship to the localization of the distributions in input space.
It is important to note that we will not require that the distributions of prediction scores generated by a single ranking function have to be identical to those generated by a set of bipartite ranking functions, since that would give too strong a condition. We will only enforce that the pairs of prediction score distributions have the same level of separability for both types of models, i.e. we require that the same pairwise expected ranking accuracies are obtained with a set of bipartite ranking functions and a single ranking function. The situation is graphically illustrated in Fig. 1 for a three-class classification problem. Three distributions (let's say D 1 , D 2 and D 3 ) of two-dimensional random vectors are shown (red, green, blue), together with two artificial triplets of pairwise output distributions having the same pairwise expected ranking accuracies: the triplet on top is generated from bipartite ranking functions and the triplet at the bottom from a single ranking function. One can easily verify that both models give rise to the same expected ranking accuracies, and because of that, this triplet of bipartite ranking functions will be called ERA ranking representable (see further).
For two classes C k and C l , the expected ranking accuracy can be expressed in terms of the joint cumulative distribution function F X k ,X l of the random vectors X k and X l :
As all random vectors are mutually independent, the joint cumulative distribution function of a couple can obviously be written as a product of its marginals. Fig. 1 . A hypothetical example of pairwise output score distributions corresponding to an ERA ranking representable set of bipartite ranking functions (if the output score distributions originate from the unknown underlying distribution that generates the data) or an AUC ranking representable set of bipartite ranking functions (if the output score distributions originate from the observed empirical distribution on a finite data sample). The distributions obtained with a set of bipartite ranking functions are given on top, those obtained with a single ranking function are given at the bottom. For these distributions, both models generate the same triplets of bipartite ranking accuracies, because they have an identical level of separability in terms of ERA or AUC. See the electronic version of the paper for illustrations in color. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.) Proposition 2.2. Given the extension f lk = − f kl , the pairwise expected ranking accuracies defined by (3) constitute the off-diagonal elements of a reciprocal relation. The same holds for the expected ranking accuracies defined by (4) .
Proof. For a ranking function f kl , let F X k ,X l denote the joint cumulative distribution function for the random vectors X k and X l . Similarly as in [16] , we find
Proving that (4) represents a reciprocal relation can be done in exactly the same way. 2
Given the definition of expected ranking accuracy, we introduce the concept ERA ranking representability, as illustrated in Fig. 1 
The remainder of this article will be entirely dedicated to the quest for a way to verify ERA ranking representability. In essence, we are looking for a condition for which the set of bipartite ranking functions can be replaced by a single ranking function that gives evidence of the same expected ranking accuracy. We will see at the end that in that case the expected ranking accuracies satisfy a specific type of transitivity. This transitivity property will actually establish a condition on the distributions D j , but the condition itself will turn out to be distribution-independent, in the sense that the same condition must hold for any set of distributions D 1 , . . . , D r . The details are given in Section 5, but we will first describe the finite sample case, for which some aspects of our story can be described in a less abstract way. Since the underlying distribution of the data is in general unknown, one obviously cannot compute the expected ranking accuracy, but one can estimate it on the basis of a finite labeled data sample D = {(x 1 , y 1 ), . . . , (x n , y n )}. This can be realized by computing the pairwise AUC, a nonparametric unbiased estimator of the expected ranking accuracy [1] . Thus, a ROC curve is constructed for each pair of classes. The AUC can be formally defined as follows [19, 23, 40] . Definition 2.4. For a set F of bipartite ranking functions, we define the pairwise AUC between classes C k and C l for the ranking function f kl with 1 k < l r as
For a single ranking function f : X → R, the pairwise AUC is defined as
Remark that I denotes the indicator function that returns one when its argument is true and zero otherwise. For further details on this definition and a general discussion of ROC analysis in multi-class settings, we refer for example to [20, 21, 24, 28] . Interestingly, it has been shown by [8, 29, 49] that the binary AUC is equivalent to the WilcoxonMann-Whitney statistic. It measures the expected ranking accuracy on the empirical distribution instead of the unknown underlying distribution and, by definition, it also satisfies the reciprocity property. Given a finite data sample, the AUC allows us to define the following form of ranking representability that can be interpreted as ERA ranking representability of the observed empirical distribution. Definition 2.5. We call a set F of bipartite ranking functions AUC ranking representable on D if there exists a ranking function f : X → R such that for all 1 k < l r it holds that
In [46] , we introduced AUC ranking representability as a relaxation of strict ranking representability, which basically assumes that all bipartite ranking functions must be consistent with a global ranking function. We showed that strict ranking representability can be easily verified by investigating whether a graph is free of cycles. Unfortunately, strict ranking representability has a very limited applicability, since it is a condition that cannot be satisfied for realistic data samples.
However, from a statistical perspective, such a strong condition is not required and that was our main motivation to relax this condition to AUC ranking representability.
AUC ranking representability can be illustrated too by Fig. 1 , but now the univariate output score distributions are generated from empirical multivariate distributions. Consequently, AUC ranking representability can be easily verified for small data samples by enumerating all possible rankings of the data and computing for each of them the pairwise AUCs, as shown by the example in the introduction.
Transitivity
In this section, we give a detailed introduction to the framework of cycle transitivity [11] , which has quite recently been put forward as a unification of fuzzy transitivity on the one hand and stochastic transitivity [37, 45] on the other hand. In [10] it was shown that cycle transitivity covers FG-transitivity, a slightly older unifying framework for fuzzy and stochastic transitivity. Moreover, other types than fuzzy or stochastic transitivity can be elegantly expressed in the cycle transitivity framework. We will give a brief overview of some types of cycle transitivity that are relevant for our discussion.
Notations
Let Q : X 2 → [0, 1] be a reciprocal relation defined on a set of data objects X . For any (x i , x j ) ∈ X 2 , we first introduce the shorthand notation Q ij = Q (x i , x j ). For any (x 1 , x 2 , x 3 ) ∈ X 3 we define α 123 = min(Q 12 , Q 23 , Q 31 ), β 123 = median(Q 12 , Q 23 , Q 31 ), γ 123 = max(Q 12 , Q 23 , Q 31 ).
Product transitivity
Product transitivity (further denoted T P -transitivity) can be considered as a specific type of T -transitivity, a popular notion in fuzzy set theory. Further we will give a formal definition of T -transitivity, but here we briefly mention that the product t-norm T P (a, b) = ab gives rise to a type of T -transitivity and it also forms the basis for the introduction of cycle transitivity, as shown in [11] . A reciprocal relation satisfies product transitivity if for any (
Let us now consider a single triplet (x 1 , x 2 , x 3 ). When all permutations of this triplet are considered and the reciprocity property is taken into account, then (8) gives rise to the following six conditions on Q 12 , Q 23 , Q 31 :
De Baets et al. [11] showed that these six inequalities can be reduced to one double inequality, expressed in terms of α, β, γ :
If L(β 123 , γ 123 ) and U (α 123 , β 123 ) represent the lower and upper bound in the above expression, then the following identity between both bounds is observed:
Moreover, the obtained lower and upper bound are indifferent to any permutation of x 1 , x 2 and x 3 and the double inequality holds for both directions of the loop.
Definition of cycle transitivity
The observation made to rewrite T P -transitivity as the double inequality (9) lays the foundation of cycle transitivity. Within the framework of cycle transitivity, the upper bound (and corresponding lower bound) are generalized towards other bounds than the ones given above. To this end, let us define
3 | α β γ } and consider a function U : → R, then, by analogy with (9), we can call a reciprocal preference relation Q :
The case where U (α, β, γ ) = β turns out to be another form of fuzzy transitivity as discussed in Section 3.4. The double inequality leads to two conditions: the lower bound should not exceed the upper bound and the value α + β + γ − 1 should be located between both bounds. 
The definition of an upper bound function does not include any monotonicity condition. We define the dual lower bound
implying that L U when (10) holds. These tools allow us to define formally the notion of cycle transitivity. (11) where L is the dual lower bound function of U .
Definition 3.2. A reciprocal relation
From this construction immediately follows that, as soon as the double inequality is fulfilled for a triplet (
it is also fulfilled for any permutation of the triplet. Therefore, in practice one only needs to check (11) for a single permutation of (x 1 , x 2 , x 3 ). Alternatively, due to the same duality, one can also opt to verify only the upper bound, or equivalently the lower bound, for two permutations of (x 1 , x 2 , x 3 ) that are not cyclic permutations of one another. This is summarized as follows. (12) The loosest upper bound one can choose is the constant function U = 2, which means that there is no restriction on the values the reciprocal relation can take. It will become clear later that the upper bound function represents a very straightforward way to link different types of transitivity and, in particular, to determine whether a particular form of transitivity follows from another form of transitivity. For example, given two types of transitivity A and B that can be casted in the framework of cycle transitivity by means of upper bound functions U A and U B such that
we automatically know that type-A transitivity implies type-B transitivity. It is shown in the following sections that the cycle transitivity framework incorporates various types of transitivity.
Fuzzy transitivity
T -transitivity is an important notion in the fuzzy set literature and it is a desirable property of fuzzy relations. In this work we will only consider the case where fuzzy relations are reciprocal relations, a condition that does not hold in general. The traditional definition given in terms of t-norms can be generalized to the more general class of conjunctors. As shown by [11] , we will start with this more general case in order to establish the link with cycle transitivity. (1) Its restriction to {0, 1} 2 coincides with the boolean conjunction.
(2) Monotonicity: C is increasing in both variables.
This gives us the opportunity to define C -transitivity.
Definition 3.5. Let C be a conjunctor. A fuzzy relation R :
Two important families of conjunctors are t-norms (neutral element 1, monotonicity, commutativity, associativity) and copulas (neutral element 1, absorbing element 0, monotonicity, 2-increasingness). The 2-increasingness property is relaxed to the 1-Lipschitz condition for quasi-copulas. A close relationship exists between copulas and t-norms, since t-norms having the 1-Lipschitz property correspond to associative copulas. Three important t-norms (and copulas) that will appear further in this article are the minimum t-norm 
If C is 1-Lipschitz, then the upper bound function can be simplified to
The three t-norms discussed above define the following upper bound functions:
As shown in [46, submitted] , T L -transitivity is equivalent to the triangle inequality. We remark that the triangle inequality is traditionally used for symmetric relations, but it has been considered too by [37] and [36] as a property to characterize reciprocal preference relations.
Stochastic transitivity
We first introduced fuzzy transitivity for its straightforward reformulation in terms of cycle transitivity. On the other hand, stochastic transitivity is a fairly different framework for characterizing reciprocal relations. Historically, it has played a more dominant role than fuzzy transitivity. As mentioned in the introduction, stochastic transitivity is closely connected to ranking representability of reciprocal relations.
Many specific types of stochastic transitivity can be found in the literature, such as weak stochastic transitivity (g(a, b) = 1/2), moderate stochastic transitivity (g(a, b) = min(a, b)) and strong stochastic transitivity (g(a, b) = max(a, b)).
Product-based upper bound functions
Another class of interesting upper bound functions is inspired by the upper bound of product transitivity. More specifically, the following three upper bound functions are closely related:
(1) strong product transitivity:
The first one characterizes the traditional transitivity w.r.t. the product t-norm, as explained before. The second one has recently found an application in the field of partially ordered sets [13] . This upper bound function will reappear at the end of this paper. The third upper bound function characterizes reciprocal relations that are generated by collections of dice [15] . Because of that, this type of transitivity has been called dice transitivity, and we will need it to analyze the ranking representability of bipartite ranking functions. We can also mention for the sake of completeness that dice transitivity so far found an application in the comparison of independent random variables [16] . Other upper bound functions (based on T L or T M ) can be linked to the comonotone or counter-monotone comparison of random variables [14, 17] .
AUC ranking representability
In order to analyze the relationship between AUC and ERA ranking representability on the one hand and cycle transitivity on the other hand, we first rephrase some important results that have been obtained recently for reciprocal relations that are generated from collections of dice, in a game-theoretic context [15] . We will for simplicity omit here the discussion on the relationship between pairwise AUCs and the reciprocal relations in this game-theoretic setting, but one can easily show that both types of relations exhibit the same transitivity conditions as necessary conditions. For more details we refer to [46] , in which it was shown that an AUC ranking representable set F possesses a specific form of cycle transitivity, namely dice transitivity. [15] .) The reciprocal relation of pairwise AUCs generated by an AUC ranking representable set F of bipartite ranking functions is dice-transitive.
Proposition 4.1. (See
It is important to note that the data set must be identically and independently distributed for this proposition, as often assumed in machine learning, and mentioned above.
As indicated in the previous section, dice transitivity is stronger than the triangle inequality. Subsequently, the above important result was extended in [16] for independent random variables. In a nutshell, the same transitivity condition applies when independent random variables are compared in a pairwise way, leading to a reciprocal relation that closely resembles the expected ranking accuracy. The simplest way to see this correspondence is to observe that for independent random vectors X and X , the output scores f (X) and f (X ) are independent random variables as well. Reformulated in the current discussion, this yields the following important result. [16] .) Let X 1 , . . . , X r be r independent random vectors. The reciprocal relation of pairwise expected ranking accuracies generated by an ERA ranking representable set F of bipartite ranking functions is dice-transitive.
Proposition 4.2. (See
From the first proposition we know that the pairwise AUCs generated from an AUC ranking representable set of bipartite ranking functions give evidence of a particular form of transitivity, stronger than the triangle inequality, but weaker than T P -transitivity. De Schuymer et al. [15] gave counterexamples to illustrate that the reciprocal relation of pairwise AUCs generated from an AUC ranking representable set of bipartite ranking functions not always satisfies T P -transitivity.
So, dice transitivity gives rise to a necessary condition for AUC ranking representability, but is it also a sufficient condition? The answer is definitely negative, since even much stronger types of transitivity not necessarily lead to AUC ranking representability. We showed for example that strong stochastic transitivity and even T M -transitivity are not sufficient for AUC ranking representability. However, in Section 5 it will follow from our results that T M -transitivity becomes sufficient for ERA ranking representability. In order to describe a sufficient condition, we have to introduce a graph-theoretic reformulation of AUC ranking representability. Definition 4.3. Let F be a set of bipartite ranking functions. We define G AUC (F , D) as the set of complete directed graphs G = (V , E) with V the set of nodes and E the set of edges, so that the following three properties hold:
(1) Each node v i in V is associated with one data object (
Let us try to express this definition in a less formal way. We are in essence looking for all graphs G = (V , E) in which we associate one data object from the data set with a node such that we obtain r subsets V 1 , . . . , V r for r classes. We require in addition that the nodes within each subset are ordered (which results in an acyclic subgraph for these subsets), and that the fraction of edges from subset V k to V l corresponds to A kl ( f kl , D) . Some examples of such graphs will be presented later on. In this way, we only consider complete directed graphs. Remark that a complete directed graph is a graph in which each pair of nodes is connected by exactly one (directed) edge. So, (v, v 
It follows directly from the definition that G AUC (F , D) cannot be empty. Its cardinality will usually be greater than 1 since different graphs satisfying (14) will be found for a given F and D. In the following proposition, AUC ranking representability is reformulated in terms of these graphs. Using the graph-theoretic concepts introduced above, we have a sufficient condition for AUC ranking representability.
Nevertheless, this condition cannot be verified for large datasets, since the cardinality of G AUC (F , D) exponentially increases with the size of D. Similar to [15] , we further examine the three-class case in order to find a sufficient condition that can be verified more easily. The reason for this restriction is that we will need cycle transitivity (which has so far only been defined on triplets). The results obtained for three classes can then be further extended to more classes with approximation techniques. We start with introducing a new type of transitivity. (a  *  , s)-split, denoted a  *  , is an increasing ordered list (or vector) 
The family of functions C jkl : 0 jk × 0 kl → 0 jl is defined by:
The value C jkl (a, b) is the solution of an integer quadratic program. To illustrate this, let us rewrite the minimization as:
In Fig. 2 the family of functions C jkl is visualized for some (small) n j , n k and n l . The function values were computed by exhaustively verifying all feasible solutions of the integer quadratic program, which can only be done for small values of n j , n k and n l . The minimum of the objective function is obtained for the splits a * = (2, 2, 2, 3) and b * = (4, 3, 3, 3) such that C jkl (a, b) = 11/15. It turns out that for this example (and many other cases) the minimum can be found without computing the objective function for all splits exhaustively. To understand this, we have to reveal the graph-theoretic interpretation from which the integer quadratic program originates. The proof has been given in [46] . Nonetheless, let us briefly explain in words what this equation means, since the graphtheoretic interpretation leads to a crucial insight for a further understanding of this paper. Given a data set D and a set of bipartite ranking functions F , we examine all couples of nodes (F , D) . The proposition states that C jkl equals the minimal number of such couples connected by a path passing through a node of layer V k over all these graphs. For any graph G ∈ H AUC (F , D) , we have that a * represents the number of edges departing from a node v a of subset V j and ending in a node v b of subset V k . Similarly, b * represents the number of edges departing from a node v b of subset V k and arriving in a node v c of subset V l .
Proposition 4.10. Given the graph-theoretic reformulation of Definition 4.3, we have
In Section 5, examples will be provided to illustrate the graph-theoretic interpretation of the integer quadratic program (see Figs. 6, 7 and 8). Based on this graph-theoretic interpretation, let us introduce a new type of transitivity. (16) We emphasize that this type of transitivity in certain sense differs from all existing types of transitivity, since the condition that a given triplet of values must satisfy depends on their indices. Briefly summarized, we have in essence proven that AUC transitivity implies dice transitivity, by using a chain of equivalences and implications. Firstly, we observed in Proposition 4.12 that the AUC transitivity of pairwise AUCs corresponds to the existence of a DAG in the graph set G AUC (F , D) . Secondly, by applying Proposition 4.5, the existence of a DAG in G AUC (F , D) allowed us to conclude that the corresponding set F of bipartite ranking functions is AUC ranking representable. Thirdly, due to the AUC ranking representability of F , we were able to express the pairwise AUCs as a reciprocal relation originating from collections of dice. Finally, from Proposition 4.1 it followed that this reciprocal relation is dice-transitive, so that AUC transitivity implies dice transitivity.
Definition 4.11. A reciprocal relation of pairwise AUCs
Given the results obtained in previous work, we are able to prove in addition a number of new interesting properties for the family of functions C jkl . In the next section, where the generalization to ERA ranking representability is described, these properties will reduce to some well-known characteristics of t-norms. (1) ∀ j, k, l ∈ {1, . . . , r}: C jkl is increasing in both variables.
with a = a * /(n j n k ), b = b * /(n k n l ) and · : R → N the ceiling function that retrieves the closest integer greater than or equal to a given real number.
Proof. (15) is an increasing function of a * and b * . This property directly follows from the graph-theoretic interpretation of the integer quadratic program. When a * or b * increases, then respectively, the number of incoming or outgoing edges in the layer V k increases. As a consequence, also the minimum of the objective function increases, since the minimum corresponds to the number of connected couples from V j × V l , connected via a node in V k .
Property 1. The objective function of optimization problem

Property 2.
Let us define b n k +1 = 0. We find:
Property 3. When we fill in 0 for a * or b * in optimization problem (15) , then the solution of the integer quadratic program is 0.
Taking into account that a = a * /(n j n k ), we find:
Property 5. To understand this property, again the graph-theoretic interpretation of C jkl (a, b) as established in Proposition 4.10 is needed. Let us consider the following two strategies to draw edges from layer V j to V k and from V k to V l :
(1) Strategy 1: Assign the edges in such a way that the number of incoming edges from V j and outgoing edges to V l is as balanced as possible for all nodes of layer V k ; this strategy corresponds to choosing the most balanced splits in S(a * , n k , n j ) and S(b * , n k , n l ).
(2) Strategy 2: Assign the edges in such a way that the number of incoming edges from V j and outgoing edges to V l is as imbalanced as possible for all nodes of layer V k ; this strategy corresponds to choosing the most imbalanced splits in
Here we only need Strategy 1, the other strategy will be used further on in Proposition 5.2, where both strategies will be illustrated with some examples. We show that the quantity 
Property 6. This property immediately follows from Property 5 since in this case
From these properties it follows that C jkl is a family of discrete conjunctors (the functions are only defined over 0 jk × 0 kl instead of [0, 1] 2 ). It is interesting to look how these functions behave compared to standard t-norms. In Figs. 3-5 , we have compared C jkl to respectively T L , T P and T M for n j = n k = n l = 10. One can see that the function C jkl is always greater than T L with a peak in the upper triangle. In the region close to (0, 0), it is substantially smaller than T P , while it is similar to T P in the region close to (1, 1) . Thirdly, in almost all parts of the input domain, C jkl is smaller than T M .
ERA ranking representability
Since AUC transitivity acts as a necessary and sufficient condition for AUC ranking representability, it is able to reveal deeper insights of multi-class classifiers, but it is not of great practical value. The functions C jkl are solutions of an integer quadratic program, which is an NP-hard problem [33] , and as a result, the condition can only be exactly verified for small data sets. Instead of focussing on intelligent algorithms to solve the integer quadratic program approximately, we will present another approach to circumvent this computational bottleneck. Simultaneously, an analytical expression for the solution of the integer quadratic program is derived.
Using the concepts from the previous section, ERA ranking representability naturally follows from AUC ranking representability by considering the abstraction from a finite sample to the underlying distribution. Let us now introduce a specific type of C -transitivity. 
Remarkably, we can show that ERA transitivity leads to a necessary and sufficient condition for ERA ranking representability. Proof. The proof is inspired by the sufficient condition derived for AUC ranking representability in the previous section. Given that expected ranking accuracy is the immediate generalization of the AUC from a finite sample to the underlying distribution, we only need to show that C jkl converges in the limit to C P0 : [0, 1] 2 → [0, 1]. In order to examine this limit behavior, we first assume that the ratio of the number of data objects sampled from the respective classes remains unchanged. We will give a formal discussion for the case where n j = n k = n l . For other ratios, a more difficult formal proof can be formulated. In the second stage, we construct such a formal proof from the insights gained for the case n j = n k = n l .
In this case, we have to show that
with n j ∈ N. We immediately find that in the limit properties (1)- (4) in Proposition 4.15 respectively reduce to monotonicity, commutativity, absorbing element 0 and neutral element 1. However, C P0 will not be a t-norm since associativity does not hold. To compute the limit of C jjj , we will consider three cases.
Subcase 1.
We show that in this case the minimum of the integer quadratic program is found by applying Strategy 1 as described in the proof of the fifth property in Proposition 4.15. The easiest way to recognize this is by considering the graph-theoretic interpretation of Proposition 4.10. Given
> n j , always paths will be found from V j to V l that pass through a node of V k . The first thing to observe is that the splits for a * = (a * 1 , . . . , a * n j
lead to a value of 1 for the objective function, because a node in V k can be found that has incoming edges from all V jnodes and outgoing edges to all V l -nodes. As a consequence, we connect all couples of nodes from V j × V l in this way.
Irrespective the split of a * and b * that is chosen, we will always find connected couples. The only chance to end up with as few connected couples as possible is by constructing as many paths as possible through couples that have to be connected anyway. This is exactly what is accomplished by Strategy 1, leading to vectors a * and b * that are constructed as follows:
Let us now try to derive a closed form for the objective function. By applying Strategy 1, we minimize the number of nodes from V j with outgoing edges to V k . At least a * n j nodes from V j have outgoing edges to V k . a * n j of these nodes have n j outgoing edges to V k (more precisely, to all elements of V k ). Only one node can have less than n j edges (when a * /n j is not an integer). Similarly, we find that at least
of these nodes have n j incoming edges, and the remaining node can have less than n j edges (when b * /n j is not an integer). Putting everything together, we find that all V j -nodes with outgoing edges to V k and all V l -nodes with incoming edges from V k have to be connected in this way, except the V j -node and V l -node with less than n j outgoing (respectively incoming) edges. One can easily verify that these two nodes will also be connected when a * mod n j + b * mod n j 1. This corresponds to the following value for the objective function:
Remark that the −1 corresponds to the couple that is potentially not connected. τ 1 reduces in the limit to the following simple expression Subcase 2.
We show that in this case the minimum of the integer quadratic program is 0. This minimum is found by applying Strategy 2, as described in the proof of the fifth property in Proposition 4. 
and
which of course results in a feasible solution for the integer quadratic program. Given that Subcase 3.
(none of the above cases holds).
Besides these two cases, normally also a third case has to be distinguished, when none of the above two conditions holds. However, we do not have to discuss this third case, for which the minimum of the objective function is more difficult to express. Fortunately, this case vanishes in the limit, since
In Subcase 3, both Strategies 1 and 2 can deliver the minimum of the integer quadratic program, yet it depends on the actual values of a and b whether Strategies 1 or 2 should be applied. Fig. 8 shows the obtained graph when Strategies 1 and 2 are applied on an example that satisfies Subcase 3. For Strategy 1 one can easily see that Eq. (17) still provides the obtained value for the objective function. For Strategy 2, contrary to Subcase 2, the value for the objective function will no longer be zero. Given Subcase 3, one will always find exactly one node in the layer V k with incoming and outgoing nodes (this means that a * are respectively given by a * mod n j and b * mod n j . As a consequence, we obtain by applying Eqs. (18) and (19) τ 2 = a * mod n j b * mod n j , as value for the objective function in Subcase 3, when Strategy 2 is employed.
General case. n j = n k = n l does not hold.
The proof given above for n j = n k = n l can be easily extended to other cases, while still assuming that the ratio of the number of data objects sampled from the respective classes remains unchanged when the sample size grows to infinity.
We have to apply Strategy 1 to obtain the minimum. It is now given by:
Subcase 2.
We have to apply Strategy 2 to obtain the minimum. One can easily see that in this case the minimum of the objective function again becomes zero, since the vectors
) are now constructed as follows: shown, respectively leading to 11 and 16 connected couples of nodes from layer V j to layer V l . One can clearly see that in this example the number of connected couples of nodes from V j to V l cannot be lower than 10. We also remark that edges in the opposite direction are left out to simplify the graph, but the graphs are essentially complete graphs, so the 5 edges from V k to V j and the 3 edges from V l to V k are left out.
This case again vanishes in the limit, so that it does not have to be considered further. For the sake of completeness, we also give here the expression for the minimum of the integer quadratic program. As illustrated in Fig. 8 , both Strategies 1 and 2 can deliver the minimum of the integer quadratic program. This holds also for the case where n j = n k = n l does not hold. If Strategy 1 is applied, then the objective function takes the value given by Eq. (20) . If Strategy 2 is applied, then again exactly one node from the layer V k will simultaneously have incoming and outgoing edges for Subcase 3. The values of a * i and b * i are now respectively given by a * mod n j and b * mod n l . Consequently, the value for the objective function becomes: τ 2 = a * mod n j b * mod n l , (21) for Subcase 3, when Strategy 2 is applied. 2
The conjunctor C P0 is visualized in Fig. 11(a) . It can be expressed as a special type of cycle transitivity, by applying Proposition 3.6. 
Proposition 5.4. ERA transitivity implies moderate product transitivity and therefore also dice transitivity.
Proof. Let us consider a unit square for the couple (β, γ ), as visualized in Fig. 9 . From the constraint β γ , (22) follows that only the region above the bisector must be considered (i.e., the line given by the identity function). The above upper bound function can be expressed as αγ 1 − β. Let us try to make this constraint as tight as possible by choosing α = β. This means that our cycle transitivity property only imposes a constraint when the following inequality holds: edges from layer V j to layer V k and 7 edges from layer V k to layer V l . The graphs obtained by applying Strategy 1 (left) and Strategy 2 (right) are shown, respectively leading to 3 and 0 connected couples of nodes from layer V j to layer V l . We also remark that edges in the opposite direction are left out to simplify the graph, but the graphs are essentially complete graphs, so the 11 edges from V k to V j and the 9 edges from V l to V k are left out. 
Moreover, the upper bound function U (α, β, γ ) = α + γ − αγ neither imposes a constraint when α + γ 1. This corresponds to the region
because we are already assuming that α = β. Putting everything together, the upper bound function U (α, β, γ ) = α + γ − αγ only imposes a constraint in the subregion of the unit square defined by inequalities (22), (23) and (24) . We have visualized this region in Fig. 9 (a) with a gray background color. Obviously, C P0 (β, γ ) equals βγ in this part of the unit square. ERA transitivity is therefore a stronger type of transitivity than cycle transitivity w.r.t. the upper bound function
This proposition mainly confirms that all pieces of the puzzle fit surprisingly well. In the previous sections it was shown how AUC transitivity induces a sufficient condition for AUC ranking representability, while dice transitivity could only lead to a necessary condition. From this we were able to prove indirectly that the former type of transitivity had to be stronger than the latter one, but this could not be observed directly from the upper bound functions. Since this relationship between both types of cycle transitivity can be observed very easily in the infinite case, it gives an additional confirmation of the correctness of our analysis in the finite case. To draw the attention of the reader to the potentially tight bound between AUC transitivity and dice transitivity, Fig. 10 visualizes all considered regions for n j = n k = n l = 10. It is shown that for this choice of n j , n k , n l the region defined by inequalities (22)- (24) (22)- (24) hold. Proof. Immediate since C P0 T P . 2
Practical considerations
Verifying ERA or AUC ranking representability
In the previous sections an interesting sufficient condition was established for reducing one-versus-one ensembles to ranking models by investigating the pairwise AUCs. The sufficient condition for the three-class case can be verified by solving an integer quadratic program. This class of problems can in general not be solved exactly in polynomial time. However, we have not elaborated on this issue, since we were able to derive a more simple expression for the infinite case where a generalization is made from a sample to the underlying distribution. As a consequence, it makes sense to verify ERA transitivity on the pairwise AUCs instead of AUC transitivity, since we are mainly interested in generalizing to out-ofsample data. The conjunctor C P0 is visualized in Fig. 11 and compared to C jkl for n j = n k = n l = 10. Although such a sample size can be considered as unrealistically small, it turns out that even then C P0 behaves very similarly to C jkl . Thus, the approximation makes sense. Moreover, in the proof of the previous proposition, we have derived an analytical expression for the solution of the integer quadratic program, so that no optimization algorithm is required. This can be summarized as follows. 
with τ 1 and τ 2 respectively defined by Eqs. (20) and (21). So, we have obtained a verifiable condition to check whether a one-versus-one ensemble can be reduced to a ranking model for the three-class case, but will this approach also work in practice? The answer is not unhesitatingly yes for the following two main reasons: (1) The framework of AUC ranking representability only identifies the existence of a single ranking function that yields the same error in terms of pairwise expected ranking accuracy as a one-versus-one ensemble, but nothing can be said about the complexity of this ranking model. When we minimize a loss function over a hypothesis space of ranking models, no guarantee can be given that the model that we try to find is included in this hypothesis space. (2) Ordinal regression models do not try to optimize accuracy, but a loss function that takes the magnitude of an error into account. However, the magnitude of an error has no meaning at all in a multi-class setting, even if we artificially try to impose an order on the classes. The optimization of a magnitude-based loss function can harm the performance significantly when only accuracy is taken into account as performance measure. This effect can even be observed for ordinal regression data sets.
These two findings imply that in practice an AUC ranking representable one-versus-one model will not always be beaten by a ranking model. Revealing the situations where a performance gain will be obtained might not be done easily and would require an experimental validation on numerous data sets. Since most benchmark problems for multi-class classification consider more than three classes, first an extension of our approach to more than three classes has to be elaborated. An obvious generalization could be established by looking at all triplets of classes and simplifying those for which AUC ranking representability is fulfilled, but further research is required to verify whether this idea would work. Hereunder we have analyzed two three-class benchmark problems from the UCI repository to illustrate the potential benefits of AUC ranking representability. Both problems have been analyzed by [32] in an experimental comparison of different multi-class schemes with SVMs as base classifiers. We decided to compare with their results because they describe their experimental setup in such a way that the experiments could be easily replicated.
Iris data
The first data set that was analyzed is the well-known iris data set, which is probably one of the most frequently utilized data sets to evaluate multi-class classifiers. The first two principal components of the data are visualized in Fig. 12 . One can see that class C 2 is sandwiched on the left side by class C 1 and class C 3 on the right side, thus theoretically we impose the order C 1 < C 2 < C 3 on the classes if we would fit an ordinal regression model to that data set. In a comparison paper of kernel-based multi-class classification methods, Hsu and Lin [32] report for this data set that a one-versus-one model outperforms all other multi-class schemes. Since the iris data does not have an accompanying test set, they draw their conclusions based on the 10-fold cross-validation error obtained for the best C (cost parameter) and γ (width of RBF-kernel) found during model selection. A short overview of the results is given in Table 1 together with the results obtained by fitting the kernel-based ordinal regression model of [6] to the data. This method constructs a number of parallel hyperplanes in a high-dimensional space for ordinal regression, similar to the SVM for binary classification. In an initial stage, we first fitted a one-versus-one SVM to the data by using the values of the hyperparameters specified by [32] , resulting in the following pairwise AUCs when the whole data set is used for training 2 :
A 12 = 1.0, A 23 = 0.995, A 13 = 1.0.
These pairwise AUCs definitely satisfy C P0 -transitivity, so a reduction to a ranking model would make sense theoretically. When we fit an ordinal regression model to the data with the SVORIM-package, then the following pairwise AUCs are measured on training data:
Thus, the performance on training data increases, but more importantly, a better cross-validated performance in terms of accuracy is obtained with the ordinal regression model, using the same experimental setup as [32] . This might be surprising at first sight, but one must take into account that PCA analysis already identified an ordinal structure of the classes. This is clearly an example where a reduction to a single ranking model can improve the generalization performance.
DNA data
The second data set that was analyzed is the DNA data set. Contrary to the iris data set, this data set has substantially more instances. The data is also relatively high-dimensional (180 features) such that the curse of dimensionality can play a role. Furthermore, the data has been split into a train and test set, so one can avoid the use of cross-validation here. Using the methodology of [32] , this resulted in the following pairwise AUCs on the training set: Subsequently, we tested the one-versus-one SVM and the SVORIM algorithm on the test set. Using the same methodology as [32] , we were not able to achieve exactly the same results for this data set, yet we obtained a similar (but slightly worse) accuracy on the test set. We cannot give any plausible explanation since we adopted exactly the same setup. The results are summarized in Table 2 and give the impression that the SVORIM algorithm is not able to compete with the other multi-class approaches. However, nothing is further from the truth, as the opposite conclusion can be drawn from the pairwise AUCs measured on the test set. So, how can these surprisingly different trends between accuracy on the one hand and the pairwise AUCs on the other hand be explained? As discussed above, this is caused by the fact the SVORIM algorithm does not optimize accuracy but a magnitude-based loss function. Fig. 13 gives a good overview of what is going on. On the left side, it shows the first two principal components of the test set with the real labels and on the right side it shows the same test set with the labels predicted by SVORIM. The ordinal regression algorithm clearly assigns too many instances to the middle class in an attempt to minimize the magnitude of errors. Apparently, that does not affect the performance in terms of pairwise AUCs for the DNA data set. It is therefore definitely recommended to look at this last criterion instead of accuracy in order to compare the performance of one-versus-one models and single ranking models. Fig. 13 . A graphical illustration of the effect of minimizing a magnitude-based loss function with the SVORIM algorithm on the DNA test set. The first two principal components are shown with the real labels on the left side and the predicted labels on the right side. As a result of the transitivity analysis of the pairwise AUCs, the labels of classes C 2 and C 3 were swapped.
Conclusion
In this article we analyzed the transitivity of expected ranking accuracy, a reciprocal preference relation that can be constructed in a pairwise multi-class setting. Similar to the utility representability of more common reciprocal preference relations, this relation naturally led to the concept of ERA ranking representability for bipartite ranking functions constructed on couples of random vectors. In order to find necessary and sufficient conditions for this type of representability, we first recapitulated results obtained for the finite sample case, for which expected ranking accuracy can be estimated by the AUC. ERA ranking representability then reduces to AUC ranking representability, for which necessary and sufficient conditions could be found, based on a graph-theoretic reformulation of the problem and a new type of transitivity, namely AUC transitivity. In previous work we showed that this new type of transitivity can be verified by solving an integer quadratic program. In this article we proved some interesting properties of AUC transitivity, and we generalized AUC ranking representability to ERA ranking representability by analyzing the limit behavior of AUC transitivity. In this way, a distribution-independent and easily verifiable condition was obtained for the three-class case. Extensions for more than three classes are currently under development but invoke a strongly increasing complexity to the problem, as cycle transitivity is only defined on three-element sets at this moment. A generalization of cycle transitivity is therefore the first candidate for future work. Some initial research confirmed that such a generalization is feasible.
From a machine learning point of view, we investigated whether a pairwise multi-class classification model can be simplified to a ranking model (an ordinal regression model to be more precise). To this end, we started from the assumption that the optimal complexity of a multi-class classifier is problem-specific (data-dependent). Reducing a pairwise multiclass classifier to an ordinal regression model can be seen as a quite drastic application of the bias-variance trade-off: a pairwise multi-class classifier is complex, containing many parameters that result in a low bias and a high variance of the performance, while an ordinal regression model contains substantially less parameters, leading to a high bias, but a low variance. So, we did not claim that a pairwise multi-class classifier can always be reduced to an ordinal regression model, we rather looked for necessary and sufficient conditions that allow for such a reduction, by analyzing the pairwise expected ranking accuracies. The result that we obtained is in this regard remarkable and important, as it confirms that the optimal complexity of a multi-class classification model depends on the distribution of the data. The conditions that we derived are moreover distribution-independent, which means that they hold for any distribution of the data.
ERA ranking representability cannot be verified since the distribution of the data is usually unknown. Nevertheless, by evaluating C P0 -transitivity on the pairwise AUCs, we have obtained a verifiable condition to check whether a one-versusone ensemble can be reduced to an ordinal regression model for the three-class case. This relaxation makes sense, because the main interest is a good generalization performance. Simultaneously, we also derived a closed-form expression for the solution of the integer quadratic program, so that both an approximation or a time consuming combinatorial optimization can be avoided.
In practice an ERA ranking representable set of bipartite ranking functions will not always be beaten by a single ranking function. To this end, new machine learning algorithms have to be developed. Initial experimental results on two toy problems illustrate that the reduction to a single ranking model can improve the performance of an algorithm, definitely in terms of pairwise AUCs, but not necessarily in terms of accuracy. However, this is only the start of further experimental research on this topic, in which the obvious question of generalizing ranking representability to more than three classes needs to be tackled. We refer to future work for this extension and an in-depth empirical validation.
