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Abstract
We examine whether significant changes in ocean temperatures can be detected in recent decades and if so whether they can 
be attributed to anthropogenic or natural factors. We compare ocean temperature changes for 1960–2005 in four observational 
datasets and in historical simulations by atmosphere-ocean general circulation models (AOGCMs) from the Coupled Model 
Intercomparison Project phase 5 (CMIP5). Observations and CMIP5 models show that the upper 2000 m has warmed with a 
signal that has a well-defined geographical pattern that gradually propagates to deeper layers over time. Greenhouse gas forc-
ing has contributed most to increasing the temperature of the ocean, a warming which has been offset by other anthropogenic 
forcing (mainly aerosols), and volcanic eruptions which cause episodic cooling. By characterizing the ocean temperature 
change response to these forcings we construct multi-model mean fingerprints of time-depth changes in temperature and 
carry out two detection and attribution analysis. We consider first a two-signal separation into anthropogenic and natural 
forcings. Then, for the first time, we consider a three signal separation into greenhouse gas, anthropogenic aerosols and 
natural forcings. We show that all three signals are simultaneously detectable. Using multiple depth levels decreases the 
uncertainty of the results. Limiting the observations and model fields to locations where there are observations increases 
the detectability of the signal.
Keywords Climate Change · Ocean Heat Content · Detection and Attribution
1 Introduction
Observational estimates show that approximately 93% of the 
energy entering the climate system since the 1950s has gone 
into the oceans (e.g. Levitus et al. 2000, 2005, 2012; Ishii 
and Kimoto 2009; Lyman et al. 2010; Trenberth 2010). As 
a result the ocean heat content (OHC) has increased with a 
characteristic spatiotemporal distribution. Many studies have 
estimated the variability of OHC from subsurface ocean 
temperature observations (e.g. Levitus et al. 2000, 2005, 
2012; Willis et al. 2004; Ishii and Kimoto 2009; Gouret-
ski and Koltermann 2007; Palmer et al. 2007; Palmer and 
Haines 2009; Palmer and Brohan 2011; Domingues et al. 
2008; Roemmich et al. 2012; Balmaseda et al. 2013; Lyman 
and Johnson 2014; Roemmich et al. 2015; Cheng et al. 2016) 
and shown qualitatively similar global OHC time-series 
from 1955 to recent years. OHC is characterised by an over-
all warming trend, with superimposed variability and some 
cooling events attributed to major volcanic eruptions (Agung 
in 1963, El Chichón in 1982 and Pinatubo in 1991) and El 
Niño Southern Oscillation (ENSO) variability (e.g. 1998). 
Spatially integrated OHC timeseries over different depths 
show that most of the ocean heat uptake (OHU, defined as 
the ocean heat content increase) has occurred in the upper 
layers of the ocean (e.g. Levitus et al. 2000, 2005, 2012; 
Balmaseda et al. 2013).
Detection and attribution studies have shown that the 
observed changes in ocean heat content (OHC) are consist-
ent with simulations of atmosphere ocean general circulation 
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models (AOGCMs) forced with historical increases in green-
house gases, anthropogenic aerosols and solar and volcanic 
forcings (e.g. Levitus et al. 2001; Hansen et al. 2002; Sun 
and Hansen 2003; Gent and Danabasoglu 2004; Gregory 
et al. 2004; Sedláček and Knutti 2012; Cheng et al. 2016; 
Gleckler et al. 2016). The OHC response to greenhouse 
gases is partly offset by anthropogenic aerosols and volcanic 
aerosols, and is inconsistent with unforced variability. The 
forced pattern of warming relates well to the observed pat-
tern. It shows a smooth gradual propagation of the surface 
signal to the intermediate depths, and can be explained in 
terms of advection and diffusion processes which transport 
heat from the surface to deeper layers (e.g. Sedláček and 
Knutti 2012; Llovel et al. 2013). Gleckler et al. (2016) ana-
lysed a set of CMIP5 models and their results suggest that 
nearly half of the increase in global OHC with respect to pre-
industrial has occurred in recent decades with over a third of 
the accumulated heat occurring below 700m.
Other studies have used a more rigorous statistical 
approach to arrive at similar conclusions (e.g. Barnett et al. 
2001, 2005; Reichert et al. 2002; Pierce et al. 2006, 2012; 
Palmer et al. 2009; Gleckler et al. 2012; Weller et al. 2016). 
Barnett et al. (2001) pioneered ocean temperature detection 
and attribution studies by showing that OHC estimated in the 
Levitus et al. (2000) dataset agrees with historical simula-
tions from a climate models only when the anthropogenic 
forcing is included. Of particular relevance to the present 
work, citetbarnett05warming and Pierce et al. (2006) showed 
by considering spatial-only and space-time fingerprints of 
individual depth levels, that a warming in the upper layers 
of the ocean (down to 300m) can be detected (even in indi-
vidual basins), and that this is consistent only with anthro-
pogenic forcing and cannot be explained by natural forcings 
or unforced variability. With the ongoing improvements 
of observational datasets (new data and new instrumental 
bias corrections) and climate models (CMIP3 and CMIP5), 
Gleckler et al. (2012) and Pierce et al. (2012) use higher 
temporal resolution and a multi-model framework (earlier 
studies used few models) to reiterate earlier conclusions and 
show that the anthropogenic signal is detected even more 
robustly.
Consistent with these results, but using a different sta-
tistical method (optimal fingerprinting, the method used in 
this paper), Reichert et al. (2002) detected the anthropo-
genic fingerprint in temperature change integrated over the 
upper 300 m and 3000 m. More recently Palmer et al. (2009) 
showed, using optimal fingerprinting, that considering the 
temperature change above the 14 °C isotherm maximises 
the detectability of the anthropogenic signal, since most of 
the heat of anthropogenic origin is found in the upper layers, 
by filtering out some of the dynamic ocean variability that 
may obscure the climate change signal. Weller et al. (2016) 
built upon this work using CMIP5 models in a multi-model 
framework, finding that both anthropogenic and natural 
forcing influences are detected in upper ocean temperature 
change in the global mean and in individual ocean basins.
In this paper carry out a detection and attribution analysis 
examining whether ocean temperature change for 1960–2005 
is attributable to anthropogenic and natural forcings, using 
CMIP5 climate model simulations (Taylor et al. 2012) and 
four observational datasets (Sect. 2). First we compare ocean 
temperature in four observational products and CMIP5 
model simulations of recent decades (1960–2005) to evalu-
ate the models, characterize the temperature change patterns 
and inform the construction of fingerprints (Sect. 3). Next 
we investigate the sensitivity of the datasets to the temporal 
and geographical sparseness of observations by masking 
observations and models (Sect. 4). Finally we carry out a 
multi-model detection and attribution analyses, using opti-
mal fingerprinting, based on the time and depth structure 
of the temperature together, which allows a clearer separa-
tion of signals than in previous studies (Sect. 5). We carry 
a two-signal analysis separating anthropogenic (ANT) and 
natural (NAT) signals and a three-signal analysis consider-
ing greenhouse gas (GHG), other anthropogenic (OA) and 
natural (NAT) signals. The two-signal analysis allows for 
comparison with previous work (e.g. Barnett et al. 2005; 
Gleckler et al. 2012; Pierce et al. 2012; Weller et al. 2016) 
and shows the value of including vertical structure of the 
temperature change. The three-signal combination has not 
been attempted before for ocean temperature change.
2  Ocean temperature observations 
and CMIP5 AOGCMs
For the analysis of climate variables from a detection and 
attribution perspective it would be ideal to have measure-
ments covering extensive spatial and temporal scales to 
allow determining changes accurately over time. While there 
have been significant developments in the quantity and qual-
ity of ocean temperature measurements, the spatial coverage 
is insufficient to make estimates of globally integrated ocean 
heat content change before the 1960s (e.g. Lyman and John-
son 2008; Abraham et al. 2013). The observational datasets 
used in this paper are Ishii and Kimoto (2009) (referred to as 
IK09 hereafter), Levitus et al. (2012) (referred to as Lev12 
hereafter), Met Office Hadley Centre ‘EN’ version 4.1.1 
(Good et al. 2013) with two different XBT corrections (Levi-
tus et al. 2009; Gouretski and Reseghetti 2010) (referred 
to as EN4Lev and EN4GR10 hereafter) and European Centre 
for Medium-range Weather Forecasts (ECMWF) Ocean 
ReAnalysis System 4 (ORAS4) (Balmaseda et al. 2012). 
ORAS4 differs from the other datasets as it is a reanalysis, 
produced by combining via data assimilation methods the 
output of an ocean model forced by atmospheric reanalysis 
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fluxes with quality controlled ocean observations, relaxed to 
SST and bias corrected (Mogensen et al. 2012). The other 
three observational datasets use different statistical infilling 
methods to combine the available observations into spatially 
complete gridded fields; these methods require estimating 
the ocean temperature climatology. Four observational data-
sets are considered since the differences between them (aris-
ing from their different selections of observations, quality 
control methods, infilling methods and instrumental bias 
corrections) will provide an indication of the observational 
uncertainty.
In this paper we use various model simulations from 
CMIP5, which provides a protocol for a large range of cli-
mate simulations that allow investigating climate variations 
and the effect of external forcings on the climate system 
(Taylor et al. 2012). In the control simulation, constant 
pre-industrial atmospheric concentrations (year 1850) of 
all well-mixed gases (including some short-lived), natural 
aerosols (either by emissions or concentrations) and land use 
are prescribed. These experiments are used to characterise 
unforced climate variability. In the historical experiment, all 
of these vary as they did in reality from the mid-nineteenth 
century to 2005. In order to attribute the observed climate 
changes to particular causes (i.e. external forcings), simu-
lations of the historical period are carried out with only a 
subset of the forcings.
HistoricalGHG simulations have the observed variation in 
well-mixed greenhouse gases only. HistoricalNat has natural 
forcings only, that is, volcanic aerosols and variations in 
solar output. Since few models provided simulations with 
anthropogenic aerosols only (historicalAA), this signal is 
difficult to distinguish. Therefore instead the historicalOA 
signal has been estimated, where OA refers to ‘other anthro-
pogenic’, by subtracting the response of the historicalNat 
and historicalGHG simulations from the historical ‘all forc-
ings’ simulation. This includes the response to anthropo-
genic aerosols, ozone and land use change, among which 
the first aerosol forcing is dominant, so historicalOA should 
be very similar to historicalAA. Note that the historicalOA 
is only estimated for the multi-model means as the num-
ber of ensemble members for individual models is not suf-
ficient to remove the effects of unforced internal variability. 
We have not attempted to determine the OHU response to 
ozone and land use change, for which the CMIP5 dataset 
is not adequate (not enough models, or the experiments do 
not allow them to be distinguished). Furthermore, note that 
in all these simulations, the temperature change fields have 
been corrected for “control drift” (see Appendix 1), and the 
historical and historicalNat simulations have been corrected 
for “volcanic drift” too (see Appendix 2).
Some modelling institutions provide for each experiment 
an ensemble of up to 10 simulations, which are initialised 
from different conditions and diverge due to the chaotic 
nature of the climate system, producing different unforced 
variability (with the same statistical properties). Having a 
large ensemble of simulations is helpful since ensemble 
averaging will reduce unforced climate variability that may 
mask forced responses. The mean of an infinitely large 
ensemble would show only the response to external forc-
ings, but we do not expect the ensemble mean to reproduce 
the observations exactly since the observations are only a 
single realisation with its own unforced variability. To mini-
mise the unforced variability contaminating the expected 
signal, we use the CMIP5 multi-model ensemble mean, giv-
ing equal weights to all the models. Therefore if an ensem-
ble of simulations is available for a particular model, we 
take the ensemble mean first, and then calculate the multi-
model mean. Detection and attribution studies have shown 
improved results using the multi-model mean (e.g. Gillett 
et al. 2002; Jones et al. 2013; Weller et al. 2016). This is 
partly because the multi-model mean resembles observations 
more closely than any individual model does, due to cancel-
lation of model errors as if they were random (Reichler and 
Kim 2008). This assumption requires that models are statis-
tically independent from each other. Actually they are not 
due to the exchange of ideas and code between modelling 
groups, which may result in common response patterns and 
biases among models Knutti et al. (2013). Hence there are 
limitations to the statistical interpretation of the ensemble 
spread (e.g. Tebaldi and Knutti 2007; Knutti 2010; Pennell 
and Reichler 2011; Storch and Zwiers 2012).
3  Comparison of annual mean ocean 
temperature change in observations 
and CMIP5 AOGCMs
This section compares simulated ocean potential tempera-
ture change in CMIP5 historical simulations with observa-
tions from 1960 to 2005. Several diagnostics are used in this 
analysis (time-series, temperature change vertical profiles, 
temperature change as a function of time and depth and geo-
graphical distribution of ocean heat content change) with the 
objective of characterising spatial and temporal structure of 
the warming and informing the construction of fingerprints 
for the detection and attribution study.
3.1  Temperature change as a function of time 
and depth
We calculate global mean temperature change profiles in K 
(from the surface to 2000 m depth) for the 45 year period 
of 1960 to 2005 (CMIP5 historical simulations end in this 
year) from the observational products and the model mean 
of CMIP5 historical simulations (Fig. 1) by multiplying the 
linear least-squares temporal trend (K/yr) of global mean 
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temperature by 45 years. Observations and models show 
that the ocean has warmed throughout most of the water 
column and the warming is greatest at the surface (Fig. 1). 
In EN4GR10 and ORAS4 between 150 and 200 m there has 
been no net warming (Fig. 1a), this is caused by cooling 
in parts of the tropical Pacific and Indian oceans at these 
depths, which compensates the warming that occurs else-
where in the global mean. This feature is not evident in 
Lev12 and IK09, nor in the CMIP5 model mean.
The historical CMIP5 multi-model profile is qualitatively 
similar to the observations, but with less surface intensifica-
tion and a more gradual decrease in warming with depth. 
Figure 2 suggests that natural forcings (solar and volcanic) 
have contributed little to OHU (except in GFDL-ESM2M) 
(Fig. 2a), while greenhouse-gas forcing has contributed most 
(Fig. 2b) partially offset by anthropogenic aerosol forcing 
(Fig. 2c). Note that anthropogenic aerosol is the dominant 
global forcing in historicalOA, as shown by similarity of the 
black solid (estimated from historicalAA) and dashed lines 
(estimated from historicalOA) (Fig. 2c). 
Figure  1b shows that the spread among the CMIP5 
AOGCMs is greater than among observational products, and 
observations lie within the model spread. Six of the models 
(ACCESS1-0, ACCESS1-3, CSIRO-Mk3-6-0, GFDL-CM3, 
HadGEM2-ES, HadGEM2-CC) show subsurface cooling 
(Fig. 1b), not consistent with any of the observational prod-
ucts. This could be that the anthropogenic aerosol forcing 
is too strong or the response to aerosols in those models 
is overestimated (Fig. 2c). Consistent with this hypothesis, 
CSIRO-Mk3-6-0 and GFDL-CM3 show a greater cooling in 
the historicalAA experiments, compared to IPSL-CM5A-LR 
and NorESM1-M. However few CMIP5 models provided 
historicalAA simulations so this inference is tentative. Con-
versely, the rest of the models tend to overestimate the rate 
of warming.
According to the simple model of Gregory and Forster 
(2008), the profile differences could be explained by dif-
ferences in forcings (F) used in the models, or in model 
responses to the forcings. Following Kuhlbrodt and Greg-
ory (2012), we distinguish these possibilities by dividing 
each profile by its vertical integral (Fig. 3), omitting mod-
els which have a negative integral. After scaling, the shape 
of the temperature change profiles is solely related to effi-
ciency of the processes of vertical heat transport of ocean 
heat uptake. As in the CMIP3 model analysis by Kuhlbrodt 
and Gregory (2012), the warming in CMIP5 models is less 
surface-intensified than in observations (Fig. 3a).
Comparing the 5th and 95th percentiles of the 45 year 
trends simulated in CMIP5 pre-industrial control simula-
tions (which have no external forcing) with observed and 
simulated historical profiles (dotted lines in Figs. 1 and 2) 
indicates that that the warming is inconsistent with simu-
lated unforced internal variability at all depths in most 
cases (with 90% confidence). Similarly, the warming due 
to GHG (Fig. 2b) and the cooling due to anthropogenic 
aerosols (Fig.  2c) are significant, but the temperature 
change in response to natural forcings is not (except in 
GFDL-ESM2M).
Fig. 1  a Global mean tem-
perature change [K] profiles of 
different observational products 
and CMIP5 model mean for 
the period between 1960–2005. 
b Global mean temperature 
change [K] profiles of histori-
cal simulations for individual 
CMIP5 AOGCMs for the period 
1960–2005, the thicker line is 
the CMIP5 model-mean. In 
both figures the profiles were 
calculated from temporal linear 
trends. The dotted lines in both 
plots shows the 5th and 95th 
percentiles from the distribution 
of equal length trends calculated 
from CMIP5 pre-industrial 
control simulations. The dashed 
line indicates the origin
(a) (b)
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(a) (b) (c)
Fig. 2  Temperature change [K] profiles of CMIP5 simulations for the 
period between 1960 and 2005 for a historicalNat, b historicalGHG 
and c historicalAA simulations. The dotted lines in all plots shows the 
5th and 95th percentiles from the distribution of equal length trends 
calculated from CMIP5 pre-industrial control simulations. The black 
dashed line in figure c is the historicalOA, calculated by subtracting 
the model means of the historicalNat and historicalGHG from the his-
torical simulations
Fig. 3  Temperature change 
[K] profiles scaled by their 
vertical integral for 1960–2005: 
a observational products and 
the CMIP5 model mean and b 
CMIP5 individual models and 
mean
(a) (b)
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The rate of warming is not constant in time. Observations 
and CMIP5 models show that the warming signal propagates 
from the surface to the deeper layers with inter-annual vari-
ations (Fig. 4) (e.g. Cheng et al. 2016; Gleckler et al. 2016). 
Observational products have a similar increasing trend 
over this period but obvious differences in interannual and 
decadal variability, explained by the different ocean datasets, 
data quality control, bias corrections and infilling methods 
used to complete the data. Llovel et al. (2013) found statisti-
cally significant lag correlations between the upper (0–300 
m) and lower (300–700 m) layers for time lags between − 9 
and 24 years in observations, not being able to estimate a 
Fig. 4  Time-depth temperature change [K] for 1960-2005 for a ORAS4, b EN4
GR10
 , c EN4
L
 , d Lev12, e IK09 and f CMIP5 model mean. The 
time-depth plots are relative to the 1960–1970 time-mean
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unique time-scale due to uncertainties and the short length 
of the record.
Figure 5 shows the time-depth temperature change char-
acteristic of particular forcings. The volcanic cooling signal 
caused by the three major volcanic eruptions (Agung, El 
Chichón and Pinatubo, Fig. 5a) propagates from the sur-
face down to approximately 500 m. The increasing trend 
in historical simulations of CMIP5 models, for all depths, 
is caused by GHG characterised by a warming signal that 
propagates steadily from the surface to deeper layers and is 
surface intensified (cf. temperature change profiles, Fig. 2). 
On the other hand, anthropogenic aerosols (Fig. 5b–d) have 
partially offset GHG with a similar characteristic signal of 
opposite and weaker magnitude.
3.2  Geographical distribution of ocean heat 
content change
The geographical distribution of ocean heat content change 
in observations and models is not uniform (Fig. 6) because 
of the patterns of change in the atmosphere-ocean heat and 
windstress fluxes, ocean dynamics and their interactions. 
The Atlantic basin (except for the northern subpolar gyre) 
shows the strongest widespread warming. The Pacific ocean 
has also warmed but there are two (or three in the case of 
ORAS4) areas which have cooled located in the North 
Pacific and tropical western basin extending southward. 
The Indian Ocean shows cooling extending from the Indo-
nesian through-flow and warming in the north. The Southern 
Ocean is characterised by a band of increased ocean heat 
uptake which is maximum at about 45◦ S (Fig. 6). Overall, 
the Atlantic and Southern Ocean heat penetrates to deeper 
layers in comparison to the Pacific and Indian Oceans where 
the heat is more surface intensified.
The geographical pattern of ocean heat content shows 
qualitative similarities in the large scale ocean features 
among observations (Fig. 6a–e), but there are regional dif-
ferences due to the infilling method and quality control used 
in each product, with ORAS4 being the most distinct com-
pared to the products. The spread among the observational 
products (Fig. 6g) shows that the largest spread occurs in 
the western boundary currents and Southern Ocean, which 
are the regions with the highest eddy kinetic energy (Palmer 
et al. 2015, 2017). The differences among the observed pat-
terns increase with depth (not shown), indicating that ocean 
heat content change is better constrained at the surface.
The evident geographical pattern of the CMIP5 mean 
must be dominated by the influence of external forcings 
(Fig.  6f), because unforced variability is uncorrelated 
among model simulations, and will therefore be averaged 
out. Again, the largest spread is in the western boundary 
currents and the Southern Ocean, but models show signifi-
cantly larger spread (Fig. 6h) than observations. For exam-
ple, while all models show increased ocean heat content in 
Fig. 5  Time-depth OHC [ 1018 J] change between 1960 and 2005 for a historicalNat, b historicalGHG, c historicalAA and d historicalOA model 
mean
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Fig. 6  OHC [ 109 Jm−2 ] change integrated over the upper 2000m for 
1960–2005 for a ORAS4, b EN4
GR10
 , c EN4
Lev
 , d Lev12, e IK09 
and f CMIP5 model mean. g and h Show the standard deviation of 
the observational products and CMIP5 models respectively. The 
color bar on the left is for figures a–f, and the color bar on the right 
is for g–h 
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the Southern Ocean, its location, shape and magnitude are 
model-dependent (Fig. 6h).
Any similarity between observations and the CMIP5 
model mean would suggest that the observed pattern of 
ocean heat content change could be attributed to external 
climate forcings. This applies to the greater warming in the 
Atlantic basin and the Southern Ocean evident in observa-
tions and historicalGHG (Figs. 6, 7b). The Southern Ocean 
has a band of increased ocean heat uptake centred at about 
45◦ S, due to increased surface heat input and enhanced 
Ekman pumping, caused by GHG forcing perhaps and 
stratospheric ozone depletion (Fig. 7b) (e.g. Cai 2006; Fyfe 
et al. 2007; Bouttes et al. 2012; Ferreira et al. 2015; Armour 
et al. 2016). Other anthropogenic forcings (Fig. 7c, d) cool 
the ocean with a similar pattern to GHG but of opposite 
magnitude, despite the possible geographical differences in 
the forcings (e.g. Myhre et al. 2013). Natural forcings (solar 
and volcanic) simulations show only a weak pattern of OHC 
change (Fig. 7a) in most of the world. All simulations show 
a dipole pattern in the North Atlantic, which could be asso-
ciated with changes in the Atlantic meridional overturning 
circulation, but its pattern is different in response to anthro-
pogenic and natural forcings, and both are different from 
observations.
4  Sub‑sampling ocean temperature change 
observations and CMIP5 AOGCMs
Climate models datasets are often sub-sampled for com-
parison with observational products in order to replicate the 
observational coverage and thus avoid additional assump-
tions associated with the observational infilling procedure 
(e.g. Hegerl et al. 2001; Barnett et al. 2001, 2005; Reichert 
et al. 2002; Pierce et al. 2006, 2012; Palmer et al. 2009; 
Gleckler et al. 2012). The effect of the infilling method 
can be studied by comparing subsampled model datasets 
with the “full fields” i.e. complete datasets (e.g. Gregory 
Fig. 7  CMIP5 model mean OHC [ 109 Jm−2 ] change integrated over the upper 2000 m between for 1960–2005 for a historicalNat, b historical-
GHG, c historicalAA and d historicalOA. The OHC change is relative to the 1960–1970 time-mean
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et al. 2004; Pierce et al. 2006; AchutaRao et al. 2006, 2007; 
Palmer et al. 2007; Palmer and Haines 2009; Gleckler et al. 
2012; Lyman and Johnson 2014; Good 2016; Boyer et al. 
2016). To do this we derive the observational “mask” (which 
distinguishes gridboxes that are included in and those that 
are excluded from observational coverage) of the EN4 data-
set (Good et al. 2013), by the method described in Appendix 
3, and apply it to the observational products and CMIP5 
models.
For both the global mean and individual ocean basins, 
temperature change profiles of sub-sampled fields for 
observations and models show overall the same vertical 
structure as the infilled fields, but the magnitude of the 
changes are greater at all depths considered (down to 2000 
Fig. 8  Global mean tempera-
ture change [K] profiles for the 
period between 1960 and 2005 
for full (black) and sub-sampled 
(red) fields for a ORAS4, b 
EN4GR, c EN4L, d CMIP5 
model-mean. In all figures the 
profiles were calculated from 
temporal linear trends and the 
change is for the entire time 
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m, Fig. 8). Sub-sampling the observational products and 
the CMIP5 model mean increases the warming at the sur-
face. The subsurface cooling in observations, peaking at 
about 150 m of depth, becomes more pronounced.
Gleckler et al. (2012) suggest, based on the Lev12 and 
IK09 datasets, the explanation that the infilling method 
introduces a bias towards small magnitudes in data sparse 
regions. However, ORAS4 shows the same effect, despite 
its completely different derivation, maybe because the 
ocean model underestimates ocean temperature variability. 
Another possibility, which could explain the effect on all 
observational products, is that the observational coverage 
is biased to regions that have larger temperature changes 
(warming at most depths). This last explanation is the only 
possibility for CMIP5 models’ exhibiting the same behav-
iour (greater trends in sub-sampled fields, with no infilling 
methods). Biased spatial sampling seems therefore most 
likely to us, perhaps because the Atlantic, which is best 
observed, also tends to warm more.
Interannual and decadal temperature change variability 
is greater in the sub-sampled fields than in the infilled 
fields (Fig. 9) (cf. Gregory et al. 2004; AchutaRao et al. 
2006, 2007; Barnett et al. 2005; Pierce et al. 2006; Gleck-
ler et al. 2012). This is particularly evident at times and 
locations when the observations are sparsest, that is earlier 
in the record and at depth (below 300 m). This is probably 
because compensating anomalies, caused by rearrange-
ment of ocean heat content or shifts in patterns of surface 
heat flux, may produce cancelling positive and negative 
anomalies in ocean temperature that will not cancel if not 
sampled fully.
The agreement among observational datasets in respect 
of interannual and decadal variability is better in sub-
sampled than infilled fields. This implies that the infilling 
procedure introduces systematic uncertainty. On the other 
hand, since it may also introduce biases, both spatially 
complete and sub-sampled fields are used in detection and 
attribution studies.
5  Detection and attribution of ocean 
temperature by optimal fingerprinting
Optimal fingerprinting is a technique based on multiple lin-
ear regression (e.g. Hasselmann 1979, 1993, 1997; Hegerl 
and von Storch 1996; Hegerl et al. 1997; Allen and Tett 
1999; Thorne 2001; Stott et al. 2001, 2003; Tett et al. 2002; 
Allen and Stott 2003; Allen et al. 2006). In Sect. 5.1 we 
summarise the method, and in Sect. 5.2 the construction of 
fingerprints. Section 5.3 presents analyses for two signals 
(ANT and NAT) and Sect. 5.4 for three (GHG, NAT and 
OA).
5.1  Methodology
Optimal fingerprinting assumes that observations y may be 
represented as a linear sum of simulated signals ( Xi , referred 
to as fingerprints) in response to external forcings to the cli-
mate system, and unforced internally generated variability 
( 휀 , also referred to as climate noise),
where 훽i are scaling factors (also referred as amplitudes) 
corresponding to each of the fingerprints and n refers to the 
number of fingerprints.
The observations and fingerprints can have spatial and/or 
temporal dimensions e.g. a geographical pattern of change or 
time-series for multiple layers. The method assumes that the 
spatiotemporal responses X are correctly simulated regard-
ing patterns, but not necessarily regarding amplitudes, and 
the beta are chosen to give the best fit to the observations. 
Thus, the method may indicate deficiencies in the magni-
tudes of response.
We assume that the fingerprints are perfectly known 
(have no errors) and therefore have no uncertainty; this is 
an acceptable approximation if we compute the fingerprints 
from a large ensemble of runs. In that case, the optimal 훽 
are evaluated using ordinary least squares (OLS) regression 
(Allen and Tett 1999),
where 𝛽  refers to the best estimate of 훽 and CN is the covari-
ance of unforced variability, whose effect is to give higher 
weight to aspects of the response with greater signal-to-
noise ratio and thus maximise the statistical significance. 
In the optimal fingerprinting algorithm, weighting by the 
inverse noise covariance is actually carried out by projecting 
the observations y and fingerprints X onto the EOFs scaled 
by the inverse singular values of CN , then the scaling factors 
are calculated using the OLS regression in the rotated space, 
so as to give more weight to those regions of phase space 
with lower unforced variability and less weight to those 
regions of phase space with higher unforced variability. This 
method thus allows to consider a truncated representation by 
projecting onto n leading EOFs, reducing the dimensions of 
the observations and fingerprints to the number of highest 
rank EOFs given by n, which has potential implications on 
the outcome. The maximum number of EOFs (maximum 
truncation) that can be estimated from the control depends 
on the size of the fingerprints and the length of the control 
simulation, which might not allow to estimate all EOFs.
In this study the size of the fingerprints (due to suf-
ficient temporal and spatial averaging) and the amount of 
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not truncating). Nevertheless, many studies have investi-
gated the sensitivity of the results to truncation and we 
refer the reader to those (Hegerl and von Storch 1996; 
Allen and Tett 1999; Stott et al. 2001; Tett et al. 2002; 
Allen and Stott 2003; Jones et al. 2013).
Since the observations y contain unforced variability, there 
is a statistical uncertainty in 𝛽  , which is normally distributed 
with mean 훽 and variance,
(3)Ṽ(𝛽) = BTCN2B
Fig. 9  Comparison of full 
(black) and sub-sampled (red) 
fields temperature change time-
series integrated over the upper 
300 m and from 300 to 2000 m 
for the period 1960–2005 for 
observations and the CMIP5 
model mean. The time-series 
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where CN2 is another estimate of the noise covariance matrix, 
made independently of CN (Allen and Tett 1999; Allen and 
Stott 2003). It is important to use independent estimates of 
noise covariance for the optimization and for the evaluation 
of uncertainty in order to avoid a systematic bias towards 
underestimation of the latter (Hegerl and von Storch 1996; 
Allen and Tett 1999).
It is not possible adequately to evaluate unforced variabil-
ity from observations since they contain forced responses, 
do not cover the entire ocean and are at most 50 years long; 
which is insufficient to characterize variability on decadal 
or centennial time-scales. Therefore pre-industrial control 
run simulations AOGCMs are used, assuming that simu-
lated variability gives a realistic estimate. CN and CN2 are 
estimated from independent sections of equal length from 
the control run.
Once we have estimated the scaling factors 𝛽  with their 
respective confidence intervals calculated from V(𝛽) , two 
tests are carried out to determine whether the signals are 
detected and their amplitude are consistent:
– Detection: tests the null hypothesis that the observed pat-
tern of response to a particular forcing or combination 
of forcings is consistent with zero and 𝛽  is positive. By 
consistent we mean the uncertainty of 𝛽  spans zero. If the 
uncertainty of 𝛽  is inconsistent with zero and positive, 
the null hypothesis is rejected and we conclude that the 
pattern is detected. Alternatively, if the uncertainty of 𝛽  
is consistent with zero the null hypothesis is not rejected 
and we conclude that the pattern is not detected.
– Amplitude consistency: assuming that the signals are 
detected, we next test the null hypothesis that the ampli-
tude of the observed response is consistent with the sim-
ulated response. If the uncertainty range of 𝛽  includes 
unity then the simulated pattern/s is/are consistent with 
observations. If the uncertainty of the 𝛽  does not span 
unity the null hypothesis is rejected: if below unity, the 
simulated pattern of response is overestimated and there-
fore scaled down; if above unity, the simulated pattern of 
response is underestimated and therefore scaled up.
5.2  Constructing the fingerprints
To construct the CMIP5 multi-model mean fingerprints 
we use only those 8 models for which historical, histori-
calNat and historicalGHG simulations are all available are 
used, resulting in 40, 24 and 26 model simulations respec-
tively (see Table 1). All the fingerprints are for the 46 years 
1960–2005.
The simplest fingerprint we consider is a timeseries 
for the global mean or a specific geographical region 
(ocean basin or latitude/longitude range) and one layer 
covering a particular depth range (e.g. 0–300 m). These 
fingerprints FN(t) have only the time dimension, where 
the subscript N refers to a particular signal and t is the 
year The values are calculated from 3D annual means 
of ocean temperature by spatial averaging over the 
region of interest, weighted by the area of each grid 
cell, and then averaging the depth levels, weighted by 
the thickness of the levels.
The novelty in this study is to construct fingerprints 
with multiple levels which may allow us to discriminate 
the signals better by considering their vertical structure. 
These multi-level fingerprints FN(t, l) have a dimension 
l for layer number (e.g. for two layers, 0–300  m and 
300–700 m). The observations and each of the CMIP5 
models have different numbers and depth of levels, so 
we calculated the vertical means by selecting the nearest 
available levels. Vertical interpolation was tested as an 
alternative but the differences in the results are negligible.
We also construct fingerprints considering multiple 
geographical regions: FN(t, l, r) , where r is the region 
number. This is particularly relevant for GHG and OA, 
which could be better discriminated since the anthropo-
genic aerosols are not well mixed and are concentrated in 
the Northern Hemisphere where they are mainly emitted.
For the optimal fingerprinting algorithm, the finger-
prints are reshaped as X(N,  j), where N is the number 
of fingerprints (one for each forcing or signal) and j is 
the number of elements in each fingerprint. Similarly, 
the observations have the form y(j). For example, with 
46 years and two layers, j = 2 × 46 = 92 . If there are two 
regions and three layers j = 2 × 3 × 46 = 276.
5.3  Estimating unforced variability
A total of 5423 years are available from the pre-indus-
trial control simulations of 8 CMIP5 models. Since their 
lengths are different, considering the entire control runs 
would bias the control covariance matrix to those models 
with longer control runs. To avoid this we follow previous 
studies (e.g. Gillett et al. 2002; Jones et al. 2013) by limit-
ing the length of all control runs to the shortest available. 
With 500 years of each model 4000 years of control are 
used in total. Since two independent estimates of control 
are needed (for optimization and for the hypothesis test-
ing), for each estimate 250 years of each control is used, 
concatenated to make a sequence of 2000 years. Segments 
are extracted from this sequence with dimension C(t, l, s), 
where t is year number within the segment, l is the number 
of levels and s is the number of segments. To maximise 
the amount of information that is used in calculating the 
noise covariance matrix, the control segments are maxi-
mally overlapped (segment 1 is years 1–46 of the control 
sequence, segment 2 is 2–47, etc.).
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5.4  Two‑signal attribution (anthropogenic 
and natural forcings)
5.4.1  Global mean analysis
First we consider one-layer analyses of temperature change 
for various depth ranges: 0–100 m, 0–300 m, 0–700 m, 
0–1000 m and 0–2000 m. The best-estimate scaling factors 
and uncertainty for ANT and NAT forcings using spatially 
complete and sub-sampled fields are shown in Fig. 10. Both 
ANT and NAT signals are detected (the scaling factor uncer-
tainty is inconsistent with zero) for all depth ranges in all 
datasets (ORAS4, EN4GR, EN4L and IK09) for both full 
and sub-sampled fields, with the exception of the 0-1500 m 
range for IK09 using spatially complete fields.
The uncertainty of the scaling factors is greater in the 
sub-sampled fields, consistent with the increase in variance 
upon sub-sampling (Sect. 4). For the upper layers (0–100 m 
and 0–300 m), where the observational coverage is best, 
both 훽ANT and 훽NAT are generally consistent with unity but 
the best estimate is usually less than unity (consistent with 
previous attribution studies, (e.g. Weller et al. 2016)). For 
the spatially complete fields, although not for the sub-
sampled fields, 𝛽ANT < 1 for the upper 300 m, to match the 
strong cooling that occurs in the Tropical Pacific and Indian 
Oceans (see Sect. 2). For the deeper layers (0–700, 0–1000 
and 0–2000), the spatially complete and sub-sampled fields 
exhibit different behaviour. In the spatially complete fields, 
𝛽ANT < 1 , except for ORAS4 for the 0–2000, but for the sub-
sampled fields 𝛽ANT > 1 , consistent with our inference of a 
sampling bias towards the North Atlantic where the warm-
ing is greatest (Sect. 4). For both spatially complete and 
sub-sampled fields, 훽NAT ≥ 1 in the deeper layers, indicating 
insufficiently deep penetration of volcanic variability in the 
model simulations.
The scaling factors for two-layer and three-layer finger-
prints (Fig. 11) have smaller uncertainty than for single lay-
ers, because of the extra constraint from the vertical struc-
ture. Both the ANT and NAT signals are detected for all 
depth levels and datasets for both spatially complete and 
sub-sampled fields, except IK09. If only the upper 300 m are 
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(e) (f) (g) (h)
Fig. 10  ANT (blue) and NAT (green) signals scaling factors and 
uncertainty ranges for global mean ocean temperature change 
between 1960–2005 for one-layer integrated form the surface to dif-
ferent depths. Each column is for a different observational dataset. 
The top row are the results for spatially complete fields and the bot-
tom row are for sub-sampled. The solid error bars show the 5–95% 
uncertainty ranges. The dotted error bars are the results after scaling 
the noise estimates by the F-ratio (see Sect. 5.4.3). The tick (pass) or 
cross (fail) on the left of each D&A experiment indicates whether the 
residual consistency test passes before scaling by the F-ratio. These 
optimal detection results are using all the control EOFs, that is, not 
truncated
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layers, however, both the ANT and NAT scaling factors are 
consistent with unity in most cases. The spatially complete 
and sub-sampled fields show similar results, but again the 
uncertainty of the scaling factors for the sub-sampled fields 
is slightly larger, so the scaling factors are consistent with 
unity in more cases.
5.4.2  Regional analysis
With one-layer fingerprints for individual basins not all 
the signals are always detected, depending on the obser-
vational products and whether the fields are subsampled 
(Fig. 12 shows 0–300 m as an example). Using spatially 
complete fields the ANT signal is always detected and 
consistent with unity in the Atlantic, and in most cases 
in the Pacific, but not always in the Indian and Southern 
Ocean. The NAT signal is detected in the Pacific basin and 
Southern Ocean (except in IK09) in all cases, but not for 
the rest of basins. Overall, using sub-sampled fields means 
that signals are detected more frequently. As before, using 
multiple layers constrains the uncertainty of the scaling 
factors and the signals are detected for almost all depths 
for all datasets for both spatially complete and sub-sam-
pled fields.
In general the ANT scaling factors for the upper Pacific 
and Indian Oceans are less than unity because of the 
observed cooling in the southern part of the tropics (Sect. 3). 
Therefore we consider a global mean fingerprint excluding 
the Pacific Ocean between 10◦ N and 30◦ S and the Indian 
Ocean north of 30◦ S, to cut out the region of cooling, which 
may be due to unforced variability. With this fingerprint, 
the ANT signal is detected in all cases and mostly consist-
ent with unity (not shown). However, the NAT signal is not 
detected in any case, implying that most of the volcanic sig-
nal is found in the tropical Pacific Ocean. This is consistent 
as well with the analysis of individual regions.
We also consider a common fingerprint for multiple 
regions by concatenating the Atlantic, Pacific, Indian and 
Southern Oceans. The results (not shown) are very similar 
to using global mean fingerprints, but the scaling factors 
tend to be smaller and some signals that were consistent 
with unity now have significantly less than unity, because 
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 11  ANT (blue) and NAT (green) signals scaling factors and 
uncertainty ranges for global mean ocean temperature change 
between 1960–2005 for multiple depth level fingerprints. Each col-
umn is for a different observational dataset. The top row are the 
results for spatially complete fields and the bottom row are for sub-
sampled. The solid error bars show the 5–95% uncertainty ranges. 
The dotted error bars are the results after scaling the noise estimates 
by the F-ratio (see Sect. 5.4.3). The tick (pass) or cross (fail) on the 
left of each D&A experiment indicates whether the residual consist-
ency test passes before scaling by the F-ratio. These optimal detection 
results are using all the control EOFs, that is, not truncated
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considering multiple regions reduces the uncertainty of the 
scaling factors.
5.4.3  Residual consistency test
Allen and Tett (1999) proposed, as a consistency check, to 
compare the residuals of the best-estimate combination of 
signals with unforced variability from the independent esti-
mate of the noise CN2 . The failure of this test means that the 
noise estimate is too large or too small, or that the simulated 
patterns of response are systematically, rather than statisti-
cally, in error, in which case the discrepancy will contrib-
ute to the residual. (A systematic error in the amplitudes 
of the patterns, if the patterns themselves are realistic, will 
not cause the check to fail, since the scaling factors will 
correct it). The residual consistency test fails in most cases 
discussed (crosses on the left side of Figs. 10, 11 and 12). 
The test succeeds the upper 100 m alone and for some indi-
vidual basins, most frequently the Atlantic. This is prob-
ably because the Atlantic and the upper 100 m are the best 
observed, and agrees with Weller et al. (2016), who show 
consistency for the upper 220 m in the Atlantic. In the case 
of the Southern Ocean, for one-layer analyses for both spa-
tially complete and sub-sampled fields, the residual consist-
ency test passes for all depths in ORAS4 (Fig. 12), but not in 
the other products. In contrast to the Atlantic, the Southern 
Ocean is the region that is least observed, thus the most of 
the pattern is due to the ocean model in the reanalysis.
Given that both spatially complete and sub-sampled fields 
fail the residual consistency check, this may suggest that 
the cause is not observational sampling or infilling method, 
assuming the sub-sampled fields are not affected by obser-
vational uncertainty significantly. In all cases of failure, the 
variance of the residuals is larger than simulated unforced 
variance. This could be due to a model underestimate of the 
magnitude of unforced variability, or to model systematic 
errors in the forced pattern (a systematic error in the ampli-
tudes of the patterns, if the patterns themselves are realistic, 
will however not cause the check to fail, since the scaling 
factors will correct it).
If we assume that simulated unforced variability has a 
realistic spatiotemporal pattern, we may correct its magni-
tude by applying a scaling factor. It is desirable also to allow 
for errors in the fingerprints (the patterns of forced response, 
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 12  ANT (blue) and NAT (green) signals scaling factors and 
uncertainty ranges for ocean temperature change for multiple regions 
between 1960 and 2005 for a one-depth layer fingerprint: 0-300m. 
Each column is for a different observational dataset. The top row are 
the results for spatially complete fields and the bottom row are for 
sub-sampled. The solid error bars show the 5–95% uncertainty ranges. 
The dotted error bars are the results after scaling the noise estimates 
by the F-ratio (see Sect. 5.4.3). The tick (pass) or cross (fail) on the 
left of each D&A experiment indicates whether the residual consist-
ency test passes before scaling by the F-ratio. These optimal detection 
results are using all the control EOFs, that is, not truncated
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(c.f. Huntingford et al. 2006). A simple method is to inflate 
the estimates of unforced variance by an another appropriate 
factor, assuming that the model errors have the same patterns 
as variability. To deal with both these possibilities at once 
we use F-ratio of the residual consistency test (variance of 
the residuals divided by control variance) as a scaling factor 
for CN and CN2.
The consistency test can no longer be used as such 
(because it is is forced to pass, in effect). The best estimates 
of beta remain the same but their uncertainty is increased 
(dotted uncertainty in Figs. 10, 11 and 12), especially for 
spatially complete fields. For instance, in one-layer and 
multi-layer global analyses with spatially complete fields, 
the ANT and NAT signals generally cannot be detected after 
scaling when layers below 300 m are included (the larger 
uncertainty makes beta consistent with zero), except in 
ORAS4, but with the sub-sampled fields the signals are still 
detected. The uncertainty of the scaling factors for ORAS4 
does not increase as much as for the other observational 
datasets.
5.5  Three‑signal attribution (to greenhouse gas, 
natural and other anthropogenic forcings)
Finally we carry out a three-fingerprint detection and attri-
bution analysis considering ocean temperature change in 
time and depth for GHG, NAT and OA. Since we do not 
have simulations for OA forcings only, we deduce the OA 
scaling factor ( 훽OA ) using the historical simulations, by mak-
ing a linear combination of the historical, historicalNat and 
historicalGHG scaling factors ( 훽hist , 훽histNat , 훽histGHG respec-
tively). has been widely investigated in previous detection 
and attribution studies of surface air temperature (e.g. Tett 
et al. 1999; Stott et al. 2001, 2003; Gillett et al. 2012; Stott 
and Jones 2012; Jones et al. 2013), but not of ocean tempera-
ture change. In this section we present only the analyses with 
multiple layers, since these give smaller uncertainty in the 
scaling factors, as in the two-signal case (Sect. 5.4).
5.5.1  Global mean analysis
All three signals are detected in many cases, but more are 
detected with sub-sampled than with spatially complete 
fields (Fig. 13). The uncertainties of the beta factors are gen-
erally smaller than in the two-signal analyses (Fig. 11), indi-
cating that the extra degree of freedom improves the fit and 
reduces the contribution of misfit to the residual. As for the 
two-signal analyses, the residual consistency check almost 
always fails, and scaling the unforced variability estimates 
by the F-ratio increases the uncertainty of the scaling factors. 
After scaling, most signals are no longer detected in spatially 
complete fields, but in sub-sampled fields the uncertainties 
do not increase as much and in general the signals are still 
detected (Fig. 13e–h).
An issue that typically arises when considering this three-
signal combination is that the GHG and OA signals tend to 
be degenerate (e.g. Allen et al. 2006), because they have a 
similar spatiotemporal pattern, although of different magni-
tude and opposite sign. This is shown by plotting the joint 
distribution of the 훽 factors (Fig. 14, in which the crosses 
show the best guess and the ellipses enclose 90% confidence 
regions). For the GHG and OA signals, the distribution is 
strongly tilted, indicating that the signals are correlated, that 
is, if one of the signals is underestimated or overestimated 
the other signal will have the same behaviour. This means 
that, although three signals can be detected, these two are 
not entirely independent.
5.5.2  Regional analysis
With fingerprints simultaneously considering four regions 
and multiple layers, all three signals are detected in most 
cases (Fig. 15) with 훽 ≥ 1 . After the noise estimate has been 
scaled by the F-ratio, the signals are still detectable, in sub-
sampled fields. Detection is possible in more cases than for 
the global mean analysis (Fig. 13) and the uncertainty of the 
scaling factors is smaller, indicating that the extra discrimi-
nation of signals by using regional information improves 
the fit.
Like for the two-fingerprint analysis, we consider geo-
graphical regions with the objective of determining whether 
the GHG and OA could be better discriminated. Since the 
temporal structure of the warming may be different in both 
hemispheres we considered a Northern Hemisphere and 
Southern Hemisphere fingerprint, but no benefit is found 
even though the three signals are detected in most cases, 
showing the same behaviour as previous analysis.
6  Summary and conclusions
We have compared observed ocean temperature change 
since the 1960s in four datasets, which apply different 
instrumental corrections and infilling methods for data 
gaps, with simulations of historical temperature change 
from CMIP5 AOGCMs. Over this period, warming of the 
ocean is observed to have gradually spread from the surface 
downwards, consistent with the model response to increasing 
GHG, partly offset by anthropogenic aerosols. The warm-
ing penetrates more deeply in models than in observations, 
perhaps connected with the model stratification being too 
weak, and there is a large spread among models in the mag-
nitude of ocean heat uptake (i.e. Cheng et al. 2016; Gleckler 
et al. 2016). Major volcanic eruptions caused abrupt cooling 
5406 R. A. F. Bilbao et al.
1 3
which persists for a few years in the upper 500 m in both 
models and observations, but deeper layers are not affected.
In both observations and models, the warming is greatest 
in the North Atlantic, except for the northern subpolar gyre, 
and the northern part of the Southern Ocean. The vertical 
structure of the warming varies among region, and in both 
the North Atlantic and Southern Ocean the heat has pen-
etrated deepest while warming is shallow (upper 100 m) in 
the Pacific and Indian Oceans; these differences are related 
to the regional processes of OHC change and storage redis-
tribution. Apart from these features, there are few similari-
ties in the geographical distributions of the CMIP5 models 
and observations. Cooling is observed in the subpolar North 
Atlantic, whereas historical simulations show enhanced 
warming. The Pacific Ocean has also warmed on average at 
the surface in both observations and in model due to increas-
ing GHG concentration, but surface cooling is observed in 
the western tropical Pacific and Indian Oceans, with sub-
surface cooling in some low-latitude areas of these basins. 
These features are not present in the simulations under any 
forcing.
To assess whether observed changes are consistent with 
those expected from external forcings (according to mod-
els), we have used the technique of optimal fingerprinting. 
Optimal fingerprinting uses multiple linear regression to 
compare the observed change with a combination of simu-
lated changes, and produces scaling factors which should 
be applied to the simulated change to give the best fit to the 
observed. The novelty of our method is to consider finger-
prints in which ocean temperature change is a function of 
both depth and time simultaneously, so that the propagation 
of the signal from the surface will be taken into account. 
Annual resolution is necessary in order to discern the cool-
ing episodes following major volcanic eruptions. We con-
struct the fingerprints from the CMIP5 multi-model mean, 
rather than individual models, to reduce contamination by 
unforced variability and systematic errors.
For attribution to specific forcings, we use CMIP5 his-
torical simulations with GHG and with NAT forcings only, 
as well as those with all historical forcings, which include 
OA forcings, especially anthropogenic aerosol, as well as 
GHG and NAT. This is the first time that a three-fingerprint 
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 13  GHG (blue), NAT (green) and OA (red) signals scaling fac-
tors and uncertainty ranges for global mean ocean temperature 
change between 1960 and 2005 with multiple depth layer fingerprints. 
Each column is for a different observational dataset. The top row are 
the results for spatially complete fields and the bottom row are for 
sub-sampled. The solid error bars show the 5–95% uncertainty ranges. 
The dotted error bars are the results after scaling the noise estimates 
by the F-ratio (see Sect. 5.4.3). The tick (pass) or cross (fail) on the 
left of each D&A experiment indicates whether the residual consist-
ency test passes before scaling by the F-ratio. These optimal detection 
results are using all the control EOFs, that is, not truncated
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analysis has been carried out, to attribute ocean tempera-
ture change to a combination of GHG, OA and NAT forc-
ings. Our analysis strengthens the conclusion of previous 
studies that the observed ocean warming since the 1960s 
is of anthropogenic (ANT) origin and cannot be explained 
by NAT alone or by internally generated variability in the 
absence of external forcing. Moreover the fingerprints of 
GHG, OA and NAT can be simultaneously detected, due to 
their different spatiotemporal structures, although GHG and 
OA are partly degenerate, despite being of opposite sign and 
of different magnitude, because their patterns of response are 
somewhat similar. In the future GHG and OA will become 
more clearly distinguishable since anthropogenic aerosols 
started to decrease in the 1980s (e.g. Myhre et al. 2013).
In general, we find that the external forcings are 
detected more effectively, that the scaling factors are more 
likely to be consistent with unity, and that the uncertain-
ties of the scaling factors are smaller (i.e. simulated and 
observed changes are of consistent magnitude), when we 
consider three fingerprints (GHG, OA and NAT) rather 
than two (ANT and NAT), when we use fingerprints with 
multiple depth layers rather than a single layer, and when 
we distinguish the major ocean basins rather than using 
the global mean. Refining the fingerprints yields improve-
ments because more information is being used to constrain 
the scalings, and allowing more degrees of freedom in the 
forcing reduces any misfit.
Similar improvements come about in the fingerprinting 
also if we subsample the model fields in the same way as the 
observations. We suggest that this is because the observa-
tional sampling is biased, probably towards portions of the 
ocean which have warmed more (the Atlantic and the upper 
ocean). When sub-sampled consistently, the observational 
products show greater similarities among themselves as 
well, especially evident in their temporal variation, imply-
ing that the infilling methods make the largest contribution 
to the spread among them. With sub-sampling, both obser-
vational products and CMIP5 models have greater temporal 
variability, especially in the regions that have fewer observa-
tions (earlier in the record and deeper layers).
Fig. 14  Joint distributions of the estimated signals: GHG vs. OA 
(red), GHG vs. NAT (blue) and NAT vs. OA (green) GHG for global 
mean ocean temperature change between 1960–2005 for multi-level 
fingerprints 3 layers (0–300 m, 300–700 m and 700–2000 m) and 
sub-sampled fields, for a ORAS4, b EN4GR10, c EN4Lev and d 
IK09. The area enclosed contains 90% of the estimated joint distribu-
tion amplitudes
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When layers below 100 m are considered, the variance 
of the regression residuals from the optimal fingerprinting 
(i.e. the difference between simulated and observed change) 
is statistically significantly greater than unforced variability 
simulated by CMIP5 models. This could be because CMIP5 
models simulate too little unforced ocean temperature vari-
ability, or because of systematic errors in the simulated 
response to forcing. If we inflate the estimate of unforced 
variance to match the residuals, the uncertainties of the 
scaling factors consequently increase, but the signals are 
nonetheless still detectable. However, this difficulty shows 
the limitations of the detection and attribution procedure. 
Further work is required to understand the physical pro-
cess responsible for the spatio-temporal patterns, in order 
to establish why models and observations do not agree, for 
example the surface cooling in the Atlantic subpolar gyre 
and the subsurface cooling in the Pacific. Understanding 
such processes is essential to improve our confidence in 
projections of the future.
Unfortunately historical simulations by the CMIP5 
models ended in 2005, so the much better ocean sampling 
afforded by the complete deployment of the Argo floats 
could not be fully exploited in this work. Future studies 
could go beyond our analysis in this respect, and also by 
taking advantage of CMIP6 (Eyring et al. 2016). CMIP6 will 
bring the benefits of the most recent model developments, 
the detection and attribution model intercomparison project 
(DAMIP Gillett et al. 2016), historical simulations ending in 
2014, more ensemble members and longer piControl simu-
lations. Furthermore, updating the analysis may also allow 
a more effective discrimination between the GHG and OA 
signals, due to the different temporal evolution of the forc-
ings, although it will probably not improve detection of the 
NAT signal, since there has not been a major volcanic erup-
tion since Pinatubo.
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results are using all the control EOFs, that is, not truncated
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Appendix 1: Pre‑industrial control drift 
removal
An important issue regarding the pre-industrial control simu-
lations of CMIP5 AOGCMs is the spurious trends which are 
present, especially in the deep ocean. These are referred to as 
‘climate’ or ‘control’ drift (e.g. Sen Gupta et al. 2013) and 
arise because climate models require centennial time-scales 
to reach equilibrium, determined by the time it takes for 
anomalies to be advected or mixed in the deep ocean. How-
ever, due to the complexity of climate models, spin-up times 
are insufficient due to the limited computational resources 
and time constraints of modelling centres (Sen Gupta et al. 
2013).
In the upper layers of the ocean climate drift may be 
neglected as the surface equilibrates on short time-scales; 
however in the deeper ocean, due to the larger transport 
timescales, climate drift is common as shown in Fig. 16a 
for individual CMIP5 AOGCMs. It can be approximately 
estimated by fitting a linear or higher order polyno-
mial in time and then subtracting it from the simulation 
(Sen Gupta et al. 2013). As shown in Figs. 16b and c sub-
tracting a linear or higher order polynomial is non-trivial 
and there is a compromise between keeping unrealistic 
low frequency variability (linear fit) or subtracting genu-
ine variability on centennial and multi-centennial time-
scales (higher order polynomials). We choose to subtract 
a 4th order polynomial. To reduce computational time, 
the climate drift in control simulations is estimated and 
subtracted after calculating the volume average; this has 
the advantage of averaging out spatial variability, making 
the drift more apparent.
Historical simulations with external forcings (historical, 
historicalNat and HistoricalGHG in this case) are initial-
ised from a particular year in the pre-industrial control 
simulations and therefore the pre-industrial control drift 
also affects the historical simulations. To remove the drift 
from the historical runs we assume the forced runs contain 
the same drift as the pre-industrial control. To correct for 
the drift when calculating forced temperature change, the 
(a) (b) (c)
Fig. 16  Control drift in global mean ocean temperature change [K] 
averaged over the upper 2000m in CMIP5 pre-industrial control sim-
ulations. a Pre-industrial control run, b subtracting a linear fit and c 
subtracting a 4th order polynomial fit. The purpose of this figure is to 
show the drift in each of the models and therefore the starting point 
of each model is arbitrary. The vertical scale is shown by the error bar
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temporal fit to annual means of the equivalent period in the 
pre-industrial control run is subtracted. For this, estimat-
ing a linear fit is sufficient, since the historical experiments 
are fairly short, and the reason for using a fit, rather than 
the pre-industrial control run itself, is to avoid increasing 
the inter-annual variability of temperature change.
Appendix 2: Volcanic drift removal
Previous studies using AOGCMs show that ocean heat 
content decreases abruptly after each volcanic eruption 
and subsequently recovers slowly (Robock 2000; Church 
et al. 2005; Delworth et al. 2005; Gleckler et al. 2006a, 
b; Gregory et al. 2006, 2013; Gregory 2010; Ding et al. 
2014). Gregory (2010) and Gregory et al. (2013) showed 
that this continual loss of heat is unrealistic and the result 
of not including the episodic volcanic forcing in the spin-
up of the AOGCMs.
The volcanic drift is calculated by estimating the 
temporal linear trends from historicalNat simulations 
(1850–2005) (Fig.  17), after subtracting control drift 
(Appendix 1), using the ensemble mean of for mod-
els which offer a historicalNat ensemble. To determine 
whether these trends are statistically significantly with 
respect to unforced internal variability, non-overlapping 
temporal trends of equal length to 1850–2005 were cal-
culated from pre-industrial control simulations, and their 
distribution compared with the ‘volcanic drift’. Note this 
test should be taken with caution since the control runs 
are typically only a few centuries long and using them to 
examine variability on centennial time-scales is not very 
robust. Nevertheless, for several of the models the vol-
canic drift is greater than simulated by unforced internal 
variability, justifying its subtraction from historical and 
historicalNat, which both include volcanic forcing. We 
thus subtract volcanic drift from all the models with his-
toricalNat simulations available. For some models there is 
a significant positive (rather than the expected negative) 
trend relative to the control. The cause of such positive 
drifts is unknown, and they are subtracted too.
Fig. 17  a Global mean tem-
perature change timeseries 
averaged over the upper 2000 m 
for 1860–2005 of hitoricalNat 
simulations (pre-industrial con-
trol corrected) of CMIP5 mod-
els. b Model mean timeseries 
with the temporal linear trend 
subtracted. In a the thick lines 
are the ensemble mean of each 
model individually, which are 
de-trended in (b). The purpose 
of the plot is to illustrate the 
volcanic drift in each CMIP5 
model and therefore the starting 
point in the y-axis is arbitrary. 
The vertical scale is shown by 
the error bar
(a) (b)
Table 1  CMIP5 climate models used in the detection and attribution 
studies
The number of simulations for each historical experiment and the 
number of years in the pre-industrial control simulations are indicated





CanESM2 5 5 3 996
CNRM-CM5 10 6 6 850
CSIRO-Mk3.6.0 10 5 5 500
GFDL-CM3 1 1 1 500
GFDL-ESM2M 1 1 1 500
HadGEM2-ES 4 4 4 576
IPSL-CM5A-LR 6 1 5 1000
NorESM1-M 3 1 1 501
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Appendix 3: Sub‑sampling observations 
and CMIP5 models
The EN4 dataset provides a metric of the observational influ-
ence on the objective analyses (Good et al. 2013). This met-
ric consists of a value between zero and one for each grid 
cell, where values close to one indicate strong influence of 
observations on the analysis and values of zero where there 
were no observations. Hence it is possible to construct an 
observational mask by only considering those grid cells that 
exceed a particular observational influence value. Follow-
ing Good et al. (2013) we choose a threshold of 0.95. The 
spatio-temporal mask was then constructed by masking the 
grid-points with less than 0.95 observational influence for 
the period 1960–2005. The EN4 dataset consists of monthly 
means, from which we computed annual means. To calculate 
the observational mask two methods were compared. The 
first method takes the maximum value of the observational 
influence of the 12 months for each gridcell. The second 
method calculates the annual mean value. The results are 
very similar and the first method was adopted.
Prior to masking the fields, we make them relative to the 
time-mean of 1995–2005 which is the best observed time 
period and therefore gives least chance that the anomalies 
are constructed with respect to infilled values. This perhaps 
avoids problems with the artefacts arising from the transition 
to Argo observations (c.f. Cheng and Zhu 2014). Since the 
observational mask is on EN4 grid, the ORAS4 and IK09 
fields are regridded to the EN4 grid using bilinear interpola-
tion. Then we apply the mask to the potential temperature 
fields of ORAS4, both EN4 versions and IK09 for the period 
1960–2005, but not Lev12 since the data uses a 5-year run-
ning mean.
Similarly, CMIP5 models are regridded to the EN4 grid 
using either bilinear interpolation or triangulation and linear 
interpolation depending on whether the grids are rectangular 
or curvilinear. Then anomalies are computed with respect 
to the mean of 1995–2005 and the EN4 observational mask 
is applied.
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