Abstract. We prove the local asymptotic mixed normality (LAMN) property for a family of probability measures defined by a parameterized diffusion processes with nonsynchronous observations. We assume that observation times of processes are independent of processes and we will study asymptotics when the maximum length of observation intervals goes to 0 in probability. We also prove that the quasi-maximum likelihood estimator and the Bayes type estimator proposed in Ogihara and Yoshida [29] are asymptotically efficient.
Introduction
Given a probability space (Ω, F , P ) with a filtration F = (F t ) t∈[0,T ] , we consider a two-dimensional F-adapted process Y = {Y t } 0≤t≤T = {(Y The problem of nonsynchronous observations appears when we study statistical inference for high-frequency financial data. Hayashi and Yoshida [17] pointed out that simple 'synchronization' methods such as linear interpolation or 'previous-tick' interpolation do not work well for covariation estimation. They constructed a consistent estimator of the quadratic covariation of processes. On the other hand, Malliavin and Mancino [26] proposed an estimator based on a Fourier analytic method, and Ogihara and Yoshida [29] constructed a quasi-maximum likelihood estimator and a Bayes type estimator for a statistical model of nonsynchronously observed diffusion processes. There are also several studies about covariation estimation under nonsynchronous observations and market microstructure noise. See Barndorff-Nielsen et al. [7] , Christensen, Kinnebrock and Podolskij [11] , Aït-Sahalia, Fan and Xiu [3] , Bibinger et al. [10] , for examlple.
In this work, we will study the local asymptotic mixed normality (LAMN) property of a statistical model of nonsynchronously observed diffusion processes. The definition of the LAMN property is as follows (Jeganathan [25] ). Definition 1.1. Let P σ,n be a probability measure on some measurable space (X n , A n ) for each σ ∈ Λ and n ∈ N. Then the family {P σ,n } σ,n satisfies the local asymptotic mixed normality (LAMN) property at σ = σ * if there exist a sequence {b n } n∈N of positive numbers, d × d symmetric random matrices Γ n , Γ and d-dimensional random vectors N n , N such that Γ is positive definite a.s., P σ * ,n [Γ n is positive definite] = 1 (n ∈ N), b n → ∞, log dP σ * +b −1/2 n u,n dP σ * ,n − u ⋆ Γ n N n − 1 2 u ⋆ Γ n u → 0 in P σ * ,n -probability for any u ∈ R d as n → ∞, where ⋆ represents transpose. Moreover, N follows the ddimensional standard normal distribution, N is independent of Γ and L(N n , Γ n |P σ * ,n ) → L(N , Γ) as n → ∞.
The LAMN property is significantly related to asymptotic efficiency of estimators. Let E σ denote expectation with respect to P σ,n . Jeganathan [25] for any estimators {V n } and any function l : [0, ∞) → [0, ∞) which is nondecreasing and l(0) = 0, when the family {P σ,n } has the LAMN property at σ = σ * . This inequality gives lower bounds of risk functions of estimation error. In particular, this inequality gives a lower bound of asymptotic variance of estimators if l(x) = x 2 . When estimators {V n } attain the lower bound of (1.2), {V n } are called asymptotically efficient. In a statistical model with independent identically distributed random variables, the maximum likelihood estimator and the Bayes estimator have minimal asymptotic variance under certain regularity conditions. See Chapter I of Ibragimov and Has'minskii [22] for the details. The LAMN property is proved for a statistical model of diffusion processes with synchronous, equi-spaced observations in Gobet [15] , by using a Malliavin calculus approach. On the other hand, Gobet [16] proved the LAMN property for ergodic diffusion process when the end time T of observations goes to infinity.
The aim of this paper is to show the LAMN property for nonsynchronously observed diffusion processes, and consequently have the minimax theorem (1.2). We also prove that the quasi-maximum likelihood estimator and the Bayes type estimator defined in Ogihara and Yoshida [29] are asymptotically efficient. An example of good performance of these estimators can be found in Ogihara and Yoshida [29] . In the paper, we constructed an estimator of quadratic covariation of the processes based on the quasi-maximum likelihood estimator and saw that the variance of estimation error of the estimator is much smaller than that of the Hayashi-Yoshida estimator in a simple example.
When the observations occur in synchronous manner, the log-likelihood ratio log(dP σ * +b
,··· ,i l =1 . We use the symbol C for a generic positive constant varying from line to line. We denote by → s-L stable convergence of a random sequence. See Aldous and Eagleson [4] or Jacod [23] for the definition and fundamental properties of stable convergence.
Let us start with some definitions and assumptions. The end time T > 0 of observations is assumed to be a fixed constant. We assume that the parameter space Λ satisfies Sobolev's inequality, that is, for any p > d, there exists C > 0 such that
It is the case if Λ has a Lipschitz boundary (See Adams [1] , Adams and Fournier [2] ). Let {ℓ 1,n } n∈N and {ℓ 2,n } n∈N be sequences of positive integer-valued random variables, the observation times Π n = ((S n,i ) ℓ1,n i=0 , (T n,j ) ℓ2,n j=0 ) satisfy S n,0 = T n,0 = 0, S n,ℓ1,n = T n,ℓ2,n = T , and random times {S n,i } i , {T n,j } j be monotone increasing with respect to i, j. Moreover, we assume that σ({Π n } n ) is independent of {(Y t , W t )} 0≤t≤T . We assume that Π n and Y 0 do not depend on σ * .
Let b k = (b k1 , b k2 ) for k = 1, 2, where {b ij } i,j are elements of the diffusion coefficient b.
for t ∈ (0, T ], and G be an ℓ 1,n × ℓ 2,n matrix with the elements
and we denote Xū = ((X
) for a two-dimensional stochastic process X = {(X
} 0≤t≤T denote the two-dimensional diffusion process satisfying (1.1) with a parameter σ and Y
Our purpose is to obtain the LAMN property of probability measures {P σ,n } σ∈Λ,n∈N of nonsynchronous observations (Π n , Y (σ) Πn ). For this purpose, we will introduce several assumptions. First, we consider conditions for the process Y .
[A1] 
Condition [A2] 2. controls the probability that too many observations occur in some local interval. For example, if we set S n,i = iT /n 2 for 0 ≤ i ≤ n, S n,i = (i + 1 − n)T /n for n + 1 ≤ i ≤ 2n − 1 and T n,j = jT /n for 0 ≤ j ≤ n, then we can easily see that [A2] 2. is not satisfied for b n ≡ n. In this setting, extremely many observations of Y 1 occur in the interval [0, T /n] compared to other intervals. Condition [A2] is a condition to exclude observations with such extremely different frequency. Condition [A2] is necessary to obtain asymptotic equivalence between the true log-likelihood ratios and the quasi-log-likelihood ratios defined later (Lemmas 4.3, 4.7 and 4.8), and to obtain convergence results of the quasi-log-likelihood ratios in Ogihara and Yoshida [29] (Theorem 3.1).
We need one more condition for observation times.
[A3] There exist σ({Π n } n )-measurable left-continuous processes a 0 (t) and c 0 (t) such that
. Moreover, at least one of the following conditions holds true.
1. There exist η ∈ (0, 1) and a σ({Π n } n )-measurable process a(z, t) such that a is continuous with respect to z, left-continuous with respect to t, T 0 a(z, t)dt < ∞ a.s. and
as n → ∞ for t ∈ (0, T ] and z ∈ C, |z| < η. 2. There exist η ∈ (0, 1) and a σ({Π n } n )-measurable process c(z, t) such that c is continuous with respect to z, left-continuous with respect to t,
c(z, t)dt < ∞ a.s. and
as n → ∞ for t ∈ (0, T ] and z ∈ C, |z| < η.
In particular, [A3] implies tightness of {b
n (ℓ 1,n + ℓ 2,n )} n . Lemma 4 in Ogihara and Yoshida [29] shows that both 1. and 2. in [A3] hold true if r n → p 0 and [A3] holds true, that is, the first statement of [A3] and either 1. or 2. in [A3] hold true. Moreover, a and c are analytic with respect to z and a(z, t) − a(0, t) = c(z, t) − c(0, t) for any z ∈ C, |z| < η and t ∈ [0, T ] almost surely, assuming that r n → p 0 and [A3] (Lemma 3 and Proposition 2 in [29] ). We will give tractable sufficient conditions of [A2] and [A3] in Lemmas 2.1 and 2.2 below.
The intuitive meaning of [A3] is as follows. If µ ≡ 0 and b(t, x, σ) does not depend on (t, x), then Y is a Wiener process and we obtain log(dP σ * +b
Therefore it is natural to assume conditions about asymptotic behaviors of tr((E ℓ1,n −ρ 2 GG ⋆ ) −1 ) and tr((E ℓ2,n −ρ 2 G ⋆ G) −1 ) in this special case of µ and b. Since the diffusion coefficient of the general diffusion process Y is locally approximated by a constant and asymptotic contribution of drift coefficient µ is negligible, [A3] is suitable for specifying asymptotic behaviors of log-likelihood ratios in general cases.
We also assume the following condition.
[H] The d × d random matrix Γ is positive definite almost surely.
We can now formulate our main theorem. . Then the family {P σ,n } σ,n defined by nonsynchronous observations (Π n , Y Πn ) has the LAMN property at σ = σ * , where N in Definition 1.1 is a random variable on an extension of (Ω, F , P ), N is independent of F and Γ in Definition 1.1 is defined by (2.3). Moreover, N n and Γ n can be taken so that
In general, Conditions [A2], [A3] and [H] are difficult to check for practical settings. We see some easily tractable sufficient conditions for these conditions.
[B1] There exists exponential α-mixing simple point process
For example, we can easily see that Condition [B1] is satisfied if the processes {N 1 } t≥0 and {N 2 } t≥0 are two independent homogeneous Poisson processes.
The following lemma is proved in Section 6, Proposition 4 and Remark 2 in Ogihara and Yoshida [29] .
Lemma 2.1.
Then we also have the following. The proof is left in Appendix.
Lemma 2.2. Let q > 0. Assume that there exists n 0 ∈ N such that [29] and Section 4 in Uchida and Yoshida [32] .
By Theorem 2.1, we obtain the minimax theorem (1.2) under the conditions in Theorem 2.1. In the rest of this section, we will prove that the quasi-maximum likelihood estimator and the Bayes type estimator defined in Ogihara and Yoshida [29] attain the lower bound in (1.2) under certain conditions. So these estimators are asymptotically efficient in this sense.
We will make the assumptions for asymptotic efficiency of estimators. We denote ω α (g) = sup t =s |g(t) − g(s)|/|t − s| α for α ∈ (0, 1/2) and an α-Hölder continuous function g :
That is, the interval θ(p, l;ū) is the union of intervals which are reached by 2p transfers from θ(0, l;ū). Let θ p,l = θ(p, l; Π).
Let q > 2, δ ∈ (0, 1), δ ′ ≥ 1 and η ∈ (0, 1).
[C1]
1. The functions b and µ have continuous derivatives
2. The derivatives ∂ x µ and
, where clos(Λ) represents the closure of Λ.
[C3-q, η] There exist n 0 ∈ N, α ∈ (0, 1/2−1/q) and σ({Π n } n )-measurable left-continuous processes {a p (t)} p∈Z+ and {c p (t)} p∈Z+ such that
ℓ1,n+ℓ2,n l1,l2=1
For any q > 2 and η ∈ (0, 1), we can prove that [C3-q, η] implies [A3]. See Section 3.1 in Ogihara and Yoshida [29] . Condition [C4-q, δ ′ ] is a technical condition to obtain the asymptotic properties of H n and its derivatives. This condition together with Lemma 13 in [29] enable us to have asymptotic equivalence of H n and a predictable quadratic form of increments. This property is essential to obtain asymptotic properties of H n . See Propositions 3 and 10 in [29] and their proofs for the details.
Let
, and
where {a(z, t)} and {c(z, t)} are in [A3].
[C5] There exist a family {c q } q>0 of positive constants and an open set Λ ′ satisfying σ * ∈ Λ ′ ⊂ Λ such that 
. Ogihara and Yoshida [29] proposed a quasi-log-likelihood function H n defined by
where
Hence S(σ) is approximation of the covariance matrix of Z. Therefore we can say H n (σ) is an approximate log-likelihood function. These arguments are valid only for this special case of µ, b and Π. However, Ogihara and Yoshida [29] define H n as above for general cases of µ, b and Π and studied the quasi-maximum likelihood estimator and the Bayes type estimator constructed by H n . Let π : Λ → (0, ∞) be a bounded continuous function. The quasi-maximum likelihood estimatorσ n and the Bayes type estimatorσ n for the prior density π are defined byσ n = argmax σ∈clos(Λ) H n (σ) and
for any continuous function l : [0, ∞) → [0, ∞) that is nondecreasing, l(0) = 0 and of at most polynomial growth. Outline of the proof of Theorem 2.2.
. Then Theorem 2 in Ogihara and Yoshida [29] yields lim
Moreover, for any ǫ, δ > 0, there exists n 1 ∈ N such that sup |u|≤α P [|G u − G 0 | > δ] < ǫ for n ≥ n 1 , by a similar argument to the proof of Theorem 2. 1. in Ogihara and Yoshida [29] and relations E[sup t |Y
Furthermore, we obtain sup |u|≤α E[|G u | q ] < ∞ for any α > 0, q > 0 and sufficiently large n, by a similar argument to the proof of Proposition 5 in Ogihara and Yoshida [29] . Then for any ǫ > 0, there exist M ′ , n ′ and δ such that
for n ≥ n ′ , by continuity of l. Hence we obtain
by (2.7). We can similarly obtain the result for the Bayes type estimatorσ n . The following corollary is obtained by the argument in Section 6 in Ogihara and Yoshida [29] . 
Preliminary results
In the rest of this paper, we will prove Theorem 2.1. For this purpose, we will prove asymptotic equivalence between the log-likelihood ratio log(dP σ n u /dP σ * )(Y Π ) of the processes Y (σ) and the quasi-log-likelihood ratio
Then we obtain Theorem 2.1 since H n (σ n u ) − H n (σ * ) has a LAMN type property. This section is devoted to some auxiliary results to obtain asymptotic equivalence of the log-likelihood ratios and the quasi-log-likelihood ratios. We use Malliavin calculus techniques and prove estimates for transition density functions and their derivatives in Section 3.2. Section 3.3 is devoted to prove some tightness results of log-likelihood ratios. These results play essential roles in the proof of Theorem 2.1 in Section 4.
Some fundamental results
In this subsection, we define Euler-Maruyama type processes and related notations. We also introduce a LAMN type property of H n (σ Proof. Similar to the proof of Lemma 4.1. in Gobet [15] and we omit the details.
The second lemma is Lemma 11 in Ogihara and Yoshida [29] .
Lemma 3.2. Let {X n } n∈N be a sequence of integrable random variables on some probability space (Ω ′ , F ′ , P ′ ) and {G n } n∈N be sub σ-fields of
Moreover, the following lemma is similarly proved to Lemma 3.2.
Lemma 3.3. Let Θ be a set, {X n,λ } n∈N,λ∈Θ be a family of integrable random variables on some probability space (Ω ′ , F ′ , P ′ ) and {G n } n∈N be sub σ-fields of F ′ . Assume that for any ǫ > 0, there exists M > 0 such that
Then for any ǫ > 0, there exists M > 0 such that
has a unique strong solution {X r,σ v } 0≤v≤t−s . Let p(z 1 ; z 0 , r, s, t, σ) be the probability density function of X r,σ t−s . The following lemma is classical estimate. See Theorem 1 in Aronson [5] or Proposition 5.1 in Gobet [15] .
Then there exist positive constants µ 1 < µ 2 and C > 1 such that
We will define some further notation. Let n u be the minimum positive integer satisfying {σ
k=0 be a strictly increasing sequence of the elements of u such thatǔ equalsū as a set. Let ∆ǔ
We define random timesǓ
Now, let us define stochastic processes that connect the process Y (σ) and an Euler-Maruyama process.
Then we have
. Then synchronous observations Y r,ǔ u follow the distribution P r u . Moreover, we have
Therefore we obtain log dP σ n u ,n dP σ * ,n (z 0 ,z,ū) = logP
So it is sufficient to investigate the asymptotic behavior of log(P 0 u /P 0 0 ). For each function with respect to (z,ū) or (z 0 ,z,ū), we often omit the variableū.
The following theorem gives a LAMN type property of H n (Proposition 3 and Proposition 10 in Ogihara and Yoshida [29] ).
as n → ∞, where Γ n , N n , Γ and N are defined by (3.1), (2.3) and in Theorem 1, respectively.
2 ×Λ" to apply the results in Ogihara and Yoshida [29] , the assumption can be removed by considering a relatively compact open subset of Λ containing σ * .
By virtue of Theorem 3.1 and (3.2), to obtain Theorem 2.1, it is sufficient to show asymptotic equivalence of log(P
, and we will prove it in the rest of this paper.
Malliavin calculus techniques and estimates for transition densities
We will prepare results of estimates for transition density functions used later. To this end, we introduce some techniques from Malliavin calculus. We refer the reader to Chapter II in Nualart [27] and Gobet [15] for detailed expositions of this subsection.
We 
Define an isonormal Gaussian process W by W (ξ) =
We also consider the Malliavin derivative operator D and the divergence operator δ.
then the argument in Sections 2.2 and 2.3 of Nualart [27] yields
Then there exists a positive constant C q such that
Then by a similar argument to the proof of Proposition 4.1. in Gobet [15] , we obtain
Moreover, by Proposition 1.3.3. in Nualart [27] , we obtain
Furthermore, we have
and 
where we use the fact (V r ∆ǔ k ) −1 has any moments (See Section 2.3.1. in Nualart [27] ).
by (3.3).
The following lemma is similarly proved.
and there exists a constant C q > 0 such that
Tightness results of some log-likelihood ratios
We prove tightness of {sup 0≤r≤1 | log(P
To this end, we first prove results about the log-likelihood ratio log(P r u /P 0 0 ). Then we prove a key proposition (Proposition 3.1) which enables us to deduce tightness of a density ratio in a nonsynchronous scheme from properties of a density ratio in a synchronous scheme.
We consider the following condition.
[A3 ′ ] The sequence {b
. We prepare some results for the log-likelihood ratio log(P r u /P 0 0 ).
. Then for any ǫ > 0, there exists M > 0 such that
Proof. By the Burkholder-Davis-Gundy inequality and Lemmas 3.6 and 3.4, we obtain
Hence by Lemma 3.3 and the assumptions, for any ǫ > 0 there exists M > 0 such that sup n≥nu P [| log(P
To obtain tightness results, we consider the following condition.
forū ∈ U and M > 0.
Proof. Fix ǫ > 0. Then for r ∈ [0, 1], we obtain E sup
On the other hand, let p ∈ (1, µ 2 /(µ 2 − µ 1 )) and q = p/(p − 1). Then by Lemmas 3.6 and 3.4, we have
Hence by [A2 ′ ] and Lemma 3.3, for any ǫ > 0 there exists M 1 > 0 such that
Therefore Lemma 3.7 yields
for sufficiently large M > 0. Moreover, by Lemma 3.5, we obtain sup n≥nu,r
Hence by (3.8), we have sup n≥nu,r E[
for sufficiently large M > 0 by (3.8) .
Let Z n = {Z n t } 0≤t≤T and Z n,r = {Z n,r t (ū)} 0≤t≤T be two-dimensional F-adapted processes satisfying Z n,r 0 = Z n 0 for n ∈ N,ū ∈ U and 0 ≤ r ≤ 1. Let the distributions of Z ň u and Z n,ř u (ū) be given by F n (z 0 ,z,ź)P Z n 0 (dz 0 )dzdź and F r n (z 0 ,z,ź)P Z n 0 (dz 0 )dzdź, respectively, for some positive-valued Borel functions F n and F r n . Let
r n,M be defined similarly. The following proposition is a key result to deduce properties of density ratios in the nonsynchronous scheme.
2.
Proof. We first prove 1. By the assumptions, for any ǫ, η > 0, there exist
Hence we obtain
we obtain
Hence we obtain 1. The result in 2. is proved by a similar argument as above.
. Then for any ǫ, η > 0, there exists M ′ > 0 such that
Proof. The results are obtained by using Proposition 3.1 and Lemma 3.8. The first inequality is obtained by setting
. Then tightness of {sup 0≤r≤1 | log(P The following lemma is similarly proved and used later. 
The proof of LAMN property
In this section, we will complete the proof of the LAMN property of {P σ,n } σ,n .
It is essential in the proof to replaceP 0 u in (3.2) by the function exp( kf u k )dẑ below so that coefficient b is predictable and does not depend onẑ. For this purpose, we use Itô's rule and martingale properties and estimate the difference. However, the proof is technically complicated because the function logP 0 u contains a dẑ-integral of an exponential function. This integral is far more difficult to handle than a simple function of increments of the process, which appears in a synchronous scheme. We estimate the difference step by step in Lemmas 4.3 and 4.8. The function log exp( kf u k )dẑ can be rewritten in a simple function of increments of the process as seen in Lemma 4.6. Then the proof is completed by using techniques in Ogihara and Yoshida [29] to handle functions of increments of the process.
In the following, we assume that [A2] holds true. Let
Moreover, let κ be a positive constant satisfying
Then we obtain
We start with preparation of several lemmas used later. The first one is proved similarly to Lemma 5 in Ogihara and Yoshida [29] , so we omit details.
Proof. We will apply Proposition 3.1 2. By using the Burkholder-Davis-Gundy inequality and Lemma 3.6, we have
On the other hand, for any ǫ > 0, Lemmas 3.4 and 3.6 yield
for sufficiently large q > 0 and any M > 0. By (4.2), (4.3) and Proposition 3.1 2., we obtain
for certain q > 0 and sufficiently large M > 0.
Similarly to (4.1), we obtain
The following lemma is the first step to replaceP 
Proof. Fix ǫ, η ∈ (0, 1). By Lemmas 3.10 and 4.2, there exists
Therefore by (4.4), Lemmas 3.2 and 4.2, it is sufficient to show that
By the definition of K 1 M and the relation | exp(x) − 1 − x| ≤ Cx 2 for |x| ≤ 3M , we obtain
The quantity Φ n,1 is estimated as
by the Burkholder-Davis-Gundy inequality. Then we have Φ n,1 = o p (1) since
Similarly, Φ n,2 is estimated as
by the Burkholder-Davis-Gundy inequality. Finally, we will prove Φ n,
and
where we use the Cauchy-Schwarz inequality, tightness of {b
. Moreover, by using the Burkholder-Davis-Gundy inequality, we obtain 
We can see
Hence by Lemmas 4.1 and 5.1, we obtain
By using Lemma 5.1 with relations E[|A
By (4.6)-(4.9), we obtain
By using Itô's formula, the Burkholder-Davis-Gundy inequality and Lemma 5.1 1 similarly, we obtain Φ n,3 = o p (1).
We proceed to the second step. We prepare some additional lemmas.
n }, and Y 2,vu,ǩ U be random variables with the distribution P
for any q > 0. Therefore, for any ǫ > 0, there exists N > 0 such that
for n ≥ N . Moreover, for any ǫ, δ > 0, there exists N ′ > 0 such that
for n ≥ N ′ , by (4.10). Hence
Lemma 3.4, (4.11) and (4.12) complete the proof.
Proof. By (4.11), for any ǫ > 0, there exists
c (Π)] < ǫ for any M > 1 and sufficiently large n by (4.3), we have
for any δ, ǫ > 0 and sufficiently large n and M , by a similar argument to (4.12). Therefore there exist N 2 ∈ N and M 2 > 0 such that
for M ≥ M ′ and n ≥ N M , by (4.11) and a similar argument to (4.10).
In the next, we see that the integral exp( ν≤k ′ ≤χf vu k ′ )dẑ can be solved and it has a simple representation of a function of increments for 1 ≤ ν ≤ χ ≤ mL(ū). To see this, we will define some notations related to the observation times and increments of processes in the interval (
) .
The following lemma enables us to calculate integrals of exponential functions off
Proof. We see det S ν,χ > 0 by Proposition 1 in Ogihara and Yoshida [29] . We prove by induction on χ. The results obviously hold true for χ = ν.
Assume the results hold for χ − 1. We give the proof only for the caseǔ χ−1 ∈ (s i ) i ∪ (t j ) j ; the other cases are proved similarly.
By the induction assumption, we obtain
Then by Lemma 5.3 in the Appendix, we can rewrite the right-hand side of (4.13) as
by using the relation L ν,χ = L ν,χ−1 + 2 and
Then we have the results for χ.
Remark 4.1. We emphasize that we can prove the above lemma becauseb vu χ does not depend onẑ ν,χ .
We give another representation ofP
(1)(z 0 ,z) consisting of a quadratic form of increments. This representation is useful to apply Itô's rule and martingale properties.
Let Θ(n, k,
for any q > 0.
Proof. We only consider the case that
),
Comparing the coefficient of z k with the one obtained by applying Lemma 4.6 to exp( k−h≤k ′ ≤kf
By (4.15)-(4.17) and Lemma 5.2 in the Appendix, we have
do not depend onẑ, we obtain
In the rest of proof, we follow the approach in Section 2 of Ogihara and Yoshida [29] .
We will prove sup v,k |Q
Moreover, the argument in Lemma 2 of Ogihara and Yoshida [29] yields
On the other hand, we have
,j∈P
, and hence ((D
where 
2 , we obtainρ < 1. Moreover, we obtain 
be obtained by substituting the same values inQ
for p = 1, 2, wherek 1 ,k 2 are positive integers satisfyingǔk
Moreover, similarly to (4.29), we obtain
Therefore by setting
for any q > 0. 
The second term of the right-hand side in the above inequality is equal to or smaller than
Hence by a similar argument to the proof of Lemma 4.3, we obtain [29] . We omit the details.
Appendix
Lemma 5.1. Let g, L ∈ N, (Ω,F ,P ) be a probability space,F = {F k } L k=0 be a filtration. Denote byẼ the integral with respect toP .
Let
Moreover, assume that there exists a sequence {C k,k ′ } 1≤k ′ ≤L of positive numbers such thatẼ [ 
isF-martingale for 1 ≤ k ≤ L. Moreover, assume that there exist a positive constant C 1 and a sequence {C 2 k } 1≤k≤L of positive numbers such thatẼ[|X
isF-martingale for 1 ≤ k, k ′ ≤ L. Moreover, assume that there exist a positive constant C 1 and sequences {C Then we obtain 4.
We obtain 3. by setting X for x, w ∈ R 2 .
Lemma 5.3. Let p ∈ N, A be a p × 2 matrix, V 1 be a p × p nondegenerate, symmetric matrix, V 2 be a 2 × 2 nondegenerate, symmetric matrix and
ϕ(x 1 − Ay, V 1 )ϕ(y − x 2 , V 2 )dy = ϕ(x 1 − Ax 2 , V 3 )
for x 1 ∈ R p and x 2 ∈ R 2 .
Proof of Lemma 2.2. Let δ ∈ (3/q, δ 2 ∧ δ 3 ) and
Then for sufficiently large n, we obtain 
