The analysis of current problems in physical chemistry often requires the identification of patterns that encode the composition, structure, and dynamics of a system. Overlapped patterns, unexpected patterns, and patterns whose forms are initially unknown are especially difficult to identify and to extract. We have developed two new techniques for pattern recognition and extraction designed for these situations. These techniques, extended cross correlation ͑XCC͒ and extended auto correlation ͑XAC͒, identify and extract multiple patterns from experimental data even when the number of derived patterns exceeds the number of experiments. The XCC, which is the focus of this paper, allows the rapid identification and extraction of patterns that are repeated in multiple experimental records. The related XAC technique permits the identification of complex patterns that are parameterized in a multidimensional way, even when the patterns are obscured by the presence of interfering data. The XCC and XAC provide straightforward methods for extracting the features which comprise a pattern, and can be applied in a model-free way. This paper provides a formal description of multidimensional forms of the XCC technique, and illustrates use of the XCC on large data sets with multiple patterns.
I. INTRODUCTION
Finding compact and meaningful representations of experimental observations has always been part of the detective work of experimental science, but this process has become more challenging as systems with greater dynamical complexity are considered. In the field of molecular spectroscopy in particular, progress in experimental techniques has resulted in dramatic increases in the quality, quantity, and complexity of experimental data. As an example, we can refer to a recent collection of articles on stimulated emission pumping 1 which shows the richness and complexity of current spectroscopic problems and data sets. These data contain dynamically important patterns that must be recovered without prior knowledge of their quantitative or qualitative forms. The extraction of this type information is a challenge that is being met in many fields by the development of new techniques for automated pattern recognition, modeling, and analysis.
Automation of these tasks is challenging because of the ''real-world'' characteristics of actual data sets. One pattern present in experimental data may be obscured by others which are unrelated and interfering. Moreover, a new pattern may be inaccurately represented by a model which can only be refined after the pattern is identified. Completely unexpected patterns for which no model is initially known are also possible. We have developed two promising techniques for pattern recognition and extraction for those situations.
These techniques, extended cross correlation ͑XCC͒ and extended auto correlation ͑XAC͒, identify and extract multiple patterns from experimental data records, or experiments, even when the number of derived patterns exceeds the number of experiments. Each experiment is a data record corresponding to a set of measurements; the experiments differ by systematically varying experimental conditions. The XAC, which has been described previously in detail, 2 allows complex patterns that are parameterized in a multidimensional way to be located in the presence of interfering data, and the pattern-defining parameters to be estimated. The XCC, which is the focus of this paper, permits the identification and extraction of patterns that are repeated in multiple experiments, and can be applied in a model-free fashion. The XAC and XCC techniques share a common conceptual basis, and the relationship between them will be briefly described in a later section. Techniques whose goals or procedures are at least tangentially related to the extended correlation techniques include • straightforward applications of least-square techniques ͑least-squares fitting, the standard auto-correlation and cross-correlation functions͒, • singular value decomposition and derived techniques like principal component analysis, factor analysis, and cluster analysis, [3] [4] [5] [6] • two frequency correlation, 7 • covariance mapping, 8 • alternatives to least-squares fitting ͑L1 or M-estimators͒, 9 • wavelet transformations, 10 • multidimensional scaling, [11] [12] [13] • tree analysis, 14, 15 • classification analysis, and • neural network pattern recognition.
common with our work • the desire to extract related patterns from the midst of unrelated structures, • a goal of relating complex and perturbed data to simple, useful, theoretical, or empirical models, and • compact representations of large amounts of data which also allow the prediction of new results.
We have considered the relationship of the extended correlation techniques to developments in the fields listed above. We do not have the space for an in-depth comparison, and could not do justice to these several well-developed techniques. Nonetheless, they each differ significantly in capabilities and domain of application from our extended correlation methods. The properties of the extended correlation methods can be summarized as follows:
• Multiple patterns can be identified and extracted from experimental data records, with strong discrimination against unrelated patterns.
• Complex patterns can be identified, with no limit to the number, positions, relative intensities, and line shapes of the features. However, parts of some of the features in each pattern must be free from overlap.
• The model parameters that define the pattern can be estimated with minimal influence from perturbed data and other patterns.
• The statistical influence of data measurement uncertainties is tailored to the properties of the data.
• The cross-correlation method can be applied in a modelfree way, with the patterns completely unknown before analysis.
This paper is the second in a series. The preceding paper 17 introduces the XCC technique in the context of identifying patterns repeated in two experiments. In this paper, we extend the XCC to cases with multiple patterns in an arbitrary number of experimental records. Although the discussion of XCC that follows is self-contained, the preceding paper is recommended for its discussion of the motivation for the XCC technique and for the clarity of the twodimensional examples.
Section II of this paper provides general expressions for the XCC for an arbitrary number of experiments, illustrated by a synthetic data set of three experiments constructed from four independent patterns. Section III illustrates the use of the XCC with a more complete set of the spectra of mixed ammonia isotopomers used in the preceding paper. The final sections discuss the range of applicability of the XCC technique and its relation to the XAC and other methods.
II. CONSTRUCTION OF THE XCC TECHNIQUE
We have said that the XCC is a technique for identifying and extracting patterns that are repeated in multiple experimental data records. We view an experiment as a procedure that creates a data record consisting of a number of measurements. These measurements represent a discrete sampling of a continuous function. For our purposes, each experiment is assumed to cover the same range of one independent variable, and to be interpolated to sample at identical values of the independent variable.
All of the experiments are assumed to be representable as different linear superpositions of the same set of patterns, with the addition of noise.
͑1b͒
The patterns, P, are combined using linear coefficients, F, and noise, ␦, to form the measurement matrix, S. The experimental measurements, S ji , are labeled by j, numbering the N s separate experiments, and by i, numbering the N m measurement positions ͑values of the independent variable͒ within each experiment. Equivalently, each experiment may be specified separately as a row vector of measurements, S j
The measurements are expressed as a superposition of N p patterns labeled by pattern index k, and an unspecified noise term, ␦. The intensities, P ki , of each pattern, k, at measurement positions, i, are unknown at this stage, and are to be determined by the XCC to within an overall normalization factor. The coefficients, F jk , which scale the contributions of each pattern to experiment, j, are also determined by the XCC. For the patterns to be identifiable, and to be distinguishable from one another, the experiments must have been performed under different experimental conditions, changing the relative contributions of the different patterns. For our purposes, a pattern is a set of fully or partially resolved elements or features with these properties:
͑1͒ Individual features have the same position in each data record. This requires accurate data calibration. ͑2͒ Individual features have the same line shape in each data record ͑possibly as a result of preprocessing͒. ͑3͒ The relative intensities of features in a single pattern do not vary between experiments ͑i.e., linear superposition͒. Since relative intensities are the defining characteristics of the pattern, baseline corrections must be made before applying the XCC. ͑4͒ Some part of the line shape of at least some of the features in each pattern does not overlap with features from other patterns.
In detecting patterns, the XCC allows the pattern dependence on experimental conditions to be determined, and allows the identification of new patterns and isolated features that may be unexpected or otherwise unaccounted for.
A. XCC merit function
As a point of reference for the discussion, this section steps through the analysis of a set of three ''experiments'' generated by combining the four synthetic patterns that are shown in Fig. 1 with random noise. The specific parameters used to generate the data are given in the figure caption.
These experiments deliberately resemble spectroscopic data although the XCC technique itself is applicable to other types of data.
Understanding the point of view used in the XCC and XAC requires a bit of mental gymnastics to invert the way in which the experimental data is organized. The entire data set is conventionally regarded as a group of experiments, each of which consists of measurements. We introduce the concept of a recursion map which is based on the recognition that the entire data set can also be viewed as groups of measurements, each of which is made in all experiments at a single measurement position ͑i.e., value of the independent variable͒. Figure 2 is an example of a recursion map of the data of Fig. 1͑b͒ . The viewpoint changes from seeing three experiments each consisting of 600 measurements, to seeing 600 measurement vectors each of which consists of three experimental measurements. Each of these 600 measurement vectors is interpreted as a point in a recursion map space that has a spatial dimension equal to the number of experiments. The word ''recursion'' is used because a connection is made between measurements taken in independent experiments.
Determining the relationship between these experiments, the recursion relation, is the first goal of the XCC. If we write the recursion map point at measurement position i, as Q i , then it is a column vector of measurements selected from the matrix S =
͑2͒
The same measurement matrix has been organized by columns, and by rows
͑3͒
In Fig. 2 , we see that when the 600 recursion map points, Q i , are plotted in the three dimensions corresponding to the three experiments, something remarkable happens! The points corresponding to the four separate patterns cluster around four separate rays on the recursion map! Each of those rays has a direction which describes the relative intensities of features in a single pattern across the three experiments. We can identify three different classes of points on the recursion map:
͑1͒ Points near the origin. These points correspond to low intensities in every experiment, and have little signal content. Some of these points may belong to features, but their intensities are too inaccurate to be used in locating patterns. ͑2͒ Points on rays from the origin. These points correspond to features, or parts of features, in a single pattern. The direction of these rays is called the ratio direction. Points farthest from the origin are from the strongest features in a pattern. ͑3͒ Points crossing between and possibly through rays.
These points are generated where patterns overlap, by the measurement positions in the overlapped region.
The ratio direction is specified by a unit vector of N S components, in this case a unit vector in three-space. Although it is not easy to visualize the recursion map and the ratio directions of patterns when the number of experiments exceeds three, the clustering of recursion map points along ratio directions still occurs. ␣ is an arbitrary direction vector in recursion map space. The ratio direction which was used with pattern k in constructing the measurement matrix is labeled by the pattern index k. This ratio direction, ␣ k , has components which are the direction cosines of the patterndefining ray. There is one ratio direction per pattern. These are grouped for all patterns in the measurements as
͑4͒
The ratio directions identify the patterns, and define the relationship between experimental data and patterns. Finding the ratio directions present in the recursion map is thus the first, and most important, step in the extended crosscorrelation technique.
Least-squares fitting is not the correct technique to use in finding these ratio directions. Least-squares fitting procedures find global estimates of parameters for the data being modeled, and thus can find only a single pattern ratio direction. Any nontrivial pattern recognition problem will require locating multiple ratio directions simultaneously. For this purpose, we employ an alternative merit function for determining estimates of the ratio directions. This merit function can be classified as a ''redescending robust estimator,'' 9 which means that, unlike least-squares fitting, outliers have little effect on the estimates of the parameters. This property of the redescending robust estimator permits it to determine estimates for multiple ratio directions.
The symbol G represents the redescending robust estimator utilized in the XCC technique. We define it to be a sum of weight functions, g, which are computed as a function of the ratio direction and of the measurements, Q i , and measurement variances, V i , of each point in recursion map space ͑each measurement in the data set͒
The experimental variances V ji of the experimental measurements S ji are explicitly included in this expression in order to tailor the procedure to the data. ␣ is a particular ratio direction for which G(␣) is being evaluated. In the following discussion, we will define G(␣) in a way that allows the local maxima of this function to be used to identify patterns. The ratio directions at these maxima specify the linear combination of patterns in the data, and the individual weight functions, g, in Eq. ͑5͒, can be used to extract the patterns.
The weight function g is evaluated for each recursion map point, i, by making a coordinate transformation from the N S -dimensional recursion map space to a planar coordinate system. This transformation is used to restrict and simplify the computation of the merit function, while preserving the ability to handle data from many experiments simultaneously. This two dimensional coordinate system is defined differently for each recursion map point. It lies in the plane containing the ratio direction ray, ␣, for which G is being evaluated, and the recursion map point, Q i . The indeterminacy caused by points lying on the ratio direction ray will not be important. The origin of this coordinate system coincides with the origin of the recursion map. The first axis of the coordinate system coincides with the ratio direction unit vector, ␣. The projection of the recursion map point on the first axis is written as R i
The second axis of the coordinate system is orthogonal to the first. If the recursion map point does not lie on the first axis, the positive direction is from the first axis toward the recursion map point. We write this second axis direction as unit vector ␤. The coordinate value on the second axis is written d i . Gram-Schmidt orthogonalization allows us to compute the coordinate value, d i , and direction, ␤, from
If the recursion map point, Q i , lies on the ratio direction line defined by ␣ then the projection on the ␤ axis (d i ) is zero.
Only the projection value, not the axis direction is used in our merit function. Note that the first axis, ␣, is the same for every measurement, i, but the second axis, ␤ i , is different. In order to complete the transformation of Eq. ͑5͒ defining the merit function to the planar coordinate system, the experimental variances along the two axis directions ͑simple projections͒ are necessary
͑9͒
We restrict the weight function, g, in Eq. ͑5͒ to the following product form in the planar coordinate system:
After some experimentation, we have found that the simplest and most natural forms for the weight factors, g ␣ and g ␤ , are among the most effective. g ␣ is just the projection along the ratio direction, and has no dependence on the variance
g ␤ is a Gaussian which decreases away from the ratio direction at a rate determined by the experimental variance
Qualitatively, g ␤ emphasizes points near the ratio direction, and g ␣ weights the measurements by intensity.
B. Pattern identification
Having defined the XCC merit function, we now compute it for the synthetic data set defined in Fig. 1 . With three experiments, two independent parameters are needed to specify a ratio direction. In Fig. 3 , we have sampled the XCC merit function at 300 ratio directions, ␣, on the octant of the unit sphere containing the possible ratio directions. In this case, the variance used in computation was the value used in generating the noise added to the data. In other experimental data, it can be estimated from the data itself. A contour plot of the result is shown. The three coordinates of the contour plot are the direction cosines of the ratio direction in recursion map space, Fig. 2 . Note that any two of these direction cosines can be chosen to be the independent parameters needed to specify the ratio direction. Four maxima in the XCC merit function are clearly observed in the contour plot, which correspond to the four patterns in the data. Finding ␣ at the local maxima in the XCC merit function estimates the ''true'' pattern ratio directions, ␣ k . For synthetic data these true ratio directions are known because they were used in generating the data. In experimental data sets, they may be known only through these estimates or through other measurements. The ratio directions corresponding to these maxima are shown in Fig. 2 , and do not differ significantly from the ratio directions used to create the data. The true and fitted ratio directions are given in Table I , expressed in degrees instead of direction cosines to make the pointing accuracy more evident (ϳ1°).
C. Pattern reconstruction using weights
Once the number of patterns and their defining ratio directions are known, the next step is pattern extraction. An estimate of the patterns that comprise the data can be obtained from the XCC weights which are summed to form the merit function. If the weight function, g i (␣), Eq. ͑10͒, is plotted for all measurement positions, i, with constant ␣ ϭ␣ k ͑one of the local maxima in the XCC͒, large weight functions will occur for points on the recursion map close to the pattern ratio direction. Comparing these weight functions with the original data makes it possible to identify those experimental features which define the pattern. The results of pattern extraction based on the XCC weights is shown in Fig.  4 . Figure 4͑a͒ displays the weight values computed for each pattern ratio direction along with the positions and relative intensities of the features in each pattern. This sample data set has a number of overlapped features, including overlaps in which three of the four patterns contribute. Figure 4͑b͒ shows the weights smoothed by convolution with a Gaussian line shape with a width equal to one-half the linewidth of the data. This convolution provides smoothing without significantly broadening the features. All of the features of the patterns are recovered with the correct intensities, with one exception. One feature in the second pattern, marked by the second filled triangle from the left in the data, Fig. 1͑b͒ , is not recovered. This feature occurs with low intensity, between stronger components, in each of the experiments. Intensity from other patterns modify the measurement values near the center of that feature so much that the computed weights at that position are negligible.
Even that exceptional feature can be recovered in a crude fashion from the weights by recalculating the weights using an increased variance in Eq. ͑10͒. Since the intensity of the missing feature is well above the noise level, and the angles between pattern ratio directions are reasonably large ͑Fig. 3͒, adding a term to the variance that depends on intensity will allow overlapped but intense features to contribute to the weights of the correct pattern. That is, we can define the variance for measurement i in experiment j to have the following dependence on the measurement value:
3D contour plot of the XCC merit function for the data of Fig. 1 . The merit function is defined on the surface of a sphere in a coordinate system whose axes are the components, or direction cosines, of the ratio direction, ␣. The direction cosines at a pattern maxima give the amplitude of that pattern in each of the spectra. This functional form for the variance implies that the experimental noise has a constant component and an independent component which is proportional to the intensity. Data that are generated by experimental techniques involving background suppression may contain noise that is well described by the 1 term in Eq. ͑13͒. Even when this is not the case, utilizing a nonzero value for 1 may help to bring out overlapped features and allow them to be assigned to a pattern. By making this change, the envelope of points that contribute strongly to the XCC is changed from a cylinder to a cone in Fig. 2 , with 1 determining the spread of the cone. Patterns will not be mixed by the XCC as long as the conical regions do not overlap significantly. Thus, the maximum permissible value of 1 is limited by the angular spacing between ratio directions. In Fig. 4͑c͒ , we show the smoothed weights after re-computation with 1 increased from 0 to 0.07. The missing feature is recovered with reasonable position and intensity values.
D. Pattern reconstruction using linear inversion
A second method for reconstructing the patterns present in the data is linear inversion. This technique may be applied whenever the number of patterns in a data set is less than or equal to the number of experiments. If this is the case, or if sections of the experimental data contain fewer patterns, then the relationship between patterns and data, Eq. ͑1͒, is invertible. When the number of experiments is greater than the number of patterns, the system is over determined. Then, the inversion of the equations may be accomplished in a generalized least-squares sense ͑the inversion being accomplished by singular value decomposition, for instance 3 
͒.
In the sample data being considered in this section, there are four patterns but only three experiments, so the linear inversion technique is not directly applicable. However, it is still possible to apply the linear inversion technique to these data if measurement regions can be identified which are believed to contain contributions from three or fewer patterns. The number of patterns that contribute in a given region can be determined empirically from the XCC weights. That is, the weights method can be used to identify which patterns are present in a given region, and then the linear inversion method can be employed, with the correct subset of the ratio directions determined from merit function optimization, to extract patterns with the correct intensities and shapes. We refer to this strategy of reducing the number of patterns involved in the inversion process as the ''reduced dimension approximation.''
To illustrate how the reduced dimension approximation allows the inversion method to be used with the sample data, note that the weights shown in Fig. 4͑a͒ indicate that pattern D only contributes two small peaks on the right hand side. Thus, on the left side of the data, a reduced dimension approximation for patterns A, B, and C would be expected to be effective. In fact, this reduced dimension approximation should separate features correctly over the entire measurement range except for the vicinity of the two peaks in the weight functions for pattern D. Thus, one practical strategy for employing a reduced dimension approximation is to apply the approximation to all of the data, and simply ignore the results in regions where weights from other patterns appear. Figs. 1-3 . Equations ͑10͒ and ͑13͒ were used with 0 ϭ10, 1 ϭ0 to compute the weights shown in ͑a͒. They were then smoothed by convolution with a Gaussian lineshape of one-half the expected linewidth ͑HWHM 2 units͒ to give the extracted patterns of ͑b͒. The second feature from the left in pattern 2 was not recovered in ͑b͒. In ͑c͒ weights were recomputed with 0 ϭ10, 1 ϭ0.07, and then smoothed. Increasing the variance in that way allows that heavily overlapped feature to be recovered. Figure 5 depicts the results of linear inversion using the reduced dimension approximation for two different groups of three patterns. Obviously, something is wrong here! The signal-to-noise ratio in the ͓A, B, C͔ set of reconstructed patterns is too low to contain any substantial information! A similar effect can be observed in the linear inversion of synthetic data with two patterns in the preceding paper, but to a lesser degree. We refer to this effect as ''noise amplification,'' and since it is generic to the linear inversion process, we discuss it in more detail.
FIG. 4. XCC pattern extraction by weights for the data of
Let us rewrite the relationship between experimental data and patterns ͓Eq. ͑1͔͒ in terms of ␣ = , the matrix of ratio directions ͓Eq. ͑4͔͒
Because the intensities in patterns, P ki , may be predicted by a model, and because experimental settings may change the relative intensities between experiments, we include scale factors p k for each pattern, which are grouped in the diagonal matrix, p = . These factors are important for comparison with predicted intensities, and for absolute intensity measurements. For our purposes, they are not significant. If we absorb these factors into a redefinition of the pattern matrix, then the data define a natural scale for the patterns. The pattern data in this natural scale is written P =
We will restrict the following discussion of noise amplification to the case where the number of patterns equals the number of experiments. This includes cases where the reduced dimension approximation has been used, but excludes over-determined systems.
If we assume the noise contributions to each of the experiments to be independent random variables, we can use the fact that the variance of a sum of random variables is the sum of the variances with factors equal to square of the coefficients of the random variables
Patterns may be expressed in terms of experimental data by writing
͑17͒
where B is the matrix of minors of the ratio direction matrix. If each of the experiments has the same constant standard deviation of the noise, ͑␦͒, then the variance of the noise in pattern k is
The matrix of ratio directions, ␣ = , is not orthogonal because the ratio directions are not orthogonal ͑unless the experiments have no features in common, and thus are already separated into patterns͒. The determinant of this matrix is equal to the volume of a parallelopiped defined by the ratio directions in N S dimensions. The volume factor from the inverse determinant of the ratio direction matrix makes a very large contribution when pattern ratio directions lie approximately on a lower dimensional feature in recursion map space. The sum over terms of the B matrix is on the order of one, but is different for each pattern. For our purposes, it is sufficiently accurate to estimate the noise amplification factor for the inversion as This estimate of the noise amplification factor allows us to understand the poor results of linear inversion in Fig. 5 . The noise amplification factor that is predicted for the linear inversion using the fitted ratio directions for patterns A, B, and C is 93.5. As this predicts, the signal-to-noise ratio in the ''reconstructed patterns'' is so poor that virtually no information can be extracted. In contrast, linear inversion using patterns A, C, and D, with predicted noise amplification of 2.7, results in a good signal to noise ratio, and accurate positions and intensities. With this relationship between patterns and spectra, it is impossible to extract simultaneously patterns A, B, and C, even in regions where only they contribute. Obviously, noise amplification in linear inversion varies greatly depending on the exact pattern ratio directions. Qualitatively, the noise amplification will be the greatest when two or more of the pattern ratio directions included in the inversion lie close to each other or when all directions approximate a lower dimensional feature in the N S -dimensional space of the recursion map.
Both the weights and linear inversion methods are capable of identifying features in patterns. In cases where noise amplification does not interfere, linear inversion provides more accurate intensities and positions of overlapped features. The weights method is generally successful at identifying the locations of features, is immune to noise amplification, and can extract a number of patterns exceeding the number of experiments without the reduced dimension approximation.
Nevertheless, it must be kept in mind that the weights technique does not accurately reproduce the shapes or positions of features if features from two or more patterns overlap. Our discussion of noise amplification in linear inversion applies only to the case in which the number of patterns included in the inversion is equal to the number of spectra. When the number of spectra is greater than the number of patterns included, noise amplification is reduced by the generalized inversion process which averages the contributions of all experiments.
When there are more than three spectra, it becomes impossible to visualize the merit function as in Fig. 3 , although it would be possible to use a solid density for four spectra, and sampling techniques in higher dimensions. Visualization of the merit function is convenient because it permits visual determination of the number of patterns and graphical indication of reasonable initial guesses for the ratio directions. It is possible to proceed by evenly sampling ratio directions on the surface of the N S -dimensional unit sphere, computing the merit function at those points. Local maxima can be located by comparing neighboring values, and the ratio directions optimized. Each of these ratio directions corresponds to one pattern. This procedure guarantees that all patterns present in the data can be located and distinguished. The number of sampling points increases as n N s Ϫ1 , where n is the number of samples along each axis in recursion map space ͑n ϳ10-20 would be typical͒.
In practice, this sort of multidimensional sampling is often unnecessary. All of the patterns in a data set frequently can be identified in a small subset of the full N S -dimensional data set. That is, each of the desired patterns often can be identified as maxima in the lower dimensional XCC merit function for two or three of the available experiments. Once the patterns have been identified in a subspace of the full data set, then the rest of the spectra in the data set can be added sequentially to refine the ratio directions. We have found this technique to be highly effective with very large data sets ͑over twenty spectra͒. However, this technique could be risky if the number of patterns in the data set is not known a priori. In this case, one cannot be sure that all of the patterns contained in the full data set have been identified in a subspace of the data set, and patterns could conceivably be missed.
III. APPLICATION TO SPECTRA OF NH 3 /ND 3 MIXTURES
There are many cases in which one component of a chemical system cannot be produced without also generating several other species, or one dynamical property cannot be measured without sensitivity to other properties. As one example, consider the deuterated ammonias. Because hydrogen and deuterium rapidly exchange in mixtures containing ND 3 , ND 2 H, NDH 2 , and NH 3 , it is not possible to record spectra of the pure isotopomers. In addition, because of the strong adsorption of ammonia and water on most surfaces, the deuterium fraction in recorded spectra cannot be closely controlled. Analyzing isotope effects in vibration spectra increases our understanding of intramolecular vibrational interactions and vibrational energy flow. For ammonia, theoretical analysis of the spectra of the isotopomers would improve our understanding of the vibrational energy surface of ammonia. 18 In this section, we use three experimental spectra recorded by Hernandez et al. 19 to illustrate an application to experimental data. We have chosen a 10 cm Ϫ1 section in the ND stretch region for presentation. This region contains absorption due to the N-D stretch chromophore, and has not been analyzed in the literature, although Professor Martin Quack ͑ETH͒ has informed us that his group has done some work on it. 20 Because the N-H stretch does not contribute at this energy, we expect to find patterns due to ND 3 , ND 2 H, and NDH 2 only. When Hernandez et al. planned these experiments, it was expected that the best results on inversion to pure species in the N-D stretch would be obtained by recording three spectra with deuterium fractions 1, 2/3, and 1/3. Using the binomial expansion, (F D ϩF H ) 3 , appropriate for a freely exchanging system, shows that these ratios maximize fractions of ND 3 , ND 2 H, and NDH 2 , respectively, at ͑1.0, 4/9, 4/9͒.
Even in this small section, and with only three of the four species contributing, the number of lines is quite large ͑Fig. 6͒. Without any way to label the lines as belonging to one or the other of the species, and to reduce spectral congestion, it is very difficult to apply traditional assignment techniques like combination differences. Double resonance techniques like microwave-detected microwave double resonance 18 could be used, but would be tedious, and require specialized facilities.
The actual spectra of Fig. 6 were used to construct a three-dimensional contour plot of the XCC merit function, as shown in Fig. 7 . The merit function values for this figure were calculated with 0 ϭ0 and 1 ϭ0.05 ͓Eq. ͑13͔͒ to allow ratio directions to be determined by the strongest, nonoverlapped, features. When the weights are recalculated to extract patterns, the experimental uncertainties in absorbance units of 0 ϭ0.015 and 1 ϭ0.0 will be used. The three patterns due to the three isotopomers show up distinctly, and the optimized ratio directions were obtained.
Using an assumption of equal pressure paths for the three spectra allows inversion of the optimized ratio directions to approximate deuterium fractions of ͑0.85, 0.58, 0.40͒, significantly different from the intended ͑1, 2/3, 1/3͒. This inversion was found to be only approximate, perhaps because the sample pressures were not actually equal, or varied slowly. Most importantly, the ratio directions obtained by optimizing the XCC merit function correctly represent the variation from experiment to experiment of the three patterns. The deuterium fraction allows computation of the relative populations of the four isotopic species in a single experiment. It is not necessary to know the deuterium fraction of each experiment to separate the pure isotopic spectra using the XCC technique.
Using the weights calculated at the three ratio directions allows an immediate separation of the spectra into three patterns ͑Fig. 8͒. The separation is very effective for the stronger lines in the spectrum. Previous examples have shown that the weight method can distort or miss strongly overlapped features. In addition, these spectra have a poorly defined baseline which wanders from one section of spectrum to another, blurring the weights of small features. Although baseline inaccuracies also affect linear inversion, we might expect the linear inversion method to detect the weakest lines and to give the best frequency estimates.
However, our discussion of noise amplification in the previous section indicates that linear inversion requires ratio directions widely separated in the recursion map space. The three ratio directions in Fig. 7 fall close to a line in recursion map space. The volume of the parallelopiped defined by them is thus quite small, resulting in a noise amplification factor for linear inversion of 9.4. This does not rule out the use of linear inversion for this problem, but makes it impossible to improve extraction of the weakest features using it. For the strong overlapped features, linear inversion can still provide better line centers and intensities.
Linear inversion has great potential for the extraction of overlapping and very weak features, but can be applied only if noise amplification is small. Additional ammonia experimental data would be very useful, if it would make linear inversion effective. But what data would be best? To conclude this section, we examine noise amplification in this system.
For these ammonia spectra, line intensities are entirely determined by deuterium fraction and pressure for each spec- FIG. 7 . The XCC merit function for the ammonia mixed isotope data. From lower left to upper right, the three peaks correspond to the patterns for the pure isotopic species, NDH 2 , ND 2 H, and ND 3 . Because these three peaks lie nearly on a line, the noise amplification factor when linear inversion is applied to this data set is approximately 10. trum. If three spectra are recorded, the noise amplification factor is determined by the six parameters, three pairs of ͑deuterium fraction, pressure͒ values. Each spectrum, S, can be written in terms of total pressure, p total , and patterns, P, as
Deuterium fractions and pressures of three samples define, using Eq. ͑20͒, the ratio direction matrix, ␣ = . This matrix is constructed by assembling, in element ␣ jk , the coefficient of isotopomer k in experiment j, and then square normalizing by columns to one. For simplicity, we consider the case with all total pressures equal. It is clear that the optimum solution includes one spectrum which is pure ND 3 (F D ϭ1), because this allows one of the experiments to record the ND 3 pattern directly. The deuterium fraction of the other two spectra can be varied independently. The noise amplification factor for that combination of deuterium fractions is the inverse of the determinant of the ratio direction matrix, ␣ = ͓Eq. ͑19͔͒. The determinant is shown in a contour plot in Fig. 9 . The minimum noise amplification is 1.23 (1/.8125) at deuterium fractions of ͑0.12, 0.83, 1.0͒. For fractions ͑1/3, 2/3, 1.0͒, the factor is 1.74. The optimum deuterium fractions differ from the expectation based on maximizing species concentration, and yield noise amplification lower by about 30% than the (1/3, 2/3, 1.0͒ experimental design. The separability of patterns depends on the separation of ratio directions in recursion map space. These ratio directions depend only on the relative intensities of lines in one pattern as they appear in the different spectra. There is no dependence on the absolute intensity of lines, or on the intensity relationship between lines in one pattern and lines in another pattern. Noise levels and relative intensities of patterns affect the visibility of lines after separation, but not the theoretical separability of the patterns. If the experiment is designed with small noise amplification, linear inversion can be applied to obtain the most accurate positions and intensities of every feature in a pattern.
For the ammonia isotopomer data, the weight method is very effective at separating most of the features in the three spectra into the three expected patterns. Because the noise amplification factor is 9.4 for the experimental combinations of deuterium fraction and pressure, linear inversion is not able to assign to patterns any of the smaller features left unassigned by weights. New experimental data, recorded with somewhat different conditions, would be very useful. Because we do not have spectral assignments for this region, 20 we cannot test the separation based on spectroscopic analysis. Nonetheless, we believe that the XCC has been as quick, effective, and as accurate on this experimental data set as it was on the synthetic data set. We have recorded additional mixed isotope spectra in the stretchϩbend regions with the intention of separating and analyzing them using the extended cross-correlation method for separation of the patterns, and the extended autocorrelation method for analysis and assignment. 21 This spectroscopic analysis will further refine and test both the XCC and XAC methods.
IV. RELATIONSHIP TO SINGULAR VALUE DECOMPOSITION
Singular value decomposition ͑e.g., Ref. 3͒ is the core algorithm used in several methods which have been developed to identify and extract patterns from data. 4, 5 Singular value decomposition is an algebraic method which produces a matrix product representation of the matrix of experimental data, S =
We have represented the experimental data, S = , as a matrix of size ͓N s ͑experiments͒, N m ͑measurements͔͒. The matrix, u = , is a matrix of SVD ͑singular value decomposition͒ principal components of size (N m ,N s ). Each principal component of length N m is square normalized to one. The matrix w = is a diagonal matrix of size (N s ,N s ), whose diagonal elements, w j , scale the contributions of the jth column of the principal component matrix to the experimental data. The matrix = is an orthogonal matrix of size (N s ,N s ) which describes how the scaled principal components are combined in the experimental data. This decomposition is unique to within ordering of the principal components. Large scale factors, w j , are associated with the principal components with the largest signal content. Since the principal components are unit normalized, features repeated in multiple experiments must be associated with larger scale factors. However, there is no certainty that features will be entirely confined to some subset of the components. The correspondence between signal content and the magnitude of w j elements has led to a number of techniques which identify the significant principal components, and use those components alone to extract patterns. FIG. 9 . Contour plot of the determinant of the ratio direction matrix for three mixed ammonia isotope spectra in the N-D stretch region. One of the three spectra is assumed to be pure ND 3 . The other two spectra have deuterium fractions specified in the figure. The noise amplification factor is approximated by the inverse of the determinant. The minimum noise amplifications is 1.23 (1/0.8125) at deuterium fractions of ͑0.12, 0.83, 1.0͒. For fractions ͑1/3, 2/3, 1.0͒, the factor is 1.74.
We have applied singular value decomposition to the synthetic data set shown in Fig. 10͑a͒ . The three principal components, shown in Fig. 10͑b͒ , are scaled by diagonal elements, w j , of ͑1͒ 3554, ͑2͒ 606, and ͑3͒ 405. A threshold criterion based on these diagonal elements might suggest that only a single pattern is present; however, visual inspection clearly reveals features in the first two components. The first principal component is a mixture of patterns much like one of the original experiments. The second component is dominated by one of the patterns, but also resembles a weighted difference between patterns, and includes negative as well as positive features. Close inspection of the third component reveals a very small contribution from the patterns. If the experimental data, S = , is reconstructed from Eq. ͑21͒, after changing the third diagonal element of w = from 405 to 0, then the S/N of the three experiments is improved from ͑53, 37, 24͒ to ͑55, 63, 27͒. The change in experiment 2, which shows the greatest change in S/N, is also shown in Fig.  10͑b͒ .
Both sets of data, the original set, and the set noisereduced by SVD, can be processed by XCC, extracting patterns by linear inversion. Surprisingly, as shown in Figs. 10͑c͒ and 10͑d͒, patterns determined from the two sets of data are recovered with essentially the same S/N ratios! Thus, the signal/noise ratio of the individual data traces was improved, but linear inversion of the over-determined system to yield patterns was not improved by pre-processing by SVD. If the pattern ratio directions are known, generalized linear inversion gives the same results regardless of preprocessing by SVD. This property is related to the similarity between XCC linear inversion in an over-determined system and SVD. SVD has a number of disadvantages as a pattern recognition technique for cases which can be processed by extended cross correlation.
͑1͒ Patterns are not necessarily confined entirely to the largest scale factors. Some signal may be lost in truncating some principal components. ͑2͒ Preprocessing by SVD to remove noise components does FIG. 10 . Application of singular value decomposition to a simple data set of 3 experiments containing two patterns. ͑a͒ shows the two patterns and the three generated experiments. ͑b͒ shows the three SVD principal components obtained from the data, and the noise-reduced data for experiment 2 that can be obtained by reconstructing the data from SVD components A and B. ͑c͒ shows the patterns extracted by using XCC and linear inversion directly on the data. ͑d͒ shows the patterns recovered by using XCC and linear inversion on the data after SVD noise-reduction. Essentially identical S/N values are obtained.
not improve the S/N of patterns extracted by XCC. XCC linear inversion of an over-determined system already makes optimum use of the entire data set. ͑3͒ SVD can underestimate the number of distinguishable patterns present in the data. Patterns with similar dependencies are lumped together, while the differences between these patterns are relegated to other principal components with small scale factors, and noiselike appearance.
We have found that SVD cannot be used reliably to determine the number of significant patterns, and does not improve the S/N ratio of extracted patterns over XCC on the original data. In experimental data where all features are so strongly overlapped that XCC cannot be applied, SVD methods are necessary and useful.
V. EXTENDED AUTO-CORRELATION FUNCTION
The extended cross-correlation technique that we have just described defines a merit function whose maxima correspond to patterns. The patterns are located by searching the ratio direction space for local maxima in the merit function. These patterns are composed of features occurring in one or more of the experiments at the same measurement position.
When the pattern that we are searching for occurs in a single spectrum, the recursion map picture can still be used by redefined coordinates in the way described in Ref. 2 . Each coordinate direction is still a measurement scale, but the value of one of the coordinates is the experimental measurement at a position predicted by a model. Each predicted feature, with its position and intensity parameterized by the model, is treated as a different experiment. The independent variables which are varied in defining the measurements for each experiment are the model parameters which modify the predicted position and intensity. Expected relative intensities between features define a ratio direction. This ratio direction allows a merit function value to be computed by comparing predicted and observed intensities at the predicted positions. Maximizing this XAC merit function identifies parameter sets that predict patterns in the data set. The earlier work 2 explains this general framework in some detail, but the forms of the weight functions differ from our current preferences. This summary of the XAC is only schematic. Nonetheless, our earlier work has shown that the XAC is capable of identifying and extracting multiple overlapping patterns within a single experiment, when measurement positions and relative intensities are predicted by a model. The adjustable parameters of the model predict positions and relative intensities, allowing the XAC merit function to be computed. Searching the parameter space of the model finds the patterns which actually occur in the spectrum.
Variations of the XAC method are possible, some of which simplify and some of which elaborate the procedure. The XAC in the form defined above requires that all predicted features be present. One useful extension would be perturbation-tolerant fitting, in which only a subset of the predicted features are present. Model optimization in this case is most simply done by using a local weight function, like Eq. ͑12͒, dependent on the match of predicted and observed intensities at each predicted position. This is similar to the method applied successfully in Ref. 9 . Examining the weights can determine which predicted features are present, and which are missing. Other possibilities include searching for best values of one parameter using merit function values summed over ranges in other parameters, and combinations of XAC and XCC methods. Our work on these subjects is still incomplete.
VI. CONCLUSION
We have described the extended cross correlation technique in a form which allows the information from many independent experiments to be combined and patterns present in them to be identified and extracted. The examples that were discussed provide examples of both the successes and limitations of the technique, and have allowed requirements for success to be defined. These requirements were listed in the introduction, and include accurate calibration of positions and intensities, linear superposition, and the presence of some features relatively free from overlap between patterns.
In these examples, and in a number of applications that are in progress, the extended cross correlation technique is proving to be both effective, and easy to apply. Current applications include determining the band contour of optically thick atmospheric bands based on a very large number of experiments, 22 and partitioning features seen in double resonance experiments according to chromophore. 23 We expect future applications to include more complete work on new ammonia isotopic data, and, using the XAC, analysis of Fourier transform mass spectrometer data and perturbationtolerant fitting.
