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Abstract
Molecular dynamics (MD) simulations were carried out for aqueous dipeptides,
water over self-assembled monolayer (SAM) surfaces, and the nicotinic acetylcholine
receptor (nAChR) ion channel. The main goal is to use advanced methods to increase
the accuracy of molecular dynamics simulations while seeking solutions to problems
relevant to chemistry, biophysics and materials science. In addition, activation ener-
gies of several cyclodimerization reactions were studied quantum mechanically.
The simulations of the aqueous dipeptides and SAM surfaces involve model-
ing and detailed analysis of interfacial water, which is of interest to a range of fields
from biology to materials science. For example, water has a central role in biology
and medicine since biomolecules cannot function without water. Both sets of simu-
lations were performed using both polarizable and nonpolarizable force fields. These
systems were used as a test ground to assess the effects of explicit incorporation of
polarizability and also to determine whether the models can adequately reproduce
the experimental data, in particular, the aggregation data of aqueous dipeptides and
contact angles of water over SAMs of different chemical character. Since the systems
are well-characterized and relatively simple, they provide excellent models to test
polarizable force fields to increase the accuracy of molecular dynamics simulations.
Polarizable water was depolarized around dipeptide solutes and also at the interface
with different SAM surfaces, reflecting its ability to adapt to heterogeneous electro-
ii
static environments. Although the water shows more realistic structure and dynamics
in the polarizable simulations, the peptide aggregation behavior agrees less well with
the experiment. In this case, neither model successfully reproduces the experimental
degree of aggregation. In the case of SAM surfaces, both sets of simulations produce
fairly similar results. More studies are suggested to further test and improve the
polarizable force fields.
The third system studied is the modeling of wild-type and mutant nAChR ion
channel proteins. Adaptive biasing force method was used to achieve improved sam-
pling, and subsequently increase the efficiency and accuracy of MD simulations. The
nAChR channels are involved in a number of cognitive and brain functions includ-
ing learning and memory. Dysfunction in these receptors are associated in a variety
of neuronal diseases including epilepsy, schizophrenia and Alzheimer’s Disease. The
present study models the wild-type and two physiologically-relevant mutant structures
to assess the effects of mutations on ion translocation energetics and the geometry
of the channel. Open channel (conducting, active) structures were obtained from the
available closed channel structure. One of the mutants was found to increase the
energetic barrier for ion translocation, while the other one decreased the barrier. The
ion channel structures were analyzed in detail to understand the structural changes
that took place during the channel opening. The channel opening was found to be
mediated by large-scale helix motions rather than small-scale side chain motions.
Aside from the MD simulations, the final project involves quantum mechan-
ical simulations, which are often needed in parametrization of molecular dynamics
force fields. Density functional theory (DFT) calculations were employed to calculate
the activation energies of three cyclodimerization reactions of trifluorovinyletyl ether
monomers. The results agree with and further explain the experimentally observed
reactivity in these type of reactions.
iii
Acknowledgments
First and foremost, I extend sincere thanks to my advisor, Professor Steve
Stuart for his invaluable guidance. His scientific intuition, logical thinking and way
of mentoring contributed greatly to my development as a chemist and as a person.
Special thanks to Professor Robert Latour and his research group for insightful
discussions and rest of my committee members, Professor Brian Dominy and Professor
Jason McNeill for their help and guidance through my pursuit of this degree.
I would like to acknowledge the past and present members of the Stuart group
for their support and friendship. I also thank the Clemson University Department of
Chemistry for allowing me to be a part of their graduate program and funding my
time here.
I thank my parents for guiding me, encouraging me to have ambitions, and
supporting me in my decisions. Finally, I thank my husband and fellow scientist
Mustafa, and our son Mert, for their continuing love and support.
iv
Table of Contents
Title Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Overview of Projects . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Overview of Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Polarizable Molecular Dynamics Simulations of Aqueous Dipeptides 16
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 Water over Self-Assembled Monolayer Surfaces . . . . . . . . . . . 38
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 Modeling Ion Transport in Natural and Mutant nAChR Ion Chan-
nels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
v
5 Locating Transition States in Cyclodimerization of TFVE Com-
pounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
A Optimized Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
vi
List of Tables
2.1 Hydrogen Bonding Between Dipeptides and Water . . . . . . . . . . . 24
2.2 Translational Diffusion Coefficients of Water and Dipeptides . . . . . 33
2.3 Rotational Reorientation Times of Water . . . . . . . . . . . . . . . . 34
3.1 Hydrogen-Bonding between Water and Surfaces . . . . . . . . . . . . 46
3.2 Water Dynamics over Different SAM surfaces . . . . . . . . . . . . . 51
4.1 Hydrogen-Bonding between the Proteins and Water inside the Pore . 65
5.1 Important Geometrical Features of Product Structures . . . . . . . . 78
5.2 The Energy Difference Between the Reactants and the Products . . . 78
5.3 Comparison of Energies of Two Sets of Transition States . . . . . . . 81
5.4 Important Geometrical Features of Anti TS Structures . . . . . . . . 81
5.5 Important Geometrical Features of Gauche TS Structures . . . . . . . 84
5.6 Activation Energies of the Reactions . . . . . . . . . . . . . . . . . . 84
vii
List of Figures
1.1 A Simple Model of a Potential Energy Surface . . . . . . . . . . . . . 13
2.1 Dipole Moment Distributions of TIP4P-FQ in Bulk and in Solutions . 22
2.2 Radial Distribution Functions for the Distance of Cα-Owater . . . . . 23
2.3 Water O-O Radial Distribution Functions . . . . . . . . . . . . . . . 25
2.4 Water O-O Radial Distribution Functions in Solutions . . . . . . . . 26
2.5 Solute-Solute Radial Distribution Functions . . . . . . . . . . . . . . 27
2.6 Probability Distribution of Hydrophilic Cluster Sizes . . . . . . . . . 30
2.7 Probability Distribution of Hydrophobic Cluster Sizes . . . . . . . . . 31
3.1 Schematic Diagram of Alkanethiol Monolayer on a Substrate . . . . . 39
3.2 A Representative Simulation System . . . . . . . . . . . . . . . . . . 41
3.3 Dipole Moment Distributions of Water in Over SAM Surfaces . . . . 43
3.4 Density Profiles of ACET- and COOC-SAM Systems . . . . . . . . . 44
3.5 Density Profiles of POXY- and TFCO-SAM Systems . . . . . . . . . 45
3.6 Density Profiles of OH- and PEGH-SAM System . . . . . . . . . . . 46
3.7 Density Profile of MET-SAM System . . . . . . . . . . . . . . . . . . 47
3.8 Representations of OH-SAM System in Polarizable and Nonpolarizable
Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.9 Representations of Water Droplets on COOC- and PEGH-SAM Surfaces 49
3.10 Representations of Water Droplets on TFCO- and POXY-SAM Surfaces 50
3.11 Experimental and Computational Water Contact Angles over Different
Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1 Structure of the nAChR Ion Channel . . . . . . . . . . . . . . . . . . 54
4.2 Complete Ion Channel System and Closed Channel Structures . . . . 61
4.3 RMSD of Protein Backbone Atoms over Time . . . . . . . . . . . . . 62
4.4 Channel Radius Profiles of Wild-Type and Mutant Proteins . . . . . 63
4.5 PMF Profiles Ion Translocation through Wild-Type and Mutant Proteins 65
4.6 The Change in Ion Conductance over External Electric Field Strength 66
4.7 Backbone RMSD of TMD Helices with External Field Strength over
Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.8 Channel Radius Profiles at Different Times of the Simulation . . . . . 70
4.9 Representative Open and Closed Channel Structures . . . . . . . . . 71
4.10 Representative Open and Closed Channel M2 Helices . . . . . . . . . 72
viii
5.1 Thermal Polymerization of TFVE Monomers . . . . . . . . . . . . . . 74
5.2 TFVE Monomers and PFCB Dimers . . . . . . . . . . . . . . . . . . 75
5.3 Proposed Reaction Profile for TFVE Dimerization . . . . . . . . . . . 76
5.4 Optimized Structures of the Reactants and the Products . . . . . . . 79
5.5 Anti and Gauche Transition State Structures . . . . . . . . . . . . . . 80
5.6 Optimized Transition State Structures with Anti Geometry . . . . . . 82
5.7 Optimized Transition State Structures with Gauche Geometry . . . . 83
ix
Chapter 1
Introduction
1.1 Introduction
Rapid advances in theoretical methods and in computer power have dramat-
ically increased the importance and usefulness of computational chemistry at nearly
every field of science. Computational methods were used to study a diverse group of
systems in this work. The motivation behind most of the projects is to use and test
advanced molecular dynamics methods through the application of polarizable force
fields and advanced sampling methods while seeking solutions to problems relevant to
human health, chemistry, and/or biology. This chapter summarizes the four projects
that are described in the subsequent chapters and also briefly explains the theory
behind the computational methods used to pursue those projects.
1.2 Overview of Projects
The first project investigates the structure and dynamics of three different
aqueous dipeptides. The main motivation behind it is two-fold. First, the project
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aims to provide a test ground for a polarizable force field in the hope of increasing the
accuracy of simulations and obtaining an improved agreement with the experiment.
Although, there are a number of polarizable force fields developed [1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23], their application to biological
systems are limited and the need for these types of applications have been shown
numerous times in the literature. [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]
Second, it aims to develop an increased understanding of hydration water
structure and dynamics, as well as forces that lead to peptide aggregation and possibly
protein folding. Biological macromolecules are physiologically inactive without water.
They need to be hydrated for proper functioning, so they all maintain a hydration
shell. Crystal structures typically reveal many water molecules on protein, DNA or
membrane surfaces or sometimes buried within biomolecular interior or at binding
interfaces. [35] Hydration water plays an important role in the stability and function
of biological molecules. Therefore, it is crucial to understand the effects of water
structure and dynamics on biological processes at the molecular level.
Equally important is to understand the structure and dynamics of biological
water, i.e. the interfacial water. Previous studies have shed light on the multiple
roles of hydration water such as its role in maintaining protein structures, in proton/-
electron transfer and also in protein folding. [36, 37, 38, 39, 40, 41, 42, 43, 44, 45]
Since Kauzmann (1959) [46], it had been thought that the hydrophobic interaction
(burial of nonpolar surface area through folding) is the major driving force in protein
folding. Today, the contributions from other sources such as electrostatics and hy-
drogen bonding are also in consideration. However, this has not yet been quantified
completely. One key component in this context is the solvent properties. Thus, it is
important to understand the interfacial water structure and dynamics near proteins
at atomic resolution to uncover the fundamental forces involved in a variety of pro-
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cesses such as protein folding, which will ultimately lead to a greater understanding
of misfolding-linked diseases. However, the millisecond time scale of protein folding
dynamics is currently inaccessible to all but the ambitious computer simulations. In
the present study, our approach is to use minimal peptidic fragments to mimic the
protein behavior. In this context, the peptides are chosen to be sufficiently small to
improve computational efficiency, and also to be capable of mimicking the protein
behavior in high concentrations through their amphiphilic nature.
The second project investigates the interaction of water with organic surfaces,
which is important for various fields from biology to environmental chemistry and en-
gineering applications. [47] In particular, the interaction of water with biomaterials
that can be used as implants is of great importance because biology in the body hap-
pens in aqueous media. When a foreign material is put into a biological environment,
proteins rapidly adsorb onto the biomaterial surface. [48, 49] This protein layer is
critical in regulating the events at the tissue-implant interface. [50] As a consequence
of this adsorbed protein layer, there have been two main approaches to design bio-
compatible surfaces. The first approach aims to understand and regulate the protein
adsorption so that the surface chemistry can be used to proactively design biocompat-
ible surfaces. [51] The second approach aims to prevent protein adsorption by using
protein-resistant polymer coatings. [47, 52] In both cases, self-assembled monolayers
(SAMs), spontaneously assembled organic thin films on surfaces, are excellent model
systems due to their well-defined structure to study the interaction of proteins with
different functional groups on the surface. In this context, accurate modeling of the
interfacial water near SAM surface and around proteins is of interest. The goal of
this project is to investigate the water structure and dynamics over several different
SAM surfaces and compare the results with experiment whenever applicable.
The third project is modeling ion transport through wild-type and mutant
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nicotinic acetylcholine receptor (nAChR) ion channels. Since nAChR is a trans-
membrane protein, studying the channel involves several biological interfaces such as
membrane-water, membrane-protein and water-protein interfaces. These ion chan-
nel proteins are involved in cognitive and brain functions, and substance addiction.
[39, 53, 54] Dysfunction in these receptors is associated with a variety of diseases in-
cluding epilepsy, schizophrenia, depression, Alzheimer’s disease, Parkinson’s disease
and autism. [39, 55, 56, 57, 58] Membrane proteins in general make up roughly one
third of the human genome and are the targets for more than half of current drugs,
and ion channels in the nervous system comprises a significant portion of membrane
proteins. [59] In particular, Cys-loop receptors serve as drug targets for the treat-
ment of many associated pathologies. [56, 60, 61] The nAChR channel belongs to the
Cys-loop family of ligand-gated ion channels (LGIC). LGICs are activated by bind-
ing the neurotransmitters that are released from pre-synaptic neurons in the synaptic
cleft. Once activated, these proteins make the communication between the cell and
its environment possible by providing a low-energy pathway for ion translocation to
or from the cell. Despite many efforts, [62] the gating mechanism is incompletely un-
derstood. Ion passage through this channel, where the channel lumen is hydrophobic,
is an essential component of the gating mechanism. The aim of this project is to gain
an improved understanding of ion translocation energetics and how physiologically
relevant mutations affect the structure and function of the channel as an important
step towards understanding the full picture of gating. Advanced sampling methods
were utilized in this study to increase the accuracy and efficiency of simulations.
The fourth project utilizes quantum mechanical methods to investigate reac-
tion profiles of formation of several perfluorocyclobutyl (PFCB) aryl ether polymers
from triflorovinyl ether (TFVE) derivatives. PFCB aryl ether polymers are known for
their high thermal stability and exceptional solubility and processability. [63] These
4
semi-fluorinated polymers are used as curing additives, proton exchange membrane
for fuel cells, and light emitting polymers depending on the substitution groups of the
biphenol segment. [63] The present study utilizes density functional theory (DFT)
[64, 65] methods to obtain the reactant, product and transition state structures in-
volved in the formation of three different PFCB aryl ether polymers. Also, locating
the transition states enables us to obtain the full reaction profiles as well as compare
the reactivity of TFVE compounds with different functionalities. These reactions
pose an additional challenge to quantum mechanical calculations due to the size of
the products and existence of a number of fluorine atoms, but the quantum mechan-
ical calculations are simplified due to the absence of the solvent in these reactions.
1.3 Overview of Methods
1.3.1 Polarizable Molecular Dynamics
Computational methods, in particular molecular dynamics (MD) [66] simula-
tions have been a crucial tool to study membrane proteins along with other biological
systems, and to obtain information at atomic resolution which may be inaccessible
to current experimental methods. At the heart of MD is the force field, which is the
potential energy of the system described by a functional form and a set of parameters.
Parameter sets are derived from quantum mechanical calculations and experimental
studies. Atomic partial charges and Lennard-Jones radii are key parameters in a
force field, but interestingly their values differ from one force field to the other. The
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functional form of the CHARMM force field [67] is shown in Equation (1.1).
V =
∑
bonds
kb(b− b0)2 +
∑
angles
kθ(θ − θ0)2 +
∑
dihedrals
kφ[1 + cos(n− δ)] +
∑
impropers
kϕ(ϕ− ϕ0)2
+
∑
Urey−Bradley
kUB(r1,3 − r1,3,0)2 +
∑
nonbonded
{
qiqj
4ij
+ ij
[(Rmin,ij
rij
)12
− 2
(Rmin,ij
rij
)6]}
(1.1)
The intramolecular contributions to the potential energy are included in the
first five terms accounting for bond stretches, bond angle bending, dihedral angle
(torsional angle) rotation, improper torsions (out of plane bending), and the Urey-
Bradley component, respectively. The latter is the cross term accounting for angle
bending using 1,3-nonbonded interactions. Nonbonded interactions between pairs of
atoms (i, j) are represented by the last term. By definition, the nonbonded forces
are only applied to atom pairs separated by at least three bonds. The van der Waals
energy is calculated with a standard 12-6 Lennard-Jones potential and the electro-
static energy with a Coulombic potential. All the atoms in a system interact with
each other although the interaction becomes less pronounced with increasing distance
between them. Therefore, ideally, the two nonbonded terms should include all these
interactions. Since this cannot be done due to the computational cost, only pairwise
energies are included, i.e. many-body effects are not taken into account. Even with
that the two nonbonded terms are most computationally intensive since they include
many more interactions compared to bonded terms.
Electrostatic interactions are crucial to determine the potential energy and
electronic polarization is an important component of these interactions. There are
several reasons to care about electrostatics. They are the longest range interactions,
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so they decay much more slowly with distance than other interactions, therefore
accurately truncating them is challenging. Electrostatic interaction is often modeled
with a Coulomb pair potential between two fixed assigned point charges. The charge
distribution reflects the average polarization in respect to mean-field environment of
the molecule. Therefore, polarization is implicitly taken into account but only in a
static way. As mentioned, these force fields assume that the charges (enhanced charges
or not) on each atom are constant. However, in reality the molecules are polarized
by the change in the electric field in their environment. So, the electron density is
redistributed every time their environment changes. Therefore, it is important to take
the many-body effects into account or incorporate the polarization effects explicitly
particularly for heterogeneous systems such as protein-water, lipid-water, protein-
lipid interfaces. The fixed-charge force fields successfully simulate the interfaces when
water maintains two to four hydrogen bonds, but when interfacial water behaves
significantly different than the bulk due to an unusual environment, a more realistic
representation of polarization effects is needed. Thefore, although standard fixed-
charge potentials have been quite successful in the simulation of a wide variety of
systems, they are limited when multiple phases are involved. Limitations of the
standard fixed-charged force fields and the need for a polarizable force field for the
accurate description of biomolecular systems are highlighted in previous works. [27,
28, 29, 68, 69, 70, 71, 72] There are several ways to include polarizability expilicitly in
molecular mechanics force fields such as shell models, point dipoles, and fluctuating
charges (FQ) models. [1] The present study utilizes the fluctuating charges based on
electronegativity equalization models. [1] In this model, the polarization response is
reflected by variations in the charge values. These charges depend on the interactions
with other molecules as well as other charge sites on the same molecule, and will
change for every time step or configuration sampled during a simulation.
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In the FQ model, the electrostatic contribution to the total potential energy
is expressed as shown in Equation (1.2), which replaces the Coulomb term.
U(q) =
∑
i
(E0 + χ0i qi +
1
2
Jiiq
2
i ) +
∑
i
∑
j>i
Jij(rij)qiqj (1.2)
The first sum in Equation (1.2) is the energy required to create a charge q,
expressed as a second-order Taylor series expansion. E0 is the energy of atom i
when it has no charge and it defines the zero of energy. The linear coefficient is the
electronegativity, and the quadratic coefficient is the hardness of an isolated atom,
i. Physically, hardness is the energy required to move an electron from one atom
to another atom of the same type. Therefore, the first part of above equation takes
the chemical identity of atom i into account, while the Jij(rij) term describes its
interaction with other atoms in the system. The Jij(rij) term can be calculated by
several different ways. It is 1/r at long distances, and it is a screened Coulombic
potential between atoms i and j at short distances.
The electronegativity of an atomic site is defined as the change in energy
as the amount of charge of the atom changes and hence depends on its charge and
electronegativities of neighboring atoms. Mulliken electronegativity (χi) of an isolated
atom, i, is defined as the negative of chemical potential (µi) of the electron gas
surrounding its nucleus as shown in Equation (1.3)
χ ≡ ∂U
∂qi
= −µi
= χ0i + Jiiqi +
∑
i 6=j
Jij(rij)qi
(1.3)
In a many atom system, the change in the atomic positions will happen in a
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way to position the electron gas so that the electrochemical potential of the electron
gas will be equal at all atomic sites. In this picture, electrons will then move among
atoms from regions of low electronegativity (or high electrochemical potential) to
regions of high electronegativity (low electrochemical potential). For the ground
state electronic configuration, the electrochemical potentials are equal.
As mentioned before, the main characteristic of the FQ model, which is based
on electronegativity equalization (EE) principle, is that the charges are allowed to
change depending on the change in the electric field around them. The charges are
moved around so that the electronegativities are equalized, or chemical potential is
equalized. The new charges can either be determined by minimizing the potential
energy with respect to charges or treating the the charges as dynamical variables.
The minimization is subject to the constraint that the total charge is conserved as
shown in Equation (1.4).
∂U
∂qi
= 0∑
j
qj = qtot
(1.4)
Charge conservation can be imposed in either of two ways. A charge neu-
trality constraint can be applied to the entire system, allowing the charge to move
within atomic sites until the electronegativities are equal on all the atoms of the sys-
tem. Alternatively, the charge can be constrained independently on each molecule
(or other subgroup), so that charge flows only between atoms of the same molecule
until the electronegativities are equalized within each molecule. Alternative to mini-
mizing charges at every step, the FQ model treats the charges as dynamical variables
and propagate them along with the coordinates, as depicted below. This approach
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increases the efficiency of simulations while providing comparable degree of accuracy
with the other approach. [3]
q(initial) −−−−→ U(q) −−−−→ ~F = −∂U
∂q
= m
∂2q
∂2t
−−−−→ q(new) (1.5)
In this approach, each charge has an assigned fictitious mass and the charge
temperature can be obtained by using Equation (1.6) Also, the charges may be ther-
mostated to keep the temperatures near 0 K.
KE =
1
2
m
∂q
∂t
=
3
2
NkT (1.6)
The explicit treatment of polarizability provides a more accurate model of the
long-ranged electrostatic interactions. This way, a better transferability is achieved
since many-body interactions are also included.
1.3.2 Potential of Mean Force and Adaptive Biasing Force
Method
Potential of mean force (PMF) is a commonly used description of energetics of
a range of chemical and biophysical systems. PMF is basically the free energy profile
along a reaction coordinate. [66] The PMF is defined as
A(ξ) = −kT lnPξ + A0 (1.7)
A(ξ) is the free energy of the state defined by a particular value of ξ. A0 is a
constant and P(ξ) is the probability density to find the chemical system of interest
at ξ. The constant is chosen so that the most probable distribution corresponds to a
10
free energy of zero.
The standard Monte Carlo or molecular dynamics simulation methods do not
adequately sample regions where the radial distribution function differs drastically
from the most likely value, leading to inaccurate values for the PMF. One way to
sample the high energy regions efficiently is adaptive biasing force method (ABF).
[73, 74] The basic idea of ABF is to estimate the mean force acting on the particle
of interest and biasing the dynamics adaptively so that the system will overcome
free-energy barriers.
First of all, the connection between the derivative of the free energy with
respect to the reaction coordinate, dA(ξ)/d(ξ), and the forces exerted along the latter
may be written as: [73, 74]
dA(ξ)
dξ
=
〈
∂V (x)
∂ξ
− kT ∂ln |J |
∂ξ
〉
ξ
= −〈Fξ〉ξ (1.8)
where |J | is the determinant of the Jacobian for the transformation from generalized
to Cartesian coordinates. The first term of the ensemble average is the derivative of
potential energy function, V(x) corresponding the forces acting on the system. The
second contribution is a geometric correction for using generalized coordinates. An
estimate of the derivative, dA(ξ)dξ is calculated by accumulating the Fξ in small bins.
It is worth noting, that, contrary to instantaneous force, only the average force, 〈Fξ〉ξ
, is physically meaningful. The average force accumulated is then used as a biasing
force.
The biasing force applied along the reaction coordinate, ξ , to overcome free
energy barriers is defined by:
FABF = ∇xA˜ = −〈Fξ〉ξ∇xξ (1.9)
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where A˜ denotes the current estimate of the free energy and 〈Fξ〉ξ, the current
average of Fξ. The estimate ∇xA˜ is progressively refined as sampling of the phase
proceeds. The biasing force, FABF , introduced in the equations of motion guaran-
tees that in the bin centered about ξ, the force acting along the reaction coordinate
averages to zero over time. Evolution of the system along ξ is, therefore, governed
mainly by its self-diffusion properties.
An important point is that biasing force should be applied after reaching a rea-
sonable number of force samples has been collected to avoid severe perturbation of the
dynamics of the system. In addition, although not required, the reaction coordinate
may be split into consecutive ranges to increase the efficiency of simulations.
1.3.3 Transition States and Density Functional Theory
The mechanism and kinetics of chemical reactions are often studied using quan-
tum mechanical methods. Potential energy surfaces are used to determine reaction
profiles. Figure 1.1 [75] shows a generic potential energy surface where minima cor-
respond to equilibrium geometries of the reactants, intermediate(s) and products(s).
As shown in the Figure, the minima are separated by saddle points, which need to
be determined in order to obtain reaction barriers and to calculate reaction rates.
The first derivative of the potential energy, which is negative of the force, is zero at
minima and maxima. Similarly, saddle points are stationary points with all forces
zero. A transition state is always a first-order saddle point in the potential energy
surface. One of the second derivatives in the first order saddle is negative. The eigen-
vector with the negative eigenvalue corresponds to the reaction coordinate. At the
transition state, energy rises in all directions but one.
The activation energy is determined by the energy of the transition state rel-
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Figure 1.1: A simple model of a potential energy surface [75]
ative to that of the reactants. By comparing the activation energies, the relative
reactivity of different reactants can be determined. In the present study, we utilized
quantum mechanical methods to determine activation energies for several cyclodimer-
ization reactions of fluorovinyls.
In quantum mechanics, the wave function, which describes the quantum state
of a particle and how it behaves, is defined in Schro¨dinger equation (Equation (1.12))
assuming the Born-Oppenheimer approximation for nuclear motion (nuclei are as-
sumed to be stationary since their kinetic energy is on the order of me/Mnuclei).
+
∑N
i<j U(~ri, ~rj)
]
Ψ = EΨ (1.10)
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In the above equation, N is the number of electrons, Hˆ is the Hamiltonian, E is
the total energy, Tˆ is the kinetic energy operator, Vˆ is the operator for the potential
energy from the external field due to positively charged nuclei, and Uˆ is the operator
for the electron-electron interaction energy.
Density functional theory (DFT) is a quantum mechanical modeling method
with which the properties of many-electron systems can be determined by using func-
tionals of electron density. [64, 65] Therefore, DFT differs from wave function-based
methods such as Hartree-Fock (HF), Møller–Plesset perturbation theory (MP), and
configuration interaction theory (CI). [76] The motivation for the development and
use of DFT is that direct solution of the Schro¨dinger equation is not currently feasible
for systems in condensed phase.
The key point of DFT is that any property of the system of interacting particles
can be viewed as a functional of the ground state density. The density ( ρ = Ψ ∗Ψ )
can be used to describe the system completely instead of the N-particle wave function.
For a chemical system, the electron density shows where the electrons are likely to
exist. In DFT, the nucleus-electron and electron-electron interactions are described
as
Une =
nuclei∑
k
∫
Zk
|~r − ~rk|ρ(~r)d~r (1.11)
Ue1e2 =
1
2
∫ ∫
ρ(~r1)ρ(~r2)
|~r1 − ~r2| d~r1d~r2 + Vxc(n(~r)) (1.12)
The biggest challenge for DFT is that the exact forms of the exchange and
correlation functions are not known. However, there are approximations that were
used successfully to model a range of systems. Review of different applications is
beyond this discussion, but briefly major approximations are local density and local
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spin density approximations, which form basis for the most current functional ap-
proximations that are in use. The different DFT methods are named after the type
of approximations. For example, a commonly used method, B3LYP, is named after
Becke 88 exchange funtional and the correlation functional of Lee, Yang and Parr.
[65] Different methods produce varying degrees of accuracy and agreement with the
experiment depending on the specific systems and the basis sets used. [77]
The ability of hybrid density functional methods to predict accurate transition
states and barrier heights has been assessed in a number of studies. [78, 79, 80]
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Chapter 2
Polarizable Molecular Dynamics
Simulations of Aqueous Dipeptides
The work described in this chapter was published as “Polarizable Molecular
Dynamics of Aqueous Dipeptides” Tugba G Kucukkal, Steven J Stuart, Journal of
Physical Chemistry, 2012 [81]
2.1 Introduction
The large majority of biomolecular simulations use fixed-charge force fields, in
which electrostatic interactions are represented by constant point charges, and any
polarization is treated implicitly, through enhanced charges that represent the mean-
field polarization response to the aqueous environment. Although this is adequate
for many applications, a more accurate treatment of polarization is needed in non-
standard environments, such as in the interior of proteins, in low-polarity solvents,
near hydrophobic surfaces, near strongly charged solutes, or for confined water, among
other examples. [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] Many polarizable force fields
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have been developed to address these issues, [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17, 18, 19, 20, 21, 22, 23] but their application to biological systems remains
relatively limited. Consequently, there continues to be a strong need to assess the
effects of polarizability in biomolecular simulations.
Aqueous dipeptide solutions serve as an ideal system for such purposes. The
interaction of simple peptides is often used as a proxy for protein hydration, with
the assumption that a more complete understanding of the forces driving peptide
association will lead to progress in understanding protein folding, [82, 83, 84, 85,
86] given that dynamics of interfacial water seem to drive much of protein folding
dynamics. [37, 87] The small size and relatively fast diffusion of the dipeptides makes
them amenable to computational study at nanometer length and nanosecond time
scales, while their relatively simple structure allows the solutions to be studied by a
range of different experimental techniques. However, even though these systems are
chosen to mimic aqueous proteins (for which polarizable models are often not needed),
the peptide concentrations used to model the environment of a folding protein are
often 30 weight percent or more.
At these concentrations, the majority of the water in the solution is interfacial,
and may be strongly perturbed by the zwitterionic charges and/or the hydrophobic
side chains of one or more peptides, so it is reasonable to suspect that an explicit
treatment of polarization may be important.
Aqueous solutions of the three dipeptides Gly-Ala, Gly-Pro, and Ala-Pro were
investigated in this study. These three were chosen because they are amphiphilic,
but with a range of hydrophobicities, and all three have been studied experimentally
via neutron diffraction. [88, 84] The Gly-Ala dipeptide has been previously studied
using the CHARMM22 fixed-charge potential and three different water models, and
it was found that the degree of association was considerably underestimated in all of
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these nonpolarizable simulations. [89] In the current study, all three dipeptides were
modeled in concentrated aqueous solution using the CHARMM polarizable[8, 7] and
fixed-charge [90] potentials, together with the polarizable TIP4P-FQ[3] and fixed-
charge TIP3P [91, 92] water models, respectively. The structure and dynamics of
both the peptides and the solvent were evaluated and compared to experiment, in
order to explore the importance of explicit polarization on both peptide-water and
peptide-peptide interactions in these concentrated dipeptide solutions.
2.2 Methods
Molecular dynamics simulations of Gly-Ala, Gly-Pro and Ala-Pro solutions
were performed using the CHARMM molecular mechanics program. [67] The TIP4P-
FQ [3] and TIP3P [91, 92] water models were used with the polarizable CHARMM30
[8, 7] and fixed-charge CHARMM22 [90] force fields for dipeptides, respectively. The
CMAP correction [93, 94] was used for all amino acids in the nonpolarizable simula-
tions, and all except proline in the polarizable simulations (for which CMAP proline
parameters are not available). All simulations were performed in the isothermal-
isobaric (NPT) ensemble at 298 K and 1 atm. Temperature control was achieved with
the Nose´-Hoover thermostat [95, 96] and pressure control with the Langevin barostat.
[97] The SHAKE algorithm [98] was used to constrain bonds between hydrogen and
heavy atoms. The leapfrog Verlet algorithm was used to integrate the equations of
motion. Time steps of 0.5 fs and 2 fs were used in the polarizable and fixed-charge
simulations, respectively. Cubic simulation boxes with periodic boundary conditions
were used with particle mesh Ewald summation [99] for the electrostatic interactions.
An energy-based switched cutoff between 9 and 13 A˚ was employed to truncate the
van der Waals interactions.
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Each simulation box contained 50 dipeptide molecules in zwitterionic form
and 1000 water molecules, matching the composition used in prior experimental in-
vestigations. [88, 84] In the three polarizable systems, the dipeptides were dispersed
uniformly in the simulation cell and then surrounded with TIP4P-FQ water. The
three nonpolarizable systems used the same dipeptide starting structures but were
solvated with TIP3P water. In order to examine the effects of initial geometry, a
pre-clustered Gly-Ala system was also prepared. To generate this structure, the 50
dipeptides were extracted from one of the clustered structures in the nonpolarizable
Gly-Ala simulation, and evolved dynamically in vacuum until the system collapsed,
at which point it was re-solvated with TIP3P water, to obtain a pre-clustered struc-
ture in which the intermolecular contacts are initially favorable. All simulations were
run for 38 ns (polarizable) or 200 ns (fixed-charge), under conditions that were iden-
tical for all seven systems except for the time step. Simulations of bulk TIP3P and
TIP4P-FQ water were also run for 8 ns and 4 ns, respectively, to obtain properties of
bulk water, using systems of 1444 TIP3P or 1440 TIP4P-FQ water molecules.
Hydrogen bonding between dipeptides and water was used to characterize
the interaction between the solutes and the solvent. The criteria used to define a
hydrogen bond were a hydrogen-to-acceptor distance of 2.4 A˚ or shorter, and an
acceptor-hydrogen-donor angle of 135◦ or greater. Hydrogen bond lifetimes were
used to characterize the dynamics of these interactions, calculated as the time elapsed
between first detection of a hydrogen bond and the first subsequent time at which
the hydrogen bond was not present. Mean hydrogen bond lifetimes were obtained by
averaging over all atoms and all hydrogen bonding events for each atom. The time
resolution for individual hydrogen bond observations was 2 ps.
Solvent and solute dynamics were also characterized using translational diffu-
sion coefficients, which were calculated from the slope of the mean square displace-
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ment (MSD) at long times, using the Einstein relation,
lim
t→∞
〈
|r (t′ + t)− r (t′)|2
〉
= 6Dt (2.1)
The diffusion coefficient of water was calculated using the MSD of the oxygen atoms
of all water molecules. The diffusion coefficient for the dipeptides was calculated
using the MSD of the peptide-bond nitrogen of the second amino acid, which is near
the center of mass of each dipeptide.
Rotational reorientation times for water and dipeptides were also used to char-
acterize the dynamics of the system. These were calculated using orientational cor-
relation functions, as obtained from
C (t) = 〈P2 (µ (t′) · µ (t′ + t))〉 (2.2)
where P2 is the second-order Legendre polynomial, and µ (t) is a unit vector parallel
to the molecular dipole moment at time t. Unlike the case for bulk water, [3] these ori-
entational correlation functions are not well described with a single-exponential decay
time in the dipeptide solutions. This is consistent with both theoretical predictions of
double-exponential decay in orientational relaxation at single binding sites, as well as
experimental observations of non-single-exponential decay. [100, 101] Consequently,
the orientational correlation functions were fit with a double exponential, resulting
in both a slow and a fast decay time, assumed to correspond to the two populations
of interfacial and bulk water, respectively.
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2.3 Results and Discussion
The polarization of the solvent is measurably perturbed in the concentrated
dipeptide solutions, as illustrated by the water dipole moment distributions in Figure
2.1. As expected, the polarizable TIP4P-FQ model has a mean dipole moment that
is larger than that of the nonpolarizable TIP3P model, and this remains true in the
dipeptide solutions. In these solutions, however, the TIP4P-FQ water is depolarized
to varying degrees, depending on the hydrophobicity of the dipeptides. In the Gly-
Ala solution, the mean induced dipole for water (i.e. the excess over the 1.85 D gas-
phase dipole value) is decreased by 5.1% relative to that of pure TIP4P-FQ, while
the more hydrophobic Gly-Pro and Ala-Pro solutes caused a larger 6.6% and 7.3%
depolarization, respectively. Although fairly small, this depolarization can not occur
in a nonpolarizable simulation, and may have effects on the structure and dynamics
of the solution.
The choice of force field does affect the structure of the solution, as is evi-
dent from the solute-solvent radial distribution functions (rdfs) displayed in Figure
2.2. In general, the TIP4P-FQ water is more structured around the CHARMM-FQ
dipeptides than is TIP3P water around the nonpolarizable CHARMM dipeptides, as
illustrated by the elevated rdf in the first and second solvation shells, out to ∼8 A˚.
The force fields differ in their parameterization, in addition to their treatment of po-
larization, so this difference in solution structure cannot be attributed entirely to the
effects of polarization per se. Indeed, it seems likely that the enhanced water struc-
ture is a result of stronger interactions with the increased mean dipole moment of the
TIP4P-FQ water model, rather than its broader distribution of dipole moments.
The enhanced peptide-water interaction in the polarizable simulations can be
seen more directly from an increase in the number of solute-solvent hydrogen bonds.
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Figure 2.1: Dipole moment distributions of TIP4P-FQ in the bulk and in solutions
of Gly-Ala, Gly-Pro and Ala-Pro. The fixed dipole moment of TIP3P water is shown
for comparison.
Table 2.1 shows that 20–40% more peptide-water hydrogen bonds are formed in the
polarizable simulations than in the nonpolarizable ones. Not surprisingly, the average
number of solute-solvent hydrogen bonds generally decreases as the hydrophobicity
of peptides increases. Gly-Ala is the least hydrophobic of the three dipeptides and
as expected, it forms the greatest number of hydrogen bonds with the solvent. Fewer
hydrogen bonds are formed with the more hydrophobic proline-containing dipeptides.
With between 5 and 7 waters hydrogen bonded to each dipeptide, it is worth pointing
out that in these concentrated solutions about 30% of the water molecules are directly
hydrogen bonded to a dipeptide (neglecting bridging waters that form two hydrogen
bonds). For comparison, roughly two thirds of the water molecules are within 5 A˚ of
at least one dipeptide.
The presence of the dipeptide solutes also affects the water structure, as shown
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Figure 2.2: Radial distribution functions for the distance between α carbon atoms
for each dipeptide residue and water oxygen atoms, in both polarizable (blue) and
nonpolarizable (red) simulations. Curves have been offset along the vertical axis to
improve readability.
by the water rdfs in Figures 2.3 and 2.4. In both the nonpolarizable and polarizable
simulations, the water structure is perturbed primarily at short distances, with en-
hanced structure in the first coordination shell. This happens despite the lowering
of the dipole moment in the polarizable solution, and may result in large part from
waters in the first solvation shell of a dipeptide. At longer distances, the water-water
structure reproduces the model-specific bulk behavior in both cases, including the
TIP3P model’s well known lack of structure after the first peak. The TIP4P-FQ wa-
ter structure is generally similar to neat TIP4P-FQ, but loses some structure beyond
the first shell. The same short-range structuring effect of dipeptides on water is ob-
served in rdfs obtained from neutron diffraction studies, [88] although the pronounced
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Table 2.1: Average number of hydrogen bonds (NH) between peptide and water, and
the average hydrogen bond lifetime (τ) in each solution. Errors are standard errors
of the mean.
Gly-Ala Gly-Pro Ala-Pro
NH TIP4P-FQ 7.21± 0.07 5.98± 0.06 6.23± 0.07
TIP3P 5.74± 0.05 4.99± 0.05 5.18± 0.08
τ (ps) TIP4P-FQ 5.38± 0.02 4.89± 0.02 4.72± 0.02
TIP3P 5.02± 0.02 5.64± 0.03 6.12± 0.03
electrostriction of the second shell peak observed experimentally is absent here.
The enhanced water structure in the polarizable simulations, and increased
number of hydrogen bonds in the first solvation shell of the polarizable peptides
suggest that there are fewer direct peptide-peptide contacts in the polarizable model.
This is indeed the case, as shown by the peptide-peptide rdfs in Figure 2.5. These
all indicate reduced coordination and weaker structure in the polarizable simulations
compared to the fixed-charge simulations. These effects are most pronounced in the
first solvation shell, but extend out as far as 12 A˚.
Clustering of these dipeptides has been studied by other authors, [84, 88]
and is of particular interest when these systems are considered as a simple model
for aggregation and protein folding. Following McLain et al., [84] we examine the
distribution of cluster sizes with two different definitions of clustering. In the first
criterion, two molecules are defined to be in the same cluster if the N-terminal hy-
drogens of one is between 1.5 and 4.5 A˚ of the C-terminal oxygens of the other. This
definition is targeted towards identifying aggregation that is driven by electrostatic
or water-mediated hydrophilic interactions. Similarly, aggregation driven primarily
by hydrophobic interactions is identified with a criterion that places molecules in the
same cluster when the β carbon atoms of their methyl groups or the γ carbon atoms
of their pyrrolidine rings are within 5 A˚ of one another. Figures 2.6 and 2.7 show
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Figure 2.3: Water O-O radial distribution functions for fixed-charge TIP3P water in
pure water and in Gly-Ala, Gly-Pro, and Ala-Pro solutions
the distribution of cluster sizes found using these two criteria, for all seven of the the
dipeptide systems studied, and they reveal several interesting trends.
Considering first the nonpolarizable simulations (red points), a comparison of
Figure 2.6 with Figure 2.7 shows that any clustering is dominated by hydrophilic,
rather than hydrophobic, interactions. That is, larger clusters are identified using
the hydrophilic contact definition. This agrees with previous modeling by McLain
et al. [84] Consistent with this observation, the simulations indicate that the least
hydrophobic peptide (Gly-Ala) shows the greatest degree of clustering, and the most
hydrophoblic peptide (Ala-Pro) clusters the least, even when using the hydrophobic
criterion. However, the current simulations disagree with previous work in predicting
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Figure 2.4: Water O-O radial distribution functions for polarizable TIP4P-FQ water
in pure water and in Gly-Ala, Gly-Pro, and Ala-Pro solutions
too little association. The clustering probability distributions decay roughly exponen-
tially (approximately linearly on the log scale in Figure 2.6 and Figure 2.7), indicating
a fairly constant increase in free energy as each subsequent dipeptide is added to a
cluster. Indeed, the relative probabilities of two sequential cluster sizes, Pn and Pn+1,
can be used to calculate the free energy change upon addition of one dipeptide to a
cluster,
∆Gn→n+1 = −RT ln Pn+1
Pn
(2.3)
This average incremental free energy difference is similar for hydrophilic clus-
tering in each system: 0.7 kJ/mol for Gly-Ala and Gly-Pro and 1.0 kJ/mol for Ala-
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Figure 2.5: Solute-solute rdfs, evaluated using the methyl-methyl distance (between
Cβ atoms of each alanine) for alanine-containing dipeptides, and/or the ring-ring
distance (between Cγ atoms of the pyrrolidine ring) for proline-containing dipeptides.
Curves have been shifted vertically to improve readability.
Pro, evaluated over the range 1 ≤ n ≤ 14.
The free energy cost is higher for cluster growth by hydrophobic contacts,
ranging from 2.6 kJ/mol for Gly-Pro to 4.9 kJ/mol for Ala-Pro.
Experimental neutron scattering results, on the other hand, suggest more vari-
ation between the different types of dipeptides, and indicate that cluster formation
is favored in some cases, with larger clusters being more probable than smaller ones.
[84] Some caution is warranted in directly comparing the structural data from sim-
ulation with that inferred from the experimental results — those results also derive
in part from atomistic modeling, and there may be many sets of rdfs consistent with
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the set of diffraction-derived structure factors — but the structures consistent with
the experimental results do show strong indications of clustering.
In the Gly-Ala solution, for example, 90% of the clusters were predicted to con-
tain 50 molecules or more. [84] Single Gly-Ala peptides or dimers were also observed,
but the probability of intermediate-size clusters with 5-45 molecules was negligibly
small. About 40% of the Gly-Pro dipeptide clusters contained 35 or more molecules,
with the rest found primarily as small clusters with 10 or fewer molecules.
In other words, these two solutions display behavior typical of nucleation, with
a positive free energy cost to add a molecule to a small cluster, but a negative incre-
mental free energy above a critical cluster size. Only the Ala-Pro dipeptide, the most
hydrophobic among the three, showed no signs of nucleation in experiment, exhibit-
ing a cluster size distribution that declines monotonically with cluster size, as in the
current simulations. Even for that system, however, the simulation underestimates
clustering.
The average free energy cost for adding a Ala-Pro dipeptide to a cluster is
approximately 0.5 kJ/mol if the results of McLain et al. [84] are treated as an
exponential (with probabilities declining from ∼0.3 for monomers to ∼0.0013 for a
36-molecule cluster). The free energy cost of adding a monomer to a cluster in the
present non-polarizable simulations is about twice as large, 1.0 kJ/mol, resulting in
smaller clusters.
To investigate the possibility that larger clusters would be stable in the simula-
tions if they managed to overcome the nucleation barrier, one nonpolarizable Gly-Ala
simulation was performed from an initial configuration in which all dipeptides were
members of a single cluster, i.e. making favorable contacts with each other. The Gly-
Ala dipeptide was chosen for this simulation because it showed the greatest degree of
aggregation. As can be seen from Figure2.6, however, the initial 50-molecule cluster
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dissociated rapidly, during the 48 ns equilibration period, and the resulting clus-
ter probability distribution is indistinguishable from that obtained from a dispersed
starting structure, aside from some small residue of the initial conditions visible at
intermediate cluster sizes of 20-40. Thus if there is a critical nucleation size for a
Gly-Ala cluster, it is larger than 50 molecules, in contradiction to the experimental
result.
The Gly-Ala system has been studied computationally by Tulip and Bates.
[89] That study used three different nonpolarizable solvent models (TIP3P, TIP4P,
and SPC/E), all with the same CHARMM22 model employed here for the peptide.
All three of these models also failed to reproduce the experimentally observed aggre-
gation, predicting a monotonically decreasing probability of clusters with increasing
size, and no nucleation barrier, just as with the current simulations. McLain et al.
have modeled all three of the dipeptides considered here, using OPLS force field
for the peptides and SPC/E for the water model. [84] Those simulations did ob-
serve hydrophilic clustering of the Gly-Ala dipeptide, with a nucleation barrier at
around 20–30 molecules, demonstrating considerably better agreement with experi-
ment. This suggests that the effect of the force field can be quite significant, and that
the CHARMM22 force field overestimates the penalty for hydrophilic aggregation.
Turning now to the results from the polarizable model in Figures 2.6 and 2.7,
it is clear that the polarizable model shows even weaker association between peptides
than does the fixed-charge model. The free energy cost of adding a dipeptide to the
cluster by hydrophilic contact is similar for each dipeptide, ranging from 2.1 kJ/mol
(Gly-Ala) to 3.4 kJ/mol (Ala-Pro), about three times as large as than the 0.7–1.0 kJ/-
mol values in the non-polarizable simulations. These results are consistent with the
other structural results: the enhanced water-peptide interactions in the polarizable
simulations (Figure 2.2 and Figure 2.1) decrease peptide-peptide contact, as shown by
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the both the radial distribution functions (Figure 2.5) and cluster distributions (Fig-
ure 2.6 and FIgure 2.7), reducing the agreement with experiment. The polarizable
CHARMM30 force field was derived from the fixed-charge CHARMM22 model, and
still shares some of its parameters. It also seems to have inherited that model’s ten-
dency towards overpenalizing peptide aggregation, an error that has been exacerbated
by the introduction of polarization.
Figure 2.6: Probability distribution of “hydrophilic” cluster sizes, for all simulations,
including the pre-clustered Gly-Ala solution. Probabilties are calculated as the frac-
tion of clusters with the indicated size, using the hydrophilic contact rule described
in the text.
In addition to the structural data, dynamical properties were also analyzed for
each dipeptide solution, and are presented in Tables 2.1, 2.2 and 2.3. The lifetimes of
hydrogen bonds formed between dipeptides and water (Table 2.1) are in the vicinity
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Figure 2.7: Probability distribution of “hydrophobic” cluster sizes, for all simulations
except the pre-clustered Gly-Ala solution. Probabilties are calculated as the fraction
of clusters with the indicated size, using the hydrophobic contact rules described in
the text.
of 5–6 ps, regardless of peptide or model. These lifetimes can be compared to resi-
dence times obtained from experimental techniques such as dielectric relaxation [102],
femtosecond spectroscopy. [101, 103], or quasi-elastic neutron scattering (QENS). [86]
Experimental data are not available for the dipeptide solutions studied here, and dif-
fer by as much as an order of magnitude depending on the biomolecular solute in
question, but generally range from less than 10 to more than 80 ps. The average
residence times observed here are on the short side of this range for both models,
suggesting that the water molecules are more weakly bound to these dipeptides than
to the tryptophan residues used as a probe in the fluorescence experiments. [101, 103]
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The polarizable and nonpolarizable models show opposing trends in the varia-
tion of individual hydrogen bond lifetime with the different peptides. When modeled
with the polarizable model, hydrogen bond lifetimes between water and hydrophilic
peptides are longer than those than between water and hydrophobic peptides. The
opposite is seen in nonpolarizable simulations, however: the hydrogen bonds are
longer-lived in the hydrophobic solutions.
These hydrogen bond lifetimes are close to 5 ps in all systems, so the difference
between models is not dramatic. But an analysis of the translational and rotational
motions reveals that the solvent dynamics are considerably slower for the polarizable
model. In the bulk solvent, the self-diffusion coefficient (Table 2.2) is only 37% as
large for TIP4P-FQ water as for TIP3P water, and in much better agreement with
experiment. [104] The same trend persists in the dipeptide solutions, where the water
diffusion coefficients (2.2) are again smaller with the polarizable model than with the
non-polarizable model, consistent with the behavior in pure water.
For both models, the water diffusion is considerably slower in the peptide
solutions than in the pure liquid; this is consistent with experimental studies that
show slowed translational dynamics for water at the interface of various biomolecular
solutes. [101, 86, 105] In these systems, interaction with the solute slows diffusion by a
factor of 1.5–1.9 in the polarizable model and by 2.3–2.9 in the nonpolarizable model,
consistent with magnetic relaxation dispersion [105] and QENS [86] observations that
translational diffusion of interfacial water molecules is slowed by a factor of about 2
or 3 in the hydration layer of proteins. The solvent diffusion coefficient of 1.1 to
1.4 × 10−5 cm2/s obtained with TIP4P-FQ are in reasonable agreement with the
values of 0.7 to 1.1×10−5 cm2/s obtained for concentrated solutions of different small
peptides using QENS. [86]
The solute diffusivities are much smaller than those for the solvent, due to the
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Table 2.2: Translational diffusion coefficients of water and dipeptides. Standard errors
were omitted because they were negligibly small.
Diffusion coefficient (10−5 cm2/s)
Water Solute
Exp.[104] TIP4P-FQ TIP3P Polarizable Fixed-charge
Pure Water 2.30 2.05 5.54
Gly-Ala 1.10 2.36 0.15 0.06
Gly-Pro 1.37 2.20 0.17 0.08
Ala-Pro 1.22 1.88 0.09 0.14
larger size of the solute molecules. The polarizable model generally predicts that the
largest (and most hydrophobic) Ala-Pro solute diffuses more slowly than the smaller
and more hydrophilic Gly-Ala and Gly-Pro, as would be expected. Interestingly,
however, the non-polarizable solutes show the opposite trend: the larger and more
hydrophobic dipeptides diffuse more quickly than the smaller and more hydrophilic
ones. This is particularly curious, given that the water-peptide hydrogen bonds sur-
vive longer around hydrophobic solutes than hydrophilic ones in non-polarizable so-
lutions (Table 2.1), which would increase the hydrodynamic radius.
Rotational reorientation times (Table 2.3) show that TIP4P-FQ water not
only translates but also rotates more slowly than TIP3P in the pure liquid. Once
again, the TIP4P-FQ model is in reasonable agreement with the experimental value
of 1.95 ps, [106] but TIP3P water is too mobile in this case, reorienting about 3 times
more quickly than it should. When the dipeptides are added, the decay of the ori-
entational correlation function becomes biexponential (Table 2.3), with a fast decay
time of 0.5 ps (TIP4P-FQ) to 1 ps (TIP3P) and a slower decay time of 5 ps (TIP4P-
FQ) to 30 ps (TIP3P). This is consistent with theoretical models and experimental
results, which attribute the faster timescale to motion of bulk-like solvent molecules
that are not interacting strongly with the solute and the slower timescale to solvent
molecules that are bound to the solute. [101] The timescales vary with the biomolec-
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Table 2.3: Rotational reorientation times (± standard error) of bulk and interfacial
water in dipeptide solutions
τ (ps)
Gly-Ala Gly-Pro Ala-Pro
Water Bulk Interfacial Bulk Interfacial Bulk Interfacial
TIP4P-FQ 2.13± 0.11 0.59± 0.03 6.44± 0.16 0.53± 0.03 5.53± 0.15 0.53± 0.03 6.10± 0.13
TIP3P 0.69± 0.02 1.00± 0.02 13.6± 0.62 1.16± 0.02 36.1± 2.19 1.20± 0.03 31.3± 1.77
ular solute being studied, but for small proteins the fast timescale is roughly 1 ps and
the slower timescale in the range of 20 to 50 ps. [101] Although experimental data
are not available for these dipeptides, the TIP3P model is in better agreement with
the timescales observed for other biomolecules, while the TIP4P-FQ model exhibits
slightly faster dynamics.
2.4 Conclusion
In this study, three different concentrated aqueous dipeptide solutions were
modeled with both a polarizable model (TIP4P-FQ and CHARMM30) and a non-
polarizable model (TIP3P and CHARMM22), analyzing both the structure and dy-
namics of these systems to determine the effects of polarization. These concentrated
systems, all in excess of 2 M, serve as a useful system to examine such polarization
effects, since roughly two-thirds of the solvent molecules are within 5 A˚ of a solute
molecule, and thus experience a perturbed and anisotropic electrostatic environment.
The waters in all three solutions were found to be depolarized with the most hy-
drophobic Ala-Pro solution being affected the most.
The peptide-water interaction was found to be enhanced in polarizable sim-
ulations, based on several structural measures. This is likely not a direct effect of
polarization, but rather a result of the larger average dipole moment enabled by the
polarizable simulation.
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Both models predict that the translational diffusion of water is slowed in con-
centrated peptide solution, relative to neat water. Both models also predict a sub-
stantial slowing of the rotational motion of a portion of the solvent in the peptide
solutions, attributed to bound water molecules at the biological interface region. The
rotational motions of both bulk and interfacial water molecules are faster for the po-
larizable model than the nonpolarizable model, by factors of roughly 2 to 5. On the
other hand, the translational dynamics of the polarizable model are slower than those
of the nonpolarizable model. Generally it is difficult to predict the effect of polar-
ization on dynamical properties: the enhanced dipole allowed by polarizable models
generally acts to slow the dynamics, but the ability of the dipole to adjust and lower
diffusive barriers then tends to speed up the dynamics. [1] In this system, apparently,
the former effect dominates for translational motion while the latter effect dominates
for rotations.
Neither the polarizable nor the nonpolarizable simulations was able to repro-
duce the experimentally observed aggregation of the dipeptides. The polarizable
model showed less aggregation, consistent with stronger peptide-water interactions,
but in poorer agreement with experiment. This can be interpreted as a deficiency
of the CHARMM family of models, since simulations with OPLS and SPC/E have
exhibited aggregation, [84] but current and previous [89] simulations with CHARMM
and a variety of solvent models have not. Additional studies of aggregation can thus
help diagnose and improve these deficiencies, which are expensive to study with full
peptide folding simulations; although CHARMM has been used to model the early
stages of peptide folding with some success, [107, 108] and seems to work better than
AMBER or OPLS-AA for modeling peptide adsorption, [109] there have been very
few simulations of peptide folding using CHARMM in explicit solvent, and there are
some known limitations in the folding free energy landscape. [110, 111]
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Considering that the TIP4P water model has more realistic water structure
and dynamics, the fully polarizable models include physical effects that are absent
in the non-polarizable models, and that this polarization has noticeable effects on
dipole distributions, structure and dynamics in the chosen systems, it is perhaps
surprising that the polarizable simulations are not in better agreement with exper-
iment. Although there are a number of possible interpretations for this result, the
most likely explanation is the one consistent with all of the observations: that polar-
ization does indeed have the effect of reducing aggregation, but that neither model
(non-polarizable or polarizable) is parameterized sufficiently well to reproduce the
experimental results.
The weaker clustering in the polarizable simulations seems to arise because
peptide-peptide contacts are diminished in the presence of enhanced peptide-water
interactions. Whether these stronger interactions are the result of polarization, per
se, or merely the partial reparameterization of the models (including a stronger mean
dipole moment on water, for example), is impossible to determine from the current
investigations. Decoupling the effects of polarization and parameterization is not
impossible, but requires additional tests with specially constrained models. [31] It
seems quite likely, however, that the changes in charge distributions and solvent
dynamics are real physical effects induced by depolarization around nonpolar solutes.
The partial failure of both models to accurately describe aggregation an ex-
ample of a common problem in parameterizing empirical force fields: models can be
parameterized well for simple structural and energetic properties, and perform poorly
on complex, equilibrium properties. Most commonly, peptide force fields are param-
eterized using pairwise interactions between pairs of molecules, for computational
efficiency. The current simulations suggest that biomolecular force fields, particu-
larly polarizable ones, could benefit from fitting to ensemble-averaged interactions
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(e.g. free energies or liquid structure) in fully solvated environments that mimic the
applications for which they will be used.
The dipeptide simulations prove to be a valuable test case for aqueous biomol-
cular modeling: any flaws that lead to inadequate description of dipeptide clustering,
perhaps due to incorrect peptide-water interactions, will also have consequences in
more complex processes such as protein folding, protein-protein interactions, and ag-
gregation of larger peptides. Thus a detailed understanding of peptide aggregation
from these and other studies will be valuable not only for the study of concentrated
dipeptide solutions, but also for many biological processes.
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Chapter 3
Water over Self-Assembled
Monolayer Surfaces
Some of the initial results from this chapter have been published as part of
“Simulation of multiphase systems utilizing independent force fields to control in-
traphase and interphase behavior”, Pradip K. Biswas, Nadeem A. Vellore, Jeremy
A. Yancey, Tugba G. Kucukkal, Galen Collier, Bernard R. Brooks, Steven J. Stuart,
Robert A. Latour [112]
3.1 Introduction
Since their discovery in 1980s, [113, 114] self-assembly of alkanethiols on noble
metals has opened doors to a whole new and simple way of making surfaces with
a desired chemistry. When a noble metal substrate is placed into a solution of an
alkanethiol in ethanol, a well-organized self-assembled monolayer (SAM) is formed
on the metal. A simple alkanethiol contains three parts (Figure 3.1): A sulfur group
for attachment to a noble metal surface, an alkyl chain (typically (CH2)n), and a
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functional end group.
Figure 3.1: Schematic diagram of self-assembled alkanetiols on a substrate
The main driving forces for assembly are the affinity of head groups for sub-
strates and organization of methylene groups in the tail. Any desired end group
can be used to produce SAMs with different types of chemistry such as hydrophilic,
hydrophobic, protein resistant and reactive. The mechanism of this self-assembly
process has been well studied. [115, 116, 117, 118, 119] First, the head groups are
chemisorbed onto the substrate and then the tail groups slowly organize to minimize
the surface energy by maximizing the hydrophobic, van der Waals interactions be-
tween the tail groups. The resulting SAM structure has a well-ordered single layer
of these alkanethiols. A typical alkanethiol monolayer forms a (
√
3 ×√3)R30◦ struc-
ture [116, 120] on gold with the thiol chains tilted approximately 30 degrees from the
surface normal. [115, 120]
Their potential for direct surface engineering opens doors for a range of ap-
plications for SAMs. Areas of applications of SAMs include surface wetting and
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adhesion, non-fouling property, electrochemistry, surface passivation, protein bind-
ing, drug carrying, biosensing, DNA assembly, corrosion resistance, biological arrays,
cell interactions, and molecular electronics. [120, 121, 122] Also, biomedical applica-
tions include using SAMs as model surfaces to study protein-surface interactions and
eventually design biocompatible surfaces. Since proteins function in aqueous media,
the SAM-water interactions are also of interest.
In addition, in the field of materials and surface science, SAMs provide excel-
lent model systems to study interfacial water structure and dynamics due to highly
controllable surface chemistry. Large concentrations of specific end groups in nearly
perfectly ordered lateral structure is expected to influence the water properties greatly
at the surface. Since, many applications of SAMs involve aqueous environments,
studying water over SAMs is particularly important.
The main goal of the present study is to understand interfacial water properties
over SAMs of different character and the effects of polarizability on water structure
and dynamics over different surfaces. The specific terminal groups used in this study
with the labels used are -OH (OH), -CH3 (MET ), -COOCH3 (COOC), -NHCOCH3
(ACET ), -OC6H5 (POXY ), -(OCH2CH2)3OH (PEGH), and -OCH2CF3 (TFCO).
These were chosen to represent a range of surface chemistries such as from the more
hydrophobic (MET, TFCO) to more hydrophilic (OH, PEGH).
3.2 Methods
The same SAM surface structures were used as Vellore et. al. [123] where
an alkanethiol SAM surface on Au (111) was mimicked with 90 chains in a 9 × 10
array aligned in a
√
3 ×√3)R30◦ geometry with 5 A˚ spacing. The alkanethiol chains
has the structure of HS-((CH2)11)-R, with R being the functional end group. The
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alkanethiols in different types of SAMs were tilted initially to the orientation specified
by Vericat et al. [124] The surfaces were solvated with two sets of water models; a
polarizable water model, TIP4P-FQ [3] and a fixed-charge model, TIP3P. [91, 92]
The CHARMM CGENFF force field was used to model the SAM surfaces. [125]
All bulk simulations were performed in the canonical (NVT) ensemble at 298
K with a 20 A˚ vacuum layer above the water ensuring the saturation vapor pressure
for the system. The complete periodic orthogonal cells, which is shown in Figure 3.2
have dimensions of 43.3 × 45.0 × 70.0A˚3 in x, y and z-directions. The z-heights
slightly vary depending on the types of SAM surfaces used.
Figure 3.2: A representative simulation system for bulk simulations of water over
SAM surfaces
The SAM surfaces were replicated 3 times in x and y directions to provide a
sufficiently large unit cell for contact angle simulations. Therefore, the unit cells in
these simulations have the dimensions of 129.9 × 135.0 × 70.0A˚3. Heavy atoms of
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SAMs except the functional end groups were restrained with a force constant of 1000
kcal/mol-A˚2 so that they are nearly immobile. Temperature control was achieved with
the Nose´-Hoover thermostat [95, 96] and pressure control with the Langevin barostat.
[97] The SHAKE algorithm was used to restrain the bonds between hydrogen and
heavy atoms. [98] The leapfrog Verlet algorithm was used to integrate Newtons
equations. Time steps of 0.5 fs and 2 fs were used in the polarizable and fixed-charge
simulations, respectively. Cubic simulation boxes with periodic boundary conditions
were used with particle mesh Ewald [99] summation for the electrostatic interactions.
An energy-based switched cutoff between 9 and 13 A˚ was employed to truncate the
van der Waals interactions. [126] The simulations were run for 5-10 ns and last 1.5
ns were used for analysis.
The same analysis methods were used as described in Chapter 2 (Aqueous
Dipeptides) to calculate diffusion constants and rotational reorientation times of wa-
ter, and also to describe hydrogen bonding.
3.3 Results and Discussion
The SAM surfaces depolarize the TIP4P-FQ water measurably at the interface
in polarizable simulations as shown by water dipole moment distributions in Figure
3.3. The interfacial water is defined as the waters that are in the first hydration shell,
which corresponds to the first minimum in the density profiles of water near each
surface as shown in Figures 3.4, 3.5, 3.6 and 3.7. As can be seen from the Figure, the
TIP4P-FQ has a greater mean dipole moment (red curve) and it also has a distribution
of dipole moments while TIP3P’s dipole moment is fixed (black line). Considering the
polarizable simulations, water is depolarized by SAM surfaces with varying degrees
(6-14%). Not surprisingly, more hydrophobic surfaces, i.e. MET, TFCO and POXY,
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cause greater depolarization (12-14%) and more hydrophilic surfaces, i.e. OH, ACET
and COOC, cause less depolarization (6-10%). However, although hydrophilic, the
PEGH surface also caused large depolarization of water (14%). Also, PEGH and OH
dipole moment distributions show narrow distribution compared to those over other
types of SAM surfaces.
Figure 3.3: Dipole moment distributions of pure TIP4P-FQ (red curve) and interfacial
TIP4P-FQ water over different SAM surfaces (colored curves). Dipole moment of
TIP3P is also shown (black line) for comparison.
In general, these results suggest that the lateral arrangement of thiols in SAM
surfaces cause a significant change in charge distribution of water at the interface,
therefore, the interfacial region needs a different treatment than the bulk in fixed-
charge simulations. This was addressed by Latour et. al. [123] through a development
a force field for interphase and intraphase regions for peptide adsorption in SAM
surfaces.
Surprisingly, SAM surfaces induce minimal structural difference between the
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polarizable and nonpolarizable models. The structuring of polarizable and fixed-
charge water models and SAMs were characterized through density profiles (Figures
3.4, 3.5, 3.6, and 3.7). The figures were normalized according to the bulk densities of
each model, which are 0.0327 and 0.0333 per A˚3 for the polarizable and nonpolarizable
water models, respectively.
Figure 3.4: Density profiles of ACET- and COOC-SAM surfaces and water in Z-
direction. Red and blue curves correspond to nonpolarizable and polarizable simula-
tions, respectively
The discrete layers of the carbon backbone of the restrained SAM surfaces are
noticeable at coordinates below the interface, which occurs at z≈-12 to -17 A˚. At the
interface, the unrestrained top surface functional groups show slight variations in the
structural profile.
Both polarizable and nonpolarizable models in all systems show that the water
is structured by the SAM surface within a few molecular layers of the interface, with
no structure induced by the surface beyond about 10 A˚ from the interface. In general,
both models indicate a fairly similar structuring in all systems. The biggest difference
is seen in the density profiles of water and the OH-SAM surface. The MET-SAM
system also show a slight variation in density profiles.
The water model influences the functional group geometry considerably more
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Figure 3.5: Density profiles of POXY- and TFCO-SAM surfaces and water in Z-
direction. Red and blue curves correspond to nonpolarizable and polarizable simula-
tions, respectively
at the OH-SAM surface. Comparing the effect of the surface, it appears that the
OH-SAM organizes a very narrow and well-structured first molecular layer, but with
rather weak structure beyond this first layer. Other SAMs, conversely, induce order
in two or three distinct molecular layers of water. For MET-SAM, as a result of the
shoulder in the density profile of methyl group, the TIP4P-FQ water is slightly closer
to the surface compared to TIP3P. The water penetrates less deeply into the surface
of the nonpolar MET-SAM surface, with a larger separation between the water and
functional group layers. Similar types of water structuring over hydrophobic and
hydrophilic surfaces have been previously reported from both experimental studies
[127, 128, 129] and molecular simulations, [130] with water structure peaks forming
more closely to hydrophilic surfaces due to their ability to directly hydrogen bond
with surface functional groups compared to a hydrophobic surface.
Both polarizable and nonpolarizable models show penetration of water to the
more hydrophilic surfaces as seen in Figures 3.4, 3.5, 3.6 and 3.7. This can also be
seen in the number of hydrogen bonds between surfaces and water in both sets of
simulations as shown in Table 3.1. The TIP4P-FQ water is farther from the surface
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Figure 3.6: Density profiles of OH- and PEGH-SAM surfaces and water in Z-direction.
Red and blue curves correspond to nonpolarizable and polarizable simulations, respec-
tively
OH groups compared to the TIP3P, perhaps because the OH tail groups of SAM
show different structures under different water models, which is shown in Figure 3.8.
The OH groups under TIP3P adapt a configuration, which is nearly parallel to the
z-axis, which allows a stronger interaction with TIP3P waters. This is also confirmed
by greater number of hydrogen bonds between OH-SAM and TIP3P.
As a consequence of different structuring of water over OH-SAM surfaces at
the interface, the TIP3P water is able to make more hydrogen-bonds with the surface
than the TIP4P-FQ water on average as can be seen in Table 3.1. Average residence
times of hydrogen-bonds in both models for all systems are found to be 2-6 ps.
Table 3.1: Hydrogen-Bonding between Water and Surfaces
Type of SAM Avg Number of Hydrogen-Bonds Avg H-Bond Lifetimes (ps)
Nonpol Pol Nonpol Pol
OH 100 79 5.5 5.2
PEGH 37 28 2.8 4.2
ACET 6 9 2.5 3.6
COOC 26 26 3.3 5.9
POXY 0 0 - -
TFCO 11 12 2.0 2.1
MET 0 0 - -
To further characterize the chemistry of the model surfaces, contact angles
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Figure 3.7: Density profile of MET-SAM surface and water in Z-direction. Red and
blue curves correspond to nonpolarizable and polarizable simulations, respectively
of water over these SAM surfaces were calculated. Visual representations of water
droplet structuring over different SAM surfaces are shown in Figures 3.9 and 3.10.
The experimental [131] and computational values (nonpolarizable values are
from [132]) of static water contact angles over these SAM surfaces are shown in Fig-
ure 3.11. It is important to note that the polarizable contact angle simulations of
water over OH-, ACET-, and MET-SAM are incomplete due to an initial error in
the size of the periodic boxes. The results shown are from simulations with slightly
larger periodic boxes. The MET-SAM (perhaps ACET-SAM as well) results are not
expected to be affected since the water is not spread around due to hydrophobicity
of the surface. The OH-SAM results may be affected because the waters that are po-
sitioned between surfaces cause more wetting of the surface. In general, both models
produce fairly similar results regarding contact angles (R2 values from a linear fit are
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Figure 3.8: Representations of water and OH-SAM in polarizable and nonpolarizable
simulations
0.91 and 0.93 for nonpolarizable and polarizable results, respectively). TIP4P-FQ
provides better agreement with the experiment for TFCO-SAM and worse agreement
for COOC-SAM, while both models fail to capture the experimental contact angle of
water over ACET-SAM.
In addition to the structural data, the dynamics of both water models over
different SAMs were characterized through self-diffusion coefficients and rotational
reorientation times of water as shown in Table 3.2. The known overestimation of
the self-diffusion constant of TIP3P model was found to be more persistent in SAM-
water systems. Rotational reorientation times of polarizable water were found to
be 10-15 times slower compared to those of nonpolarizable water. In this respect,
TIP3P shows better agreement with the experiment, although data is not available
for these specific systems, as the rotational reorientation times around other solutes
were experimentally found to be 20-50 ps. [101] and 20-200 ps [133].
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Figure 3.9: Representations of Water Droplets on COOC- and PEGH-SAM Surfaces.
Both top and side views are shown.
3.4 Conclusion
Molecular dynamics simulations of water over 7 different SAM surfaces were
performed. Two sets of simulations were run. First, bulk simulations of water over
SAM surfaces and second, water droplets over the surfaces to calculate the contact
angles. A polarizable (TIP4P-FQ) and a nonpolarizable (TIP3P) water models were
utilized. Since a polarizable force field for SAM surfaces was not available, the fixed-
charge potential was used along with the polarizable water.
Both water models show fairly similar structuring over SAM surfaces. The dy-
namics of water show model specific behavior similar to the results shown in Chapter
2 (aqueous dipeptides). Although the polarizable water shows more realistic struc-
ture and dynamics, it indicated a similar degree of agreement with the experiment
regarding the contact angles. This maybe due to using nonpolarizable force field for
SAMs, which was originally developed to simulate these organic molecules in TIP3P
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Figure 3.10: Representations of Water Droplets on TFCO- and POXY-SAM Surfaces.
Both top and side views are shown.
water.
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Figure 3.11: Experimental and Computational Water Contact Angles over Different
Surfaces. The diagonal gray line indicates perfect agreement.
Table 3.2: Water dynamics over different surfaces. The errors are standard errors
of the mean. The error bars are omitted for diffusion constants because they were
negligibly small.
System Self-Diffusion Interfacial Rotational Bulk Rotational
(10−5 cm2/s) Reorientation (ps) Reorientation (ps)
Nonpol Pol Nonpol Pol Nonpol Pol
OH 6.80 1.70 42.2 ± 4.2 7.29 ± 0.39 0.83 ± 0.00 1.31 ± 0.05
PEGH 6.08 1.64 44.2 ± 4.6 4.08 ± 0.07 0.51 ± 0.01 0.91 ± 0.03
ACET 7.14 1.75 44.3 ± 5.1 4.76 ± 0.12 0.47 ± 0.00 1.00 ± 0.04
COOC 7.64 1.49 39.9 ± 3.0 5.44 ± 0.25 0.49 ± 0.00 1.14 ± 0.06
POXY 6.03 1.90 51.4 ± 5.9 3.71 ± 0.04 0.46 ± 0.00 0.77 ± 0.02
TFCO 8.14 1.66 62.7 ± 11.5 3.97 ± 0.04 0.46 ± 0.00 0.78 ± 0.02
MET 8.80 1.90 78.5 ± 14.0 5.35 ± 0.05 0.43 ± 0.00 0.89 ± 0.03
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Chapter 4
Modeling Ion Transport in Natural
and Mutant nAChR Ion Channels
The work described in this chapter will be submitted to the Journal of Physical
Chemistry as ’Modeling Ion Transport in Natural and Mutant nAChR Ion Channels’,
Tugba G Kucukkal, Steven J Stuart
4.1 Introduction
Transmembrane proteins, which are extraordinarily important biological molecules,
represent roughly one third of the human genome, and serve as targets for more than
half of current drugs. [59] In particular, the cys-loop superfamily of ligand-gated ion
channels (LGICs) are important for synaptic transmission and function of the nervous
system, and are common drug targets. [60] Among these cys-loop LGICs, the nicotinic
acetylcholine receptor (nAChR) is involved in multiple cognitive and brain functions,
energy metabolism and substance addiction. [39, 55, 56, 57, 58] Because nAChR dys-
function is associated with Alzheimer’s disease, schizophrenia, depression, Parkinson’s
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disease, autism, epilepsy, and other diseases [39, 56, 55, 61, 134, 135, 136, 137, 138],
it is of great pharmacological interest. There are currently more than ten drugs and
drug candidates in various stages of development for the treatment of several such
central nervous system disorders and cognitive dysfunctions.
The nAChRs are pentameric membrane proteins with a fivefold pseudo-symmetry
perpendicular to the membrane. Each subunit contains ten β-strands in the extracel-
lular domain (ECD) in which the ligand binding sites are present, and four α-helical
transmembrane domains (M1-M4). Transmembrane domain (TMD) has the ion pore
where the channel is lined by M2 helix of each subunit. Large pharmacological vari-
ability and diversity in activation mechanisms are seen due to the number of different
subunits (α1-10, β1-4, , γ, δ) and their combinations. The electron microscopy
structure of the nAChR along with binding sites in the ECD and the channel pore in
the TMD are shown in Figure 4.1.
The nAChR has a critical role in signal transmission. Upon transient binding
of acetylcholine (ACh) to nAChR in the post synaptic membrane, the cation-selective
pore opens allowing the flow of Na+ and K+ ions, and in some cases Ca2+ ions. Then,
the channel gradually closes after prolonged exposure to ACh or nicotinic drugs.
[139, 140, 59]
A high-resolution structure of an eukaryotic nicotinic acetylcholine receptor
(nAChR) is still lacking. The structural data available are limited to two electron
microscopy structures of the channel, which are a 9A˚ resolution structure when it is
bound to an agonist, and a 4A˚ resolution structure of the channel in its closed state.
[141, 142, 143] However, several high-resolution structures of prokaryotic homologues
of nAChR captured at both open and closed states have recently been made avail-
able. [142, 144, 145, 146] In addition, there are a number of high-resolution acetyl-
choline binding protein (AChBP) structures and also prokaryotic homologue of ECD
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Figure 4.1: (A) Top view of the electron microscopy structure of muscle nAChR.
[REF] ACh binding sites at the interfaces between subunits and others are also
shown. (B) Top view of the TMD. Four helical segments of each subunit and four
M2 segments lining the channel are shown. (C) Side view of the receptor is shown.
Each subunit has ten β sheets in the ECD.
of nAChR structures are available. [147, 148, 149, 150, 151, 152, 153, 154]
Numerous experimental and computational studies, mainly utilizing MD, study-
ing nAChRs have been published. [155, 156, 157, 158, 159, 102] Despite the tremen-
dous progress in the past decade, not only the X-ray structure of eukaryotic nAChR
but also an exact description of the gating mechanism at the atomic level is lacking.
Also, much effort has been expanded experimentally to identify the key amino acid
residues that modulate nAChR function in the TMD. Several naturally occurring mu-
tations have been observed in the case of many nAChR pathologies such as congenital
myasthenic syndrome (CMS), ADNFLE, epilepsy and shizophrenia. [160, 161, 162]
Several single point mutations in the M2 helix of TMD lead to gain or loss of function
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of the channel [57, 160, 163, 164, 165, 166, 167, 168, 169, 170].
Main goal of the present study is to model the ion transport through TMD of
natural and mutant human alpha7 nAChR through molecular dynamics simulations.
Specifically, we are interested in the energetics of ion translocation and how it is
affected by different mutations in the TMD.
4.1.1 Significance of Human α7 Receptor
Physiological functions of nAChRs are closely related to their subunit diversity.
There are 17 different subunits (α1-10, β1-4, , γ, δ) and different combinations of five
of those form each channel. The diversity of nAChR subunits provides opportunities
and also challenges regarding the therapeutic strategies. Targeting at a specific type of
subunit due to its distinct physiological role without affecting other subunit functions
is possible. However, the high degree of similarity in ACh binding sites in different
subunits makes the subunit specific drug design challenging. There are a number of
highly conserved residues in key positions of different subunits.
α4β2 and α7 receptors are the most abundant nAChR types in the central
nervous system [57, 171] and they are dominantly associated with specific nAChR
related dysfunctions such as epilepsy, Alzheimer’s Disease, schizophrenia, anxiety,
pain and nicotine addiction. [57] Homomeric α7 receptor is characterized by its
dramatically larger calcium permeability and faster desensitization rates compared
to those of muscle type and heteromeric neuronal type. In a knock-in study, a mouse
with L250T 7 mutant died within hours after birth. Since the mutated Leu is thought
to be the resting gate, it is thought that the mutation abolished the desensitization
and consequently there has been an increased Calcium influx into the neurons. [172]
One of the newly discovered connections is the role of α7-nAChRs in the case
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of Alzheimer’s Disease (AD), which has recently gained attention in AD research.
Several evidences such as the increased cognitive function with nicotine treatment,
downregulation of α7-nAChRs in AD brains, and the modulation of 7-nAChRs by
β amyloid 1-42 peptide support this connection. [169] Functional studies show that
soluble β amyloid (Aβ) interacts with α7-nAChR with high affinity. A recent study
of presynaptic calcium level changes by Aβ evoked α7-nAChR activation highlights
the association of α7-nAChRs and Alzheimer’s disease. [173] Another recent clinical
study indicates that cellular expression of 7-nAChRs maybe selectively upregulated
in Aβ plaque-burdened brain areas. [174] In additon, more severe cognitive decline
was observed in the case of a mouse with an early-stage AD when 7-nAChR levels
were decreased. This suggests an important role for α7-nAChR as a neuroprotective
against Aβ accumulation. [175, 176, 177] Also, several drugs targeting α7-nAChR
have been computationally investigated and suggested for the treatment of AD. [177]
In addition to their role in brain functions, nAChRs are known to interact with
anti-inflammatory pathways and also associated with appetite control and energy
metabolism. [178] The link between diabetes and 7-nAChR is under investigation. In
a recent study, an obese mouse with Type 2 diabetes was orally administered an α7
receptor specific agonist and an α7 receptor antagonist. The α7-nAChR agonist ad-
ministration reduced weight gain, food intake and glucose levels, whereas the agonist
administration reversed the changes. [178]
One other important health effect of nAChRs which was not known until
recently is the role of α7 receptors in the case of lung cancer and Malignant Pleural
Mesothelioma. In this context, several α7-specific antagonists are being investigated
as potential treatments for nicotine-induced lung cancer. [179, 180, 181]
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4.1.2 nAChR Mutations
A number of voltage clamp and mutagenesis experiments focused on studying
naturally occurring mutations in the case of nAChR pathologies. [161, 163, 164, 165,
168, 170, 182, 183, 184, 185, 186, 187, 188, 189] We will focus on mutations in the
channel-lining M2 segments of 7-nAChR. Many naturally occurring mutations have
changed the permeability or conductance of the channel and consequently lead to
gain or loss of function. Also, several other mutants have resulted in spontaneous
openings of the channel or in an abnormal ACh-nAChR interaction. Mutations that
decrease the affinity for ACh are known to cause fast-channel disorders and mutations
that increase the ACh affinity cause slow-channel disorders. Specifically, the double
mutation E241A and V255T in the M2 segment has increased the ACh affinity by
250 fold. [165] Wang et. al. [182] investigated the mutations in between M2 and M3
segments causing fast-channel syndrome. One such mutation V285I provided useful
information about gating: The space separating M2 and M3 widens from intracellular
to extracellular boundaries and Val285 projects into this space at a level about midway
between boundaries. Gating free energy was found to scale linearly with the size of
the moiety attached to beta carbon of residue 285, with a smaller moiety enhancing
gating and a larger moiety impairing gating. Because gating probably involves rigid
body motion of M2 (rotating or tilting), mobility of M2 within this space is crucial,
and the larger side chain in V285I restricts M2, impairing gating. [182]
Another mutation, T248F, was found to decrease the current and also dramat-
ically reduce calcium permeation relative to wild-type α7 receptor. [189] Experimen-
tal data with different agonists suggest that this residue is responsible for α7-specific
properties. [189] T248F mutation showed gain of function through longer average
open duration but did not change the conductance significantly. S248F mutation
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(αβ heteromeric receptor has S in position 248 as opposed to T248 in homomeric α7
receptors) was also found to reduce calcium permeation. [183, 184, 185] Experiments
suggest that mutations that have a direct effect on the ion pore such as S248F are
the only mutations that can cause ADNFLE. Also, people with S252L mutation in
αβ receptors are thought to have an increased risk of mental retardation. Another
mutation, L251T, was identified as gain of function and it increased conductance with
changes in pharmacological profile of α7 receptor. [186, 187, 188] In this study, we
study the T248F and L251T mutations along with the wild type receptor through
molecular dynamics. Understanding ion translocation energetics and how it is affected
by these mutations and other factors are of interest.
4.2 Methods
All simulations were performed using CHARMM force field [67] as incorpo-
rated in NAMD software [190]. Structure of the transmembrane part of human α7
receptor has been obtained through homology modeling using MODELLER. [191]
The muscle type electron microscopy structure was used as the target which has 30-
40% sequence homology with the human α7 receptor. First, α1 subunit structure
was used as the target structure to generate five α7 structures. Then, these subunits
were structurally aligned with subunits of the full target structure. 5-fold symme-
try was not imposed. The resulting structure was pseudo-symmetrical as the target
muscle type protein. The quality of the structure was checked using DOPE scores in
MODELLER. [191] Ionization states of histidines were determined using PROPKA.
[192, 193, 194, 195] Then, the full simulation system was prepared using CHARMM-
GUI [196] by placing the protein in DPPC lipid bilayer surrounded by physiological
saline solution. The two mutant systems were also prepared the same way with the
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mutated residue in the sequence for homology modeling. The full wild-type system
has 55 sodium and 41 chloride ions, 128 and 135 lipid molecules on top and bottom,
respectively and 17,272 water molecules. The T248F mutant system has 50 and 35
sodium and chloride ions, 126 and 131 lipids on top and bottom, respectively and
also 15,296 water molecules. The L151T mutant has 48 and 33 sodium and chloride
ions, 126 and 131 lipid molecules on top and bottom, respectively and also 14,445
water molecules.
Each system was equilibrated in 6 steps of 50-100 ps each. Initially, the protein
backbone and side chains were restrained with force constants of 10.0 and 5.0 in the
initial step. Also, waters and ions were restrained initially to be kept away from
the hydrophobic pore, and lipid head and tail groups were restrained with a force
constant of 2.5. Lipid dihedral angles also were also initially restrained. All of the
constraints were gradually released in 6 consecutive steps. The initial step involved
3000 steps of minimization prior to Langevin dynamics. After all the restraints are
released, constant pressure molecular dynamics simulations were run for at least 24
nanoseconds after 4-6 nanoseconds of equilibration.
All simulations were performed in the isothermal-isobaric (NPT) ensemble at
298 K and 1 atm. Temperature control was achieved with the Nose´-Hoover thermostat
[95, 96] and pressure control with the Langevin barostat. [97] The RATTLE algorithm
[98] was used to constrain bonds between hydrogen and heavy atoms. Timestep of
2 fs was used. Hexagonal prism simulation boxes with periodic boundary conditions
were used with particle mesh Ewald summation [99] for the electrostatic interactions.
A force-based switched cutoff between 9 and 13 A˚ was employed to truncate the van
der Waals interactions.
After the initial 24 ns, the simulations were run for another 30 ns with an
external electric field of 22 mV/nm applied to each system. After that the systems
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were run for another 42 ns with increasing field strength of 34, 43, 52, 60, 69, and 78
to 86 mV/nm. Adaptive biasing force (ABF) method as implemented in NAMD [74]
was used to obtain the potential of mean force (PMF) for sodium ion translocation
through the wild-type and mutant receptors. In the ABF approach, the force acting
on the molecule of interest, i.e. the sodium ion in this case, is accumulated in small
bins and the average force is calculated, then the same amount of force in opposite
direction is applied to the ion during the simulation. Therefore, the ion feels zero net
force on average providing that it will visit all areas in the reaction coordinate with
the same probability. [74]
First, a short ABF simulation was run with taking the full pore axis as the
reaction coordinate. Then, the pore axis (channel z-axis) was split into 10 consecutive
ranges for ABF simulations each with 5 A˚ height. Conformations with a sodium ion
in each part of the pore axis was extracted from the initial short ABF simulation and
each of the 10 structures was run for 7.5 nanoseconds, i.e. until no more changes in
the PMF was observed. The width in each simulation window was 0.1 A˚ and 1000
force samples were collected each time to determine the average force applied to the
ion.
4.3 Results and Discussion
Molecular dynamics simulations of transmembrane domain (M1, M2, M3, and
M4 helices of each subunit) of wild-type and mutant human α7 nAChRs were carried
out. Both mutations studied (T248F and L251T) are located in the channel-lining
M2 helices. The sequence of the M2 helix of the α7 receptor (residues 243 to 261),
which has 40% sequence homology to M2 helices of other subunits, is as follows:
ISLGLTVLLSLTVFMLLVA. The residues with side chains facing inside the channel
60
are S244, T248, L251 and S252 (partially), V255, and L259. Figure 4.2 shows rep-
resentative channel structures. These residues are expected to have a considerable
effect on the size of the channel. Also, the two conserved regions (VVL, 259-261
and VFMLL, 255-259) are expected to play an important role in energetics of ion
transport.
Figure 4.2: (A) Side view of the complete ion channel system. Red helices represent
the TMD of the protein. Water is shown as blue dots, lipid bilayer as cyan sticks,
and ions as spheres. (B) A closer look at the TMD domain with key residues with
side-chains occupying the channel pore shown as van der Waals surfaces. Only ions
and the TMD helices are shown for clarity. Red helices represend channel-lining M2
helices. (C) A closer look at the channel-lining M2 helices with key residues. Blue,
green, violet and cyan colored van der Waals surfaces represent T248, L251, V255
and L259, respectively.
One of these residues, T248, which is hydrophilic, is mutated to a hydrophobic
phenylalanine residue. In the second mutation, the hydrophobic L251 is mutated to
hydrophilic threonine. Therefore, both mutations are expected to change ion perme-
ation significantly in regard to both energetics and the size.
First, the structural stability of the protein was characterized by the back-
bone RMSD of the full transmembrane part for the wild type and the two mutants
with respect to their starting structures, which are shown in Figure 4.3. This data
corresponds to the early stages of simulation after all the constraints were released.
The RMSD data obtained using protein structures saved at every 12 ps together with
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the energy, temperature, and volume change over time (not shown) shows that the
systems are stable under the simulation conditions and equilibrated after 4-6 ns.
Figure 4.3: RMSD of backbone atoms of wild-type (red) and mutant (green and blue)
with respect to their starting structures over simulation times
After the equilibration, the simulations were run for at least 24 ns and during
that time, no ion permeation was observed. Using the data (structures saved every 4
ps) from the last 6 ns of these simulations, the channel radius profiles were obtained
for each system. Pore radius is important simply because an ion will not penetrate if
the channel is geometrically too narrow for the ion to fit through. Figure 4.4 shows
the radius profiles with standard error bars for the wild-type and mutant channels,
which were calculated using HOLE [197] algorithm, where the largest spheres that fit
to the channel structure throughout the pore axis were found using a Monte Carlo
simulated annealing procedure as implemented in HOLE [197] program.
The red curve is the radius profile for the wild-type protein, which shows
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Figure 4.4: Channel radius profiles of wild-type (red curve), T248F (green curve),
and L251T (blue curve) mutant proteins. The errors are the standard errors of the
mean.
that geometrically, the bottleneck region is around at -7 A˚ . The residues and their
corresponding approximate positions in the region -3 to -12 A˚ of the pore axis are:
T254≈-3A˚ , L253≈-4A˚ , S252≈-5A˚ , S251≈-7A˚ , L250≈-8A˚ , V249≈-9A˚ , and T248≈-
11A˚ . This is consistent with the visual observations that the L251 residue side-chais
are positioned toward to the channel pore. Not surprisingly, mutating this residue
to Thr causes a significant increase (by 1.1 A˚ ) in channel radius at the bottleneck
region.
Also, the radius around the -11/-12 A˚ region in the channel pore, is signifi-
cantly larger than the bottleneck region. This can be attributed to the hydrophilic
T248 residue in that region. Again, mutating this residue (T248F) narrowed down
the channel radius by (≈0.4 A˚ )(blue curve) as expected due to the larger size of the
Phe compared to Thr.
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As can be seen from the radius profiles, the narrowest region has radii of 3 A˚
or less in all three systems. The effect of a narrow channel is two-fold: If the gate is
too small (less then 3 A˚ ), then it will not permeate ions because of the size. If it has
a radius of 3 A˚ , then the first hydration shell of the ion needs to be substantially
changed for the ion to pass through the gate and the energetic cost of this change
might prevent the ion flow. Therefore, geometry is relevant in the energetics of the
channel. Next, we obtained the PMF profile for sodium ion translocation through
the wild-type and the two mutant structures as shown in Figure 4.5. The wild-type
structure shows 5.5 kcal/mol energy barrier at the bottleneck region (red curve),
which is the same region identified through radius profiles. Therefore, both energeti-
cally and geometrically, the channel gate was found to be located near the lower side
of the channel, and the L251 residue may be a key factor due to its hydrophobicity
and positioning of its side-chains inside the pore. Both energetically (Figure 4.5)
and geometrically (Figure 4.4), our studies are consistent with previous experimental
findings about the location of the gate [141, 167].
Turning to the PMF profiles for the mutant protein, the energy barrier is
lowered to ≈3.7 kcal/mol in L251T mutation (blue curve). Despite the geometric
increase in the radius and the decrease in the energetic barrier, no ion permeation
event was observed in this structure as is the case for the wild-type. On the other
hand, the T248F mutation has increased the barrier height to 9.4 kcal/mol (green
curve) as expected due to the size and hydrophobicity of PHE. Not surprisingly, this
structure also did not permeate any ions within the time scale of our simulations. The
wild-type muscle type structure has F at this position in α subunit. In this channel,
the residue F is aligned with hydrophilic residues from other subunits. However, in
α7, it forms a hydrophobic ring both energetically and geometrically changing the
channel permeation properties.
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Figure 4.5: PMF profiles of Na+ ion translocation through wild-type (red) and two
mutant (green and blue) channel proteins
In addition, the number of hydrogen bonds between the protein and water
inside the channel pore was calculated in all three structures. However, they all had
about the same number of hydrogen bonds within standard error bars as seen in Table
4.1.
Table 4.1: Number of Hydrogen Bonds between water and the M2 helices of each
channel structure
System Number of H-Bonds
Wild-Type 20.7 ± 3.9
T248F 19.2 ± 3.7
L251F 24.2 ± 4.2
Next, an external electric field was applied to all three systems in increasing
strength to be able to observe ion permeation in short time scales and also to obtain
the open channel structures. First, an electrical field of 22 mV/nm was applied for 30
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ns and none of the systems permeated ions during this time. Then, the field strengths
of about 34, 43, 52, 60, 69, 78 and 86 mV/nm were applied consecutively. Each one of
these simulations was run for 6 ns making the total simulation times at least 100 ns.
The L251T mutant and the wild-type started conducting ions when the field strength
was raised to 34 mv/nm and 60 mV/nm, respectively. However, the T428F mutant
did not conduct even at the end of 60 ns of simulation with field strength ranging
from 22 to 86 mV/nm. Then, we kept increasing the field strength up to 200 mV/nm
and ran this particular system for another 70 ns. Then, the channel conducted ions.
The current vs. field strength for all three systems can be seen in Figure 4.6.
Figure 4.6: The change in current over external electric field for the wild-type (red
asuares) and the two mutant proteins (green triangles and blue diamonds
The results show that the channel permeate ions in simulation time scales
when an external field is applied. The minimum field strength needed to see first
ion permeation event was different for each system. As expected, the L251T mutant
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required least and the T248F mutant required the highest field strength.
In this context, there are several important points to consider. First, how nat-
ural is this treatment for a human membrane protein? The physiological membrane
potential is 40-80 mV, so it is reasonable to use an external potential around this
range to mimic the physiological conditions. However, the much higher potentials had
to be used in the present study to observe the ion permeation events in simulation
timescales as opposed to the natural channel opening time scale of µ to mseconds.
To address this, we continued running the simulations with an incrementally decreas-
ing field strength and observed the ion permeation. Consequently, a stable open
(conducting) structure was obtained with a field strength of 38 mV/nm.
Second, does the external field cause the structural changes needed for the
protein to convert from an inactive to an active state? In other words, what struc-
tural changes take place when the protein changes from a nonconducting state to a
conducting one? First, the backbone RMSD of each M2 helix from the 24th ns (no
field) structure was obtained.
The RMSD being more than 1 A˚ as seen in Figure 4.7 suggests that significant
structural changes took place. To characterize those changes, we compared channel
radius profiles of ensembles of channel structures during the whole simulation (from
no field, to higher fields, then lowered fields). Figure 4.8 shows that the channel radius
is increased in the bottleneck region upon increasing the electric field incrementally.
Then, the radius stays large under lower field strengths.
Visual inspection of the MD trajectories indicates helix tilting during the open-
ing of the channel. A representation of the increase in channel radius from an inactive
(noncunducting) to an active (conducting) state can be seen in Figure 4.9. Full trans-
membrane parts are visualized from the top, where red helixes correspond to channel
lining M2 helices and the rest of the helices are shown in white. Figure 4.10 is a side
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Figure 4.7: Backbone RMSD of TMD helices with external electric field strength
(the right vertical axis) over time. The reference structure used is the structure at
the beginning of 24th ns of the simulation.
look to open and closed structures, where only M2 helices are shown. The residues
with side-chains positioned towards the channel pore near the bottleneck region are
shown with their van der Walls radii.
4.4 Conclusion
Molecular dynamics simulations of wild-type and two mutant human neuronal
α7 nAChR were carried out. First, the structures were built through homology mod-
eling using the electron microscopy structure of the muscle type structure as a model.
Only TMD of the proteins were used to increase the efficiency of simulations. The full
system involved the protein through DPPC lipid bilayer surrounded by physiological
saline solution. The initial structures are in closed (inactive) state.
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Constant pressure molecular dynamics simulations were performed. All sim-
ulations were run for at least 116 ns and including the PMF calculations, the total
simulation time for each system is approximately 190 ns. The channel radius profiles
were analyzed and ion translocation energetics through these channels were deter-
mined. ABF method was used to obtain the PMF profile of each channel. Based on
the geometricy and energetics, the gate of the channel was found to be at one of the
two hydrophobic conserved regions, i.e. V249-L251 region which is near the lower end
of the channel. This is consistent with previous findings. In particular, the narrow-
est part of the channel radius is where the L251 residue is positions. Mutating this
residue to THR significantly lowered the energetic barrier for ion translocation and
also increased the radius of the channel at the bottleneck region. The other mutant,
T248F showed an opposed effect due to the hydrophobicity of Phe residues.
Using an external electric field was found to be an effective way to obtain
open, conducting channel structures in simulation time scales. To avoid inducing
abrupt changes in the protein structure, the field applied was incrementally increased
until the channel radius is enlarged and ions permeate. Then, the field strength was
incrementally reduced and stable open structures (stable over at least 9 ns) were
obtained. Visual inspection of the channel opening events involved large scale helix
motions. Also, the ions were found to loose ≈33 percent of their first hydration shell
when passing through the bottleneck region.
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Figure 4.8: Channel radius profiles of the wild-type protein at different times of the
simulation
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Figure 4.9: Representative closed (A) and open (B) channel structures for the wild-
type protein. The channel-lining M2 helices are shown in red along with key residues
with side-chains positioned towards the pore
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Figure 4.10: A closer look at the M2 helices of open (A) and closed (B) wild-type
channel
72
Chapter 5
Locating Transition States in
Cyclodimerization of TFVE
Compounds
The work described in this chapter will be submitted for publication to the
Journal of Polymer Chemistry as part of ’Selective Click-Cyclopolymerization of Tri-
fluorovinyl Ethers (TFVEs) toward Perfluorocyclobutyl (PFCB) Segmented Copoly-
mers’, Jiyoung Park, Tugba G. Kucukkal, Jung-Min Oh, Steven J. Stuart, Stephen
E. Creager and Dennis W. Smith, Jr.
5.1 Introduction
Fluoropolymers are a group of plastics with unique thermal stability, chemi-
cal resistance and high insulating ability. However, their high degree of crystallinity
makes solution processability harder, and subsequently increases the cost of produc-
tion. [63] Modification to produce a large variety of semi-crystalline fluoropolymers
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such as polytetrafluoroethylene (PTFE) and polychlorotrifluoroethylene (PCTFE)
lowers the cost of commercial production significantly. These fluoropolymers have
outstanding thermal, electrical and chemical resistance, and low friction. [63]
An entirely amorphous and solution-processable class of semi-fluorinated poly-
mers is perfluorocyclobutyl (PFCB) aryl ether polymers introduced in the 1990s. [63]
One way to prepare PFCB aryl ethers is thermal cyclodimerization of aryl trifluo-
rovinyl ether (TFVE)-containing monomers. Formation of the cyclobutane ring is less
sterically strained compared to high strain fuoroolefin, therefore thermodynamically
favored. Oxygen-containing fluoroolefin ethers have 15-20 kcal/mol lower activation
energy for cycloaddition compared to alkyl fluoroolefins. [198, 199, 200] Formation of
a cyclobutane ring, with trans- and cis- conformations, from a difunctional TFVE is
shown in Figure 5.1.
Figure 5.1: Thermal polymerization of TFVE monomers forming cis- and trans-
geometries of PFCB products
The resulting PFCBs have the unique properties of fluoropolymers with ad-
ditional advantage of excellent solubility and solution processability. [63] Outstand-
ing thermal stability and high solution processability makes PFCBs attractive for a
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range of applications. Areas of application include photonics, optics, atomic oxygen
resistant coatings, hybrid composites, proton exchange membranes for fuel cells, and
liquid crystals. [201, 63] New PFCB-containing polymers are under development in
Professor Dennis Smith’s group at the University of Texas at Dallas. Their recent
study includes co- and homodimerization of biphenyl TFVE (BP-TFVE) aryl ether
and modified BP-TVFE (6F-TFVE) to produce the compounds labeled BP-PFCB,
6F-PFCB and BP/6F-PFCB in Figure 5.1.
Figure 5.2: TFVE monomers and PFCB dimers
The goal of the present computational study is to obtain the activation ener-
gies for these three reactions and subsequently compare their reactivity. A general
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proposed reaction mechanism is shown in Figure 5.1. It is expected that the formation
of products from the intermediate will be fast since it only involves radical coupling.
Therefore, this study focuses on locating the first transition state in each reaction.
Also, obtaining the full reaction mechanism is beyond the scope of the present study.
It is worth noting that not solvent being used in the experimental procedure,
i.e. the reactions are not solvent mediated, simplifies the quantum mechanical simu-
lations.
Figure 5.3: Proposed reaction mechanism of TFVE dimerization. Figure not drawn
to scale
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5.2 Methods
All calculations were performed using the Gaussian 09 software [202]. The
transition state structures were located at the B3LYP/6-31G(d) [65, 203, 204, 205,
206] level of theory. The reactant, intermediate, and product structures were opti-
mized at B3LYP/6-31+G(d) [65, 203, 204, 205, 206, 207] level of theory assuming sin-
glet states. Initially, transition states and intermediates were assumed to be singlets
and triplets, respectively. However, a triplet transition state and singlet intermediates
were also considered.
Protocol for Locating Transition States:
First, optimized product structures were obtained. Then, 20 structures were
prepared from those optimized structures by elongating the C2-C2 bond length, and
also changing the C1-C2-C3 and C2-C3-C4 angles, and C1-C2-C3-C4 dihedral angle.
(The carbon labels are shown in Figure 5.3) Geometry optimizations were performed
and the lowest energy structure from these was assumed to be the intermediate struc-
ture and it was taken for further investigation to locate transition states. Then, the
aforementioned angles and bond distance were changed until transition states are
located at the B3LYP/6-31G(d) level of theory. Presence of only one imaginary fre-
quency was confirmed by frequency calculations for each transition state located. The
vibrational frequencies were visualized using the Avogadro software [7] to ensure that
the imaginary frequency motion corresponds to the Carbon-Carbon (C2-C2) bond for-
mation. Finally, the single point energy calculations were performed on the transition
state structures at five different levels of theory: B3LYP/6-31+G(d) [65, 203, 204,
205, 206, 207], B3LYP/6-311++G(d,p) [65, 203, 204, 205, 206, 207], mPW1PW91/6-
31+G(d,p) [204, 205, 206, 206, 207, 208], B97X/cc-pVTZ [209, 210, 211, 212] and
M062X/6-31+G(d,p) [204, 205, 206, 206, 207, 208, 213].
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5.3 Results and Discussion
Cycloaddition reactions of the fluoroolefins (formation of BP-PFCB, BP/6F-
PFCB, and 6F-PFCB) were studied using several different DFT [64, 65] methods.
The barrier heights for these cycloaddition reactions were obtained. Figure 5.3 shows
the structures of the reactants and the products optimized at the B3LYP/6-31+G(d)
level of theory. Both the cis- and trans- conformations of the products, which are
shown in Figure 5.1, were considered. The cyclobutyl ring in the products was found
to be nearly planar as seen in Table 5.1. Not surprisingly, the products were found
to be more stable than the reactants by about 37 kcal/mol as shown in Table 5.2.
Table 5.1: Important Geometrical Features of Product Structures
Bond Length (A˚ ) Angle (◦)
C1-C2 C2-C3 C1-C2-C3 C1-C2-C3-C4
(C3-C4) (C1-C4) (C2-C3-C4)
BP-PFCB (cis) 1.58 1.57 89.8 -10.4
(1.58) (1.58) (89.7)
BP-PFCB (trans) 1.58 1.57 89.6 -11.9
(1.58) (1.58) (89.6)
BP/6F-PFCB (cis) 1.58 1.57 89.9 -9.9
(1.58) (1.58) (89.7)
BP/6F-PFCB (trans) 1.58 1.57 89.6 -11.8
(1.58) (1.58) (89.6)
6F-PFCB (cis) 1.58 1.57 89.9 -9.6
(1.58) (1.58) (89.8)
6F-PFCB (trans) 1.58 1.57 89.6 -11.6
(1.58) (1.58) (89.6)
Table 5.2: The Energy Difference Between the Reactants and the Products
Cis-∆E (kcal/mol) trans∆E (kcal/mol)
BP-PFCB -37.0 -37.9
BP/6F-PFCB -37.0 -37.8
6F-PFCB -36.9 -37.7
Since both the product and the reactant structures have no unpaired electrons,
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Figure 5.4: Optimized Structures of the Reactants and the Products
they were all optimized in singlet states. However, the intermediate structures, which
were optimized next, have two unpaired electrons. The intermediate could be a triplet
or a singlet depending on the spins of electrons. Opposite-spin electrons would make
a singlet structure while same-spin electrons would make a triplet. It may be a
triplet due to Aufbau principle, i.e. same-spin elecrons in equivalent orbitals have
lower energy. If the intermediate is a triplet, then it would require a spin transition
from triplet to singlet to form the products. It may also be a singlet because when
the first bond forms, it needs to form from an opposite-spin electrons leaving behind
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the other pair of opposite spin electrons. These unpaired electrons with opposite-
spin would be a singlet. If the intermediate is formed as a singlet, then, the whole
reaction would proceed as a singlet and a spin transition would not need to occur to
form the products. Initially, we proceeded with the assumption that the intermediate
is a triplet. After locating a candidate intermediate structure, it was then further
modified to the reactants side to build candidate transition state structures. These
first transition states are thought to be a singlet since the radical is not fully formed
at that point, yet.
The transition state structures were located at the B3LYP/6-31G(d) [3-7] level
of theory using the procedure outlined earlier. Attempts to locate the transition states
with the diffuse functions (with 6-31+G(d) basis set) were unsuccesful, therefore; the
diffuse functions were not used. We have considered two geometries for the first
transition state; gauche and anti conformations as shown in Figure 5.3.
Figure 5.5: Anti and Gauche Transition State Structures
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The transition states with the anti conformation were found to have substan-
tially lower energies, (Table 5.3) compared to the gauche transition states, therefore;
kinetics will cause the reaction to primarily proceed through the anti conformation.
The lower energy optimized transition state structures are shown in Figure 5.3 and
the optimized structures for the other set are shown in Figure 5.3. Also, important
geometrical features of anti and gauche transition states are summarized in Tables
5.4 and 5.5.
Table 5.3: Comparison of Energies of Two Sets of Transition States
Energy of Gauche TS1 Energy of Anti TS1
(Hartrees) (Hartrees)
BP-PFCB (cis) -1827.1376 -1827.1563
(trans) -1827.1572
BP/6F-PFCB (cis) -2540.5050
(trans) -2540.5217
6F-PFCB (cis) -3253.8833
(trans) -3253.8704
Table 5.4: Important Geometrical Features of Anti TS Structures
Bond Length (A˚ ) Angle (◦)
C1-C2 C2-C3 C1-C2-C3 C1-C2-C3-C4
(C3-C4) (C2-C3-C4)
TS-BP-PFCB (cis) 1.42 1.78 111.6 -179.5
(1.41) (113.1)
TS-BP-PFCB (trans) 1.42 1.78 113.0 -178.7
(1.41) (111.8)
TS-BP/6F-PFCB (trans) 1.42 1.79 113.0 -179.2
(1.41) (111.3)
6F-PFCB (cis) 1.41 1.79 112.0 -177.8
(1.42) (111.6)
After locating the transition states, the activation energies for all three reac-
tions were calculated. The trans and/or cis configurations of transition states are used
interchangeably as the barrier heights associated with the C-C bond formation for cis
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Figure 5.6: Optimized Transition State Structures with Anti Geometry
and trans conformations are found to be sufficiently close as shown in Table 5.6. For
example, the activation energies for the cis and trans configurations of BP-PFCB are
27.8 kcal mol-1 and 28.0 kcal mol-1, respectively.
The first two reactions, i.e. formation of BP-PFCB and BP/6F-PFCB present
lower activation barriers: 28.0 kcal mol-1 and 28.1 kcal mol-1, respectively. On the
other hand, the 6F-PFCB formation (43.4 kcal mol-1) has higher in energy than those
associated with the BP. The energies of the B3LYP/6-31G(d) [65, 203, 204, 205,
206] optimized transition state geometries were further calculated at the B3LYP/6-
31+G(d) [65, 203, 204, 205, 206, 207], B3LYP/6-311++G(d,p) [65, 203, 204, 205,
206, 207], mPW1PW91/6-31+G(d,p) [204, 205, 206, 206, 207, 208], B97X/cc-pVTZ
[209, 210, 211, 212] and M062X/6-31+G(d,p) [204, 205, 206, 206, 207, 208, 213] levels
of theory as shown in Table 5.6 to further confirm the order. The same trend in the
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Figure 5.7: Optimized Transition State Structures with Gauche Geometry
activation energies was consistently observed with all the methods, i.e. the activation
energy of 6F-PFCB was found to be 10-17 kcal/mol larger than those of BP-PFCB
and BP/6F-PFCB. In the light of these findings, faster homodimerization of BP-
TFVE is expected, while slower homodimerization is expected for the 6F-TFVE.
This agrees with and further explains the experimentally observed selectivity.
The spin states of the transition states and intermediates were further in-
vestigated. First of all, all transition states were obtained assuming singlet states.
Formation of 6F-PFCB was used to confirm that the singlet state presented a lower
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Table 5.5: Important Geometrical Features of Gauche TS Structures
Bond Length (A˚ ) Angle (◦)
C1-C2 C2-C3 C1-C2-C3 C1-C2-C3-C4
(C3-C4) (C2-C3-C4)
TS-BP-PFCB (cis) 1.46 1.72 115.3 -58.3
(1.45) (113.0)
TS-BP/6F-PFCB (trans) 1.44 1.75 114.9 -56.4
(1.44) (112.1)
6F-PFCB (cis) 1.44 1.78 112.0 54.6
(1.43) (115.0)
Table 5.6: Ea for BP-PFCB, BP/6F-PFCB and 6F-PFCB with different DFT meth-
ods
Ea (kcal/mol) B3LYP/ B3LYP/ mPW1PW91/ ωB97X/ M062X/
6-31+G(d) 6-311++G(d,p) 6-31G+(d,p) cc-VTZ 6-31+G(d,p)
BP-PFCB 28.0 29.9 27.3 39.9 28.0
BP/6F-PFCB 28.1 30.0 27.5 40.1 28.5
6F-PFCB 43.4 40.2 43.5 57.3 46.0
energy barrier. The transition states for both singlet and triplet states were located
for this particular reaction and the triplet structure was found to have a much higher
energy by 251 kcal/mol. However, this transition state has a gauche geometry; there-
fore, the greater barrier could be due to the geometry as well as the spin state. As
mentioned before, gauche transition states have substantially high energies compared
to transition states with anti geometry (Table 5.3).
For the formation of BP-PFCB, the gauche and anti transition state geome-
tries were energy optimized as both a singlet and a triplet separately to predict the
intermediate structures or the nearest energy well in the potential energy surface.
The singlet intermediate from gauche transition has a lower energy (by 17.3 kcal/-
mol). However, the triplet intermediate from anti transition state was found to have
a lower energy (by 9.5 kcal/mol) Although these results are not conclusive since the
full reaction mechanism has not been obtained, we speculate that a triplet anti in-
termediate will form after the singlet anti transition state, then, the spin conversion
84
and dihedral rotation take place to form a more stable singlet gauche intermediate.
Finally, a fast radical coupling with negligibly small energy barrier takes place to
form the final product.
5.4 Conclusion
The reactant, product, and the first transition state structures in homo- and
cocyclodimerization reactions of BP-TFVE and 6G-TFVE were obtained through
DFT calculations. Two geometries (anti and gauche) were considered for the transi-
tion states. The anti transition states were found to have significantly lower energies
by about 8-12 kcal/mol compared to the gauche transition states. The activation en-
ergies indicate that homodimerization of BP-TFVE is faster than that of 6F-TFVE.
The transition states were located assuming singlet states but triplet states were also
considered. However, the intermediate structures obtained by energy minimizing the
transition state structures were not conclusive at this point to determine the full
reaction mechanism.
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Appendix A Optimized Structures
BP-PFCB Anti TS (trans) Geometry
C 7.36356 1.86941 -0.46319
C 6.00591 2.02579 -0.13561
C 5.49021 3.33050 -0.05350
C 6.30241 4.43858 -0.28962
C 7.64899 4.26712 -0.61558
C 8.17559 2.97706 -0.70172
C 5.14035 0.84623 0.11611
C 4.15550 0.86969 1.11873
C 3.33725 -0.22958 1.36335
C 3.49981 -1.37570 0.58888
C 4.46850 -1.43941 -0.40837
C 5.27944 -0.33160 -0.63794
O 2.75759 -2.54176 0.79693
C 1.53296 -2.47950 1.33605
C 0.39634 -1.92619 0.69035
F 0.65193 -0.76767 0.02263
F 1.31078 -3.48929 2.17964
F -0.67589 -1.76681 1.50669
C -0.25241 -2.97455 -0.59788
F -0.53704 -4.11366 0.07204
C -1.36480 -2.38567 -1.24220
F -1.13331 -1.42696 -2.14175
O -2.59951 -2.48862 -0.76306
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C -3.41183 -1.35842 -0.57081
C -4.78214 -1.58528 -0.65480
C -5.65935 -0.52765 -0.43607
C -5.18716 0.76313 -0.14108
C -3.79704 0.95035 -0.06284
C -2.90206 -0.09651 -0.27265
C -6.12723 1.89078 0.08092
C -7.30127 2.01089 -0.68193
C -8.18548 3.06844 -0.47494
C -7.91439 4.03135 0.49882
C -6.75146 3.92593 1.26398
C -5.86848 2.86704 1.05802
F 0.82495 -3.13685 -1.40394
H 4.43692 3.47524 0.17089
H 7.79140 0.87150 -0.50519
H 4.04725 1.75335 1.74073
H 2.59087 -0.20644 2.15077
H 6.01483 -0.37274 -1.43586
H 4.56433 -2.34424 -0.99939
H 9.22457 2.83158 -0.94619
H 5.87927 5.43783 -0.22833
H 8.28199 5.13060 -0.80096
H -1.83421 0.07033 -0.20151
H -3.40215 1.94039 0.14490
H -5.14372 -2.58414 -0.87628
H -6.72875 -0.71197 -0.47381
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H -8.60290 4.85635 0.65991
H -6.53458 4.66494 2.03082
H -4.98109 2.77943 1.67883
H -7.50837 1.28362 -1.46218
H -9.08333 3.14511 -1.08257
BP-PFCB Anti TS (cis) Geometry
C -7.41335 2.15148 1.21982
C -7.20090 1.41031 0.04497
C -8.08512 1.60292 -1.03009
C -9.14389 2.50455 -0.93403
C -9.34152 3.23488 0.23922
C -8.47106 3.05436 1.31566
C -6.07220 0.45135 -0.05739
C -4.82121 0.74146 0.51275
C -3.75161 -0.14686 0.42781
C -3.94066 -1.35254 -0.24440
C -5.16321 -1.67647 -0.82438
C -6.21831 -0.77428 -0.72995
O -2.91613 -2.29745 -0.42752
C -1.91865 -2.42221 0.43818
F -2.19273 -2.21288 1.72659
C -0.56032 -2.40261 0.03524
F 0.28462 -2.94320 0.94417
C 0.04590 -0.74311 -0.13343
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F -0.81997 -0.21549 -1.03722
C 1.39559 -0.68468 -0.54585
F 1.66200 -0.86259 -1.84988
O 2.37065 -1.03831 0.30246
C 3.63910 -0.46936 0.17939
C 3.88922 0.69162 -0.54945
C 5.18689 1.19746 -0.58492
C 6.24367 0.56711 0.09215
C 5.95070 -0.60038 0.81891
C 4.66145 -1.12065 0.86550
C 7.62223 1.11589 0.04228
C 8.13279 1.67880 -1.13986
C 9.42630 2.19636 -1.18692
C 10.24021 2.16017 -0.05326
C 9.74760 1.60270 1.12806
C 8.45307 1.08761 1.17530
F -0.17948 -0.21976 1.10120
F -0.34286 -2.91663 -1.19784
H 3.08469 1.20252 -1.06751
H 4.43627 -2.02797 1.41645
H 6.74961 -1.12544 1.33405
H 5.37489 2.11794 -1.12973
H 8.07057 0.68227 2.10807
H 10.36912 1.57670 2.01932
H 11.24895 2.56238 -0.09012
H 9.80223 2.61982 -2.11466
90
H 7.51892 1.68594 -2.03638
H -2.78829 0.10984 0.85155
H -5.27566 -2.62779 -1.33410
H -7.17904 -1.03801 -1.16180
H -4.66911 1.69508 1.00947
H -6.75892 1.99849 2.07356
H -7.92397 1.06136 -1.95819
H -9.81010 2.64332 -1.78145
H -10.16634 3.93824 0.31403
H -8.62050 3.61114 2.23700
BP-PFCB Gauche TS (cis) Geometry
O 0.26125 -1.67381 0.63071
C 0.88359 -2.76277 0.08184
C 2.10578 -3.15415 0.75930
C 3.37605 -2.00914 0.56759
C 3.75895 -1.73141 -0.80832
O 3.49536 -0.72643 -1.60482
F 2.96860 -0.90510 1.23527
F 1.30315 -2.48217 -1.22586
F 4.46688 -2.66256 -1.40563
F 4.40491 -2.59751 1.23624
F 2.66689 -4.27132 0.22652
F 2.00365 -3.30412 2.09119
C -1.10605 -1.52722 0.44705
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C -1.65265 -0.31951 0.88288
C -3.01761 -0.09148 0.73761
C -3.86366 -1.05381 0.15895
C -3.28197 -2.26030 -0.26525
C -1.91739 -2.50442 -0.12821
H -1.47743 -3.44475 -0.44299
H -3.91314 -3.03732 -0.68729
H -3.42998 0.86149 1.05691
H -0.99841 0.42729 1.32158
H -5.53845 0.22384 1.88581
C -6.04535 -0.11057 0.98477
C -7.41134 0.12485 0.83586
H -7.95262 0.65754 1.61358
C -8.08495 -0.33205 -0.29840
H -7.88961 -1.37932 -2.17391
H -9.15008 -0.15034 -0.41381
C 1.59483 0.73286 -1.41474
C 2.93564 0.49621 -1.15136
C 3.76333 1.44564 -0.56769
H 4.81407 1.23069 -0.40126
C 3.21426 2.67865 -0.22486
H 3.85561 3.44026 0.20770
C 1.85795 2.96511 -0.46179
C 1.06400 1.97195 -1.06062
H 0.00765 2.15674 -1.22821
H 0.98358 -0.04485 -1.85565
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C 1.28117 4.28251 -0.09052
C 1.67308 4.93325 1.09138
H 2.38680 4.45314 1.75515
H 1.44157 6.65054 2.36414
C 1.13092 6.16904 1.44080
C 0.18496 6.77996 0.61565
H -0.23812 7.74293 0.88798
C -0.21412 6.14459 -0.56163
H -0.94399 6.61520 -1.21486
C 0.32835 4.90907 -0.91126
H 0.03029 4.43630 -1.84296
C -5.31879 -0.80480 0.00198
C -6.01122 -1.25675 -1.13473
H -5.46623 -1.77276 -1.92047
C -7.37796 -1.02525 -1.28260
BP/6F-PFCB Anti TS (cis) Geometry
C -4.21479 1.40289 2.04615
C -5.26509 1.22631 1.13185
C -6.58103 1.36201 1.59428
C -6.83519 1.64013 2.93847
C -5.78511 1.80601 3.83953
C -4.47107 1.69062 3.38522
C -4.90767 0.96572 -0.35145
C -4.51910 2.34789 -0.95692
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F -5.43677 3.28472 -0.66882
C -3.77495 -0.07749 -0.48346
C -2.73005 0.03090 -1.41099
C -1.75846 -0.96207 -1.52418
C -1.83888 -2.08833 -0.71182
C -2.87770 -2.23648 0.20249
C -3.83548 -1.23386 0.31014
O -0.94147 -3.15178 -0.78940
C 0.28663 -2.97359 -1.30159
F 0.64984 -3.98751 -2.08943
C 1.32617 -2.26977 -0.64235
F 2.40753 -2.02508 -1.42339
C 2.03472 -3.18599 0.71792
F 0.95324 -3.42620 1.49720
C 3.05390 -2.44598 1.36106
F 2.68832 -1.47531 2.20025
O 4.30654 -2.44061 0.92572
C 5.00604 -1.24428 0.68723
C 4.37919 -0.05609 0.31854
C 5.17128 1.06004 0.05793
C 6.57197 1.01333 0.15545
C 7.16350 -0.20633 0.52752
C 6.39031 -1.33137 0.79687
C 7.40036 2.21180 -0.13079
C 7.06010 3.09110 -1.17278
C 7.83760 4.21592 -1.44343
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C 8.97396 4.48584 -0.67874
C 9.32507 3.62088 0.35929
C 8.54648 2.49677 0.63056
F 2.46318 -4.31617 0.11465
F 0.91488 -1.12214 -0.03594
C -6.11111 0.40866 -1.16930
F -5.73146 0.02168 -2.39873
F -7.09985 1.31631 -1.33089
F -6.64983 -0.66649 -0.55810
F -4.39950 2.31566 -2.30445
F -3.33826 2.77381 -0.46344
H -7.42086 1.25378 0.92094
H -3.18795 1.31118 1.71022
H -3.63956 1.82181 4.07210
H -7.86412 1.73096 3.27542
H -2.65585 0.88826 -2.06640
H -2.92263 -3.12710 0.82015
H -4.63842 -1.35318 1.02834
H 3.30140 0.00196 0.22910
H 6.84411 -2.27710 1.07458
H 4.68539 1.99397 -0.20834
H 8.24515 -0.28271 0.58390
H -0.95241 -0.86489 -2.24359
H 6.19435 2.87573 -1.79299
H 8.81363 1.84562 1.45839
H 10.20288 3.82581 0.96644
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H 7.55986 4.87751 -2.25970
H 9.58061 5.36219 -0.88988
H -5.98770 2.02436 4.88441
BP/6F-PFCB Gauche TS (cis) Geometry
C 5.95729 0.13053 -0.49895
C 5.36381 -1.14121 -0.47144
C 6.02506 -2.19966 -1.10848
C 7.23174 -1.98240 -1.77590
C 7.80833 -0.71399 -1.80442
C 7.16690 0.34259 -1.15740
C 4.04952 -1.31862 0.32609
C 4.45451 -1.38964 1.82945
F 5.45067 -2.26676 2.02661
C 3.05580 -0.17101 0.03528
C 2.26603 0.43291 1.02175
C 1.35329 1.44044 0.70854
C 1.21778 1.82671 -0.62078
C 1.96573 1.22965 -1.63103
C 2.87888 0.23662 -1.29697
O 0.30623 2.79867 -1.05702
C -0.14926 3.75963 -0.28394
F 0.62460 4.23136 0.68155
C -1.41858 4.38905 -0.51668
F -1.36529 5.73638 -0.34791
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C -2.67412 3.95190 0.61425
F -2.16806 4.44994 1.77283
C -2.88802 2.52595 0.66178
F -1.64358 1.97281 0.93296
O -3.47642 1.97366 -0.42785
C -4.12767 0.75134 -0.29597
C -4.33998 0.12030 0.92821
C -5.01096 -1.10048 0.95318
C -5.47815 -1.71052 -0.22248
C -5.24884 -1.04375 -1.43889
C -4.57974 0.17516 -1.48202
C -6.18900 -3.01342 -0.18214
C -7.08493 -3.31699 0.85737
C -7.75059 -4.54120 0.89687
C -7.53899 -5.49005 -0.10505
C -6.65365 -5.20268 -1.14548
C -5.98565 -3.97960 -1.18230
F -3.73192 4.68602 0.23622
F -1.92746 4.08005 -1.73027
C 3.30387 -2.63970 -0.03175
F 2.08734 -2.68449 0.53555
F 3.97053 -3.74223 0.37430
F 3.12940 -2.74359 -1.36543
F 3.43139 -1.76697 2.62964
F 4.87992 -0.18696 2.26850
H 5.61459 -3.20032 -1.09342
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H 5.47056 0.96251 -0.00222
H 7.60496 1.33678 -1.16366
H 7.72132 -2.81665 -2.27054
H 2.34293 0.12926 2.05686
H 1.82762 1.54577 -2.65945
H 3.46415 -0.22271 -2.08483
H 0.74753 1.88433 1.48715
H 8.74875 -0.55025 -2.32322
H -3.98195 0.58062 1.84294
H -5.15284 -1.60068 1.90694
H -4.41051 0.69445 -2.41995
H -5.62173 -1.47398 -2.36386
H -5.27717 -3.77921 -1.98140
H -6.47381 -5.93679 -1.92667
H -8.05879 -6.44384 -0.07534
H -8.44404 -4.74973 1.70750
H -7.28046 -2.57531 1.62702
6F-PFCB Anti TS (cis) Geometry
C 8.15538 2.58867 -0.92733
C 7.07085 1.93498 -0.32739
C 5.80983 2.54949 -0.37673
C 5.63374 3.77229 -1.02128
C 6.71614 4.40604 -1.63224
C 7.97416 3.80857 -1.58130
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C 7.20703 0.60506 0.45247
C 7.25605 0.98590 1.96268
F 8.15286 1.95753 2.19427
C 6.04575 -0.36050 0.12286
C 5.66986 -0.51646 -1.22050
C 4.66370 -1.40240 -1.59254
C 4.01903 -2.14276 -0.60787
C 4.37872 -2.02732 0.73015
C 5.39463 -1.14257 1.08675
O 3.05106 -3.04803 -1.05111
C 2.00381 -3.35410 -0.28053
F 1.62880 -4.61966 -0.44015
C 1.00197 -2.43677 0.14122
F 0.16856 -2.93254 1.08221
C -0.10820 -2.00890 -1.19808
F 0.75564 -1.54714 -2.13520
C -1.07602 -1.06187 -0.80149
F -0.70952 0.22757 -0.74303
O -2.06928 -1.42373 0.02275
C -3.30360 -0.78196 -0.04824
C -3.68737 0.02939 -1.11172
C -4.95668 0.60768 -1.10289
C -5.85678 0.37087 -0.05656
C -5.43505 -0.44729 1.00415
C -4.16932 -1.02168 1.01576
C -7.25160 1.03062 0.03273
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C -8.31797 0.03074 0.54159
C -9.30421 0.36820 1.47801
C -10.26492 -0.56768 1.86540
C -10.27129 -1.84730 1.31360
C -9.30459 -2.18720 0.36676
C -8.33826 -1.25829 -0.01391
F -0.61134 -3.21329 -1.54937
F 1.47891 -1.22419 0.51575
C 8.52091 -0.15948 0.10986
F 8.65079 -0.31583 -1.22371
F 8.53171 -1.38598 0.65873
F 9.62844 0.47822 0.54923
F 6.05576 1.43378 2.38434
F 7.59266 -0.05811 2.75484
C -7.75706 1.54464 -1.34876
F -7.68117 0.57169 -2.27982
F -9.03780 1.94231 -1.28524
F -7.04131 2.59523 -1.81201
C -7.08993 2.26378 0.97180
F -6.87284 1.87073 2.24388
F -6.04615 3.02630 0.60501
F -8.17895 3.06481 0.97877
H -3.01173 0.21619 -1.93890
H -5.22632 1.24687 -1.93275
H -3.84510 -1.65440 1.83517
H -6.10500 -0.64185 1.83359
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H -9.33935 1.35685 1.91543
H -11.01359 -0.28537 2.60039
H -11.02216 -2.57200 1.61601
H -9.29744 -3.17833 -0.07827
H 3.87866 -2.62538 1.48480
H 5.66906 -1.08026 2.13102
H 4.36795 -1.51716 -2.62976
H 6.16272 0.06714 -1.98929
H 4.95781 2.06818 0.09031
H 4.64694 4.22609 -1.04556
H 6.58026 5.35656 -2.14066
H 8.82818 4.29188 -2.04768
H 9.14862 2.16151 -0.89371
H -7.59177 -1.53993 -0.74809
6F-PFCB Gauche TS (trans) GEometry
C 8.22902 -1.69319 -1.19262
C 7.42664 -0.90557 -0.35619
C 7.88367 0.37426 -0.00517
C 9.09741 0.85921 -0.48836
C 9.88001 0.07436 -1.33570
C 9.43936 -1.20098 -1.68409
C 6.09839 -1.40362 0.26298
C 6.43633 -1.85398 1.71572
F 5.41968 -2.52129 2.30923
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C 5.00787 -0.30932 0.22115
C 4.85106 0.43543 -0.95917
C 3.84464 1.38576 -1.08665
C 2.97158 1.60767 -0.02284
C 3.10195 0.88387 1.15909
C 4.10941 -0.07386 1.26985
O 2.00124 2.57691 -0.22759
C 1.01476 2.71901 0.69951
F -0.00465 1.79279 0.51813
C 0.37133 4.00403 0.74387
F 1.18474 5.06887 0.78867
C -0.62295 4.30152 -0.69948
F 0.28072 4.42173 -1.69861
F -0.56617 4.10395 1.71680
C -1.60122 3.29168 -0.97552
F -1.31506 2.32910 -1.83423
F -1.17317 5.50182 -0.39781
O -2.78248 3.31203 -0.40278
C -3.60256 2.17675 -0.28492
C -3.09983 0.89107 -0.10519
C -4.00711 -0.15522 0.04057
C -5.39366 0.05820 0.01259
C -5.85898 1.37191 -0.13884
C -4.96826 2.43100 -0.29731
C -6.32715 -1.15480 0.23183
C -5.85037 -2.38549 -0.57623
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C -5.84824 -3.68853 -0.06075
C -5.44633 -4.76404 -0.85463
C -5.05806 -4.56317 -2.17784
C -5.07439 -3.27192 -2.70584
C -5.46602 -2.19517 -1.91282
C -6.34560 -1.41516 1.76856
F -7.29026 -2.30773 2.13610
C -7.78983 -0.86884 -0.22340
F -7.81337 -0.39052 -1.48474
F -6.58614 -0.28403 2.45289
F -5.15564 -1.89215 2.18659
F -8.41258 0.04209 0.55938
F -8.53706 -1.98263 -0.19933
C 5.51102 -2.63240 -0.49366
F 4.27858 -2.93774 -0.05365
F 6.26345 -3.74794 -0.35386
F 5.41390 -2.37958 -1.81539
F 6.72144 -0.79036 2.49432
F 7.50406 -2.66922 1.74140
H -5.32433 3.44780 -0.42343
H -2.03482 0.70399 -0.06025
H -6.91766 1.59194 -0.13844
H -3.62006 -1.15800 0.17839
H -5.47075 -1.19764 -2.33813
H -4.78037 -3.09711 -3.73699
H -4.74737 -5.40354 -2.79224
103
H -5.44345 -5.76396 -0.42990
H -6.15671 -3.88449 0.95739
H 2.42102 1.06906 1.98282
H 3.72517 1.95894 -2.00024
H 5.52488 0.27284 -1.79266
H 4.17716 -0.63251 2.19378
H 7.28418 0.99810 0.64821
H 10.82388 0.45275 -1.71850
H 7.92663 -2.69417 -1.46991
H 10.03936 -1.82679 -2.33905
H 9.42755 1.85387 -0.20170
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