ABSTRACT
INTRODUCTION
The evolution of web technology has led to a huge amount of user generated content and has significantly changed the way we manage, organize and interact with information. Due to the large amount of user opinions, reviews, comments, feedbacks and suggestions it is essential to explore, analyze and organize the content for efficient decision making. In the past years sentiment analysis has emerged as one of the popular techniques for information retrieval and web data analysis. Sentiment analysis, also known as opinion mining is a subfield of Natural Language Processing (NLP) and Computational Linguistics (CL) that defines the area that studies and analyzes people"s opinions, reviews and sentiments.
Bing Liu [1] defines an opinion as a quintuple <oi, fij, soijkl, hi, tl>, where oi is the target object, fij is the feature of the target object oi, hi is the opinion holder, tl is the time when the opinion is expressed and soijkl is the sentiment value of the opinion expressed by the opinion holder hi about the object oi at time tl.
Sentiment analysis defines a process of extracting, identifying, analyzing and characterizing the sentiments or opinions in the form of textual information using machine learning, NLP or statistics. A basic sentiment analysis system performs three major tasks for a given document. Firstly it identifies the sentiment expressing part in the document. Secondly, it identifies the sentiment holder and the entity about which the sentiment is expressed. Finally, it identifies the polarity (semantic orientation) of the sentiments. Bing Liu [1] defines opinion mining as the field of study that analyzes people"s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards entities such as products, services, organizations, individuals, issues, events, topics, and their attributes.
Sentiment analysis can be performed at three different levels: document, sentence and aspect level. The document level sentiment analysis aims at classifying the entire document as positive or negative, (Pang et al, [2] ; Turney, [3] ). The sentence level sentiment analysis is closely related to subjectivity analysis. At this level each sentence is analyzed and its opinion is determined as positive, negative or neutral, (Riloff et al, [4] ; Terveen et al, [5] ). The aspect level sentiment analysis aims at identifying the target of the opinion. The basis of this approach is that every opinion has a target and an opinion without a target is of limited use, (Hu and Liu, [6] ).
Today, many companies are using sentiment analysis as the basis for developing their marketing strategies [23] [24] [30] . They access, analyze and predict the public opinion about their brand. Researchers are also focusing on developing automatic tools for opinion mining. Several tools are already available in the market that helps companies to extract information from the internet. Some of these tools includes: SenticNet, Converseon, Factiva, Sentiment140 and SocialMention.
In this paper we explored the machine learning classification approaches with different feature selection schemes to obtain a sentiment analysis model for the movie review dataset. Experiments are performed using various feature selection schemes and the results obtained are compared to identify the best possible approach. A pre-processing model for the dataset is also proposed. In the course of this work many previous works are reviewed and some of them are applied in the proposed work.
The proposed work is evaluated by running experiments with the polaritydatasetV2.0, available at http://www.cs.cornell.edu/people/pabo/movie-review-data. Natural Language Processing and Machine Learning approaches were used for the process. Multiple experiments were carried out using different feature sets and parameters to obtain maximum accuracy.
In the final phase of this work the results are evaluated to find the issues, improvements and ways to extend the work. A summary of the obtained results and future scope is also discussed. The results obtained are compared to the previous works to obtain a comparative summary of the existing work and the proposed work.
RELATED WORK
The researches in the field of sentiment analysis started much earlier in 1990"s but the terms sentiment analysis and opinion mining were first introduced in the year 2003, (Nasukawa et al, [7] ; Dave et al, [8] ). The earlier work in the field was limited to subjectivity detection, interpretation of metaphors and sentiment adjectives [31] [32] . J.M. Wiebe [9] presents an algorithm to identify the subjective characters in fictional narrative text based on the regularities in the text. M.A. Hearst [10] defines a direction based text interpretation approach for text based intelligent systems to refine the information access task. J.M. Wiebe [11] performed extensive examination to study the naturally occurring narratives and regularities in the writings of authors and presents an algorithm that tracks the point of view on the basis of these regularities.
Hatzivassiloglou and McKeown [12] proposed a method to find the semantic orientation of the adjectives and predicted whether two conjoined adjectives are of same polarity with 82% accuracy. They used a three step process to determine the orientation of the adjectives by analyzing their conjunctions: (1) .conjunctions of adjective are extracted from documents. (2) .The set of extracted conjunctions are split into test set and training set. The trained classifier is then applied to the test set to produce a graph showing same or different orientation links between the pair of adjectives conjoined in the test set. (3).The adjectives from step2 are partitioned into two clusters. Assuming that the positive adjectives are more frequently used the cluster with higher average frequency is considered to contain positive terms.
L. Terveen et al [5] designed an experimental system, PHOAKS (people helping one another know stuff), to help users locate information on the web. The system uses a collaborative filtering approach to recognize and reuse recommendations. J. Tatemura [13] developed a browsing method using virtual reviewers for the collaborative exploration of movie reviews from various viewpoints. Morinaga et al [14] worked in the area of marketing and customer relationship management and presented a framework for mining product reputation on internet. The defined approach automatically collects the user"s opinions from the web and applies text mining techniques to obtain the reputation of the products. P.D. Turney [3] presents an unsupervised method to classify the reviews as thumbs up (recommended) or thumbs down (not recommended). It uses document level sentiment classification and Pointwise Mutual Information (PMI) to obtain the average semantic orientation of the reviews. The algorithm achieves an average accuracy of 74% for 410 reviews. Later Turney and Littman [15] expanded the work by presenting an approach to find out the semantic orientation of a text by calculating its statistical association with a set of positive and negative words using PMI and Latent Semantic Analysis (LSA). The method when tested with 3596 words (1614 positive and 1984 negative) achieves an accuracy of 82.8%. Pang et al [2] performed document level sentiment classification using standard machine learning techniques. They used Naïve Bayes, Maximum Entropy and SVM techniques to obtain the results for unigrams and bigrams and was able to achieve 82.9% accuracy using three fold cross validation for unigrams. Their work also focuses on better understanding of the difficulties in the sentiment classification task. Dave et al [8] trained a classifier using reviews from major websites. The results obtained showed that higher order grams can give better results than unigrams.
Esuli and Sebastiani [16] presented an approach to determine the orientation of a term based on the classification of its glosses i.e. the definitions from the online dictionaries. The process was carried out in the following steps, (1) . A seed set representing the positive and negative categories is provided as the input. (2) . Lexical relations from the online dictionary are used to find new words representing the two categories thus forming the training set. (3) . Textual representation of the terms is generated by collating all the glosses of the term. (4) . A binary classifier is trained on the training set and then applied to the test set.
Hu et al [17] derives an analytical model to examine whether the online review data reveals the true quality of the product. They analyzed the reviews from amazon. The results showed that 53% reviews had a bimodal and non-normal distribution. Such reviews cannot be evaluated with the average score and thus a model was derived to explain when the mean can serve as the valid representation of a products true quality. It also discusses the implications of this model on marketing strategies. Ding et al [18] proposed a holistic approach to infer the semantic orientation of an opinion word based on review context and combine multiple opinions words in same sentence. The proposed approach also takes into account the implicit opinions and handles implicit features represented by feature indicators. A system named Opinion Observer was also implemented based on the proposed technique. Murthy G. and Bing Liu [19] proposed a method which study sentiments in comparative sentences and also deals with context based sentiments by exploiting external information available on the web. V Suresh et al [20] presents an approach that uses the stopwords and the gaps between stopwords as the features for sentiment classification.
M. Rushdi et al [21] explored the sentiment analysis task by applying SVM for testing different domains of dataset using several weighing schemes. They used three corpora for their experimentation including a new corpus introduced by them and performed 3-fold and 10-fold cross validations for each corpus.
The last two decades have seen significant improvement in the area of sentiment analysis or opinion mining. A number of research papers have also been published presenting new techniques and novel ideas to perform sentiment analysis [26] [27] [28] [29] [33] . Still there is not much work in the field of data extraction and corpus creation. From the discussions made in the previous paragraphs it has been observed that most of the work in this field focuses on finding the sentiment orientation of the data at various levels but very few uses data pre-processing and feature selection as the basis for accuracy improvement. The other observation is that almost all approaches used the lower order n-grams (unigrams and bigrams) for experimentation. The work by Pang et al [2] [25] mention of unigrams and bigrams only. Later Dave et al [8] extended the work to trigrams. N-grams of order higher than three (trigrams) have not been explored to considerable levels. By considering the above observations as the research gaps we made a problem statement and proposed a methodology in the next section. Our proposed method focuses on efficient data pre-processing and compare various feature selection schemes and extends the results for higher order n-grams (trigrams and 4-grams).
PROBLEM STATEMENT AND PROPOSED TECHNIQUE
This section presents the proposed technique to analyze sentiments in a movie domain. The proposed approach uses a combination of NLP techniques and supervised learning. In the first stage a pre-processing model is proposed to optimize the dataset. In the second stage experiments are performed using the machine learning methods to obtain the performance vector for various feature selection schemes. We used up to 4-grams (i.e. n=1, 2, 3, 4) in this work. The model for the proposed technique is depicted in figure 1. 
Experimental setup
We have used Rapid Miner Studio 6.0 software with the text processing extension, licensed under AGPL version3, and Java1.6. Rapid Miner supports the design and documentation of overall data mining process. We have implemented our model using the Linear Support Vector Machine learner that uses the java implementation of SVM, mySVMby Stefan Ruping. Firstly, we preprocess the training dataset (polaritydatasetV2.0) and then using 5-fold cross-validation we train the Linear SVM classifier. Tests were also conducted using the Naïve Bayes classifier and various feature selection schemes.
Data pre-processing
The general techniques for data collection from the web are loosely controlled and therefore the resultant datasets consist of irrelevant and redundant information. Several pre-processing steps are applied on the available dataset to optimize it for further experimentations. The proposed model for data pre-processing and the corresponding algorithm is shown in figure2 and figure3 respectively. 
Tokenization
This process splits the text of a document into sequence of tokens. The splitting points are defined using all non letter characters. This results in tokens consisting of one single word (unigrams).
Pruning
The movie review data set was pruned to ignore the too frequent and too infrequent words. Absolute pruning scheme was used for the task. Two parameters were used for the pruning task namely, prune below and prune above. The value of these parameters was set as: pruned below =5 and pruned above =1990 i.e. ignoring the words that appear in less than 5 documents and in more than 1990 documents.
Filtering tokens
Length based filtration scheme was applied for reducing the generated token set. The parameters used to filter out the tokens are the minimum length and maximum length. The parameters define the range for selecting the tokens. In the proposed model the minimum length was set to 4 characters and maximum length to 25 characters i.e. tokens with less than 4 characters and more than 25 characters were discarded.
Stemming
Stemming defines a technique that is used to find the root or stem of a word. The filtered token set undergoes stemming to reduce the length of words until a minimum length is reached. This resulted in reducing the different grammatical forms of a word to a single term. The basic stemming process can be summarized under two main headings:
Removing the endings:
The general rules for dropping the endings from words include: i. If a word ends in "es" drop the s. ii. If a word ends in "ing", delete the ingunless the remaining word consists of a single letter or th. iii. If a word ends in a consonant, other than s, followed by s then delete s.
Transforming the words:
The words can be transformed to some other grammatical form using a set of defined rules. For example, if the word ends with "ies" but not "eies" and "aies" then the "ies" can be replaced with a "y" such as "Butterflies" can be replaced with "butterfly". The stemming technique increases the efficiency and effectiveness of the information retrieval and text mining processes. Matching the similar words results in improved recall rate and also reduces the indexing size as much as 40-50%.
Features selection
The schemes used for word vector creation includes: Term Occurrence, Binary term occurrence, Term frequency and TF-IDF (term frequency-inverse document frequency).
These are based on the following values: fij: total occurrences of the term i in the document j. fdj: total number of terms occurring in document j. fti: total number of documents in which the term i occurs.
Term occurrence: defines the absolute number of occurrences of a term.
Term occurence = fij
Term frequency:defines the relative frequency of a term in the document.
Term frequency = fij /fdj
Binary term occurrence: term occurrence is defined as the binary value.
Binary Term Occurrence = 1 for fij>0 and = 0 otherwise.
TF-IDF:
it describes how important a word is for a document. It consists of two parts: term frequency (TF) and invert document frequency (IDF).
TF-IDF= (fij /fdj)log(1/fti).

N-GRAMS
An n-gram defines a subsequence of n items from a given sequence. It is used in various fields of natural language processing and genetic sequence analysis. An n-gram model defines a method for finding a set of n-gram words from a given document. The commonly used models include unigrams (n=1), bigrams (n=2) and trigrams (n=3). However the value of n can be extended to higher level grams. The n-gram model can be better explained with the following examples:
Text: "Honesty is the best policy." Unigrams: "honesty", "is", "the", "best", "policy". Bigrams: "honesty is", "is the", "the best", "best policy". Trigrams: "honesty is the", "is the best", "the best policy".
Unigrams presents the simplest model for the n-gram approach. It consists of all the individual words present in the text. The bigram model defines a pair of adjacent words. Each pair of words forms a single bigram. The higher order grams can be formed in the similar way by taking together the n adjacent words. Higher order n-grams are more efficient in capturing the context as they provide better understanding of the word position.
CLASSIFICATION
Machine learning approaches simulate the way humans learn from their past experiences to acquire knowledge and apply it in making future decisions. These learning techniques are widely used in artificial intelligence and document classification. The classification using machine learning can be summed up in two steps:
1. Learning the model using the training dataset 2. Applying the trained model to the test dataset.
Sentiment analysis is a text classification problem and thus any existing supervised classification method can be applied. Our work uses the Naive Bayes classifier and Support Vector Machines for classifying the movie reviews and compares the results obtained using the two approaches.
Naïve Bayes classifieris a simple probabilistic classifier that is based on the Bayes theorem. This classification technique assumes that the presence or absence of any feature in the document is independent of the presence or absence of any other feature. Naïve Bayes classifier considers a document as a bag of words and assumes that the probability of a word in the document is independent of its position in the document and the presence of other word. For a document d and class c: Support vector machineshave been the most efficient way for document classification. These are large margin classifiers and perform better than Naïve Bayes and Maximum Entropy in almost all cases. The basic idea behind SVM classification is to find a maximum margin hyperplane that separates the document vector in one class from the other with maximum margin. In this work the Initial tests were carried out using the Naïve Bayes classifier and the Linear Support Vector Machine. Later the linear support vector machine was used to train the model for obtaining the results for n-grams (n=1, 2, 3, 4). Pang, Lee and Vaithyanathan used the similar technique to classify the movie reviews as positive or negative. Our model uses 100000 iterations to obtain the result.
RESULTS AND DISCUSSIONS
The dataset used for the experiments was divided into two classes, positive and negative. For a given classifier and a document there are four possible outcomes: true positive, false positive, true negative and false negative. If the document is labelled positive and is classified as positive it is counted as true positive else if it is classified as negative it is counted false negative. Similarly, if a document is labelled negative and is classified as negative it is counted as true negative else if it is classified as positive it is counted as false positive. Based on these outcomes a two by two confusion matrix can be drawn for a given test set.
The confusion matrix in figure 5 forms the basis for the calculation of the following metrics. The experiments show that Term frequency-Inverse document frequency (TF-IDF) scheme gives maximum accuracy for linear SVM. Term occurrence gives maximum accuracy for Naïve Bayes classifier. Binary term occurrence also gives the similar results as term occurrence. It is also observed that even on varying multiple parameters linear SVM gives better results than Naïve Bayes. The results obtained using these classifiers for unigrams are summarized in figure7 and figure8.
The dataset consists of 2000 reviews equally divided into 1000 positive and 1000 negative. Initially the wordlist generated for the dataset consist of 38911 tokens. The preprocessingalgorithm explained in figure 3 was applied to the dataset to reduce the number of tokens. The results obtained for the various pre-processing stage are shown in figure6. The generated tokenset after pre-processing was classified using Naïve Bayes and Linear SVM classifiers. Four different feature selection schemes (TO, TF, BTO, TF-IDF) were used resulting in a total of 8 (2X4) experiments for this step. The results obtained for the two classifiers using these feature selection schemes are shown in figure7 and figure8. The results show that linear SVM gives maximum accuracy for TF-IDF scheme therefore the model was trained using the linear SVM and was further used to test a new dataset (large movie review datasetV1.0). The new test set was introduced by Maas et al [22] . The test dataset consists of 10001 positive and 10001 negative movie reviews. The trained model wassuccessful in predicting 9767 negative reviews correctly, giving an accuracy of 97.66 percent. 234 reviews were wrongly predicted as positive. The results obtained for the test set are shown in figure 9 and figure10. The proposed model trained using Linear SVM and TF-IDF was extended to obtain results for higher order n-grams (n=3, 4). The results obtained for the n-grams are shown in figure11. The maximum accuracy of 84.75% is obtained for unigrams using Linear SVM with TF-IDF scheme. On extending the process for bigrams, trigrams and four-grams we concluded that bigrams gives better accuracy and precision than unigrams while the recall remains the same. The accuracy and precision for bigrams is improved by 2% and 5.32% respectively. The results for trigrams show a fall of .75% in accuracy and a fall of 1.31% in the precision. The recall is also decreased by 2%. The results for 4-grams show a minor improvement in the precision when compared to trigrams while the accuracy remains the same as that for trigrams. The recall is decreased by 0.5%. The generated dataset for trigrams and 4-grams is nearly same due to which the results are nearly the same. Also, the results are also affected by the data domain. Extending the process to higher order n-grams complicate the process leading to over-fitting. We tested our model using 5-fold cross validation and found out that our proposed model is promising as compared to the previous works carried out using the same dataset and similar techniques. Pang et al [2] obtained the accuracy for unigrams and bigrams using the term presence scheme. They used supervised learning methodologies to classify movie reviews and were successful in achieving an accuracy of 82.90% for unigrams using SVM and feature presence scheme by applying 3-fold cross validations. M. Rushdi et al. [21] obtained the experimental results for SVM and TF-IDF scheme for the same dataset. They also used n-gram approach and performed 3-fold and 10-fold cross validations on the dataset using unigrams, bigrams and trigrams. Our work is closely related to the work done by M.Rushdi et al [21] and shows significant improvements in the results. The comparison of the two works is summarized in figure12.
CONCLUSION AND FUTURE WORK
The proposed work presents an approach for sentiment analysis by comparing the different classification methods in combination with various feature selection schemes. We successfully analyzed the different schemes for feature selection and their effect on sentiment analysis. The classification results clearly show that Linear SVM gives more accuracy than Naïve Bayes classifier. Although many other previous works have also identified SVM as a better method for sentiment analysis but our framework differs from previous works in terms of the comparative study of the classification approaches in combination with different feature selection schemes. The results obtained for linear SVM are also better than the previous works. Our results show that the accuracy increases for the bigrams which is in contrast with the results for Pang et al [2] . The affect of varying different parameters is also shown successfully.
The model proposed in this paper is just an initial step towards the improvement in the techniques for sentiment analysis. It is worth exploring the capabilities of the model for the dynamic data and extending the research using hybrid techniques for sentiment analysis. There is considerable scope for improvement in the corpus creation and effective pre-processing and feature selection.
The work can also be extended to improve the results using the naïve bayes classification. Future researches can be carried out to generate better and fast models for higher order n-grams.
