Hoare logic ([7]) is an important tool for formally proving correctness properties of programs. It takes advantage of modularity by treating program fragments in terms of provable specifications. However, heap programs tend to break this type of modular reasoning by permitting pointer aliasing. For instance, the specification that a program reverses one list does not imply that it leaves a second list alone. To achieve this disjointness property, it is necessary to establish disjointness conditions throughout the proof.
list in the heap, starting from address h. The operation of removing 3 from the set must traverse the list from h. The footprint, therefore, comprises the entire list segment from h up to the node with value 3. With abstract predicates, the abstract footprint corresponds to the concrete footprint and hence, in this case, includes all the elements of the set less than or equal to 3. Consequently, abstract predicates cannot be used to present a local abstract specification for removing 3.
Calcagno, Gardner, and Zarfaty ([1]) introduced context logic, a generalisation of separation logic, to provide abstract local reasoning about abstract data structures. Context logic has been used to reason about programs that manipulate data structures, such as sequences, multisets and trees (Calcagno et al., [2] ). In particular, it has been successfully applied to reason about the W3C DOM tree update library (Gardner et al., [6] 9]) previously considered data refinement for local reasoning, studying modules built on the heap model. They observed that a client can violate a module's abstraction boundary by dereferencing pointers to the module's internal state, and thereby break the refinement between abstract modules and their concrete implementations. In their motivating example, a simple memory allocator, a client can violate the concrete allocator's free list through pointers to memory that has been deallocated; the abstract allocator, which maintains a free set, is unaffected by such an access, hence the refinement breaks. Their solution was to "blame the client" by introducing a modified operational semantics that treats such access violations as faulting executions. Using special simulation relations, they were able to recover soundness of data refinement. Their techniques adapt to different data models, however, both module and client use the same model.
We apply data refinement to local reasoning, demonstrating that abstract local reasoning is sound for module implementations. By contrast with Filipović et al. ([5] ), we work with the axiomatic semantics, rather than operational semantics, of the language, defining proof transformations that establish that concrete implementations simulate abstract specifications. This avoids having to consider badly behaved clients, since the proof system only makes guarantees about well behaved clients. Furthermore, the abstract and concrete levels in our refinements typically have different data store models, meaning that the concept of locality itself is different at each level.
Our motivating example is the stepwise refinement of a tree module T, illustrated in Fig. 1 . We present two different refinements from the tree module T to the familiar heap module of separation logic H. The first, labelled τ 1 , uses a direct implementation of trees in the heap in which each tree node is represented by a contiguous block of heap cells.
