The control theory and automation technology cast the glory of our era. Highly integrated computer chip and automation products are changing our lives. Mathematical models and parameter estimation are basic for automatic control. This paper discusses the parameter estimation algorithm of establishing the mathematical models for dynamic systems and presents an estimated states based recursive least squares algorithm, and the states of the system are computed through the Kalman filter using the estimated parameters. A numerical example is provided to confirm the effectiveness of the proposed algorithm.
Introduction
Numerical methods have wide applications for solving matrix equations or compute the model parameters of dynamic systems [1] [2] [3] . Typical numerical identification methods include the gradient search, the least squares and the Newton methods [4] [5] [6] . Parameter estimation is basic for controller design [7] [8] [9] , filtering and state estimation [10, 11] and system identification [12] [13] [14] . Recently, a gradient based iterative method and a least squares based iterative method were presented for identifying multiple-input multiple-output systems [15] and for identifying Wiener nonlinear systems [16] ; and a Newton recursive and a Newton iterative algorithms were developed for identifying Hammerstein nonlinear systems [17] ; a least squares based recursive estimation algorithm and a least squares based iterative algorithm were proposed for output error moving average systems using data filtering [18] ; several maximum likelihood based recursive least squares algorithms were discussed for systems with colored noises [19] [20] [21] .
In the area of parameter estimation [22] [23] [24] [25] , Zhang et al. proposed a bias compensation based recursive least squares method for stochastic systems with colored noises [26] and for a class of multiple-input single-output systems [27] ; Liu et al. discussed multi-innovation stochastic gradient approach for multiple-input single-output systems using the multiinnovation identification theory and the auxiliary model identification idea [28] and analyzed the convergence of the stochastic gradient algorithm for multivariable ARX-like systems [29] . Ding et al. presented an auxiliary model based multiinnovation stochastic gradient algorithm for systems with scarce measurements [30] and an auxiliary model based recursive least squares algorithm for missing-data systems [31] . Xiao et al. presented a residual based interactive least squares algorithm for controlled autoregressive moving average systems [32] ; Ding and Duan proposed a two-stage parameter estimation algorithms for Box-Jenkins systems [33] .
In the field of state space system identification, Ding et al. presented a hierarchical identification method for the lifted state space model of general dual-rate systems [34] and for non-uniformly sampled-data systems [35] ; Gu et al. discussed a least squares numerical parameter estimation algorithm for a state space model with multi-state delays, assuming the states of the system are available [36] , and studied parameter and state estimation for a state space model with a one-unit state delay [37] and for a multivariable state space system with d-step state-delay [38] . This paper studied the identification method of canonical state space systems, assuming the states of the system are unavailable. This paper is organized as follows. Section 2 derives the identification model for state space systems. Section 3 gives the parameter and state estimation algorithm. Section 4 provides an example to verify the effectiveness of the proposed algorithm. Finally, concluding remarks are given in Section 5.
The identification model for the state space systems
Let us define some notations. ''A ¼: X'' or ''X :¼ A'' stands for ''A is defined as X''. Let z denote a unit forward shift operator with zxðtÞ ¼ xðt þ 1Þ and z À1 xðtÞ ¼ xðt À 1Þ. Consider the following observer canonical state space system, xðt þ 1Þ ¼ AxðtÞ þ buðtÞ; ð1Þ
where xðtÞ :¼ ½x 1 ðtÞ; x 2 ðtÞ; Á Á Á ; x n ðtÞ T 2 R n is the state vector, uðtÞ 2 R is the system input, yðtÞ 2 R is the system output, vðtÞ 2 R is random noise with zero mean, A 2 R nÂn ; b 2 R n and c are the system parameter matrix and vectors:
A ¼ 2 R n ;
The parameters a i 2 R and b i 2 R are to be identifified from observation data fuðtÞ; yðtÞ : t ¼ 1; 2; 3; Á Á Ág. From (1), we have
. .
x n ðt þ 1Þ 
. . . ; ðn À 1Þ:
Substituting (9) into (8) gives Using (10) and from (7), we obtain the identification model of the state space system in (1) and (2):
The information vector uðtÞ consists of the state x 1 ðt À iÞ and the input uðt À iÞ, and the parameter vector h consists of all the parameters a i and b i of the state space system in (1).
3. The parameter and state estimation algorithm
The state estimation algorithm
If the parameter matix/vector A and b are known, then we can apply the following Kalman filter to generate the estimatê xðtÞ of the state vector xðtÞ: xðt þ 1Þ ¼ÂðtÞxðtÞ þbðtÞuðtÞ þ L 2 ðtÞ½yðtÞ À cxðtÞ;xð1Þ 
The parameter estimation algorithm
LetĥðtÞ represent the estimate of h at time t. According to the least squares principle, defining and minimizing the quadratic criterion function
we can obtain the following recursive algorithm:
hðtÞ ¼ĥðt À 1Þ þ PðtÞuðtÞ½yðtÞ À u T ðtÞĥðt À 1Þ;ĥð0Þ ¼ 1 2n =p 0 ; ð19Þ
where 1 2n denotes a 2n-dimensional column vector whose elements are all unity, p 0 is generally taken to be a large positive number, e.g., p 0 ¼ 10 6 .
Because the information vector uðtÞ contains the unmeasurable state variable x 1 ðt À iÞ in /ðtÞ, the algorithm in (19) and (20) 
Replacing uðtÞ in (19) and (20) with its estimateûðtÞ yieldŝ hðtÞ ¼ĥðt À 1Þ þ PðtÞûðtÞ½yðtÞ Àû T ðtÞĥðt À 1Þ;ĥð0Þ ¼ 1 2n =p 0 ; ð22Þ
Applying the matrix inversion lemma [1, 36] ðA þ
to (23) gives
Define the gain vector LðtÞ :¼ PðtÞûðtÞ 2 R 2n . Post-multiplying (24) byûðtÞ, we have
Thus, we have
Combining (22), (25) , (26) and (21) 
The algorithm in (27)-(32) compute recursively the parameter estimation vectorĥðtÞ using the estimated statesx 1 ðt À iÞ in the information vectorûðtÞ. Eqs. (27)- (32) form the estimated states based recursive least squares parameter identification algorithm for state space systems.
The following lists the steps of computing the parameter and state estimates for the algorithm in (27) - (32) and (15)- (18) with the data length k increasing.
1. To initialize, let t ¼ 1;ĥð0Þ ¼ 1 2n =p 0 , Pð0Þ ¼ p 0 I 2n ;xðt À iÞ ¼ 1=p 0 for i ¼ 1; 2; . . . ; n, P 2 ð1Þ ¼ I n ; p 0 ¼ 10 6 .
2. Collect the input-output data uðtÞ and yðtÞ.
3. Form/ k ðtÞ and wðtÞ using (31) andûðtÞ by (30). 4. Compute the gain vector LðtÞ and the covariance matrix PðtÞ using (28) and (29), and update the parameter estimateĥðtÞ using (27). 5. Readâ i ðtÞ andb i ðtÞ fromĥðtÞ according to (32) , and constructÂðtÞ andbðtÞ using (18). 6. Compute the state gain vector L 2 ðtÞ and the covariance matrix P 2 ðt þ 1Þ using (16) and (17), and update the stater estimatexðt þ 1Þ using (15). 7. Increase t by 1 and go to step 2.
The flowchart of computing the parameter estimateĥðtÞ and the state estimatexðtÞ is shown in Fig. 1 .
Example
Consider the following state space system: xðt þ 1Þ ¼ In simulation, the input fuðtÞg is taken as an independent persistent excitation signal sequence with zero mean and unit variance, and fvðtÞg as a white noise sequence with zero mean and variance r (27)- (32) and (15)- (18) to identify the parameters of this system. The parameter estimates and their estimation errors are shown in Tables 1 and 2 , the parameter estimatesâ i ðtÞ andb i ðtÞ versus t are shown in Fig. 2 and the parameter estimation errors d versus t are shown in Fig. 3 . From Tables 1 and 2 and Figs. 2 and 3, we can see that the parameter estimation errors become smaller with the increasing of the data length t. This shows that the proposed algorithm works well.
The following is the Matlab program of this example. 
Conclusions
This paper proposes a combined parameter and state estimation algorithm for estimating the parameters and states of an observer canonical state space system. The simulation results indicate that the proposed algorithms are effective.
The proposed method can combine other methods, e.g., the multi-innovation identification methods [39] [40] [41] [42] , the hierarchical identification methods [43] [44] [45] , the iterative identification methods [46] , the two-stage identification algorithms and so on, to study identification problems of the controller canonical form, the controllability canonical form and the observability canonical form of scalar or multivariable systems [47] [48] [49] .
