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Abstract
This paper addresses the decomposition of biochemical networks into functional modules
that preserve their dynamic properties upon interconnection with other modules, which permits
the inference of network behavior from the properties of its constituent modules. The modular
decomposition method developed here also has the property that any changes in the parameters
of a chemical reaction only affect the dynamics of a single module. To illustrate our results,
we define and analyze a few key biological modules that arise in gene regulation, enzymatic
networks, and signaling pathways. We also provide a collection of examples that demonstrate
how the behavior of a biological network can be deduced from the properties of its constituent
modules, based on results from control systems theory.
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1 Introduction
Network science and control systems theory have played a significant role in the advancement of
systems and synthetic biology in recent years. Tools from graph theory and system identification
have been used to understand the basic subunits or “motifs” in biological networks [1, 2], and to
identify the existence (or non-existence) of pathways in large networks [3–5]. With a deeper under-
standing of mechanisms that exist in biology, synthetic biologists have used bottom-up construction
techniques to engineer new biological networks, and modify or optimize the behavior of existing
networks [6, 7], with impressive results [8–10].
Modularity
One of the key ideas that has revolutionized synthetic and systems biology is the conception of a
biological network as a collection of functionally isolated interacting components. To the authors’
knowledge, Hartwell et al. were among the first to suggest that this idea could reduce the complexity
of analyzing these networks [11]. For example, properties like stability and robustness can be
predicted just from properties of each individual component in the network and knowledge of the
interconnection structure. From a computational perspective, computing network parameters such
as its equilibrium point(s) can be greatly simplified, since the computations can be done over a set
of components as opposed to over the entire network. From an evolutionary standpoint, grouping
a network into components is useful to analyze the evolvability of each component. Finally, for
experimental identification purposes, delimiting a network into components reduces the complexity
of the estimation problem and often requires less experimental data.
It is generally understood that to be useful, a biological component needs to exhibit a property
broadly defined as modularity, but there is little consensus on its definition and on how it is per-
ceived [12]. Synthetic biologists and mathematical biologists postulate that a biological component
exhibits modularity if its dynamic characteristics remain the same before and after interconnection
with other components [12]. However, synthetic biologists sometimes argue that modularity is not
an inherent property of biological network components, because often components have dynamics
that are susceptible to change upon interconnection with other components. This has been termed
many things, including “hidden feedback” [13], “retroactivity” [14] and “loading effects” [15], and
is akin to an electrical component whose output voltage changes upon the addition of a load. To
obviate this lack of modularity and to effectively isolate two or more synthetic components from
each other, insulation components have been designed [14, 16] and have proven to be useful [17].
Mathematical biologists on the other hand, believe that the fact that some synthetic compo-
nents can be subject to loading effects upon interconnection with other components provides no
reason to believe that biological networks cannot be analytically delimited into components that
exhibit modularity. In this field, a biological network is generally represented by a system of ordi-
nary differential equations (ODEs). Every one of these equations is then assigned to a component,
with appropriate input-output relationships to ensure that the composition of all components will
reconstruct the original system of ODEs. This method of decomposing a biological network has
proven useful in deriving results pertaining to the existence of multiple equilibrium points in a net-
work of interconnected components [18–20], and the stability of these points [21, 22]. A potentially
undesirable feature of the approaches followed in the above-mentioned references is that, while the
components considered were dynamically isolated from each other, the parameters of a particular
chemical reaction in the network (such as the stoichiometric coefficients or the rate constants) could
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appear in more than one component. Consequently, a change in a single chemical reaction could
result in several distinct components changing their internal dynamics.
Evolutionary biologists themselves have different perspectives on modularity. One is that mod-
ularity is an inherent property of biological network components that enables them to evolve in-
dependently from the rest of the network in response to shock or stress, hence enhancing future
evolvability. [23, 24]. Another perspective is that natural selection occurs modularly, and that this
selection preserves certain properties of a biological network by allowing individual aspects of a
component to be adjusted without negative effects on other aspects of the phenotype. Whichever
definition is used, evolutionary biologists rely heavily on biological network parameters being as-
sociated with a unique component. For example, parameters that are ”internal” to a functional
biological component, but that do not affect significantly the input-output behavior of the compo-
nent, are considered as neutral traits [25], meaning that their values can change because of genetic
drift.
Two notions of modularity
In this paper, we attempt to unify the notion of modularity in the context of biological networks,
using an analytical approach. We say that a biological component is a module if it admits both
dynamic modularity and parametric modularity. The former implies that the properties of each
module do not change upon interconnection with other modules, and the latter implies that the
network parameters within a module appear in no other module. In this sense, a synthetic compo-
nent that undergoes loading effects upon interconnection with other components does not exhibit
dynamic modularity, and a component whose internal dynamics depend on parameters that also
affect other components does not exhibit parametric modularity.
Dynamic modularity is essential to infer the behavior of a biological network from the behavior
of its constituent parts, which can enable the analyses of large networks and also the design of
novel networks. Parametric modularity, which has not been explicitly mentioned as often in the
literature, is a useful property when identifying parameters in a biological network, like in [3–5],
and also for evolutionary analysis of network modules.
Novel contributions
A key contribution of this paper is the development of a systematic method to decompose an
arbitrary network of biochemical reactions into modules that exhibit both dynamic and parametric
modularity. This method is explained in detail in Section 2 and is based on three rules that
specify how to partition species and reactions into modules and also how to define the signals that
connect the modules. An important novelty of our approach towards a modular decomposition
is the use of reaction rates as the communicating signals between modules (as opposed to species
concentrations). We show that aside from permitting parametric modularity, this allows the use
of summation junctions to combine alternative pathways that are used to produce or degrade
particular species.
To illustrate the use of our approach, in Section 3 we introduce some key biological modules that
arise in gene regulatory networks, enzymatic networks, and signaling pathways. Several of these
biological systems have been previously regarded in the literature as biological ”modules”, but the
”modules” proposed before did not simultaneously satisfy the dynamic and parametric modularity
properties. We then analyze these modules from a systems theory perspective. Specifically, we
introduce the Input-output static characteristic function (IOSCF) and the Linearized Transfer
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Function (LTF), and explain how these functions can help us characterize a module by properties
such as monotonicity and stability.
Section 4 is devoted to demonstrating how one can predict the behavior of large networks from
basic properties of its constituent modules. To this effect, we review three key basic mechanisms that
can be used to combine simple modules to obtain arbitrarily complex networks: cascade, parallel,
and feedback interconnections. We then illustrate how modular decomposition can be used to show
that the Covalent Modification network [26] can only admit a single stable equilibrium point no
matter how the parameters of the network are chosen, and to find parameter regions where the
Repressilator network [9] converges to a stable steady-state.
2 Modularity and Decomposition
From this paper’s perspective, a biological network is viewed as a collection of elementary chemical
reactions, whose dynamics are obtained using the law of mass action kinetics. Our goal is to
decompose such a network into a collection of interacting modules, each a dynamical system with
inputs and outputs, so that the dynamics of the overall network can be obtained by appropriate
connections of the inputs and outputs of the different modules that comprise the network. It is our
expectation that the decomposition of a biological network into modules will reduce the complexity
of analyzing network dynamics, provide understanding on the role that each chemical species plays
in the function of the network, and permit accurate predictions regarding the change of behavior
that would arise from specific changes to components of the network.
For a network to be truly modular, we argue that the different modules obtained from such
a decomposition should exhibit both dynamic modularity and parametric modularity. A module
exhibits dynamic modularity if its dynamics remain unchanged upon interconnection with other
modules in the network, and admits parametric modularity if the parameters associated with that
module appear in no other module of the network. Consequently, changing the parameters of a
single chemical reaction affects the dynamics of only a single module.
In the rest of this section, we develop rules that express conditions for a module to admit
dynamic and parametric modularity. To express these rules, we introduce a graphical representation
that facilitates working with large biological networks.
2.1 Representing a biological network
A biological network can be represented in multiple ways, including as a system of ordinary dif-
ferential equations (ODEs) associated with the law of mass action kinetics, a directed bipartite
species-reaction graph (DBSR), or a dynamic DBSR graph that we introduce below.
Mass Action Kinetics (MAK) Ordinary Differential Equations (ODEs)
A set of species involved in chemical reactions can be expressed as a system of ODEs using the law of
mass action kinetics (MAK) when the species are well-mixed and their copy numbers are sufficiently
large. For a network involving the species Sj , @j P t1, 2, . . . , Nspeciesu and the reactions Ri, @i P
t1, 2, . . . , Nreactionsu, the MAK results in a system of ODEs whose states are the concentrations
rSjs, @j of the different chemical species; the ODE representing the dynamics of a specific species
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Sj is given by
9rSjs “
Nreactionsÿ
i“1
ψjipk1, k2, . . . , rS1s , rS2s , . . . q (1)
where ψjipk1, k2, . . . , rS1s , rS2s , . . . q denotes the rate of production/destruction of Sj due to the
reaction Ri, which typically depends on the parameters k1, k2, . . . that are intrinsic to Ri (reac-
tion rate constants and stoichiometric coefficients) and also on the concentrations of the reactants
rS1s , rS2s ¨ ¨ ¨ of Ri. The value of ψji is either positive or negative depending on whether Sj is
produced or consumed (respectively) by Ri, or zero if Ri is not involved in the production or
consumption of Sj .
To facilitate the discussion, we use as a running example a simple biological network consisting
of species S1, S2, and S3, represented by the following set of chemical reactions:
R1 : S1 k1rS1sÝÝÝÝÑ S2
R2 : S1 γ1rS1sÝÝÝÝÑ ∅
R3 : S2 k2rS2sÝÝÝÝÑ S1
R4 : S2 γ2rS2sÝÝÝÝÑ ∅
R5 : S3 k3rS3sÝÝÝÝÑ S2, (2)
which correspond to the following set of ODEs derived from MAK:
9rS1s “ k2 rS2s ´ pγ1 ` k1q rS1s (3a)
9rS2s “ k1 rS1s ` k3 rS3s ´ pγ2 ` k2q rS2s (3b)
9rS3s “ ´k3 rS3s . (3c)
With respect to the general model (1), the ψji for j P t1, 2, 3u and i P t1, 2, 3, 4, 5u are given by
ψ11
`
k1, rS1s
˘ “ ´k1 rS1s
ψ12
`
γ1, rS1s
˘ “ ´γ1 rS1s
ψ13
`
k2, rS2s
˘ “ k2 rS2s
ψ21
`
k1, rS1s
˘ “ k1 rS1s
ψ23
`
k2, rS2s
˘ “ ´k2 rS2s
ψ24
`
γ2, rS2s
˘ “ ´γ2 rS2s
ψ25
`
k3, rS3s
˘ “ k3 rS3s
ψ35
`
k3, rS3s
˘ “ ´k3 rS3s ,
and 0 otherwise.
Directed Bipartite Species-Reactions (DBSR) graph
When a biological network is large, writing down the system of MAK ODEs is cumbersome and
therefore much work has been done on understanding the behavior of chemical reaction networks
from a graph-theoretic perspective [27]. The Directed Bipartite Species-Reaction (DBSR) graph
representation of chemical reaction networks was developed in [28], and is closely related to the
Species-Reaction (SR) graph introduced in [29]. In the construction of the DBSR graph, every
species in the network is assigned to an elliptical node, and every chemical reaction is assigned
to a rectangular node. For every reaction in the network Ri, there exist directed edges from the
nodes corresponding to the reactants of Ri to the node Ri, and from the node Ri to the nodes
corresponding to the products of Ri. It is worth noting that this formulation is similar to that in
[30], using storages and currents. The DBSR graph of the network (2) is shown in Figure 1(a).
From this graph, we can infer, for example, that S2 is produced from S1 due to the reaction R1,
and that S1 is a reactant in R1. Therefore, the concentration of S1 is required in the computation
of the rate of the reaction R1.
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S1 S2 S3R1
R2 R4
R3
R5
(a)
S1 S2 S3R1
R2 R4
R3
R5
(b)
Figure 1: (a) DBSR graph and (b) Dynamic DBSR graph of the network represented by (2)
Dynamic DBSR graph
While the DBSR graph is useful in understanding the overall structure of a network of chemical
reactions, it does not provide information about the flow of information in the network. For
instance, the graph does not directly show whether the reaction R1 affects the dynamics of S1. To
obviate this problem, we define the dynamic DBSR graph, which is a DBSR graph overlaid with
arrows expressing the flow of information due to the dynamics of the network. In this graph, a
dashed arrow from a reaction node Ri to a product node Sj indicates that rSjs is affected by Ri,
usually by Sj being consumed in the reaction. Just like in the DBSR graph, a solid arrow from
node Ri to node Sj indicates that Sj is produced by the reaction, while a solid arrow from node
Sj to node Ri indicates that Sj is a reactant of Ri. The Dynamic DBSR graph of network (2) is
shown in Figure 1(b).
2.2 Modular decomposition of a biological network
The modular decomposition of a biological network represented by the MAK ODE (1) entails the
assignment of each chemical species and each chemical reaction in the network to modules. These
modules then need to be interconnected appropriately such that the ODE (1) can be reconstructed
from the module dynamics. In our framework, the assignment of a chemical species Sj to a module
means that the species concentration rSjs is part of the state of that module alone. The assignment
of a chemical reaction to a module means that all the reaction parameters (such as stoichiomet-
ric coefficients and rate constants) appear only in that module. These observations lead to the
formulation of two rules for a modular decomposition:
Rule 1 (Partition of species) Each chemical species Sj must be associated with one and only
one module M, and the state of M is a vector containing the concentrations of all chemical species
associated with M. l
Rule 2 (Partition of reactions) Each chemical reaction R must be associated with one and only
one module M, and the stoichiometric parameters and rate constants associated with R must only
appear within the dynamics of module M. l
In terms of the DBSR graphs, Rules 1 and 2 express that each node in the graph (corresponding
to either a species or a reaction) must be associated with a single module. Therefore, our modular
decomposition can be viewed as a partition of the nodes of the DBSR graphs. We recall that a
partition of a graph is an assignment of the nodes of the graph to disjoint sets.
The choice of signals used to communicate between modules has a direct impact on whether or
not Rules 1 and 2 are violated. To understand why this is so, consider again the biological network
(2), corresponding to the MAK ODEs given by (3), and suppose that we want to associate each
of the three species S1, S2 and S3 with a different component. Figure 2 shows two alternative
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partitions of the network that satisfy Rule 1 and exhibit the dynamic modularity property. That
is, the concentration of each species appears in the state of one and only one component, and when
the three components are combined, we obtain precisely the MAK ODEs in (3).
M1
M2
M3
u1
u2
u3
y1
y2
y3
9rS1s “ k2u1
´ pγ1 ` k1q rS1s
y1 “ rS1s
9rS2s “ k1u2 ` k3u3
´ pγ2 ` k2q rS2s
y2 “ rS2s
9rS3s “ ´k3 rS3s
y3 “ rS3s
(a) Decomposition using species
concentrations as inputs and out-
puts, which satisfies Rule 1, but
not Rule 2.
M1
M2
M3
u1
u2
u3
y1
y2
y3
9rS1s “ u1 ´ pγ1 ` k1q rS1s
y1 “ k1 rS1s
9rS2s “ u2 ` u3
´ pγ2 ` k2q rS2s
y2 “ k2 rS2s
9rS3s “ ´k3 rS3s
y3 “ k3 rS3s
(b) Decomposition using produc-
tion rates as inputs and outputs,
which satisfies Rules 1 and 2.
S1
S2
S3
R1 R2
R3R4
R5
M1
M2
M3
(c) DBSR graph par-
tition corresponding to
the decomposition in Fig-
ure 2(b).
Figure 2: Modular decomposition of the biochemical network (2) corresponding to the dynamic DBSR graph in
Figure 1(b).
In the decomposition depicted in the block diagram in Figure 2(a), the communicating signals
are the concentrations of the species. Specifically, the outputs y1, y2, and y3 of components M1,
M2, and M3, respectively, are the concentrations of the species S1, S2, and S3; which in turn are
the inputs u2, u1, or u3 of components M2, M1, and M3, respectively. This type of decomposi-
tion, where species concentrations are used as communicating signals between modules, has been
commonly done in the literature [15, 30–33]. However, this decomposition violates Rule 2, because
the rate parameters of the reactions R1, R3, and R5 appear in multiple components. Consequently,
this partition does not exhibit parametric modularity; for example, a change in the rate constant
k3 for reaction R5 would change the internal dynamics of modules M2 and M3. We thus do not
refer to the components M1, M2, and M3 in Figure 2(a) as “modules.”
An alternative choice for the communicating signals would be the rates of production of the
species, which leads to the decomposition depicted in the block diagram in Figure 2(b). With this
decomposition, we can now partition both the species and the reaction nodes among the different
components so that the parameters of each reaction are confined to a single module, as illustrated
in Figure 2(c). We thus have a modular decomposition that simultaneously satisfies Rules 1 and 2
and refer to the components M1, M2, and M3 in Figure 2(b) as “modules.”
2.3 Rates as communicating signals
In the context of a simple example, we have seen that using rates as the communicating signals
between modules (as opposed to protein concentrations) enables a modular decomposition that
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simultaneously satisfies Rules 1 and 2. We now generalize these ideas to arbitrary biological net-
works.
When partitioning a dynamic DBSR graph into modules, each arrow of the graph “severed”
by the partition corresponds to an interconnecting signal flowing between the resulting modules,
in the direction of the arrow. For example, one can see two arrows being severed in Figure 2(c)
by the partition between modules M1 and M2 and then two signals (y2 and y1) connecting the
corresponding modules in Figure 2(b). In the remainder of this section, we present two basic
scenarios that can arise in partitioning a network into two modules and discuss the signals that
must flow between these modules. These two cases can be applied iteratively to partition a general
network into an arbitrary number of modules.
Partition at the output of a reaction node.
S1 S2
S3
R1
M1
M2
. .
(a) Dynamic DBSR graph
partition
M1
M2
u1
y1
9rS1s “ ´k rS1s rS2s ` . . .
9rS2s “ ´k rS1s rS2s ` . . .
y1 “ k rS1s rS2s
9rS3s “ u1 ` . . .
(b) Block diagram decomposition.
Figure 3: Modular decomposition corresponding to the partition of a biochemical network at the output of a
reaction node of the dynamic DBSR graph.
Suppose first that we partition a biological network into two modules M1 and M2 at the output
of a reaction node of the dynamic DBSR graph, corresponding to a generic elementary reaction of
the form
R1 : S1 ` S2 krS1srS2sÝÝÝÝÝÝÑ S3, (4)
as shown in Figure 3(a). This can be accomplished by connecting an output y1 from module M1
to an input u2 of module M2 that is equal to the rate of production of S3 due to R1, which is given
by k rS1s rS2s. The block diagram representation of this partition is shown in Figure 3(b). In this
configuration, the reaction rate parameter k only appears inside the module M1 and we thus have
parametric modularity. As far as M2 is concerned, the rate of production of S3 in molecules per
unit time is given by the abstract chemical reaction
∅ u1ÝÑ S3,
where the rate u1 is an input to the module. In this decomposition, we also have dynamic mod-
ularity, since when we combine the dynamics of the two modules in Figure 3(b), we recover the
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MAK ODEs. This partition therefore ensures that both Rules 1 and 2 are satisfied. We emphasize
that the single arrow from node R1 to node S3 that is “severed” by the partition in Figure 3(a),
gives rise to one signal flowing from M1 to M2 in Figure 3(b).
S1
S2S3 R1
M1
M2
(a) Dynamic DBSR graph partition
M1
M2
u1
y1
u2
y2
9rS1s “ ´u1 rS1s ` . . .
y2 “ u1 rS1s
9rS2s “ ´u2 ` . . .
9rS3s “ u2 ` . . .
y1 “ k rS2s
(b) Block diagram decomposition.
Figure 4: Modular decomposition corresponding to the partition of a biochemical network at the output of a species
node of the dynamic DBSR graph.
Partition at the input of a reaction node.
Now consider the case where we partition the network at an input of a reaction node of the dynamic
DBSR graph, corresponding to a generic elementary reaction of the form in (4), as shown in
Figure 4(a). This can be accomplished by a bidirectional connection between the two modules:
The output y1 from M2 is connected to the input u1 of M1 and is equal to k rS2s, which is the
degradation rate of a single molecule of S1 due to the reaction R1, in molecules per molecule of
S1 per unit time. The output y2 from M1 is connected to the input u2 of M2 and is equal to
u1 rS1s, which is the rate of production of S3 and the net consumption rate of S2 due to R1, both in
molecules per unit time. The block diagram representation of this modular decomposition is shown
in Figure 4(b). In isolation, the block M1 corresponds to a chemical reaction of the form
S1 u1rS1sÝÝÝÝÑ ∅,
where the input u1 determines the degradation rate of the species S1, and the blockM2 corresponds
to an abstract chemical reaction of the form
S2 u2ÝÑ S3,
where the input u2 determines the production rate of the species S3, which is also the net consump-
tion rate of S2. This decomposition is parametrically modular since the reaction rate parameter k
is only part of the module S2, which contains the reaction R1. We emphasize that the two arrows
between R1 to S1 that are “severed” by the partition in the dynamic DBSR in Figure 4(a) give
rise to the two signals flowing between M1 and M2 in Figure 4(b).
The discussion above gives rise to the following general rule that governs the communicating
signals between modules.
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Rule 3 (Communication signals between modules) Each arrow of the dynamic DBSR graph
that is “severed” by the partition that defines the modular decomposition gives rise to one signal
that must flow between the corresponding modules. Specifically,
1. When the modular decomposition cuts the dynamic DBSR graph between a reaction node Ri
and a product species node Sj at the output of node Ri, one signal must flow between the
modules: the module with the reaction must have an output equal to the rate [in molecules per
unit time] at which the product Sj is produced by the reaction.
2. When the modular decomposition cuts the dynamic DBSR graph between a reaction node Ri
and a reactant species node Sj at the output of node Sj, two signals must flow between the
corresponding modules: the module with the reaction must have an output equal to the rate
at which each molecule of Sj is degraded [in molecules per molecule of Sj per unit time], and
the module with Sj must have an output equal to the total rate at which the molecules of Sj
are consumed [in molecules per unit time]. l
When Rules 1–3 are followed, the decomposition of the network into modules will exhibit both
parametric and dynamic modularity. Furthermore, the network can be decomposed into any number
of modules less than or equal to the total number of reacting species in the network.
Remark 1 In exploring the different possible cases, we restricted our discussion to elementary
reactions (at most two reactants) and assumed that at least one of the reactants remains in the
same module as the reaction. We made these assumptions mostly for simplicity, as otherwise one
would have to consider a large number of cases. l
2.4 Summation Junctions
In biological networks, it is not uncommon for a particular species to be produced or degraded
by two or more distinct pathways. In fact, we have already encountered this in the biochemical
network (2) corresponding to the dynamic DBSR graph depicted in Figure 1(b), where the species
S2 is produced both by reactions R1 and R5. The use of rates as communicating signals between
modules allows for the use of summation junctions outside modules to combine different mecha-
nisms to produce/degrade a chemical species. This is illustrated in Figure 5, where we provide
a modular decomposition alternative to that shown in Figure 2(b). This decomposition still pre-
serves the properties of dynamic and parametric modularity, but permits simpler blocks than those
in Figure 2(b), since each module now only has a single input and a single output (SISO). As we
shall see in Section 4, there are many tools that can be used to analyse interconnections of SISO
modules that include external summation junctions.
It is worth noting that when species concentrations are used as the communicating signals
between modules [as in Figure 2(a)], it is generally not possible to use summation junctions to
combine two or more distinct mechanisms to produce or degrade a chemical species. Even if
parametric modularity were not an issue, this limitation would typically lead to more complicated
modules with a larger number of inputs and outputs.
3 Common Modules
In this section, we consider a few key biological modules that arise in gene regulatory networks,
enzymatic networks, and signaling pathways. We characterize these modules in terms of system
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M1
M2
M3
u1
v
y1
y2
y3
9rS1s “ u1 ´ pγ1 ` k1q rS1s
y1 “ k1 rS1s
9rS2s “ v ´ pγ2 ` k2q rS2s
y2 “ k2 rS2s
9rS3s “ ´k3 rS3s
y3 “ k3 rS3s
Figure 5: Modular decomposition from Figure 2(b), simplified using summation junctions.
theoretic properties that can be used to establish properties of complex interconnections involving
these modules. Before introducing the biological modules of interest, we briefly recall some of these
system theoretic properties.
3.1 Module properties
Consider a generic input-output module, expressed by an ODE of the form
9x “ Apx, uq, y “ Bpx, uq, x P Rn, u P Rk, y P Rm, (5)
where xptq denotes the n-vector state of the module, uptq the k-vector input to the module, and
yptq the m-vector output from the module.
We say that the module described by (5) is positive if the entries of its state vector xptq and
output vector yptq never take negative values, as long as all the entries of the initial condition xp0q
and of the input vector uptq, @t ě 0 never take negative values. All the modules described in this
section are positive.
We say that the module described by (5) is cooperative (also known as monotone with respect
to the positive orthant) if for all initial conditions x0, x¯0 P Rn and inputs uptq, u¯ptq P Rk, @t ě 0,
we have that
x0 " x¯0 & uptq ľ u¯ptq, @t ě 0 ñ xpt;x0, uq " xpt; x¯0, u¯q, @t ą 0
where xpt;x0, uq denotes the solution to (5) at time t, starting from the initial condition xp0q “ x0
and with the input u. Given two vectors v, v¯, we write v " v¯ if every entry of v is strictly larger
than the corresponding entry of v¯ and we write v ľ v¯ if every entry of v is larger than or equal to
the corresponding entry of v¯. The reader is referred to [18–20] for a more comprehensive treatment
of monotone dynamical systems, including simple conditions to test for monotonicity and results
that allow one to infer monotonicity of a complex network from the monotonicity of its constituent
parts. Several modules described in this section are cooperative.
The Input-to-State Static Characteristic Function (ISSCF) gpu˚q of (5) specifies how a constant
input uptq “ u˚, @t ě 0 to the module maps to the corresponding equilibrium value of the state
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xptq “ x˚, @t ě 0. In terms of (5), the value of gpu˚q is the (unique) solution x˚ to the steady-
state equation Apx˚, u˚q = 0. When this equation has multiple solutions x˚, the ISSCF is not well
defined.
For modules with a well-defined ISSCF, the Input-to-Output Static Characteristic Function
(IOSCF) fpu˚q of (5) specifies how a constant input uptq “ u˚, @t ě 0 to the module maps to the
corresponding equilibrium value of the output yptq “ y˚, @t ě 0. In terms of (5), the value of fpu˚q
is given by Bpgpu˚q, u˚q. We shall see in Section 4 that one can determine the equilibrium point
of a network obtained from the interconnection of several input-output modules like (5), from the
IOSCFs and the ISSCFs of the constituent modules.
For systems with a well-defined ISSCF, the Linearized Transfer Function (LTF) Hpsq of (5)
around an equilibrium defined by the input u˚ determines how a small perturbation δuptq– uptq´u˚
of the input uptq around the constant input uptq “ u˚, @t ě 0 leads to a perturbation δyptq –
yptq ´ y˚ of the output yptq around the constant equilibrium output yptq “ y˚ – fpu˚q, @t ě 0. In
particular, δyptq “ L´1rHpsqs ‹ δuptq, where L´1rHpsqs denotes the inverse Laplace transform of
Hpsq and ‹ the convolution operator [34]. We shall also see in Section 4 that one can determine
the LTF of a network obtained from the interconnection of several input-output modules like (5),
from the LTFs of the constituent modules.
The LTF of a module like (5) is given by a rational function and generally, the (local) stability
of the equilibrium defined by the input u˚ can be inferred from the roots of the denominator of the
LTF. Specifically, if all the roots have strictly negative real parts, in which case we say that the LTF
is bounded-input/bounded-output (BIBO) stable, then the equilibrium point is locally asymptotically
stable, which means solutions starting close to the equilibrium will converge to it as t Ñ 8; this
assumes that the McMillan degree of the LTF equals the size n of the state x of (5) [34], which is
generically true, but should be tested.
3.2 Transcriptional regulation (TR) module
A gene regulatory network consists of a collection of transcription factor proteins, each involved in
the regulation of other proteins in the network. Such a network can be decomposed into transcrip-
tional regulation (TR) modules, each containing a transcription factor S0, the promoter regions
of a set of genes G1,G2, . . . ,GF that S0 up-regulates or down-regulates, and the corresponding
mRNA molecules mRNA1,mRNA2, . . . ,mRNAF transcribed. The case F ą 1 is referred to in
the literature as fan-out [35].
The input u to a TR module is the rate of production of S0 due to exogenous processes such as
regulation from other TR modules, and can be associated with a generic reaction of the form
∅ uÝÑ S0.
A number qj ě 1 of molecules of the transcription factor S0 can bind to the promoter region Pj of
the gene Gj , which is represented by the reaction
qjS0 ` Pj
konj rS0sqj rPjsÝÝÝÝÝÝÝÝáâ Ý
koffj rS0:Pjs
S0:Pj , @j P t1, 2, . . . ,mu.
The total concentration of promoter regions P totj “ rPjs ` rS0:Pjs for the gene Gj (bound and
unbound to the transcription factor) is assumed to remain constant. When S0 activates the gene
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Gj , the bound complex S0:Pj gives rise to transcription, which is expressed by a reaction of the
form
S0:Pj αjrS0:PjsÝÝÝÝÝÝÑ S0:Pj `mRNAj .
Alternatively, when S0 represses the gene Gj , it is the unbounded promoter Pj that gives rise to
transcription, which is expressed by a reaction of the form
Pj
αjrPjsÝÝÝÝÑ Pj `mRNAj .
Additional reactions in the module include the translation of mRNAj to Sj
mRNAj
βjrmRNAjsÝÝÝÝÝÝÝÑ mRNAj ` Sj ,
and the protein and mRNA degradation reactions
S0 β¯rS0sÝÝÝÑ ∅,
mRNAj
γjrmRNAjsÝÝÝÝÝÝÝÑ ∅
The TR module has F outputs y1, y2, . . . , yF that are equal to the rates of translations of the
proteins S1,S2, . . . ,SF , respectively. In particular,
yj “ βj rmRNAjs
When F “ 1, we refer to each module simply as a TR activator or TR repressor module, and the
subscript j’s can be omitted.
Table 1 shows the system of ODEs that correspond to the TR module, as well as its IOSCF
and LTF, under the following assumptions:
Assumption 1 (Homogeneity in TR module) For simplicity of presentation, it is assumed
that the association and dissociation constants, the total promoter concentration, and the stoichio-
metric coefficients are the same for every gene, i.e., that koffj “ koff , konj “ kon, P totj “ P tot and
qj “ q, @j P t1, 2, . . . , F u.
Assumption 2 (Parameters in TR module) The following assumptions on the parameter val-
ues are considered:
1. The binding-unbinding reactions are on timescales much faster than those of the transcrip-
tion, translation, and decay reactions, i.e., koff, kon " γ, βj, β¯ and uptq @t ě 0 [14]. This
assumption simplifies the LTF of the module, as shown in Table 1.
2. The dissociation constant K “ koffkon is much higher than the total promoter concentration i.e
K " P tot, implying that the affinity of each binding site is small. l
An interesting consequence of Assumption 2 is that the LTFs from a perturbation in the input to a
perturbation in each of the outputs do not depend on the fan-out, which is not true for the original
dynamics without this assumption. For completeness, we include in Appendix A the LTF of the
TR module computed without Assumption 2.
Figure 6 shows a biological representation and the corresponding DBSR graph of a TR module.
The reader may verify from Table 1 that the module satisfies Rules 1–3 in that (i) its state contains
the concentrations of all the chemical species associated with the module, (ii) the parameters of
all the chemical reactions associated with the module are not needed outside this module, and (iii)
the inputs and outputs of the module are rates of protein production/degradation.
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S0 activates Gj S0 represses Gj
Dynamics
(under
Assumption 1)
9rS0s “ u´ β¯ rS0s `
mÿ
j“1
q
`
koff rS0:Pjs ´ kon rS0sq pP tot ´ rS0:Pjsq
˘
9rS0:Pjs “ ´koff rS0:Pjs ` kon rS0sq pP tot ´ rS0:Pjsq
9rmRNAjs “ αj rS0:Pjs ´ γj rmRNAjs 9rmRNAjs “ αjpP tot´rS0:Pjsq´γj rmRNAjs
Dynamics
(under
Assump-
tions 1–2)
9rS0s “ u´ β¯ rS0s
9rmRNAjs “ αjP
tot
j
1` KrS0sq
´ γj rmRNAjs 9rmRNAjs “ αjP
tot
j
1`rS0s
q
K
´ γj rmRNAjs
Outputs
(under
Assumption 1)
yj “ βj rmRNAjs
IOSCFs
(under
Assumption 1)
yj˚ “ αjβjP
tot
γj
´
1` Kpθu˚qq
¯ yj˚ “ αjβjP tot
γj
´
1` pθu˚qqK
¯
LTFs (under
Assump-
tions 1–2)
Hjpsq “ qKP
totαjβjpθu˚qq´1
pK ` pθu˚qqq2ps` γjqps` β¯q Hjpsq “ ´
qKP totαjβjpθu˚qq´1
pK ` pθu˚qqq2ps` γjqps` β¯q
where K – koffkon , θ “– 1β¯
Table 1: Dynamics of a transcriptional regulation (TR) module and the corresponding IOSCF and LTF for each type
of output. This module is positive and the equilibrium defined by any constant input u˚ is locally asymptotically
stable, under Assumptions 1–2. The module is also cooperative under these assumptions when all outputs are
activating.
3.3 Enzyme-substrate reaction (ESR) module
The enzyme-substrate reaction (ESR) module represents the process by which a substrate protein S0
is covalently modified by an enzyme E into an alternative form S1. The chemical species associated
with this module are the substrate protein S0, the enzyme E, and the complex S0:E formed by
the enzyme-substrate binding. The input u to the ESR module is the rate of production of the
substrate S0 due to an exogenous process (e.g., a TR or another ESR module) and can be associated
with the generic reaction
∅ uÝÑ S0.
The additional reactions associated with the ESR module include the S0 degradation reaction
S0 γrS0sÝÝÝÑ ∅,
and the reactions involved in the Michaeles-Menten model for the enzyme-substrate interaction:
S0 ` E k
f rS0srEsÝÝÝÝÝÝáâ Ý
krrS0:Es
S0:E k
catrS0:EsÝÝÝÝÝÝÑ S1 ` E,
where the total concentration of enzyme Etot “ rEs ` rS0:Es is assumed to remain constant. The
output y of the ESR module is the rate of production of the modified substrate S1, given by
y “ kcat rS0:Es .
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Figure 6: (a) Biological representation and (b) DBSR graph of a TR module. For simplicity, protein degradation
reactions are shown neither in Figure 6(b) nor in all subsequent DBSR graphs presented in this paper.
Table 2 shows the system of ODEs that correspond to the ESR module, as well as its IOSCF, and
LTF. For simplicity, instead of presenting the exact dynamics of the module (which are straigh-
forward to derive using MAK), we present two common approximations to the Michaeles-Menten
model:
Assumption 3 (Equilibrium Approximation [36]) The reversible reaction is in thermodynamic
equilibrium (i.e., kf rS0s rEs “ kr rS0:Es), which is valid when kr " kcat. l
Assumption 4 (Quasi Steady-State Approximation [37]) The concentration of the complex
S0:E does not change on the timescale of product formation (i.e., kf rS0s rEs “ kr rS0:Es`kcat rS0:Es),
which is valid either when kr ` kcat " kf or when rS0s " Etot. l
Figure 7 shows a biological representation and the corresponding DBSR graph of an ESR module.
S0
S0
EE
u1 y1
(a)
S0 R1 R2S0:E
E
u1 y1
(b)
Figure 7: (a) Biological representation and (b) DBSR graph of an ESR module.
3.4 PD-cycle module
Signaling pathways are common networks used by cells to transmit and receive information. A
well-known signal transduction pathway, known as a signaling cascade, consists of the series of
phosphorylation and dephosphorylation (PD) cycles shown in Figure 8.
Each of these cycles, typically referred to as a stage in the cascade, consists of a signaling
protein that can exist in either an inactive (Si) or an active form (S:i ). The protein is activated by
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Equilibrium Approximation
(Assumption 3)
Quasi Steady-State Approximation
(Assumption 4)
Dynamics 9rS0s “
u´γrS0s´ k
catEtotrS0s
Kd`rS0s
1` KdEtotpKd`rS0s2q
9rS0s “ u´ γ rS0s ´ k
catEtot rS0s
Km ` rS0s
Output
equation
y “ k
catEtot rS0s
Kd ` rS0s , K
d –
kr
kf
y “ k
catEtot rS0s
Km ` rS0s , K
m –
kr ` kcat
kf
IOSCF
y˚ “ 1
2
p2u˚`Ke´
b
pKeq2 ` 4Kdu˚γq,
Ke – ´u˚ ` kcatEtot `Kdγ
y˚ “ 1
2
p2u˚ `K f ´
b
pK fq2 ` 4Kmu˚γq,
K f – ´u˚ ` kcatEtot `Kmγ
LTF Hpsq “ K
ppu˚q
s`Kqpu˚q
Hpsq “ K
h
s`Kh ` γ ,
Kh – kcatEtotKmpKm` 1
2γ
pKf`
?
pKfq2`4Kmu˚γqq2
Table 2: Approximate dynamics of the ESR module based on the Equilibrium approximation [36] and the Quasi
steady-state approximation [37]. The constants Kppu˚q and Kqpu˚q that appear in the module LTF under Assump-
tion 3 are included only in Appendix A, due to lack of space. This module is positive, cooperative, and the equilibrium
defined by any constant input u˚ is globally asymptotically stable under both assumptions.
Figure 8: Representation of an n-stage signaling cascade, adapted from [38].
the addition of a phosphoryl group and is inactivated by its removal [13]. The activated protein
S:i then goes on to act as a kinase for the phosphorylation or activation of the protein Si`1 at the
next stage in the cascade. At each stage, there is also a phosphatase that removes the phosphoryl
group to deactivate the activated protein.
The signaling cascade depicted in Figure 8 can be decomposed into n PD-cycle modules, each
including the active protein S:i , the inactive protein Si`1, the complex S:i :Si`1 involved in the
activation of the protein in the next module, and the associated chemical reactions:
S:i ` Si`1
kfirS:i srSi`1sÝÝÝÝÝÝÝáâ Ý
kri rS:i :Si`1s
S:i :Si`1
αirS:i :Si`1sÝÝÝÝÝÝÝÑ S:i ` S:i`1.
In addition, the module also includes the phosphatase enzyme Ei, the complex S:i :Ei involved in
the deactivation of S:i , and the associated chemical reactions:
S:i ` Ei
k¯firS:i srEisÝÝÝÝÝÝáâ Ý
k¯ri rS:i :Eis
S:i :Ei
α¯irS:i :EisÝÝÝÝÝÝÑ Si ` Ei,
where the total concentration of the enzyme Etoti “ rS:i :Eis ` rEis is assumed to remain constant.
The two inputs to this PD-cycle module are the rate of production ui of the active protein S:i due
to the activation of Si in the preceding module of the cascade, and the rate of production vi of the
inactive protein Si`1 due to dephosphorylation of S:i`1 in the subsequent module of the cascade.
Consistently, the two outputs of this PD-cycle are the rate yi of production of S:i`1 due to the
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activation of Si`1, to be used as an input to a subsequent module; and the rate zi of production of
Si due to the deactivation of S:i to be used as an input to a preceding module.
Table 3 shows the system of ODEs that correspond to the PD-cycle module and the IOSCFs.
The LTFs are straighforward to compute and can be found in Appendix A. While our decomposition
of the signaling cascade network satisfies Rules 1–3 and hence enjoys both types of modularity, this
is not the case for the decompositions of the same biochemical system found in [13, 38, 39]. Figure 9
shows a biological representation and the corresponding DBSR graph of a PD cycle module.
Dynamics
9rSi`1s “ vi ´ kfi rSi`1s rS:i s ` kri rS:i :Si`1s
9rS:i :Si`1s “ kfi rSi`1s rS:i s ´ pkri ` αiqrS:i :Si`1s
9rS:i s “ ui ´ kfi rSi`1s rS:i s ` pkri ` αiqrS:i :Si`1s ´ k¯firS:i s rEis
` k¯ripEtoti ´ rEisq
9rEis “ ´k¯firS:i s rEis ` pk¯ri ` α¯iqpEtoti ´ rEisq
Output
equations
yi “ αirS:i :Si`1s
zi “ α¯ipEtoti ´ rEisq
IOSCF yi˚ “ vi˚ , zi˚ “ ui˚
Table 3: Dynamics of a PD-cycle module.
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Figure 9: (a) Biological representation and (b) DBSR graph of a PD cycle module.
4 Interconnections between modules
In this section, we review the cascade, parallel, and feedback interconnections, which are three
basic mechanisms that can be combined to obtain arbitrarily complex networks. Standard results
in control systems theory allow us to compute the IOSCF and LTF of a cascade, parallel or feedback
interconnection from the IOSCFs and LTFs of the constituent modules.
4.1 Cascade interconnection
In a cascade interconnection between two modules, the output of a module M1 is connected to
the input of a module M2, as shown in Figure 10(a). For example, consider the network where
a protein S1 activates a gene G2, whose protein S2 represses a gene G3. This can be decomposed
into a cascade interconnection between a TR activator and a TR repressor module, as depicted in
Figures 10(b) and 10(c).
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Figure 10: (a) Cascade interconnection between a moduleM1 and another moduleM2. (b) Example of a cascade
interconnection between a TR activator module and a TR repressor module and (c) corresponding DBSR graph
partition.
When M1 and M2 exhibit dynamic modularity, their input-output dynamics remain the same
before and after interconnection and the IOSCF of the cascade is given by the simple composition
formula
y2˚ “ fpu1˚q– f2
`
f1pu1˚q
˘
, @u1˚ , (6)
where f1p¨q and f2p¨q denote the IOSCFs of the modules M1 and M2, respectively. The task of
computing the equilibrium value at the output of the cascade is therefore straighforward once the
IOSCFs of each module are available. Similarly, the LTF of the cascade around the equilibrium
defined by the input u1˚ is given by the simple multiplication formula
Hpsq “ H2psqH1psq,
where H1psq and H2psq denote the LTFs of the modules M1 and M2, respectively, around the
equilibrium defined by u1˚ and f2pu1˚q. The task of computing the cascade LTF is therefore straigh-
forward once the LTFs of each module are available. Furthermore, Hpsq will be BIBO stable if
both H1psq and H2psq are BIBO stable.
WhenM1 andM2 admit parametric modularity, each chemical reaction parameter is associated
with a unique module. Modifying a chemical reaction in M2, for example, only affects the functions
f2p.q and H2psq. Consequently, the re-computation of the IOSCF and LTF of the cascade after this
modification is simplified, as f1p.q and H1psq remain unchanged.
4.2 Parallel interconnection
In a parallel interconnection between the modules M1 and M2, the outputs of the modules are
summed as shown in Figure 11(a). For example, consider a network where a protein S1 activates a
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gene G3 that produces S3, and simultaneously the same protein S3 can be produced by a covalent
modification of another protein S2 by an enzyme E2. This network can be decomposed into the
parallel interconnection of a TR activator module and an ESR module, as depicted in Figures 11(b)
and 11(c), where S1 and S2 are produced by some exogenous process at rates u1 and u2, respectively.
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Figure 11: (a) Parallel interconnection of two modules M1 and M2. (b) Example of a parallel interconnection
between an activator TR module and an ESR module and (c) corresponding DBSR graph partition.
Under dynamic modularity, the (two-input) IOSCF of the parallel interconnection is given by
the simple addition formula
u3˚ “ fpu1˚ , u2˚q– f1pu1˚q ` f2pu2˚q, @u1˚ , u2˚ ,
where f1p¨q and f2p¨q denote the IOSCFs of the modules M1 and M2, respectively. Furthermore,
the (two-input) LTF of the parallel interconnection around the equilibrium defined by the input
pair pu1˚ , u2˚q is obtained by stacking H1psq, H2psq side-by-side, as in
Hpsq “ rH1psq H2psqs,
where H1psq and H2psq denote the LTFs of the modules M1 and M2, respectively, around the
equilibria defined by u1˚ and u2˚ . Also here, Hpsq will be BIBO stable if both H1psq and H2psq
are BIBO stable. Furthermore, parametric modularity ensures that modifying a chemical reaction
associated with Mi, i P t1, 2u only affects the functions fip.q and Hipsq.
4.3 Feedback interconnection
In a feedback interconnection, the output of a module M1 is connected back to its input through a
summation block, as shown in Figure 12(a). An example of a feedback interconnection is an auto-
repressor, where a protein S1, which is produced by an exogenous process at a rate u, represses its
own gene G1, as illustrated in Figure 12(b).
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Figure 12: (a) Feedback interconnection of module M1. (b) Example of a feedback interconnection of a TR
repressor module and (c) corresponding DBSR graph partition.
When M1 exhibits dynamic modularity, the IOSCF of the feedback interconnection is given by
fpu˚q “ y˚, where y˚ is the solution to the equation
y˚ “ f1pu˚ ` y˚q,
where f1p¨q denotes the IOSCF of the module M1. When this equation has multiple solutions,
the IOSCF of the feedback is not well defined. When the IOSCF is well-defined, the LTF of the
feedback interconnection around the equilibrium defined by the input u˚ is given by
Hpsq “ `I ´H1psq˘´1H1psq “ H1psq`I ´H1psq˘´1.
where H1psq denote the LTFs of the module M1 around the equilibria defined by u˚ ` fpu˚q, and
I represents the identity matrix of the same size as the matrix H1psq.
The interconnection in Figure 12(a) is said to correspond to a positive (negative) feedback if the
module M1 has a well-defined monotone increasing (decreasing) IOSCF with respect to each of its
inputs, which means that an increase in the constant input u1˚ results in an increase (decrease) in
the equilibrium output y1˚ .
For the cascade and parallel interconnections, the IOSCF of the networks were well-defined
provided that the IOSCFs of the constituent modules were well-defined. Moreover, if the constituent
modules had BIBO stable LTFs, the LTF of the interconnection was also BIBO stable. This is no
longer true for a feedback interconnection; a module M1 may have a well-defined IOSCF and a
BIBO stable LTF, but the feedback interconnection of M1 may have multiple equilibria, and the
LTFs around these equilibria may or may not be BIBO stable, thus requiring more sophisticated
tools to study feedback interconnections.
4.4 Nested interconnection structures
In general, arbitrarily complex biological networks can be decomposed into combinations of cascade,
parallel and feedback interconnection structures, also known as nested interconnection structures.
One such example, involving TR and ESR modules, is depicted in Figure 13. In this case, a
protein S1, which is produced by some exogenous process at a rate u, activates a gene G2 while
simultaneously repressing G3. The protein S2 is then covalently modified to S4, while S3 activates
G4. The protein S4 goes on to repress G1, completing the feedback loop.
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Figure 13: (a) Biological representation of the nested interconnection structure and (b) corresponding DBSR graph
partition. (c) Block diagram representation of network decomposition, which showsM1 in cascade with the parallel
interconnection ofM2 andM3, connected in cascade withM4 and in turn, connected in a feedback loop.
4.5 Illustrative examples
For the remainder of this section, we demonstrate how a modular approach can be used to simplify
the analysis of and provide insight into the behavior of two well-studied biological networks that
can be represented as nested interconnection structures: the Covalent Modification network and
the Repressilator network, both of which can be decomposed into a cascade of modules that are
subsequently connected in a feedback loop. We use this modular decomposition to simplify the
process of finding the number of equilibrium points of these networks, and to determine whether
the protein concentrations within the modules will converge to these points.
Covalent Modification network
The Covalent Modification network adapted from [26] consists of a protein that can exist in the
unmodified form S1, or in the modified form S2. The interconversion between the forms is cat-
alyzed by two enzymes E1 and E2. This network can be decomposed into a cascade of two ESR
modules interconnected in (positive) feedback, as shown in Figure 14. This particular feedback
interconnection does not have any exogenous input.
Based on what we saw before regarding the IOSCFs of cascade and feedback interconnections,
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Figure 14: (a) Block diagram representation and (b) biological representation of a Covalent Modification network
decomposition.
the value of u1 at the equilibrium point of the network must satisfy the equation
f2
`
f1pu1˚q
˘ “ u1˚ , (7)
where f1p¨q and f2p¨q denote the IOSCFs of the two ESR modules (see Table 2). Observing that
f1p.q and f2p.q — and therefore their composition f2pf1p.qq — are all zero-at-zero, monotone in-
creasing and strictly concave functions, we can conclude that (7) has the unique solution u1˚ “ 0,
corresponding to both substrate concentrations being 0, for all positive values of the module pa-
rameters.
To determine whether the concentrations of all species converge to the unique equilibrium point,
we can apply powerful results from [19] to determine whether a network is cooperative, based on
the properties of its constituent blocks. In particular, these results allow us to conclude that
the cascade of the two ESR blocks is cooperative (and actually enjoys a few additional related
properties, including excitability and transparency). We can then use results from [20] to establish
that since the IOSCFs always satisfy
Bf2 pf1 pu1˚qq
Bu1˚
ˇˇˇ
u˚1“0
ă 1,
the substrate concentrations converge to the unique equilibrium point 0, regardless of their initial
concentration and of the module parameters. A more detailed explanation and formal proof is
provided in Appendix B.
Repressilator network
The Repressilator is a synthetic network designed to gain insight into the behavior of biological
oscillators [9]. This network consists of an odd number N of repressor proteins S1, ¨ ¨ ¨ ,SN , where
Si represses the gene Gi`1, for i P t1, ¨ ¨ ¨ , N ´ 1u and SN represses the gene G1. These networks
can be decomposed into a cascade of N single-gene TR repressor modules connected in a (negative)
feedback loop with no exogenous input. The biological realization of this decomposition with N “ 3
(as in [9]) is shown in Figure 15(a), with the corresponding block diagram representation depicted
in Figure 15(b).
Again based on what we saw before regarding the IOSCFs of cascade and feedback intercon-
nections, we conclude that the equilibrium point of the network must satisfy the equation
fN
` ¨ ¨ ¨ f2`f1pu1˚q˘ ¨ ¨ ¨ ˘ “ u1˚ , (8)
where fip¨q denotes the IOSCF of the ith TR module (see Table 1). Since each fip¨q is monotone
decreasing, the composition of the N (odd) functions is also monotone decreasing and we have a
feedback interconnection with a unique solution u1˚ to (8) for all values of the parameters. For
simplicity, in the remainder of this section we assume that the parameters of the chemical reactions
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Figure 15: (a) Biological realization of a Repressilator network consisting of three naturally-occurring repressor
proteins LacI, tetR and cI, each corresponding to a TR repressor module. (b) Cascade of N TR repressor modules
connected in feedback, where each module is denoted byMi, i P t1, ¨ ¨ ¨ , Nu.
within each TR repressor module are exactly the same, implying that each module is identical.
However, it is straightforward to modify the results below for networks consisting of non-identical
modules.
For this example, we follow two alternative approaches to determine whether or not the con-
centrations of the species converge to the unique equilibrium. The first approach is based on the
Nyquist Stability Criterion [40] and will allow us to determine whether trajectories that start close
to the equilibrium eventually converge to it. The Nyquist plot of a transfer function Hpsq is a plot
of Hpjωq on the complex plane, as the (real-valued) variable ω ranges from ´8 to `8. The plot is
labeled with arrows indicating the direction in which ω increases. Figure 16(a) depicts the Nyquist
plot of the LTF of a single-gene TR repressor under Assumption 2. According to the Nyquist
Stability Criterion, the feedback interconnection of a cascade of N modules with a BIBO stable
LTF Hpsq has a BIBO stable LTF if and only if
Nÿ
`“1
#ENDrej 2pi`N s “ 0 (9)
where #ENDrej 2pi`N s denotes the number of clockwise encirclements of the Nyquist contour of
Hpjωq, ω P R around the point ej 2pi`N on the complex plane. BIBO stability of the LTF generi-
cally implies that the equilibrium point is locally asymptotically stable (LAS), which means that
trajectories that start close to the equilibrium eventually converge to it. Figure 16(a) shows the
Nyquist plots of the LTF of a TR repressor module for two sets of parameter values: one resulting
in a Nyquist plot that satisfies (9) and therefore corresponds to a LAS equilibrium and the other
corresponding to an unstable equilibrium, assuming N “ 3. The Nyquist Stability Criterion there-
fore allows us to determine the local asymptotic stability of the equilibrium point of the overall
Repressilator network from the Nyquist plot of a single TR repressor module alone.
An alternative approach that can be used to determine convergence to the equilibrium of a
negative feedback interconnection is based on the Secant Criterion [42, 43] and some of its more
recent variations [21], which apply to systems of the form
r 9¯Sis “ ui ´ ciprS¯isq, yi “ diprS¯isq, i P t1, 2, . . . ,Mu, (10)
with all the dip¨q monotone strictly increasing, connected in feedback according to
u1 “ yM , ui “ yi´1, i P t2, 3, . . . ,Mu.
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(a) Nyquist plots of the LTF of a TR repressor mod-
ule which satisfies Assumption 2 for two different
sets of parameters: β “ β¯ “ 10´1.5 (solid) and
β “ β¯ “ 1 (dashed). The remaining parameters are
the same for both plots: Ptot “ 1, K “ 100, γ “ 1,
q “ 2, α “ 100. The points ej 2pi`3 , j P t1, 2, 3u
that appear in the criterion (9) are marked with
“X”. For the solid Nyquist plot, there are no clock-
wise encirclements of these three points so we have
BIBO stability for the feedback LTF, whereas for
the dashed Nyquist plot this is not the case.
(b) Stability regions for the 3-gene Repressilator,
as a function of the parameters α and β “ β¯, un-
der Assumption 2. The (sufficient) condition (12)
allows us to conclude that the equilibrium is GAS
in region “A;” the (sufficient) condition (C.3) al-
lows us to conclude that the equilibrium is LAS in
regions “A” and “B;” and the (necessary and suffi-
cient) condition (9) allows us to conclude that the
equilibrium is LAS in regions “A,” “B” and “C;”
and also that it is unstable in region “D.” The Re-
pressilator oscillates in region “D”, assuming that
there are no repeated poles. [41].
Figure 16: Nyquist plots and simulation results
When an odd number of the functions cip.q are monotone strictly decreasing and the remaining cip¨q
are monotone strictly increasing, the unique equilibrium point of the resulting negative feedback
interconnection is LAS if
Mź
i“1
ˇˇˇˇ Bdipsiq
Bsi
ˇˇ
si“rS¯is˚
Bcipsiq
Bsi
ˇˇ
si“rS¯is˚
ˇˇˇˇ
ă sec
´ pi
M
¯M
(11)
where the rS¯is˚ denote the concentration of the species S¯i at the equilibrium. Equation (C.3)
is a sufficient but not necessary condition for local asymptotic stability, which means that the
equilibrium could still be LAS if this condition fails, as opposed to (9) which is a necessary and
sufficient condition.
The secant-like criterion adapted from [21] provides the following sufficient (but typically not
necessary) condition for the equilibrium point to be globally asymptotically stable (GAS): There
exist constants φi, i P t1, 2, . . . ,Mu, such that
Mź
i“1
φi ă sec
´ pi
M
¯M
,
ˇˇˇBdipsiq
Bsi
ˇˇˇ
ď φi BcipsiqBsi , @si ‰
“S¯i‰˚ , i P t1, 2, . . . ,Mu. (12)
When the equilibrium is GAS, we can conclude that the concentration of the species converge to the
unique equilibrium point, regardless of their initial concentration. For either condition, knowledge
of the derivatives of the functions cip.q and dip.q suffices to establish local or global asymptotic
stability of the equilibrium of the overall network.
Under Assumption 2, it turns out that each TR repressor module under corresponds to a couple
of equations of the form (C.2), one with cip¨q monotone strictly increasing and the other with cip¨q
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monotone strictly decreasing. We can therefore use the conditions (C.3) and (12) with M “ 2N
for the analysis of the Repressilator network, and can conclude that the equilibrium point of the
Repressilator is LAS when
2P totαβ u
˚
β¯
β¯Kγ
´
1` 1K pu
˚
β¯
q2
¯2 ă sec´ pi2N ¯2 , (13)
where u˚ is the unique solution to
αβP tot
γ
´
1` p
u˚
β¯
q2
K
¯ “ u˚, (14)
and GAS when
3P totαβ
8βγ
c
3
K
ă sec
´ pi
2N
¯2
. (15)
For simplicity, we assumed a Hill Coefficient q “ 2. We emphasize that all the parameters that
appear in equations (C.26)–(C.28) are intrinsic to a single repressor module, showing how we can
again infer stability properties of Repressilator from properties of a single TR repressor module.
The details of the computations that lead to (C.26)–(C.28) can be found in Appendix C.
Figure 16(b) shows the stability regions for a 3-gene Repressilator as we vary two of the TR
module parameters.
5 Conclusions and Future Work
We addressed the decomposition of biochemical networks into functional modules, focusing our
efforts on demonstrating how the behavior of a complex network can be inferred from the properties
of its constituent modules.
To illustrate our approach, we studied systems that have received significant attention in the
systems biology literature: gene regulatory networks, enzymatic networks, and signaling pathways.
Our primary goal in defining these modules was to make sure that the modules exhibited dynamic
and parametric modularity, while making sure that they had a clear biological function: regulating
the production of a protein, transforming a substrate into a different protein, or transmitting
information within a cell.
A key issue that has not been addressed here is how one could go about partitioning a biological
network whose function is not known a priori, into a set of biologically “meaningful” modules.
In the terminology of Section 2, this question could be stated as how to determine a partition
for the dynamic DBSR graph that leads to biologically “meaningful” modules — recall that this
section provides a procedure to define the modules, assuming that a partition of the dynamic
DBSR graph has been given. We conjecture that biologically meaningful partitions can be obtained
by minimizing the number of signals needed to interconnect the modules, which corresponds to
minimizing the number of arrows in the dynamic DBSR graph that need to be “severed” by the
partition (cf. Rule 3). The rationale for this conjecture lies in the principle that functionally
meaningful modules should be sparsely connected, processing a small number of inputs to produce
a small number of outputs. In fact, most of the modules that we introduced in Section 3 have a
single input and a single output, with the exception of the multi-gene TR module and the PD-cycle
module that needs two inputs and two outputs for the bidirectional transmission of information in
the signaling pathway.
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An important question in our current research is precisely to develop methods to partition
large biological networks into biologically “meaningful” modules, using methods similar to those
introduced in [31, 32]. This could allow us to “discover” biological function in these networks.
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APPENDIX
A Module Characteristics
In this section, we present some properties of the modules that could not be fit into the main paper.
Transcriptional regulation (TR) module
In Table 1 of the main paper, we presented the LTF of a TR module when Assumptions 1–2 were
satisfied. A comprehensive explanation of how the dynamics of a TR module are simplified with
Assumption 2 is provided in [14].
It is reasonably straightforward to compute the LTF of a TR module when only Assumption 1
is satisfied, and it is given by
Hjpsq “ Dj
qkonKP
totpθu˚qq
K`pθu˚qq αjβj´
θu˚ps` koffqps` β¯q ` konpθu˚qq`pq2F KP totpθu˚qqK`pθu˚qq ` θu˚qs` u˚˘¯ps` γjq
with
Dj –
#
`1 if S0 activates Gj
´1 if S0 represses Gj ,
θ –
1
β¯
.
This LTF now depends on the fan-out F . It is worth noting that the LTFs to each activating and
to each repressing output are exactly the same because of Assumption 1. If this were not the case,
the same method could be utilized to compute the LTF, but the expression would look different
for each output. [44] contains more information on how to compute the LTF of the module given
the ODEs.
Enzyme-substrate reaction (ESR) module
The properties of ESR modules are summarized in Table 2 of the main paper. The characteristics
of these modules have been presented using two classical approximations to simplify the reaction
dynamics.
The form of the LTF obtained when using the quasi steady-state approximation (Assumption 4
from the main paper) was compact enough to fit in the main paper, but not the LTF when using
the equilibrium approximation (Assumption 3 from the main paper). Under Assumption 3, the
LTF of an ESR module is given by
Kppu˚q
s`Kqpu˚q
where
Kppu˚q “ E
totkcatKd
pKd ` rS0s˚q2
Kqpu˚q “ N`
EtotKd ` pKd ` rS0s˚q2
˘2
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with
N “ EtotKd
´
pKd ` rS0s˚q
`
kcatpKd ` rS0s˚q`
γpKd ` 3 rS0s˚q ´ 2u˚
˘` kcatEtotpKd ` 2 rS0s˚q¯` γpKd ` rS0s˚q4
and
rS0s˚ “ ´E
totkcat ` u˚ ´ γKd `ap´Etotkcat ` u˚ ´ γKdq2 ` 4u˚γKd
2γ
.
PD-cycle module
The PD-cycle module was discussed in detail in Section 3.4 of the main paper, but the LTF was
omitted due to lack of space and is shown in this section.
The equilibrium point of the module as a function of the constant inputs vi˚ , ui˚ are given by
rSi`1s˚ “ k¯
f
ipkri ` αiqvi˚ pEtoti α¯i ´ ui˚ q
kfiαipk¯ri ` α¯iqui˚
, rS:i :Si`1s˚ “
vi˚
αi
rS:i s˚ “
ui˚ pk¯ri ` α¯iq
k¯fipEtoti α¯i ´ ui˚ q
, rEis˚ “ Etoti ´ ui˚α¯i
and the LTF around this equilibrium is given by
Hpsq– 1
Dpsq
„
N11psq N12psq
N21psq N22psq

where
N11psq “ kfirS:i s˚prEis˚k¯fips` α¯iq ` spk¯ri ` s` k¯fi rS:i s˚ ` α¯iqqαi
N12psq “ kfisrSi`1s˚pk¯ri ` s` k¯fi rS:i s˚ ` α¯iqαi
N21psq “ ´rEis˚k¯fikfisrS:i s˚α¯i
N22psq “ rEis˚k¯fi α¯ipkris` ps` kfirS:i s˚qps` αiqq,
Dpsq “ rEis˚ k¯fips` α¯iq
`
kris` ps` kfi rSis˚qps` αiq
˘`
s
`
s` k¯ri ` k¯fi rSis˚ ` α¯i
˘`
s2 ` pkri ` kfiprS:i :Si`1s˚ ` rSis˚q ` αiqs` αikfi rSis˚
˘
.
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B Covalent Modification Network
To prove the statements from the main paper about the Covalent Modification network, we use
the following result which is adapted from [20, Theorems 2-3], and provides conditions that can be
used to establish the stability of the equilibrium points for positive feedback networks. To express
the result, we need the following definitions which are closely related to that of cooperativity: We
say that the system
9x “ Apx, uq, y “ Bpxq, x P Rn, u P Rk, y P Rm, (B.1)
is excitable (with respect to the positive orthant) if for every initial condition x0 P Rn and all inputs
uptq, u¯ptq P Rk, @t ě 0, we have that
uptq ą u¯ptq, @t ě 0 ñ xpt;x0, uq " xpt;x0, u¯q, @t ą 0,
and it is transparent (with respect to the positive orthant) if for all initial conditions x0, x¯0 P Rn
and every input uptq P Rk, @t ě 0, we have that
x0 ą x¯0 ñ xpt;x0, uq " xpt; x¯0, uq, @t ą 0.
Given two vectors v, v¯, we write v ą v¯ if every entry of v is larger than or equal to the corresponding
entry of v¯ and v ‰ v¯.
Theorem 1 Consider the feedback interconnection depicted in Figure 12(a) with uptq “ 0, @t ě 0
and M1 SISO of the form (B.1). Assume that
1. M1 is excitable, transparent, and cooperative with a well-defined ISSCF and IOSCF;
2. for every constant input u1ptq “ u1˚ , @t ě 0 to M1, the Jacobian matrix BApx,u1qBx is nonsingular
at the corresponding equilibrium, which is globally asymptotically stable;
3. the IOSCF f1pu1˚q of M1 has fixed points u˚ for which f1pu˚q “ u˚ and Bf1pu
˚
1 q
Bu˚1
ˇˇˇ
u˚1“u˚
‰ 1;
4. all trajectories of the feedback interconnection are bounded.
Then, for almost all initial conditions, the solutions converge to the set of points for which f1pu1˚q “
u1˚ and
Bf1pu˚1 q
Bu˚1 ă 1. l
We now use Theorem 1 to prove Corollary 1.
Corollary 1 Consider the covalent modificiation network shown in Figure 14, which consists of a
cascade of two ESR modules connected in positive feedback. The substrate concentrations in each
module converges to 0 as tÑ8. l
Proof of Corollary 1. We consider the covalent modificiation network adapted from [26], which is
a network given by the chemical reactions
S1 ` E1 k
f
1rS1srE1sÝÝÝÝÝÝáâ Ý
kr1rS1:E1s
S1:E1 k
cat
1 rS1:E1sÝÝÝÝÝÝÝÑ S2 ` E1
S2 ` E2 k
f
2rS2srE2sÝÝÝÝÝÝáâ Ý
kr2rS2:E2s
S2:E2 k
cat
2 rS2:E2sÝÝÝÝÝÝÝÑ S1 ` E2
S1 γ1rS1sÝÝÝÝÑ ∅
S2 γ2rS2sÝÝÝÝÑ ∅.
(B.2)
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This network can be viewed as a positive feedback interconnection of a cascade of two ESR modules
described in Table 2 of the main paper, one containing the substrate S1 and the other the substrate
S2. We call these modules M1 and M2, and the module dynamics for i “ t1, 2u are each given by
Mi : 9rSis “ AiprSis , uiq, yi “ BiprSisq
where
AiprSis , uiq “
ui ´ γi rSis ´ k
cat
i E
tot
i rSis
Kdi `rSis
1` Kdi EtotipKdi `rSis2q
BiprSisq “ k
catEtoti rSis
Kdi ` rSis
(B.3)
under Assumption 3, and
AiprSis , uiq “ ui ´ γi rSis ´ k
cat
i E
tot
i rSis
Kmi ` rSis
BiprSisq “ k
cat
i E
tot
i rSis
Kmi ` rSis
(B.4)
under Assumption 4. The covalent modification system consists of the modules M1 and M2
interconnected with y1 “ u2 and y2 “ u1.
We first need to show that the cascade of two ESR modules satisfies the properties in item 1 from
Theorem 1. For the cascade network with y1 “ u2 and the module dynamics (B.3) or (B.4), we
have
BA1prS1s , u1q
Bu1 “ 1
BA2prS2s , u2q
B rS1s ą 0
By2
B rS2s ą 0
BA1prS1s , u1q
B rS2s “ 0
BA2prS2s , u2q
Bu1 “ 0
By2
B rS1s “ 0,
from which we can infer several properties: From [19, Propositon 1], we conclude that the cascade
is cooperative, from [20, Theorem 4] that it is excitable, and from [20, Theorem 5] that it is
transparent. For simplicity, in the rest of the proof we use Assumption 3 and therefore the module
dynamics in (B.3), but the proof would be similar for the module dynamics in (B.4).
The IOSCF of the cascade is well-defined and given by f2pf1pu1˚qq, where u1˚ denotes a constant
input to the cascade and
fipui˚ q– yi˚ “ 12pui˚ ` k
cat
i E
tot
i `Kdi γi ´
b
p´ui˚ ` kcati Etoti `Kdi γiq2 ` 4Kdi ui˚ γiq i “ t1, 2u.
The ISSCF of the cascade is also well-defined, with the equilibrium states corresponding to a
constant input u1˚ to the cascade given by
rS1s˚ “ g1pu1˚q, rS2s˚ “ g2pg1pu1˚qq
where
gipui˚ q “ 12pK
p
i `
b
4Kdi γiui˚ ` pKpi q2q Kpi – ui˚ ´Kdi γi ´ kcati Etoti , i P t1, 2u.
Therefore the cascade of two ESR modules satisfies the properties in item 1 of Theorem 1.
We now show that the cascade of two ESR modules satisfies the properties in item 2 from Theorem 1.
For some constant input u1˚ ě 0, the Jacobian matrix of the interconnection is given by the 2 ˆ 2
lower triangular matrix
J “
„
J11 0
J21 J22,

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which is non-singular because J11 ą 0 and J22 ą 0, under the implicit assumption that all param-
eters within each module are positive.
Each of the modules M1 and M2 has an equilibrium point that is globally asymptotically stable
for some constant input ui˚ into each module. This can be verified by doing the coordinate trans-
formation xi “ rSis ´ rSis˚ and observing that the Lyapunov function V pxiq “ x2i is zero-at-zero,
locally positive definite and 9V pxiq ă 0, @xi, i P t1, 2u. The cascade of both the modules also has a
globally asymptotically stable equilibrium point, as can be seen from the argument in [45].
To verify that the cascade of the ESR modules satisfies the property in item 3 from Theorem 1, we
will show that f2pf1pu1˚qq “ u1˚ has a unique solution at u1˚ “ 0, and also that
Bf2pf1pu1˚qq
Bu1˚
ˇˇˇˇ
ˇ
u˚1“0
ă 1.
To show that f2pf1pu1˚qq “ u1˚ has a unique solution at u1˚ “ 0, we first observe that the IOSCFs of
M1 and M2 are each monotone increasing and strictly concave, since f 1ipui˚ q ą 0 and f2i pui˚ q ă 0,
@i P t1, 2u. Then from
Bf2 pf1 pu1˚qq
Bu1˚
“ f 11pu1˚qf 12 pf1 pu1˚qq (B.5)
B2f2 pf1 pu1˚qq
Bpu1˚q2
“ f21 pu1˚qf 12 pf1 pu1˚qq `
`
f 11 pu1˚q
˘2
f22 pf1 pu1˚qq , (B.6)
it can be seen that the cascade of M1 and M2 is also monotone increasing and strictly concave
because
1. f 11pu1˚q ą 0 and f 12pu2˚q ą 0 @u1˚ , u2˚ ą 0 ùñ Bf2pf1pu
˚
1 qq
Bu˚1 ą 0 from (B.5).
2. f21 pu1˚q ă 0 and f22 pu2˚q ă 0 @u1˚ , u2˚ ą 0 ùñ B
2f2pf1pu˚1 qq
Bpu˚1 q2 ă 0 from (B.6).
Therefore, there can be no other solution to f2pf1pu1˚qq “ u1˚ other than u1˚ “ 0. In addition, the
IOSCF of the cascade is given by
Bf2pf1pu1˚qq
Bu1˚
ˇˇˇ
u˚1“0
“ E
tot
1 E
tot
2 k
cat
1 k
cat
2
pEtot1 kcat1 `Kd1γ1qpEtot2 kcat2 `Kd2γ2q
,
which is always less than 1 since all parameters are positive by definition.
The boundedness property in item 4 of Theorem 1 follows from techniques used to analyze MAK
ODEs from [46, Main Technical Lemma], which can be applied to the covalent modificiation net-
work.
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C Repressilator network
Generalized Nyquist Criterion
We first present a result that will be used to prove Corollary 2. The following result is inspired by
the Nyquist Stability Criterion [40] and provides a necessary and sufficient condition to establish
the BIBO stability of the LTF of a feedback interconnection of a cascade of N ě 1 modules, each
with an equal LTF as depicted in Figure C.1.
Theorem 2 Consider the feedback interconnection of a cascade of N modules depicted in Fig-
ure C.1, all with the same LTF H1psq around a given equilibrium point of the feedback interconnec-
tion. Then the LTF of the feedback connection is BIBO stable if and only if
#OUP “ ´ 1
N
Nÿ
`“1
#ENDrej 2pi`N s,
where #OUP represents the number of (open-loop) unstable poles of H1psq and #ENDrej 2pi`N s
denotes the number of clockwise encirclements of the Nyquist contour of H1pjωq, ω P R around the
point ej
2pi`
N on the complex plane.1 l
M1 M2 M3 MN
H1psq H1psq H1psqH1psq
u1 u2 u3 uN
y1 y2 y3
yNu y
Figure C.1: Cascade of N modules, each with an equal LTF H1psq, connected in feedback. Theorem 2 provides
conditions for the BIBO stability of the linearized network, from a small perturbation in u to a small perturbation
in y.
Proof of Theorem 2. To investigate the BIBO stability of the LTF of the network in Figure C.1, we
consider the characteristic equation of the feedback loop: 1´H1psqN “ 0. The number of unstable
poles is thus given by the unstable solutions to the equation:
1´H1psqN “ 0 ô Di P t1, 2, ¨ ¨ ¨ , nu, H1psq “ zi,
where z` – ej
2pi`
N are the N roots to the equation zN “ 1.
To count the number of unstable poles of the network, we must then add the number of unstable
poles of each of the N equations
H1psq “ z`, ` P t1, 2, ¨ ¨ ¨ , Nu,
which can be done using Cauchy’s argument principle by counting the number of clockwise encir-
clements of the point z` P C for the Nyquist contour of H1pjωq, ω P R.
Corollary 2 Consider a Repressilator network, that consists of an odd number N of equal single-
gene TR repressor modules (F “ 1) connected in feedback as in Figure 15(b). The network has a
unique equilibrium point that is locally asymptotically stable if and only if
Nÿ
`“1
#ENDrej 2pi`N s “ 0,
1We assume here that H1psq has no poles on the imaginary axis. If this were the case, the standard “trick” of
considering an infinitesimally perturbed system with the poles moved off the axis can be applied [40].
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where #ENDrej 2pi`N s denotes the number of clockwise encirclements of the Nyquist plot of the LTF
of a single TR repressor module around the point ej
2pi`
N . l
Proof of Corollary 2. We assume that Assumption 2 is satisfied for simplicity, although it is straight-
forward to extend the proof for the case when it is not. Corollary 2 follows from Theorem 2 by
recognizing that a single-gene repressor TR module can be represented by the following LTF
H1psq “ ´
qKP totα1β1pu˚β¯ qq´1
pK ` pu˚
β¯
qqq2ps` γ1qps` β¯q
(C.1)
under Assumption 2. Moreover, since the network input uptq “ 0 @t ě 0 and all modules have
identical parameters, the values of the inputs and outputs of each module at equilibrium will be
the same, each given by the unique solution u˚ to (C.27). Therefore all modules have equal LTFs,
and this enables us to use Theorem 2 to analyze when the LTF of the Repressilator is BIBO stable.
To complete the proof, we need to show that if the LTF of the Repressilator network is BIBO
stable, then the equilibrium point is locally asymptotically stable. To do this, we need to show that
the realization of the linearized network is minimal [34]. Defining the state of the network to be
x “
»————————————–
rS1s
rmRNA1s
rS2s
rmRNA2s
...
...
rSN s
rmRNAN s
fiffiffiffiffiffiffiffiffiffiffiffiffifl
,
the state-space realization of the linearized closed-loop Repressilator network is given by
9δx “ Aδx`Bδu δy “ Cδx
where
A2Nˆ2N “
»————————————————–
´β¯ 0 0 0 0 ¨ ¨ ¨ 0 0 0 0 β
P ´γ 0 0 0 ¨ ¨ ¨ 0 0 0 0 0
0 β ´β¯ 0 0 ¨ ¨ ¨ 0 0 0 0 0
0 0 P ´γ 0 ¨ ¨ ¨ 0 0 0 0 0
...
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
0 0 0 0 0 ¨ ¨ ¨ β ´β¯ 0 0 0
0 0 0 0 0 ¨ ¨ ¨ 0 P ´γ 0 0
0 0 0 0 0 ¨ ¨ ¨ 0 0 β ´β¯ 0
0 0 0 0 0 ¨ ¨ ¨ 0 0 0 P ´γ
fiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffifl
B2Nˆ1 “
»—————–
1
0
...
0
0
fiffiffiffiffiffifl C1ˆ2N “
“
0 0 ¨ ¨ ¨ 0 β¯‰ P “ ´qαP totKprSis˚qq´1pK ` prSis˚qqq2 @i.
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Both the controllability and observability matrices of this system have full rank and therefore the
realization is minimal [34]. In this case, BIBO stability of the LTF implies that the realization is
exponentially stable and therefore the equilibrium is locally asymptotically stable. l
Figure 16(a) shows a numerical example of the Nyquist plot of (C.1) when N “ 3. When Assump-
tion 2 is not satisfied, (C.1) is given by the more complicated LTF that is presented in Appendix A.
Generalized Secant Criterion
The following result provides a alternative condition that can be used to establish the stability
of a negative feedback interconnection of a cascade of N modules, not necessarily with the same
LTFs. This result will be used to prove Corollary 3, but can be used for a wide variety of networks.
This new condition is inspired by results in [21, 42, 43] and applies to the feedback interconnection
depicted in Figure 15(b), where the modules Mi are each described by equations of the following
form
9rSis “ ui ´ ciprSisq, yi “ diprSisq, i P t1, 2, . . . , Nu, (C.2)
for appropriate scalar functions cip¨q, dip¨q. All the functions cip¨q are assumed to be monotone
strictly increasing and the functions dip.q are assumed to be either monotone strictly decreasing or
strictly increasing. The IOSCF of the ith module is given by
fipui˚ q “ di
`
c´1i pui˚ q
˘
, @ui˚ P R,
where c´1i p¨q denotes the inverse function of cip¨q, which is invertible and monotone strictly increas-
ing since cip¨q is monotone strictly increasing. Therefore, fipui˚ q has the same (strict) monotonicity
as dip¨q. The result that follows considers the case in which we have an odd number of dip¨q that
are monotone strictly decreasing and the remaining are monotone strictly increasing. In this case,
the composition of the IOSCFs of the N modules is monotone strictly decreasing and we have a
negative feedback interconnection.
Theorem 3 Consider the feedback interconnection depicted in Figure 15(b), with each of the N
modules Mi of the form (C.2), where
1. the cip¨q are continuous and monotone strictly increasing;
2. an odd number M ď N of the dip¨q are continuous and monotone strictly decreasing, while
the remaining N ´M of the dip¨q are continuous and monotone strictly increasing.
Then the IOSCF of the cascade is monotone strictly decreasing and the feedback interconnection
has a unique equilibrium. This equilibrium is locally asymptotically stable provided that
Nź
i“1
ˇˇˇˇ Bdipsiq
Bsi
ˇˇ
si“rSis˚
Bcipsiq
Bsi
ˇˇ
si“rSis˚
ˇˇˇˇ
ă sec
´ pi
N
¯N
, (C.3)
where rSis˚ denotes the value of rSis at the equilibrium; and it is globally asymptotically stable if
there exist constants φi ą 0, i P t1, 2, . . . , Nu for whichˇˇˇdipziq ´ diprSis˚q
cipziq ´ ciprSis˚q
ˇˇˇ
ď φi @zi ‰ rSis˚
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and
Nź
i“1
φi ă sec
´ pi
N
¯N
. l
An alternative condition to (C.17) which is simpler to verify is given byˇˇˇBdipziq
Bzi
ˇˇˇ
ď φi BcipziqBzi , @zi ‰ rSis
˚ .
Proof of Theorem 3. The proof of this result relies on making a coordinate transformation to our
original system to take it into a form that allows us to use the secant criterion [21, 42, 43] and
results in [21].
The dynamics of the feedback interconnection under consideration can be written as
9rS1s “ ´c1prS1sq ` dN prSN sq, (C.4a)
9rS2s “ ´c2prS2sq ` d1prS1sq (C.4b)
... (C.4c)
9rSN s “ ´cN prSN sq ` dN´1prSN´1sq. (C.4d)
with an equilibrium state defined by concentrations rSis˚ for which
c1prS1s˚q “ dN prSN s˚q, (C.5a)
c2prS2s˚q “ d1prS1s˚q, (C.5b)
... (C.5c)
cN prSN s˚q “ dN´1prSN´1s˚q. (C.5d)
To verify that such an equilibrium exists and is unique, note that we have a feedback interconnection
of a cascade of N systems, each with an IOSCF given by
fipui˚ q “ di
`
c´1i pui˚ q
˘
, @u1˚ P R,
where c´1i denotes the inverse function of ci, which is invertible and monotone strictly increasing
since ci is monotone strictly increasing. Therefore, fipui˚ q has the same (strict) monotonicity as
di. Since an odd number M of the di are monotone strictly decreasing, an odd number of the
fi are also monotone strictly decreasing and therefore the composition of all the fi is monotone
strictly decreasing. This shows that we have a negative feedback interconnection and thus a unique
equilibrium.
Using (C.5), we can re-write (C.4) as
9rS1s “ ´c1prS1sq ` c1prS1s˚q ` dN prSN sq ´ dN prSN s˚q,
9rS2s “ ´c2prS2sq ` c2prS2s˚q ` d1prS1sq ´ d1prS1s˚q,
...
9rSN s “ ´cN prSN sq ` cN prSN s˚q ` dN´1prSN´1sq ´ dN´1prSN´1s˚q.
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Since we have an odd number M ě 1 of functions di that are monotone strictly decreasing and
there is perfect symmetry in the cycle (C.4), we shall assume without loss of generality that dN is
monotone strictly decreasing; if that were not the case we could simply shift the numbering of the
modules appropriately.
We consider a coordinate transformation with
x1 “ rS1s ´ rS1s˚ , xN “ rSN s ´ rSN s˚ , (C.6)
and the remaining xi, i P t2, 3, . . . , N ´ 1u either given by
xi “ rSis ´ rSis˚ (C.7)
or given by
xi “ ´rSis ` rSis˚ ; (C.8)
each to be determined shortly. The coordinate transformation (C.6) leads to
9x1 “ ´c1prS1sq ` c1prS1s˚q ` dN prSN sq ´ dN prSN s˚q
“ ´c1prS1s˚ ` x1q ` c1prS1s˚q ` dN prSN s˚ ` xN q ´ dN prSN s˚q
“ ´a1px1q ´ bN pxN q
with
a1px1q– c1prS1s˚ ` x1q ´ c1prS1s˚q, bN pxN q– ´dN prSN s˚ ` xN q ` dN prSN s˚q.
Note that because c1 is monotone strictly increasing and dN is monotone strictly decreasing, we
have that
a1px1q
$’&’%
ą 0 x1 ą 0
“ 0 x1 “ 0
ă 0 x1 ă 0.
, bN pxN q
$’&’%
ą 0 xN ą 0
“ 0 xN “ 0
ă 0 xN ă 0.
(C.9)
For the remaining variables xi, i P t2, 3, . . . , Nu, the coordinate transformation leads to
9xi “$’’’’&’’’’%
ciprSis˚q ´ ciprSisq ` di´1prSi´1sq ´ di´1prSi´1s˚q if xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s ´ rSi´1s˚
or xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s˚ ´ rSi´1s
ciprSisq ´ ciprSis˚q ´ di´1prSi´1sq ` di´1prSi´1s˚q if xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s ´ rSi´1s˚
or xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s˚ ´ rSi´1s
“ ´aipxiq ` bi´1pxi´1q
where, for every i P t2, 3, . . . , Nu,
aipxiq–
#
ciprSis˚ ` xiq ´ ciprSis˚q xi “ rSis ´ rSis˚
´ciprSis˚ ´ xiq ` ciprSis˚q xi “ rSis˚ ´ rSis
bi´1pxi´1q–$’’’’&’’’’%
di´1prSi´1s˚ ` xi´1q ´ di´1prSi´1s˚q if xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s ´ rSi´1s˚
di´1prSi´1s˚ ´ xi´1q ´ di´1prSi´1s˚q if xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s˚ ´ rSi´1s
´di´1prSi´1s˚ ` xi´1q ` di´1prSi´1s˚q if xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s ´ rSi´1s˚
´di´1prSi´1s˚ ´ xi´1q ` di´1prSi´1s˚q if xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s˚ ´ rSi´1s .
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Since all the ci are monotone strictly increasing, we have that
aipxiq
$’&’%
ą 0 xi ą 0
“ 0 xi “ 0
ă 0 xi ă 0.
, @i P t2, 3, . . . , Nu.
We have already selected x1 and xN according to (C.6) to obtain (C.9). Our goal is now to select
the remaining xi, i P t2, 3, . . . , N ´ 1u according to (C.7) or (C.8) so that we also have
bi´1pxi´1q
$’&’%
ą 0 xi´1 ą 0
“ 0 xi´1 “ 0
ă 0 xi´1 ă 0,
@i P t2, 3, . . . , Nu.
which would require us to have @i P t2, 3, . . . , Nu$’’’’&’’’’%
di´1 monotone strictly increasing if xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s ´ rSi´1s˚
or xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s˚ ´ rSi´1s
di´1 monotone strictly decreasing if xi “ rSis ´ rSis˚ , xi´1 “ rSi´1s˚ ´ rSi´1s
or xi “ rSis˚ ´ rSis , xi´1 “ rSi´1s ´ rSi´1s˚
It turns out that this is always possible because there is an even number of the di´1 with i P
t2, 3, . . . , Nu are monotone strictly decreasing (recall that dN is monotone strictly decreasing and
there are in total an odd number of di that are monotone strictly decreasing). All we need to do
is to start with x1 as in (C.6) and alternate between (C.7) and (C.8) each time di´1 is monotone
strictly decreasing. Since there is an even number of the di´1 with i P t2, 3, . . . , Nu, we will end up
with xN as in (C.6).
The coordinate transformation constructed above, leads us to a system of the following form
9x1 “ ´a1px1q ´ bN pxN q (C.10a)
9x2 “ ´a2px2q ` b1px1q (C.10b)
... (C.10c)
9xN “ ´aN pxN q ` bN´1pxN´1q (C.10d)
To prove the local stability result, we apply the secant criterion [21, 42, 43] to the local linearization
of this system around the equilibrium xi “ 0, @i, which has a Jacobian matrix of the form»———————————–
´Ba1px1qBx1
ˇˇˇ
x1“0
0 ¨ ¨ ¨ 0 ´BbN pxN qBxN
ˇˇˇ
xN“0
Bb1px1q
Bx1
ˇˇˇ
x1“0
´Ba2px2qBx2
ˇˇˇ
x2“0
. . . 0
0 Bb2px2qBx2
ˇˇˇ
x2“0
´Ba3px3qBx3
ˇˇˇ
x3“0
. . .
...
...
. . .
. . .
. . . 0
0 ¨ ¨ ¨ 0 BbN´1pxN´1qBxN´1
ˇˇˇ
xN´1“0
´BaN pxN qBxN
ˇˇˇ
xN“0
fiffiffiffiffiffiffiffiffiffiffiffifl
, (C.11)
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where
Baipxiq
Bxi
ˇˇˇ
xi“0
“ BcipsiqBsi
ˇˇ
si“rSis˚ ą 0
Bbipxiq
Bxi
ˇˇˇ
xi“0
“
#Bdipsiq
Bsi
ˇˇ
si“rSis˚ ą 0 if di monotone increasing
´BdipsiqBsi
ˇˇ
si“rSis˚ ą 0 if di monotone decreasing,
@i P t1, 2, . . . , Nu.
This matrix matches precisely the one considered in the secant criteria, which states that the
Jacobian matrix (C.11) is Hurwitz if (C.3) holds.
For the global asymptotic stability result we use [21, Corollary 3], which applies precisely to systems
of the form (C.10) with
xiaipxiq ą 0, xibipxiq ą 0, @xi ‰ 0, i P t1, 2, . . . , Nu.
Two additional conditions are needed by [21, Corollary 3]:
lim
|xi|Ñ8
ż xi
0
bipσqdσ “ 8. (C.12)
and there must exist φi ą 0, @i P t1, 2, . . . , Nu for which
bipxiq
aipxiq ď φi, @i, xi ‰ 0, (C.13a)
Nź
i“1
φi ă sec
´ pi
N
¯N
. (C.13b)
The first condition (C.12) holds because our functions bi are all zero at zero and monotone strictly
increasing.
We then prove two conditions to be sufficient for (C.13a) to be satisfied. Before proceeding, we
make the following observations:
bipxiq
aipxiq –
$’’&’’%
diprSis˚`xiq´diprSis˚q
ciprSis˚`xiq´ciprSis˚q or
´diprSis˚`xiq`diprSis˚q
ciprSis˚`xiq´ciprSis˚q if xi “ rSis ´ rSis
˚
diprSis˚´xiq´diprSis˚q
´ciprSis˚´xiq`ciprSis˚q or
´diprSis˚´xiq`diprSis˚q
´ciprSis˚´xiq`ciprSis˚q if xi “ rSis
˚ ´ rSis .
(C.14)
Baipxiq
Bxi –
# B
Bxi ciprSis˚ ` xiq if xi “ rSis ´ rSis˚
´ BBxi ciprSis˚ ´ xiq if xi “ rSis˚ ´ rSis .
(C.15)
Bbipxiq
Bxi –
# B
BxidiprSis˚ ` xiq or ´ BBxidiprSis˚ ` xiq if xi “ rSis ´ rSis˚B
BxidiprSis˚ ´ xiq or ´ BBxidiprSis˚ ´ xiq if xi “ rSis˚ ´ rSis .
(C.16)
First, we prove that the conditionˇˇˇdipziq ´ diprSis˚q
cipziq ´ ciprSis˚q
ˇˇˇ
ď φi @zi ‰ rSis˚ . (C.17)
implies (C.13a). We see that (C.17) implies that
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dipziq ´ diprSis˚q
cipziq ´ ciprSis˚q ď φi and ´
dipziq ´ diprSis˚q
cipziq ´ ciprSis˚q ď φi @zi ‰ rSis
˚ . (C.18)
With the change of co-ordinates xi “ ´rSis˚ ` zi and xi “ rSis˚ ´ zi, we see that (C.18) implies
that
diprSis˚ ` xiq ´ diprSis˚q
ciprSis˚ ` xiq ´ ciprSis˚q ď φi ,
´diprSis˚ ` xiq ` diprSis˚q
ciprSis˚ ` xiq ´ ciprSis˚q ď φi
diprSis˚ ´ xiq ´ diprSis˚q
´ciprSis˚ ´ xiq ` ciprSis˚q ď φi ,
´diprSis˚ ´ xiq ` diprSis˚q
´ciprSis˚ ´ xiq ` ciprSis˚q ď φi @xi ‰ 0.
(C.19)
From (C.14), we conclude that (C.19) implies (C.13a).
We then prove that the conditionˇˇˇBdipziq
Bzi
ˇˇˇ
ď φi BcipziqBzi , zi ‰ rSis
˚ (C.20)
implies (C.13a). We see that (C.20) implies that
Bdipziq
Bzi ď φi
Bcipziq
Bzi and ´
Bdipziq
Bzi ď φi
Bcipziq
Bzi @zi ‰ rSis
˚ (C.21)
With the change of co-ordinates xi “ ´rSis˚ ` zi and xi “ rSis˚ ´ zi, (C.21) can be seen to imply
that
B
BxidiprSis
˚ ` xiq ď φi BBxi ciprSis
˚ ` xiq , ´ BBxidiprSis
˚ ` xiq ď φi BBxi ciprSis
˚ ` xiq
B
BxidiprSis
˚ ´ xiq ď ´φi BBxi ciprSis
˚ ´ xiq , ´ BBxidiprSis
˚ ´ xiq ď ´φi BBxi ciprSis
˚ ´ xiq @xi ‰ 0
(C.22)
From (C.15)–(C.16), we can observe that (C.22) implies that
Bbipxiq
Bxi ă φi
Baipxiq
Bxi @xi ‰ 0 (C.23)
Let hipxiq– bipxiq ´ φiaipxiq. Then, (C.23) implies that
Bhipxiq
Bxi ď 0 @xi ‰ 0. (C.24)
Since aip0q “ 0 and bip0q “ 0, we know that hip0q “ 0. Therefore (C.24) implies that
hipxiq
#
ď 0 @xi ą 0
ě 0 @xi ă 0,
which further implies that
bipxiq
#
ď φiaipxiq @xi ą 0
ě φiaipxiq @xi ă 0
(C.25)
Since
aipxiq
#
ą 0 xi ą 0
ă 0 xi ă 0
(C.25) implies (C.13a), hence completing our proof.
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Corollary 3 Consider a Repressilator network, that consists of an odd number N of equal single-
gene TR repressor modules (F “ 1) connected in feedback as in Figure 15(b), with q “ 2. Under
Assumption 2 for the TR repressor modules, the network has a unique equilibrium point that is
LAS if
2P totαβ u
˚
β¯
β¯Kγ
´
1` 1K pu
˚
β¯
q2
¯2 ă sec´ pi2N ¯2 , (C.26)
where u˚ is the unique solution to
αβP tot
γ
´
1` p
u˚
β¯
q2
K
¯ “ u˚, (C.27)
and is GAS if
3P totαβ
8β¯γ
c
3
K
ă sec
´ pi
2N
¯2
. (C.28)
Proof of Corollary 3. We can apply Theorem 3 to analyze a Repressilator network, which consists
of N SISO repressor modules connected in negative feedback, with q “ 2. Each SISO repressor
module can be further decomposed into two modules M1 and M2 where
M1
9rS0s “ u1 ´ β¯ rS0s
y1 – hprS0sq “
$&%
αP tot
1` 1
K
rS0s2 if rS0s ě 0
αP tot
1` 2
K
rS0s2
1` 1
K
rS0s2 if rS0s ă 0.
M2
9rmRNA1s “ u2 ´ γ rmRNA1s
y2 “ β rmRNA1s
It can be seen that a small modification has been made to y1, the repressing output from the TR
repressor module. Since our network is positive, this modification has no effect on the network
behavior. However, this change makes it more straightforward to apply Theorem 3 to analyze this
network, since the theorem relied on each output function being monotone strictly increasing or
monotone strictly decreasing @ rS0s.
From the first part of Theorem 3, (C.26)–(C.27) guarantee that the equilibrium point of the Re-
pressilator network will be LAS.
For GAS, we first need to pick φ1 and φ2 to satisfyˇˇˇBhpzq
Bz
ˇˇˇ
ď φ1β¯ z ‰ rS0s˚
β ď φ2γ.
It is straightforward to show that
max
z‰rS0s˚
ˇˇˇBhpzq
Bz
ˇˇˇ
“ 3αP
tot
8
c
3
K
,
so we can pick
φ1 “ 3αP
tot
8β¯
c
3
K
, φ2 “ β
γ
.
From Equation (C.13a) of Theorem 3, we can infer that (C.28) guarantees that the equilibrium
point of the Repressilator network will be GAS. l
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