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Abstract
First, we systematize earlier results on the global stability of discrete model An+1 = λAn +
F(An−m) of population growth. Second, we invent the effect of delay m when F is unimodal.
New, deep and strong results are discussed in Section 4, although Theorems 3–5 (Section 3) are
still freshly new. This paper may be considered as a discrete version of our earlier work on the model
x˙(t) = −µx(t) + f (x(t − τ )) [D.V. Giang, Y. Lenbury, Nonlinear delay differential equations in-
volving population growth, Math. Comput. Modelling 40 (2004) 583–590]. We are mainly using
ω-limit set of persistent solution, which is discussed in more general by P. Walters [An Introduction
to Ergodic Theory, Springer-Verlag, Berlin, 1982].
 2005 Elsevier Inc. All rights reserved.
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Introduction
Earlier, several authors studied delay models x˙(t) = −µx(t)+f (x(t − τ)) and An+1 =
λAn +F(An−m) of population growth. They found several conditions for the global stabil-
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and differentiable conditions on the nonlinearity f , every positive solution converges to the
positive equilibrium (with all delays). Recently, we have just invented the effect of delay in
the continuous time model x˙(t) = −µx(t)+f (x(t − τ)) [1]. More exactly, we proved that
for small delay every positive solution converges to the positive equilibrium, and for larger
delay, there is a nonconstant periodic solution (which is certainly nonconvergent). Here,
the nonlinearity f is not needed to be monotonic nor differentiable. Hence, our result is
more (biologically) realistic, because in the most models of population growth, the nonlin-
earity f is not monotonic nor differentiable. Moreover, the nonconstant periodic solutions
are mostly appeared, and the delay plays important role in all biological process. In this
paper we will study the delay-effect in the model An+1 = λAn +F(An−m). We will prove
analogous results for this discrete model. But first we should systematize earlier results of
several authors involving this model.
1. The extinction
Consider the difference equation
An+1 = λAn + F(An−m) (1.1)
for n = 0,1,2, . . . , where F : [0,∞) → [0,∞) is a continuous function, and m  0 is a
fixed integer. The positive initial values A−m,A−m+1, . . . ,A0 are given. And λ ∈ (0,1) is
given parameter. The constant variation formula reads as
An+1 = λn+1A0 +
n∑
i=0
λn−iF (Ai−m) for n = 0,1,2, . . . . (1.2)
This is proved very easily by using induction according to n. The following theorem gives
a sufficient and necessary condition for extinctive populations.
Theorem 1. If F(u) < (1 − λ)u for all u > 0, then every solution An of (1.1) converges
to 0.
Conversely, if every solution of (1.1) converges to 0, then F(u) < (1−λ)u for all u > 0.
Proof. First assume that F(u) < (1 − λ)u for all u > 0. Let {An} be a positive solution of
(1.1) and M = max−mi0 Ai . We prove that An M for all n. Indeed, using induction,
assume that Ak M for all k  n. Then by the constant variation formula,
An+1 = λn+1A0 +
n∑
i=0
λn−iF (Ai−m) λn+1M +
n∑
i=0
λn−i (1 − λ)M = M.
Therefore, An M for all n. Let
1 = lim sup
n→∞
An, 2 = lim sup
n→∞
F(An−m).
Let ε > 0 be a small number. Let N = N(ε) be a positive integer such that F(An−m) <
2 + ε for all n > N . Now let n > N , we have
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N∑
i=0
λn−iF (Ai−m) +
n∑
i=N+1
λn−iF (Ai−m)
 λn+1M +
N∑
i=0
λn−i (1 − λ)M +
n∑
i=N+1
λn−i (2 + ε)
= λn−NM + 1 − λ
n−N
1 − λ (2 + ε).
Taking lim sup on both sides, we have
1 
2 + ε
1 − λ .
Since ε is as small as we wish, this gives
1 
2
1 − λ. (1.3)
On the other hand, the sequences {An} and {F(An−m)} are bounded, so we can choose a
subsequence {nk} of natural integers for which
2 = lim
k→∞F(Ank−m).
We can also assume that the subsequence {Ank−m} converges to a limit 3, say. Since the
function F is continuous, we have 2 = F(3). If 3 > 0, then
2 = F(3) < (1 − λ)3.
Clearly, 3  1. Therefore, 2 < (1 − λ)1. Considering (1.3), we have a contradiction.
Consequently, 3 = 0. But 2 = F(3), so 2 is zero too. Combining this with (1.3), we
have 1 = 0, so the sequence {An} converges to 0.
Conversely, suppose that every positive solution of (1.1) converges to 0. We prove that
F(u) < (1 − λ)u for all u > 0. Assume, for the sake of a contradiction, that F(u) <
(1 − λ)u is not satisfied for all u > 0. Then two cases are possible:
(i) F(a) = (1 − λ)a for some a > 0.
(ii) F(u) > (1 − λ)u for all u > 0.
In the first case, An = a is a positive solution, which does not tend to 0. This contradicts
our assumption that every positive solution should converge to 0. Now consider the second
case. Let A−m = A−m+1 = · · · = A0 = 2. We prove that An > 1 for all n. By induction,
we assume that Ak > 1 for k  n. Then
An+1 = λAn + F(An−m) > λ + (1 − λ) = 1.
Therefore, An > 1 for all n, which does not tend to 0. This contradicts again our assumption
that every positive solution should converge to 0. The proof is now complete. 
Remark. Theorem 1 may be found in [2] with other proof. Our proof looks simpler, so we
present it here for the sake of completeness.
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A positive solution {An}n is called persistent if
0 < lim inf
n→∞ An  lim supn→∞
An < ∞.
The following theorem gives a sufficient condition for persistent (nonextinctive) popu-
lations.
Theorem 2. Assume that F(x) = H(x,x), where H(x,y) : [0,∞) × [0,∞) → [0,∞) is
a continuous function, increasing in x but decreasing in y and H(x,y) > 0 if x, y > 0.
Suppose further that
lim sup
x,y→∞
H(x,y)
x
< 1 − λ, (2.1)
lim inf
x,y→0+0
H(x,y)
x
> 1 − λ. (2.2)
Then every solution {An}∞n=−m of (1.1) is persistent.
Proof. First, we prove that {An} is bounded from above. Assume, for the sake of a contra-
diction, that lim supAn = ∞. For each integer nm, we define
kn := max
{
ρ: −m ρ  n,Aρ = max−minAi
}
.
Observe that k−m  k−m+1  · · · kn → ∞ and that
lim
n→∞Akn = ∞.
Let n0 > 0 such that kn0 > 0. We have for n > n0,
Akn = λAkn−1 + H(Akn−1−m,Akn−1−m) λAkn + H(Akn−1−m,0)
and therefore,
lim
n→∞H(Akn−1−m,0) = ∞.
This implies that
lim
n→∞Akn−1−m = ∞.
On the other hand,
Akn = λAkn−1 + H(Akn−1−m,Akn−1−m) λAkn + H(Akn,Akn−1−m)
(because Akn Akn−1−m and H(x,y) is increasing in x), so we have
lim sup
x,y→∞
H(x,y)
x
 lim sup
n→∞
H(Akn,Akn−1−m)
Akn
 1 − λ,which contradict (2.1). Thus, {An} is bounded from above.
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lim infAn = 0. For each integer nm, we define
sn := max
{
ρ: −m ρ  n,Aρ = min−minAi
}
.
Clearly, s−m  s−m+1  · · · sn → ∞ and that
lim
n→∞Asn = 0.
Let C be an upper bound of {An} and n0 > 0 such that sn0 > 0. We have for n > n0,
Asn = λAsn−1 + H(Asn−1−m,Asn−1−m) λAsn + H(Asn−1−m,C)
and therefore,
lim
n→∞H(Asn−1−m,C) = 0.
This implies that
lim
n→∞Asn−1−m = 0.
On the other hand,
Asn = λAsn−1 + H(Asn−1−m,Asn−1−m) λAsn + H(Asn,Asn−1−m)
(because Asn Asn−1−m and H(x,y) is increasing in x), so we have
lim inf
x,y→0+0
H(x,y)
x
 lim inf
n→∞
H(Asn,Asn−1−m)
Asn
 1 − λ,
which contradict (2.2). The proof is complete. 
Remark. Theorem 2 may be found in [3] with some restrictions on the function F . Our
proof is good for larger class of function F , so we present it here for the sake of complete-
ness.
For a persistent solution {An} we let ω(A) ⊂ Rm+1+ be the set of all limit-points of the
sequence of vectors {vn = (An−m,An−m+1, . . . ,An)}n. This set is compact and invariant
under the map T :Rm+1+ → Rm+1+ defining by T v0 = v1. Here, v0 is vector of initial data,
which is running in the positive quarter of Rm+1. The map T takes the initial data to the
next data. This map is well-defined. If the solution {An} is periodic, the ω-limit set ω(A) is
of finite points. Conversely, if the ω-limit set is of finite points, itself should be a periodic
solution [7]. Moreover, the map T maps ω(A) onto (surjectively) itself. Hence, there are
two sequences {Pn}∞n=−∞ and {Qn}∞n=−∞ (the initial values are chosen from the ω-limit
set) satisfying Eq. (1.1) for all n such that
lim sup
n→∞
An = P0, lim inf
n→∞ An = Q0
andQ0  Ps  P0, Q0 Qs  P0 (−∞ < s < ∞).
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P0 = λP−1 + F(P−m−1), Q0 = λQ−1 + F(Q−m−1),
and consequently,
P0 
F(P−m−1)
1 − λ , Q0 
F(Q−m−1)
1 − λ .
From this formula it follows that
1
1 − λ · infx>0F(x) lim infn→∞ An  lim supn→∞ An 
1
1 − λ · supx>0F(x).
Several authors mention the sequences {Pn}∞n=−∞ and {Qn}∞n=−∞ as full limiting se-
quences [3]. We are better calling them as full time solutions, because they remind us to
the past time (the ancestors of population in our model). We are mainly using them in the
following sections, and we emphasize that their existence is well-known in the references.
Here, we just outline the proof via ω-limit set for the sake of completeness.
3. Stability with all delay
From now we always assume that the algebraic equation
x = λx + F(x)
has unique solution x = x¯ in (0,∞). Authors call x¯ the only positive equilibrium of our
model.
Theorem 3. Suppose that F(x) is monotone increasing and
lim sup
x→∞
F(x)
x
< 1 − λ, (3.1)
lim inf
x→0
F(x)
x
> 1 − λ. (3.2)
Then every solution {An} of (1.1) converges to x¯.
Proof. Let H(x,y) = F(x), then conditions (2.1) and (2.2) are satisfied and Theorem 2
is applied. This means that every solution is persistent. There are full limiting sequences
{Pn}∞n=−∞ and {Qn}∞n=−∞ such that
lim sup
n→∞
An = P0, lim inf
n→∞ An = Q0 (3.3)
and
Q0  Ps  P0, Q0 Qs  P0 (−∞ < s < ∞).
Moreover,
F(P−m−1) F (P0)
P0  1 − λ  1 − λ (3.4)
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Q0 
F(Q−m−1)
1 − λ 
F(Q0)
1 − λ . (3.5)
Let
ξ(x) = F(x)
x
− (1 − λ).
It follows from (3.4) that ξ(P0)  0 and from (3.5) that ξ(Q0)  0. On the other hand,
it follows from (3.1) that lim supx→∞ ξ(x) < 0, and from (3.2) that lim infx→0 ξ(x) > 0.
Thus, two cases are possible: in (0,Q0] and in [P0,∞) there are two points K ′ such that
ξ(K ′) = 0, or P0 = Q0 = x¯. By our assumption the second case must hold. The proof is
complete. 
Theorem 4. Suppose that F(x) is monotone decreasing. Let
f (x) = F(x)
1 − λ.
Assume further that the system
α = f (β), β = f (α)
has the only solution α = β = x¯. Then every solution {An} of (1.1) converges to x¯.
Proof. Let H(x,y) = F(y), then conditions (2.1) and (2.2) are satisfied and Theorem 2 is
applied. There are full limiting sequences {Pn}∞n=−∞ and {Qn}∞n=−∞ such that
lim sup
n→∞
An = P0, lim inf
n→∞ An = Q0
and
Q0  Ps  P0, Q0 Qs  P0 (−∞ < s < ∞).
Hence,
P0 
F(P−m−1)
1 − λ 
F(0)
1 − λ = f (0) =: b1
and similarly,
Q0 
F(Q−m−1)
1 − λ  f (∞) =: a1.
Consider the following system of difference equations:
an+1 = f (bn), bn+1 = f (an) for n = 1,2, . . . .
Then both P0 and Q0 belong to the interval [an, bn] for all n = 1,2, . . . . The sequence
{an}n is increasing and the sequence {bn}n is decreasing. Indeed, first of all, we have 0
a1  b1. But f is decreasing, and a2 = f (b1)  f (∞) = a1. Similarly, b2 = f (a1) 
f (0) = b1. By complete induction according to n, we see the monotone of both sequences
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satisfy the system
α = f (β), β = f (α).
Our assumptions assure that α = β = x¯. Therefore, limn→∞ an = limn→∞ bn = x¯ and
consequently, P0 = Q0 = x¯. The proof is complete. 
From now we assume that for some y0 > 0, we have
F(y0) = max
y0
F(y)
and F(x) is increasing in [0, y0] and decreasing in (y0,∞). This function F(x) is called
unimodal. Let
f (x) = F(x)
(1 − λ) .
Suppose further that {An} is a persistent solution of (1.1). Let {Pn}∞n=−∞ and {Qn}∞n=−∞
be the full limiting sequences satisfying Eq. (1.1) for all n such that
lim sup
n→∞
An = P0, Q0  Ps  P0. (3.6)
Hence,
P0 
F(P−m−1)
1 − λ 
F(y0)
1 − λ = f (y0). (3.7)
Theorem 5. Suppose that f (y0) y0. Also (3.2) is assumed to be true. Let {An}∞n=−m be
a persistent solution of (1.1). Then limn→∞ An = x¯.
Proof. From (3.6) and (3.7) we have Ps  P0  y0. But the function F is increasing in
[0, y0], it follows from the constant variation formula that
P0 
F(P−m−1)
1 − λ 
F(P0)
1 − λ (3.8)
and similarly,
Q0 
F(Q−m−1)
1 − λ 
F(Q0)
1 − λ . (3.9)
Let
ξ(x) = F(x)
x
− (1 − λ).
It follows from (3.8) that ξ(P0) 0 and from (3.9) that ξ(Q0) 0. On the other hand, it is
clear that lim supx→∞ ξ(x) < 0, and from (3.2) that lim infx→0 ξ(x) > 0. Thus, two cases
are possible: in (0,Q0] and in [P0,∞) there are two points K ′ such that ξ(K ′) = 0, or
P0 = Q0 = x¯. By our assumption, the second case must hold. The proof is complete. 
From now we assume that f (y0) > y0. Let I be the interval [0, f (y0)]. Clearly, the
function f maps I into itself. From (3.7) we have An ∈ I for all but finite n. Let f n denote
the nth iteration of f . These facts give
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(1.1) converges to x¯.
Proof. As we have mentioned above, for a persistent solution {An}, we must have An ∈ I
for all but finite n. Therefore, without loss of generality, we assume that An ∈ I for all n.
Under this assumption, Ivanov [5] proved that {An} converges to the positive equilibrium x¯.
The proof is now complete. 
Lemma 2. Assume that |f ′(x¯)| 1 and the Schwarzian
Sf (x) = f
′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
of f is negative in I − {x¯}. Then limn→∞ f n(x) = x¯ for all x ∈ I .
The proof of this lemma can be found in [5,6]. Lemmas 1 and 2 together give
Theorem 6. Assume that |f ′(x¯)| 1 and the Schwarzian
Sf (x) = f
′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
of f is negative in I − {x¯}. Then every persistent solution of (1.1) converges to x¯.
4. Effect of delay on the convergence and the periodicity
In this section we will study the effect of delay on the global stability. Recall that f is
unimodal function and f (y0) = maxx0 f (x) > y0. This implies that x¯ > y0.
Proposition 1. For every persistent solution {An} of (1.1) we have
λm+1x¯ < lim inf
n→∞ An  x¯  lim supn→∞
An  f (y0).
Proof. Let {Pn}∞n=−∞ and {Qn}∞n=−∞ be full-time solutions of (1.1) with P0 =
lim supn→∞ An and Q0 = lim infn→∞ An. We have
Q0 = λQ−1 + F(Q−1−m) λQ0 + F(Q−1−m),
so Q0  f (Q−1−m). But Q0 Q−1−m, hence Q−1−m  f (Q−1−m). On the other hand,
we have y < f (y) for all y ∈ (0, x¯). Therefore, Q−1−m  x¯. This implies that P0  x¯.
Moreover, from the constant variation formula we have
Q0 = λm+1Q−1−m +
m∑
j=0
λjF (Q−1−m−j ) > λm+1x¯.
On the other hand,P0 = λP−1 + F(P−1−m) λP0 + F(P−1−m),
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hand, we have y > f (y) for all y ∈ (x¯,∞). Therefore, P−1−m  x¯. This implies that
Q0  x¯, the proof is now complete. 
To invent the effect of delay, we suppose further that
0 f (x) − x¯  L1(x¯ − x) for all x ∈
[
λm+1x¯, x¯
]
,
0 x¯ − f (x) L2(x − x¯) for all x ∈
[
x¯, f (y0)
]
. (4.1)
We will prove that the global stability still holds in this case, if m is small enough.
Theorem 7. Suppose that
λm+1 > 1 − 1√
L1L2
.
Then every persistent solution {An} of (1.1) converges to x¯.
Proof. Let {Pn}∞n=−∞ and {Qn}∞n=−∞ be full-time solutions of (1.1) with P0 =
lim supn→∞ An and Q0 = lim infn→∞ An. As in the proof of Proposition 1, we have
λm+1x¯ < Q0  P−m−1  x¯ Q−m−1  P0  f (y0).
From the constant variation formula we have
x¯ − Q0 = x¯ − λm+1Q−1−m −
m∑
j=0
λjF (Q−1−m−j )
 x¯
(
1 − λm+1)− (1 − λ)
m∑
j=0
λjf (Q−1−m−j )
= (1 − λ)
m∑
j=0
λj
(
x¯ − f (Q−1−m−j )
)
 (1 − λ)
∑
{0jm: x¯f (Q−1−m−j )}
λj
(
x¯ − f (Q−1−m−j )
)

(
1 − λm+1)(P0 − x¯)L2.
Similarly,
P0 − x¯ = λm+1P−1−m − x¯ +
m∑
j=0
λjF (P−1−m−j )

(
λm+1 − 1)x¯ + (1 − λ)
m∑
j=0
λjf (P−1−m−j )
= (1 − λ)
m∑
λj
(
f (P−1−m−j ) − x¯
)
j=0
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∑
{0jm: f (P−1−m−j )x¯}
λj
(
f (P−1−m−j ) − x¯
)
= (1 − λ)
m∑
j=0
λjL1(x¯ − Q0)
= (1 − λm+1)L1(x¯ − Q0)

(
1 − λm+1)2L1L2(P0 − x¯).
But from our assumption,(
1 − λm+1)2L1L2 < 1,
so P0 = Q0 = x¯, and this completes the proof. 
Now we investigate the periodicity of our model. We have the following proposition.
Proposition 2. Let m0  0 be an integer such that
λm0+1 > 1 − 1√
L1L2
.
Let the delay m > m0. Then every (nonconstant) positive solution {An} of (1.1) is not
periodic with period m − m0.
Proof. Assume, for the sake of a contradiction that {An} is a (nonconstant) periodic solu-
tion of (1.1) with period m−m0. Then {An} is a solution of An+1 = λAn +F(An−m0). The
delay in this equation is m0, so applying Theorem 7 for this equation, we have limAn = x¯.
But {An} is periodic sequence, so An = x¯ for all n. This contradicts our assumption that
{An} is nonconstant solution. The proof is complete. 
Remark. It follows directly from this proposition that no divisor of the m−m0 could be a
period of a periodic solution.
5. Application
Consider the following model of the bobwhite quail population:
An+1 = λAn + µAn−m1 + Akn−m
(0 < λ < 1; µ,k > 0).
Here,
F(x) = µx
1 + xk , f (x) =
F(x)
1 − λ.
If λ + µ 1, using Theorem 1, we have limAn = 0. From now let λ + µ > 1. Put
µx
H(x,y) =
1 + yk .
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0 < lim infAn  lim supAn < ∞.
On the other hand,
F ′(x) = µ · 1 + (1 − k)x
k
(1 + xk)2 ,
so if k  1, we have F ′(x) > 0 and F(x) is increasing. Further, conditions (3.1) and (3.2)
of Theorem 3 are satisfied, so
limAn = x,
where the positive equilibrium
x = k
√
λ + µ − 1
1 − λ .
Now let k > 1. In this case using Theorem 4, we compute
y0 = k
√
1
k − 1 , F (y0) =
(k − 1)µ
k
y0
and we obtain that if
k  µ
λ + µ − 1 ,
then F(y0) (1 − λ)y0 and consequently, limAn = x. From now let
k >
µ
λ + µ − 1 .
To apply Theorem 6, first we compute
f ′(x) = 1
µ
{
µ − k(λ + µ − 1)}.
This should be no greater than 1 in absolute value. This holds exactly with
k  2µ
λ + µ − 1 .
We show that for k  2, the Schwarzian Sf is negative on the interval [0, f (y0)]. Elemen-
tary computation gives
Sf (x) = −k(k − 1)x
k{(k − 1)(k − 2)xk + 2(k + 1)}
2x2{(k − 1)xk − 1}2 .
Therefore, Sf (x) < 0 for all x > 0 if k  2. Hence, every positive solution converges to x¯
if
k ∈
(
0,
µ
λ + µ − 1
]
∪
[
2,
2µ
λ + µ − 1
]
.
Note that in case 1 < k < 2, we must assume further that
µ k
√
2(k + 1) k
1 − λ  2 − k · k − 1
D.V. Giang, D.C. Huong / J. Math. Anal. Appl. 308 (2005) 195–207 207in order to get the global asymptotical stability of x. These results can be found in works
of Ivanov and other authors [4,5,8,9].
To invent the effect of delay, we find a positive number L such that∣∣f (x) − x¯∣∣ L|x − x¯| for all x ∈ [0, f (y0)].
An elementary calculus gives
L1 = L2 = L = µ1 − λ ·
(k − 1)2
4k
satisfying (4.1). Hence, if
λm+1 > 1 − 1
L
and if f (λm+1x¯) x¯, i.e., if
λ + µ − 1
1 − λ 
1 − λm+1
λm+1 − λ(m+1)k ,
then we have limn→∞ An = x¯ for every positive solution {An}. This result is new, because
earlier, the authors [3–5,8,9] proved the global stability with all delays but they assumed
more conditions on other parameters.
In [4] the authors proved that if
k <
2
1 − λ ·
µ
λ + µ − 1 ,
then the positive equilibrium x is locally asymptotically stable. Our result is global asymp-
totic stability so it requires more conditions on parameters.
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