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Abstract
Conventional full waveform inversion (FWI) using least square distance (LSD)
between the observed and predicted seismograms suffers from local minima. Re-
cently, earth mover’s distance (EMD) has been introduced to FWI to compute
the misfit between two seismograms. Instead of comparisons bin by bin, EMD
allows to compare signal intensities across different coordinates. This measure
has great potential to account for time and space shifts of events within seis-
mograms. However, there are two main challenges in application of EMD to
FWI. The first one is that the compared signals need to satisfy nonnegativity
and mass conservation assumptions. The second one is that the computation of
EMD between two seismograms is a computationally expensive problem. In this
paper, a strategy is used to satisfy the two assumptions via decomposition and
recombination of original seismic data. In addition, the computation of EMD
based on dynamic formulation is formulated as a convex optimization problem.
A primal-dual hybrid gradient method with linesearch has been developed to
solve this large-scale optimization problem on GPU device. The advantages of
the new method are that it is easy to implement and has high computational
efficiency. Compared to LSD based FWI, the computation time of the pro-
posed method will approximately increase by 11% in our case studies. A 1D
time-shift signals case study has indicated that EMD is more effective in cap-
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turing time shift and makes the misfit function more convex. Two applications
to synthetic data using transmissive and reflective recording geometries have
demonstrated the effectiveness of EMD in mitigating cycle-skipping issues. We
have also applied the proposed method to SEG 2014 benchmark data, which has
further demonstrated that EMD can mitigate local minima and provide reliable
velocity estimations without using low frequency information in the recorded
data.
Keywords: Inverse problems, Seismology, Computational Methods.
1. Introduction
Full waveform inversion (FWI) is an indirect inversion method, which at-
tempts to obtain high-resolution estimations of subsurface parameters by mini-
mizing the misfit between the observed and calculated data [1, 2, 3, 4]. Different
from tomography method which matches the traveltimes only, FWI uses full
wavefield data for inversion. Hence, FWI has great potential to extract quanti-
tative information from seismograms [5, 6, 7, 8]. Due to the high computational
cost of FWI, gradient based local optimization methods are usually applied to
solve this large-scale PDE-constrained optimization problem [9, 10, 11, 12]. In
general, the misfit function is defined by least square distance (LSD), which is
computed as the L2 norm of the difference between the observed and calculated
seismograms. Studies have demonstrated that high wavenumber perturbations
are responsible for amplitude of seismic data, while the low wavenumber vari-
ations of the velocity mainly affect the traveltime of the seismic events [13].
From an inverse problem point of view, it is supposed to first invert the smooth
background by matching these traveltime shifts and then inject high wavenum-
ber perturbations gradually [14, 15, 16]. However, the LSD based on bin by bin
comparisons is not suitable to capture the time shifts between two oscillatory
seismic signals. To converge towards the global minimum, FWI requires an
initial model accurate enough to make the predicted data match the observed
data within half a phase [17, 18].
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In practice, such an accurate initial model may not always be available
[17, 12]. To mitigate the local minima problem, a series of inversion strategies
have been proposed. In the time domain, a multi-scale strategy is presented
by Bunks to expand the radius of convergence by inversion starting with low-
frequency contents and gradually increases to high-frequency contents, since
low-frequency contents are less sensitive to cycle-skipping [19]. However, in re-
alistic seismic data, the low-frequency band is always contaminated by noise.
Method has been studied to recover low-frequency contents from high-frequency
contents in synthetic data [20]. Different from waveform inversion in data do-
main, migration velocity analysis aims to expand the search space by introducing
subsurface offsets and time shifts in image domain [21, 22]. The high computa-
tional cost result from the construction of extended image volumes seems to have
precluded their use in 3D configurations up to now. To make use of the time
shifts in seismograms, misfits based on cross-correlation [23, 24] and later on
warping techniques [25] have been proposed to automatically measure the time
shifts between seismograms. One great challenge of these methods is to effec-
tively and accurately obtain traveltime residuals especially when wavefields are
complex. Reflection FWI alternately updates the velocities of the smooth back-
grounds and unsmooth perturbations with wavefield decomposition to mitigate
local minima [26, 27, 28]. However, Reflection FWI requires a good reflectivity
model as a secondary source to construct a backscattering wavefield, the effec-
tiveness of reflection FWI is affected by the complexity of the velocity model
[29]. Following the idea of designing more convex objective functions, various
types of dataset comparison and misfit design have been proposed to mitigate
local minima, such as envelope inversion [30, 31], adaptive waveform inversion
[32] and wavefield reconstruct inversion [11]. For ill-posed waveform inverse
problems, regularization techniques have been applied to effectively overcome
local minima in large-contrast salt inversion [33, 34, 35, 36].
Recently, an optimal transport distance (OTD) has been introduced to mea-
sure the misfit in FWI [37]. The OTD also known as earth mover’s distance
(EMD) has received significant attention in many research areas such as image
3
processing, computer vision and statistics, because of its capability to compare
signal intensities across different signal/image coordinates [38]. The main moti-
vation of its application to FWI is to take advantage of the capability to capture
time shifts between signals. Despite their appealing theoretical properties, two
underlying assumptions of the standard EMD are that the compared signals
should be nonnegative, and that no energy is lost in the process of mapping one
signal to the other [37]. For seismic data, these two assumptions are not satis-
fied. In this paper, a strategy proposed by Mainini to deal with signed signals
is adopted to overcome these difficulties [39]. This strategy has been implicitly
used in the previous studies [18, 40]. Note that EMD of seismic data is also a
large-scale problem. The proposition from [37] is to use Monge’s formulation of
the OT problem, a nonlinear system of partial-differential equations, which can
be solved using finite-difference based method [41]. However, it is expensive to
obtain the misfit of EMD by numerically solve the Monge’s equation. For 2D
seismic seismogram, the total inversion using EMD with Monge’s formulation
takes 3 to 4 times the time of the FWI with LSD misfit [42, 43]. The method-
ology proposed by [40] is based on a modified dual Kantorovich problem [44]
and it is solved with Simultaneous Descent Method of Multipliers (SDMM),
in which a linear system corresponding to a second-order finite-differences dis-
cretization of Poisson’s problem has to be solved at each iteration of the SDMM
algorithm. Compared to the classical FWI, the computation cost of FWI with
OTD will increase by 20%-70% [18]. In this paper, we will introduce a state-
of-the-art method to efficiently compute EMD based on a dynamic formulation
[45]. Here, the computation of EMD is recast as an L1 type convex optimiza-
tion problem [46] and efficiently solved by a primal-dual hybrid gradient method
(PDHG) with linesearch [47], which is widely used in compressed sensing and
image processing [48, 49, 50]. Compared to the methods which have been em-
ployed in existing application of OTD to FWI, the new method is very simple to
code and easy to parallelize with the GPU device. Moreover, there is no need to
solve the complex nonlinear partial-differential equations [37] or the large-scale
linear system of equations [18, 40]. The numerical case studies of Marmousi 2
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model and Chevron 2014 data have shown that, compared to the classical FWI
method, the computation time of the proposed method approximately increases
by 11%.
The rest of the paper is organized as the follows. In Section 2, we first give
a brief introduction of several forms of OT problem and introduce a PDHG
method with linesearch to efficiently compute EMD based on the dynamic for-
mulation. The application of EMD to FWI problem is also presented in this
section. Section 3 gives four different case studies to emphasize the main proper-
ties of FWI based on EMD. Finally, discussion and conclusion are drawn in the
two last sections. The main contributions of this paper are the detailed deriva-
tion of the PDHG method to efficiently compute EMD for seismic inversion and
the numerical experimental validation of the proposed method to mitigate local
minima in FWI.
2. Theory
2.1. Definition of the Earth Mover’s Distance
The optimal mass transport problem seeks the most efficient way to trans-
form one distribution of mass to another, relative to a given cost function. Con-
sider two nonnegative measures µ(x) and ν(y) defined on the spaces X ⊂ Rd
and Y ⊂ Rd. Monge’s optimal transportation problem is to minimize the total
transportation cost [51, 41]
M(µ, ν) = inf
T
∫
X
||x− T (x)||pµ(x)dx
s.t. ν(T (x))det(∇T (x)) = µ(x),
(1)
where p ≥ 1 and || · ||p denotes Lp norm on Rd. T (x) is a map from X to Y
that rearranges the measure µ into the measure ν. The first application of EMD
to FWI is based on this non-linear PDE formulation [37]. Because of the high
computational cost, EMD of 2D seismogram is usually computed trace by trace
using 1D algorithm [43]. However, macro-scale variations of the background
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velocity shifts the seismic events not only along the time axis but also along the
receiver (space) axis [18].
Kantorovich formulated the transportation problem by finding an optimal
transport plan γ ∈ Rd×d through minimizing the transportation cost [52, 53, 54]
K(µ, ν) = min
γ
∫
X×Y
c(x, y)dγ(x, y)
s.t.
∫
X
γ(x, y)dx = ν(y) and
∫
Y
γ(x, y)dy = µ(x),
(2)
where c(x, y) is the cost of transporting one unit of mass from x to y. In most
studies, c(x, y) is defined as ||x − y||p, with p = 1, 2. When p = 2, the optimal
plan γ is unique and this map is a gradient of a convex function. Note that
when p = 1, the cost is not strictly convex, an optimal map exists but is not
unique [53]. The infimum is also known as Wasserstein distance. The scale of
γ ∈ Rd×d seems to obstruct the application to 2D or 3D seismic data. In the
particular case where X = Y and the Lp Wasserstein distance between µ and ν
can be calculated with a dual Kantorovich formulation [44, 55, 18]
DK(µ, ν) = max
φ∈Rd
∫
Rd
φ(x)d(µ(x)− ν(x)), φ(x) ∈ Lip1, (3)
where Lip1 is the space of 1-Lipschitz functions. By once again consider-
ing the dual, we readily obtain an equivalent dynamic formulation of Monge-
Kantorovich problem [45, 55, 38], which will be employed in this paper to com-
pute the optimal transport distance and can be written as [45, 46]
OT (µ, ν) = min
∫
Ω
||u(x)||pdx
s.t. ∇·u+ µ− ν = 0 in Ω, ∂u
∂n
= 0 on ∂Ω,
(4)
where Ω ⊂ Rd is the closure of a Lipschitz domain. The optimization variable u
is a flux vector which satisfies the zero flux boundary condition. This problem
shares a similar structure of total variation norm in image processing, and can
be solved by some efficient numerical methods [50, 48, 49]. It is necessary to
point out that four formulations of EMD above are equivalent in mathematics
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[44, 38]. The difference is the numerical solutions to these problems, which have
different computation efficiencies.
FWI attempts to adjust the model parameters to minimize the distance
between the observed and calculated common shot gathers (Pobs(xr, t) and
Pcal[m](xr, t)). Here, the variable xr denotes the receiver position and the
variable t is time. Pcal[m](xr, t) depends on the given model parameters m.
While the optimal transport distance has many desirable properties, there re-
main challenges to compute optimal transport distance of the seismic signals
[37]. The first one is that signals are supposed to be nonnegative, which is typ-
ically not the case with seismic signals. The second one is mass conservation
that requires
∫
X
µ(x)dx =
∫
Y
ν(y)dy. Generally, the second assumption cannot
be guaranteed in seismic imaging as well.
To overcome these difficulties, we adopt Mainini strategy [39] to deal with
the signed seismic data, which has been implicitly used in the previous studies
[18, 40]. Firstly, seismic signals are decomposed into positive and negative
components. Then, we recombine the data with the positive and negative parts
to compare positive measures with mass conservation.
OT (Pcal, Pobs) = OT (P
+
cal + P
−
obs, P
+
obs + P
−
cal) (5)
with Pcal = P
+
cal − P−cal and Pobs = P+obs − P−obs. For seismic data, we usually
have ∫
P+cal − P−cal =
∫
P+obs − P−obs. (6)
Hence, we arrive at ∫
P+cal + P
−
obs =
∫
P+obs + P
−
cal. (7)
Thus, both nonnegativity and mass conservation are satisfied with Mainini strat-
egy. Now the optimal transport distance between the observed and calculated
data can be expressed as
fOT (Pcal[m](xr, t), Pobs(xr, t)) = min
u
∫
Ω
||u(xr, t)||pdxrdt
s.t. ∇·u(xr, t) + Pcal − Pobs = 0 in Ω, ∂u
∂n
= 0 on ∂Ω.
(8)
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Note that, EMD used in this paper is equivalent to the modified dual Kan-
torovich distance used by [18, 40] in mathematics. It is also necessary to point
out that, we do not need to decompose the signal into the positive and negative
parts in practice from the formulation (8) , which avoids discontinuity when the
EMD is computed. Please note that misfit function proposed here are indeed
computing the optimal transport between P+cal + P
−
obs and P
+
obs + P
−
cal. We will
discuss the limitation of this strategy in the following section.
For comparison, the conventional L2 misfit function is given as
fL2(Pcal[m](xr, t), Pobs(xr, t)) =
1
2
∫
Ω
(Pcal − Pobs)2dxrdt. (9)
2.2. Fast numerical method for Earth Mover’s Distance
For the sake of simplicity of programming, we assume that 2D common
shot gathers Pcal(xr, t) and Pobs(xr, t) are defined on Ω = [0, T ] × [0, X] with
a regular Cartesian gird of size nr × nt and the spacing are ∆xr = Xnr−1 and
∆t = Tnt−1 , respectively. Let (i, j) denote the indices of the discrete locations
((i − 1) × ∆xr, (j − 1) × ∆t) for i = 1, 2, . . . , nr, j = 1, 2, . . . , nt. Thus, we
have the calculated data Pcal ∈ Rnr×nt, the observed data Pobs ∈ Rnr×nt and
the flux vector u = (ux, ut) ∈ Rnr×nt×2, where ux ∈ Rnr×nt and ut ∈ Rnr×nt
represent the x- and t- direction components, respectively.
The divergence operator ∇·u ∈ Rnr×nt can be written as
(∇·u)i,j = (∂xux)i,j + (∂tut)i,j . (10)
To discretize the divergence operator in equation (8), we use forward finite
differences with Neumann boundary condition, which is given by
(∂xu
x)i,j =
 1∆xr (uxi+1,j − uxi,j) if i < nr,0 if i = nr. (11)
(∂tu
t)i,j =
 1∆t (uti,j+1 − uti,j) if j < nt,0 if j = nt. (12)
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We apply backward finite differences with Neumann boundary condition to dis-
cretize gradient operator (∇ϕ)i,j =
 (∂xϕ)i,j
(∂tϕ)i,j
 , which is given by
(∂xϕ)i,j =

ϕi,j−ϕi−1,j
∆xr
if i > 1,
0 if i = 1.
(13)
(∂tϕ)i,j =

ϕi,j−ϕi,j−1
∆t if j > 1,
0 if j = 1.
(14)
Here, ϕ ∈ Rnr×nt is the dual variable, which will be used to efficiently compute
optimal transport distance with primal-dual method. The objective in equation
(8) can be written as
Φ = ||u||1,1 + 
2
||u||22, (15)
where
||u||1,1 =
nr∑
i=1
nt∑
j=1
|uxi,j |+ |uti,j |, (16)
||u||22 =
nr∑
i=1
nt∑
j=1
(uxi,j)
2 + (uti,j)
2. (17)
Here  is a small regularization parameter which is used to ensure strict convexity
[46], and  used in this paper is set as 1e−4. Note that the EMD between Pcal
and Pobs equals Φ × ∆xr∆t. Thus, the discretized problem becomes an L1-
type convex optimization with linear constraints. The Lagrangian of the convex
optimization problem is given by
L(u, ϕ) = ||u||1,1 + 
2
||u||22+ < ϕ,∇·u+ Pcal − Pobs >, (18)
where < ·, · > is the inner product between nr×nt matrices treated as vectors,
i.e.,
< A,B >=
nr∑
i=1
nt∑
j=1
Ai,jBi,j . (19)
Now the convex problem can be reformulated as the following saddle-point prob-
lem [49]
fOT (Pcal, Pobs) = min
u
max
ϕ
L(u, ϕ). (20)
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The saddle point of (20) can be found by the primal-dual hybrid gradient method
uk+1 = arg min
u
||u||1,1 + 
2
||u||22+ < ϕk,∇·u > +
1
2α
||u− uk||22, (21)
ϕk+1 = arg max
ϕ
< ϕ,∇·(u¯k+1) + Pcal − Pobs > − 1
2β
||ϕ− ϕk||22, (22)
where u¯k+1 = 2uk+1 − uk, α and β are primal and dual stepsizes [56]. In
particular, one has −∇· = ∇∗ (∗ is conjugate operator) which is defined by the
identity
< u,∇ϕ >= − < ∇·u, ϕ > . (23)
Here, < ·, · > is inner product over the space Rnr×nt×2. Applying the identity
(23) to the primal problem (21), we get
uk+1 = arg min
u
||u||1,1 + 
2
||u||22− < ∇ϕk,u > +
1
2α
||u− uk||22. (24)
Then we have the explicit formulas to update the primal variables uxi,j and u
t
i,j
(uxi,j)
k+1 =
1
1 + α
shrink((uxi,j)
k + α(∂xϕ)
k
i,j , α),
(uti,j)
k+1 =
1
1 + α
shrink((uti,j)
k + α(∂tϕ)
k
i,j , α), (25)
where shrink operation is defined as
shrink(x, y) =

(
1− y|x|
)
x if |x| ≥ y,
0 if |x| < y.
(26)
Likewise, the explicit iteration to update the dual variable ϕ can be written
as
ϕk+1i,j = ϕ
k
i,j + β((∇·u¯k+1)i,j + (Pcal)i,j − (Pobs)i,j). (27)
Note that α and β need to satisfy αβ ≤ 1λmax to ensure stability [48], where
λmax is the largest eigenvalue of the discrete Laplacian operator ∇·∇. Since the
first-order finite difference method is used to discretize the gradient operator
and the divergence operator, combining with Gershgorin Circle Theorem [49],
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we get λmax ≤ 4∆xr2 + 4∆t2 . In general, the primal and dual stepsizes can be
simply chosen as α = β =
√
4
∆xr2
+ 4∆t2 .
It is well-known that the convergence speed of PDHG is highly sensitive to
stepsize choice [50], we adopted the PDHG with linesearch scheme [47] given
in Algorithm (1) to accelerate speed of computing the EMD, which can au-
tomatically adjust the stepsize parameters for fast convergence without user
inputs. For readers who are interested in the rigorous proof on the conver-
gence of PDHG, we recommend these research papers [48, 49, 47]. After several
numerical tests, some parameters in Algorithm (1) are empirically chosen as
ξ = 0.5, ζ = 0.99 and δ = 1e5 for all numerical examples. The primal and
dual variables can be updated by (25) and (27), which is easy to implement
and parallelize with GPU device. It is empirically noted that the convergence
rate of PDHG method may depend on the size of the problem. Since seismic
data is continuous signals, for large-scale application, multi-grid strategy can
be used to save computation time [18]. We first compute EMD on a coarse
grid, then implement primal-dual method on the original fine gird. For more
detailed comparison of the existing numerical solution to EMD, please refer to
[46]. In the following sections, we will focus on the application of EMD to FWI
for mitigating local minima issues.
2.3. Application of the Earth Mover’s Distance to FWI
In this part, we consider an application of EMD to FWI in acoustic media.
The 2D acoustic equation with constant density can be expressed as
∂2p(x, z, t)
∂t2
− v2(x, z)∇2p(x, z, t) = q(xs, zs, t), (28)
where p is the pressure and q is the seismic source. The model parameter here is
the velocity v. In this paper, seismic wavefields are computed by finite difference
method. In addition, an unsplit convolutional perfectly matched layer method
is applied to suppress boundary reflection from the artficial boundary [57].
Seismic waveform inversion can be characterized as a PDE-constrained op-
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Algorithm 1 PDHG algorithm with linesearch for EMD
Input: Pcal ∈ Rnr×nt, Pobs ∈ Rnr×nt, , α1, ξ ∈ (0, 1), ζ ∈ (0, 1), δ > 0 and
θ1 = 1
Output: u ∈ Rnr×nt×2, ϕ ∈ Rnr×nt
1: while Not Converged do
2: uk+1 = arg minu ||u||1,1 + 2 ||u||22+ < ϕk,∇·u > + 12αk ||u− uk||22
3: Choose any αk+1 ∈ [αk, αk
√
1 + θk] and run linesearch
4: repeat
5: θk+1 =
αk+1
αk
6: βk+1 = δαk+1
7: u¯k+1 = uk+1 + θk+1(u
k+1 − uk)
8: ϕk+1 = arg maxϕ < ϕ,∇·(u¯k+1) + Pcal − Pobs > − 12βk+1 ||ϕ− ϕk||22
9: αk+1 = ξαk+1
10: until
√
δαk+1||∇ϕk+1 −∇ϕk||1,1 ≤ ξζ||ϕk+1 − ϕk||1
11: αk+1 = αk+1/ξ
12: k = k + 1
13: return ϕ,u
timization problem:
min
v
f(Pcal[v](xr, t), Pobs(xr, t))
s.t.
∂2p
∂t2
− v2∇2p = q and Rp− Pcal = 0,
(29)
where R represents receiver sampling operator and f(Pcal, Pobs) is the misfit
function. Lagrange multiplier method is employed to formulate this constrained
problem into an unconstrained problem, for which the Lagrangian function is
given by [10, 18]
J (v, p, Pcal, φ, ψ) = f(Pcal, Pobs)+ < ∂
2p
∂t2
− v2∇2p− q, φ >W
+ < Rp− Pcal, ψ >D,
(30)
where the scalar product in the wavefield space and the data space is denoted by
< ·, · >W and< ·, · >D, respectively. Since seismic waveform inversion is a large-
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scale problem, all-at-once method is not feasible for seismic waveform inverse
problem [11]. The adjoint-state method [58, 59] is usually applied to reduce
memory storage and computational cost. Let the derivative of the Lagrangian
function J (v, p, Pcal, φ, ψ) with respect to the state variable p equal to zero
∂J (v, p, Pcal, φ, ψ)
∂p
= 0, (31)
we have the adjoint-state equation
∂2φ(x, z, t)
∂t2
− v2(x, z)∇2φ(x, z, t) = −RTψ(xr, t), (32)
where φ(x, z, t) is the adjoint variable and ψ(xr, t) is the adjoint source. The
adjoint-state equation represents back-propagating the data residuals (adjoint
source) [2].
Similarly, let
∂J (v, p, Pcal, φ, ψ)
∂Pcal
= 0, (33)
the adjoint source can be computed by
ψ(xr, t) =
∂f(Pcal, Pobs)
∂Pcal
. (34)
Using the adjoint-state approach, we have the gradient of the objective function
∇f(v(x, z)) = ∂J (v, p, Pcal, φ, ψ)
∂v
= −2v(x, z)
∫ T
0
∇2p(x, z, t)φ(x, z, t)dt.
(35)
The gradient can be obtained by correlating the source wavefield p(x, z, t)
and the adjoint wavefield φ(x, z, t). Note that the source wavefield forward prop-
agates, while the adjoint wavefield is backward-propagated. Since the computer
can not store the source wavefields at all times, we first compute the source wave-
field and save the boundary values, then back-propagates the source wavefield
with the saved boundaries [60], at the same time, we compute the back-forward
adjoint wavefield. Thus, it requires sloving the wave equation three times to
obtain the gradient for each shot.
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Now, take second-order Taylor expansion of f(v) at the point vn with per-
turbation ∆v, we have
f(vn + ∆v) ≈ f(vn) + ∆vT∇f(vn) + 1
2
∆vTHn∆v, (36)
where ∇f(vn) is the gradient of f(v) at the point vn and Hn is the Hessian
matrix. The conventional quasi-Newton method [61] can be applied to minimize
the misfit function f(v). The iteration can be expressed as
vn+1 = vn + γn∆vn, (37)
where γn is a positive scalar parameter computed through a parabolic search
strategy [62], in which we at least need to compute the wave equation twice to
obtain an optimal stepsize using a test step-length γ, which is chosen according
to the following condition:
max(|γ∆vn|) ≤ 1
100
max(vn). (38)
When the optimum step-length is less than 0.1γ, we force the step-length as
0.1γ. ∆vn is a model increment satisfying
∆vn = −(H¯n)−1∇f(vn). (39)
Here, (H¯n)−1 is an approximation of the inverse of the Hessian Hn which is
computed through the `-BFGS method. This approximation is based on several
latest gradients and model increments [61, 9, 63]. In addition, conjugate gradient
method is also widely employed in FWI study, in which the current update
direction can be constructed using the current gradient and the last update
direction [61, 62].
When the conventional L2 misfit function is used to measure the distance
between the calculated data and observed data, the adjoint source is given by
∂fL2(Pcal, Pobs)
∂Pcal
= Pcal(xr, t)− Pobs(xr, t). (40)
For the optimal transport distance, combine equation (8) and equation (18), we
have
∂fOT (Pcal, Pobs)
∂Pcal
=
∂L(u, ϕ, Pcal)
∂Pcal
, (41)
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where
∂L(u, ϕ, Pcal)
∂Pcal
= ϕ(xr, t) +
∂L
∂u
× ∂u
∂Pcal
+
∂L
∂ϕ
× ∂ϕ
∂Pcal
. (42)
Base on equation (20) and the definition of the EMD, we know that ∂L∂ϕ = 0
and ∂L∂u = 0 are necessary for the point to be the solution of the optimization
problem. Although in preatical computation, the numerical solution can not
strictly guarantee ∂L∂ϕ = 0 and
∂L
∂u = 0, when the EMD is obtained,
∂L
∂ϕ and
∂L
∂u
are close to zero in the primal-dual method [49, 46]. Hence, the second and the
third terms on the right-hand side of equation (42) can be neglected, and the
adjoint source of FWI using EMD is exactly the dual variable
∂fOT (Pcal, Pobs)
∂Pcal
= ϕ(xr, t). (43)
This means that when the optimal transport problem has been solved using the
proposed method, one can obtain not only the EMD between the predicted and
observed data but also the adjoint source for FWI.
3. Numerical Examples
3.1. 1D case study: sensitivity to time shift
We start the numerical example to investigate EMD’s capability to detect
shifted patterns in 1D case. The computation parameter T in numerical solution
to Earth Movers Distance is set as one here. In Figure 1 (a), a Ricker wavelet
with the peak frequency of 8 Hz serves as the observed data and the calculated
data corresponds to the same Ricker wavelet, shifted in time. With Mainini
strategy, we have the refactored distribution shown in figure 1 (b). The misfit
function of different time shifts using LSD and EMD are presented in Figure 2
(a). It is observed that two local minima and a global minimum emerge in the
misfit function with LSD, which is known as cycle skipping in seismic waveform
inversion. The misfit function based on the EMD presents a single minimum,
while it appears not to be a strictly convex function of the time-shift, it is still
more capable of detecting time shift compared to LSD. Considering the physical
meaning of optimal transport that rearranges the measure dMcal into the measure
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dMobs, it is well understandable that misfit function increases with the decrement
of the overlap.
The adjoint sources corresponding to the original signals (Figure 1) are given
in Figure 2 (b). The adjoint source with LSD is the difference between these
two signals, while the EMD adjoint source appears as an envelope of the LSD
adjoint source. This feature is similar to the study of [18, 40], in which the
dual Kantorovich formulation is used. Note that, compared with the study of
[18, 40], solving a Poisson’s problem is not required in our new method. In
addition, EMD adjoint source presents an angular shape L1 norm. This non-
smooth property may doubt the use of standard quasi-Newton solvers. However,
the numerical experiments presented in the next section demonstrated that this
property does not preclude the use of these solvers to minimize the EMD misfit
function, as previously reported in the study of [18, 40].
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Figure 1: The original distribution, synthetic signal dcal and observed signal dobs (a). The
refactored distribution with the Mainini strategy, synthetic signal dMcal and observed signal
dMobs (b).
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Figure 2: (a) Misfit function depending on the time shift of the Ricker signal, using the LSD
(blue) and the EMD(red). (b) Comparison between the LSD (blue) and EMD (red) adjoint
sources for the two shifted Ricker signals presented in Figure 1.
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3.2. Application to 2D crosshole configuration
In the 1D case, we have studied the capability of EMD to detect time shifted
patterns. In this part, we perform full waveform inversion with two different
distance measurements. The 2D crosshole configuration is used to investigate
the effectiveness of EMD in mitigating local minima. In total 61 sources are
equally spaced on the left side and 128 receivers on the right side with 10
m fixed acquisition. The true model is displayed in Figure 3 (a). A Gauss-
shaped inclusion is located in the centre of the rectangular velocity model. The
background velocity is 2500 m/s and the maximum value is 3000 m/s. The
velocity of the initial model is set as 2500 m/s. The synthetic data is generated
using a Ricker source function centred on 10 Hz. The spatial discretization step
is set to 10 m and the time discretization step is set to 0.001 s. The recording
is performed over 1000 time steps for a total recording time 1.0 s. The maximal
number of iterations in the primal-dual method with linesearch to obtain EMD
is set to 100. Numerical experiments are carried out on the DELL workstation
T7610 with Quadro M5000 8G video memory. The computational time of the
gradient of all shots in the conventional LSD FWI formulation is 14.5 s, while
the computational time used for EMD based FWI is 22.7 s. Moreover, Pcal(xr, t)
and Pobs(xr, t) are defined on Ω = [0, 1]× [0, 1] in this case study.
Figure 4 (a-b) show the adjoint sources of the first iteration with LSD and
EMD, respectively. Figure 3 (b) and Figure 3 (c) display the inversion results
after the 5th iteration with conventional LSD and EMD, respectively. The
inversion results indicate that inversion using LSD suffers from cycle skipping
and converges to local minima. The inversion result with EMD demonstrates
that inversion converges in the correct direction. From this experiment, we
know that the EMD has the capability to reduce the risk of being trapped in a
local minimum.
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(a) (b) (c)
Figure 3: The true model used in the crosshole experiment (a). The inversion results after
the 5th iteration by using LSD (b) and EMD (c), respectively.
(a) (b)
Figure 4: The adjoint source of LSD (a) and the adjoint source of EMD (b) in the crosshole
experiment.
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3.3. Application to 2D Marmousi 2 model
In the previous subsection of numerical solution to EMD, we treat multidi-
mensional seismic data as the general imaging data, and the 2D seismic data
are defined on Ω = [0, T ] × [0, X]. In this part, we will discuss the effect of
weight distribution on time and receiver axes using synthetic offshore data in
2D reflection configuration. This numerical test is implemented on the Dell
workstation with NVIDIA Quadro P5000 16GB GPU device.
In the numerical tests, the misfit functions are minimized using the `-BFGS
method with memory parameter ` as 5. Figure 5 (a) shows the P-wave velocity
of the Marmousi 2 model, which is defined on a grid with the size of 681× 141.
The spatial discretization step is set to 25 m. A fixed-spread surface acquisition
with 76 equally spaced sources and 227 equally spaced receivers placed at depth
of 50 m is considered. The synthetic data is generated using a Ricker source
function with peak frequency of 7 Hz. The time discretization step is set to
2 ms. The recording is performed over 3000 time steps for a total recording
time 6.0 s. To improve the overall efficiency, a multi-grid strategy is used to
solve the L1 type optimization problem for the purpose of EMD calculation.
For each shot, we first resample the seismogram to the size of 301 × 227 to
obtain EMD on the coarse grid. The iteration times of computing EMD is
150. Then, sinc interpolation method is used to construct the primal variable
u on the original grid. The computation time of forward modeling with 2-6
finite difference method [64] for each shot is 0.18 s and the computation time
of calculating EMD for each shot is 0.09 s. The computation time for each
iteration in FWI with EMD is 89.30 s, in which we usually need to solve the
wave equation five times and compute the EMD three times. Compared with
the computational time of 79.64 s in the classical FWI formulation, the proposed
method has an approximately 11.2% increase of the computational time.
A strongly smoothened version of the exact model, presented in Figure 5
(b), is considered as the initial guess. Figure 6 (a) displays the adjoint source of
the 1st iteration of the classical FWI. Figures 6 (b-d) show the adjoint sources
of the 1st iteration using EMD with different weight distributions on time and
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receiver axes. We fix X = 1 and use different values of T to change the weight
distributions. Comparison of the adjoint sources displayed in Figures 6 (b-
d) suggests that, the continuity along receiver axis in adjoint source increase
with the increase of the value of T . This can be well understood that, as
the value of T increases, the unit cost of transporting data along time axis
increases and the transport will increase in the receiver direction. It can be
seen from Figure 6 that, EMD can enhance the weighting of weaker amplitude
seismic events. Since the interpretation of weak reflection data is enhanced, the
corresponding deep structures can be seen in the updates of the first iteration
shown in Figures 7 (a-d). Figures 8, 9 and 10 display the inversions after 10th,
30th and 100th iteration, respectively. The classical FWI using LSD fails to
invert velocity of shallow area at the beginning, thus the velocity of the deep
area can not be updated validly. On the other hand, the estimation obtained
with the EMD is significantly improved. Compare the updates of the first
iteration displayed in Figures 7 (b-d), we can find that, the capability of EMD
to detect lateral variation of velocity model increases with the increase of the
value of T . Since we have a long-offset recording geometry, the observed data
contains abundant diving waves, which can bring lots of information about
velocity variation in the lateral direction. Therefore, we can more effectively
invert lateral variation of velocity model when a lager number is used for T . We
also find that, when T is chosen as a large number, the vertical resolution of the
estimated velocity model will decrease. The convergence rate displayed in Figure
11 has revealed that, the misfits of FWI using EMD decrease monotonously
whatever parameters are chosen, but FWI using LSD suffers from local minima.
Compare three convergence rate lines of FWI using EMD, we can find that,
misfit decreases faster at the beginning when T is larger, but the convergence
speed gradually slows down and the misfit value converges to relatively larger
number. In this case study, the dominant structures of the Marmousi 2 model
are horizontal layers and the velocity variation in vertical direction is larger
than that in horizontal direction, so it is supposed to give more weights on
the time axis. Certainly, developing systematic methods to distribute weight
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(a) (b)
Figure 5: Marmousi 2 P-wave velocity model used in the reflection experiment. Exact velocity
model (a), initial model for FWI (b).
among different directions is an important work for a better application of EMD
to FWI.
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(a) (b)
(c) (d)
Figure 6: The adjoint sources of the first iteration. LSD (a), EMD with Ω = [0, 0.1]× [0, 1]
(b), EMD with Ω = [0, 1]× [0, 1] (c) and EMD with Ω = [0, 10]× [0, 1] (d).
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(a) (b)
(c) (d)
Figure 7: The increments of the first iteration. LSD (a), EMD with Ω = [0, 0.1] × [0, 1] (b),
EMD with Ω = [0, 1]× [0, 1] (c) and EMD with Ω = [0, 10]× [0, 1] (d).
(a) (b)
(c) (d)
Figure 8: The estimated P-wave velocity after the 10th iteration. LSD (a), EMD with Ω =
[0, 0.1]× [0, 1] (b), EMD with Ω = [0, 1]× [0, 1] (c) and EMD with Ω = [0, 10]× [0, 1] (d).
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(a) (b)
(c) (d)
Figure 9: The estimated P-wave velocity after the 30th iteration. LSD (a), EMD with Ω =
[0, 0.1]× [0, 1] (b), EMD with Ω = [0, 1]× [0, 1] (c) and EMD with Ω = [0, 10]× [0, 1] (d).
(a) (b)
(c) (d)
Figure 10: The estimated P-wave velocity after the 100th iteration. LSD (a), EMD with
Ω = [0, 0.1]× [0, 1] (b), EMD with Ω = [0, 1]× [0, 1] (c) and EMD with Ω = [0, 10]× [0, 1] (d).
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Figure 11: The convergence rate of FWI using different objective functions.
26
3.4. Application to SEG 2014 benchmark data
The SEG 2014 blind benchmark data set provided by Chevron oil company
is a 2D marine isotropic elastic synthetic data with free surface multiples for
FWI. The data set includes 1600 shots with an interval of 25 m at the depth of
15 m. Each shot has 321 receivers with 25 m sampling at the same depth. The
observed data are plotted in Figure 12, from which we can see that the data
have a low signal-to-noise ratio (SNR) below 3 Hz and strong noise even in the
3-5 Hz frequency band. This is close to realistic exploration seismic data and
makes the classical FWI easily converge to local minima. In addition, an initial
P-wave velocity model, shown in Figure 13 is also provided. The true velocity
model used to generate the data has not been released so far and only a single
velocity profile of the true model at x = 39375 m is given to verify the inversion
results.
Due to the high computational cost, we select every seven shot gather, 229
shots in total for this study. The predicted data are generated with 2-8 finite
difference modeling [64] with free-surface boundary condition on the top side of
the domain and the PML boundary condition on the other three sides [57]. The
source wavelet for each frequency band is estimated by following the frequency-
domain strategy introduced by [65]. We apply the proposed inversion method
with 15 × 25 m space sampling and 2 ms time sampling. Multi-scale inversion
strategy [19] is employed on frequency bands of 0-3 Hz, 0-5 Hz, 0-7 Hz, 0-10 Hz,
0-12 Hz and 0-15 Hz, sequentially. For each frequency bands, 20 iterations of a
preconditioned conjugate gradient algorithm with parabolic search method [61,
62] are performed. Pcal(xr, t) and Pobs(xr, t) are also defined on Ω = [0, 1]×[0, 1]
in this case study. We compute the EMD between the observed and predicted
data using 200 iterations of Algorithm (1) with the grid size of 401× 321. This
study was carried out on the DELL workstation T7610 with 16 G video memory
using CUDA-C programming. The computation time of forward modeling for
each shot is 0.305 s and the computation time of calculating EMD for each shot
is 0.126 s. The computation time for each iteration in FWI using EMD is 443.85
s, in which we usually need to solve the wave equation five times and compute
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the EMD three times. Compared to FWI using LSD, there is about 11.04%
increase of the computational time of each iteration in this case.
Figure 14 shows the inverted result using the classical FWI, from which
barely no geology information can be obtained. The inverted velocity models
using the proposed method at 3 Hz, 7 Hz and 15 Hz are shown in Figure 15 (a-c).
The detailed subsurface structures are gradually inverted via the application of
more high-frequency components. We also compare the observed data of 115th
shot with the predicted data from the inverted model at 15 Hz. Figure 16 shows
that the predicted data have a similar kinematic features in both diving waves
and reflected waves. Since the observed data contain some converted P-wave in
elastic media, which can not be generated by acoustic modeling, it is reasonable
that, there are some events in observed data which have not been well matched in
phase. In addition, developing FWI method using elastic modeling is important
for a better amplitude match. Figure 17 shows the comparison of well logs at
39,375 m. We can see from Figure 17 that, the initial velocity is far away from
the true one and the inverted velocity matches the true one well from the depth
of 1000 to 2500 m.
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(a) (b)
(c) (d)
Figure 12: Chevron 2014 synthetic seismic benchmark. The 1st common-shot gather with
the frequency bands 0-3 hz (a), 0-5 hz (b), 0-7 hz (c) and 0-10 hz (d).
29
01
2
3
4
5
D
e
p
th
k
m
(
)
5 10 15 20 25 30 35 40
Distance km( )
1 5.
2 0.
2 5.
3 0.
3 5.
4 0.
4 5.
V
k
m
s
(
/
)
Figure 13: Chevron 2014 initial P-wave velocity model.
Figure 14: The inversion results using the classical FWI with the least-square misfit function.
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Figure 15: The estimated P-wave velocity model at 3 Hz (a), 7 Hz (b) and 15 Hz (c).
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Figure 16: Comparison of the observed (middle part) and predicted data (left and right part)
after inversion at 15 Hz. The predicted data are mirrored and placed on both sides of the real
data to better compare the match of reflection and transmission.
Figure 17: Comparison the well logs taken at x = 39375 m of the inverted model (blue line),
the initial model (green line) and given true one (red line).
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4. Discussion
OT related methods and applications have recently begun to be employed
in a wide variety of problems related to signal and image analysis and pat-
tern recognition [44, 55]. Mathematically, four formulations of the OT problem
mentioned in the theory section are equivalent [38]. The numerical solutions
to these OT problems are different and the corresponding algorithms have dif-
ferent computational complexities [53, 41, 18, 46]. For large-scale seismic data,
we have applied primal-dual method to efficiently compute the EMD between
two seismograms based on the dynamic formulation of the OT problem. Com-
pared to other methods used in the FWI application, the new method is very
easy to implement and has high computation efficiency on GPU device [46].
The applications of FWI using EMD to Marmousi 2 model and Chevron data
have shown that, the extra computation time of the proposed method is about
11% higher than that of the classical FWI method. Note that the computation
time of wave propagation is related to the model size of nz × nx and numerical
modeling methods, and the computation time of calculating EMD depends on
the seismogram size of nt× nr. The percentage of the extra computation time
will change with different case studies. Overall, This extra computation time
is acceptable for further 2D and 3D large size application of multi-dimensional
EMD to real seismic data.
The strategy proposed by Mainini [39] has been applied to satisfy non-
negativity and conservation of mass for signed data in this paper. The first
numerical example has shown that, for time-shift signals, EMD based misfit
function increases with the decrement of the overlap of two refactored distribu-
tions. Compared to the conventional LSD, EMD makes the misfit function more
convex, therefore, FWI using EMD can reduce the risk of converging towards a
local minimum. On the other hand, it is noted that when there is no overlap
between two refactored distributions, the misfit will not increase with increment
of time-shifts, and the optimal map will transport P+cal to P
−
cal and P
+
obs to P
−
obs.
This limitation of using Mainini strategy in seismic inversion has also been ob-
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served in the previous studies [40]. Other strategies like separately transporting
positive and negative part of the signal [37], adding a constant mass [43] and
exponentially encoding [66] can guarantee the non-negativity and may provide
a better capability. However, it requires normalizing the data to satisfy mass
balances. Therefore, it is an important future work to design a robust strategy
that can better capture the time shift between two signed signals.
In this paper, multidimensional seismic data are treated as the general imag-
ing data of pixels, similar with the previous EMD of multidimensional seismic
data [18, 40]. Intuitively, the apparent velocity can be used to build the connec-
tion between space and time axes in the seismogram. In Marmousi case study,
if we define the computational area of EMD on the Ω = [0, 1]× [0, 1], the weight
factor is 16km/6s = 2.67km/s. The value of the number is close to the realis-
tic P-wave velocity. However, waves from different propagation directions have
different apparent velocities. It is not trivial to find one reasonable number to
address all waves. Since the interval along the time direction is smaller than that
along the space direction, the transport will be mainly in the time direction.
In the our study cases, the dominant structures of the sediment are horizontal
layers, velocity variation mainly arises in the vertical direction. Therefore, it is
reasonable to put more weight on the time direction in the seismogram. For a
better application of EMD to multidimensional seismic data, it is necessary to
find systematic ways to distribute weight among different directions.
High-contrast salt inversion is a major focus and challenge problem in oil
and gas exploration. Although numerical examples have shown that EMD can
mitigate local minima to some extend, the relation between the waveform and
the velocity perturbation is strongly nonlinear due to the high velocity contrast
between salt and sediment. The previous studies have indicated that, com-
bining the layer stripping strategy [67], Gaussian smooth filter and EMD has
a potential to invert salt dome [18]. However, it requires thousands of itera-
tions, therefore, combining it with total variation regularization techniques may
accelerate automatic salt inversion [33, 36]. In addition, developing effective
strategies to capture the time shift of signed seismic data may help to efficiently
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invert salt dome inversion [43]. To further develop this method as a viable al-
ternative to conventional FWI, it is necessary to test it on realistic field data in
the future.
5. Conclusions
FWI is a powerful technique that solves the inverse problem as a non-linear
data-fitting problem. However, it suffers from several issues such as local min-
ima, due to the lack of low-frequency component in data and the limited accu-
racy of the starting model. In this work, we have investigated the application of
EMD to measure the misfit for FWI. Mainini strategy is employed to satisfy the
two assumptions of EMD for signed seismic data. The computation of the EMD
between two compared seismograms is cast as a large-scale convex optimization
problem, which has been efficiently solved by a simple-to-code and memory ef-
ficient PDHG algorithm with linesearch. Numerical study has indicated that
the application of EMD to measure the misfit between two seismograms can ef-
fectively mitigate local minima in FWI. Numerical result on the 1D case study
has demonstrated that, compared to LSD, EMD used in this paper is more ef-
fective in capturing time shifts and makes the objective function more convex.
Hence, it is helpful to mitigate cycle skipping issues related to the use of the
conventional LSD. This is illustrated on a simple transmission from the cross-
hole experiment, as well as on the Marmousi 2 case study. Starting with a poor
initial model, FWI using EMD is able to obtain more reliable estimations of the
velocity model. For reflection configuration, the FWI with EMD can produce a
higher resolution image of the deep velocity structures. Application to the SEG
2014 blind data set has demonstrated the potential of the proposed method.
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