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with Unknown Covariance Matrix 
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University of Tsukuba, Ibaraki 305, Japan 
Communicated by the Editors 
Let X be an m x p matrix normally distributed with matrix of means B and 
covariance matrix I, @ C, where C is a p x p unknown positive definite matrix. This 
paper studies the estimation of B relative to the invariant loss function 
tr C-‘(8- B)’ (B-B). New classes of invariant minimax estimators are proposed 
for the case p > m + 1, which are multivariate extensions of the estimators of Stein 
and Baranchik. The method involves the unbiased estimation of the risk of an 
invariant estimator which depends on the eigenstructure of the usual F=XS-‘X’ 
matrix, where 5’: p x p follows a Wishart matrix with n degrees of freedom and 
mean nZ. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Assume that 
X;mxp-N(B,Z,Oz) 
S;pxp-W,(Ln) 
X and S are independent 
(1.1) 
B and Z are unknown. 
Based on (X, S), we consider the problem of estimating B when the loss 
function is given by 
L(B, (B,C))=trZ-‘(B-B)‘(j--BB). (1.2) 
When m = 1, James and Stein [2] obtained the estimator which dominates 
the usual estimator X for p 2 3 relative to the loss function (1.2). Further- 
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more, Lin and Tsai [ 31 derived a family of minimax estimators. Our 
concern is how these results may be extended naturally to the multivariate 
case. Bilodeau and Kariya [l] treated the model (1.1) as the problem of 
estimating the coefficient matrix in a MANOVA model. Although they 
derived Efron-Morris-type estimator for m > p + 1, they did not extensively 
exhibit the estimators for p > m. Here we extend the minimax estimators 
for p B 3 and m = 1 to the case for p > m + 1. In Section 2 of this paper, we 
examine the estimator of the form (I,+ 2RZZ(L) R’) X, where L = 
diag(Z,, . . . . I,) (Ii > . . . > I, > 0 are eigenvalues of XS - ‘X’ so that 
XS-‘X1= RLR’ and RR’= R’R = I,,,) and H(L) = diag(ah(L)/aZ,, . . . . 
ah(L)/@,J (h(L) is a function from L to [0, + co)). This class of estimators 
are invariant under the transformation 
X+XA and S+ A’SA, (1.3) 
where A is a p x p nonsingular matrix. We obtain a condition under which 
X + 2RH(L) R’X is minimax relative to the loss (1.2) by using the unbiased 
estimate of the risk (due to Bilodeau and Kariya [ 11) of the estimator 
X + G(X, S), where G(X, S) is a m x p matrix function of X and S. The 
condition obtained here is similar to that due to Stein [7] for the case 
C= Z, and facilitates an extensive search for superior alternatives to the 
commonly used estimator X. In Section 3, such search is undertaken. We 
specify the function h(L) and obtain conditions under which the corre- 
sponding estimator is minimax. One of the improved estimators is 
i 
z _ p-m-1 
m n+2m-p+l 
(XS-‘X,)-l -y2T;L32 Zmjtr(XSPIXr)j X, 
which is reduced to the Stein estimator for m = 1. 
2. UNBIASED RISK ESTIMATE FOR INVARIANT ESTIMATORS 
Let F= XS-‘X’. Let g(F) be a function from F to [0, +co). When 
m = 1, Haff [6] considered the estimators of the form 
8 = (1 + 2g’(F)) X, (2-l ) 
where g’(F) = dg(F)/dF and obtained the unbiased estimate of the risk for 
(2.1) 
p+4[pg’(F)+2Fgf’(F)-4F2g’(F) g”(F)+ (n-p- 1) F{g’(F)}‘]. (2.2) 
A multivariate generalization of (2.1) and (2.2) may be defined in terms of 
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the following differential operator: Let D, be a differential operator (an 
m x m matrix) whose (i, j) element is given by ((1 + S,)/2)) a/aF, for 
Kronecker’s delta 6, and F= (Fii). For a scalar function g(F) and an m x q 
matrix T = (tii), operations by DF are likewise defined; 
D,g(F);mxm=(Fg), 
and 
D,T;mxq= (2.3) 
Then we consider estimators of the form 
b= (I, + 2D,g(F)) X (2.4) 
which are invariant under the transformation (1.3). 
Let F= RLR’ in which RR’ = R’R = I,,,, R is an m x m orthogonal 
matrix, and L = diag(l, , . . . . I,) so that I1 > . . . 2 1, > 0 are eigenvalues of F. 
If p > m + 1, we can define another generalization of (2.1) given by 
b = (I, + 2RH(L) R’) X (2.5) 
where H(L) = diag(ah(L)/al,, . . . . ah(L)/aZ,) and ah(L)/al, (k= 1, . . . . m) is 
absolutely continuous function from L to [0, co). The estimator given by 
(2.4) includes those by (2.5) and both estimators coincide when m = 1. First 
we shall derive the unbiased risk estimate of (2.4), which is a multivariate 
extension of (2.2). From this, we shall derive the unbiased estimate of risk 
for the estimators (2.5). For this end, we need the following notations and 
lemma due to Bilodeau and Kariya [l]. Let V,; m x p = (a/ax,). Let D, 
be a differential operator (a p x p matrix) whose (i, j) element is given by 
Operations of D, on a p x q matrix T(S) are defined similarly in (2.3). 
LEMMA 2.1 (Bilodeau and Kariya [ 11). Assume that G(X, S) is an 
m x p matrix whose elements are absolutely continuous functions of X and S 
such that 
EG; < 00, E laG,lax,,l <CO and E(aG,/aS,,y< cc 
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and that the conditions in Theorem 2.1 (Huff [4]) are satisfied. Then the 
unbiased estimate of the risk of the estimators X+ G(X, S) is given by 
ff = pm + tr[2V:G(X, S) + 2D,G’(X, S) G(X, S) 
+(n-p-l)G’(X,S)G(X,S)S-‘1. 
Furthermore, we record calculus lemma. 
LEMMA 2.2. Assume that Q and T are m x q matrix functions of F and 
that their derivatives exist as needed. Then we have 
(i) ViQ=2S-‘X’DFQ, and ifq=m, 
(ii) trViQX=ptrQ+trXV>Q’, 
(iii) D,QT’= (DFQ) T’+ {Q’D;}’ T’, 
(iv) tr(Q’D>)’ T’= tr Q’D,T. 
Remark 2.1. The familiar law for transposing products is not 
applicable in (iii). The product Q’D: is computed, then the transpose is 
taken. 
Proof (i) The (i, j) element of VfyQ is equal to 
(2.6) 
where Q = (qii). From F= XS -‘Xl and chain rule, 
af-s,,, 
x= i ~~,,,,~i”4~~,s4+~s,s)~is4~~*~4~~ (2.7) 
SI1 sq= 1 
where S - ’ = (SO). Putting (2.7) into (2.6) and using the symmetry of F, we 
get the desired result. 
(ii) The proof follows from the straightforward calculation. 
(iii) See Haff [S]. 
(iv) The proof follows from the straightforward calculation. 
THEOREM 2.1. Zf conditions of Lemma 2.1, where G(X, S) = 20, g(F) X 
are satisfied, the unbiased estimate of the risk for the estimators (2.4) is given 
by 
pm+4tr[pD,g(F)+2FD:g(F)+(n+2m-p+l)F(D,g(F))’ 
-4(D,g(F))I;D,{FD,g(F))l. V.8) 
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Proof: From Lemma 2.1, the unbiased estimate of the risk for 
X+ 2D,g(F) X can be expressed as 
4 tr ViD,g(F) X+ 8 tr D,{X’(D,g(F))2 X} 
+ 4(n - p - 1) tr F(D,g(F))2 + pm. (2.9) 
We shall calculate the above term by term. From (i) and (ii) of Lemma 2.2 
and symmetry of D,g(F), it follows that the first term in (2.9) becomes 
4p tr D,g(F) + 4 tr XViD,g(F) = 4p tr D,g(F) + 8 tr FDig(F). (2.10) 
Next, applying (iii) of Lemma 2.2 with D, instead of D, to the second term 
in (2.9) provides that 
8 trD,{X’D,g(F)}(D,g(F))X+g trC{X’D,g(F)}‘D$l’D,g(F)X 
= 16 tr(D,g(F)) XD,(X’D,g(F)}. (2.11) 
The equality holds follows from (iv) of Lemma 2.2. Using ordinary chain 
rule and (iii) of Lemma 2.2, straightforward calculation shows that 
XD,{X’D,g(F)} = --FD,(FD,g(F)) + ((m + 1)/2) FD,g(F). (2.12) 
See the Appendix for the verification of (2.12). Hence, putting (2.12) into 
(2.11), it is seen that the second term in (2.9) can be rewritten as 
- 16 tr(DFg(F)) .FD,{FD,g(F)} + 8(m + 1) tr F{D,g(F)}2. (2.13) 
Finally, combining (2.10) and (2.13) with (2.9) leads to the desired result. 
In the following we assume that m + 1 < p. Here, we record formulas for 
D, and its element operating on eigenstructure from Haff [6] which are 
useful in deriving the unbiased risk estimate of (2.5). 
LEMMA 2.3. Let R = (R,, R2, . . . . R,) (so Ri is the eigenvector corre- 
sponding to Ii) and d(L) = diag(4,(L), . . . . b,,,(L)), where q5,JL) (k = 1, . . . . m) 
is a function from L to [0, + co). Assuming that all relevant derivatives exist, 
we have 
(i) D,li = R,Rj, 
(ii) D,Ri= li*Ri, 1: = 4 Ct+i l/(li-I,), and 
(iii) D,[Rb(L) R’] = R#“(L) R’, where 
#i’(L)) and 
@‘j(L) = diag(d!‘)(L), . . . . 
d3L) =; 1 (dk(L) - 4,(L)YUk - 1,) + @k(LWk, 
r#k 
k = 1, . . . . m. 
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Proof. See Haff [6] and Stein [6]. 
Remark 2.2. Set H(L) = diag(ah(L)/8l,, . . . . C%(L)/&), where h(L) is a 
function from L to [0, + 00). From (i) of Lemma 2.2 and (i) of Lemma 2.3, 
we can see that 
2RH(L) R’X=2D,h(L) X=V,h(L) S 
which follows that the estimator [Z, + 2RH(L) R’] X can be rewritten as 
[Zm + 2D,h(L)] X=X+V,h(L) s. (2.14) 
THEOREM 2.2. The improvement of the risk of (2.5) or equivalently (2.14) 
over that of X becomes 
&,zCII~-~IIZ- IW+VAw) S-BI121 
= -4E,,, 
+2 c 
lkhk(L) - M,(L) 
lk - 1, 
+ (n + 2m - p - 3) I&(L) 
r>k 
-4(&(L) h,&(L) - 2 c @‘(;) 1 ;‘h:‘L’}], (2.15) 
r>k k I 
where hk(L) = dh(L)/i?ik and &k(L) = C?‘h(L)/dlE. 
Proofi Set g(F)= h(L) in (2.8). Then we can see that the left side of 
(2.15) provides 
-4Eaz[tr(pD,h(L) + 2FDih(L) + (n + 2m - p + 1) F{D,h(L)}* 
-4(D,h(L))FD,(FD,h(L)}}l. (2.16) 
Using (iii) of Lemma 2.3 it follows that 
trD&(L) = f h,(L) 
k=l 
and 
tr F{D,h(L)}’ = f lkhi(L). 
k=l 
(2.17) 
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Noting that D~Zz(L) = D,RH(L) R’, where H(L) = diag(h,(l), ..-, h,(L)) 
and, applying (iii) of Lemma 2.3, where 4(L) = H(L), we can find that 
k=lL L r#k 
m  = I[ ik(hkktL) - (trn - 1)/2) hk(L)) k=l 
+ c (lkhkcL) - l,ht(L))/(zk - &) . 
t>k 1 
Similarly, we can obtain that 
tO,h(L)) ~~F{FD~h(L)) 
= IkhktL) hklL) + lkhkk@) 
+; c fzkhktL) - &h,(L)}/(lk - b)}] 
rfk 
= 
/k%(L) + @k(L) hkk(L) 
Finally, putting (2.17), (2.18), and (2.19) into (2.16), we obtain the desired 
result. 
3. MINIMAX ESTIMATORS 
In this section, some specifications of h(L) in (2.5) or (2.14) are made 
and sufficient conditions under which the corresponding estimator &(X, S) 
is minimax relative to the loss (1.2) are obtained. 
Using Theorem 2.2, we get a multivariate generalization of Stein 
estimator. 
THEOREM 3.1. When p > m + 1, the estimator 
Z?“(X, S)= [I,-a(XS-IX’)-‘-bZ,/tr XS-‘X’] X (3.1) 
is minimax relative to the loss (1.2) if a = (p - m - 1 )/(n + 2m - p + 1) and 
b=(m*+m-2)/(n-p+3). 
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Proof Let 
) (3.2) 
where a and b are nonnegative constants. Using (i) of Lemma 2.2 the 
estimator (2.14) with (3.2) becomes the estimator of the form (3.1). Set 
hy) = dhy)/alk and hri = d*h~)/al:, k = 1, . . . . m. We observe 
2c 
Z,hr’- 1 h(‘) f f m-lb = --- 
t>k lk - I, 2 u’ 
2c 
Ii(h - l;(h;“)* = (m-l)ab (m-l)b* 
t>k /k-It - 2,., - 2mu ’ 
where u = I;=, lk. Noting that Cz= I ml:/u2 <m and putting the above 
equations into (2.15), we obtain 
1) a*-2(p-m- 1)a) 
+&{(n-p+3)b2+2(m(n+m-p)+2)ab--2(mp-2)b) . II (3.3) 
The first term of the right side of (3.3) is minimized when a = (p - m - 1 )/ 
(n + 2m - p + l), in which the term is negative. For a = (p -m - l)/ 
(n + 2m - p + 1 ), the second term is bounded above 
(n-p + 3) b* - 2(m* + m - 2) b. 
It is minimized when b= (m’+m-2)/(n-p+ 3) in which the term is 
negative. This completes the proof. 
Next, we give another generalization of Stein estimator. 
THEOREM 3.2. When p > m + 1, the estimator 
&2)(X, S) = [Z, - RH’*‘(L) I?‘] x, (3.4) 
683/36/l-5 
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where HC2)( L) = diag( d, 11, , . . . . d,,,/l,,,) and dk > . . . > d,,, are nonnegative 
constants, is minimax relative to the loss (1.2) if dk = (p + m - 1 - 2k)/ 
(n-p + 1 + Zk), k = 1, . . . . m. 
Proof: Let 
h”‘(L) = - f 2 log Ik 
k=l 
in (2.14). Similar calculation to the proof of Theorem 3.1 shows that the 
risk difference between X and the estimator given by (3.4) is 
A =E[IIX-BI12- ~p-Bll*] 
: 
-2(p-m- l)F+(n+Zm-p+ 1): 
k k 
+E f 1 
4dk + 2d; - (4d, + 2d;) 
k=l t>k lk - lt 1 (3.5) 
Set yk = 4dk + 2di. Note that y, > . e . Z y,. Then we obtain 
2 f f 1 bk-Yr) 
k=l kt>k 
(3-6) 
since lk/(lk - 1,) > 1 for t > k. From above, (3.5) is bounded below 
(n-p+l+Zk)di--2(p+m-l-2k)dk+ c (4d,+Zdf) . 
tzk II 
Define 
Zk(dk)=(n-p+l+2k)dz-2(p+m-I-2k)dk 
+ 1 W,+Zdf), k = 1, . . . . m, 
r>k 
where dl >d,> ... ad,,,. It is sufficient to prove that zk(dk) is negative 
when dk = (p + m - 1 - Zk)/(n - p + 1 + 2k) (say d:), k = 1, . . . . m. We shall 
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fix dk+k,=di+ks (k’= 1, . . . . m- k) to choose dk. Then we can see that 
zk(dk) is minimized when dk = dz and that 
zk(d~)<zk(d~+l)=zk+l(d~+l)< ... -,(4%0, 
since dy> ... > di. This completes the proof. 
From the proof above, it turns out that 8(” is better than 
X- {(p-m- l)/(n+2m-p+ l)} F-‘X when m>2, although both 
estimators reduce to the usual Stein estimator when m = 1. 
The next theorem is a generalization of Lin and Tsai’s result [2]. 
THEOREM 3.3. Let yk( t) (k = 1, . . . . m) be functions satisfying 
(i) O<y,(t)<2(p-m-l)/(n+2m-p+l), k=l,...,m, 
(ii) yk(t) is nondecreasing, 
(iii) yl(t)2y2(t)8 ... >y,(t)for VtaO. 
Then the estimator BCY’(X, S) = [Z, - RZIZ(~‘(L) R’] X, where y = (yl, . . . . ym) 
and 
HCY’(L) = diag Yl(ll) Y2(12) - -, . ..) 
11 ’ 12 
is minimax for p > m + 1. 
Prooj Similar to the proof of Theorem 2 in Zheng [8], first we 
suppose that yk(t), k = 1, . . . . m, are absolutely continuous and have 
bounded derivatives on [0, co). We shall use the notation B(y) instead of 
BCy)(X, S) for convenience. Using Theorem 2.2, we obtain that 
lk 
Yk(lk)- W-m-1) 
n+2m--p+l 
+E v+ 1 
k trk 
l+;bk(lk)+dh))} 
(3.7) 
From the above and the condition on yk, we find that A > 0, which follows 
that B(y) is minimax. 
Suppose now that yk(t)‘s, k = 1, . . . . m, are general functions satisfying the 
conditions of Theorem. Let yCi) = (yy), . . . . yi’), where yi)‘s, k = 1, . . . . m, are 
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functions which are absolutely continuous and have bounded derivatives 
such that y:‘(t) converges to yk(t) as i + + cc. Then the estimator B(y”‘) 
converges to 8(y) (a.e.) as i + + co. From (3.7), it follows that &y”‘) is 
minimax and II&y”‘) - BII * has the bounded expectation independent of i. 
So h(y) is minimax. This completes the proof. 
APPENDIX 
The proof in the line of (2.12). Set DS= (dg) and D,= (d$). It can be 
seen that the (i, j) element of XD,{X’D,g(F)} is 
1,,12=1 r3=1 
= 5 f Xif,X,)l*(d~u4 dyg(F)) dyF,,, 
t,,tz=1 l3,u,.u4=l 
=i 5 Xi~IX~3,2X~,~2X~4~3(d~U4 d;‘g(F)) d~‘2Su2u3~ (1) 
fl,tZ,UZ,Uj=l f2,Ul,U4=1 
where the last equality can be obtained by putting F,,,, = 
C&,, = 1 Xu,u2Sy2u3Xuqu3. Using d~‘2Su2u3 = - $(SU2f1S’2U~ + S”2’2S’lu3) (see 
Haff [4]), the formula (1) becomes -F,, F,,., d2”4 dzjg(F), from which it 
follows that 
xD,{ X’D, g(F) > = - W’D,)’ D,dF) 
= -FD,W,g(F)) + (Cm + 1)/2) FD,dF). 
The last equality holds, from (iii) of Lemma 2.2 and D,F = ((m + 1)/2) 1,. 
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