What is the neural organization of the mental lexicon? Previous research suggests that partially distinct cortical networks are active during verb and noun processing. Are these networks preferentially involved in representing the meanings of verbs as opposed to nouns? We used multivoxel pattern analysis (MVPA) to investigate whether brain regions that are more active during verb than noun processing are also more sensitive to distinctions among their preferred lexical class. Participants heard four types of verbs (light emission, sound emission, hand-related actions, mouth-related actions) and four types of nouns (birds, mammals, manmade places, natural places). As previously shown, the left posterior middle temporal gyrus (LMTG) and inferior frontal gyrus (LIFG) responded more to verbs, whereas areas in the inferior parietal lobule (LIP), precuneus (LPC), and inferior temporal (LIT) cortex responded more to nouns. MVPA revealed a double-dissociation in semantic sensitivity: classification was more accurate among verbs than nouns in the LMTG, and among nouns than verbs in the LIP, LPC, and LIT. However, classification was similar for verbs and nouns in the LIFG, and above chance for the non-preferred category in all regions. These results suggest that the meanings of verbs and nouns are represented in partially non-overlapping networks.
Introduction
Words separate into classes based on the types of meanings they typically convey and the grammatical role they play in sentences. A key distinction that occurs across languages is the one between nouns and verbs (Sapir, 1921) . Nouns tend to refer to entities (e.g. "the swan", "the barn"), whereas verbs tend to describe events and relations among entities (e.g. "to lick", "to sparkle"), thus reflecting the basic propositional acts of reference and predication (Langacker 1987 (Langacker , 2008 . Within the structure of sentences, nouns serve as arguments and verbs as predicates (Bhat 2000; Croft 2005; Peterson 2007; Sasse 1993) .
Because of its common occurrence across languages and its primacy within them, the noun verb distinction is a candidate organizing principle of the mental lexicon and its neural basis (Caramazza and Hillis 1991; Hillis and Caramazza 1995) . Early neuropsychological studies showed that grammatical category affects the neural representations of words: focal brain damage leads to a disproportionate impairments with verbs in a subset of patients, while others are more impaired in processing nouns (Goodglass et al. 1966; Luria and Tsvetkova 1967; Miceli et al. , 1988 Caramazza and Hillis 1991; Daniele et al. 1994; Shapiro et al. 2000; Collina et al. 2001; Rapp and Caramazza 2002; Luzzatti et al. 2002; Caramazza 2003a, 2003b; Laiacona and Caramazza 2004; Aggujaro et al. 2006) . For example, when asked to describe a scene, a subset of patients have difficulty naming the events depicted and fail to produce verbs for specific actions, either omitting the verbs altogether or using general verbs such as "be" or "do." By contrast, patients with selective deficits for nouns have difficulties in naming the objects in the scene and tend to use generic terms such as "things", "stuff" (Mätzig et al. 2009 ).
Consistent with the dissociations documented in the neuropsychological literature, neuroimaging studies with healthy participants have identified cortical regions that are preferentially recruited during either verb or noun processing (for reviews see Vigliocco et al. 2011; Crepaldi et al. 2013) . Two regions that emerge across studies as specifically relevant to verb processing are the left middle temporal gyrus (LMTG) and the left inferior frontal gyrus (LIFG). Both regions have been found to respond more to verbs than nouns, adjectives and non-linguistic stimuli, across a variety of tasks, including semantic similarity judgments, lexical decision, and synonym judgments (Martin et al. 1995; Perani et al. 1999; Fujimaki et al. 1999; Kable et al. 2002 Kable et al. , 2005 Li et al. 2004; Tyler et al. 2003 Tyler et al. , 2008 Davis et al. 2004; Tranel et al. 2005; Bedny and Thompson-Schill 2006; Thompson et al. 2007; Kemmerer et al. 2008; Liljeström et al. 2008; Bedny et al. , 2014 Yu et al. 2011 Yu et al. , 2012 . Responses in these regions are observed not only to action verbs that involve motion (e.g. "to stroke" and "to give"), but also mental state (e.g. "to think" and "to want") and other verb types (e.g. verbs of emission, such as "to glow", change of state verbs, such as "to rust") (Grossman et al. 2002; Davis et al. 2004; Bedny and Thompson-Schill 2006; Kemmerer et al. 2008; Bedny et al. , 2014 . A separate set of cortical areas has been identified as preferentially responsive to concrete nouns, including the left inferior parietal lobule (LIP) and angular gyrus, the left inferior temporal cortex (LIT), and the precuneus (PC) (Fujimaki et al. 1999; Li et al. 2004; Marangolo et al. 2006 ; Thompson et al. 2007; Liljeström et al. 2008; Berlingeri et al. 2008; Tyler et al. 2004; Shapiro et al. 2005 Shapiro et al. , 2006 Bedny and Thompson-Schill 2006) . Together these findings suggest that verbs and nouns are processed by partially non-overlapping cortical networks.
What role do these verb-and noun-responsive cortical areas play in lexical processing? One possibility is that brain regions responding preferentially to one grammatical class are selectively involved in representing lexical-semantic information that is associated with that particular grammatical category. For example, the LMTG might preferentially represent information about the meanings of verbs, whereas noun-responsive regions might be preferentially involved in representing the meanings of concrete nouns. Such a division of labor could occur in part because the dimensions that capture the meanings of verbs are partially distinct from those that are relevant to the meanings of nouns.
As noted above, verbs refer to events that are situated in time, whereas concrete nouns tend to refer to entities, which are fixed in time (Garbin et al. 2012; Bedny et al. 2014; Lapinskaya et al. 2016) . Thus, the semantic dimensions distinguishing among verbs include whether they involve change over time (e.g. "to stroke") or an ongoing state (e.g. "to want") and the internal causal structure of the events to which they refer, such as its ultimate result (e.g. break, cover) or its manner (e.g. hit, shake) (Levin 1993; Levin and Hovav 1995) . Since verbs relate different entities to each other, their meanings include a relational structure (Frawley 1992; Jackendoff 1983) . For instance, part of the distinction between the verbs "to chase" and "to run" is that the former requires two arguments, namely a chaser and an agent/object being chased, while the latter only requires one argument. These aspects of verb semantics have implications for the verb's grammatical behavior. Therefore, "the dog chased the cat" is more felicitous than "the dog chased", but it is perfectly acceptable to say, "the dog ran". One hypothesis is that verb-responsive areas, such as the LMTG, are involved in representing temporal and relational semantic information that is particularly relevant to verbs. By contrast, noun-responsive areas are involved in representing information relevant to the meaning of object-nouns, such as animacy, function or shape (Kemmerer 2017) . In this regard, the dissociation between noun and verb areas may be akin to distinctions between higher-order visual regions in IT cortex that are preferentially involved in processing different types of objects (e.g. faces, scenes or body parts) and code visual dimensions that are most relevant to their preferred object category (e.g. face responsive areas coding nose shape, distance between the eyes) (Kanwisher et al. 1997; Epstein and Kanwisher 1998; Downing et al. 2001; Tsao and Livingston 2008) .
However, multiple alternative possibilities regarding the cognitive role of verb-and noun-responsive regions remain open. One possibility is that all or some of the preferential responses to one grammatical class reflect different processing demands imposed by verbs and nouns on brain regions that are not preferentially involved in noun or verb representation per se (Siri et al. 2008) . For example, regions that respond more to verbs than nouns could do so because they are involved in morphological processing, since verbs have a richer morphology in English (Tyler et al., 2001 (Tyler et al., , 2003 (Tyler et al., , 2004 (Tyler et al., , 2008 . Alternatively, brain regions generally involved in lexical retrieval might respond more to verbs than nouns because the former are more difficult to retrieve (Cordier et al. 2013; Bogka et al. 2003; Szekely et al. 2005; Engelkamp et al. 1990; Earles and Kersten 2000) . Relative to nouns, verbs tend to be more contextdependent and have a wider range of meaning interpretations (Gentner 1981) , which could make a single meaning more difficult to retrieve (Thompson-Schill et al. 1997 , 1998 . In particular, it has been suggested that inferior frontal responses to verbs are related to retrieval or morphosyntactic processing demands Tyler 2001 Tyler , 2004 .
The goal of the current study was to test the hypothesis that a subset of verb-and noun-responsive cortical regions are involved in representing the meanings of verbs and nouns. Based on prior work we hypothesized that the LMTG is preferentially involved in encoding verb meanings, whereas the IP, Precuneus (PC) and inferior temporal cortex (IT) are preferential involve in representing the meanings of object nouns. We predicted that these regions would be sensitive to semantic distinctions among verbs and among nouns.
Furthermore, we predict a double-dissociation in multi-voxel sensitivity: verb-responsive (LMTG) would be more sensitive to distinctions among verbs whereas noun-responsive regions (LIP, LPC, LIT) would be more sensitive to distinctions among nouns. Since previous studies have suggested that the LIFG is active during verb processing because of morphosyntactic or retrieval demands, we did not predict preferential decoding among verbs (or nouns) in this region.
To test these predictions, we used multi-voxel pattern analysis (MVPA) to measure the spatial population code within noun and verb responsive cortical areas (Haxby et al. 2014) . Several prior studies have shown that the spatial patterns of activation within temporal, parietal and prefrontal cortices, as measured by MVPA, are sensitive to semantic distinctions among words. Most studies thus far have focused on distinctions among concrete object nouns (Fairhall and Caramazza 2013; Wang et al. 2013; Simanova et al. 2014; Correia et al. 2014) . For example, Fairhall and showed that regions within the left temporal lobe are sensitive to distinctions among nouns referring to fruit, tools, clothes mammals and birds (see also Simanova et al. 2014, and Kumar et al. 2017 for similar design with place nouns). As for verbs, one study found that in the angular gyrus (AG), patterns of activation for two-word phrases were more similar when these phrases shared the same verb (Boylan et al. 2015) . Another recent study found that frontotemporal patterns of activation across action-verbs and object-nouns are correlated with their semantic similarity structure, as measured by latent semantic analysis (LSA) (Carota et al. 2017) . Whether verb and noun responsive areas show sensitivity to semantics and whether they do so differentially across grammatical class has not yet been tested.
To test this prediction, we first localized brain regions responding more to verbs (LMTG and LIFG) and more to nouns (LIP, LPC, LIT) in each individual participant using a previously established paradigm (Bedny et al. , 2014 ). Then, we tested whether the spatial patterns of activation within verb-and noun-responsive regions are more similar for verbs and nouns belonging to the same as opposed to different semantic classes -for instance, hand-action verbs (e.g. "to prod" and "to stroke") should be more similar to each other than to light emission verbs (e.g. "to glow" and "to sparkle").
Verb and noun stimuli were chosen from two broad semantic classes (verbs: actions vs. emission; nouns: animals vs. places), each including two narrower subclasses (action verbs: mouth actions, e.g. "to chew", and hands actions, e.g. "to stroke"; emission verbs: sound, e.g. "to clang", and light, e.g. "to sparkle"; animal nouns: birds, e.g. "the sparrow", and mammals, e.g. "the fox"; place nouns: manmade, e.g. "the igloo", and natural, e.g. "the meadow"). A secondary question of interest was whether verb/noun preferring regions would be sensitive to broad semantic distinctions only (e.g. action vs. emission) or also to the narrow subclasses (e.g. hand vs. mouth actions). We might expect that cortical areas that are sensitive to semantic information should show more pronounced distinctions for the broader classes but should also distinguish between the fine-grained semantic categories. On the other hand, some accounts posit that semantic information of different granularity is represented in different neural networks, particularly in the case of verbs (Kemmerer, two-part theory of verb meanings).
Materials and Methods

Participants
Thirteen individuals participated in the study (9 women, age range 19-56, mean age=34, SD=10). All participants were native English speakers and no history of neurological conditions (screened through self-report). Informed consent was obtained in accordance with the Johns Hopkins Medicine Institutional Review Boards.
Stimuli and Procedure
Participants heard pairs of words and judged how related in meaning they were on a scale from 1 "not at all similar" to 4 "very similar". Word stimuli consisted of 144 words, 18 words in each of the following 8 semantic categories: light emission verbs (e.g., "to glow" -henceforth, light verbs for brevity), sound emission verbs (e.g. "to boom" -henceforth, sound verbs), hand-related action verbs (e.g. "to stroke" -henceforth, hand verbs), mouth-related action verbs (e.g. "to bite" -henceforth, mouth verbs), bird nouns (e.g. "the sparrow"), mammal nouns (e.g. "the deer"), manmade place nouns (e.g. "the dungeon"), and natural place nouns (e.g. "the creek"). All verb stimuli occurred in the infinitive and all noun stimuli were preceded by the article "the", to mark grammatical category (See Supplementary Material, Appendix 1).
Words were matched across semantic categories in syllable length based on CMU Pronouncing Dictionary (Weide 1998) (Table   1 ; One-way ANOVA F(7, 136)=0.38, p=0.91). Words were also matched in familiarity, based on ratings collected using Amazon Mechanical Turk (AMT)(One-way ANOVA F(7, 136)=1.07, p=0.38). Participants (N=15, 5 women; mean age=27, SD 7, all English native speaker) rated how often they had encountered each word on a scale from 1 "never" to 7 "very often". Since words were highly familiar, but infrequent (e.g. "to beep" familiarity=4.67, log10(freq.)=0.34), we chose to match the words on familiarity because this variable has previously been shown to be a better predictor of performance (e.g. Connine et al. 1990 ).
Words from each category were divided into two non-overlapping sets (9 words per category per set) to be used separately in even/odd runs. Within each set, we generated all possible within category pairs (36 pairs per category per set). Word pairs were presented in blocks of four. All blocks contained only words from a single semantic category and each word occurred only once per block (e.g. light verbs block: "to shine -to glisten", "to flash -to gleam", "to twinkle -to glare", "to glimmer -to blaze"). Blocks were 16s long, separated by 10s of rest. Each trial within a block was 4s long, including two words (0.9s each), an inter-word interval 0.25s and the response period (1.95s).
There was a total of 144 blocks (18 per word category) divided evenly into 8 runs. Blocks in even/odd runs contained stimuli exclusively from one of the two sets, ensuring that words were not repeated across even/odd runs (e.g. "to flash" occurred only in even runs). Word pairs, blocks and runs were presented in one of two pseudo-random orders, counterbalanced across participants.
For every run, each word category was distributed evenly throughout the run to minimize position effects.
A female native English speaker recorded the word stimuli. The audio files were normalized to each other in volume with respect to root-mean square (RMS) amplitude and adjusted to have equal durations (0.9s). The stimuli were presented over MRIcompatible earphones at the maximum comfortable volume for each participant. Participants indicated their responses by using an MRI-compatible button pad. Because data from the current participants were also used as a control group for a separate study with blind individuals, participants wore a light exclusion blindfold throughout the experiment.
fMRI Data Acquisition
MRI structural and functional data of the whole brain were collected on a 3 Tesla Phillips scanner using a 32 channel head coil. T1-weighted structural images were collected using an MPRAGE pulse sequence in 150 axial slices with 1mm isotropic voxels.
Functional, BOLD images were collected in 36 axial slices with 2.4 x 2.4 x 3 mm voxels and TR=2s.
fMRI Data Analysis
Preprocessing Data analyses were performed using FSL, Freesurfer, the Human Connectome Project workbench, and custom software (Dale, Fischl, and Sereno 1999; Glasser et al. 2013; Smith et al. 2004) . Functional data were corrected for subject motion using FSL's MCFLIRT algorithm (Jenkinson et al. 2002) , high pass filtered to remove signal fluctuations at frequencies longer than 128 seconds/cycle, and then resampled to a cortical surface model and smoothed with a 2mm FWHM Gaussian kernel to regularize the data on the cortical surface. All subsequent analyses were surface-based. Subject-specific cortical surface models were generated using the automated Freesurfer pipeline and visually inspected to assure accuracy.
Whole-brain univariate analysis
The functional data were spatially smoothed with a 6mm FWHM Gaussian kernel and prewhitened to remove temporal autocorrelation. Each of the verb and noun categories were entered as a separate predictor in a general linear model (GLM) after convolving with a canonical hemodynamic response function. We also included the first derivative as a covariate of no interest. Each run was modeled separately, and runs were combined within subject using a fixed-effects model. Group-level random-effects analyses were corrected for multiple comparisons at vertex level with p < 0.05 threshold false discovery rate (FDR) across the whole cortex (Genovese et al. 2002) . Additionally, a nonparametric permutation test was used to cluster-correct at p < 0.01 family-wise error rate (FWER).
ROIs definition
We defined individual subject functional ROIs to be used in the MVPA analysis. For each subject, we defined two verbresponsive ROIs and four noun-responsive ROIs: verb ROIs left middle temporal gyrus (LMTG), the left inferior frontal gyrus (LIFG); noun-responsive ROIs left inferior parietal cortex (LIP), left inferior temporal cortex, both laterally (latLIT) and medially (medLIT), and left precuneus (PC). These anatomical regions were chosen because they have been observed to respond preferentially to verbs or nouns in previous studies, and showed verb/noun preferences in the univariate analysis in the current study (Crepaldi et al. 2013 for a review).
We employed a two-step procedure to identify subject-specific functional ROIs. First, whole-brain results for the Verbs>Nouns contrast were used to identify group search spaces in the anatomical location of LMTG, LIFG, LIT, left PC, left latIT and medIT. Next individual functional ROIs were defined for each subject by taking the top 300 active vertices for the Verbs>Nouns and Nouns>Verbs contrasts, for verb-responsive and noun-responsive ROIs respectively. Note that although the focus of the current paper was on MVPA patterns within these ROIs, we also report the univariate signal for each verb/noun category in the Supplementary Materials.
MVPA ROI analysis
MVPA was used to test whether verb-and noun-responsive regions are more sensitive to lexico-semantic differences among verbs and among nouns, respectively, using PyMVPA toolbox (Hanke et al. 2009 ). For each ROI in each participant, a linear support vector machine (SVM) classifier was used to separately decode among the four verb categories and among the four noun categories.
In each vertex in each participant's ROIs, we obtained one sample labeled by semantic category per block by averaging BOLD signal across time points over a block duration (16s). Time points for each block were defined as block onset plus 4s delay to account for the hemodynamic lag. Each vertex's block sample was then normalized (z-scored) with respect to the mean signal for the vertex across the task blocks during a given run, such that the mean of each vertex across the run was set to 0 and standard deviation to 1.
Normalization was applied to data from verbs and nouns separately, removing differences in mean signal across grammatical category.
The classifier was then trained on half of the data (e.g. even runs) and tested on the other half (e.g. odd runs). Classification accuracy was then averaged across the two training/test splits. Importantly, individual verbs and nouns did not repeat across even and odd runs. Thus, the classifier was trained on one subset of words and tested on a different subset.
We compared classifier performance within each ROI to chance (25%) and across verbs and nouns. We also tested for an interaction between grammatical class (verbs vs. nouns) and ROI. Significance was evaluated against an empirically generated null distribution using a combined permutation and bootstrap approach (Stelzer, Chen and Turner 2013; Schreiber and Krekelberg 2013) .
In this approach, t-and F-statistics obtained for the observed data are compared against an empirically generated null distribution.
We report the t-and F-values obtained for the observed data and the non-parametric p-values, where p corresponds to the proportion of the shuffled analyses that generated a comparable or higher t/F value.
The null distribution was generated using a balanced block permutation test by shuffling the block labels within run 1000 times for each subject (Schreiber and Krekelberg 2013) . Then, a bootstrapping procedure was used to generate an empirical null distribution for each statistical test across participants by sampling one permuted accuracy value from each participant's null distribution 15,000 times (with replacement) and running each statistical test on these permuted samples, thus generating a null distribution of 15,000 statistical values for each test (Stelzer, Chen and Turner 2013) .
Confusion matrices were generated to describe how well the classifier performed on each pairwise distinction among verbs and nouns (e.g. manmade places vs. natural places). For any pair of categories or subcategories, the confusion matrix yields two measures of classification performance: the percentage of correctly classified trials, or hit rate (H), and the percentage of misclassified trials, or false alarm rate (F) (Haxby et al. 2014) . Classification and misclassification frequencies can be compared using a signal detection theory framework (Swets et al. 1961; Green and Swets 1966) . Within each ROI, we computed A', a non-parametric estimate of discriminability ( ′ = 1 2 + ( − )(1+ − )
(1− )
; Pollack and Norman 1964; Grier 1971; Stanislaw and Todorov 1999) , to assess the classifier's ability to distinguish (1) between "major" semantic categories (i.e. animal vs. place nouns, action vs. emission verbs), and
(2) between the semantic subcategories (i.e. birds vs. mammals, manmade vs. natural places; mouth vs. hand actions, sound vs. light emission verbs). An A' of 0.5 corresponds to chance performance, while 1.0 indicates perfect discriminability. Paired student t-tests were used to compare A' values.
Whole-brain searchlight MVPA analysis
A whole-brain SVM classifier was used to decode independently among verbs and among nouns over the whole cortex using a 6mm radius circular searchlight (according to geodesic distance, to better respect cortical anatomy over Euclidean distance) (Glasser et al. 2013 ). This yielded for each participant two classification maps (one for verbs and one for nouns) indicating the classifier's accuracy in a neighborhood surrounding every vertex. Individual subject searchlight accuracy maps were averaged, and this groupwise map was thresholded using PyMVPA implementation of the two-step cluster-thresholding procedure described in Seltzer et al.
(100 times) and then samples from these (10,000) to generate a group-wise null distribution (as in the ROI analysis.) The whole-brain searchlight maps are then thresholded using a combination of vertex-wise threshold (p<0.001 uncorrected) and cluster size threshold (FWER p<0.05, corrected for multiple comparisons across the entire cortical surface).
Results
Behavioral results
Participants judged verbs and nouns to be equally similar in their meaning (verbs: mean=2.08, SD=0.33; nouns: mean=2.03, SD=0.33; paired t-test t(12)=0.76, p=0.46). Among verbs, light verbs were judged to be more similar than any other verb category ( 
fMRI Results
Verb and noun preferring cortical networks identified in mean signal
Greater activation for verbs than for nouns was found bilaterally in the MTG, a portion of the LIFG, as well as the lateral occipital cortex (LOC) (p<0.01 FWER, Figure 1 A) . In contrast, brain activity was greater for nouns than verbs bilaterally in an IP region, in the superior and middle frontal gyri, in the left IT cortex both laterally (LlatLIT) and medially (LmedLIT), and medially in PC. The extent of activation for verbs and nouns was larger in the left hemisphere (Table 2 and 3) .
MVPA distinctions among verb and among noun types within verb-and noun-responsive ROIs
Classification was tested within three verb-responsive (LMTG and LIFG, LLOC) and four noun-responsive (LIP, LPC, LmedIT and LlatIT) ROIs within the left hemisphere. Classifier performance for both verbs and nouns was significantly above chance (25%) in all ROIs, except the occipital cortex (LLOC, verbs: 26%, t(12)=0.62, p=0.28; nouns: 29%, t(12)=1.29, p=0.11): LMTG (verbs: 36%, t(12)=3.51, p<0.001; nouns: 30%, t(12)=2.73, p<0.005), LIFG (verbs: 30%, t(12)=2.82, p<0.01; nouns: 34%, t(12)=2.78, p<0.01), LIP (verbs: 34%, t(12)=4.3, p<0.000; nouns: 43%, t(12)=7.08, p<0.000), LPC (verbs: 29%, t(12)=2.02, p<0.05; nouns: 38%, t(12)=4.88, p<0.000), and LlatIT (verbs: 31%, t(12)=4.45, p<0.000; nouns: 41%, t(12)=5.77, p<0.000). In the LmedIT, classification was significantly above chance for nouns only (verbs: 28%, t(12)=1.3, p=0.09; nouns: 40%, t(12)=5.11, p<0.000)( Figure 2 ).
We observed a grammatical class (verbs, nouns) by ROI (LMTG, LIFG, LIP, LPC, LlatIT, LmedIT) interaction (Repeated measures ANOVA F(5,60)=7.06, p<0.000), a main effect of ROI (F(5,60)=3.29, p<0.05), and a main effect of grammatical class (F(1,12)=6.03, p<0.05)( Figure 2) . The LMTG was more sensitive to distinctions among verbs than nouns (t(12)=2.11, p=0.05), whereas all nounresponsive regions (LIP, LPC, LlatIT and LmedIT) were more sensitive to the distinctions among nouns than verbs (LIP t(12)=2,67, p<0.05; LPC: t(12)=2.65, p<0.05; LlatIT t(12)=3.51, p<0.005; LmedIT: t(12)=2.85, p<0.05). By contrast, verbs and nouns were equally decodable in the LIFG (t(12)=1.12, p=0.29).
Inspection of the confusion matrices revealed that in verb-responsive LMTG, the classifier successfully discriminated between the "major" verb semantic categories of action and emission verbs (A'=0.67, t(12)=4.46, p<0.000), as well as between the smaller subclasses, albeit to a lesser degree (mouth vs. hand actions A'=0.63, t(12)=2.43, p<0.05; sound vs. light emission A'=0.59, t(12)=1.62, p=0.06) (Figure 3 ). In the verb-responsive LIFG, the only significant discrimination among verbs was between sound and light emission verbs (A'=0.66, t(12)=3.5, p<0.01). The classifier also successfully discriminated between the "major", but not the "minor", noun semantic categories in both verbs selective regions (LMTG: A'=0.61, t(12)=2.45, p<0.05; LIFG: A'=0.64, t(12)=2.79, p<0.01).
In all the noun-responsive regions (LIP, LPC, LlatIT and LmedIT), the classifier successfully discriminated between the "major" noun semantic categories of animals and places (LIP: A'=0.80, t(12)=11.74, p<0.000; LPC: A'=0.72, t(12)=4.19, p<0.001; LlatIT: A'=0.75, t(12)=7.76, p<0.000; LmedIT: A'=0.82, t(12)=15.06, p<0.000). Classification was also above chance for manmade versus natural places in all but one noun-responsive ROI (LIP: A'=0.72, t(12)=4.97, p<0.001; LPC: A'=0.68, t(12)=3.5, p<0.005; LlatIT: A'=0.71, t(12)=4.8, p<0.001, LmedIT: A'=0.54; t(12)=0.99, p=0.17). By contrast, birds and mammals were not distinguishable in any ROI (LIP: A'=0.49, t(12)=-0.22, p=0.59; LPC: A'=0.51, t(12)=0.08, p=0.47; LlatIT: A'=0.52, t(12)=0.38, p=0.36, LmedIT: A'=0.54; t(12)=0.75, p=0.23).
In three of the four noun-responsive regions, the classifier also discriminated between the "major" verb semantic categories (LIP: A'=0.62, t(12)=4.07, p<0.001; trending in LPC: A'=0.55, t(12)=1.52, p=0.07; LlatIT: A'=0.59; t(12)=3.1, p<0.005, LmedIT: A'=0.54, t(12)=1.25, p=0.12). In the LIP, the classifier also discriminated successfully between mouth and hand actions (A'=0.61; t(12)=2.2, p<0.05), and sound and light emission verbs (A'=0.61; t(12)=1.81, p<0.05). In the LPC, the classifier successfully distinguished between light and sound emission verbs (A'=0.63; t(12)=1.94, p<0.05). No other classifications were above chance.
MVPA searchlight results
The searchlight analyses were broadly consistent with the ROI results (Figure 1 B) . Classification among verbs was significantly better than chance in the posterior LMTG, although the searchlight classification peak was somewhat posterior and superior to the verbs>nouns peak observed in the univariate analysis. Verb classification was also above chance in LlatIT, as well as the posterior LIP.
Classification among nouns was significantly better than chance in LIP, LmedIT and LlatIT (anterior and posterior), bilaterally in the PC and in the L IFG. Consistent with the univariate analysis and the ROI results, the verb and noun sensitive networks showed some overlap, but each had a distinctive neuroanatomical distribution.
Discussion
Consistent with the idea that verb-and noun-responsive regions are involved in representing lexical semantic information, we find that the spatial patterns of activity within these areas are sensitive to distinctions among nouns and verbs. Furthermore, verbresponsive LMTG (but not LIFG) and all the regions showing elevated responses to nouns (LIP, LPC, LlatIT and LmedIT) are more sensitive to distinctions among their preferred grammatical class. In other words, we observed a double dissociation in the sensitivity of spatial patterns of activation to different lexical types. While the LMTG was more sensitive to distinctions among verbs, nounresponsive regions were more sensitive to distinctions among nouns. This suggests that the meanings of verbs and nouns are represented in partially non-overlapping neural systems.
The left middle temporal gyrus (LMTG) is preferentially sensitive to the meanings of verbs
Verb-responsive LMTG was the only cortical region that was more sensitive to distinctions among verbs than among nouns.
This finding is consistent with the large body of work showing preferential responses to verbs as compared to nouns in this area (Martin et al. 1995; Perani et al. 1999; Fujimaki et al. 1999; Kable et al. 2002 Kable et al. , 2005 Li et al. 2004; Tyler et al. 2003 Tyler et al. , 2008 Davis et al. 2004; Tranel et al. 2005; Bedny and Thompson-Schill 2006; Thompson et al. 2007; Liljeström et al. 2008; Bedny et al. , 2014 Yu et al. 2011 Yu et al. , 2012 . However, we also found that presence of a mean difference between verbs and nouns does not guarantee decoding among semantic types or a differential sensitivity for verbs as opposed to nouns. While the lateral occipital cortices were more responsive to verbs than nouns, neither verb nor noun distinctions could be decoded in occipital cortex. Conversely, a region within the LIFG that was more active during verb than noun processing was equally sensitive to distinctions among verbs and nouns showing, if anything, slightly more sensitivity to distinctions among nouns.
The present results suggest that the verb-responsive LMTG and LIFG play distinct roles in word processing. Only the LMTG appears to be specifically involved in verb-meaning representation. One possibility is that this LIFG supports general cognitive control functions involved in verb retrieval . In English, verbs tend to be more semantically malleable and influenced by the sentence context than object nouns, potentially increasing the demand for selection among possible alternative meanings (Gentner 1981) , and the LIFG is sensitive to this property of words, i.e. their semantic ambiguity (Grindrod et al. 2008; Rodd et al. 2005; Thompson-Schill et al. 1997 Bedny et al. 2007 . Alternatively, the LIFG might contribute to morphosyntactic processing (Tyler 2001 (Tyler , 2004 . Consistent with some previous proposals, the current results suggest that, unlike the LMTG, the LIFG is not specifically involved in representing verb as opposed to noun meanings.
What kind of verb-relevant information does the LMTG represent? One possibility is that the LMTG encodes the number and type of arguments that a verb takes, i.e. its argument-structure den Ouden et al. 2009; Hernandez et al. 2014) .
Consistent with this idea, we find that spatial patterns of activation within the LMTG are distinguishable when verbs have different numbers and types of arguments (e.g. divalent action verbs as opposed to monovalent emission verbs). For instance, the verb "to lick" requires two arguments, the agent doing the licking and the object being licked (e.g. "the dog licked the bone"), while emission verbs such as "to sparkle" are monovalent (e.g. "the diamond sparkled") (Levin 1993; Levin and Hovav 1995) . Action and emission verbs also differ in the type of arguments that can serve as their subjects. While the subjects of action verbs are intentional agents, those of emission verbs are most often forces/natural causes. The argument structure of verbs is intimately related not only to their meaning, but also to their grammatical behavioral in sentences. The present results are therefore consistent with the possibility that the LMTG and surrounding cortices play a role not only in semantic, but also in the grammatical processing of verbs.
However, a purely argument-structure or grammatical account of LMTG function cannot fully account for the available evidence. Previous studies suggest that LMTG responds not only to verbs, but also to event nouns (e.g. hurricane, rodeo). The LMTG response to event nouns is intermediate between its response to object nouns and verbs (Collina et al. 2001; Tabossi et al. 2010; Garbin et al. 2012; Bedny et al. 2014; Lapinskaya et al. 2016) . The grammatical behavior of event nouns within sentences and their morpho-syntactic properties are akin to those of object nouns ("the concert" but not "concerting"). Semantically, however, event nouns resemble verbs in that their referents are situated in time, in addition to space (e.g. "during the concert") (Langacker 1987 (Langacker , 2008 . Its involvement in the processing of event nouns suggests that the LMTG plays a role in representing the meanings of words, above and beyond any role that it plays in grammatical processing.
Further support for the idea that the LMTG plays a role in semantic processing above and beyond any role in grammatical functions comes from the current study. We found that patterns of activity in the LMTG distinguish not only between verb classes that are grammatically different (to clap and to glow) but also between verbs that differ in subtler semantic dimensions (i.e. the effector of action hand e.g. to clap vs. mouth e.g. to bite and "manner" of emission light e.g. to glow vs. sound e.g. to boom). This finding suggests that the LMTG stores fine-grained representations of lexicalized events, including verbs and event nouns.
What is the format and content of LMTG semantic representations? Although this question remains largely to be address, several hints are available from prior studies. First, previous evidence suggests that the LMTG represents meanings in a modalityindependent format. Although early hypotheses regarding LMTG function suggested imagistic visual motion representations (Martin et al. 1995) , more recent evidence suggests that LMTG representations are neither visual nor specific to motion. Basic and biological motion perception tasks engage a network of areas that is neuroanatomically separate from the LMTG . The LMTG responds just as much to abstract mental state verbs as it does not concrete action verbs (Grossman et al. 2002; Davis et al. 2004; Bedny and Thompson-Schill 2006; Kemmerer et al. 2008; Bedny et al. , 2014 . Finally, the LMTG is involved in verb comprehension even in individuals who have never experienced visual motion, i.e. those blind from birth Bedny and Saxe 2012) . These lines of evidence demonstrate that verb meaning representations in the LMTG are modality-independent rather than "visual", in that they do not depend on visual experience for acquisition, do not specifically represent information experienced through a particular sensory modality, and do not specifically represent perceptible information (e.g. motion) but rather any semantic information relevant to verbs. Together with prior evidence, the present results therefore suggest that the LMTG stores fine-grained modality-independent semantic representations of verbs and event nouns.
Many further questions remain open regarding LMTG's contribution to semantic representations and processing. In future work, it will be important to uncover the specific dimensions of verb meaning and grammar that are represented in the LMTG and surrounding verb-responsive temporal cortex. Many candidate dimensions have been identified in linguistics, including whether the verb refers to a state (e.g. "to contain") or an event (e.g. "to boil"), whether it describes an ongoing or a finished event (i.e. telicity), the agentivity of the verb's subject (animate/inanimate) and whether the verb encodes the ultimate result of an event (e.g. break, cover) or its manner (e.g. hit, shake) (Levin and Hovav 1995) . Future studies could use MVPA to uncover which of these dimensions are explicitly coded by neural populations. A further open question concerns the degree to which verb-responsive LMTG region is language specific. Previous studies suggest that recognition and categorization of action images and videos depends on distinct rightlateralized superior temporal sulcus (STS) and MTG regions (Vander Wyk et al. 2009; Pelphrey et al. 2004 Pelphrey et al. , 2005 Bedny et al. 2010 ).
However, studies with matched verbal and non-verbal stimuli are needed to resolve this question. Finally, although the LMTG appears to contribute disproportionately to representations of verbs and event nouns as opposed to object nouns or concrete adjectives, its role in the representation of other semantic content (e.g. abstract non-event nouns such as "idea") remains to be tested.
Preferential encoding of object nouns in LIP, LPC and LIT
In a subset of cortical areas, including the LIP, LPC and LIT, we find that patterns of activity distinguished preferentially among concrete entity nouns than among verbs. These cortical areas are similar to those identified by previous work as being sensitive to distinctions among concrete noun. For example, Kumar and colleagues (2017) showed that patterns of activity in IP distinguish among different types of places (beaches, cities, highways and mountains). Analogously, Fairhall and found that a portion of IT, extending into MTG, and the PC are sensitive to differences among mammals, birds, fruits, tools and clothes. The current results demonstrate that these regions are preferentially involved in representing the meanings of concrete nouns, as opposed to verbs.
Interestingly, prior research suggests that activity in these noun-responsive areas is sensitive to object category not only when participants are presented with words, but also when they are presented with pictures of objects (Simanova et al. 2012; Fairhall and Caramazza 2013; Devereux et al. 2013; Kumar et al. 2017) . Furthermore, classifiers trained on patterns of activity produced by object nouns successfully decode among images of the same objects, and vice versa (Simanova et al. 2012; Fairhall and Caramazza 2013; Devereux et al. 2013; Kumar et al. 2017) . One proposal is that these regions represent amodal conceptual knowledge that is not language-specific and can be accessed either through words or images (Binder and Desai 2011; Fairhall and Caramazza 2013) . Notably, it remains to be tested whether these regions would also be engaged by images for which there are no lexical labels in the speaker's
language.
A key open question concerns the semantic dimensions that are represented within these concrete entity-responsive conceptual areas. Some clues come from the specific category distinctions to which these areas were sensitive in the current study.
Within the noun category, we successfully decoded animals from places, and manmade from natural places. By contrast, the seemingly salient distinction between mammals and birds did not lead to distinguishable patterns of activity in these regions. Similarly, previous studies have found decoding between animals and inanimate objects (e.g. tools, places), as well as between manmade versus natural places (Simanova et al. 2012; Akama et al. 2012; Fairhall and Caramazza 2013; Devereux et al. 2013; Correia et al. 2014; Kumar et al. 2017) . We are, however, not aware of any studies showing classification among animal nouns in these cortical areas. Why might this concrete entity-responsive cortical network be more sensitive to some semantic distinctions than others, particularly since participants easily make all the distinctions?
One hypothesis is that the spatial neural code within the concrete entity-responsive network more robustly reflects semantic distinctions that are highly inferentially relevant, such as animacy and the distinction between artifacts and natural kinds (Gelman 1983 (Gelman , 1988 Gelman and Markman 1986, 1987; Mandler et al. 1991; Bloom 1996; Gelman and Bloom 2000) . Children distinguish animate and inanimate entities early in development (Gelman 1983; Mandler et al. 1991) , and many languages mark animacy grammatically, distinguishing between entities that can and cannot serve as agents (Frawley 1992; Medin et al. 2000; Kemmerer 2017) .
Only animate entities engage in volitional behavior and have mental states, whereas inanimate entities are characterized by their functions, shape and compositional material (Frawley 1992) . Analogously, the distinction of artifacts and natural kinds is conceptually significant, since only artifacts have intended functions and specific social roles (Bloom 1996; Diesendruck et al. 2003; Bromhead 2017) .
Independent evidence for the idea that animacy is an organizing dimension of neural representations comes from neuropsychological studies showing that living and nonliving things dissociate in the context of brain damage (see Gainotti 2000; Capitani et al. 2003) . Furthermore, animacy is a dimension that predicts localization at a coarse scale within the ventral visual stream during object recognition (Chao et al. 1999; Martin 2007; Krigeskorte et al. 2008; Mahon et al. 2009; Kanwisher 2010; Konkle and Caramazza 2013; Sha et al. 2015) . An intriguing hypothesis is that the animacy dimension, which organizes the coarse spatial scale in the ventral visual stream, is represented at a finer spatial scale within the entity-responsive conceptual network. The development of spatial segregation along the dimension of animacy within these different cortical systems could be mutually constrained (Mahon and Caramazza 2011) .
By contrast to animacy and the artifact/natural kind distinction, the distinction between birds and mammals is arguably less conceptually fundamental though equally salient. Children and adults often reason about living things based on knowledge of broad biological properties that are common to the animal class, such as breathes, eats, is born, sleeps and dies (Carey 1985) . It has also been suggested that Western adults living in urban settings have sparse abstract knowledge about specific animal kinds (Medin and Atran 1999; Atran and Medin 2008; Medin and Bang 2014) . When making fine-grained distinctions among animals of the kind participants were asked to make in the current study (e.g. elk vs. rhino), people often rely on physical appearance (e.g. shape, color) (Farah and McClelland 1991; Farah 1996) . Such appearance related information may be stored outside of the concrete entityresponsive network identified in the current experiment. Previous studies suggest that parts of the ventral and dorsal object recognition streams are involved in representing appearance related information, including information that distinguishes between different animal types (Thompson-Schill et al. 1999; Oliver and Thompson-Schill 2003; Connolly et al. 2012 Connolly et al. , 2016 . One possibility is that these representations were relied upon by the current participants only for the animal trials. Future studies could localize visual regions involved in animal recognition and ask whether these same regions are also involved in making similarity judgments about animals when using verbal stimuli.
In sum, one way to interpret the current findings is that not all perceptually salient distinctions between entities are equally likely to lead to detectable maps within conceptual neural networks. The abstract conceptual system may develop more robust maps of more central conceptual distinctions, such as agent versus inanimate entity and natural kind versus artifact. By contrast, distinctions among even the large animal classes, such as mammals and birds, may not be coded at a coarse enough spatial scale to be detectable with current MVPA techniques.
This null result should be interpreted with caution, however, since it is possible that differences among animal types are mapped in these cortical areas but were not detected in the current study, due to the nature of the task or other design elements resulting in insufficient power. In future work, it would be of interest to ask whether requiring participants to attend to abstract conceptual properties of mammals and birds (e.g. gives birth to live young vs. lay eggs) or preventing them from using perceptual information as a basis of judgment would improve decoding within the concrete entity-responsive network. It would also be interesting to ask whether animal experts (e.g. zoologists) would show more distinguishable patterns of activation for different animal types in these cortical areas.
Finally, it still remains possible that the putative abstract conceptual network actually distinguishes entities along perceptual dimensions (e.g. size, shape, color, texture), since all of the decodable categories do differ along such dimensions (e.g. places are much larger than animals). Future work should directly test the hypothesis that animacy and artifacts versus natural kinds are indeed dimensions that are encoded in this network, once perceptual characteristics are held constant.
Distributed representation of verbs and nouns within the lexical-semantic network
While we find that verb-and noun-responsive regions have a bias toward representing semantic information related to their preferred word class, decoding was also successful for the non-preferred category in every cortical area tested. Analogous sensitivity to the non-preferred stimulus class has been observed in the visual object recognition literature. Images of objects from different classes (i.e. places, faces and bodies) can be distinguished from each other based on patterns of activity outside the traditional areas that preferentially respond to those categories (Haxby et al. 2001; Spiridon and Kanwisher 2002; Kanwisher and Yovel 2006) . What does this sensitivity to the non-preferred lexical class reflect?
One possibility is that noun-related information is automatically retrieved during verb processing and vice versa. For example, retrieving a verb like "lick" may partially activate likely agents (e.g. dog) and objects (e.g. bone). A related possibility is that verb-and noun-responsive areas are involved in representing a type of semantic information that is particularly relevant for one grammatical class but is also relevant, to some degree, for the non-preferred category. For example, animacy is relevant to entities but also to agent of actions.
A further open question is how and whether activity in non-preferred cortical areas is functionally relevant to behavior. As noted in the introduction, neuropsychological evidence shows that verbs and nouns can dissociate in the context of brain damage (e.g. Goodglass et al. 1966; Luria and Tsvetkova 1967) . This observation suggests that some neural populations are more behaviorally relevant for one grammatical class over another. Supporting evidence for this hypothesis also comes from studies with transcranial magnetic stimulation (TMS) (Papeo et al. 2014 ). Disruption of activity in the verb-responsive posterior LMTG region with TMS interferes with participants' performance on a synonym-judgment task with verbs, but not nouns (Papeo et al. 2014 ). This observation suggests that despite being sensitive to distinctions among verbs and among nouns, verb-responsive LMTG is more behaviorally relevant for verb comprehension.
Conclusions
We observed a double dissociation among cortical areas in their sensitivity to verb and noun semantics. An LMTG region that responds more to verbs than nouns is more sensitive to semantic distinctions among verbs than among nouns. By contrast, several parietal and inferior temporal areas (LPC, LIP and LIT) are more active during noun processing and more sensitive to distinctions among nouns. We hypothesize that the LMTG is preferentially involved in representing the meanings of verbs and events, while nounresponsive regions are preferentially involved in representing abstract conceptual information relevant to entities. However, all cortical areas tested were also sensitive to the semantic distinctions of their non-preferred grammatical class, albeit to a lesser degree.
These results suggest that verb and noun meanings are represented in partially non-overlapping neural networks. 
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