A discrete-time two-dimensional quasi-birth-and-death process (2d-QBD process), denoted by {Y n } = {(X 1,n , X 2,n , J n )}, is a two-dimensional skip-free random walk {(X 1,n , X 2,n )} on Z 2 + with a supplemental process {J n } on a finite set S 0 . The supplemental process {J n } is called a phase process. The 2d-QBD process {Y n } is a Markov chain in which the transition probabilities of the two-dimensional process {(X 1,n , X 2,n )} vary according to the state of the phase process {J n }. This modulation is assumed to be space homogeneous except for the boundaries of Z 2 + . Under certain conditions, the directional exact asymptotic formulae of the stationary distribution of the 2d-QBD process have been obtained in Ref. [7] . In this paper, we give an example of 2d-QBD process and proofs of some lemmas and propositions appeared in Ref. [7] .
Introduction
A discrete-time two-dimensional quasi-birth-and-death process (2d-QBD process), denoted by {Y n } = {(X 1,n , X 2,n , J n )}, is a two-dimensional skip-free random walk {(X 1,n , X 2,n )} on Z 2 + with a supplemental process {J n } on a finite set S 0 (see Ref. [6] ). The supplemental process {J n } is called a phase process. The 2d-QBD process {Y n } is a Markov chain in which the transition probabilities of the two-dimensional process {(X 1,n , X 2,n )} vary according to the state of the phase process {J n }. This modulation is assumed to be space homogeneous except for the boundaries of Z 2 + . Assume that the 2d-QBD process {Y n } is irreducible, aperiodic and positive recurrent, and denote by ν = (ν k,l , (k, l) ∈ Z 2 + ) its stationary distribution, where ν k,l = (ν k,l,j , j ∈ S 0 ) and ν k,l,j = lim n→∞ P(Y n = (k, l, j)). In Ref. [7] , we have obtained, under certain conditions, the directional exact asymptotic formulae h 1 (k) and h 2 (k) that satisfy, for some nonzero vector c 1 and c 2 ,
(1.1)
In this paper, we give an example of 2d-QBD process and proofs of some lemmas and propositions appeared in Ref. [7] , in order to make that paper easy to understand. The rest of the paper is organized as follows. In Section 2, we summarize main results of Ref. [7] and related topics. Numerical examples are presented in Section 3, where a single-server two-queue model is considered. Proofs of some lemmas and propositions in Ref. [7] are given in Section 4.
Notation.
A set H is defined as H = {−1, 0, 1} and H + as H + = {0, 1}. For a, b ∈ R + , C[a, b] and C[a, b) are defined as C[a, b] = {z ∈ C : a ≤ |z| ≤ b} and C[a, b) = {z ∈ C : a ≤ |z| < b}, respectively. C(a, b] and C(a, b) are analogously defined. For r > 0, ε > 0 and θ ∈ [0, π/2),∆ r (ε, θ) is defined as ∆ r (ε, θ) = {z ∈ C : |z| < r + ε, z = r, | arg(z − r)| > θ}.
For r > 0, we denote by "∆ r z → r" that∆ r (ε, θ) z → r for some ε > 0 and some θ ∈ [0, π/2). For a matrix A = (a ij ), we denote by [A] ij the (i, j)-entry of A. The transpose of A is denoted by A . We denote by spr(A) the spectral radius of A, which is the maximum modulus of eigenvalue of A. We denote by |A| the matrix each of whose entries is the modulus of the corresponding entry of A, i.e., |A| = (|a ij |). O is a matrix of 0's, 1 is a column vector of 1's and 0 is a column vector of 0's; their dimensions are determined in context. I is the identity matrix. For a k × l matrix A = a 1 a 2 · · · a l , vec(A) is a kl × 1 vector defined as
. . .
For matrices A, B and C, the identity vec(ABC) = (C ⊗ A) vec(B) holds (see, for example, Horn and Johnson [3] ).
2 Model description and main results of Ref. [7] Here we summarize Section 2 of Ref. [7] .
2d-QBD process
Let S 0 = {1, 2, ..., s 0 } be a finite set, where s 0 is the number of elements of S 0 . A 2d-QBD process {Y n } = {(X 1,n , X 2,n , J n )} is a discrete-time Markov chain on the state space S = Z 2 + × S 0 . The transition probability matrix P of {Y n } is represented in block form as P = P (x 1 ,x 2 ),(x 1 ,x 2 ) ; (x 1 , x 2 ), (x 1 , x 2 ) ∈ Z 2 + ,
where each block P (x 1 ,x 2 ),(x 1 ,x 2 ) is given as P (x 1 ,x 2 ),(x 1 ,x 2 ) = p (x 1 ,x 2 ,j),(x 1 ,x 2 ,j ) ; j, j ∈ S 0 and for (x 1 , x 2 , j), (x 1 , x 2 , j ) ∈ S, p (x 1 ,x 2 ,j),(x 1 ,x 2 ,j ) = P(Y 1 = (x 1 , x 2 , j ) | Y 0 = (x 1 , x 2 , j)). The block matrices are given in terms of s 0 × s 0 non-negative matrices
i,j , i ∈ H, j ∈ H + , A
i,j , i ∈ H + , j ∈ H, A
i,j , i, j ∈ H + , as follows: for (x 1 , x 2 ), (x 1 , x 2 ) ∈ Z 2 + ,
A ∆x 1 ,∆x 2 , if x 1 = 0, x 2 = 0, ∆x 1 , ∆x 2 ∈ H, A
(1) ∆x 1 ,∆x 2 , if x 1 = 0, x 2 = 0, ∆x 1 ∈ H, ∆x 2 ∈ H + , A (2) ∆x 1 ,∆x 2 , if x 1 = 0, x 2 = 0, ∆x 1 ∈ H + , ∆x 2 ∈ H,
, if x 1 = x 2 = 0, ∆x 1 , ∆x 2 ∈ H + , O, otherwise,
where ∆x 1 = x 1 − x 1 and ∆x 2 = x 2 − x 2 . Define matrices A * , * , A
(1) * , * , A All of these matrices are stochastic. We assume the following condition.
Assumption 2.1. The Markov chain {Y n } is irreducible and aperiodic.
We consider three kinds of Markov chain generated from {Y n } by removing one or two boundaries and denote them by {Ỹ n } = {(X 1,n ,X 2,n ,J n )}, {Ỹ
n } = {(X
1,n ,X
2,n ,J
n )} and {Ỹ (2) n } = {(X (2) 1,n ,X (2) 2,n ,J (2) n )}, respectively. {Ỹ n } is a Markov chain on the state space Z 2 × S 0 and it is generated from {Y n } by removing the boundaries on the x 1 and x 2 -axes. For (x 1 , x 2 , j), (x 1 , x 2 , j ) ∈ Z 2 ×S 0 , denote byp (x 1 ,x 2 ,j),(x 1 ,x 2 ,j ) the transition probability P(Ỹ 1 = (x 1 , x 2 , j ) |Ỹ 0 = (x 1 , x 2 , j)). The transition probability matrixP of {Ỹ n } is represented in block form as P = P (x 1 ,x 2 ),(x 1 ,x 2 ) ; (x 1 , x 2 ), (x 1 , x 2 ) ∈ Z 2 , whereP (x 1 ,x 2 ),(x 1 ,x 2 ) = p (x 1 ,x 2 ,j),(x 1 ,x 2 ,j ) ; j, j ∈ S 0 ; each blockP (x 1 ,x 2 ),(x 1 ,x 2 ) is given as
where ∆x 1 = x 1 − x 1 and ∆x 2 = x 2 − x 2 . The Markov chain {Ỹ n } is a Markov chain generated
n } is a Markov chain on the state space Z × Z + × S 0 and it is generated from {Y n } by removing the boundary on the x 2 -axes. For (
the transition probability P(Ỹ
The transition probability matrixP (1) of {Ỹ (1) n } is represented in block form as
; j, j ∈ S 0 ; each blockP
is given as
where
n } is a Markov chain on the state space Z + × Z × S 0 and it is generated from {Y n } by removing the boundary on the x 1 -axes. The transition probability matrixP (2) of {Ỹ (2) n } is analogously given. The Markov chain {Ỹ (1) n } is a Markov chain generated by {{A k,l : k, l ∈ H}, {A (1) k,l : k ∈ H, l ∈ H + }} and {Ỹ (2) n } is that generated by {{A k,l : k, l ∈ H}, {A (2) k,l : k ∈ H + , l ∈ H}}. Hereafter, we assume the following condition. Assumption 2.2. {Ỹ n }, {Ỹ (1) n } and {Ỹ (2) n } are irreducible and aperiodic.
Under Assumption 2.2, A * , * is irreducible and aperiodic. A * , * is, therefore, positive recurrent and ergodic since its dimension is finite. We denote by π * , * the stationary distribution of A * , * .
A 2d-QBD process {Y n } = {(X 1,n , X 2,n , J n )} can be represented as a QBD process with a countable phase space in two ways: One is {Y (1) n } = {(X 1,n , (X 2,n , J n ))}, where X 1,n is the level and (X 2,n , J n ) the phase, and the other {Y (2) n } = {(X 2,n , (X 1,n , J n ))}, where X 2,n is the level and (X 1,n , J n ) the phase (see Subsection 2.3 of Ref. [7] ). Let R (1) and R (2) be the rate matrices of the QBD processes {Y
(1) } and {Y (2) }, respectively. Hereafter, we assume the following condition.
Assumption 2.3. The rate matrices R (1) and R (2) are irreducible.
Stationary condition
We define induced Markov chains and the mean drift vectors derived from the induced Markov chains (see Ref. [1] ). Since the 2d-QBD process is a kind of two-dimensional reflecting random walk, there exist three induced Markov chains:
is the phase process {J n } of {Ỹ n } and it is a Markov chain governed by the transition probability matrix A * , * . The mean drift vector a {1,2} = (a
where for k ∈ H, A k, * = l∈H A k,l and A * ,k = l∈H A l,k . Define block tri-diagonal transition probability matrices A (1) * and A (2) * as
(1) * and A (2) * are irreducible and aperiodic. L {1} (resp. L {2} ) is a partial process {(X
n }) and it is a Markov chain governed by A (1) * (resp. A (2) * ). Since L {1} (resp. L {2} ) is one-dimensional QBD process, it is positive recurrent if and only if a {1,2} 2 < 0 (resp. a
of L {1} and L {2} , respectively, if they exist. Then, the mean drift vectors a {1} = (a
where R
(1) * and R (2) * are the rate matrices of A (1) * and A (2) * , respectively. The condition ensuring {Y n } is positive recurrent or transient is given by Lemma 2.1 of Ref. [7] . In order for the 2d-QBD process {Y n } to be positive recurrent, we assume the following condition.
Directional geometric decay rates
Let z 1 and z 2 be positive real numbers and define a matrix function C(z 1 , z 2 ) as
The matrix function C(z 1 , z 2 ) is nonnegative and, under Assumption 2.2, it is irreducible and aperiodic. Let χ(z 1 , z 2 ) be the Perron-Frobenius eigenvalue of C(z 1 , z 2 ), i.e., χ(z 1 , z 2 ) = spr(C(z 1 , z 2 )), and let u C (z 1 , z 2 ) and v C (z 1 , z 2 ) be the Perron-Frobenius left and right eigenvectors satisfying
We have u C (1, 1) = π * , * and v C (1, 1) = 1. Define a closed setΓ as
Since χ(1, 1) = χ(e 0 , e 0 ) = 1,Γ contains the point of (0, 0) and thus it is not empty. By Proposition 2.3 and Lemma 2.2 of Ref. [7] ,Γ is a bounded convex set. Furthermore, by Lemma 2.3 of Ref. [7] , the closed setΓ is not a singleton. For i ∈ {1, 2}, define the lower and upper extreme values ofΓ with respect to s i , denoted by s * i ands * i , as
where −∞ < s * i ≤ 0 and 0 ≤s * i < ∞. For i ∈ {1, 2}, define z * i andz * i as z * i = e s * i andz * i = es * i , respectively, where 0 < z * i ≤ 1 and 1 ≤z * i < ∞. By Proposition 2.4 of Ref. [7] , for each
, it has no real solutions. Consider the following matrix quadratic equations of X:
Denote by G 1 (z 1 ) and G 2 (z 2 ) the minimum nonnegative solutions to matrix equations (2.1) and (2.2), respectively. Furthermore, consider the following matrix quadratic equations of X:
3)
Denote by R 1 (z 1 ) and R 2 (z 2 ) the minimum nonnegative solutions to matrix equations (2.3) and (2.4), respectively. By Lemma 2.4 of Ref. [7] , for z ∈ R + \ {0}, the minimum nonnegative solutions G 1 (z) and R 1 (z) (resp. G 2 (z) and R 2 (z)) to matrix equations (2.1) and (2.3) (resp. equations (2.2) and (2.4)) exist if and
. Furthermore, by Proposition 2.5 of Ref. [7] , we have, for
Define matrix functions C 1 (z 1 , X) and C 2 (X, z 2 ) as
where X is an s 0 × s 0 matrix and, for i ∈ H + ,
Define ψ 1 (z 1 ) and ψ 2 (z 2 ) as
Next, we introduce points (θ
2 ) and (η
2 ) on the closed curve χ(e s 1 , e s 2 ) = 1, as follows (see Fig. 1 ):
2 ).
Furthermore, defineθ 
2 )
By Lemma 2.5 of Ref. [7] , we see that θ Define the directional decay rates, ξ 1 and ξ 2 , of the stationary distribution of the 2d-QBD process as
log ν n,j,k for any j and k, ξ 2 = − lim n→∞ 1 n log ν i,n,k for any i and k.
By Lemma 2.6 of Ref. [7] , ξ 1 and ξ 2 are given as follows.
The directional geometric decay rates r 1 in x 1 -coordinate and r 2 in x 2 -coordinate are given as r 1 = e ξ 1 and r 2 = e ξ 2 .
Main results of Ref. [7]
We assume the following technical condition. Assumption 2.5. All the eigenvalues of G 1 (r 1 ) are distinct. Also, those of G 2 (r 2 ) are distinct.
The exact asymptotic formulae h 1 (k) in x 1 -coordinate and h 2 (k) in x 2 -coordinate are given as follows.
Theorem 2.1 (Theorem 2.1 of Ref. [7] ). Under Assumptions 2.1 through 2.5, in the case of Type I, the exact asymptotic formulae are given as
where l 1 and l 2 are some positive integers. In the case of Type II, they are given as
In the case of Type III, they are given as
(2.11)
An example
We consider the same queueing model as that used in Ozawa [6] . It is a single-server two-queue model in which the server visits the queues alternatively, serves one queue (denoted by Q 1 ) according to a 1-limited service and the other queue (denoted by Q 2 ) according to an exhaustive-type Klimited service (see Fig. 2 ). Customers in class 1 arrive at Q 1 according to a Poisson process with intensity λ 1 , those in class 2 arrive at Q 2 according to another Poisson process with intensity λ 2 , and they are mutually independent. Service times of class-1 customers are exponentially distributed with mean 1/µ 1 , those of class-2 customers are also exponentially distributed with mean 1/µ 2 , and they are mutually independent. The arrival processes and service times are also mutually independent. We define ρ i , i = 1, 2, λ and ρ as ρ i = λ i /µ i , λ = λ 1 + λ 2 and ρ = ρ 1 + ρ 2 , respectively. We refer to this model as a (1, K)-limited service model.
Server Class 1 customers, λ 1 Class 2 customers, λ 2 Figure 2 : Single server two-queue model Let X 1 (t) be the number of customers at Q 1 at time t, X 2 (t) that of customers at Q 2 and J(t) ∈ S 0 = {0, 1, ..., K} the server state. When X 1 (t) = X 2 (t) = 0, J(t) takes one of the states in S 0 at random; When X 1 (t) ≥ 1 and X 2 (t) = 0, it also takes one of the states in S 0 at random; When X 1 (t) = 0 and X 2 (t) ≥ 1, it takes the state of 0 or 1 at random if the server is serving the K-th customer in class 2 during a visit of the server at Q 2 and takes the state of j ∈ {2, ..., K} if the server is serving the (K − j + 1)-th customer in class 2; When X 1 (t) ≥ 1 and X 2 (t) ≥ 1, it takes the state of 0 if the server is serving a class-1 customer and takes the state of j ∈ {1, ..., K} if the server is serving the (K − j + 1)-th customer in class 2 during a visit of the server at Q 2 . The process {(X 1 (t), X 2 (t), J(t))} becomes a continuous-time 2d-QBD process on the state space S = Z 2 + × S 0 . By uniformization with parameter ν = λ + µ 1 + µ 2 , we obtain the corresponding discrete-time 2d-QBD process, {(X 1,n , X 2,n , J n )}, governed by the following (K +1)×(K +1) block matrices:
Here we note that, because of the form of A −1,0 , only the (K +1)-th column of G 2 (w) is nonzero for all w ∈ [z * 2 ,z * 2 ] and the value of 0 is always the eigenvalue of G 2 (w) with algebraic multiplicity K. Hence, G 2 (r 2 ) does not satisfy Assumption 2.5 but, in this case, we can give G 2 (w) in a specific form. G 2 (w) as well as G 1 (z) can analogously be defined for a complex variable (see Section 4 of Ref. [7] ). For z, w ∈ C, define a matrix function L(z, w) as
and denote by φ(z, w) the determinant of L(z, w), i.e., φ(z, w) = det L(z, w). L(z, w) is a (K + 1) × (K + 1) matrix polynomial in w with degree 2 and every entry of L(z, w) is a polynomial in z and w. φ(z, w) is also a polynomial in z and w.
is the right eigenvector of G 2 (w) with respect to the eigenvalue
and it is decomposed as
and, for i ∈ {1, 2, ..., K + 1}, e i is the i-th unit vector of dimension K + 1. For any w ∈ C, if α(w) is analytic at w = w , G 2 (w) is also entry-wise analytic at w = w . Hence, the results of Lemma 4.7 of Ref. [7] hold for this G 2 (w). Furthermore, because of the decomposition of G 2 (w) above, the results in Section 5 of Ref. [7] also hold for ϕ 2 (w) = ∞ j=1 ν 0,j w j . Therefore, in the (1, K)-limited service model, the results of Theorem 2.1 hold for the exact asymptotic formula h 2 (k).
In Tables 1 and 2 , we show numerical examples of the geometric decay rates r 1 and r 2 in the (1, K)-limited service model, where the value of K is varied. We have numerically verified that G 1 (r 1 ) satisfies Assumption 2.5 for all the numerical examples. In both the tables, the type of configuration of points (θ 2 ) is Type I for all the values of K. We see from the tables that if K ≥ 6, the exact asymptotic function h 1 (k) is geometric and if K < 6, it is not. On the other hand, in the case of Table 1 , the exact asymptotic function h 2 (k) is not geometric for any value of K; in the case of Table 2 , if K ≤ 2, h 2 (k) is geometric and K > 2, it is not. Table 2 : Directional geometric asymptotic rates (λ 1 = 0.24, λ 2 = 0.7, , the first k 0 columns of G 2 (w) are always zero. Further assume that the value of 0 is the eigenvalue of G 2 (r 2 ) with algebraic multiplicity k 0 and the other s 0 − k 0 eigenvalues of G 2 (r 2 ) are nonzero and distinct. (1, K)-limited service models in which the Poisson arrival processes are replaced with Markovian arrival processes are like this.
For w ∈ C[z * 2 ,z * 2 ], let α 1 (w), α 2 (w), ..., α s 0 (w) be the solutions to φ(z, w) = 0, counting multiplicity, that satisfy |α k (w)| ≤ ζ 1 (w), k = 1, 2, ..., s 0 . By Lemma 4.3 of Ref. [7] , these solutions are the eigenvalues of G 2 (w). Without loss of generality, we assume that
Therefore, the results of Lemma 4.7 of Ref. [7] hold for G 2 (w) and those in Section 5 of Ref. [7] hold for ϕ 2 (w). As a result, the exact asymptotic formula h 2 (k) is given by Theorem 2.1.
4 Additional proofs for Ref. [7] In this section, we give proofs of some lemmas and propositions appeared in Ref. [7] as well as derivation of some coefficient vectors also appeared in Section 5 of Ref. [7] .
Proof of Lemma 2.2 of Ref. [7]
Lemma 2.2 of Ref. [7] . Under Assumption 2.2,Γ is bounded.
Proof. For n ≥ 1, j ∈ S 0 and (s 1 , s 2 ) ∈ R 2 , C(e s 1 , e s 2 ) n satisfies
where k (n) = (k 1 , k 2 , ..., k n ) and l (n) = (l 1 , l 2 , ..., l n ). Consider the Markov chain {Ỹ n } = {(X 1,n ,X 2,n ,J n )} governed by {A k,l : k, l ∈ H} (see Subsection 2.1) and assume that {Ỹ n } starts from the state (0, 0, j). Since {Ỹ n } is irreducible and aperiodic, there exists n 0 ≥ 1 such that, for every j ∈ S 0 , P(Ỹ n 0 = (1, 0, j) |Ỹ 0 = (0, 0, j)) > 0, P(Ỹ n 0 = (0, 1, j) |Ỹ 0 = (0, 0, j)) > 0, P(Ỹ n 0 = (−1, 0, j) |Ỹ 0 = (0, 0, j)) > 0 and P(Ỹ n 0 = (0, −1, j) |Ỹ 0 = (0, 0, j)) > 0. This implies that, for some k
Hence, the sum of any row of C(e s
and we obtain
where we use the fact that, for a nonnegative square matrix A = (a i,j ), spr(A) ≥ min i j a i,j (see, for example, Theorem 8.1.22 of Horn and Johnson [2] ). This means that χ(e s 1 , e s 2 ) is unbounded in any direction, and since χ(e s 1 , e s 2 ) is convex in (s 1 , s 2 ), we see thatΓ is a bounded set.
Proof of Lemma 2.5 of Ref. [7]
Lemma 2.5 of Ref. [7] . If a Proof. We prove only the first claim. The second claim can be proved analogously. Assume a {1,2} 2 < 0. Then, the induced Markov chain L {1} defined in Subsection 2.2 is positive recurrent and
) is a nonnegative matrix and ψ 1 (z 1 ) is its Perron-Frobenius eigenvalue. Let u C 1 (z 1 ) and v C 1 (z 1 ) be the Perron-Frobenius left and right eigenvectors of
(1) * ,0 and v C 1 (1) = 1, where c 1 = (π (1) * ,0 1) −1 is the normalizing constant. The derivative of ψ 1 (z 1 ), ψ 1 (z 1 ), is given as
Since G 1 (z 1 ) is a solution to equation (2.1) and G 1 (1) is stochastic, the derivative of G 1 (z 1 ), G 1 (z 1 ), satisfies
Define a matrix N 1 as
This N 1 is well-defied since G 1 (1) is the G-matrix of the transition probability matrix A
(1) * (see Proposition 3.5 of Ozawa [6] ). Furthermore, N 1 satisfies G 1 (1) = N 1 A * ,−1 and R (1) * = A * ,1 N 1 . From equation (4.5), we, therefore, obtain
and this leads us to
As a result, we obtain
where we use the fact that π
(1) * ,1 N 1 , and this completes the proof.
Proof of Lemma 3.2 of Ref. [7]
Lemma 3.2 of Ref. [7] . For n ∈ Z + , let a n be a 1 × m complex vector and define a vector series φ(w) as φ(w) = ∞ n=0 a n w n . Furthermore, for an m × m complex matrix X, define φ(X) as φ(X) = ∞ n=0 a n X n . Assume that φ(w) converges absolutely for all w ∈ C such that |w| < r for some r > 0. Then, if spr(X) < r, φ(X) also converges absolutely.
Proof. We denote by J k (λ) the k-dimensional Jordan block of eigenvalue λ. Note that the n-th power of J k (λ) is given by
Without loss of generality, the Jordan canonical form J of X is represented as
where T is a nonsingular matrix, λ 1 , λ 2 , ..., λ l are the eigenvalues of X and k 1 , k 2 , ..., k l are positive integers satisfying
where we use the identity vec(ABC) = (C ⊗ A)vec(B) for matrices A, B and C. Note that
and we have, for t, u ∈ {1, 2, ..., k s } such that t ≤ u,
14)
where φ abs (w) = ∞ n=0 |a n | w n . For w ∈ C such that |w| < r, since φ(w) is absolutely convergent, φ abs (w) is also absolutely convergent and analytic. Hence, φ abs (w) is differentiable any number of times and we know that the second term on the last line of formula (4.14) is finite since |λ s | ≤ spr(X) < r; this completes the proof.
Proof of Lemma 4.1 of Ref. [7]
For z ∈ C, we define G 1 (z) in a manner similar to that used for defining so-called G-matrices of QBD process (see Neuts [5] ). For z ∈ C, we also define R 1 (z) and N 1 (z). For the purpose, we use the following sets of index sequences: for n ≥ 1 and for m ≥ 1,
i l ≥ 0 for k ∈ {1, 2, ..., n − 1} and
i l ≥ −m + 1 for k ∈ {1, 2, ..., n − 1} and
.., n − 1} and
and define N 1 (z), R 1 (z) and G 1 (z) as
where Q
11 (z) = I. N 1 (z), G 1 (z) and R 1 (z) satisfy the following properties.
Lemma 4.1 of Ref. [7] . For z ∈ C[z * 1 ,z * 1 ], the following statements hold.
(i) N 1 (z), G 1 (z) and R 1 (z) converge absolutely and satisfy
(ii) G 1 (z) and R 1 (z) are represented in terms of N 1 (z), as follows.
and R 1 (z) satisfy the following matrix quadratic equations:
(v) For nonzero w ∈ C, I − C(z, w) satisfies the following factorization (see, for example, Ref.
[4]).
Proof. (i) First, we note that if z is a positive real number in [z * 1 ,z * 1 ], then N 1 (z), R 1 (z) and G 1 (z) are finite. Let z be a complex number satisfying |z| ∈ [z * 1 ,z * 1 ]. Since A i,j , i, j ∈ H, are nonnegative, we have for j ∈ H,
and for n ≥ 0,
11 (|z|).
From this and the fact that
11 (|z|) is finite (convergent), we see that
11 (z) converges absolutely and obtain |N 1 (z)| ≤ N 1 (|z|). Analogously, we see that both G 1 (z) and R 1 (z) also converge absolutely and satisfy expression (4.15).
(ii) Since, for n ≥ 1, I D,1,n and I U,1,n satisfy
where i (n) = (i 1 , i 2 , ..., i n ), we have
. 
and I D,2,n satisfies Hence, we have, for n ≥ 3,
and obtain
where we use the fact that D
(1)
where I 0 = ∅. Hence, we have, for n ≥ 1,
From this equation, we immediately obtain equation (4.19).
(v) Substituting N 1 (z)A * ,−1 (z), A * ,1 (z)N 1 (z) and A * ,0 (z) + A * ,1 (z)N 1 (z)A * ,−1 (z) for G 1 (z), R 1 (z) and H 1 (z), respectively, in the right hand side of equation (4.20), we obtain the left hand side of the equation via straightforward calculation.
Proof of Proposition 4.1 of Ref. [7]
Proposition 4.1 of Ref. [7] . Under Assumption 2.2, for z, w ∈ C such that z = 0 and w = 0, if |z| = z or |w| = w, then spr(C(z, w)) < spr(C(|z|, |w|).
Proof. Set z = re iθ and w = r e iθ , where r, r > 0, θ, θ ∈ [0, 2π) and i = √ −1. For n ≥ 1 and j ∈ S 0 , C(z, w) n satisfies
.., k n ) and l (n) = (l 1 , l 2 , ..., l n ). In this formula, equality holds only when, for every
kp+θ n p=1 lp) takes some common value. Consider the Markov chain {Ỹ n } = {(X 1,n ,X 2,n ,J n )} generated by {A k,l : k, l ∈ H} (see Subsection 2.1) and assume that {Ỹ n } starts from the state (0, 0, j). Since {Ỹ n } is irreducible and aperiodic, there exists n 0 ≥ 1 such that P(Ỹ n 0 = (0, 0, j) |Ỹ 0 = (0, 0, j)) > 0, P(Ỹ n 0 = (1, 0, j) |Ỹ 0 = (0, 0, j)) > 0 and P(Ỹ n 0 = (0, 1, j) |Ỹ 0 = (0, 0, j)) > 0. This implies that, for some
Hence, we see that if equality holds in formula (4.21), then e iθ = e iθ = 1 and both θ and θ must be zero. Therefore, if θ = 0 or θ = 0, then we have
, and obtain spr(C(z, w))
where we use Theorem 1.5 of Seneta [8] and the fact that C(|z|, |w|)) is irreducible. Obviously, this implies that spr(C(z, w)) < spr(C(|z|, |w|)).
Proof of Propositions 5.1 and 5.2 of Ref. [7]
For w ∈ C, ϕ 2 (w) is defined as ϕ 2 (w) = ∞ j=1 ν 0,j w j . By Proposition 3.1 of Ref. [7] , the radius of convergence of ϕ 2 (w) is given by r 2 . For a scalar z and matrix X, define vector functions ϕ 2 (X) and ϕĈ 2 2 (z, X) as
Proposition 5.1 of Ref. [7] . If G 1 (z) is entry-wise analytic and satisfies spr(G 1 (z)) < r 2 in a region Ω ⊂ C, then ϕ 2 (G 1 (z)) and ϕĈ 2 2 (z, G 1 (z)) are also entry-wise analytic in the same region Ω.
Proof. Let X = (x k,l ) be an s 0 × s 0 complex matrix. By Lemma 3.2 of Ref. [7] , if spr(X) < r 2 , then ϕ 2 (X) converges absolutely. This means that each element of ϕ 2 (X) is an absolutely convergent series with s 2 0 valuables x 11 , x 12 , ..., x s 0 ,s 0 and it is analytic in the region {X = (x k,l ) ∈ C s 2 0 : spr(X) < r 2 } as a function of s 2 0 complex valuables. Therefore, if G 1 (z) is entry-wise analytic in Ω and spr(G 1 (z)) < r 2 , we see that ϕ 2 (G 1 (z)) = (ϕ 2 • G 1 )(z) is also entry-wise analytic in Ω. For z ∈ C such that |z| < r 2 , we have
Hence, by Lemma 3.2 of Ref. [7] , if spr(X) < r 2 , ∞ j=1 ν 0,jĈ2 (z, G 1 (z)) X j−1 converges absolutely, and we see that if G 1 (z) is entry-wise analytic in Ω and spr(G 1 (z)) < r 2 , then ϕĈ 2 2 (z, G 1 (z)) is entry-wise analytic in Ω.
Proposition 5.2 of Ref. [7] . Under Assumption 2.2, for any z ∈ C(z * 1 ,z * 1 ] such that z = |z|, we have
Proof. Set z = re iθ , where r > 0, θ ∈ [0, 2π) and i = √ −1. By the definition of G 1 (z), we have
k,l : k ∈ H, l ∈ H + }} (see Subsection 2.1), and assume that {Ỹ (1) n } starts from a state in {0} × {0} × S 0 . For n 0 ∈ N, let τ n 0 be the time when the Markov chain enters a state in Z × {0} × S 0 for the n 0 -th time. Then, the term n+1 p=1 k p (resp. k) in expression (4.24) indicates thatX , C 1 (z, G 1 (z) ) n 0 can be represented as
where k indicates thatX
(1) 1,τn 0 = k and the (j, j )-entry of nonnegative square matrixD k is given as
0 = (0, 0, j)). We have
and equality holds only when, for each j, j ∈ S 0 and for every
e iθk takes some common value. Under Assumption 2.2, {Ỹ
n } is irreducible and aperiodic, and for any j, j ∈ S 0 , there exists n 0 ≥ 1 such that P(Ỹ
where we use Theorem 1.5 of Seneta [8] and the fact that C 1 (|z|, G 1 (|z|)) is irreducible. Obviously, this implies that spr(C 1 (z, G 1 (z))) < spr(C 1 (|z|, G 1 (|z|))) when z = |z|.
4.7 Proof of Propositions 5.6 and 5.7 of Ref. [7] Let α j (z), j = 1, 2, ..., s 0 , be the eigenvalues of G 1 (z), counting multiplicity, and without loss of generality, let α s 0 (z) be the eigenvalue corresponding to ζ 2 (z) when z ∈ [z * 1 ,z * 1 ]. For j ∈ {1, 2, ..., s 0 }, let v j (z) be the right eigenvector of G 1 (z) with respect to the eigenvalue α j (z). Define matrices J 1 (z) and
respectively. Under Assumption 2.5, V 1 (z) is nonsingular in a neighborhood of z = r 1 , and
where each u j (z) is a 1 × s 0 vector. For j ∈ {1, 2, ..., s 0 }, u j (z) is the left eigenvector of G 1 (z) with respect to the eigenvalue α j (z) and satisfies u j (z)v k (z) = δ jk for k ∈ {1, 2, ..., s 0 }, where δ jk is the Kronecker delta. Under Assumption 2.5, if r 1 <z * 1 , J 1 (z) and V 1 (z) are entry-wise analytic in a neighborhood of z = r 1 ; if r 1 =z * 1 , J 1 (z) and V 1 (z) except for α s 0 (z) and v s 0 (z) are also entry-wise analytic in a neighborhood of z =z * 1 , where α s 0 (z) and v s 0 (z) are given in terms of a functioñ α s 0 (ζ) and vector functionṽ s 0 (ζ) analytic in a neighborhood of the origin as α s 0 (z) =α s 0 ((z * 1 −z)
2 ) (see Section 4 of Ref. [7] ). DefineJ 1 (ζ) andṼ 1 (ζ) as
Under Assumption 2.5,J 1 (ζ) andṼ 1 (ζ) are entry-wise analytic in a neighborhood of the origin and
is entry-wise analytic in a neighborhood of the origin and satisfies
Sinceα s 0 (ζ) andG 1 (ζ) are analytic in a neighborhood of the origin, their Taylor series are represented as
. The Puiseux series for G 1 (z) at z =z * 1 is represented as
In the following proposition and its proof,α s 0 ,1 , u s 0 (z) and v s 0 (z) are denoted byα
, respectively, in order to explicitly indicate that they are a coefficient and vector with respect to G 1 (z). This notation is also used in Proposition 5.7 of Ref. [7] and Proposition 4.1.
Proposition 5.6 of Ref. [7] .
where v R 1 (z * 1 ) is the right eigenvector of R 1 (z * 1 ) with respect to the eigenvalueζ 2 (z * 1 ) −1 , satisfying
Proof.G 1,1 is given byG 1,1 = (d/dζ)G 1 (ζ) | ζ=0 . Differentiating both sides ofG 1 (ζ) =Ṽ 1 (ζ)J 1 (ζ)Ṽ 1 (ζ) −1 and setting ζ = 0, we obtaiñ
In the derivation of equation (4.31), we use the following identity:
is an eigenvalue ofG 1,1 . By equation (4.17),G 1 (ζ) satisfies
Differentiating both sides of equation (4.32) and setting ζ = 0, we obtaiñ
where 
and from equation (4.19), we know that
is the right eigenvector of A † with respect to the eigenvalue 1, and we see that v † can be given by
is the left eigenvector ofG 1,1 with respect to the eigenvalueα
From the results in Section 5 of Ref. [7] , we know that ϕ 2 (G 1 (z)) is represented as
Assume r 1 <z * 1 and spr(G 1 (r 1 )) = r 2 <z * 2 . Then, the Laurent series for ϕ 2 (G 1 (z)) at z = r 1 is represented as
Assume r 1 =z * 1 and defineφ 2 (G 1 (ζ)) as
If spr(G 1 (0)) = spr(G 1 (z * 1 )) < r 2 , then the Puiseux series for ϕ 2 (G 1 (z)) at z =z * 1 is represented as
In the following proposition, u C 2 (w) is the left eigenvector of C 2 (G 2 (w), w) with respect to the eigenvalue ψ 2 (w). For the definition of c ϕ 2 pole , see Corollary 5.1 of Ref. [7] .
Proposition 5.7 of Ref. [7] . In the case of Type I, if r 1 =z * 1 , then spr(G 1 (z * 1 )) < r 2 andφG 1 2,1 in expression (4.38) is given bỹ
In the case of Type II, if r 1 <z * 1 , then spr(G 1 (r 1 )) = r 2 <z * 2 and ϕ
Before proving Proposition 5.7 of Ref. [7] , we give the following proposition. 
Proof. In the case of Type II, we have α s 0 (r 1 ) = ζ 2 (eη
= r 2 <z * 2 , and the point w = r 2 is a pole of ϕ 2 (w) with order one. If r 1 <z * 1 , α s 0 (z) is analytic at z = r 1 and, by Corollary 5.1 of Ref. [7] , we have lim 
where we use Proposition 5.5 of Ref. [7] .
Proof of Proposition 5.7 of Ref. [7] . In the case of Type I, we always have spr(G 1 (r 1 )) = ζ 2 (r 1 ) < r 2 . Assume r 1 =z * 1 . By the definition ofφ 2 (G 1 (ζ)), we haveφ 2 (G 1 (ζ)) = ϕ 2 (G 1 (ζ)). Therefore, by Proposition 5.1 of Ref. [7] , sinceG 1 (0) = spr(G 1 (z * 1 )) < r 2 ,φ 2 (G 1 (ζ)) is given in a form of absolutely convergent series as
is entry-wise analytic at ζ = 0 and we havẽ
where we use the fact that
SinceG 1,1 is nonzero and nonpositive,φG 1 2,1 is also nonzero and nonpositive. In the case of Type II, we have spr(G 1 (r 1 )) = ζ 2 (r 1 ) = r 2 <z * 2 and ϕ 2 (w) has a pole at w = ζ 2 (r 1 ). Hence, if r 1 <z * 1 , we obtain from equation (4.35) and Proposition 4.1 that
we also obtain from equation (4.37) and Proposition 4.1 that
4.8 Proof of Proposition 5.10 of Ref. [7] Denote by λ C 1 (z) the eigenvalue of C 1 (z, G 1 (z)) corresponding to ψ 1 (z) when z ∈ [z * 1 ,z * 1 ] and by u C 1 (z) and v C 1 (z) the left and right eigenvectors of C 1 (z, G 1 (z)) with respect to the eigenvalue
Proposition 5.10 of Ref. [7] . For any z 0 ∈ [z * 1 ,z * 1 ] such that ψ 1 (z 0 ) = 1 and for any k ∈ Z + , u C 1 (z 0 ) and u C 1 (z 0 )A
Proof. We prove only the first half of the proposition.
Under Assumption 2.2, A
(1) * (z) is irreducible and aperiodic. Furthermore, for any
is given as follows (see Theorem 3.1 of Ozawa [6] ):
By Theorem 6.3 of Seneta [8] , this u 4.9 Derivation of the coefficient vectors in Lemma 5.4 of Ref. [7] The vector generating function ϕ 1 (z) is defined as ϕ 1 (z) = ∞ i=1 ν i,0 z i . For notation undefined in this subsection, see Section 5 of Ref. [7] .
Lemma 5.4 of Ref. [7] . (1) If ψ 1 (z * 1 ) = 1, then the point z =z * 1 is a branch point of ϕ 1 (z) with order one and it is possibly a pole with order one. The Puiseux series for ϕ 1 (z) at z =z * 1 is represented as g 1 (z) adj(I − C 1 (z, G 1 (z)))
. 4.10 Derivation of the coefficient vectors in Lemma 5.5 of Ref. [7] For notation undefined in this subsection, see Section 5 of Ref. [7] .
Lemma 5.5 of Ref. [7] . 2 and ψ 1 (z * 1 ) = 1, then the point z =z * 1 is a branch point of ϕ 1 (z) with order one and it is also a pole with order two. The Puiseux series for ϕ 1 (z) at z =z * 1 is represented as 2 and ψ 1 (z * 1 ) < 1, then the point z =z * 1 is a branch point of ϕ 1 (z) with order one and it is also a pole with order one. The Puiseux series for ϕ 1 (z) at z =z * 1 is represented as 
1, * (r 2 )N 2 (r 2 )v R 2 (r 2 ) −α 
1, * (r 2 )(z 
1, * (r 2 )(z
This and Proposition 4.2 lead us to formula (4.63).
