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Abstract
The purpose of this paper is to investigate the problem of ﬁnding a common element of the set of solutions of a mixed equilibrium
problem (MEP) and the set of common ﬁxed points of ﬁnitely many nonexpansive mappings in a real Hilbert space. First, by using
the well-known KKM technique we derive the existence and uniqueness of solutions of the auxiliary problems for the MEP. Second,
by virtue of this result we introduce a hybrid iterative scheme for ﬁnding a common element of the set of solutions of MEP and the
set of common ﬁxed points of ﬁnitely many nonexpansive mappings. Furthermore, we prove that the sequences generated by the
hybrid iterative scheme converge strongly to a common element of the set of solutions of MEP and the set of common ﬁxed points
of ﬁnitely many nonexpansive mappings.
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1. Introduction
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H. Let :C → R be a real-valued
function and :C × C → R be an equilibrium bifunction, i.e., (u, u) = 0 for each u ∈ C. We consider the mixed
equilibrium problem (MEP) which is to ﬁnd x∗ ∈ C such that
MEP:(x∗, y) + (y) − (x∗)0, ∀y ∈ C.
In particular, if  ≡ 0, this problem reduces to the equilibrium problem (EP), which is to ﬁnd x∗ ∈ C such that
EP:(x∗, y)0, ∀y ∈ C.
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Denote the set of solutions of MEP by and the set of solutions of EP by S-EP. The MEP includes ﬁxed point problems,
optimization problems, variational inequality problems, Nash EPS and the EP as special cases; see, e.g., [2,4,5,11,22].
Some methods have been proposed to solve the EP, see, e.g., [3,6,7,9,11,18,21].
In 1994, Combettes and Hirstoaga [6] introduced an iterative scheme of ﬁnding the best approximation to the initial
data when S-EP= ∅ and proved a strong convergence theorem. Very recently by using the viscosity approximation
method Takahashi and Takahashi [18] introduced another iterative scheme for ﬁnding a common element of the set
of solutions of EP and the set of ﬁxed points of a nonexpansive mapping in a real Hilbert space. Their results extend
and improve the corresponding results in [6,13,16,19]. Subsequently, motivated by Takahashi and Takahashi [8], Yao
et al. [21] introduced a new iterative scheme for ﬁnding a common element of the set of solutions of EP and the set of
common ﬁxed points of ﬁnitely many nonexpansive mappings in a Hilbert space.
In this paper we investigate the problem of ﬁnding a common element of the set of solutions of MEP and the set of
common ﬁxed points of ﬁnitely many nonexpansive mappings in a real Hilbert space. First by using the well-known
KKM technique, we derive the existence and uniqueness of solutions of the auxiliary problems for the MEP. Second,
by virtue of this result we introduce a hybrid iterative scheme for ﬁnding a common element of the set of solutions
of MEP and the set of common ﬁxed points of ﬁnitely many nonexpansive mappings. Furthermore, we prove that the
sequences generated by the hybrid iterative scheme converge strongly to a common element of the set of solutions of
MEP and the set of common ﬁxed points of ﬁnitely many nonexpansive mappings.
2. Preliminaries
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖. Let C be a nonempty closed convex subset of
H. Then, for any x ∈ H , there exists a unique nearest point u ∈ C such that
‖x − u‖‖x − y‖, ∀y ∈ C.
The mapping PC : x → u is called the metric projection of H onto C. It is known that PC is nonexpansive. Furthermore,
for x ∈ H and u ∈ C,
u = PC(x) ⇔ 〈x − u, u − y〉0, ∀y ∈ C.
A mapping T :C → H is said to be nonexpansive if
‖T x − Ty‖‖x − y‖, ∀x, y ∈ C.
Denote the set of ﬁxed points of T by F(T ). Recall that if C is a nonempty bounded closed convex subset of H and
T :C → C is nonexpansive, then F(T ) = ∅. Also, recall that a mapping f :H → H is contractive if there exists a
constant  ∈ (0, 1) such that
‖f (x) − f (y)‖‖x − y‖, ∀x, y ∈ H .
In this paper, we assume that an equilibrium bifunction :C × C → R satisﬁes the following conditions:
(H1)  is monotone, i.e., (x, y) +(y, x)0 for all x, y ∈ C;
(H2) for each ﬁxed y ∈ C, x → (x, y) is concave and upper semicontinuous;
(H3) for each x ∈ C, y → (x, y) is convex.
Let F :C → H and :C × C → H be two mappings. Then F is called:
(i) -monotone if
〈F(x) − F(y), (x, y)〉0, ∀x, y ∈ C;
(ii) -strongly monotone if there exists a constant > 0 such that
〈F(x) − F(y), (x, y)〉‖x − y‖2, ∀x, y ∈ C;
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(iii) Lipschitz continuous if there exists a constant > 0 such that
‖F(x) − F(y)‖‖x − y‖, ∀x, y ∈ C.
When (x, y) = x − y, ∀x, y ∈ C, then the deﬁnitions (i) and (ii) reduce to the deﬁnitions of monotonicity and
strong monotonicity, respectively.
A map :C × C → H is called Lipschitz continuous, if there exists a constant > 0 such that
‖(x, y)‖‖x − y‖, ∀x, y ∈ C.
A differentiable function K : C → R on a convex set C is called:
(i) -convex [10] if
K(y) − K(x)〈K ′(x), (y, x)〉, ∀x, y ∈ C,
where K ′(x) is the Fréchet derivative of K at x;
(ii) -strongly convex [1] if there exists a constant 	> 0 such that
K(y) − K(x) − 〈K ′(x), (y, x)〉(	/2)‖x − y‖2, ∀x, y ∈ C.
It is easy to prove the following result.
Proposition 2.1. Let K:C → R be a differentiable -strongly convex functional with constant 	> 0 and let :C ×
C → H be a mapping such that (x, y) + (y, x) = 0, ∀x, y ∈ C. Then K ′:C → H is -strongly monotone with
constant 	> 0.
Proof. By using the -strong convexity of K, we have for each x, y ∈ C
K(y) − K(x) − 〈K ′(x), (y, x)〉(	/2)‖x − y‖2
and
K(x) − K(y) − 〈K ′(y), (x, y)〉(	/2)‖y − x‖2.
Since (y, x) = −(x, y), ∀x, y ∈ C, adding up these two inequalities we get
〈K ′(x) − K ′(y), (x, y)〉	‖x − y‖2, ∀x, y ∈ C. 
A mapping F :C → R is called sequentially continuous at x0 [12], if F(xn) → F(x0) for each sequence {xn}
satisfying xn → x0. F is called sequentially continuous on C if it is sequentially continuous at each point of C.
Lemma 2.1. Suppose that for each ﬁxed y ∈ C, (y, ·):C → H be sequentially continuous from the weak topology to
the weak topology and that K ′:C → H is sequentially continuous from the weak topology to the strong topology. Then
gy :C → R deﬁned as gy(x) = 〈K ′(x), (y, x)〉 for each ﬁxed y ∈ C is sequentially continuous in the weak topology.
Proof. Suppose that {xn} ⊆ C converges weakly to x ∈ C which will be denoted by xn ⇀ x. Then K ′(xn) → K ′(x)
and (y, xn) ⇀ (y, x). Observe that
|gy(xn) − gy(x)|
= |〈K ′(xn), (y, xn)〉 − 〈K ′(x), (y, x)〉|
‖K ′(xn) − K ′(x)‖‖(y, xn)‖ + |〈K ′(x), (y, xn) − (y, x)〉| → 0 as n → ∞.
Thus, gy(x) is a weakly sequentially continuous function on C. 
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For each E ⊆ H , we denote by conv(E) the convex hull of E. A multivalued mapping G:E → 2H is said to be a
KKM map if, for every ﬁnite subset {x1, x2, . . . , xn} ⊆ E,
conv({x1, x2, . . . , xn}) ⊆
n⋃
i=1
G(xi).
We shall use the following results in the sequel.
Lemma 2.2. See [8]. Let E be a nonempty subset of a Hausdorff topological vector space X and let G:E → 2X be a
KKM map. If G(x) is closed for all x ∈ E and is compact for at least one x ∈ E, then⋂x∈EG(x) = ∅.
Lemma 2.3. See [15]. Let {xn} and {yn} be bounded sequences in a Banach space X and {n} be a sequence in
[0, 1] with
0< lim inf
n→∞ n lim supn→∞
n < 1.
Suppose that
xn+1 = (1 − n)yn + nxn
for all integer n0 and
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖)0.
Then, limn→∞‖yn − xn‖ = 0.
Lemma 2.4. See [20]. Assume that {an} is a sequence of nonnegative real numbers such that
an+1(1 − 
n)an + n,
where {
n} is a sequence in (0, 1) and {n} is a sequence such that
(i) ∑∞n=1
n = ∞;
(ii) lim supn→∞n/
n0 or
∑∞
n=1|n|<∞.
Then limn→∞an = 0.
3. Auxiliary problem and hybrid iterative scheme
Let C be a nonempty closed convex subset of a real Hilbert space H, :C → R be a real-valued function and
:C × C → R be an equilibrium bifunction. Let r be a positive parameter. For a given point x ∈ C, consider the
auxiliary problem for MEP (for short, MEP(x, r)) which consists of ﬁnding y ∈ C such that
(y, z) + (z) − (y) + 1
r
〈K ′(y) − K ′(x), (z, y)〉0, ∀z ∈ C,
where :C × C → H and K ′(x) is the Fréchet derivative of a functional K:C → R at x. Let Sr :C → C be the
mapping such that for each x ∈ C, Sr(x) is the solution set of MEP(x, r), i.e.,
Sr(x) =
{
y ∈ C:(y, z) + (z) − (y) + 1
r
〈K ′(y) − K ′(x), (z, y)〉0, ∀z ∈ C
}
, ∀x ∈ C.
Lemma 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H and let :C → R be a lower
semicontinuous and convex functional. Let:C×C → R bean equilibriumbifunction satisfying conditions (H1)–(H3).
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Assume that
(i) :C × C → H is Lipschitz continuous with constant > 0 such that
(a) (x, y) + (y, x) = 0, ∀x, y ∈ C,
(b) (·, ·) is afﬁne in the ﬁrst variable,
(c) for each ﬁxed y ∈ C, x → (y, x) is sequentially continuous from the weak topology to the weak topology;
(ii) K:C → R is -strongly convex with constant 	> 0 and its derivativeK ′ is sequentially continuous from the weak
topology to the strong topology;
(iii) for each x ∈ C, there exist a bounded subset Dx ⊆ C and zx ∈ C such that for any y ∈ C\Dx ,
(y, zx) + (zx) − (y) + 1
r
〈K ′(y) − K ′(x), (zx, y)〉< 0.
Then the following hold:
(i) Sr is single-valued;
(ii) (a)
〈K ′(x1) − K ′(x2), (u1, u2)〉〈K ′(u1) − K ′(u2), (u1, u2)〉, ∀(x1, x2) ∈ C × C,
where ui = Sr(xi), i = 1, 2;
(b) Sr is nonexpansive if K ′ is Lipschitz continuous with constant > 0 such that 	;
(iii) F(Sr) = ;
(iv)  is closed and convex.
Proof. We divide the proof into several steps.
Step 1: We claim that Sr is single-valued. Indeed, let x0 be any given point in C. Then it is sufﬁcient to show the
existence and uniqueness of solutions of MEP(x0, r).
Existence of solutions of MEP(x0, r). For the sake of simplicity, we write MEP(x0, r) as follows: ﬁnd x¯ ∈ C
such that
r[(x¯, y) + (y) − (x¯)] + 〈K ′(x¯) − K ′(x0), (y, x¯)〉0, ∀y ∈ C.
For each ﬁxed y ∈ C, we deﬁne
G(y) = {x ∈ C: r[(x, y) + (y) − (x)] + 〈K ′(x) − K ′(x0), (y, x)〉0}.
Note that for each y ∈ C, G(y) is nonempty since y ∈ G(y).
We shall prove that G is a KKM map. Suppose that there exists a ﬁnite subset {y1, y2, . . . , yn} of C and i0, for
all i = 1, 2, . . . , n with∑ni=1i = 1 such that
xˆ =
n∑
i=1
iyi /∈G(yi), ∀i.
Then we have
r[(xˆ, yi) + (yi) − (xˆ)] + 〈K ′(xˆ) − K ′(x0), (yi, xˆ)〉< 0, ∀i.
Therefore,
n∑
i=1
i r[(xˆ, yi) + (yi) − (xˆ)] +
n∑
i=1
i〈K ′(xˆ) − K ′(x0), (yi, xˆ)〉< 0.
From condition (i)(a), we have (x, x) = 0, ∀x ∈ C. Note that the functional y → (x, y) is convex by (H3). This
together with the convexity of  and assumption (i)(b) implies
0 = r[(xˆ, xˆ) + (xˆ) − (xˆ)] + 〈K ′(xˆ) − K ′(x0), (xˆ, xˆ)〉< 0
which is a contradiction. Hence, G is a KKM map.
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Note thatG(y)w (the weak closure ofG(y)) is a weakly closed subset of C for each y ∈ C. Moreover, from condition
(iii) it follows that for x0 ∈ C, there exist a bounded subset Dx0 ⊆ C and zx0 ∈ C such that, for any x ∈ C\Dx0 ,
r[(x, zx0) + (zx0) − (x)] + 〈K ′(x) − K ′(x0), (zx0 , x)〉< 0.
This shows that
G(zx0) = {x ∈ C: r[(x, zx0) + (zx0) − (x)] + 〈K ′(x) − K ′(x0), (zx0 , x)〉0} ⊆ Dx0 ,
and hence G(zx0)w is weakly compact. Thus, by Lemma 2.2,⋂
y∈C
G(y)w = ∅.
Let
x¯ ∈
⋂
y∈C
G(y)w.
Next we shall prove that G(y)w = G(y) for each y ∈ C; i.e., G(y) is weakly closed. Let x ∈ G(y)w and {xm} be a
sequence in G(y) such that xm ⇀ x ∈ C. Then
r[(xm, y) + (y) − (xm)] + 〈K ′(xm) − K ′(x0), (y, xm)〉0.
Since  is convex and lower semicontinuous, it is lower semicontinuous in the weak topology. Using Lemma 2.1 and
(H2), we get
0 lim sup
m→∞
{r[(xm, y) + (y) − (xm)] + 〈K ′(xm) − K ′(x0), (y, xm)〉}
r
[
lim sup
m→∞
(xm, y) + (y) − lim inf
m→∞ (xm)
]
+ lim sup
m→∞
〈K ′(xm) − K ′(x0), (y, xm)〉
r[(x, y) + (y) − (x)] + 〈K ′(x) − K ′(x0), (y, x)〉.
This implies that x ∈ G(y). Hence, G(y) is weakly closed. Consequently,
x¯ ∈
⋂
y∈C
G(y).
Therefore, x¯ ∈ C is a solution of MEP(x0, r).
Uniqueness of solutions of MEP(x0, r). Let x1 and x2 be two solutions of MEP(x0, r). Then for all y ∈ C,
r[(x1, y) + (y) − (x1)] + 〈K ′(x1) − K ′(x0), (y, x1)〉0 (1)
and
r[(x2, y) + (y) − (x2)] + 〈K ′(x2) − K ′(x0), (y, x2)〉0. (2)
Taking y = x2 in (1) and y = x1 in (2), and adding up these two inequalities, we obtain
r[(x1, x2) + (x2) − (x1)] + 〈K ′(x1) − K ′(x0), (x2, x1)〉
+ r[(x2, x1) + (x1) − (x2)] + 〈K ′(x2) − K ′(x0), (x1, x2)〉0.
From (i)(a) and (H1), we have
(x1, x2) + (x2, x1) = 0
and
(x1, x2) +(x2, x1)0
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from which it follows that
0〈K ′(x1) − K ′(x2), (x1, x2)〉.
Since by Proposition 2.1 K ′:C → H is -strongly monotone with constant 	> 0, we deduce that
0〈K ′(x1) − K ′(x2), (x1, x2)〉	‖x1 − x2‖2,
which together with 	> 0 implies that x1 = x2. Hence, the solution of MEP(x0, r) is unique. Therefore, Sr is single-
valued.
Step 2: We claim that Sr is nonexpansive if 	. Indeed for each x1, x2 ∈ C, let us denote
u1 = Sr(x1) and u2 = Sr(x2).
Then for all y ∈ C we have
r[(u1, y) + (y) − (u1)] + 〈K ′(u1) − K ′(x1), (y, u1)〉0 (3)
and
r[(u2, y) + (y) − (u2)] + 〈K ′(u2) − K(x2), (y, u2)〉0. (4)
Taking y = u2 in (3) and y = u1 in (4), and adding up these two inequalities, we obtain
r[(u1, u2) + (u2) − (u1)] + 〈K ′(u1) − K ′(x1), (u2, u1)〉
+ r[(u2, u1) + (u1) − (u2)] + 〈K ′(u2) − K ′(x2), (u1, u2)〉0.
Since
(u1, u2) + (u2, u1) = 0
and
(u1, u2) +(u2, u1)0,
we have
〈K ′(x1) − K ′(x2), (u1, u2)〉〈K ′(u1) − K ′(u2), (u1, u2)〉.
Since by Proposition 2.1 K ′ : C → H is -strongly monotone with constant 	> 0, we conclude that
‖K ′(x1) − K ′(x2)‖‖(u1, u2)‖〈K ′(x1) − K ′(x2), (u1, u2)〉
〈K ′(u1) − K ′(u2), (u1, u2)〉
	‖u1 − u2‖2. (5)
Also, since  and K ′ is Lipschitz continuous with constants > 0 and > 0, from (5) we derive
	‖u1 − u2‖2‖K ′(x1) − K ′(x2)‖‖(u1, u2)‖‖x1 − x2‖‖u1 − u2‖,
which hence implies that
‖u1 − u2‖(/	)‖x1 − x2‖,
that is,
‖Sr(x1) − Sr(x2)‖(/	)‖x1 − x2‖.
Since /	1, Sr : C → C is nonexpansive.
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Step 3: We claim that F(Sr) = . Indeed, observe that
x ∈ F(Sr) ⇔ Sr(x) = x
⇔ r[(x, z) + (z) − (x)] + 〈K ′(x) − K ′(x), (z, x)〉0, ∀z ∈ C
⇔(x, z) + (z) − (x)0, ∀z ∈ C
⇔ x ∈ .
Step 4: We claim that is closed and convex. Indeed, let {xn} be a sequence in satisfying xn → x ∈ C as n → ∞.
Then by Step 3, F(Sr) = . Hence, we have
Sr(x) = lim
n→∞ Sr(xn) = limn→∞ xn = x.
This shows that x ∈ F(Sr)= . Thus  is closed. On the other hand, let x and y be any elements of  . Then we have
(x, z) + (z) − (x)0, ∀z ∈ C
and
(y, z) + (z) − (y)0, ∀z ∈ C.
By (H2), we get for all t ∈ [0, 1] and all z ∈ C,
(tx + (1 − t)y, z) + (z) − (tx + (1 − t)y)
 t(x, z) + (1 − t)(y, z) + (z) − t(x) − (1 − t)(y)
= t[(x, z) + (z) − (x)] + (1 − t)[(y, z) + (z) − (y)]
0.
This implies that tx + (1 − t)y ∈ ,∀t ∈ [0, 1]. Consequently,  is convex. 
We remark that from Lemma 3.1 in particular, wheneverK(x)=‖x‖2/2 and (x, y)=x−y for each (x, y) ∈ C×C,
then Sr is ﬁrmly nonexpansive, i.e.,
〈x1 − x2, Sr (x1) − Sr(x2)〉‖Sr(x1) − Sr(x2)‖2, ∀(x1, x2) ∈ C × C.
Next we introduce our hybrid iterative scheme. To be more speciﬁc, let n1, n2, . . . , nN ∈ (0, 1]n ∈ N.
Given the mappings T1, T2, . . . , TN of C into itself, as in Ref. [9] one can deﬁne, for each n ∈ N, mappings
Un1, Un2, . . . , UnN by
Un1 = n1T1 + (1 − n1)I ,
Un2 = n2T2Un1 + (1 − n2)I ,
...
Un,N−1 = n,N−1TN−1Un,N−2 + (1 − n,N−1)I ,
Wn : =UnN = nNTNUn,N−1 + (1 − nN)I . (6)
Such a mapping Wn is called the W-mapping generated by T1, . . . , TN and n1, n2, . . . , nN .
Now we introduce the following hybrid iterative scheme: Let f be a contraction of C into itself with coefﬁcient
 ∈ (0, 1) and given x0 ∈ C arbitrary. Suppose that the sequences {xn}∞n=1 and {yn}∞n=1 are generated iteratively by{
(yn, x) + (x) − (yn) + 1r 〈K ′(yn) − K ′(xn), (x, yn)〉0, ∀x ∈ C,
xn+1 = nf (Wnxn) + nxn + 
nWnyn,
(7)
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where {n}, {n} and {
n} are three sequences in (0, 1) such that n + n + 
n = 1,∀n, r is a positive parameter, and
Wn is the W-mapping deﬁned as above.
We will need the following results concerning the W-mapping Wn.
Lemma 3.2. See [17]. Let C be a nonempty closed convex subset of a Banach space X. Let T1, T2, . . . , TN be a
ﬁnite family of nonexpansive mappings of C into itself such that ⋂Ni=1F(Ti) is nonempty, and let n1, n2, . . . , nN
be real numbers such that 0< nib< 1 for any i ∈ N. For any n ∈ N, let Wn be the W-mapping of C into itself
generated by TN, TN−1, . . . , T1 and nN , n,N−1, . . . , n1. Then Wn is nonexpansive. Further, if X is strictly convex,
then F(Wn) =⋂Ni=1F(Ti).
Lemma 3.3. If the sequences {xn} and {yn} generated iteratively by (7) are bounded, then the following estimates
hold:
‖Wn+1xn+1 − Wnxn‖‖xn+1 − xn‖ + 2M
N∑
i=1
|n+1,i − n,i |, ∀n0 (8a)
and
‖Wn+1yn+1 − Wnyn‖‖yn+1 − yn‖ + 2M
N∑
i=1
|n+1,i − n,i |, ∀n0 (8b)
for some constant M > 0.
Proof. Let M denote the possible different constants appearing in the following argument. From (6) and the nonex-
pansivity of TN and Un,N , we obtain
‖Wn+1xn − Wnxn‖
= ‖n+1,NTNUn+1,N−1xn + (1 − n+1,N )xn − n,NTNUn,N−1xn − (1 − n,N )xn‖
 |n+1,N − n,N |‖xn‖ + ‖n+1,NTNUn+1,N−1xn − n,NTNUn,N−1xn‖
 |n+1,N − n,N |‖xn‖ + ‖n+1,N (TNUn+1,N−1xn − TNUn,N−1xn)‖
+ |n+1,N − n,N |‖TNUn,N−1xn‖
2M|n+1,N − n,N | + n+1,N‖Un+1,N−1xn − Un,N−1xn‖. (9)
Again, from (6) we have
‖Un+1,N−1xn − Un,N−1xn‖
= ‖n+1,N−1TN−1Un+1,N−2xn + (1 − n+1,N−1)xn
− n,N−1TN−1Un,N−2xn − (1 − n,N−1)xn‖
 |n+1,N−1 − n,N−1|‖xn‖
+ ‖n+1,N−1TN−1Un+1,N−2xn − n,N−1TN−1Un,N−2xn‖
 |n+1,N−1 − n,N−1|‖xn‖
+ n+1,N−1‖TN−1Un+1,N−2xn − TN−1Un,N−2xn‖
+ |n+1,N−1 − n,N−1|M
2M|n+1,N−1 − n,N−1| + n+1,N−1‖Un+1,N−2xn − Un,N−2xn‖
2M|n+1,N−1 − n,N−1| + ‖Un+1,N−2xn − Un,N−2xn‖. (10)
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Therefore, we have
‖Un+1,N−1xn − Un,N−1xn‖
2M|n+1,N−1 − n,N−1| + 2M|n+1,N−2 − n,N−2|
+ ‖Un+1,N−3xn − Un,N−3xn‖
2M
N−1∑
i=2
|n+1,i − n,i | + ‖Un+1,1xn − Un,1xn‖
= ‖n+1,1T1xn + (1 − n+1,1)xn − n,1T1xn − (1 − n,1)xn‖
+ 2M
N−1∑
i=2
|n+1,i − n,i |,
then
‖Un+1,N−1xn − Un,N−1xn‖
 |n+1,1 − n,1|‖xn‖ + ‖n+1,1T1xn − n,1T1xn‖ + 2M
N−1∑
i=2
|n+1,i − n,i |
2M
N−1∑
i=1
|n+1,i − n,i |. (11)
Substituting (11) in (9), we have
‖Wn+1xn − Wnxn‖2M|n+1,N − n,N | + 2n+1,NM
N−1∑
i=1
|n+1,i − n,i |
2M
N∑
i=1
|n+1,i − n,i |.
It follows that
‖Wn+1xn+1 − Wnxn‖‖Wn+1xn+1 − Wn+1xn‖ + ‖Wn+1xn − Wnxn‖
‖xn+1 − xn‖ + ‖Wn+1xn − Wnxn‖
‖xn+1 − xn‖ + 2M
N∑
i=1
|n+1,i − n,i |.
Thus (8a) holds. Similarly, we can prove that (8b) also holds. 
4. Strong convergence theorems
Now we are in a position to state and prove our main results.
Theorem 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H, and let  : C → R be a lower
semicontinuous and convex functional. Let  : C × C → R be an equilibrium bifunction satisfying conditions
(H1)–(H3) and let {Ti}Ni=1 be a ﬁnite family of nonexpansive mappings of C into itself such that ∩Ni=1F(Ti)
⋂
 =
∅. Let n1, n2, . . . , nN be real numbers such that limn→∞(n+1,i − n,i) = 0 for all i = 1, 2, . . . , N . Suppose
that {n}, {n} and {
n} are three sequences in (0, 1) with n + n + 
n = 1,∀n and r is a positive parameter.
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Assume that:
(i)  : C × C → H is Lipschitz continuous with constant > 0 such that
(a) (x, y) + (y, x) = 0,∀x, y ∈ C,
(b) (·, ·) is afﬁne in the ﬁrst variable,
(c) for each ﬁxed y ∈ C, x → (y, x)is sequentially continuous from the weak topology to the weak topology;
(ii) K : C → R is -strongly convex with constant 	> 0 and its derivative K ′ is not only sequentially continuous
from the weak topology to the strong topology but also Lipschitz continuous with constant > 0 	;
(iii) for each x ∈ C, there exist a bounded subset Dx ⊆ C and zx ∈ C such that, for any y ∈ C\Dx ,
(y, zx) + (zx) − (y) + 1
r
〈K ′(y) − K ′(x), (zx, y)〉< 0.
(iv) limn→∞ n = 0,∑∞n=0 n = ∞, and 0< lim infn→∞ n lim supn→∞ n < 1. Let f be a contraction of C into
itself and given x0 ∈ C arbitrarily. Then the sequences {xn} and {yn} generated iteratively by (7) converge strongly
to x∗ = Pf (x∗) where = ∩Ni=1F(Ti)
⋂
 provided Sr is ﬁrmly nonexpansive.
Proof. Note that f is a contraction with coefﬁcient  ∈ (0, 1). Then ‖Pf (x)−Pf (y)‖‖f (x)−f (y)‖‖x −y‖
for all x, y ∈ C. Therefore, Pf is a contraction of C into itself which implies that there exists a unique element
x∗ ∈ C such that x∗ = Pf (x∗).
Let p ∈ . From the deﬁnition of Sr , we know that yn = Srxn. It follows that
‖yn − p‖ = ‖Srxn − Srp‖‖xn − p‖.
Next we prove that {xn} and {yn} are bounded. Indeed, from Lemma 3.2 we have p ∈ F(Wn). Then from (6) and (7)
we obtain
‖xn+1 − p‖ = ‖nf (Wnxn) + nxn + 
nWnyn − p‖
n‖f (Wnxn) − p‖ + n‖xn − p‖ + 
n‖Wnyn − p‖
n(‖f (Wnxn) − f (p)‖ + ‖f (p) − p‖) + n‖xn − p‖ + 
n‖yn − p‖
n(‖xn − p‖ + ‖f (p) − p‖) + (1 − n)‖xn − p‖
 max{‖x0 − p‖, 11 − ‖f (p) − p‖}.
Therefore {xn} is bounded. We also deduce that {yn}, {Wnxn}, {Wnyn} and {f (Wnxn)} are all bounded. Let M denote
the possible different constants appearing in the following argument.
Setting xn+1 = nxn + (1 − n)zn for all n0. It follows that
zn+1 − zn = xn+2 − n+1xn+11 − n+1
− xn+1 − nxn
1 − n
= n+1f (Wn+1xn+1) + 
n+1Wn+1yn+1
1 − n+1
− nf (Wnxn) + 
nWnyn
1 − n
= n+1
1 − n+1
(f (Wn+1xn+1) − f (Wnxn)) +
(
n+1
1 − n+1
− n
1 − n
)
f (Wnxn)
+ 
n+1
1 − n+1
(Wn+1yn+1 − Wnyn) +
(

n+1
1 − n+1
− 
n
1 − n
)
Wnyn.
Then we have
‖zn+1 − zn‖ n+11 − n+1
‖Wn+1xn+1 − Wnxn‖ + | n+11 − n+1
− n
1 − n
|(‖f (Wnxn)‖
+ ‖Wnyn‖) + 
n+11 − n+1
‖Wn+1yn+1 − Wnyn‖. (12)
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Substituting (8a) and (8b) in (12), we have
‖zn+1 − zn‖ n+11 − n+1
[‖xn+1 − xn‖ + 2M
N∑
i=1
|n+1,i − n,i |]
+ | n+1
1 − n+1
− n
1 − n
|(‖f (xn)‖ + ‖Wnyn‖)
+ 
n+1
1 − n+1
[‖yn+1 − yn‖ + 2M
N∑
i=1
|n+1,i − n,i |]. (13)
Since yn = Sr(xn) and yn+1 = Sr(xn+1), from the nonexpansivity of Sr we get
‖yn+1 − yn‖‖xn+1 − xn‖.
Hence, it follows from (13) that
‖zn+1 − zn‖ n+11 − n+1
[‖xn+1 − xn‖ + 2M
N∑
i=1
|n+1,i − n,i |]
+ | n+1
1 − n+1
− n
1 − n
|(‖f (xn)‖ + ‖Wnyn‖)
+ 
n+1
1 − n+1
[‖xn+1 − xn‖ + 2M
N∑
i=1
|n+1,i − n,i |]
‖xn+1 − xn‖ + | n+11 − n+1
− n
1 − n
|(‖f (xn)‖ + ‖Wnyn‖)
+ 2M
N∑
i=1
|n+1,i − n,i |.
This together with n → 0 and n+1,i − n,i → 0 implies that
lim sup
n→∞
(‖zn+1 − zn‖ − ‖xn+1 − xn‖)0.
Hence, by Lemma 2.3 we obtain ‖zn − xn‖ → 0 as n → ∞. Consequently,
lim
n→∞ ‖xn+1 − xn‖ = 0 and limn→∞ ‖yn+1 − yn‖ = 0.
Since xn+1 = nf (Wnxn) + nxn + 
nWnyn, we have
‖xn − Wnyn‖‖xn − xn+1‖ + ‖xn+1 − Wnyn‖
‖xn − xn+1‖ + n‖f (Wnxn) − Wnyn‖ + n‖xn − Wnyn‖,
and thus
‖xn − Wnyn‖ 11 − n
‖xn − xn+1‖ + n1 − n
‖f (Wnxn) − Wnyn‖
from which it follows that
lim
n→∞ ‖xn − Wnyn‖ = 0.
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For p ∈ , noting that Sr is ﬁrmly nonexpansive, we have
‖yn − p‖2 = ‖Srnxn − Srnp‖2
〈Srnxn − Srnp, xn − p〉
= 〈yn − p, xn − p〉
= 12 (‖yn − p‖2 + ‖xn − p‖2 − ‖xn − yn‖2),
and hence
‖yn − p‖2‖xn − p‖2 − ‖xn − yn‖2.
Note that there holds the equality
‖tx + (1 − t)y‖2 = t‖x‖2 + (1 − t)‖y‖2 − t (1 − t)‖x − y‖2 for all t ∈ [0, 1] and x, y ∈ H .
We claim that for all x, y, z ∈ H and t1, t2, t3 ∈ [0, 1] with t1 + t2 + t3 = 1
‖t1x + t2y + t3z‖2 t1‖x‖2 + t2‖y‖2 + t3‖z‖2.
Indeed, if t2 = 0, then it is clear that the last inequality holds. If t2 = 0, then we observe that
‖t1x + t2y + t3z‖2 = ‖t1x + (t2 + t3)
(
t2
t2 + t3 y +
t3
t2 + t3 z
)
‖2
 t1‖x‖2 + (t2 + t3)‖ t2
t2 + t3 y +
t3
t2 + t3 z‖
2
 t1‖x‖2 + (t2 + t3)
(
t2
t2 + t3 ‖y‖
2 + t3
t2 + t3 ‖z‖
2
)
= t1‖x‖2 + t2‖y‖2 + t3‖z‖2.
Therefore, we have
‖xn+1 − p‖2 = ‖nf (Wnxn) + nxn + 
nWnyn − p‖2
n‖f (Wnxn) − p‖2 + n‖xn − p‖2 + 
n‖Wnyn − p‖2
n‖f (Wnxn) − p‖2 + n‖xn − p‖2 + 
n‖yn − p‖2
n‖f (Wnxn) − p‖2 + n‖xn − p‖2 + 
n(‖xn − p‖2 − ‖xn − yn‖2)
n‖f (Wnxn) − p‖2 + ‖xn − p‖2 − 
n‖xn − yn‖2.
Consequently, we have

n‖xn − yn‖2n‖f (Wnxn) − p‖2 + ‖xn − p‖2 − ‖xn+1 − p‖2
n‖f (Wnxn) − p‖2 + (‖xn − p‖ + ‖xn+1 − p‖)
× (‖xn − p‖ − ‖xn+1 − p‖)
n‖f (Wnxn) − p‖2 + ‖xn − xn+1‖(‖xn − p‖ + ‖xn+1 − p‖).
It is easy to see that lim infn→∞ 
n > 0. Thus, we have limn→∞‖xn − yn‖ = 0. From
‖Wnyn − yn‖‖Wnyn − xn‖ + ‖xn − yn‖
it follows that limn→∞‖Wnyn − yn‖ = 0.
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Next we show that
lim sup
n→∞
〈f (x∗) − x∗, xn − x∗〉0,
where x∗ = Pf (x∗). Obviously, x∗ ∈ . To show this, we can choose a subsequence {ynj } of {yn} such that
lim
j→∞〈f (x
∗) − x∗, ynj − x∗〉 = lim sup
n→∞
〈f (x∗) − x∗, yn − x∗〉.
Since {ynj } is bounded, there exists a subsequence {ynji } of {ynj } which converges weakly to w. Without loss of
generality, we can assume that ynj → w weakly. From ‖Wnyn − yn‖ → 0, we have Wnynj → w weakly. Next we
show that w ∈ . Since yn = Srxn, we derive
(yn, x) + (x) − (yn) + 1
r
〈K ′(yn) − K ′(xn), (x, yn)〉0, ∀x ∈ C.
From the monotonicity of , we have
1
r
〈K ′(yn) − K ′(xn), (x, yn)〉 + (x) − (yn) −(yn, x)(x, yn),
and hence〈
K ′(ynj ) − K ′(xnj )
r
, (x, ynj )
〉
+ (x) − (ynj )(x, ynj ).
Since (K ′(ynj ) − K ′(xnj ))/r → 0, and ynj → w weakly, from the weak lower semicontinuity of  and (x, y) in
the second variable y, we have
(x,w) + (w) − (x)0
for all x ∈ C. For 0< t1 and x ∈ C, let xt = tx + (1 − t)w. Since x ∈ C and w ∈ C, we have xt ∈ C and hence
(xt , w)+(w)−(xt )0. From the convexity of equilibrium bifunction(x, y) in the second variable y, we have
0 =(xt , xt ) + (xt ) − (xt )
 t(xt , x) + (1 − t)(xt , w) + t(x) + (1 − t)(w) − (xt )
 t[(xt , x) + (x) − (xt )],
and hence (xt , x) + (x) − (xt )0. Then, we have
(w, x) + (x) − (w)0
for all x ∈ C and hence w ∈ .
We shall prove that w ∈ F(Wn). Assume that w /∈F(Wn). Since ynj → w weakly and w = Wnw, by Opial’s
condition [14] we have
lim inf
j→∞ ‖ynj − w‖< lim infj→∞ ‖ynj − Wnw‖
 lim inf
j→∞(‖ynj − Wnynj ‖ + ‖Wnynj − Wnw‖)
 lim inf
j→∞ ‖ynj − w‖,
which is a contradiction. Hence, we get w ∈ F(Wn) = ∩Ni=1F(Ti). Thus w ∈ . Since x∗ = Pf (x∗), we have
lim sup
n→∞
〈f (x∗) − x∗, xn − x∗〉 = lim
j→∞〈f (x
∗) − x∗, xnj − x∗〉
= lim
j→∞〈f (x
∗) − x∗, ynj − x∗〉
= 〈f (x∗) − x∗, w − x∗〉0. (14)
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Finally, we prove that {xn} and {yn} converge strongly to x∗. From (7), we obtain
‖xn+1 − x∗‖2 = ‖n(f (Wnxn) − x∗) + n(xn − x∗) + 
n(Wnyn − x∗)‖2
‖n(xn − x∗) + 
n(Wnyn − x∗)‖2 + 2n〈f (Wnxn) − x∗, xn+1 − x∗〉
{n‖xn − x∗‖ + 
n‖Wnyn − x∗‖}2
+ 2n〈f (Wnxn) − f (x∗), xn+1 − x∗〉 + 2n〈f (x∗) − x∗, xn+1 − x∗〉
{n‖xn − x∗‖ + 
n‖yn − x∗‖}2 + 2n‖xn − x∗‖‖xn+1 − x∗‖
+ 2n〈f (x∗) − x∗, xn+1 − x∗〉
(1 − n)2‖xn − x∗‖2 + n(‖xn+1 − x∗‖2 + ‖xn − x∗‖2)
+ 2n〈f (x∗) − x∗, xn+1 − x∗〉,
which implies that
‖xn+1 − x∗‖2 (1 − n)
2 + n
1 − n ‖xn − x
∗‖2 + 2n
1 − n 〈f (x
∗) − x∗, xn+1 − x∗〉
= 1 − 2n + n
1 − n ‖xn − x
∗‖2 + 
2
n
1 − n ‖xn − x
∗‖2 + 2n
1 − n 〈f (x
∗) − x∗, xn+1 − x∗〉

{
1 − 2(1 − )n
1 − n
}
‖xn − x∗‖2 + 2(1 − )n1 − n ·
{
Mn
2(1 − ) +
1
1 −  〈f (x
∗) − x∗, xn+1 − x∗〉
}
= (1 − n)‖xn − x∗‖2 + nn, (15)
where n = 2(1 − )n/(1 − n) and n = Mn/2(1 − ) + (1/(1 − ))〈f (x∗) − x∗, xn+1 − x∗〉. It is easy to see
that
∑∞
n=0n = ∞ and lim supn→∞ n0. By Lemma 2.4 and (14) to (15), we conclude that xn → x∗ as n → ∞.
This completes the proof. 
Corollary 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H, and let  : C → R be a
lower semicontinuous and convex functional. Let  : C × C → R be an equilibrium bifunction satisfying conditions
(H1)–(H3) such that  = ∅. Suppose that {n}, {n} and {
n} are three sequences in (0, 1) with n + n + 
n = 1,∀n
and r is a positive parameter. Assume that:
(i)  : C × C → H is Lipschitz continuous with constant > 0 such that
(a) (x, y) + (y, x) = 0,∀x, y ∈ C,
(b) (·, ·) is afﬁne in the ﬁrst variable,
(c) for each ﬁxed y ∈ C, x → (y, x) is sequentially continuous from the weak topology to the weak topology;
(ii) K : C → R is -strongly convex with constant 	> 0 and its derivative K ′ is not only sequentially continuous
from the weak topology to the strong topology but also Lipschitz continuous with constant > 0 such that 	;
(iii) for each x ∈ C, there exist a bounded subset Dx ⊆ C and zx ∈ C such that, for any y ∈ C\Dx ,
(y, zx) + (zx) − (y) + 1
r
〈K ′(y) − K ′(x), (zx, y)〉< 0.
(iv) limn→∞ n = 0, ∑∞n=0n = ∞, and 0< lim infn→∞ n lim supn→∞ n < 1. Let f be a contraction of C into
itself and given x0 ∈ C arbitrarily. Let {xn} and {yn} be the sequences generated iteratively by{
(yn, x) + (x) − (yn) + 1
r
〈K ′(yn) − K ′(xn), (x, yn)〉0, ∀x ∈ C,
xn+1 = nf (xn) + nxn + 
nyn.
(16)
Then the sequences {xn} and {yn} generated by (16) converge strongly to x∗ = Pf (x∗) provided Sr is ﬁrmly nonex-
pansive.
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Proof. Take Tix = x for all i = 1, 2, . . . , N and for all x ∈ C in (6). Then Wnx = x for all x ∈ C. The conclusion
follows immediately from Theorem 3.1. This completes the proof. 
Corollary 4.2. Let C be a nonempty closed convex subset of a real Hilbert space. Let {Ti}Ni=1 be a ﬁnite family of
nonexpansive mappings of C into itself such that ∩Ni=1F(Ti) = ∅. Let n1, n2, . . . , nN be real numbers such that
limn→∞(n+1,i − n,i)= 0 for all i = 1, 2, . . . , N . Suppose that {n}, {n} and {
n} are three sequences in (0, 1) with
n + n + 
n = 1,∀n. Assume that
lim
n→∞ n = 0,
∞∑
n=0
n = ∞ and 0< lim inf
n→∞ n lim supn→∞
n < 1.
Let f be a contraction of C into itself and given x0 ∈ C arbitrarily. Then the sequence {xn} generated iteratively by
xn+1 = nf (Wnxn) + nxn + 
nWnxn
converges strongly to x∗ = P∩Ni=1F(Ti)f (x
∗).
Proof. Set (x) = 0 and (x, y) = 0 for all x, y ∈ C and put r = 1. Take K(x) = ‖x‖2/2 and (y, x) = y − x for all
x, y ∈ C. Then we have yn = PCxn. From (7), we have
xn+1 = nf (Wnxn) + nxn + 
nWnPCxn.
Then the conclusion immediately follows from Theorem 3.1. This completes the proof. 
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