The Cahn-Hilliard equation with an externally-prescribed chaotic shear flow is studied in two and three dimensions. The flow is parametrized by its amplitudes (thereby admitting the possibility of anisotropy), lengthscales, and multiple time scales. Two key features emerge. First, for long flow correlation times, large flow amplitudes and small Cahn-Hilliard diffusivities, the phase separation and the associated coarsening phenomenon are not only arrested but in fact the concentration variance decays, thereby opening up the possibility of describing the dynamics of the concentration field using the theories of advection diffusion. Secondly, for anisotropic scenarios wherein the variance saturates, the direction in which the domains align depends on the flow correlation time. Thus, for correlation times comparable to the inverse of the mean shear rate, the domains align in the direction of maximum flow amplitude, while for short correlation times, the domains initially align in the opposite direction. However, at very late times (after the passage of thousands of correlation times), the fate of the domains is the same regardless of correlation time, namely alignment in the direction of maximum flow amplitude.
Introduction. -Binary fluids (and more generally, multiphase flows) are ubiquitous in industrial applications, where flow is important [1] . Although current supercomputing platforms enable the simulation of such flows at high resolution in three dimensions [2, 3] , most studies to date on stirred binary mixtures have focused on the two-dimensional case [4, 5, 6, 7] . The aim of this Letter is to apply the methodology of these previous works to passive shear-driven phase separation in two and three dimensions, with a view to using the parameters inherent in the shear-flow model as a way of regulating the phase separation.
The Cahn-Hilliard (CH) equation with constant mobility [8] is used for these purposes: a concentration field C(x, t) measures the local concentration of the binary liquid, with C = ±1 denoting saturation in one or other of the components. Thus, C = 0 denotes a perfectly mixed state. It is assumed that the system is in the spinodal region of the thermodynamic phase space, where the well mixed
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Shear-driven phase separation in two and three dimensions state is energetically unfavourable. Consequently, the free energy for the mixture can be modelled as
γ|∇C| 2 , where the first term promotes demixing and the second term smooths out sharp gradients in transition zones between demixed regions; also, γ is a positive constant, and n is the dimension of the space. The twin constraints of mass conservation and energy minimization suggest a gradient-flow dynamics for the evolution of the concentration: ∂ t C = ∇ · [D(C)∇ (δF/δC)], where δF/δC denotes the functional derivative of the free energy and D(C) ≥ 0 is the mobility function. In this work, a constant mobility is assumed, such that the basic evolution equation reads
Models with variable mobility abound [9, 10, 7] , but their characteristics are very similar to the constant-mobility case. Owing to the simplicity of the latter, a constant mobility is preferred here. Equation (1) is modified in the presence of an incompressible velocity field v(x, t):
The velocity can either be externally prescribed (passive advection) or can arise due to coupling between hydrodynamics and phase separation (active advection, modelled using the coupled Navier-Stokes-Cahn-Hilliard equations [5, 2] ). The focus of the present work is however on the passive case which can be regarded as an important physical limit of the active case [6] . Consideration is given to symmetric mixtures for which equal amounts of each fluid component are present, such that C = 0, where · denotes spatial averaging.
In view of the flux-conservative nature of the CH equation, for appropriate boundary conditions on Eqs. (1)-(2), an initially-symmetric mixture will stay symmetric for all times: C (t) = 0, for all t ≥ 0. Since symmetric mixtures exemplify the generic properties of phase separation coupled with flow [7] , this specialization results in only a little loss of generality.
The dynamics of the unstirred Eq. (1) admit a constant solution C 0 , with C 0 = 0 most relevant for symmetric mixtures; linear stability analysis shows this solution to be unstable with respect to small-amplitude perturbations. This instability is intimately connected to coarsening: starting with the initial condition C = C 0 +[Random fluctuations], local demixing acts at early times to produce small domains where C = ±1. These domains grow larger over time; more precisely, the characteristic size of the domains grows as ∼ t 1/3 (Lifshitz-Slyozov law ). In the presence of shear flow, the coarsening is interrupted, leading to coarsening arrest at a particular length scale set by the flow [5, 6, 7, 2] . The aim of the present work is to examine how such coarsening arrest can be regulated by an externally-imposed shear flow.
Methodology. -Equation (2) is solved on a unit cube in n dimensions with periodic boundary conditions in each spatial direction, together with a prescribed initial condition for C(x, t = 0). The equation is discretized in space and time and high-resolution numerical simulations are used to evolve the initial concentration forward in time. Two complementary numerical methods are used. First, the or ∆t = 10 −5 depending on the requirements for the numerical method to converge.
Grid size N C n 2DLA 512 lattice-advection model (2DLA) in Ref. [7] is revisited and provides a way of rapidly generating a large parametric study in two dimensions. This approach is supplemented by a two-dimensional/three-dimensional finite-difference code (FDCH) parallelized using MPI. FDCH was implemented on a cluster (Orr) and on a supercomputer (Fionn). A typical job on these machines involved 48-64 processes run over 24 hours, but some runs took several days. The clock rate of a single core on these machines is 2.4GHz. For each method used, the spatial and temporal discretizations are refined until numerical convergence is achieved. The 2DLA code has been validated elsewhere [7] ; FDCH has been validated with respect to linear stability analysis, weakly nonlinear analysis, and by the fact that the numerical model without flow reproduces the Lifshitz-Slyozov growth rate ∼ t 1/3 at late times, both in 2D and 3D. These validation tests will be presented in more detail in a later work.
The effect of chaotic shear flow via passive advection is modelled with a randomphase sine flow with quasi-period τ such that at time t,
where the velocity components not listed are zero and where t is written uniquely as t = qτ + µ for q zero or a positive integer, with 0 ≤ µ < τ , and hence mod(t, τ ) := µ. The random phases (ϕ, ψ, χ) are renewed after N quasi-periods τ . The flow therefore has two timescales, with N τ being the correlation time. Equation (2) is solved in units for which the mean velocity
and box size L are both unity, meaning that there are three independent flow parameters (τ, N τ, k 0 ). The corresponding nondimensional diffusion parameters are D = D/U L and C n = γ/L 2 , which correspond respectively to the inverse Péclet number and the square of the Cahn number. Based on these parameters, a measure of the mean strain rate associated with the flow is derived, denoted here by Λ. Not only must Λ take account of the flow amplitude and flow lengthscale, but also the flow timescales. Thus, the mean rate of strain is identified with the average value of the maximal Lyapunov exponent of the flow, computed in a standard fashion in both two and three dimensions (Ref. [11] and Fig. 1 ). A campaign of simulations based on Eq. (2) is summarized in Tab the variance grows rapidly and then saturates at a value close to unity. The case D = 10 −3 is intermediate: the fate of the variance is saturation, but this is a slow process, and the saturated value is much less than unity. Also, if the variance saturates, it can be used to measure the typical size of the binary-fluid domains, through the formula ∝ (1 − σ 2 ) −1 (Ref. [5] and Fig. 3(b) ). For D ≥ 10 −3 , the lengthscale grows initially as t 1/3 according to the LS growth law, until the onset of coarsening arrest induced by the shear flow. A similar picture emerges for the other simulations in Tab. 1, albeit that only in the cases FDCH3D-Long, FDCH2D-Long and 2DLA is genuine variance decay observed (in the other simulations the variance saturates at a very low level).
Comparative study based on all simulations. -To place these results in a more quantitative context, a comparative study based on all simulation results in Tab. 1 is performed. The saturated value of (1−σ 2 ) −1 (where it exists) is plotted for the various simulations (Fig. 4) . The quantity of data available for this particular plot is relatively meagre for the non-lattice-based simulations. However, for 2DLA a large quantity of data is available. All of the evidence suggests a dependence ∝ (D/Λ) 0.28 for the arrested lengthscale, both in two and three dimensions. The coarsening arrest can be explained as a dynamic balance between the advection term u · ∇C with typical magnitude Λ and the phase-separation term
n D/ 3 (Ref. [12] ), leading to a balance ∼ (D/Λ) 1/3 [5, 6] . The measured exponent (common to all simulations in both two and three dimensions) is 0.28 and is therefore close to the theoretical value. In Ref. [5] scaling exponents between 0.28 and 0.29 are reported for flow fields completely distinct from the configuration in Eq. (3), thereby highlighting the applicability of the 'universal' theory for which the exponent is precisely 1/3.
The chosen measure of lengthscale loses its relevance when the variance decays, coinciding with a regime wherein hyperdiffusion is important in its own right, thereby leading to a collection of disparate scales that enter the balance between advection and the other terms in Eq. (2). For this reason, consideration is given also to the Batchelor lengthscales k 2 = ( ∇C −0.16 for diffusion. Fits for the other simulation cases yielded a similar result albeit that some variation exists between each simulation family. This is not surprising: there is a larger quantity of data in the 2DLA simulations and the rapidity of the simulations performed resulted in averages being taken over long intervals. Nevertheless, a clear similarity between all the simulation runs is evidenced by Fig. 5 . Again focusing on 2DLA, a further simulation run was performed wherein it was found that k 2,4 ∼ C −0.34 n . These scaling results can be used to obtain a more quantitative criterion for the onset of variance decay. A variance budget is derived by multiplying Eq. (2) by C 
where the second term is negative definite and represents dissipation; the first term is sign-indefinite and can correspond either to variance production or dissipation. The focus herein is on the decaying case: assuming a decaying concentration variance, quartic terms on the left-hand side of Eq. (4) are neglected compared to quadratic terms, yielding dσ
and the variance growth rate is estimated as ρ = 2D (k Allowing for some spread between these measured exponents and the true values, the theory can be regarded as self-consistent. The theory is also consistent with the scaling argument given in Ref. [7] for the concentration spatial structure to contain diffusive filaments rather than the droplets more characteristic of phase separation, albeit that the decay of the concentration variance was not observed in that earlier work owing to the authors' not having probed the full range of flow amplitudes and diffusivities. Further evidence of the crossover between a diffusive-type regime and a regime of saturated variance is provided by examination of the probability distribution function (PDF) of the concentration, taken at late times, as a function of the parameter D. Consideration is given to the cases FDCH3D-Long, FDCH2D-Long and 2DLA wherein genuine variance decay observed. Each simulation family produces qualitatively similar results: the PDF is unimodal and centred at the origin in the hyperdiffusive regime, while for the coarsening-arrest regime the distribution is bimodal, with phase separation C = ±1 being favoured. Between these extremes there exists a crossover distribution that is unimodal and centred at the origin but having a width that is much larger than the earlier purely diffusive cases. Further examination of the PDF for hyperdiffusive regimes and at late times is presented in Fig. 6 . The variable along the horizontal axis is C/σ(t). The two-dimensional studies attain a self-similar distribution during the course of the simulations, such that the kurtosis defect of the distribution is constant on average. The PDF possesses a Gaussian core, followed by an exponentially-decaying region just outside the core. The tails of the PDF decay more slowly however, corresponding to a very flat distribution and the large kurtosis defect seen in the inset panels in Fig. 6 . In other words, the normalized PDF possesses 'fat tails' whereby extreme events are relatively common (compared to random extreme events associated with Gaussian processes). Thus, pockets of unmixed binary fluid where the variance is still quite high are likely. The simulation FDCH3D-Long also demonstrates a statistically steady Gaussian core followed by an exponentially-decaying region just outside the core. The kurtosis defect increases over the course of the simulation, meaning that further flattening of the distribution is expected as time goes by, indicating also that a completely statistically-steady state is not attained. Nevertheless, the core and exponentially-decaying regions of the distribution exhibit self-similarity out to five standard deviations. From these results it is possible to draw a contrast between the two-and three-dimensional cases: in the two-dimensional case, a fully self-similar PDF is attained relatively rapidly, characterized by an extremely fat-tailed distribution. The tendency towards equilibrium is slower in three dimensions and the distribution (while still far from normal) has narrower tails. The stationarity of the normalized PDF is reminiscent of the 'strange eigenmode' for advection-diffusion [13] , wherein the spatial distribution of the tracer concentration in a chaotic flow (with correlation times comparable to the shear timescale) becomes statistically self-similar, modulo the constraint that the variance decays exponentially. In contrast to advection-diffusion however, the variance budget and the associated heuristic arguments advanced herein indicate a non-trivial dependence of the variance decay rate on the diffusivity. These distinctions nevertheless open up the possibility that a non-trivial extension of the spectral theory of advectiondiffusion [14] might apply to the present (linearized) large-flow-amplitude advective Cahn-Hilliard dynamics.
Flow anisotropy. -The random-phase sine flow (3) is reparametrized such that the flow amplitudes in the three spatial dimensions are possibly distinct and equal to A x , A y , and A z (the 2D analogue is similar) -see Tab. 2. The 2D results are discussed first. The Batchelor scales
are obtained as a measure of the typical lengthscales in each spatial direction, and indicate that for long correlation times, the domains align rapidly in the direction of greatest flow amplitude (Fig. 7) . In contrast, for short correlation times, the domains align transiently in the direction of least flow amplitude before slowly re-aligning in the opposite direction such that the asymptotic state ends up the same regardless Typical lengthscales x = 2π/k x , y = 2π/k y and z = 2π/k z corresponding to the simulations 3DAniso1 and 3DAniso2 respectively.
of correlation time (Fig. 8) . Results for the 3D cases are shown in Fig. 9 . It is tempting to assume that the domains should always align in the direction of least flow amplitude: according to the scaling rules previously outlined for the coarsening arrest, there ought to be a tendency for the arrest to be weakest in the direction of least shear (x-direction for the 2D case), meaning that alignment of the domains in the x-direction should occur. This effect is seen (most visibly for 2DAniso2) -but only transiently. At later stages of the simulation 2DAniso2 and throughout the runs (2DAniso1,3DAniso1), an even stronger effect is at work: the arrested binary-fluid domains become 'frozen in' to the flow's spatial structure (e.g. Ref. [6] ), meaning the domains are stretched along the direction of maximum flow amplitude (i.e. the y-direction for the 2D case), thereby explaining the asymptotic domain structure observed in all the simulation families. For the case 3DAniso2, the tendency for the coarsening arrest to be suppressed in the direction of least flow amplitude is finely balanced with the competing advective effect meaning that a clear trend is not observed here, thereby highlighting the importance of dimensionality for anisotropic phase separation.
Summarizing, the correlation time of the random-phase sine flow (itself a simple model of turbulence) can be used to tune the outcome of phase separation: for long correlation times, large flow amplitudes and sufficiently small diffusivities not only is the phase separation arrested and a filamentary concentration field produced, but the concentration variance decays exponentially, reminiscent of advection-diffusion. In contrast to earlier studies (e.g. Ref. [5] ), flow time scales therefore play an important role, and not just flow amplitudes and lengthscales. The findings are robust to changes in the Cahn number and the dimensionality. Certain power laws characterize the decay rate of the variance. Turning to anisotropic flows, the correlation time and the diffusivity can again be used as switches, this time to tune the direction in which the binary-fluid domains align. It will be useful to investigate the universality of these results with respect to active Cahn-Hilliard fluids forced in a turbulent manner according to various protocols in two and three dimensions.
