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Performance assessment of multi-variate control with minimum variance control as the benchmark requires an interactor matrix to
ﬁlter the closed-loop output. This is to transfer the coordinate of the original variables into a new one in order to identify the control
invariant disturbance dynamics from the ﬁrst few terms of the closed-loop output Markov parameters. There has been a great deal of
interest to simplify this approach, in particular, to ﬁnd methods that do not need the interactor matrix. With this motivation, this paper
explores alternative solutions to multi-variate control performance assessment problems. In particular, we will consider two practical
scenarios: (1) known time delays between each pair of inputs and outputs, (2) no a priori knowledge about the process model or time
delays at all. Solutions to these two scenarios are proposed. Two data-driven algorithms based on subspace approach are derived for the
calculation of performance measures. Several examples illustrate the feasibility of the proposed approaches.
 2005 Elsevier Ltd. All rights reserved.
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The research on control loop performance monitoring
and diagnostics has been and remains to be one of the most
active research areas in process control over the last dec-
ade. It is estimated that several hundreds of papers have
published in this or related direction [9]. On the practical
side, Eastman Kodak recently reported regular loop mon-
itoring on over 14,000 PID loops. Despite the success in the
research and the applications of univariate control moni-
toring, applications of multi-variate control performance
assessment remain as a challenge.0959-1524/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.jprocont.2005.09.003
q A short version of this paper was presented in 2004 IFAC DYCOPS.
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E-mail addresses: biao.huang@ualberta.ca (B. Huang), s.x.ding@
uni-duisburg.de (S.X. Ding), n.thornhill@ee.ucl.ac.uk (N. Thornhill).Among a number of approaches for control perfor-
mance monitoring, minimum variance control (MVC)-
benchmark remains the most popular benchmark. One of
the reasons for the suitability of MVC benchmark to assess
performance of control loops in the industry is that it is
non-intrusive and routine closed-loop operating data are
suﬃcient for the calculation of this benchmark [6,26,12].
However, this convenience holds only in the univariate case
where the time delay is the only a priori knowledge that
needs to be available. For multi-variate processes, this
simplicity is lost and the time delay is no longer a simple
technical concept. An interactor matrix is needed for
multi-variate process, and its calculation is beyond the
knowledge of the time delay between each pair of inputs
and outputs. The earlier work in this area is Huang et al.
[13,14] and Harris et al. [7]. Both approaches require an
explicit knowledge of the interactor matrix.
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reducing the complexity of the a priori knowledge require-
ment, such as Ko and Edgar [18], Kadali and Huang [16],
and McNabb and Qin [21]. Although these attempts have
reduced the complexity of the a priori knowledge require-
ment to some extent, they all require certain information
that is computationally simpler but fundamentally equiva-
lent to the interactor matrices, for example, the open-loop
process Markov parameter matrices, the lower triangular
Toeplitz matrix, or the multi-variate time delay (MTD)
matrix. That is, they all require a priori knowledge that is
beyond the pure time delays between each pair of the
inputs and outputs. Harris et al. [7,8] introduced an
extended horizon performance monitoring approach with-
out using the interactor matrix. Kadali and Huang [17] and
Shah et al. [25] introduced curvature measures of multi-
variate performance without relying on the interactor
matrix. Most recently, Huang et al. [11] proposed an algo-
rithm for multi-variate control performance assessment
with a priori knowledge of the order of the interactor
matrix (OIM).
In the univariate case, one interprets output variance
under minimum variance control as the variance of the
optimal prediction error for the given time delay of a pro-
cess. One can imagine that if a closed-loop output is highly
predictable, then one should be able to do better, i.e. to
compensate the predictable content by a well designed con-
troller. Should a better controller be implemented, then the
closed-loop output would have been less predictable.
Therefore, the high predictability of a closed-loop output
implies the potential to improve its performance by control
re-tuning and/or re-design, or in other word, the existing
controller may not have been satisfactory in terms of
exploring its potential.
The actual process often has time delays, which prevent
the complete compensation of the predictable content of
the output. For example, if a univariate process has two
sample time delays, then the compensation control action
will not take eﬀect on the output until two steps later
and the one step ahead prediction will not be useful for
its compensation. In this case, the best a controller can
do is to compensate the predicted content according to
the two-step optimal prediction (multi-step optimal predic-
tion) and the minimum control error will coincide with the
two-step prediction error. Therefore, the two-step optimal
prediction error is the lower bound of the output error that
can be achieved by a feedback controller. This lower bound
is also known as the minimum variance that is often used
for control loop performance assessment [6].
Although the same rationale cannot be exactly carried
over to multi-variate processes due to the relatively com-
plex delay structure for multi-variate processes, multi-step
optimal predictions provide useful information about the
control performance [23]. The multi-step optimal predic-
tion error is analogous to closed-loop step response of
the univariate process from the white noise to the output.
The analogy provides an interesting interpretation ofthe multi-step optimal prediction error for multi-variate
processes and results in a new measure for performance
assessment.
While the prediction error based approach may be gen-
eric, if certain process knowledge such as time delays
between each pair of inputs and outputs is available, one
may be able to do more about control performance assess-
ment than the prediction error based approach. It is known
that the diagonal form of the interactor matrix only
depends on the pair-wise time delays (delays between each
pair of the inputs and outputs). If one can determine that
the process has the diagonal form of the interactor, the
computation for the performance assessment can be greatly
simpliﬁed [12]. Thus there is a need to determine whether a
process has a diagonal interactor matrix from the given
pair-wise time delays.
Motivated by the above discussions, this paper is con-
cerned with (1) development and analysis of an alternative
performance assessment approach based on optimal predic-
tions, (2) development of two data-driven algorithms to
estimate the multi-step optimal prediction error variance,
(3) methods to determine whether the process has a simple
or diagonal form of interactor matrices. The remainder of
this paper is organized as follows. In Section 2, the concept
of the interactor matrix is revisited. The performance
assessment problem, when the time delays between each
pair of inputs and outputs are known, is discussed in
Section 3. Results on multi-variate feedback control per-
formance assessment without relying on any a priori knowl-
edge of the process model are presented in Section 4.
Data-driven algorithms for the computation of multi-step
prediction error variance are derived in Section 5, followed
by concluding remarks in Section 6.
2. Revisit of interactor matrix
Consider the following multi-variate process
Y t ¼ TUt þ Nat ð1Þ
where T and N are proper (causal), rational transfer func-
tion matrices in the backshift operator q1; Yt, Ut and at
are output, input and noise vectors of appropriate dimen-
sions. at is further assumed to be white noise with zero
mean and Var(at) = Ra. N is rational realization of distur-
bance spectrum with the standard assumptions [20] that
N(q1 = 0) = I and N is minimum phase, both of which
are true through an appropriate realization of the distur-
bance spectrum.
Lemma 1. For every n · m proper, rational polynomial
transfer function matrix T, there exists non-singular, n · n
(non-unique) polynomial matrix D, such that jDj = qr,
DTD = I and
lim
q1!0
DT ¼ lim
q1!0
eT ¼ K
where K is a full rank constant matrix, the integer r is defined
as the number of infinite zeros of T, and eT is the delay-free
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finite zeros. The matrix D is known as the unitary interactor
matrix, an equivalent form of the conventional lower triangu-
lar interactor matrix [3] and can be written as
D ¼ D0qd þ D1qd1 þ    þ Dd1q ð2Þ
where d is denoted as the order of the interactor matrix and is
unique for a given transfer function matrix [5,24,22], and Di
(for i = 0, . . . , d  1) are coefficient matrices.
The interactor matrix D can be one of the three forms
described in the sequel. If D is of the form: D = qdI, then
the transfer function matrix T is regarded as having a sim-
ple interactor matrix. If D is a diagonal matrix, i.e.,
D ¼ diagðqd1 ; qd2 ; . . . ; qdnÞ, then T is regarded as having a
diagonal interactor matrix. Otherwise, T is considered to
have a general interactor matrix.
The computation of the interactor matrix needs a com-
plete process model or at least the ﬁrst few Markov para-
meters of the process model [12], which is beyond the
knowledge of time delays between each pair of the inputs
and outputs. This requirement of process model informa-
tion has been the main diﬃculty to the application of the
multi-variate control performance assessment technique.
3. Assessment of multi-variate control performance with
known pair-wise time delays
It has been shown in [12,7] that the ﬁrst d terms of the
following moving average expansion of the interactor ﬁl-
tered multi-variate closed-loop output are feedback control
invariant, where d is the order of the interactor matrix.
eY t ¼ qdDY t
¼ eF 0atþ eF 1at1þ  þ eF d1atðd1Þ þ eF datd þ   ð3Þ
The ﬁrst d terms represent the closed-loop output of eY t if
the minimum variance feedback control is implemented,
where the minimum variance is in the sense of minimizing
the trace of the covariance of eY . Due to the property of the
unitary interactor matrix, the trace of the covariance of eY t
is the same as that of Yt. If the interactor matrix is known,
then Eq. (3) can be easily obtained through time series
analysis of Yt followed by the ﬁltering of q
dD and then
the moving average expansion, and the minimum variance
term can be calculated, which can be used as a benchmark
for multi-variable control performance assessment.
The problem in practical application is the interactor
matrix as discussed in the last section, calculation of which,
except for the diagonal interactor matrix, needs a priori
knowledge of the process model. In particular, an experi-
ment and identiﬁcation eﬀort has to be undertaken in order
to calculate the interactor matrix.
Unlike univariate control performance assessment, for
multi-variate control performance assessment, knowing
pair-wise time delays is not suﬃcient for calculating mini-
mum variance unless the interactor matrix has a simple
or diagonal structure. However, if the time delays betweeneach pair of inputs and outputs are indeed known, we
should search for a possible simple or diagonal structure
of the interactor matrix, which can directly lead to the com-
putation of the multi-variate minimum variance. Both the
simple and the diagonal interactor matrices can be calcu-
lated from the time delays between each pair of inputs
and outputs of the process. One may surprisingly ﬁnd that
the simple and diagonal interactor matrices are not uncom-
mon, particularly in industrial process, where the sparse
structure of the transfer function matrix is often observed.
The sparse structure also facilitates the determination of
the interactor structure.
Consider a multi-variable transfer function matrix of
dimension n · m given by
T ¼
T 11qd11 T 12qd12    T 1mqd1m
T 21qd21 T 22qd22    T 2mqd2m
           
T n1qdn1 T n2qdn2    T nmqdnm
0
BBB@
1
CCCA ð4Þ
where Tij is a scalar transfer function from the jth input to
the ith output. Deﬁne a delay matrix
W ¼
t11qd11 t12qd12    t1mqd1m
t21qd21 t22qd22    t2mqd2m
           
tn1qdn1 tn2qdn2    tnmqdnm
0
BBB@
1
CCCA ð5Þ
where dijs are time delays that are assumed known; tij is the
ﬁrst non-zero impulse response coeﬃcient from the jth in-
put to the ith output, which is typically unknown. From
W, we can obtain a diagonal matrix
H ¼
qd1
qd2
. .
.
qdn
0
BBBB@
1
CCCCA ð6Þ
where di = min{dij : j = 1, . . . ,m}. Then the following
lemma is true:
Lemma 2. If T has a diagonal interactor matrix D then
D = H, where T and H are given by Eqs. (4) and (6),
respectively.
Proof. Use the method of contradiction.
If T has a diagonal interactor matrix D, but D5 H.
This means there exists at least one diagonal element in D,
say, the ith diagonal element, such that
D ¼
qd1
. .
.
qþl
. .
.
qþdn
0
BBBBBBBB@
1
CCCCCCCCA
ð7Þ
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T by D yields
DT ¼
T 11qðd11d1Þ          T 1mqðd1md1Þ
              
T i1qðdi1lÞ    T ipqðdiplÞ    T imqðdimlÞ
              
T n1qðdn1dnÞ          T nmqðdnmdnÞ
0
BBBBBBBBB@
1
CCCCCCCCCA
ð8Þ
Since l is not the minimum of {dij : j = 1, . . . ,m}, there exists
at least one element in the ith row, say at the pth column,
such that (dip  l) > 0. Therefore limq1!0qðdiplÞ ! 1
and limq1!0DT does not exist. Consequently D cannot be
an interactor matrix of T. h
The following lemma provides a useful criterion to
determine whether a process T has a diagonal interactor
matrix:
Lemma 3. If K ¼ limq1!0HW is of full rank for all tij5 0,
then (1) the interactor matrix is diagonal and (2) D = H.Proof. The ﬁrst part can be proved by noticing the fact
that limq1!0HT ¼ limq1!0HW ¼ K. By the deﬁnition of
the interactor matrix, if K is of full rank, H must be an
interactor matrix of T. Based on the result of the ﬁrst part,
the second part of the proof directly follows from Lemma
2. h
Lemma 3 provides a suﬃcient condition for the determi-
nation of the interactor structure. In practice, one can relax
this condition by checking if the determinant of K is zero (if
K is not a square matrix, one instead has to use KTK or
KKT for tall and fat K respectively), to determine condi-
tions for the singularity. MATLAB symbolic toolbox is
useful for such an application. The procedure is as follows:
(1) calculate the determinant, (2) ﬁnd condition for the
determinant to be zero, and (3) check whether these condi-
tions hold.
Next, we will demonstrate the method of determining
the structure of the interactor matrix using several classical
multi-variable examples and an industrial example.Table 1
Four classical multi-variable processes
Process g11(s) g12(s)
Wood and Berry (WB) 12:8es
16:7sþ 1
18:9e
21sþ
Vinante and Luyben (VL)
2:2es
7sþ 1
1:3e0
7sþ 1
Wardle and Wood (WW)
0:126e6s
60sþ 1
0
ð48sþ
Ogunnaike and Ray (OR)
22:89e0:2s
4:572sþ 1
11:64
1:8073.1. ExamplesExample 4. Consider four 2 · 2 processes discussed in [15].
The transfer functions matrices are given in Table 1.
With sampling interval Ts = 1, the four continuous-time
transfer functionmatrices can be transferred to discrete-time
transfer function matrices (by assuming zero-order hold).
The time delay matrices W are summarized in the ﬁrst row
of Table 2. The H matrices are obtained and summarized
in the second row. The multiplications K ¼ limq1!0HW
are listed in the third row, and their determinants are shown
in the fourth row. The ﬁfth row shows the conditions for the
determinants to be zero. It is not diﬃcult to ﬁnd out that
Wood–Berry and Wardle–Wood both have the diagonal
interact matrices; Ogunnaike and Ray has the simple inter-
actor matrix structure unless the ﬁrst non-zero impulse
responses of the four sub-transfer functions satisfy the con-
dition t11t21 ¼
t12
t22
, which is not the case; Vinante–Luyben does
not have the simple or diagonal interactor matrix.
Example 5. Consider an industrial 6 · 6 process presented
in [4], which has the following pair-wise delay matrix:
W ¼
q1 0 0 0 0 0
q1 q1 q1 0 q1 0
q1 q1 q1 0 q1 0
0 0 0 0 q1 0
q2 q2 0 q2 q2 q2
0 0 0 q1 q1 0
0
BBBBBBBB@
1
CCCCCCCCA
ð9Þ
An unitary interactor matrix was calculated in [4] using
complete knowledge of the process transfer function
matrix. The result was
D¼
0:05925q 0:7234q 0:4q 0:5596 0 0
0:006454q 0:4251q 0:9003q 0:0934q 0 0
0:02356q 0:3103q 0:09755q 0:4734q 0 0:8183q
0:03354q 0:4417q 0:1389q 0:6739q 0 0:5748q
0:9974q 0:06791q 0:02491q 0 0 0
0 0 0 0 q2 0
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
ð10Þg21(s) g22(s)
3s
1
6:6e7s
10:9sþ 1
19:4e3s
14:4sþ 1
:3s 2:8e1:8s
9:5sþ 1
4:3e0:35s
9:2sþ 1
:101e12s
1Þð45sþ 1Þ
0:094e8s
38sþ 1
0:12e8s
35sþ 1
e0:4s
sþ 1
4:689e0:2s
2:174sþ 1
5:8e0:4s
1:801sþ 1
Table 2
Determination of interactor structure for four classical multivariable processes
WB VL WW OR
W t11q2 t12q4
t21q8 t22q4
 
t11q2 t12q1
t21q2 t22q1
 
t11q7 t12q14
t21q9 t22q9
 
t11q1 t12q1
t21q1 t22q1
 
H q
2
q4
 
q
q
 
q7
q9
 
q
q
 
K
t11 0
0 t22
 
0 t12
0 t22
 
t11 0
t21 t22
 
t11 t12
t21 t22
 
det(K) t11t22 0 t11t22 t11t22  t12t21
Cond. None Any tij None
t11
t21
¼ t12
t22
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knowing process models other than the delays we would get
H ¼
q
q
q
q
q2
q
0
BBBBBBBB@
1
CCCCCCCCA
ð11Þ
and K matrix
K ¼
t11 0 0 0 0 0
t21 t22 t23 0 t25 0
t31 t32 t33 0 t35 0
0 0 0 0 t45 0
t51 t52 0 t54 t55 t56
0 0 0 t64 t65 0
0
BBBBBBBB@
1
CCCCCCCCA
ð12Þ
The determinant of K can be calculated as det(K) =
t25t64t56(t22t33  t32t23). Due to the sparse structure of
industrial processes, the determinants often have such a
simple structure. Since tij5 0 by the deﬁnition, the condi-
tion for the determinant to be zero is t22t32 ¼
t23
t33
. Whether this
condition holds can be easily determined by checking the
variables of the process. As discussed in [4], CV2 is temper-
ature, CV3 internal reﬂux ratio, MV2 reboiler stem ﬂow,
andMV3 internal reﬂux ﬂow. The chance for the condition
to be true has the probability! 0. Therefore, the interac-
tor matrix should have a diagonal structure and the com-
plete knowledge of the multi-variate process, which was
assumed in [4], is not necessary. In the worst case, if one
is not able to determine whether the condition is true,
one would at most need to ﬁnd out the ﬁrst non-zero
impulse response coeﬃcients of four sub-transfer functions,
a signiﬁcant reduction of the a priori knowledge than the
complete transfer function matrices.
Is this result in a contradiction to that of [4] shown in
Eq. (10)? It has been shown in [12] that the two unitary
interactor matrices are equivalent if
D ¼ CD ð13Þ
where C is a unitary constant matrix. It can be shown by
using QR decomposition that ifC¼
0:0592 0:0065 0:0236 0:0330 0:9974 0
0:7234 0:4251 0:3103 0:4417 0:0679 0
0:4000 0:9003 0:0976 0:1389 0:0249 0
0:5596 0:0934 0:4734 0:6738 0 0
0 0 0 0 0 1
0 0 0:8183 0:5748 0 0
0
BBBBBBBB@
1
CCCCCCCCA
ð14Þ
Pre-multiplying Eq. (10) by C results in Eq. (11), a diagonal
interactor matrix! Therefore, although it is not straightfor-
ward to see it, Eq. (10) is in fact a diagonal interactor
matrix.
Once the diagonal structure of the interactor matrix is
determined, the multi-variate minimum variance can be
determined by following the approaches discussed in
[7,12], and is omitted here.
4. Assessment of multi-variate control performance without
any a priori knowledge of interactor matrices
If the pair-wise time delays are unknown or the interac-
tor matrix has been determined to be non-diagonal, then it
is not possible to estimate minimum variance from closed-
loop routine operating data. In this section, we shall
consider an alternative method for the assessment of
multi-variate control loop performance without relying
on any a priori knowledge of the interactor matrices. There
are several interactor matrix-free methods in the literature,
mainly based on closed-loop impulse response [12,23,25],
and variance of multi-step prediction errors [7,17,23].
Earlier work in using interactor-free approach may be
traced back to [1,2]. In this section, we shall extend the
above mentioned methods, mainly the variance of predic-
tion error based methods, to a novel closed-loop potential
graphic measure and a single numerical value to measure
control performance potential.
Consider a closed-loop multi-variate process repre-
sented by a moving average or a Markov parameter form:
Y t ¼ F 0at þ F 1at1 þ    þ F i1atði1Þ þ F iati þ    ð15Þ
We have assumed Ra = I. However, if Ra5 I, one can
always normalize Fis such that F i  F iR1=2a and
at  R1=2a at, and then the new at will satisfy Ra = I. This
462 B. Huang et al. / Journal of Process Control 16 (2006) 457–471moving average model can be estimated from routine oper-
ating data without any a priori knowledge about the inter-
actor matrices.
Since at is white noise, the optimal ith step prediction is
given by
Y tjti ¼ F iati þ F iþ1ati1 þ    ð16Þ
and the prediction error etjti = Yt  Ytjti is given by
etjti ¼ F 0at þ F 1at1 þ    þ F i1atði1Þ ð17Þ
The covariance of the prediction error can be calculated as
CovðetjtiÞ ¼ F 0F T0 þ F 1F T1 þ    þ F i1F Ti1
and its scalar measure
si,tr½CovðetjtiÞ ¼ trðF 0F T0 þ F 1F T1 þ    þ F i1F Ti1Þ
The incremental of the prediction error can be calculated as
ri,tr½CovðetjtiÞ  Covðetjtði1ÞÞ ¼ trðF i1F Ti1Þ
If we plot si versus i, then the plot reﬂects how the predic-
tion error increases with the prediction horizon. Note that
as i!1, Cov(etjti)! Cov(Yt). This fact can be seen by
comparing Eqs. (15) and (17).
Remark 6. si is nothing but the sum of squared error of the
closed-loop response to an impulse disturbance up to time i
if the disturbance is an impulse. If we plot si versus i, each
point of the plot, for example si, represents the sum of
squared error (SSE) of the closed-loop response up to time
i. If, after time i, the disturbance can be completely
controlled (by a deadbeat control for example), then the
total error of the response will remain to be si, which is the i
step optimal prediction error from stochastic view point.
Since si is the integration of the squared closed-loop
impulse response, it is analogous to the step response and
can be used to determine dynamic information such as the
settling time of the closed-loop response to the disturbance.
As explained in [25], ri is a 2-norm measure of the impulse
response coefﬁcients and is analogous to the squared
impulse response coefﬁcients of a univariate process.
Therefore, this plot of ri versus i, is also an indication of
closed-loop performance of a multi-variate controller,
which has been used in some commercial software for
multi-variate control performance monitoring and also in
the literature [12,25]. In [23], the idea of impulse response0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
i  o
p i
Decreasing control gain
Fig. 1. Illustration of closedas a measure of control performance has been extended to
individual impulse response of each output to each shock
of the disturbances to measure the interaction of variables.
They have also proposed the use of forecast error variance
decomposition (FEVD) for the measure of interactions.
While si is the overall measure of prediction error variance,
the FEVD is the decomposition of prediction error
variance of individual variable to each shock of the
disturbances.
Motivated by the interpretation of ri and si, we deﬁne
the closed-loop potential pi as
pi,
s1  si
s1
ð18Þ
Since si is monotonically increasing with i, pi is monotoni-
cally decreasing. Since s0 = tr[Cov(Yt  Ytjt)] = 0, p0 = 1.
Therefore, pi starts from 1 at i = 0 and monotonically de-
creases to 0 and 0 6 pi 6 1. Unlike the impulse response
or variance of prediction error, pi is dimensionless and
facilitate the comparison of control performance. pi can
be interpreted as follows: If a deadbeat control action
can be applied from time i, then the process output SSE
can be reduced by 100 · pi percent. From stochastic view
point, if i is greater than the interactor order d, it is possible
that the variance of the multi-variate output can be reduced
by 100 · pi percent of the current variance [10,11]. Since the
order of the actual interactor matrix may not be known,
one would look for the trajectory of the closed-loop poten-
tial versus a range of possible d. Potential plots such as
those illustrated in Fig. 1 are useful. Faster decays of the
potential to zero indicate less possibility to improve the
control. Due to the monotonically decreasing nature of
the potentials and ﬁxed starting and ending values of the
potentials, the area below the potential plot well reﬂects
the rate of its decaying. Therefore, it is possible to deﬁne
a scalar index to monitor the change of the closed-loop
potential. This index is called relative closed-loop potential
index and can be calculated as
gp ¼
P
pð2ÞiP
pð1Þi
 1 ð19Þ
where pð1Þi is a reference potential calculated, for exam-
ple, from the data sampled before control tuning, and pð2Þi5 6 7 8 9 10
r  d
-loop potential pi plot.
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of gp gives the percent change of the closed-loop potential
with the positive sign indicating an increased potential and
the negative sign indicating a decreased potential. Note
that an increase of the potential implies a deteriorated tun-
ing while a decrease of the potential implies an improved
tuning. In analogy to FEVD [23], closed-loop potentials
can also be deﬁned for the individual output variable and
the relative closed-loop potential index for each output
can also be derived. To calculate potential of individual
variable, the trace operator tr[Æ] should be replaced by diag-
onalization operator diag[Æ].
The closed-loop potential is an extension of variance of
the prediction error. It is naturally related to all variance of
prediction error based measures for performance assess-
ment, such as PI3(k) in [7] where only a ﬁxed k was consid-
ered though. However, this graphic extension, scalar
measure of closed-loop potential, and its interpretations
have provided enhancements to previously proposed
methods.
4.1. Example
Example 7. Consider a 2 · 2 multi-variable process with
the open-loop transfer function matrix T and disturbance
transfer function matrix N given by
T ¼
q1
1 0:4q1
0:5q2
1 0:1q1
0:3q1
1 0:4q1
q2
1 0:8q1
2
6664
3
77750 5
0
5
10
15
20
s i
0 5
0
1
2
3
4
r i
Fig. 2. si andN ¼
1
1 0:5q1
q1
1 0:6q1
q1
1 0:7q1
1:0
1 0:8q1
2
6664
3
7775
The white noise excitation, at, is a two-dimensional nor-
mally distributed white noise sequence with Ra = I.
Consider that the following multi-loop controller is
implemented in the process:
Q ¼
k
0:5 0:20q1
1 0:5q1 0
0
0:25 0:200q1
ð1 0:5q1Þð1þ 0:5q1Þ
2
6664
3
7775
In this example, three controller gains, k = 2.8, 2.9, 3.0
respectively, are considered. si and ri for i = 1,2, . . . , 10
are calculated and plotted in Fig. 2. The si plot (top panel)
indicates that the closed-loop settling time increases with
the increasing of the controller gain, so does the SSE.
For example, the settling time for k = 2.8 is about ﬁve sam-
ples while the settling time for k = 3.0 is more than 10 sam-
ples. The ri plot shown in the bottom panel of Fig. 2
presents the similar information as si such as the informa-
tion about the settling time. However, unlike the si plot
which is monotonically increasing, the ri plot has a more
complicated and hard-to-interpret pattern. We therefore
recommend the use of the si plot and the pi plot (to be
discussed next). The si plot or its equivalent has been
discussed in [17,23].
The potential plot of pi shown in Fig. 3 is possibly more
useful in the interpretation of control performance. For10 15
i
10 15
i
k=2.8
k=2.9
k=3.0
k=2.8
k=2.9
k=3.0
ri plots.
0 5 10 15
0
0.2
0.4
0.6
0.8
1
i
p i
k=2.8
k=2.9
k=3.0
Fig. 3. pi plot.
464 B. Huang et al. / Journal of Process Control 16 (2006) 457–471example, pi for k = 3.0 has a slowest rate to approach its
steady state and thus its potential decreases to zero at the
slowest rate. For a considerable range of the process delays
(expressed by interactor order d for example), its potential
is signiﬁcantly diﬀerent from zero. As an example, for an
interactor order up to 5 samples, the potential is larger than
0.3, i.e. 30% reduction of variance is possible for the inter-
actor order up to 5. On the other hand, for the tuning of
k = 2.8, the potential dies to zero quickly. In this case,
there is not much potential left after the interactor order
is greater than 5.
For control tuning of multi-variate systems or control
upgrading from multi-loop control to multi-variable con-
trol such as MPC, one is interested in whether control per-
formance is indeed improved. If an existing 1st controller
gain is k = 2.9, assume that the gain is tuned to 2.8 or
3.0 and representative closed-loop data are sampled before
and after the tuning. Then the scalar measures of the
relative closed-loop potentials calculated from the data0 5
0
0.2
0.4
0.6
0.8
1
p i,
y1
0 5
0
0.2
0.4
0.6
0.8
1
p i,
y2
Fig. 4. Individual closed-loop potential. The top panel is closed-loopare 0.16 or 0.28 for tunings k = 2.8 or 3.0 with k = 3.0
as the reference. These results indicate that (1) if the
controller gain increases to 3.0, then the resulting system
has increased closed-loop potential by 28%, indicating a
deteriorated performance; (2) if the controller gain
decreases to 2.8, then the resulting system has reduced
closed-loop potential by 16%, indicating an improved
performance.
The scalar measures of the individual relative closed-
loop potentials for the ﬁrst output calculated from the data
are 0.18 and 0.27 for tunings k = 2.8 and 3.0, respec-
tively. The scalar measures of the individual relative
closed-loop potentials for the second output calculated
from the data are 0.04 and 0.10 for tunings k = 2.8 and
3.0, respectively. These results indicate that the proposed
tuning has much less eﬀect on the second output than the
ﬁrst output. This fact can also be visualized from Fig. 4.
More interesting elaboration of individual potentials will
be discussed in a case study example shortly.10 15
i
10 15
i
k=2.8
k=2.9
k=3.0
k=2.8
k=2.9
k=3.0
potential of y1; the bottom panel is closed-loop potential of y2.
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5.1. Preliminary—subspace modeling
Consider a time series model in innovation form
xtþ1 ¼ Axt þ Kat ð20Þ
Y t ¼ Cxt þ at ð21Þ
Note that, if one wishes, this parametric state space model
(or equivalently ARMA model) can also be estimated from
closed-loop routine operating data using a standard time
series analysis software package. The closed-loop Markov
parameter matrices can then be derived from the model,
and ﬁnally prediction errors can be calculated. The proce-
dure is, however, non-trivial for a multi-variate process.
The challenge of using conventional time series analysis
for multi-variate modeling lies in the following aspects:
• Diﬃculty in selection of model order [23]. Take a two-
variable vector ARMA model as an example, AY = Ce
where A is a 2 · 2 polynomial matrix. Each element of
the matrix can have diﬀerent order. Thus one may have
to choose orders for four polynomials in matrix A. Sim-
ilarly, C has the same dimension as A and could add
order determination for additional four polynomials.
• Large number of parameters to be estimated. Suppose
we choose each polynomial of A and C to be second
order. Each second order polynomial has two parame-
ters. Then there are potentially 16 parameters to esti-
mate. This number grows quickly with the dimension
of the output to be handled.
• Complexity of algorithms. In general, the ARMA model
has to be estimated by a non-linear numerical optimiza-
tion. The associated problems include the global versus
local optimization, convergence, and computation load.
• The simpler AR model may be used to model the time
series as well; however, it typically needs higher order
than that of the ARMA model. Therefore it has even
larger number of parameters to estimate. The diﬃculty
and uncertainty in selecting the order of a vector AR
model have also been discussed in [23].
Next, we will present two data-driven algorithms to cal-
culate the multi-step optimal prediction errors, from which
both si and pi can easily be calculated without needing a
model.
The relation between the state space representation and
the moving average form (cf. Eq. (15)) can be easily estab-
lished as the following:
F 0 ¼ I
F 1 ¼ CK
F 2 ¼ CAK
..
.
F i1 ¼ CAi2K
ð22ÞFollowing the standard subspace notation [27], one can de-
rive, through the iterative substitution of Eqs. (20) and
(21), the subspace matrix equations as
Y ij2i1 ¼ CiX i þ HsiEij2i1 ð23Þ
Y 0ji1 ¼ CiX 0 þ HsiE0ji1 ð24Þ
X i ¼ AiX 0 þ DsiE0ji1 ð25Þ
where the output and innovation block-Hankel matrices
are deﬁned as
Y 0ji1 ¼
Y 0 Y 1    Y j1
Y 1 Y 2    Y j
           
Y i1 Y i    Y iþj2
0
BBB@
1
CCCA
E0ji1 ¼
a0 a1    aj1
a1 a2    aj
           
ai1 ai    aiþj2
0
BBB@
1
CCCA
Other output Yij2i1 and innovation Eij2i1 block-Hankel
matrices are deﬁned conformably with the subscript being
changed accordingly. The dimensions of these matrices
have been discussed in [27].
The state is deﬁned as
X 0 ¼ x0 x1    xj1ð Þ
X i ¼ xi xiþ1    xiþj1ð Þ
The extended observability matrix Ci is given as
Ci ¼
C
CA
CA2
  
CAi1
0
BBBBBB@
1
CCCCCCA
The reversed extended controllability matrix Dsi is given
below
Dsi ¼ Ai1K Ai2K    AK K
 
The lower triangular block-Toeplitz matrix Hsi is given by
Hsi ¼
I 0 0    0
CK I 0    0
CAK CK I    0
              
CAi2K CAi3K CAi4K    I
0
BBBBBB@
1
CCCCCCA ð26Þ
In subspace identiﬁcation literature, the following short-
hand notations are often used:
Y p ¼ Y 0ji1 Y f ¼ Y ij2i1
Ep ¼ U 0ji1 Ef ¼ Uij2i1
Xp ¼ X 0 X f ¼ X i
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‘‘future’’.
With these short-hand notations, the subspace Eqs.
(23)–(25) can be written as
Y f ¼ CiX f þ HsiEf ð27Þ
Y p ¼ CiX p þ HsiEp ð28Þ
X f ¼ AiX p þ DsiEp ð29Þ5.2. Calculation of multi-step optimal prediction errors
Re-write Eq. (27) as
Y f  CiX f ¼ HsiEf ð30Þ
We shall now evaluate the following quantity
lim
j!1
1
j
ðY f  CiX f ÞðY f  CiX f ÞT
¼ lim
j!1
1
j
HsiEf E
T
f ðHsi ÞT ð31Þ
Notice that
lim
j!1
1
j
EfETf ¼
Ra
Ra
. .
.
Ra
0
BBBB@
1
CCCCA ð32Þ
and substituting Eqs. (32) and (26) into (31) yields
lim
j!1
1
j
ðY f CiX f ÞðY f CiX f ÞT
¼
Ra RaKTC
T  RaKTðAi2ÞTCT
CKRa CKRaKTC
TþRa  
   
CAi2K   CAi2KRaKTðAi2ÞTCTþþRa
0
BBBBB@
1
CCCCCA
ð33Þ
Comparing Eq. (33) with (22), it is easily established that
diagonal elements of limj!1 1j ðY f  CiX f ÞðY f  CiX f ÞT
are given by
diag lim
j!1
1
j
ðY f CiX f ÞðY f CiX f ÞT
 
¼
F 0RaF T0
F 1RaF T1 þF 0RaF T0
. .
.
F i1RaF Ti1þþF 1RaF T1 þF 0RaF T0
0
BBBBBBB@
1
CCCCCCCA
ð34Þ
That is to say, the diagonal elements that are the variance
of prediction errors from one step prediction all way
through i step prediction, can be calculated easily. Thus,
Eq. (34) is a very useful integrated formula that simulta-
neously calculates the prediction errors over consecutive
steps with a single shot of computation. The simultaneouscalculation of multiple step prediction errors provides a
means to the visualization of the prediction errors si and
closed-loop potentials pi over the extended horizon when
the interactor order is unknown.
Next we need to derive CiXf from data. Considering the
fact that the future disturbance Ef (white noise) is indepen-
dent of the past output Yp, performing an orthogonal pro-
jection of row space of Eq. (27) onto row space of Yp yields
Y f=Y p ¼ CiX f =Y p ð35Þ
Xf /Yp will be shown in Appendix A to be one realization of
the Kalman ﬁlter state for the system represented by Eqs.
(20) and (21). Therefore, we may write Eq. (35) as
Y f=Y p ¼ Ci bX f ð36Þ
and Yf /Yp is one estimate of CiXf.
The remaining problem is to calculate the orthogonal
(linear) projection used in Eq. (35), Yf /Yp, which can be
expressed as
Y f=Y p ¼ LY p ð37Þ
The calculation of this projection without relying on the
models such as Eqs. (20) and (21) can be formally stated
as follows:
Algorithm 1. Given the measurement Y0,Y1, . . . ,YN of the
closed-loop process, calculate prediction errors over a ﬁnite
horizon using only the output data.
In view of structure of the data Hankel matrices Yp and
Yf, this problem can be re-casted as: Given Yp, ﬁnd an opti-
mal (in the sense of Frobenius norm) linear predictor of Yf
in the form
bY f ¼ LY p ð38Þ
to minimize the Frobenius norm of the prediction error.
The problem may be solved by minimization of the follow-
ing objective
min
L
¼ jjY f  LY pjj2F
where the subscript F stands for the Frobenius norm. The
solution is well known in subspace literature [27], which is
given by the orthogonal projection of the row space of Yf
onto the row space of Yp, i.e.bY f ¼ Y f=Y p ¼ Y f Y þp Y p ¼ Y f Y Tp ðY pY Tp Þ1Y p ð39Þ
Therefore,
L ¼ Y f Y Tp ðY pY Tp Þ1 ð40Þ
Thus, the optimal predictions over multiple steps can be
calculated from the time series data Yt without relaying
on an explicit time series model.
Remark 8. Eq. (40) is a regression equation that is known
as projection in subspace system identiﬁcation literature.
However, for system identiﬁcation or time series modeling,
one has to extract the system matrices/parameters from the
calculated L matrix, i.e. another regression is needed in
B. Huang et al. / Journal of Process Control 16 (2006) 457–471 467order to estimate model parameters. Therefore, in subspace
literature, the projection matrix L has not been treated as a
model. However, to obtain an appropriate estimation of L,
the row dimension of Yf or Yp should be larger than the
order of the underlining system as suggested in [27].
Although there is no limitation on how large this row
dimension can choose and thus there is some freedom to
choose it, a too large row dimension will reduce the column
dimension of Yf or Yp and obviously lead to larger variance
of estimation of L. Since Eq. (40) is essentially a linear least
squares problem, the adequacy of the estimation of L can
be tested following the standard statistical tests for linear
least squares solution from Statistics literature.
On the other hand, if the auto-covariance and covari-
ance of the output data are available, one can also calculate
the projection using these covariances matrices. The prob-
lem is stated as follows:
Algorithm 2. Given the measurement Y0,Y1, . . . ,YN of the
closed-loop process, calculate prediction errors over a ﬁnite
horizon using only variance and covariance of the output
data.
Let us ﬁrst deﬁne two covariance matrices
Rp;p ¼
K0 K1    K1i
K1 K0    K2i
           
Ki1 Ki2    K0
0
BB@
1
CCA ð41Þ
Rf ;p ¼
Ki Ki1    K1
Kiþ1 Ki    K2
           
K2i1 K2i2    Ki
0
BB@
1
CCA ð42Þ0 1 2 3 4
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Fig. 5. Theoretical and estwhere
Ki ¼ E½Y tþiY Tt 
It can be veriﬁed by direct substitution that
lim
j!1
1
j
½Y pY Tp  ¼ Rp;p ð43Þ
lim
j!1
1
j
½Y f Y Tp  ¼ Rf ;p ð44Þ
Now, rewrite Eq. (40) as
L ¼ 1
j
Y f Y Tp
1
j
Y pY Tp
 1
ð45Þ
As j!1
L! Rf ;pðRp;pÞ1 ð46Þ
Thus the optimal prediction over multiple steps is given by
bY f ¼ Rf ;pðRp;pÞ1Y p ð47Þ
where Rf,p and Rp,p can be easily calculated from variance
and covariance of time series data Yt. No time series mod-
eling is needed.
To illustrate the proposed algorithms, re-consider
Example 7. With k = 3, a set of 2000 data points is simu-
lated. Optimal prediction errors si and closed-loop poten-
tials pi are estimated from simulated routine operating
data and compared to their theoretical values in Fig. 5.
One can see that the estimated results have a good agree-
ment with the theoretical ones.
Remark 9. To use the proposed algorithm, one should
have one set of routine operating data for one controller5 6 7 8 9 10
i
5 6 7 8 9 10
i
theoretical
estimated
theoretical
estimated
imated si and ri plots.
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as a reference. A natural question is how this set of data
can be obtained and the proposed algorithm can be
applied. There are several practical scenarios in which the
proposed algorithms can be applied. (1) When a control
engineer is setting up a new multi-variable control structure
there would be opportunity to experiment with different
tunings and build up a reference family of curves that can
be compared with the potential curves in future. (2) Process
control engineers could have a general engineering judge-
ment for how their process should behave. This is similar to
the user deﬁned benchmark [19,12]. They would often
know that it should be settled after a certain elapsed time
and therefore be able to make a user-deﬁned potential
curve that is a ‘‘good enough’’ target for the multi-variable
controller. (3) When control engineers perform ﬁeld
tuning/re-tuning of the controllers, this algorithm provides
the direction of the tunings without involving complex
calculations. One caution, when apply this method or even
other control performance methods, is that the dynamics
and covariance structure of the disturbance should remain
the same throughout performance assessment process to
ensure a fair comparison of control performance before
and after the tuning.Table 3
MVs and their constraints, weights used in MPC design
No. MV Min Max Rate Weight
1 Reﬂux PID
setpoint
299 t/d 700 t/d 20 t/d 0.0059
2 Pressure PID 0.145 bar 0.6 bar 0.001 bar/min 1,000,0005.3. Case study
For a petrochemical distillation column, shown in
Fig. 6, which separates chemical petro in a reﬁnery of Shell
Company in Cologne (FRG) in Germany, a multi-variable
predictive controller has been developed [28]. Its feed is
chemical petrol from the desulfurization, its top product
is light petro with boiling point between 30 and 65 C,
and its bottom product is heavy petro with boiling point
between 65 and 180 C.
According to the multi-variable model provided in [28],
we have designed an MPC using MATLAB MPC toolbox.
In this section, we will use the proposed data-driven algo-FT
TC
Steam
Feed
PC
0-50% 50-100%
FC
LC
QT
TT
TT
LC
UC
OffGas
Top Prod
PDT
Fig. 6. Schematic diagram of distillation column.rithms to evaluate closed-loop potentials for various
tunings.
This process has 10 controlled variables (CVs), four
manipulated variables (MVs) and one disturbance variable,
plus noise in most of CVs. All CVs/MVs and their corre-
sponding parameters are shown in Tables 3 and 4.
According to [28], the ﬁrst three CVs are quality vari-
ables. The concentration of the heavy petro in the top
product (distillate) has to be kept below 2.5%. The concen-
tration is estimated by the ﬁnal boiling point (FBP), i.e. the
boiling temperature of the product if 99% of the product
has been evaporated. For bottom product quality, the pres-
sure compensated temperature (PCT) is calculated and
used as CV. Meanwhile, the column pressure has to be kept
at its minimum value in order to reduce the energy con-
sumption (reboiler heating). CV4 and CV5 are auxiliary
variables that are controlled with less accuracy than the
ﬁrst three main controlled variables. The remaining CVs
are just constrained variables.
To reﬂect model-plant mismatch, rather than using the
exact model for the MPC design, an approximate model
through linearization function in Simulink by perturbing
the original model is obtained and the MPC controller is
designed based on the approximate model. The designed
MPC controller is then implemented in the original model.
All CVs except for CV6 and CV8 are subject to distur-
bance, which is ﬁltered white noise with ﬁlter time constant
5 min. CV6 and CV8 (OPs) can be measured exactly and
are not subject to the noise. A disturbance variable (DV)
is the feed ﬂow rate, which is simulated by ﬁltered white
noise with ﬁlter time constant 10 min.setpoint
3 Feed
temperature
0% 100% 0.5%/min 0.5153
4 Duty valve 62% 100% 0.1%/min 1.7374
Table 4
CVs and their constraints, weights used in MPC design
No. CV Unit Min Max Weight
1 Final boil point (top) C 67.75 68.25 1
2 Pressure corrected
temperature (bottom)
C 85.5 86.5 0.04
3 Pressure bar 0.15 0.15 3.33
4 Feed temperature C 70.0 70.0 0.01
5 Pressure corrected
temperature (top)
C 56.0 66.0 1.0
6 Pressure PID valve position % 0 42 25
7 Duty MW 4.0 5.5 1.0
8 Baypass valve position % 0 95 1.0
9 Reﬂux PID ﬂow t/d 0 650 0.0001
10 Furnace duty violation MW 1000 0 1.25
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Fig. 8. Individual closed-loop potentials from Tuning 1 for three quality
CVs.
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Fig. 9. Individual closed-loop potentials from Tuning 2 for three quality
CVs.
B. Huang et al. / Journal of Process Control 16 (2006) 457–471 469For the MPC design, sampling time is chosen as 1 min,
prediction horizon as 10 samples, and control horizon as
two samples. Since CV3 and CV4 are setpoint tracking vari-
ables (same upper and lower constraints), step disturbance
is selected in the MPC design GUI in MPC toolbox. We
consider diﬀerent tunings by adjusting ‘‘Overall’’ perfor-
mance knob from 0 (Most robust), 0.5 (Median), to 1 (Fast-
est response). These three tunings are labelled as Tuning 1, 2
and 3. Tuning 4 has the same parameters as Tuning 2 except
for the weighting of CV1 being increased from 1 to 100.
In computing overall closed-loop potential, we have
considered the weighting of each CV. The data of each
CV are scaled by the square root of corresponding weight-
ing of that CV before performing any further computa-
tions. Comparison of overall closed-loop potentials for
Tuning 1, 2 and 3 is shown in Fig. 7. The single numerical
measures of the three relative potentials are 0.048, and
0.054 with Tuning 2 as reference, respectively. These
numerical measures show that there is not much change
in the performance among the ﬁrst three tunings. However,
by visualizing individual closed-loop potentials shown in
Figs. 8–10, one can see that there is some diﬀerence
between Tuning 1 and Tuning 2/3, while Tuning 2 and 3
are quite similar. The diﬀerence lies in the FBP (CV1)
which is the most important quality variable. Both tuning
2 and 3 deteriorate the control of this critical CV by slightly
improving other two CV, relative to Tuning 1. Therefore,
Tuning 1 is recommended among these three tunings.
The individual closed-loop potentials also indicate that
the ﬁrst three tunings do not yield good control perfor-
mance for FBP compared to other two critical CVs, that
is, it has slowest decaying closed-loop potential in all three
tunings. Considering that the improvement of the control
of FBP is the most important, we simulate Tuning 4 (with
more weight on FBP) and the comparison of overall
closed-loop potentials for all four tunings is shown in
Fig. 12. The numerical closed-loop potential index for0 5 10 15 20 25 30 35 40
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Fig. 7. Comparison of overall closed-loop potentials from Tuning 1, 2 and
3 for three quality CVs.
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Fig. 10. Individual closed-loop potentials from Tuning 3 for three quality
CVs.
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Fig. 11. Individual closed-loop potentials from Tuning 4 for three quality
CVs.
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Fig. 12. Comparison of overall closed-loop potentials from Tuning 1, 2, 3
and 4 for three quality CVs.
470 B. Huang et al. / Journal of Process Control 16 (2006) 457–471Tuning 4 is 0.17 with Tuning 2 as the reference, a clear
indication of improved performance. It therefore turns
out that Tuning 4 is the best among the four tunings in
terms of the overall performance. The individual closed-
loop potential shown in Fig. 11 indicates the improvement
comes from the improvement of FBP at the cost of Bottom
PCT, showing a tradeoﬀ between top product quality and
bottom product quality.
6. Conclusion
In this paper, we have discussed alternative and simple
solutions to multi-variate feedback control performance
assessment. We have considered two scenarios: known
pair-wise time delays and no a priori knowledge of the
interactor matrices. For the case of known pair-wise time
delays, we have discussed procedure for determining and
extracting diagonal interactor matrices. For the case ofno a priori knowledge, we have proposed a performance
measure based on closed-loop potential. The solution is
based on the multi-step optimal prediction error. Two
data-driven subspace algorithms have been developed to
compute the optimal prediction errors and closed-loop
potentials. The simulation examples and a distillation col-
umn case study have shown the features of the proposed
algorithms.Acknowledgements
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Appendix A. Non-steady state Kalman ﬁlters
A non-steady state Kalman ﬁlter can be derived from
Eqs. (27)–(29) using the following procedure:
First, from Eq. (28), one can obtain
Ep ¼ Hsi Y p  Hsi CiX p ðA:1Þ
Substituting Eq. (A.1) into Eq. (29) yields
Xf ¼ ðAi  DsiHsi CiÞXp þ DsiHsi Y p ðA:2Þ
It is easy to see that Xf is the non-steady state solution of
Kalman ﬁlter state with Xp as its initial value since it is de-
rived from Eqs. (27)–(29), which, in turn, are derived from
the innovation form of the state space model, Eqs. (20) and
(21). The innovation form is known as the Kalman ﬁlter
[5,20].
In subspace literature, one often performs an oblique
projection [27] of Eq. (A.2) on to Wp through R where R
is any constant matrix of appropriate dimension
Xf =RW p ¼ ðAi  DsiHsi CiÞXp=RW p þ ðDsiHsi jDdi
 DsiHsi Hdi ÞW p=RW p ðA:3Þ
Wp/RWp =Wp by the deﬁnition of oblique projection.
Therefore, Eq. (A.3) can be simpliﬁed to
Xf =RW p ¼ ðAi  DsiHsi CiÞXp=RW p þ ðDsiHsi jDdi
 DsiHsi Hdi ÞW p ðA:4Þ
Comparing Eq. (A.4) with (A.2), one can see that these two
equations have the exactly the same structure, as the solu-
tion of the innovation state space equations (20) and (21).
In Eq. (A.2), Xf is the Kalman ﬁlter state with Xp as its ini-
tial condition. In Eq. (A.4), Xf =RW p ¼ bX f is Kalman ﬁlter
state but with the initial condition Xp=RW p ¼ bX p.
Following the same line, if we now make a orthogonal
projection of Eq. (A.2) onto Yp, we should have
Xf =Y p ¼ ðAi  DsiHsi CiÞXp=Y p þ DsiHsi Y p ðA:5Þ
and we can equally treat Xf/Yp as another Kalman ﬁlter
state but with Xp/Yp as its initial condition, i.e.
bX f ¼ Xf =Y p ðA:6Þ
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