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a b s t r a c t
Topology is the branch of mathematics that studies how objects relate to one another for their qualitative
structural properties, such as connectivity and shape. In this paper, we present an approach for data clus-
tering based on topological features computed over the persistence diagram, estimated using the theory
of persistent homology. The features indicate topological properties such as Betti numbers, i.e., the num-
ber of n-dimensional holes in the discretized data space. The main contribution of our approach is
enabling the clustering of time series that have similar recurrent behavior characterized by their attrac-
tors in phase space and spatial data that have similar scale-invariant spatial distributions, as traditional
clustering techniques ignore that information as they rely on point-to-point dissimilarity measures such
as Euclidean distance or elastic measures. We present experiments that conﬁrm the usefulness of our
approach with time series and spatial data applications in the ﬁelds of biology, medicine and ecology.
 2015 Elsevier Ltd. All rights reserved.
1. Introduction
Topological data analysis (TDA) (Carlsson, 2009; Lum et al.,
2013) is a new research ﬁeld that bridges computational methods
with the mathematical theory of topology (Zomorodian, 2005).
One of the motivations for the development of this ﬁeld is the
realization that while data analysis is useful in providing quan-
titative information, it could also beneﬁt from the knowledge
gained by analyzing more basic, or qualitative structures, espe-
cially in the presence of noise (Chang, Bacallado, Pande, &
Carlsson, 2013). For instance, while traditional data analysis has
excellent tools to quantitatively learn discriminating functions or
hyperplanes from labeled examples, it has fewer tools for analyz-
ing structural, or qualitative information, such as shape. That type
of information can be very important to ﬁelds in which shape
implies functional properties, such as in protein analysis (Sacan,
Ozturk, Ferhatosmanoglu, & Wang, 2007).
While traditional data analysis is currently performed by com-
paring pairwise similarities between objects, commonly using a
metric such as the Euclidean distance, it disregards information
such as shapes, including loops and holes. For instance, a tradi-
tional clustering algorithm that connects geometrically close
points will fail to ﬁnd sets of points that are spatially distant but
that present similar structure, or shape. Historically, topology
was the ﬁeld of mathematics created to study basic properties such
as loops and holes.
Topology has its roots in the work of Leonhard Euler (Stillwell,
1993), when he examined the ‘‘Seven Bridges of Königsberg’’ prob-
lem, which aims to ﬁnd a path through the city that crosses each
bridge only once. Insights, such as the irrelevance of land masses
to the problem led to the idea of vertices, while bridges to the idea
of edges of a graph. That laid the foundations for what would
become graph theory and later topology (Holzinger, 2014).
To realize the type of insights topology can provide, consider
the mathematical objects of a square and a circle. From a purely
geometric point of view, a square and a circle have very different
properties. On the other hand, to topologists they are exactly the
same object, as one can be continuously deformed into the shape
of the other, without the need to cut or glue pieces together
(Zomorodian, 2005).
Those points highlight a different perspective to approaching
data analysis, namely of a more qualitative nature, which considers
basic data properties. The approach we propose is suited to data
sets in which shape has meaning. Applications abound in which
that assumption is true. Scenarios such as protein analysis, spatial
data and time series analysis are examples that beneﬁt from a
topological perspective. Our proposal is especially useful because
it is more general and resilient than the simple application of dis-
tance measures in a metric space, which can often be corrupted by
noise (Tan, Steinbach, & Kumar, 2005).
This idea that topological spaces are a generalization is illus-
trated in Fig. 1, in which a space endowed with connectivity infor-
mation characterizes a topological space and the further addition
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of a speciﬁc distance function constitutes a metric space. One of
the advantages of working only with connectivity information in
topological spaces is that it does not suffer from the curse of
dimensionality, i.e., points tend to be equidistant in high dimen-
sional space (Bishop, 2006).
In this paper, we argue that topological features may help to
identify interesting patterns in the data clustering of time series
and spatial data. We present experiments in the ﬁelds of biology,
medicine and ecology that support this hypothesis. Our application
scenarios consist of GPS-tracking of birds, in which we assume the
hypothesis that birds of the same species have similar movement
behavior; EEG (Electroencephalography) time series analysis of
alcoholic patients versus a control group; and time series analysis
of the population growth of Tribolium ﬂour beetles.
The basis of our topological analysis lies in the theory of persis-
tent homology, which allows the constructions of persistence dia-
grams (PDs). Such diagrams can be viewed as summary statistics,
which capture multi-scale topological features (Fasy et al., 2014).
Homology can detect features such as connected components, tun-
nels and voids. A persistence diagram allows one to study for how
long those features persist when a scaling parameter is varied.
Thus, features that persist longer are said to be the most prominent
ones. For instance, considering a point cloud of a 2-d circle will
yield a long-persisting 2-d hole in the persistence diagram.
The proposed methodology can be summarized as follows. In
order to compute topological features, we need to ﬁrst discretize
the data space. We do that by applying persistent homology, which
ﬁrst creates a triangulation of the space using simplicial com-
plexes, to extract connectivity information. After that, topological
features are computed over the persistence diagram, which indi-
cates the birth and death of n-dimensional holes in the induced
topological spaces. Finally, the computed topological features are
used as input for a clustering algorithm, which allows us to map
the extracted clusters to meaningful data properties.
To illustrate the basic premise of what our method aims to
achieve consider Fig. 2. Traditional clustering techniques ﬁnd the
clusters shown in Fig. 2(a) by joining points according to a distance
measure deﬁned in a metric space. Our proposed topology-based
approach takes as input distinct cloud points, such as those in
Fig. 2(a) and merges clusters that have similar topological proper-
ties. In the example, shown in Fig. 2(b), clusters are merged accord-
ing to the number of 2-d holes that they surround.
The main contribution of this paper is a framework for cluster-
ing spatial and time series data sets based on topological features.
Insights can be gained by exploring basic qualitative properties of a
data set, which are often ignored by traditional distance-based
clustering approaches. For instance, analyzing how the topological
properties of a time series attractor change over time, one can
identify non-obvious recurrence relations, which can be missed if
time series are clustered using traditional distance-based tech-
niques with measures such as Euclidean distance or Dynamic
Time Warping.
To illustrate our contribution consider three time series,
S1; S2; S3, deﬁned according to Eqs. (1)–(3) and displayed in
Fig. 3((a)–(c)). Series S1 and S3 are periodic sine waves, while series
S2 is a damped sine wave. If we use Dynamic Time Warping
(Warren Liao, 2005) to compute normalized distances that already
correct for time-axis misalignments we obtain the dissimilarity
matrix D displayed in Eq. (4). We observe that, according to DTW
distance, S1 and S2 are closer together than S1 and S3, even though
S1 and S3 are both periodic functions, while S2 is not. This is due to
the fact that while computing the distance, DTW focus on quan-
titative aspects and the higher frequency of S3 contributes to the
increase in distance.
Our proposed framework allows for a more qualitative analysis
of the series. Consider the reconstructions in phase space using
Takens embedding theorem (Takens, 1981) with embedding
dimension m ¼ 2 and separation s ¼ 100, as illustrated in
Fig. 1. A hierarchy of spaces. A topological space is characterized by the addition of connectivity information, while a metric space by the addition of a distance measure.
Adapted from (Zomorodian, 2005).
Fig. 2. Traditional clustering (a) groups points based on their distance in a metric space. Our proposed topology-based approach takes as input the clusters shown in (a) and
then groups the clusters themselves according to their topological features. In the example, clusters are joined according to the number of 2-d holes they surround.
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Fig. 3((d)–(f)). One can clearly see the differences in behavior of the
attractors, highlighting the recurrent nature of S1 and S3. Persistent
homology allows one to quantify those qualitative aspects by com-
puting the number of persistent d-dimensional holes of each
attractor. Such computation yields the following Betti numbers:
b11 ¼ 1; b21 ¼ 0; b31 ¼ 1, such that bij indicates the number of j-di-
mensional holes of the ith attractor. Thus, persistent homology cor-
rectly identiﬁes that S1 and S3 have more in common than S1 and
S2. We explore in this paper the idea that such relationships can
be meaningful and provide new insight.
S1ðtÞ ¼ sinð2ptÞ ð1Þ
S2ðtÞ ¼ et cosð2ptÞ ð2Þ
S3ðtÞ ¼ sinð4pt þ p=2Þ ð3Þ
ð4Þ
In the next section, we provide a literature review of related
research. In Section 3, we introduce background concepts and
explain our proposed methodology. In Section 4, we present experi-
mental results that support our hypothesis. Finally, in Section 5, we
give our ﬁnal remarks and conclusions.
2. Literature review
Chiang (2007) proposes a topology-based method to transform
text documents into a hierarchical semantic space. Term associa-
tions form simplicial complexes, which as a connected component
can identify a concept contained in aWeb page. The technique con-
sists in ﬁrst constructing an undirected connected graph in which
extracted features from the data are nodes. Edges are added if two
features co-occurred in some instances. Next, concepts are recur-
sively generated from the graph by separating the simplicial com-
plexes into documents that have one of its faces but not the other.
Finally, the concepts are clustered together. The authors evaluated
their method on several category-based text collections, obtaining
better results than other distance-based techniques. It is interest-
ing to note that the authors did not use shape information as com-
puted by persistent homology, but only the idea of co-occurrences
in order to create the simplices. In our proposed approach, topol-
ogy information is gathered from features computed over the
persistence diagram, which has well-established mathematical
theory to support it in the ﬁeld of persistent homology.
Chazal, Guibas, Oudot, and Skraba (2013) proposed a persis-
tence-based clustering scheme that combines a mode-seeking
phase with a cluster merging phase in the density map. The ﬁrst
step, mode-seeking, consists in ﬁnding local peaks of the density
function f, from which points are drawn from, to use as cluster cen-
ters. The problem with that approach is that the gradient and
extreme points of a density function are unstable, so the approx-
imation can lead to poor results. The authors propose to overcome
this problem by using persistent homology to detect and merge
unstable clusters. Each peak in the density function f is mapped
to a point in the persistence diagram, in which its importance is
measured as the vertical distance from the point to the diagonal
y ¼ x. The main difference between their approach and ours is that
they have used topology to make better estimates of the density
functions that generate the data set, as to ﬁnd the correct number
of clusters. Our approach differs in that we are not interested solely
in the clusters themselves, but in using topological properties of
each cluster to derive relationships among them, i.e., we compare
and group clusters based on their own topological properties.
Lum et al. (2013) propose a topological pipeline to study high
dimensional data sets by extracting shapes and obtaining insights
from them. The method works by using a ﬁlter function to partition
data into overlapping bins. Next, single-linkage clustering (Jain &
Dubes, 1988) is applied in each bin. Finally, a network is built by
connecting the previously found clusters with an edge if they share
one or more points in common. The authors applied the technique
to analyze gene expression data, NBA players performances and
the behavior of the US House of Representatives. Interesting
insights were drawn, although the authors did not explore the
use of persistent homology to ﬁnd clusters with similar topological
properties. The difﬁculty in their work is in ﬁnding the correct ﬁlter
functions to appropriately bin the data.
Holzinger (2014) provides a good survey to the area and moti-
vates the idea of topological data mining, especially in scenarios of
complex, high-dimensional, heterogeneous and noisy data, in
which structural and temporal patterns are often hidden. The
author argues that computational geometry and algebraic topology
may be of great help in facing those challenges. For instance, mean-
ingful relationship networks of biological concepts, such as genes,
proteins and drugs can be constructed with topological text data
mining, such as in Chen and Sharp (2004).
Fasy et al. (2014) present an assessment of the uncertainty of
persistence diagrams. The authors derive a conﬁdence set for the
Fig. 3. Time series S1 (a) and S3 (c) are both sampled from periodic functions, while S2 (b) is sampled from a damped sine wave. Traditional time series clustering techniques,
based on DTW for instance, identify S1 and S2 as closer together, even though the behavior of their attractors are clearly different in phase space (d–f). Our proposed approach
can identify those qualitative differences through the use of persistent homology and cluster S1 and S3 together.
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persistence diagram P which corresponds to the distance function
to a topological space T using a sample from P supported by T.
More concretely, the method adds a band around the diagonal of
the persistent diagram, such that points in the band are considered
noise. In our work we have not considered conﬁdence sets, but
compute features such as the maximum life-time of a point in P,
which already selects a point distant enough from the diagonal
to be outside a conﬁdence band. However, it would be interesting
to add more features which take into account conﬁdence bands in
the future.
Glisse et al. (2014) determine convergence rates of persistent
diagrams given certain conditions. They consider the persistent
homology of different simplicial complexes built over a data set
sampled from a probability distribution supported on an unknown
compact metric space. They study the rate of convergence of the
persistence diagrams to some well-deﬁned persistence diagram
associated to the support of the probability distribution. It is an
important theoretical work that results in a bound for the probabil-
ity of divergence between two persistent diagrams, such that it
diminishes as the number of points in the metric space increase.
Li, Ovsjanikov, and Chazal (2014) present a framework for
object recognition using persistent homology. They propose the
use of persistence diagrams to serve as compact and informative
descriptors for images and shapes. The authors conduct experi-
ments on 3D shape retrieval, hand gesture recognition and text
classiﬁcation, obtaining good results in comparison to state-of-
the-art methods. They consider the persistence diagrams com-
puted over 3D meshes of objects, such as horses, dinosaurs and
pliers. The PDs allow to distinguish the three classes since the dia-
grams of horses are more similar to each other than to those of
other objects. Their idea is similar to ours, however they compute
PD similarity by constructing a bipartite graph considering two PDs
and computing the bottleneck distance, minimizing the weight of
the edges connecting the graph. In our approach, we compute sev-
eral features of the PDs and then cluster them using a standard
clustering algorithm, such as K-Means, which gains in performance
over their approach and can highlight different features of the PD,
making it easier to ﬁnd similarities.
Wei, Ge, Chattopadhyay, and Lobaton (2014) propose the use of
persistence analysis to segment obstacles from disparity maps
obtained from a stereo-vision system. Current state-of-the-art
methods for obstacle detection rely on parameter values that have
to be carefully selected to obtain good accuracy. Often, small
changes in the parameters lead to large variations in the seg-
mentation of images. The authors introduce a methodology that
characterizes the sensitivity of a segmentation result based on per-
sistent homology. The authors analyze how different parameter
values lead to the birth and death of regions in the image by using
persistent topology to quantify how long those regions last. Thus,
the longer-lasting regions indicate with higher probability the
obstacles. Their work is similar to ours, although they did not
explore the various features we compute over the persistence
diagram.
In the next section, we introduce background concepts from
computational topology and our proposed approach.
3. Methodology
3.1. Background concepts on computational topology
We give a brief introduction to the notation and concepts sur-
rounding computational topology and, in particular, persistent
homology (Carlsson, 2009; Zhu, 2013). Formally, a topology on a
set X is a subset T#2X such that: 1) if S1; S2 2 T , then S1 \ S2 2 T;
2) if fSj j j 2 Jg# T, then [j2JSj 2 T; and 3) £;X 2 T . This implies
that topology is simply a system of subsets that describe the con-
nectivity of a set.
The pair ðX; TÞ of a set X and a topology T is a topological space.X
is used as notation for a topological space X, with T implicit. In data
mining, we are used to metric spaces, specially Euclidean space. A
metric space is a topological space, which is given by a set Xwith a
metric function d. Euclidean space can thus be deﬁned as the
Cartesian product of n copies of R along with the Euclidean metric:
dðx; yÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1ðuiðxÞ  uiðyÞÞ2
q
, where ui is the ith Cartesian coordi-
nate function, thus forming the n-dimensional Euclidean space Rn.
In persistent homology, we ultimately want to compare topo-
logical spaces based on the characteristic holes that they encom-
pass. Because we usually operate with ﬁnite point clouds in data
analysis, we ﬁrst need to discretize the space in order to add the
notion of connectivity. That is done through the creation of simpli-
cial complexes.
A p-simplex r is the convex hull of pþ 1 linearly independent
points x0; x1; . . . ; xp 2 Rd (Zhu, 2013). More intuitively, a 0-simplex
is a vertex, a 1-simplex is an edge, a 2-simplex is a triangle, a 3-
simplex is a tetrahedron, and so forth. A simplicial complex K is
a ﬁnite set of simplices such that for r 2 K , all of its faces are also
in K.
The core idea in persistent homology is to analyze how holes
appear and disappear, as simplicial complexes are created. To do
that, a ﬁltration is constructed. An increasing sequence of  values,
i.e., distance values, produces a ﬁltration, such that a simplex
enters the sequence no earlier than all its faces. A common way
to do this is using Vietoris–Rips complexes, that are only added
to the ﬁltration at  ¼ 0 if the distance between two points in r
is less than or equal to 0. This is useful because all simplexes that
are present in 0 will also be contained in 00, if 00 P 0.
Since the number of generated simplicial complexes can be
exponential in the number of input data points for a Vietoris–
Rips ﬁltration (Holzinger, 2014), we used in this study the Lazy
Witness algorithm (Silva & Carlsson, 2004), which provides similar
results. The advantage of the lazy version is that it does not use all
points to compute the complexes, but only a smaller set of land-
mark points, while the remaining ones are used as witnesses to
the edges or simplices spanned by combinations of landmarks.
This subsampling gives enormous speed gains, while maintaining
a good ﬁltration quality, provided a suitable strategy is used to
choose the landmark points. We used the max/min strategy pro-
posed by Silva and Carlsson (2004) in our experiments, which
has empirical evidence for its quality.
Consider the geometric shapes illustrated in Fig. 4. While the
two circles (b) and (c) have the same basic equation and are geo-
metrically closer together, to a topologist the empty square (a)
and the empty circle (c) are the most similar objects, as one can
be deformed into the other without gluing or cutting pieces. This
Fig. 4. Sample geometric shapes for a ﬁltration analysis. While the two circles are
geometrically closer, the empty square and the empty circle are actually the two
closer objects in terms of their topological features, as one can be deformed into the
other.
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idea is clearly captured in persistent homology by computing a ﬁl-
tration for each object and displaying it as a barcode plot. Fig. 5
illustrates the 0th and 1st order barcode plots for the geometric
shapes of Fig. 4. It is clearly visible that when examining 1st order
holes, shapes (a) and (c) have a distinct hole that persists for a long
time (a large range of  values) in the ﬁltration. On the other hand,
the ﬁlled circle (b) has many small holes that are quickly ﬁlled.
Analyzing the output of the ﬁltrations allows us to ﬁnd equivalence
classes of those objects, in terms of their topological properties.
Another way to represent topological holes is through the per-
sistence diagram (PD). Fig. 6 illustrates a hypothetical PD. Each
point indicates the birth (x axis) and death (y axis) of an n-dimen-
sional hole. Because we are interested in ignoring noise and con-
centrating on the most salient features of a data set, in persistent
homology we look for holes that persist for a long time, or possibly
for the entire ﬁltration. These are easy to see in the PD, as they
stand far away from the diagonal. Points that lie close to the diago-
nal indicate holes that appeared and then were soon closed, thus
they may not represent important shape features of the data.
In this paper, we compute features based on information from
the persistence diagram over various dimensions. Next, we brieﬂy
review time series analysis concepts that were also used in this
research.
3.2. Background concepts on time series analysis
Since we analyze time series data in our experiments, we brieﬂy
review concepts we used in this research. Because we want to
extract topological information that is not readily available in a
time series in its standard form, we use Takens’ embedding theo-
rem to extract the attractor of the series and perform the analysis
on it.
Takens’ embedding theorem (Takens, 1981) states that we can
reconstruct a time series considering time delays. A series
x0; x1; . . . ; xn1 can be reconstructed in phase space as
xnðm; sÞ ¼ ðxn; xnþs; . . . ; xnþðm1ÞsÞ, in which m is the embedding
dimension and s the time delay. Thus, instead of analyzing the ser-
ies along time, we analyze its trajectory as a set of visited states in
an m-dimensional Euclidean space. This is particularly useful to
extract the topological behavior we are interested in.
Consider, for instance, the Henon map (Eqs. (5) and (6)), illus-
trated in Fig. 7(a) and the logistic map (Eq. (7)) in Fig. 7(b). Both
present somewhat similar behaviors upon visual inspection.
However, if we reconstruct their trajectories in phase space, we
can clearly see that their behavior is very different, as shown in
Fig. 8(a) and (b), respectively. The analysis of those attractors in
phase space is particularly suited to our topological approach.
Fig. 5. Barcode plots for the geometric shapes of Fig. 4. The left plots indicate the output of the 0-th order holes ﬁltrations, while the right ones of the 1-st order holes
ﬁltrations. By analyzing 1-st order holes, we clearly observe that (a) and (c) have more in common than with (b).
6030 C.M.M. Pereira, R.F. de Mello / Expert Systems with Applications 42 (2015) 6026–6038
xtþ1 ¼ 1:0 ax2t þ yt ð5Þ
ytþ1 ¼ bxt ð6Þ
ztþ1 ¼ rztð1 ztÞ ð7Þ
Another concept we use from time series analysis is that of the
Empirical Mode Decomposition (EMD) (Huang et al., 1998). We
use it in the context of noise removal, as it is able to separate the
more stochastic components from the deterministic ones in a time
series (Rios & de Mello, 2013). Empirical Mode Decomposition
works by decomposing a signal into its intrinsic mode functions
(IMFs), which can be summed to recover the original signal. To
obtain the IMFs, ﬁrst local extrema and zero crossings are identiﬁed.
Next, lower and upper envelopes are computed by interpolating
local extrema. Afterwards, the mean of the envelopes is calculated,
producing a low frequency component, which is subtracted from
the original signal. The resulting signal is the ﬁrst IMF after certain
criteria are met, as detailed in Huang et al. (1998).
To exemplify EMD, consider the sinusoidal signal shown in
Fig. 9(a) and the same signal with white noise added in Fig. 9(b).
Running EMD on the noisy signal (b), we obtain a sequence of
IMFs and a residue series. Fig. 9(c) illustrates the sum of the last
ﬁve IMFs plus the residue series. The way EMD works, the more
stochastic components are contained in the ﬁrst IMFs and the more
deterministic ones in the last. One notes that high frequency com-
ponents are removed in (c). It is important to observe that the use
of EMD in this way can be useful if it is expected that high fre-
quency components are the result of noise in the signal.
However, for signals that are high-frequency in nature, using
EMD as a low-pass ﬁlter is not appropriate.
3.3. Proposed methodology
We propose in this paper the use of topological features for data
clustering. The ﬁrst step in this process is in preprocessing the data
set. In case it is composed of time series, we need to ﬁrst analyze
the level of noise or stochastic components it contains. If noise
removal is warranted, then we can use the EMD technique to
obtain a series composed of the more deterministic components.
Next, we reconstruct the trajectory using Takens’ theorem, to
obtain the series attractor in phase space. This facilitates topologi-
cal analysis because the series behavior is made explicit in the
reconstruction, as states visited along time. In case we are dealing
with spatial data, we do not need the EMD and reconstruction
steps, as the trajectory data is already available.
Fig. 6. Persistence diagrams (PDs) for the shapes of Fig. 4. Each point indicates the pair of birth and death  values at which the hole appeared and was ﬁlled in the ﬁltration.
Points far away from the diagonal indicate more important shape-based features of the data set, as they persisted longer in the ﬁltration.
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After preprocessing steps have been carried out, the next phase
is discretizing the space to obtain connectivity information. We
carry out that task by computing a ﬁltration for a sequence of  val-
ues using Lazy Witness complexes (Silva & Carlsson, 2004). We
select the maximum  value using a heuristic that computes the
maximum pointwise distance of a subsample of the original data
set, which makes the estimation very fast.
Once the ﬁltration is computed, which can be summarized in
the persistence diagram, we compute a set of topological features
to characterize the PD. First, we deﬁne the PD as a set
P ¼ fp0;p1; . . . ;png;pi ¼ ðbi; diÞ, in which bi indicates the birth 
value of point i and di the death value.
The ﬁrst feature we compute is the number of holes for each
dimension. This information is readily available from the ﬁltration.
We note that in the 0th dimension, the holes actually indicate con-
nected components, i.e., vertices that were connected along the
ﬁltration.
The second feature is the maximum hole lifetime in each dimen-
sion d, as displayed in Eq. (8). This helps to identify the most sig-
niﬁcant hole in each dimension, i.e., the point farthest away from
the diagonal in the PD. That is an important point, as it is the
one that lasted the longest in the ﬁltration it indicates a prominent
shape-based feature of the data set.
maxd ¼ maxpi2Pðdi  biÞ ð8Þ
The third feature is the number of relevant holes, which we measure
as the fraction of points that are at a similar distance as the farthest
point from the diagonal. This is formalized in Eqs. (9) and (10).
Fig. 7. Original time series.
Fig. 8. Reconstructed trajectories using m ¼ 2 and s ¼ 1.
Fig. 9. A sample time series and output of using EMD for noise removal.
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Those are also relevant points, as they are also further away from
the diagonal of the PD, indicating more prominent features of the
data set.
nreld ¼
X
pi2P
f ðdi  bi;maxd; ratioÞ ð9Þ
f ðlife;maxd; ratioÞ ¼
1; if life P ratio maxd
0; otherwise

ð10Þ
The fourth feature is the average lifetime of all holes in dimension d
(Eq. (11)). A small average indicates that for that dimension, the
data set has mostly short-lived holes, i.e., small holes that were
quickly ﬁlled during the ﬁltration. The ﬁfth feature is the sum of
all lifetimes (Eq. (12)), which intends to compute the integral of
the PD graph. A data set that sums close to zero in a particular
dimension indicates that it has practically no holes in that
dimension.
avgd ¼
Pn
i¼1ðdi  biÞ
n
ð11Þ
sumd ¼
Xn
i¼1
ðdi  biÞ ð12Þ
After all topological features are computed, we create a new data
set composed of those shape-based features and use a standard
clustering algorithm to obtain the ﬁnal partition. The entire proce-
dure is summarized in the diagram in Fig. 10.
4. Results
For our experiments, we have used the Lazy Witness Stream
(Silva & Carlsson, 2004) as implemented in the JavaPlex library
(Tausz, Vejdemo-Johansson, & Adams, 2011). For the step parame-
ter in the ﬁltration, which controls the amount  increases in each
iteration, we set it at 0.001. Our implementation was done in Java.
For comparison purposes, we used as baseline the K-Means clus-
tering algorithm implementation from Weka (Hall et al., 2009)
on the raw data sets. We used K-Means++ as the initialization
strategy to avoid poor initial centers selection.
Since the data sets we analyzed had two ground truth clusters,
we present results as a confusion matrix composed of two clusters:
a positive and a negative, as illustrated in Eq. (13), in which TP
stands for true positives, FP for false positives, TN for true negatives
and FN for false negatives.
ð13Þ
We used the following scoring measures to determine agreement
with the ground truth. See (Fawcett, 2006) for a discussion of those
measures. Sensitivity, or true positive rate or recall (Eq. (14)), which
measures the fraction of correct positive identiﬁcations from all
positive cluster identiﬁcations that should have been made.
Higher is better.
Recall ¼ TP=ðTP þ FNÞ ð14Þ
Speciﬁcity or true negative rate (Eq. (15)), which measures the
amount of correct negative identiﬁcations from all negative cluster
identiﬁcations that should have been made. Higher is better.
Specificity ¼ TN=ðTN þ FPÞ ð15Þ
Precision, or positive predictive value (Eq. (16)), which measures
the amount of correct positive identiﬁcations from the total of
positive identiﬁcations made. Higher is better.
Precision ¼ TP=ðTP þ FPÞ ð16Þ
Negative predictive value (Eq. (17)), which measures the amount
of correct negative identiﬁcations from all negative identiﬁcations
made. Higher is better.
Negative predictive value ¼ TP=ðTP þ FPÞ ð17Þ
Fall-out or false positive rate (Eq. (18)), which measures the
amount of false positive identiﬁcations made from all negative
identiﬁcations that should have been made, i.e., 1 Specificity.
Lower is better.
Fall-out ¼ FP=ðFP þ TNÞ ð18Þ
False discovery rate (Eq. (19)) measures the amount of false posi-
tive identiﬁcations from all positive identiﬁcations that were
made, i.e., 1 Precision. Lower is better.
False discovery rate ¼ FP=ðFP þ TPÞ ð19Þ
Accuracy (Eq. (20)), which measures the overall amount of cor-
rect identiﬁcations from all predictions that were made. Higher is
better.
Accuracy ¼ ðTP þ TNÞ=ðTP þ TN þ FP þ FNÞ ð20Þ
F1 score (Eq. (21)), which is a harmonic mean of precision and
recall, tending to the lower of the two. Higher is better.
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Fig. 10. The entire proposed procedure, considering both time series and spatial data.
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F1 score ¼ 2TP=ð2TP þ FP þ FNÞ ð21Þ
Matthews correlation coefﬁcient (MCC) (Eq. (22)), which mea-
sures the overall amount of agreement between the predictions
and the ground truth. A value of 1 indicates complete disagree-
ment with the ground truth, while 0 indicates the equivalent of a
random prediction and 1 a perfect agreement, thus higher positive
values are better.
MCC ¼ TP  TN  FP  FNﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðTP þ FPÞðTP þ FNÞðTN þ FPÞðTN þ FNÞp ð22Þ
4.1. Population growth analysis of Tribolium ﬂour beetle
Flour beetles can cause signiﬁcant costs to the food industry.
Learning more about the population dynamics of those insects
can provide insight into identifying explosive growth behaviors,
which in turn can be used to preemptively act and avoid ﬁnancial
losses.
Researchers have modeled the population dynamics of the
Tribolium ﬂour beetle (Costantino, Cushing, Dennis, & Desharnais,
1995), which has a life-cycle starting as a larva for two weeks, then
it enters a pupa stage lasting another two weeks before ﬁnally
becoming an adult. Tribolium has a characteristic that, while under
a regime of overpopulation, cannibalism happens, with adults eat-
ing pupae and unhatched eggs.
The population growth was modeled as a system of three differ-
ence equations (Eqs. (23)–(25)), in which Lt is the number of feed-
ing larvae, Pt is the number of non-feeding larvae, pupae and
callow adults, while At is the number of mature adults at time t.
The time unit is taken to be two weeks. The value b > 0 indicates
the number of larval recruits per adult per unit of time when there
is no cannibalism. Terms l‘ and la are the probabilities of larvae
and adults, respectively, of dying in the absence of cannibalism.
Values expðceaAtÞ and expðce‘LtÞ are the probabilities that an
egg is not eaten in the presence of At adults and Lt larvae. Term
expðcpaÞ indicates the survival probability of a pupa with At
adults. The terms E1t ; E2t and E3t model noise, due to environmental
and other causes, as a multivariate normal distribution with means
equal to zero.
Ltþ1 ¼ b  At  expðceaAt  ce‘Lt þ E1tÞ ð23Þ
Ptþ1 ¼ Ltð1 l‘Þ expðE2tÞ ð24Þ
Atþ1 ¼ Pt expðcpaAtÞ þ Atð1 laÞ
 
expðE3tÞ ð25Þ
In our experiments, we have simulated the SS genetic strain of
Tribolium, such that parameters were set as
b¼7:48;cea ¼0:009;cpa ¼0:004;ce‘ ¼0:012;lp ¼0 and l‘ ¼0:267, as
modeled in Costantino et al. (1995). We varied the number of initial
populations for larvae, pupae and adults by sampling an integer
from 2 to 100. Since we simulated low level noise, EMD was not
used. The lazy witness algorithm was set with a landmarks ratio
of 1 landmark for 5 data set points.
Our intent with this study was to evaluate two regimes of adult
Tribolium population growth under stable equilibrium at la ¼ 0:73
and aperiodic oscillations at la ¼ 0:96, as modeled in Costantino et
al. (1995). Oscillatory behavior can be more dangerous, as over-
population may be harder to predict, leading to worse ﬁnancial
losses. Fig. 11(a) and (b) present examples of stable and aperiodic
oscillatory behaviors, respectively.
A total of 400 time series were simulated for a period of
240 weeks (2 weeks per time unit), with 200 series following the
stable equilibrium regime and 200 following the aperiodic oscilla-
tion one. For baseline comparisons, we present results of running
K-Means with K ¼ 2 on the raw time series. The cluster-to-class
assignments are presented in the confusion matrix of Eq. (26).
We observe that correctly identifying aperiodic oscillatory behav-
ior is not very successful using a traditional approach, with high
number of false positives encountered, i.e., high recall but low
precision.
Our hypothesis, that by reconstructing the trajectories of the
time series in phase space and then computing topological proper-
ties of the attractors, was tested with K-Means clustering the ﬁnal
extracted topology features. Reconstruction in phase space was
done with s ¼ 3 and m ¼ 2. The separation parameter s was deter-
mined using the ﬁrst minimum of the auto mutual information, as
the recommended estimation strategy (Fraser & Swinney, 1986).
The embedding dimension m was set at 2 as using 3 dimensions
did not substantially improve results. Fig. 12(a) and (b) present
the trajectory reconstructions for the sample time series presented
in Fig. 11(a) and (b).
The obtained confusion matrix is displayed in Eq. (27). A com-
parative overview with the baseline approach is listed in Table 1.
One observes that our proposed approach maintains high recall
while also providing high precision. The Matthews correlation
coefﬁcient indicates near 90% agreement with the external ground
truth.
ð26Þ
ð27Þ
Fig. 11. Examples of Tribolium SS strain adult population growth.
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4.2. Animal tracking
In this experiment, we used GPS latitude/longitude data gath-
ered from spatial tracking of birds, speciﬁcally vultures (Dodge
et al., 2014) and pigeons (Santos, Neupert, Lipp, Wikelski, &
Dechmann, 2014). The data was obtained from the Movebank
Data Repository.1
We wanted to evaluate in this experiment the hypothesis that
animals of the same species have closer movement behavior than
with animals from other species. We used spatial data from 18 tur-
key vultures and 10 pigeons, in a total of 3200 latitude/longitude
GPS coordinates per animal. Fig. 13(a) and (b) present sample
tracking data for one vulture and one pigeon, respectively. We
can observe that the behavior for those two examples is indeed dif-
ferent. Since we want to test for behavior, the GPS coordinates
were normalized in the ½0;1 range, otherwise we would obtain a
clustering simply based on the animals geographical location.
Running K-Means with K ¼ 2 on the raw coordinates results in
the confusion matrix shown in Eq. (28). We observe that there is
almost an even spread of animals assigned per cluster per class.
For our proposed approach we set the lazy witness algorithm to
use a ratio of 1 landmark per 100 points, since there is a large num-
ber of coordinates per animal we can use a smaller fraction of the
original points. The results are presented in the confusion matrix in
Eq. (29). We see that there is a clearer distinction among clusters,
with no pigeons identiﬁed as vultures. Table 2 presents a compara-
tive overview of the accuracy of our proposed approach with the
baseline. We observe that while the baseline has a Matthews cor-
relation coefﬁcient close to what would be achieved by chance
(0.22), our proposed approach has much better agreement with
the actual external ground truth (0.65).
In this experiment trajectory reconstruction was not needed,
since we already had the spatial trajectories visited by the animals.
The experiment also illustrates the point that trajectory recon-
struction is not sufﬁcient to obtain a good clustering, as shown
by the results of the baseline approach that clustered the GPS coor-
dinates directly. The topology step had a direct impact in improv-
ing the results, as it can better extract morphological, or qualitative
structure from the data set.
ð28Þ
ð29Þ
4.3. Electroencephalography of alcoholic subjects
In this experiment we used electroencephalography data col-
lected by Henri Begleiter at the Neurodynamics Laboratory at the
State University of New York Health Center at Brooklyn and made
available at the UCI machine learning repository.2
The data comes from a study of EEG correlates of genetic predis-
position to alcoholism. It contains measurements from 64 elec-
trodes placed on subject’s scalps with a sampling rate of 256 Hz.
There were two groups of subjects: alcoholic and control. Each sub-
ject was given a single stimulus (S1) or two stimuli (S1 and S2),
which were pictures of objects chosen from the 1980 Snodgrass
and Vanderwart picture set. When two stimuli were shown, they
were presented in either a matched condition where S1 was iden-
tical to S2 or in a non-matched condition where S1 differed from
S2.
We used the data set containing 10 alcoholic and 10 control
subjects, resulting in a total of 600 time series, with 300 from alco-
holic subjects and 300 from control subjects. Upon inspection, we
selected time series gathered from the CPZ sensor, which corre-
sponds to the midline sensor between the central and parietal
lobes. Fig. 14(a) and (b) present sample time series from one con-
trol and one alcoholic subjects respectively, while Fig. 15(a) and (b)
present the trajectory reconstructions for those time series. In this
experiment we used EMD ﬁltering by summing the last three
Fig. 12. Trajectory reconstructions of the time series in Fig. 11. We observe that the aperiodic trajectory tends to be more dispersed and surround a one-dimensional hole. The
stable regime, on the other hand, tends to be more densely packed with a few outliers, which correspond to points before equilibrium was reached.
Table 1
Comparative results for the Tribolium study.
Measure Score
Proposed Baseline
Recall (or sensitivity or true positive rate) 1.00 1.00
Speciﬁcity (true negative rate) 0.88 0.43
Precision (positive predictive value) 0.89 0.64
Negative predictive value 1.00 1.00
Fall-out (false positive rate) 0.12 0.56
False discovery rate 0.11 0.36
Accuracy 0.94 0.72
F-1 score 0.94 0.78
Matthews correlation coefﬁcient (+1 perfect, 0
random, 1 total disagreement)
0.88 0.53
1 Available at https://www.movebank.org 2 Available at https://archive.ics.uci.edu/ml/datasets/EEG+Database
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intrinsic mode functions with the residue. The embedding was
done using m ¼ 2 and s ¼ 10, determined empirically.
The results of running baseline K-means with K ¼ 2 on the raw
time series are presented in the confusion matrix of Eq. (30). We
observe that there is a large number of incorrectly clustered
instances for both alcoholic and control subjects.
We set the number of landmarks for the lazy witness algorithm
at the ratio of 1:10. The results for our proposed approach are pre-
sented in the confusion matrix of Eq. (31) and the comparative
Table 3. We observe that while the baseline approach achieves
exactly what would be expected by random guessing, according
to the Matthews correlation coefﬁcient, our proposed approach
achieves a score of 0.9, or near perfect agreement with the external
ground truth.
Fig. 13. Sample trajectories of a vulture and a pigeon for the animal tracking experiment.
Table 2
Comparative results for the animal tracking study.
Measure Score
Proposed Baseline
Recall (or sensitivity or true positive rate) 1.00 0.5
Speciﬁcity (true negative rate) 0.67 0.72
Precision (positive predictive value) 0.62 0.5
Negative predictive value 1.00 0.72
Fall-out (false positive rate) 0.33 0.28
False discovery rate 0.38 0.5
Accuracy 0.79 0.64
F-1 score 0.77 0.5
Matthews correlation coefﬁcient (+1 perfect, 0
random, 1 total disagreement)
0.65 0.22
Fig. 14. Sample CPZ time series from one control and one alcoholic subjects.
Fig. 15. Trajectory reconstructions for the time series of Fig. 14, after EMD ﬁltering was applied.
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ð30Þ
ð31Þ
5. Discussion and conclusions
We have proposed in this paper an approach to clustering time
series and spatial data based on topological features computed
over a discretization of the space. The main idea is that persistent
homology allows for a very ﬂexible and multi-resolution analysis
of the most prominent features of a data set via ﬁltration. The most
persistent features, in this case n-dimensional holes, are indicated
by points that lie far away from the diagonal in the persistence dia-
gram. Features computed over those points can be used for obtain-
ing a clustering based on more intrinsic, or qualitative aspects of a
data set.
The main contribution of this paper is a framework for cluster-
ing time-series and spatial data based on topological properties,
which can correctly identify qualitative aspects of a data set cur-
rently missed by traditional distance-based techniques. The main
advantages are that our technique can detect similarities in recur-
rent behavior for time series data sets and spatial structures in spa-
tial data sets. This is especially important for ﬁelds in which spatial
data has meaning, such as in protein analysis.
We showed that the proposed approach had successful results
in three different application scenarios: population growth of ﬂour
beetles, spatial tracking of animals and EEG analysis of alcoholic
subjects. This indicates that for various ﬁelds, the analysis of qual-
itative structure, or shape information, in the form of n-dimen-
sional holes as studied in persistent homology, can provide
interesting insights with the extraction of meaningful clusters.
The main lesson learned from this research is that qualitative
features, such as spatial arrangements or recurrent behavior in
time series attractors, can be successfully extracted via persistent
homology and applied for clustering purposes. Our applications
and examples showed that traditional distance-based techniques
disregard qualitative information, as they do not focus not on the
shape of data. While many techniques can, for instance, success-
fully distinguish two types of cancer on an imaging data set, we
argue that it may be more useful at ﬁrst to identify qualitative
aspects that can lead an expert to detect a new type of disease.
Our technique has the additional advantage of being very fast to
run for low dimensional spaces, in terms of seconds for the data
sets we analyzed. The bottleneck is in computing the ﬁltration,
which needs to discretize the space to obtain connectivity informa-
tion. In this sense, one limitation resides in the number of
simplicial complexes that may be generated, which can be
exponential in the number of points in the data set. The lazy wit-
ness algorithm, which we used in this study, is already a stride
in the direction of solving this problem, as it uses the concept of
landmarks that have strong data support (neighboring witnesses)
to reduce the number of input points required for the discretiza-
tion step. More research is still needed for efﬁcient computation
when the dimensionality is d > 3.
We believe more research into applying mathematical topology
concepts can be very useful for several areas of data mining, in
which shape has functional meaning. One particular ﬁeld of study
that we believe would beneﬁt from this approach is the analysis of
time series attractors, as we showed in this paper, since recurrent
behavior can be captured well with persistent homology analysis.
Future work could also focus on using conﬁdence bands as pro-
posed by Fasy et al. (2014) in order to compute topological features
that ignore noise points in the persistence diagram. Another
possibility is to modify our proposal to work on data streams.
We are currently working on such approach, which considers
objects changing over time. Concept drift may be thus detected
by analyzing how topological properties evolve over time, using
the tools of persistent homology to compute persistence diagrams
and then evaluating how they change.
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