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WEYL FORMULAE FOR SCHRO¨DINGER OPERATORS WITH
CRITICALLY SINGULAR POTENTIALS
XIAOQI HUANG AND CHRISTOPHER D. SOGGE
Abstract. We obtain generalizations of classical versions of the Weyl formula in-
volving Schro¨dinger operators HV = −∆g + V (x) on compact boundaryless Rie-
mannian manifolds with critically singular potentials V . In particular, we extend
the classical results of Avakumovic´ [1], Levitan [13] and Ho¨rmander [8] by obtaining
O(λn−1) bounds for the error term in the Weyl formula in the universal case when
we merely assume that V belongs to the Kato class, K(M), which is the minimal
assumption to ensure that HV is essentially self-adjoint and bounded from below or
has favorable heat kernel bounds. In this case, we can also obtain extensions of the
Duistermaat-Guillemin [4] theorem yielding o(λn−1) bounds for the error term under
generic conditions on the geodesic flow, and we can also extend Be´rard’s [2] theorem
yielding O(λn−1/ log λ) error bounds under the assumption that the principal cur-
vatures are non-positive everywhere. We can obtain further improvements for tori,
which are essentially optimal, if we strengthen the assumption on the potential to
V ∈ Lp(M) ∩ K(M) for appropriate exponents p = pn.
1. Introduction.
The purpose of this paper is to prove Weyl formulae for Schro¨dinger operators
(1.1) HV = −∆g + V (x)
on smooth compact n-dimensional Riemannian manifolds (M, g). We shall assume through-
out that the potentials V are real-valued. Moreover, we shall assume that
(1.2) V ∈ K(M),
where K(M) denotes the Kato class. Recall that K(M) is all V satisfying
(1.3) lim
δ→0
(
sup
x∈M
∫
B(x,δ)
|V (y)|hn(dg(x, y)) dy
)
= 0,
where dg, dy and B(x, δ) denote geodesic distance, the volume element and the geodesic
ball of radius δ about x associated with the metric g on M , respectively, and
(1.4) hn(r) =
{
r2−n, n ≥ 3
log(2 + 1/r), n = 2.
For later use, note that K(M) ⊂ L1(M).
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As was shown in [3] (see also [15]) the assumption that V is in the Kato class is
needed to ensure that the eigenfunctions of HV are bounded. If HV has unbounded
eigenfunctions, then its spectral projection kernels will be unbounded for large enough λ,
and obtaining spectral bounds in this situation seems far-fetched. The assumption that
V ∈ K(M) ensures that this is not the case.
Moreover, if V is as in (1.2) then the Schro¨dinger operator HV in (1.1) is self-adjoint
and bounded from below. Additionally, in this case, sinceM is compact, the spectrum of
HV is discrete. Also, (see [15]) the associated eigenfunctions are continuous. Assuming,
as we may, that HV is a positive operator, we shall write the spectrum of
√
HV as
(1.5) {τk}∞k=1,
where the eigenvalues, τ1 ≤ τ2 ≤ · · · , are arranged in increasing order and we account
for multiplicity. For each τk there is an eigenfunction eτk ∈ Dom (HV ) (the domain of
HV ) so that
(1.6) HV eτk = τ
2
k eτk .
We shall always assume that the eigenfunctions are L2-normalized, i.e.,∫
M
|eτk(x)|2 dx = 1.
After possibly adding a constant to V we may, and shall, assume throughout that HV
is bounded below by one, i.e.,
(1.7) ‖f‖22 ≤ 〈HV f, f 〉, f ∈ Dom (HV ).
Also, to be consistent, we shall let
(1.8) H0 = −∆g + 1
be the unperturbed operator also enjoying this lower bound. The corresponding eigen-
values and associated L2-normalized eigenfunctions are denoted by {λj}∞j=1 and {e0j}∞j=1,
respectively so that
(1.9) H0e0j = λ
2
je
0
j , and
∫
M
|e0j(x)|2 dx = 1.
Both {eτk}∞k=1 and {e0j}∞j=1 are orthonormal bases for L2(M). Recall (see e.g. [16])
that if N0(λ) denotes the Weyl counting function for H0 then one has the “sharp Weyl
formula”
(1.10) N0(λ) = (2π)−nωnVolg(M)λ
n + O(λn−1), N0(λ) = #{j : λj ≤ λ},
where ωn denotes the volume of the unit ball in R
n and Volg(M) denotes the Riemannian
volume ofM . This result is due to Avakumovic´ [1] and Levitan [13], and it was generalized
to general self-adjoint elliptic pseudo-differential operators by Ho¨rmander [8]. The bound
in (1.10) cannot be improved for the standard round sphere, which accounts for the
nomenclature “sharp Weyl formula”.
The main goal of this paper is to show that this sharp Weyl formula also holds for the
operators HV in (1.1) involving critically singular potentials V as in (1.2). Specifically
we have the following.
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Theorem 1.1. Let V ∈ K(M) and let HV as above and set
(1.11) NV (λ) = #{k : τk ≤ λ}.
We then have
(1.12) NV (λ) = (2π)
−nωnVolg(M)λ
n +O(λn−1).
We shall also be able to obtain improved counting estimates under certain geometric
assumptions.
The first such result is an extension of the Duistermaat-Guillemin theorem [4]. Recall
the assumption in this theorem is that the set C ⊂ S∗M of all (x, ξ) lying on a periodic
geodesic in S∗M have measure zero (see [16]). Here, S∗M denotes the unit cotangent
bundle of (M, g). In this case Duistermaat and Guillemin [4] showed that one can improve
the bounds for the error term Weyl law (1.10) (assuming that V = 0 or V is smooth) to
be o(λn−1). The proof of this relies on Ho¨rmander’s theory of propagation of singularities
for smooth pseudo-differential operators. Even though this theory does not apply to our
situation involving very singular potentials, we can extend the theorem of Duistermaat
and Guillemin to include the above operators.
Theorem 1.2. Let V ∈ K(M) and let HV be as above, and assume that the set C of
directions of periodic geodesics has measure zero in S∗M . Then
(1.13) NV (λ) = (2π)
−nωnVolg(M)λ
n + o(λn−1).
We also can extend the classical theorem of Be´rard [2].
Theorem 1.3. Assume that the sectional curvatures of (M, g) are non-positive. Then,
if V ∈ K(M),
(1.14) NV (λ) = (2π)
−nωnVolg(M)λ
n +O(λn−1/ logλ).
In the special case of the torus, we can do much better.
Theorem 1.4. Let Tn = Rn/Zn denote the standard torus with the flat metric, and
assume that V ∈ K(M) when n = 2 and V ∈ Lp(M)∩K(M) for some p > 2nn+2 if n ≥ 3.
Then
(1.15) NV (λ) = (2π)
−nωnVolg(M)λ
n +O(λn−2+2/(n+1)).
Moreover, if V ∈ L2(M) ∩K(M) and n ≥ 4, we have
(1.16) NV (λ) = (2π)
−nωnVolg(M)λ
n +O(λn−2+ε).
If V ≡ 1, the bounds in (1.15) are the classical results of Hlwaka [7]. The same bounds
hold for irrational tori. Also, with the stronger condition on the potential V in the second
part of the Theorem, if we use more recent improved bounds for the error term in the
Weyl formula for V ≡ 1 and related bounds for the trace of certain spectral projection
operators, we obtain the improved bounds in (1.16) involving singular potentials.
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2. Preliminaries.
We first recall that, if as above, {eτk} is an orthonormal basis of eigefunctions of HV
then
(2.1) NV (λ) = #{k : τk ≤ λ} =
∫
M
∑
τk≤λ
|eτk(x)|2 dx.
Thus, NV (λ) is the trace of the spectral function
(2.2) EVλ (x, y) =
∑
τk≤λ
eτk(x)eτk(y).
Here, we are assuming, as we may, that all the eigenfunctions of HV in our orthonormal
basis are real-valued. To simplify the notation, as we may, we shall assume the same for
those of H0, i.e., the {e0j}.
To prove the Weyl formula (1.12), we shall need the fact that if we consider the kernels
of the unit band spectral projection operators
(2.3) χVλ (x, y) =
∑
τk∈[λ,λ+1)
eτk(x)eτk(y)
for HV , then we have
(2.4)
∫
M
χVλ (x, x) dx = O(λ
n−1), λ ≥ 1.
We postpone the proof of (2.4) until the last section. Also observe that if we assume
additionally V ∈ Ln2 (M) ∩ K(M), (2.4) would be a consequence of the kernel bound
χVλ (x, y) = O(λ
n−1)
which is proved in [3].
The general strategy behind the proof of Theorem 1.1 will be to exploit the classical
results of Avakumovic´ [1] and Levitan [13] telling us that if,
E0λ(x, y) =
∑
λj≤λ
e0j(x)e
0
j (y),
is the spectral function corresponding to V ≡ 1 then we have the following estimate for
its trace
(2.1′)
∫
M
∑
λj≤λ
|e0j(x)|2 dx = N0(λ) = (2π)−nωnVolg(M)λn +O(λn−1),
and then compare the trace of E0λ with that of the one E
V
λ for the perturbed operators.
To do this, we shall follow the classical approach of rewriting these traces using the
wave equation. To this end, let P 0 =
√
H0 and PV =
√
HV be the square roots of the
two Hamiltonians. Then since the Fourier transform of the indicator function 1λ(τ) is
2 sinλtt , we have for λ not in the spectrum of P
0
(2.5) N0(λ) =
1
π
∫
M
∫ ∞
−∞
sin tλ
t
(
cos tP 0
)
(x, x) dtdx,
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if
(2.6)
(
cos(tP 0)
)
(x, y) =
∑
j
cos tλje
0
j(x)e
0
j (y)
is the kernel of the solution operator for f → (cos tP 0)f = u0(t, x), where u0 solves the
wave equation
(2.7) (∂2t +H
0)u0(x, t) = 0, (x, t) ∈M × R, u0|t=0 = f, ∂tu0|t=0 = 0.
Note that (2.6) is the kernel of a bounded operator on L2(M), and when we check that
(2.7) is valid, it suffices to do so when f is a finite linear combination of the {e0j} since
such functions are dense in L2(M). We shall use similar facts in what follows. See [16]
for more details.
Similarly, for λ not in the spectrum of PV
(2.8) NV (λ) =
1
π
∫
M
∫ ∞
−∞
sin tλ
t
(
cos(tPV )
)
(x, x) dtdx,
if
(2.9)
(
cos(tPV )
)
(x, y) =
∑
k
cos tτk eτk(x)eτk(y)
is the kernel of f → cos(tPV )f = uV (x, t), where uV solve the wave equation
(2.10) (∂2t +HV )uV (x, t) = 0, (x, t) ∈M × R, uV |t=0 = f, ∂tuV |t=0 = 0.
To exploit (2.1′) and prove its more general version (1.11), in view of (2.5)–(2.10), it
will be useful to relate the kernels in (2.6) and (2.9). To do so we shall make use of the
following simple calculus lemma.
Lemma 2.1. If µ 6= τ we have
(2.11)
∫ t
0
sin(t− s)µ
µ
cos sτ ds =
cos tτ − cos tµ
µ2 − τ2 .
Similarly,
(2.12)
∫ t
0
sin(t− s)τ
τ
cos sτ ds =
t sin tτ
2τ
.
Proof. To prove (2.11) we make use of the identity
sin
(
s(τ − µ) + tµ) = sin((t− s)µ+ sτ) = sin((t− s)µ) cos sτ + cos((t− s)µ) sin sτ,
and, similarly,
− sin((τ + µ)s− tµ) = sin((t− s)µ− sτ) = sin((t− s)µ) cos sτ − cos((t− s)µ) sin sτ.
Thus,
sin
(
s(τ − µ) + tµ)− sin((τ + µ)s− tµ) = 2 sin((t− s)µ) cos sτ.
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Consequently, the left side of (2.11) equals
1
2µ
·
[
cos
(
s(τ − µ) + tµ)
µ− τ +
cos
(
s(τ + µ)− tµ)
µ+ τ
]t
0
=
1
2µ
[
cos tτ ·
( 1
µ− τ +
1
µ+ τ
)
− cos tµ ·
( 1
µ− τ +
1
µ+ τ
)]
=
1
2µ
·
(2µ cos tτ
µ2 − τ2 −
2µ cos tµ
µ2 − τ2
)
=
cos tτ − cos tµ
µ2 − τ2 ,
as desired.
The proof of (2.12) is similar. 
Let us now describe how we shall use (2.1) and Lemma 2.1 to prove the Weyl formula
(1.12). If, as above, 1λ(τ) is the indicator function of [−λ, λ], by (2.1), proving this
amounts to showing that the trace of 1λ(Pv) satisfies the bounds in (1.12). As is the
custom (cf. [16]), we shall do this indirectly by showing that an approximation 1˜λ(PV )
also enjoys these bounds, and, separately showing that the difference between the trace
of 1λ(PV ) and 1˜λ(PV ) is O(λ
n−1).
To this end, fix an even real-valued function ρ ∈ C∞(R) satisfying
(2.13) ρ(t) = 1 on [−1/2, 1/2] and supp ρ ⊂ (−1, 1).
We then define
(2.14) 1˜λ(τ) =
1
π
∫ ∞
−∞
ρ(t)
sin λt
t
cos tτ dt.
Then since the Fourier tranform of 1λ(τ) is 2
sinλt
t it is not difficult to see that for τ > 0
and large λ we have
(2.15) 1λ(τ) − 1˜λ(τ) = O
(
(1 + |λ− τ |)−N ) ∀N.
Also, for later use, for τ > 0 we have
(2.16)
(
d
dτ
)j
1˜λ(τ) = O
(
(1 + |λ− τ |)−N ) ∀N, if j = 1, 2, 3, . . . .
If we use (2.4) we can estimate the difference between the trace of 1λ(PV ) − 1˜λ(PV ).
Indeed, by (2.15) we have
(2.17)
∣∣∣ ∫
M
(
1λ(PV )(x, x) − 1˜λ(PV )(x, x)
)
dx
∣∣∣ = ∣∣∣ ∫
M
∑
k
(
1λ(τk)− 1˜λ(τk)
) |eτk(x)|2 dx ∣∣∣
.
∑
k
∫
M
(
1 + |λ− τk|)−2n |eτk(x)|2 dx . λn−1,
using (2.4) in the last inequality. Here, and in what follows, we are using the notation
that A . B means that A is less than or equal to a constant times B where the constant
may change at each occurrence.
The fact that (2.17) holds when V ≡ 1 is due to Avakumovic´ [1] and Levitan [13].
Since they also showed that the Weyl formula (1.12) is also valid when V ≡ 1, in view of
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(2.1) and (2.8), in order to prove Theorem 1.1, it suffices to prove our main estimate
(2.18)
∫
M
(
1˜λ(PV )(x, x) − 1˜λ(P 0)(x, x)
)
dx = O(λn−1).
We shall actually be able to prove better bounds, namely,
(2.18′)
∫
M
(
1˜λ(PV )(x, x) − 1˜λ(P 0)(x, x)
)
dx = O(λn−3/2).
The implicit constants here of course depend on our V as in Theorem 1.1.
To prove this, we shall use the fact that, by (2.9) and (2.14) the kernel of 1˜λ(PV ) is
(2.19) 1˜λ(PV )(x, y) =
1
π
∫ ∞
−∞
ρ(t)
sinλt
t
∑
k
cos tτk eτk(x)eτk(y) dt.
To use this formula, we note that, by (2.10) if f is a finite combination of the {eτk},
then(
∂2t +H
0
) ∫
M
∑
k
cos tτkeτk(x)eτk(y) f(y) dy
= −V (x) ·
∫
M
∑
k
cos tτkeτk(x)eτk(y) f(y) dy = −V (x) ·
(
cos tPV
)
(f)(x).
Also, since( d
dt
)j(∫
M
∑
k
cos tτkeτk(x)eτk(y) f(y) dy−
∫
M
∑
j
cos tλje
0
j(x)e
0
j (y) f(y) dy
)∣∣∣
t=0
= 0,
j = 0, 1,
by Duhamel’s principle we have∫
M
∑
k
cos tτkeτk(x)eτk(y) f(y) dy −
∫
M
∑
j
cos tλje
0
j(x)e
0
j (y) f(y) dy
= −
∫ t
0
( sin(t−s)P 0
t−s (V cos(sPV )f)
)
(x) ds
= −
∫ t
0
∫
M
∫
M
∑
j
sin(t−s)λj
t−s e
0
j(x)e
0
j (z)V (z)
∑
k
cos sτkeτk(z)eτk(y)f(y) dzdyds.
By (2.14) or (2.19) if we integrate this against π−1ρ(t) sin λtt we obtain 1λ(PV )f(x) −
1λ(P
0)f(x). Therefore, by Lemma 2.1 the kernel of 1˜λ(PV )− 1˜λ(P 0) is
(2.20)
(
1˜λ(PV )− 1˜λ(P 0)
)
(x, y) =
1
π
∑
j,k
∫
M
∫ ∞
−∞
ρ(t)
sinλt
t
m(τk, λj) e
0
j(x)e
0
j (z)V (z)eτk(z)eτk(y) dzdt,
where
(2.21) m(τ, µ) =


cos tτ−cos tµ
τ2−µ2 , if τ 6= µ
− t sin tτ2τ , if τ = µ.
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Thus, by (2.19)–(2.20) we have
(2.20′)
(
1˜λ(PV )− 1˜λ(P 0)
)
(x, y) =∑
j,k
∫
M
1˜λ(τk)− 1˜λ(λj)
τ2k − λ2j
e0j(x)e
0
j (z)V (z)eτk(z)eτk(y) dz,
if, by the second part of (2.21) we interpret
(2.22)
1˜λ(τ) − 1˜λ(µ)
τ2 − µ2 = 1˜
′
λ(τ)/2τ, if τ = µ.
Thus, we would have (2.18′) and consequently Theorem 1.1 if we could prove the
following:
Proposition 2.2. As in Theorem 1.1 fix V ∈ K(M). Then
(2.23)
∣∣∣∑
j,k
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L1(M) λn−
3
2 ,
for some constant CV depending on V .
We remark that even though the right side, curiously, involves the L1-norm of V , we
need that V is in K(M) since, among other things, the proof of Proposition 2.2 will use
heat kernel estimates involving HV . Steps like this will contribute to the constant CV in
(2.23).
Note that the kernel in (2.20′) involves an amalgamation of the kernels of 1˜λ(P
0),
1˜λ(PV ) and the resolvent kernels (HV −µ2)−1 and (H0−µ2)−1. To prove (2.23) we shall
attempt to separate the contributions of the various components by using the following
simple lemma.
Lemma 2.3. Let I ⊂ R+ and for eigenvalues τk ∈ I assume that δτk ∈ [0, δ]. Then if
m ∈ C1(R+ ×M)
(2.24)
∫
M
∣∣∣∑
τk∈I
m(δτk , x) akeτk(x)
∣∣∣ dx
≤
(
‖m(0, · )‖L2(M) +
∫ δ
0
∥∥ ∂
∂sm(s, · )
∥∥
L2(M)
ds
)
× ( ∑
τk∈I
|ak|2
)1/2
.
Proof. We shall use the fact that m(δτk , x) = m(0, x) +
∫ δ
0
1[0,δτk ](s)
∂
∂sm(s, x) ds, where
1[0,δτk ](s) is the indicator function of the the interval [0, δτk ] ⊂ [0, δ]. Therefore, by
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Minkowski’s inequality, the left side of (2.24) is dominated by∫
M
∣∣m(0, x) · ∑
τk∈I
akeτk(x)
∣∣ dx + ∫
M
∣∣ ∑
τk∈I
∫ δ
0
1[0,δτk ](s)
∂
∂sm(s, x)akeτk(x) ds
∣∣ dx
≤
∫
M
∣∣m(0, x) · ∑
τk∈I
akeτk(x)
∣∣ dx+ ∫ δ
0
(∫
M
∣∣ ∂
∂sm(s, x)
∣∣ · ∣∣ ∑
τk∈I
akeτk(x)
∣∣ dx) ds
≤ ‖m(0, · )‖2 · ‖
∑
τk∈I
akeτk‖2 +
∫ δ
0
( ∥∥ ∂
∂sm(s, · )‖2 ·
∥∥1[0,δτk ](s)akeτk ∥∥2 ) ds
= ‖m(0, · )‖2 · (
∑
τk∈I
|ak|2)1/2 +
∫ δ
0
∥∥ ∂
∂sm(s, · )‖2 ·
(∑
τk∈I
|1[0,δτk ](s)ak|
2
)1/2
ds
≤
(
‖m(0, · )‖L2(M) +
∫ δ
0
∥∥ ∂
∂sm(s, · )
∥∥
L2(M)
ds
)
× ( ∑
τk∈I
|ak|2
)1/2
,
as desired. 
Next, recall that we mentioned that the kernel in (2.23) is a juxtaposition of the kernels
of 1˜λ(P
0) as well as resolvent-type kernels. To handle the former, we shall appeal to the
following straightforward result.
Lemma 2.4. Let 1˜λ(P
0) be defined by (2.14) and the analog of (2.19) involving P 0.
Then the kernel of (P 0)µ1˜λ(P
0), µ = 0, 1, 2, . . . satisfies
(2.25)
(
(P 0)µ 1˜λ(P
0)
)
(x, y) =
∑
j
λµj 1˜λ(λj)e
0
j(x)e
0
j (y) = O(λ
n+µ),
and, moreover,
(2.26)
∥∥((P 0)µ 1˜λ(P 0)( · , y)∥∥L2(M) = O(λn/2+µ).
The proof of the lemma is very simple. First, by the pointwise Weyl formula of
Avakumovic´ [1], Levitan [13] and Ho¨rmander [8] (see also [16]),
(2.27)
∑
λj∈[ℓ,ℓ+1]
|e0j(x)e0j (y)| = O(ℓn−1), ℓ ∈ N.
If we use this and (2.15), we obtain (2.25). To prove the other inequality, (2.26), we note
that, by orthogonality∥∥(P 0)µ1˜λ(P 0)( · , y)∥∥2L2(M) =∑
j
λ2µj
(
1˜λ(λj)
)2|e0j(y)|2 = O(λn+2µ),
by this argument, which is (2.26).
To deal with the contributions of resolvent type operators in the mixture (2.23) we
shall need a couple more results. The first is bounds for cutoff resolvent operators for
the free operator H0.
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Lemma 2.5. Fix η ∈ C∞(R+) satisfying η(s) = 0 on s ≤ 2 and η(s) = 1, s > 4. Then
if we set for τ ≫ 1
(2.28) Rτ (x, y) =
∑
j
η(λj/τ)
λ2j − τ2
e0j(x)e
0
j (y).
we have
(2.29) |Rτ (x, y)| ≤ CNτn−2hn
(
τ dg(x, y)
) (
1 + τ dg(x, y)
)−N
,
for any N = 1, 2, 3, . . . , if hn(r) is as in (1.4). The constant CN depends on N , (M, g)
and finitely many derivatives of η.
Here we are abusing the notation a bit. In (2.29) we mean that the inequality holds
near the diagonal (so that dg(x, y) is well-defined) and that outside of this neighborhood
of the diagonal Rτ (x, y) is O(τ
−N ) for all N . We shall state certain inequalities in this
manner in what follows.
To verify (2.29), we note that the integral operator Rτ arising from the kernel Rτ (x, y)
is
τ−2m(P 0/τ),
where
m(µ) =
η(|µ|)
µ2 − 1 .
Thus, m is a symbol of order -2, i.e.,
∂jµm(µ) = O((1 + µ)
−2−j), j = 0, 1, 2, . . . .
As a result, one can use the arguments in [17, §4.3] to see that (2.29) is valid. Indeed,
modulo lower order terms, Rτ (x, y) equals
(2π)−n
∫
Rn
τ−2
η(|ξ|/τ)
(|ξ|/τ)2 − 1 e
idg(x,y)ξ1 dξ,
near the diagonal, which satisfies the bounds in (2.29), while outside of a fixed neighbor-
hood of the diagonal Rτ (x, y) = O(τ
−N ) for all N .
We also need bounds for the kernels of (HV )
−j .
Lemma 2.6. Let (HV )
−j(x, y) =
∑
k τ
−2j
k eτk(x)eτk(y) be the kernel of (HV )
−j, j =
1, 2, . . . . Then if hn(r) is as in (1.4)
(2.30)
(
HV
)−1
(x, y) .
{
hn(dg(x, y)), if dg(x, y) ≤ Inj (M)/2,
1, otherwise.
Furthermore, if n ≥ 5 and j < n/2, j ∈ N we have
(2.31)
(
HV
)−j
(x, y) .
{(
dg(x, y)
)−n+2j
, if dg(x, y) ≤ Inj (M)/2,
1 otherwise.
To prove (2.30) or (2.31), we note that
(2.32)
(
HV
)−j
(x, y) =
∫ ∞
0
tj
(
e−tHV
)
(x, y) dt.
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We then use the heat kernel estimates of Li and Yau [14] (V ∈ C∞) and Sturm [18,
(4.14) Corollary] (V ∈ K(M)), which say that for 0 < t ≤ 1 there is a uniform constant
c = cM,V > 0 so that
(2.33) (e−tHV
)
(x, y) .
{
t−n/2 exp(−c(dg(x, y))2/t), if dg(x, y) ≤ Inj (M)/2,
1 otherwise.
As a consequence of (2.33), we have for 0 < t ≤ 1∫
M
|(e−tHV )(x, y)|2dy . t−n2 .
By Schwarz’s inequality, we have ‖e−tHV ‖L2→L∞ . t−n4 . If we consider the kernels of
the dyadic spectral projection operators
(2.34) χ˜Vλ (x, y) =
∑
τk∈[λ,2λ)
eτk(x)eτk(y),
for HV , then, by the spectral theorem, we have
‖χ˜Vλ ‖L2→L∞ . ‖e−λ
−2HV ‖L2→L∞ . λ
n
2 ,
which, along with the Cauchy-Schwarz inequality, implies
(2.35) sup
x,y∈M
∣∣ ∑
τk∈[λ,2λ)
eτk(x)eτk(y)
∣∣ ≤ sup
x∈M
∑
τk∈[λ,2λ)
|eτk(x)|2 =
∥∥χ˜Vλ ∥∥2L2→L∞ . λn.
Since the eigenvalues of HV are all ≥ 1, by (2.35) we have
(2.36) (e−tHV
)
(x, y) . e−t/2, t > 1.
If we use (2.33), (2.36) along with (2.32), we obtain (2.30) and (2.31).
3. Proof of the universal Weyl law involving singular potentials.
To prove Proposition 2.2, which, as noted, implies our main result, Theorem 1.1,
we shall split things into three different cases that require slightly different arguments.
Specifically, we shall first handle the contribution of frequencies τk which are comparable
to λ, and then those that are relatively small followed by ones that are relatively large.
Handling the contribution of comparable frequencies. In this subsection we shall
handle frequencies τk which are comparable to λ, which one would expect to be the main
contribution to the Weyl error term in (1.12). Specifically, we shall prove the following.
Proposition 3.1. As in Theorem 1.1 fix V ∈ K(M). Then
(3.1)
∣∣∣∑
j
∑
{k: τk∈[λ/2,10λ]}
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L1(M) λn−
3
2 ,
for some constant CV depending on V .
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To prove Proposition 3.1, let us fix a Littlewood-Paley bump function β ∈ C∞0 ((1/2, 2))
satisfying
∞∑
ℓ=−∞
β(2−ℓs) = 1, s > 0.
Let us then set
β0(s) =
∑
ℓ≤0
β(2−ℓ|s|) ∈ C∞0 ((−2, 2)),
and
β˜(s) = s−1β(|s|) ∈ C∞0
({|s| ∈ (1/2, 2)}).
We then write for λ/2 ≤ τ ≤ 10λ
Kτ (x, y) =
∑
j
1˜λ(λj)− 1˜λ(τ)
λ2j − τ2
e0j(x)e
0
j (y)(3.2)
=
∑
j
1˜λ(λj)− 1˜λ(τ)
λj − τ
β0(λj − τ)
λj + τ
e0j(x)e
0
j (y)
+
∑
{ℓ∈N: 2ℓ≤λ/100}
(∑
j
2−ℓβ˜(2−ℓ(λj − τ))
λj + τ
(1˜λ(λj)− 1˜λ(τ)) e0j (x)e0j(y)
)
+
∑
j
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λj − τ))
λ2j − τ2
)(
1˜λ(λj)− 1˜λ(τ)
)
e0j(x)e
0
j (y).
Next, let
Kτ,0(x, y) =
∑
j
1˜λ(λj)− 1˜λ(τ)
λj − τ
β0(λj − τ)
λj + τ
e0j(x)e
0
j (y),
Rτ,ℓ(x, y) =
∑
j
2−ℓβ˜(2−ℓ(λj − τ))
λj + τ
e0j(x)e
0
j (y), if 2
ℓ ≤ λ/100,
and
Rτ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λj − τ))
λ2j − τ2
)
e0j(x)e
0
j (y).
Also, for 2ℓ ≤ λ/100 let
K−τ,ℓ(x, y) =
∑
j
2−ℓβ˜(2−ℓ(λj − τ))
λj + τ
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)
K+τ,ℓ(x, y) =
∑
j
2−ℓβ˜(2−ℓ(λj − τ))
λj + τ
1˜λ(λj) e
0
j(x)e
0
j (y),
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and, finally,
K−τ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λj − τ))
λ2j − τ2
)(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)
K+τ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λj − τ))
λ2j − τ2
)
1˜λ(λj) e
0
j(x)e
0
j(y).
If Kτ is as in (3.2), our current task, (3.1), is to show that
(3.1′)
∣∣∣ ∑
τk∈[λ/2,10λ]
∫∫
Kτk(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn− 32 ‖V ‖L1(M).
To prove this, we note that we can write
(3.3) Kτ (x, y) = Kτ,0(x, y) +
∑
{ℓ∈N: 2ℓ≤λ/100}
K−τ,ℓ(x, y) +K
−
τ,∞(x, y)
+
∑
{ℓ∈N: 2ℓ≤λ/100}
Rτ,ℓ(x, y)
(
1− 1˜λ(τ)
)
+Rτ,∞(x, y)
(
1− 1˜λ(τ)
)
,
or
(3.4) Kτ (x, y) = Kτ,0(x, y) +
∑
{ℓ∈N: 2ℓ≤λ/100}
K+τ,ℓ(x, y) +K
+
τ,∞(x, y)
−
∑
{ℓ∈N: 2ℓ≤λ/100}
Rτ,ℓ(x, y)1˜λ(τ)−Rτ,∞(x, y)1˜λ(τ),
We shall use (3.3) to handle the summands in (3.1′) with τ = τk ∈ [λ/2, λ] and (3.4) to
handle those with τ = τk ∈ (λ, 10λ].
For ℓ ∈ N with 2ℓ ≤ λ/100, let for j = 0, 1, 2, . . .
(3.5) I−ℓ,j =
(
λ− (j + 1)2ℓ, λ− j2ℓ] and I+ℓ,j = (λ+ j2ℓ, λ+ (j + 1)2ℓ ].
Then to use the δτ–Lemma (Lemma 2.3), we shall use the following result whose proof
we momentarily postpone.
Lemma 3.2. If ℓ ∈ Z+, 2ℓ ≤ λ/100, and j = 0, 1, 2, . . . , we have for each N ∈ N
(3.6) ‖K±τ,ℓ( · , y)‖L2(M), ‖2ℓ ∂∂τK±τ,ℓ( · , y)‖L2(M)
. λ
n−1
2 −12−ℓ/2(1 + j)−N , τ ∈ I±ℓ,j ∩ [λ/2, 10λ].
Also,
(3.7) ‖Kτ,0( · , y)‖L2(M), ‖ ∂∂τKτ,0( · , y)‖L2(M)
. λ
n−1
2 −1(1 + j)−N , τ ∈ I±0,j ∩ [λ/2, 10λ],
(3.8) ‖K+τ,∞( · , y)‖L2(M), ‖λ ∂∂τK+τ,∞( · , y)‖L2(M) . λ
n
2−2, τ ∈ [λ, 10λ],
and we can write
K−τ,∞(x, y) = K˜
−
τ,∞(x, y) +H
−
τ,∞(x, y),
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where for τ ∈ [λ/2, λ]
‖K˜−τ,∞( · , y)‖L2(M), ‖λ ∂∂τ K˜−τ,∞( · , y)‖L2(M) . λ
n
2−2
|H−τ,∞(x, y)| . λn−2hn(λdg(x − y))(1 + λdg(x, y))−N ,
(3.9)
where hn is as in (1.4). Finally, we also have for 1 ≤ 2ℓ ≤ λ/100 and τ ∈ [λ/2, 10λ]
(3.10) ‖Rτ,ℓ( · , y)‖L2(M), ‖2ℓ ∂∂τRτ,ℓ( · , y)‖L2(M) . λ
n−1
2 −12−ℓ/2,
and
(3.11) |Rτ,∞(x, y)| . λn−2hn(λdg(x, y)) (1 + λdg(x, y))−N .
As before, we are abusing notation a bit. First, in (3.6) we mean that if Kτ,ℓ equals
K+τ,ℓ or K
−
τ,ℓ then the bounds in (3.6) for τ in I
+
ℓ,j ∩ [λ, 10λ] or I−ℓ,j ∩ [λ/2, λ], respectively.
Also, in both the second inequality in (3.9) and in (3.11) we mean that the kernels satisfy
the bounds when x is sufficiently close to y (so that dg(x, y) is well-defined) and that
they are O(λ−N ) away from the diagonal.
Before proving this result let us see how we can use it along with Lemma 2.3 to prove
Proposition 3.1.
Proof of Proposition 3.1. First, by (3.6) and Lemma 2.3 with δ = 2ℓ, we have
∣∣∣ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)V (y) dydx
∣∣∣(3.12)
≤ ‖V ‖L1 · sup
y
∥∥∥ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)
∥∥∥
L1(dx)
. ‖V ‖L1 · sup
y
(
‖K±
λ+j2ℓ,ℓ
( · , y)‖L2(M) +
∫
I±
ℓ,j
∥∥ ∂
∂τK
±
s,ℓ( · y)‖L2(M) ds
)
× ( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)1/2
. λ
n−1
2 −12−ℓ/2(1 + j)−N
( ∑
τk∈[λ/2,10λ]
|eτk(y)|2
)1/2
. λn−
3
2 2−ℓ/2(1 + j)−N .
In the second to last inequality we used the fact that, by (2.35),
(3.13)
∑
τk∈[λ/2,10λ]
|eτk(y)|2 . λn, λ ≥ 1.
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If we sum over j = 0, 1, 2, . . . , we see that (3.12) yields
(3.14)
∣∣∣ ∑
λ<τk≤10λ
∫∫
K+τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K−τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn− 32 2−ℓ/2‖V ‖L1(M), 1 ≤ 2ℓ ≤ λ/100.
If we take δ = 1 in Lemma 2.3, this argument also gives
(3.15)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ<τk≤10λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn− 32 ‖V ‖L1(M).
Similarly, if we use Lemma 2.3 with δ = λ along with (3.8) we find that
(3.16)
∣∣∣ ∑
λ<τk≤10λ
∫∫
K+τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. λ
n
2−2‖V ‖L1
( ∑
τk∈[λ/2,10λ]
|eτk(y)|2
)1/2
. λn−2‖V ‖L1 ,
using (3.13) for the last inequality.
Next, since Rτ,ℓ enjoys the bounds in (3.10), we can repeat the arguments in (3.12) to
see that for 1 ≤ 2ℓ ≤ λ/100 we have∣∣∣ ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. ‖V ‖L1 · 2−ℓ/2λ
n−1
2 −1 sup
y
( ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
|1˜λ(τk)eτk(y)|2
)1/2
. λn−
3
2 2−ℓ/2‖V ‖L1 · (1 + j)−N ,
since 1˜λ(τk) = O((1+ j)
−N ) if τk ∈ I+ℓ,j . Summing over this bound over j of course yields
(3.17)
∣∣∣ ∑
λ<τk≤10λ
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn− 32 2−ℓ/2‖V ‖L1 .
The same argument gives
(3.18)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Rτk,ℓ(x, y)
(
1− 1˜λ(τk)
)
eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn− 32 2−ℓ/2‖V ‖L1 .
Also, by (3.11) we have
sup
y
∫
sup
λ/2≤τ≤10λ
|Rτ,∞(x, y)| dx . λ−2,
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and since (3.13) yields
∑
τk≤10λ
|eτk(x)eτk(y)| . λn, we have∣∣∣ ∑
τk∈(λ,10λ]
∫∫
Rτk,∞(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1
∣∣∣ ∑
τk∈[λ/2,λ]
∫∫
Rτk,∞(x, y)
(
1− 1˜λ(τk)
)
eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1(3.19)
If H−τ,∞ is as in (3.9) this argument also gives us∣∣∣ ∑
λ/2≤τk≤λ
∫∫
H−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1,
while the proof of (3.16) along with the first part of (3.9) yields∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K˜−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1.
Since Kτ,∞ = K˜τ,∞ +H
−
τ,∞, we deduce
(3.20)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1.
We now have assembled all the ingredients for the proof of (3.1′). If we use (3.14),
(3.15), (3.18), (3.19) and (3.20) along with (3.3), we conclude that the analog of (3.1′)
must be valid where the sum is taken over τk ∈ [λ/2, λ]. We similarly obtain the analog
of (3.1′) where the sum is taken over τk ∈ (λ, 10λ] from (3.4) along with (3.14), (3.15),
(3.17) and (3.19).
From this, we deduce that (3.1′) must be valid, which finishes the proof that Lemma 2.3
and Lemma 3.2 yield Proposition 3.1. 
To finish the present task we need to prove this lemma.
Proof of Lemma 3.2. To prove the first inequality we note that if τ ∈ I±ℓ,j ∩ [λ/2, 10λ]
then |λi − τ | ≤ 2ℓ+1, λi, τ ≈ λ if β(2−ℓ(λi − τ)) 6= 0, and, in this case, we also have
1˜λ(λi)− 1 = O((1+ |j|)−N ) if τ ∈ I−ℓ,j and 1˜λ(λi) = O((1+ |j|)−N ) if τ ∈ I+ℓ,j . Therefore,
by orthogonality and (2.27), we have∥∥K±τ,ℓ( · , y)∥∥L2(M) . (1 + |j|)−N2−ℓλ−1 ( ∑
{i: |λi−τ |≤2ℓ+1}
|e0i (y)|2
)1/2
. (1 + |j|)−N2−ℓλ−1( ∑
{µ∈{N: |µ−τ |≤2ℓ+1}
µn−1
)1/2
≤ (1 + |j|)−N2−ℓ/2λn−12 −1,
which is the first part of (3.6). In the second inequality, we used (2.27). The other
inequality in (3.6) follows from this argument since
∂
∂τ
β˜(2−ℓ(λi − τ))
λi + τ
= O(2−ℓλ−1),
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due to the fact that we are assuming that 2ℓ ≤ λ/100.
This argument also gives us (3.7) if we use the fact that τ → (1˜λ(τ)− 1˜λ(µ))/(τ2−µ2)
is smooth if we define it as in (2.22) when τ = µ (which is consistent with (2.20′)) and
use the fact that
∂kτ
(
β0(λi − τ)(1˜λ(λi)− 1˜λ(τ))/(λi − τ)
)
= O((1 + |j|)−N ), k = 0, 1, τ ∈ I±0,j ,
and the fact that, if this expression is nonzero, we must have |λi − τ | ≤ 2.
To prove (3.8) we use the fact that for k = 0, 1 we have for τ ∈ (λ, 10λ]∣∣∣ ( ∂
∂τ
)k(∑{ℓ∈N: 2ℓ>λ/100} β(2−ℓ(λi − τ))
λ2i − τ2
)
1˜λ(λi)
∣∣∣ .
{
λ−2−k if λi ≤ λ
λ−2−k(1 + λi − λ)−N if λi > λ.
Thus for k = 0, 1∥∥(λ∂τ )kK+τ,∞( · , y)∥∥L2(M) . λ−2
( ∑
λi≤λ
|e0i (y)|2 +
∑
λi>λ
(1 + λi − λ)−N |e0i (y)|2
)1/2
. λ−2+
n
2 ,
as desired if N > 2n, using (2.27) again.
Next we turn to the bounds in (3.9) for K−τ,∞. To handle this, let η be as in Lemma 2.5
and put
H−τ,∞(x, y) = −
∑
i
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λi − τ))
λ2i − τ2
)
η(λi/τ) e
0
i (x)e
0
i (y)
= −
∑
i
η(λi/τ)
λ2i − τ2
e0i (x)e
0
i (y),
assuming, as we may, that λ ≫ 1. The last equality comes from the properties of
our Littlewood-Paley bump function, β. We then conclude from Lemma 2.5 that H−τ,∞
satisfies the bounds in (3.9). If we then set
K˜−τ,∞(x, y) =
∑
i
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λi − τ))
λ2i − τ2
)
1˜λ(λi) e
0
i (x)e
0
i (y)
−
∑
i
(∑
{ℓ∈N: 2ℓ>λ/100} β(2
−ℓ(λi − τ))
λ2i − τ2
) (
1− η(λi/τ)
)
e0i (x)e
0
i (y),
we have K−τ,∞ = K˜
−
τ,∞+H
−
τ,∞, and, also, by the proof of (3.8), K˜
−
τ,∞ satisfies the bounds
in (3.9).
It just remains to prove the bounds in (3.10) for the Rτ,ℓ(x, y) and that in (3.11) for
Rτ,∞(x, y). The former just follows from the proof of (3.6).
To prove the remaining inequality, (3.11), we note that if η is as above and we set
R˜τ,∞(x, y) =
∑
i
η(λi/τ)
λ2i − τ2
e0i (x)e
0
i (y),
then, by Lemma 2.5, R˜τ,∞ satisfies the bounds in (3.11). Also, we have
Rτ,∞(x, y) = R
0
τ,∞(x, y) + R˜τ,∞(x, y),
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if
R0τ,∞(x, y) =
∑
i
(
1− η(λi/τ)
)(∑{ℓ∈N: 2ℓ>λ/100} β(2−ℓ(λi − τ))
λ2i − τ2
)
e0i (x)e
0
i (y),
(again using the properties of β), and, since the proof of Lemma 2.5 shows that for
τ ∈ [λ/2, 10λ] we have
|R0τ,∞(x, y)| . τn−2
(
1 + τdg(x, y)
)−N
. λn−2
(
1 + λdg(x, y)
)−N
,
we conclude that (3.11) must be valid, which completes the proof. 
Handling the contribution of relatively large frequencies of HV . In this section
we shall handle relatively large frequencies of HV by proving the following.
Proposition 3.3. As in Theorem 1.1 fix V ∈ K(M). Then
(3.21)
∣∣∣∑
j
∑
{k: τk>10λ}
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L1(M) λn−2(logλ)1/2,
for some constant CV depending on V .
To prove (3.21) fix
(3.22) Ψ ∈ C∞0 ((1/2, 2)), with Ψ(s) = 1, s ∈ [3/4, 5/4].
To proceed, assume that τk > 10λ. Since, by the mean value theorem and (2.16)
1˜λ(λj)− 1˜λ(τk)
λj − τk = O(τ
−σ
k ) ∀σ, if λj ∈ (τk/2, 2τk), τk > 10λ,
by (2.27) and (3.13), to prove (3.21) it suffices to show that
(3.21′)∣∣∣∑
j
∑
{k: τk>10λ}
∫∫
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
(
1−Ψ(λj/τk)
)
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
. ‖V ‖L1(M) λn−2(logλ)1/2,
since∣∣∣∑
j
∑
{k: τk>10λ}
∫∫
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
Ψ(λj/τk)e
0
j (x)e
0
j(y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
. λ−σ‖V ‖L1(M), ∀σ.
As 1˜λ(τk) = O(τ
−σ
k ) for all σ ∈ N for τk > 10λ and, by Lemma 2.5,∣∣∣∑
j
(1−Ψ(λj/τk))
λ2j − τ2k
e0j(x)e
0
j(y)
∣∣∣ .
{
τn−2k + (dg(x, y))
2−n, n ≥ 3
log
(
2 + 1/(τkdg(x, y))
)
, n = 2,
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the analog of (3.21′) where we replace (1˜λ(λj)− 1˜λ(τk)) by 1˜λ(τk) is trivial. Consequently,
we would have (3.21′) and consequently Proposition 3.3 if we could show that
(3.21′′)
∣∣∣∑
j
∑
{k: τk>10λ}
∫∫
(1−Ψ(λj/τk))
λ2j − τ2k
1˜λ(λj) e
0
j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
. ‖V ‖L1(M) λn−2(logλ)1/2.
If 1−Ψ(λj/τk) 6= 0 we have λj 6= τk, and then can write
1
τ2k − λ2j
= τ−2k + τ
−2
k
(
λj/τk
)2
+ · · ·+ τ−2k
(
λj/τk
)2N−2
+ (λj/τk)
2N 1
τ2k − λ2j
.
As a result, we would have (3.21′′) if we could choose N ∈ N so that we have
(3.23)∣∣∣∫∫ ∑
j
λ2ℓj 1˜λ(λj)e
0
j(x)e
0
j (y)
( ∑
τk>10λ
τ−2−2ℓk (1−Ψ(λj/τk)) eτk(x)eτk(y)
)
V (y) dxdy
∣∣∣
. ‖V ‖L1(M)λn−2(log λ)1/2, ℓ = 0, . . . , N − 1,
as well as
(3.24)∣∣∣∑
j
∑
τk>10λ
∫∫
(1 −Ψ(λj/τk))
λ2j − τ2k
(λj)
2N 1˜λ(λj)e
0
j (x)e
0
j(y)V (y)τ
−2N
k eτk(x)eτk(y) dxdy
∣∣∣
. λn−2‖V ‖L1(M).
To handle (3.23) we start with a trivial reduction. We note that if τk > 10λ, then by
(2.15), (3.13) and (3.22)∣∣1˜λ(λj) ∑
τk>10λ
Ψ(λj/τ)τ
−2−2ℓ
k eτk(x)eτk(y)| .
∣∣1˜λ(λj) ∑
τk∈(λj/2,2λj)
τ−2−2ℓk eτk(x)eτk(y)
∣∣
. λ−σj
∑
τk≈λj
τ−σk |τ−2−2ℓk eτk(x)eτk(y)|
. λn−2ℓ−2σj ,
for any σ. If σ > n, by (2.27) this yields
∣∣∣∫∫ ∑
j
λ2ℓj 1˜λ(λj)e
0
j(x)e
0
j (y)
( ∑
τk>10λ
τ−2−2ℓk Ψ(λj/τk) eτk(x)eτk(y)
)
V (y) dxdy
∣∣∣
. ‖V ‖L1(M),
which means that in order to prove (3.23) it suffices to show that
(3.23′)
∣∣∣∫∫ ((P 0)2ℓ1˜λ(P 0))(x, y)( ∑
τk>10λ
τ−2−2ℓk eτk(x)eτk(y)
)
V (y) dxdy
∣∣∣
. ‖V ‖L1(M)λn−2(log λ)1/2, ℓ = 0, . . . , N − 1,
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since ∑
j
λ2ℓj 1˜λ(λj)e
0
j(x)e
0
j (y) =
(
(P 0)2ℓ1˜λ(P
0)
)
(x, y).
To prove this, in certain cases, we shall rewrite the expression inside the absolute value
in the left side of (3.23′) slightly. Specifically, we can split it into the following two terms
(3.25)
∫∫ (
(P 0)2ℓ1˜λ(P
0)
)
(x, y)
(∑
τk≥1
τ−2−2ℓk eτk(x)eτk(y)
)
V (y) dxdy
−
∫∫ (
(P 0)2ℓ1˜λ(P
0)
)
(x, y)
( ∑
τk≤10λ
τ−2−2ℓk eτk(x)eτk(y)
)
V (y) dxdy
= I + II, if ℓ ≤ (n− 4)/4 and n ≥ 4.
If n ≤ 3 we shall not split things up in this way, and, instead, just deal with the expression
in the left side of (3.23′) directly.
Note that if n ≥ 5 and ℓ ≤ (n− 4)/4
|I| =
∣∣∣∫∫ ((P 0)2ℓ1˜λ(P 0))(x, y) (HV )−1−ℓ(x, y)V (y) dxdy∣∣∣
≤
∫∫
dg(x,y)≤λ−1
+
∫∫
dg(x,y)≥λ−1
( ∣∣((P 0)2ℓ1˜λ(P 0))(x, y)∣∣ ∣∣(HV )−1−ℓ(x, y)∣∣ |V (y)| dxdy
.
∫∫
dg(x,y)≤λ−1
λn+2ℓ (dg(x, y))
−n+2+2ℓ |V (y)| dxdy
+ ‖V ‖L1 · sup
y
(∫
dg(x,y)≥λ−1
∣∣((P 0)2ℓ1˜λ(P 0))(x, y)∣∣2 dx)1/2
× (∫
dg(x,y)≥λ−1
∣∣(dg(x, y))−2(n−2−2ℓ) dx)1/2
. ‖V ‖L1 · λn+2ℓ−(2−2ℓ) + ‖V ‖L1 ·
(
λ
n
2 +2ℓ · λn2−2−2ℓ)
= λn−2‖V ‖L1,
which is better than the bounds in (3.23′). Here we used Lemma 2.6 to bound (H−1−ℓV )(x, y)
(and our momentary assumption ℓ ≤ (n − 4)/4). In the second inequality we also used
Schwarz’s inequality, while in the second inequality and the second to last step we also
used Lemma 2.4.
If n = 4 than the requirement in (3.25) forces ℓ = 0. In this case, if we repeat the
above arguments we obtain slightly worse bounds, i.e.,
|I| . λn−2(log λ)1/2‖V ‖L1 ,
with the logλ factor coming from the fact that when n = 4 we have∫
dg(x,y)≥λ−1
(dg(x, y))
−4 dx ≈ logλ.
On the other hand, this bound is in agreement with the one posited in (3.23′).
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We still need to handle the second term, II, in (3.25). To do this we shall again use
Lemma 2.4 and (3.13) along with Schwarz’s inequality to deduce that
|II| ≤ ‖V ‖L1 · sup
y
(
‖(P 0)2ℓ1˜λ(P 0)( ·, y)‖L2 · ‖
∑
τk≤10λ
τ−2−2ℓk eτk( · )eτk(y)‖L2
)
. ‖V ‖L1 · λ
n
2 +2ℓ · ( ∑
τk≤10λ
τ−4−4ℓk |eτk(y)|2
)1/2
. ‖V ‖L1 · λ
n
2 +2ℓ · ( ∑
{j∈N: 2j≤10λ}
2−j(4+4ℓ)2nj
)1/2
. ‖V ‖L1 · λ
n
2 +2ℓ · λ−2−2ℓ+n2
= ‖V ‖L1 · λn−2,
assuming in the last step ℓ < (n − 4)/4. In the remaining case covered in (3.25) where
n ≥ 4 and ℓ = (n− 4)/4 (forcing n to be a multiple of 4), as was the case for ℓ = 0 and
n = 4, the bound is somewhat worse and we instead get, in this case,
|II| . λn−2(logλ)1/2‖V ‖L1 ,
which still better than that of our current goal, (3.21).
Since we have obtained favorable estimates for I and II in (3.25), we have shown that
(3.23′) is valid when n ≥ 4 and ℓ ≤ (n − 4)/4. For the remaining cases where n = 2, 3
and 0 ≤ ℓ ≤ N − 1 is arbitrary or (n− 4)/4 < ℓ ≤ N − 1 for n ≥ 4, we shall just repeat
the argument that we used to control II. We have not specified N ; however, to get the
other inequality, (3.24), that is needed to obtain our current goal (3.21), N will have to
be chosen to be larger than (n− 4)/4.
In these remaining cases for (3.23′) if we argue as above we find that the left side of
(3.23′) is dominated by
‖V ‖L1 · sup
y
(
‖(P 0)2ℓ1˜λ(P 0)( ·, y)‖L2 · ‖
∑
τk>10λ
τ−2−2ℓk eτk( · )eτk(y)‖L2
)
. ‖V ‖L1 · λ
n
2 +2ℓ · ( ∑
τk>10λ
τ−4−4ℓk |eτk(y)|2
)1/2
. ‖V ‖L1 · λ
n
2 +2ℓ · ( ∑
{j∈N: 2j>10λ}
2−j(4+4ℓ)2nj
)1/2
. ‖V ‖L1 · λ
n
2 +2ℓ · λ−2−2ℓ+ n2
= λn−2‖V ‖L1,
using the fact that our current conditions ensure that 4 + 4ℓ > n. This completes the
proof of (3.23′) and hence (3.23).
To finish this subsection we need to show that we can fix N ∈ N sufficiently large so
that (3.24) is valid. As we mentioned before we shall specify our N > (n − 4)/4 in a
moment.
To prove (3.24) for large enough N , here too it will be convenient to split matters into
two cases. First, let us deal with the sum in (3.24) where τk ≥ λ2. We can handle this
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case using trivial methods if N is large enough. In fact, by using Schwarz’s inequality,
Lemma 2.4 and orthogonality, we see that for τk ≥ λ2 we have the uniform bounds∫ ∣∣∑
j
(1−Ψ(λj/τk))
λ2j − τ2k
(λj)
2N 1˜λ(λj)e
0
j(x)e
0
j (y)
∣∣ dx
.
∥∥∑
j
(1−Ψ(λj/τk))
λ2j − τ2k
(λj)
2N 1˜λ(λj)e
0
j( · )e0j(y)
∥∥
L2
.
∥∥(P 0)2N 1˜λ(P 0)( ·, y)∥∥L2 . λn2 +2N .
This does not present a problem since if N is large, since, by (3.13) and the Cauchy-
Schwartz inequality,∑
τk≥λ2
τ−2Nk |eτk(x)eτk(y)| .
∑
{j∈N: 2j≥λ2}
2−2Nj2nj . λ−4Nλ2n,
if N > n. Using these two inequalities we deduce that∣∣∣∑
j
∑
τk≥λ2
∫∫
(1−Ψ(λj/τk))
λ2j − τ2k
(λj)
2N 1˜λ(λj)e
0
j(x)e
0
j (y)V (y)τ
−2N
k eτk(x)eτk(y) dxdy
∣∣∣
. λ
n
2 +2Nλ−4N+2n‖V ‖L1(M) < ‖V ‖L1 ,
if we assume, as we may, that N = 2n.
Based on this, we would be done with handling relatively large frequencies of HV if
we could show that
(3.24′)∣∣∣∑
j
∑
10λ<τk<λ2
∫∫
(1 −Ψ(λj/τk))
λ2j − τ2k
(λj)
2N 1˜λ(λj)e
0
j (x)e
0
j (y)V (y)τ
−2N
k eτk(x)eτk(y) dxdy
∣∣∣
. λn−2‖V ‖L1(M), if N = 2n.
To this end, let Φ ∈ C∞(R+) satisfy Φ(s) = 1, s ≤ 3/2 and Φ(s) = 0, s ≥ 2. Then if
τk ≥ 10λ, it follows that
Φ(λj/λ)
(
1−Ψ(λj/τk)
)
= Φ(λj/λ),
and also for all σ ∈ N
1˜λ(λj)
(1− Φ(λj/λ))
λ2j − τ2k
(
1−Ψ(λj/τk)
)
= O(τ−σk ), if 10λ ≤ τk ≤ λ2.
Thus, by an earlier argument, modulo O(λ−σ‖V ‖L1) ∀σ ∈ N, the left side of (3.24′)
agrees with the expression where we replace (1 − Ψ(λj/τk)) with Φ(λj/λ). Therefore
since (λ2j − τ2k )−1 = −(1− (λj/τk)2)−1 · τ−2k , we would have (3.24′) if we could show that
(3.24′′)∣∣∣∑
j
∑
10λ<τk<λ2
∫∫
Φ(λj/λ)
1− (λ2j/τk)2
(λj)
2N 1˜λ(λj)e
0
j(x)e
0
j (y)V (y)τ
−2N−2
k eτk(x)eτk(y) dxdy
∣∣∣
. λn−2‖V ‖L1(M), N = 2n.
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Since the left side is dominated by ‖V ‖L1 times
(3.26) sup
y
∣∣∣∫ (∑
j
Φ(λj/λ)
1− τ−2k λ2j
(λj)
2N 1˜λ(λj)e
0
j(x)e
0
j (y)
)
× ( ∑
10λ<τk<λ2
τ−2N−2k eτk(x)eτk(y)
)
dx
∣∣∣,
it suffices to show that this expression is O(λn−2).
To do so, we shall appeal to the δτ–Lemma, Lemma 2.3. We set for a given y ∈M
m(s, x) =
∑
j
Φ(λj/λ)
1− s2λ2j
(λj)
2N 1˜λ(λj)e
0
j(x)e
0
j (y), s ∈ [0, 1/10λ].
Then, since
(3.27)
∣∣∣Φ(λj/λ)
1− s2λ2j
∣∣∣ . 1,
and
(3.28)
∣∣∣ ∂
∂s
( Φ(λj/λ)
1− s2λ2j
) ∣∣∣ . sλ2,
if s ∈ [0, 1/10λ], it follows from orthogonality and Lemma 2.4 that
(3.29) ‖m(0, · )‖L2(M) +
∫ 1/10λ
0
∥∥ ∂
∂sm(s, · )
∥∥
L2(M)
ds = O(λ
n
2 +2N ).
Consequently, by Lemma 2.3, (3.26) is dominated by
λ
n
2 +2N
∥∥ ∑
10λ<τk<λ2
τ−2N−2k eτk( · )eτk(y)
∥∥
L2
= λ
n
2 +2N
( | ∑
10λ<τk<λ2
τ−4N−4k |eτk(y)|2
)1/2
. λ
n
2 +2N
( ∑
{j∈N: 2j>10λ}
2−(4N+4)j2nj
)1/2
. λ
n
2 +2N · λ−2N−2 · λn2 = λn−2,
using (3.13) in the second to last step and the fact that N = 2n in the final one. Thus,
the quantity in (3.26) is O(λn−2), which, by the above, yields (3.24′′) and finishes the
proof of Proposition 3.3.
Handling the contribution of relatively small frequencies of HV . In this subsec-
tion we shall handle relatively small frequencies of HV and prove the following result.
Proposition 3.4. As in Theorem 1.1 fix V ∈ K(M). Then
(3.30)
∣∣∣∑
j
∑
τk<λ/2
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV λn−2‖V ‖L1(M),
for some constant CV depending on V .
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If we combine this with Proposition 3.1 and Proposition 3.3 which handle frequencies
which are comparable to λ and large compared to λ, respectively, we obtain Proposi-
tion 2.2, which by the arguments in §2, yield our main result, Theorem 1.1.
Proof of Proposition 3.4. As in the earlier cases, we shall first handle a trivial case. To
do so, we note that, by (2.16) and the mean value theorem,
1˜λ(λj)− 1˜λ(τ)
λ2j − τ2
= O(λ−σ), ∀σ ∈ N, if 1 ≤ τ ≤ λ/2 and λj ≤ 7λ/8.
Also, by (2.27) and (3.13)
(3.31)
∑
λj≤λ
|e0j(x)e0j (y)|,
∑
τk<λ/2
|eτk(x)eτk(y)| . λn.
To use these and make our first reduction fix a ∈ C∞(R+) satisfying
a(s) = 0, s ≤ 3/4 and a(s) = 1, s ≥ 7/8.
Using the preceding inequalities we see that in order to prove (3.30) it suffices to show
that
(3.30′)
∣∣∣∑
j
∑
τk<λ/2
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
a(λj/λ)e
0
j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV λn−2‖V ‖L1(M),
due to the fact that the difference between the quantities inside the absolute values in
the left side of (3.30) and that of (3.30′) is O(λ−σ‖V ‖L1) for all σ.
For the next reduction, note that the proof of Lemma 2.5 yields∣∣∣∑
j
a(λj/λ)
λ2j − τ2k
e0j(x)e
0
j (y)
∣∣∣ .
{
(dg(x, y))
2−n, n ≥ 3,
log
(
2 + (dg(x, y))
−1
)
, n = 2,
if 1 ≤ τk ≤ λ/2. Based on this and the second part of (3.31) and the fact that 1−1˜λ(τk) =
O(λ−σ) for all σ when 1 ≤ τk ≤ λ/2, we easily see that∣∣∣∑
j
∑
τk<λ/2
∫
M
∫
M
1− 1˜λ(τk)
λ2j − τ2k
a(λj/λ)e
0
j (x)e
0
j(y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ λ−σ‖V ‖L1(M), ∀σ ∈ N.
Consequently, we would have (3.30′) if we could show that
(3.30′′)
∣∣∣∑
j
∑
τk<λ/2
∫
M
∫
M
a(λj/λ)
λ2j − τ2k
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV λn−2‖V ‖L1(M).
We need to make one final reduction before we can appeal to the δτ–Lemma, Lemma 2.3.
For this, let η be as in Lemma 2.5, i.e., η ∈ C∞(R+) with η(s) = 0 on s ≤ 2 and η(s) = 1,
s > 4. It then follows that
η(s)a(s) = η(s).
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Consequently, we can write the quanity inside the absolute value in the left side of (3.30′′)
as∑
j
∑
τk<λ/2
∫
M
∫
M
η(λj/λ)
λ2j − τ2k
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
+
∑
j
∑
τk<λ/2
∫
M
∫
M
a(λj/λ)(1− η(λj/λ))
λ2j − τ2k
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
= I + II.
Therefore, in order to prove (3.30′′), it suffices to show that both |I| and |II| are domi-
nated by the right side of (3.30′′).
We can easily handle I without appealing to the δτ–lemma. Indeed since 1˜λ(λj) =
O(λ−σj ) for all σ if η(λj/λ) 6= 0, we see that (2.27) yields∑
j
η(λj/λ)
λ2j − τ2k
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y) = −
∑
j
η(λj/λ)
λ2j − τ2k
e0j(x)e
0
j (y) +O(λ
−σ), ∀σ.
Consequently, by the second part of (3.31) we would have the desired bounds for I if we
could show that
(3.32)
∣∣∣∫∫ ∑
τk<λ/2
Rτk(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1,
where
Rτk(x, y) =
∑
j
η(λj/λ)
λ2j − τ2k
e0j(x)e
0
j (y).
To use this we note that the proof of Lemma 2.5 implies that
sup
1≤τk<λ/2
|Rτk(x, y)| ≤ C0λn−2hn(λdg(x, y))(1 + λdg(x, y))−σ, ∀σ,
and, therefore,
sup
y
∫
sup
1≤τk<λ/2
|Rτk(x, y)| dx . λ−2.
Since, we always have τk ≥ 1 by (1.7), by the second part of (3.31) we have
sup
y
∫ ∣∣∣ ∑
τk<λ/2
Rτk(x, y)eτk(x)eτk(y)
∣∣∣ dx . λn · sup
y
∫
sup
1≤τk<λ/2
|Rτk(x, y)| dx . λn−2,
which clearly yields (3.32).
Since we have the desired estimate for I above, it only remains to prove the corre-
sponding estimate for II. For this, let
m(s, x, y) =
∑
j
b(λj/λ)
λ2j − s2
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y),
with b(s) = a(s)(1− η(s)) ∈ C∞((3/4, 4)).
We then can rewrite this desired bound for II as follows∣∣∣∫∫ ∑
τk<λ/2
m(τk, x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1 .
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Just as the last step in the proof of Proposition 3.3 was to establish (3.26), the final step
here would be to show that
(3.33) sup
y
∫ ∣∣ ∑
τk<λ/2
m(τk, x, y)eτk(x)eτk(y)
∣∣ dx . λn−2.
To prove this we shall argue as in the very end of the last subsection and appeal to
the δτ–Lemma 2.3 with the δ there equal to λ/2. We first note that by (2.27) and the
fact that b(λj/λ) 6= 0 implies λj/λ ∈ [3/4, 4]. Consequently,∣∣∣ ( ∂
∂s
)ℓ (b(λj/λ)
λ2j − s2
)∣∣∣ ≤ Cλ−2(sλ−2)ℓ, ℓ = 0, 1, if 1 ≤ s ≤ λ/2.
Using this and the support properties b we can easily see that by the proof of Lemma 2.4
that (2.27) and orthogonality yields for ℓ = 0, 1∥∥( ∂∂s )ℓm(s, · , y)∥∥L2(M) ≤ C0λn2−2(sλ−2)ℓ, if y ∈M, 0 ≤ s ≤ λ/2.
Consequently,
sup
y
(
‖m(1, · , y)‖L2(M) +
∫ λ/2
1
∥∥( ∂∂s )m(s, · , y)∥∥L2(M)
)
. λ
n
2−2.
By Lemma 2.3 and the second part of (3.31) we deduce from this that the left side of
(3.33) is dominated by
λ
n
2−2 sup
y
( ∑
τk<λ/2
|eτk(y)|2
)1/2
. λn−2,
which completes the proof. 
4. Improved Weyl formulae under geometric assumptions.
Generic improvements: Extension of the Duistermaat-Guillemin theorem.
To prove (1.13), we shall first establish the following proposition concerning the error
term in Weyl law estimates.
Proposition 4.1. Assume that the set C of directions of periodic geodesics has measure
zero in S∗M and that V ∈ K(M). Then, for a constant CV independent of ε ∈ (0, 1), we
have
(4.1)
∫
M
∑
τk∈[λ,λ+ε]
|eτk(x)|2dx ≤ CV ελn−1, λ ≥ Λ(ε),
where Λ(ε) < +∞ depends on ε. Here {eτk} are eigenfunctions of the operator HV
defined in the first section.
Proof. To prove (4.1), let us fix a non-negative function χ ∈ S(R) satisfying:
(4.2) χ(τ) > 1, |τ | ≤ 1 and χˆ(t) = 0, |t| ≥ 1/2.
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Then it suffice to show that for any fixed constant T ≫ 1
(4.3)
∫
M
∞∑
k=1
χ(T (λ− τk))|eτk(x)|2dx ≤ CV T−1λn−1, λ ≥ Λ(T ),
where Λ(T ) < +∞ depends on T .
By Euler’s formula we can rewrite the left side of (4.3) as
(4.3′)
1
π
∫ ∞
−∞
∫
M
1
T
χˆ(t/T )eitλ
∞∑
k=1
cos tτk|eτk(x)|2dxdt
plus ∫
M
∞∑
k=1
χ(T (λ+ τk))|eτk(x)|2dx.
Since χ ∈ S(R), the last term is rapidly decreasing in λ with bounds independent of
T ≥ 1. Thus we just need to show that the expression in (4.3′) is bounded by the right
side of (4.3).
On the other hand, under the assumption of the proposition, it is known that when
V ≡ 1 (see e.g [16])
(4.4)
1
π
∫ ∞
−∞
∫
M
1
T
χˆ(t/T )eitλ
∞∑
j=1
cos tλj |e0j(x)|2dxdt ≤ CT−1λn−1, λ ≥ Λ(T ).
Again, by using Lemma 2.1 and Duhamel’s principle, we can rewrite the difference of
(4.3′) and (4.4) as
(4.5)
∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
where
(4.5′) χ˜λ(τ) =
1
π
∫ ∞
−∞
1
T
χˆ(t/T )eitλ cos τ dt = χ(T (λ− τ)) + χ(T (λ+ τ))
and similarly, we interpret
(4.6)
χ˜λ(τ) − χ˜λ(µ)
τ2 − µ2 =
χ˜′λ(τ)
2τ
, if τ = µ
Since χ ∈ S(R), we have
(4.7)
(
d
dτ
)j
χ˜λ(τ) = O
(
T j(1 + T |λ− τ |)−N ) ∀N, if j = 0, 1, 2, 3, . . . .
Given (4.7), we can use the same arguments as in the proof of Proposition 2.2 with minor
modifications to get the following:
(4.8)
∣∣∣∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV T 2‖V ‖L1(M) λn−
3
2 ,
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where the constant T 2 comes from the fact that∣∣∣ ∂
∂τ
χ˜λ(τ) − χ˜λ(µ)
τ − µ
∣∣∣ . T 2,
which arises when we apply lemma 2.3. Since the right side of (4.8) is better than the
one in (4.1), the proof is complete. Note that if we take T = 1 in the above argument,
we obtain (2.4). 
Proof of Theorem 1.2. Fix an even real-valued function ρ ∈ C∞(R) satisfying (2.13), and
for any fixed constant T, define
(4.9) 1˜λ(τ) =
1
π
∫ ∞
−∞
ρ(t/T )
sinλt
t
cos tτ dt.
By a change of variable argument, it follows from (2.15) that for τ > 0 and large λ we
have
(4.10) 1λ(τ) − 1˜λ(τ) = O
(
(1 + T |λ− τ |)−N ) ∀N.
Also, for τ > 0 we have the analog of (2.16)
(4.11)
(
d
dτ
)j
1˜λ(τ) ≤ CT j
(
(1 + |λ− τ |)−N ) ∀N, if j = 1, 2, 3, . . . .
Furthermore, if 1˜λ(P0) is defined as in (4.9), by (4.10), (2.25) and (2.26) in Lemma (2.4)
still hold.
Now if we use (4.1) , we can estimate the difference between the trace of 1λ(PV ) −
1˜λ(PV ). Indeed, by (2.15) or (4.10) we have
(4.12)
∣∣∣ ∫
M
(
1λ(PV )(x, x) − 1˜λ(PV )(x, x)
)
dx
∣∣∣ = ∣∣∣ ∫
M
∑
k
(
1λ(τk)− 1˜λ(τk)
) |eτk(x)|2 dx ∣∣∣
.
∑
k
∫
M
(
1 + T |λ− τk|)−2n |eτk(x)|2 dx .
1
T
λn−1, λ ≥ Λ(T ),
using the (4.1) in the last inequality.
Since it is known that when V ≡ 1 (see e.g [16] )
(4.13)
∣∣∣ ∫
M
1˜λ(P
0)(x, x) dx − (2π)−nωnVolg(M)λn
∣∣∣ . 1
T
λn−1, λ ≥ Λ(T ),
in order to prove Theorem 1.2, it suffices to prove the following:
(4.14)
∣∣∣ ∫
M
(
1˜λ(PV )(x, x) − 1˜λ(P 0)(x, x)
)
dx
∣∣∣ . 1
T
λn−1, λ ≥ Λ(T ).
By Lemma 2.1 and Duhamel’s principle, this equivalent to
(4.15)
∣∣∣∑
j,k
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣ . 1
T
λn−1.
By (4.10), (4.11), as well as (2.25) and (2.26), the properties of the function 1˜λ(τ) here
is similar to the one defined in (2.14). It follows from the proof of Proposition 2.2 and
Proposition 4.1 that, the left side of (4.15) is bounded by CV T
2‖V ‖L1(M) λn− 32 , which
is better than the right side of (4.14), which completes the proof.
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
Improvements for manifolds with non-positive curvature.
To prove (1.14), we need the following analog of (4.1).
Proposition 4.2. Assume that the sectional curvatures of (M, g) are non-positive and
that V ∈ K(M). Then for λ ≥ 1
(4.16)
∫
M
∑
τk∈[λ,λ+
1
log λ ]
|eτk(x)|2dx ≤ CV λn−1/ logλ,
where {eτk} are eigenfunctions of the operator HV defined in the first section.
If we use the same arguments as in the proof of (4.1), we conclude that (4.16) follows
from
(4.17)
1
π
∫ ∞
−∞
∫
M
1
T
χˆ(t/T )eitλ
∞∑
j=1
cos tλj |e0j(x)|2dxdt ≤ CT−1λn−1, T = logλ.
Also, given (4.16), by repeating the arguments in (4.9)-(4.15), we see that (1.14) would
be a consequence of
(4.18)
∣∣∣ ∫
M
1˜λ(P
0)(x, x) dx − (2π)−nωnVolg(M)λn
∣∣∣ . 1
T
λn−1, T = logλ,
if 1˜λ(τ) is defined as in (4.9).
Since both (4.17) and (4.18) follow from the classical theorem of Be´rard [2], the proof
is complete.
Improvements for tori.
To prove Theorem 1.4, we will first establish a simpler variant of the first part of
the theorem, (1.15), under the stronger assumption that V ∈ L2(M) ∩ K(M). After
presenting this model argument, we shall see how we can modify the argument to prove
Theorem 1.4. In all cases, the main strategy is the same as in the proof of (1.13) and
(1.14). That is, we need to utilize the standard known result when V ≡ 1. To that end,
let us recall the following:
Proposition 4.3. If Tn = Rn/Zn denotes the standard torus with the flat metric and
N0(λ) denotes the Weyl counting function for H0, then
(4.19) N0(λ) = (2π)−nωnVolg(M)λ
n +O(λn−1−
n−1
n+1 ).
The result in (4.19) is due to Hlwaka [7] for any n ≥ 2. As a consequence of (4.19),
we claim that we have the following two inequalities:
(4.20)
1
π
∫ ∞
−∞
∫
M
1
λa
χˆ(t/λa)eitλ
∞∑
j=1
cos tλj |e0j(x)|2dxdt ≤ Cλn−1−a,
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and
(4.21)
∣∣∣ 1
π
∫ ∞
−∞
ρ(t/λa)
sinλt
t
(
cos tP 0
)
(x, x) dtdx − (2π)−nωnVolg(M)λn
∣∣∣ ≤ Cλn−1−a.
where χ(τ), ρ(t) are the Schwartz functions defined in (4.2), (2.13) respectively, and
a = n−1n+1 .
To see this, we first note that the left side of (4.20) equals∫
M
∞∑
j=1
χ(λa(λ− λj))|e0j (x)|2dx+
∫
M
∞∑
j=1
χ(λa(λ + λj))|e0j (x)|2dx,
so by a direct calculation, (4.20) is a consequence of
(4.22) N0(λ+ λ−a)−N0(λ) = O(λn−1−a),
which is a corollary of (4.19). For the other inequality note that
(4.23)∣∣∣ 1
π
∫ ∞
−∞
ρ(t/λa)
sinλt
t
(
cos tP 0
)
(x, x) dtdx −N0(λ)
∣∣∣
=
∣∣∣ 1
π
∫ ∞
−∞
(1 − ρ(t/λa)) sinλt
t
(
cos tP 0
)
(x, x) dtdx
∣∣∣
.
∫
M
∞∑
j=1
rλ(λj)|e0j(x)|2dx,
where
|rλ(τ)| =
∣∣∣ 1
π
∫ ∞
−∞
(1− ρ(t/λa)) sinλt
t
cos tτ dtdτ
∣∣∣ = O((1 + λa|λ− τ |)−N ) ∀N.
Therefore, (4.21) is also a consequence of (4.19) and (4.22).
To obtain the desired bounds for the torus, we need to modify the earlier arguments
since the right sides of (4.8) and (4.15) are too large to obtain the desired bounds for the
improved Weyl formula on the torus. To do this, we begin with the following Proposition.
Proposition 4.4. Let Tn = Rn/Zn denote the standard torus with the flat metric and
{eτk} be eigenfunctions of the operator HV , with V ∈ L2(M) ∩ K(M). Given (4.19), if
we assume, for all λ > 1 that
(4.24)
∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−b, for some − 1 ≤ b ≤ a,
then,
(4.25)
∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV ‖V ‖L2(M)λn−2+
a−b
2 logλ+ Cλn−1−a,
where a = n−1n+1 .
To put this in perspective, note that the conclusion here is reminiscent to how we
used (2.35) to prove the O(λn−
3
2 ) error bounds in (3.1). Indeed, by (2.34) we have (4.24)
with a = 0 and b = −1, and, in this case, the first λ-factor in the right side of (4.25) is
λn−2+
a−b
2 = λn−
3
2 .
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Before proving this Proposition, let us present a simple but useful corollary. We note
that, by (2.35), if V ∈ K(M), then for all x ∈M
(4.26)
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2 ≤
∑
τk∈[λ,2λ]
|eτk(x)|2 ≤ CV λn.
So (4.24) is true for b = −1, and note that every time we apply the Proposition, we would
have (4.24) for a larger value of b. Consequently, we can obtain the following:
Corollary 4.5. Let V ∈ L2(M) ∩ K(M), Tn = Rn/Zn denotes the standard torus with
the flat metric, and {eτk} are eigenfunctions of the operator HV . Then given (4.20), we
have for all λ > 1
(4.27)
∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−a,
where CV is a constant depend on V , and a =
n−1
n+1 .
Proof. To prove (4.27), let us first ignore the logλ factor on the right side of (4.25).
Define bm to be the best exponent such that∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−bm ,
after applying Proposition 4.4 m times. We have
(4.27′) n− 1− bm+1 = max{n− 2 + n− 1
2(n+ 1)
− bm
2
, n− 1− n− 1
n+ 1
}, m = 0, 1, 2...
with b0 = −1.
Now if bm ≤ n−5n+1 , we have bm+1 = bm2 + n+32(n+1) . In this case, bm+1−bm = n+32(n+1)− bm2 ≥
4
n+1 , which means the sequence is strictly increasing in this case. Let N = [
n−5
n+1+1
4
n+1
] + 1,
we have bN >
n−5
n+1 . Thus by (4.27
′), bm ≡ n−1n+1 for all m > N .
Since logλ . λε for all ε > 0, by this argument, we have bN+1 ≥ n−1n+1 − ε. However,
if ε is small enough,
max{n− 2 + n− 1
2(n+ 1)
−
n−1
n+1 − ε
2
, n− 1− n− 1
n+ 1
} = n− 1− n− 1
n+ 1
.
So we have in this case bm ≡ n−1n+1 for all m > N + 1. The proof of (4.27) is complete.

By using Corollary 4.5, along with the arguments in Section 3, we have the following
result on torus.
Theorem 4.6. If Tn = Rn/Zn denotes the standard torus with the flat metric and
V ∈ L2(M) ∩ K(M), then given (4.19), we have
(4.28) NV (λ) = (2π)
−nωnVolg(M)λ
n +O(λn−1−
n−1
n+1 ).
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Note that (4.28) is a variant of (1.15) with a stronger condition on the potential V .
The condition V ∈ L2(M) arises when we try to get an improvement over the main terms
in (3.1), which are (3.12), (3.15), etc. For more details, see (4.45) in the argument below,
and we postpone the proof of the stronger version of (1.15) to the end of the section.
Proof of Proposition 4.4 and Theorem 4.6. We shall first give the proof of (4.28), then
prove (4.25) by modifying the argument.
Similar to (4.9), let a = n−1n+1 , and
(4.29) 1˜λ(τ) =
1
π
∫ ∞
−∞
ρ(t/λa)
sinλt
t
cos tτ dt.
By a change of scale argument, it follows from (2.15) that for τ > 0 and large λ we have
(4.30) 1λ(τ)− 1˜λ(τ) = O
(
(1 + λa|λ− τ |)−N ) ∀N.
Additionally, for τ > 0 we have the analog of (2.16)
(4.31)
(
d
dτ
)j
1˜λ(τ) ≤ Cλaj
(
(1 + λa|λ− τ |)−N ) ∀N, if j = 1, 2, 3, . . . .
Furthermore, by (4.30), the bounds in Lemma 2.4 still hold if we let 1˜λ(P
0) be defined
as in (4.29).
In view of (4.21), after repeating the arguments in (4.9)-(4.15), we see that (4.28)
would be a consequence of
(4.32)
∣∣∣∑
j,k
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M)λn−2 log λ,
where we interpret
(4.33)
1˜λ(τ) − 1˜λ(µ)
τ2 − µ2 =
1˜
′
λ(τ)
2τ
, if τ = µ.
The proof of (4.32) requires a bound on the trace of certain spectral projection oper-
ators, which is (4.27). The fact that we rely on trace inequalities, rather than pointwise
ones as was done in the past, accounts for our assumption here that V ∈ L2(M).
As before, we shall split things into three different cases that require slightly different
arguments. The main contribution still comes from frequencies τk which are comparable
to λ. We shall skip the proof for large or small frequencies τk, since, by the earlier
arguments, these two cases only contribute terms which are O(‖V ‖L1(M)λn−2(log λ)1/2).
Consequently, we would obtain (4.32) if we could prove the following.
Proposition 4.7. As in Theorem 4.6, fix V ∈ L2(M) ∩K(M). If 1˜λ(τ) is defined as in
(4.29), then
(4.34)
∣∣∣∑
j
∑
{k: τk∈[λ/2,10λ]}
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M)λn−2 log λ.
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To prove Proposition 4.7, we shall make appropriate modifications of the arguments
in the beginning of §3. So, as before, let us fix a Littlewood-Paley bump function β ∈
C∞0 ((1/2, 2)) satisfying
∞∑
ℓ=−∞
β(2−ℓs) = 1, s > 0,
and then set
β0(s) =
∑
ℓ≤0
β(2−ℓ|s|) ∈ C∞0 ((−2, 2)),
and
β˜(s) = s−1β(|s|) ∈ C∞0
({|s| ∈ (1/2, 2)}).
We then now write for λ/2 ≤ τ ≤ 10λ, a = n−1n+1
Kτ (x, y) =
∑
j
1˜λ(λj)− 1˜λ(τ)
λ2j − τ2
e0j(x)e
0
j (y)
(4.35)
=
∑
j
1˜λ(λj)− 1˜λ(τ)
λj − τ
β0
(
λa(λj − τ)
)
λj + τ
e0j(x)e
0
j (y)
+
∑
{ℓ∈N: 2ℓ≤λ·λa/100}
(∑
j
λa2−ℓβ˜(λa2−ℓ(λj − τ))
λj + τ
(1˜λ(λj)− 1˜λ(τ)) e0j (x)e0j (y)
)
+
∑
j
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λj − τ))
λ2j − τ2
)(
1˜λ(λj)− 1˜λ(τ)
)
e0j(x)e
0
j (y).
Next, let
Kτ,0(x, y) =
∑
j
1˜λ(λj)− 1˜λ(τ)
λj − τ
β0(λ
a(λj − τ))
λj + τ
e0j(x)e
0
j(y),
Rτ,ℓ(x, y) =
∑
j
λa2−ℓβ˜(λa2−ℓ(λj − τ))
λj + τ
e0j(x)e
0
j(y), if 2
ℓ ≤ λ · λa/100,
and
Rτ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λj − τ))
λ2j − τ2
)
e0j(x)e
0
j (y).
Also, for 2ℓ ≤ λ · λa/100 let
K−τ,ℓ(x, y) =
∑
j
λa2−ℓβ˜(λa2−ℓ(λj − τ))
λj + τ
(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)
K+τ,ℓ(x, y) =
∑
j
λa2−ℓβ˜(λa2−ℓ(λj − τ))
λj + τ
1˜λ(λj) e
0
j (x)e
0
j(y),
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and, finally,
K−τ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λj − τ))
λ2j − τ2
)(
1˜λ(λj)− 1
)
e0j(x)e
0
j (y)
K+τ,∞(x, y) =
∑
j
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λj − τ))
λ2j − τ2
)
1˜λ(λj) e
0
j(x)e
0
j (y).
If Kτ is as in (4.35), our current task, (4.34), is to show that
(4.34′)
∣∣∣ ∑
τk∈[λ/2,10λ]
∫∫
Kτk(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . ‖V ‖L2(M)λn−2 logλ.
To prove this, similar to before, we note that we can write
(4.36) Kτ (x, y) = Kτ,0(x, y) +
∑
{ℓ∈N: 2ℓ≤λ·λa/100}
K−τ,ℓ(x, y) +K
−
τ,∞(x, y)
+
∑
{ℓ∈N: 2ℓ≤λ·λa/100}
Rτ,ℓ(x, y)
(
1− 1˜λ(τ)
)
+Rτ,∞(x, y)
(
1− 1˜λ(τ)
)
,
or
(4.37) Kτ (x, y) = Kτ,0(x, y) +
∑
{ℓ∈N: 2ℓ≤λ·λa/100}
K+τ,ℓ(x, y) +K
+
τ,∞(x, y)
−
∑
{ℓ∈N: 2ℓ≤λ·λa/100}
Rτ,ℓ(x, y)1˜λ(τ) −Rτ,∞(x, y)1˜λ(τ).
We shall use (4.36) to handle the summands in (4.34′) with τ = τk ∈ [λ/2, λ] and (4.37)
to handle those with τ = τk ∈ (λ, 10λ].
For ℓ ∈ N with 2ℓ ≤ λ · λa/100, let for j = 0, 1, 2, . . .
(4.38) I−ℓ,j =
(
λ−(j+1)λ−a2ℓ, λ−jλ−a2ℓ] and I+ℓ,j = (λ+jλ−a2ℓ, λ+(j+1)λ−a2ℓ ].
Then to use the δτ–Lemma (Lemma 2.3), we shall use the following result whose proof
we momentarily postpone.
Lemma 4.8. If a = n−1n+1 , ℓ ∈ Z+, 2ℓ ≤ λ · λa/100, and j = 0, 1, 2, . . . , we have for each
N ∈ N
(4.39) ‖K±τ,ℓ( · , y)‖L2(M), ‖λ−a2ℓ ∂∂τK±τ,ℓ( · , y)‖L2(M)
. λ
n−1+a
2 −12−ℓ/2(1 + j)−N , τ ∈ I±ℓ,j ∩ [λ/2, 10λ].
Also,
(4.40) ‖Kτ,0( · , y)‖L2(M), ‖λ−a ∂∂τKτ,0( · , y)‖L2(M)
. λ
n−1+a
2 −1(1 + j)−N , τ ∈ I±0,j ∩ [λ/2, 10λ],
(4.41) ‖K+τ,∞( · , y)‖L2(M), ‖λ ∂∂τK+τ,∞( · , y)‖L2(M) . λ
n
2−2, τ ∈ [λ, 10λ],
and we can write
K−τ,∞(x, y) = K˜
−
τ,∞(x, y) +H
−
τ,∞(x, y),
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where for τ ∈ [λ/2, λ]
‖K˜−τ,∞( · , y)‖L2(M), ‖λ ∂∂τ K˜−τ,∞( · , y)‖L2(M) . λ
n
2−2
|H−τ,∞(x, y)| . λn−2hn(λdg(x− y))(1 + λdg(x, y))−N ,
(4.42)
with hn as in (1.4). Finally, we also have for 1 ≤ 2ℓ ≤ λ · λa/100 and τ ∈ [λ/2, 10λ]
(4.43) ‖Rτ,ℓ( · , y)‖L2(M), ‖λ−a2ℓ ∂∂τRτ,ℓ( · , y)‖L2(M) . λ
n−1+a
2 −12−ℓ/2,
and
(4.44) |Rτ,∞(x, y)| . λn−2hn(λdg(x, y)) (1 + λdg(x, y))−N .
As before, we are abusing notation a bit. First, in (4.39) we mean that if Kτ,ℓ equals
K+τ,ℓ or K
−
τ,ℓ then the bounds in (4.39) for τ in I
+
ℓ,j ∩ [λ, 10λ] or I−ℓ,j∩ [λ/2, λ], respectively.
Also, in both the second inequality in (4.42) and in (4.44) we mean that the kernels
satisfy the bounds when x is sufficiently close to y (so that dg(x, y) is well-defined) and
that they are O(λ−N ) away from the diagonal.
Before proving this result let us see how we can use it along with Lemma 2.3 to prove
Proposition 4.7.
Proof of Proposition 4.7. First, by (4.39) and Lemma 2.3 with δ = λ−a2ℓ, we have
∣∣∣ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)V (y) dydx
∣∣∣(4.45)
≤ ‖V ‖L2 ·
∥∥∥ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)
∥∥∥
L2
(
dy;L1(dx)
)
. ‖V ‖L2 · sup
y
(
‖K±
λ+jλ−a2ℓ,ℓ
( · , y)‖L2(M) +
∫
I±
ℓ,j
∥∥ ∂
∂τK
±
s,ℓ( · y)‖L2(M) ds
)
× (∫
M
∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2dy
)1/2
. ‖V ‖L2λ
n−1+a
2 −12−ℓ/2(1 + j)−N
(∫
M
∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2dy
)1/2
. λn−2(1 + j)−N‖V ‖L2 .
In the second to last inequality we used Corollary 4.5 and the fact that |I±ℓ,j | = λ−a2ℓ.
As we alluded to before, since Corollary 4.5 only affords us trace bounds, the preceding
inequality involves ‖V ‖L2(M) in the right, as opposed to L1-norms of the potential as was
the case in the past.
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If we sum over j = 0, 1, 2, . . . , we see that (4.45) yields that for 1 ≤ 2ℓ ≤ λ · λa/100
(4.46)
∣∣∣ ∑
λ<τk≤10λ
∫∫
K+τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K−τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L2(M).
If we take δ = λ−a in Lemma 2.3, this argument also gives
(4.47)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ<τk≤10λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L2(M).
Similarly, if we use Lemma 2.3 with δ = λ along with (4.41) we find that
(4.48)
∣∣∣ ∑
λ<τk≤10λ
∫∫
K+τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. λ
n
2−2‖V ‖L1
( ∑
τk∈[λ/2,10λ]
|eτk(y)|2
)1/2
. λn−2‖V ‖L1 ,
using (4.26) for the last inequality.
Next, since Rτ,ℓ enjoys the bounds in (4.43), we can repeat the arguments in (4.45) to
see that for 1 ≤ 2ℓ ≤ λ · λa/100 we have∣∣∣ ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. ‖V ‖L2 · 2−ℓ/2λ
n−1+a
2 −1
(∫
M
∑
τk∈I
+
ℓ,j
∩(λ,10λ]
|1˜λ(τk)eτk(y)|2dy
)1/2
. λn−2(1 + j)−N‖V ‖L2,
since 1˜λ(τk) = O((1+ j)
−N ) if τk ∈ I+ℓ,j . Summing over this bound over j of course yields
(4.49)
∣∣∣ ∑
λ<τk≤10λ
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L2(M).
The same argument gives
(4.50)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Rτk,ℓ(x, y)
(
1− 1˜λ(τk)
)
eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L2(M).
Also, by (4.44) we have
sup
y
∫
sup
λ/2≤τ≤10λ
|Rτ,∞(x, y)| dx . λ−2,
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and since (4.26) yields
∑
τk≤10λ
|eτk(x)eτk(y)| . λn, we have∣∣∣ ∑
τk∈(λ,10λ]
∫∫
Rτk,∞(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1
∣∣∣ ∑
τk∈[λ/2,λ]
∫∫
Rτk,∞(x, y)
(
1− 1˜λ(τk)
)
eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1.(4.51)
If H−τ,∞ is as in (4.42) this argument also gives us∣∣∣ ∑
λ/2≤τk≤λ
∫∫
H−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1 ,
while the proof of (4.48) along with the first part of (4.42) yields∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K˜−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1 .
Since Kτ,∞ = K˜τ,∞ +H
−
τ,∞, we deduce
(4.52)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K−τk,∞(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ . λn−2‖V ‖L1 .
We now have assembled all the ingredients for the proof of (4.34′). If we use (4.46),
(4.47), (4.50), (4.51) and (4.52) along with (4.36), we conclude that the analog of (4.34′)
must be valid where the sum is taken over τk ∈ [λ/2, λ]. The log-loss comes from the
fact that there are ≈ logλ terms K−τ,ℓ and Rτ,ℓ. We similarly obtain the analog of (4.34′)
where the sum is taken over τk ∈ (λ, 10λ] from (4.37) along with (4.46), (4.47), (4.49)
and (4.51).
From this, we deduce that (4.34′) must be valid, which finishes the proof that Lemma 2.3
and Lemma 4.8 yield Proposition 4.7. 
To finish the present task we need to prove Lemma 4.8.
Proof of Lemma 4.8. To prove the first inequality we note that if τ ∈ I±ℓ,j ∩ [λ/2, 10λ]
then |λi − τ | ≤ λ−a2ℓ+1 and λi, τ ≈ λ if β(λa2−ℓ(λi − τ)) 6= 0, and, in this case, we
also have 1˜λ(λi)− 1 = O((1 + |j|)−N ) if τ ∈ I−ℓ,j and 1˜λ(λi) = O((1 + |j|)−N ) if τ ∈ I+ℓ,j .
Therefore, by orthogonality, we have∥∥K±τ,ℓ( · , y)∥∥L2(M) . (1 + |j|)−Nλa−12−ℓ ( ∑
{i: |λi−τ |≤λ−a2ℓ+1}
|e0i (y)|2
)1/2
≤ (1 + |j|)−N2−ℓ/2λn−1+a2 −1,
which is the first part of (4.39). In the second inequality, we used the fact that
(4.53)
∑
λi∈[λ,λ+λ−a]
|e0i (x)e0i (y)| . λn−1−a,
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which is a consequence of (4.22) if we choose{e0i} to be the standard orthonormal basis,
{exp(2πij · x, j ∈ Zn)} for the Laplacian on the torus. For we then have that the left
side of (4.53) equals the number of eigenvalues of P 0 in [λ, λ+ λ−a].
The other inequality in (4.39) follows from this argument since
∂
∂τ
β˜(λa2−ℓ(λi − τ))
λi + τ
= O(λa−12−ℓ),
due to the fact that we are assuming that 2ℓ ≤ λ · λa/100.
This argument also gives us (4.40) if we use the fact that τ → (1˜λ(τ)− 1˜λ(µ))/(τ2−µ2)
is smooth if we define it as in (4.33) when τ = µ and use the fact that
∂kτ
(
β0(λ
a(λi − τ))(1˜λ(λi)− 1˜λ(τ))/(λi − τ)
)
= O(λa(k+1)(1 + |j|)−N ), k = 0, 1, τ ∈ I±0,j ,
and the fact that, if this expression is nonzero, we must have |λi − τ | ≤ 2λ−a.
To prove (4.41) we use the fact that for k = 0, 1 we have for τ ∈ (λ, 10λ]
∣∣∣ ( ∂
∂τ
)k(∑{ℓ∈N: 2ℓ>λ·λa/100} β(λa2−ℓ(λi − τ))
λ2i − τ2
)
1˜λ(λi)
∣∣∣
.
{
λ−2−k if λi ≤ λ
λ−2−k(1 + λa(λi − λ))−N if λi > λ.
Thus for k = 0, 1∥∥(λ∂τ )kK+τ,∞( · , y)∥∥L2(M) . λ−2
( ∑
λi≤λ
|e0i (y)|2 +
∑
λi>λ
(1 + λa(λi − λ))−N |e0i (y)|2
)1/2
. λ−2+
n
2 ,
as desired if N > 2n, using (4.53) again.
Next we turn to the bounds in (4.42) forK−τ,∞. To handle this, let η be as in Lemma 2.5
and put
H−τ,∞(x, y) = −
∑
i
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λi − τ))
λ2i − τ2
)
η(λi/τ) e
0
i (x)e
0
i (y)
= −
∑
i
η(λi/τ)
λ2i − τ2
e0i (x)e
0
i (y),
assuming, as we may, that λ ≫ 1. The last equality comes from the properties of
our Littlewood-Paley bump function, β. We then conclude from Lemma 2.5 that H−τ,∞
satisfies the bounds in (4.42). If we then set
K˜−τ,∞(x, y) =
∑
i
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λi − τ))
λ2i − τ2
)
1˜λ(λi) e
0
i (x)e
0
i (y)
−
∑
i
(∑
{ℓ∈N: 2ℓ>λ·λa/100} β(λ
a2−ℓ(λi − τ))
λ2i − τ2
) (
1− η(λi/τ)
)
e0i (x)e
0
i (y),
we haveK−τ,∞ = K˜
−
τ,∞+H
−
τ,∞, and, also, by the proof of (4.41), K˜
−
τ,∞ satisfies the bounds
in (4.42).
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It just remains to prove the bounds in (4.43) for the Rτ,ℓ(x, y) and that in (4.44) for
Rτ,∞(x, y). The former just follows from the proof of (4.39).
To prove the remaining inequality, (4.44), we note that if η is as above and we set
R˜τ,∞(x, y) =
∑
i
η(λi/τ)
λ2i − τ2
e0i (x)e
0
i (y),
then, by Lemma 2.5, R˜τ,∞ satisfies the bounds in (4.44). Also, we have
Rτ,∞(x, y) = R
0
τ,∞(x, y) + R˜τ,∞(x, y),
if
R0τ,∞(x, y) =
∑
i
(
1− η(λi/τ)
)(∑{ℓ∈N: 2ℓ>λ·λa/100} β(λa2−ℓ(λi − τ))
λ2i − τ2
)
e0i (x)e
0
i (y),
(again using the properties of β), and, since the proof of Lemma 2.5 shows that for
τ ∈ [λ/2, 10λ] we have
|R0τ,∞(x, y)| . τn−2
(
1 + τdg(x, y)
)−N
. λn−2
(
1 + λdg(x, y)
)−N
,
we conclude that (4.44) must be valid, which completes the proof.

Now we give the proof of Propostion 4.4. Let a = n−1n+1 , χ˜λ(τ) = χ(λ
a(λ − τ)) +
χ(λa(λ + τ)). Since χ ∈ S(R), we have
(4.54)
(
d
dτ
)j
χ˜λ(τ) = O
(
λaj(1 + λa|λ− τ |)−N) ∀N, if j = 0, 1, 2, 3, . . . .
By using (4.54) and (2.27), it is not hard to prove that the kernel of (P 0)µχ˜λ(P
0), µ =
0, 1, 2... satisfies
(4.55)
(
(P 0)µχ˜λ(P
0)
)
(x, y) =
∑
j
λµj χ˜λ(λj)e
0
j(x)e
0
j (y) = O(λ
n+µ),
and, moreover,
(4.56)
∥∥((P 0)µ χ˜λ(P 0)( · , y)∥∥L2(M) = O(λn/2+µ).
Both (4.55) and (4.56) are analogs of inequalities in Lemma 2.4. Given (4.20), by the
arguments in (4.2)-(4.8), (4.25) would be a consequence of
(4.57)
∣∣∣∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M) λn−2+
a−b
2 logλ,
where we interpret
χ˜λ(τ)− χ˜λ(µ)
τ2 − µ2 =
χ˜′λ(τ)
2τ
, if τ = µ.
As before, we shall split things into three different cases that require slightly different
arguments. The main contribution still comes from frequencies τk which are comparable
to λ. For large or small frequencies τk, by (4.54), (4.55), and (4.56), it follows from earlier
arguments in Section 3 that the left side of (4.57) is O(‖V ‖L1(M)λn−2(log λ)1/2).
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Conequently, we would obtain (4.57) if we could prove the following.
(4.58)∣∣∣∑
j
∑
{k: τk∈[λ/2,10λ]}
∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M) λn−2+
a−b
2 log λ,
The proof of (4.58) is similar to (4.34). After replacing 1˜λ(τ) by χ˜λ(τ) in the proof of
(4.34), the main contribution, which gives the right side of (4.58), still comes from terms
like (4.45), (4.47), etc. The difference is we use (4.24) instead of Corollary 4.5 to bound
(4.45) in this case. Moreover, in view of (4.54), we do not need to divide the proof into
two cases as in (4.36) and (4.37), since χ˜λ(τ) is rapidly decreasing away from λ on both
regions τk ∈ [λ/2, λ] and τk ∈ [λ, 10λ]. This completes the proof of (4.58).
Having presented the model argument, let us now prove Theorem 1.4.
Proof of (1.16). To get an improvement over the error term as in (1.16), we need the
following
Proposition 4.9. If Tn = Rn/Zn denotes the standard torus with the flat metric and
N0(λ) denotes the Weyl counting function for H0, then
(4.59) N0(λ) = (2π)−nωnVolg(M)λ
n + rn(λ),
where
rn(λ) .


λn−2, if n ≥ 5
λ2(logλ)2/3, if n = 4
λ
21
16+ε, if n = 3
λ
131
208 (logλ)
18627
8320 , if n = 2.
There has been a lot of research related to the Weyl formula on the torus, which is
equivalent to counting the lattice points inside the ball of radius λ. Currently, the exact
order of the error term is only known when n ≥ 5. See e.g. E. Landau [12], A. Walfisz
[19], and E. Kra¨tzel [11]. The above best known results in lower dimensions are due to
A. Walfisz [20] (n=4), D. R. Health-Brown [6] (n=3), and M. N. Huxley [9] (n=2). For
more details and a discussion of recent progress on the problem, see e.g. the survey paper
[10], and W. Freeden [5].
For simplicity, we will only give the proof of (1.16) for n ≥ 5. The proof for n = 4
follows from the same argument due to the fact that the extra (logλ)2/3-factor is harmless
in the presence of the λε-factor in (1.16). Also, for the n = 2, 3 cases, if we use the
improved results in (4.59), by the same argument as in the proof of Theorem 4.6, we can
recover the improved bound without a λε-loss.
WEYL FORMULAE FOR SCHRO¨DINGER OPERATORS 41
As a consequence of (4.59), if we repeat the arguments in (4.20)-(4.23), we have the
following two inequalities
(4.60)
1
π
∫ ∞
−∞
∫
M
1
λ
χˆ(t/λ)eitλ
∞∑
j=1
cos tλj |e0j(x)|2dxdt ≤ Cλn−2
(4.61)
∣∣∣ 1
π
∫ ∞
−∞
ρ(t/λ)
sinλt
t
(
cos tP 0
)
(x, x) dtdx − (2π)−nωnVolg(M)λn
∣∣∣ ≤ Cλn−2,
where χ(τ), ρ(t) are the Schwartz functions defined in (4.2), (2.13) respectively.
As before, we first prove a Proposition which allows us to do iterations.
Proposition 4.10. Let Tn = Rn/Zn denote the standard torus with the flat metric and
{eτk} be eigenfunctions of the operator HV . Given (4.59), when n ≥ 5, if we assume, for
all λ > 1
(4.62)
∫
M
∑
τk∈[λ,λ+λ−1]
|eτk(x)|2dx ≤ CV λn−1−b, for some − 1 ≤ b ≤ 1,
then,
(4.63)
∫
M
∑
τk∈[λ,λ+λ−1]
|eτk(x)|2dx ≤ CV ‖V ‖L2(M)λn−2+
1−b
2 logλ+ Cλn−2.
Note that, by (4.26), (4.62) holds for b = −1, and that every time we apply the
Proposition, we would have (4.62) for a larger value of b. Consequently, just as before,
after finitely many iterations, we will obtain the following:
Corollary 4.11. Let V ∈ L2(M) ∩ K(M), Tn = Rn/Zn denote the standard torus with
the flat metric, and {eτk} be eigenfunctions of the operator HV . Then given (4.59), when
n ≥ 5, we have for all λ > 1
(4.64)
∫
M
∑
τk∈[λ,λ+λ−1]
|eτk(x)|2dx ≤ CV,ελn−2+ε, ∀ ε > 0,
where CV,ε is a constant depending on V and ε.
Proof. To prove (4.64), let us first ignore the logλ factor on the right side of (4.25).
Define bm to be the best exponent such that∫
M
∑
τk∈[λ,λ+λ−1]
|eτk(x)|2dx ≤ CV λn−1−bm ,
after applying Proposition 4.4 m times. We have
bm+1 =
1 + bm
2
m = 0, 1, 2...
with b0 = −1.
By solving the arithmetic sequences explicitly, we have bm = 1− 12m−1 m = 0, 1, 2....
So (4.64) follows by letting m→∞. And since logλ ≤ Cελε for all ε, (4.64) follows from
the same argument if we consider the logλ-factor.

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Let χ˜λ(τ) = χ(λ(λ− τ)) + χ(λ(λ + τ)), since χ ∈ S(R), we have
(4.65)
(
d
dτ
)j
χ˜λ(τ) = O
(
λj(1 + λ|λ − τ |)−N ) ∀N, if j = 0, 1, 2, 3, . . . .
Given (4.60), by the arguments in (4.2)-(4.8), (4.63) would be a consequence of
(4.66)
∣∣∣∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M) λn−2+
1−b
2 log λ,
where we interpret
χ˜λ(τ) − χ˜λ(µ)
τ2 − µ2 =
χ˜′λ(τ)
2τ
, if τ = µ.
Also, similar to (4.9), if we let
(4.67) 1˜λ(τ) =
1
π
∫ ∞
−∞
ρ(t/λ)
sin λt
t
cos tτ dt,
then by a change of scale argument, it follows from (2.15) that for τ > 0 and large λ we
have
(4.68) 1λ(τ)− 1˜λ(τ) = O
(
(1 + λ|λ− τ |)−N ) ∀N.
Additionally, for τ > 0 we have the analog of (2.16)
(4.69)
(
d
dτ
)j
1˜λ(τ) ≤ Cλj
(
(1 + λ|λ − τ |)−N ) ∀N, if j = 1, 2, 3, . . . .
In view of (4.61), after repeating the arguments in (4.9)-(4.15), we see that (1.15)
would be a consequence of
(4.70)
∣∣∣∑
j,k
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤ CV ‖V ‖L2(M)λn−2+ε/2 log λ,
where ε is the same constant as in Corollary 4.11, and we interpret
(4.71)
1˜λ(τ) − 1˜λ(µ)
τ2 − µ2 =
1˜
′
λ(τ)
2τ
, if τ = µ.
So Proposition 4.10 and (1.16) follow from (4.66) and (4.70), respectively, and both
require a bound on the trace of certain spectral projection operators, which are (4.62)
and (4.64) respectively.
Similarly, we shall split things into three different cases. The main contribution still
comes from frequencies τk which are comparable to λ. For large or small frequencies τk,
by slightly modifying the corresponding arguments in Section 3, we see that the left side
of (4.66) and (4.70) would be bounded by CV ‖V ‖L1(M) λn−2(logλ)1/2, which is better
than the the right side of (4.66) and (4.70).
Finally, for frequencies τk which are comparable to λ, if we let a = 1 in the proof of
Proposition 4.7, and use (4.62) or (4.64) correspondingly for the main terms (e.g. (4.45),
(4.47), etc.), it follows from the same arguments as in (4.45)-(4.52) that the left side of
(4.66) and (4.70) are controlled by their right sides. The proof of (1.16) is complete. 
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Proof of (1.15). To recover to Hlawka bound [7] under the weaker conditions on V in
Theorem 1.4, the strategy is similar to previous cases. That is, to get improvements
for the main terms in (3.1), which are (3.12), (3.15), etc., we begin with the following
Proposition.
Proposition 4.12. Let Tn = Rn/Zn denote the standard torus with the flat metric, and
{eτk} be the eigenfunctions of the operator HV . Then given (4.19), if we assume, for all
λ > 1 that
(4.72)
∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−b, for some − 1 ≤ b ≤ a,
then it follows that for any 1 ≤ p ≤ 2 we have
(4.73)∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤
{
CV ‖V ‖L1(M)λ 16− b2 logλ+ Cλ2/3 if n = 2
CV ‖V ‖Lp(M)λk(b,p) logλ+ Cλn−1−a if n ≥ 3,
where a = n−1n+1 , and k(b, p) =
n−1+a
2 − 1 + n−1−b2 · (2− 2p ) + n2 · ( 2p − 1).
If V ∈ K(M), by (4.26), (4.72) is true for b = −1. In particular, when n = 2, by
applying the spectral projection bounds in [3], we have
(4.74)
∑
τk∈[λ,λ+λ
− 1
3 ]
|eτk(x)|2 ≤
∑
τk∈[λ,λ+1]
|eτk(x)|2 ≤ CV λ.
So (4.72) is true for b = 0 when n = 2. As before, after finitely many iterations, we have:
Corollary 4.13. Let Tn = Rn/Zn denote the standard torus with the flat metric, and
{eτk} be the eigenfunctions of the operator HV . Assume also that V ∈ Lp(M) ∩ K(M)
for some p > 2nn+2 for n ≥ 3 and V ∈ K(M) for n = 2. Then given (4.20), we have for
all λ > 1
(4.75)
∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−a,
where CV is a constant depending on V , and a =
n−1
n+1 .
Proof. For n = 2, by using (4.74), which is (4.72) corresponding to b = 0, (4.75) follows
from (4.73) directly since CV ‖V ‖L1(M)λ 16− b2 logλ is better than the right side of (4.75).
To prove (4.75) for n ≥ 3, let us first ignore the log λ factor on the right side of (4.73).
Define bm to be the best exponent such that∫
M
∑
τk∈[λ,λ+λ−a]
|eτk(x)|2dx ≤ CV λn−1−bm ,
after applying Proposition 4.12 m times. We have
(4.75′) n− 1− bm+1 = max{k(bm, p), n− 1− n− 1
n+ 1
}, m = 0, 1, 2...
with, as before, b0 = −1.
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Now by a straightforward calculation, if bm ≤ 2n−(n+2)p(n+1)(p−1) + n−1n+1 , we have bm+1 =
n− 1− k(bm, p). In this case, bm+1 − bm = n+32(n+1) − 1p + 12 − bmp ≥ µ(p), where
µ(p) =
n+ 3
2(n+ 1)
− 1
p
+
1
2
− 2n− (n+ 2)p
(n+ 1)(p− 1)p −
n− 1
(n+ 1)p
> 0, if p >
2n
n+ 2
.
So the sequence is strictly increasing in this case. If N = [
2n−(n+2)p
(n+1)(p−1)
+n−1
n+1+1
µ(p) ] + 1, we have
bN >
2n−(n+2)p
(n+1)(p−1) +
n−1
n+1 . Thus by (4.75
′), bm ≡ n−1n+1 for all m > N .
Since logλ . λε for all ε, by the same argument, we have bN+1 ≥ n−1n+1 − ε. However,
if ε is small enough,
max{k(n− 1
n+ 1
− ε, p), n− 1− n− 1
n+ 1
} = n− 1− n− 1
n+ 1
, if p >
2n
n+ 2
.
So we have in this case bm ≡ n−1n+1 for all m > N + 1. The proof of (4.75) is complete.

To obtain (4.73), if we repeat the arguments in the proof of Proposition 4.4, this
inequality would be a consequence of
(4.76)
∣∣∣∑
j,k
∫
M
∫
M
χ˜λ(λj)− χ˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤
{
CV ‖V ‖L1(M)λ 16− b2 logλ if n = 2
CV ‖V ‖Lp(M)λk(b,p) logλ if n ≥ 3,
where χ˜λ(τ) = χ(λ
a(λ− τ)) + χ(λa(λ+ τ)) and a = n−1n+1 .
And similarly, to obtain (4.15), if we repeat the arguments in the proof of Theorem 4.6,
it suffices to show that
(4.77)
∣∣∣∑
j,k
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤
{
CV ‖V ‖L1(M)λ 16 logλ if n = 2
CV ‖V ‖Lp(M)λk(p) logλ if n ≥ 3,
where 1˜λ(τ) is defined as in (4.29), and k(p) = k(a, p) =
n−1+a
2 − 1 + n−1−a2 · (2 − 2p ) +
n
2 · ( 2p − 1), if a = n−1n+1 . Note that by a straightforward calculation, when p > 2nn+2 , the
right side of (4.77) is controlled by the right side of (1.15).
As before, since the proofs of (4.76) and (4.77) are similar, we shall only give the
details of (4.77) here. By using the same argument as in Section 3, the terms for large
or small frequencies τk in (4.77) will only contribute CV ‖V ‖L1(M) λn−2(logλ)1/2 to the
right side. So the proof of (4.77) would be complete if we could establish the following.
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Proposition 4.14. As in Theorem 1.4, fix p > 2nn+2 and assume that V ∈ Lp(M)∩K(M)
for n ≥ 3, and V ∈ K(M) for n = 2. If 1˜λ(τ) is defined as in (4.29), then
(4.78)
∣∣∣∑
j
∑
{k: τk∈[λ/2,10λ]}
∫
M
∫
M
1˜λ(λj)− 1˜λ(τk)
λ2j − τ2k
e0j(x)e
0
j (y)V (y)eτk(x)eτk(y) dxdy
∣∣∣
≤
{
CV ‖V ‖L1(M)λ 16 logλ if n = 2
CV ‖V ‖Lp(M)λk(p) logλ if n ≥ 3.
We prove Proposition 4.14 directly by using the same setup as in (4.35)-(4.38), as well
as Lemma 4.8. Let Kτ be as in (4.35), our current task, (4.78), then is to show that
(4.78′)
∣∣∣ ∑
τk∈[λ/2,10λ]
∫∫
Kτk(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
.
{
‖V ‖L1(M)λ 16 logλ if n = 2
‖V ‖Lp(M)λk(p) logλ if n ≥ 3.
First, by (4.39) and Lemma 2.3 with δ = λ−a2ℓ, we have for n = 2
∣∣∣ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)V (y) dydx
∣∣∣(4.79)
≤ ‖V ‖L1 · sup
y
∥∥∥ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)
∥∥∥
L1(dx)
. ‖V ‖L1 · sup
y
(
‖K±
λ+jλ−a2ℓ,ℓ
( · , y)‖L2(M) +
∫
I±
ℓ,j
∥∥ ∂
∂τK
±
s,ℓ( · y)‖L2(M) ds
)
× ( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)1/2
. ‖V ‖L1λ
2−1+a
2 −12−ℓ/2(1 + j)−N
( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)1/2
. ‖V ‖L1λ−1/32−ℓ/2(1 + j)−N
( ∑
µ∈N∩(I±
ℓ,j
∩[λ/2,10λ]
µn−1
)1/2
. ‖V ‖L1λ
1
6 (1 + j)−N .
In the second to last inequality we used (4.74) and the fact that a = 13 , |I±ℓ,j | = λ−a2ℓ ≤ 2ℓ.
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Similarly, for n ≥ 3∣∣∣ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)V (y) dydx
∣∣∣(4.80)
≤ ‖V ‖Lp ·
∥∥∥ ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
∫∫
K±τk,ℓ(x, y)eτk(x)eτk(y)
∥∥∥
Lp′
(
dy;L1(dx)
)
. ‖V ‖Lp · sup
y
(
‖K±
λ+jλ−a2ℓ,ℓ
( · , y)‖L2(M) +
∫
I±
ℓ,j
∥∥ ∂
∂τK
±
s,ℓ( · y)‖L2(M) ds
)
× (∫
M
( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)p′/2
dy
)1/p′
. ‖V ‖Lpλ
n−1+a
2 −12−ℓ/2(1 + j)−N‖( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)1/2‖Lp′(M),
where 1p +
1
p′ = 1.
Now in view of Corollary 4.13 and (4.26), since 1p′ =
1
2 · 2p′ + 1∞ · (1− 2p′ ), by Ho¨lder’s
inequality, we have for all λ > 1 and 2 ≤ p′ ≤ ∞
‖( ∑
τk[λ,λ+λ−a]
|eτk(y)|2
)1/2‖Lp′(M) . λn−1−a2 2p′+n2 (1− 2p′ ).
Since the number of intervals in I±ℓ,j ∩ [λ/2, 10λ] with length comparable to λ−a is about
2ℓ, by Minkowski’s inequality
‖( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|eτk(y)|2
)1/2‖Lp′(M) . 2ℓ/2λn−1−a2 2p′+n2 (1− 2p′ ).
So the right side of (4.80) is bounded by λk(p)(1 + j)−N‖V ‖Lp .
If we sum over j = 0, 1, 2, . . . , we see that (4.79) and (4.80) yields that for 1 ≤ 2ℓ ≤
λ · λa/100
(4.81)
∣∣∣ ∑
λ<τk≤10λ
∫∫
K+τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
K−τk,ℓ(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ .
{
‖V ‖L1(M)λ 16 if n = 2
‖V ‖Lp(M)λk(p) if n ≥ 3.
.
If we take δ = λ−a in Lemma 2.3, this argument also gives
(4.82)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣
+
∣∣∣ ∑
λ<τk≤10λ
∫∫
Kτk,0(x, y)eτk(x)eτk(y)V (y) dxdy
∣∣∣ .
{
‖V ‖L1(M)λ 16 if n = 2
‖V ‖Lp(M)λk(p) if n ≥ 3.
.
WEYL FORMULAE FOR SCHRO¨DINGER OPERATORS 47
Next, since Rτ,ℓ enjoys the bounds in (4.43), we can repeat the arguments in (4.79)
and (4.80) to see that for 1 ≤ 2ℓ ≤ λ · λa/100 we have for n = 2,∣∣∣ ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. ‖V ‖L1 · 2−ℓ/2λ
2−1+a
2 −1 sup
y
( ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
|1˜λ(τk)eτk(y)|2
)1/2
. λ
1
6 (1 + j)−N‖V ‖L1 ,
since 1˜λ(τk) = O((1 + j)
−N ) if τk ∈ I+ℓ,j .
Similarly for n ≥ 3, we have∣∣∣ ∑
τk∈I
+
ℓ,j
∩(λ,10λ]
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣
. ‖V ‖Lp · 2−ℓ/2λ
n−1+a
2 −1‖( ∑
τk∈I
±
ℓ,j
∩[λ/2,10λ]
|1˜λ(τk)eτk(y)|2
)1/2‖Lp′(M)
. λk(p)(1 + j)−N‖V ‖Lp .
Summing over this bound over j of course yields
(4.83)
∣∣∣ ∑
λ<τk≤10λ
∫∫
Rτk,ℓ(x, y)1˜λ(τk)eτk(x)eτk(y)V (y) dxdy
∣∣∣
.
{
‖V ‖L1(M)λ 16 if n = 2
‖V ‖Lp(M)λk(p) if n ≥ 3.
.
The same argument gives
(4.84)
∣∣∣ ∑
λ/2≤τk≤λ
∫∫
Rτk,ℓ(x, y)
(
1− 1˜λ(τk)
)
eτk(x)eτk(y)V (y) dxdy
∣∣∣
.
{
‖V ‖L1(M)λ 16 if n = 2
‖V ‖Lp(M)λk(p) if n ≥ 3.
.
We now have assembled all the ingredients for the proof of (4.78′). If we use (4.81),
(4.82), (4.84), (4.51) and (4.52) along with (4.36), we conclude that the analog of (4.78′)
must be valid where the sum is taken over τk ∈ [λ/2, λ]. The log-loss comes from the
fact that there are ≈ logλ terms K−τ,ℓ and Rτ,ℓ. We similarly obtain the analog of (4.78′)
where the sum is taken over τk ∈ (λ, 10λ] from (4.37) along with (4.81), (4.82), (4.83)
and (4.51). So the proof of (4.78) is complete.

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