ABSTRACT A tracking-by-segmentation algorithm, which tracks and segments a target object in a video sequence, is proposed in this paper. In the first frame, we segment out the target object in a user-annotated bounding box. Then, we divide subsequent frames into superpixels. We develop a superpixel-wise neural network for tracking-by-segmentation, called TBSNet, which extracts multi-level convolutional features of each superpixel and yields the foreground probability of the superpixel as the output. We train TBSNet in two stages. First, we perform offline training to enable TBSNet to discriminate general objects from the background. Second, during the tracking, we fine-tune TBSNet to distinguish the target object from non-targets and adapt to color change and shape variation of the target object. Finally, we perform conditional random field optimization to improve the segmentation quality further. Experimental results demonstrate that the proposed algorithm outperforms the state-of-the-art trackers on four challenging data sets.
I. INTRODUCTION
Visual tracking, which is the process to track a target object in a video sequence, has been researched extensively. However, it still remains a challenging problem due to object deformation, occlusion, abrupt motion, and background clutter. Especially, bounding box trackers [1] - [13] suffer from drift when tracking non-rigid or articulated objects, since they employ box-level features. In other words, a bounding box may contain background pixels, as well as foreground ones. The background pixels may cause tracking errors, which can further degrade the tracking performance in subsequent frames. To overcome this problem, tracking-by-segmentation methods, which track a target object by performing its segmentation in each frame instead of using its bounding box, have been proposed in [14] - [21] .
Superpixel techniques oversegment an image into small but meaningful regional partitions [22] - [25] . For example, Lee et al. proposed contour-constrained superpixels [22] , and developed temporal superpixels for temporally consistent video processing [23] . Gong and Zhou [24] performed superpixel segmentation, by adopting the differential evolution as a global optimizer. Also, Xiao et al. [25] proposed content-adaptive superpixels, by employing various features and adjusting the weights of different features based on a discriminative measure. Notice that superpixels are used for many computer vision tasks, including saliency detection [26] , image segmentation [27] - [29] , video segmentation [30] , [31] , semantic segmentation [32] , [33] , and background subtraction [34] , [35] .
Some tracking-by-segmentation methods [15] , [18] , [21] also employ superpixels to reduce the computational complexity, which is required for distinguishing foreground pixels from background ones. By performing the foreground segmentation at the superpixel level, rather than at the pixel level, the computational load is alleviated. However, these methods do not exploit deep learning techniques fully, although recent bounding box trackers [6] - [13] provide remarkable performances using convolutional neural networks (CNNs). Note that, in [18] , a deep learning technique is optionally used for the feature extraction only. In contrast, we attempt to achieve efficient and reliable tracking, by performing both feature extraction and target classification of superpixels based on deep learning. To the best of our knowledge, the proposed algorithm is the first superpixel-based network for tracking-by-segmentation.
In this work, we propose a superpixel-wise neural network for tracking-by-segmentation, called TBSNet. Given a bounding box in the first frame, we segment out a target object and then generate superpixels in subsequent frames. The proposed TBSNet extracts the multi-level convolutional features and predicts the binary label of each superpixel, indicating either foreground or non-targets. We train TBSNet in two stages: offline training and online fine-tuning. Using a dataset containing various object classes, the offline training is performed to separate general objects from the background. However, the offline training cannot make TBSNet distinguish a target object from non-target objects. Thus, we fine-tune TBSNet online to track the target object. Finally, we perform conditional random field (CRF) optimization to improve the segmentation quality, by exploiting affinity between spatial neighbors and temporal coherency to previous frames. Experimental results demonstrate that the proposed TBSNet algorithm outperforms the conventional trackers in [8] , [9] , [11] , and [14] - [18] on four challenging datasets [14] , [36] - [38] . This work has four major contributions:
• Development of the tracking-by-segmentation network, TBSNet, which tracks a target object at the superpixel level by utilizing multi-level convolutional features.
• Joint usage of TBSNet and CRF optimization to enforce spatiotemporal consistency of superpixels and to conform to predictions of the network.
• Development of a segmentation algorithm to accurately delineate a target object from a user-annotated bounding box in the first frame of a video.
• Remarkable tracking performances on the four challenging datasets [14] , [36] - [38] .
The rest of this paper is organized as follows: Section II reviews related work. Section III describes the proposed algorithm, and Section IV assesses its performance comparatively. Finally, Section V concludes this work.
II. RELATED WORK
There are two main approaches to visual tracking: bounding box tracking and tracking-by-segmentation. A bounding box tracker traces a target object by locating a tight box surrounding the target in each frame, while a tracking-bysegmentation method tracks a target based on its segmentation results. The proposed TBSNet belongs to the latter category.
A. BOUNDING BOX TRACKERS
Bounding box trackers have been researched and developed actively. For an extensive review of bounding box trackers, we refer the readers to recent surveys in [39] - [43] . In this section, we briefly review bounding box trackers, which are relevant to this work.
Danelljan et al. [1] utilized two classifiers for translation and scale estimation, respectively. They first estimated the center of a target object in a fixed scale using the translation classifier and then adjusted the scale by employing the scale classifier. Hong et al. [2] proposed the multi-store tracker to prevent a drifting problem. The tracker has a short-term memory store and a long-term memory store. While the short-term store handles abrupt object deformation, the longterm one makes the tracker robust and stable. Zhang et al. [3] employed multiple experts to reduce false updates. They composed an expert ensemble and selected the best expert based on the minimum loss criterion to correct undesirable model updates. Lee et al. [4] divided a bounding box into patches and assigned a pertinence score to each patch to reduce the impacts of background information in the bounding box. Moreover, Kim et al. [5] developed the spatially ordered and weighted patch (SOWP) descriptor to suppress the effects of background information in a bounding box.
With recent advances in deep learning techniques, CNN-based trackers have been developed [6] - [13] . Li et al. [6] learned an online adaptive CNN to extract semantic features of a target object. They also proposed the robust temporal sampling, which chooses positive samples within a longer temporal range than it does negative ones, to capture object deformation. Wang et al. [7] used deep features of a pre-trained CNN [44] . They jointly extracted features from convolution layers at different levels, since those features have complementary characteristics. Also, they developed a feature map selection method to keep discriminative features and discard noisy ones. Nam and Han [8] pre-trained a CNN, which is composed of shared layers and domain-specific layers, using a large set of videos. Each domain corresponds to an individual training sequence. They trained each domain iteratively to obtain generic representation in the shared layers. When tracking a target object for a test sequence, they replaced the domain-specific layers with a binary classification layer, which is updated online. Bertinetto et al. [9] adopted a Siamese network to track a target object. They traced the object by measuring the similarity between target and candidate boxes. Danelljan et al. [10] learned discriminative correlation filters in the continuous spatial domain using hierarchical deep feature maps from a pre-trained CNN [44] . Also, Danelljan et al. [11] extended their work [10] , by adopting a factorized convolution operator to reduce the number of parameters. Wang et al. [12] proposed a tracker based on CNNs and recurrent neural networks (RNNs). They used CNNs to extract visual features of a target object and adopted the long short-term memory (LSTM) model to predict the motion information of the target. Also, Zhang and Suganthan [13] attempted to simplify a visual tracking system, by combining a CNN and a random vector functional link network. Their tracker randomly initializes and fixes the parameters in the convolutional layer and learns only those in the fully connected layer.
Bounding box trackers are relatively robust against occlusion and appearance variation. However, when targets have irregular shapes and deformation, bounding boxes include background pixels. Thus, bounding box trackers may update their classifiers with false information, which in turn causes drift. Also, most bounding box trackers cannot adapt robustly to severe scale variations of objects, since they assume target objects have only small scale changes. To overcome the drift and scale change problems, tracking-by-segmentation methods have been proposed.
B. TRACKING-BY-SEGMENTATION METHODS
For tracking-by-segmentation, Hough-based trackers have been proposed in [16] and [17] . Godec et al. [16] tracked an object based on the online random forests and the Hough voting of foreground regions. They employed graph-cut optimization [45] using the voting results to separate the object from the background. Since the graph-cut optimization in [16] yields binary segmentation results, increasing the risk of drift, Duffner and Garcia [17] used a probabilistic segmentation model. They trained the pixel-based Hough model and the probabilistic model jointly to adapt to object deformation. Also, Son et al. [14] proposed a tracker using the online gradient boosting decision tree. They used the decision tree for each patch to classify its label as either target or non-target. Then, they refined a segmentation mask via morphological denoising operations.
Superpixel-based trackers also have been developed in [15] , [18] , and [21] . Milan et al. [21] proposed a joint tracking and segmentation algorithm using a CRF model, which uses high-level detector responses and low-level superpixel information. Their method can track multiple objects simultaneously, but it demands lots of information, including optical flows and detection results. Wang et al. [15] constructed a superpixel-based discriminative appearance model by employing the mean shift clustering. They tracked a target object by generating a confidence map and finding the best candidate with the maximum a posteriori probability. Yeo et al. [18] proposed a tracker based on the absorbing Markov chain. They constructed a graph, in which superpixels in two consecutive frames are nodes and spatiotemporal neighbors are connected by edges. They determined edge weights using support vector regression (SVR) scores, computed from color (or optionally CNN) features. They set the superpixels, classified as the background in the previous frame, as absorbing nodes. Finally, they extracted a target by computing the absorbing time of each superpixel in the current frame. Their tracker yields excellent performance when using high dimensional CNN features, but requires high computational complexity since the SVR training is slow with those features. Trackers based on multi-level appearance models, which exploit pixel, superpixel, and bounding box information, have been proposed in [19] and [20] .. These trackers use the information at the multiple levels jointly to represent target appearance more reliably and thus track the target more robustly. Hong et al. [19] integrated the multi-level information and formulated the tracking problem using CRFs. They used online random forests to update appearance models at different levels. Xiao et al. [20] proposed the dynamic multi-level appearance modeling and constructed an adaptively clustered decision tree by utilizing the multi-level information.
III. PROPOSED ALGORITHM
This section proposes a novel tracking-by-segmentation algorithm based on TBSNet. Fig. 1 shows an overview of the proposed algorithm. In the first frame, we partition the image into superpixels and segment out a target object from a user-annotated bounding box. Note that, since we use the temporal superpixel scheme in [23] , the superpixels in the first frame are also used to obtain superpixels in subsequent frames. Next, using the segmentation result in the first frame, we perform the tracking-by-segmentation from the second to the last frames sequentially. To this end, we develop TBSNet, which performs superpixel-wise classification to trace the target object. Finally, we perform the CRF optimization using the output of TBSNet to obtain spatiotemporally coherent segmentation results. Fig . 2 shows the architecture of the proposed TBSNet in detail, which is composed of the feature extraction part and the target classification part. In the feature extraction, TBSNet extracts a multi-level convolutional feature to describe both low-level and high-level information of each superpixel. Based on the multi-level convolutional feature, TBSNet performs superpixel-wise prediction and tracks the target object in the target classification. It is trained in two phases: offline training and online fine-tuning. While the offline training enables TBSNet to distinguish objects from the background, the fine-tuned TBSNet can tell the target object from the other objects, as well as from the background.
A. FEATURE EXTRACTION 1) MULTI-LEVEL CONVOLUTIONAL FEATURE EXTRACTION
We extract a multi-level convolutional feature to describe region characteristics faithfully, as illustrated in Fig. 2 . To obtain the multi-level convolutional feature, TBSNet adopts the VGG16-based semantic segmentation network [46] as its part. We first resize each frame into an M × M square image, which is used as the input to the network. Features at different levels have different properties [7] : while low-level features provide more detailed information, high-level ones convey semantic information. To exploit these complementary properties, we extract the intermediate output responses of the network at Conv1_2, Conv2_2, Conv3_3, Conv4_3, and Conv5_3. Then, we resize the spatial resolution of each intermediate output to the size of the input frame. By concatenating them, we obtain a 1,472-dimensional feature.
2) SUPERPIXEL-LEVEL FEATURE EXTRACTION
We partition the current frame into superpixels so that they are temporally coherent with the already partitioned superpixels in the previous frame [23] . Then, we generate a binary mask for each superpixel, which represents the locations of the pixels within the superpixel. To extract the multi-level convolutional feature of the superpixel only, we perform the average pooling with the superpixel mask, whose output has 1,472 dimensions. Moreover, we additionally use the LAB and RGB color histograms to represent the superpixel. We quantize each dimension of the LAB and RGB color spaces into 20 bins independently. Thus, the two histograms together yield a feature vector of 120 dimensions. By concatenating the average multi-level convolutional feature and the histogram feature, we obtain a 1,592-dimensional feature for each superpixel.
B. TARGET CLASSIFICATION 1) INFERENCE PHASE
The proposed TBSNet contains three fully connected layers, FC1, FC2, and FC3, whose output dimensions are 4,096, 4,096, and 2, respectively. For the ith superpixel, the output response of the kth channel from FC3 at frame t is defined as the inference score r
i,0 , the ith superpixel is declared to belong to the foreground (or target object). Otherwise, it is classified as a non-target.
2) TRAINING PHASE
We train the target classification part of TBSNet in two stages, as done in [8] . In both stages, we use the softmax loss. First, we perform offline training using the PASCAL VOC 2012 dataset [47] , which includes a variety of objects. We oversegment the images in the PASCAL dataset into superpixels by employing the temporal superpixel method in [23] . We train TBSNet to classify each superpixel into either foreground or background class. For the training, VOLUME 6, 2018
we regard a superpixel as a positive sample when its proportion of object pixels is higher than 70%. On the contrary, we regard it as a negative sample, when its proportion of background pixels is higher than 70%. Thus, the offline training makes TBSNet to separate object superpixels from background ones.
However, TBSNet may fail to separate a target object from non-target objects when performing only the offline training using the PASCAL dataset. Furthermore, the update of TBSNet is required to successfully trace the target object, which may experience shape deformation or color change. Thus, we fine-tune TBSNet online using a test sequence itself. While all superpixels within extracted target objects are used as positive samples, we sample superpixels within the background or non-targets as negative ones. We first fine-tune TBSNet at the first frame using the segmentation result. Then, at every fifth frame, we use positive and negative samples from the previous five frames to fine-tune TBSNet. We additionally use the samples at the first frame in every fine-tuning to alleviate the drift problem, which may be caused by object occlusion or deformation.
C. CRF OPTIMIZATION FOR SPATIOTEMPORALLY COHERENT TRACKING
Since TBSNet accepts only the feature of a single superpixel as the input, semantic information is not considered sufficiently. Therefore, we perform CRF optimization to track a target object more reliably, which exploits the spatial and temporal correlations between intra-frame and inter-frame neighbors.
We construct a graph G (t) = (V (t) , E (t) ) for frame t, where
i } is the set of superpixels, and E (t) = {e (t) ij } is the set of edges. Edge e (t) ij connects adjacent superpixels s 
where λ controls the relative importance between the unary and pairwise costs. Also, N i denotes the index set of neighboring nodes of s
i . To calculate the unary cost, we use the inference scores r
Also, since the superpixel method in [23] constrains a temporal superpixel to be consistent and represent the same object in consecutive frames, we encourage the ith superpixels at frames t and t − 1 to have the same label. To this end, we introduce the temporal consistency term
where w(s
) is the color histogram similarity of s
and s
. It is defined as
where h denotes the 120-dimensional LAB+RGB color histogram, and d χ 2 is the chi-square distance. The temporal consistency term ρ(s
) yields a large value when the color histograms of the differently labeled superpixels are similar. Then, the unary cost in (1) is given by
It returns a small value when the label y
is consistent with the previous label y
and also with the inference scores of TBSNet. In this way, we consider the temporal relationship between inter-frame superpixels using the unary cost. Fig. 3 illustrates the CRF optimization. Fig. 3(b) depicts the probability
belongs to the foreground, where brighter regions correspond to higher probabilities. Fig. 3(c) shows the corresponding CRF optimization result, which successfully delineates the target object.
Moreover, we define the pairwise cost φ(y
j ) to encourage a pair of spatially neighboring nodes with similar colors to have the same label,
D. FIRST FRAME SEGMENTATION
In the first frame, as shown in Fig. 4 , we delineate the target object within a user-annotated bounding box. In Fig. 4(a) , the yellow rectangle shows the given bounding box. We expand its width and height, respectively, by 30% to obtain an enlarged box, which is depicted by the red rectangle. The region outside the yellow rectangle and inside the red rectangle is used for generating a background model. We also oversegment the first frame into superpixels [23] in Fig. 4(b) . The first frame segmentation can be performed by employing the pre-trained TBSNet. However, TBSNet is not yet fine-tuned to the target object, and thus it may yield an unreliable result. For example, Fig. 4(c) shows the target probability p(k = 1 | s (1) i ) of each superpixel s (1) i , computed by TBSNet via (2) . We see that TBSNet misclassifies some background regions as the target. Hence we additionally use the Gaussian mixture models (GMMs) to separate the target from the background. We represent the target and the background with mixtures of five Gaussian distributions in the RGB color space, respectively. We obtain the target GMM using the colors of pixels within the bounding box, while we construct the background GMM using the pixels between the bounding box and the enlarged box. We then dichotomize each pixel into either target or background, by performing the maximum a posteriori decision using the GMMs. Then, for each superpixel s (1) i , we calculate the target pixel proportion q(s (1) i ). Fig. 4(d) shows the target pixel proportion in each superpixel based on the GMMs.
We refine the target probability from TBSNet, by employing the target pixel proportion based on the GMMs. Specifically, we calculate a weighted average of the target probability and the target pixel proportion. We determine the weight by considering the spatial distributions of the two data. We assume that a region within the bounding box is more likely to contain the target, as it is nearer to the box center. Thus, between the two data, we assign a higher weight to the one that has higher values at center regions.
More specifically, let c(i) = [c x (i), c y (i)] T be the relative position of the ith superpixel centroid with respect to the box center. Note that c x (i) and c y (i) are normalized to [0, 1]. They are close to zero when the superpixel centroid is near the box center, and are close to one near the box boundary. Thus, we define the center closeness ω i of the ith superpixel as
Then, we define the priority of the target probability γ p as
where B is the index set of superpixels within the bounding box. Note that γ p has a high value when the target probabilities of superpixels near the box center are high. The priority of the target pixel proportion γ q is defined in the same way. Based on the priorities γ p and γ q , we refine the target probability aŝ
where α p = γ p γ p +γ q and α q = γ q γ p +γ q . Fig. 4(e) shows the refined target probability of each superpixel.
Finally, we also perform the CRF optimization in (1) to segment the first frame. However, for the first frame, we define the unary cost as
without the temporal consistency term, since the first frame has no predecessor. Fig. 4(f) shows the first frame segmentation result. We see that the target is successfully separated from the background. Generate superpixels 7: Use TBSNet to obtain inference scores Section III-A, B 8:
Perform CRF optimization on G (t) Section III-C 10: if t is a multiple of 5 then 11: Conduct fine-tuning for TBSNet 12: end if 13: end for Algorithm 1 summarizes the proposed tracking-bysegmentation algorithm.
IV. EXPERIMENTAL RESULTS

A. IMPLEMENTATION DETAILS
There are three controllable parameters in the proposed algorithm, which are fixed in all experiments. First, we use the temporal superpixel algorithm [23] to oversegment each frame into 600 superpixels. Second, M = 1024 when extracting multi-level convolutional features in Section III-A. Third, λ = 1 in (1) for the CRF optimization.
We set up hyperparameters to train the proposed TBSNet. In the offline training, we set the number of iterations and the batch size to 1,500K and 256, respectively. We set the initial learning rate to 0.001. For every 150K iterations, we decrease the learning rate by a factor of 0.1. Also, when fine-tuning TBSNet, we set the number of iterations and the batch size to 1,000 and 128, and fix the learning rate to 0.001. For both learning processes, we set the momentum to 0.9 and the weight decay to 0.0005. 
B. EXPERIMENTAL SETTING
We assess the proposed algorithm using four datasets: non-rigid object tracking dataset (NR) [14] , video saliency dataset (VS) [37] , SegTrack v2 dataset (ST2) [36] , and DAVIS dataset [38] . NR consists of 11 sequences, which contain deformable and articulated objects. VS was originally constructed for video saliency detection and contains 10 sequences, which are challenging due to low-resolution, large deformation, and scale variation. ST2 is composed of 14 sequences, and some of them have multiple ground-truth objects to be tracked. The total number of target objects in ST2 is 24. DAVIS has 50 sequences, each of which has a single deformable and articulated target object, which also undergoes occlusion and scale variation.
We compare the proposed algorithm with three bounding box trackers, ECO [11] , MDNet [8] , and SiamFC [9] , and six tracking-by-segmentation methods, SPT [15] , HT [16] , PT [17] , OGBDT [14] , AMCT [18] , and AMCT-CNN [18] . Note that AMCT-CNN is the AMCT method with the optional CNN feature descriptor. While the tracking-bysegmentation methods output both bounding boxes and segmentation masks, the bounding box trackers yield bounding boxes only.
C. QUANTITATIVE COMPARISON
In Table 1 , we compare the tracking-by-segmentation algorithms by computing their average intersection over union (IoU) ratios between ground-truth masks and tracked segmentation results. Since the bounding box trackers do not provide segmentation masks, they are not compared in this table. Note that the proposed algorithm yields the best performances on all four datasets. In the ''Cheetah'' sequence in the ST2 dataset, the proposed algorithm fails to track the target object because of severe noise. Moreover, the proposed algorithm loses the target in the ''Birdfall'' sequence when it becomes too small, degrading the tracking performance severely. This is why the performance difference from the second best algorithm is the smallest on the ST2 dataset.
However, the proposed algorithm still outperforms the conventional algorithms. Table 2 compares the average IoU ratios between ground-truth and estimated bounding boxes. Again, the proposed tracker shows the superior performances on all four datasets. Since the bounding box trackers cannot track deformable and articulated objects effectively, their performances are limited on the four datasets. In Tables 1 and 2 , the scores of the conventional trackers in [14] - [18] are from [18] .
We also measure the success rates of each tracker in terms of bounding boxes and segmentation masks, respectively. We regard a frame as successful if the IoU ratio between the ground-truth and the tracking result is higher than an overlap threshold. The success rate is computed by the number of successful frames over the number of all frames. We also report the area under curve (AUC) for each algorithm. Figs. 5(a) and (b) show the success plots in terms of bounding boxes and segmentation masks, respectively. For the bounding box trackers [8] , [9] , [11] , we regard rectangular bounding boxes directly as segmentation masks to compute the success rates in terms of segmentation masks. We see that the proposed algorithm outperforms the conventional algorithms and provides the best AUC scores in both tests.
We compute the precision based on the distance between the center locations of a tracking result and its groundtruth. If the distance is shorter than a location error threshold, we declare that the algorithm yields a correct tracking result. The precision is measured by the number of correct results over the number of all frames. Fig. 5(c) compares the precision plots. Again, the proposed tracker yields the best performance.
We measure the run-times of the proposed TBSNet tracker using a PC with a 3.6 GHz CPU and NVIDIA 1080TI GPU. The codes are not optimized, but TBSNet takes only 5.5 seconds per frame. It is much faster than the state-of-the-art tracker AMCT-CNN [18] , which takes about 15 seconds per frame. AMCT requires high computational complexity when using high dimensional CNN features. In contrast, TBSNet exploits CNN features effectively and efficiently. Thus, TBSNet is about three times faster than AMCT-CNN [18] , while providing more accurate tracking results. VOLUME 6, 2018 Fig. 6 shows tracking results. Since MDNet is a bounding box tracker, we present only the bounding box results in Fig. 6(d) . MDNet and AMCT-CNN fail to track the rotating objects in ''Motocross1'' and ''Mountain-bike'' tightly. MDNet cannot adapt to the object deformation in ''Bird of Paradise.'' Also, AMCT-CNN fails to adapt to scale changes in ''Scootergray'' and cannot track the target objects in ''Soccerball'' and ''BMX-tree'' due to occlusion. In contrast, the proposed algorithm locates the objects successfully even when there exist scale change, occlusion, and object deformation. Also, the proposed algorithm can segment the target objects in ''Fox,'' ''Bird of Paradise,'' and ''Flamingo'' more accurately than AMCT-CNN does.
D. QUALITATIVE COMPARISON
E. EFFICACY OF CRF OPTIMIZATION
To demonstrate the effectiveness of the proposed CRF optimization in Section III-C, we compare the proposed algorithm with the MaskTrack algorithm [48] , which is the state-of-the-art deep-learning-based video object segmentation method. Even though MaskTrack takes the segmentation mask in a previous frame as input, it does not exploit temporal correlation systematically. In contrast, the proposed algorithm can obtain temporally consistent segmentation results, by exploiting temporal superpixel information in the CRF optimization. Fig. 7 compares MaskTrack and the proposed algorithm. Notice that, whereas MaskTrack loses the flamingo's head at #28, the proposed algorithm yields temporally consistent and thus more accurate tracking results. More specifically, the proposed algorithm properly tracks the flamingo's head and legs, which are composed of temporally consistent superpixels.
F. PERFORMANCE ANALYSIS
We implement variations of the proposed tracker for an ablation study: tracking without CRF optimization (w/o CRF), without multi-level convolutional features (w/o CNN), without color histogram features (w/o Hist), and tracking with all components (All Comp). Tables 3 and 4 list the average IoU ratios in terms of segmentation masks and bounding boxes, respectively. In 'w/o CRF,' we determine the label of a superpixel, by checking whether its foreground probability is higher than its background probability via (2) . We see that the CRF optimization improves the average IoU ratios of segmentation masks and bounding boxes by 1.4% and 0.7%, respectively. Also, we compare 'w/o CNN,' 'w/o Hist,' and 'All Comp' to quantify the efficacy of each feature. We see that the multi-level convolutional features are more effective than the color histogram features. However, note that the best tracking performance can be achieved by combining both multi-level convolutional features and color histogram features.
In Table 5 , we compare the performance of the first frame segmentation scheme in Section III-D with those of GrabCut [45] and SharpMask [49] , by measuring the IoU ratios between ground-truth masks and segmentation results. GrabCut extracts a foreground region from a user-annotated bounding box by employing the graph-cut technique. SharpMask extracts multiple object proposals as segmentation masks using a CNN. Thus, we select the segmentation mask, which has the highest overlap ratio with the bounding box, as the segmentation result. We see that the proposed scheme provides better performance than GrabCut and SharpMask. Also, we implement variations of the proposed first frame segmentation scheme: segmentation using GMMs only (GMMs), using TBSNet only (TBSNet), and using both GMMs and TBSNet (GMMs+TBSNet). We see that the proposed scheme segments out target objects accurately by combining GMMs and TBSNet.
G. EXPERIMENTS ON VOT BENCHMARK
We additionally test the proposed TBSNet tracker on the VOT2017 benchmark [50] , and summarize the quantitative evaluation results in Table 6 . Note that VOT is widely used for evaluating bounding box trackers, but it is usually not considered in tracking-by-segmentation. This is because bounding box trackers and tracking-by-segmentation methods do not have the exactly same goal: bounding box trackers are developed to be robust against occlusion and appearance variation, while tracking-by-segmentation methods focus on targets that are nonrigid and experience big scale changes. Thus, on VOT2017, the bounding box trackers provide better tracking performances than the trackingby-segmentation methods. However, compared to the other tracking-by-segmentation methods including SPT [15] and AMCT [18] , the proposed TBSNet yields a higher [50] between ground-truth and estimated bounding boxes on the VOT2017 benchmark [50] .
overlap ratio. AMCT-CNN [18] is not included in Table 6 , since its source codes are unavailable.
On the contrary, non-rigid object tracking dataset (NR) [14] , video saliency dataset (VS) [37] , SegTrack v2 dataset (ST2) [36] , and DAVIS dataset [38] are trackingby-segmentation datasets and are not used to evaluate bounding box trackers in general. As shown in previous subsections, on these datasets, the proposed TBSNet outperforms the bounding box trackers with significant margins. Fig. 8 illustrates tracking results on VOT2017. Since MDNet is a bounding box tracker, we present only bounding box results in Fig. 6(d) . MDNet fails to track nonrigid objects in ''Ants3,'' ''Bag,'' and ''Gymnastic1'' tightly and misses a target object in ''Fish1.'' AMCT detects a non-target (but similar) object as the target in ''Ants3'' and misses target objects in ''Dinosaur,'' ''Fish1,'' and ''Glove.'' In contrast, the proposed algorithm locates the objects successfully even when there exist object deformation and similar objects. Also, the proposed algorithm segments the target objects in ''Bag'' and ''Gymnastic1'' more accurately than AMCT does.
V. CONCLUSIONS
In this paper, we proposed a tracking-by-segmentation algorithm using TBSNet, which is a superpixel-wise neural network. Given a user-annotated bounding box in the first frame, we extracted a target object using both TBSNet and GMMs. Then, in subsequent frames, we generated temporal superpixels for the superpixel-wise tracking. The proposed TBSNet extracts a multi-level feature and then dichotomizes each superpixel into either foreground or non-target. The training of TBSNet has two stages: offline training and online fine-tuning. We conducted the offline training using the PASCAL dataset [47] , which contains various objects. Then, we fine-tuned TBSNet online to make it adaptive to the color change and shape deformation of the target object. Finally, we executed the CRF optimization to improve the segmentation quality, by exploiting spatial and temporal correlations. Experimental results demonstrated that the proposed tracker provides better performances than the conventional trackers [8] , [9] , [11] , [14] - [18] on the four challenging datasets [14] , [36] - [38] . 
