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If the irreducible characters of the symmetric group are interpreted com- 
binatorially using the Murnaghan-Nakayama formula, a sign reversing involution 
is given which proves the orthogonality formula of the first kind for these charac- 
ters. (’ 1985 Academic Press. Inc 
1. INTRODUCTION 
In [3] a combinatorial proof of the orthogonality formula of the second 
kind for the characters of the symmetric group was given. The formula was 
where p and II/ are conjugacy classes in the symmetric group. The proof 
was based upon the Murnaghan-Nakayama rule, a combinatorial descrip- 
tion of the characters of the symmetric group as collections of signed rim 
hook tableaux. 
In this paper a combinatorial proof of the orthogonality formula of the 
first kind for the characters of the symmetric group is given. It is also based 
upon the Murnaghan-Nakayama formula. This orthogonality formula is 
In Section 2, all the necessary definitions are given. In Section 3, the 
problem is presented in detail. The bijections which yield the proof are 
given in Section 4. 
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2. DEFINITIONS 
A partition i of an integer n (i t- n) with k purrs is a k-tuple of integers 
(2 ,,..., &) with a, >12* > ... >A/,>0 and %,+ ... +&=n. Often a par- 
tition will be described with the notation 1. = (l”2 iJ.. . njfl), where j, is the 
number of parts of size i. Tfj, = 0, then i” is not written and ifj, = 1, ,j, is not 
written. Thus the partition (5, 2. 2. 2, 1) t- 12 (with 5 parts) can also be 
written ( 1235). 
Corresponding to any partition is a shape. The shape corresponding to 
2 = (A, )...) &) t-n (or simply the shape i) is an array of IZ cells or squares 
arranged in rows and columns, i, in the first row, i., in the second row. 
etc., with each row left justified. Thus, ( 1235) denotes the shape in Fig. 1. 
Let ct be a specific cell in the shape 1. The cells to the right of a and in 
the same row as a; below a and in the same column as cr; and a itself make 
up the hook associated with a, written h,. The ceils of h, in the same row 
as a (but not including a) are called the arm of h,, written arm(h,) or 
arm(a). The number of cells in arm(a), larm(a)l. is the arm length. The 
cells below a in h, (but not a itself) are called the leg of h,, written leg(h,) 
or leg(a). The number of cells in leg(a) is the leg length, 1 leg(N)]. Figure 2 
gives an example of a hook. Its arm has length 3 and its leg has length 2. A 
shape itself is called a hook if it has cells only in the first column and first 
row, i.e., it is a partition of the form (17). 
It is frequently necessary in discussions involving tableaux and shapes to 
refer to directions within the shape. In what follows, compass directions 
will be used to refer to relative positions within a shape. For example, 
leg(a) lies south of a or leg(a) is S of a. Generally speaking, p will be SE of 
a if the row of /3 is the same as or below the row of a and the column of /l 
is the same as or to the right of the column of a. Also, /? will be strict1.y SE 
of a if /? is SE of a but not in the same row or same column. 
A rim hook is a contiguous strip of cells, one cell wide, where each cell of 
the rim hook (except one) has a neighbor in the rim hook either N or E of 
it and each cell of the rim hook (except one) has a neighbor in the rim 
hook either S or W. The unique cell with no neighbors N or E is called the 
head of the rim hook; the unique cell with no neighbors S or W is called 
the tail of the rim hook. 
FIGURE I 
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FIGURE 2 
A rim hook y can be positioned relative to some shape 1 in several ways. 
If y is contained in 1 and its removal from 1 leaves another shape, then y is 
a rim hook inside L The shape created by the removal of y is denoted by 
1. - y. If y is disjoint from 2 but its addition to J. creates a new shape, then y 
is a rim hook outside 1. and the new shape formed by its addition to ;1 is 
denoted 1+ y. These possibilities are illustrated in Fig. 3. In both cases, 
i = (1335). 
Note that if 2 +-- n, the number of rim hooks inside L is n. In fact, if CI is a 
cell in 1, then there is a rim hook, rh,, corresponding to z, with 1 rh, I = 
I h, /. This is illustrated in Fig. 4, with 2 = ( 1234’5). 
A tableau of shape L is the shape 1 with each cell filled with a positive 
integer. In this paper we will be concerned with two types of tableaux: rim 
hook tableaux and permutation tableaux. 
A rim hook tableau with entries 1, 2,..., m is defined recursively. If m = 1, a 
hook with all 1 s is a rim hook tableau. Suppose P of shape E, has entries 1, 
2,..., m and the cells containing the ms form a rim hook inside L. If the 
removal of the ms leaves a rim hook tableau, then P is a rim hook tableau. 
The content of the rim hook tableau P, content(P), is the sequence p = (p, , 
pz,..., p,), where pi specifies the number of times i occurs in P. If p’ = 
(p, ,..., pk), k cm, then the restriction of P to p’, P Ip., is the rim hook 
tableau obtained from P by removing all entries > k. The rim hook of cells 
in P containing js is denoted rh,(P). These definitions are illustrated in 
Fig. 5. In that figure, P has shape 2324 and content (4, 1, 5, 2). The tableau 
PI,,. with p’ = (4, 1) and the rim hook rh,(P) are also given. 
If P and Q are rim hook tableaux, let P A Q denote the largest rim 
hook tableau R which has the property that R = PI ,>’ = Q lp’. 
The sign of a rim hook y, sgn(y), is ( - 1) #rowa OF7 ‘. The sign of a rim 
hook tableau P, sgn(P), is the product of the signs of its rim hooks. In 
Fig. 5, sgn( P) = + 1. 
FIGURF: 3 
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Suppose X is a set of positive integers. A permutation tableau on X is a 
tableau where each member of X appears exactly once. Clearly, the number 
of permutation tableaux of shape ;. on X is 1 XI ! 
Finally, suppose X is a set of positive integers and S, is the set of per- 
mutations of X. (If X= { 1, 2 ,..., n >, let S,, = S,.) Let G E S, and write CT in 
cycle form, o=~J~D~~“(T~, where the cycles 0; are written in increasing 
order of largest in the cycle. For example, 0 = (42)(8371)(956)~ S,. The 
content of 0, content(o), is the sequence p = (p,, p*,..., p,), where 
pi= j gil = length of cycle 0;. In the above example, content(a) = (2,4, 3). 
3. THE PROBLEM 
The Murnaghan-Nakayama formula (see [ 11, for example) is a com- 
binatorial description of the irreducible characters of S,. The irreducible 
characters of S, may be indexed by E. + n and if p = (pl, p*,..., p,), the 
elements of S, with cycle lengths (pl ,..., p,) form a conjugate class. Thus, 
xj refers to the irreducible character of 1” evaluated at the conjugate class 
defined by p. If (T E S,, x”(o) refers to the irreducible character of I 
evaluated at (T. If content(o) = y, then x’(g) = 1:;. 
THEOREM 1 (Murnaghan-Nakayama). 
x3 = C w-40, 
P 
where the sum is over rim hook tableaux of shape 2 and content p. 
rh,(Pt 
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For a proof of Theorem 1 see [ 11. 
It should be noted that if p and p’ differ only by a reordering of 
/I= (pi ,..., p,), then 2: = xi,. Theorem 1 then implies the following. 
THEOREM 2. 
4 w(P) = 1 w-W), 
P’ 
where the first sum is over rim hook tableaux qf shape EL and content p and 
the second sum is over rim hook tableaux of shape iv and content p’. 
A direct combinatorial proof of Theorem 2 is given in [2]. 
Irreducible group characters satisfy two kinds of orthogonality formulas. 
We give these for the symmetric group. 
THEOREM 3 (Orthogonality formula of the second kind). 
1 xix; = 6,, 1’7, ! 2’7, !...) 
itn 
where p = 1 1’2J2... I-- n and rl/ +- n. 
THEOREM 4 (Orthogonality formula of the first kind). 
C x”(fl) x”(o) = 6,,,n! 
CJ Es, 
In both cases, 6 is the Kronecker delta function. In [3] a combinatorial 
proof of Theorem 3, based upon Theorem 1, was given. In this paper, a 
combinatorial proof of Therem 4, also based on Theorem 1, will be presen- 
ted. 
Using Theorem 1, Theorem 4 may be reformulated as follows: 
THEOREM 5 
c sgn(P).sgn(Q)=6,,;n! 
(p.Q.0) 
where the sum is over triples (P, Q, a), with P a rim hook tableau qf shape i, 
Q a rim hook tableau of shape p and CT E S,, which sati:fy content(P) = 
content(Q) = content(a). 
The goal of this paper, then, will be to identify the triple (P, Q, a) with 
sgn( P) . sgn(Q) = + 1 with either another such triple (C”, Q’, a’) with 
sgn( P’) . sgn( Q’) = - 1, or, if 1. = p, possibly a permutation tableau. 
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It turns out, in fact, that the positive triples which are identified with 
permutation tableaux are exactly those (P, Q, a) with P = Q. 
THEOREM 6. The number ofpuirs (P, a) where P is a rim hook tableau qf 
shape 1 and GE S,, such that content(P)= content(a), is n! 
In the next section, bijections which prove Theorems 5 and 6 (and 
therefore Theorem 4) will be given. 
4. THE BIJECTIONS 
Let X= {a, <a, < ... <a,,} be a set of positive integers. Let m(X) 
denote the pairs (P, a), where P is a rim hook tableau of shape 1,; G E S,; 
and content(P) = content(o). Let rcJX) denote the set of permutation 
tableaux of shape A on X. The following theorem implies Theorem 6. 
THEOREM 7. There is a bijection between f),(X) and 71j,( X). 
Proof: The following is a recursive description of the bijection. Suppose 
TE n>.(x). 
Step 1.1. Find a, in T (the largest entry). Let a denote its cell. Let 
b , ,..., b, be the entries in T in the arm of h, (read left to right); let c, ,..., c,~ 
be the entries in T in the leg of h, (read bottom to top). 
Step 1.2. Remove h, from T and push every entry strictly SE of a 
diagonally NW one cell. Call this new permutation tableau T, of shape A’. 
Thus, 7” E nnl, (X- { 6, ,..., br, clr...r c.5, atz))=nj~~(Y). 
Step 1.3. Recursively construct (P’, a’) E r,.( Y) from T’. 
Step 1.4. Let y denote the rim hook inside A associated with a. That 
is, 1,’ = 1. -y. Let (p, ,..., ~1~ ,) = p’ be the content of P’. Define P so that 
P 1 p, = P’ and rh,( P) = y. 
Step 1.5. Let (T=o’. (a,bl.~~b,c,..~c,). Then (P,a)~rj,(X). 
This construction is easily reversed. Suppose (P, a) E f j.( X). Suppose 
content(P) = (pi,..., Pk). Let y = rh,(P) and let a be the cell in A which 
corresponds to the rim hook y. Let r be the arm length of h, and s the leg 
length. 
Step 2.1. Form P’ from P by removing the last rim hook. That is, 
p’=Pl (pI ,_.., Pk. ,). Let A’ denote the shape of P’ and p’ = (pi ,..., Pk ,) its 
content. Then A’ = I - y. 
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Step 2.2. Write the last cycle in g as (a,$, ... b,c, ... c,). (Recall that 
a,, is the largest in the cycle.) Note that r + s + 1 = 1 h, 1 = pk. Let CJ’ denote 
the permutation on X- {a,,, bl ,..., b,, c ,,..., c,} = Y obtained by removing 
the last cycle from Q. Thus, (P’, 0’) E r,.(Y). 
Step 2.3. Recursively construct T E n,,( Y) from (P’, a’). 
Step 2.4. Shift every entry in T’ SE of GI SE one cell. 
Step 2.5. Place a,, into a; b ,,..., 6, into the arm of h, (left to right); 
and c, ,..., L’, into the leg of h, (bottom to top). The resulting tableau 
TE nn(X). 
It is easy to see that these two constructions are inverses of one another. 
In Figs. 6 and 7 we give examples of each. In Fig. 6, T is given with the h, 
from Step 1.1 marked. Next, T’ from Step 1.2 is given. The recursive 
Step 1.3 produces P’ and cr’. The h, corresponds to the rim hook y which is 
attached to P’ to form P (Step 1.4). Finally, the cycle formed from the 
entries in h, together with C’ yields c (Step 1.5). 
In Fig. 7, P and c are given. P’ is obtained by deleting the last rim hook 
7 (Step 2.1); CT’ is obtained by deleting the last cycle (Step 2.2). Then the 
recursive Step 2.3 produces T’ which is adjusted to make room for the last 
cycle (Step 2.4). The last cycle is inserted into the hook h, corresponding to 
y to give T (Step 2.5). 
Now let !P;., denote all triples (P, Q, (T), where P is a rim hook tableau 
of shape A, Q is a rim hook tableau of shape 11, 0 E S, and content(P) = 
content(Q) = content(a). Let Yt = {(P, Q, a) E Yy,, 1 sgn( P) sgn(Q) = + 1) 
and !Pu,, = {(P, Q, 0) E !P+lSgn(P) sgn(Q) = - 1). Let n, = 
rrj,( ( 1, 2 ,.... H} ). The following implies Theorem 5. 
T= 
P’=: B 1 1 (I’= 132;m 2 
? 
Y= 
P- mp ’ ’ 3 3 -233 
2 3 
FIGUKE 6 
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THEOREM 8. (1) If A# p, there is a bijection between ‘Y& and Y$. 
(2) rfd =p, there is a bijection between ‘Y$ and Yu, u1z,.. 
Proof Let ~i~={(P,Q,o)~Y,liPfQ}. Let @i+,=@,,nY& and 
@ii = @ j.p n Y,; = Y. If 1, = p, then Theorem 7 describes a bijection 
between ‘PC - @$ a$! rcj.. If p # A, then Yz = @$. Thus, to give the bijec- 
tion (1) and complete the bijection (2) a bijection between 0; and @j;p is 
needed. We will describe a sign-reversing involution on Qj.+. 
Let (P, Q, a) E @,+. Let p = (P, ,..., p,) = content(P). Let 0 = CT, Us ‘. ~~ 
denote the cycle decomposition of G. Thus, 1 G, 1 = PI. 
Suppose P A Q has shape 1c, and content p’ = (p,, pz ,..., Pk), k cm. Let 
U’=U,UZ...CJk. 
Differentiate between two cases: 
Call (P, Q, a) overlapping if rh, + , (P)nrh,+,(Q)#@. (They cannot be 
equal.) Call (P, Q, u) disjoint if rh, + ,(P) nrh,, ,(Q) = 0. The involution 
will convert overlapping elements of GAP into disjoint elements and vice 
versa. 
Overlapping (P, Q, a). Let y = rh, + , (P) n rh, + ,(Q). Note that y is a rim 
hook outside 3. 
Step 1.1. Let a, be the largest entry in cycle gk+ 1 ; let r = 17 / < 
pk+ 1 = t. Write ok+ 1 with a, first and label its members as follows: ok + , = 
(a,a,...a, mrb,b,...b,). 
Step 1.2. Use Theorem 7 to construct TE ~~(0, u (TV u ... u ok) 
from (P A Q, (T, ...ol,). 
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Step 1.3. Construct T from T by inserting into the cells of y the 
numbers b, ,..., b,, from NE to SW. 
Step 1.4. Now use Theorem 7 again to construct 
(R,z)~r~~~(cr~uc~~u ... ucku {b, ,..., b,)) from 7”. Let z and R have 
content 6 = (6 ,,..., 6,). 
Step 1.5. Construct P’ and Q’ as follows: 
P’la=Q’j,=R; 
rh,+,(P’)=rhk+l(P)-li; 
rh,+,(Q’)=rhk+,(Q)-y; 
rh+ 0”) = rh + 0’) for i> 1; 
and 
rh,+i(Q’)=rhk+i(Q) for i>l 
Step 1.6. Let ~‘=~.(a,...a,~,).a,+,...a,,. 
Note that the resulting (P’, Q’, o’) is disjoint. Also, when 7 is removed 
from r&+,(Q) and rhk+l(P), one of them will lose one more row than the 
other. For suppose rh, + 1 (Q) is the rim hook to the NE. Then the tail of 
rhk+ I(Q) - y lies due E of the head of y, so that rh,, ,(Q) - y loses every 
row of y except the row containing its head. The head of rh, + l(P) - y, 
however, lies due S of the tail of y, so that rh, + ,(P) - y loses every row 
of Y. Thus, sgn(rh,+,(P)- y).sgn(rh,+ ,(Q)-r) = - sgn(h+ ,(f’)). 
w(rh,+ ,(Q)) * wW)~ w(Q’) = -wW~ w(Q). 
Disjoint (P, Q, a). The construction here will reverse the steps of the 
overlapping case. Let y denote the rim hook inside IJ which lies between 
&+ I(f’) and h+ ,(Q). 
Step 2.1. Use Theorem 7 to construct TEZ,(O, u ... u(T~) from 
(P A Q, cl ...gk). 
Step 2.2. Let t = pk+ 1. Suppose a, is the largest entry in bk + , = 
(a, ... a,). Let r = 1 y/ and suppose b, ,..., b, are the entries in T in y, read 
from NE to SW. 
Step 2.3. Use Theorem 7 again to construct CR, 7) E 
T~-Y(oIu ... ucrk- (6, ,..., b,}) from T’= T with 1/ removed. Let 6= 
(6 ,,..., 6,) be the content of z and R. 
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pm= ; 3 2 
EF 
y= 
ia, a, ,, = :9241 ,b, -b,) = 173, 
Step 2.4. Construct P’ and Q’ as follows: 
Pr16=Q’I<7=R; 
rh,+,(P’)=rh,+,(P)+~; 
rh,+,(Q’)=rhk+,(Q)+Y; 
rh,+,(P’)=rh,+,(P) for 
ORTHOGONALITY OF THE CHARACTERS OF s, 275 
and 
rh+i(Q')=&+i(Q) for i> 1. 
Step 2.5. Let 6’=~.(a,...a,b,...b,)a,+,...a,. 
It is clear that (P’, Q’, a’) is overlapping and, as before, 
sgn( P’) . sgn( Q’) = -sgn(P) * sgn( Q). 
The two cases are illustrated in Figs. 8 and 9. In Fig. 8, an overlapping 
(P, Q, a) is given. The rim hook y and the tableau P A Q are next 
illustrated. The cycle ak + i corresponding to the first rim hook, where P 
and Q differ, is next given, divided into a part corresponding to y and a 
part containing the largest member of the cycle (Step 1.1). The T construc- 
ted using Theorem 7 (Step 1.2) and the T’ formed by inserting part of a’k + l 
from Step 1.1 (Step 1.3) are given. Next come R and z, constructed using 
Theorem 7 (Step 1.4). P’, Q’, and a’ can then be constructed by putting 
back the rest of ak+ i and the rest of P, Q, and a (Steps 1.5 and 1.6). 
In Fig. 9, a disjoint (P, Q, a) is given. Once again, P A Q and y are 
found. Then T is constructed using Theorem 7 (Step 2.1). The entries in y 
are noted (Step 2.2). T is formed by removing these entries. R and r come 
from Theorem 7 again (Step 2.3). P’, Q’, and a’ are formed from R, t, 
ak + , , the entries in y, and the rest of P, Q, and a (Steps 2.4 and 2.5). 
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