This paper is concerned with the generation, acquisition, standardized representation and transport of video metadata. The use of MPEG standards in the design and development of interoperable media architectures and web services is discussed. A high-level discussion of several algorithms for metadata extraction is presented. Some architectural and algorithmic issues encountered when designing services for real-time processing of video streams, as opposed to traditional offline media processing, are addressed. A prototype real-time video analysis system for generating MPEG-7 Audiovisual Description Profile from MPEG-2 transport stream encapsulated video is presented. Such a capability can enable a range of new services such as content-based personalization of live broadcasts given that the MPEG-7 based data models fit in well with specifications for advanced television services such as TV-Anytime and Alliance for Telecommunications Industry Solutions IPTV Interoperability Forum.
INTRODUCTION
Content descriptors have gained considerable prominence in the content ecosystem in the last decade. This growing significance stems from the fact that rich metadata promotes user engagement, enables fine-grained access to content and allows more intelligent and targeted access to content.
Effective utilization of content descriptors involves three basic steps, namely generation, representation and transport. In traditional broadcasting, the generation of the content descriptions has been a manual process in which individuals would access the content and would index it according to specific rules (i.e. annotation guides). While in the past this was a viable option due to the limited amount of available content, with the large volumes of content that are generated today (e.g. YouTube uploads have currently surpassed 1 h of video every second), manual indexing is no longer a viable option. Research in multimedia content analysis has generated a variety of algorithms for content feature extraction in the visual, text, music and speech domains. Such algorithms provide descriptions with different levels of confidence and are often combined to improve their accuracy and descriptive power. Despite the enormous progress that has been made in this area, content description generation is not yet sufficiently advanced to be fully automated for all applications and types of content. However, for a subset of content types and certain applications, the current state of the art in automated content processing has proven sufficient.
Another important consideration in effective and widespread utilization of content metadata is the adoption of appropriate representations for the metadata. Historically, the representation of content metadata has been specialized to specific representation and service needs (i.e. the asset distribution interface from CableLabs for traditional paid video on demand services). Recently, in the context of MPEG, a standardization effort has been undertaken to create more general representations of content descriptors that are independent of any particular application and to enable interoperability among metadata generation systems and applications.
Finally, for a certain class of applications and services, real-time delivery or transport of metadata is critical, but is an area that is still in its infancy. For example, today's systems for delivering television electronic program guide (EPG) information make efficient use of multicast delivery, but the data are largely static (the data may only change 2 D.C. Gibbon et al. on a daily timescale). Metadata are evolving from having an ancillary role as offline representation of content, without any specific needs for real-time transport and synchronization with the media it describes, to playing a more important role as a timed stream with characteristics similar to video and audio. MPEG provides a framework for metadata transport and initial efforts are being carried out in standardization bodies such as the Internet Engineering Task Force. We expect to see the results of these standardization efforts to be widely adopted in multimedia services in the future.
MPEG media encoding standards have already been widely adopted and are very successful in promoting interoperable services that deliver video to consumers on a range of devices. While technical challenges in the reliable delivery of video over IP and mobile networks still remain, good standard solutions have already been put in place and further activities in the areas of interoperability such as MPEG Dynamic Adaptive Streaming over HTTP are currently underway. However, a positive media consumption experience involves more than the mere playback of a media asset and relies on rich metadata and content descriptions. Therefore, the digital media ecosystem must be extended to include media information management (MIM) systems and standards that facilitate the presentation of content of interest to individual users. This information can take many forms; it can be as simple as the high-level descriptive bibliographic information such as title, genre, actors and synopsis typically found in EPGs or may include detailed time-aligned information about the content. In addition to these content descriptions, social feedback, comments and audience metrics can be used to infer the perceived value of a piece of content and to provide input for content-filtering and recommendation systems. Many of the elements for the digital media ecosystem have matured and are in place today. With higher capacity networks and a move towards hardware virtualization along with the development of automated production workflows and service oriented architectures, the stage has been set for rapid evolution of media processing in a cloud environment. Managing such a complex, heterogeneous cloud-based media services architecture would not be possible without modularization to enable optimization of constituent system components. Standards for interchange of media information are crucial for true interoperability.
This paper describes the use of MPEG standards in an automated media-processing scenario with the goal of representing extracted metadata in a standards compliant manner to enable a wide range of services. To lay the groundwork, we point out that MPEG standards are already used in emerging video services in the context of IPTV as well as in Web and mobile IP video delivery. A high-level view of the media-processing service architecture that we are considering in this paper is shown in Figure 1 , where the application of MPEG standards has been highlighted. Content flows from producers to consumers via two paths. One path is focused on specific media-processing operations for adaptation and delivery such as transcoding. The other path subjects the constituent media components to analysis to extract and generate relevant metadata. The metadata stream includes timing information so that it can be synchronized with the corresponding media. The metadata extracted from the content may be augmented with metadata describing consumption patterns and consumer feedback collected through social networking mechanisms. Any metadata created as part of the production process is also extracted and maintained in a metadata index. This architecture maps naturally to a cloud-based solution for user interaction as well as media-processing services.
The structure of the extracted metadata can take many forms, but MPEG metadata standards define the notion of temporal and spatial segmentations or decompositions to provide a basic framework for describing content. One example of this is shown in Figure 2 , where the temporal structure of a program is represented as a hierarchy of increasing detail. Above the program level, we can think of a television channel composed of programs, perhaps described by an EPG, as another example of a temporal decomposition. Down at the individual frame level, images may be further decomposed into regions of interest, and to even smaller sub-regions. Beyond decompositions, MPEG supports low-level extracted image and video features that may be a function of a small neighbourhood of pixel intensity values, colour, etc. Also, content descriptions typically consist of multiple decompositions which may contain gaps, e.g. a representation of the points in time in which a particular actor appeared in a program.
The remainder of this paper is organized as follows. In Section 2, we present the use of MPEG metadata specifications in television systems to provide background and to justify the choice of using MPEG-7 AVDP, which is discussed in Section 2.6. Related work is presented in Section 2.7. In Section 3, video-and audio-processing algorithms for metadata generation are introduced. Section 4 provides examples of the extracted metadata to give readers a sense of the data models and syntax. Section 5 describes the architecture and implementation of a real-time system for metadata generation and delivery to Web clients. Results are given in Section 6 and concluding remarks are presented in Section 7.
BACKGROUND

MPEG metadata in television systems
MPEG audio, video and transport specifications have enjoyed unprecedented success in the broadcast television, media and entertainment industries through their application in Advanced Television Standards Committee (ATSC), Direct Broadcast Satellite, digital video broadcasting, digital cable, DVD, etc. These solutions allowed the transition from analoguebased distribution systems to digital ones. However, television services are advancing at an accelerating rate. Content is delivered to a range of devices and is consumed in a wide range of contexts. The European Telecommunication Standards Institute TV-anytime forum (TVA) addressed the needs for advanced television services by building on MPEG-7 and later on MPEG-21 specifications and designing an architecture and solution to meet the relevant service requirements. The goal of the TVA is to provide specifications for interoperability of services and consumer devices for content referencing, content description and the rightful use of recorded television content [1] . Although TVA completed its objectives in 2005, it is now maintained by the European Broadcasting Union (EBU) and there have been several maintenance phases, the latest of which was released in July 2010. TVA addressed a wide range of emerging capabilities, including digital video recording (DVR), and EPGs, including program descriptions. It went further to include support for detailed program descriptions such as sub-program metadata (e.g. to represent DVD 'chapters') and support for expressing users' preferences for content selection. Data models for exchange of relevant user information were also included.
MPEG-7 and MPEG-21 in TVA
The MPEG metadata standards are represented in XML schema and make use of XML data types in a hierarchical structure. For example, user's preferences for content are expressed using a data type called the 'FilteringAndSearchPreferencesType' which in turn includes elements describing preferred sources and preferences about how the content was created using the data types 'SourcePreferencesType' and 'CreationPreferencesType', respectively. Going deeper in the hierarchy, the creation preferences can include specifying a favourite director using 'CreatorType', which uses the 'PersonNameType'. See Section 2.4 for more detail on data-type extension and re-use. In many cases, TVA used and extended base MPEG-7 data types to address the application requirements. It should be noted that MPEG-7 includes many other elements and description schemes that support a range of applications with broader scope than TVA and therefore are not included in the TVA specifications.
Phase 2 of TVA [2] extends Phase 1 to support content management and extended user information and usage context data models. For example, the 'UserInformationType' data type defined by MPEG-7 and incorporated into TVA Phase 1 is extended to include 'BiographicInformation' and 'AccessibilityInformation' data types. These allow for services to be customized based on user's language, age, etc., and serve to help service providers make video services accessible for users with auditory or visual impairments. In addition, the 'UsageEnvironmentType' can be used to convey the natural 4 D.C. Gibbon et al. environment under which the content was consumed using a TVA Phase 2 defined data type and the network conditions represented using the MPEG-21 'NetworkCharacteristicBase' data type. Device or terminal information makes use of the MPEG-21 defined 'DisplayCapability' and 'CodecCapability' data types. This functionality is especially important for mobile video applications given the rapid pace of development in mobile phones and tablet devices.
In summary, MPEG standards have been used as building blocks within the TVA specifications. This model has been followed in other cases as well, such as in the Alliance for Telecommunication Industry Solutions (ATIS) IPTV Interoperability Forum (IIF) specifications which are described in the next section.
ATIS IPTV interoperability forum
The emergence of IPTV technologies brings the promise of a full IP-based solution for delivering advanced television services with the flexibility, rapid feature upgradeability and cost savings that have been successfully demonstrated with Web technologies. Interoperability of system components and seamless exchange of information among stakeholders is key to the success of IPTV. The constituent parties include content creators, content aggregators, network service providers, consumers and equipment providers in addition to IPTV service providers. The ATIS has formed an IIF to support this ecosystem through standards development, as well as through influencing related technical activities. Where applicable, the ATIS IIF provides guidelines for the application of existing standards to meet the needs of IPTV service providers. This was clearly demonstrated in the case of media-encoding formats such as H.264/MPEG-AVC, which has emerged as the current leader in HD video applications. Similarly, in the area of EPG metadata, the TVA and thus MPEG specifications were used as a basis and further extended, while concepts from OMA BCAST [3] influenced ATIS IIF EPG delivery specifications. In other cases, such as with content on demand where the CableLabs Asset Management Interface [4] is widely used, harmony with existing and emerging industry standards was justified. The CableLabs Content 3.0 Specification [5] deals with asset metadata and ATIS defines mappings of some of the elements between the two systems.
Within ATIS IIF, specific service feature requirements are supported by high-level and detailed architecture specifications with well-defined logical domains including the IPTV service provider domain, the network provider domain, the content provider domain and the consumer domain. Exchange of information among service elements across domain boundaries and within domains is achieved through the use of specified transactions involving data models articulated via XML schemas.
The metadata for the consumer domain is specified by the Terminal Metadata Specification [6] and its primary model is based on the physical entities in the domain consisting of devices capable of receiving and rendering IPTV services as well as the users of those devices and services. This is a broad scope that encompasses a range of service requirements and implies the need to express device capabilities and user preferences for service consumption. Other ATIS IIF metadata specifications cover the device attachment, service discovery, EPG and emergency alerting aspects of the IPTV service.
Type extension and re-use
As mentioned in the previous section, ATIS IIF extends MPEG-7 and MPEG-21 data types. This will be illustrated here by a detailed example. Figure 3 shows the ATIS IIF Terminal Metadata data model for an IPTV user as an XML schema fragment. Here, the name spaces are as follows: 'cons'-ATIS IIF Terminal metadata for the consumer domain, 'gt'-ATIS IIF Global Types, 'tva2'-TVA Phase II, 'mpeg7'-MPEG-7. It can be seen that types such as 'UserIdentifier' and 'BrowsingPreferences' are taken directly from MPEG-7, while 'cons' types such as 'FilteringAndSearchPreferences' are related to their MPEG-7 namesakes but are extended for this application (in this case, to meet North American content rating requirements involving geographic regions.) This is an example of how data types defined in earlier specifications are used in applications; in some cases, data types are restricted to simplify the specification to facilitate system testing and adoption, while in other areas data types may be extended and additional types added to meet the needs of the particular application.
The ATIS IIF specification allows for the use of elements such as MPEG-7 preferences for filtering and search to apply to a device or set of devices. Furthermore, device capabilities, device settings and DVR scheduling requests, as well as metadata about recorded programs can be expressed and exchanged to simplify service configuration and enable new services.
These examples demonstrate how MPEG-7, MPEG-21, TVA and ATIS IIF are harmonized so that, for instance, the MPEGdefined description schemes can be used by content creators with the assurance that these encodings will be supported to at least some extent by a broad range of television services.
While MPEG-7 and later specifications support a wide range of applications and enable detailed content descriptions, creating and maintaining the data can be a daunting task. In the case of television services, for example, third-party data aggregators currently play a key role in collecting content descriptions from a wide array of sources and creating reliable, organized data sets for the television service provider. This function could be made more efficient over time as more metadata are captured automatically during content production and is better maintained throughout the content lifecycle. Production tools utilizing metadata standards such as MPEG-7 can help greatly in this ecosystem and automated metadata extraction tools are emerging to create additional quantitative metadata that has not been practical to generate in the past. 
MPEG-7 profiles
As we have seen, the MPEG-7 specifications provide a rich set of tools that can enable a wide range of applications. The syntax and data models defined are highly detailed and specific in many areas, while supporting flexibility and generalization so as not to limit their applicability. Striking this balance is a notable achievement, but this comes at the cost of increased complexity. This complexity hampers adoption of the specification in applications and also leads to interoperability issues. It is quite possible for two applications to conform to the MPEG-7 syntax as confirmed by a schema validation, but to fail to be interoperable due to different choices of options for representing the data. For example, ref. [7] includes an example where one application represents shot boundaries using generic temporal decompositions of multimedia content, whereas another example uses a perfectly reasonable alternative representation based on the AnalyticEditedVideoSegment description scheme. If an archiving system were to ingest video analysed by different media-processing systems, and differing representations of the same information were used, then the archiving system would have to attempt to parse the XML with two different XPATH queries to determine whether the temporal decomposition for shot boundaries were present in the content description. In cases like this, the flexibility of MPEG-7 adds no value and in fact thwarts interoperability.
To address issues such as these and to foster rapid adoption of MPEG-7 specifications in a wide range of applications, various profiles have been defined [8] . These profiles outline a particular set of functionality with a specific syntactical representation of the underlying data that meets the needs of the application while still conforming to the MPEG-7 specifications. These profiles indicate a given choice of elements if there are alternatives in MPEG-7 and may simplify structure by limiting the cardinality of element sequences, for example.
To meet a set of common applications, three such profiles have been defined. The simple metadata profile (SMP) provides for representation of basic bibliographic metadata relevant to an asset. The scope of this profile has much in common with that of other media metadata specifications in use and element mappings are defined. The user description profile (UDP) breaks out the aspects of MPEG-7 that are relevant to applications such as the ATIS terminal metadata specification that are concerned more with the consumption aspects of content in services as opposed to content description. Finally, the core description profile provides a higher level of detail for content description than the SMP to support applications that manage collections of content and includes support for describing relationships among content items.
Audiovisual description profile
The emergence of practical systems for metadata extraction such as the one presented in this paper created a clear need for a profile focused on the representation of this particular class of metadata. Within the EBU, the work on metadata is part of the MIM program and within that program, the work which is focused on automatic metadata extraction is known as P/SCAIE-content analysis-based automatic information 6 D.C. Gibbon et al. extraction. This effort resulted in the creation of the MPEG-7 AVDP. This profile clearly defines representations of results of media-processing algorithms that are typically found in today's advanced metadata extraction applications. Through judicious selection of schematic and syntactic constraints, this profile promotes interoperability while enabling applications to continue to benefit from the expressive potential of MPEG-7. The AVDP defines a manageable set of commonly used structural unit types via a classification scheme which is a means for MPEG-7 documents to reference controlled vocabularies in an extensible way such that, if the term list is updated, a schema revision is not required. The AVDP became an ISO (International Organization for Standardization) standard in May 2012 as an amendment to MPEG-7 part 9 [9] . It was developed based on earlier work at Joanneum Research on the Detailed Audiovisual Profile (DAVP) [10] and the Media Production Framework (MPF) from NHK.
With the AVDP established, EBU P/SCAIE issued a call for technologies to investigate the availability and interoperability of metadata extraction tools, including speech recognition, audiovisual segmentation (shot, audio and scene), summarization and copy detection. Within each of these broad areas, detailed attributes were identified such as indications of speaker turns, music, speech quality, speaker segmentation (identify occurrences of each speaker) etc. The following sections of this paper present examples of AVDP compliant MPEG-7 representations of automatically extracted metadata from processing broadcast television material.
Related work
The primary focus of this paper is in the area of real-time metadata extraction to enable a wide range of services that interoperate seamlessly. MPEG has a long history of success in video coding and in the area of metadata; MPEG-7 and MPEG-21 define a range of capabilities to support a large number of functions throughout the content lifecycle. The use of MPEG-7 and MPEG-21 for content personalization and other applications is addressed in refs [11] and [12] . An introduction to MPEG-21 with an in-depth treatment of several aspects of the specification including the notion of a digital item, dealing with intellectual property and its use (specifically via intellectual property management and protection-PMP and rights expression language-REL) is given in ref. [13] . This reference also addresses content adaptation. Several academic and industrial research groups have developed MPEG-7 annotation tools that operate on video and audio media. A good survey is available [14] . C++ tools for interfacing to MPEG-7 XML are available from Joanneum Research (MPEG-7 Library-MPEG-7 C++ API Implementation) and several research and development projects are using their MPEG-7 library. Online audio feature extraction and representation of results in MPEG-7 is available from the Technical University of Berlin (called the 'MPEG-7 Audio Analyzer-Low Level'). This architecture is an interesting model for using HTTP protocols to exchange MPEG media and content descriptions. Achieving true interoperability among MPEG-7 compliant systems is a daunting task given the complexity that is inherent in such a highly expressive data model. To address this issue, ref. [15] proposes and implements an extremely useful on-line validation system that supports not only MPEG-7 profile syntax checking for a number of profiles but also validation at the semantic level including temporal consistency. The samples presented in Section 4 have been validated using this service. We are specifically interested in the area of real-time generation of mid-level content semantics and representing this in MPEG-7 AVDP. Real-time media processing has a long history and many solutions rely on special purpose hardware. In ref. [16] , the MPEG-7 motion activity descriptors and in [17] histogram descriptors which are lower level visual descriptors are generated in real-time using special purpose hardware. In our work, we utilize a set of general-purpose CPUs to perform media analysis and metadata generation in parallel and provide these data via web services for applications.
One of the application areas of real-time media processing is in detecting new events or video clips from a broadcast stream. In ref. [18] , a system for online new event detection (ONED) is proposed, which handles multi-lingual sources efficiently by emphasizing text processing while performing computationally expensive image similarity operations only when warranted. Their solution employs a multi-modal stream analytic processing middleware architecture [19] that provides the application developer with large-scale distributed computing management features. While our proposed solution does include image similarity computation and would be suitable for the ONED application, we focus on a lightweight architecture with a small number of nodes while taking advantage of multi-core/multi-thread processing and we attempt to keep the processing load relatively constant. Given that the scenarios that we are considering involve on the order of only a 100 streams with near-constant processing load, it is not required to use cloud computing service models; however, some operations such as running concept classifiers on keyframes can benefit from cloud media-processing architectures such as proposed in ref. [20] . Our prior work on developing a media-processing engine [21] makes use of algorithms that we developed [22] and leverages third-party algorithms and implementations when available (e.g. for face detection, we use refs [23] and [24] ).
CONTENT PROCESSING FOR METADATA EXTRACTION
One of the goals of media analysis is to identify and extract structure from unstructured or semi-structured media. To
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Automated Content Metadata Extraction Services 7 provide a better sense of the state of the art in the area of automated metadata extraction, this section includes a description of several media-processing algorithms that have been implemented in a prototype media-processing engine [21] . They include algorithms for video and audio metadata extraction as well as algorithmic components that provide more complex functions such as concept detection and identification of visually related media. We will show how the descriptions generated by such algorithms can be efficiently represented by means of the MPEG-7 AVDP in terms of temporal or spatial decompositions, which are general data models that can be used to represent arbitrary segmentations of video and audio or image and video regions, respectively. TheAVDP also can represent relationships between content and these relationships can be inferred based on computed image, audio and video similarity metrics.
Video metadata extraction
Content-based sampling
Adjacent frames in a video usually share similar content, unless they happen to be separated by transitions between different shots. To remove the high temporal redundancy in videos, it is critical to detect the boundaries of shots and identify the representative frame for each shot. In our example system, we use six independent detectors, targeting the six most common types of shot boundaries: cut, fade in, fade out, fast dissolve, dissolve and motion. Essentially, each detector is a finite-state machine, which may have different numbers of states to detect the target transition pattern and locate the transition boundaries. Finally, the results of all detectors are fused together based on the priorities of these detectors. Both intra-and inter-frame features are considered. The intra-frame features are extracted from individual frames and they include colour histogram, edge and related statistical features. The inter-frame features rely on a group of adjacent frames and they capture the motioncompensated, intensity-matching errors and histogram changes. More details about the shot boundary detection algorithm can be found in ref. [22] .
Face detection and face similarity computation
Within each shot, the presence of a face may be detected with a high degree of accuracy, and identifying repeated occurrences of a particular face provides information about the overall structure of a video program. The face detection module relies on the Viola-Jones method [23] implemented in OpenCV [24] . The algorithm is an efficient object detection framework based on cascaded classifier with AdaBoost learning component and simple Haar features that can be rapidly computed using an integral image. The classifier we used was trained on frontal views of faces only. To find similar faces, both the face region and the torso region that is below the face are used instead of just the face region. This is due to the fact that in many cases, the patterns of cloth regions are easier to detect and are more differentiable among different persons. The assumption is that the same person in one video (e.g. a TV news program) wears the same clothes, which is usually true. The dissimilarity between face regions is measured by the Euclidean distance of corresponding Eigenface coefficients. All detected face regions are normalized by their size, in-plane rotation and offset and they are resized to 64 × 64 pixel resolution. A model with 32 Eigenfaces using 2000 faces detected in the Pubfig dataset [25] is generated. The dissimilarity between torso regions is essentially the colour histogram difference by the chi-squared metric. The overall face distance is a weighted summation of these two dissimilarity values. In off-line applications, we can easily find similar face images in a database given a query image based on the distance. For real-time applications, the most recently detected keyframe that contains faces is used as the query image and we search for matches in the set of keyframes that have been detected earlier in the video stream.
Near duplicate image detection
In most edited video material, the same physical scene is revisited at different times during the program. For example, in a news program, the anchorperson typically appears between news stories. Also, in studio interviews, two cameras may be used to cover the participants and the producer may switch between cameras as the discussion moves from interviewer to interviewee. The ability to automatically detect near duplicate images can be used to determine the structure of such video programs. In our approach, image similarity is computed based on a set of global visual features. Each image is partitioned using a 4 × 4 grid and within each block, we compute the colour moments in the Luv colour space (up to the third-order moments for each colour component), the Gabor texture features (mean and standard deviation) in a combination of three scales and four directions and the edge direction histogram in 16 bins (and one extra bin for non-edge pixels). Therefore, each block produces 9 features for colour moments, 24 features for Gabor texture features and 17 features for edge direction histogram. Overall, 800 (16 × 50) global features are extracted for each image.
Directly comparing the Euclidian distance between two global features in the feature space of 800 dimensions is not scalable. Therefore, we utilize locality sensitive hashing (LSH) [26] for efficient feature matching. The idea of LHS is to approximate the nearest neighbour search in highdimensional space. Using a hash function, the complex highdimensional vector distance comparison is converted into integer comparison, which is extremely efficient. In this work, the 800 features for each image are mapped into 64 hash values. For a pair of images, if any pair of corresponding hash values matches, the two images are considered as near duplicates to each other.
Concept detection
In addition to video segmentation and similarity, high-level features or concepts, such as 'Indoor/Outdoor', 'Building', 'Car' etc., can help to characterize and catalogue video content. The typical high-level feature detection algorithm involves a set of low-level features and a pattern recognition method. In this work, we adopted similar global visual features to those used in the near duplicate detection: grid-based colour moments, a global edge direction histogram and global Gabor texture responses. Support vector machine models were trained independently for each modality for each of the 374 concepts that are defined by large scale concept ontology for multimedia (LSCOM) workshop [27] . The current performance of state-ofthe-art algorithms for concept detection varies widely since the visual appearance of some concepts is much more consistent than others. To reduce the computational load for real-time operation, we chose a subset of classifiers that includes only those with the highest accuracy.
Audio Metadata Extraction
Speaker segmentation and clustering
Speaker segmentation is an important step for improving automatic speech recognition (ASR) and audio content analysis. For example, with information about different speaker segments, ASR systems can dynamically adapt utilized models and parameters for different speakers to improve overall recognition accuracy. Additionally, information about different speaker segments provides useful cues for indexing and browsing video content. Figure 4 shows the steps involved in a typical speaker segmentation and clustering algorithm. It uses mel-frequency cepstral coefficients and a Gaussian mixture model to model the acoustic characteristics of speakers. The Bayesian information criterion (BIC) is adopted to locate the speaker boundaries and to determine the number of speakers. In the figure, the set of operations indicated by the large roundcornered rectangle proceeds iteratively. In each iteration, the algorithm computes the BIC gain induced by splitting segments of one speaker into two speakers and finds the segment whose splitting produces the maximum BIC gain. If that gain is positive, then it increases the number of speakers and goes to the next iteration. Otherwise, the iteration terminates. The speaker boundaries and speaker models are refined iteratively while speaker segments are split (depicted inside the embedded dashed line rectangle), until the speaker labels converge.
Audio fingerprint computation
While determining program structure using the video segmentation methods discussed above performs well, additional information and accuracy can be achieved by analysing the audio channel to detect repeated segments. This can be achieved by extracting fingerprints from audio and using efficient fingerprint-matching algorithms to locate near-duplicate audio segments from a large audio database. This technique can also be used to identify related media within a program or within an archive of programs. In our approach, the original audio signal is re-sampled at 16 kHz and the algorithm is based on audio frames. Each frame is 32 ms long and adjacent frames overlap by 22 ms (which results in 100 frames per second). The fingerprint is computed by comparing the energy of adjacent sub-bands. If the current sub-band has a lower energy than the neighbouring higher sub-band, a bit of 0 is generated, otherwise, 1. In total, we considered 17 sub-bands in the Bark scale between 300 and 7700 Hz, which produces a 16-bit fingerprint. For each query audio, the system computes the fingerprint and then searches the reference fingerprint database to find matching reference audio segments.
Copy detection/visually related media
The ability to detect repeated copies of video can be a valuable tool for recovering the structure of a video program or for searching video archives. For example, in breaking news situations, there may be only a small amount of video footage available for any given event. News channels may repeatedly air the same footage, perhaps with different commentary or with different textual overlays. In another example, it is desirable to detect occurrences of commercials in archives of recorded television content, for applications such as verifying that the ads aired as intended or for replacing ads when repurposing content for delivery to mobile devices. The MPEG-7 AVDP supports the representation of this structure through the use of a segment relation classification scheme. Figure 5 shows the overview diagram of the content-based video copy detection system that we built for the TRECVID evaluation [28] hosted by the National Institute of Standards and Technology. It mainly consists of two independent copy detection methods: one based on visual information (blocks with a dashed border) and the other based on audio information (blocks with a solid border). Then, the detection results are fused together by linear combination (blocks with a heavy border). We briefly outline the system here; interested readers can find more details in ref. [29] . Note that this method goes far beyond detecting identical copies; it handles distortions such as scaling, cropping, blurring, overlays etc.
The visual-based approach is as follows. For reference videos, we first segment the video into shots with homogeneous content and select one keyframe for each shot. To proactively cope with the transformations in the query video, transformed keyframes (e.g. strong re-encoding) are also considered. Then, the scale invariant feature transform (SIFT) features are extracted to represent the image content and LSH is adopted for efficient indexing and query. The LSH indexing results are saved in an LSH database. For each query video, we also apply the content-based sampling method to extract keyframes. Then, a few pre-defined video transformations, including video stretch, PiP, scale, shift, etc. are detected and they are used to normalize the query keyframes. After extracting SIFT feature and computing the LSH values, we obtain the keyframe-level query results. These initial results are refined by a more accurate but slower SIFT matching verification method based on RANdom SAmple Consensus (RANSAC). For each query keyframe, the The audio-based approach is based on the audio fingerprint introduced in previous section. The main challenge is to devise an efficient fingerprint matching method for large-scale database. Finally, audio-and video-based results are fused. For each query video, both audio-and video-based methods report a list of matches, where each match is a triplet (query segment, reference segment and matching score). When the two lists are merged, if both the query and reference segments of an audiobased match overlap with those of a video-based match, respectively, and the overlapped regions are more than half of the original segments, then the two matches are merged and the merged segment is inserted in the fused match list. Otherwise, the original audio (or video)-based match is copied to the fused match list with the score weighted by a factor w a (or w v ). When overlapped matches are merged, the new query/reference segment is the union of the two original query/reference segments and the score is a weighted sum of the original scores: w a for the audiobased match score and w v for the video-based match score.
METADATA REPRESENTATION
The automatically extracted content descriptors need to be properly represented in an easy-to-use and standardized way to promote interoperability and to maximize representation efficiency. This section includes sample results in MPEG-7 AVDP compliant XML format for some of the media-processing components to give readers a sense of the expressiveness, complexity and structure of such a data representation.
Temporal decompositions
Examples of content processing results that can be represented as temporal decompositions include outputs of video shot boundary detection, multimodal topic segmentation and speaker change detection derived from audio processing. Transcription generated by performing ASR or manual subtitling can also be represented as a temporal decomposition of a video program. MPEG-7 contains rich tools for describing these decompositions with semantics that allow for overlapping decompositions or decompositions with gaps. While temporal segmentation of a video program is conceptually very simple to represent as a set of time offset values, MPEG-7 supports a wide range of options for specifying the syntax of timestamps in terms of units such as frames or milliseconds and allows for optional durations. As mentioned above, there are a number of temporal segmentations that can be obtained via automated media processing. For simplicity, all of the examples presented in this section use time units of milliseconds.
Temporal decompositions for video shots
MPEG-7 defines a number of data structures for representing edited video material that can include sub-shots and inserted image regions such as picture-in-picture. In order to promote interoperability among metadata extraction systems and applications, the AVDP specifies a particular syntax for representing video shots that is a particular instance of the available MPEG-7 representations for temporal decomposition for video shots. In Figure 6 , one instance of shot boundary metadata extraction results is shown. For simplicity, optional elements in this example have been kept to a minimum, however as can be seen, there is a fair amount of required XML mark-up necessary to provide the proper context to the segmentation. The actual segmentation information (shown in bold for emphasis) indicates that there is a shot starting at the beginning of the video and another shot starting at time t = 2869 ms.
Spatial decompositions
MPEG-7 AVDP allows for regions of interest in images and video to be referenced via spatio-temporal decompositions. Figure 7 shows how a video shot that includes two detected faces can be represented using the MediaSourceDecomposition element. Referring to Figure 6 , this information would appear after the MediaTime element in an AudioVisualSegment element. In the StructuralUnitCS classification scheme, term #30 represents a video object and term #10 is a shot. Again, it can be seen that there is a fair amount of XML hierarchy necessary to convey the essential face location results which are given in pixel coordinates.
Textual content
Textual information such as closed captions, aligned transcripts, on-screen text extracted using optical character recognition or speech recognition results may also be represented in MPEG-7. Figure 8 shows an AVDP compliant temporal decomposition representing the output of an ASR system. This temporal decomposition element could appear as another item in a sequence of such elements, e.g. after the video shot boundary temporal decomposition shown in Figure 6 .
REAL-TIME AUTOMATED METADATA EXTRACTION AND DELIVERY
Metadata transport and synchronization
Traditionally, content metadata have been structured and authored using offline tools for content representation. The evolution of content-based services is imposing new requirements on metadata. Some services require the metadata to be a real-time stream, which can be synchronized with other media (i.e. the associated video and audio) and that can be transported
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on a packet network. This means that the current representations that typically are based on XML need to be extended to support metadata that is generated as the media is processed or delivered (i.e. the equivalent of single pass encoding). If tight synchronization with very low delay is needed a temporal representation including RTP time-stamps is warranted and the metadata stream should be delivered as an RTP media stream. In this scenario, it is also important to design a proper packetization scheme for the metadata (i.e. a proper RTP payload format) that allows for error resilience as it is likely that the stream will be delivered over UDP along with the associated media streams. Alternatively, for applications involving HTTP 12 D.C. Gibbon et al. video transport, alternative models for metadata delivery can be envisaged, such as methods based on web services where metadata relative to a relatively large media segment can be retrieved in a single HTTP call and be synchronized at the client.
Real-time content processing
Although many media-processing operations consume vast amounts of processing resources that necessitate offline processing, there are a range of applications that require or can benefit from real-time media processing and metadata generation. By selecting and tuning a collection of efficient media-processing algorithms, and combining this with a web service capability, a range of video services can be enabled. Delivery of metadata to clients can be via HTTP pull or multicast delivery. The implementation of one particular prototype, real-time, media-processing system for TV broadcast is described to bring this point across. antenna, IPTV, video streaming or a local recorded file. The media server accepts the TV input and broadcasts it to a farm of metadata extraction servers. Each one is designed for certain type of metadata, for example, audio event, visual event, speech transcription, face detection and recognition etc. Then these metadata are fused together and can be streamed to other applications or services through the streaming server.
Further detail of the processing architecture is shown in Figure 10 . In a video hub office, broadcast feeds in high-definition serial digital interface format are encoded using MPEG-4 AVC/H.264 and encapsulated in single program transport streams on a multicast IP network. Alternatively, MPEG-2 ATSC digital TV can be acquired via radio frequency (RF) over the air broadcast and distributed using multiple program transport streams where each RF channel carries several services. We have used both the Sencore Digital Media Gateway 3100 and the SiliconDust HDHomeRun for this purpose. For clients who are capable of receiving the multicast streams directly, no transcoding is necessary. However, in many cases it is advantageous to reduce the bitrate or image resolution and deliver the media using HTTP delivery such as via MPEG DASH. The metadata extraction takes place in a cloud or virtual machine fabric in which content analysis engines (CAEs) maintain the generated metadata in circular buffers. Within the CAE modules themselves, individual media analysis modules operate in parallel. The incoming media streams are demultiplexed and passed to audio, video and text processing servlets.
While building this system, it was necessary to tailor the existing content-processing modules to meet the realtime and low-latency requirements. For example, the contentbased sampling module needs to run with a smaller size of frame/feature buffers and the fusion of the individual boundary detector results is on the fly with short delay. Certain boundary detectors, e.g. the wipe detector, which was built for the 14 D.C. Gibbon et al. TRECVID evaluation task to boost the detection accuracy, had to be disabled due to their high computational demand. The SIFT-based near duplicate detection with RANSAC verification is effective yet slow for real-time operation. Instead, we employed a lightweight alternative. The set of global visual features discussed in Section 3.1.3 is mapped to four (instead of 64) 32-bit hash values. These hash values are used to compare whether a pair of images are near duplicate or not. To further reduce the latency, we applied parallel processing to take advantage of the computation power of servers with multiple CPUs/cores. For example, the individual boundary detectors in content-based sampling module run in parallel and faces are detected and recognized while the hash values for near duplicate detection is computed. We also packaged all the existing metadata extraction modules, which were originally designed for batch mode operation, to provide web services and to accept streaming media as input, such that the metadata extraction services can be deployed in a distributed and parallel mode.
HTTP web services
Real-time media processing enables a range of web-based services such as personalized delivery of live content of interest to particular user communities based on matching explicit and/or implicit profiles of interest or viewing history data. Media-processing extracts detailed metadata describing the live video streams, while a set of web services deliver the metadata to clients, and provide filtering and recommendation services.
As shown in Figure 10 , a web services component handles client requests for metadata describing a particular channel or set of channels. The clients may repeatedly poll the server requesting temporal segments of metadata. While this approach minimizes the state thereby providing a more robust solution, it may result in redundant transmission if the client repeatedly requests metadata for overlapping time ranges (such as for the metadata corresponding to the most recent 90 s of live broadcast). A preferred alternative is to use a long polling approach in which persistent HTTP connections are maintained between the client and the server. Multicast distribution of metadata is another alternative, but unicast gateways must be used to traverse links where multicast is not routed. An efficient internal representation is used for the extracted metadata, but the web services translate this into an appropriate syntax at the request of the client applications. A JSON representation as well as non-standard, lightweight XML format is supported for simplified web client parsing. Fully compliant MPEG-7 AVDP messages may also be generated. At each time instant, a snapshot of the extracted metadata is generated, which includes all of the metadata available up to that time. Any on-going temporal decompositions are logically terminated at that time instant, but may be updated with increasing duration values in subsequent client requests. The messages may be MPEG-7 XML without any encapsulation in a REST-based design paradigm or may be wrapped in an XML/SOAP format messages for traditional web services applications.
To demonstrate the functionality of the web services, we built an HTML client interface for viewing the extracted metadata as well as for watching the transcoded/original video content delivered from the media server, which is shown in Figure 11 . There are three main parts in this interface. The top-left region provides a display window to play back the video that is being processed in real-time. Right under the player there is drop-down menu for the user to choose different digital TV channels or pre-recorded video files. For clients with sufficient computing power and available connection bandwidth, there is a choice of streaming HD or SD content. At the top right region, linguistic information is displayed. This includes ASR transcripts, CC text, EPG information, keywords extracted from ASR and keywords from the CC. The five icons on the top are used to select these display modes. Specifically, in the figure, the displayed linguistic information is the ASR transcript. At the bottom part, visual metadata information is displayed. There are five different ways to show the visual metadata. The default one is to simply show all keyframes or we can show keyframes with the detected face regions marked. The third mode is to show only keyframes with faces detected. In this mode, the recognized face ID is also shown. The fourth one is to filter out the duplicated keyframes. The last mode is showing the detected high-level concepts. In this figure, the first mode is chosen. As can be seen in the figure, keyframe number 39 has been found to have been broadcast in a prior scene (number 37) via near duplicate detection.
In the current system, the latency for ASR transcript extraction is <2 s and the latency for the content-based sampling together with face detection and near duplicate detection is <4 s. The transcoding of the original content introduces more delays, up to 8 s. The amount of extracted metadata depends on the content. For a regular TV program, about 350 keyframes (with 140 faces detected) are generated and 9100 words/symbols are transcribed for 1 h of content. The metadata corresponding to the decompositions described above represented in MPEG7 AVDP format is typically about 750 kB/h uncompressed and low-lever features for image matching are represented in binary format at about 80 MB/h. The main purpose of the user interface is to rapidly make novice users aware of the nature of metadata that can be extracted in real-time and to give them a sense of the accuracy of each of the processing modules on a wide range of content sources. Initial feedback from trial users indicates that this goal has been achieved. The system is architected to scale well since the processing results for a given content stream are shared using conventional web programming techniques. However, it is necessary to obtain content rights agreements before this service can be offered to a general audience.
We also built a second client application that is targeted at a particular use case. This example shows how these automated metadata extraction services enable novel applications in the area of detailed content personalization. Today's television services include hundreds of channels and finding content of interest is problematic for users. Channel surfing is too time consuming and interactive program guides can be cumbersome to navigate. Recommendation systems can help, but are difficult to apply to live content and operate at the granularity level of suggesting entire programs. One solution is to use content analysis to generate detailed metadata describing live feeds and compare this dynamically with user preferences to alert users to content of interest in real-time. To demonstrate the feasibility of such a system, a small-scale prototype has been constructed that analyses the dialogue of live programs and compares this with explicit user preferences to determine relevance. Thumbnails from content-based sampling are combined with extracted text segments to generate pop-up alerts on a television screen to give users the option of easily tuning to content of interest. The alerts combine the extracted metadata with global metadata from EPG sources to indicate the program title and broadcaster. Figure 12 shows a screen capture of the application where the user has been alerted to content that is currently being broadcast that is related to the topics 'Iraq' and 'war' that have been specified in the user interest profile. The figure also shows a pop-up settings panel where the user can configure the alert frequency and terms of interest. One of the challenges for content personalization is to capture the user preferences without burdening the users. Deriving implicit preferences based on analysing viewing history is one approach to deal with this problem. While this is planned for future implantations, we chose a two-tiered explicit scheme for expressing the user preferences. First, a channel map is specified to serve as the universe of possible content sources for each user and second, users choose sets of key terms expressing topics of interest. Given that entering search terms is cumbersome on TV remotes and tablet devices, we implemented an interface where users can simply tap keywords from the program descriptions or closed caption to add or remove words from their interest profile. The profile is maintained in a proprietary data structure but in a future implementation could be represented and exchanged using MPEG-7 data types. The profile terms are compared against extracted program dialogue from the closed caption and a userselectable sensitivity parameter corresponding to the number of matching terms in a given time period is used to control the number of alerts generated. In addition to transcriptions of the program dialogue, content descriptions and annotations which are typically not displayed to the end user can be distributed with the content and matched against the profile to generate alerts. While the interface is designed to be intuitive and noninvasive with respect to the viewing experience, users studies are needed to determine the acceptance of this type of personalized content suggestion. The client application has been built using HTML 5 to simplify interoperability on different platforms. The typical response delay from dialogue utterance to alert generation is <5 s.
RESULTS
The performance of individual media-processing sub-systems has been evaluated against relevant benchmark datasets where applicable. For example, the video segmentation was one of the top performers in the TRECVID evaluations [22] and the speech recognition engine has been evaluated using the HUB4 dataset [30] and optimized for low latency as well as accuracy. Given that the intended applications include continuous monitoring of broadcast streams, it should be noted that the speech language models will become out of date over time as new vocabulary enters into common use. Also, the evaluation tasks measure specific performance criteria that may not be entirely appropriate for measuring application performance. For example, in the case of shot boundary detection, it is somewhat ambiguous whether a change of an inset graphic constitutes a scene change. As stated above, modifications (such as disabling the wipe detector) were required for real-time performance.
The nature of the traffic between the CAE and client applications can be characterized by measuring the frequency of messages generated. In Figure 13 , a subset of the temporal decomposition metadata generated from analysing 10 min of a typical evening news program is represented. While any sampling interval may be used, in this case, messages were delivered with a 1-s sampling interval and the number of temporal decompositions within the given time interval is shown as a histogram. For the speech recognition, single words and short phrases generate many events; those that occur <1 s apart are indicated with a time interval of 0 s in the figure. The closed caption processing generates fewer events delivered at longer intervals (typically 1-3 s) but with longer phrases per event. Note that the closed caption typically does not include every word spoken in the program dialogue. The content-based sampling shows a wider distribution range corresponding to video shots from 3 to >15 s in duration (in this sample, there were shots up to 32 s long that are not shown on the plot-also, the frequencies have been scaled up by a factor of 10 for clarity in the figure).
CONCLUSIONS
The influence of the MPEG-7 and MPEG-21 metadata standards for content description and management is widespread in a range of applications in the area of advanced television and mobile video services. Other standard bodies and industry groups have adopted components from the MPEG description languages to meet their specific application needs. Several research groups have created tools and systems that extract features, allow for annotation and provide programmer's interfaces to MPEG-7 and MPEG-21 XML, typically assuming an on-demand consumption model. This paper presented a practical architecture and implementation of real-time media processing to extract fine-grained metadata from video content and a mechanism to make the resulting content descriptions available to web applications in real-time. Rather than lowlevel feature extraction, we focus on mid-level semantics and dynamically create representations consistent with the MPEG-7 AVDP. This representation was found to be well suited to the use cases that we are targeting and more importantly, it enables interoperability among metadata extraction services and applications. Moving forward, the use of MPEG metadata specifications in conjunction with automated media-processing systems to create standardized, detailed content descriptions holds the promise of allowing users greater control over their content consumption experience.
