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Abstract
Elastic Optical Networks (EON) emerge as a viable solution to supply the
current growing demand for bandwidth. With the application of multi-core
fibers (MCF) in EON links, it is possible to increase the availability of spectral
resources. An EON network with MCF enables Space-Division Multiplexing
(SDM), allowing the use of more resources in the fibers and increasing the ca-
pacity of attending circuit requests. However, the use of SDM brings some
problems of interference between the circuits of a fiber, with greater empha-
sis on crosstalk interference. In this paper, some important concepts around
EON are presented, along with the characterization of SDM technology. The
Routing, Modulation, Spectrum and Core Allocation (RMSCA) problem is also
characterized, and some solutions currently found in the literature are cited.
After, the impact of crosstalk interference is discussed, and which elements are
responsible for its occurrence. The paper is concludes with an evaluation of the
state of the art, and the discrimination of the main points found from the study
of papers related to the SDM-EON scenario.
Keywords: elastic optical networks, space-division multiplexing, multi-core
fiber
1. Introduction
Currently, efforts have been applied to develop new technologies to enable
greater transmission capacity in large transport networks. In this context, Elas-
tic Optical Network (EON) [1] have gained prominence, since the use of light
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as a data vector allows to achieve high transmission rates. In addition, the
EON allows the establishment of multiple circuits in a single fiber by allocat-
ing different light frequency ranges. The EON presents the optical spectrum
divided into frequency ranges of 12.5 GHz, named slots. Thus, the slots can
be grouped, forming larger capacity transmission channels that allow the estab-
lishment of circuits of greater bandwidth requirement. Currently, most of the
paper considers an average of 320 slots in each fiber [2], [3].
The optical signal can use different modulation formats by manipulating
characteristics of the lightwave, such as amplitude and phase. The combination
of different levels of amplitude and phase applied to the optical signal enables
the transmission of a larger number of bits per symbol when compared to the
traditional model of one-bit per symbol Binary Phase-Shift Keying (BPSK).
Therefore, the choice of the most appropriate modulation format, the choice of
the route to be used and the slot range allocable to the circuit has become a
problem well discussed in the literature of the EON, known as Routing, Modu-
lation Level and Spectrum Allocation (RMLSA) [4].
The RMLSA problem can also be modeled to consider the interference of the
physical environment in transmission [5]. In this context, the model is closer
to reality because some restrictions are added, such as the reach limitation
of the modulation formats, the interference caused by the fiber type used as
propagation medium, and the interference that occurs between the circuits in
the same fiber.
The optical fibers considered in the traditional EONs have a single core
and are referred to as Single-Core Fiber (SCF). Recently, some authors have
hypothesized the use of a different type of optical fiber, called Multi-Core Fiber
(MCF) [6]. The MCF introduce a new dimension into the RMLSA problem,
since multicore fibers have more than one core (usually 7 or 12), and each core
has its own set of slots. Superficially, each MCF is operated as a pool of single-
core fibers.
The use of MCFs enables the occurence of Spatial Division Multiplexing
(SDM), which results in an increase of available spectral resources. Considering
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an EON with MCF, the RMLSA problem will present another component, char-
acterized as core choice. Some papers refer to this new approach as Routing,
Modulation, Spectrum and Core Allocation (RMSCA) problem [3].
To ensure the application cost, the use of MCF with n cores should obtain the
same performance when compared to an pool of n SCF. Thus, there is reduction
in the monetary cost. However, to achieve the same performance of coupled n
SCF, it is necessary to reduce the interference that occurs between the MCF
cores. Among the interferences, what stands out most is the crosstalk, and its
intensity depends on the symbol rate, the modulation used and especially on
the physical characteristics of the used fiber [7]. Achieve low crosstalk and high
core density is one of the main challenges for MCF scenarios [8].
In [6] an evaluation of the evolution of transmission capacity in optical fibers
is made. The authors state that the concept of SDM is as old as the emergence
of fiber-optic communication, but the current development of technologies that
allow the application of SDM has aroused interest in the scientific community. In
[9] a demonstration of the first EON with spectral spatial division is presented,
with the use of an MCF with 7 cores. The authors assemble a network of 4
nodes and 5 links (approximately 3 km each), and show the feasibility of using
MCF in optical network scenarios. The authors also present results to show the
occurrence of crosstalk and other interferences from the physical medium. In
[10], the authors investigate the performance of the different modulation formats
in the SDM scenario. They also evaluate the performance of some switching
models (independent switching, joint-switching, and fractional-joint switching)
for MCF. In [11] an evaluation of different traffic aggregation policies is made
in EON scenarios with SDM.
As shown, many papers in literature highlight the feasibility and high per-
formance of application of MCF in EON. This article presents a survey of the
literature around Spatial-Division Multiplexing Elastic Optical Network (SDM-
EON) found in the main publication vehicles, focusing mainly on crosstalk and
RMSCA problem. The aim is to check the state of the art and highlight research
opportunities.
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This paper is organized as follows: The Section 2 presents some features
of SDM technology; Section 3 presents some proposed equipment to support
SDM-EON; Section 4 defines some characteristics and evaluation of crosstalk
interference; Section 5 presents the definition of the RMSCA problem and the
proposed solutions found in the literature; finally, Section 6 presents the chal-
lenges, conclusions and some proposals for future work.
2. Spatial Division Multiplexing in Elastic Optical Networks
This section presents some definitions around SDM on elastic optical net-
works.
Currently, is observed the growth of interest in MCF [6]. MCFs have more
cores in the fiber, unlike the traditional single-core fibers. Each core is treated
as a fiber with its own set of slots. Thus, it is possible to explore additional
channels in the spatial domain, which increases the transmission capacity [9].
This characteristic provided by the MCF is called spatial-division multiplexing,
and the elastic optical networks constituted by MCF are called SDM-EON.
Figure 1 shows some examples of multi-core fibers.
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Figure 1: Multi core fiber, with (a) 7, (b) 12 and (c) 19 cores.
The first impression is that the use of MCFs with more cores has more
advantages, due to the greater availability of resources. However, the main
factor of signal interference in the MCF is the leakage of a fraction of the signal
power from a given core to its neighboring core. This phenomenon, called
crosstalk (discussed in Section 4), makes it impracticable to allocate some slots,
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due to the great interference caused by the active circuits in the neighboring
cores. Thus, in order to enable the use of MCFs with a greater amount of cores,
the development of fibers that provide smaller crosstalk between neighboring
cores is required [12], [13].
In most of the papers found in the literature, 7-core fibers (Figure 1 (a)) are
used, arranged in a hexagonal array [14], [15]. In this configuration, the central
core presents 6 neighbors, and consequently suffers greater impact of crosstalk.
The peripheral cores (0, 1, 2, 3, 4 and 5 of Figure 1 (a)) have only 3 neighbors
each. 12-core fibers present cores ring-like arrangement (Figure 1 (b)). In this
scenario, each core has only 2 neighbors, and all cores have the same crosstalk
mean value. Fibers with 19 cores (Figure 1 (c)) have up to 6 neighbors per core,
resulting in a higher incidence of crosstalk. Still, MCF with more cores can be
used over smaller distances. For example, a MCF with 19 cores and diameter
of 200µ has high crosstalk, and fiber length limited to values close to 10 km [6].
In addition to the number of cores, the arrangement of the cores and the
physical characteristics of the fiber also have a strong impact on the interference
between the cores. Figure 2 shows the layout of the elements of a trench-assisted
MCF model.
(a) (b)
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Figure 2: Layout of the elements of (a) a trench-assisted MCF and (b) of one core.
5
The use of trench-assisted MCF results in a reduction in the effects of
crosstalk. The overlap of the power of adjacent cores will be much smaller,
because the trench (Figure 2) reduces power leakage in each core. The crosstalk
of a trench-assisted MCF is around 20 dB smaller than that found in a standard
MCF [13]. Interference between cores can be reduced by increasing the spacing
between them (which reduces the number of cores, since the diameter of the
fiber does not increase proportionally) or by improving the confinement of each
core, as in trench-assisted fibers [8]. The crosstalk between neighboring cores
has a strong dependence on the spacing between the cores (core pitch).
In order to avoid the increase of microbending loss on the outer surface of
the MCF, the increase of outer cladding thickness was proposed [16]. However,
fibers with coating diameter greater than 200 µm are inappropriate for use
because they are more susceptible to fractures. Thus, a less thick outer cladding
is preferable, to allow for greater core scattering, higher core density, and to
maintain the fiber mechanical flexibility [13].
Possible values for the fiber parameters found in the literature are [17], [18],
[12]: core pitch: 40.7 to 51 µm; cladding diameter: 144.6 to 188 µm; outer
cladding thickness: 31.6 to 47.7 µm; coating diameter: 256 to 334 µm.
The following section highlights some proposals of equipment and technolo-
gies that make possible the application of MCF.
3. Support technologies to SDM-EON
Equipment that allows the circuit switching between different cores can bring
significant innovation to the SDM-EON scenario. The use of MCFs, and conse-
quently the expansion of the link transmission capacity, coupled with the greater
flexibility of the switching between cores, leads to a relaxation of the RMSCA
problem constraints. However, few papers in the literature attempt to propose a
system model adapted to the scenario of SDM-EON [6], [19]. Figure 3 presents
a node model with support for SDM fibers.
Current optical networks have flexibility due to the use of Reconfigurable
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Figure 3: Potential architecture of a SDM node, adapted from [6].
Add-Drop Multiplexer (ROADM), which allows the establishment of indepen-
dent lightpaths within an optical fiber, as well as making it possible to switch
them when necessary. It is considered that future SDM-EON will have this
same flexibility in routing. The Figure 3 presents a ROADM adapted to SDM
scenario (SDM-ROADM), which performs the circuit switching between fiber
cores, besides the add/drop function to the transmitters and receivers (Tx and
Rx, respectively) [6]. Figure 4 presents another switch architecture proposal
that considers SDM technology.
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Figure 4: Potential architecture of a SDM switch, adapted from [19].
When crossing an optical node, the input fiber passes through a spatial de-
multiplexer (SDM demux), which performs the separation of the spatial channels
7
(cores). After the separation process, SCF are used to keep each core of the in-
put fiber, and each SCF is directed to a Wavelength-Selective Switch (WSS).
The main function of WSS is to make the switching in a lower granularity, be-
ing able to redirect each circuit of the SCF independently. At this point, the
complexity grows with increase of the number of output ports present in the
WSS. After being switched to the appropriate port, the circuit can be directed
to the current node (drop) or follow the route to another node. In this case, it is
directed to a WSS, which adds the circuit in question to the SCF corresponding
to the appropriate core (not necessarily the same core of the input fiber), which
will be multiplexed, and together with the other SCF form the output MCF of
the node. Some equipment can be adapted for the role of SDM mux/demux,
such as photonic-lantern multiplexer (PLM) [20], which compresses multiple low
capillary indexes SCF from n separate cores to a fiber with n cores [20]. The
figure 5 illustrates a PLM.
core
MCF
SCF
PLM
Figure 5: Photonic-lantern multiplexer [20].
The mentioned equipment is still in development, and is not yet available
for the creation of an SDM-EON. The following section describes the crosstalk
interference and the equation used on the calculation, with evaluation of some
crosstalk scenarios.
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4. Crosstalk
The crosstalk is seen as the main interference on MCF. It occurs mainly
at discrete points along the fiber, called Phase-Matching Points (PMP). The
force of interaction between two cores occurs even with small perturbations in
the fiber (radius of curvature > 1m) [8]. Figure 6 shows an example of PMP
occurrence in a fiber and (b) power loss in several fiber PMPs [8], [7].
propagation direction
MCF 2 cores
(a) (b)
interference induced by 
bending
without bending
phase PMP
core 1 core 2 core 1 core 2
PMPi PMPi+1 PMPi+2
core 1
core 2
Figure 6: (a) Crosstalk occurence in a PMP, adapted from [8] and (b) different PMPs along
the fiber.
The crosstalk (after fiber propagation and installation) is a statistical value,
since the occurrence of crosstalk in the PMPs is influenced by the phase-shift
variations between the neighboring cores, and because the phase displacement
is easily varied by small changes in the conditions of the fiber, such as curvature
and torsion [17].
Observing Figure 1 (a), a circuit allocated to core 0, slots 2, 3 and 4 would
suffer crosstalk interference if circuits were allocated in cores 1, 5 or 6, in slots
2, 3 and 4. The signal of a circuit becomes noise if its crosstalk level exceeds
the threshold allowed by the network. The equation 2 shows how the Crosstalk
(XT) [21] is calculated.
h =
2k2r
βwtr
, (1)
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XT =
n− n.exp[−(n+ 1).2hL]
1 + n.exp[−(n+ 1).2hL] , (2)
In equation 1, h is the increment of crosstalk per unit length, k is the fiber
coupling coefficient, r is the curvature radius of the fiber, β is the propagation
constant and wtr is the distance between cores (core pitch). In Equation 2, n
is the number of adjacent cores (neighboring cores) and L is the fiber length.
The Figure 7 presents a demonstration of the occurrence of crosstalk on a 3-core
fiber [22].
core 1
core 2
core 3
1 2 3 4 5 6 7 8 9 10 11
slot index
crosstalk
indicator
Multi Core Fiber
circuit 
affected by 
crosstalk
circuit 
disabled by 
crosstalk
Figure 7: Crosstalk occurence in 3-core fiber.
It is important to note that the occurrence of crosstalk is more intense be-
tween adjacent cores. In figure 7 it is observed that the core 2 suffers greater
crosstalk interference, since the two adjacent cores (1 and 3) present some cir-
cuits allocated in similar intervals of slots, as for example the slots 1, 2, 4, 5
and 6. Therefore, in the SDM scenario, the circuit allocation should consider
the index of allocated slots in the neighboring cores, in order to avoid crosstalk.
This intensifies the problem of spectral fragmentation, since certain slots can
not be allocated, in order to avoid interference.
Crosstalk levels below -25 dB are required to avoid significant penalties for
transmission [6]. Circuits that reach a crosstalk level above the threshold present
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problems in signal interpretation on the destination node. Therefore, it is in-
dicated that the circuits allocation does not occur in slots whose index is the
same of slots allocated in neighboring cores, avoiding interference. This form of
spectral allocation results in greater disorganization of the allocable spectrum,
which contributes to the fragmentation of the spectrum.
It is also possible to consider the other physical layer interference effects in
addition to crosstalk. In [23], the authors call 3D the EON that use the three
domains: temporal, spectral and spatial. The authors propose two physical
impairment-aware algorithms (Fragmentation-Aware Routing, Spectrum, Spatial
Mode and Modulation Format Assignment (FA-RSSMA) and Fragmentation-
Aware Routing, Spectrum, Spatial Mode and Modulation Format Assignment
with Congestion Avoidance (FA-RSSMA)), and evaluate performance compared
to SP-FF (Shortest Path and First Fit). The Quality of Transmission (QoT)
of the signal is also considered.
The paper presented in [3] defines independent crosstalk thresholds for each
modulation format, using an empirical model proposed in [24]. However, when
used along with the distance reach of the modulations found in the literature
[4], it is noted that the distance threshold is overestimated when compared to
the crosstalk threshold. As a result, experiments were carried out to verify the
mean crosstalk value for the distance thresholds found in the literature for the
modulation formats.
Simulations were performed with the ONS simulator [25]. The independent
replication method was employed to generate confidence intervals with 95% con-
fidence level. Each simulation run involved 100.000 requests with the following
connection requests rates: 10, 20, 40, 80, 160 e 200 Gbps, all with the same ar-
rival probability. A load point of 1, 000 Erlangs was evaluated, and 5 replications
were performed. Connection requests follow a Poisson process with the mean
holding time of 600 seconds, according to a negative exponential distribution
and uniformly-distributed among all nodes-pairs. To do the crosstalk evalua-
tion, the following values are used in Equation 2: k = 4 ∗ 10−4, r = 50mm,
β = 4 ∗ 106 e wtr = 40µm.
11
A pair of nodes with one bidirectional link is used, and the link length varies
with step of 1,000 from 1,000 km up to 10,000 km. The distances 250 km and
500 km were also used, once they represent the reach of 64QAM and 32QAM,
respectively. The granularity of frequency slot is 12.5 GHz. The fiber is a 7-
MCF (fig. 1(a)), with 320 slots in each core. The guard band between two
adjacent lightpaths is assumed to be 1 slot.
-37.80786624
-34.79730254
-31.78647514
-28.77512051
-27.01315355
-25.76271211
-24.79255821
-23.99969227
-23.32917119
-22.74819883-22.23562102
-21.77699383
-39
-34
-29
-24
-19 250 500 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
A
ve
ra
ge
 c
ro
ss
ta
lk
Distance (in km)
Figure 8: Crosstalk variation with increasing of distance.
With the values found in the scenario evaluation of Figure 8, crosstalk thresh-
olds were defined for the modulation formats according to their respective dis-
tance threshold. Table 1 presents the crosstalk thresholds proportional to the
reach of the modulation formats.
For calculating crosstalk, in addition to the constants derived from the phys-
ical characteristics of the MCF (such as curvature radius and core pitch), the
two variables that must be taken into account at the time of allocation are the
distance L, which is obtained by the chosen route length, and the number of
neighbors n to the core chosen for allocation. When the number of neighbors
is taken into account, the papers found in the literature are divided into two
groups: the first group considers a value of fixed n, being n = 3 for the periph-
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Table 1: Definition of modulation threshold for the respective distance reach.
Modulation Transmission Distance Crosstalk
Capacity Reach Threshold
BPSK 12.5 Gbps 8000 -22.75
QPSK 25 Gbps 4000 -25.76
8QAM 37.5 Gbps 2000 -28.77
16QAM 50 Gbps 1000 -31.79
32QAM 62.5 Gbps 500 -34.80
64QAM 75 Gbps 250 -37.81
eral cores and n = 6 for the central core [3], and the second group considers a
dynamic n value, in which are considered only the neighbors that have active
circuits in the same slot index of the circuit to be allocated. [26]. In this case,
Figure 7 can be cited as an example, in which the circuit allocated in slots 8
and 9 of core 2 has n = 1, since it has a single active neighbor (slots 7 and 8 of
core 3).
In addition to the problem of using a static or dynamic n value, we also
highlight another point in relation to the crosstalk effect. In some papers, when
establishing a new circuit, the viability of the crosstalk is also verified in circuits
that are already established in neighboring cores [21]. This evaluation is only
done in scenarios in which the value of n is dynamic. In static n scenarios, when
calculating crosstalk, the maximum neighbors capacity of the circuit (3 or 6 in
the case of the central core) is already taken into account.
From the modulation thresholds presented in Table 1, experiments were
carried out to verify the impact of the use of static and dynamic n. In the case of
dynamic n, cases with and without re-evaluation of crosstalk were considered for
the circuits already established in the network. The simulation scenario below
presents the same parameters of the scenario considered for the evaluation of
Figure 8. The USA topology (24 nodes and 43 3 links, detailed in Figure 13)
was used. The allocation of resources is done by policy FirstFit, both for the
13
choice of core and for the choice of slots. The figure 9 shows the graphical result
of the executed simulations.
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Figure 9: Blocking variation with static and dynamic values of n.
For the performance evaluation shown in Figure 9, it is noticed that the
scenario with dynamic n and without the crosstalk verification of the neighbors
presents lower blocking rate. In this scenario, there is a large occurrence of cases
with n = 0, which results in an extremely low crosstalk value, and allows the
establishment of most of the circuits with more efficient modulations. The worst
performance occurs for the scenario with dynamic n and crosstalk verification
of the neighbors. As in the previous scenario, the dynamic n value allows the
occurrence of cases where n = 0. When the circuits in this case are established,
more efficient modulation formats are applied, since the crosstalk value is much
smaller than the thresholds of the table 1. Then, when the attempt to allocate
resources in neighboring cores occurs, the circuit that was established previously
prevents the establishment of the new circuit, since the modification of the
value of n (from 0 to 1, for example), can lead the crosstalk of the circuit
already established to values greater than the threshold supported by the applied
modulation format.
It should be noted that the choice of the crosstalk calculation model plays an
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important role in the modeling of the SDM-EON scenario, since there is a large
variation between the results of the models considered in the scenario evaluated.
The scenario with dynamic n and no crosstalk evaluation in neighbors, there
is a blocking reduction of 66.09% when compared to the static n scenario and
74.13% when compared to the dynamic n scenario and evaluation crosstalk in
the neighbors.
The following section presents some definitions to characterize the RMSCA
problem, and comparison between some RMSCA solutions found in literature.
5. RMSCA Problem
The establishment of circuits in optical networks requires allocation of re-
sources, which are reserved for data transmission. In a dynamic traffic scenario,
when a circuit establishment request arises, the source and destination pair
pair(s, d) of the new circuit is informed, in addition to the data rate to be
transmitted. In the static traffic scenario, in addition to this information, the
traffic matrix of the circuits to be established is also provided.
After obtaining the pair(s, d), the next step is to find the appropriate route
for the circuit establishment. The route represents the set of fiber links and
optical nodes through which the circuit will be transmitted, in order to arrive
at its destination. In order to efficiently accommodate the new circuit and save
resources for future circuits, some papers choose to allocate shortest path [27]
or k-shortest paths [10] routes.
With the chosen route, the distance to be traveled by the circuit becomes
known. This information is important for solving the next step in establishing
the circuit: the choice of modulation [28]. The modulation format represents
the density of the optical circuit. More complex modulation formats allow the
transmission of more bits per signal, while the more robust formats transmit
fewer bits per signal. Thus, more complex modulation formats use fewer spectral
resources, since they are able to transmit more information when compared to
the more robust signals. [28].
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The choice of the modulation format allows to define the transmission ca-
pacity of the new optical circuit, taking into account the required data rate.
With this information, it is possible now to define the bandwidth that should
be allocated to the circuit. In elastic optical networks, the optical spectrum
of the links are arranged in small frequency slots, which are grouped together
to form a transmission channel capable of containing the new circuit. Thus,
the next step in establishing the circuit is the allocation of the appropriate slot
interval.
It is important to emphasize that slot allocation must attend some restric-
tions from the optical medium. During propagation of the signal, it is preferable
to keep the data transmission in the optical medium, avoiding conversion to the
electronic medium, in order to reduce the use of resources and the transmis-
sion time. Therefore, it is necessary to fulfill some restrictions from the optical
medium, called continuity and contiguity restriction. In the continuity restric-
tion, the permanence of the optical signal in the same spectral range between
the source and destination nodes becomes mandatory. Thus, when allocating
a set of slots, it must be free in all links of the selected route. In contiguous
restriction, it is necessary to allocate a set of slots which are adjacent to each
other. With this, only one transmitter is used for each circuit, since only one
spectral range is occupied. The figure 10 illustrates a scenario in which the con-
straints block the establishment of a 2-slot circuit, considering the route formed
by the fibers A, B and C.
The figure 10 (a) presents a 2-slots circuit request, which must be satisfied
using the resources of Figure 10 (b). The route of the circuit was chosen in a
previous stage, and it must travel through the fibers A, B and C. Considering
the restrictions, it is not possible to establish the circuit: there is no set of two
adjacent free slots (restriction of contiguity) maintaining the index in all three
links of the route (restriction of continuity).
As a consequence of the mentioned restrictions, the presence of small free
slot intervals interferes with the operation of the network, since some requests
will not be answered even if there is enough free slots. This is because these
16
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Figure 10: Continuity and contiguity restrictions blocking the establishment of a 2-slot circuit.
slots will be scattered in the optical spectrum (as in the example of Figure 10),
unable to be allocated due to the continuity and contiguity constraints. This
problem is well discussed in the literature of elastic optical networks, and is
characterized as fragmentation problem [29].
The route choice, the definition of modulation format and spectral alloca-
tion are prominent problems in the literature of EON. Together, they form the
RMLSA problem. Figure 11 demonstrates the RMLSA problem in a simple
network.
1
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5
4
Routing:
• 1 – 2 – 5 ?
• 1 – 6 – 5 ?
Modulation level:
• BPSK ?
• QPSK ?
Spectral 
allocation:
• ?
• ?
• ?
Figure 11: RMLSA problem to circuit between nodes 1 and 5.
As shown in Figure 11, the first step of the RMLSA problem is the choice
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of route to be used. After solving the routing problem, the total distance to be
traveled by the circuit becomes known. With this information, in the second
stage the modulation format used is chosen. The choice of the modulation for-
mat (BPSK or Quadrature Phase-Shift Keying (QPSK) in the example of Figure
11) is done as a function of the route length, since more complex modulation
formats symbol has a smaller range due to the greater fragility of the signal as
it traverses the transmission medium. The choice of modulation format allows
to decide the number of slots that will be used by the circuit. Then, in the third
step, the problem of allocating the range of slots within the optical spectrum of
the chosen route is solved.
With the use of MCF, the RMLSA problem will also cover the choice of the
most suitable core for the circuit. Thus, the problem is called RMSCA [3]. For
the core allocation phase, it is important to observe the indexes of the slots
already allocated in the adjacent cores (or neighbors) to the chosen core, since
the interference between cores (crosstalk, detailed in section 4) is an important
factor and should be considered in studies for closer proximity to real scenarios
of SDM-EON.
To reduce the impact of the fragmentation problem on the fiber cores, some
solutions proposed to the RMSCA problem create allocation priorities [26], [14].
The Figure 12 presents some allocation models with (a) priorities by slots index
and (b) priorities per core.
The figure 12 (a) presents an example of allocations with priorities defined
by slot index [26]. Thus, there will be slot ranges in the spectrum which are
exclusive for the allocation of specific request bandwidth. For example, in Figure
12 (a), slots 1 to 4, in all cores, are exclusive for 4-slots requests. Also, is defined
that a range of slots, generally called common area, will allocate circuits that
can not be allocated in their respective priority area, due to unavailability of
resources or fragmentation.. In the Figure 12 (b), the circuits are allocated
primarily in specific cores [14]. For example, 4-slot requests will be allocated
primarily in cores 5 or 6. There is also a core used as common area.
Some authors evaluate the use of MCF in static traffic scenarios, in which the
18
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Figure 12: Circuits allocated and organizated in (a) priority by slot index and (b) priority by
core.
requests have origin, destination and bandwidth defined, and the traffic matrix
for the topology in question. In [27], the authors add the crosstalk information
as constraint to the circuit establishment, and propose the algorithm Shortest
Path with Cumulative Spectrum Availability (SPSA) for routing, core and slot
allocation. In the evaluation, it is considered a 3-core fiber. The authors found
that the effects of crosstalk are attenuated with the use of fibers with greater
slots availability, in which the circuits are scattered in the spectrum and the
interference is reduced. In [3], an objective function is proposed for the choice
of route, slots and cores to be allocated. The chosen resources (route, slots and
core) are those that meet the crosstalk threshold and maximize the objective
function. The results show the performance of the proposed objective function,
considering two different forms of modulation format selection (Modulation For-
mat Fixed (MFF) and Modulation Format Switching (MFS)).
In [30], the algorithm Anycast Routing, Spectrum and Core Allocation with
Shortest Path (ARSCA-SP) is proposed, which allocates slots closer to the be-
ginning of the optical spectrum (First Fit) in all cores of the network links. The
algorithm looks for smaller paths and allocates slots in the core with the lowest
available slot index and that respects the crosstalk threshold. The performance
comparison is done with an ILP strategy.
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Some authors propose solutions for the routing, modulation, core and spec-
tral range choice, in scenarios of EON with MCF and dynamic traffic, in which
the requests arrival time and duration time are unknown. In [31], a SCA (Spec-
trum and Core Allocation) method is proposed for core and slot selection. The
algorithm reserves cores for requests with a certain number of slots, and creates
priority levels between the cores. A performance evaluation is made comparing
the proposal with the algorithms First Fit and Random, in 7-core fibers. The
proposal obtains a lower blocking probability, smaller crosstalk average and less
fragmentation. In [2], a solution is proposed for core and slot allocation. The
algorithm is compared with First Fit and Random Fit allocation algorithms in a
7-core fibers, and presents better performance. The proposal also has a smaller
crosstalk per slot. The comparison with First Fit and Random algorithms is also
done in [14], which proposes a method for core classification and prioritization,
in which cores are exclusives to a given bandwidth request. The authors use
7, 12 and 19-core fibers, and check crosstalk through a crosstalk-by-slot (CpS)
indicator, presented in Equation 3 and also used in other papers [2], [32]:
CpS =
nC
nT
, (3)
where nT represents the number of slots occupied in the link and nC repre-
sents the number of occupied slots that are also occupied at the same index in
adjacent cores.
In [26] the Intra Area FF Assignment algorithm is proposed, for spectrum
and core allocation. The algorithm creates “exclusive areas” in the optical spec-
trum for certain bandwidths and “common areas” for allocation if the exclusive
areas are unavailable. The algorithm uses First Fit to allocate circuits with
even number of slots and Last Fit to allocate circuits with odd number of slots
in common area. The proposal is compared to Random and First Fit. In [33]
the concept of XT-prohibited slot is defined, which are the free slots that can not
be allocated, since they allow the increase of crosstalk to the unwanted levels.
In [34], the algorithm Failure-Independent Path Protecting for MultiCore
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network (FIPPMC) is proposed for the survivability scenario in EON. The al-
gorithm FIPPMC creates a list of “candidate paths”, which corresponds to all
possible combinations of route and spectrum available to the circuit. Each can-
didate path receives an evaluation value, which takes into account the occurrence
of crosstalk. The candidate path chosen as the primary path is the one with the
lowest evaluation value, and the path for dedicated protection is the one with
lowest evaluation value and links disjoint from the main path. In [35] the pro-
posal of [34] is adapted to use shared routes for protection. The same authors,
in [32], propose the algorithm Minimum Interference and Failure-independent
path protecting for MultiCore networks (MIFMC), also for protection. In the
proposed algorithm, a circuit is only established if there is a disjoint route to
it. If the disjoint route does not exist, a new primary route is searched, and the
disjoint routes are evaluated again. This procedure is repeated until all primary
routes are evaluated. Already in [22], the algorithm Crosstalk-aware provision-
ing strategy with dedicated path protection (CaP) is proposed for primary route
and backup route choice. The algorithm chooses two disjoint routes in the first
core and available slots interval that attend the crosstalk threshold.
Some papers take into account information about the network state during
the operational phase, such the optical spectrum fragmentation. A spectral
fragmentation analysis is done in [36]. The authors propose two fragmentation-
aware algorithms for core and spectrum allocation: First Fit Multidimensional
Resource Compactness (FF-MRC) and Random Fit Multidimensional Resource
Compactness (RF-MRC). The authors compare the results with a implementa-
tion of Dijkstra for routing and First Fit for core and spectrum allocation. In
[21] the same authors add crosstalk information to the core and spectrum allo-
cation, and propose the First Fit Crosstalk-Aware Spectrum Compactness (FF-
CASC) and Random Fit Crosstalk-Aware Spectrum Compactness (RF-CASC)
algorithms. In [28] are created dedicated areas for the different request band-
widths. In addition, slot and core allocation is also fragmentation-aware.
In order to reduce network fragmentation, it is also possible to perform
the spectral defragmentation procedure. In this scenario, the circuits already
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allocated in the network are repositioned, in order to reduce the fragments of
free slots in the network links and to enable the formation of new circuits.
In [37] and [38] discuss the push-pull mechanism for defragmentation, in which
circuits are reallocated to different indices and cores without the need for circuit
shutdown. This is due to the “slip” of the circuit on empty slots. In [39] a
defragmentation model is proposed that takes into account the SC (spectrum
compactness) metric. If the network has some SC core below the threshold, then
defragmentation will occur at that point, which is applied only to cores with
SC below the threshold. Defragmentation is done by repositioning a particular
circuit in a different core, keeping the same slots index, or in the same core,
changing the slots index. Defragmentation solutions are also proposed in SDM-
EON for scenarios with time multiplexing [40].
In [41], a technique called virtual concatenation is proposed. With this
model, the authors propose the allocation of slots of the same circuit in different
cores, and in non-adjacent slots intervals, which makes it possible to mitigate
the problem of fragmentation in this scenario. This approach is less discussed
in the literature, since equipment has not yet been developed to support this
type of allocation.
In order to evaluate some RMSCA algorithms found in literature, simula-
tions were performed with the ONS simulator [25]. The independent replication
method was employed to generate confidence intervals with 95% confidence level.
Each simulation run involved 100.000 requests with the following connection
requests rates: 10, 20, 40, 80, 160 e 200 Gbps, all with the same arrival prob-
ability. Five load points were evaluated, and 5 replications were performed for
each loading point. Connection requests follow a Poisson process with the mean
holding time of 600 seconds, according to a negative exponential distribution
and uniformly-distributed among all nodes-pairs.
The american USA topology (24 nodes and 43 bidirectional links) and eu-
ropean Paneuro (28 nodes and 41 bidirectional topology are used, shown in
Figure 13. The granularity of frequency slot is 12.5 GHz. Each fiber is a 7-
MCF (fig. 1(a)), with 320 slots in each core. The guard band between two
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adjacent lightpaths is assumed to be 1 slot.
(b)
(a)
Figure 13: NSFNet (a) and USA (b) topologies.
Three algorithms were chosen for comparison. The first one, called Base-
line, is a classic model of the literature, characterized by the application of the
Dijkstra (DJK) algorithm [42] for routing and the FirstFit allocation policy
for slot and core selection. This algorithm is also used in some of the papers
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Table 2: Modulation formats with the respective transmission rate per slot and crosstalk
threshold.
Modulation
Transmission
capacity
XT Threshold
BPSK 12.5 Gbps -14 dB
QPSK 25 Gbps -18.5 dB
8QAM 37.5 Gbps -21 dB
16QAM 50 Gbps -25 dB
32QAM 62.5 Gbps -27 dB
64QAM 75 Gbps -34 dB
cited above [30], [36]. The second algorithm is RFCA [21], which consists of
the random selection of spectral resources (cores and slots), always respecting
the spectral continuity and contiguity constraints. The third algorithm is the
Intra Area [26], in which the allocation of resources is performed taking into
account the allocation in priority indexes of slots. The main idea is to show
the comparison between algorithms that cause greater spectral fragmentation
(RFCA), with an algorithm that prioritizes greater organization of the allocated
resources (IntraArea), besides showing the performance of the two techniques
compared with a classic algorithm of the literature (Baseline) that maintains
a certain level of organization of resources (through allocation of resources by
textit FirstFit).
The simulations are performed in a crosstalk-aware scenario, and different
signal modulations are used. Table 2 present the available modulation formats,
with the respective transmission rate and crosstalk threshold [3].
To perform the crosstalk evaluation, the following values are used in Equa-
tion 2: k = 3.16 ∗ 10−5, r = 55mm, β = 4 ∗ 106 e wtr = 45µm. The metrics
evaluated were circuit block probability and bandwidth blocking probability.
The figure 14 shows the blocking rate for the USA topology.
The circuit blocking probability measures the number of circuits that have
been blocked in the network, in relation to the total of circuits generated. It is
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Figure 14: Blocking rate on USA topology.
observed that the Intra Area presents better performance in the evaluated sce-
nario. It is demonstrated that the better organization of the allocated spectral
resources makes possible the establishment of more circuit requests. The RFCA
algorithm, by choosing randomly the cores and slots to be allocated, ends up
causing more spectral fragmentation and consequently reaching a higher block-
ing rate, which is 53.86% higher than the closest performance competitor.
The Intra Area and Baseline algorithms present similar performance in a low
load scenario. The difference in performance increases with increasing load, and
this is due to the reduced fragmentation caused by the Intra Area algorithm,
since the free slot intervals within the priority areas have the number of slots
suitable for circuits of the priority area in question, which facilitates the creation
of new circuits. At the highest load point evaluated, there is a 20.18% reduction
in the blocking caused by IntraArea when compared to the blocking caused by
the Baseline. Figure 15 shows the results of bandwidth blocking rate on USA
topology.
The bandwidth blocking probability measures the total bandwidth blocked
on the network, relative to the total bandwidth generated. When looking at the
Figure 14 and 15 graphs, there is a small variation in the behavior of the graph.
25
01
2
3
4
5
1750 2000 2250 2500 2750
B
A
N
D
W
ID
TH
 B
LO
C
K
IN
G
 R
AT
E
LOAD (IN ERLANGS)
RFCA Baseline IntraArea
Figure 15: Bandwidth blocking rate on USA topology.
However, the blocking interval is higher for the bandwidth evaluation, since it
is more common to block circuits with higher bandwidth demand than lower
bandwidth circuits, which causes a greater impact on the bandwidth blocking
rate. In relation to Intra Area, there is a reduction of 16.65% of the block
when compared to the bandwidth blocking of the Baseline, and 45.49% when
compared to the blocking of the RFCA.
Still, the spectral organization provided by the Intra Area algorithm allows
a larger number of circuits to be accommodated in the spectrum, resulting in a
lower blocking rate. The Baseline, in turn, forces the allocation of all circuits in
the first cores, without differentiation as to the modulation adopted or number
of slots of the circuits. Thus, when trying to allocate the central core, the new
circuit suffers great crosstalk interference, since all periferic cores will already be
allocated. Thus, in scenarios with crosstalk interference, the central core of the
fibers has low spectral use in Baseline and RFCA, causing higher blocking rate.
Besides that, the Intra Area has slot ranges reserved for each slot ratio of the
circuits. Thus, it is easier to attend circuits of greater demand for bandwidth,
as there will be spectral bands dedicated to them. Figure 16 shows the results
of blocking rate on Paneuro topology.
26
00.5
1
1.5
2
2.5
3
2500 2750 3000 3250 3500
B
LO
C
K
IN
G
 R
AT
E
LOAD (IN ERLANGS)
RFCA Baseline IntraArea
Figure 16: Blocking rate on Paneuro topology.
In the Paneuro topology, the Intra Area algorithm already achieves better
performance from the lowest load point. Because it is a larger topology, there
are more resources available (more links), requiring a higher load to observe
the occurrence of blocking. The Intra Area algorithm continues to perform
better, achieving a reduction of 36.97% on blocking rate when compared to
the Baseline and 55.43% compared to the RFCA. The figure 17 displays the
bandwidth blocking rate result for the Paneuro topology.
A similar behavior is also observed between the graphs of Figures 16 and
17. For the bandwidth blocking rate, the Intra Area algorithm presents block-
ing reduction of 35.79% compared to the Baseline and 54.6% compared to the
RFCA.
The Intra Area algorithm achieves the best performance (lower blocking
probability) while the RFCA achieves the worst performance in the evaluated
scenarios. This is because the Intra Area keeps the spectrum more organized,
making allocation attempts in the priorized and common areas. On the other
hand, RFCA randomly allocates cores and slots through Random Fit policy,
causing fragmentation in the spectrum, and making it difficult to establish new
circuits.
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Figure 17: Bandwidth blocking rate on Paneuro topology.
The next section presents the conclusions, challenges and open questions
around SDM-EON scenarios.
6. Conclusions, challenges and prospects
The studies around SDM-EON have grown in the literature, since MCF
appear as promising proposal to support the growing data traffic in EON. The
use of multi-core fibers ensures greater availability of resources as each core is
compared to a single-core fiber of the traditional EON. However, the physical
proximity of the cores in the fiber causes crosstalk more accentuated in the
SDM-EON scenarios.
Considering the papers found so far in the literature of SDM-EON, the data
found were:
• 15 papers propose solutions to solve the RMSCA problem and the core
allocation. Comparisons are made with classical algorithms of the EON
literature, such as Dijkstra, KSP, First Fit and Random Fit;
• 17 papers use 7-core fibers. There are also studies with 3, 5, 8, 9, 12 and
19-core fibers;
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• Although most papers (17 articles found) consider the crosstalk effect on
the link, only 2 portray other interferences of the physical medium;
• 16 papers use a dynamic traffic scenario, and 5 present a static traffic
scenario;
• 4 papers consider protection and survival techniques in SDM-EON;
• 11 papers present the request generation with bandwidth demand between
1 and 10 slots, and 7 papers do not present traffic information.
• Only one paper does optical aggregation;
Thus, we can conclude that the most of the papers uses dynamic traffic con-
figuration, which depicts a scenario closer to reality, since the circuit requests
have source, destination and unknown traffic demand before the circuit estab-
lishment instant. In addition, there are many spectrum and core allocation
solution proposals. However, these solutions are compared to classic literature
algorithms, that are non-aware of crosstalk. A comparison between the new pro-
posals has not yet been made. We can also note that the crosstalk is a major
problem in the SDM-EON scenario, a concern found in most studies (17 papers).
However, most (19 articles) ignore other interferences of the physical medium of
propagation. Using information from the physical layer approximates the model
performance to the real scenario of interference in data traffic. Few papers have
been conducted in the area of survivability (4 articles) and traffic aggregation
(1 article).
A major current challenge is the development of suitable equipment for
switching the optical circuit in the SDM-EON. The papers found in the litera-
ture refer to a hypothetical architecture, capable of switching the signal between
different cores (in some cases). The papers that present some evaluation about
viable architectures [6], [19] cite as solution the adaptation of devices (switches,
amplifiers and multiplexers) found in other types of networks.
Another challenge found in SDM-EON is the mitigation of the crosstalk ef-
fect. This interference of the physical layer is responsible for the unavailability
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of spectral resources, which are idle when crosstalk is high enough (XT above
−25dB [6]) to make it impossible to allocate the circuit. Some types of fibers
are proposed to reduce the effect of crosstalk (such as Trench-Assisted MCF),
but there is still crosstalk occurrence from a distance threshold defined by man-
ufacturer.
It is also important to highlight as a challenge the production of equipment
with a low financial cost, which allows the least expense for its implementation.
In addition, the performance achieved by using a n core MCF should be similar
to the performance obtained by n coupled single-core fibers, which reinforces
the development of fibers with greater tolerance to crosstalk interference.
When evaluating a scenario of SDM-EON with occurrence of crosstalk, it is
necessary to define accurately the characteristics related to the evaluation form
of crosstalk. It has been demonstrated that a value of n can be used statically
or dynamically, taking into account the crosstalk impact of the new circuit in
circuits already established in the network. This variety of scenarios provides
great impact on the network blocking rate, resulting in blocking differences of up
to 74.13%. A more in-depth study of the impact of different crosstalk scenarios
can also be done in the future, in order to delineate the scenario closest to the
occurrence of crosstalk in a real network.
The elaboration of a high efficiency (RMSCA) solution is also necessary.
Nowadays, the papers found in the literature that propose RMSCA solutions
compare their performance with classical literature algorithms such as the Di-
jkstra algorithm for routing and the First Fit strategy for spectrum allocation.
No comparisons were made between the main proposed RMSCA solutions.
From our studies, it can be concluded that some scenarios are predominant
in the literature, such as dynamic configuration of request generation, 7-core
fibers, consideration of crosstalk, and request bandwidth varying between 1 and
10 slots. It is also possible to observe many improvement opportunities, which
will be explored as future works, such as the comparison between already pro-
posed slot and core allocation techniques, the application of other physical layer
effects besides crosstalk, and the proposition of an impairment-aware allocation
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algorithm.
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