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Abstract 
It is well known that, spectrally accurate solution can be maintained if the grids on which a nonlinear physical problem 
is to be solved must be obtained by spectrally accurate techniques. In this paper, the pseudospectral Legendre method 
for general nonlinear smooth and nonsmooth constrained problems of the calculus of variations is studied. The technique 
is based on spectral collocation methods in which the trajectory, x(t), is approximated by the Nth degree interpolating 
polynomial, using Legendre-Gauss-Lobatto points as the collocation points, and Lagrange polynomials as trial functions. 
The integral involved in the formulation of the problem is approximated based on Legendre-Gauss-Lobatto integration 
rule, thereby reducing the problem to a nonlinear programming one to which existing well-developed algorithms may be 
applied. The method is easy to implement and yields very accurate results. Illustrative xamples are included to confirm 
the convergence of the pseudospectral Legendre method. Moreover, a numerical experiment (on a nonsmooth problem) 
indicates that by applying a smoothing filter procedure to the pseudospectral Legendre approximation, one can recover the 
nonsmooth solution within spectral accuracy. (~) 1997 Elsevier Science B.V. All rights reserved. 
Keywords: Calculus of variations; Pseudospectral Legendre; Smoothing filter; Nonlinear programming 
A MS classifications: 49D25; 65D99 
I. Introduction 
In many areas of the empirical sciences such as physics, biology, engineering, as well as in 
economics, a major chapter is devoted to find the optimal solution of linear and nonlinear problems 
of the calculus of variations. In this paper we concentrate on the pseudospectral Legendre method for 
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one-dimensional nonlinear problems of the calculus of variations. Consider the problem of finding 
the minimum (or maximum) of the integral 
~0 T J (X)  :---- G(*,X(~),)((z),)((v)) dz, X(O)=Xo, (1.1) 
subject to the following inequality constraints: 
S ( , ,X ( , ) ,2 (z ) )  ~< 0, 0<z~<T (1.2) 
and various terminal constraints uch as 
Z(X(T) ,2 (T ) ,X (T ) ,T )  = O. (1.3) 
The function scalar G is generally nonlinear and assumed to be continuously differentiable with 
respect o its arguments. It is assumed that (i) an optimal trajectory X(~) exists and is unique, (ii) 
X(z) and )((~) of the optimal trajectory are continuous, and (iii) A~(z) is piecewise differentiable. 
While there are various necessary conditions for optimality (such as the Euler equation) that one 
can use to solve for X(~), we choose to proceed directly and accurately approximate the problem of 
the calculus of variations by a nonlinear programming one. The approach draws upon the power of 
well-developed nonlinear programming techniques and computer codes (see, e.g., [1, 3, 9, 13-15]) 
to determine optimal trajectories of high-order nonlinear systems. 
In the pseudospectral Legendre approximation of (1.1)-(1.3), we construct an Nth degree inter- 
polating polynomial approximation to the trajectory x(t), t E [-1,  1 ], using Legendre-Gauss-Lobatto 
as the collocation points and the Lagrange polynomials as trial functions. The integral in (1.1) is 
accurately approximated using Legendre-Gauss-Lobatto integration rule. The convergence of the 
method has been established [13]. We thus see that the decay rate of the truncation errors (see 
Theorems 1 and 2 and estimates (3.6) and (3.7)) are restricted only by the degree of smoothness of 
the approximated function F. In this sense, the spectral (pseudospectral) pproximation is termed to 
be spectrally accurate. If, in particular, F E C ~ [-1, 1], then the truncation error is rapidly decaying, 
faster than any fixed ( -  independent of N) polynomial rate. Thus, the pseudospectral approximation 
of Ca-functions enjoys the so-called infinite order of accuracy; this is in contrast o the usually 
slower convergence rate due to a fixed degree polynomial accuracy. 
Unfortunately, the pointwise errors associated with the pseudospectral approximations, uffer from 
the limitation of being dependent on the smoothness of the function F over the whole domain, and 
not just on its local behavior in the neighborhood of the point of interest. This dependence of the 
local convergence rate on the global smoothness, which is reflected by (though not a consequence 
of) the error estimates (see Theorems 1 and 2 and the estimates (3.6) and (3.7)), is indeed inherent 
in both approximations. That is, the roughness of the function in one part of its domain, decelerate 
the convergence rate in the smooth part of it. Most notably is the case of pointwise smooth functions: 
not only that Gibbs phenomenon is recorded at points of nonsmoothness, but in addition, the spectral 
accuracy is lost at regions where the function is smooth. 
In this paper, we show how pointwise values of the optimal trajectory x(t), t E [ -1,  1], can be 
recovered from the information contained in its pseudospectral pproximation, so that the accuracy 
solely depends on the local smoothness of x, that is, its smoothness in the neighborhood of the 
point of interest. If, in particular, x is infinitely smooth in that neighborhood, then the value x(t) 
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is approximated within infinite order of accuracy. Most notably, we recover pointwise values within 
spectral accuracy, despite the possible presence of nonsmoothness cattered in the domain. 
For such pointwise recovery, we employ a regularization kernel, similar to [10], which is con- 
voluted against the pseudospectral Legendre approximation i  the usual way. That regularization 
kernel consists of the product of two terms (see Section 2.1): first we introduce a cut-off func- 
tion to localize the kernel in the spirit advocated above; secondly, it is multiplied by the spectral 
approximation of the delta function (:-- Dirichlet kernel), so that spectral accuracy is guaranteed. 
Convolution with the resulting kernel has then the effect of (locally) smoothing the pseudospectral 
Legendre approximation. 
The paper is organized as follows. In Section 2, we present he details of the pseudospectral Leg- 
endre method required for our subsequent developments and develop the algorithm. In Section 3, 
we establish the convergence of the proposed method, and finally in Section 4, we present numeri- 
cal experiments, which demonstrate the application of the pseudospectral Legendre method to both 
nonlinear smooth and nonsmooth problems. 
2. The pseudospectral Legendre method 
Let S,v denote the space of algebraic polynomials of degree ~<N, and let (L~-)k~0 denote the 
orthogonal family of Legendre polynomials in this space: 
2 
(L,, L~ ) -- _~ ~!/. (2.1) 
2 j i t  
Here, (.,.) and II" II represent he usual L2[- I ,1] inner product and norm. Next, we let tj, j = 
0, 1 . . . . .  N denote the zeros of (1 - t2)L( t )  with to - - -1  <t~ <t2< ...  <tx = 1. No explicit formula 
for the nodes lm'S, 1 ~<m ~<N - 1 is known. However, they are computed numerically using existing 
subroutines. 
In the sequel we shall use the Legendre-Gauss-Lobatto quadrature rule, stating that there exist 
weights, WJ, such that for all g C S2m_ l [ - -1 ,  1], we have (see [6] or [4]) 
1 N 
.f,.q(t)dt = Z g(t/)w/. (2.2) 
j=0 
This suggests to define a discrete inner product, (.,.),~, 
(F, g),,, = ~_. F(t j )g(tJ )wj. 
j=0 
(2.3) 
and we let ]1" I],v denote the corresponding discrete norm. Indeed, this discrete norm is equivalent 
to the usual L2-norm over SN[--1, 1] (cf. [15]): 
I[gtl ~ [[gH,~, ~ v~]lgl[. (2.4) 
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Associated with the N + 1 nodes of the Legendre-Gauss-Lobatto quadrature rule, tj, is a unique 
SN- interpolant which we denote by IN, 
N 
j=0 (IILjII N )" 
(2.5) 
with IN(q~)(tg):= (I)N(tj) = (~)( / j ) ,  j = 0, 1,... ,N. 
In what follows, we assume that the problem is formulated over the interval [-1, 1]. Thus, we 
consider the problem of minimizing (or maximizing) the functional 
f 
l 
J (x) := g(t ,x(t) ,2(t) ,2(t) ,T)dt,  x( - l )  = x0, (2.6) 
1 
subject o the following inequality and the terminal constraints 
s(t,x(t),2(t))<~O, - l~<t~<l,  (2.7) 
z(x(1),~(1),2(1), 1)= 0. (2.8) 
Here x( t )=(x l ( t )  . . . . .  xn(t)), and the parameter T indicates the inclusion of problems with free final 
time. 
In the pseudospectral Legendre approximation of (2.6)-(2.8), for each i = 0, 1,...,n, we seek an 
Nth degree interpolating polynomial approximation of the form 
N 
IN(xi)(t) := x (t) = 
/=0 
i = 1,...,n, (2.9) 
where 
~bl(t) = 
I ( /2  __ 1 )LN(I ) 
N(N + 1)LN(tt) t -- tt 
/=0 ,1  . . . . .  N (2.10) 
are the Lagrange polynomials of order N with the property: 
1 if l=k ,  
gbl(tk)=O/k= 0 i f lek .  (2.11) 
To simplify the notation, we write ai, :=xN(t,), d,  :=2N(t,), and c,, :=£N(t,). 
Next, we express the derivative 2N(t) in terms of xN(t) at the collocation (Legendre-Gauss- 
Lobatto) points t,, k = 0, 1,. . . ,N. This can be done by differentiating (2.9), and the result is a 
matrix multiplication of the form (see [4, 16]) 
N N 
Z  ,(tk)ai, = Z Dk,.., 
/=0 /=0 
(2.12) 
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where Dkl are the entries of the (N + 1 ) × (N + 1 ) pseudospectral Legendre derivative matrix 
( L,(tk) 1 k ¢ l, 
N,,~_+,), k=/=0,  (2.13) 
D := (Dkz) = I N(N+I) 
tO 4 ' k= l=N,  
otherwise. 
Similarly, the relationship between 5ii(t) and xi(t) at the Legendre-Gauss-Lobatto points tk is given 
by 
N N N 
£, ( tk ) - - -~  @(tk)ai,= ~ Dk,~-'~ D~za,,. (2.14) 
/=0 l=0 /=0 
The main step is to discretize the integral (2.6). This can be done as follows: Substitute (2.9), 
(2.12) and (2.14) in (2.6) and get 
T) := f __ g t, dpl(t)al, ju(~, dt 
J -  1 ", /=0 /=O l=0 
/=0 /=0 /=0 
N 
= ~ g(tj, ai, dj, c j, V)w 2, (2.15) 
i=0 
where g := (ao, aj .... ,aN), ai := (a~2,a22 .... ,a,j) v, dj := (d12,d22 ..... d,,j) T, cj := (cli, c2j,... ,c,j) T, and 
W/ are the Legendre-Gauss-Lobatto weights (see [6] or [4]) 
2 1 
w J :=N(N+I )  [Lu(t2)]2, j=0 ,1  .... ,N. (2.16) 
Note that (2.5) is exact if g is a polynomial of degree ~<2N-  1 (see the quadrature rule (2.2)). 
Finally, the inequality constraint (2.7) and the terminal constraint (2.8) are incorporated into the 
above scheme as follows: At the Legendre~auss-Lobatto nodes tj, we get the following algebraic 
inequalities and equalities: 
A/(~) :=s( t / ,xX( t i ) , j cN( t j ) )  = s(tj, aj, dj) <,0, j = O, I,. . . ,N, (2.17) 
Bi(~ ) :=z(xN(1 ), .~N( 1 ),Jr:N( 1 ), 1 ) = z(ao, do, co, 1 ) = 0. (2.18) 
It should be mentioned that converting inequality constraints into equality constraints by employing 
additional slack variable (i.e. setting s(tj, a2,d2)= _p2), is not necessary, and probably disadvanta- 
geous, since the number of decision variables will increase. In fact, inequalities are generally easier to 
handle than equalities in nonlinear programming. To summarize, we have approximated the original 
problem of the calculus of variations by the following nonlinear programming problem: 
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Find ~, and T (if T is free) to minimize (or maximize) JN(o~, T) subject o Bj(~)= 0, without 
violating, 
Aj(~)~<0, j=0 ,1 , . . . ,N .  (2.19) 
Many well-developed nonlinear programming techniques can be used to solve this extremum 
problem. For a more complete discussion of nonlinear programming and optimization, the reader is 
referred to (see, e.g., [1, 3, 13, 14]). Since JN(o~, T) is generally nonlinear, an analytical expression 
of the gradient of jX(~, T) is usually not available (or is difficult to obtain). For this reason only 
nongradient optimization methods, such as [13, 14], may be considered. In the simulation studies in 
Section 4, all nonlinear programming codes have been implemented with very high precision on a 
Sun-SPARCII workstation. 
The pseudospectral Legendre approximation (2.19) enjoys formal spectral accuracy, i.e., its trun- 
cation error decays as fast as the global smoothness of the underlying solution permits. However, 
it is essential to keep in mind that this superior accuracy cannot be realized in the presence of 
discontinuities and/or nonsmoothness, unless the pseudospectral Legendre solution is treated with an 
appropriate smoothing filter. 
2.1. The Pseudospectral Leyendre smoothing filter 
In spectral theory, it is well known that spectral projections uch as INF provide highly accurate 
approximation of F, provided F itself is sufficiently smooth (see, Theorems 1 and 2 in Section 3). 
In fact, this projection enjoys spectral convergence rate. This superior accuracy is destroyed if F is 
not smooth and/or contains discontinuities; INF produces purious O(1 ) Gibbs oscillations which are 
localized in the neighborhoods of the points of discontinuities and/or nonsmoothness, and moreover, 
their global accuracy is deteriorated to first order. 
To overcome this problem, i.e., to improve the resolution and accelerate the convergence rate of 
the pseudospectral Legendre method, without sacrificing the spectral accuracy, we develop a similar 
smoothing filter treatment as in [10, 11] for the pseudospectral Legendre method. We also show 
how to extract highly accurate approximation to the point values of a nonsmooth function from its 
first N pseudospectral Legendre coefficients in the regions where the function is smooth. The basic 
idea is that these coefficients are moments of the functions and consequently, integral of any smooth 
function against he pseudospectral Legendre approximation is highly accurate with that against he 
function itself [11]. We therefore construct an auxiliary function such that when the pseudospectral 
Legendre approximation is integrated against it, the desired original point value at a given point is 
recovered. 
To do that, we set as our regularization kernel 
Zo,p(t) :=  O-1P(O-lt)Kp(O-It) (2.19) 
which consists of the following two ingredients: 
(1) P(t) is a C~-function supported in the interval [-1, 1] such that P(0) = 1, 
(2) Kp(t) stands for the pseudospectral Legendre approximation of the delta function 
xp(t) = ~ (j+ 2) LAt)LA0) 
j=0 
(2.20) 
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normalized to have a unit mass 
f l  Kp(t)dt = 1. (2.21) 
- I  
Indeed, Zo, p(t) serves as a locally supported kernel with vanishing moments and unit mass modulo a 
negligible pseudospectral Legendre error (consult [11]). In view of the Christoffel-Darboux kernel, 
we can rewrite 
@, Lj(t)/~j(0) _ (p  + 1 ) Lp+~(0)L,,(t) - Lp+l(t)/~p(0) 
Kp(t) (2.22) /__.., 
.j=0 IlL.ill 2 2 t 
Given the pseudospectral Legendre approximation, F N, which looks oscillatory on the collocation 
points tj, we smooth its values via a convolution with the above regularization kernel Zo, t,(t) as 
follows: We let ~0,q denote the smoothing filter 
f_ IIFN ( s )Zo,[N,q( ttPO, q(FN)(t) := F N * Zo,[N,q(t) = -- s)ds, (2.23) 
depending on the two fixed parameters 0, q E (0, 1 ). 
The key observation here is that the integrand FN(s )Zo , [N ,q ( t -  s )  in (2.23) is smooth over the 
whole domain, due to the kernel localization in the neighborhood of the point of interest, t. Hence, 
replacing the convolution integral with the Legendre-Gauss-Lobatto sum (2.2), only an additional 
spectrally small error is committed (consult [11]). Thus, in analogy with the convolution (2.23), we 
smooth the pseudospectral Legendre approximation via the convolution sum 
1 N 
~J O, q(F  N ) ( t )  ~- o-I1FN (s)Zo'[N'q(t -- S )ds  = ~ FN(tl)Zo,[N,q(t -- t l )wl.  (2 .24)  
/=0 
Observe that ZO.IN,,J is supported in the neighborhood of t, only those grid values are taking part in 
the pseudospectral Legendre smoothing procedure. 
In order to estimate the error IF N * Zo, q ( t )  - F(t)], we decompose 
F N * Zo, q -- F = (F  N - F)  * Zo, q + (F  N - F)  * (Zo, q - Z~q)  -~ (F * Zo, q - F )  (2.25) 
and use the othogonality between the N-degree polynomial Z~,q(t) and the truncated sum F m ( t ) -F ( t )  
to get: For all s~> 1 there is a constant C,,o such that for O<~j<~s 
IF N • Zo, q(t) - F(t)] <~Cs, o[N2q-(I-2q)sllFll2 + N -(s-3/4)q ,tt], (2 .26)  
where ~ = max t,_~.l<~o [DJF(y)[, 0 <~j <~s. This estimate shows (at least for q < ½) that except for 
a small neighborhood of the nonsmoothness (measured by the free parameter 0) one can filter the 
pseudospectral Legendre solution x s in order to recover pointwise values within spectral accuracy. 
Thus, according to the last estimate (2.26), one can filter the pseudospectral Legendre solution x N 
by the filtered interpolant 7~ O,q(X X )(t  ) : = x x , go" [Nq] (t) in order to recover spectral convergence rate 
in smooth regions of the points of nonsmoothness. We conclude by noting that the filtering of the 
pseudospectral Legendre solution plays a necessary key role in realizing the spectral accuracy of 
pseudospectral Legendre method in smooth regions of the underlying solution. 
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3. Convergence results 
It is well known that polynomial interpolation based on Legendre-Gauss-Lobatto points is well- 
behaved compared to that based on equally spaced points (cf. [6, 16]). Let C = C[-1,  1] denote 
the Banach space of continuous, real-valued functions on [-1,  1]. Since, IN is a linear operator on 
C, with the property IN 2 = IN, then IN is a projection operator whose range is SN, the set of all 
polynomials of degree ~<N. Furthermore, IN is a bounded operator on C with 
N 
IIINII ---- sup ~ [q~/(t)l. (3.1) 
--l~<t~<l j=0  
Because IN is the interpolator operator defined by (1.7), it follows from [2, 12] that 
lim f l  N---*~.~ J-1 IINF(t) -- F(t)IP dt = 0 (3.2) 
for every F E C, and for every p E (0, oo). In terms of the usual Lp norm, (3.2) may be written as 
lim [[INF(t) -- F(t)ll p = 0, (3.3) 
N---+ oc~ 
from which it follows that 
sup IIINF]Ip<OO for all FE  C. (3.4) 
m 
Thus, if IN is considered as a linear operator from the space C to the space Lp(-1, 1 ) then, it follows 
that there exists a constant k>0,  which depends only on p, such that (consult [7, 8]) 
IIIuFIIp<.kllFIl  for all FE  C. (3.5) 
For any positive integer N, let IN be the orthogonal projection of L2 onto the space spanned by 
(~b0, ~bl,..., ~bN). Then, we have the following error estimates (cf. [16]). 
Theorem 1. For all F E Ht( - 1, 1 ), l >~0, there exist a constant M independent o fF ( t )  and N such 
that 
IIF-INFIIH,(-~,I)<<-MN¢=¢~)-')IIFII.,¢-,:), O<<.s<~l, 
1 for  s>0.  where o (s )= 2s -  
The above result is the generalization of (see [4, 16]) 
IIF - INFIIL2~-,: ) <~MN'/2N -: ]]F[lx,(-i: ). (3.6) 
Theorem 2. Let F(t )  have a smooth derivatives for  [t I <<. 1, and define 
a,: 
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d__~t d l F [[F]12o. = ]]F]] + +. - .  + ~ , 
h( t )=F( t ) -&F( t ) .  




Note that, a particular case of the inequality (in Theorem 1 ) is the following estimate of the error 
between exact and pseudospectral Legendre differentiation 
dF d(1NF) L~-I-l,1) 
dt dt <~MNS/Z-IHFIIH'~-'")" (3.7) 
According to (2.4) and (3.6), the same estimate holds if the continuous L2-norm of the error is 
replaced by the discrete L2-norm at the Gauss-Lobatto nodes. Thus, from the above theorems we 
can see that, if F E C ~, then the rate of convergence is faster than any power of I/N. 
The next theorem gives an error estimate in the supremum norm (see [7, 8]). 
Theorem 3. I f  tj, 1 <,j<,N - 1 are the zeros Of LN(t) adjusted in the interval ( -1 ,  1), if F(z) has 
no singularities except a finite number of  poles, and if for some n, F(z)/z" ~ 0 as [z] --+ e~, then 
IxF(t) ~ F(t) uniformly on [-1, 1]. 
Finally, for the error between the functional J and pseudospectral Legendre approximation J~ 
(see [7]). 
Theorem 4. I f  g(t, x, fc, Y, T) satisfies Ig(t,x,f;,Y) - g(t, y, ~, y)[ ~< k, (t)]x - y[ + kz(t)[~ - J'l + k31 ~ - Yl, 
for ki(t)~ L~ [-1,  1], i = 1,2, 3, and x, k, and ~ are continuous functions on [ - I ,  1], then J '~ -+ J 
as N---~ cx~. 
In order to decide whether or not the pseudospectral Legendre approximated optimal solution 
is closed enough to the optimal solution, we suggest, for computational purposes a practical and 
easy-to-use rror estimation 
[js+l _ j , [ ,  s - -  1,2 .... ,m, (3.8) 
where J~ :----J(x~). Thus, the choice of the parameter N should logically depend upon the above 
error estimate. Moreover, it can be used as an index of computational ccuracy of the proposed 
method. 
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4. Illustrative examples 
Example 1. Minimize 
1 f02 2 J (X)  = ~ [2 ('c) + 22(z)X(r)  +X( r )  21 dr (4.1) 
subject to 
X(2) + 52(2) = 15, (4.2) 
X(0) =2(0)  = 0. (4.3) 
The exact solution is X(r)  = -1.379 + 0.894z + 1.136e ~ + 0.243e -~, 0~z~<2. 
This quadratic problem was discretized using pseudospectral Legendre method as follows: Given 
a0 = 0 and Co = 0, Minimize 
1 N 
ju(~) = -2 ~[d  2 ÷ 2djaj ÷ aZ]wj subject to ax÷5Cu = 15. (4.4) 
j -0  
The quadratic programming solution algorithm developed by Gill and Murray [9], considered to 
be one of the most efficient algorithms for quadratic programming problems, was implemented to 
determine the optimal solution of (4.4). Note that 
N N N 
c,=~_D,,a,, d,=~-~Djt~_Dga,, j=0 ,1 , . . . ,N .  (4.5) 
1--0 /=0 l -0  
In Table 1, we report the pseudospectral Legendre approximations xU(tk) and the errors eft = Ix(h.)- 
xU(t~)l for N = 6, 8. The pseudospectral Legendre approximations jN, N = 6, 8, together with the 
execution time (ET), in seconds, are reported in Table 2. 
A comparison between the pseudospectral Legendre approximations of order N=6,  8 and the exact 
values x(tk), 2(tk) and J shows that 
(a) the terminal constraint is exactly satisfied, i.e., xN(1) + 52N(1) = aN ÷ 5CN = 15,  for N = 6, 8; 
and 
(b) the errors on the performance index are decreasing rapidly and hence the results will rapidly 
tend to the exact solutions, see Table 2. 
Example 2. This example is adapted from [7]. Consider the problem of minimizing 
J(X)=ffi74(l+22(r))l/2d~ 
subject o 
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Table 1 
The pseudospectral Legendre 
N=6,8  
optimal solutions xN(tk ) for 
x(tk )6 e~ x(tk )8 e~ 
0.0 0.0 0.0 0.0 
0.0193622512 < 10 -7 0.00688446681 < 10 -~° 
0.1770511857 < 10 -5 0.06776794387 < 10 _9 
0.5934535178 < 10 -5 0.25065789262 < 10 -8 
1.2512952001 < 10 -5 0.59345352941 < 10 -~ 
1.9545828390 < 10 -7 1.08001723600 < 10 -8 
2.3582815142 0.0 1.63288957579 < 10 _9 
2.11361394308 < 10 -~° 
2.35828151412 0.0 
Table 2 
Error estimates I JN(o~) --  J (~)] ,  N = 6,8 and execution 
time 
N ]JN(ot)- J (~)]  ET (s) 
6 < 10 -7 0.21 
8 < 10 -9 0.26 
This nonlinear variational problem serves as an appropriate test case, for it admits a nonsmooth 
1 The exact solution of the above problem is solution originate at ~ = +5" 
(4.9) 
The nonlinear programming problems, resulted from the standard (filter-free) and filtered pseu- 
dospectral Legendre methods of order N = 46, 60, have been solved by the nonlinear programming 
algorithm [15]. We should mention that, low-order approximations, N, are not considered in this 
case for the following reasons: 
(1) poor resolutions of the graph of xU(tk), and 
(2) in order to predict the location of the nonsmoothness points on the graph of x(t). Note that 
the choice of N = 46 is based on the er ror  ]jN-1 _ jN I .  AS N increased from 45 to 60, the 
er ror  ] j59 _ j60]  suggests that the pseudospectral Legendre rate of convergence is still slow and 
suffers from smearing of Gibb's oscillations near the points where x(t) is not smooth. 
The initial guess of the nonlinear programming problem was selected by taking x(t) as a combi- 
nation of two linear functions between x ( -  1 ) = 0,x(0) = 1 and x(0) = 0,x( 1 ) = 1. The pseudospectral 
Legendre coefficients and the error estimates have been computed with very high precision on a 
Sun-SPARCII workstation. The first result we present (see, Fig. l(a)) shows the necessity of the 
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Table 3 
Filtered pseudospectral Legendre results for Example 2 
N e? '25'0"8) MEB ET jN(~) IJN(~) - J(~)l 
(s) 
45 1.8 x 10 -3 0.0 l . l  3.26916548 < 10 -4 
60 2.4 x 10 -4 0.0 1.7 3.26912286 < l0 -5 
80 4.1 x 10 -7 0.0 2.0 3.269123958 < 10 -6 
filtering procedure. Indeed, the standard (filter-free) pseudospectral Legendre solutions X46(tk), Fig. 
l(a), is inconsistent with x(t) near the points of nonsmoothness, and hence it fails to converge to 
the exact solution. The (filter-free) pseudospectral Legendre approximation j 46  is not even close to 
the exact value. The filtered solutions, Fo, q(XU)( t )=xN* Zo, q(t) of order N- -46,  with P(t)= cos(t), 
and (0, q)=(0.25, 0.8) are recorded in Fig. l(b). The filtered pseudospectral Legendre approximation 
of the performance index J of order N -- 45 is ff46 _~ 3.26916548. Which is much more accurate 
than the filter free value j 45 .  The numerical result indicate the strong Lr-convergence ( r<oc)  for 
the filtered pseudospectral Legendre method, in contrast o the standard pseudospectral Legendre 
method. The dramatic improvement in the convergence rate is evident. Indeed, Fig. l(b) shows that 
the filtered pseudospectral Legendre solution recovers the smooth parts of the exact solution within 
spectral accuracy. However, the resolution of the filtered pseudospectral Legendre still suffers from 
smearing of spurious Gibbs' oscillations with very small magnitude. In fact, these oscillations would 
not be discerned by eye as we proceed to higher order approximations. In Table 3, we report the 
maximum error e~" q ) = max I F0,q (x N )(tj ) -- x(tj )l, J ~- 0, 1 . . . . .  N, the maximum error at the boundaries 
(MEB), jN (~) ,  and ]JN(~x) -- J (~)[  for N = 45, 60, and 80. 
Remarks. Based on these results, one can draw the following conclusion: 
(i) the convergence rate of the filtered pseudospectral Legendre solution is faster than any finite 
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(ii) with the availability of the above filtering procedure, it will now become possible to investigate 
the pseudospectral Legendre solution of nonlinear nonsmooth calculus of variations and optimal 
control problems. 
5. Concluding remarks 
The aim of the present work is to develop an efficient, simple and spectrally accurate method for 
solving nonlinear problems of the calculus of variations. The versatility and the simplicity of the 
pseudospectral Legendre method is particularly relevant for multidimensional problems which could 
be easily handled. At the same time, the pseudospectral Legendre method, when approximating 
smooth solutions, enjoys formal spectral accuracy. Moreover, the pseudospectral Legendre approxi- 
mation retains spectral resolution, which could be realized by filtering the pseudospectral Legendre 
solution with appropriate smoothing filter. With this in mind, it would be desirable to carry out 
further analytical and numerical work in order to explore appropriate smoothing filtering procedures 
for the treatment of Gibbs' oscillations. 
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