Abstract-Decision-directed adaptive receivers suffer performance degradation on time varying and intersymbol interference-impaired links because of two major problems: the use of predicted channel estimates due to the unavoidable decision delay of any detector, and the unreliability of hard decisions used for channel estimation and tracking. It is shown here that combining a recursive nonlinear symbol estimator with a channel estimator with a low prediction order may alleviate this performance degradation. In particular, it is here proposed to employ the nonlinear minimum mean-square error (NL-MMSE) filtered and fixed-lag smoothed estimates of the transmitted symbols in place of the usual hard decisions for channel estimation and tracking. It is also shown that these NL-MMSE estimates can be recursively computed on the basis of a linear transformation of the vector of the a posteriori probabilities (APPs) of the states of the channel. This approach allows the prediction order of the channel estimates to be limited and, at the same time, limits the performance degradation due to erroneous hard decisions. Another result presented here is that the use of NL-MMSE estimates in place of hard decisions is not based on mere intuition only, but is a straightforward consequence of the statement of the problem of MMSE channel estimation when the overly optimistic assumption of correct decisions is dropped. On the basis of this novel approach, a new family of soft-output adaptive receivers is presented for time-division multiple-access-based radio communications. The proposed family of adaptive receivers is based on an APP-computer and exploits the APPs for both channel estimation and detection. The versatility of the APPs ensures that the architecture of the proposed receiver is flexible, so that several estimators and detectors can be embedded in it.
I. INTRODUCTION

E
VERY equalization strategy has a decision delay, and in time-varying environments the value of this delay greatly affects the performance of a decision-directed adaptive receiver that exploits hard decisions for channel estimation and tracking since delayed decisions imply the use of predicted channel estimates. A typical example of the tradeoff between the reliability of a decision, which is directly proportional to the decision delay, and the consequential use of predicted channel estimates is given by decision-directed adaptive receivers based on maximum-likelihood (ML) sequence estimators (MLSEs).
In MLSE-based decision-directed adaptive receivers, channel tracking is generally performed by least mean squares (LMS) or recursive least squares (RLS) estimators (see [1, Ch. 7] , [2, Sec. 6.8] , and [23] ), fed by the final hard decisions delivered by the MLSE with a delay , which usually amounts to five times the memory of the transmission channel. However, this value of may be too large for channel tracking purposes [3] , so that improved versions of the decision-directed adaptive MLSE that employ "tentative" decisions with a limited decision delay have been proposed [1] , [13] , [23] . The general block diagram of a decision-directed adaptive MLSE receiver that employs tentative decisions is shown in Fig. 1 , where the channel estimator is fed by known symbols during the training mode (switch S in position A) and by hard decisions with delay during the data-detection mode (switch S in position B). During the data detection mode, the channel estimator delivers channel estimates with delay to the sequence detector for the computation of the branch metrics. However, due to the low delay , these tentative decisions generally exhibit a limited reliability that, in turn, degrades the receiver performance during deep fading periods (see [1, Sec. 6.3] ). The tradeoff between the reliability of the decision and the decision delay is unavoidable. An example of the effects of the choice of on the overall system performance will be given in Section VI, where simulation results are discussed.
An attempt to solve this problem can be found in [3] , which proposed an adaptive receiver based on the Bayesian decision feedback equalizer (DFE). A Bayesian DFE operates in a symbol-by-symbol fashion with a very low decision delay (e.g., one or two symbols), and does not suffer from the problems due to the use of predicted channel estimates. This feature allows the Bayesian DFE to be robust in dealing with imperfect channel estimates [3] .
Per-survivor-processing (PSP)-based adaptive receivers (which approximate the MLSE algorithm on unknown randomly time-variant channels) were also proposed in the literature to overcome the aforementioned problems [4] , [5] . In these schemes, a bank of estimators (one for each state of the channel) delivers channel estimates in correspondence to each state of the MLSE. The channel updates are performed via zero-delay hard decisions defining the surviving paths of the MLSE, and only the channel estimates generated by the survivors are retained. These schemes exploit multiple channel estimates and outperform conventional approaches based on a single channel estimator, especially on rapidly time-varying channels.
An adaptive receiver based on soft information was recently proposed in [7] . This paper addressed the NL-MMSE estimation of the channel process using the properties of Martingale difference (MD) sequences and an application of the MD representation theorem [6] . This approach gives rise to an adaptive receiver consisting of a symbol-by-symbol maximum a posteriori (MAP) receiver, and a nonlinear Kalman-like channel estimator fed by the a posteriori probabilities (APPs) of the states of the channel in place of the usual hard decisions. This new kind of channel estimator represented the first nonlinear minimum mean-square error (NL-MMSE) Kalman-like recursive estimator of the channel process and yielded good performance results. However, the receiver has several drawbacks: 1) the structure of the soft channel estimator is fixed and not flexible, i.e., it is Kalman-like; 2) the computational complexity is higher than that of the linear Kalman filter; 3) the symbol detector does not allow large decision delays at a reasonable computational cost; and 4) the soft channel estimator was derived under several approximations (see Section III).
In the present paper, we address the two major problems present in conventional decision-directed adaptive receivers (the use of predicted channel estimates and the effects of unreliable hard decisions) and propose to exploit the NL-MMSE filtered and fixed-lag smoothed estimates of the transmitted symbols. Although PSP receivers also solve this problem, the approach followed in this paper is based on a single channel estimator. The NL-MMSE estimates of the transmitted symbols are first recursively computed and then fed to the channel estimator in place of the usual hard decisions. A large class of channel estimators is designed to use hard decisions and may be used in this approach. The intuitive idea behind this approach is that the use of estimates in place of decisions is advantageous whenever the reliability of the hard decisions is low. This concept was also developed in a seminal work by Taylor [8] , where a suboptimum MMSE estimate of the transmitted symbols was used in the feedback section in place of hard decisions. The usefulness of NL-MMSE estimates for mitigating the effects of incorrect hard decisions has also been recently pointed out in [9] , although no method for computing them was suggested.
It is also shown here that the NL-MMSE filtered and fixed-lag smoothed estimates of the transmitted symbols can be efficiently and recursively obtained using the APPs of the states of the channel [24] . Although it has been recently proposed to use the posterior probabilities of the message symbols for the computation of the NL-MMSE estimates of the transmitted symbols [18] , this approach is optimal only for the case of systems with no memory, since it can only yield the filtered NL-MMSE estimates of the transmitted symbols, i.e., -. As will be shown in Section IV, if the posterior probabilities of the states of the channel are used in place of those of the message symbols, the fixed-lag smoothed estimates can also be obtained, i.e., -. In the case of systems with memory, the fixed-lag smoothed estimates are more reliable than the filtered estimates, since future information is exploited for present decisions. The use of NL-MMSE estimates in place of hard decisions is also proven in Section III to be a necessary consequence of the correct statement of the problem of MMSE channel estimation when the overly optimistic assumption of correct decisions is dropped.
The paper is organized as follows. The system model is described in Section II. In Section III, the problem of linear and NL-MMSE channel estimation problem is addressed, and it is shown that the NL-MMSE estimates of the transmitted symbols are necessary if a nonlinear estimator is sought. In Section IV it is proved that NL-MMSE estimates of the transmitted symbols can be recursively obtained using the APPs of the states of the channel. The proposed family of adaptive receivers is described in Section V, where it is also discussed how to employ both APPs and NL-MMSE estimates for channel estimation and detection. Simulation results are presented in Section VI and conclusive remarks are drawn in Section VII.
II. SYSTEM MODEL
Referring to a time-division multiple-access (TDMA)-based digital link impaired by time-varying multipath phenomena and thermal noise, the symbol-rate sampled ( -sampled) sequence received at the output of the equivalent low-pass randomly time variant intersymbol interference (ISI) channel can be modeled 1 as [21] 2 (1) where the transmitted data sequence consists of -ary generally complex in- 1 As is well known, the symbol-rate sampled model in (1) does not constitute a set of sufficient statistics in the case of a fast fading channel. However, in the simulations presented in Section VI, only values of the normalized Doppler spread B T (B is the Doppler spread, and T is the symbol interval) up to 10 have been considered. In these cases, the Doppler spread B is only a small fraction of the signal bandwidth, so that oversampling of the received signal is not necessary. Moreover, a whitened matched filter is also necessary to make sure that the symbol-rate sampled model in (1) constitutes a set of sufficient statistics [2] . Since in time-varying environments the channel impulse response is unknown, the optimum matched filter to the received signal must be adaptively estimated (see [23, Sec . II.C]). 2 Hereafter, vectors are denoted by underlined letters, matrices are in bold characters, and superscripts T, 3 , and H denote transposition, conjugation, and
Hermitian conjugation, respectively. dependent identically distributed (i.i.d.) symbols taken from an assigned modulation constellation ; is the memory of the channel, i.e., the delay spread of the channel expressed in terms of multiples of the signaling time;
, , is the -sampled complex time-variant input-delay spread function of the overall link including the transmitting filter, the multipath-faded radio channel and the receiving filter (as defined in [22, Sec. III-B]); is the resulting -variate complex impulse-response vector of the channel at the th epoch; is the vector containing the last transmitted symbols; and is a complex zero-mean white Gaussian random sequence with uncorrelated components and variance equal to . The -variate complex random sequence is a first-order Markov chain known as "state sequence" of the channel [2] , [10] , [11] , and may assume distinct and equally likely complex values that correspond to the -long ordered subsequences of constellation symbols (2) where , is the th component of the th determination of the channel state. The state sequence is statistically described by the corresponding transition probability matrix and by the vector of the a priori probabilities of the initial state (1) . The elements of the transition probability matrix are defined as follows:
The complex -variate random sequence of the channel impulse response is often modeled as a wide-sense-stationary complex Gaussian process which evolves according to the following autoregressive model (see, for example, [21] and references therein): (4) where is an one-step transition matrix and the complex driving sequence is zero mean, white, and Gaussian, with mutually uncorrelated -variate real components. The covariance matrices of and are defined as in the following:
If the fading process follows the uncorrelated scattering (US) model, the scalar processes that constitute the -variate process are mutually independent, so that (4) is equivalent to a set of independent scalar equations that correspond to a first-order autoregressive model. In this case, and are real and diagonal matrices with all the elements along the main diagonal equal to and , respectively. We can then rewrite (5) as in the following:
The US assumption is often made at the receiver whether or not it is actually true (see [21, Sec. II-A]). In the case that this assumption is actually not correct, the model in (2) becomes the Markovian approximation of the actual fading process and parameter must be estimated (see, for example, [7, Sec. II and III-A.1]).
The model in (4) is not necessary for carrying out the developments in the next sections, but has been introduced in order to be able to derive Kalman-like estimators for the discrete-time linear system described by the state equation modeled by (4) and the observation equation in (1).
III. MMSE CHANNEL ESTIMATION PROBLEM: LINEAR AND NONLINEAR APPROACHES
On the basis of the innovations approach proposed by Kailath in [12] , it is possible to express the MMSE estimate of the channel sequence as a linear combination of the innovations process of the observations (see also [25, eq. (7.14)]) (7) where here denotes the sequence of the available observations from step 1 to step , the sequence (1), (2), , is the observation innovation sequence, and the coefficients are to be determined so as to minimize the mean square value of the estimation error . The innovation sequence of the observations can be easily expressed by resorting to the Doob-Meyer 3 representation [14] that decomposes the random variable into the sum of two terms, a predictable term and a nonpredictable term, the former being the MMSE one-step prediction of the observations, and the latter being the innovation of the observations (8) Although only the case of linear innovations is specifically addressed in [12] and [25] , (7) still holds for the more general case of NL-MMSE estimation and nonlinear innovations, as long as it is taken into account that the nonlinear innovations are MD sequences (and not simply uncorrelated sequences as are the linear innovations) and are not Gaussian (see, for example, the considerations made in [6, Sec. III]). In fact, the estimator (7) is indeed a nonlinear estimator when the general innovations are nonlinearly dependent on the observation sequence . Equation (7) can now be rewritten as (9) By definition, the summation on the right-hand side of (9) represents the estimate of the channel vector at the th epoch given the observations up to step , i.e., , so that we can finally write (10) The previous equation is formally identical to [25, eq. (7.16) ], but is more general because the estimates that appear in (10) are not necessarily linear. The linear or nonlinear nature of the estimates in (10) depends on the assumptions we make in computing them. These basic assumptions and their consequences are discussed in Sections III-A and III-B.
For the case when the complex -variate random sequence of the channel impulse response is a Gauss-Markov sequence that follows the model in (4), the same developments that led to (10) , to the discrete-time linear system described by the observation (1), and the difference equation (4) (11) where the one-step prediction of the observations can be written as (12) Equation (11) is formally equivalent to the classical Kalman filter but, similar to (10), here represents a more general Kalman-like NL-MMSE estimator, since nonlinear innovations have been considered. Depending on the assumptions made in the computation of the filtering gain and of the expected values in (12) , the estimator in (11) may be linear, nonlinear, recursive, or not recursive. For example, under the assumption of correct hard decisions, the gain turns out to be recursively computable and (11) would represent the linear MMSE (L-MMSE) solution, i.e., the classical Kalman filter, to the problem of estimating the vector in (4) given the observation (1) (see Sections III-A.1 and III-B.2).
An important result contained in the next sections is that both the expected value in (12) and the filtering gain in (11) can be expressed in terms of the NL-MMSE filtered and fixed-lag smoothed estimates of the transmitted symbols. This result confirms that these estimates are necessary for obtaining NL-MMSE channel estimates.
A. Computation of the One-Step MMSE Prediction of the Observations 1) Approximation of Correct Hard Decisions:
Under the assumption that the transmitted symbols are available to the receiver (e.g., for the case of training sequences) or, equivalently, that the detector is delivering correct hard decisions, we can rewrite (12) as (13) The direct estimation of the channel given is a non-Gaussian problem, since the probability density function of conditioned to the available observations is non-Gaussian. However, under the assumption of correct decisions, conditioning to both and turns the channel estimation problem into a Gaussian problem. Therefore, the expected value on the right-hand side of (13) represents the L-MMSE estimate of the channel --
The approximation of correct hard decisions is usually used to give rise to conventional decision-directed channel estimators. However, this method turns an intrinsically non-Gaussian problem into a Gaussian one, and therefore, conventional RLS-like decision-directed channel estimators, like the classical Kalman filter, represent the suboptimal L-MMSE solution to the problem of the estimation of the channel vector (see also Section III-B.2).
2) On the Approximated Conditional Independence Between and , Given the Observations: The general case where no assumption is made about the reliability of the decisions is addressed in this subsection. We start by noting that, although the sequences and are statistically independent, they are no longer independent when they are both conditioned to . However, it is here conjectured that the approximation of considering and at least uncorrelated, even when conditioned to , is a reasonably close approximation. Moreover, it is conjectured that the approximation of correct hard decisions addressed in Section III-A.1 is a much rougher approximation than the one made here. 4 In so doing, we may rewrite (12) in the following way:
As mentioned in Section III-A.1, the problem of estimating the sequence on the basis of the available observations is a non-Gaussian problem. The same considerations can be made on the sequence , since the probability density function of conditioned to the available observations is non-Gaussian as well. Therefore, the exact computation of the expected values in the right-hand side of (15) 
It is now clear that the term -, i.e., the NL-MMSE one-step prediction of the state sequence of the channel, appears in the problem of MMSE estimation of the channel impulse response when the overly optimistic approximation of correct hard decisions is dropped.
Since the MMSE estimate of a random vector is the vector consisting of the MMSE estimates of the single elements, we can write -. . .
As (11), (16), and (17) clearly show, the NL-MMSE estimate of the channel requires the NL-MMSE estimate of the channel state vector , which in turn requires the computation of the NL-MMSE predicted, filtered, and fixed-lag smoothed estimates of the transmitted symbols. The computation of these quantities will be addressed in Section IV.
B. Computation of the Filtering Gain 1) Computation of the Filtering Gain-Optimal Nonlinear
Approach: In order to address properly the problem of optimal NL-MMSE estimation of , let us define the following sequences (see [6, (109) and (7)]):
-
as the nonlinear estimation and observation innovations sequences, respectively. It is possible to show that the nonlinear innovations sequences and have the property of being MD sequences with respect to the algebra built on (see [6, Secs. III and VII]). A powerful tool for developing recursive NL-MMSE Kalman-like estimators is the MD representation theorem [6] . This theorem states that every MD sequence with respect to the observations can be represented as an MD transform of the observation innovations sequence for some predictable, i.e., recursively computable, gain (see [6, eq. (96) ]). Therefore, an application of this theorem allows us to express the estimation innovation sequence as an MD transform of the observation innovations sequence via the gain . We then may write (see [6, eq. (110) and (111)
where the predictable gain is given by (21) Therefore, the MD representation theorem allows us to develop recursive NL-MMSE estimators that have a Kalman-like structure. However, it is not always possible to obtain recursive NL-MMSE Kalman-like estimators in the discrete-time case. In fact, it has been proven that the gain (21) cannot be computed recursively in the important case of discrete-time observations in white Gaussian noise, the most recurrent case in communications problems (see [6, Sec. VII] ). This means that the optimal NL-MMSE recursive estimator of any sequence observed in white Gaussian noise does not exist for the case of discrete-time observations, if we want to retain the Kalman-like structure of the estimator.
If we relax the Kalman-like structure of the estimator, we can still develop recursive NL-MMSE estimators even for the case of discrete-time observations in white Gaussian noise, as will be shown in Section IV for the computation of the optimal NL-MMSE estimates of the transmitted symbols. Alternatively, if a recursive solution is desired within the family of Kalman-like estimators, it is necessary to impose recursivity as a system constraint and, thus, obtain a suboptimal estimator with an approximation. For example, following the approximation proposed in [7] , we can express the gain sequence (21) as (22) This approximation allows us to update the estimator in (20) and (22) recursively (see [7, Sec. III-A]). Therefore, estimator (20) and (22) represents a suboptimal Kalman-like NL-MMSE estimator or, equivalently, the optimal NL-MMSE solution among the set of recursive estimators with a Kalman-like structure.
2) Computation of the Filtering Gain-Suboptimal Linear Approach: As discussed in Section III-B.1, the optimal NL-MMSE Kalman-like recursive estimator of the channel impulse response does not exist, and a recursive solution may be obtained only through an approximation. However, if we relax the requirement of obtaining a nonlinear estimator, we can follow the same steps reported, for example, in [20, Ch. 7, Sec. 3] for the standard linear Kalman-filter. In so doing, we obtain the following set of relationships for the L-MMSE estimation of the channel impulse response:
where denotes the identity matrix, -is the usual Kalman gain, denotes the vector containing the last hard decisions, is given by (5) or (6), depending on the assumptions made at the receiver, and and are the filtered and one-step predicted channel error covariance matrices, respectively.
IV. MMSE SYMBOL ESTIMATION PROBLEM: FILTERED AND FIXED-LAG SMOOTHED NONLINEAR ESTIMATES OF THE TRANSMITTED SYMBOLS
The MMSE estimate of the symbol on the basis of the observations from step 1 to step is given by the following definitory relationship:
(27) As is well known, in Gaussian environments a solution to the estimation of the transmitted symbol can be directly obtained via an L-MMSE Wiener-like sliding-window filter for the desired data stream . However, as previously stressed in Section III-A.2, the problem is intrinsically non-Gaussian, so that the linear Wiener-like approach is characterized by modest performance.
In order to find the NL-MMSE estimate -of the sequence , one can start from the relationship in (27) and proceed as follows:
Now, if we express the right-hand side of (28) in terms of the states of the channel, we obtain -(29)
A similar approach can be exploited to derive the expression of the fixed-lag smoothed estimates, i.e., the NL-MMSE estimate of the transmitted symbol at the th epoch , , given the observations until step 
where we have introduced the matrix whose columns consists of the vectors in (2), and the -variate vector of the APPs of the state sequence of the channel defined as (32) The relationship in (31) shows that the NL-MMSE estimation of the last transmitted symbols -can be expressed as a linear transformation of the APPs of the state of the channel (32). The estimate -can also be viewed as a linear combination of all the possible realizations of the state of the channel with probabilistic weights equal to the relative APPs.
Remark: It can be seen in (30) that the proposed approach allows us to obtain the filtered NL-MMSE estimate of , i.e., , and the fixed-lag smoothed NL-MMSE estimates of , i.e., for . The estimate -is more reliable than the other ones obtained with , and this property will be exploited in the next section.
V. PROPOSED FAMILY OF ADAPTIVE RECEIVERS
It is here proposed to replace the vector of the hard decisions with the more informative vector containing the NL-MMSE filtered and fixed-lag smoothed estimates of the transmitted symbols -. As shown in Section III, these quantities are required in the development of an NL-MMSE channel estimator when the overly optimistic assumption of correct hard decisions is dropped. Moreover, as shown in Section IV, -can be efficiently computed via a linear transformation of the APP vector of the states of the channel. This approach is more general than the one followed in [7] , where the NL-MMSE estimation of the channel process was directly addressed, since it allows us to exploit the benefits of NL-MMSE estimation without defining a particular structure for the channel estimator as in [7] .
The general structure of the proposed family of adaptive receivers based on the NL-MMSE estimates of the transmitted symbols is shown in Fig. 2 . The core of the receivers consists of an APP computer that computes the APP sequence of the states of the channel on a step-by-step basis. These APPs are then delivered to the NL-MMSE symbol estimator. The combination of the recursive APP computer and the NL-MMSE symbol estimator constitutes a recursive NL-MMSE symbol estimator. The NL-MMSE estimates of the transmitted symbols are then fed to the channel estimator during the data detection mode (switch S in position B), whereas known symbols are used to train the channel estimator during the training mode (switch S in position B). The APPs are also fed to the symbol/sequence detector and, as discussed in Section V-B, the APPs can be used both for MAP/ML symbol detection or for ML sequence detection. Any channel estimator that uses hard decisions can be properly modified to use the NL-MMSE estimates of the transmitted symbols (see Section V-A for an example). As far as the computation of the APP vectors is concerned, the specific implementation of the APP computation is open within the structure of the proposed receiver. Interestingly, all these implementations share a very important feature: recursion. In fact, vector can be recursively computed on the basis of and of the transition probability matrix .
A. NL-MMSE-Based Channel Estimation
The basic steps for the exploitation of the NL-MMSE estimates of the transmitting symbols in channel estimation and tracking that allow us to adapt any algorithm based on hard decisions are here listed. 
5) Applying the linear transformation to
, the vector -of the NL-MMSE estimates of the transmitted symbols is obtained as in (31). 6) The estimate , the vector -, and the observation are fed to the channel estimator for the computation of at the th epoch. This method allows us to obtain a channel estimator with a zero prediction order since -is used for updating the channel estimate vector (see Fig. 2 ). However, as pointed out in the Remark at the end of Section IV, the estimates present in vector -do not exhibit the same reliability. In particular, the last element -is the most reliable estimate, since it is the fixed-lag smoother of the symbol with delay . This suggests that an alternative method can be used to update the channel estimate at step 6. Instead of feeding the channel estimator with the whole vector -, only the element -can be used. In so doing, the channel estimation process will undergo an unavoidable delay of symbols and, as a consequence, a predicted channel estimate with prediction order will be obtained. Although the conventional RLS-MLSE scheme of Fig. 1 uses hard decisions with delay as well, the fixed-lag smoothed estimate -is more reliable than the tentative hard decision used in the receiver of Fig. 1 . Computer simulations have confirmed that better performance is obtained for the cases considered if the estimate -is employed in place of the whole vector -, whose first elements have a lower reliability than the last ones. This result suggests that when only one channel estimator is used, the most costly error in tracking a slowly time varying channel is due to the use of unreliable decisions (or estimates) and not to the use of predicted channel estimates.
As a final remark, the modification described above implies a reduction of the computations required to compute the NL-MMSE estimates. Since only element -is needed, only the dot product between the last row of and has to be computed.
1) Example: Soft Version of the Conventional Linear Kalman Filter:
As an example of the proposed method, the conventional linear Kalman filter will be modified in order to be able to exploit the NL-MMSE estimates of the transmitted symbols. Starting with the relationships in (23)- (26), we proceed by replacing with the vector -containing the last NL-MMSE estimates, exploiting also the fact that the last element of -is the most reliable estimate of the transmitted symbols. In so doing, we obtain an enhanced version of the linear Kalman filter for the discrete-time linear system in (1) and (4), defined by the following relationships:
• initialization: , ; • ; • ; • recursive computation of , e.g., as in [10] •  ;  •  -;  where is given by (5) or (6) depending whether the US assumption for the fading process is made or not. In the simulations presented in Section VI, the proposed receiver was equipped with the channel estimator described here, and (6) was used for .
B. APP-Based Symbol and Sequence Detection
As is well known, the APPs of the state of the channel can also be used for equalization. A straightforward utilization of the APPs would be to generate NL-MMSE estimates and then feed these estimates to a minimum distance one-shot decision device. Although this method is very simple and has been often proposed in the literature (see, e.g., [15] and [16] ), it is suboptimum since it replaces a detection with an estimation. Moreover, with some additional complexity, more sophisticated and effective decision strategies can be employed. In particular, MAP/MLbased symbol detection and ML-based sequence detection are considered here. For decision delays ranging from zero to , it is possible to obtain MAP/ML symbol detection by simply combining the elements of the vector of (32). This topic is well known (see, e.g., [10] and [11] ), and is skipped here for the sake of brevity. However, if a symbol detector is used, only limited values of the decision delay can be obtained at reasonable computational complexity. Of more interest is the possibility of combining the proposed channel estimation algorithm with an ML sequence detector that is characterized by large values of the decision delay. Unlike the receiver in Fig. 1 , the receiver in Fig. 2 does not utilize hard data decisions for channel estimation and tracking, so that unreliable "tentative" decisions are not generated. Therefore, since channel estimation is performed independently from data detection, the receiver can compute the metrics in the Viterbi algorithm (VA) trellis using reliable channel estimates with low prediction order and in parallel with channel tracking. Therefore, the entire decided sequence is output with a decision delay equal to the length of the entire TDMA slot. Moreover, the metrics in the VA trellis can be computed using the APPs, i.e., the soft output of the APP computer. These soft outputs are converted to for the computation of the branch metrics of the VA trellis. This last feature makes the proposed adaptive receiver particularly well suited for concatenated equalization and trellis-coded systems [19] , [26] , since the use of soft outputs from the inner detector can make the outer decoder reach nearly optimum performance.
VI. PERFORMANCE COMPARISONS
A particular receiver that belongs to the family of receivers depicted in Fig. 2 was simulated and its performance assessed on several fading channels. The block scheme of the simulated receiver is shown in Fig. 3 . This receiver is equipped with the channel estimator described in Section V-A.1 and an ML sequence detector implemented with the VA. The performance of this particular adaptive receiver has been evaluated via computer simulations and compared to other well-known receivers. The performance index is expressed in terms of bit error rate (BER) versus signal-to-noise ratio (SNR)
, where is --- the energy per bit. In all simulations, the TDMA slot assumed for the transmitted sequence consists of frames of symbols, of which are known at the receiver (preamble). For the simulations, we have chosen values of and so that we have equal to 0.2 or 0.3. The structure of the frame is shown in Fig. 4 . The preamble is at the beginning of the frame, the data payload follows, and tail bits are present at the end of the frame to ensure correct termination of the VA. No form of channel coding has been considered.
A. Considered Links
Several scenarios have been considered in the simulations. In particular, results for the following three links are reported.
Channel A: The channel considered in the simulations of Figs. 5-7 is the radio channel explicitly recommended by the global system for mobile communications (GSM) standard for test purposes (see [13, Fig. 8.25.d] ). This link consists of six equal powered, Rayleigh distributed, spaced, US taps with time correlation modeled by the usual zeroth-order Bessel function . The adopted modulation is binary phase-shift keying (BPSK), and the values of the normalized Doppler spread are 10 , 5 10 , and 10 . At a carrier frequency of 900 MHz, as for the GSM case, this corresponds to mobile speeds of 16 km/h, 81 km/h, and 162 km/h, respectively.
Channel B: The second channel considered (simulation in Fig. 8 ) is described in [13, Table II] and is recommended by the GSM standard to test digital transmissions over Hilly Terrain links. The time correlation was again modeled by the zeroth-order Bessel function . The adopted modulation is BPSK, and the value of the normalized Doppler spread is 3.69 10 (at a carrier frequency of 900 MHz, as for the GSM case, this corresponds to a mobile speed of nearly 60 km/h). The equivalent discrete-time (sampled at symbol interval ) channel impulse response at time consists of main taps obtained on the basis of the low-pass interpolation performed by the receiver filter. According to the GSM standard, the value chosen for the simulation was . Channel C: The third channel considered (simulation in Fig. 9 ) is the HF "Moderate" channel, as defined by the International Radio Consultative Committee (CCIR) in [17] . This channel consists of two equal-powered paths spaced 1 ms apart. The time correlation is modeled by a Gaussian-shaped fading Doppler spectrum (Watterson model as described in [17] ) with Doppler spread equal to 0.5 Hz. The adopted modulation is quadrature phase-shift keying (QPSK) at 2400 bps, thus the value of the normalized Doppler spread is 4.17 10 . In order to take into account the lowpass interpolating effects of the receiver filter, the length of the equivalent discrete-time channel impulse response assumed at the receiver has been set to .
B. Considered Adaptive Receivers
The performance of several receivers has been evaluated by means of computer simulations. The simulated receivers are listed here according to the labels used in the plots.
1) RLS-MLSE:
The conventional decision-directed adaptive receiver in Fig. 1 equipped with the RLS channel estimator described in [2, Sect. 6.8] and fed with tentative hard decisions delivered with delay and an ML sequence detector (VA) that delivers final hard decisions with delay . 2) Soft-MAP: The adaptive receiver proposed in [7] that employs the APP-fed channel estimator and a MAP symbol detector that delivers final hard decisions with delay .
3) DFE
: The conventional LMS-DFE adaptive equalizer with zero output delay, where and indicate the number of tap gains of the anticausal feedforward and feedback sections, respectively. The DFE also operates with detected symbols being fed back during the data-detection mode. 4) -DFE : Same as for DFE but for the ideal case of correct symbols fed back. 5) -MLSE: Ideal MLSE receiver operating at a decision delay and perfect channel state information.
6) Diversity
: Performance of an th-order diversity system with a maximal ratio combiner at the receiver (see [2, eq. (7.4.15)]). 7) Proposed: The receiver in Fig. 3 equipped with the channel estimator in Section V-A.1 and an ML sequence detector (VA). Final hard decisions are delivered after having received the whole slot and no intermediate tentative hard decisions are generated.
The value , the step-size parameter of the LMS algorithm, the forgetting factor of the RLS algorithm, and the value of in (6) have been optimized to yield the lowest BER. The optimization has been carried out for every SNR point for the DFE case and, for the other receivers, at 15 dB for Figs. 5-7, and at 20 dB for Figs. 8 and 9.
C. Simulation Results
In the Introduction it was mentioned that a tradeoff between the reliability of the decision and the delay with which the decision delay is delivered to the channel estimator is always necessary for decision-directed adaptive receivers. An example of the effects of the choice of the decision delay on the overall system performance is shown in Fig. 5 . It can be clearly seen that better performance is not necessarily achieved when larger values of (i.e., more reliable tentative decisions) are employed. If a channel estimator is fed by hard decisions and these decisions are correct, nothing better can be done. However, if the decisions are wrong, the sensitivity of the channel estimator to incorrect decisions may greatly affect the performance of a decision-directed adaptive receiver. It is, therefore, expected that the adaptive receivers in Figs. 1 and 3 will perform similarly when the reliability of the hard decisions delivered to the channel estimator is high, whereas the considered receiver of Fig. 3 will perform better when the reliability of the hard decisions is low. Computer simulations have confirmed this behavior.
Simulations on Channel A (Figs. 6 and 7) revealed that the proposed and the RLS-MLSE receivers exhibit nearly identical performances at low values of the BER (high SNR). In particular, Fig. 6 shows that at higher values of BER (lower values of SNR), the proposed receiver exhibits only a very small gain, limited to less than 1 dB, whereas Fig. 7 confirms that larger gains of nearly 2 dB may be obtained. Channels B and C show more evident advantages of using soft information in channel estimation, and the proposed receiver can obtain more substantial gains (see Figs. 8 and 9 ).
The simulations also show that the proposed receiver always exhibits a moderate to substantial gain over the receiver proposed in [7] that employs the optimum NL-MMSE channel estimator fed by the APPs of the states of the channel. To explain this behavior, it is important to note that the receiver of [7] uses the whole vector of the APPs for channel tracking, whereas the proposed receiver exploits the APPs only for the generation of the fixed-lag smoothed estimate -, i.e., the most reliable estimate obtainable with the APP vector. Moreover, the exploitation of a much higher decision delay allows the proposed receiver to yield better performance.
VII. CONCLUSION
A new method for generating optimal, recursive, NL-MMSE symbol estimates on the basis of the APPs of the states of the channel has been presented. This method demonstrates the appealing versatility of probabilistic symbol detectors which are able to generate three kinds of information: "hard" information (the hard decisions), "soft" information (the APPs), and a "quasi-soft" intermediate case represented by the NL-MMSE filtered and fixed lag smoothed estimates of the transmitted symbols.
On the basis of these results, a new family of adaptive receivers is proposed that employs only the APPs of the states of the channel as sufficient statistics to perform channel estimation and tracking, as well as channel equalization. The novel feature of these receivers is the combination of a nonlinear, recursive, optimal (in an MMSE sense) symbol estimator, and a nonlinear channel estimator with a low prediction order. The proposed family of adaptive receivers uses the APPs to generate NL-MMSE filtered and fixed-lag smoothed estimates of the transmitted symbols that are fed to the channel estimator. This approach is not based on mere intuition, but is a straightforward consequence of the statement of the problem of MMSE channel estimation when the overly optimistic assumption of correct decisions is dropped.
More generally, the method of replacing hard decisions with NL-MMSE estimates can be applied to all those problems that yield to a state-space representation, beyond the considered case of adaptive equalization of wireless links. Several applications can then be foreseen in a wide variety of detection and estimation problems, such as in multiuser detection, iterative decoding/equalization, blind equalization, and in all those situations where hard decisions are heavily employed despite the low reliability of the detection process.
