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Abstract
In this paper, we investigate the rate of convergence for general d-dimensional stochastic
approximation procedures and present an explicit expression for the asymptotic bounds in the
law of the iterated logarithm.
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1. Introduction
Let Rd be the d-dimensional Euclidean space with corresponding norm ‖x‖=
√
xx,
where “” denotes transposition. We consider the nonlinear stochastic di9erence equa-
tion
Xn = Xn−1 − an(F(Xn−1) +n) + bnVn; n¿ 1; X0 ∈Rd; (1)
where (an; n¿ 1) is a sequence of real numbers satisfying
an ¿ 0; lim
n→∞ an = 0 and
∞∑
n=1
an =∞: (2)
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Moreover, (bn; n¿ 1) is a sequence of real numbers, (Vn; n¿ 1) and (n; n¿ 1) are
sequences of d-dimensional random vectors such that ‖n‖→ 0 almost surely (a.s.) as
n→∞. Finally, we assume that the equation F(x) = 0 has a solution  in Rd.
The recursive scheme (1) includes, in particular, the well-known Robbins–Monro
and Kiefer–Wolfowitz procedures (see e.g. Nevelson and Khasminskii, 1976; Kushner
and Yin, 1997).
In this paper, we investigate the rate of convergence of Xn towards  as n→∞. For
d¿ 1 and some special choices of the sequences (an; n¿ 1) and (bn; n¿ 1) bounds
were obtained for the rate of convergence by Ruppert (1982), Korostelev (1983, 1984),
and Pelletier (1998). Koval (1998) proved that under rather general assumptions on
(1) there exists a constant L∈ (0;∞) such that
lim sup
n→∞
(
an
b2n‘n
)1=2
‖Xn − ‖= L a:s:; (3)
where ‘n = log(
∑n
j=1 aj). Here log t = lnmax{t; e} for t¿ 0 where ln denotes the
natural logarithm. Lower and upper bounds for L were given by Koval (1998), too. In
the present paper we establish the exact value of L. Note that in the case d = 1 this
problem was solved by Koval and Schwabe (1998).
Under very general assumptions on (1) the investigation of relation (3) reduces to the
analogous relation for the solution (Yn; n¿ 1) of the corresponding linear stochastic
di9erence equation
Yn = (I − anA)Yn−1 + bnVn; n¿ 1; Y0 = 0 (4)
(see Koval, 1998, Lemma 2), where I is the identity matrix and A is a d× d matrix
such that F(x) = A(x − ) + o(‖x − ‖) as x→  and the real parts re i(A) of its
eigenvalues 1(A); : : : ; d(A) satisfy the condition
∗ = min
16i6d
re i(A)¿ 0: (5)
The remainder of the paper is organized as follows: A law of the iterated logarithm
(LIL) is given for the linear recursive equation (4) in Section 2 (Theorem 1). The
proof of Theorem 1 is based on a LIL for the matrix-normalized sums of independent
random vectors which is proved in Section 3. Theorem 1 is then proved in Section 4.
Finally, the general nonlinear recursive scheme (1) is investigated in Section 5.
In the sequel we will use the following notations: For any matrix H the supremum
norm ‖ · ‖2 of H is deKned by ‖H‖2 =
√
max(HH), where max(·) denotes the
largest eigenvalue of the corresponding symmetric matrix. In particular, if H is a
positive semi-deKnite symmetric matrix, then this norm reduces to ‖H‖2 = max(H).
We write H ¿ 0 if the symmetric matrix H is positive deKnite. By c we denote a
positive constant which may vary from line to line.
2. A LIL for the linear equation (4)
In this section, we consider the linear recursive equation (4). We assume that the
sequences (an; n¿ 1) and (bn; n¿ 1) satisfy the following conditions:
b2n=an¿ b
2
n+1=an+1; n¿ 1; (6)
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lim
n→∞
1
an
(
1− b
2
n=an
b2n−1=an−1
)
= ¡ 2∗; (7)
lim sup
n→∞
|bn − bn+1|
an+1|bn| ¡∞: (8)
Theorem 1. Assume that conditions (2) and (5)–(8) are satis8ed. If there exists a
sequence of independent, identically distributed Gaussian random vectors (n; n¿ 1)
with zero expectation, E(n) = 0, and covariance matrix E(nn ) = D¿ 0; n¿ 1,
such that
∥∥∥∥∥
n∑
i=1
Vi −
n∑
i=1
i
∥∥∥∥∥= o((‘n=an)1=2) a:s: (n→∞); (9)
then
lim sup
n→∞
(
an
b2n‘n
)1=2
‖Yn‖=
(
2
∥∥∥∥
∫ ∞
0
e((=2)I−A)tDe((=2)I−A
)t dt
∥∥∥∥
2
)1=2
a:s: (10)
Consider the assumptions of Theorem 1. Conditions (6)–(8) are discussed in Koval
and Schwabe (1998). The regularity condition D¿ 0 is commonly assumed (see
Korostelev, 1984, p. 161; Pelletier, 1998). Condition (9) means that the sequence
(Vn; n¿ 1) satisKes an almost sure invariance principle with an approximation error
of order o((‘n=an)1=2). This allows for a reduction of the problem to prove (10) for
the Gaussian case only (cf. Lemma 3). On the other hand a.s. invariance principles are
known to hold for broad classes of random sequences of various types, such as martin-
gale di9erence sequences, mixing sequences, etc. (see Philipp (1986) for a survey on
this topic). Therefore, assumption (9) makes it possible to consider various classes of
sequences (Vn; n¿ 1) simultaneously. It is worth noticing that the proofs of a couple
of strong limit theorems make use of assumptions of type (9) (see, for example, Lacey
and Philipp, 1990; HorvLath, 1993).
In view of condition (9) stronger assumptions have to be imposed on the accuracy !n
in the approximation of the partial sum
∑n
i=1 Vi by its Gaussian counterpart
∑n
i=1 i,
if the steplengths (an; n¿ 1) decrease at a slower rate, as n→∞, e.g.
(a) !n = o((n log log n)1=2) if an = 1=n,
(b) !n = o((nalog n)1=2) if an = 1=na; 0¡a¡ 1,
(c) !n = o((log n)(1+")=2) if an = 1=(log n)"; "¿ 1.
In the above cases (a), (b), and (c), besides others, results were given, e.g. by
Einmahl (1989), Berkes and Philipp (1979), Kuelbs and Philipp (1980), Morrow and
Philipp (1982), and Eberlein (1986) for the approximation of
∑n
i=1 Vi by
∑n
i=1 i in
Rd for various classes of sequences (Vn; n¿ 1).
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3. Auxiliary results
Let (Zn; n¿ 1) be a sequence of independent Gaussian random vectors in Rd with
zero expectation, E(Zn) = 0; n¿ 1, and let (An; n¿ 1) be an arbitrary sequence of
p × d matrices (An = 0; n¿ 1). Denote by Sn =
∑n
i=1 Zi the partial sums and by
Bn = E(SnSn ) =
∑n
i=1 E(ZiZ

i ) the corresponding covariance matrices, n¿ 1. Further,
denote by (en; n¿ 1) a sequence of normalized eigenvectors of the matrix AnBnAn
associated with the largest eigenvalue qn = ‖AnBnAn ‖2, i.e. AnBnAn en = qnen and
‖en‖= 1; n¿ 1.
For the partial sums Sn of independent random vectors we establish next the LIL
under matrix normalization which is of particular interest on its own (for more detailed
information see Buldygin and Solntsev, 1997).
Proposition 1. Let Bn0 ¿ 0 for some n0¿ 1 and
‖Bn‖2→∞ (n→∞): (11)
Assume that there exists a sequence (fn; n¿ 1) of positive numbers such that
lim sup
n→∞
fn+1
fn
¡∞; (12)
log logfn ∼ log log‖Bn‖2 (n→∞) (13)
and
em AmBmA

n en
(qmqn)1=2
6 c
fm
fn
(14)
for all n¿m¿ n0. Then
lim sup
n→∞
‖AnSn‖
(2qn log log‖Bn‖2)1=2 = 1 a:s: (15)
For the proof of Proposition 1 we need the following additional lemma.
Lemma 1. Let (*(n); n¿ 1) be a real-valued Gaussian sequence with zero expec-
tation, E(*(n)) = 0, non-vanishing variances +2(n) = E(*2(n))¿ 0 and correlations
r(m; n)=E(*(m)*(n))=(+(m)+(n)). Assume that there exists a sequence (f(n); n¿ 1)
of positive numbers such that
f(n)→∞ (n→∞); (16)
lim sup
n→∞
f(n+ 1)=f(n)¡∞ (17)
and for all n¿m¿ 1
|r(m; n)|6 cf(m)=f(n): (18)
Then
lim sup
n→∞
|*(n)|
(2+2(n) log logf(n))1=2
¿ 1 a:s:
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Proof. DeKne a subsequence (ni; i¿ 1) of indices recursively by
n1 = 1; ni+1 = min{j: j¿ni; f(ni)=f(j)¡q}; i¿ 1 (19)
for some Kxed q∈ (0; 1). Note that this subsequence is inKnite by (16). To establish
the present lemma it is suMcient to prove the assertion for the subsequence (ni; i¿ 1),
i.e.
lim sup
i→∞
|*(ni)|
(2+2(ni) log logf(ni))1=2
¿ 1 a:s: (20)
Let ,(i) = *(ni)=+(ni) and note that (,(i); i¿ 1) is a normalized Gaussian sequence,
E(,(i))=0; E(,2(i))=1, with correlation r,(i; j)=E(,(i),(j))=r(ni; nj). By (18) and
(19) we have |r,(i; j)|¡cqj−i for all j¿ i¿ 1. This implies that limk→∞ sup|j−i|¿k
|r,(i; j)|= 0 and, hence, by Lai (1973, Theorem 2)
lim sup
i→∞
|,(i)|
(2 log i)1=2
= 1 a:s: (21)
It follows from (19) and (17), respectively, that f(ni − 1)6 q−1f(ni−1); i¿ 2, and
f(n)6 c1f(n − 1); n¿n0, for some c1¿ 1. This implies f(ni)6 ci2f(n0); i¿ 1,
where c2 = c1q−1¿ 1. Consequently,
lim sup
i→∞
|,(i)|
(2 log logf(ni))1=2
¿ 1 a:s:;
in view of (21) which proves assertion (20) for the subsequence (ni; i¿ 1).
Proof of Proposition 1. Set tn=(2 log log‖Bn‖2)1=2; n¿ 1. By (11) and Theorem 2 in
Koval (2002) we have
lim sup
n→∞
‖AnSn‖
q1=2n tn
6 1 a:s: (22)
In order to establish (15) we have to prove
lim sup
n→∞
‖AnSn‖
q1=2n tn
¿ 1 a:s:; (23)
in view of (22). For this set .n = en AnSn; n¿ 1. Note that (.n; n¿ 1) is a Gaussian
sequence with zero expectation, E(.n) = 0, variances E(.2n) = qn and corresponding
coeMcients of correlation
r.(m; n) =
em AmBmA

n en
(qmqn)1=2
; n¿m¿ 1:
By (11), (12) and (14) it follows from Lemma 1 that
lim sup
n→∞
|en AnSn|
(qn2 log logfn)1=2
¿ 1 a:s: (24)
By the Cauchy–Schwarz inequality we have ‖AnSn‖¿ |en AnSn| and assertion (23)
follows from (13) and (24) which completes the proof.
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Lemma 2. Assume that conditions (2) and (5) are satis8ed. Then, for any /∈ (0; ∗),
there exist constants c/ and k0 such that for all n¿ k¿ k0∥∥∥∥∥∥
n∏
j=k
(I − ajA)
∥∥∥∥∥∥
2
6 c/
n∏
j=k
(1− aj)∗−/: (25)
Proof. There exists an invertible matrix T such that 1=T−1AT is a block diagonal ma-
trix of r square Jordan blocks Ji of order dj¿ 1 (16 j6 r) with sum d. Let /∈ (0; ∗)
be Kxed and consider the diagonal matrix Q=diag(1; /=4; (/=4)2; : : : ; (/=4)d−1). For ev-
ery complex matrix B=(bij) of dimension d×d we deKne by ‖B‖∞=max16i6d
∑d
j=1
|bij| the norm of maximal row sums. Then, for all n¿ k¿ 1 we have∥∥∥∥∥∥
n∏
j=k
(I − ajA)
∥∥∥∥∥∥
2
6
√
d‖TQ‖2‖(TQ)−1‖2
∥∥∥∥∥∥
n∏
j=k
(I − ajQ−1T−1ATQ)
∥∥∥∥∥∥
∞
6 c/
n∏
j=k
∥∥(I − ajQ−11Q)∥∥∞ : (26)
Denote by 4 = max16i6d|i(A)|2 the squared maximal eigenvalue of the matrix A.
Then ∥∥(I − ajQ−11Q)∥∥∞6 max16i6d |1− aji(A)|+ aj/=4
6
√
1− 2aj∗ + a2j 4+ aj/=4: (27)
In view of limj→∞ aj = 0 we have
lim
j→∞
1− (1− aj)∗−/
aj
= ∗ − /:
Thus, there exists k0 such that for all j¿ k0
aj ¡/=(24) (28)
and
1− (1− aj)∗−/
aj
¡∗ − /
2
: (29)
By (28) and (29) it follows from (27) that for all j¿ k0
‖(I − ajQ−11Q)‖∞6
√
1− 2aj(∗ − /=4) + aj/=4
6 1− aj(∗ − /=4) + aj/=4 = 1− aj(∗ − /=2)
6 (1− aj)∗−/:
This, together with (26), implies (25).
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4. Proof of Theorem 1
In view of conditions (6) and limn→∞ an=0 we may assume without loss of gener-
ality that an ¡min{1; 1=(2‖A‖2)} and bn = 0 for all n¿ 1. We adopt the convention∏n
j=n+1(·) = 1 or I , respectively, for matrices.
In order to simplify the presentation of the proof we start with two lemmas.
First, consider Eq. (4) when the sequence (Vn; n¿ 1) is replaced by (n; n¿ 1)
deKned in Theorem 1, i.e.
Y ∗n = (I − anA)Y ∗n−1 + bnn; n¿ 1; Y ∗0 = 0: (30)
Lemma 3. If conditions (2), (5) and (7)–(9) are satis8ed, then
‖Yn − Y ∗n ‖= o((b2n‘n=an)1=2) a:s: (n→∞): (31)
Proof. Denote by Sn and S∗n the partial sums of the Vi and i, respectively, Sn=
∑n
i=1 Vi
and S∗n =
∑n
i=1 i. We use Abel’s identity to obtain
Yn − Y ∗n =
n∑
k=1
bk
n∏
j=k+1
(I − ajA)(Vk − k)
=
n−1∑
k=1

bk
n∏
j=k+1
(I − ajA)− bk+1
n∏
j=k+2
(I − ajA)


×(Sk − S∗k ) + bn(Sn − S∗n )
=
n−1∑
k=1
n∏
j=k+2
(I − ajA)bkak+1
(
bk − bk+1
ak+1bk
I − A
)
×(‘k=ak)1=2[(Sk − S∗k )(ak=‘k)1=2]
+ bn(Sn − S∗n ):
Let /n = (an=‘n)1=2‖Sn − S∗n ‖; n¿ 1, and note that
/n→ 0 a:s: (n→∞) (32)
in view of (9). Next we make use of condition (8) and obtain
‖Yn − Y ∗n ‖6
n−1∑
k=1
∥∥∥∥∥∥
n∏
j=k+2
(I − ajA)
∥∥∥∥∥∥
2
|bk |ak+1
×
(∣∣∣∣bk − bk+1ak+1bk
∣∣∣∣+ ‖A‖2
)
(‘k=ak)1=2/k
+(b2n‘n=an)
1=2/n: (33)
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It follows from (7) (see Koval and Schwabe, 1998) that for some 5; 0¡5¡ 2, and
for all suMciently large n
b2n
an
¿
b2n−1
an−1
(1− ∗an)5: (34)
Now we set
+ = (∗ − /)− (∗ + 6)5=2; (35)
where /∈ (0; ∗) and 6¿ 0 are chosen suMciently small such that +¿ 0. By Lemma
2 it follows from (2) and (5) that∥∥∥∥∥∥
n∏
j=k
(I − ajA)
∥∥∥∥∥∥
2
6 c
n∏
j=k
(1− aj)∗−/ (36)
for all n¿ k¿ 1. It follows from (35) and (2) that
n∏
j=k
(1− aj)∗−/6
n∏
j=k
(1− aj)+ exp

−
5
2
(∗ + 6)
n∑
j=k
aj


6 c
n∏
j=k
(1− aj)+
n∏
j=k
(1− ∗aj)5=2; 16 k6 n: (37)
By (36) and (37) it follows from (33) that
‖Yn − Y ∗n ‖
6 c ‘1=2n
n−1∑
k=1

|bk |a−1=2k
n∏
j=k+2
(1− ∗aj)5=2

 ak+1
n∏
j=k+2
(1− aj)+/k
+(b2n‘n=an)
1=2/n:
Next, we make use of the relation |bk |a−1=2k
∏n
j=k+2(1 − ∗aj)5=26 c|bn|a−1=2n ; 16 k
6 n− 1 which follows from (34) and obtain
‖Yn − Y ∗n ‖6 c(b2n‘n=an)1=2(tn + /n); (38)
where tn=
∑n−1
k=1 ak+1
∏n
j=k+2(1−aj)+/k . Set cnk=ak+1
∏n
j=k+2(1−aj)+; 16 k6 n−1.
Then
cnk → 0 (n→∞) for every k¿ 1 (39)
and
n−1∑
k=1
cnk =
n−1∑
k=1
ak+1
1− (1− ak+1)+

 n∏
j=k+2
(1− aj)+ −
n∏
j=k+1
(1− aj)+


→ 1=+ (n→∞) (40)
by the Toeplitz lemma. Thus, again by the Toeplitz lemma, it follows from (32), (39)
and (40) that tn =
∑n−1
k=1 cnk/k → 0 a.s. as n→∞. This, together with (32) and (38),
implies relation (31) which completes the proof.
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Lemma 4. If conditions (2) and (5)–(7) are satis8ed, then
lim sup
n→∞
(
an
b2n‘n
)1=2
‖Y ∗n ‖=
√
2M a:s: (41)
for the recursive equation (30), where
M =
∥∥∥∥
∫ ∞
0
e((=2)I−A)tDe((=2)I−A
)t dt
∥∥∥∥
1=2
2
:
Proof. Set An =
∏n
j=1(I − ajA); n¿ 1. With this notation we may derive from (30)
that Y ∗n = An
∑n
k=1 bkA
−1
k k . Now we set Sn =
∑n
k=1 bkA
−1
k k and denote by Bn =
E(SnSn ) =
∑n
k=1 b
2
kA
−1
k D(A
−1
k )
 and Qn =E(Y ∗n (Y
∗
n )
) the covariance matrices of Sn
and Y ∗n , respectively. Note that Y
∗
n =AnSn and Qn=AnBnA

n . Moreover, let qn=‖Qn‖2.
In order to establish relation (41) we will make use of Proposition 1. For this purpose
we Krst prove the following asymptotic relations
log log‖Bn‖2 ∼ ‘n (n→∞) (42)
qn ∼ M 2b2n=an (n→∞): (43)
Consider Krst (42). Let D1=2 denote the symmetric square root of D. With this notation
we may obtain a lower bound
‖Bn‖2¿ d−1 tr Bn
= d−1
n∑
k=1
b2k tr [A
−1
k D
1=2(A−1k D
1=2)]
¿ d−1
n∑
k=1
b2k‖A−1k D1=2‖22
¿
‖D‖2
d
n∑
k=1
b2k =‖Ak‖22:
Hence, by (36) and (6) we get
‖Bn‖2¿ c
n∑
k=1
b2k
k∏
j=1
(1− aj)2(/−∗)
= c
n∑
k=1
b2k
ak
ak
1− (1− ak)2(∗−/)

 k∏
j=1
(1− aj)2(/−∗) −
k−1∏
j=1
(1− aj)2(/−∗)


¿ c
b2n
an
n∏
j=1
(1− aj)2(/−∗):
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It follows from (34) that (b2n=an)
∏n
j=1(1 − ∗aj)−5¿ cb21=a1; n¿ 1. In view of (37)
this Knally implies
‖Bn‖2¿ c exp

2+
n∑
j=1
aj

 ; n¿ 1: (44)
Now we calculate an upper bound for ‖Bn‖2. It follows from (36) and (37) that
qn6 ‖D‖2
n∑
k=1
b2k
∥∥∥∥∥∥
n∏
j=k+1
(I − ajA)
∥∥∥∥∥∥
2
2
6 c‖D‖2
n∑
k=1
b2k
ak
n∏
j=k+1
(1− ∗aj)5ak
n∏
j=k+1
(1− aj)2+:
We make use of the inequality
b2k
ak
n∏
j=k+1
(1− ∗aj)56 c b
2
n
an
; 16 k6 n; (45)
which follows from (34) and obtain
qn6 c(b2n=an)
n∑
k=1
ak
n∏
j=k+1
(1− aj)2+6 c(b2n=an); n¿ 1 (46)
(see also (40)). By (46) and (6) we have
‖Bn‖26 ‖Qn‖2 ‖A−1n ‖22
6 c(b2n=an)
∥∥∥∥∥∥
n∏
j=1
(I − ajA)−1
∥∥∥∥∥∥
2
6 c(b21=a1)
n∏
j=1
‖(I − ajA)−1‖2
6 c
n∏
j=1
1
1− aj‖A‖2
6 c exp

(‖A‖2 + 6˜)
n∑
j=1
aj

 (47)
for some 6˜¿ 0 and all suMciently large n. The asymptotic relation (42) then follows
from (44) and (47).
Next, we consider the second asymptotic relation (43). Set Gn = (an=b2n)Qn; n¿ 1.
Obviously the sequence (Gn; n¿ 1) satisKes the recursive relation
Gn = "n(I − anA)Gn−1(I − anA) + anD; n¿ 1;
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where "n=(an=b2n)(b
2
n−1=an−1); n¿ 2; "1=a1=b
2
1; G0=0. We can rewrite this recursion
as
Gn =
[
I − an
(
A− 
2
I
)]
Gn−1
[
I − an
(
A − 
2
I
)]
+ anD + anUn; (48)
where
Un =
(
"n − 1
an
− 
)
Gn−1 − 
2
4
anGn−1 +

2
an(AGn−1 + Gn−1A)
+ ("n − 1)[anAGn−1A − AGn−1 − Gn−1A]:
It follows from (7) that "n→ 1 and ("n−1)=an→  as n tends to inKnity. Observe also
that supn¿1‖Gn‖2¡∞ in view of (46). This and limn→∞ an = 0 imply
‖Un‖2→ 0 (n→∞): (49)
Set RA=A−(=2)I and note that by (7) the eigenvalues 1( RA); : : : ; d( RA) of the matrix
RA satisfy the condition
R= min
16i6d
re i( RA) = ∗ − 2 ¿ 0: (50)
Consider the slightly simpler recursive equation
G∗n = (I − an RA)G∗n−1(I − an RA) + anD; n¿ 1; (51)
where G∗0 = 0. From (48) and (51) we can derive that
‖Gn − G∗n‖26
n∑
k=1
ak
∥∥∥∥∥∥
n∏
j=k+1
(I − aj RA)
∥∥∥∥∥∥
2
2
· ‖Uk‖2:
By Lemma 2 it follows from (2) and (50) that ‖∏nj=k(I−aj RA)‖226 c∏nj=k(1−aj)2( R−/),
for all n¿k¿1, where 0¡/¡ R. Hence, ‖Gn−G∗n‖26 c
∑n
k=1 ak
∏n
j=k+1(1−aj)2( R−/)
‖Uk‖2. This, together with (49) and the Toeplitz lemma implies
‖Gn − G∗n‖2→ 0 (n→∞): (52)
Moreover, we have G∗n =
∑n
k=1 ak
∏n
j=k+1(I − aj RA)D
∏n
j=k+1(I − aj RA); n¿ 1, from
deKnition (51). By Zhu (1996, Lemmas 9 and 10) it follows from (2) and (50) that
‖G∗n‖2→M 2 and, hence, ‖Gn‖2→M 2 in view of (52), as n tends to inKnity, which
completes the proof of the second asymptotic relation (43).
In view of relations (42) and (43) it is suMcient to check the conditions of Propo-
sition 1 for Eq. (30) in order to establish the limiting behaviour (41). Obviously,
B1 = b21A
−1
1 D(A
−1
1 )
¿ 0 and condition (11) is fulKlled by (42) and (2). Set fn =
q1=2n =
∏n
j=1(1− aj):; n¿ 1, where := ∗− / (see (35)). Then limn→∞fn+1=fn=1 by
(2), (7) and (43) which establishes condition (12).
By (43) we have fn¿ c(bn=a
1=2
n )
∏n
j=1(1 − aj)−:. Analogously to (44) we obtain
fn¿ c exp(+
∑n
j=1 aj); n¿ 1. Conversely, by (43) and (6) we have fn6 c
∏n
j=1
(1−aj)−:6 c exp{:(1+ 6˜)
∑n
j=1 aj} for some 6˜¿ 0 and all suMciently large n. Conse-
quently, these two inequalities imply log logfn∼‘n as n tends to inKnity which, together
with (42) establishes condition (13).
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Finally, we get condition (14) by invoking inequality (36):
em AmBmA

n en
(qmqn)1=2
6
qm‖AnA−1m ‖2
(qmqn)1=2
6 c
(
qm
qn
)1=2 n∏
j=m+1
(1− aj):
= c
fm
fn
;
for all n¿m¿ 1.
Proof of Theorem 1. The result is immediate from Lemmas 3 and 4.
5. A LIL for the nonlinear equation (1)
Theorem 2. Assume that
Xn→  a:s: (n→∞); (53)
and either
‖n‖=O([b2n=an]1=2) a:s: (n→∞) (54)
or
‖n‖= o(‖Xn−1 − ‖) a:s: (n→∞) (55)
are satis8ed. Assume further that
F(x) = A(x − ) + o(‖x − ‖) as x→  (56)
and that conditions (2) and (5)–(9) are ful8lled. Then
lim sup
n→∞
(
an
b2n‘n
)1=2
‖Xn − ‖
=
(
2
∥∥∥∥
∫ ∞
0
e((=2)I−A)tDe((=2)I−A
)t dt
∥∥∥∥
2
)1=2
a:s: (57)
Proof. By Lemma 2 in Koval (1998) it follows from (2), (7), (10) and (53) to (56)
that ‖Xn−Yn‖=o((b2n‘n=an)1=2) a.s., for n→∞, which, together with (10) implies the
result (57).
Remark. Note that the Lemma 2 in Koval (1998) is formulated for  ≡ 0. However,
its proof goes through if either condition (54) or (55) is satisKed. In fact, in the case
of (54) we need additionally (45) which is ensured by condition (7).
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We will give a short discussion of the assumptions imposed in Theorem 2. The
consistency condition (53) is commonly assumed for investigations of the rate of con-
vergence in the situation of a nonlinear response function F (see e.g. Mark, 1982,
pp. 36–37; Korostelev, 1984, p. 161; Pelletier, 1998). Problem (53) has been inves-
tigated in great detail by Nevel’son and Khasminskii (1976), Korostelev (1984) and
Kushner and Yin (1997), besides others. Concerning condition (56) it has been used by
Korostelev (1984, pp. 160–161). Pelletier (1998) imposes a more stringent assumption.
An analogous condition to (54) has been used, e.g. by Zhu (1996) in the central limit
theorem (see also Nevel’son and Khasminskii, 1976, Chapter 4, Section 2). Conditions
similar to (55) appear, e.g. in Korostelev (1984) and Pelletier (1998).
Next, we derive two corollaries of Theorem 2 for the Robbins–Monro and Kiefer–
Wolfowitz procedures under special conditions on the sequences (an; n¿ 1) and
(bn; n¿ 1) (cf. Korostelev, 1984, pp. 160–162, and Pelletier, 1998).
Corollary 1. Assume conditions (53), (56) and (5). Let
an = 1=n; bn = 1=n(1+;)=2; (58)
where 0¡;6 1. Further assume that ∗¿;=2 and either
‖n‖=O(1=n;=2) a:s: (n→∞)
or (55) is satis8ed. If, additionally, (9) holds, i.e.∥∥∥∥∥
n∑
i=1
Vi −
n∑
i=1
i
∥∥∥∥∥= o((n log log n)1=2) a:s: (n→∞);
then
lim sup
n→∞
(
n;
log log n
)1=2
‖Xn − ‖
=
(
2
∥∥∥∥
∫ ∞
0
e((;=2)I−A)tDe((;=2)I−A
)t dt
∥∥∥∥
2
)1=2
a:s:
Corollary 2. Assume conditions (53), (56) and (5). Let
an = 1=na; 0¡a¡ 1; and bn = 1=nb; where a=2¡b6 a: (59)
Further assume that either
‖n‖=O(n(a=2)−b) a:s: (n→∞)
or (55) is satis8ed. If, additionally, (9) holds, i.e.∥∥∥∥∥
n∑
i=1
Vi −
n∑
i=1
i
∥∥∥∥∥= o((na log n)1=2) a:s: (n→∞);
then
lim sup
n→∞
(
n2b−a
log n
)1=2
‖Xn − ‖=
(
2(1− a)
∥∥∥∥
∫ ∞
0
e−AtDe−A
t dt
∥∥∥∥
2
)1=2
a:s:
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The proofs of the corollaries are immediate as each of (58) and (59) implies
conditions (2) and (6)–(8) with = ; and 0, respectively.
Remark. The restrictions ;6 1 and b6 a in Corollaries 1 and 2, respectively, are
associated with assumption (53) for the Robbins–Monro and Kiefer–Wolfowitz proce-
dures (see e.g. Kushner and Yin, 1997).
We, Knally, consider an application of assumption (9) to the classical Robbins–
Monro procedure
Xn = Xn−1 − an>(Xn−1; 6n); n¿ 1;
for Knding a solution  of the equation F(x)=0, where F(x)=E>(x; 61) and (6n; n¿ 1)
is a sequence of independent, identically distributed random variables. Then Vn can
be chosen as Vn = >(Xn−1; 6n) − F(Xn−1) in (1) and (Vn;Fn; n¿ 1) is a martingale
di9erence sequence, where Fn is the +-Keld generated by the Xk; k6 n. Let Z(x) =
>(x; 61)− F(x) and assume that
lim
x→ 
EZ2(x) = +2 (60)
and
sup
x
E|Z(x)|2+/ ¡∞ for some /¿ 0: (61)
From (53) and (60) it follows that
lim
n→∞EV
2
n = limn→∞E(V
2
n |Fn−1) = +2 a:s: (62)
From Corollary 4.2 in Hall and Heyde (1980) (cf. formula (4.45) there) by standard
arguments we obtain∣∣∣∣∣
n∑
i=1
Vi −
n∑
i=1
i
∣∣∣∣∣= o((n log log n)1=2) a:s: (n→∞);
by using (61) and (62) where (n; n¿ 1) is a sequence of independent, identically
distributed Gaussian random variables with En = 0; E2n = +
2. Then, assumption (9)
is satisKed for an = a=n with a¿ 0.
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