On the estimation of successive approximations in abstract spaces  by Heikkilä, Seppo & Seikkala, Seppo
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 58, 378-383 (1977) 
On the Estimation of Successive 
Approximations in Abstract Spaces 
SEPPO HEIKKIL~~ AND SEPPO SEIKKALA 
Department of Applied Mathematics and Statistics, 
University of Otrlu, Ozdu, Finland 90100 
Submitted by W. F. Ames 
1. INTRODUCTION 
The comparison principle in the estimation of solutions to equations in 
abstract spaces usually yields inequalities possessing maximal solutions of 
comparison equations as upper estimates [I, 71. One purpose of this paper is to 
show that some of these maximal solution estimates can be replaced by the 
corresponding minimal ones, if the solutions of the original equations are limits 
of successive approximations. 
First, comparison results are derived for cluster values (subsequential limits) 
of iterative sequences. The accuracy of these results is illustrated by an example 
which, together with the applications, describes their applicability to the theory 
of differential and integral equations. 
2. PRELIMINARIES 
Following the notations and terminology adopted in [I], let k denote a cone 
in a real Banach space E. By definition, k is a closed subset of E and the zero 
8 of E is the least element of k in the partial ordering “<‘I defined by u < o iff 
v-uuEk. 
A mapping 4: k ---f k is said to be completely lower semicontinuous from the left 
if whenever the sequences {un} and {I+~} are increasing their convergence implies 
that +(lim u,) < lim $u, (i.e. 4 is lower semicontinuous from the left) and their 
boundedness (in the sense of the partial ordering) that ($u~} has a convergent 
subsequence. These conditions hold, for example, when 1+4 is completely contin- 
uous and k is normal (cf. [l] Lemma 3.2) or when J, is lower semicontinuous 
from the left and k is regular. 
LEMMA 2.1. Let C/J: k + k be monotone and completely lower semicontinuous 
from the left, and assume that the inequality 
cu < u (2.1) 
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has a solution in k. Then (2.1) has a minimal solution u, , which is also the minimal 
fixed point of 4. 
Proof. Let u be an arbitrary solution of (2.1). The monotone property of #, 
together with inequalities (2.1) and 0 < 40 S. (CIu, implies that 
Thus {$V> has a convergent subsequence, and this in turn a (convergent) sub- 
sequence {u,,,) such that {t+&,J also converges. Noting that (u,,,) is a subsequence 
of {@O), we have 
which, together with inequality (2.1), the semicontinuity property of $, and the 
closedness of k implies that U* 7 lim u,,, satisfies 
-411 the assertions in the lemma follow from this sequence of inequalities, since u 
was an arbitrary solution of (2.1). 
Remarks 2.1. Inequality (2.1) has a solution when, for example, # is bounded 
above. From the proof of Lemma 2.1 we see that 
pe 5: u* ) n = I, 2,.... (2.2) 
Aloreover, if k is regular or normal, then the sequence {@9} itself converges to, 
Uk 
3. COMPARISON RESULTS 
THEOREM 3.1. Let X be a topological space and T: X 4 X a mapping for which 
PTX < #PX, x E x, (3.1) 
where p is a continuous mapping from X into k and 4: k -+ k satis$es the hypotheses 
of Lemma 2.1. If y is a cluster value of (Tlx,} where x0 E X satisfies px,, < @‘6 for 
some m 0, I,..., then 
PY Guu,, (3.2) 
where u* is the minimaljxed point of 4. 
Proof. If x is an element of S such that px < u, , then 
pTx < #px < z,& = IL,, 
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so that T maps the set {x E X 1 px < u*> into itself. This, together with inequal- 
ities (2.2) and px, < $99, ensures that 
pT”xo d w+, n = 1, 2,..., 
which implies our assertion, since p is continuous and the segments 0 < u < u 
of k are closed. 
Remarks 3.1. The initial condition px, < 1,@0 in the preceding theorem 
can be replaced bypx, < u* , and the sequence {T”xO} has cluster values when, 
for example, the image of the set {x E X ( px < u*} under some iteration Tm of 
T is sequentially compact. 
Assume from now on that X is equipped with a k-metric p: X x X--f k and 
with a notion of convergence defined by x, --f x iff p(xn , x) ---f 8. Given u E k 
we say that z E X is a v-approximate Jixed point of a mapping T: X -+ X, if 
p(Tz, 4 < v. 
THEOREM 3.2. Let T be a mapping from a k-metric space X into itself satisfying 
p(Tx, T-3 < Qp(x, 3, X,fEX, (3.3) 
where Q: k + k is monotone and completely lower semicontinuous from the left. 
Given v E k, assume that inequality 
v+szu<u (3.4) 
has a solution in k, and that T has a v-approximate fixed point z. If y is a cluster 
value of {Tnx,} for some x0 E X satisfying p(x,, , z) < v, then 
P(Y? 4 f u* 7 
where u* is the minimal solution of 
u = v + Qu. 
(3.5) 
(3.6) 
Proof. The mapping #: k--f k defined by $u = v + Qu, u E k, satisfies the 
hypotheses of Lemma 2.1, so that the minimal solution u.+ of (3.6) exists. Given 
any x E X for which p(x, z) < u.+ , then 
P(% 4 <pG% 4 + p(Tx, T.4 <v + QP(x,x), 
G v + Qu, = u* . 
Thus T maps the ball {x E X j p(x, z) < u*} into itself, which, together with 
P(Xo > 4 d v < u* 7 implies that p(Tnx, , z) < u* , n = I,2 ,.... If now y is a 
cluster value of { Px,,), then p(xm , y) 4 0 for some subsequence (x,~~) of {YE-c,). 
Inequality (3.5) follows then from 
P(Y, 4 G P(% ,Y) + P(Xv, 7 4 G P(% ,Y) + u* I m = 1, 2,.... 
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Remarks 3.2. If X in Theorem 3.2 is a complete k-metric space (cf. [l, 
p. 505]), then suitable additional hypotheses imposed on Q ensure that for 
each .x, E X the sequence (Tnx,,) itself converges to a unique fixed point of T 
(cf. [l, Theorem 4.1; 7, Theorem 21). In such a case the inequality (3.5) holds 
for this fixed pointy and for any v-approximate fixed point z of T. 
4. AN EXAMPLE 
Let C(I) denote the Banach space of all continuous functions from the 
interval I: 0 < t < 1 into R with the norm jl x j[ == sup, j x(t)1 . We shall now 
apply the preceding comparison results to the case where T is a mapping from 
C(1) into itself given by 
W) = t4 + Jig@, I x(s)]) ds, t E I, 
0 
where 
g(t, r) = 4t for t E I, r > 2t”; 
= 2rjt forO<t,<l, O.<r:<2P. 
The set of all nonnegative-valued functions of C(l) form a cone C+(I), and the 
equations 
QuW = Jot ids, U(S)) & $h(t) == t4 + Qu(t) 
define the mappings Q and # from C+(Z) into itself, which are bounded, mono- 
tone, and completely lower semicontinuous from the left. Moreover, inequalities 
(3.1) and (3.3) are easily seen to hold when px(t) == ) x 1 (t) =:= ; x(t)j for t ~1, 
x E C(1) and when p(x, y) = ! .2: - y j for x, y E C(I). By choosing 
x*(t) = w(t) = t4 and z(t) = 6(t) E 0, t E I, 
we obtain / x0 1 = $0 and / z. - z 1 = 1 Tz - x ] = v. Thus the hypotheses of 
Theorems 3.1 and 3.2 are valid, so that each cluster value y of (Tnxo} satisfies 
IYl Guu* (4.1) 
and 
ly--zl du* (4.2) 
where U* is the minimal solution of (3.6) 
u =w+Lk, 
or equivalently, the minimal fixed point of 4. Since 
Tax,(t) = z,h+‘O(t) = i (t4/2”), n = 1) 2,..., f EI, 
I,==0 
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then 
y(t) = u*(t) = 2t4, i! E I, (4.3) 
is the only cluster value of (Px,,}, and y is also a fixed point of T. In this case 
the estimates (4.1) and (4.2) are exact, whereas estimation by the maximal 
solution u*(t) = 2P + t4 of (3.6) causes a relative error which tends to co as 
t+O+. 
The existence of a fixed point y of T satisfying (4.1) follows also from [9, 
Theorem 5.2.21. We should note, however, that inequalities (4.1) and (4.2) do 
not hold for every fixed point of T, as we see by choosing y(t) = 2P + t4. Since 
x = 0 is a fixed point of the integral operator K defined by 
W) = Jot g(s, I x(s>l) 4 t E I, x E C(I), 
this remark gives a counterexample to Theorem 2 of [8]. 
5. APPLICATIONS 
Denoting w(t) = t4 we see that the fixed pointy given by (4.3) in the example 
above is a solution of 
Y = w + KY, (5.1) 
obtained as the limit of the successive approximations 
x, = w $ Kx,-, , 72 = 1, 2,.... (5.2) 
For such solution of (5.1) the comparison inequalities (4.1) and (4.2) hold also 
in more general instances. To see this, let K be a mapping from an additive 
T,-topological group X into itself, and assume a k-metric to be defined in X by 
p(x, y) = 1 x - y j , where ( . I: X -+ k is a continuous mapping satisfying 
j x / = 0 iff x = 0 (0 is the zero of X), 1 --x 1 = 1 x 1 , and / x + y j < 
( x [ + ( y [ , x, y E X. Assume for simplicity that for each x,, E X the successive 
approximations’(5.2) converge to a unique solution y of (5.1). Assume further 
that Q is a mapping from k into itself satisfying the properties given in Theorem 
3.2, and let u.+ denote the minimal solution of (3.6). From Theorem 3.1 it then 
follows that (4.1) holds if ( w [ < w and if 
Theorem 3.2 implies in turn that, if 
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then (4.2) holds for all v-approximate solutions of (5.1), i.e., for all z E X satis- 
fying 1 w + Kx - z 1 < 0. 
Volterra integral equations with vector-valued and nonnegative-valued kernels 
are special cases of (5.1) and (3.6), respectively. For such equations the existence 
of the minimal solution of (3.6) and the convergence of the successive approxima- 
tions (5.2) to a unique solution of (5.1) are considered in [IO], for example, and 
the comparison results (4.1) and (4.2) are derived in [5]. 
Analogous comparison results for the solutions of functional differential 
equations in a Banach space are derived in [4, 61. An application of Theorem 3.1 
yields obvious modifications to the comparison results of Theorem 5.1 in [I] 
and of Theorem 2 in [2] for solutions of first- and second-order differential 
equations, respectively. Theorem 3.2 can be applied to estimate the dependence 
of these solutions on initial and boundary conditions. 
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