Abstract. This is the first of two papers in which multiple criteria location problems (MCLPs) are discussed. In this paper the main aim is to formalize a discrete MCLP and to develop a generalized network model. A critical overview of various techniques for generating efficient solutions to multiple criteria decision problems is offered. The three most commonly used methods for tackling MCLPs, namely the weighted method, the noninferior set estimation method, and the constraint method, are discussed. The main purpose of the generating techniques is to determine an exact representation of or an approximation to the set of efficient solutions among which one can choose the best or most preferred solution (location plan). To identify the best solution some information about the decisionmaker's preferences or a decision rule is needed. Consequently, in paper 2 we focus on preference-based approaches to multiple criteria decisionmaking and relate them to the concept of interactive decision support. Specifically, optimizing decision rules (utility-function-based approaches) and satisficing decision rules (goal programming methods) are discussed. Advantages and disadvantages of these two approaches to solving the MCLP are highlighted. It is suggested that the utilitymaximizing and satisficing decision rules are not mutually exclusive. Accordingly, a quasisatisficing approach that merges these two decision rules is proposed. Also, a framework for an interactive decision support system (DSS) for tackling MCLPs is presented. The system incorporates the generalized network model into a quasi-satisficing approach. It is argued that the DSS data and analytical components can be effectively integrated by means of the interactive decision support concept which allows for exploring the problem and the alternative solutions both in decision space and in criterion outcome space.
Typically, a formal model is used to support a decisionmaker in determining the set of alternative locational patterns. Design activities can be performed more easily, efficiently, and effectively when a substantive model of the decisionmaking situation (for example, a location -allocation model) is used to identify locational alternatives. This locational modeling involves an integration of four major elements. First, the evaluation criteria are established on the basis of problem analysis. Second, there are the various constraints-physical, economic, social, and political-associated with the specific decision situation. Third, there are the techniques for solving multiple criteria decision problems and generating alternative decisions. Fourth, there are the techniques for graphic presentation of the problem and the alternative solutions (Allard and Hodgson, 1987; Armstrong etal, 1992) . These four elements should be integrated in such a way that the decisionmaking process is more effective and efficient than when an unplanned approach is used.
The third stage, choice, involves selecting an alternative. The choice depends on the decisionmaker's preferences. Given the substantive model and a decisionmaker's preferences, a choice can be made with the aid of a decision support system: a system that enables interaction between a decisionmaker (analyst) and a computer-based system, which consists of a GIS and a model-base management system. This interactive process is typically performed in a sequence of steps with inputs from and feedback to the decisionmaker at each step. The decisionmaker provides the computer-based system with information about his or her preferences, and the system generates solutions and provides feedback by means of visual displays in the form of maps, graphs, and tables (Maclaren, 1988) .
In these papers, we are primarily concerned with the stage of design and choice in decisionmaking. In paper 1 a generalized network model is presented, which can be used to design a substantive model of a locational decisionmaking problem and to generate a set of nondominated locational alternatives (efficient solutions). In paper 2 the choice phase is considered. Specifically, preference-based interactive approaches to locational decisionmaking are discussed (details on the structure of these papers are given in section 1.3).
The need for multicriteria analysis
The nature of a locational decisionmaking process depends very much upon the type of economic or social activities to be located and the character and type of organization within which the decision is made. To this end, a common distinction is made between private sector and public sector organizations (ReVelle et al, 1981) .
Private sector
According to the precepts of neoclassical location theory, the best locational pattern of economic activities is one that minimizes production costs or maximizes revenues, or maximizes the excess of revenue over costs (Beckmann, 1968) . Put simply, the best pattern of locations maximizes profits or producer's surplus. The premise underlying profit-maximization theory is that all relevant factors involved in locational decisionmaking, as well as the process itself, can be incorporated into and adequately represented by a single-criterion function and a set of constraints imposed on the decision variables. Thus, the profit-maximizing approach to locational decisionmaking reduces the multiple criteria nature of locational problems to a single-criterion function which measures the profit associated with alternative location-distribution patterns. In essence, all classical location models such as the Weber problem, the transportation problem, the transshipment problem, and the plant location problem are based on this concept (for example, see Isard, 1969) .
In general, it can be argued that the profit-maximizing criterion provides the basic rationale for the existence of private enterprise. It is not, however, a universal principle for locational decisionmaking in the private sector. There are quite distinctive factors involved in locational decisionmaking of different types of manufacturing and private services. Some analysts suggest that the profit-maximizing philosophy is almost entirely limited to traditional firms operated by owners-entrepreneurs (Czamanski, 1981) , whereas managerial firms, in which direction is largely divorced from ownership (corporate organizations), are usually characterized by a complex hierarchical and multidimensional process of locational decisionmaking. Corporations are motivated in their locational decisions more by consideration of growth of the firm, control of the market, diversification of interest, entrepreneurial satisfaction, and self-preservation, rather than by profit maximization (Hamilton, 1974) .
Locational decisions made by large corporations are similar, in many respects, to those hypothesized in behavioral theories of the firm (Simon, 1960; Pred, 1967) . To this end, it should be emphasized that the search for a new location (a transfer or branch moves) is not a continuing corporate activity. The process of locational search is activated by the corporate recognition of an unavoidable pressure on existing plant facilities (for example, as a result of a changing pattern of demand for goods or services supplied by the firm). This process involves a search among a limited, usually small, number of alternative sites and directed towards the identification of a satisfactory location that meets a range of physical, socioeconomic, environmental, and personal requirements. Strictly financial evaluation often takes place after the satisficing site has been identified and is only infrequently used in making a selection between alternative sites (Hamilton, 1974) . A number of empirical studies and surveys of industrial firms' locational decisions sup^rt the view that behavioral factors (such as the desire to avoid uncertainty) and structural factors (for example, governmental policy) are of major importance in the search for a location (Keeble, 1976; Schmenner, 1982) .
Public sector
Public goods and services are typically provided and managed by governments in response to perceived and expressed need. The spatial distribution of public goods and services is strictly related to facility location decisions. Typically, these decisions involve two fundamental considerations: geographical equity and efficiency in service provision (Morrill and Symons, 1977; Mayhew and Leonardi, 1982) . Most classical location-allocation studies focus on some aspects of these two factors. For example, /7-median problems are primarily concerned with spatial efficiency, whereas /?-center problems primarily address the equity issues. In general, locationallocation analysis has been mainly concerned with developing single-criterion models that optimize spatial demand -supply relationships and model the spatial behavior of consumers in the context of facility location. A variety of spatialinteraction-based models has been developed to incorporate the conflicting preferences of users (customers) and providers of public services (see Hodgson, 1978; Wilson et al, 1981) . In the most general case, the concept of consumers' surplus (or total net benefits) is used to measure the benefits associated with alternative location -allocation patterns. Variations in benefits associated with different arrangements of public facilities are measured as the difference between customer costs (accessibility) and facility establishment costs.
Insistence that rigorous, optimizing techniques will yield the best solutions to locational choice problems is predicated on the assumption that location decisions are well structured and that solutions will be acceptable to the decisionmakers and to the public (Massam and Malczewski, 1990; Massam, 1993) . If the analyst works closely with the decisionmakers and the representatives of interest groups, and they are persuaded of the credibility of the analyst's tools, then the results generated by a formal location-allocation technique may, in fact, be the ones accepted for implementation (for example, see Rushton, 1984) . However, many locational problems in the public sector, especially of the noxious variety, are ill structured because of the variety of interest groups and the difficulty of measuring, assessing, and evaluating the quality and quantity of impacts associated with alternative locational patterns. A further complication is that interest groups and decisionmakers usually evaluate locational options with the use of multiple and often conflicting criteria.
The conflicting and multiple criteria nature of locational decisions in the public sector is related to the 'impurity' of public goods (Lea, 1981) . There are three major Vocational sources' of impurity in public goods: the tapering effect, jurisdictional partitioning, and externalities (for example, see Pinch, 1985) . Tapering results from the 'point-specific' locations of public goods and services. Such facilities as schools, libraries, health centers, post offices, and police, ambulance, and fire stations must be located at particular points and, consequently, the benefits from consumption of services provided by these facilities will diminish with the distance that users have to travel to the place of supply or the distance from the facility supply to the point of consumption, even if all other conditions of service provision are equal for all users. Therefore, criteria including minimization of aggregate or average distance, minimization of maximum distance, maximization of population covered within a given distance, etc, are of crucial importance in locating public facilities (Rushton, 1984; ReVelle, 1987) .
The geographical space of a country (region) is usually subdivided into local jurisdictions. These jurisdictional units vary in terms of their economic, technological, and social development, as well as geophysical characteristics. These differences across geographic space result in variability of the quantity and quality of goods and services provided by different jurisdictional units. Because the costs and benefits associated with the provision of public goods and services should, in principle, be equally distributed, there is a political conflict over public facility location. Therefore, a variety of criteria addressing the distributional equity issues should be considered.
Locational decisions can generate positive or negative externalities. The former occur when locational decisions result in uncompensated benefits, the latter are associated with decisions that generate uncompensated costs. For example, salubrious facilities (such as parks, libraries, schools, hospitals) produce positive externalities or benefits for people who live near them. On the other hand, there are noxious facilities (for example, airports, power stations, waste dumps, hazardous waste management facilities) that produce negative externalities. These facilities may be indispensable for the regional or national economy but, at the same time, they are considered objectionable by residents who are located near them. This leads to locational conflict because different interest groups may have different perceptions of the costs and benefits associated with locational alternatives.
From the discussion above, we conclude that the search for the best locations for public facilities is a problem of collective choice (Massam, 1993) . Consequently, locational decisionmaking should be seen as a process of search for consensus and a compromise solution. To this end, responsible decisionmaking requires that those in authority, who make locational decisions, should be accountable and that the selection of any formal methods (models) should contribute to this accountability by allowing the analysis to be scrutinized by the public. Although formal methods can provide specific solutions to well-posed problems, the complexity of locational decisionmaking requires that an interactive framework be found which links information and analysis to responsible, authoritative decisionmaking. This leads us to the concept of an interactive decision support system. Krarup and Pruzan (1990) argue that a variety of normative approaches to locational problems developed over the last thirty years or so "together with the increasing interest in multiple criteria analysis will lead to much greater emphasis upon interactive search procedures" (page 47). More specifically, the authors "refer to systems allowing for interaction among the decisionmaker, the analyst, and the computer, and which not only employ various notions of multiple criteria analysis but also, directly or indirectly, reflect the interfaces between locational decisions and other strategic decisions" (page 47). We subscribe to this view and suggest that a complex location problem can be tackled more efficiently and effectively within an interactive, computer-based decision support framework (see also Hultz et al, 1981; Malczewski and Ogryczak, 1990; Malczewski, 1992) .
The need for interactive decision support
A decision support system (DSS) can be defined as an interactive computerbased system designed to support a manager (decisionmaker) in achieving a higher effectiveness of decisionmaking while solving a semistructured problem (Keen and Scott-Morton, 1978) . There are three terms-semistructured problem, effectiveness, and support-that capture the essence of the DSS concept.
First, semistructured problems occur when managers are not able to specify the planning problem and their objectives fully and coherently. Most location problems fall into this category. In this case, the structured (programmed) part of the problem may be amenable to automated solution by the use of a computer, whereas unstructured (nonprogrammed) aspects are tackled by managers. They can provide judgmental information in the form of preferences about the significance of impacts which cannot be expressed a priori in a formal language. Thus, judgments are not represented in the structure part of the problem but rather they are usually incorporated into the analysis as desired and acceptable levels of achievements (Massam and Malczewski, 1990) . Second, although an application of a DSS for solving a decisionmaking problem may increase the efficiency of the information-processing operation, it is not the most important objective of the system. The main aim of a DSS is to improve the effectiveness of decisionmaking by incorporating managerial judgments (preferences) and computer-based programs into the decisionmaking process. Consequently, the third important feature of any DSS is that it does not replace managerial judgments. The purpose of such a system is to support a manager in achieving 'better' decisions. By better, we suggest that decisions could be reached with the use of extensive data sets and within a framework which allows sensitivity tests (Massam and Malczewski, 1991) . The essence is to avoid the 'black box' style of plan and policy evaluation and selection. In order to improve the effectiveness of decisionmaking, one should incorporate into the planning process both the participation of decisionmakers (representatives of interest groups) and the substantive model of the decisionmaking situation. It is argued that these two elements are integral parts of any locational decisionmaking process. Although the use of formal, analytical procedures can be relied upon for the design and evaluation of alternative locational patterns (plans), it is most important that those who use the results of such work believe that the procedures offer credible outputs (Densham and Rushton, 1987; Massam and Malczewski, 1990 ).
The structure of these papers
A wide range of formal methods and procedures are available for handling multiple criteria decisionmaking, and a number of taxonomies have been proposed for classifying these techniques (see Cohon, 1978; Hwang and Masud, 1979; Rietveld, 1980; Nijkamp and Rietveld, 1986; Steuer, 1986) . In these papers we will follow Cohon (1978) who has classified multiple criteria approaches into two broad categories: techniques for generating efficient or noninferior solutions and preference-based methods. The preference-based approaches can be further subdivided into two categories: explicit utility-maximization methods and interactive, implicit preference techniques. These papers are organized around this classification. Figure 1 shows the structure of these papers in relation to multiple criteria techniques.
In paper 1 a framework is provided for the modeling of multiple criteria location problems with emphasis on a generalized network model (sections 2 to 5). A critical overview of the techniques for generating efficient solutions is also given (section 6). The main purpose of the generating techniques is to determine an exact representation of, or an approximation to, the set of efficient solutions; the decisionmaker can choose the best locational scheme from among the set of efficient solutions. Decisionmakers do not have to articulate their preferences explicitly because the preferences are implicitly considered during the choice of the most preferred alternative. The major disadvantage of the generating techniques is that the size of the set of efficient solutions is usually very large for a real-life location problem. Therefore, the process of identifying the best alternative from among a set of efficient solutions requires an explicit or implicit treatment of the decisionmaker's preferences and, hence, it involves value judgments which can be incorporated into an interactive DSS.
In paper 2 we focus on preference-based approaches and an interactive DSS for locational decisionmaking. Fundamental, theoretical, and methodological differences between the preference-based approaches he in the assumptions about decision rules that guide the selection of the best (most preferred) alternative from among the set of efficient alternatives. In practice, decision rules fall into two categories: the optimizing or utility-maximizing rules and the satisficing decision rules. In section 1 of paper 2 we provide a critical overview of these two categories of decision rules in the context of multiple criteria locational problems. The discussion is focused on the advantages and disadvantages of these two approaches. A comparative analysis of the utihty-maximization and satisficing decision rules is also offered. The major disadvantage of the utility-maximizing approaches is that in many real-life situations it is very difficult or even impossible to obtain a mathematical representation of the decisionmaker's preference (utility) function. There are also some difficulties with the satisficing decision rules, which are usually operationalized with the aid of goal programming. The main weakness of this approach is that goal-programming methods may generate dominated solutions (Cohon, 1978; Chankong and Haimes, 1983) .
The interactive approach presented in this paper can be considered as an extension and generalization of goal programming methods (paper 2, section 2). It is based on the quasi-satisficing rationality hypothesis. This hypothesis has been formalized in terms of the reference-point method (Wierzbicki, 1982) . The quasisatisficing decision framework is especially meaningful if it is considered in the computer-based decision support context (paper 2, section 3). In the quasi-satisficing decision support process the decisionmaker is explicitly involved in the problemsolving activities. This approach enables users to specify their requirements in terms of aspired or required criterion outcomes, and allows for the controlled generation and selection of alternatives. The levels of aspiration and reservation are used to explore the set of efficient solutions. The main idea behind the aspirationreservation-based DSS concept is to involve a decisionmaker in a sequential process of search for a satisficing solution. In this process decisionmakers can change their preference through the process of learning and the acquisition of more information about the decisionmaking problem. The aim of such a system is to help the user to achieve a higher level of effectiveness during locational decisionmaking (see Hultz et al, 1981; Malczewski and Ogryczak, 1990; Massam and Malczewski, 1990) . Theoretically there exist 2 n different vectors {x) and corresponding alternatives in the decision space, X. However, the number of alternatives is usually less because some additional constraints define the feasible set of alternatives to be some subset of X.
For certain classes of location problems, the decision space and the feasible sets have more complex structures attributable to the consideration of allocation decisions. Such decisions are usually modeled with additional decision variables. Specifically, there is a vector of allocation variables associated with each locational alternative, /. Depending upon the nature of allocation of a quantity from a location i(i = 1, 2, ..., m) to site/, the allocation decision can be expressed in terms of a binary variable given by { 1, if location i is to be allocated to the site/, 0, otherwise, or in the case where the allocated quantity can be split among two or more sites an integer or continuous variable is used, that is, x** is a portion of quantity allocated from location/ to site/, [x** > 0). Thus, the decision vector* (and thereby the decision space X) is an aggregate of two types of decision variables:
where x is a binary vector of locational decisions, and
where x" is an integer (a 0 -1 or general integer) or continuous vector of allocation decisions. Owing to some constraints the set of feasible alternatives, A, is usually limited to some subset of the decision space, X, where AC X.
Criterion outcome space
A locational actor (decisionmaker) evaluates each alternative locational pattern with respect to a set of k criteria. Thus, we can define a criterion outcome space, Y, and a mapping (or function in case of a single criterion), F: A -+ Y, which describes the numerical consequences of each locational alternative. Accordingly, each alternative yields a point, y, in a /^-dimensional space, U k , that consists of all k criteria outcomes. The set of outcomes for all the feasible alternatives defines an attainable outcome set, Y a = F(A). The decision problem then depends on the selection of the best attainable outcome, and identification of the decision alternative yielding this outcome.
Efficiency principle
For the sake of simplicity of the formal presentation we can assume, without a loss of generality, that all the criteria are to be minimized and that the locational problem can then be formulated as the following multiple criteria optimization model:
subject to
where F = (F 1? ..., ¥ k ) represents a vector of k criteria.
Central to a theory of multiple criteria decisionmaking is the efficiency principle (known also as nondominance, noninferiority, or the Pareto-optimality principle). In order to formalize this concept, let us define an achievement vector:
which measures outcomes of several alternatives, x, with respect to the specified set of k criteria, F 1? ..., F^. In the case of a single criterion, we have a scalar achievement, q, and it is easy to define the best achievement simply as the minimal one within the set Y a . When dealing with multiple criteria we face a much more complex problem. It is clear that an achievement vector is better than another one provided that all its individual outcomes are better or at least one individual outcome is better and all the others are not worse. Such a relation is called domination of achievement vectors and it is mathematically formalized (in the case for minimization problems) as follows: Thus, from the point of view of strict mathematical relations, we cannot distinguish the best achievement vector. Instead, we can classify each achievement vector, q, as a dominated one-such that there exists another vector, y e Y a , dominating q-or as a nondominated one-such that there does not exist any vector y e Y a dominating q. The dominated achievement vectors represent nonoptimal locational alternatives. On the other hand, all the nondominated achievement vectors represent alternatives for which we cannot improve any individual achievement without worsening another one; thus, these alternatives can be considered as optimal by virtue of being mathematically efficient. Accordingly, a locational alternative is said to be efficient (sometimes also called nondominated or noninferior) if it is feasible and no other feasible location exists which can improve performance on one criterion outcome without reducing the performance on another. It implies that all efficient locations (nondominated achievement vectors) are noncomparable to each other on the basis of the specified set of criterion functions.
The decision rules
A set of assumptions that allows us to order alternatives is referred to as a decision rule (Chankong and Haimes, 1983) . Decision rules provide an explicit way of selecting one or more alternatives from a set of alternatives available to the decisionmaker. Note that the efficiency principle does not allow for an ordering of alternative decision outcomes. It can be used only to classify the set of feasible solutions into two categories: the set of efficient and the set of nonefficient decisions. A further decision rule is required, therefore, to choose the best alternative from among the set of efficient alternatives. In general, the decision rule can be simply stated as: choose an efficient decision with an outcome that is most preferred by the decisionmaker. The complexity of the choice based on this rule stems from the fact that in a real-life location problem (especially when the problem involves allocation decisions) the set of efficient decision alternatives and, consequently, the number of location-allocation patterns are very large. Therefore, there arises a need for further analysis, or rather decision support, to help the decisionmaker to choose one efficient solution for future implementation. As the efficient solutions (alternative efficient locations) are noncomparable on the basis of the specified set of criteria, the analysis has to involve some additional information about the decisionmaker's preferences. The best alternative depends on the underlying preference structure, which, in turn, determines the decision rule used to make a locational choice. A number of decision rules are available for making locational decisions (see Isard, 1969) . In essence, these decision rules fall into two fundamental categories-the optimizing rules and the satisficing rules (see paper 2).
Network structure
To formalize a locational decisionmaking problem in terms of the model (l)- (2), it is convenient to have some standard terminology and notions associated with location problems on a network.
Fixed nodes
A network is a collection of nodes and arcs (or links). These two elements are defined as point entities and line entities, respectively (Laurini and Thompson, 1992) . The nodes can be subdivided into two sets: a set of fixed nodes and a set of potential nodes. Fixed nodes represent point entities, the location of which is known and fixed in a network. These nodes are characterized by some specified amount of attribute or quantity, b t . The value of b t can be defined in terms of the number of people, amount of goods, commodities, information, capital, or demand at node i. Parameters b t can take positive values corresponding to the supply of some goods or services, negative values to represent needs or demands for the attribute, or they can equal zero.
Potential nodes
Potential nodes or candidate locations represent a set of potential sites for various facilities (production, supply points, or service centers). All nodes in a network may be candidates, that is, the potential and fixed nodes may have the same locations in a network. For example, in figure 2, fixed (demand) node D 1 and potential (supply) node P x have the same location. The potential nodes are represented, however, as quite independent entities in our abstract network. Each potential node is characterized by its capacity, h r It is assumed that a potential node can supply an amount of goods, service, information, etc., defined by its capacity or it can be considered to be a transshipment point.
Selections
In certain applications the potential nodes have to be differentiated according to their geographical location and/or type of facilities (for example, a limited number of facilities are to be located in a given region and/or the potential nodes are differentiated according to the size of facilities that can be established at the same site). For these reasons, the potential nodes can be subdivided into specific groups. These groups are referred to as selections. Each selection S r , S r (r = 1, 2, ..., z), defines a group of potential nodes (members) and the lower and upper limit on the number of members to be selected (located). In particular, if a selection represents a few variants of the same object, lower and upper limits equal to 0 and 1, respectively, will be used. Some selections can overlay each other with respect to their members.
Arcs
The nodes are connected by a set of arcs or links. A link is a path of feasible direct transportation between two nodes, with no intervening nodes. Where more than one feasible link exists between two nodes, the shortest one is used. An arc (/,/) from node / to node/ is characterized by capacity h tj . The capacity is the maximum amount of flow that an arc (/,/) can carry. In general, arcs are oriented and nonsymmetric, that is, arc (/,/) differs from arc (/, /), and they can be associated with different parameters. However, in many location -allocation models they can be defined as symmetric.
3.5 Example 1 Consider a central facility location problem in a given region (see figure 2 ). There exist two centers, S 1 and S 2 , which can serve 9000 and 8000 consumers, respectively. The demand for the service is projected to be 24000. Consequently, it is planned that two new centers will be built in the future. Six potential sites (P l9 P 2 , ..., P 6 ) for locating the two new facilities are considered. It is assumed that the capacity of each new center should not be greater than 5000 for sites P 1 and P 4 , and not be greater than 6000 for the remaining sites. Furthermore, the region is subdivided into two administrative units (subregions) and the population has exclusive use of the facility within its areal units. Therefore the potential sites are divided into two subsets associated with the corresponding two subregions: North = (P u P 2 , P 3 ) and South = (P 4 , P 5 , P 6 ), and the sites located in a given subregion are considered as exclusive alternatives.
To identify the spatial distribution of demand for the services offered by the facilities, the region is subdivided into twelve spatial units (residential areas). The size of the population is used as a surrogate for demand. To measure the distance involved in traveling from residential areas to the service locations, it is assumed that the population in a spatial unit is concentrated in its center. Thus, there are twelve demand points, from D 1 and D 12 (see figure 2). The problem is to find the best pattern of locations and the size of new facilities in each subregion, and allocate the demand to the existing and new facilities (this problem will be solved and analyzed in sections 4 and 6 as example 2 and example 3).
The above problem can be easily described in network terminology. Because the locations of the demand points {D u D 2 , ..., D 12 ) and existing centers (S t and 5 2 ) are known and fixed in the network, they are referred to as fixed nodes. Similarly, all the potential sites for new centers are potential nodes (P u P 2 , ..., P 6 ). Arcs represent all the possible assignments of individuals to the centers. A flow along the arc from a center, c, to an area, a, indicates the number of consumers in the area a serviced by the center c (variable JC**). The capacity of each of the existing and potential centers is then represented as supply in the corresponding nodes. A scheme of the network is shown in figure 3 .
As we have mentioned, the locations belonging to the same subregion are considered as exclusive alternatives; that is, no more than one location from the subregion can be used. Therefore we introduce into the network model selections that represent this requirement. In our model there are two selections associated with two subregions: North and South. Both the selections have the lower numbers equal to 0 and the upper numbers equal to 1. This guarantees that at most one potential node in each selection is active.
The arcs connecting the supply nodes with the demand nodes have essentially unlimited capacities. However, in practice, flows along these arcs are also bounded by capacities of the corresponding supply centers and one can use them as arc capacities (figure 3). 
Generalized network model for multiple criteria location problems
The network model of the location-allocation problems discussed in the previous section has some weaknesses. For instance, as one can notice from example 1, to allocate entire areas without splitting them (usage of x" = x*) requires quite a different definition of network attributes (supply, demands, and capacities) compared with the model allowing for splitting. Moreover, two types of nodes disturb simplicity and soundness of the network model. In order to avoid the weaknesses of the standard network model we formulated a generalized network model (GNM). It simplifies remarkably the network structure and allows easy implementation of additional constraints or requirements. What distinguishes the potential nodes and simultaneously disturbs the network homogeneity is their potentiality. Note that, in fact, in each network model one has a high level of potentiality associated with arcs. A flow along an arc may or may not occur. This suggests that the network model of location-allocation problems can be simplified by moving the entire potentiality included in the model to the arcs. This transfer can be accomplished by replacing each potential node with a pair of fixed nodes connected by an artificial arc. All the attributes associated with potentiality can then be assigned to the arc. Consequently, the network can be represented as a structure with all nodes being fixed and each arc representing a potential flow.
All arcs are characterized by their capacities. For artificial (potential) arcs the corresponding capacity is, however, variable instead of constant. Flows along arcs are modeled with two variables: a 0 -1 variable representing the existence of the arc (locational decision-x') and a continuous or integer variable representing the amount of flow (allocation decision-x"). To be more specific, a flow along the arc (/,/') is bounded by the quantity h^xlj, where x tj denotes the existence of the arc (1 it exists, 0 it does not exist), and h tj is the capacity of the arc. For the arcs associated with locational decisions (artificial ones), x\j is a binary decision variable. For the others, it is a parameter fixed as equal to 1.
Given this simplified network structure, the generalized model can be written as follows: There is a given set of nodes, N, N = {1, 2, ..., m\. The nodes are characterized by some specific amount of attribute b t . These quantities can be positive (supply), negative (demand), or equal zero (intermediate points). The nodes are connected by a set of arcs, E, E = {(/,/): i,J e N}, characterized by the capacities, h tj . The status of the model is described by two types of variables associated with arcs: x\j denotes existence (1 it exists, 0 it does not exist) of the arc (/,/), 
and capacity restrictions for each arc, given by
Further, as in the basic network model, there are selections, S r , defining multiple choice requirements on some groups of x variables,
(iJ)*S r where p r min and p r max are lower and upper limits for the rth selection, respectively. Note that the constraints (4) do not destroy the original network structure of the model. They are the so-called variable upper bounds (see Schrage, 1975; Todd, 1982; Ogryczak, 1992) and, similar to the standard simple upper bounds (SUB), they can be handled outside the main structure of the model. Likewise, the constraints (6) can be regarded as some additional discrete mechanisms defining feasible variables x (special ordered sets). Thus a GNM may be effectively solved with mixed integer programming packages armed with the network solvers, such as CPLEX (1993) .
The generalized network model is very flexible as it allows one to keep the same network structure while adapting additional characteristics to meet modeling requirements. For instance, if one wishes to introduce a requirement that the entire quantity from node i has to be assigned to exactly one node from the set S, it can be implemented simply by adding a new selection built on all the arcs from node i to nodes of the set S, i< E A<I.
Example 2
Consider again the problem from example 1 (subsection 3.5). Let us number nodes as follows: demand points D x through D n as nodes 1 to 12, existing centers S 1 and S 2 as nodes 13 and 20, potential centers P x through P 6 as nodes 14 to 19, respectively (see figures 3 and 4). In order to transform the model into the GNM, one can add an additional node to each potential node. However, in most cases (including the one under consideration) we are able to create all the necessary artificial arcs with only one additional node. Namely we add node 0, with supply of services equal to the total of all the demands (b 0 = 24000) and arcs, to all the existing and potential centers. These arcs represent the centers and therefore their capacities are defined as equal to the corresponding center capacities (h Qtl3 = 9000, h QtU = 5000, Vis = 6000, etc.). A scheme of the network is shown in figure 4 . The algebraic description of the model is as follows. The balanced equation for node 0 takes the form *o, 13 "*• x o, 14 "*" x o, 15 "*• -"*" *o, 20 = 24 000 .
Balance equations run as where h 0j -denote capacities of the corresponding facilities. Flows along arcs from the centers (nodes 13-20) to the subareas (nodes 1-12) are formally unbounded and there is no need to define capacity constraints for them. In fact, they are limited by flows through the corresponding center nodes.
Furthermore, there are two selections, S t = {(0, 14), (0, 15), (0, 16)} and S 2 = {(0, 17), (0,18), (0,19)}, representing subregions North and South, respectively. They generate the inequalities 0 ^ x 0,14
If one wants to implement a requirement that each demand point is served by only one center (there is no split among two or more centers), additional selections are necessary. They can be algebraically expressed by the following inequalities: 
Locational criteria and constraints
Although the GNM may at first seem somewhat restrictive for a locational modeler, it is possible to express all typical location-allocation building blocks in terms of the GNM. The structure of the model (l)-(2) can take a variety of forms depending on the decisionmaking situation. Locational analysts often make a distinction between private and public sector facilities by pointing to the special features of each. Despite this distinction, a wide range of locational decisionmaking problems in the public and private sectors can be structured by means of an appropriate combination of generic criterion functions and constraints.
Criterion functions
In GNMs there are two types of variables (both associated with arcs): binary variables (jt,y) denoting the existence of the corresponding arcs, and continuous or integer variables {x" } ) denoting the amount of flow along the corresponding arcs. Therefore any criterion function has to be defined via coefficients assigned to those variables. Hence, there are the following three general cases of linear functions:
FW -E W,
F(x) = X (c^ + c£ty). (9) {iJ)*E
Function (7) is associated with locational decisions. The corresponding criterion function minimizes (or maximizes) the amount of an attribute at the sites chosen for establishing facilities. The amount of an attribute (characteristic) associated with an alternative location is expressed by coefficient c». An interpolation of this coefficient depends on the specific decisionmaking situation. Typical examples of the coefficient c» include economic, environmental, and social attributes, such as the total acquisition and development costs (investment costs), physical and social suitability of the site for facility location, environmental pollution associated with siting the facility at location/, etc. In more general terms, function (7) can be used to structure the site selection problem-that is, a problem involving choice of one or more sites from among a finite and exhaustive set of locational alternatives on the basis of a set of attributes (evaluation criteria). In this case, coefficient c-j represents an outcome of a decision to locate a facility at site / with respect to the ith attribute.
Function (8) is explicitly associated with allocation decisions. Although because of the constraints (4) it is, in fact, a function both of location and of allocation decisions. The real-world interpretation of this type of criterion function depends on a definition of the coefficients c"j. Typically, in location -allocation models, coefficients c~ are defined as some functions of d i; (the shortest distance between locations i and/). If c'y = d tj , then function(8) expresses the total transportation effort (to be minimized). Using c» = d^/b, where b is the total demand, one gets the function expressing the average distance (to be minimized). Furthermore, the effect of distance (spatial separation) on the intensity of flow between a pair of nodes can be defined by c» = l/f(dg). For example, f(d^) can take the form of a negative power function, (dy) a , or a negative exponential function, exp(-a^), where a is a measure of the frictional effects of distance on the intensity of flows. Hillsman (1984) has shown that function (8) can be modified by editing information in the matrix of coefficients, c tj , to yield a wide variety of location-allocation criteria. According to Hillsman's approach, many location-allocation problems are structurally equivalent to the classical /7-median problem and they can be cast within a unified linear model structure (see also Goodchild and Noronha, 1983; Densham and Rushton, 1992) .
Function (9) is a sum of functions (7) and (8), and therefore it explicitly depends on both types of decisions. It is usually referred to as the total cost or budget criterion. It can be used, for example, to express the total investment and/or operating costs involved in establishing and running all facilities in an area. Investment and operating costs can be divided into fixed costs, c», and variable costs, c». In the classical approaches the total cost was frequently introduced into the model as a budget constraint. However, multiple criteria analysis allows us to deal with soft (fuzzy) budget constraints and examine relations between the cost and other outcomes. Note that function (9) can also be used in the context of noxious facility location to express the total pollution emission by facilities to be built because the corresponding coefficients can be split into fixed and variable. Ross and Soland (1980) have demonstrated that function (9) can be considered as a generalization of a wide variety of criterion functions, which can be formulated by an appropriate definition of the c» and qj constants. Also, function (9)-along with a set of constraints imposed on the decision variables, x-j and x-j-can be recognized as a generalized assignment problem (Ross and Soland, 1977) . Furthermore, Ross and Soland (1977; have shown that many classical location -allocation problems, such as the p-median and plant location problem, can be structured in terms of a generalized assignment problem.
For some applications the maximum operator can be used in criterion functions (7), (8), or (9) instead of the sum operator. For instance, if the decision situation requires minimization (or maximization) of maximal (or minimal) distance instead of the total or average distance, then function (7) can be replaced with the following expression:
to be minimized or maximized, respectively. Thus function (10) can be considered as a minimax or maximin criterion function. The former is of particular importance for locating emergency facilities, whereas the latter is frequently used as a criterion in noxious facility locational decisionmaking. To this end, coefficient c[j usually captures the various notions of maximum distance from facility to consumer locations. One can consider minimization (maximization) of the maximum (minimum) distance or the maximum (minimum) weighted distance, that is, c[j = dq or c[j = fyd^, respectively. It is well known that a minimax linear programming problem can be transformed into a standard one by introducing additional inequalities,
where z is an additional state variable to be minimized. Such a transformation not only increases the size of the problem but also introduces coefficients c-; -into the problem matrix, which can destroy the special network structure of the original matrix. Ogryczak et al (1992) proposed a primal simplex algorithm which handles implicitly the additional inequalities. The algorithm is based on the linear programming basis partitions within the main steps of the cycle of the simplex method-that is, the inequalities are treated as a special kind of constraint and handled outside the linear programming basis like variable upper bounds in the respective algorithm (Schrage, 1975; Todd, 1982; Ogryczak, 1992) . It leads to more complex formulas for the simplex steps but, on the other hand, limits the explicit basis representation to the size of the original problem and thus allows us to take advantage of the special basis structure. Thus the minimax criterion function (10) does not destroy the network structure of the problem, as the standard network simplex algorithm (Grigoriadis, 1986) can be adapted for this criterion.
Constraints
A set of feasible location and allocation decisions can be restricted by some additional requirements. Very often restrictions are imposed on the number of facilities, p, to be established. Let p mm and p max be the minimum and maximum number of facilities to be built. In general, 0 < p min < p max , but it is quite permissible to have p mm = p max to ensure that exactly p facilities are to be located (as in the case of the p-median problem). Furthermore, a decision situation may require a limit to the number of facilities in some regions (areas, jurisdictions) or prohibit an allocation of a demand in one areal unit to a supply facility in a different area. All these requirements are easily implementable by means of the GNM with selections. One simply needs to define a selection, S r , as a set of potential nodes (represented in a GNM by arcs) and then the constraint (6) can be used to define the corresponding requirement. This means that the number of facilities in region r (r = 1, 2, ..., z) lies within a given minimum (p™ m ) and maximum (p r max ) value. In many approaches to location-allocation problems there is a requirement that the entire quantity from a node be assigned to exactly one facility (for example, if an area is serviced by only one center). Thus, an all-or-nothing rule is applied to the allocation of a quantity. This requirement can be implemented in a GNM with the selection mechanism. Let node i be allocated according to the all-or-nothing rule. One can set a selection S l9 defined as S t = {(i,j):j E N}, or S t = {{j,i)'. j e N}, depending on the orientation of the allocation and pf™ = p™** = 1. The requirement is then guaranteed by the standard selection constraint (6).
The flow of quantities along an arc (i,j) can be required to stay within specified minimum and maximum limits (that is, hf in and /i™ ax , respectively). It can be implemented in a GNM by minor modification of the capacity constraints. Namely, inequalities (4) need to be replaced with the following: h™*^ < x; < ^a x 4, for (/,/) e E .
In order to ensure operating efficiency for an individual facility, a lower bound can be imposed. Similarly, an upper bound can be placed on the size of the facility to ensure effective utilization. If the potential facility is considered to be a transshipment node, then one may want to ensure that the quantity shipped to and from the facility lies within a specified minimum and maximum value. This means that storage capacity can be incorporated as an upper bound on the allocation variable. On the other hand, a minimum flow is required to ensure economic efficiency. As the facilities are represented in a GNM by arcs, this requirement imposes some lower and upper bounds on flows along the arcs, and these are implemented with constraints (11).
In our network model it was assumed that nodes are characterized by some specified amount of attribute or quantity, b t (supply or demand). In a real-life problem, instead of exact amounts some minimum (b™ m ) and maximum (6™ ax ) amount of an attribute at node / may be specified. To implement this extension in a GNM, one needs a minor modification of the balance constraints, which is that inequalities (3) need to be replaced with the following:
/e N ye N Some requirements may be introduced to define the desirable structure of the location-allocation system. For example, c™ in can be used as the minimum distance between an obnoxious facility and a population center and c™** can be considered as a travel-time standard or any other limit that the decisionmaker may wish to impose on locating an emergency facility. However, just as with the budget constraints, having allowed an interactive multiple criteria analysis (Hultz et al, 1981) , one can easily deal with these characteristics as criterion functions [that is, similar to function (10)]. Such an approach allows the decisionmaker to learn all the relations between these and other characteristics of the solution.
The set of criterion functions (7)- (10) and the constraints can be considered as the basic building blocks of a substantive model of locational decisionmaking. Indeed, with the use of an appropriate set of criterion functions and constraints, it is possible to formulate almost any type of single-criterion location problem. The wellknown elementary location problems (such as /?-median, p-center, plant location, and transshipment problems) can be structured by means of GNMs. It should be emphasized that these basic models can be easily extended and modified to describe fairly complex locational decisionmaking situations (see Ross and Soland, 1977; Handler and Mirchandani, 1979; Hillsman, 1984; Colorni, 1987) . Most importantly, however, an equivalent formulation of the criterion functions and constraints can be expressed in the form of a GNM for the multiple criteria location problem.
6 Generating the set of efficient solutions
Techniques for generating efficient solutions
The first step in searching for the best or most preferred decision outcome is to generate a set of efficient solutions (locational patterns with nondominated outcomes). Several techniques for generating efficient solutions are available (for an overview see, for example, Chankong and Haimes, 1983; Steuer, 1986 ). Here we are concerned with the three most commonly used methods for tackling MCLPs. These techniques include: the weighting method, the noninferior set estimation (NISE) method, and the constraint method (see Cohon 1978) . A common feature of these techniques is that they transform the multiple criteria model (l)-(2) into a single-criterion form to generate one efficient soloution and then, by parametric variation of the single-criterion problem, the complete set or a subset of efficient solutions can be generated. The basic difference among the three methods lies in how they make the transformation from a multiple to a single-criterion problem.
The weighting method involves assigning a weight, w v (v = 1, 2, ..., k), to each of the criterion functions, F v . The multiple criteria function (1) can then be converted into a single-criterion form through the linear combination of the criteria together with the corresponding weights. Thus, the problem (l)- (2) can be transformed into the following form:
subject to x e A, and w v > 0 , for v = 1,2,..., k;
and consequently, the problem can be solved by means of standard linear programming methods. The set of efficient solutions to the original problem (l)- (2) is generated by parametric variation of the weights. The NISE method is an extension of the weighting technique. The essential difference between these two approaches is that the NISE method allows for a control of the accuracy of the efficient set approximation. The method operates by finding a number of efficient solutions, via the weighting technique, and evaluating the properties of the line segment between them (for a detailed discussion of the NISE method for bicriterion problems see Cohon, 1978 ; and for three-criterion problems see Balachandran and Gero, 1985) .
Another approach that can be used to generate the set of efficient solutions is the constraint method. Like the weighting and NISE methods, it is based on the idea of converting the multiple criteria optimization problem to a single-criterion one. This can be done by maximizing only one of the criterion functions whereas all the others are converted into inequality constraints. Thus, the multiple criteria problem (l)- (2) can be transformed to the following single-criterion problem: minimize F 1 (JC) subject to
and
where e p is the minimum allowable level for the pth criterion function. The set of efficient solutions can be generated by solving the single-criterion problem with parametric variation of the e p . A comparative analysis of the weighting method, NISE, and the constraint method can be found in Balachandran and Gero (1984) . Current et al (1990) provide a comprehensive review of papers concerned with the application of generating techniques to multiple criteria analysis of facility location decisions. This review includes fortyfive articles dealing with public and private facility location decisions. The following discussion provides a selective and critical overview of studies on generating the set of efficient solutions for MCLPs to complement the survey by Current et al (1990) .
Advantages and disadvantages
The main advantage of the generating techniques is that they require a very limited amount of information to be provided by the decisionmaker in order to solve a MCLP. In essence, an assumption that 'more is better' or 'less is better' is all that is needed to solve a MCLP by means of generating techniques. It is argued that decisionmakers involved in searching for the best decision outcome are not able or are reluctant to articulate explicitly their preferences. For this reason, some location analysts strongly advocate this approach to MCLPs (for example, ReVelle et al, 1981) . It is suggested that decisionmakers are more comfortable with articulating their preferences once the possible decision outcomes and the trade-offs involved are presented to them and clearly understood.
One of the most significant shortcomings of the generating techniques is that they are of limited applicability for large-sized problems. The generating techniques are very intensive, computationally. They can be tedious and expensive. For example, the computational requirements for the weighting and constraint methods depend on the number of criterion functions and the number of weights or constraints imposed for each criterion outcome (Cohon, 1978; Balachandran and Gero, 1984) . To be more specific, there is an exponential relationship between the number of criterion functions and the computational burden. One should point out that the weighting and constraint methods do not guarantee an exploration of all 'important' segments of the efficient set. It happens especially for discrete decision problems, that is also for MCLPs. As the resulting subset of efficient solutions depends on the particular weights or constraints applied, the techniques will not necessarily generate a good representation of the entire efficient set. One possible way of handling this problem is to reduce the scale of weights or the intervals of the constraints.
However, this will increase computational burden. Also, the practical question remains of how to vary the weights or constraint intervals so that a representative subset of efficient space can be generated (Chankong and Haimes, 1983) .
To some extent the NISE method avoids this drawback. It allows a quick and good approximation of the set of efficient solutions (Cohon, 1978) . Although the NISE technique guarantees a representative coverage of the efficient set for multiple criteria linear problems, it is not possible to explore nonconvex portions of the efficient set with this method. Also, the weighting method cannot provide information about nonconvex segments of the efficient space. It is particularly true when the weighting or NISE methods are used to solve integer or mixed-integer linear programs (this is also typical of MCLPs). Although the NISE method can be used to solve problems involving more than two criteria (Balachandran and Gero, 1985) , it is, essentially, applicable to bicriterion linear problems. Note that the efficient set for a bicriterion problem can be easily identified with the standard parametric procedures (compare Prasad and Karwan, 1992) . Solanki (1991) has developed an algorithm to approximate the bicriterion integer noninferior set (ABIN), which avoids this weakness of the weighting and NISE methods. ABIN can generate a representative subset of the efficient set even if the set is nonconvex. This is achieved by applying an augmented weighted Chebyshev metric for measuring the distance between an ideal outcome and efficient criterion outcomes (see also Steuer, 1986) . It should be emphasized that both the NISE and the ABIN methods are designed primarily for handling bicriterion decision problems (for applications of these methods to bicriterion location-allocation problems see Schilling, 1980; Storbeck and Vohra, 1988; Church et al, 1991; .
The major practical disadvantage of the generating techniques is that the size of the approximate efficient set is usually large for a real-life MCLP. The following hypothetical problem illustrates this point.
Example 3
Consider the central facility location problem we have discussed in previous sections (examples 1 and 2 in sections 3 and 4). Further, let us assume that the decisionmaking problem involves an optimization of three criterion functions. The first criterion is to maximize the level of user satisfaction for a location pattern of central facilities. In order to measure the level of user satisfaction, let us assume that the space discount parameter, a, has been determined empirically by the calibration of a spatial interaction model. Given a value of a equal to 0.05, an exponential distance decay function can be used to measure the level of user satisfaction for alternative locational patterns, and the criterion function is to be maximized and can be written in terms of the GNM as follows:
The second criterion involves minimization of fixed (c z y) and variable (c z ") costs.
It is assumed that the fixed costs do not change with the amount of services offered (for example, the size of facility), but they vary geographically. The variable costs vary locally and increase proportionally along with the size of facility. Thus, the criterion can be formalized in terms of a GNM as follows:
The third criterion is to minimize maximum distance between facility and demand locations. In this case the criterion function (10) of a GNM can be employed. Thus, the criterion is to minimize the following function:
An optimization of these three criterion functions is subject to the following constraints: 
The set of constraints (16) guarantees that the demand of every consumer is satisfied. The constraints (17) ensure that the capacity of any facility will not be exceeded and consumers will be supplied only from an open facility. Constraints (18) require that no more than p facilities will be located in a subregion r (p x = p 2 =2) and prevent demand nodes in S 1 being allocated to facilities located in S 2 , and nodes situated in S 2 being assigned to facilities in S x . The data for the problem (13)- (19) are given in table 1.
Before we proceed to the solution of this problem by means of a generating technique, it is useful first to discuss briefly the concept of the payoff matrix in multiple criteria analysis. The matrix can be obtained by optimizing each criterion function separately. Specifically, the following single-criterion programs are solved:
As a result, a square-matrix R = (q vt ) (v = 1, 2,..., k; t = 1,2,...,/:) is obtained. This matrix allows for identification of the individual maximum and individual minimum of each criterion function under a given set of constraints-that is, ideal (utopia) and nadir vectors can be defined. The vector with elements q pp , that is, the diagonal of R, defines the ideal point. This point, denoted further by q b , is usually not attainable but it can be presented to the decisionmaker as a limit to the best numerical values of the criteria. To be more precise, it provides the decisionmaker with lower limits for minimized criterion functions and upper limits for the functions to be maximized. It should be emphasized that the nadir vector represents an estimate of the worst criterion values over the efficient set, that is, the payoff matrix may provide overestimation or underestimation of the actual worst criterion outcomes. Generally, the use of these estimates does not lead to computational problems if the nadir vectors are provided purely for information. It is also possible that a payoff matrix contains a dominated solution. For this reason the matrix should be used with caution during the computational process (Steuer, 1986) . The payoff matrix for the problem (13)-(19) is given in table 2. The information about the range of possible outcomes (the ideal and nadir vectors) can be used to generate the set of efficient solutions to the problem (13)-(19). Specifically, we have applied the constraint method (for real-life application of this method to location problems see Cohon et al, 1980; Sewell, 1990) . In order to use this method, the multiple criteria model (13) 
where C is the maximum allowable amount of money for establishing and operating the central facility system and d is the maximum allowable distance that may separate node / from its nearest facility, /. An approximation of the set of efficient solutions to the MCLP (13)-(19) can be generated by solving the single-criterion model for a range of values C and d. Specifically, the problem has been solved for various combinations of these two parameters with the use of the UNDO package (Schrage, 1991) . It was decided to set thirty combinations of constraints C and d resulting in nine efficient solutions. The results are shown in table 3.
The efficient solutions are well distributed over the entire efficient set. The results provide important information about the shape of the set of efficient solutions, the range of possible decision outcomes, and the trade-offs involved. In spite of the fact that this information is very useful in searching for the best decision outcomes and corresponding location -allocation pattern, a decisionmaker is likely to find it difficult to choose the best solution even for this very small locationallocation problem. To this end, it is suggested that graphic presentation techniques can be used to support the decisionmaker in analyzing alternative solutions and in arriving at a preferred decision. 6.4 Graphic presentation techniques An important distinction must be made between graphic techniques for presenting information about alternative solutions in decision space and criterion space (Schilling etal, 1982; Church et al, 1992) . Decision space consists of two types of decision variables: a set of 0-1 locational variables and a set of 0-1, or integer or continuous allocation variables (see section 2). A combination of these two types of variables defines a location -allocation pattern or spatial pattern. Criterion outcome space (criterion space) represents the performance of a particular spatial pattern in terms of several criteria. Given this distinction, different graphic presentation techniques are used to display information about alternative solutions to MCLPs in decision and criterion space.
Cartographic techniques are typically used to represent alternative solutions in decision space (Allard and Hodgson, 1987) . Armstrong etal (1992) provide a review of a wide variety of cartographic displays for locational decisionmaking. In particular, monoplan displays and delta displays can be used to visualize solutions to MCLPs in decision space. The monoplan display techniques are designed to show a single location -allocation pattern. They include center-border displays, center-region displays, nodalchromatic maps, and spider diagrams. Center-delta and allocation-delta displays are two techniques that can be used to compare two solutions in decision space. In general, the spider displays are more effective in conveying the information about solutions when a small number of fixed nodes (demand points) are allocated to each potential node (supply point), whereas other displays may be more effective in visualizing spatial patterns that involve a large number of location and allocation variables (Armstrong et al, 1992) .
There are a number of graphic techniques for visualizing alternative solutions to multiple criteria decision problems in criterion space (Schilling et al, 1983; Maclaren, 1988; Klimberg, 1992) . Most of these techniques were originally developed for the statistical analysis of multivariate data (du Toit et al, 1986) . Such multivariate data displays as the bar charts, scatterplots, profiles, spider-web charts, glyphs, Chernoff faces, and Andrews's curves can be applied to visualize alternative solutions to MCLPs. Value path displays are probably the most effective methods for visualizing in criterion space (Schilling et al, 1983) . The most serious shortcoming of these techniques is their limited applicability to problems involving either a large number of criteria (for example, glyphs) or a large number of alternative solutions (such as Andrews's curves, value paths).
The purpose of visual representation is to provide the decisionmaker with insights into solutions to multiple criteria decision problems not readily obtained by nonvisual methods (for example, tabular display). However, one should point to the possibility of bias in the perception of alternative solutions in decision and criterion space. Aspects of the information about alternative solutions that might be missed when visualizing in decision space might become apparent when viewing in criterion space (Steuer, 1986 ). This issue is of particular importance in multiple criteria location-allocation analysis. It can be argued that the spatial patterns that seem to be 'insignificantly' different when viewing in decision space, might vary 'significantly' in criterion space and vice versa. Example 4 illustrates this point.
Example 4
Consider the solutions 8 and 9 (table 3) to the central facility location problem (examples 1, 2, and 3). We have also generated another solution (solution 10) that is characterized by the following criterion outcomes: ¥ x {x) = 11032, F 2 (JC) = $26273000, andF 3 (ji:) = 77 km.
These three alternative solutions are visualized in criterion space by value paths (figure 5). Each criterion outcome is represented as a percentage deviation from the ideal (or nadir) value. At first sight it can be argued that the three solutions are insignificantly different. Their performance is the same with respect to the maximum distance criterion F 3 (JKT). The differences are negligible for the total cost criterion F 2 (x). The deviations from the nadir value with respect to the accessibility criterion F t (x) are 0%, 3%, and 9% for solutions 9, 10, and 8, respectively. A closer inspection of the value paths indicates that solution 10 is dominated by solution 8. The latter performs slightly better than the former with respect to accessibility and cost criteria, and the alternatives are the same on the maximum distance criterion.
Most importantly, however, these three alternatives might be considered significantly different when viewed in decision space. Figure 5 shows the alternative solutions by means of spider displays. Although the spatial patterns are the same in the North subregion, the allocation patterns in the South subregion vary considerably from one solution to the other. Given the analysis of the alternative solutions in decision and criterion space, one can argue that the choice of the most preferred solution will depend on the decisionmaker's perception of the location -allocation patterns and on his or her preferences with respect to the evaluation criteria.
Clearly, it is important to represent and analyze alternative spatial patterns and associated criterion outcomes within the context both of decision and of criterion space. The quality of the graphic presentation and the way of conveying the information to the decisionmaker might significantly affect the decisionmaking process (Schilling et al, 1983; Klimberg, 1992) . To this end, the visual display techniques should be considered a part of interactive decision support approaches that allow decisionmakers to analyze alternative spatial patterns and associated criterion outcomes with respect to their preferences and priorities. 
Generating techniques and interactive decision support
As location -allocation problems typically involve hundreds of decision variables and constraints, and several criterion functions, it can be argued that the generating techniques provide limited support for the decisionmaker in the choice phase of the decisionmaking process. For this reason some analysts suggest that the generating techniques are best suited to integration with the subsequent interactive approach to multiple criteria decisionmaking (Chankong and Haimes, 1983 ). This point has been supported by empirical research on information processing in decisionmaking. Payne (1976) pointed to an important relationship between the amount of information provided to decisionmakers and the proportion of this information used by them (see also Kok, 1986) . The general principle suggests that the percentage of information used by an individual decreases with an increase in the amount of information available. For example, it is possible to define the percentage of information used by a decisionmaker if he or she were provided with the information on the set of efficient solutions for the location -allocation problem discussed earlier (example 4, table 3). According to Payne's (1976) experiment, the decisionmaker would use approximately 60% of the information on the set of efficient solutions.
Perhaps the most important feature of the generating techniques is that they can be used to classify the set of feasible solutions into two categories: efficient and nonefficient solutions, and consequently all nonefficient decisions can be discarded from further consideration. Even so, there still remains the need for a DSS to help the decisionmaker in choosing the best solution from among the set of efficient decisions. In order to choose the best solution some information about the decisionmaker's preference structure must be obtained. The decisionmaker, working interactively with the DSS, has to specify his or her current preferences in terms of some control parameters and the DSS provides the decisionmaker with an efficient solution that is the best according to the specified control parameters. For such an analysis, however, there is no need to identify the entire set of efficient solutions prior to the analysis. Contemporary optimization software is powerful enough to be used on-line for direct computation of the best (in terms of the specified control parameters) efficient solution at each interactive step. Thus the DSS can generate at each interactive step only one efficient solution that meets the current preferences. Such a DSS can be applied for analysis of decision problems with small, large, and even with infinite (which may occur in the case of continuous decision variables) sets of efficient solutions. This leads us to the preference-based methods and techniques. In paper 2 we will focus on the preference-based approaches to MCLPs.
