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Abstract
The flow polynomial FG (k) of a graph G evaluates the number of nowhere-zero A-flows in G for
any Abelian group A of order k. Suppose that C is an edge cut of G and G1, G2 are the components
of G − C . We give a formula expressing the flow polynomial of G from the flow polynomials of the
bridgeless minors of G having edge sets equal either to C , or to E(G1) ∪ C , or to E(G2) ∪ C .
© 2004 Elsevier Ltd. All rights reserved.
1. Preliminaries
The graphs considered in this paper are all finite and undirected. Multiple edges and
loops are allowed. If G is a graph, then V (G) and E(G) denote the sets of vertices and
edges of G, respectively, and c(G) denotes the number of components of G. If e is an edge
of G, then G − e and G/e denote the graphs arising from G after deleting and contracting
e, respectively.
Let A be an additive Abelian group of order k. Choose an arbitrary but fixed orientation
of G. Then a nowhere-zero A-flow in G is a mapping ϕ : E(G) → A\{0} so that for every
vertex, the sum of the values of ϕ on the incoming edges equals the sum on the outgoing
ones (see, e.g., [1,2]). Clearly, the number of nowhere-zero A-flows in G does not depend
on the chosen orientation or, by Tutte [7], on the structure of A, but only on its order k.
Thus we can denote this number by FG(k). By Tutte [6], FG(k) is a polynomial function
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of k. This polynomial is called the flow polynomial of G and is fully characterized by the
conditions (a)–(c) of the following statement (see, e. g., [8]).
Lemma 1. Let G be a graph. Then the following is satisfied.
(a) FG (k) = 1 if E(G) = ∅.
(b) FG (k) = (k − 1)FG−e(k) if e is a loop of G.
(c) FG (k) = FG/e(k) − FG−e(k) if e ∈ E(G) is not a loop.
(d) FG (k) = 0 if G has a bridge.
(e) FG (k) is a polynomial of degree |E(G)| − |V (G)| + c(G) if G is bridgeless.
In this paper we show that if a graph G has an edge cut C such that G − C has
two components G1 and G2, then the flow polynomial of G is a function of the flow
polynomials of bridgeless minors of G having edge sets equal either to C , or to E(G1)∪C ,
or to E(G2) ∪ C .
We have used the ideas presented in this paper in [3] and [4]. In particular we proved that
the smallest counterexample to the 5-flow conjecture must be cyclically 6-edge-connected
(see [3]) and must have girth at least 9 (see [4]). We refer to [3] and [4] for more details.
2. The general formula
Let G be a graph and C = {e1, . . . , en} be an edge cut of G which divides G into two
subgraphs I and I ′. More precisely, I and I ′ are subgraphs of G − C , I ∪ I ′ = G − C ,
and every path in G joining a vertex of I with a vertex of I ′ must contain at least one
edge from C (note that I and I ′ are uniquely determined if G is connected). Let vi and
v′i (i = 1, . . . , n) denote the ends of ei in I and I ′, respectively. For i = 1, . . . , n, apply the
following construction: delete ei and add vertices ui , u′i and edges uivi , u′iv′i . Let H (H ′)
be the graph arising from I (I ′) after adding edges u1v1, . . . , unvn(u′1v′1, . . . , u′nv′n).
Let P = {Q1, . . . , Qr } be a partition of the set {1, . . . , n} (i.e., Q1, . . . , Qr are pairwise
disjoint nonempty sets whose union is {1, . . . , n}). For j = 1, . . . , r , identify the set of
vertices {ui ; i ∈ Q j }({u′i; i ∈ Q j }) to a new vertex x j (x ′j ) and denote the resulting graph
by [H, P]([H ′, P]). If one of Q1, . . . , Qr is a singleton, P is called trivial, otherwise
it is called nontrivial. If P is trivial, then [H, P] and [H ′, P] have bridges, whence by
Lemma 1(d), F[H,P](k) = F[H ′,P](k) = 0. Thus we are interested only in the case if P is
nontrivial. Let Pn = {Pn,1, . . . , Pn,pn }, pn = |Pn|, denote the set of nontrivial partitions of
{1, . . . , n}. We write [H, i ], [H ′, i ], FH,i (k) and FH ′,i (k) instead of [H, Pn,i ], [H ′, Pn,i ],
F[H,Pn,i ](k) and F[H ′,Pn,i ](k), respectively.
Take n isolated edges w1w′1, . . . , wnw′n and partitions P = {Q1, . . . , Qr }, P ′ ={Q′1, . . . , Q′r ′ } of the set {1, . . . , n}. For j = 1, . . . , r and j ′ = 1, . . . , r ′, identify the
sets of vertices {wi ; i ∈ Q j } and {w′i ; i ∈ Q′j ′ } to new vertices y j and y ′j ′ , respectively,
and denote the resulting graph by [P, P ′]. If at least one of P and P ′ is trivial, then [P, P ′]
has a bridge, whence by Lemma 1(d), F[P,P ′](k) = 0. Thus we are interested only in the
case P, P ′ ∈ Pn . We write [i, j ] and Fi, j (k) instead of [Pn,i , Pn, j ] and F[Pn,i ,Pn, j ](k),
respectively.
Let Mn(k) be the pn × pn matrix so that the (i, j)-entry is Fi, j (k), i, j ∈ {1, . . . , pn}.
Clearly, Mn(k) is a symmetric matrix. Let MG,C (k) be the matrix arising from Mn(k) after
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adding the (pn + 1)th row and (pn + 1)th column so that the (pn + 1, pn + 1)-entry is
FG (k), the (pn+1, i)-entry is FH,i (k) and the (i, pn+1)-entry is FH ′,i (k), i ∈ {1, . . . , pn}.
Let Mn,i, j (k) denote the matrix arising from Mn(k) after deleting the i th row and the j th
column, i, j ∈ {1, . . . , pn}. From the well known properties of determinants we have
|MG,C(k)| = FG (k) · |Mn(k)|
+
pn∑
i=1
pn∑
j=1
(−1)2pn+1+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|. (1)
Lemma 2. Let G be a graph and C = {e1, . . . , en} be an edge cut of G. Then |MG,C (k)|
= 0.
Proof. We use induction on |E(G)| ≥ n. If |E(G)| = n, then E(G) = C and there
exist partitions P and P ′ of the set {1, . . . , n} so that G = [P, P ′]. Let p = pn. If P
(P ′) is trivial, then G and [H, i ] ([H ′, i ]) have bridges for every i = 1, . . . , p, whence
by Lemma 1(d), the last row (column) of MG,C (k) is zero and |MG,C (k)| = 0. Suppose
that P = Pn,s and P ′ = Pn,t . Then G = [s, t], [H, i ] = [s, i ] and [H ′, i ] = [i, t] for
i = 1, . . . , p, whence the sth and (p + 1)th rows (and also the t th and (p + 1)th columns)
of MG,C (k) are equal. Thus |MG,C (k)| = 0.
If |E(G)| > n, then there exists an edge e of G not belonging to C . Without loss of
generality we can suppose that e ∈ E(H ). If e is a loop of G, then e is a loop of [H, i ] for
every i = 1, . . . , p, whence by Lemma 1(b) and (1), we have
|MG,C(k)| = FG (k) · |Mn(k)|
+
p∑
i=1
p∑
j=1
(−1)2p+1+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|
= (k − 1) · FG−e(k) · |Mn(k)|
+
p∑
i=1
p∑
j=1
(−1)2p+1+i+ j · (k − 1) · FH−e,i (k) · FH ′, j (k) · |Mn,i, j (k)|
= (k − 1) · |MG−e,C (k)|.
If e is not a loop of G, then e is not a loop of [H, i ] for every i = 1, . . . , p, whence by
Lemma 1(c) and (1), we have
|MG,C(k)| = FG (k) · |Mn(k)|
+
p∑
i=1
p∑
j=1
(−1)2p+1+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|
= (FG/e(k) − FG−e(k)) · |Mn(k)|
+
p∑
i=1
p∑
j=1
(−1)2p+1+i+ j · (FH/e,i (k) − FH−e,i (k)) · FH ′, j (k)
|Mn,i, j (k)| = |MG/e,C (k)| − |MG−e,C (k)|.
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Since |E(G/e)|, |E(G − e)| < |E(G)|, we have |MG,C (k)| = 0 by the induction
hypothesis. 
Lemma 3. |Mn(k)| is a nonzero polynomial for every n ≥ 2.
Proof. By the definition of determinant, |Mn(k)| = ∑α sgn(α)(∏pi=1 Fi,α(i)(k)) where
p = pn and the sum runs through the set of all possible permutations α of numbers
1, . . . , p and sgn(α) is 1 (−1) if α is even (odd). Let ri denote the number of sets in the
partition Pn,i , i ∈ {1, . . . , p}. Then the graph [i, j ], i, j ∈ {1, . . . , p}, has n edges, ri + r j
vertices and the number of its components, denoted by ci, j , satisfies ci, j ≤ min{ri , r j }.
Clearly, ci,i = ri for i = 1, . . . , p, whence by Lemma 1(e), the polynomial ∏pi=1 Fi,i (k)
has degree np −∑pi=1 2ri +∑pi=1 ri . Let α be a permutation of numbers 1, . . . , p such
that s = α(s) where s ∈ {1, . . . , p}. By Lemma 1(d)–(e), the polynomial∏pi=1 Fi,α(i)(k)
is either 0 or has degree np − ∑pi=1 2ri + ∑pi=1 ci,α(i) . If rs = rα(s), then there exists
t ∈ {1, . . . , p} such that rα(t) < rt , whence ct,α(t) ≤ min{rt , rα(t)} < rt . If rs = rα(s), then
cs,α(s) < rs (it is easy to check that the graph [i, j ] has less than ri components if i = j
and ri = r j ). Since ci,α(i) ≤ min{ri , rα(i)} ≤ ri for i = 1, . . . , p, we have∑pi=1 ci,α(i) <∑p
i=1 ri , whence np−
∑p
i=1 2ri +
∑p
i=1 ci,α(i) < np−
∑p
i=1 2ri +
∑p
i=1 ri =
∑p
i=1(n−ri ).
Thus |Mn(k)| is the sum of polynomials so that exactly one of them has the maximal
possible degree
∑p
i=1(n − ri ). Hence |Mn(k)| = 0. 
We have also proved that |Mn(k)| has degree∑pni=1(n − ri ).
Theorem 1. Let G be a graph and C = {e1, . . . , en} be an edge cut of G. Then
FG (k) =
( pn∑
i=1
pn∑
j=1
(−1)2pn+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|
)
|Mn(k)|−1.
Proof. Follows directly from Lemmas 2 and 3 and (1). 
Note that by (1) and Theorem 1, FG(k) = −|M ′G,C(k)|/|Mn(k)| where M ′G,C (k) arises
from MG,C (k) after replacing the (pn + 1, pn + 1)-entry by 0.
3. Small cuts
In this section we compute Mn(k) for n = 2, . . . , 5.
Let Ln be the graph consisting of one vertex and n loops. By Lemma 1(b), FLn (k) =
(k − 1)n for every n ≥ 1. Let In be the graph having two vertices joined with n parallel
edges. By Lemma 1(c), FIn (k) = FIn/e(k) − FIn−e(k) = FLn−1(k) − FIn−1 (k) for every
n ≥ 2 and e ∈ E(In). Thus using induction on n we can check that for every n ≥ 2,
FIn (k) =
n−1∑
i=1
(−1)i+1(k − 1)n−i . (2)
If n = 2 (n = 3) then Pn has exactly one partition and by (2), |Mn(k)| is equal to
k − 1 ((k − 1)2 − (k − 1) = (k − 1)(k − 2) = k2 − 3k + 2). We get the following
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statement proved also by Sekine and Zhang [5]. (Note that [H, 1] and [H ′, 1] arise from
H and H ′ after identifying the vertices u1, . . . , un and u′1, . . . , u′n with vertices x1 and x ′1,
respectively.)
Corollary 1. Let G be a graph with an edge cut C of cardinality n = 2 or 3. Then
FG (k) = FH,1(k) · FH ′,1(k)/|Mn(k)|, where |M2(k)| = k − 1 and |M3(k)| = k2 − 3k + 2.
Proof. Follows immediately from Theorem 1. 
It is known that two homeomorphic graphs have the same flow polynomial (see, e.g.,
[8]). If G1 and G2 are two graphs, then denote by G1 + G2 the graph arising from two
vertex-disjoint copies of G1 and G2. Let G1 · G2 arise from G1 + G2 after identifying a
vertex from the copy of G1 with a vertex from the copy of G2. G1 · G2 is not uniquely
determined, but we know that FG1+G2(k) = FG1·G2(k) = FG1(k) · FG2(k) (see, e.g., [8]).
P4 contains partitions P4,1 = {{1, 2, 3, 4}}, P4,2 = {{1, 2}, {3, 4}}, P4,3 =
{{2, 3}, {4, 1}} and P4,4 = {{1, 3}, {2, 4}}. Thus in the case n = 4 the graph [1, 1] is
I4, for i = 2, 3, 4, the graphs [1, i ] and [i, 1] are I2 · I2 and the graph [i, i ] is I2 + I2 and,
for i, j = 2, 3, 4, i = j , the graph [i, j ] is a circuit of length 4, which is homeomorphic
with I2. Therefore by the aforementioned formulas and (2), we have
M4(k) = (k − 1) ·


k2 − 3k + 3 k − 1 k − 1 k − 1
k − 1 k − 1 1 1
k − 1 1 k − 1 1
k − 1 1 1 k − 1

 .
P5 contains the following partitions (considering the sums in brackets mod 5):
P5,1 = {1, 2, 3, 4, 5},
P5,1+i = {{i, (i + 1)}, {(i + 2), (i + 3), (i + 4)}}, (i = 1, . . . , 5),
P5,6+i = {{i, (i + 2)}, {(i + 1), (i + 3), (i + 4)}}, (i = 1, . . . , 5).
Thus in the case n = 5 the graph [1, 1] is I5, for i = 2, . . . , 5, the graphs [1, i ] and [i, 1]
are I3 · I2 and the graph [i, i ] is I3 + I2 and for i, j = 2, . . . , 5, i = j , the graph [i, j ] is
either homeomorphic with I3, or has a bridge. Matrix M5(k) is indicated in Table 1.
We give a recursive formula for computing pn . For i = 2, . . . , n − 2 (resp. i = n), Pn
contains exactly
(
n−1
i−1
)
pn−i (resp. 1) partitions such that the element n is contained in an
i -element subset. Hence for every n ≥ 2, we have
pn = 1 +
n−2∑
i=2
(
n − 1
i − 1
)
pn−i . (3)
4. Planar graphs
We identify a planar graph with its embedding in the plane. An edge cut C of a planar
graph G is called planar if there exists a closed Jordan curve in the plane which intersects
each edge of C exactly once and does not intersect any other edge or vertex of G.
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Table 1
M5(k) =


h(k) g(k) g(k) g(k) g(k) g(k) g(k) g(k) g(k) g(k) g(k)
g(k) g(k) f (k) 0 0 f (k) f (k) f (k) 0 f (k) f (k)
g(k) f (k) g(k) f (k) 0 0 f (k) f (k) f (k) 0 f (k)
g(k) 0 f (k) g(k) f (k) 0 f (k) f (k) f (k) f (k) 0
g(k) 0 0 f (k) g(k) f (k) 0 f (k) f (k) f (k) f (k)
g(k) f (k) 0 0 f (k) g(k) f (k) 0 f (k) f (k) f (k)
g(k) f (k) f (k) f (k) 0 f (k) g(k) 0 f (k) f (k) 0
g(k) f (k) f (k) f (k) f (k) 0 0 g(k) 0 f (k) f (k)
g(k) 0 f (k) f (k) f (k) f (k) f (k) 0 g(k) 0 f (k)
g(k) f (k) 0 f (k) f (k) f (k) f (k) f (k) 0 g(k) 0
g(k) f (k) f (k) 0 f (k) f (k) 0 f (k) f (k) 0 g(k)


f (k) = (k − 1)(k − 2)
g(k) = (k − 1)(k2 − 3k + 2)
h(k) = (k − 1)(k3 − 4k2 + 6k − 4)
Let P = {Q1, . . . , Qr } be a partition of the set {1, . . . , n}. Take a circuit Cn having
vertices v1, . . . , vn and add vertices u1, . . . , un and edges v1u1, . . . , vnun . For j =
1, . . . , r , identify the set of vertices {ui ; i ∈ Q j } to a new vertex x j . Suppose that the
resulting graph has an embedding in the plane so that no vertex x j , j = 1, . . . , r , is inside
the circuit Cn and no two edges intersect. Then P is called planar. Let Pn be the set of
nontrivial planar partitions of {1, . . . , n} and pn = |Pn |. For the case of simplicity we can
choose the notation so that Pn = {Pn,1, . . . , Pn,pn }. (For example,P4 = {P4,1, P4,2, P4,3}
and P5 = {P5,1, . . . , P5,6}.)
Let Mn(k) and MG,C(k) be the matrices arising from Mn(k) and MG,C(k) after deleting
the rows and columns corresponding to nonplanar partitions of Pn , respectively. Let
Mn,i, j (k) denote the matrix arising from Mn(k) after deleting the i th row and the j th
column, i, j ∈ {1, . . . , pn}. We have
|MG,C(k)| = FG(k) · |Mn(k)|
+
pn∑
i=1
pn∑
j=1
(−1)2pn+1+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|.
(4)
Lemma 4. Let G be a planar graph and C = {e1, . . . , en} be a planar edge cut of G. Then
|MG,C(k)| = 0.
Proof. If |E(G)| = n, then there exist planar partitions P and P ′ of the set {1, . . . , n}
so that G = [P, P ′]. The rest of the proof runs in a similar way as in Theorem 1 after
replacing pn , Mn(k), Mn,i, j (k) and MG,C (k) by pn , Mn(k), Mn,i, j (k) and MG,C(k),
respectively. 
Lemma 5. |Mn(k)| is a nonzero polynomial for every n ≥ 2.
Proof. The proof runs in a similar way as in Lemma 2 after replacing pn and Mn(k) by pn
and Mn(k), respectively. 
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The degree of |Mn(k)| is∑pni=1(n − ri ).
Theorem 2. Let G be a planar graph and C = {e1, . . . , en} be a planar edge cut of G.
Then
FG(k) =
( pn∑
i=1
pn∑
j=1
(−1)2pn+i+ j · FH,i (k) · FH ′, j (k) · |Mn,i, j (k)|
)
|Mn(k)|−1.
Proof. Follows directly from Lemmas 4 and 5 and (4). 
Note that by (4) and Theorem 2, FG (k) = −|M ′G,C(k)|/|Mn(k)| where M ′G,C(k) arises
from MG,C(k) after replacing the (pn + 1, pn + 1)-entry by 0.
We give a recursive formula for computing pn . Clearly p1 = 0 and p2 = p3 = 1. It is
natural to set p0 = 1. Pn , n ≥ 4, can be partitioned into subsets Ai , Bi , i = 1, . . . , n − 1,
such that a planar partition P = {Q1, . . . , Qr } ∈ Pn is from Ai (resp. Bi ) if n ∈ Q1, i is
the smallest element from Q1, and |Q1| = 2 (resp. |Q1| ≥ 3). Note that we allow that some
of the sets Ai , Bi are empty, for example Bn−1 = A2 = An−2 = ∅. Deleting set {i, n} from
P ∈ Ai we get planar partitions of {1, . . . , i − 1} and {i + 1, . . . , n − 1}, and conversely,
adding to such two partitions {i, n} we get a partition from Ai . Thus |Ai | = pi−1 pn−i−1.
Deleting element n from a partition P ∈ Bi we get planar partitions of {1, . . . , i − 1} and
{i, . . . , n − 1}. On the other hand taking planar partitions P ′ and P ′′ of {1, . . . , i − 1} and
{i, . . . , n − 1}, respectively, and adding to the set from P ′′ containing i a new element
n, we get a partition from Bi . Thus |Bi | = pi−1 pn−i . Therefore supposing p1 = 0 and
p2 = p3 = p0 = 1, we have for every n ≥ 4,
pn =
n−1∑
i=1
pi−1(pn−i−1 + pn−i ). (5)
By (3) and (5), p4 = 4, p4 = 3, p5 = 11, p5 = 6, p6 = 41 and p6 = 15. Note that
M2(k) = M2(k), M3(k) = M3(k), M4(k) arises from M4(k) after deleting the last row
and the last column and M5(k) arises from M5(k) after deleting the last five rows and the
last five columns. Thus from (4) and Theorem 2 we can get much simpler formulas then in
the general case.
Acknowledgments
The author was partially supported by VEGA grant 2/4004/04, and was also affiliated
at Fakulta prírodných vied, Žilinská univerzita v Žiline.
References
[1] F. Jaeger, Nowhere-zero flow problems, in: L.W. Beineke, R.J. Wilson (Eds.), Selected Topics in Graph
Theory 3, Academic Press, New York, 1988, pp. 71–95.
[2] M. Kochol, Superposition and constructions of graphs without nowhere-zero k-flows, European J. Combin.
23 (2002) 281–306.
M. Kochol / European Journal of Combinatorics 26 (2005) 1086–1093 1093
[3] M. Kochol, Reduction of the 5-flow conjecture to cyclically 6-edge-connected snarks, J. Combin. Theory Ser.
B 90 (2004) 139–145.
[4] M. Kochol, Forbidden subgraphs for the smallest counterexample to the 5-flow conjecture, Mathematical
Institute, Slovak Academy of Sciences, Bratislava, Slovakia, 2001, http://www.mat.savba.sk/preprints
(preprint 9/2001).
[5] K. Sekine, C.-Q. Zhang, Decomposition of the flow polynomial, Graphs Combin. 13 (1997) 189–196.
[6] W.T. Tutte, A contribution to the theory of chromatic polynomials, Canad. J. Math. 6 (1954) 80–91.
[7] W.T. Tutte, A class of Abelian groups, Canad. J. Math. 8 (1956) 13–28.
[8] W.T. Tutte, Graph Theory, Cambridge University Press, Cambridge, 1984.
