The scientific community has long used the Internet for communication of e-mail, software, andpapers. Until recently, there has been little use of the network for actual computations. This situation is changing rapidly and will have an enormous impact on the future. The NetSolve system described here has a signijicant role to play in these developments.
Competing paradigms
Ongoing advances in hardware, networking infrastructure, and algorithms let us successfully attack a wide range of computationally intensive problems using networked, scientific computing. The networked-computing paradigm spreads vital pieces of software and information used by a computing process across the network, identifying and linking them only a t runtime. By contrast, in the current software usage model, users acquire a copy (or copies) of task-specific software packages for use on local hosts.
There are three main paradigms for such networked computing paradigms: proxy computing, code shipping, and remote computing. These paradigms differ in the way they handle the user's data and in the program that operates on this data. In proxy computing, the data and the program reside on the user's machine; both travel to a server that runs the code on the data and returns the result. In code shipping, the program resides on the server and is downloaded to the user's machine, where it operates on the data and generates the result on that machine. This is the paradigm Java applets use within Web browsers. In remote computing, the program resides on the server. The user's data travels to the server, where the programs or numerical libraries operate on it; the result then returns to the user's machine.
The NetSolve system uses this third paradigm (see Figure 1 ). NetSolve provides the user with a pool of computational resources. These resources are computational servers that have access to ready-to-use numerical software. As the figure shows, the computational servers can be running on single workstations, networks of workstations that can collaborate for solving a problem, or massively parallel processor systems. Using one of the NetSolve client interfaces, users can send requests to the NetSolve system, aslung that one of the servers carry out their numerical computation. As its main role, the NetSolve agent processes this request and chooses the most suitable server for this particular computation. Once the agent chooses a server, that server is assigned the computation, uses its available numerical software, and eventually returns the results to the user.
As Figure 1 shows, there can be multiple instances of the NetSolve agent on the network, and different clients can contact different agents depending on their locations. The agents can exchange information about their different servers and allow access from any client to any server, if desirable. Suppose, for example, that the set of computational resources spans seeera1 local-area networks and that users on each network want to use NetSolve to perform scientific computations. A NetSolve agent can be started on each network, so user requests always go to the "closest" agent for processing. NetSolve can operate either via the Internet or on an intranet, such as inside a research department or a university, without participating in any Internetbased computation. Also, Netsolve's system configuration is entirely flexible: any server or agent can stop and start or restart a t any time without jeopardizing the system's integrity.
The NetSolve agent is the primary participant in the management of the different computational resources (hardware and software) as it is in charge of load balancing and fault tolerance.
The computational resources
One challenge in building the NetSolve system was to design a suitable model for the computational servers. For users to invoke numerical s o h a r e directly through our servers, three major features seemed to emerge as mandatory for the servers:
Uniform access to the sojhalye: The servers should give users the illusion that they have access to a uniform set of subroutines and functions. This is a critical point because we want to hide, as much as possible, the specifics of the underlying numerical softwares. In this way, users need not undergo long learning phases when using a new set of functions. Configurability: The servers should not be limited to any particular software. We therefore needed to provide a framework to easily add functionality to a computational server. T h s would let the system extend and encompass new numerical applications at will.
Preinstallation:
Of course, the user should not be responsible for installing anynumerical software directly. The numerical software available through the servers should be ready to use and already compiled to the target architecture. Or, more generally, the system could dynamically handle installation and compilation itself, without any intervention from the user.
The cuwent design. For implementing such a computational server, we have designed a general, machine-independent way of describing a numerical computation, as well as a set of tools to easily generate new computational modules. This framework's main component is a descriptive language used to describe each separate numerical functionality of a computational server. NetSolve can compile the description files written in this language into actual computational modules executable on any Unix or NT platform. These files are really NetSolve wrappers around the scientific libraries and should not contain any numerical code.
The NetSolve problem description contains information about what numerical-library function to use, what input to expect, and what output will be generated. The file must also contain an estimate of the problem's algorithmic complexity as a function of the input size. Such an estimate can be well known (such as for di-rect solvers) or can depend on the input data itself (such as for iterative solvers). The latter case is still an open question in NetSolve.
This approach offers several advantages. Machine independence is one, as is the ability to integrate arbitrary software components into NetSolve. But this framework also allows increased collaboration between research teams and institutions. Indeed, description files for a given numerical library need to be written only once. Any institution wanting to set up servers can then exchange these files. Each time a new description file is created, the capabilities of the entire NetSolve system increase.
These advantages, however, are effective only if the process of creating new problems and adding them to a computational server is reasonably straightforward. For this reason, we developed a graphical user interface to handle description-file generation. The interface performs various error checks on the user input, which mostly consists of mouse clicks and choices in menus. Using the interface is much easier than creating a description file manually, especially as the sophistication of the problem increases.
Ultimately, we want to have a NetSolve description file repository on the Web. From such a repository, users could download description files at will to set up computational servers. The actual numerical software should also be available to make the creation of these servers nearly immediate.
Existing resources. The NetSolve team has generated a number of description files for numerical libraries that cover several fields of computational science-linear algebra, optimization, and fast Fourier transforms, for example. In designing Netsolve, we were most interested in providing several interfaces for a wide range of users. Users can invoke NetSolve through C, Fortran, Java, as well as on Matlab.
How the NetSolve agent works
The NetSolve agent operates both as a database and as a resource broker. The agent keeps track of information about all the servers in its resource pool, including their availability, load, network accessibility, and the range of computational tasks that they can perform. The agent then selects a server to perform the task, and the server responds to the client's request.
The agent as a database. Keeping track of what software resources are available and on which servers they are located is perhaps the NetSolve agent's most fundamental task. Because the computational servers use the same framework to contribute software to the system, the agent can maintain a database of different numerical functionalities available to the users. The protocol is fairly straightforward. Each time a new server starts, it sends an application request to an instance of the NetSolve agent. This request contains general information about the server (including its location), as well as the list of numerical functions it intends to contribute to the system. Eventually, the server is integrated into the system and can answer user requests.
The agent as a resource broker. The NetSolve agent's goal is to choose the best-suited computational server for each incoming request to the system. For each user request, the agent determines the set of servers that can handle the computation and ranks those servers from most suit-able to least. The agent is a resource broker in that once it returns the list of ranked computational servers to the client, it is not involved in the computation itself.
To perform the ranking, the agent uses computation-specific and resource-specific information. Computation-specific information is mostly included in the user request: size in bytes of the input data, size of the problem to be solved (such as dimensions of the matrices for a linear algebra computation), and so forth. Resource-specific information is composed of static and dynamic data. Each server communicates static system-specific data to the agent when the server first starts and is accepted in the system. This data mainly contains the server's host processor speed, the number of processors, and the complexity of the algorithms used by its numerical software. Dynamic data represents the load of the server's host, the network delays, and transmission rates to contact that host.3
Fault tolerance. As we've said, different institutions can administer the hosts in the NetSolve system. That's why NetSolve does not try to impose any control on the different resources. Indeed, we have said earlier that any NetSolve server can be stopped at any time (either willingly or because of a networldhosdsoftware failure). Although this approach is flexible, it requires NetSolve to implement some kind of fault-tolerance mechanisms.
The NetSolve system ensures that a user request will be completed unless every single resource capable of servicing the request has failed. When a client sends a request to a NetSolve agent, it receives a sorted list of computational servers to try. When the client has succeeded in contacting one of these servers, the numerical computation starts. If the contacted server fails during the computation, then another server is contacted and the computation restarts. In the current implementation, all input data resides on the user's machine during the computation and can then travel to another server after a failure. Future implementations will hand off the input data to NetSolve storage servers, where it will stay until the computation has finished (after possible failures and restarts). The whole restart process is transparent to the user.
This fault-tolerance mechanism is rather primitive (even though effective), and we are investigating techniques to allow task-checkpointing among servers. A first step is the Condor interface we discuss in the "An Interface to the Condor System" sidebar.
Using NetSolve
As an example of Netsolve's capabilities, let's look at two applications, once in neuroscience and another in performing simple parallelism with Matlab.
Neuroscience. The kind of network computing enabled by NetSolve is particularly appropriate for applications where the code is much larger than the data (such as PDE solvers, optimization, and symbolic mathematics). MCell, developed at the Computational Neurobiology Lab of the Salk Institute, is one such applicat i~n .~ This software performs 3D Monte Carlo simulations of cellular microphysiology for biologists and biochemists. MCell simulations take a few (typically small) files as input and produce a few small output files, making MCell an ideal application for NetSolve.
At the moment, MCell users manually start MCell jobs on different machines, where they have made the input files accessible, and manually gather the output files. This is extremely inconvenient, especially because they would like to run hundreds of computations in parallel on machines that are not on the same network file server. Furthermore, there is no fault-tolerance or load-balancing mechanism, both mandatory for such a large number of tasks. Number of 800 x 800 matrix operations We have written a prototype NetSolve driver for MCell. The user passes (via a script) the list of all the MCell simulations to be performed, and the driver submits all the requests asynchronously to Netsolve. When the driver returns, all the output files have been created and are available to the user. The NetSolve agent ensures that the load balancing is correct and that the execution was fault tolerant. Our first experiment consisted in running the driver at the Salk Lnstitute in La Jolla, California, and having 10 NetSolve MCell servers in Tennessee. We are working closely with the MCell team to modify MCell so that it calls NetSolve internally.
Simple parallelism j+om Matlab. In this example, the user is using Matlab on a Sun Sparc 5 workstation to compute the square of several matrices. In the experiment, matrices are 800 X 800, and the user wants to perform up to 16 computations. Seven NetSolve servers are available on Sun Ultra Is. Figure 2 shows the total execution times for various numbers of computations when the user is using either Matlab only or NetSolve via Matlab. When the user is using Netsolve, we have performed different measurements for different geographical locations of the client. The servers are located at the University of Tennessee.
When Matlab is used directly, the total execu-62 tion time increases linearly with the number of operations because there is no parallelism. Using NetSolve improves performance considerably, except when the client is overseas. In fact, transferring the data and the result overseas is much more costly than performing a matrix square. In all the other cases, it is always better to use Netsolve, even if only one square is needed. We can conduct the same experiment with any NetSolve client interface, including the Java GUI. Figure   3 shows sketches of the Matlab script that we used in the experiment. The first part of the script is pure Matlab, and the second part uses NetSolve and handles the task parallelism.
MultiMatlab,' developed a t the Cornel1 Theory Center, could be used to run such a parallel Matlab script. However, MultiMatlab provides a low-level MPI-like interface and would not give the user the same service abstraction as NetSolve does. We could then write a layer on top of MultiMatlab that would create such an abstraction and implement fault-tolerance and load-balancing mechanisms, namely rewriting NetSolve with MultiMatlab. However, this approach would be very limited because users could call NetSolve only from Matlab, and Matlab is not freely distributed.
Related grid-oriented software
Both Ninf6 and the Network-Enabled Optimization Server7 bear similarities to Netsolve, but the differences are significant. NEOS addresses a specific field of computational science (optimization), whereas NetSolve can integrate virtually any processing of user data. Also, Netsolve's software architecture lets it be deployed on any scale with great flexibility, whereas NEOS is centralized at the Argonne National Laboratory.
Other than Condor, which we discuss in the sidebar, the two leading middleware systems for creating computational grids are Globus8 and Legion.' They address somewhat different audiences. NetSolve targets any scientist or engineer, providing them with a high-level service. By contrast, both Globus and Legion are built on their own lower-level directory and communication services, malung them significantly more elaborate to deploy.
As NetSolve increases both in number of users and resources, maintaining a coherent resource space will become increasingly difficult. The issue of a robust and flexible naming strategy will undoubtedly arise. Several naming services have been designed (LDAP" and RCDS") and implementations are starting to become available. Such services would provide a good basis for a metacomputing project such as NetSolve and would prevent the NetSolve developers from taking naming responsibilities.
The NetSolve model can accommodate both Globus and Legion (as agents and servers). As these systems gain maturity, we intend to review the current NetSolve design and implementation and gradually integrate new components from these systems. We have already integrated the Globus Heart Beat Monitor" into NetSolve to perform failure detection. Analogous investigations of the integration of NetSolve with Legion's approach to grid computing are also underway, which would provide robust mechanisms for security, data encryption and compression, and user-access control.
We are also investigating ways of producing a more robust implementation on top of distributed objects, for instance, with Corba13 or possibly Java with NetSolve provides a much higher level of abstraction (service versus object) to the user than either Corba or RMI, but could implement this abstraction along with load-balancing and fault-tolerance mechanisms in a distributed-object environment.
Finally, as the types of hardware resources and the types of numerical software available on the computational servers become more and more diverse, the resource broker embedded in the agent will need to become increasingly sophisticated, leading to many open research questions.
Integrating parallel numerical libraries
Integrating parallel packages into NetSolve will let users on workstations access MPP systems to perform large computation. This access can be extremely simple and the users might not even be aware that they are using a parallel library. Furthermore, this parallel library will be accessible for C, Fortran, Matlab, Java programs, and even a Java GUI.
NetSolve views a computational resource as a NetSolve server running on some platform. The specifics of that platform are totally hidden from the user. Therefore, a user could still use the simple NetSolve interfaces to access the power of MPPs or networks of workstations to perform large computations.
Integrating parallel software packages into NetSolve
ScaLapack (Scalable Linear Algebra Package) is a library of high-performance linear algebra routines for distributed-memory messagepassing multiple-instruction, multiple-data computers as well as networks of workstations supporting PVM" or MPI.16 Developed at the University of Tennessee, Knoxville, the Oak Ridge National Laboratory, and the University of California, Berkeley, ScaLapack is a continuation of the Lapack project,I7 which designed and produced analogous software for workstations, vector supercomputers, and shared-memory parallel computers. The ScaLapack library contains routines for solving systems of linear equations, least-squares problems, and eigenvalue problems. ScaLapack views the underlying multiprocessor system as a rectangular process grid. Global data maps to the local memories of the processes in that grid assuming a 2D block-cyclic distribution of dense matrices. See the latest edition of the ScaLapack User's Guide for further details." Figure 4 is a sketch of the ScaLapack NetSolve server. The server receives data input from the client in the traditional way. After setting up the processor grid, the server distributes the input data in a 2D block-cyclic fashon and initiates the call to ScaLapack. When the ScaLapack call returns, the result of the computation is 2D blockcyclic distributed as well. The server then gathers that result and returns it to the client in the traditional way. This process is completely transparent to the user who does not even realize that a parallel execution is tahng place. This approach is very promising. A first prototype of the ScaLapack NetSolve server is available in NetSolve version 1.1 .b. Figure 5 shows the results of an experiment where a Matlab user can possibly contact a ScaLapack NetSolve server running on a cluster of eight processors that are identical to the processor running Matlab. The graph shows the elapsed times using Matlab or NetSolve for solving a linear system with increasing matrix sizes. As expected, for large matrices, the use of ScaLapack leads to much better performance. Users only need to make a small syntactic change to their input to obtain such performance. Namely, to use Matlab directly, users should type in There are many research issues arising with integrating parallel libraries in NetSolve. First, the agent needs to perform performance predictions for parallel algorithms running in various distributed systems. Such predictions will be much more involved than those the agent currently performs. Furthermore, the agent might have to make choices regarding, for example, the use of ScaLapack or Lapack for a given problem. Answering the question ((is it better to send this particular computation to a sequential Lapack server or a parallel ScaLapack server?" will certainly be difficult in many cases. Second, the server itself must make choices concerning the processor grid size and the block size of the 2D block-cyclic distribution. This choice usually depends on the nature and size of the computation to be performed. In the current prototype, we did iot pay much attention to such choices, but a nore realistic version must yield the best perbrmance for the number of processors availible. Other issues are related to the actual op-:rating system of the hardware platform and nclude processor availability and batch systems.
VetSolve and Ninf
Vinf, developed at the Electrotechnical Labora--ory, Tsuhba, allows users to access computaional resources including hardware, software, and scientific data distributed across a wide-area network.6 To facilitate location transparency and network-wide parallelism, the Ninf MetaServer maintains global resource information regarding computational server and databases. It can therefore allocate and schedule coarse-grained computations to achieve good global load balancing. Clearly, NetSolve and Ninf bear strong similarities both in motivation and general design.
A gateway between Ninf and NetSolve
A collaboration between the two projects seems natural. However, the Ninf MetaServer and the NetSolve Agent, even though similar in intent, have different philosophies. The Net- less fundamental issues, prevents a seamless integration of the two systems.
To overcome these issues, the Ninf team started developing an adapter so that Ninf clients can use NetSolve resources and vice versa. This first implementation of the adapter is written in Java, and is depicted in Figure 6 . Figure 6a shows the Ninf-NetSolve adapter allowing access to Ninf resource from a NetSolve client. The adapter is just seen by the NetSolve agent as any other NetSolve server. The adapter performs protocol translation, interface translation, and data transfer that is transparent to the NetSolve client. The Ninf server performs a computation and returns the result to the user.
In Figure 6b , the Netsolve-Ninf adapter is seen by the Ninf MetaServer as a Ninf server, but in fact plays the role of a NetSolve client. This is a little different from the Ninf-NetSolve adapter because, as we've said, the NetSolve agent is a resource broker, whereas the Ninf MetaServer is a proxy server. Once the adapter receives the result of the computation from some NetSolve server, it transfers that result back to the Ninf MetaServer that forwards it to the Ninf client.
Evaluations of the first implementation show that using either system via an adapter causes acceptable overheads, mainly due to additional data transfers.
Using NetSolve to extend Imagevision
NetSolve can serve as a building block for a general-purpose framework for basic image processing.
integrating the Imagevision Library into NetSolve
A project under development at the ICG Institute a t Graz University of Technology, Austria, focuses on making basic image-processing functions available for remote execution over a network. This project includes two objectives that can be leveraged by Netsolve. First, the resulting software should prevent the user from having to install complicated image-processing libraries. Second, the functionalities should be available via Java-based applications. The Imageusion Library (IL)19 developed by Silicon Graphics contains typical image-processing routines to access, manipulate, display, and store image data. Because it is multithreaded, it can make use of multiprocessor machines and other special graphic hardware. Because the ICG research team judges that Imageusion is quite complete and mature, they think it is a good choice for an engine for building a remote-access image-processing framework. Such a framework will make IL accessible from any platform (and not only from SGI workstations).*' have discussed throughut this article how Netolve can be customized, ended, and used for a variety of purposes. Perhaps the most important issue we raised concerns the agent resource-management strategy. The NetSolve agent performs performance predictions for all the suitable resources when it receives a user request. Such predictions are much more difficult to realize for a Condor pool or a parallel machine than for a single workstation. Much work will be devoted to unifymg our performance metrics so that they encompass the specifics of these new types of resources. We have also shown how network-enabled servers, and NetSolve in particular, have helped in developing a more general image-processing framework. All these developments take place at different levels in the NetSolve project and have had and will continue to have an impact on the project itself, causing it to improve and expand.
NetSolve is an environment for networked computing whose goal is to deliver the power of computational grid environments to users who need processing power but are not expert computer scientists. It achieves this goal with its three-part client-agent-server architecture. In order to deliver the full capacity of grid resources, NetSolve must deal with the potential for these resources to be unstable, which means that fault-tolerance and/or computation migration must be employed. We have described how the current version of NetSolve addresses these issues, and how NetSolve will evolve to address them more completely. The researchers at ICG have created new NetSolve computational modules corresponding to the desired image-processing functionalities, and the servers grant access to these functionalities via all the NetSolve user interfaces. They have built a Java GUI to IL on top of the NetSolve Java N I . Figure 7 shows a simple example of how Imagexsion can be accessed via Netsolve. As shown, the Java GUI offers visualization capabilitles. For computabons, it uses an embedded NetSolve client and contacts SGI servers that have access to IL. The protocol depicted is simplistic for now. To obtain acceptable levels of performance, we must minimize the network traffic. There are several ways of approaching t h s problem. We could keep a state in the server, meaning that some server always keeps the most recent image objects in memory. We could also pack several operations in one single request. We are currently investigating these possibilities. 
