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In this paper we investigate a new class of growth rate maximization problems based
on impulse control strategies such that the average number of trades per time unit does
not exceed a fixed level. Moreover, we include proportional transaction costs to make
the portfolio problem more realistic. We provide a Verification Theorem to compute the
optimal growth rate as well as an optimal trading strategy. Furthermore, we prove the
existence of a constant boundary strategy which is optimal. At the end, we compare
our approach to other discrete-time growth rate maximization problems in numerical
examples. It turns out that constant boundary strategies with a small average number
of trades per unit perform nearly as good as the classical optimal solutions with infinite
activity.
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1 Introduction
One of the fundamental results in portfolio optimization goes back to [Merton, 1969].
He proved in the framework of a Black Scholes market that the expected utility can
be maximized by keeping the risky fraction process, which indicates the fraction of the
investor’s wealth invested in the stock, constant. The same result holds true if the
objective is changed to the asymptotic growth rate, i.e. the investor maximizes
lim inf
T→∞
1
T
E
[
log(XT )
]
,
where XT denotes the investor’s wealth at time T . This criterion goes back to Kelly
([Kelly, 1956]) and will be our objective in the following considerations. The optimal
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strategy of keeping the risky fraction process constant has one large drawback. The
investor has to trade at all times since the stock price fluctuates at all times and so the
investor’s wealth changes at all times, too. Obviously this is not realizable in practice.
A first approach to avoid this problem is to restrict trading to discrete time points.
This approach may be accomplished in different ways. For deterministic equidistant time
points, this was carried out in [Rogers, 2001]. A further idea of limiting the trading times
is the widely used approach to restrict the trading times to those at which an independent
Poisson process jumps. Such situations are for example studied in [Matsumoto, 2006,
Matsumoto, 2009] and [Pham & Tankov, 2008]. Both approaches are revised in Section
4.1.
A second approach is based on the fact that transaction costs play a major role in
real financial markets. The most natural type of costs is given by proportional trans-
action costs, that is the investor has to pay a fixed fraction of his transaction vol-
ume at each transaction. There is a wealth of papers dealing with different aspects
of models with proportional transaction costs. For example see [Assaf et al., 1988],
[Davis & Norman, 1990], [Shreve & Soner, 1994], [Akian et al., 2001], [Kabanov & Klu¨ppelberg, 2004],
[Kallsen & Muhle-Karbe, 2010]. By introducing the mentioned proportional transaction
costs into the model, transactions of infinite variation lead to instantaneous ruin, and
therefore cannot be optimal anymore. Moreover, it turns out that the optimal strategy
is given in the following way: If the risky fraction process evolves within a predeter-
mined interval, then it is optimal not to trade. If the risky fraction process reaches
one of the interval boundaries, then infinitesimal trading occurs such that the fraction
of wealth is reflected at this boundary. Unfortunately, this strategy is still not realiz-
able in practice, since it involves continuous trading at the boundaries. One way out
is to introduce artificial fixed transaction costs, which punish high frequent trading, see
[Morton & Pliska, 1995], [Korn, 1998], [Øksendal & Sulem, 2002], [Irle & Sass, 2006a,
Irle & Sass, 2006b], [Tamura, 2006, Tamura, 2008], and [Duncan et al., 2011]. The ad-
vantage of using fixed transaction costs that are proportional to the investors wealth
is that the optimal strategies turn out to be realizable and easy to describe: They are
determined by four parameters a < α ≤ β < b. Whenever the risky fraction process
reaches one of the boundaries a resp. b, the investor trades such that the new risky
fraction equals α resp. β. These strategies are called constant boundary strategies and
fall into the class of impulse control strategies. A drawback of this model is that the use
of fixed transaction cost cannot be justified in most real world situations.
The aim of this paper is bringing together the two approaches described above. We
consider a portfolio optimization model with the realistic pure proportional transaction
costs (including the case of no transaction costs). Then we restrict the set of trading
strategies to relaxed strategies such that the average number of trades per time unit
does not exceed a fixed level 1/h, that is
lim sup
T→∞
1
T
E(|{n : τn ≤ T}|) ≤
1
h
, (1)
where the (random) trading points τ0, τ1, ... are modeled as stopping times and h is
some positive constant. The advantages of considering this class of strategies is the fact
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that they are easy to implement and they do not include unrealizable high frequency
trading. On the other hand, they are very flexible. For example, whenever the asset
price fluctuates a lot, the investor adjusts his portfolio necessarily very often; and in
flat market times, the investor can be relaxed. From a mathematical point of view,
the problem we are faced with is an impulse control problem where the policy set is
restricted according to (1). To the best of the authors’ knowledge, such problems have
not been discussed in the literature, yet. We provide a Verification Theorem to verify
the growth rate as well as an optimal strategy. Moreover, we prove the existence of an
optimal strategy that is of constant boundary type, whose parameters can be computed
as a solution to a certain system of equations. It turns out that this system of equations
is similar to those considered for problems with both fixed and proportional transaction
costs with one additional free parameter.
The structure of this article is as follows. In the short Section 2, we introduce the
Merton problem and state its well known solution with and without transaction costs
for later reference. Section 3 contains the main results of this article. After formulating
the problem and collecting some known facts about constant boundary strategies, we
formulate the Verification Theorem and apply it to our setting by showing that constant
boundary strategies are optimal. This is remarkable, since these strategies are very easy
to describe and may be considered as easier to handle than the discrete-time strategies
discussed in Section 4.1. We end this section by treating an explicit example for a certain
set of parameters. In the final Section 4, we compare the asymptotic growth rates for
the optimal strategy obtained in Section 3 and the existing results from Subsection 4.1.
It turns out, that the optimal strategy performs much better than the other strate-
gies for different realistic sets of parameters. More important, one can see that in a
market with proportional transaction costs, the
”
relaxed“ investor who uses a constant
boundary strategy nearly performs as good as an investor who uses the optimal strategy
without restrictions described above, even for larger values of h.
2 The Merton problem
Let us consider a market in which two assets are traded continuously. One of the assets
is a risky asset, called stock, with price S = (St)t≥0 satisfying the stochastic differential
equation
dSt = µStdt+ σStdWt , S0 = s0 > 0 ,
where µ and σ are constants and W = (Wt)t≥0 is a one dimensional standard Brownian
motion on a complete filtered probability space (Ω,F , (Ft)t≥0,P) satisfying the usual
conditions. The other asset, called bond, is a riskless asset which is chosen as numeraire.
Hence the bond has the price B = (Bt)t≥0 ≡ 1. We imagine an investor with initial
wealth x0 > 0 who invests his wealth in the above market and call him a Merton-
investor.
3
2.1 Merton-investor without transaction costs
Since we assume no transaction costs and a self-financing portfolio, the Merton-investor’s
wealth process X = (Xt)t≥0 is given by
Xpit = x0 · exp
[ t∫
0
g(pis)ds+
t∫
0
pisσdWs
]
,
where the trading strategy pi = (pit)t≥0 is assumed to be a predicable process which
indicates the fraction of wealth invested in the stock at time t and g(x) = x(µ− 12σ
2x).
Finally, the Merton-investor is going to maximize his growth rate, i.e. he is interested
in
VM = sup
pi
lim inf
T→∞
1
T
E
(
log(XpiT )
)
. (2)
By a pointwise maximization, it directly follows that the solution of (2) is given by
VM = lim inf
T→∞
1
T
E
(
log(Xpi
∗
T )
)
=
µ2
2σ2
,
where the optimal trading strategy pi∗ = (pit)t≥0 equals the Merton ratio µσ2 .
In the special case when µ = 8% and σ = 40%, the optimal growth rate equals 2%.
Further the investor has to put at all times 50% of his wealth in the stock.
2.2 Merton-investor with proportional transaction costs
As in [Akian et al., 2001] we consider the Merton problem with proportional transaction
costs. This means that we have to pay a fixed fraction γ ∈ [0, 1) for each transaction
volume from the bond account. The corresponding asset price dynamics are now given
by the following SDEs:
dBt = (1− γ)dUt − (1 + γ)dZt , B0 = 1 ,
dSt = µStdt+ σStdWt + dZt − dUt , S0 = s0 > 0 ,
where Z,U are non-decreasing adapted ca`dla`g processes representing the cumulative
purchase and sale of the stock at time t, respectively. Under the assumption that there
is no borrowing and shortselling, the Merton-investor is going to maximize his growth
rate, i.e. he is interested in
VMc = sup
(Z,U)
lim inf
T→∞
1
T
E
(
log(XpiT )
)
. (3)
From [Akian et al., 2001][Section 9.2] we get an explicit solution of problem (3) when
the Merton ratio pi∗ = µ
σ2
∈ (0, 1). Let f : R→ R be given by
f(x) =
(
2pi∗ − x
x
) 2pi∗
2pi∗−1
·
(
1− 2pi∗ + x
1− x
) 2(1−pi∗)
2pi∗−1
− 1−
2γ
1− γ
.
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Further let b be the zero of f on [0, 1] and a := [2pi∗ − b]/[1 + 2γ1−γ (1 − 2pi
∗ + b)]. Then
the optimal growth rate V Mc equals bσ
2(pi∗ − b/2) and the optimal policy is a constant
boundary policy with upper bound b and lower bound a, i.e.
- If the fraction of wealth invested in the stock lies in (a, b) then the investor does
not trade. (a, b) is called no transaction region.
- If the fraction process equals one of the bounds a or b then the investor starts
continuous-time trading such the the fraction process does not exit the no trans-
action region.
- If the fraction of wealth invested in the stock lies outside the interval [a, b] then
the investor instantaneously trades to bring the fraction process to the closest
boundary a or b.
3 The optimal relaxed investor with transaction costs
Now, we discuss the question whether there are optimal strategies in the class of strate-
gies where the average number of transactions per time unit is limited to 1/h. To answer
this question, we first model this situation, and then solve the problem in this section.
The class of strategies we consider are impulse control strategies, i.e. sequences K =
(τn, ηn)n∈N0 of stopping times 0 = τ0 ≤ τ1 ≤ ...ր∞ with τn < τn+1 on {τn <∞} for all
n, and Fτn-measurable random variables ηn ∈ (0, 1). The stopping times τn describe the
trading times, i.e. the time points when we adjust the fraction of wealth invested in the
stock; ηn is the new fraction of wealth invested in the stock at τn, i.e. Xτn = ηn. Between
each two trading times, the risky fraction process runs uncontrolled with dynamic
dpit = pit(1− pit)(µ− σ
2pit)dt+ pit(1− pit)σdWt, t ≥ 0.
We denote the set of all impulse control strategies by K and denote by EK the expectation
for the process controlled according to K = (τn, ηn)n∈N0 .
As discussed in the introduction, we want to introduce possible proportional transaction
costs into our model, that is, at each trading time we have to pay a fixed fraction γ ∈ [0, 1)
of our transaction volume from our bond account. For a more detailed discussion of the
transaction cost structure, the impulse control strategies and a comparison to other
representation of the strategies, we refer to [Irle & Sass, 2006a] and [Irle & Sass, 2006b],
Section 3. In the later reference, the following result on the asymptotic growth rate is
found as an easy application of Itoˆ’s formula – see [Irle & Sass, 2006b], Proposition 3.1,
Formula (3.11):
Proposition 3.1. For each K ∈ K the asymptotic growth rate of the controlled process
with starting state pi is given by
rK = lim inf
t→∞
1
T
E
K
pi

∫ T
0
g(pit)dt+
∑
n:τn≤T
Γ(piτn , ηn)

 ,
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where
g(x) = x(µ−
1
2
σ2x) and Γ(x, y) =
{
log 1−γx1−γy , y < x,
log 1+γx1+γy , y ≥ x.
rK is independent of the starting state pi.
Although, impulse control strategies restrict trading times to discrete time points,
there is no restriction to the average number of transaction per time unit. Obviously,
this is not realistic. On the other hand, no investor would restrict himself to trade only
at fixed time point (say, weekly). Under some circumstances, he will adjust his portfolio
quite often, under other circumstances, he will perhaps stop trading for a longer time,
depending on the market behavior. But in the long time average, we assume that he
wants to trade not more than each h time units. Therefore, for h > 0 we introduce the
set Kh of impulse control strategies K = (τn, ηn)n∈N fulfilling
lim sup
T→∞
1
T
E
K
pi (|{n : τn ≤ T}|) ≤
1
h
for all pi,
that is, in the long term average we trade not more than 1/h times per time unit. Our
goal is to maximize the asymptotic growth rate in the class Kh, i.e., we want to express
V o(h) := sup
K∈Kh
rK (4)
explicitly, and to find K ∈ Kh such that V
o(h) = rK .
3.1 Constant boundary strategies
Natural examples of impulse control strategies are given by constant boundary strategies.
These strategies are given by four parameters 0 < a < α ≤ β < b < 1 as follows:
Whenever the risky fraction process (pit)t≥0 falls below a, the process is shifted back to
α, and whenever it exceeds b, it is shifted to β, formally
τn = inf{t ≥ τn−1 : pit 6∈ (a, b)}
ηn = φ(piτn),
with φ(x) = α for x ≤ a and φ(x) = β for x ≥ b. In many impulse control problems,
constant boundary strategies turn out to be optimal, see [Korn, 1999] for an overview. In
our setting (with additional fixed transaction costs) this class of strategies was studied in
detail in [Irle & Sass, 2006a] using renewal theoretic arguments. In the following lemma,
we collect the most important facts for our considerations.
Proposition 3.2. Let K = (τn, ηn)n∈N0 be a constant boundary strategy with parameters
(a, α, β, b).
(i) For all pi ∈ [a, b], it holds that
E
K
pi (τ1) =
h0(pi)− h0(a)
h0(b)− h0(a)
(h1(b)− h1(a)) + h1(a)− h1(pi),
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where
h0(x) =
{
−
(
1−x
x
)2pi∗−1
pi∗ 6= 12
log 1−x
x
pi∗ = 12 ,
, h1(x) =
{
−
2 log 1−x
x
σ2(2pi∗−1) pi
∗ 6= 12
1
σ2
(
log 1−x
x
)2
pi∗ = 12
and pi∗ denotes the Merton ratio.
(ii) There exists a probability distribution ν on {α, β} (called the invariant distribution
of K), such that
rK =
E
K
ν q(piτ1 , φ(piτ1))
EKν (τ1)
,
where φ is the function as before and
q(pi, η) = log
1− η
1− pi
+ Γ(pi, η).
More explicitly, ν is given by
ν({α}) =
h0(b)− h0(β)
h0(α) − h0(a) + h0(b)− h0(β)
, ν({β}) = 1− ν({α}).
(iii) For all pi ∈ [a, b]
lim
T→∞
1
T
E
K
pi (|{n : τn ≤ T}|) =
1
EKν (τ1)
.
(iv)
E
K
ν (τ1) = p(h1(a)− h1(α)) + (1− p)(h1(b)− h1(β)),
where
p = ν({α}) =
h0(b)− h0(β)
h0(α)− h0(a) + h0(b)− h0(β)
.
Proof. All results can be found in [Irle & Sass, 2006a]: (i) is Lemma 3, (ii) is Theorem
C.2, (iii) is proved in the last lines of the proof of Theorem C.2, and (iv) holds by ibid.,
Corollary 1.
3.2 Verification Theorem
We denote the infinitesimal operator of the uncontrolled process (pit)t≥0 by L, i.e.
Lv(pi) = µ(pi)v′(pi) +
1
2
σ2(pi)v′′(pi) for pi ∈ (0, 1), v ∈ C2 around pi,
where µ(pi) = pi(1− pi)(µ − σ2pi) and σ(pi) = σpi(1− pi).
Theorem 3.3. Let h > 0.
(a) Let v : (0, 1)→ R, λ ∈ R, c ≥ 0 such that
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(i) v is C1, and piecewise C2,
(ii) v(pi′)− v(pi) + Γ(pi, pi′)− c ≤ 0 for all pi, pi′ ∈ (0, 1),
(iii) Lv(pi) + g(pi) − λ ≤ 0 for all pi ∈ (0, 1),
(iv) M :=
(∫ t
0 σ(pis)v
′(pis)dWs
)
t≥0
is a martingale.
Then
V o(h) := sup
K∈Kh
rK ≤ λ+ c/h.
(b) If there furthermore exist 0 < a = ah < α = αh ≤ β = βh < b = bh < 1 such that
(v) Lv(pi) + g(pi) − λ = 0 for all pi ∈ (a, b),
(vi) v(α) − v(a) + Γ(a, α) − c = 0 = v(β)− v(b) + Γ(b, β) − c,
(vii) For the constant boundary strategy K = (τn, ηn)n with parameters (a, α, β, b)
it holds that
lim inf
T→∞
1
T
E
K(|{n : τn ≤ T}|) =
1
h
,
then
V o(h) = λ+
c
h
,
and the constant boundary strategy with parameters (a, α, β, b) is optimal.
Proof. Applying Itoˆ’s formula for jump diffusion processes yields
v(piT+) = v(pi0) +
∫ T
0
Lv(pit)dt+MT +
∑
t≤T
(v(pit+)− v(pit))
for each T > 0, whereM = (Mt)t≥0 is a martingale. Therefore, for eachK = (τn, ηn)n∈N0 ∈
Kh and each T we have
∫ T
0
g(pit)dt+
∑
n:τn≤T
Γ(piτn , ηn) =v(pi0)− v(piT+) +
∫ T
0
(Lv(pit) + g(pit)− λ)dt+MT
+
∑
t≤T
(v(pit+)− v(pit) + Γ(pit, pit+)) + λT
≤ v(pi0)− v(piT+) +MT
+
∑
t≤T
(v(pit+)− v(pit) + Γ(pit, pit+)) + λT
≤v(pi0)− v(piT+) + c|{n : τn ≤ T}|+MT + λT.
Hence,
lim inf
T→∞
1
T
E
K
pi

∫ T
0
g(pit)dt+
∑
n:τn≤T
Γ(piτn , ηn)

 ≤ λ+ c/h.
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Using Proposition 3.1, this proves (a). For (b) note that under the stated assumption
for the constant boundary strategy K with parameters (a, α, β, b) equality holds in each
step.
Remark 3.4. Obviously, the forgoing proof had nothing to do with the special situation
we are faced with. Therefore, the previous Verification Theorem is applicable for a large
class of problems with an underlying Itoˆ diffusion on an interval.
3.3 Existence of a solution
Now, we find an optimal solution as indicated in Theorem 3.3. In the following, our
standing assumption is that the Merton ratio pi∗ ∈ (0, 1). In a first step, we fix a
constant c > 0 and find constants such that conditions (i)-(vi) in Theorem 3.3 are
fulfilled. These constants can be found by standard arguments involving the solution to
ODEs. As presented in the following Lemma, we can shorten this technical discussion,
since we can exactly follow the arguments given in [Irle & Sass, 2006b]:
Lemma 3.5. For a fixed c > 0, there exists vc : (0, 1) → R, λc ∈ R, and 0 < ac < αc ≤
βc < bc < 1 such that assumptions (i)-(vi) in Theorem 3.3 hold true. The constants
λc ∈ R, and 0 < ac < αc ≤ βc < bc < 1 are the unique solution to the following system
of equations:
k(b) = −
γ
1− γb
k(a) =
γ
1 + γa
k(β) = −
γ
1− γβ
k(α) =
γ
1 + γα∫ b
β
k(x)dx = Γ(b, β) + log(1− δc)∫ a
α
k(x)dx = Γ(a, α) + log(1− δc)
where δc := δ := 1−e
−c ∈ (0, 1), and k(x) = kc(x) is the function given in [Irle & Sass, 2006b,
Formula (6.16)], that continuously depend on c.
Proof. We define the new cost function Γc by
Γc(x, y) = Γ(x, y)− c =
{
log 1−γx1−γy + log(1− δc), y < x,
log 1+γx1+γy + log(1− δc), y ≥ x.
,
where δc := δ := 1− e
−c ∈ (0, 1) and consider the impulse control problem given by
rc := sup
K∈K
lim inf
t→∞
1
T
E
K
pi

∫ T
0
g(pit)dt+
∑
n:τn≤T
Γc(piτn , ηn)

 . (5)
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This is a slight modification of the problem discussed in [Irle & Sass, 2006b, Section 5-7];
the cost structure discussed there was a bit more difficult, to be precise the problem was
solved for
ΓIS(x, y) =
{
log 1−δ−γx1−γy , y < x,
log 1−δ+γx1+γy , y ≥ x.
Nonetheless, the discussion given there immediately applies to this cost structure too,
and one obtains the given result by following their line of argument in Section 6-7. This
leads to our result.
Remark 3.6. The problem (5) was furthermore studied in [Tamura, 2006] and [Tamura, 2008]
(with exactly this cost structure) using quasi-variational inequality techniques. This ap-
proach could also be used to obtain Lemma 3.5 by a slight extension of the arguments
given in [Ludwig, 2012, Chapter 3].
As a second step, we now consider for each c, the optimal impulse control strategy
Kc = (τc,n, ηc,n)n∈N with parameters (ac, αc, βc, bc) as given in Lemma 3.5. To fulfill
condition (vii) in Theorem 3.3, i.e.
lim inf
T→∞
1
T
E
Kc
pi (|{n : τn ≤ T}|) =
1
E
Kc
νc (τc,1)
=
1
h
for a given h > 0, we want to utilize Proposition 3.2 (iii) and consider h = EKcνc (τc,1),
where νc denotes the invariant distribution associated to Kc as defined in Proposition
3.2.
Lemma 3.7. For each h > 0 there exists c > 0 such that h = EKcνc (τc,1).
Proof. First, we show that EKcνc (τc,1) attains arbitrarily large values: Note that for rc as
in (5) we have
rc ≤ ‖g‖∞ + log(1− δc) lim
T→∞
1
T
E
Kc
pi (|{n : τn,c ≤ T}|) = ‖g‖∞ + log(1− δc)
1
E
Kc
νc (τc,1)
,
where we used Proposition 3.2 (iii) in the last step. Since rc ∈ R+ and log(1 − δc) =
−c→ −∞ for c→∞, we must have EKcνc (τc,1)→∞ for c→∞.
We furthermore show that EKcνc (τc,1) attains arbitrarily small values: By [Christensen et al., 2013],
there exist A,B ∈ (0, 1) such that acn , αcn → A and bcn , βcn → B for some null sequence
(cn)n∈N. (Note that the assumption γ > 0 in the above reference is indeed not rele-
vant for this fact.) Using the representation in Proposition 3.2 (iv), we obtain that this
implies
E
Kcn
νcn
(τc,1) ≤ max{|h1(acn)− h1(αcn)|, |h1(bcn)− h1(βcn)|} → 0 as n→∞
since h1 is a continuous function on (0, 1).
By the implicit functions theorem applied to the system of equations given in Lemma
3.5, we furthermore obtain that c 7→ (ac, αc, βc, bc) is a continuous function, and - using
Proposition 3.2 again - we obtain that c 7→ EKcνc (τc,1) is also continuous.
Putting pieces together, the intermediate value theorem yields the desired result.
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Now, we obtain the existence result:
Proposition 3.8. Let h > 0. Then there exist vh : (0, 1) → R, λh ∈ R, and 0 < ah <
αh ≤ βh < bh < 1 such that assumptions (i)-(vii) in Theorem 3.3 hold.
Proof. By Lemma 3.7, there exists c > 0 such that h = EKcνc (τc,1), where we have chosen
the corresponding parameters according to Lemma 3.5, that satisfy (i)-(vi) in Theorem
3.3. By Proposition 3.2 (iii) we see that condition (vii) of Theorem 3.3 also holds
true.
Theorem 3.9. For each h > 0 there exist parameters a, α, β, b ∈ (0, 1) and c > 0, λ ∈ R
such that the constant boundary strategy with parameters (a, α, β, b) is optimal for (4),
and
V o(h) = λ+
c
h
.
Proof. The result immediately follows from Proposition 3.8 together with Theorem 3.3.
Remark 3.10. Note that our line of argument is constructive, since we have charac-
terized the parameters as a solution of a system of equations, that can be solved using
standard numerical methods. A second way for finding the optimal parameters is to make
use of Proposition 3.2: Since all expressions are explicitly given, we may optimize
rK =
E
K
ν g(piτ1 , φ(piτ1))
EKν (τ1)
,
over all parameters a < α ≤ β < b under the restriction that
E
K
ν (τ1) = h,
where all notations are given according to Subsection 3.1. This can also be carried out
using standard numerical procedures and seems to be more stable than the first way in
our numerical examples.
Remark 3.11. It is remarkable to note that our portfolio optimization problem with
pure proportional transaction costs and a restricted set of trading strategies leads to
similar equations as the problem with fixed and proportional transaction costs as given
in [Tamura, 2006, Tamura, 2008], but with the additional parameter c. In that reference
the cost structure arises due to the assumption that the fixed and proportional transaction
costs have to be paid from both the bond- and the stock-account, see Theorem 3.3 and
Remark 3.6.
3.4 Explicit example
In this subsection, we want to give an explicit example for the previous results. We first
consider the case of vanishing proportional transaction costs, that is γ = 0, and a Merton
ration pi∗ = 12 . In this framework, we are able to compute an explicit expression of the
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growth rate depending on the financial market and the average frequency of trading.
Due to the symmetry of the situation it is natural to make the ansatz to choose the
stopping boundaries a, b symmetric around pi∗, i.e. 1−a = b, and to choose α = β = pi∗.
Using Proposition 3.2 we have
E
K
pi∗(τ) = h1(a),
where τ = inf{t ≥ 0 : pit 6∈ [a, b]} and
h1(x) =
1
σ2
(
log
1− x
x
)2
.
Hence limT→∞ 1T E
K
pi∗(|{n : τn ≤ T}|) =
1
h
if and only if
b = bh =
eσ
√
h
1 + eσ
√
h
, a = ah = 1− bh =
1
1 + eσ
√
h
.
It remains to be checked that the constant boundary strategy with parameters (ah, pi
∗, pi∗, bh)
is indeed optimal. This can be verified immediately by applying Theorem 3.3 with
λ =
σ2(b− 12)
2 log( b1−b)
, v(x) =
∫ x
pi∗
g(y)dy, c = v(pi∗)− v(b),
where
g(y) =
1
y(1− y)
(
2λ
σ2
log
y
1− y
+
1
2
− y
)
.
Finally the growth rate is given by
V o(h) =
log(1/2) − log
(
eσ
√
h/2
1+eσ
√
h
)
h
.
A short calculation furthermore yields that V o(h)→ VM for h→ 0, as expected. More
precisely,
V o(h) =
σ2
8
−
σ4
192
h+O(h2).
4 Numerical examples
4.1 Review of existing time-discretizations of the Merton problem without
transaction costs
To be optimal, the Merton-investor with transaction costs keeps his risky fraction
process constant. But since the stock price follows a geometric Brownian motion his
wealth is changing at all times and so he has to adjust his portfolio continuously. There-
fore, this investor may be considered as an unrealistic one. One way out is to restrict
the trading times to those that the investor adjusts his portfolio only at times which are
multiples of a fixed h > 0. This leads to more realistic trading strategies. This setting
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was considered in [Rogers, 2001], and we follow this treatment in this subsection. In the
following we call such an investor an h-investor. By using the theory of Markovian
Decision Processes (see [Ba¨uerle & Rieder, 2011]) the following theorem can be easily
shown.
Proposition 4.1. Let T = N · h for h > 0 and N ∈ N. Then
sup
pi
E
[
log(XpiT )
]
= N · A(h) + log(x) ,
where
A(h) := sup
a∈[0,1]
E
[
log(aZ + (1− a))
]
, Z = Z(h) := exp(σWh + (µ − σ
2/2)h).
Here, the supremum is taken over all strategies pi, that allow to rebalance the portfolio
at all discrete time points which are multiples of h > 0.
Remark 4.2. Z is the random return of the stock in the time period h.
Using Proposition 4.1, we get
sup
pi
lim inf
T→∞
1
T
E
(
log(XpiT )
)
≤ lim inf
T→∞
1
T
sup
pi
E
(
log(XpiT )
)
=
A(h)
h
.
Let a∗ be the number which maximizes a → E
[
log(aZ + (1 − a))
]
and let pi∗ be the
trading strategy which invests this fraction a∗ in the stock at all discrete time points
which are multiples of h. Hence the growth rate with respect to pi∗ equals A(h)
h
. This
yield the following proposition.
Proposition 4.3. The growth rate V h-invest(h) of the h-investor equals A(h)
h
.
Since it is not possible to find A(h) in closed form, the following approximation is
useful: Similar calculations as in [Rogers, 2001, Section 3] based on a Taylor expansion
yield that for large N ∈ N and small h
A(h) ≈ sup
a∈[0,1]
N∑
k=1
(−1)k+1
E(Y k(h))
k
,
where Y (h) = a(Z(h) − 1).
A further idea of limiting the trading times is the widely used approach to restrict the
trading times to those at which an independent Poisson process jumps. Such situations
are for example studied in [Matsumoto, 2006, Matsumoto, 2009] and [Pham & Tankov, 2008].
In the following we call such an investor an λ-investor.
Let V λ-invest(λ) be the optimal growth rate of the λ-investor. Since this investor
trades only at the jump times of an independent Poisson process with intensity λ > 0,
the average number of trading times per unit is given by λ. From [Matsumoto, 2009],
Theorem 5.2, we get the following limit theorem for the value V λ-invest(λ).
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Proposition 4.4. λ(V M − V λ-invest(λ))→ 12µ
2(1− µ
σ2
)2 as λ→∞.
This yield directly the following approximation: The growth rate V λ-invest(λ) can be
approximated for large λ by
VM −
1
2
µ2(1−
µ
σ2
)2
1
λ
.
4.2 Efficiency
In this section, we want to compare the different investors. As proved above, we know
that the best possibility for an investor, who does not want to adjust his portfolio more
than 1/h times per time unit in average, is to use a constant boundary strategy. Now
we want to compare this performance with the performance of the h-investor and the
λ-investor introduced in Section 4.1.
To compare the different type of investors, we need a performance criterion. Similar
to [Rogers, 2001], we use the natural measure of the efficiency.
Definition 4.1. The efficiencies of the h-investor, the λ-investor and the o-investor
without transaction costs (γ = 0) are given for h > 0 by
Eh(h) =
V h-invest(h)
VM
, Eλ(h) =
V λ-invest( 1
h
)
VM
and Eo(h) =
V o(h)
VM
,
respectively. With transaction costs the efficiency of the o-investor is given by
Eoc (h) =
V o(h)
V Mc
.
4.3 Comparison of the efficiencies without transaction costs
Here in this subsection, we want to illustrate the results of the previous sections. The
efficiencies of the h- and λ-investor can easily be obtained by using the results of Section
4.1. If the Merton ratio µ
σ2
equals 12 , then we have already computed explicitly the
growth rate of the o-investor depending on h, cf. Subsection 3.4. In the general case, the
efficiency of the o-investor can be computed for a fixed h > 0 by using Lemma 3.5. Then
interpolating the efficiencies for different h on a dense grid yield the efficiency curve of
this investor.
Example 1: As basis for this numerical example, we fix the coefficients of the Black-
Scholes market to µ = 8% and σ = 40%. Hence the Merton ratio µ
σ2
equals 12 . The
results are shown in Figure 1. As we can see, the o-investor is doing much better than the
h- and λ-investor. This can be explained in the following way: The h- and λ-investors
adjust their portfolio independently of the evolvement of the financial market while the
o-investor trades when the risky fraction process is too much unbalanced. Hence the o-
investor saves trades in calm times that he can spend them in strenuous ones to improve
his performance.
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Figure 1: Efficiencies of the o-, h- and λ-investor when the Merton ratio equals 12 .
Figure 2: Efficiencies of the o-, h- and λ-investor when the Merton ratio equals 35 .
Example 2: As basis for this numerical example, we fix the coefficients of the Black-
Scholes market to µ = 8100 and σ =
√
2
15 . Hence the Merton ratio
µ
σ2
equals 35 . The
results are shown in Figure 2. By the same arguments as in Example 1, the o-investor
is performing much better.
4.4 Efficiency with transaction costs
The previous examples without transaction costs already show that even quite large
values of h only lead to a small loss of efficiency. This means that – when using the
optimal constant-boundary strategy – restricting oneself to not trading too often in
the long run does not influence the asymptotic growth rate too much. For a model
with (proportional) transaction costs, the same result can be observed. As an example,
we consider the model with parameters µ = 9.6%, σ = 40% and transaction costs
of γ = 0.3%. We found the results using the second approach described in Remark
3.10. The results are given in Figure 3 and 4. The effect is even stronger than in the
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Figure 3: Efficiency of the o-investor with transaction costs γ = 0.3%.
Figure 4: Optimal boundaries of o-investor with transaction costs γ = 0.3%.
examples without transaction costs: When using h = 0.2, the efficiency is still larger
than 99.995%: The asymptotic growth rate shrinks from 2.84795% in the unrestricted
setting (see Section 2.2) to 2.84782% in our restricted setting with h = 0.2. So one can
argue that in the market with proportional transaction costs a
”
relaxed“ investor who
uses a constant boundary strategy has nearly no drawback compared to to an investor
who follows the optimal strategy.
This discussion also sheds light on good portfolio strategies in cases with constant
transaction costs as discussed, e.g., in [Korn, 1998]. Here, the investor has to pay a con-
stant amount c > 0 for each transaction. In this case, the optimal strategy does not only
depend on the fraction invested into the stock, but also on the total wealth. This makes
the more complicated and constant boundaries as described before cannot expected to
be optimal anymore. But the numerical results given before suggest constant-boundary
strategies with long average waiting times between each two transactions perform very
good. Using these strategies, the constant costs only have to be paid each h time units
(years). Therefore, even for a moderate portfolio value, the results suggest that constant
boundary strategies seem to be good strategies also in this case.
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