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Abstract
In this thesis we use the method of matched asymptotic coordinate expansions to ex-
amine in detail the structure of the large-time solution of a range of initial-value and
initial-boundary value problems based on Burgers’ equation or the related Burgers-Fisher
equation. The normalized nonlinear partial differential equations considered are:
(i) Burgers’ equation
ut + uux − uxx = 0.
(ii) Burgers-Fisher equation
ut + kuux = uxx + u(1− u).
Here x and t represent dimensionless distance and time, respectively, while k ( 6= 0) is a
constant. In particular, we are interested in the emergence of coherent structures (for ex-
ample: expansion waves, stationary states and travelling waves) in the large-time solution
of the problems considered.
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Chapter 1
Introduction
The characteristics of many dynamical systems are determined by the propagation of
fronts. In particular, scalar and systems of reaction-diffusion equations or reaction-
diffusion-convection equations arise in the study of many branches of science for example,
genetics [1, 2, 21, 32, 47, 48], nonlinear differential equations in biology [47, 48], combus-
tion [3, 45], chemistry [12, 43] and physics [18, 16]. In these applications the phenomenon
propagating wavefronts is of considerable interest. The study travelling wave solutions
has played a vital role in the mathematical analysis of the nonlinear systems of this class
of equations, such solutions can often be readily determined and can arise along with
other behaviour such as stationary states as the large-time attractors for the solutions to
initial-value and boundary value problems for these equations. The study of the evolution
of travelling wave solutions in scalar and systems of nonlinear partial differential equations
is of fundamental importance in a wide variety of applications. It is the purpose of this
thesis to examine this topic via the method of matched asymptotic coordinate expansions.
The well-known scalar nonlinear reaction-diffusion equation regularly used to illustrate
the phenomenon of front propagation is:
ut = uxx +M(u), (1.1)
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where x, t represent non-dimensional distance and time and M(u) is a nonlinear reaction
term. The specific case when M(u) is concerned with the power case given by
M(u) = u− uk k > 1 (1.2)
has been considered by a number of authors (see for example [21, 32]). Here u = 1 is
the stable state while u = 0 is the unstable state. In 1937 equation (1.1) (with (1.2))
when k = 2 was proposed by Fisher [21] and Kolmogorov, Petrovsky, and Piscounov [32]
as a model of gene dispersion in a population. Equation (1.1) (with (1.2)) when k = 2
is often referred to as the Fisher-Kolmogorov equation, while equation (1.1) (with (1.2))
when k > 2 is referred to as the generalized Fisher-Kolmogorov equation. When k = 2
the existence of travelling wave solution of equation (1.1) (with (1.2)) was established
by phase-plane analysis (see for example [21]). Fisher [21] established via phase plane
analysis that travelling wave solutions of equation (1.1) (with (1.2)) only exist when the
speed of propagation is equal or greater than minimal speed (which is equal to 2). In 1937
Kolmogorov et al. [32] proved that the solution to the initial-value problem (1.1) (with
(1.2)) with k = 2 and step (or Heaviside) initial data u(x, 0) = 1, x < 0 and u(x, 0) = 0,
x > 0 approached the minimum speed travelling wave. In 1983 Bramson [6, 7] extended
the work of Fisher and Kolmogorov et al. He considered the initial-value problem for (1.1)
(with (1.2)) when k = 2 and step initial data of the form considered by Kolmogorov. He
established that the correction to the wave speed is of O(1/t) as t→∞. Specifically,
v(t) = 2− 3
2t
+ o
(
1
t
)
(1.3)
as t → ∞. In 1989 Murray [48] extended the equation (1.1) by including a convection
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term to obtain the more general equation,
ut + duux = uxx + u(1− u), (1.4)
where d is a constant. Further, he proved via phase plane analysis that equation (1.4)
admitted travelling wave solutions with speed c for each
c > cmin
where
cmin =

2, d 6 2,
d
2
+ 2
d
, d > 2.
We note that this result has also been obtained by a number of other authors including
for example Gilding and Kersner [24].
The nonlinear term M(u) can appear in various forms. Other than (1.2) in 1948
Burgers [8] is investigated (1.1) when M(u) = −1
2
(u2)x. The result is known as Burgers’
equation is given by
ut +
1
2
(u2)x − uxx = 0, (1.5)
which is a fundamental model for the velocity in one-dimensional turbulent flow. In 1974
Whitham [63] considered an initial-value problem for equation (1.5) when the initial data
had a discontinuous step. WhenM(u) = u(1−u)−duux equation (1.1) gives the classical
Burgers-Fisher equation:
ut + duux = uxx + u(1− u), (1.6)
where d 6= 0 is a constant which has been studied by many authors including Murray [48].
Burgers’ equation (1.5) and the related Burgers-Fisher equation (1.6) are well-studied
equations in various areas of mathematical physics [21, 9, 10, 11, 17, 39, 62, 34, 33, 41, 52]
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and biology [12, 48, 45].
Many authors use the terminology ’pushed’ and ’pulled’ when discussing the prop-
agation of wave fronts (see for example [59, 60, 61]). This terminology arises from the
fact that the properties of ’pulled’ wave fronts are determined completely by the ’linear’
behaviour of the leading edge of the wave front (the wave front is pulled along by the
leading edge), while the properties of ’pushed’ wave fronts are determined by the ’nonlin-
ear’ behaviour within the wave front (the wave front is pushed along from the bulk region
of the wavefront). The methodology described in this thesis can deal with both types of
wave front and in what follows we do not differentiate between them rather we focus on
determining the properties of interest, wave speed the asymptotic correction to the wave
speed as t → ∞, and the rate of convergence of the solution to travelling wave solution
as t→∞ to be determined for the problems considered.
In this thesis I will develop using the method of matched asymptotic coordinate ex-
pansions the large-time solution of initial-value and initial-boundary value problems based
on the scalar nonlinear equations (1.5) and (1.6). Specifically, I consider:
(i) An initial-value problem for equation (1.5) with step initial condition
u(x, 0) =

u+, x > 0,
u−, x < 0,
where u− and u+ ( 6= u−) are constants. The detailed structure of the large-time
solution of this problem is obtained for u+ > u− and u+ < u−.
(ii) An initial-boundary value problem (positive quarter plane problem) for equation
(1.5) with initial and boundary conditions given by
u(x, 0) = u+, x > 0,
4
u(0, t) = ub, t > 0,
where u+ and ub ( 6= u+) are constants. The detailed structure of the large-time
solution of this problem is obtained for following subcases:
(a) −ub < u+ < ub with ub > 0,
(b) (−u+ > ub > u+ with u+ < 0) or when 0 > u+ > ub,
(c) u+ > ub and ub > 0,
(d) ub < 0 and u+ > 0.
(iii) An initial-value problem for equation (1.6) is considered with step initial data
u(x, 0) =

1 as x 6 0,
0 as x > 0,
u(x, t)→

1, x→ −∞,
0, x→∞,
t > 0.
The large-time solution of this problem is a permanent form travelling wave solution.
This travelling wave has speed c∗(k), where,
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
(1.7)
The asymptotic structure of the solution of Burgers’ equation (1.5) in cases (i) and (ii)
depends critically on the values of the problem parameters (u+, u−), (u+, ub) respectively.
The large-time solution of Burgers’ equation in case (i) exhibits either a permanent form
travelling wave solution or an expansion wave, while in case (ii) the solution can approach
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a wide range of large-time attractors depending on problem parameters: In subcase (a)
the large-time solution of Burgers’ equation displays a permanent form travelling solution.
In subcase (b) the large-time solution of Burgers’ equation displays the formation of a
stationary solution. In subcase (c) the large-time solution of Burgers’ equation displays
an expansion wave solution. In subcase (d) the large-time solution of Burgers’ equation
displays a combination of an expansive wave and a stationary solution.
The large-time solution of Burgers-Fisher equation in case (iii) exhibits a permanent
form travelling wave solution with the minimal available speed (1.7) however the rate of
convergence of solution of Burgers-Fisher equation is exponential in t when k ∈ (2,∞)
and algebraic in t when k ∈ (−∞, 2] as t→∞.
1.1 Burgers’ Equation
Burgers’ equation (named after J.M. Burgers) is given by
ut + uux = vuxx, (1.8)
where the parameter v (> 0) is a measure of viscous diffusion, u is velocity, and x, t
represent distance and time respectively. Burgers’ equation is a canonical equation com-
bining both nonlinear and diffusive effects. Although named after Burgers for his work
on turbulence (see for example [8]) equation (1.8) was known to earlier researchers (for
example Forsyth [22] and Bateman [4]) and has found applications in fluid dynamics, gas
dynamics and acoustics.
It is convenient at this stage to non-dimensionalize equation (1.8). We write
x = lx′, u = u0u
′, t =
(
l
u0
)
t′, (1.9)
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where l is a typical length scale and u0 is a typical scale for u. On substituting (1.9)
into equation (1.8), and dropping the primes for convenience, we obtain the dimensionless
equation as
ut + uux −Duxx = 0, (1.10)
whereD = v/u0l is a dimensionless parameter. We note that Reynolds number Re = 1/D.
We further note that the Cole-Hopf transformation (see [15] and [27]) allows the general
solution to (1.10) to be obtained explicity. In particular, following [63], the initial-value
problem
ut + uux −Duxx = 0, −∞ < x <∞, t > 0, (1.11)
u(x, 0) = F (x), −∞ < x <∞, (1.12)
has the solution
u(x, t) =
∫∞
−∞
(
x−η
t
)
e−
G
2D dη∫∞
−∞ e
− G
2D dη
, (1.13)
where
G(η; x, t) =
∫ η
0
F (η′)dη′ +
(x− η)2
2t
. (1.14)
In the case of discontinuous initial data of the form
F (x) =

u+, x > 0,
u−, x < 0,
(1.15)
where u− > u+ the solution (1.13), (1.14) can be written as
u(x, t) = u+ +
(u− − u+)
1 + h(x, t) exp
[
(u−−u+)
2D
(
x− (u−+u+)
2
t
)] , (1.16)
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where
h(x, t) =
erfc
(
−x−u+t
2
√
Dt
)
erfc
(
x−u−t
2
√
Dt
) . (1.17)
For fixed x
t
in the range u+ <
x
t
< u−, h→ 1 as t→∞, and the solution approaches
the Taylor shock (see [56])
u = u+ +
(u− − u+)
1 + exp
(
(u−−u+)
2D
[x− Ût]
) , where Û = u+ + u−
2
. (1.18)
This is a travelling wave solution of the form u = u(z), z = x−Û t, where Û is the wave
speed of the travelling wave and z is the travelling wave coordinate. The translational
invariance being fixed so that u(0) = Û . For x > u+t then h→∞ and u = u++ o(1),
while when x < u−t, h→ 0 and u = u− − o(1).
When D = 0 equation (1.10) reduces to the inviscid Burgers’ equation
ut + uux = 0, (1.19)
which is hyperbolic and a canonical equation for nonlinear convection. It is instructive
to note that the solution to equation (1.19) when the initial data has a discontinuous
expansive step, given by
u(x, 0) =

u+, x > 0,
u−, x < 0,
(1.20)
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where u+ > u− can readily be obtained (see for example [63]) as
u(x, t) =

u+, x > u+t,
x
t
, u−t < x < u+t,
u−, x < u−t.
(1.21)
A solution of this type is known as an expansion or rarefraction wave. We note that u =
x/t is a rational solution to equation (1.10).
In what follows it is convenient to rescale equation (1.10). We introduce the new
variables
x = Dx′, t = Dt′, u = u′, (1.22)
in terms of which equation (1.10) becomes (on dropping the primes)
ut + uux − uxx = 0. (1.23)
Equation (1.23) is the form of Burgers’ equation that we will examine in this thesis.
1.1.1 Travelling Wave Solutions
In this section we examine the travelling wave solutions of (1.23), and look for a solution
of equation (1.23) of the form
u = U(z), z = x− ct, (1.24)
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where c is the wave speed and z is the travelling wave coordinate. We require a solution
with
U(z)→

u+ as z →∞,
u− as z → −∞,
(1.25)
where u+ < u− . On writing equation (1.23) in terms of (1.24) we obtain
Uzz − UUz + cUz = 0, −∞ < z <∞. (1.26)
On integrating (1.26) we obtain
Uz − 1
2
U2 + cU = C, (1.27)
where C is a constant of integration. On using conditions (1.25) we have that
C = −1
2
u2+ + cu+ = −
1
2
u2− + cu−, (1.28)
giving
c =
1
2
(u− + u+), (1.29)
and
C = 1
2
u+u−. (1.30)
Therefore, equation (1.27) can be written as
dU
dz
=
1
2
(U − u+)(U − u−), −∞ < z <∞, (1.31)
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where u− > U(z) > u+. We note that u = u+ and u = u− are constant solutions
of (1.31). The travelling wave solution to (1.31) is readily obtained as
U(z) =
u+ + u−Ae− 12 (u−−u+)z
1 +Ae− 12 (u−−u+)z , −∞ < z <∞, (1.32)
where A is a constant. The translational invariance is fixed by requiring U(0) = u−+u+
2
giving that A = 1. Therefore, the travelling wave solution is given by
U(z) =
u+ + u−e−
1
2
(u−−u+)z
1 + e−
1
2
(u−−u+)z , −∞ < z <∞, (1.33)
where U ∈ (u−, u+). Solution (1.33) is the standard Taylor shock (see [56]), and a graph
of (1.33) when u+ = 0 and u− = 1 is given for illustration in Figure 1.1. Further, (1.33)
can be written in terms of the hyperbolic tangent as
U(z) =
1
2
(u+ + u−) +
(
u+ − u−
2
)
tanh
(
1
4
(u− − u+)z
)
, −∞ < z <∞. (1.34)
We note that the solution of (1.31) for U ∈ (−∞, u+)⋃(u−,∞) is given by
U(z) =
u+ − u−Be− 12 (u−−u+)z
1− Be− 12 (u−−u+)z , (1.35)
where B is a constant. Clearly, the solution of (1.35) becomes unbounded as z → z±c ,
where
zc =
2
u− − u+ lnB. (1.36)
On rewriting (1.35) we obtain
U(z) =
u+ − u−e− 12 (u−−u+)[z−zc]
1− e− 12 (u−−u+)[z−zc] , (1.37)
11
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Figure 1.1: A graph of (1.33) when u+ = 0 and u− = 1.
or in terms of the hyperbolic cotangent we have that
U(z) =
u+ + u−
2
+
u+ − u−
2
coth
(
1
4
(u− − u+)[z − zc]
)
. (1.38)
A graph of (1.38) when u+ = 0, u− = 1 and zc = 0 is given in Figure 1.2.
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Figure 1.2: Graph of (1.38) when u+ = 0, u− = 1 and zc = 0.
1.1.2 Stationary Solutions
In this thesis we will be interested in stationary (time independent) solutions of (1.23) of
the form
u = U(x), x > 0. (1.39)
In particular, we will require stationary solutions that satisfy the boundary conditions
U(0) = ub (1.40)
and
U(x)→ u+(6 0), as x→∞, (1.41)
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where ub 6= u+. On substituting (1.39) into equation (1.23) we obtain, after integrating
once and applying boundary condition (1.41), that
U2
2
+B = Ux
(u+)
2
2
+B = Ux (1.42)
where B is constant. We note that Ux → 0 as x → ∞ (as U(x) → u+ as x → ∞) and
we obtain
B = −(u+)
2
2
.
Substitute B into equation (1.42)1 we have that
dU
dx
=
U2 − (u+)2
2
, x > 0. (1.43)
On integrating (1.43) and applying boundary condition (1.40) we find for u+ 6 0 the
following stationary solutions of (1.23) in x > 0:
(i) u+ = 0, ub < 0
U(x) =
2
2
ub
− x, x > 0. (1.44)
A graph of (1.44) when ub = −4 is given for illustration in Figure 1.3.
(ii) u+ < 0, u+ < ub < −u+
U(x) = u+ tanh
(
−u+
2
x+ tanh−1
(
ub
u+
))
, x > 0. (1.45)
A graph of (1.45) when u+ = −2 and ub = 1 is given for illustration in Figure 1.4.
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Figure 1.3: Graph of stationary solution of (1.44) when ub = −4.
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Figure 1.4: Graph of (1.45) when u+ = −2, ub = 1 for x > 0.
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(iii) u+ < 0, ub < u+
U(x) = u+ coth
(
−u+
2
x+ coth−1
(
ub
u+
))
, x > 0. (1.46)
A graph of (1.46) when u+ = −1 and ub = −2 is given for illustration in Figure 1.5.
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Figure 1.5: Graph of stationary solution of (1.46) when u+ = −1 and ub = −2.
We conclude this section by noting that no stationary solution of (1.23) exists for x > 0
with U(0) = ub (> u+) and U(x)→ u+ (> 0) in Chapter 4.
1.1.3 Similarity Solutions
The similarity transformation for Burgers equation is given by
u = t−
1
2U(ξ), ξ = xt−
1
2 . (1.47)
On substitution of (1.47) into equation (1.23) we obtain
Uξξ − UUξ + ξ
2
Uξ +
1
2
U = 0, −∞ < ξ <∞. (1.48)
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We note that U = ξ is an exact solution of (1.48). On integrating (1.48) we obtain
Uξ − U
2
2
+
ξ
2
U = D1, (1.49)
where D1 is a constant. In particular,we are interested in solutions to (1.49) for which
U → 0−, Uξ → 0 as ξ →∞, (1.50)
or
U → 0+, Uξ → 0 as ξ → −∞. (1.51)
Both conditions (1.50) and (1.51) require D1 = 0 . The solution of (1.49) with D1 = 0 is
readily obtained as
U(ξ) =
2e−
ξ2
4
D2 −
√
pi erf
(
ξ
2
) , −∞ < ξ <∞, (1.52)
where D2 is a constant.
When D2 =
√
pi (1.52) is the solution of (1.49) subject to condition (1.51), while
when D2 = −
√
pi (1.52) is the solution of (1.49) subject to condition (1.50). A graph of
(1.52) for D2 = ±
√
pi is given Figure 1.6.
We note specifically that when D2 =
√
pi that
U(ξ) ∼

ξ as ξ →∞,
1√
pi
e−
ξ2
4 as ξ → −∞,
(1.53)
17
−10 −8 −6 −4 −2 0 2 4 6 8 10
−10
−5
0
5
10
ξ
U
(ξ)
Figure 1.6: Graph of (1.52) when D2 = ±
√
pi.
while when D2 = −
√
pi
U(ξ) ∼

− 1√
pi
e−
ξ2
4 as ξ →∞,
ξ as ξ → −∞.
(1.54)
Further, we observe that when D2 >
√
pi
U(ξ)→ 0+ as |ξ| → ∞. (1.55)
In particular, (1.52) is bounded on −∞ < ξ <∞, having a single maximum and with
U(ξ) ∼

2e−
ξ2
4
D2−
√
pi
as ξ →∞,
2e−
ξ2
4
D2+
√
pi
as ξ → −∞.
(1.56)
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When D2 = 0 the solution (1.21) for ξ > 0 is given by
U(ξ) = − 2√
pi
e−ξ
2/4
erf (ξ/2)
, ξ > 0 (1.57)
where
U(ξ) ∼

−2
ξ
as ξ → 0+,
− 2√
pi
e−ξ
2/4 as ξ →∞.
(1.58)
Finally, we note that
U(ξ) = −2
ξ
, (1.59)
is an exact solution of (1.48) for ξ > 0 (corresponding to D1 = −1 in (1.49)). Therefore,
the solution of (1.48) subject to
U(ξ)→

ξ as ξ →∞
−2
ξ
as ξ → 0+
(1.60)
is given directly as
U(ξ) = ξ − 2
ξ
, ξ > 0. (1.61)
The graph of U(ξ) against ξ is given in Figure 1.7.
We observe that (1.61) corresponds to D1 = 2 in (1.49). We will return to these
solutions later in the analysis.
19
0 1 2 3 4 5 6 7 8 9 10 11
−8
−6
−4
−2
0
2
4
6
8
10
12
ξ
U
(
ξ
)
Figure 1.7: A graph of the similarity solution (1.61) (denoted by the blue line). We note
that the red line represents the exact solution U(ξ) = ξ of (1.48), while the black line
represents the exact solution U(ξ) = −2
ξ
of (1.48) for ξ > 0.
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1.2 Burgers-Fisher Equation
The Burgers-Fisher equation is given by
ut + kuux = µuxx + u(1− u) (1.62)
where µ is the diffusion coefficient and k is a non-zero parameter. The Burgers-Fisher
equation is a canonical equation combining reaction, diffusion and convection and as such
arises in the modelling of many physical situations including: financial mathematics, gas
dynamics, traffic flow, applied mathematics and physics applications (see for example
[5, 28, 29, 30, 54, 13, 14, 19, 40, 65, 36, 42, 44]). When k = 0, equation (1.62) reduces to
the Fisher-Kolmogorov equation [32, 20, 21, 23, 31, 46, 53, 1]
ut = µuxx + u(1− u). (1.63)
By using spectral analysis method [53] the solutions of equation (1.63) are exponentially
small in t were proved. We also note that [57] showed the equation (1.63) displays critical
wave form with applying the maximum principle method. By using different methods
such as Green’s method [46], the spectral method [31], the renormalization group method
[23], the L1 weighted energy method together with the Green function method [64] the
stability of permanent form travelling waves are defined. Later, Bramson [6, 7] showed
the solutions of the equation (1.63) displays the formation of a PTWs. In this thesis I
will examine the large-time attractors of problems based on the equation
ut + kuux = uxx + u(1− u) (1.64)
where k 6= 0 is a parameter.
21
1.2.1 Travelling Wave Theory
In this section we examine the travelling wave solutions of the Burgers-Fisher equation,
namely,
ut + kuux = uxx + u(1− u) (1.65)
where k 6= 0 is a parameter. We begin by looking for a travelling wave solution of the
equation (1.65) we obtain
z = x− ct, u = U(z), (1.66)
where c is the wave speed. Substituting (1.66) into equation (1.65) gives
−cUz + kUUz = Uzz + U(1− U). (1.67)
On writing Uz = W , we obtain the dynamical system
Uz =W,
Wz = −cW + kUW − U(1− U).
(1.68)
Dynamical system (1.68) has been examined by a number of authors including Murray
[48]. The arguments presented below follow closely those given in [48]. Therefore, we
have that
dW
dU
= −c + kU − U(1− U)
W
. (1.69)
Dynamical system (1.68) has two equilibrium points at M : (0, 0) and N : (1, 0). We
require a monotone solution in 0 6 U 6 1 with Uz(z) 6 0. We next classify the equilibrium
points by linearization. We first consider the equilibrium pointM : (0, 0). The associated
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linear system is given by
Uz = W
Wz = −cW − U
 A =
 0 1
−1 −c
 . (1.70)
Eigenvalues of A and associated eigenvectors are given by
λ± =
−c±√c2 − 4
2
, v± =
 1
λ±
 . (1.71)
Since we require U > 0 these eigenvalues must be real and so
c > 2.
Now since 0 > λ+ > λ− the point M : (0, 0) is a stable node. Therefore, the linearization
Theorem then indicates that the point M : (0, 0) is a stable node for nonlinear system
(1.68). Figure 1.8 displays the (U,W ) phase plane in the neigbourhood of the equilibrium
point M : (0, 0). The stable manifolds W = λ+U and W = λ−U of the stable node are
clearly displayed on the figure. In what follows we label the stable manifold W = λ−U as
W−s .
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WU
W = λ+U (stable manifold (slow))
W = λ−U (stable manifold, W−s )
Figure 1.8: (U,W ) phase plane in the neigbourhood of the equilibrium point M : (0, 0).
We next consider the equilibrium point N : (1, 0). On writing U = U −1 and W = W
the associated linear system is given by
U z =W
Wz = U + (k − c)W,
 A =
0 1
1 k − c
 . (1.72)
Eigenvalues of A and associated eigenvectors are given by
λ̂± =
−(c− k)±
√
(c− k)2 + 4
2
, v̂± =
 1
λ̂±
 . (1.73)
Now since λ̂+ > 0 > λ̂− the point N : (1, 0) is a saddle point. Therefore, the Linearization
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Theorem then indicates that point N : (1, 0) is a saddle point for nonlinear system (1.68).
Figure 1.9 displays the (U,W ) phase plane in the neigbourhood of the equilibrium point
N : (1, 0). The unstable manifold entering the region where W < 0 is clearly displayed in
the figure. We note that on this unstable manifold
U ∼ 1−O(eλ̂+z), as z → −∞.
In what follows we label this unstable manifold as W+.
W
U
1
unstable manifold W+ ∼ λ̂+(U − 1) as U → 1−
Figure 1.9: (U,W ) phase plane in the neigbourhood of the equilibrium point N : (1, 0).
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We note from (1.69) that since d
dc
(
dW
dU
)
= −1 the phase plane rotates clockwise for
increasing c. The rotation is counterclockwise for k increasing.
We further note that an exact solution of (1.69) exists and is given by
W = −k
2
U(1− U) when c = k
2
+
2
k
. (1.74)
On recalling that Uz = W we find that the solution of equation (1.74) is given by
U(z) =
Ae−
k
2
z
1 + Ae−
k
2
z

∼ 1− 1
A
e
k
2
z as z → −∞,
∼ Ae− k2 z as z →∞,
(1.75)
where A is a constant. Figure 1.10 displays the (U,W ) phase portrait of (1.68) when k < 2
and k > 2, respectively. The phase path connecting the equilibrium points M : (0, 0) and
N : (1, 0) is given by (1.74). We note that when k < 2 this phase path enters M : (0, 0)
along the stable manifold W = λ+U , while when k > 2 the phase path enters M : (0, 0)
along the stable manifold W = λ−U . Consideration of the phase path (1.74) gives that
dW
dU
= −k
2
+ kU
∼ −k
2
as U → 0+, (1.76)
indicating that when k > 2 the phase path approaches the equilibrium point M : (0, 0)
along the stable manifold W−s .
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W = λ+U
W−s
1
W+
W
U
W−s
1
W = λ+U
W
U
W+
Figure 1.10: The (U,W ) phase portrait of dynamical system (1.68) when k < 2 and k > 2,
respectively.
Before we proceed further with the phase plane analysis it is instructive to examine
the asymptotic behaviour of the stable manifold W−s for c ≫ 1 with fixed k. It is
straightforward as
W−s (U) = −cU +
[
(k − 1)
2
U2 +
U3
3
]
+ o(1), U ∈ (0, 1), (1.77)
for c ≫ 1. The stable manifold W−s for c≫ 1 is sketched in Figure 1.11. As trajectories
cannot cross W−s the hashed region in Figure 1.11 is a positively invariant region for the
dynamical system.
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−c +
[
k
2
− 1
6
]
W−s
W+W = λ+U
Figure 1.11: The (U,W )phase portrait of the dynamical system (1.77) when c≫ 1
In what follows we must consider the cases k > 2 and k < 2 separetely. We begin with
the case when k > 2.
(a) k > 2
In this case the earlier established facts that:
(i) The vector field rotates anticlockwise for decreasing c.
(ii) The stable manifold W−s crosses the line U = 1 at W = −c+ k2 − 16 for c≫ 1.
(iii) The phase path (1.74) forms a heteroclinic connection between the equilibrium
points M : (0, 0) and N : (1, 0) when c = k
2
+ 2
k
.
allow after consideration of the flow on (0 < U < 1,W = 0) and (U = 1,W < 0)
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that permanent form travelling wave solutions of (1.65) are only possible when
c >
k
2
+
2
k
.
(b) k < 2
In this case we first show that the phase path W (U ; c = 2, k = 2) and the portion
of the U -axis (0 < U < 1, W = 0) form a positively invariant region for the un-
stable manifold emanating from N : (1, 0). Since dW
dU
increases with increasing k for
sufficiently close to U = 1, the phase path W (U ; c, k) satisfies
W (U ; c = 2, k) > W (U ; c = 2, k = 2).
Now suppose there exists a number U∗, where 0 < U∗ < 1 such that
W (U∗; c = 2, k = 2) =W (U∗; c = 2, k)
where
W (U ; c = 2, k = 2) < W (U ; c = 2, k)
for U∗ < U < 1.
If there phase paths cross (touch) then (using (1.69))
dW
dU
(U∗; c = 2, k = 2) 6
dW
dU
(U∗; c = 2, k) .
However, via (1.69) we obtain
−2 + 2U∗ − U
∗(1− U∗)
W (U∗; c = 2, k = 2)
6 −2 + kU∗ − U
∗(1− U∗)
W (U∗; c = 2, k)
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giving that
k > 2
which is a contradiction and no such number U∗ exists for k < 2. On noting thatW <
0 on 0 < U < 1, W = 0 we have established that the unstable manifold emanating
from N : (1, 0) into W < 0 enters a positively invariant region formed by the portion
of U -axis given by (0 < U < 1, W = 0) and the phase path W (U ; c = 2, k = 2).
Therefore, the unstable manifold emanating from N : (1, 0) must approach M : (0, 0)
along W = λ+U and a permanent form travelling wave solution of (1.65) is possible
for c > 2.
1.2.2 Summary of Travelling Theory
In this section we review the main results concerning the existence and structure of per-
manent form travelling waves (PTWs) which may occur in the large-time solution to the
following initial-boundary value problem
ut + kuux = cuxx + u(1− u), −∞ < x <∞, t > 0 (1.78)
u(x, 0) =

1, x 6 0,
0, x > 0,
(1.79)
u(x, t)→

1, x→ −∞
0, x→∞
t > 0. (1.80)
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On introducing the travelling wave coordinate z = x−ct (with c > 0 being constant wave
speed) a PTW is a solution to the following nonlinear boundary-value problem
uzz − kuuz + cuz + u(1− u) = 0, −∞ < z <∞, (1.81)
u(z) > 0, −∞ < z <∞, (1.82)
u(z)→ 0 as z →∞, (1.83)
u(z)→ 1 as z → −∞. (1.84)
The nonlinear boundary-value problem (1.81)-(1.84) can be regarded as an eigenvalue
problem for the travelling wave propagation speed c (> 0). Any solution to (1.81) with
c > 0 provides a permanent form travelling wave solution which could develop as the
primary large-time structure in the solution of the initial-value problem (1.78)-(1.80).
The nonlinear eigenvalue problem (1.81)-(1.84) has been considered in Section 1.2.1, and
it is convenient here to summarize the main results in the following theorem.
Theorem 1. Boundary value (1.81)-(1.84) has a unique PTW solution (say u = uT (z; c)
with translational invariance fixed so that uT (0; c) =
1
2
) for each c > c∗(k), where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
Moreover,
(i) When k ∈ (−∞, 2]
uT (z; c) ∼

(A∗z +D∗)e−z as z →∞, c = 2,
B∗eλ+z as z →∞, c > 2;
(1.85)
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(ii) When k ∈ (2,∞)
uT (z; c) ∼

e−
k
2
z as z →∞, c = 2
k
+ k
2
,
B∗eλ+z as z →∞, c > 2
k
+ k
2
;
(1.86)
where
λ+ = −c
2
+
1
2
√
c2 − 4.
Further, in each of above cases,
uT (z; c) = 1− O(eλ̂+z) as z → −∞,
where
λ̂+ = −c− k
2
+
1
2
√
(c− k)2 + 4.
Proof . See Section 1.2.1 for a sketch proof and [47] and [48] for more detail.
In the above, A∗, B∗ and D∗ are constants which can in principle be determined.
We note that when k ∈ (2,∞) the exact solution of the minimum speed travelling
wave can be obtained as
uT
(
z;
2
k
+
k
2
)
=
e−
k
2
z
1 + e−
k
2
z

1− ek2 z as z → −∞,
e−
k
2
z as z →∞,
where the translational invariance has been fixed so that uT
(
0; 2
k
+ k
2
)
= 1
2
.
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1.3 A Short Review of the Method of Matched Asymp-
totic Coordinate Expansions
Throughout this thesis we use the momenclature of the theory of matched asymptotic
expansions given in Van Dyke [58]. We will be primarily concerned with applying the
methodology developed by J.A. Leach and D.J. Needham (see for example [37]) in the
context of reaction-diffusion equations to Burgers’ and related equations. This methodol-
ogy enables to complete large-time asymptotic structure of the solution to an initial-value
or initial-boundary value problem to be obtained by careful consideration of the asymp-
totic structures as t → 0 and as |x| → ∞ (t = O(1)). This approach is applicable to a
large class of nonlinear evolution equations when a coherent structure forms the large-time
attractor for their solution.
1.4 An Overview of the Mathematical Problems Con-
sidered
In Chapters 2 and 3 we consider the initial-value problem
ut + uux − uxx = 0, −∞ < x <∞, t > 0 (1.87)
u(x, 0) =

u+, x > 0,
u−, x < 0,
(1.88)
where u+ and u− are constants. Specifically, in Chapter 2 we consider the case when u+ >
u−, while in Chapter 3 we consider the case when u+ < u−. We exclude any discussion
of the trivial case u+ = u−. We will develop, via the method of matched asymptotic
coordinate expansions, the complete large-time asymptotic structure of the solution to
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(1.87), (1.88). The behaviour of the solution depends critically on the problem param-
eters u− and u+. In particular, the large-time attractor of the solution to (1.87), (1.88)
is:
(i) An expansion wave when u+ > u−.
(ii) A travelling wave with positive speed when u− > u+ > −u− with u− > 0.
(iii) A travelling wave with negative speed when u+ < u− < −u+ with u+ < 0.
(iv) A stationary solution when u+ = −u− with u− > 0.
A sketch of the (u−,u+) parameter plane is given in Figure 1.12.
u+
u−
Expansion wave
(u+ > u−)
Travelling wave with positive speed
(u− > u+ > −u−)
Travelling wave
with negative speed
(u+ < u− < −u+)
u+ = u−
u+ = −u−
Figure 1.12: The (u−,u+) parameter plane
In Chapter 4 we extend the analysis presented in Chapters 2 and 3 by considering a
quarter-plane problem for Burgers’ equation, namely,
ut + uux − uxx = 0, x > 0, t > 0, (1.89)
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u(x, 0) = u+, x > 0, (1.90)
u(0, t) = ub, t > 0, (1.91)
where u+ and ub are constants. As in Chapters 2 and 3 we apply the method of matched
asymptotic coordinate expansions to obtain the complete large-time asymptotic solution
of initial-boundary value problem (1.89)-(1.91). The behaviour of the solution (1.89)-
(1.91) is dependent on the problem parameters u+ and ub. Specifically, the large-time
attractor of the solution to (1.89)-(1.91) is:
(i) A travelling wave with positive wave speed when −ub < u+ < ub with ub > 0.
(ii) A stationary solution when (−u+ > ub > u+ with u+ < 0) or when 0 > u+ > ub.
(iii) A structure consisting of combination of an expansion wave and a stationary solution
when ub < 0 and u+ > 0.
(iv) An expansion wave when u+ > ub and ub > 0.
A sketch of the (ub, u+) parameter plane is given in Figure 1.13.
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Combination of expansion wave
and stationary solution
(ub < 0,u+ > 0)
Expansion wave solution
(u+ > ub, ub > 0)
Travelling wave with positive speed
(−ub < u+ < ub, ub > 0)
Stationary solution
(0 > u+ > ub)
u+
ub
Stationary solution
(−u+ > ub > u+, u+ < 0)
u+ = ub
u+ = −ub
Figure 1.13: The (ub,u+) parameter plane
In Chapter 5, we consider an initial value problem for Burgers-Fisher equation, given
by
ut + kuux = uxx + u(1− u), −∞ < x <∞, t > 0, (1.92)
u(x, 0) =

1, as x 6 0,
0, as x > 0,
(1.93)
where k ( 6= 0) is a parameter. We will establish, via the method of matched asymptotic
coordinate expansions, the complete large-time asymptotic structure of the solution to
(1.92)-(1.93). In particular, we will establish that the solution of (1.92)-(1.93) exhibits the
formation of a permanent form travelling wave solution propagation in the + x direction
with the minimum possible speed c = c∗(k), where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
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Further, we find that the rate of convergence of the solution of initial-value problem
(1.92)-(1.93) the travelling wave is exponential in t, as t→∞,being of
O
(
t−
3
2 exp
(
−
(
[c∗(k)2]
4
− 1
)
t
))
. (1.94)
when k ∈ (2,∞), while is algebraic in t, as t→∞, being of
O
(
t−1
)
when k ∈ (−∞, 2]. Elements of the work presented in this chapter have been accepted
for publication in the Quarterly of Applied Mathematics.
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Chapter 2
Initial-Value Problem 1 for
Burgers’ Equation
In this chapter, we consider an initial-value problem for Burgers’ equation, namely,
ut + uux − uxx = 0, −∞ < x <∞ (2.1)
u(x, 0) =

u+ x > 0,
u− x < 0,
(2.2)
where u+ > u−. The initial distribution is a discontinuous expansive step. For simplicity
of exposition in what follows we take u+ = 1 and u− = 0. We label initial-value problem
(2.1), (2.2) with u+ = 1 and u− = 0 as IVP1. We develop the structure of the large-
time solution of IVP1 using the method of matched asymptotic coordinate expansions.
The large-time solution is obtained by careful consideration of the asymptotic structures
as t → 0 (−∞ < x < ∞) and as |x| → ∞ (t > O(1)). We note that the large-time
solution of IVP1 for other values of the problem parameters u+ and u− (u+ > u−) follows
straightforwardly, after some minor modification, the analysis presented in this chapter.
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We begin by examining the asymptotic structure of the solution to IVP1 as t→ 0.
2.1 Asymptotic Solution of IVP1 as t → 0
Consideration of initial data (2.2) indicates that the structure of asymptotic solution of
IVP1 as t→ 0, has three asymptotic regions, namely:
Region I : x = o(1), u(x, t) = O(1),
Region II+ : x = O(1) (> 0), u(x, t) = 1− o(1),
Region II− : x = O(1) (< 0), u(x, t) = o(1),
Firstly, we consider region I, in which x = o(1) and u(x, t) = O(1) as t→ 0. Therefore, in
region I, we introduce the scaled coordinate η = xt−α as t→ 0, where α > 0 and η = O(1),
and look for an expansion of the form
u = u(η) + o(1) (2.3)
as t→ 0, with η = O(1). We note that matching to region II+ (as η →∞) and region II−
(as η → −∞) requires that
u(η) =

1− o(1) as η →∞,
o(1) as η → −∞.
(2.4)
On substituting (2.3) into equation (2.1) (when written in terms of η and t), we obtain,
after some calculation 1, that
−αη
t
uη + uuηt
−α − uηηt−2α = 0. (2.5)
1 ∂u
∂x
= ∂u
∂η
∂η
∂x
and ∂u
∂t
= ∂u
∂t
− αη
t
∂u
∂t
39
We now look for the possible balances in equation (2.5). If α = 1, (2.5) becomes
−η
t
uη + uuηt
−1 − uηηt−2 = 0, (2.6)
and at leading order, O (t−2), we obtain
uηη = 0, (2.7)
with solution
u(η) = Aη +B, (2.8)
where A and B are constants. Matching with the adjoining regions (regions II+ and II−)
is not possible, and we can rule out α = 1. Therefore, we left to consider the second
possible balance, that is α = 1/2, when α = 1/2 equation (2.5) becomes
η
2
uη
1
t
+ uuη
1
t1/2
− uηη 1
t
= 0 (2.9)
and at leading order O (t−1) we have that
uηη +
η
2
uη = 0, −∞ < η <∞. (2.10)
The solution of (2.10) is readily obtained as
u(η) = A0 erfc
(
η
2
)
+B0, (2.11)
where A0 and B0 are constants to be determined, and erfc(.) is the complementary error
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function 2. As η → ∞ we move out of region I into region II+, and we have from (2.11)
that
u(η) ∼ B0 + 2A0e
−η2
4
η
√
pi
+ . . . (2.12)
as η →∞. Matching with region II+ then, requires that
B0 = 1 . (2.13)
As η → −∞, we move out of region I into region II−, and we have from (2.11) and (2.13)
that
u(η) ∼ (2A0 + 1) + . . . . (2.14)
Matching with region II− then, requires that
A0 = −1
2
. (2.15)
Therefore, in region I we have, via (2.3), (2.11), (2.13) and (2.15) that
u(η, t) =
[
1− 1
2
erfc
(
η
2
)]
+ o(1) (2.16)
as t→ 0 with η = O(1).
2erfc(x) = 1− erf(x) = 2√
pi
∫ ∞
x
e−u
2
du where
erfc(x) ∼
e
−x
2
x
√
pi
, x≫ 1,
2− e−x
2
(−x)
√
pi
, (−x) ≪ 1
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From (2.16) we observe that
u(η, t) =

1− e
−η2
4
η
√
pi
+ ..., for η ≫ 1, t→ 0,
e
−η2
4
(−η)√pi + ..., for (−η)≫ 1, t→ 0.
(2.17)
As η → ∞ we move out region I into region II+, where x = O(1)(> 0) as t → 0. On
writing (2.17), in terms of x, we obtain
u ∼ 1− exp
(
−x
2
4t
+
1
2
ln t− ln x− ln√pi + o(1)
)
. (2.18)
Equation (2.18) suggests that in region II+, we expand as
u(x, t) = 1− e−F (x,t), (2.19)
where
F (x, t) =
f0(x)
t
+ f1(x) ln t+ f2(x) + o(1), (2.20)
as t → 0 with x = O(1) (> 0) where f0(x) (> 0), f1(x) and f2(x) are functions to be
determined. On substituting (2.19) and (2.20) into equation (2.1), we obtain after some
calculation 3 that
−f0 1
t2
+ f1
1
t
+
(
f ′0
1
t
+ f ′1 ln t+ f
′
2
)
−
(
f ′′0
1
t
+ f ′′1 ln t+ f
′′
2
)
+
(
f ′20
1
t2
+ f ′21 (ln t)
2 + f ′22 + 2f
′
0f
′
2
1
t
+ 2f ′0f
′
1
ln t
t
+ 2f ′1f
′
2 ln t
)
∼ 0. (2.21)
We now equate at each order in term and solve to obtain the functions fi (i = 0, 1, 2).
3ux = Fxe
−F uxx = Fxxe
−F − F 2xe−F ut = Fte−F
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At O (t−2), we have that;
−f0(x) + (f ′0(x))2 = 0, 0 < x <∞. (2.22)
Equation (2.22) has the solution
f0(x) =
(x+ c0)
2
4
,
where c0 is constant of integration. Matching with region I as x → 0+ then requires
that c0 = 0, giving
f0(x) =
x2
4
, x > 0. (2.23)
At O (ln t/t) we have that:
2f ′0(x)f
′
1(x) = 0. (2.24)
Substituting (2.23) into equation (2.24) we obtain,
df1
dx
= 0.
On integrating, we obtain f1 = c1, where c1 is a constant. Matching with region I, then
requires c1 = −1/2 giving that
f1 = −1
2
(2.25)
Finally, at O (t−1) we have that:
f1(x) + f
′
0(x)− f ′′0 (x) + 2f ′0(x)f ′2(x) = 0, x > 0. (2.26)
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Substituting (2.23) and (2.25) into equation (2.26) we obtain,
f ′2(x) = −
1
2
+
1
x
x > 0, (2.27)
On integrating equation (2.27), we obtain
f2(x) = −x
2
+ ln x+ c2 x > 0,
where c2 is a constant. Matching with region I as x→ 0+ requires that c2 = ln
√
pi .
Therefore, in region II+ we have that
u(x, t) = 1− exp
(
−x
2
4t
+
1
2
ln t+
x
2
− ln x− ln√pi + o(1)
)
(2.28)
as t→ 0 with x = O(1) (> 0).
We now consider region II−. As η → −∞ we move out of region I into region II−,
where x = O(1)(< 0), as t→ 0. (2.17) suggests that in region II− we look for an expansion
at the form
u(x, t) = e−F̂ (x,t), (2.29)
as t→ 0 with x = O(1) (< 0) where
F̂ (x, t) =
f̂0(x)
t
+ f̂1(x) ln t+ f̂2(x) + o(1), (2.30)
where f̂0(x) (> 0), f̂1 and f̂2 are functions to be determined. Substituting (2.29) and
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(2.30) into equation (2.1), we obtain after some calculation 4:
(
f̂0
t2
− f̂1
t
)
+
(
f̂ ′′0
t
+ f̂1 ln t+ f̂
′′
2
)
−
(
f̂ ′20
t2
+ 2f̂ ′0f̂
′
1
ln t
t
+ 2
f̂ ′0f̂
′
2
t
+ (f̂ ′1)
2(ln t)2 + 2f̂ ′1f̂
′
2 ln t+ (f̂
′
2)
2
)
∼ 0. (2.31)
We now equate at each order in turn to find f̂0(x), f̂1(x) and f̂2(x). We first obtain
at O (t−2) that
f̂0(x)− (f̂ ′0(x))2 = 0, x < 0. (2.32)
Equation (2.32) has the solution
f̂0(x) =
(x+ ĉ0)
2
4
,
where ĉ0 is a constant of integration. Matching with region I as x→ 0− requires that ĉ0 =
0, giving
f̂0(x) =
x2
4
, x < 0. (2.33)
At O (ln t/t) we have that
2f̂ ′0(x)f̂
′
1(x) = 0 (2.34)
and substituting (2.33) into equation (2.34), we obtain
df̂1(x)
dx
= 0 . (2.35)
On integrating equation (2.35), we obtain f̂1 = ĉ1, where ĉ1 is a constant. Matching with
4ux = −F̂xe−F̂ uxx = −F̂xxe−F̂ + F̂ 2x e−F̂ ut = −F̂te−F̂
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region I as x→ 0− requires ĉ1 = −1/2 giving
f̂1(x) = −1/2. (2.36)
Finally, at O (t−1) we have that
−f̂1(x) + f̂ ′′0 (x)− 2f̂ ′0(x)f̂ ′2(x) = 0. (2.37)
On substituting (2.33) and (2.36) into equation (2.37) we obtain that
f̂ ′2(x) =
1
x
, x < 0. (2.38)
On integrating equation (2.38), we obtain
f̂2(x) = ln(−x) + ĉ2,
where ĉ2 is a constant. Matching with region I as x→ 0− requires that ĉ2 = ln
√
pi giving
f̂2(x) = ln(−x) + ln
√
pi, x < 0.
Therefore, we have in region II− that
u(x, t) = exp
(
−x
2
4t
+
1
2
ln t− ln(−x)− ln√pi + o(1)
)
, (2.39)
as t→ 0, with x = O(1) (< 0).
The asymptotic structure as t→ 0 is now complete with the expansions in regions I, II− and II+,
providing a uniform approximation to solution of IVP1 as t→ 0.
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2.2 Asymptotic Solution of IVP1 as |x|→ ∞
Now, we examine the asymptotic structure of the solution to IVP1 as |x| → ∞ with t =
O(1). We first consider the structure of solution to IVP1 as x → ∞, with t = O(1).
The form expansion (2.28) of region II+ for x = O(1)(> 0) as t→ 0 suggests that in this
region, which we label as region III+, we write
u(x, t) = 1− eG(x,t) (2.40)
where
G(x, t) = g0(t)x
2 + g1(t)x+ g2(t) ln x+ g3(t) + o(1), (2.41)
as x → ∞ with t = O(1) and where g0(t) (< 0), g1(t) and g2(t) are functions to be
determined. On substitution of (2.40) and (2.41) into equation (2.1) we obtain after
some calculation, 5 that
−
(
g˙0x
2 + g˙1x+ g˙2 ln x+ g˙3
)
−
(
2xg0 + g1 + g2
1
x
)
+
(
2g0 − g2 1
x2
)
+
(
g21 + 4x
2g20 + g
2
2
1
x2
+ 4g0g2 +
2
x
g1g2 + 4xg0g1
)
∼ 0, (2.42)
We now equate at each order in turn and solve to obtain g0(t), g1(t), g2(t) and g3(t).
Equating at O(x2) we have that
−g˙0(t) + 4g0(t)2 = 0, t > 0. (2.43)
Equation (2.43) has the solution
g0(t) = − 1
4(t+ c0)
,
5ux = −GxeG uxx = −GxxeG −G2xeG ut = −GteG
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where c0 is a constant. Matching with region II
+ as t→ 0+ requires that c0 = 0, giving
g0(t) = − 1
4t
, t > 0. (2.44)
At O(x) we have that;
−g˙1(t)− 2g0(t) + 4g0(t)g1(t) = 0. (2.45)
On substitution of (2.44) into equation (2.45), we obtain
−g˙1(t) + 1
2t
− g1(t)
t
= 0. (2.46)
Solving equation (2.46), we obtain
g1(t) =
1
2
+
c1
t
, t > 0 (2.47)
where c1 is a constant. Matching with region II
+ as t→ 0+ requires c1 = 0, giving
g1(t) =
1
2
. (2.48)
At O(ln x) we have that
g˙2(t) = 0. (2.49)
On integrating equation (2.49), we obtain g2(t) = c2 where c2 is a constant. Matching
with region II+ as t→ 0+ requires that
g2(t) = −1. (2.50)
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Finally, at O(1) we have that
−g˙3(t)− g1(t) + 2g0(t) + g21(t) + 4g0(t)g2(t) = 0. (2.51)
On substitution from (2.44), (2.48) and (2.50) into equation (2.51), we obtain
g˙3(t) = −1
4
+
1
2t
. (2.52)
On integrating equation (2.52), we have
g3(t) =
ln t
2
− t
4
+ c3,
where c3 is a constant. Matching with region II
+ as t→ 0+ requires that c3 = − ln
√
pi.
Therefore, we have in region III+ that
u(x, t) = 1− exp
{
−x
2
4t
+
x
2
− ln x+
(
ln t
2
− t
4
− ln√pi
)
+ o(1)
}
(2.53)
as x → ∞ with t = O(1). Expansion (2.53) remains uniform for t ≫ 1 provided
that x≫ t, but becomes non-uniform when x = O(t) as t→∞.
We now investigate the structure of solution of IVP1 as x → −∞ with t = O(1), we
label this region region III−. The form expansion (2.39) of region II− suggests that in
region III− we write,
u(x, t) = eĜ(x,t) (2.54)
where
Ĝ(x, t) = ĝ0(t)x
2 + ĝ1(t) ln(−x) + ĝ2(t) + o(1), (2.55)
as x → −∞, with t = O(1) and where ĝ0(t) (< 0), ĝ1(t) and ĝ2(t) are functions to be
determined. On substituting (2.54) and (2.55) into equation (2.1), we obtain after some
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calculation 6 that
(
˙̂g0x
2 + ˙̂g1 ln(−x) + ˙̂g2
)
−
(
2ĝ0 − ĝ1 1
x2
)
−
(
4ĝ20x
2 + ĝ21
1
x2
+ 4ĝ0ĝ1
)
∼ 0. (2.56)
We now equate at each order in turn to obtain the functions ĝ0(t), ĝ1(t) and ĝ2(t). At O(x
2)
we have that
˙̂g0(t)− 4(ĝ0(t))2 = 0. (2.57)
Equation (2.57) has the solution
ĝ0(t) = − 1
4(t+ ĉ0)
t > 0,
where ĉ0 is a constant. Matching with region II
− as t → 0+ then, requires that ĉ0 = 0,
giving
ĝ0(t) = − 1
4t
, t > 0. (2.58)
At O(ln(−x)) we have that
˙̂g1(t) = 0. (2.59)
On integrating equation (2.59), we obtain ĝ1(t) = ĉ1 where ĉ1 is a constant. Matching
with region II− as t→ 0− requires that
ĝ1(t) = −1 . (2.60)
At O(1) we have that
˙̂g2(t)− 2ĝ0(t)− 4ĝ0(t)ĝ1(t) = 0. (2.61)
6ux = Ĝxe
Ĝ uxx = Ĝxxe
Ĝ + Ĝ2xe
Ĝ ut = Ĝte
Ĝ
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On substituting (2.58) and (2.60) into equation (2.61), we obtain
˙̂g2(t) =
1
2t
, t > 0. (2.62)
On integrating equation (2.62), we obtain
ĝ2(t) =
ln t
2
+ ĉ2, t > 0
where ĉ2 is a constant. Matching with region II
− requires that ĉ2 = − ln
√
pi, giving
ĝ2(t) =
ln t
2
− ln√pi, t > 0. (2.63)
Therefore, we have in region III− that
u(x, t) = exp
{
−x
2
4t
− ln(−x) +
(
ln t
2
− ln√pi
)
+ o(1)
}
, (2.64)
as x → −∞ with t = O(1). Expansion (2.64) remains uniform for t ≫ 1 provided
that (−x)≫ t, but becomes nonuniform when (−x) = O(t) as t→∞ .
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2.3 Asymptotic Solution to IVP1 as t→ ∞
As t→∞, asymptotic expansions (2.53) and (2.64), of regions III+ and III− respectively
continue to remain uniform provided |x| ≫ t, but become nonuniform when |x| = O(t).
We begin by considering the asymptotic structure as t → ∞ for x > 0. To proceed we
define a new region, which we label region IV+, when x = O(t) as t→∞. To investigate
region IV+, we introduce the scaled coordinate,
y =
x
t
, (2.65)
where y = O(1) as t→∞. On substituting (2.65) into (2.53) we find that in region III+
when x = O(t) that
u(y, t) = 1− exp
{(
−y
2
4
+
y
2
− 1
4
)
t− 1
2
ln t−
(
ln y + ln
√
pi
)
+ o(1)
}
. (2.66)
The form of expansion (2.66) suggests that in region IV+ we write
u(y, t) = 1− e−H(y,t) (2.67)
where
H(y, t) = h0(y)t+ h1(y) ln t+ h2(y) + o(1), (2.68)
as t → ∞ with y = O(1), and where h0(y) (> 0), h1(y) and h2(y) are functions to be
determined. On substituting (2.67) and (2.68) into equation (2.1) (when written in terms
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of y and t), we obtain after some calculation 7
h0 +
h1
t
+ (1− y)
(
h′0 + h
′
1
ln t
t
+
h′2
t
)
−
(
h′′0
t
+ h′′1
ln t
t2
+
h′′2
t2
)
+
(
(h′0)
2 + 2h′0h
′
1
ln t
t
+ 2h′2h
′
0
1
t
+ (h′1)
2 (ln t)
2
t2
+ 2h′2h
′
1
ln t
t2
+ (h′2)
2 1
t2
)
∼ 0.
(2.69)
It is instructive to consider first the leading order problem. At leading order we have
(h′0)
2 + (1− y)h′0 + h0 = 0, y > 0 (2.70)
h0(y) > 0, y > 0, (2.71)
h0(y) ∼ (y − 1)
2
4
, y →∞. (2.72)
Condition (2.72) arises from matching expansion (2.67) (with (2.68)) (y ≫ 1) with ex-
pansion (2.53) (x = O(t)). Equation (2.70) admits the one-parameter family of linear
solutions,
h0(y) = A[y − (A + 1)], y ∈ (−∞,∞), (2.73)
where A ∈ R, together with the associated singular envelope solutions
h0(y) = ±(y − 1)
2
4
. (2.74)
We note that combinations of (2.73) and (2.74) which remain continuous and differentiable
also provide solutions to equation (2.70) (envelope-touching solutions). The solution of
7
uy = Hye
H uyy = Hyye
H −H2yeH ut = HteH
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(2.70)-(2.72) is given either by
h0(y) =
(y − 1)2
4
y > 1, (2.75)
or
h0(y) =

(y − 1)2
4
, y > 1 + 2A,
A[y − (1 + A)], (1 + A) < y < 1 + 2A.
(2.76)
for each A > 0. Each case will have to be considered separately.
(a) We begin by considering the case when h0(y) is given by (2.76). We note that expan-
sion (2.67) (with (2.68)) then becomes nonuniform as y → (1+A)+. To examine this
nonuniformity we introduce a new region, region TW, where
y = (1 + A) +O(t−1) as t→∞.
Therefore, to examine region TW we introduce the scaled coordinate
z = [y − (1 + A)]t
where z = O(1) as t→∞ and, via (2.67), (2.68) and (2.76), look for an expansion of
the form
u(z, t) = U(z) + o(1) (2.77)
as t→∞. We note that the matching condition with region IV+ is given by
U(z) ∼ 1− O(e−Az) as z →∞. (2.78)
On substituting (2.77) into equation (2.1) (when written in terms of z and t) we
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obtain at leading order that
Uzz − UUz + (1 + A)Uz = 0, −∞ < z <∞. (2.79)
We note that equation (2.79) has been considered in Section 1.1.1 (where c = 1 + A
in this case). On integrating (2.79) we obtain
Uz − 1
2
U2 + (1 + A)U = C, (2.80)
where C is a constant. On using condition (2.78) we have that
C = 1/2 + A.
Therefore, equation (2.80) can be written as
dU
dz
=
1
2
(U − 1) (U − (1 + 2A)) , −∞ < z <∞, (2.81)
where 1 + 2A > U(z) > 1. The solution to (2.81) is readily obtained as
U(z) =
1 + (1 + 2A)ke−Az
1 + ke−Az
, −∞ < z <∞, (2.82)
where k is a constant. We recall from Section 1.1.1 that (2.82) is a travelling wave
solution of (2.1) connecting u = 1 (as z →∞) to u = (1+2A) (as z → −∞). Now as
z → −∞ we move out of region TW into region IV− where y = O(1)(∈ (−∞, 1+A))
as t → ∞, and we have from (2.77) and (2.82) that in region IV− that we should
expand as
u(y, t) = (1 + 2A)− e−L(y,t)
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where
L(y, t) = l0(y)t+ l1(y) + o(1)
as t → ∞ with y = O(1)(∈ (−∞, 1 + A)), and where l0(y) (> 0) and l1(y) are
functions to be determined. However, there is no mechanism available to allow an
expansion of this form to match to the far field (−y ≫ 1) where u is exponentially
small in t as t→∞, and we conclude that this case can be ruled out and that h0(y)
must be given by (2.75).
(b) We now consider the case when h0(y) is given by (2.75). Continuing expansion (2.67)
and (2.68) in region IV+, we obtain at O (ln t/t) that
(1− y)h′1 + 2h′0h′1 = 0 . (2.83)
On substituting (2.75) into equation (2.83) we have that
[2h′0 + (1− y)]h′1 = 0, (2.84)
which is identically satisfied since 2h′0 = −(1− y). Equating at O (t−1) we have that
h1 + h
′
2(1− y)− h′′0 + 2h′2h′0 = 0. (2.85)
On substituting (2.75) into equation (2.85), we obtain that
h1(y) =
1
2
. (2.86)
We conclude that
h2(y) = Ψ(y), y > 1
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where the function Ψ(y) is undetermined.
Therefore, we have in region IV+ that
u(y, t) = 1− exp
(
−(y − 1)
2
4
t− 1
2
ln t−Ψ(y) + o(1)
)
(2.87)
as t → ∞ with y = O(1)[∈ (1,∞)]. We recall that the function Ψ(y) is undetermined.
However matching with region III+ requires that
Ψ(y) ∼ ln y + ln√pi as y →∞, (2.88)
and we make the assumption (which we will verify as consistent) that
Ψ(y) ∼ ln 1√
pi
as y → 1+.
We note that expansion (2.87) becomes non-uniform as y → 1+ and to continue the
asymptotic structure of the solution to IVP1 as t → ∞ we must introduce a localized
region, region A, in which following (2.87), we have that
y = 1 +O(t−
1
2 ) as t→∞. (2.89)
Thus in region A we write
y = 1 + ηt−
1
2 , (2.90)
where η = O(1) as t→∞. It follows from (2.87) and (2.90) that in region A, we should
expand as
u = 1 + t−
1
2κ(η) + o(t−
1
2 ) (2.91)
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as t→∞ with η = O(1), and where κ(η) < 0. On substituting (2.91) into equation (2.1)
(when written in terms of η and t) we obtain at leading order that
κηη − κκη + η
2
κη +
κ
2
= 0, −∞ < η <∞. (2.92)
Equation (2.92) is to be solved subject to matching with region IV+ as η →∞, that is,
we require
κ(η) ∼ − 1√
pi
e−
η2
4 as η →∞. (2.93)
We recall from Section 1.1.3 that the solution to (2.92), (2.93) is given by
κ(η) = − 2e
− η2
4
√
pi(1 + erf
(
η
2
)
)
, −∞ < η <∞. (2.94)
Therefore, in region A, we have
u(η, t) = 1− 2e
− η2
4
√
pi
(
1 + erf(η
2
)
)t− 12 + o(t− 12 ), (2.95)
as t → ∞ with η = O(1). Now as η → −∞ we move out of region A into region V.
Consideration of expansion (2.95) for (−η)≫ 1 gives that
u ∼ 1 + ηt− 12 (2.96)
with −η ≫ 1, which on writing in terms of y, gives
u ∼ y + o(1). (2.97)
58
Therefore, in region V we have that u = O(1) as t→∞, and we therefore expand as
u = F (y) + o(1), (2.98)
as t→∞ with y = O(1) ∈ (0, 1) where F (y) = O(1). On writing equation (2.1) in terms
of y and t we obtain
ut − y
t
uy +
1
t
uuy − 1
t2
uyy = 0 . (2.99)
On substituting (2.98) into (2.99) we obtain at leading order that
Fy(F − y) = 0, y < 1, (2.100)
F (y) ∼ y as y → 1− , (2.101)
with the final condition being the matching condition with region A (see (2.97)). The
solution of (2.100) and (2.101) is readily obtained as
F (y) = y, 0 < y < 1. (2.102)
We note that (2.98) with (2.102) becomes non-uniform as y → 0+. Therefore in region V
we have that
u(y, t) = y + o(1) (2.103)
as t → ∞ with y = O(1)(∈ (0, 1)). As already noted expansion (2.103) becomes non-
uniform as y → 0+ and we must introduce a further localised region, region B, located
at y = 0. In region B we have, following (2.103), that
y = O
(
t−
1
2
)
as t→∞. (2.104)
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To examine region B we introduce the scaled coordinate
η = yt1/2 (2.105)
where η = O(1) as t→∞. It follows from (2.103) and (2.105) in region V, that we should
expand as
u(η, t) = t−
1
2K(η) + o(t−
1
2 ) as t→∞, (2.106)
where K(η) > 0 and η = O(1). On substitution of (2.106) into equation (2.1) (when
written in terms of η and t) we obtain at leading order that
Kηη −KKη + η
2
Kη +
K
2
= 0, −∞ < η <∞. (2.107)
which is to be solved subject to matching with region V as η →∞, that is, we require
K(η) ∼ η η →∞. (2.108)
The solution to (2.107), (2.108) is readily obtained (see Section 1.1.3) as
K(η) =
2e−
η2
4
√
pi
(
1− erf
(
η
2
)) , −∞ < η <∞. (2.109)
Therefore in region B we have
u(η, t) =
2e−
η2
4
√
pi
(
1− erf(η
2
)
)t− 12 + o(t− 12 ) (2.110)
as t→∞ with η = O(1). As η → −∞ we move out of the localised region B into region
IV−, where y = O(1)(∈ (−∞, 0)) as t → ∞. We now examine the form of expansion
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(2.106) for (−η)≫ 1 (as we move into region IV−). We recall from Section 1.1.3 that
K(η) ∼ 1√
pi
e−η
2/4 η → −∞.
Therefore, we have that
u(η, t) ∼ 1√
pi
e−η
2/4t−1/2 (2.111)
with (−η)≫ 1. When written in terms of y, (2.111) becomes
u(y, t) ∼ exp
(
−y
2
4
t− 1
2
ln t− ln√pi
)
. (2.112)
The form of expansion (2.112) suggests that in region IV− we should look for an expansion
of the form
u(y, t) = e−Ĥ(y,t) (2.113)
where
Ĥ(y, t) = ĥ0(y)t+ ĥ1(y) ln(t) + ĥ2(y) + o(1) (2.114)
as t→∞, with y = O(1) ∈ (−∞, 0) where ĥ0(y) > 0. On writing (2.1) in terms of y and
t we obtain,
ut − y
t
uy +
1
t
uuy − 1
t2
uyy = 0 . (2.115)
On substituting (2.113) and (2.114) into equation (2.115), we obtain after some calculation
(see footnote 8),
−Ĥt + y
t
Ĥy +
1
t2
Ĥyy −
Ĥ2y
t2
= 0, (2.116)
8uy = −Ĥye−Ĥ uyy = −Ĥyye−Ĥ + Ĥ2ye−Ĥ ut = −Ĥte−Ĥ
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as t→∞, with y = O(1) ∈ (−∞, 0). On substituting (2.114) in (2.116) we obtain
−
(
ĥ0 + ĥ1
1
t
)
+
y
t
(
(ĥ0
′
)t+ ĥ1
′
ln t+ ĥ2
′)
+
(
ĥ0
′′ 1
t
+ ĥ1
′′ ln t
t2
+ ĥ2
′′ 1
t2
)
−
(
(ĥ0
′
)22ĥ0
′
ĥ1
′ ln t
t
+ (ĥ1
′
)2
(ln t)2
t2
+ 2ĥ1
′
ĥ2
′ ln t
t2
+ 2ĥ0
′
ĥ2
′1
t
+ (ĥ2
′
)2
1
t2
)
= 0
(2.117)
as t → ∞, with y = O(1)(∈ (−∞, 0)) where ĥ0(y) > 0. We now equate at each order
in turn to obtain the functions ĥ0(y), ĥ1(y) and ĥ2(y). Equating at O(1), we obtain the
leading order problem as,
(ĥ0
′
)2(y)− yĥ0′(y) + ĥ0(y) = 0, y < 0, (2.118)
ĥ0(y) > 0, y < 0, (2.119)
ĥ0(y) ∼ y
2
4
as y → −∞, (2.120)
ĥ0(y) ∼ y
2
4
as y → 0− . (2.121)
Condition (2.120) arises from matching expansion (2.113) with (2.114) (for −y ≫ 1) with
expansion (2.64) (x = O(t)), while condition (2.121) is the matching condition with region
B. The solution to (2.118)-(2.121) is readily obtained as
ĥ0(y) =
y2
4
, y < 0.
On continuing expansion (2.113), (2.114) we obtain that
ĥ1(y) =
1
2
, y < 0 (2.122)
and
ĥ2 = Ψ̂(y), y < 0 , (2.123)
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where the function Ψ̂ : (−∞, 0) → R remains undetermined. Therefore, we have in
region IV− that
u(y, t) = exp
{
−y
2
4
t− 1
2
ln t− Ψ̂(y) + o(1)
}
(2.124)
as t→∞ with y = O(1)(∈ (−∞, 0)), and where
Ψ̂(y) ∼

ln (−y) + ln√pi as y → −∞,
ln
√
pi as y → 0−,
(2.125)
to facilitate matching with the adjoining regions. This then completes the asymptotic
solution of initial-value problem (2.1), (2.2) as t → ∞, with expansions (2.87) (region
IV+), (2.95) (region A), (2.103) (region V), (2.110) (region B) and (2.124) (region IV−)
providing a uniform asymptotic solution to (2.1), (2.2) as t→∞.
2.4 Summary
In this chapter we have obtained the complete asymptotic structure of the solution to
IVP1 as t → ∞. A uniform approximation to the solution as t → ∞ has been given
through regions IV+, A, V, B and IV−. A schematic representation of the location and
thickness of the asymptotic regions as t→∞ is given Figure 2.1. The solution exhibits in
x > 0 the formation of an expansion wave. This expansion wave develops in the expansion
region, region V, where y = O(1)(∈ (0, 1)) as t → ∞ [that is, x ∈ (0, t) as as t → ∞].
Regions IV− and IV+ allow for the transfer of information from the far field |y| ≫ 1 [that
is, |x| ≫ t] to the near field (y = O(1)). We note that at leading order in region IV+
the solution to IVP1, u, is O(1) and is given at leading order by the constant value 1
(the value of u ahead of the expansion wave). Regions A and B are localized connection
regions connecting regions IV+ and IV− to the expansion wave, respectively.
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0 1
1
u(y, t)
y
IV+
u = 1− (Exp)
AV
u = y + o(1)
O(t−1/2)
B
O(t−1/2)
IV−
u = (Exp)
Figure 2.1: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t→∞. Here (Exp) denotes terms exponentially small in t as t→∞. We note
that u = 1 +O(t−1/2) as t→∞ in region A, while u = O(t−1/2) as t→∞ in region B.
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Chapter 3
Initial-Value Problem 2 for
Burgers’ Equation
In this chapter, we consider a second initial-value problem for Burgers’ equation, namely,
ut + uux − uxx = 0, −∞ < x <∞, t > 0 (3.1)
u(x, 0) =

u+ x > 0,
u− x < 0,
(3.2)
where u− > u+. In what follows we label initial-value problem (3.1), (3.2) as IVP2. In
this chapter we develop the large-time structure of the solution of IVP2 using the method
of matched asymptotic coordinate expansions. We begin by examining the asymptotic
structure of the solution to IVP2 as t→ 0.
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3.1 Asymptotic Solution of IVP2 as t → 0
Consideration of initial data (3.2) indicates that the structure of the asymptotic solution
of IVP2 as t→ 0 has three asymptotic regions, namely:
Region I : x = o(1), u(x, t) = O(1)
Region II+ : x = O(1) (> 0), u(x, t) = u+ + o(1)
Region II− : x = O(1) (< 0), u(x, t) = u− − o(1)
We first consider region I, in which, x = o(1) and u(x, t) = O(1) as t → 0. To examine
region I we introduce the scaled coordinate η = xt−α as t→ 0, where α > 0 and η = O(1),
and look for an expansion of the form
u = u˘(η) + o(1) (3.3)
as t → 0, with η = O(1). We note that matching to region II− (as η → −∞) and
region II+ (as η →∞) requires that
u˘(η) =

u+ + o(1), η →∞,
u− − o(1), η → −∞.
(3.4)
On substituting (3.3) into equation (3.1) (when written in terms of η and t), we obtain,
after some calculation 1, that
−αη
t
u˘η + u˘u˘ηt
−α − u˘ηηt−2α = 0, (3.5)
1 ∂u
∂x
=
(
∂u
∂η
)(
∂η
∂x
)
and ∂u
∂t
=
(
∂u
∂t
)
+
(
∂u
∂η
)(
∂η
∂t
)
where
(
∂η
∂t
= −αη
t
)
66
as t → 0. We find (see Section 2.1) that a non-trivial leading order balance, requires
α = 1/2. Therefore, at leading order we have,
u˘ηη +
η
2
u˘η = 0, −∞ < η <∞. (3.6)
The solution of (3.6) is readily obtained as
u˘(η) = A1 +B1 erfc
(
η
2
)
, −∞ < η <∞ (3.7)
where A1 and B1 are constants to be determined on matching, and erfc[.] is the comple-
mentary function. Matching conditions (3.4) then require that
u˘ ∼

u−, η → −∞,
u+, η →∞.
(3.8)
Now as η ≫ 1 we move out of region I into region II+ and we have from (3.7) that
u˘ ∼ A1 +B1
2e− η24
η
√
pi
 . (3.9)
Matching with region II+ then requires that
A1 = u+. (3.10)
As (−η)≫ 1 me move out of region I into region II− and we have from (3.7) that
u˘ ∼ B1
2− 2e− η
2
4
(−η)√pi
+ u+. (3.11)
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Matching with region II− then requires u˘ ∼ u− as η → −∞ giving that
B1 =
(u− − u+)
2
. (3.12)
Therefore via (3.3), (3.7), (3.10) and (3.12), we have in region I that
u˘(η, t) =
[
(u− − u+)
2
erfc
(
η
2
)
+ u+
]
+ o(1), −∞ < η <∞, (3.13)
as t → 0. We can easily see when u− > u+ expansion in region I being given by (3.13)
while when u+ > u− and u+ = 1, u− = 0 expansion in region I being given by (2.16).
From (3.13), we observe that
u(η, t) =

u− − (u−−u+)√pi e
−η2
4
(−η) + ..., for − η ≫ 1, t→ 0,
u+ +
(u−−u+)√
pi
e
−η2
4
η
+ ..., for η ≫ 1, t→ 0.
(3.14)
As η →∞ we move into region II+, where x = O(1)(> 0) as t→ 0. The form of expansion
(3.13) for η ≫ 1 given by (3.14)2 suggests that in region II+ we write
u(x, t) = u+ + e
−F̂ (x,t), (3.15)
as t→ 0, where x = O(1)(> 0) and
F̂ (x, t) = f̂0(x)t
−1 + f̂1(x) ln t+ f̂2(x) + o(1), (3.16)
68
where f̂0(x) > 0 for x > 0 and f̂1(x), f̂2(x) are functions to be determined. On substi-
tuting (3.15) and (3.16) into equation (3.1), we obtain after some calculation, 2
(
f̂0
t2
− f̂1
t
)
− u+
(
f̂ ′0
t
+ f̂ ′1 ln t+ f̂
′
2
)
+
(
f̂ ′′0
t
+ f̂ ′′1 ln t+ f̂
′′
2
)
−
(
(f̂ ′0)
2
t2
+ 2f̂ ′0f̂
′
1
ln t
t
+ 2
f̂ ′0f̂
′
2
t
)
−
(
(f̂ ′1)
2(ln t)2 + 2f̂ ′1f̂
′
2 ln t+ (f̂
′
2)
2
)
∼ 0,
and solving at each order in turn, we find (after matching with (3.13) as x→ 0+) that
f̂0(x) =
x2
4
,
f̂1(x) = −12 ,
f̂2(x) = ln(x)− ln (u−−u+)√pi − u+2 x.
(3.17)
Therefore, the solution in region II+ is given by
u(x, t) = u+ + exp
(
−x
2
4t
+
1
2
ln t+
u+x
2
− ln(x) + ln (u− − u+)√
pi
+ o(1)
)
(3.18)
as t→ 0, with x = O(1) (> 0).
As η → −∞ we move into region II−, where x = O(1)(< 0) as t → 0. The form of
expansion (3.13) for (−η)≫ 1 given by (3.14)1 suggests that in region II− we write
u(x, t) = u− − e−Ĝ(x,t), (3.19)
as t→ 0, where x = O(1)(< 0) and
Ĝ(x, t) = ĝ0(x)t
−1 + ĝ1(x) ln t+ ĝ2 + o(1), (3.20)
2ux = F̂xe
F̂ uxx = F̂xxe
F̂ + F̂ 2x e
F̂ ut = F̂te
F̂
69
where ĝ0(x) > 0 for x < 0 and ĝ1(x), ĝ2(x) are functions to be determined. On substituting
(3.19) and (3.20) into equation (3.1), gives ( on solving at each order in turn and matching
to region I as x→ 0−) that 3,
ĝ0(x) =
x2
4
,
ĝ1(x) = −12 ,
ĝ2(x) = −u−x2 + ln(−x)− ln (u−−u+)√pi .
(3.21)
Therefore the solution in region II− is given by
u(x, t) = u− − exp
(
−x
2
4t
+
1
2
ln t+
u−x
2
− ln(−x) + ln (u− − u+)√
pi
+ o(1)
)
, (3.22)
as t→ 0, with x = O(1) (< 0).
The asymptotic structure as t→ 0 is now complete with the expansions in regions I,
II− and II+, providing a uniform approximation to the solution of IVP2 as t→ 0.
3.2 Asymptotic Solution of IVP2 as |x|→ ∞
Now, we examine the asymptotic structure of the solution to IVP2 as |x| → ∞ with t =
O(1). We first consider the structure of solution to IVP2 as x→∞, with t = O(1). The
form expansion (3.18) of region II+ for x≫ 1 as t→ 0 suggests that in this region, which
we label as region III+, we write,
u(x, t) = u+ + e
−L(x,t), (3.23)
3ux = Ĝxe
Ĝ uxx = Ĝxxe
Ĝ + Ĝ2xe
Ĝ ut = Ĝte
Ĝ
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as x→∞ with t = O(1), where
L(x, t) = l0(t)x
2 + l1(t)x+ l2(t) ln x+ l3(t) + o(1), (3.24)
where l0(t) > 0. l1(t), l2(t) and l3(t) are functions to be determined. On substituting
(3.23) and (3.24) into equation (3.1), we obtain after some calculation that 4,
(
l˙0x
2 + l˙1x+ l˙2 ln x+ l˙3
)
+ u+
(
2l0x+ l1 + l2
1
x
)
+
(
−2l0 + l2
x2
+ 4l20x
2 + 4l0l1x+ 4l0l2 + l
2
1 +
2l1l2
x
+
l22
x2
)
∼ 0
and solving at each order in turn, we find (after matching with region II+ as t→ 0) that
l0(t) =
1
4t
,
l1(t) =
u+
2
,
l2(t) = 1
l3(t) =
u2+
4
t− ln t
2
− ln (u−−u+)√
pi
.
(3.25)
Therefore the solution in region III+ is given by
u(x, t) = u+ + exp
(
−x
2
4t
+
u+x
2
− ln(x) +
(
−u
2
+
4
t+
1
2
ln t+ ln
(u− − u+)√
pi
)
+ o(1)
)
(3.26)
as x → ∞, with t = O(1). Expansion (3.26) remains uniform for t ≫ 1 provided that
x≫ t, but become non-uniform when x = O(t) as t→∞.
We now investigate the structure of solution of IVP2 as x → −∞ with t = O(1),
which we label as region III−. The form expansion (3.22) of region II− suggests that in
4ux = Lxe
L uxx = Lxxe
L + L2xe
L ut = Lte
L
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region III− we write,
u(x, t) = u− − e−L̂(x,t), (3.27)
as x→ −∞ with t = O(1), where
L̂(x, t) = l̂0(t)x
2 + l̂1(t)x+ l̂2(t) ln (−x) + l̂3(t) + o(1) (3.28)
l̂0(t) > 0, l̂1(t), l̂2(t) and l̂3(t) are functions to be determined. On substituting (3.27) and
(3.28) into equation (3.1), we obtain after some calculation 5, that
(
˙̂
l0x
2 +
˙̂
l1x+
˙̂
l2 ln (−x) + ˙̂l3
)
+ u−
(
2l̂0x+ l̂1 − l̂2 1
x
)
+
(
−2l̂0 − l̂2 1
x2
+ 4l̂20x
2 + 4l̂0 l̂1x− 4l̂0 l̂2 + l̂21 − 2l̂1l̂2
1
x
+ l̂22
1
x2
)
∼ 0 (3.29)
and solving at each order in turn,we find (after matching with region II+ as t→ 0) that
l̂0(t) =
1
4t
,
l̂1(t) = −u−2 ,
l̂2(t) = 1,
l̂3(t) =
u2
−
4
t− ln t
2
− ln (u−−u+)√
pi
.
(3.30)
Therefore the solution in region III− is given by
u(x, t) = u− − exp
(
−x
2
4t
+
u−x
2
− ln(−x) +
(
1
2
ln t− u
2
−t
4
+ ln
(u− − u+)√
pi
)
+ o(1)
)
(3.31)
as x→ −∞, with t = O(1). Expansion (3.31) remains uniform for t≫ 1 provided that
5ux = L̂xe
L̂ uxx = L̂xxe
L̂ + L̂2xe
L̂ ut = L̂te
L̂
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(−x)≫ t, but becomes non-uniform when (−x) = O(t) as t→∞.
3.3 Asymptotic Solution to IVP2 as t→ ∞
The asymptotic expansions (3.26) and (3.31), which are defined in region III+ (x →
∞, t = O(1)) and region III− (x→ −∞, t = O(1)) remain uniform provided |x| ≫ t but
become nonuniform when |x| = O(t). We begin by considering the asymptotic structure
as t → ∞ for x > 0. To proceed we define a new region, which we label region IV+. To
investigate region IV+, we introduce the scaled coordinate:
y =
x
t
(3.32)
where y = O(1) as t → ∞. On substituting expansion (3.32) into expansion (3.26), we
find as we move into region IV+ when x = O(t) that
u(y, t) = u+ + exp
{
−(y − u+)
2
4
t− 1
2
ln t− ln y + ln (u− − u+)√
pi
+ o(1)
}
. (3.33)
The form of (3.33) suggests that in region IV+ we write
u(y, t) = u+ + e
−C(y,t) (3.34)
where
C(y, t) = c0(y)t+ c1(y) ln t+ c2(y) + o(1), (3.35)
as t → ∞ with y = O(1), and where c0(y) > 0, c1(y) and c2(y) are functions to be
determined. On substituting (3.34) and (3.35) into equation (3.1) (when written in terms
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of y and t), we obtain the leading order problem as
(c′0)
2 + (u+ − y)c′0 + c0 = 0, y > 0 (3.36)
c0(y) > 0, y > 0, (3.37)
c0(y) ∼ (y − u+)
2
4
as y →∞. (3.38)
Equation (3.36) has a one-parameter family of linear solutions
c0(y) = A[y − (u+ + A)] y > 0, (3.39)
where A > 0 together with the associated envelope solution,
c0(y) =
(y − u+)2
4
, y > u+. (3.40)
Combinations of (3.39) and (3.40) which remain continuous and differentiable also provide
solutions to (3.36) (envelope touching solutions). Applying condition (3.38) requires us
to select the solution
c0(y) =
(y − u+)2
4
, y > u+ (3.41)
or
c0(y) =

(y − u+)2
4
, y > u+ + 2A
A[y − (u+ + A)], u+ + A < y 6 u+ + 2A
(3.42)
for each A > 0. Each case will have to be considered separately.
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(a) We begin by considering the case when c0(y) is given by (3.41), where
c0(y) =
(y − u+)2
4
, y > u+. (3.43)
Continuing expansion (3.34) and (3.35) in region IV+ gives on solving at each order in
turn, and matching with region III+ as y →∞ that
c1(y) =
1
2
,
c2(y) = H(y),
(3.44)
where the function H(y) remains undetermined. However, matching with the far field
requires that
H(y) ∼ ln y − ln (u− − u+)√
pi
as y →∞,
and we make the assumption (which we will verify as consistent) that,
H(y) ∼ β0 as y → (u+)+, (3.45)
where β0 is constant. Therefore, we obtain in region IV
+ that;
u(y, t) = u+ + exp
{
−(y − u+)
2
4
t− 1
2
ln t−H(y) + o(1)
}
, (3.46)
as t → ∞ with y = O(1)(∈ (u+,∞)). Expansion (3.46) becomes nonuniform when
y = u+ + O(t
−1/2) as t → ∞ [that is, when x = u+t + O(t1/2)] and we must introduce a
further region, region A. To examine region A we introduce the scaled coordinate
η = (y − u+)t1/2 = O(1)
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and look for an expansion of the form
u(η, t) = u+ +Ψ(t)U(η) + o(Ψ(t)) (3.47)
as t → ∞ with η = O(1), and where Ψ(t) = o(1) as t → ∞ is a gauge function to be
determined. Substitution of (3.47) into equation (3.1) (when written in terms of η and t)
indicates that the most structured balance requires that Ψ(t) = t−1/2 as t → ∞, giving
at leading order that
Uηη − UUη + η
2
Uη +
U
2
= 0, −∞ < η <∞. (3.48)
Equation (3.48) is to be solved subject to matching to region IV+ as η →∞, that is,
U(η) ∼ e−β0e−η2/4 as η →∞. (3.49)
We recall from Section 1.1.3 that the solution of (3.49) with U, Uη → 0 as η → ∞ is
given by (3.8). Further, we require that D2 >
√
pi in this case (as U → 0+ as η →∞).
Therefore, in region A we have that
u(η, t) = u+ +
2e−η
2/4
D2 −
√
pierf
(
η
2
)t−1/2 + o(t−1/2) (3.50)
as t→∞ with η = O(1). Now as η → −∞ we move out of region A into region V, where
y = O(1)(∈ (−∞, u+)). From (3.49) we have
u(y, t) ∼ u+ + 2
D2 −
√
pi
e−η
2/4 (3.51)
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with (−η)≫ 1. When written in terms of y, (3.51) becomes
u(y, t) ∼ u+ + 2
D2 −
√
pi
e−
(y−u+)
2
4
tt−1/2. (3.52)
Thus, in region V we look for an expansion of the form
u(y, t) = u+ + e
−N(y,t), (3.53)
with
N(y, t) = n0(y)t+ n1(y) ln t+ n2(y) + o(1) (3.54)
where y = O(1)(∈ (−∞, u+)) as t→∞, and n0(y) > 0, n1(y) and n2(y) are functions to
be determined. However, there is no mechanism available to allow an expansion of the
form u(y, t) ∼ u+ + Exp (in region V) to match to the far field (−y ≫ 1) where
u = u− − o(1), as t→∞,
and we conclude that this case can be ruled out and that c0(y) is given by (3.42).
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(b) We next consider the case when c0(y) is given by (3.42). In this case region IV
+
is replaced by three regions: region IV+(a) (u+ + 2A + o(1) < y < ∞), region TR+
(transition region) and region IV+(b) (u++A+o(1) < y < u++2A−o(1)). We note that
the transition region located at y = u+ + 2A is required to smooth out the discontinuity
of curvature at the point at which the linear solution (3.42)2 meets the envelope solution
(3.42)1. We will examine each of these regions in turn.
We begin in region IV+(b) where c0(y) is given by (3.42)2. On continuing expansion
(3.34), (3.35) we obtain in region IV+(b) that
u(y, t) = u+ + exp (−A[y − (u+ + A)]t−DR ln t−DR ln |y − (u+ + 2A)| − ER + o(1)) ,
(3.55)
as t→∞ with y = O(1)(∈ (u+ +A, u+ +2A)), and where DR and ER are constants. We
next consider region IV+(a) where c0(y) is given by (3.42)1. On continuing expansions
(3.34), (3.35) we obtain in region IV+(a) that
u(y, t) = u+ + exp
{
−(y − u+)
2
4
t− 1
2
ln t−HR(y) + o(1)
}
(3.56)
as t → ∞ with y = O(1)(∈ (u+ + 2A,∞)). The function HR(y) remains undetermined
but matching to the far field (y ≫ 1) requires that
HR(y) ∼ ln y − ln (u− − u+)√
pi
as y →∞,
and we make the assumption (which we will verify as consistent) that
HR(y) ∼ α1 ln (y − (u+ + 2A)) + β1
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as y → (u+ + 2A)+ and α1, β1 are constants to be determined. We next consider region
TR+. An examination of expansion (3.56) as y → (u+ +2A)+, and of expansion (3.55) as
y → (u+ + 2A)−, reveals that in this region y = (u+ + 2A) + O(t−1/2) as t → ∞. Thus,
in region TR+ we introduce the scaled coordinate η = (y− u+− 2A)t1/2, where η = O(1)
as t→∞, and expand as
u(η, t) = u+ + [F (η) + o(1)]t
γe−A
2t−Aηt1/2 (3.57)
as t→∞ with η = O(1), where
γ = −DR
2
= −1
2
+
α1
2
.
On substituting of expansion (3.57) into equation (3.1) (when written in terms of η and
t) gives at leading order that
Fηη − η
2
Fη − γF = 0, −∞ < η <∞. (3.58)
Matching expansion (3.57) (as η → −∞) to expansion (3.55) (as y → (u+ + A)−), to
leading order, requires that
F (η) ∼ (−η)−DRe−ER as η → −∞. (3.59)
Matching expansion (3.57) (as η →∞) to expansion (3.56) (as y → (u+ +2A)+) requires
F (η) = O(e−η
2/4) as η →∞. (3.60)
However, equation (3.58) has no solutions which satisfy both (3.59) and (3.60) when
γ < 0. We conclude that γ > 0. With γ > 0, equation (3.58) with conditions (3.59) and
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(3.60) has a solution, with
F (η) ∼ Âη−2γ−1e−η2/4 as η →∞, (3.61)
with Â undetermined. On matching expansion (3.57) (as η → ∞), using (3.61), to
expansion (3.56) (as y → (u+ +2A)+) we require, to obtain the least singular behavior in
region IV+(a), that
γ = 0.
Therefore, equation (3.58) reduces to
Fηη +
η
2
Fη = 0, −∞ < η <∞. (3.62)
The solution of (3.62) is readily obtained as
F (η) = A1 erfc
(
η
2
)
+B1, −∞ < η <∞. (3.63)
Matching expansion (3.58) (with (3.63)) as η → ∞ to expansion (3.56) (as y → (u+ +
2A)+) requires that
B1 = 0, A1 =
√
pi
2
e−β1 .
Matching expansion (3.58) (with (3.63)) as η → −∞ to expansion (3.55) (as y → (u+ +
2A)−) requires
DR = 0, A1 =
e−ER
2
.
Therefore, we have that
β1 = ER + ln
√
pi,
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where ER is still to be determined.
Therefore, in region TR+ we have that
u(η, t) = u+ +
(
1
2
e−ER erfc
(
η
2
)
+ o(1)
)
e−A
2t−Aηt1/2 (3.64)
as t→∞ with η = O(1).
As η → −∞ we move out of region TR+ into region IV+(b). We have that
u ∼ u+ +
(
1
2
e−ER
(
2− 2
(−η)√pie
−η2/4 + . . .
))
e−A
2t−Aηt1/2 (3.65)
when (−η)≫ 1. On writing (3.65) in terms of y we obtain
u ∼ u+ + e−A[y−(u++A)]t−ER − e
−ERt−1/2√
pi((u+ + 2A)− y)e
−(y−u+)
2t
4 .
Therefore, the correction to expansion (3.55) is of O(t−1/2 exp
{−(y−u+)2
4
t
}
) as t→∞, and
we find, after some calculation, that in region IV+(b) we have
u(y, t) = u+ + exp {−A[y − (u+ + A)]t− ER}+ t−1/2KR(y) exp
{
−(y − u+)
2
4
t
}
+ o
(
t−1/2 exp
{
−(y − u+)
2
4
t
})
(3.66)
as t→∞ with y = O(1)(∈ (u+ +A, u+ + 2A)), where KR(y) remains undetermined, but
matching to region TR+ requires that
KR(y) ∼ e
−ER
√
pi((u+ + 2A)− y) as y → (u+ + 2A)
− .
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Now as y → (u+ + A)+ we move out of region IV+(b) into region TW an examination of
expansion (3.66) as y → (u+ + A)+ indicates that in region TW y = (u+ + A) + O(t−1)
and u = O(1) as t→∞. To examine region TW we introduce the scaled variable z, via
z = (y − (u+ + A))t as t→∞ and expand as
u(z, t) = U(z) + o(1) (3.67)
as t → ∞ with z = O(1). On substituting (3.67) into equation (3.1) (when written in
terms of z and t) we obtain at leading order that
Uzz − UUz + (A+ u+)Uz = 0, −∞ < z <∞.
Equation (3.67) has been considered in Section 1.1.1. We recall that the solution of (3.67)
subject to
U(z)→ u+, as z →∞
and
U(z) remaining bounded as z → −∞
is given by
U(z) =
u+ + (2A+ u+)e
−Az
1 + e−Az
, −∞ < z <∞, (3.68)
where the translational invariance has been fixed by requiring U(0) = 1/2, (we note that
there is no loss of generality in this as we shall see later). Therefore, in region TW we
have at leading order in expansion (3.67) the travelling wave solution of speed c = u++A,
where the constant A (A = 1
2
e−ER = A1) remains undetermined at this stage of analysis.
We will return, and complete, region TW later in analysis. We note, via (3.67) and (3.68),
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that
U(z) ∼ (2A+ u+)− 2AeAz as z → −∞. (3.69)
We next consider the asymptotic structure as t → ∞ for x < 0. To proceed we define
a new region, which we label as region IV−, where y = O(1)(< 0) as t → ∞. The
details of region IV− follow, after some minor modification, those for region IV+ and are
not repeated here. Therefore, region IV− is replaced by three regions: region IV−(a)
(−∞ < y < u− + 2A − o(1)), region TR− (transition region) and region IV−(b) (u− +
2A+ o(1) < y < u+ + A− o(1)). The constant A remains to be determined. The details
of regions IV−(a) and IV−(b) are summarized here for brevity.
Region IV−(b)
u(y, t) = u− − exp
{
−A[y − (u− + A)]t−DL ln t−DL ln |y − (u− + 2A)| − EL + o(1)
}
(3.70)
as t→∞ with y = O(1)(∈ (u− + 2A, u− + A)) and where DL and EL are constants.
Region IV−(a)
u(y, t) = u− − exp
{
−(y − u−)
2
4
t− 1
2
ln t−HL(y) + o(1)
}
(3.71)
as t → ∞ with y = O(1)(∈ (−∞, u− + 2A)) and where the function HL(y) remains
undetermined. However, matching to far field (−y ≫ 1) requires
HL(y) ∼ ln (−y)− ln (u− − u+)√
pi
as y → −∞.
Finally, we examine region TR−, the details of which follow, after minor modification,
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those given for region TR+ and summarized here for brevity. Therefore, in region TR−
we have that
u(η, t) = u− − e−EL
(
1− 1/2 erfc
(
η
2
))
e−A
2
t−Aηt1/2 (3.72)
as t→∞ where η = [y− (u−+2A)]t1/2 = O(1). Matching to regions IV− (b)(as η →∞)
and IV−(a) (as η → −∞) requires
DL = 0, HL(y) ∼ ln |y − (u− − 2A)|+ β2 as y → (u− + 2A)−
with β2 = EL + ln
√
pi, where EL and A remain undetermined. As η → ∞ we move out
of region TR− into region IV−(b). The form of (3.72) ( for η ≫ 1) indicates that the
correction to expansion (3.70) is of O
(
t−1/2 exp
{
− (y−u−)2
4
t
})
as t → ∞, and we find,
after some calculation, that in region IV−(b) we have
u(y, t) = u− − exp
{
−A[y − (u− + A)]t− EL
}
+ t−1/2KL(y) exp
{
−(y − u−)
2
4
t
}
+ o
(
t−1/2 exp
{
−(y − u−)
2
4
t
})
(3.73)
as t→∞ with y = O(1)(∈ (u− + 2A, u− +A)) and where KL(y) remains undetermined,
but matching with region TR− requires that
KL(y) ∼ e
−EL
√
pi(y − (u− + 2A))
as y → (u− + 2A)+ .
We note that as y → (u−+A)− we move out of region IV−(b) into region TW. Matching
expansion (3.67) ( with (3.69)) as z → −∞ with expansion (3.73) ( as y → (u− + A)−)
at leading order requires that
A =
u− − u+
2
. (3.74)
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We recall that the wave speed of the travelling wave in region TW is given by
c = u+ + A =
u+ + u−
2
. (3.75)
We note that
c

> 0 when u− > u+ > −u− with u− > 0
=⇒ Travelling wave moves in +x direction
< 0 when u+ < u− < −u+ with u+ < 0
=⇒ Travelling wave moves in −x direction
= 0 when u+ = −u− with u− > 0
=⇒ Stationary wave profile.
We further note on comparing the structure of expansion (3.73) ( as y → (u− + A)− )
with expansion (3.67) (as z → −∞) that
A = −A. (3.76)
We conclude the analysis in this case by completing region TW. However, before com-
pleting region TW we summarize regions IV±(b).
Region IV−(b)
u(y, t) = u− − exp {A[y − c]t−EL}+ t−1/2KL(y) exp
{
−(y − u−)
2
4
t
}
+ o
(
t−1/2 exp
{
−(y − u−)
2
4
t
})
(3.77)
as t→∞ with y = O(1)(∈ (u+, c)) where c = u++u−2 and A = u−−u+2 .
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Region IV+(b)
u(y, t) = u+ + exp {A[y − c]t− ER}+ t−1/2KR(y) exp
{
−(y − u+)
2
4
t
}
+ o
(
t−1/2 exp
{
−(y − u+)
2
4
t
})
(3.78)
as t→∞ with y = O(1)(∈ (c, u−)).
In region TW, x ∼ s(t) and u ( when written in terms of the travelling wave coordinate,
z ) has the form ( via (3.67), (3.68) and (3.69))
u(z, t) =
u+ + u−e−Az
1 + e−Az
+ o(1), (3.79)
as t → ∞ with z = O(1) and where A = u−−u+
2
, z = x − s(t) and s(t) = ct + φ̂(t) +
φ0 + ψ̂(t) as t → ∞. Here 1 ≪ φ̂(t) ≪ t, φ0 is a constant and ψ̂(t) = o(1) as t → ∞
are as yet undetermined gauge functions. We note that (3.79) represents at leading order
a permanent from travelling wave solution with speed c = u++u−
2
. We further note from
(3.79) that
u(z, t) =

u+ + (u− − u+)e−Az +O(e−2Az) as z →∞,
u− − (u− − u+)eAz +O(e2Az) as z → −∞.
(3.80)
On matching expansion (3.79) (with (3.80)1) with expansion (3.78) (as y → c+) to (3.80)1
leading order fixes
φ̂(t) ≡ 0
and requires
ER + Aφ0 = − ln (u− − u+).
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Since A = 1
2
e−ER = (u−−u+)
2
( 6= 0) we have that φ0 = 0. Matching expansion (3.79)
(with (3.80)2) with expansion (3.77) (as y → c−) requires
EL − Aφ0 = − ln (u− − u+).
We now make the assumption (which will verify as consistent) that
KR(y) ∼ Kc(y − c)γ̂ as y → c+, (3.81)
where Kc and γ̂ are constants. On writing (3.78) in terms of z
u ∼ u+ + (u− − u+)e−Az
(
1−Aψ̂(t) + . . .
)
+ t−γ̂−1/2K̂cz
γ̂e−A/2[z+φ0]e−
(u
−
−u+)
2
16
t + . . . (3.82)
as t→∞ with z ≫ 1. We conclude that in region TW we must have
u(z, t) =
u+ + u−e−Az
1 + e−Az
+O(ψ̂(t)), (3.83)
as t → ∞ with z = O(1). On substituting (3.83) into equation (3.1) ( when written in
terms of z and t ) we require to obtain a nontrivial balance atO(ψ̂′(t)) that ψ̂′(t) = O(ψ̂(t))
as t→∞ and we conclude that ψ̂(t) must be exponential in t as t→∞ and we write
ψ̂(t) = µtδe−λt
as t→∞, where µ, δ, λ (> 0) are to be determined. We now continue the expansion in
region TW as
u(z, t) = U(z) + U1(z)ψ̂(t) + o(ψ̂(t)) (3.84)
87
as t→∞ with z = O(1) where U(z) is given by (3.68). On solving at O(ψ̂′(t)) we obtain
U ′′1 + U
′
1(c− U) + U1(λ− U ′) = λU ′. (3.85)
Therefore, via (3.85) and (3.68), we have that
U1(z) ∼

(l0 + l1z)e
−A
2
z − A(u− − u+)e−Az if λ = A2/4
l0e
m+z + l1e
m−z − A(u− − u+)e−Az if 0 < λ < A2/4
as z → ∞ where l0 and l1 are constants and m± = −A2 ± 12
√
A2 − 4λ. We note that
λ > A2/4 would lead to U1(z) being oscillatory and is excluded to allow matching with
(3.82). Matching (3.84) ( as z →∞ ) with (3.82) requires that
λ =
A2
4
=
(u− − u+)2
16
, γ̂ = 1, δ = −3
2
, l0 = 0
and
µ =
Kc
l1
e−
Aφ0
2 .
In summary, we have in region TW, that
u(z, t) =
u+ + u−e−Az
1 + e−Az
+O(t−3/2e−
A2
4
t) (3.86)
as t→∞ with z = o(1) where A = u−−u+
2
, z = x− s(t) and
s(t) = ct+O
(
t−3/2e−
A2
4
t
)
(3.87)
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as t→∞. We recall that
c =
u+ + u−
2

> 0 when u− > u+ > −u− with u− > 0
< 0 when u+ < u− < −u+ with u+ < 0
= 0 u+ = −u− with u− > 0
Therefore, we have established that when:
(i) (u− > u+ > −u− with u− > 0) or (u+ < u− < −u+ with u+ < 0). A
permanent form travelling wave develops as t → ∞ in the solution of IVP2. The
speed of the travelling is c = u++u−
2
which is either negative (when u+ < u− <
−u+ with u+ < 0) or positive (when u− > u+ > −u− with u− > 0). Further,
we have determined the asymptotic correction to the wave speed
s˙(t) = c+O
(
t−3/2e−
A2
4
t
)
as t → ∞ where A = u−−u+
2
, together with the rate of convergence of the solution
to IVP2 onto the travelling wave as t→∞ which is of O
(
t−3/2e−
A2
4
t
)
as t→∞.
(ii) u+ = −u− with u− > 0. A stationary profile located at x = 0 develops in the
solution of IVP2 as t → ∞. The rate of convergence of the solution to IVP2 onto
the stationary profile is of O
(
t−3/2e−
A2
4
t
)
as t→∞ where A = u−−u+
2
.
This then completes the asymptotic structure in this case with regions IV+(a), TR+,
IV+(b), TW, IV−(b) TR− and IV−(a) providing a uniform approximation to the solution
of IVP2 as t → ∞. A schematic representation of the location and thickness of the
asymptotic regions as t→∞ is given in Figure 3.1.
When u− > u+ a permanent form travelling wave develops as t → ∞ and a schematic
representation of the location and thickness of the asymptotic regions as t→∞ is given
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replacements
y
u
IV+(a)TR
+IV+(b)TW
IV−(b)TR−IV
−(a)
O(t−1/2)
u+
u−
u+
c u−
O(t−1/2)O(t−1)
Figure 3.1: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t→∞. We recall that c = (u++u−)
2
.
in Figure 3.1 while when u− < u+ and u+, u− are chosen 1, 0 respectively an expansion
wave develops in the expansion region, region V, where y = O(1)(∈ (0, 1)) as t → ∞
and a schematic representation of the location and thickness of the asymptotic regions as
t→∞ is given in Figure 2.1.
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3.4 Numerical Solutions
In this section representative numerical solutions of IVP2 are presented which confirm the
analysis presented in this chapter. We solved IVP2 using the numerical method outlined
in [35]. In order to obtain numerical solutions of IVP2 we use a parabolic method with
N = 100 where N is the number of grid points time step △t = 0.001 and the length
△x = 0.005. Before presenting the numerical solutions we briefly summarize the method
given in [35] we begin by writing equation (3.1) in the form
ut + [g(u)]x = uxx with g(u) =
u2
2
. (3.88)
On integrating equation (3.88) from xj−1/2 to xj+1/2 we obtain that
∫ xj+1/2
xj−1/2
ut dx− [ux]xj+1/2xj−1/2 = −[g(u)]xj+1/2xj−1/2 (3.89)
and we approximate the terms in (3.89) as follows
∫ xj+1/2
xj−1/2
ut dx ≈ du
dt
(xj , t)△ x, (3.90)
−[ux]xj+1/2xj−1/2 =
[
ux(xj−1/2, t)− ux(xj+1/2, t)
]
≈
[
u(xj, t)− u(xj−1, t)
△x −
u(xj+1, t)− u(xj, t)
△x
]
= −u(xj+1,t)− 2u(xj , t) + u(xj−1, t)△x ,
and (3.91)
−[g(u)]xj+1/2xj−1/2 = g(u(xj−1/2, t)− u(xj+1/2, t)).
On substituting (3.90) into (3.89) we obtain as (dividing by △x )
dUj
dt
− Uj+1 − 2Uj + Uj−1△x2 =
g(Uj−1/2)− g(Uj+1/2)
△x (3.92)
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where Uj(t) represents u(xj, t) and g(Uj±1/2) is average of g(Uj) and g(Uj±1) . Following
[35] we then discretize the time derivative in (3.91) by forward difference to obtain
Uj
n+1 = Uj
n +△t
(
Unj+1 − 2Ujn + Unj−1
△x2
)
+
g(Unj−1/2)− g(Unj+1/2)
△x
In this Section we consider two sets of problem parameters which illustrate the situ-
ation when the wave speed c is positive and when it is negative. The two cases, we will
consider are:
(i) u− = 1, u+ = 0
(ii) u+ = −1, u− = 0
We now consider these two cases in turn.
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3.4.1 u− = 1, u+ = 0
We have established in Section 3.3 that a permanent form travelling wave (PTW) develops
in the solution of IVP2 as t → ∞. Further, we have established that the wave speed of
this PTW, c, is given by
c =
u− + u+
2
=
1
2
,
and that the rate of convergence the solution of IVP2 to the PTW as t→∞ is given by
u(z + s(t), t) = UT
(
z,
1
2
)
+O(χ(t)) (3.93)
as t→∞ with z = O(1), where UT (z, 12) is the PTW (see (3.79)), and z = x− s(t)
s(t) =
1
2
t+ φ0 +O(χ(t)) (3.94)
where
χ(t) = t−
3
2 e−
1
16
t (3.95)
as t → ∞. We note that the rate of convergence is exponential in t as t → ∞. The
asymptotic wave speed, s˙(t), is given by
s˙(t) =
1
2
+O(χ(t)) (3.96)
as t→∞. We now present numerical evidence to support the above. In Figure 3.2 we plot
the numerical solution of IVP2 against x at times t = 10 t = 15 t = 20 and t = 25 clearly,
the solution converges to the PTW rapidly as t→∞. This is in line with (3.92) where we
expect the rate of convergence to be exponential in t as t→∞. In Figure 3.3 we plot s˙(t)
versus t. Clearly, the numerically calculated wave speed rapidly approaches the expected
value of 1
2
as t→∞. Again the rate of convergence looks to be in agreement with (3.95).
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In Figure 3.4 we plot s(t)− 1
2
t versus t. We observe that the numerically calculated curve
rapidly approaches φ0 = 0 as t → ∞. Finally, in Figure 3.5 we plot ln (t3/2|s˙(t)− 12 |)
versus t. We observe that the numerically calculated curve rapidly approaches the line of
gradient − 1
16
in line with (3.94) as t → ∞. However, numerical error grows rapidly for
t > 20. This is an artifact of the numerical method used.
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Figure 3.2: Numerical solution of IVP2 at times t = 10 t = 15 t = 20 and t = 25.
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Figure 3.3: Numerical solution of s˙(t) versus t.
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Figure 3.4: Numerical solution of s(t)− 0.5t versus t.
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Figure 3.5: Numerical solution of ln (t3/2|s˙(t)− 1
2
|) versus t
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3.4.2 u− = 0, u+ = −1
We have established in Section 3.3 that a permanent form travelling wave (PTW) develops
in the solution of IVP2 as t → ∞. As t → ∞ we have established the wave speed of
PTW, c, is given by
c =
u− + u+
2
= −1
2
,
and that the rate of convergence the solution of IVP2 to the PTW as t→∞ is given by
u(z + s(t), t) = UT
(
z,−1
2
)
+O(χ(t)) (3.97)
as t→∞ with z = O(1), where UT (z,−12) +O(χ(t)) z = x− s(t) and
s(t) = −1
2
t+ φ0 +O(χ(t)) (3.98)
where
χ(t) = t−
3
2 e−
1
16
t (3.99)
as t → ∞. We note that the rate of convergence is exponential in t as t → ∞. The
asymptotic wave speed, s˙(t), is given by
s˙(t) = −1
2
+ O(χ(t)) (3.100)
as t → ∞. We present numerical evidence to support the above. In Figure 3.6 we plot
the numerical solution of IVP2 against x at times t = 10 t = 15 t = 20 and t = 25
clearly, the solution converges to the PTW rapidly as t→∞. This is in line with (3.96)
where we expect the rate of convergence to be exponential in t as t → ∞. In Figure 3.7
we plot s˙(t) versus t. Clearly, the numerical calculate wave speed rapidly approaches the
expected value of −1
2
as t→∞. Again the rate of convergence looks to be in agreement
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with (3.99). In Figure 3.8 we plot s(t) + 1
2
t versus t. We observe that the numerically
calculated curve rapidly approaches φ0 = 0 as t→∞.
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Figure 3.6: Numerical solution of IVP2 at times t = 10 t = 15 t = 20 and t = 25.
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Figure 3.7: Numerical solution of s˙(t) versus t.
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Figure 3.8: Numerical solution of s(t) + 0.5t versus t.
3.5 Summary
In this chapter we have obtained the asymptotic structure of the solution to IVP2 as t→
∞ when u− > u+. A uniform approximation has been given through regions IV+(a), TR+,
IV+(b), TW, IV−(b), TR− and IV−(a). A schematic representation of the location and
thickness of asymptotic regions as t → ∞ is given in Figure 3.1. We have demonstrated
that the solution to IVP2, u(x, t), has
u(z + s(t), t) =
u+ + u−e−Az
1 + e−Az
+O(t−3/2e−
A2
4
t) (3.101)
as t→∞ with z = O(1) where A = (u−−u+)
2
and
s(t) = ct+O(t−3/2e−
A2
4
t)
as t→∞ where c = (u++u−)
2
.
In particular, when
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(i) (u− > u+ > −u− with u− > 0) or (u+ < u− < −u+ with u+ < 0):
A permanent form travelling wave develops as t→∞ in the solution of IVP2. The
speed of the travelling wave, c is either negative (when u+ < u− < −u+ with u+ < 0)
or positive (when u− > u+ > −u− with u− > 0). The rate of convergence of the
solution to IVP2 onto the travelling wave is exponential in t, being of O(t−3/2e−
A2
4
t)
as t→∞.
(ii) u+ = −u− with u− > 0. A stationary profile, located at x = 0, develops as t → ∞
in the solution of IVP2. The rate of convergence of the solution to IVP2 onto the
stationary profile is exponential in t being O(t−3/2e−
u
−
2
4
t) as t→∞.
We note that the envelope solutions in regions IV+ an IV− have the same value when
y = c (predicting the location of the travelling wave region and giving the argument of
the exponential function in the correction term of O(t−3/2e−
A2
4
t) while the point at which
we switch from the envelope solutions to the linear solutions, region TR±, occur when
y = u+ (in IV
−) and y = u− (in IV+).
We further note that when u− < u+ the envelope-touching solutions provide no struc-
ture in u− < y < u+. This gap ’lack of structure’ being filled as in Chapter 2 by the
expansion wave solution, u = y for u− < y < u+, which connects the constant status
y ∼ u+ for y > u+ and y ∼ u− for y < u−.
Finally, it is worth noting that the structure of solution of IVP2 as t → ∞ depends
critically on interaction between the selected envelope-touching solution of equation (3.36)
in region IV+ and the selected envelope solution of equivalent equation in region IV−.
These results are in argument with the numerical simulations of Section 3.4.
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Figure 3.9: The Graph of the envelope solutions in region IV± switch to the linear solu-
tions, region TR±, occur when y = u+ (in IV−) and y = u− (in IV+).
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Chapter 4
A Quarter-Plane Problem
for Burgers’ Equation
In this chapter we examine an initial-boundary value problem for Burgers’ equation on
the positive quarter-plane. The specific problem under investigation is given by
ut + uux − uxx = 0, x > 0, t > 0 (4.1)
u(x, 0) = u+, x > 0, (4.2)
u(0, t) = ub, t > 0, (4.3)
where u+ is initial condition and ub boundary condition (ub 6= u+) are constants.
In what follows we label initial-boundary value problem (4.1)-(4.3) as QP. In this
chapter, we develop the large-time structure of the solution to QP using the method of
matched asymptotic coordinate expansions. The behaviour of the large-time solution of
QP depends critically on the problem parameters u+ and ub. Specifically, the large-time
attractor of the solution to QP is:
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(i) A travelling wave with positive wave speed when −ub < u+ < ub with ub > 0.
(ii) A stationary solution when (−u+ > ub > u+ with u+ < 0) or when 0 > u+ > ub.
(iii) A structure consisting of a combination of an expansion wave and a stationary
solution when ub < 0 and u+ > 0.
(iv) An expansion wave when u+ > ub > 0.
We begin by considering the case when −ub < u+ < ub with ub > 0.
4.1 −ub < u+ < ub, ub > 0
4.1.1 Asymptotic Solution as t → 0
We begin in region I, where x = o(1) and u(x, t) = O(1) as t → 0. To examine region I
we introduce the scaled coordinate η = xt−1/2 = O(1) as t→ 0 and look for an expansion
of the form
u(η, t) = U(η) + o(1), (4.4)
as t→ 0 with η = O(1) (> 0). On substitution of (4.4) into equation (4.1) (when written
in terms of η and t) we obtain at leading order that
Uηη +
η
2
Uη = 0, 0 6 η <∞. (4.5)
The solution to (4.5) is readily obtained as
U(η) = A0 erfc
(
η
2
)
+B0 0 6 η <∞, (4.6)
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where A0, B0 are constants and erfc[.] is complementary error function. As η → 0+
U(η) ∼ (A0 +B0)− η√
pi
+ . . . . (4.7)
In order to satisfy boundary condition (4.3) we require A0 +B0 = ub. As η →∞,
U(η) ∼ A0
(
2
η
√
pi
e−
η2
4 + . . .
)
+B0, (4.8)
and in order to satisfy the condition that U(η) → u+ as η → ∞ we require that B0 =
u+ and hence that A0 = (ub − u+) (> 0). Therefore in region I we have that
u(η, t) =
(
(ub − u+) erfc
(
η
2
)
+ u+
)
+ o(1), 0 6 η <∞, (4.9)
as t→ 0 with η = O(1).
As η → ∞ we move out of region I into region II, where x = O(1)(> 0) as t → 0. The
form of expansion (4.9) for η ≫ 1 suggests that in region II we look for an expansion of
the form
u(x, t) = u+ + e
−K(x,t) as t→ 0, (4.10)
where
K(x, t) =
k0(x)
t
+ k1(x) ln t+ k2(x) + o(1) (4.11)
as t → ∞ with x = O(1)(> 0) where k0(x) > 0 and k1(x), k2(x) are functions to be
determined. On substitution of (4.10) and (4.11) into equation (4.1) and solving at each
order in turn, we find (after matching with (4.9) as x→ 0+) that
u(x, t) = u+ + exp
(
−x
2
4t
+
1
2
ln t+
u+
2
x− ln x+ lnA+ o(1)
)
(4.12)
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as t→ 0 with x = O(1)(> 0), and where A= 2√
pi
(ub − u+)(> 0). The asymptotic solution
of QP as t → 0 is now complete with expansions (4.9) and (4.12) providing a uniform
approximation to the solution of QP as t→ 0.
4.1.2 Asymptotic Solution as x → ∞
Now, we examine the asymptotic structure of the solution to QP as x→∞ with t = O(1).
The form expansion (4.12) of region II for x ≫ 1 as t → 0 suggests that in this region,
which we label as region III, we write
u(x, t) = u+ + e
−M(x,t) as x→∞ (4.13)
with
M(x, t) = m0(t)x
2 +m1(t)x+m2(t) ln x+m3(t) + o(1) (4.14)
where t = O(1) as x → ∞ and m0(t) > 0, m1(t), m2(t) and m3(t) are functions to be
determined. On substituting from (4.13) and (4.14) into equation (4.1) and solving at
each order in turn, we find (after matching with (4.12) as t→ 0+) that
u(x, t) = u+ + exp
(
−x
2
4t
+
u+
2
x− ln x+
(
1
2
ln t− u
2
+
4
t+ lnA
)
+ o(1)
)
(4.15)
as x → ∞ with t = O(1)(> 0). We observe that expansion (4.15) of region III remains
uniform for t≫ 1 provided that x≫ t, but becomes non-uniform when x = O(t) as t→
∞.
4.1.3 Asymptotic Solution as t→ ∞
As t → ∞, the asymptotic expansion (4.15) of region III continues to remain uniform
for x≫ t. However, when x = O(t) it becomes non-uniform. To proceed, we introduce a
new region, which we label as region IV. To examine region IV we introduce the scaled
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coordinate y = x
t
where y = O(1) as t → ∞ and look for an expansion of the form (as
suggested by (4.15))
u(y, t) = u+ + e
−N(y,t) as t→∞, (4.16)
with
N(y, t) = n0(y)t+ n1(y) ln t+ n2(y) + o(1), (4.17)
where y = O(1)(> 0) as t → ∞ and n0(y) > 0, n1(y) and n2(y) are functions to be
determined. On substituting (4.16) and (4.17) into equation (4.1) (when written in terms
of y and t) we obtain the leading order problem as
(n′0)
2 − (y − u+)n′0 + n0 = 0 y > 0, (4.18)
n0(y) > 0 y > 0, (4.19)
n0(y) ∼ (y − u+)
2
4
as y →∞. (4.20)
The final condition (4.20), arises from matching expansion (4.16) (y ≫ 1) with expansion
(4.15) (x = O(t)). Equation (4.18) has one-parameter family of linear solutions,
n0(y) = A[y − (A+ u+)], y > 0 (4.21)
for any A ∈ R, together with the associated envelope solution
n0(y) =
(y − u+)2
4
, y > u+. (4.22)
Combinations of (4.21) and (4.22) which remain continuous and differentiable also provide
solutions to (4.18) (envelope touching solutions). The solution (4.18)-(4.20) is given either
by the envelope solution
n0(y) =
(y − u+)2
4
, y > u+ (4.23)
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or by the family of envelope touching solutions
n0(y) =

(y−u+)2
4
, y > u+ + 2A,
A[y − (A + u+)], (A+ u+) < y 6 u+ + 2A,
(4.24)
for each A > 0. Each case will have to be considered separately.
(a) We begin by considering the case when n0(y) is given by (4.23) that is
n0(y) =
(y − u+)2
4
, y > u+. (4.25)
In this case continuing expansion (4.13) gives in region IV that
u(y, t) = u+ + exp
(
−(y − u+)
2
4
t− 1
2
ln t−H1(y) + o(1)
)
(4.26)
as t → ∞ with y = O(1)(> 0) and where the function H1(y) is undetermined.
However, matching with region III requires that
H1(y) ∼ ln y − lnA as y →∞. (4.27)
We recall that in this case −ub < u+ < ub with ub > 0 and in what follows we must
consider the subcases:
(i) 0 < u+ < ub
(ii) u+ = 0
(iii) −ub < u+ < 0
separately.
(i) 0 < u+ < ub. We note that expansion (4.26) becomes non-uniform as y →
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u+
+ (∈ (0, ub)) and to continue the large-t asymptotic structure of the solution
to QP we introduce a new region, region A1, in which following (4.26), we have
that
y = u+ +O(t
−1/2) as t→∞. (4.28)
Thus in region A1 we can write
y = u+ + ηt
−1/2, (4.29)
where η = O(1) as t→∞. To examine region A1 we look (via (4.26) and (4.29))
for an expansion of the form
u = u+ + t
−1/2w(η) + o(t−1/2), (4.30)
as t → ∞ with η = O(1) and where w(η) > 0. On substitution of (4.30) into
equation (4.1) (when written in terms of η and t), we obtain at leading order
wηη − wwη + η
2
wη +
w
2
= 0, −∞ < η <∞. (4.31)
We require
H1(y) ∼ − lnB as y → 0+
where B > 0 is a constant, and matching with region IV as η →∞ requires
w(η) ∼ Be−η2/4 as η →∞. (4.32)
Initial-value problem (4.31), (4.32) has been examined in Section 1.1.3, and we
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recall that the solution of (4.31), (4.32) can be written as
w(η) =
2e−η
2/4
D2 −
√
pierf (η/2)
, −∞ < η <∞, (4.33)
where D2 (>
√
pi, since we require w(η) > 0 in η > 0) is a constant. Matching
with region IV requires that D2 =
2
B
+
√
pi. This solution is bounded an
η ∈ (−∞,∞), having a single maximum, and with
w(η) =
2e−η
2/4
D2 +
√
pierf (η/2)
, as η → −∞, (4.34)
Therefore, expansion (4.30) remains uniform for η ∈ (−∞,∞). As η → −∞ we
move out of region A1 into region V where y = O(1) (∈ (0, u+)). The expansion
in region V is readily obtained as
u(y, t) = u+ + exp
(
−(y − u+)
2
4
t− 1
2
ln t−H2(y) + o(1)
)
(4.35)
as t → ∞ with y = O(1) (∈ (0, u+)), and where the function H2(y) remains
undetermined, but matching with region A1 requires that
H2(y) ∼ ln 2
D2 +
√
pi
as y → u−+.
In order to be able to satisfy boundary condition (4.2) expansion (4.35) must
become non-uniform as y → 0+. To examine this possibility we introduce a new
region, region SS, where u = O(1) and y = o(1) as t → ∞. To examine region
SS we look for an expansion of the form
u = U(ξ) + o(1) (4.36)
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as t → ∞ with ξ = yφ−1(t) = O(1) (> 0) where φ(t) = o(1) as t → ∞. On
substitution of (4.36) into equation (4.1) (when written in terms of ξ and t) we
require for the most structured balance that φ(t) = t−1 [giving that ξ = x =
yt = O(1) (> 0)] giving the leading problem as
Uxx − UUx = 0, x > 0 (4.37)
U(0) = ub (> u+) (4.38)
U(x)→ u+ (> 0) as x→∞. (4.39)
However, we have already noted in Section 1.1.2 that no solution to (4.37)-(4.39)
exists and we conclude that n0(y) is given by (4.24).
(ii) u+ = 0. In this case expansion (4.26) becomes non-uniform as y → 0+ and to
continue the large-t asymptotic structure of the solution to QP we introduce,
region A2, in which following (4.26) (with u+ = 0), we have that y = O(t
−1/2) as
t→∞. Thus in region A2 we can write
y = ηt−1/2, (4.40)
where η > 0 as t→∞. To examine region A2 we look for an expansion of the
form
u = t−1/2w(η) + o(t−1/2), (4.41)
as t → ∞ with η = O(1) (> 0) and where w(η) > 0. On substitution of (4.41)
into equation (4.1) (when written in terms of η and t), we obtain at leading
order
wηη − wwη + η
2
wη +
w
2
= 0, 0 < η <∞. (4.42)
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We require that
H1(y) ∼ − lnB as y → 0+,
where B > 0 is a constant, and matching with region IV as η →∞ requires
w(η) ∼ Be−η2/4 as η →∞. (4.43)
Initial-value problem (4.42), (4.43) has been examined in Section 1.1.3, and we
recall that the solution of (4.42), (4.43) can be written as
w(η) =
2e−η
2/4
D2 −
√
pierf (η/2)
, 0 6 η <∞, (4.44)
where D2 (>
√
pi, since we require w(η) > 0 in η > 0) is a constant. Matching
with region IV requires that D2 =
2
B
+
√
pi. Therefore, we conclude that
for each B > 0 the solution of (4.42), (4.43) is bounded on 0 6 η < ∞ and
expansion (4.41) remains uniform as η → 0+ and boundary condition (4.2) can
not be satisfied. We conclude that when u+ = 0 that n0(y) is given by (4.24).
(iii) −ub < u+ < 0. In this case in order to satisfy boundary condition (4.2) expan-
sion (4.26) must become non-uniform as y → 0+. Following case (i) we introduce
a final region, region SS, and look for an expansion of the form
u = U(x) + o(1) (4.45)
as t → ∞ with x = O(1) (> 0). On substitution (4.45) into (4.1) we obtain
leading order problem
110
Uxx − UUx = 0, x > 0 (4.46)
U(0) = ub (> 0) (4.47)
U(x)→ u+ (< 0) as x→∞ (4.48)
However, following Section 1.1.2 no solution to boundary-value (4.46)-(4.48)
exists and we conclude that n0(y) is given by (4.24).
(b) We now consider the case when n0(y) is given by (4.24). Following the analysis of
Section 3.3 we replace region IV by three regions: regions IV(a) (u+ + 2A + o(1) <
y < ∞), region TR (transition region) and region IV(b) (A + u+ + o(1) < y <
u+ + 2A − o(1)). The details of regions IV(a), TR, IV(b) follow those given for
regions IV+ (a), TR+, IV+(b) of Section 3.3 respectively and are not repeated here
in full. Further, we note that to enable boundary condition (4.3) to be satisfied later
in the asymptotic analysis we require
A =
ub − u+
2
(> 0),
and for ease of exposition we use this value of A in what follows.
Before continuing the asymptotic development of the solution of (4.1)-(4.3) in this
case we summarize regions IV(a), TR and IV(b).
Region IV(a)
u(y, t) = u+ + exp
{
−(y − u+)
2
4
t− 1
2
ln t−HR(y) + o(1)
}
as t→∞ with y = O(1) (∈ (ub,∞)). The function HR(y) remains undetermined but
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matching to the far field (as y →∞) and to region TR (as y → u+b ) requires
HR(y) ∼

ln y − lnA as y →∞,
ln 2(y−ub)A as y → u+b ,
where A = 2√
pi
(ub − u+) (> 0).
112
Region TR
u(η, t) = u+ +
(
(ub − u+)
2
erfc
(
η
2
)
+ o(1)
)
e−A
2t−Aηt1/2
as t→∞ with η = (y − ub)t1/2 = O(1) and where A = ub−u+2 .
Region IV(b)
u(y, t) = u+ + exp {−A[y − c]t+ ln (ub − u+)}+ t−1/2HL(y) exp
{
−(y − u+)
2
4
t
}
+ o
(
t−1/2 exp
{
−(y − u+)
2
4
t
})
(4.49)
as t → ∞ with y = O(1) (∈ (c, ub)) where c = ub+u+2 and A = ub−u+2 . The function
HL(y) remains undetermined but matching to region TR as y → u−b requires
HL(y) ∼ A
2(ub − y) as y → u
−
b .
Now as y → c+ (= ub+u+
2
) expansion (4.49) becomes non-uniform and we must introduce
a new region, region TW. The details of region TW, the travelling wave region, follow
those given in Section 3.3 and are summarized here:
Region TW
u(z, t) =
u+ + ube
−Az
1 + e−Az
+O(t−3/2e−
A2
4
t) (4.50)
as t→∞ with z = O(1) where A = ub−u+
2
, z = x− s(t) and
s(t) =
ub + u+
2
t+O(t−3/2e−
A2
4
t) (4.51)
as t → ∞. Therefore, in region TW we have at leading order a travelling wave solu-
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tion of speed c = ub+u+
2
. As z → −∞ we wave out of region TW into region V where
y = O(1) = [∈ (0, c)]. There are three separate cases to consider
(i) −ub < u+ < 0. In this case it is straightforward to establish that in region V we
have
u(y, t) = ub − exp {A[y − c]t+ ln (ub − u+) + o(1)} (4.52)
as t → ∞ with y = O(1) = (∈ (0, c)). We note that expansion (4.52) becomes
non-uniform when y = O(t−1) [that is, when x = O(1)] and we must introduce a
final region, region B. To examine region B we look for (as suggested by (4.52) when
written in terms of x) an expansion of the form
u(x, t) = ub − [R(x) + o(1)]e−Act (4.53)
as t → ∞ for x = O(1) (> 0). On substituting (4.53) into equation(4.1) we obtain
at leading order
Rxx − ubRx + (ub − u+)(ub + u+)
4
= 0, x > 0. (4.54)
The solution of (4.54) is readily obtained as
R(x) = E0e
cx + F0e
Ax, x > 0.
We require R(x) to satisfy the conditions
R(0) = 0
R(x) ∼ (ub − u+)eAx as x→∞,
(4.55)
114
the boundary and matching conditions respectively. Therefore, we have that E0 =
−F0 = u+ − ub giving
R(x) = (ub − u+)[eAx − ecx], x > 0. (4.56)
To conclude in this case we note that in region B we have
u(x, t) = ub − [(ub − u+)(eAx − ecx) + o(1)]e−Act (4.57)
as t→∞ for x = O(1) (> 0).
(ii) u+ = 0. In this case we first note that A = c =
ub
2
giving in region V that
u(y, t) = ub − exp
{
ub
2
(
y − ub
2
)
t+ ln (ub − u+) + o(1)
}
(4.58)
as t → ∞ with y = O(1) (∈ (0, ub
2
)). An examination of the problem in this
case indicates that expansion (4.58) becomes non-uniform when y = O(t−1/2) as
t → ∞ [that is, when x = O(t1/2)] and that we should as in case (i) introduce
a final region, region B. To examine region B we introduce the scaled coordinate
ξ = yt−1/2 = O(1) (> 0) and look for an expansion of the form
u(ξ, t) = ub − [F (ξ) + o(1)]e−
u2
b
4
t+
ub
2
ξt1/2 (4.59)
as t → ∞ for ξ = O(1) (> 0). On substituting (4.59) into equation(4.1) (when
written in terms of ξ and t) we obtain at leading order
Fξξ +
ξ
2
Fξ = 0, ξ > 0. (4.60)
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Equation (4.60) is to be solved subject to the conditions
F (0) = 0,
F (ξ) ∼ ub as ξ →∞,
(4.61)
The solution of (4.60)-(4.61) is readily obtained as
F (ξ) = uberf
(
ξ
2
)
, ξ > 0.
Therefore, we have in region B that
u(ξ, t) = ub −
(
uberf
(
ξ
2
)
+ o(1)
)
e−
u2
b
4
t+
ub
2
ξt1/2 (4.62)
as t→∞ with ξ = O(1) (> 0).
(iii) 0 < u+ < ub. In this case region V must be replaced by three regions: region V(a)
(0 < y < u+), region TR (transition region) and region V(b) (u+ < y < c). The
details of regions V(b) and TR follow those given for similar regions earlier and are
not repeated here. The expansion in region V(a) is given by
u(y, t) = ub − exp
{
−(y − ub)
2
4
t− 1
2
ln t−Hp(y) + o(1)
}
(4.63)
as t → ∞ with y = O(1) (∈ (0, u+)). The function Hp(y) remains undetermined,
but matching as y → 0 requires that
Hp(y) ∼ − ln y + β
as y → 0+. Now as y → 0+ expansion (4.63) becomes non-uniform y = O(t−1)
[that is, when x = O(1)]. Therefore, to complete the asymptotic structure we must
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introduce a final region, region B. To examine region B we look for an expansion of
the form
u(x, t) = ub − [F (x) + o(1)]t−3/2e−
u2
b
4
t (4.64)
as t → ∞ for x = O(1) (> 0). On substituting (4.64) into equation(4.1) we obtain
at leading order
Fxx − ubFx + u
2
b
4
F = 0, x > 0. (4.65)
Equation (4.65) is to be solved subject to the conditions
F (0) = 0,
F (x) ∼ e−βxeub2 x as x→∞.
(4.66)
The solution of (4.65)-(4.66) is readily obtained as
u(x, t) = ub −
(
e−βxe
ub
2
x + o(1)
)
t−3/2e−
u2
b
4
t (4.67)
as t→∞ for x = O(1) (> 0). This then completes the asymptotic structure in this
case.
117
TR IV(a)IV(b)TWTR
ub
y
c
u+
V(b)V(a)
u(y, t)
O(t−1/2) O(t−1) O(t−1/2)
Figure 4.1: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t→∞.
4.2 −u+ > ub > u+, u+ < 0
The asymptotic solution of QP as t → 0 and as x → ∞ (t = O(1)(> 0)) in this case
follows directly that given in 4.1.1 and 4.1.2 respectively and is not repeated here.
4.2.1 Asymptotic Solution as t→ ∞
As in Section 4.1.3 it is straightforward to rule out the envelope solution (4.23) and select
the envelope-touching solution (4.24). A consistent asymptotic structure in this case
requires that
A = −u+,
giving in y ∈ (0,∞) the following asymptotic structure:
Region IV(a)
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u(y, t) = u+ + exp
{
−(y − u+)
2
4
t− 1
2
ln t−HR(y) + o(1)
}
(4.68)
as t → ∞ with y = O(1) (∈ (−u+,∞)) and where the function HR(y) remains
undetermined but matching requires that
HR(y) ∼

ln y − lnA as y →∞ ,
ln (y + u+) + β1 as y → (−u+)+
where β1 = ER + ln
√
pi and ER is a constant to be determined.
Region TR
u(η, t) = u+ +
(
1
2
e−ER erfc
(
η
2
)
+ o(1)
)
e−u
2
+t+u+ηt
1/2
(4.69)
as t→∞ with η = [y + u+]t1/2 = O(1).
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Region IV(b)
u(y, t) = u+ + exp {u+yt− ER + o(1)} (4.70)
as t→∞ with y = O(1)(∈ (0,−u+)).
Expansion (4.70) becomes nonuniform when y = O(t−1) as t → ∞ [that is, when
x = O(1)], and we introduce a final region, region V. To examine region V we look for an
expansion of the form
u(x, t) = F (x) + o(1), (4.71)
as t→∞ with x = O(1) (> 0). On substitution of (4.71) into equation (4.1) we obtain
Fxx − FFx = 0, x > 0. (4.72)
Equation (4.72) is to be solved subject to
F (0) = ub, (4.73)
F (x)→ (u+)+ as x→∞. (4.74)
The solution of (4.73)-(4.74) is readily obtained as
F (x) = u+ tanh
(
−u+
2
x+ tanh−1
(
ub
u+
))
, x > 0. (4.75)
We recall from Section 1.1.2 that (4.75) is a stationary solution of (4.1). Therefore, in
region V we have that
u(x, t) = u+ tanh
(
−u+
2
x+ tanh−1
(
ub
u+
))
+ o(1) (4.76)
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as t→∞ with x > 0. We note that it is straightforward to establish that the correction
to (4.76) is exponential in t as t→∞ but we do not pursue this here.
Finally, we note that matching expansion (4.70) as y → 0+ with expansion (4.76) as
x→∞ fixes
ER = − ln
(
2(−u+)(u+ − ub)
(u+ + ub)
)
.
The asymptotic structure in this case is now complete with expansion (4.68), (4.69),
(4.70) and (4.76) of regions IV(a), TR, IV(b) and V respectively providing a uniform
approximation to the solution of QP as t→∞.
A schematic representation of the location and thickness of the asymptotic regions as
t→∞ is given in Figure 4.2.
u(y, t)
u = u+ + (Exp)
−u+
ub
V
u+
−u+
IV(b) TR IV(a)
y
O(t−1/2)O(t−1)
Figure 4.2: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t→∞. Here (Exp) denotes terms exponentially small in t as t→∞.
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4.3 ub < u+ < 0, ub < 0
The large time asymptotic structure in this case follows closely that outlined in Section
4.2. We note however that in regions IV(a), TR and IV(b) the expansions (4.68), (4.69)
and (4.70) are now slightly modified from those given in Section 4.2 and are given as
follows:
Region IV(a)
u(y, t) = u+ − exp
{
−(y − u+)
2
4
t− 1
2
ln t−HR(y) + o(1)
}
(4.77)
as t → ∞ with y = O(1) (∈ (−u+,∞)) and where the function HR(y) remains
undetermined but matching requires that
HR(y) ∼

ln y − lnA as y →∞ ,
ln (y + u+) + β1 as y → (−u+)+
where β1 = ER + ln
√
pi, A = 2√
pi
(u+ − ub) (> 0) and ER is a constant.
Region TR
u(η, t) = u+ −
(
1
2
e−ER erfc
(
η
2
)
+ o(1)
)
e−u
2
+t+u+ηt
1/2
(4.78)
as t→∞ with η = [y + u+]t1/2 = O(1).
Region IV(b)
u(y, t) = u+ − exp {u+yt− ER + o(1)} (4.79)
as t→∞ with y = O(1)(∈ (0,−u+)).
Expansion (4.79) becomes nonuniform when y = O(t−1) as t → ∞ [that is, when x =
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O(1)], and we introduce a final region V. As in Section 4.2 we look for an expansion of
the form (4.71) and at leading order obtain the boundary-value problem
Fxx − FFx = 0, x > 0, (4.80)
F (0) = ub, (4.81)
F (x)→ (u+)− as x→∞. (4.82)
The solution of (4.80)-(4.82) is readily obtained as
F (x) = u+ coth
(
−u+
2
x+ coth−1
(
ub
u+
))
, x > 0. (4.83)
We recall from Section 1.1.2 that (4.83) is a stationary solution of (4.1). Therefore in
region V we have
u(x, t) = u+ coth
(
−u+
2
x+ coth−1
(
ub
u+
))
+ o(1), (4.84)
as t → ∞ with x > 0. As in Section 4.2 it is straightforward to establish that the
correction to (4.84) is exponential in t as t→∞. Finally, we note that matching expansion
(4.79) as y → 0+ with expansion (4.84) as x→∞ fixes
ER = − ln
(
2(−u+)(ub − u+)
(u+ + ub)
)
.
The asymptotic structure in this case is now complete with expansions (4.77), (4.78),
(4.79) and (4.84) of regions IV(a), TR, IV(b) and V respectively providing a uniform
approximation to the solution of QP as t→∞.
A schematic representation of the location and thickness of the asymptotic regions as
t→∞ is given Figure 4.3.
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u(y, t)
u = u+ − (Exp)
u+
ub
V
−u+
IV(b) TR IV(a)
y
O(t−1/2)O(t−1)
Figure 4.3: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t→∞. Here (Exp) denotes terms exponentially small in t as t→∞
.
As u+ → 0− we note that region TR approaches region V, coalescing when u+ = 0,
indicating a change of structure should be expected in the asymptotic solution of QP as
t→∞ when u+ = 0 and ub < 0. We consider this case in Section 4.4.
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4.4 ub < 0, u+ = 0
The asymptotic solution of QP as t→∞ changes from that encountered in Sections 4.2
and 4.3. This is because the transition region, region TR (located at y = −u+) approaches
the boundary region as u+ → 0+, coalescing at u+ = 0. We begin in region IV
Region IV
u(y, t) = − exp
{
−y
2
4
t− 1
2
ln t−HR(y) + o(1)
}
(4.85)
as t→∞ with y = O(1) (∈ (0,∞)) and where the function HR(y) is undetermined
but matching requires that
HR(y) ∼

ln y − lnA as y →∞ ,
− ln C as y → 0+,
where A = 2(−ub)√
pi
(> 0) in this case.
As y → 0 expansion (4.85) becomes nonuniform and we introduce a new region, region
V. To examine region V we introduce the scaled coordinate ξ = yt1/2 = O(1) (> 0) as
t→∞ and look for an expansion of the form
u = U(ξ)t−1/2 + o(t−1/2) (4.86)
as t → ∞ with ξ = O(1) (> 0). On substitution of (4.86) into equation (4.1) (when
written in terms of ξ and t) we obtain at leading order that
Uξξ − UUξ + ξ
2
Uξ +
1
2
U = 0, 0 < ξ <∞. (4.87)
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Equation (4.87) is to be solved subject to the matching condition with region IV that is
U(ξ) ∼ −Ce−ξ2/4 as ξ →∞. (4.88)
Following the discussion on similarity solutions of Burgers’ equation in Section 1.1.3 we
see that the solution of (4.87) is given by (1.51). Further, matching condition (4.88)
requires that we take D2 = 0 in (1.51) to obtain
U(ξ) = − 2√
pi
e−ξ
2/4
erf
(
ξ
2
) , ξ > 0. (4.89)
We note that
U(ξ) ∼

− 2√
pi
e−ξ
2/4 as ξ →∞,
−2
ξ
as ξ → 0+.
Matching expansion (4.86) (as ξ →∞) with expansion (4.85) (as y → 0+) then requires
that
C = 2√
pi
.
Therefore, in region V we have that
U(ξ, t) = − 2√
pi
e−ξ
2/4
erf
(
ξ
2
)t−1/2 + o(t−1/2) (4.90)
as t→∞ with ξ = O(1) (> 0).
We observe that expansion (4.90) becomes nonuniform as ξ → 0+ [specifically when ξ =
O(t−1/2) as t→∞] and we introduce the final asymptotic region, region VI. To examine
region VI we look for an expansion of the form
u(x, t) = F (x) + o(1) (4.91)
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as t→∞ with x = O(1) (> 0). On substitution of (4.91) into equation (4.1) we obtain
at leading order obtain the boundary-value problem
Fxx − FFx = 0, x > 0, (4.92)
F (0) = ub, (4.93)
F (x)→ 0− as x→∞. (4.94)
The solution of (4.92)-(4.94) is readily determined (see Section 1.1.2) as
F (x) =
2
2
ub
− x, x > 0. (4.95)
Therefore, in region VI we have that
u(x, t) =
2
2
ub
− x + o(1) (4.96)
as t→∞ with x = O(1) (> 0).
The asymptotic structure of the solution to QP as t→∞ is now complete with expan-
sions (4.85), (4.90) and (4.96) of regions IV, V and VI respectively providing an uniform
asymptotic solution to QP as t→∞.
A schematic representation of the location and thickness of the asymptotic regions as
t→∞ is given in Figure 4.4.
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u(y, t)
u = −(Exp)
u = O(1)ub
u = O(t−1/2)
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y
O(t−1/2)
O(t−1)
Figure 4.4: A schematic representation of the asymptotic structure of u(y, t) plane, as
t→∞. Here (Exp) denotes terms exponentially small in t as t→∞.
4.5 u+ > ub > 0
The large-time asymptotic structure of the solution to QP in this case follows closely that
given in Chapter 2. We begin in region IV corresponding to region IV+ of Chapter 2.
Region IV
u(y, t) = u+ − exp
{
−(y − u+)
2
4
t− 1
2
ln t−HR(y) + o(1)
}
(4.97)
as t→∞ with y = O(1) (∈ (0,∞)) and where the function HR(y) is undetermined
but matching requires that
HR(y) ∼

ln y − lnA as y →∞ ,
− ln 1√
pi
as y → u++,
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where A = 2(u+−ub)√
pi
(> 0) in this case. We recall that in this case u+ > ub > 0 in what
follows we must consider the subcases:
(i) u+ > ub > 0,
and
(ii) ub = 0,
separately.
(i) u+ > ub > 0. We note that expansion (4.97) becomes non-uniform as y → u++ and
to continue the large-t asymptotic structure of the solution to QP we introduce a
new region, region A, in which following (4.97), we have that
y = u+ +O(t
−1/2) as t→∞. (4.98)
Thus in region A we can write
y = u+ + ηt
−1/2, (4.99)
where η = O(1) as t→∞. To examine region A we look (via (4.97) and (4.99)) for
an expansion of the form
u = u+ + t
−1/2w(η) + o(t−1/2), (4.100)
as t → ∞ with η = O(1) and where w(η) < 0. On substitution of (4.100) into
equation (4.1) (when written in terms of η and t), we obtain at leading order
wηη − wwη + η
2
wη +
w
2
= 0, −∞ < η <∞. (4.101)
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Matching with region IV as η →∞ requires
w(η) ∼ − 1√
pi
e−η
2/4 as η →∞. (4.102)
Initial-value problem (4.101), (4.102) has been examined in Section 1.1.3, and we
recall that the solution of (4.101), (4.102) can be written as
w(η) =
2e−η
2/4
√
pi (1− erf (η/2)) , −∞ < η <∞, (4.103)
Therefore, in region A we have that
u(η, t) = u+ − 2e
−η2/4
√
pi erfc (η/2)
t−1/2 + o(t−1/2) (4.104)
as t → ∞ with η = O(1). As η → −∞ we move out from region A into region V.
Consideration of expansion (4.104) (−η)≫ 1 gives that
u ∼ u+ + ηt−1/2. (4.105)
On rewriting (4.105) in terms of y we obtain
u ∼ y
indicating that in region V we should expand as
u(y, t) = Û(y) + o(1). (4.106)
On substituting (4.106) into equation (4.1) (when written in terms of y and t) we
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obtain that
Û(y) = y
giving in region V that
u(y, t) = y + o(1) (4.107)
as t → ∞ with y = O(1) (∈ (ub, u+)). We note that expansion (4.107) becomes
non-uniform as y → u+b and we must introduce a further region, region B, located at
y = ub. To examine region B we introduce scaled coordinate η = (y − ub)t1/2 when
η = O(1) as t→∞ and we look for an expansion of the form
u = u+ + t
−1/2K(η) + o(t−1/2), (4.108)
as t → ∞ with η = O(1) and where K(η) > 0. On substitution of (4.108) into
equation (4.1) (when written in terms of η and t), we obtain at leading order
Kηη −KKη + η
2
Kη + K
2
= 0, −∞ < η <∞. (4.109)
which is to be solved subject to matching with region V as η → ∞, that is, we
require
K(η) ∼ η η →∞. (4.110)
The solution to (4.109), (4.110) is readily obtained (see Section 1.1.3) as
K(η) = 2e
− η2
4
√
pi
(
1− erf
(
η
2
)) , −∞ < η <∞. (4.111)
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Therefore in region B we have
u(η, t) = ub +
2e−
η2
4
√
pi
(
1− erf(η
2
)
)t− 12 + o(t− 12 ) (4.112)
as t → ∞ with η = O(1). As η → −∞ we move out of the localised region B into
region VI, where y = O(1)(∈ (0, ub)) as t→∞, and
u(η, t) ∼ ub + 1√
pi
e−η
2/4t−1/2. (4.113)
When written in terms of y, (4.113) becomes
u(y, t) ∼ ub + exp
(
−(y − ub)
2
4
t− 1
2
ln t− ln 1√
pi
)
. (4.114)
It is straightforward to then establish in region VI that
u(y, t) = ub + exp
(
−(y − ub)
2
4
t− 1
2
ln t− L(y) + o(1)
)
(4.115)
as t → ∞ with y = O(1)(∈ (0, ub)) where L(y) is undetermined but matching
requires that
L(y) ∼ 1√
pi
as y → u−b . (4.116)
We immediately notice that expansion (4.115) does not satisfy boundary condition
(4.3) and we conclude that expansion (4.115) must become non-uniform as y → 0+.
An examination of expansion (4.115) indicates that this nonuniformity occurs when
y = O(t−1) as t→∞ [that is, when x = O(1)] . To complete the asymptotic analysis
with introduce a final asymptotic region, region C. To investigate region C we first
assume that
L(y) ∼ − ln y + β as y → 0+,
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where β is a constant (we will this prove is consistent later). An examination of
(4.115) as y → 0+, when written in terms of x indicates that
u ∼ ub + xe−βt−3/2e−
u2
b
4
t
as we move into region C. Therefore, we look for an expansion of the form
u(x, t) = ub + F (x)t
−3/2e−
u2
b
4
t (4.117)
as t→∞ with x = O(1). Matching with region VI as x→∞ requires that
F (x) ∼ xe−βeub2 x as x→∞. (4.118)
On substituting (4.117) into equation (4.1) we obtain at leading order term that
F ′′ − ubF ′ + ub
2
4
F = 0. (4.119)
The solution of (4.119) subject to the matching condition (4.118) and boundary
condition (4.3) requires
F (x) = e−βxe
ub
2
x, x > 0.
Therefore, we have in region C that
u(x, t) = ub + xe
−βe
ub
2
xt−3/2e−
u2
b
4
t + o(t−3/2e−
u2
b
4
t) (4.120)
as t → ∞ with x = O(1). This completes the asymptotic structure in this case. A
schematic representation of the location and thickness of the asymptotic regions as
t→∞ is given in Figure 4.5.
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(ii) ub = 0. In this subcase the asymptotic structure of the solution of QP given in
regions IV,A and V follows on setting A = 2u+√
pi
and ub = 0 that given above. We note
that expansion (4.107) becomes non-uniform as y → 0+. In fact, this nonuniformity
occurs when y = O(t−1) as t → ∞ [that is, when x = O(1) as t → ∞] and it is
straightforward to establish that the expansion in the final region C is given by
u(x, t) = xt−1 + o(t−1)
as t → ∞ with x = O(1). The asymptotic structure of the solution to QP as
t → ∞ is now complete with expansions (4.104), (4.107), (4.112), (4.115) and
(4.120) of regions A, V, B, VI and C respectively providing an uniform asymptotic
solution to QP as t→∞.
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Figure 4.5: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t → ∞. We note that u = u+ + O(t−1/2) as t → ∞ in region A, while u =
ub +O(t
−1/2) as t→∞ in region B and u = ub + O(1/t) as t→∞ in region C.
4.6 ub < 0 u+ > 0
In this case regions IV, A and V described in Section 4.5 are still present in the asymptotic
solution of QP as t→∞ and their details are not repeated here. However, the asymptotic
structure of the solution of QP as t→∞ differs from that given in Section 4.5 due to the
fact that the parameter ub is now negative, and we must select, in region B, the following
solution (see Section 1.1.3)
u(η, t) =
(
η − 2
η
)
t−1/2 + o(t1/2), (4.121)
as t → ∞ with η = O(1)(> 0). Expansion (4.121) becomes non-uniform as η → 0 and
we introduce the final region, region SS. An examination of (4.121) indicates that this
nonuniformity occurs when η = O(t−1/2) as t→∞ [that is, when x = O(1)]. To examine
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region SS we look for an expansion of the form
u(x, t) = F (x) +O(1/t) (4.122)
as t → ∞ with x = O(1) (> 0). On substituting (4.122) into equation (4.1) we obtain
the leading order problem as
Fxx − FFx = 0, x > 0, (4.123)
F (0) = ub (< 0), (4.124)
F (x)→ 0− as x→∞. (4.125)
The solution of (4.123)-(4.125) is readily obtained (see Section 1.1.2) as
F (x) =
2
2
ub
− x, x > 0. (4.126)
Therefore, in region SS we have that
u(x, t) =
2
2
ub
− x + o(1) (4.127)
as t → ∞ with x = O(1) (> 0). The asymptotic structure of the solution to QP
as t → ∞ is now complete with expansions (4.121) and (4.127) of regions B and SS
respectively providing an uniform asymptotic solution to QP as t → ∞. A schematic
representation of the location and thickness of the asymptotic regions as t→∞ is given
in Figure 4.6.
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O(t−1/2)O(t
−1)
O(t−1/2)
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IVAV
BSS
u
Figure 4.6: A schematic representation of the asymptotic structure of u(y, t) in the (y, u)
plane, as t → ∞. We note that u = u+ + O(t−1/2) as t → ∞ in region A, while u =
O(t−1/2) as t→∞ in region B and u = O(1/t) as t→∞ in region SS.
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4.7 Numerical Solutions
In this section, we present numerical solutions of initial-boundary value problem QP
which illustrate the detailed asymptotic analysis given in this chapter. We again use the
numerical method outlined in [35] to solve initial-boundary value problem (see Section
3.4). We recall that there are six cases to consider (see Figure 1.14), in each of these
cases (see Sections 4.1, 4.2, 4.3, 4.4, 4.5 and 4.6) we compare numerical simulation of the
solution with of QP to the theoretically predicted solution. We consider each case in turn:
(i) −ub < u+ < ub with ub > 0.
In this case we have established in Section 4.1 that a travelling wave develops in
the solution of QP as t → ∞. In Figure 4.7 we plot the numerical solution of QP
when ub = 1 and u+ = 0 against x at times t = 5, 10, 15, 20 and t = 25. Clearly,
the numerical solution converges rapidly to the expected travelling wave as t→∞.
This is in line with the theory where we expect the convergence to be exponential
in t as t→∞.
0 5 10 15 20 25 30
−0.5
0
0.5
1
x
u
Figure 4.7: Numerical solution of QP when ub = 1 and u+ = 0 at times t =
5, 10, 15, 20 and t = 25.
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Further, we have established that the wave speed of this travelling wave, c, is given
by
c =
ub + u+
2
=
1
2
,
and that the rate of convergence the solution of QP to the travelling wave as t→∞
is given by
u(z + s(t), t) = UT
(
z,
1
2
)
+O(χ(t)) (4.128)
as t → ∞ with z = O(1), where UT (z, 12) is the permanent form travelling wave
(see (4.50)), and z = x− s(t)
s(t) =
1
2
t+O(χ(t)) (4.129)
where
χ(t) = t−
1
2 e−
1
16
t (4.130)
as t→∞. We note that the rate of convergence is exponential in t as t→∞. The
asymptotic wave speed, s˙(t), is given by
s˙(t) =
1
2
+O(χ(t)) (4.131)
as t → ∞. In Figure 4.8 we plot s˙(t) versus t. This figure illustrates the rapid
convergence of the numerically calculated wave speed to the theoretically predicted
wave speed again in line with the theory
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Figure 4.8: Numerical solution of s˙(t) versus t.
(ii) −u+ > ub > u+ with u+ < 0.
In this case we have established in Section 4.2 that the stationary state profile (4.76)
develops in the solution of QP as t→∞. In Figure 4.9 we plot the numerical solution
of QP when ub = 1 and u+ = −2 against x at times t = 5, 10, 15, 20 and t = 25.
The red line represents the theoretically predicted stationary state solution (4.76)
(when ub = 1 and u+ = −2) that is
u(x) = −2 tanh
(
x+ tanh−1
(
−1
2
))
.
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Figure 4.9: Graph of the numerical solution of QP in the (x, u) plane when ub = 1 and
u+ = −2 at times t = 5, 10, 15, 20 and 25. We note that the exact stationary state solution
is shown by the red line at t = 25.
We can see that the numerical solution approaches the stationary state as t → ∞.
In fact, by t = 25 there is already good agreement as can be seen from Figure 4.9.
(iii) ub < u+ < 0, ub < 0.
In this case we have established in Section 4.3 that the stationary state profile (4.84)
develops in the solution of QP as t → ∞. In Figure 4.10 we plot the numerical
solution of QP when ub = −2 and u+ = −1 against x at times t = 5, 10, 15 and 20.
The red line represents the theoretically predicted stationary state solution (4.84)
(when ub = −2 and u+ = −1) that is
u(x) = −2 coth
(
x+ coth−1
(
1
2
))
.
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Figure 4.10: Graph of the numerical solution of QP in the (x, u) plane when ub = −2 and
u+ = −1 at times t = 5, 10, 15 and 20. We note that the exact stationary state solution
is shown by the red line at t = 20.
We can see that the numerical solution approaches the stationary state as t → ∞.
In fact, by t = 20 there is already good agreement.
(iv) ub < 0 and u+ = 0.
In this case we have established in Section 4.4 that the stationary state profile (4.96)
develops in the solution of QP as t→∞. In Figure 4.11 we plot the numerical solu-
tion of QP when ub = −1 and u+ = 0 against x at times t = 5, 10, 15, 20, 25 and 30.
The red line represents the theoretically predicted stationary state solution(4.96)
(when ub = −1 and u+ = 0 ) that is
u(x) = − 2
2 + x
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Figure 4.11: Graph of the numerical solution of QP in the (x, u) plane when ub = −1
and u+ = 0 at times t = 5, 10, 15, 20, 25 and 30. We note that the exact stationary state
solution is shown by the red line at t > 30.
We can see that the numerical solution approaches the stationary state as t → ∞.
In fact, by t = 30 there is already good agreement.
(v) u+ > ub > 0.
In this case we have established in Section 4.5 that a expansive wave develops in the
solution of QP as t→∞. In Figure 4.12 we plot the numerical solution of QP when
ub = 1 and u+ = 4 against x at times t = 5, 10, 15, 20, 25, 30, 35 and 40.
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Figure 4.12: Graph of the numerical solution of QP in the (x, u) plane when ub = 1 and
u+ = 4 at times t = 5, 10, 15, 20, 25, 30, 35 and 40. The graph illustrates the development
of the expansive wave with the solid lines showing the numerically computed solutions
and the red dash line representing the predicted gradient.
We observe that the numerically computed solution of QP when ub = 1 and u+ = 4
in this approaches the predicted large-time attractor, the expansion wave. The
gradient of the expansion wave when t = 40 is also sketched on Figure 4.11 the red
dashed line. We can clearly see the correspondence of the gradient of the numerical
solution at t = 40 and that of the dashed red line for x ∈ (40, 160).
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(vi) ub < 0 and u+ > 0.
Finally, in this case we have established in Section 4.6 that a expansive wave and
a stationary state profile develop in the solution of QP as t → ∞. In Figure 4.13
we plot the numerical solution of QP when ub = −1 and u+ = 2 against x at times
t = 5, 10, 15, 20, 25, 30, 35, and 40.
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Figure 4.13: Graph of the numerical solution of QP in the (x, u) plane when ub = −1 and
u+ = 2 at times t = 5, 10, 15, 20, 25, 30, 35, and 40. The graph illustrates the development
of expansive wave and stationary profile with the solid lines show numerically computed
solutions and the dash line representing the predicted gradient at t = 40.
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We observe that the numerically computed solution approaches the predicted large-
time attractor which is composed primaly of the stationary state and the expansive
wave (see Figure 4.6). The gradient of the stationary state profile when t = 40
is also sketched on Figure 4.12 by red dashed line. We can clearly see that when
x ∈ [at, u+t] for any fixed number a ∈ (0, u+) that the numerical solution approaches
the expansive wave. Specifically, at t = 40 we see that the gradient of numerical
solution is in good agreement with the expected value given by red dashed line.
Further, in Figure 4.14 we present a close up of the numerical solution for x ∈ [0, 80]
when t = 40. Again we can see good agreement between the numerical solution and
the stationary state when ub = −1 given by
u(x) = − 2
x− 2 ,
over the range x ∈ [0, bt1/2] where b is positive fixed number.
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Figure 4.14: Graph of the numerical solution of QP in the (x, u) plane for x ∈ [0, 80]
when ub = −1 and when t = 40.
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4.8 Summary
In this chapter we have obtained the complete asymptotic structure of the solution to QP
as t → ∞ over all parameter values. The type of large-time attractor which develops as
t→∞ is governed by the parameters u+ and ub. Figure 1.13 gives the (u+, ub) parameter
plane indicating the parameter ranges over which of the various large-time attractors exist.
In Section 4.1 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when −ub < u+ < ub with ub > 0. A uniform approxi-
mation has been given through regions IV(a), TR, IV(b), TW, IV−(b), TR and IV−(a).
A schematic representation of the location and thickness of asymptotic regions as t→∞
is given in Figure 4.1. We have demonstrated that the solution to QP, u(x, t), has
u(z + s(t), t) =
u+ + ube
−Az
1 + e−Az
+O(t−3/2e−
A2
4
t) (4.132)
as t→∞ with z = O(1) where A = (ub−u+)
2
and
s(t) = ct+O(t−3/2e−
A2
4
t)
as t→∞ where c = (ub+u+)
2
.
A travelling wave develops as t → ∞ in the solution QP in this case. The rate of
convergence of the solution to QP onto the travelling wave is exponential in t, being of
O(t−3/2e−
A2
4
t) as t→∞.
In Section 4.2 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when −u+ > ub > u+ and u+ < 0. A uniform approxi-
mation has been given through regions IV(a), TR, IV(b), V. A schematic representation
of the location and thickness of asymptotic regions as t → ∞ is given in Figure 4.2. A
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stationary profile develops in region V, we have demonstrated that
u(x, t) = u+ tanh
(
−u+
2
x+ tanh−1
(
ub
u+
))
+ o(1) (4.133)
as t→∞ with x > 0. The rate of convergence of the solution to QP is exponential in
t as t→∞.
In Section 4.3 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when ub < u+ < 0 and ub < 0. A uniform approximation
has been given through regions IV(a), TR, IV(b), V. A schematic representation of the
location and thickness of asymptotic regions as t → ∞ is given in Figure 4.3. We have
demonstrated that the solution to QP, u(x, t), has
u(x, t) = u+ coth
(
−u+
2
x+ coth−1
(
ub
u+
))
+ o(1) (4.134)
as t→∞ with x > 0. A stationary state solution develops as t→∞ in the solution QP
in this case. The rate of convergence of the solution to QP is exponential in t as t→∞.
In Section 4.4 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when ub < 0 and u+ = 0. A uniform approximation has
been given through regions IV, V and VI. A schematic representation of the location and
thickness of asymptotic regions as t → ∞ is given in Figure 4.4. We have demonstrated
that the solution to QP, u(x, t), has
u(x, t) =
2
2
ub
− x + o(1) (4.135)
as t→∞ with x = O(1) (> 0). A stationary state solution develops as t→ ∞ in the
solution QP in this case.
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In Section 4.5 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when u+ > ub > 0. A uniform approximation has been
given through regions IV, A, V, B, VI, C. A schematic representation of the location and
thickness of asymptotic regions as t → ∞ is given in Figure 4.5. The solution exhibits
in x > 0 the formation of an expansion wave when u+ > ub > 0. This expansion wave
develops in expansion region, region V, where y = O(1)(∈ (ub, u+)) as t→∞. Regions IV
and VI allow for the transfer of information from the for field |y| ≫ 1 [that is, |x| ≫ t] to
the near field (y = O(1)). We note that at leading order in region IV the solution to QP,
u, is O(1) and is given at leading order by the constant value u+ (the value of u ahead
of the expansion wave). Regions A and B are localized connection regions connecting
regions IV and VI to the expansion wave, respectively.
In Section 4.6 we develop via the method of matched asymptotic expansion the com-
plete large-time solution of QP when ub < 0 and u+ > 0. A uniform approximation has
been given through regions IV, A, V, B, SS. A schematic representation of the location
and thickness of asymptotic regions as t → ∞ is given in Figure 4.6. The asymptotic
structure of the solution of QP as t → ∞ differs from that given in Section 4.5, there is
also a stationary profile in region SS we have demonstrated that
u(x, t) =
2
2
ub
− x + o(1) (4.136)
as t→∞ with x = O(1) (> 0).
In Section 4.7, we present numerical solutions of QP which confirm and support the
asymptotic analysis presented in the sections mentioned above. In all case the numerical
simulations are in good agreement with the theory as t→∞.
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Chapter 5
An Initial-Value Problem
for the Burgers-Fisher
Equation
In this chapter, we consider the following initial-value problem for the Burgers-Fisher
equation with step initial data, given by
ut + kuux = uxx + u(1− u), −∞ < x <∞, t > 0 (5.1)
u(x, 0) =

1 as x 6 0,
0 as x > 0,
(5.2)
u(x, t)→

1, x→ −∞,
0, x→∞,
t > 0, (5.3)
where k 6= 0 is a parameter and initial distribution (5.2) is a discontinuous compressive
step.
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In what follows we label the initial value problem (5.1)-(5.3) as IVP3. Equation (5.1) is a
canonical equation combining reaction, diffusion and convection and as such arises in the
modelling of many physical phenomena involving reaction-diffusion convection processes.
When k = 0 equation (5.1) reduces to Fisher-Kolmogorov equation which has been studied
extensively (see for example [6], [21], [32], [36], [42] and [44]). Specifically, Bramson [6, 7]
considered (5.1) (with k = 0) when the initial data has a step function profile (5.2)
and determined that the solution displays the formation of a permanent form travelling
wave solution with propagation speed is given by ν(t) ∼ 2 − 3
2
1
t
as t → ∞. In this
chapter, we develop the large-time structure of the solution to IVP3 using the method
of matched asymptotic coordinate expansions. As in previous chapters we employ the
methodology developed by the J.A Leach and D.J. Needham in the context of reaction-
diffusion equations (see for example the monograph [37]) the structure of the solution to
IVP3 obtained by careful consideration of the asymptotic structures as t → 0 (−∞ <
x <∞) and as |x| → ∞ (t > O(1)). In particular, we establish that the solution of IVP3
exhibits the formation of a permanent form travelling wave (PTW) propagations in the
+x direction with the minimum possible speed c = c∗(k), where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
Specifically, we establish that:
(i) When k ∈ (2,∞) the solution of IVP3 satisfies
u(z + s(t), t) = uT (z; c
∗(k)) +O
(
t−
3
2 e
−
(
[c∗(k)]2
4
−1
)
t
)
as t → ∞, uniformly in z, where, uT (z; c∗(k)) is the permanent for travelling wave
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solution with propagation speed c∗(k) = 2
k
+ k
2
is given by
uT (z; c
∗(k)) =
e−
k
2
z
1 + e−
k
2
z
,
z = x− s(t) (s(t) is a measure of the location of the wave front at time t) and
s(t) =
(
2
k
+
k
2
)
t+ φc +O
(
t−
3
2e
−
(
[c∗(k)]2
4
−1
)
t
)
as t → ∞, where φc is a constant. We note that the correction to the propagation
speed, s˙(t), is exponential in t, as t → ∞, being of O
(
t−
3
2 exp
(
−
(
[c∗(k)]2
4
− 1
)
t
))
.
Further, the rate of convergence of the solution of IVP3 to the permanent form
travelling wave is exponential in t, as t→∞, being of
O
(
t−
3
2 exp
(
−
(
[c∗(k)]2
4
− 1
)
t
))
.
(ii) When k ∈ (−∞, 2] the solution of u(x, t) of IVP3 satisfies that
u(z + s(t), t) = uT (z; 2) +O(t
−1)
as t → ∞, uniformly in z, where, uT (z; 2) is the permanent for travelling wave
solution with propagation speed 2, z = x− s(t) (s(t) is a measure of the location of
the wave front at time t) and
s(t) = 2t− 3
2
ln t+O(1)
as t→ ∞. We note that the correction to the propagation speed, s˙(t), is algebraic
in t, as t → ∞, being of O(t−1). Further, the rate of convergence of the solution
of IVP3 to the permanent form travelling wave is algebraic in t, as t → ∞, being
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of O(t−1).
5.1 Asymptotic Solution of IVP3 as t → 0
Consideration of the initial data (5.2) indicates that the structure of the asymptotic
solution to IVP3 as t→∞ has three asymptotic regions for x ∈ (−∞,∞), namely,
Region I : x = o(1), u(x, t) = O(1),
Region II+ : x = O(1) (> 0), u(x, t) = o(1),
Region II− : x = O(1) (< 0), u(x, t) = 1− o(1),

as t→ 0.
For brevity we summarize the structure of the solution of IVP3 in each of the above
regions (The details following, after some modification, those given in the earlier chapters
of this thesis for a similar problem [38]):
Region I η = O(1) as t→ 0,
u(η, t) =
1
2
erfc
(
η
2
)
+ o(1) (5.4)
where η = xt−1/2 = O(1) and where erfc(.) is the standard complementary error function
(see Chapter 2).
Region II− x = O(1) (< 0) as t→ 0,
u(x, t) = 1− exp
(
−x
2
4t
+
1
2
ln t+
k
2
x− ln (−x)− ln√pi + o(1)
)
. (5.5)
Region II+ x = O(1) (> 0), as t→ 0,
u(x, t) = exp
(
−x
2
4t
+
1
2
ln t− ln x− ln√pi + o(1)
)
. (5.6)
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The asymptotic solution of IVP3 as t → 0 is now complete with expansions (5.4), (5.5)
and (5.6) providing a uniform approximation to the solution of IVP3 as t→ 0.
Next, we determine the structure of the asymptotic solution of IVP3 as |x| → ∞ with
t = O(1).
5.2 Asymptotic Solution of IVP3 as |x|→ ∞
For brevity, we summarize the asymptotic structure of the solution to IVP3 as x→ −∞
and x→∞. (The details following, after some modification, those given in earlier chap-
ters and for a similar problem [38]):
Region III− as x→ −∞ with t = O(1),
u(x, t) = 1− exp
(
−x
2
4t
+
k
2
x− ln (−x) +
(
1
2
ln t−
(
k2
4
+ 1
)
t− ln√pi
)
+ o(1)
)
. (5.7)
Region III+ as x→∞ with t = O(1),
u(x, t) = exp
(
−x
2
4t
− ln x+
(
1
2
ln t+ t− ln√pi
)
+ o(1)
)
. (5.8)
We observe that expansion (5.7) (in region III−) and (5.8) (in region III+) remain
uniform for t ≫ 1 provided that |x| ≫ t but become non-uniform when |x| = O(t) as
t→∞.
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5.3 Asymptotic Solution of IVP3 as t→ ∞
As t→∞, the asymptotic expansions (5.8) and (5.7), which are defined in region III+ (x→
∞, t = O(1)) and region III− (x → −∞, t = O(1)) remain uniform provided |x| ≫
twhereas non-uniformity occurs when |x| = O(t).
Firstly, we consider the asymptotic structure as t → ∞ for x > 0. To proceed we
define a new region, which we label as region IV+, where y = O(1)(> 0) as t → ∞. We
introduce a new scale coordinate as y = x
t
where y = O(1) as t → ∞ and look for an
expansion of the form (as suggested by (5.8))
u(y, t) = e−R(y,t) as t→∞, (5.9)
with
R(y, t) = r0(y)t+ r1(y) ln t+ r2(y) + o(1), (5.10)
as t → ∞ with y = O(1) and where r0(y) > 0. On substituting (5.9) and (5.10) into
equation (5.1) (when written in terms of y and t) we obtain the leading order problem as
(r′0)
2 − yr′0 + r0 + 1 = 0 y > 0, (5.11)
r0(y) > 0 y > 0, (5.12)
r0(y) ∼ y
2
4
− 1 as y →∞, (5.13)
The final condition (5.13), arises from matching expansion (5.9) (y ≫ 1) with expansion
(5.8) (x = O(t)). Equation (5.11) admits the constant solution r0(y) = −1, the one-
parameter family of linear solutions,
r0(y) = A
[
y −
(
A+
1
A
)]
, −∞ < y <∞ (5.14)
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for any A ∈ R, together with the associated envelope (singular) solution,
r0(y) =
y2
4
− 1, −∞ < y <∞. (5.15)
Combinations of (5.14) and (5.15) which remain continuous and differentiable also provide
solutions to (5.11) (envelope touching solutions). Therefore, the solution of (5.11)-(5.13)
is given either by the envelope solution
r0(y) =
y2
4
− 1, 2 < y <∞. (5.16)
or by the family of envelope touching solutions
r0(y) =

y2
4
− 1, 2A < y <∞,
A
[
y −
(
A+ 1
A
)]
, A+ 1
A
< y 6 2A,
(5.17)
for each A > 1. We conclude a non-uniformity occurs in expansion (5.9), (5.10) as
y → yc+(> 2) where
yc =

2, A = 1,
A + 1
A
(> 2), A > 1,
for some A > 1 (when A = 1, r0(y) is given by (5.16), whilst when A > 1, r0(y) is given by
(5.17)). A consideration of further terms in (5.10) demonstrates that this nonuniformity
occurs when
y = yc +O(t
−1) with u = O(1)
as t → ∞. We must introduce a further region which we denote as region TW. In this
region we write
y = yc +
z
t
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as t→∞ and expand as
u(z, t) = uc(z) + o(1) (5.18)
as t → ∞ with z = O(1). By substituting (5.18) into equation (5.1) (when written in
terms of z and t) we obtain at leading order that
uzz − kuuz + ycuz + u(1− u) = 0, −∞ < z <∞, (5.19)
u(z) > 0, −∞ < z <∞,
u(z)→ 0 as z →∞,
u(z) bounded as z → −∞.
Condition (5.19)3 arises from matching expansion (5.18) (as z → ∞) with expansions
(5.9) and (5.10) (as y → yc+). Furthermore, a phase plane analysis of equation (5.19)1
with conditions (5.19)2 and (5.19)3, allows boundary condition (5.19)4 to be replaced by
uc(z)→ 1 as z → −∞. (5.20)
We now recognize (5.19) (with (5.20)) as being precisely (1.81)-(1.84), its solutions rep-
resenting permanent form travelling wave structures. We can now appeal to Theorem 1:
boundary value problem (5.19) (with (5.20)) has a unique solution uc(z) = uT (z; yc) for
each
yc ∈

[2,∞), −∞ < k 6 2,[
2
k
+ k
2
,∞
)
, k > 2
(5.21)
where yc is the wave speed.
We next match expansion (5.9), (5.10) of region IV+ (as y → yc+) to expansion (5.18)
(as z → ∞) to leading order, in each of the distinct cases k ∈ (2,∞) and k ∈ (−∞, 2].
When k ∈ (2,∞) we have, via (5.18) and (1.86), that
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u ∼

e−
k
2
z as z →∞, c = k
2
+ 2
k
,
B∗eλ+z as z →∞, c > k
2
+ 2
k
;
On expanding expansion (5.9), (5.10) to O(1) in region TW we obtain that
u = O(e−Az) for z ≫ 1, A > 1.
Therefore, matching following the matching principle of Van Dyke [58] requires that
A =
k
2
(> 1),
giving that yc =
k
2
+ 2
k
and the travelling wave solution of minimum propagation speed
k
2
+ 2
k
is selected in region TW. When k ∈ (−∞, 2] we have, via (5.18) and (1.84), that
u ∼

(A∗z +D∗)e−z as z →∞, c = 2,
B∗eλ+z as z →∞, c > 2,
In this case matching requires that
A = 1
giving that yc = 2 and the travelling wave solution of minimum propagation speed 2 is
selected in region TW.
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Consequently, we have established that the travelling wave solution of minimum speed,
c = c∗(k), is selected in region TW where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
(5.22)
Further, when k ∈ (−∞, 2], r0(y) is given by (5.16); while when k ∈ (2,∞), r0(y) is given
by (5.17).
In what follows we will consider the cases k ∈ (−∞, 2] and k ∈ (2,∞) separately.
5.3.1 k ∈ (2,∞)
In this case r0(y) is given by (5.17) with A =
k
2
, that is
r0(y) =

y2
4
− 1, k < y <∞,
k
2
(
y −
[
2
k
+ k
2
])
, c∗(k) < y 6 k
(5.23)
and c∗(k) = 2
k
+ k
2
. Figure 5.1 gives a sketch of the solution (5.23). We observe that
although r0(y) and r
′
0(y) are continuous at y = k, the second derivative r
′′
0(y) is discontin-
uous at the point y = k. This indicates that in the point y = k there is a thin transition
region, region TR+, is required to smooth out the discontinuity of curvature at the point
at which the linear solution (5.23)2 meets the envelope solution (5.23)1. Hence, IV
+ is
replaced by three regions: region IV+(a) (k < y < ∞), region TR+ (transition region)
and region IV+(b) (c∗(k) < y < k). We will examine each of these regions in turn.
We start in region IV+(a) where r0(y) is given by (5.23)1. On continuing expansion
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(5.9), (5.10) we obtain in region IV+(a) that
u(y, t) = exp
(
−
(
y2
4
− 1
)
t− 1
2
ln t− ψ(y) + o(1)
)
(5.24)
as t→∞ with y = O(1)(∈ (k,∞)) and where ψ(y) remains undetermined, but having
ψ(y) ∼ ln y + ln√pi as y →∞.
Further, we make the assumption (which we will verify as consistent) that
ψ(y) ∼ ln (y − k) + β̂1 as y → k+
where β̂1 is a constant to be determined. We next consider region IV
+(b) where r0(y) is
given by (5.23)2. On continuing expansions (5.9), (5.10) we obtain in region IV
+(b) that
u(y, t) = exp
(
−k
2
(
y −
[
2
k
+
k
2
])
− b ln t− b ln (k − y)− c1 + o(1)
)
, (5.25)
as t→∞ with y = O(1)(∈ (c∗(k), k)), and where b and c1 are constants to be determined.
Before considering region TR+ it is instructive to examine the asymptotic structure
for y < c∗(k). To proceed we introduce a new region, region IV−, write (as suggested by
(5.7))
u(y, t) = 1− e−R̂(y,t) (5.26)
where
R̂(y, t) = r̂0(y)t+ r̂1(y) ln t+ r̂2(y) + o(1), (5.27)
where y = O(1) (∈ (−∞, c∗(k))) as t → ∞ and r̂0(y) > 0. On substituting (5.26) and
(5.27) into equation (5.1) (when written in terms of y and t) we obtain the leading order
160
problem as
(r̂′0)
2 + (k − y)r̂′0 + r̂0 − 1 = 0 y < c∗(k), (5.28)
r̂0(y) > 0 y < c
∗(k), (5.29)
r̂0(y) ∼ (y − k)
2
4
+ 1 as y → −∞, (5.30)
r̂0(y) = −k
2
(y − c∗(k)) as y → c∗(k)−. (5.31)
Condition (5.30) arises from matching expansion (5.26) (−y ≫ 1) with expansion (5.7)(as
−x = O(t)), while the final condition (5.31) is the matching condition to allow matching
with expansion (5.18) (as z → −∞) of region TW. Equation (5.28) admits the constant
solution r̂0(y) = 1, the one-parameter family of linear solution,
r̂0(y) = Â
[
y −
(
Â− 1
Â
+ k
)]
, −∞ < y <∞, (5.32)
for any Â ∈ R, together with the associated envelope solution
r̂0(y) =
(y − k)2
4
+ 1 −∞ < y <∞. (5.33)
Combinations of (5.32) and (5.33) which remain continuous and differentiable also provide
solutions to (5.11) (envelope touching solutions). It is straightforward to establish that
the required solution of (5.28)-(5.31) is given by the envelope-touching solution
r̂0(y) =

(y−k)2
4
+ 1, −∞ < y < 0,
−k
2
(y − c∗(k)) 0 6 y < c∗(k)
(5.34)
where Â = −k
2
. Figure 5.1 gives a sketch of the solution (5.34). Therefore, region IV− is
replaced by three regions, region IV−(a) (−∞ < y < 0), region TR− (transition region)
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and region IV−(b) (0 < y < c∗(k)). We note that the transition region located at y = 0 is
required to smooth out the discontinuity of curvature at the point at which the linear so-
lution (5.34)2 meets the envelope solution (5.34)1. On continuing expansion (5.26), (5.27)
in regions IV−(a) and IV−(b) where r̂0(y) are given by (5.34)1 and (5.34)2 respectively,
we have that:
y
r0, r̂0
kc
∗(k) = k
2
+ 2
k
r̂0(y) = −k2 (y − c∗(k))
r0(y) =
y2
4
− 1
2
c∗(k)
4
− 1
r̂0(y) =
(y−k)2
4
+ 1
gc(y)
c∗(k)− 2
r0(y) =
k
2
(y − c∗(k))
Figure 5.1: A sketch of the functions r0(y) and r̂0(y) when k ∈ (2,∞). We note that
gc(y) = Âc
(
y −
(
Âc + k − 1
Âc
))
for y ∈ (c∗(k)− 2, c∗(k)) and where Âc = 12
(
2
k
− k
2
)
− 1.
Region IV−(a)
u(y, t) = 1− exp
(
−
(
(y − k)2
4
+ 1
)
t− 1
2
ln t− ψ̂(y) + o(1)
)
(5.35)
as t→∞ with y = O(1) (∈ (−∞, 0)) where the function ψ̂(y) remains undetermined,
but having
ψ̂(y) ∼ ln (−y) + ln√pi as y → −∞.
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Further, we make the assumption (which we will verify as consistent) that
ψ̂(y) ∼ ln (−y) + γ̂1 as y → k+,
where γ̂1 is a constant to be determined.
Region IV−(b)
u(y, t) = 1− exp
(
−k
2
[y − c∗(k)] t− b̂ ln t− b̂ ln y − ĉ1 + o(1)
)
, (5.36)
as t → ∞ with y = O(1) (∈ (0, c∗(k))), and where b̂ and ĉ1 are constants to be
determined.
We will return and complete the transition region, region TR− once the constant b̂
has been determined.
We now return to region TW and recall, via (5.18), that
u(z, t) = uT (z; c
∗(k)) + o(1) (5.37)
as t → ∞ with z = O(1) and where z = x − s(t) and s(t) = c∗(k)t + θ(t) + φc + χ(t)
as t → ∞. Here 1 ≪ θ(t) ≪ t, φc is a constant and χ(t) = o(1) as t → ∞ and are as
yet undetermined gauge functions (to be fixed on matching with regions IV±(b)), whilst
uT (z; c
∗(k)) represents the minimum speed permanent form travelling wave solution. We
recall from Section 1.2.2 that
uT (z; c
∗(k)) =
e−
k
2
z
1 + e−
k
2
z
, (5.38)
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with the following asymptotic properties:
uT (z; c
∗(k)) ∼

e−
k
2
z, as z →∞,
1− ek2 z, as z → −∞.
(5.39)
Now on matching expansion (5.25) of region IV+(b) (as y → c∗(k)+) to expansion (5.37)
(with (5.39)1) of region TW we obtain that
θ(t) = −2b
k
ln t,
k
2
φc + c1 + b ln (k − c∗(k)) = 0,
χ(t) =

−4b2
k2
1
(k−c∗(k))
ln t
t
, b 6= 0,
O(EXP ), b = 0,
(5.40)
where O(EXP ) is exponentially small in t as t → ∞. On the other hand, matching
expansion (5.36) of region IV−(b) (as y → c∗(k)−) to expansion (5.37) (with (5.39)2) of
region TW we obtain that
θ(t) = −2b̂
k
ln t,
k
2
φc − ĉ1 − b̂ ln c∗(k) = 0,
χ(t) =

− 4̂b2
k2
1
c∗(k)
ln t
t
, b̂ 6= 0,
O(EXP ), b̂ = 0.
(5.41)
Consideration of (5.40) and (5.41) requires for consistency that
b̂ = b = 0 ĉ1 = −c1 = k
2
φc, (5.42)
and
χ(t) = O(EXP ) as t→∞, θ(t) = 0. (5.43)
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Now that we have determined that b = 0 and c1 = −k2φc we can return to region TR+.
An examination of expansion (5.24) (as y → k+) and (5.25) (as y → k−) shows that
in this region TR+ y = k + O(t−
1
2 ) as t → ∞. Therefore, to examine region TR+ we
introduce a new scaled coordinate η = (y− k)t 12 , where η = O(1) as t→∞, and look for
an expansion of the form
u(η, t) = [F (η) + o(1)] exp
{
−
(
k2
4
− 1
)
t− k
2
ηt
1
2
}
(5.44)
as t→∞ with η = O(1) and F (η) < 0. On substitution (5.44) into equation (5.1) (when
written in terms of η and t) we obtain at leading order
Fηη +
η
2
Fη = 0, −∞ < η <∞. (5.45)
Equation (5.45) is to be solved subject to the matching conditions
F (η) =

e
k
2
φc , as η → −∞
e−β̂1
η
e−
η2
4 as η →∞.
(5.46)
The solution to (5.45) subject to conditions (5.46) is readily obtained as
u(η, t) =
(
e
k
2
φc erfc
(
η
2
)
+ o(1)
)
exp
{
−
(
k2
4
− 1
)
t− k
2
ηt
1
2
}
(5.47)
as t→∞ with η = O(1) and where the constant β̂1 = −k2φc + ln
√
pi. The details of the
transition region, region TR+, in the case k ∈ (2,∞), are now complete.
Now we return to region TR−. The details of region TR− follow, after some minor
modification, those given above for region TR+ are briefly summarized here.
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Region TR−
u(ζ, t) =
(
e−
k
2
φc
[
1− 1
2
erfc
(
ζ
2
)]
+ o(1)
)
exp
{
−
(
k2
4
+ 1
)
t+
k
2
ζt
1
2
}
(5.48)
as t→∞ with ζ = yt 12 = O(1) and where the constant γ̂1 = k2φc + ln
√
pi.
Now that we have been able to complete the transition regions, regions TR±, we can
obtain the correction terms to expansions (5.25) of region IV+(b) and expansion (5.36) of
region IV−(b). In particular, the correction term to expansion (5.25) is required in order
to be able to determine the rate of convergence of the solution of IVP3 to the PTW. We
start by developing expansion (5.25).
The structure of (5.47) for (−η) ≫ 1 (as we move into region IV+(b)) indicates that
the correction term to expansion (5.25) is O
(
t−
1
2 exp
(
−
(
y2
4
− 1
)
t
))
ast → ∞. After
some calculation the expansion (5.25) is given as
u(y, t) = exp
(
−k
2
(y − c∗(k)) t+ k
2
φc
)
− exp
(
−
(
y2
4
− 1
)
t− 1
2
ln t− ψ1(y)
)
+o
(
t−
1
2 exp
(
−
(
y2
4
− 1
)
t
))
(5.49)
as t → ∞ with y = O(1)(∈ (c∗(k), k)) and where c∗(k) = k
2
+ 2
k
. The function ψ1(y)
remains undetermined at this order but matching to (5.47) as y → k− requires that
ψ1(y) ∼ ln (k − y)− k
2
φc + ln
√
pi as y → k−.
Further, we make the assumption (which we will verify as consistent) that
ψ1(y) ∼ α0 ln (y − c∗(k)) + α1 as y → c∗(k)+,
where α0 and α1 are constants to be determined. As y → c∗(k)+ we move from region
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IV+(b) into region TW. On writing expansion (5.49) in terms of the travelling wave
variable z we obtain that
u(z, t) ∼ e− k2
(
1− k
2
χ(t) + ...
)
− t
α0− 12
zα0eα1
e−
1
2
c∗(k)[z+φc]e
−
(
[c∗(k)2]
4
−1
)
+ ... (5.50)
as t→∞ with z ≫ 1. We conclude from (5.50) that in region TW we must have
u(z, t) = uT (z; c
∗(k)) +O(χ(t)) (5.51)
as t → ∞ with z = O(1), and where uT (z; c∗(k)) is given by (5.38). On substituting
(5.51) into equation (5.1) (when written in terms of z and t) we require
χ˙(t) = O(χ(t)) as t→∞. (5.52)
We conclude, via (5.52), that χ(t) must be exponential small in t a s t→∞. Therefore,
we set
χ(t) = Atεe−σt[1 + o(1)] (5.53)
as t → ∞ with the constants A, ε and σ(> 0) to be determined. We now continue the
expansion in region TW as
u(z, t) = uT (z; c
∗(k)) + u1(z)χ(t) + o(χ(t)) (5.54)
as t → ∞ with z = O(1). On substituting (5.54) into equation (5.1) (when written in
terms of z and t) we obtain at O(χ(t)) that
u1
′′ + β0(z)u1
′ + β1(z)u1 = σu
′
T (z; c
∗(k)) (5.55)
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where β0(z) = c
∗(k)−kuT (z; c∗(k)) and β1(z) = σ−ku′T (z; c∗(k))−2uT (z; c∗(k))+1. We
now determine the asymptotic properties of u1(z) as |z| → ∞. For z ≫ 1, β0(z) ∼ c∗(k)
and β1(z) ∼ (σ + 1) giving that
u1(z) ∼

A1e
s+z +B1e
s−z − k
2
e−
k
2
z if σ < [c
∗(k)]2
4
− 1,
(A1z +B1)e
− c∗(k)
2
z − k
2
e−
k
2
z if σ = [c
∗(k)]2
4
− 1,
(5.56)
as z →∞ where A1 and B1 are constants and
s± = −c
∗(k)
2
± 1
2
√
[c∗(k)]2 − 4σ − 4.
We note that the case when σ > [c
∗(k)]2
4
−1 can be excluded as this would lead to oscillatory
solutions and matching with (5.50) would not be possible. For (−z)≫ 1, β0(z) ∼ c∗(k)−k
and β1(z) ∼ (σ − 1) giving that
u1(z) = O(e
m+z) (5.57)
as z → −∞, where
m+ = −1
2
(
2
k
− k
2
)
+
1
2
√
[c∗(k)]2 − 4σ. (5.58)
We also note that m+ > 0 for k ∈ (2,∞).
On matching expansion (5.54) ( with (5.53) and (5.56)) as z → ∞ with expansion
(5.50) up to exponentially small terms in of O(tεe−σt) requires immediately that
σ =
[c∗(k)]2
4
− 1 (5.59)
168
and
ε = −3
2
, α0 = −1, B1 = 0, A = e−
c∗(k)
2
φc−α1 .
Moreover, for this selected value of σ we have that
m+ = −1
2
(
2
k
− k
2
)
+ 1.
Therefore, we have established that when k ∈ (2,∞) the large-time structure in region
TW is dominated by the evolution of PTW with speed c = c∗(k) = k
2
+ 2
k
(this being the
minimum speed available). In summary, we have in region TW that
u(z, t) = uT (z; c
∗(k)) +O
(
t−
3
2e
−
(
[c∗(k)]2
4
−1
)
t
)
(5.60)
as t → ∞ with z = O(1) and where uT (z; c∗(k)) = e
−
k
2 z
1+e−
k
2
z
. We observe from (5.60) that
the rate of convergence of the solution of to IVP3 to the PTW is exponential in t as
t→∞.
Although we will not pursue the full details of the correction to expansion (5.36) in
region IV−(b) it is instructive to consider the leading order structure of the correction
term. On recalling b̂ = 0 and ĉ1 =
k
2
φc, we have in region IV
−(b) that
u(y, t) = 1− exp
(
k
2
(y − c∗(k)) t− k
2
φc
)
+ e−G(y,t)t (5.61)
where
G(y, t) = gc(y) + o(1) (5.62)
as t→∞ with y = O(1) ∈ (0, c∗(k)). It is straightforward to establish that gc(y) is given
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by the envelope-touching solution
gc(y) =

(y−k)2
4
+ 1, 0 < y < c∗(k)− 2,
Âc
(
y −
(
Âc + k − 1
Âc
))
, c∗(k)− 2 6 y < c∗(k),
(5.63)
where Âc =
1
2
(
2
k
− k
2
)
− 1. The envelope-touching solution (5.63) is sketched in Figure
5.1. This change of structure in gc(y) is required to facilitate matching with region TW
(as y → c∗(k)−) and region TR− as (y → 0+). Therefore, to accommodate this change in
structure of gc(y) region IV
−(b) would need to be divided into three further regions, but
we do not pursue this here.
This then completes the asymptotic structure of the solution of IVP3 as t→∞ when
k ∈ (2,∞). A schematic representation of the location and thickness of asymptotic re-
gions as t→∞ is given in Figure 5.2.
0
u(y, t)
ykc∗(k) = k
2
+ 2
k
TWIV−(a) IV+(a)IV+(b)TR− IV
−(b) TR+
O(t−1/2)O(t−1/2) O(t−1)
Figure 5.2: A schematic representation of the location and thickness of asymptotic regions
as t→∞ when k ∈ (2,∞).
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5.3.2 k ∈ (−∞, 2]
In this case r0(y) is given by (5.16) with A = 1, that is
r0(y) =
y2
4
− 1, y ∈ (2,∞) (5.64)
and c∗(k) = 2. Figure 5.3 gives a sketch of the solution (5.64) for y > 2.
y
r0, r̂0
2k − 2λ̂+
r̂0(y) = −λ̂+(y − 2) r0(y) = y
2
4
− 1
r̂0(y) =
(y−k)2
4
+ 1
k
Figure 5.3: A sketch of the functions r0(y) and r̂0(y) when −∞ < k 6 2.
On continuing expansion (5.9) (with (5.10)) we have in region IV+ that
u(y, t) = exp
(
−
(
y2
4
− 1
)
t− 1
2
ln t− ψ(y) + o(1)
)
(5.65)
as t→∞ with y = O(1)(∈ (2,∞)), and where the function ψ(y) remains undetermined,
but having
ψ(y) ∼ ln y + ln√pi as y →∞.
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As y → 2+ we move out from region IV+ into region TW (the PTW region), where
y = 2± O(t−1) as t→∞. In region TW we obtain that
u(z, t) = uT (z, 2) +O(s˙(t)− 2) (5.66)
as t → ∞ with z = O(1), where uT (z, 2) is the permanent for travelling wave solution
with propagation speed 2, z = x− s(t) (s(t) is a measure of the location of the wave front
at time t) and
s(t) = 2t+ θ(t) + φc
as t → ∞, where φc is a constant and 1 ≪ θ(t) ≪ t as t → ∞. We further recall from
Section 1.2.2 that
uT (z; 2) ∼ (A∗z +D∗)e−z as z →∞. (5.67)
On matching expansion (5.66) with (5.67) as z → ∞ to expansion (5.65)(as y → 2+)
requires that
ψ(y) ∼ ln (y − 2) as y → 2+, θ(t) = −3
2
ln t, φc = − lnA∗.
Therefore, we have established that when k ∈ (−∞, 2] the large-time structure in
region TW is dominated by the evolution of PTW with speed c = c∗(k)(= 2) (this being
the minimum speed available). In summary, we have in region TW that
u(z, t) = uT (z; 2) +O(t
−1) (5.68)
as t → ∞ with z = O(1) and where uT (z; c∗(k)) is the permanent for travelling wave
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solution with propagation speed 2, and
s(t) = 2t− 3
2
ln t− lnA∗. (5.69)
We observe from (5.69) that the rate of convergence of the solution IVP3 to the PTW is
algebraic in t as t→∞.
We conclude this section by summarizing the asymptotic structure of the solution of
IVP3 as t → ∞ in y < 2. The asymptotic structure of the solution of IVP3 in y < 0 in
this case follows, after some minor modifications, that given Section 5.3.1. In particular,
we note that
r̂0(y) =

(y−k)2
4
+ 1, −∞ < y < k − 2λ̂+,
−λ̂+(y − 2), k − 2λ̂+ < y < 2,
(5.70)
where Â = −λ̂+. Function r̂0(y) is sketched in Figure 5.3 for y ∈ (−∞, 2]. Hence, region
IV− is as in Section 5.3.1 subdivided into three regions IV−(a), TR− and IV−(b) to ac-
commodate the change in structure of r̂0(y). The details of these regions as summarized
below:
Region IV−(a)
u(y, t) = 1− exp
(
−
(
(y − k)2
4
+ 1
)
t− 1
2
ln t− ψ̂(y) + o(1)
)
(5.71)
as t → ∞ with y = O(1)(∈ (−∞, k − 2λ̂+)), where the function ψ̂(y) remains undeter-
mined, but having
ψ̂(y) ∼

ln (−y) + ln√pi as y → −∞,
ln ((k − 2λ̂+)− y) + k2φc + ln
√
pi as y → (k − 2λ̂+)−.
(5.72)
Region TR−
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u(ζ, t) =
(
e−
k
2
φc
[
1− 1
2
erfc
(
ζ
2
)]
+ o(1)
)
exp
{
−(λ̂2+ + 1)t+ λ̂+ζt
1
2
}
(5.73)
as t→∞ with ζ = (y − (k − λ̂+))t 12 = O(1).
Region IV−(b)
u(y, t) = 1− exp
(
λ̂+(y − 2)t− k
2
φc + o(1)
)
(5.74)
as t→∞ with y = O(1)(∈ (k − 2λ̂+, 2)).
This then completes the asymptotic structure of the solution IVP3 as t → ∞ in the
case when k ∈ (−∞, 2]. A schematic representation of the location and thickness of the
asymptotic regions as t→∞ is given in Figure 5.4.
2
u(y, t)
y
k − 2λ̂+
TWIV
−(a) IV+TR− IV
−(b)
O(t−1/2) O(t−1)
Figure 5.4: A schematic representation of the location and thickness of asymptotic regions
as t→∞ when k ∈ (−∞, 2].
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5.4 Numerical Solutions
In this section we present numerical solutions of IVP3 which both support and illustrate
the detailed asymptotic analysis given in the above sections. The numerical simulations
were performed using a numerical algorithm based on the method of finite differences,of
solving over the spatial interval (−L,L) using M equal width intervals, and over the
time interval (0, T ) using N equal time steps. We define δx = 2L/M and δt = T/N ,
typically δx = 0.1 and δt = 0.005 was found to give sufficient accuracy, although the
x axis in the plots has been shorted in order to better display the features of interest.
The interested reader is referred to the following texts[25, 26] for details of the numerical
method employed here. We present numerical solutions of IVP3 in two different cases
when k = 5 (∈ (2,∞)) and when k = −5 (∈ (−∞, 2]). We consider each case in turn:
(i) When k = 5 the numerical results are given in Figure 5.5-5.7. In Figure 5.5 the
PTW of wave speed c = c∗(5) = 2.9 (the minimum wave speed available in this
case) is seen to develop rapidly, and the correction to s˙(t) as t → ∞ appears to
be exponentially small in t as t → ∞, in line with the theory of Section 5.3.1.
Figure 5.6 shows the numerically obtained curve of s˙(t) (s(t) is the x location where
u = 0.5) against t for t ∈ (0, 10]. As predicted by the theory s˙(t) rapidly approaches
the minimum wave speed c∗(5) = 2.9 as t → ∞. Figure 5.7 shows the numerically
obtained curve of s(t)−c∗(5)t against to t for t ∈ (0, 10]. As predicted by the theory
s(t)− c∗(5)t rapidly approaches the constant φc ∼ 0.1406 as t→∞.
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Figure 5.5: Graphs of the solution of IVP3 at times t = 0.5, 1, 2, 3, 4.
Figure 5.6: The graph of s˙(t) versus t when k = 5.
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Figure 5.7: The graph of of s(t)− c∗(5)t versus t when k = 5 and φc ∼ 0.1406.
(ii) When k = −5 the numerical results are given in Figure 5.8-5.10. In Figure 5.8
the PTW of wave speed c = c∗(−5) = 2(the minimum wave speed available in this
case) is seen to develop rapidly and the correction to s˙(t) as t → ∞ appears to be
algebraically small in t as t→∞,in line with the theory of Section 5.3.2. This is in
contrast to the case when k = 5. Figure 5.9 shows the numerically obtained curve
of s˙(t) (s(t) is the x location where u = 0.5) against t for t ∈ (0, 80].As predicted
by the theory s˙(t) approaches the minimum wave speed 2 as t→ ∞. However, the
rate of convergence is considerably slower than the case k = 5 above, and appears
to be algebraically small in t as t→∞. Finally, Figure 5.10 shows the numerically
obtained curve of s(t) − 2t + 3
2
ln t against t for t ∈ (0, 50]. As predicted by the
theory s(t)− 2t+ 3
2
ln t approaches a constant as t→∞. This then confirms (5.69),
and supports the theory that the rate of convergence of IVP3 as t→∞ in this case
is algebraically small in t as t→∞ being of O(t−1).
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Figure 5.8: Graphs of the solution of IVP3 at times t = 5, 10, 15, 20, 25.
Figure 5.9: The graph of s˙(t) versus t when k = −5.
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Figure 5.10: The graph of of s(t)− 2t+ 3
2
ln t versus t when k = −5.
5.5 Summary
In this chapter we have used the method of matched asymptotic coordinate expansions
to develop the complete large-time solution of IVP3 for all values of the parameter k
(excluding the case k = 0 when equation (5.1) reduces to the Fisher-Kolmogorov equation-
The initial-value problem in this case having been considered by a number of authors, see
for example [6]). In particular, we have established that the solution of IVP3 exhibits the
formation of a permanent form travelling wave propagating in the +x direction with the
minimum possible speed c = c∗(k), where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
In particular, we have established that:
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(i) When k ∈ (2,∞) the solution to IVP3, u(x, t) satisfies,
u(z + s(t), t) = uT (z; c
∗(k)) +O
(
t−
3
2 e
−
(
[c∗(k)2]
4
−1
)
t
)
as t → ∞, uniformly in z, where uT (z; c∗(k)) is the permanent for travelling wave
solution with propagation speed c∗(k) = k
2
+ 2
k
given by
uT (z; c
∗(k)) =
e−
k
2
z
1 + e−
k
2
z
,
z = x− s(t) (s(t) is a measure of the location of the wave front at time t) and
s(t) =
(
k
2
+
2
k
)
t+ φc +O
(
t−
3
2e
−
(
[c∗(k)2]
4
−1
)
t
)
as t→∞ and where φc is a constant. We note that the correction to the propagation
speed, s˙(t), is exponential in t as t→∞, being ofO
(
t−
3
2 exp
(
−
(
[c∗(k)2]
4
− 1
)
t
))
. We
further note that, the rate of convergence of the solution of IVP3 to the permanent
form travelling wave is exponential in t, as t→∞, being of
O
(
t−
3
2 exp
(
−
(
[c∗(k)2]
4
− 1
)
t
))
. (5.75)
(ii) When k ∈ (−∞, 2] the solution to IVP3, u(x, t) satisfies,
u(z + s(t), t) = uT (z; 2) +O
(
t−1
)
as t → ∞, uniformly in z, where uT (z; 2) is the permanent for travelling wave
solution with propagation speed 2 and z = x−s(t) (s(t) is a measure of the location
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of the wave front at time t) and
s˙(t) = 2− 3
2
1
t
+ o
(
1
t
)
(5.76)
as t→ ∞. We note that the correction to the propagation speed, s˙(t), is algebraic
in t as t → ∞, being of O (t−1). We further note that the rate of convergence of
the solution of IVP3 to the permanent form travelling wave is algebraic in t, as
t → ∞, being of O (t−1). It is worthwhile to point out that the above result (5.76)
is in agreement with the result obtained by Bramson [6] who considered (5.1) (with
k = 0) when the initial data has a step function profile (5.2). These results are
supported by the numerical simulations of Section 5.4.
We conclude by noting that in Section 5.3 the large-time solution of IVP3 was obtained
by the careful consideration of the functions r0(y) and r̂0(y) the solutions of the Clairaut
equations (5.11) and (5.28) respectively. Clairaut equations admit constant solutions,
one-parameter families and linear solutions and associated envelope (singular) solutions.
Further, as already mentioned in Section 5.3 combinations of these solutions which remain
continuous and differentiable also provide solutions to the Clairaut equation in question.
Figures 5.1 and 5.3 give sketches of the required forms for r0(y) and r̂0(y) in the cases k ∈
(2,∞) and k ∈ (−∞, 2], respectively. It is instructive to note that in the case k ∈ (2,∞)
(Figure 5.1) the point
(
c∗(k), [c
∗(k)2]
4
− 1
)
lying on the envelope solution r0(y) =
y2
4
− 1
approaches the point (2, 0) as k → 2+. The y ordinate of this point being associate with
the argument of the exponential correction term to the PTW in this case. k = 2 can
then be considered a bifurcation point marking a change in structure of the large-time
solution of IVP3. When k ∈ (2,∞) the correction to the PTW is exponential in t as
t→∞, being given by (5.75); while when k ∈ (−∞, 2] is algebraic in t, being of O(t−1),
as t→∞. Finally, we note that equations of Clairaut type appear to play a central role
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in the analysis of many problems arising in the areas of mathematical chemistry, biology
and physics, and warrant further investigation.
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Chapter 6
Conclusion and Future
Work
6.1 Conclusion
In this thesis we have used the method of matched asymptotic coordinate expansions to
obtain the complete large-time solution of an initial-value problem and initial-boundary
value problem for Burgers’ equation and an initial-value problem for the Burgers-Fisher
equation. The mathematical problems considered in this thesis are introduced in Section
1.4. The approach developed in this thesis allows the complete large-time solution to be
obtained by careful consideration of the small-time solution (t→ 0, x = o(1)) and then the
large x solution (|x| → ∞, t = O(1)). We have demonstrated for the examples considered
that the structure of the large-time solution is governed by the interplay between the
envelope solution and associated one parameter family of linear solutions of the relevant
clairaut equation. Although the solution to Burgers’ equation can in certain cases be
obtained by the Cole-Hopf transformation (see Section 1.1) it provided a simple model
for me to start to develop my understanding of the large-time solution of nonlinear PDEs
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and provided strong foundations for my work on the Burgers-Fisher equation which is
covered in Chapter 5. Material from this Chapter has now been accepted for publication
in Quarterly of Applied Mathematics and will be published in 2015/2016.
In Chapters 2 and 3 we considered an initial-value problem based on Burgers’ equation,
namely,
ut + uux − uxx = 0, −∞ < x <∞, t > 0, (6.1)
u(x, 0) =

u+, x > 0,
u−, x < 0,
(6.2)
where u+ and u− (u+ 6= u−) are constants. Specifically, in Chapter 2 we considered the
case when u+ > u− and focused attention on the case u+ = 1 and u− = 0. Here we found
that the large-time solution (6.1), (6.2) approaches the expansion wave solution, that is,
u =

0, x 6 0
x/t, x ∈ (0, t)
1, x > t
(6.3)
as t→∞. In Chapter 3 we considered the case when u+ < u−. In this case the large-time
attractor of the solution to (6.1), (6.2) is either a permanent form travelling wave solution
with speed c = u++u−
2
(when u− > u+ > −u− or u+ < u− < −u+) or a stationary solution
(when u+ = −u− with u− > 0). In both cases the rate of convergence is exponential in t
as t→∞.
Finally, in Section 3.4 numerically calculated solutions of (6.1)-(6.2) are presented for
each of the above cases. These numerical simulations support the theoretically predicted
results.
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In Chapter 4 we considered an initial-boundary value problem based on Burgers’
equation, namely,
ut + uux − uxx = 0, x > 0, t > 0 (6.4)
u(x, 0) = u+, x > 0, (6.5)
u(0, t) = ub, t > 0, (6.6)
where u+ and ub (ub 6= u+) are constants. We examine initial-boundary value problem
(6.4)-(6.6) depending on parameters u+ and ub, in following cases:
(i) −ub < u+ < ub with ub > 0,
(ii) (−u+ > ub > u+ with u+ < 0) or when 0 > u+ > ub,
(iii) u+ > ub and ub > 0,
(iv) ub < 0 and u+ > 0.
In case (i), the large-time attractor of the solution to (6.4)-(6.6) is a permanent form
travelling wave solution with speed c = ub+u+
2
. The rate of convergence of the solution to
(6.4)-(6.6) to the travelling wave profile is exponential in t as t→∞.
In case (ii), the large-time solution of (6.4)-(6.6) exhibits the formation of a stationary
solution. The rate of convergence of the solution to (6.4)-(6.6) to this stationary profile
is exponential in t as t→∞.
In case (iii), the large-time solution of (6.4)-(6.6) approaches the expansion wave
solution, given by,
u =

ub, x 6 ubt
x/t, x ∈ (ubt, u+t)
u+, x > u+t .
(6.7)
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In case (iv), the large-time solution of (6.4)-(6.6) consists of a combination of an
expansive wave and a stationary solution.
Finally, in Section 4.7 numerically calculated solutions of (6.4)-(6.6) are presented for
each of the above cases. These numerical simulations support the theoretically predicted
results.
In Chapter 5 an initial-value problem based on Burgers-Fisher equation is considered,
namely,
ut + kuux = uxx + u(1− u), −∞ < x <∞, t > 0 (6.8)
u(x, 0) =

1 as x 6 0,
0 as x > 0,
(6.9)
u(x, t)→

1, x→ −∞,
0, x→∞,
t > 0, (6.10)
where k 6= 0 is a parameter and the initial distribution (6.9) is a discontinuous compres-
sive step. The large-time solution of the initial-value problem (6.8)-(6.10) approaches a
permanent form travelling wave solution with minimum available wave speed c = c∗(k),
where
c∗(k) =

2, −∞ < k 6 2,
2
k
+ k
2
, 2 < k <∞.
In particular, in Subsection 5.3.1 we considered the case when k ∈ (2,∞). In this case
the large-time attractor of the solution to initial-value problem (6.8)-(6.10) is a permanent
form travelling wave solution with propagation speed c = c∗(k) = k
2
+ 2
k
, given by
uT (z; c
∗(k)) =
e−
k
2
z
1 + e−
k
2
z
,
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z = x − s(t) (s(t) is a measure of the location of the wave front at time t) and the rate
of convergence of the solution of (6.8)-(6.10) to the travelling wave solution uT (z; c
∗(k)),
specifically
u(x, t) = uT (z; c
∗(k)) +O
(
t−
3
2e
−
(
[c∗(k)]2
4
−1
)
t
)
as t→∞ with x = O(1) is exponential in t as t→∞.
In Subsection 5.3.2 we considered the case when k ∈ (−∞, 2]. Here the large-time
attractor of the solution to the initial-value problem (6.8)-(6.10) is a permanent form
travelling wave solution with propagation speed c = c∗(k) = 2, given by
uT (z; 2) ∼ (A∗z +D∗)e−z
where A∗ and D∗ are constants and the rate of convergence of the solution of (6.8)-(6.10)
to the travelling wave solution uT (z; 2), specifically,
u(x, t) = uT (z; 2) +O(t
−1)
as t→∞ with x = O(1) is algebraic in t as t→∞.
Finally, in Section 5.4 numerically calculated solutions of (6.8)-(6.10) are presented for
each of the above cases. These numerical simulations support the theoretically predicted
results.
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An overview of all the result contained in this thesis can be found in Section 1.4, while
a detailed summary of the large-time solution in each case can be found in Sections 2.4,
3.5, 4.8 and 5.5.
6.2 Future Work
An important extension to this thesis would be to investigate the large-time solution
of the initial-value problem for the Burgers-Fisher equation when the initial data has
unbounded support with algebraic or exponential decay in the far field as |x| → ∞. It
would be interesting to examine how the correction term to the permanent form travelling
wave solution is affected.
However, I intend to use the approach developed in this thesis to investigate the large-
time solution of initial-value and initial-boundary value problems arising in mathematical
physics and biology on my return to Turkey. I am particularly keen to extend my knowl-
edge to systems of such equations which I consider to be a challenging and important
research area.
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