Computational models posit that visual attention is guided by activity within spatial maps that index the image-13 computable salience and the behavioral relevance of objects in the scene. These spatial maps are theorized to be 14 instantiated as activation patterns across a series of retinotopic visual regions in occipital, parietal, and frontal 15 cortex. While previous research has identified sensitivity to either the behavioral relevance or the image-16 computable salience of different scene elements, the simultaneous influence of these factors on neural 'attentional 17 priority maps' in human cortex is not well understood. We tested the hypothesis that visual salience and behavioral 18 relevance independently impact the activation profile across retinotopically-organized cortical regions by 19 quantifying attentional priority maps measured in human brains using functional MRI while participants attended 20 one of two differentially-salient stimuli. We found that the topography of activation in priority maps, as reflected in 21 the modulation of region-level patterns of population activity, independently indexed the physical salience and 22 behavioral relevance of each scene element. Moreover, salience strongly impacted activation patterns in early 23 visual areas, whereas later visual areas were dominated by relevance. This suggests that prioritizing spatial locations 24 relies on distributed neural codes containing graded representations of salience and relevance across the visual 25 hierarchy. 26
This predicts that the topography of activation across an individual retinotopic map (e.g., V1) will reflect the 47 spatial profile of visual salience and/or behavioral relevance of items throughout the scene, and each region's 48 priority map will weight these factors to varying degrees. Moreover, because representations of visual salience 49 are more closely aligned with retinal input, we predict that attentional priority maps should transition from 50 salience-driven to relevance-driven across the processing hierarchy. Salience and relevance maps in human cortex participants were compensated for their time ($20/hr for scanning sessions, $10/hr for behavioral sessions; 90 participant AP, who was an author, was not compensated). 91
Each participant performed a 1-hr training session before scanning during which they were familiarized with all 92 tasks performed inside the scanner. We also used this session to establish initial behavioral performance 93 thresholds by manipulating task difficulty across behavioral blocks. 94
We scanned participants for a single 2-hr main task scanning session comprising at least 4 mapping task runs, 95 used to independently estimate encoding models for each voxel (Fig. 3A) , and 4 selective attention task runs 96 (broken into 2 sub-runs each, see below; used to independently select voxels for inclusion in all analyses). All 97 participants also underwent additional localizer and retinotopic mapping scanning sessions to independently 98 identify ROIs (see "Region of interest definition"). 99
We presented stimuli using the Psychophysics toolbox (Brainard 1997; Pelli 1997) for MATLAB (The Mathworks, 100 Natick, Mass). During scanning sessions, we rear-projected visual stimuli onto a 110 cm-wide screen placed ~370 101 cm from the participant's eyes at the foot of the scanner bore using a contrast-linearized LCD projector 102 (1024×768, 60 Hz). In the behavioral familiarization session, we presented stimuli on a contrast-linearized LCD 103 monitor (1920×1080, 60 Hz) 62 cm from participants, who were comfortably seated in a dimmed room and 104 positioned using a chin rest. For all sessions and tasks (main selective attention task, mapping task, and localizer), 105 we presented all stimuli on a neutral gray 6.82° circular aperture, surrounded by black (only aperture shown in 106 Fig. 2A ). 107
SELECTIVE ATTENTION TASK

108
We instructed participants to attend to one of two random line stimuli (RLS), each appearing at one of three 109 contrasts (20%, 40%, 80%). On each trial, each RLS stimulus would cohere into a 'spiral' form and participants 110 responded with one of two button presses indicating which direction of spiral they detected in the cued RLS. We 111 designed this stimulus to minimize the allocation of non-spatial feature-based attention, as well as to minimize 112 Salience and relevance maps in human cortex To keep performance below ceiling and at an approximately fixed level (at ~80%), we adjusted the coherence of 148 targets (defined as the percentage of lines forming a spiral target on each flicker cycle; Fig. 2F ) independently for 149 20%, 40%, and 80% contrast targets before the start of each full run (i.e. 2 sub-runs). 150
SPATIAL MAPPING TASK
151
To estimate a spatial encoding model for each voxel (see below), we presented a flickering checkerboard stimulus 152 at different positions across the screen on each trial. Participants attended these stimuli to identify rare target 153 events (changes in checkerboard contrast on 10 of 47 (21.2%) of trials, evenly split between increments & 154 decrements). During each run, we chose the position of each trial's checkerboard (0.9° radius, 70% contrast, 6 Hz 155 full-field flicker) from a triangular grid of 37 possible positions and added a random uniform circular jitter (0.5° 156 radius; Fig 2C) . As in a previous report, we rotated the "base" position of the triangular grid on each scanner run 157 to increase the spatial sampling density ). Accordingly, every mapping trial was unique. The 158 base triangular grid of stimulus positions separated stimuli by 1.5°, and extended 4.5° from fixation (3 steps). This, 159 combined with random jitter and the radius of the mapping stimulus, resulted in a visual "field of view" (region of 160 the visual field stimulated) of 5.9° from fixation for our spatial encoding model. On trials in which the 161 checkerboard stimulus overlapped the fixation point, we drew a small aperture around fixation (0.8° diameter). 162
Each trial consisted of a 3,000 ms stimulus presentation period followed by a 2,000-6,000 ms ITI (uniformly 163 sampled). On trials with targets, the checkerboard was dimmed or brightened for 500 ms, beginning at least 500 164 ms after stimulus onset and ending at least 500 ms before stimulus offset. We instructed participants to only 165 respond if they detected a change in checkerboard contrast and to minimize false alarms. We discarded all target-166 present trials when estimating spatial encoding models. To ensure participants performed below ceiling we 167 adjusted the task difficulty between each mapping run by changing the percentage contrast change for target 168 trials. Each run consisted of 47 trials (10 of which included targets), a 12 s blank period at the beginning of the 169 run, and a 10 s blank period at the end of the run, totaling 352 s. 170
VISUAL ATTENTION LOCALIZER TASK
171
To identify voxels responsive to the region of the screen subtended by the mapping and selective attention 172 stimuli, all participants performed several runs of a visual localizer task reported previously . 173 Participants performed between 3 and 8 runs of this task in total. For one participant, we used data from the 174 same task, acquired for a different experiment ) at a different scanning resolution (participant 175 AS, 2×2×3 mm voxel size), resampled to the resolution used here. For four participants, including the one scanned 176
Salience and relevance maps in human cortex with a different protocol, the entire background of the screen (18.2° by 13.65° rectangle) was gray (no circular 177 aperture). 178
Each trial consisted of a flickering radial checkerboard hemi-annulus presented on the left or right half of fixation 179 subtending 0.8° to 6.0° eccentricity around fixation (6 Hz contrast reversal flicker, 100% contrast, 10.0 s duration). 180
On each trial, participants performed a demanding spatial working memory (WM) task in which they carefully 181 maintained the position of a target stimulus (red dot presented over the stimulus, 500 ms) over a 3,000 ms delay 182 interval, after which a probe stimulus (green dot, 750 ms) appeared near the remembered target position. 183
Participants reported whether the green probe dot appeared to the left of or right of the remembered position; 184 or above or below the remembered position, as prompted by the appearance of a 1.0°-long bar at fixation 185 (horizontal bar: left vs. right; vertical bar: above vs. below; 1.5 s response window). We manipulated the target-186 probe separation distance between runs to ensure performance was below ceiling. 187 WM trials could occur beginning 1.0 s after checkerboard onset and ended at latest 2.5 s before checkerboard 188 offset. All trials were separated by a 3 -5 s ITI (uniformly spaced across trials), and we included 4 null trials in 189 which no checkerboard or WM stimuli appeared (10 s long each). Each run featured 16 total stimulus-present 190 trials, a 14 s blank screen at the beginning of the run and a 10 s blank screen at the end of the run, totaling 304 s. 191
FUNCTIONAL MRI ACQUISITION
192
We scanned all participants on a 3 T research-dedicated GE MR750 scanner located at the UCSD Keck Center for 193
Functional Magnetic Resonance Imaging with a 32 channel send/receive head coil (Nova Medical, Wilmington, 194 MA). We acquired functional data using a gradient echo planar imaging (EPI) pulse sequence (19.2 × 19.2 cm field 195 of view, 64 × 64 matrix size, 35 3-mm-thick slices with 0-mm gap, axial orientation, TR = 2,000 ms, TE = 30 ms, flip 196 angle = 90°, voxel size 3 mm isotropic). 197
To anatomically coregister images across sessions, and within each session, we also acquired a high resolution 198
anatomical scan during each scanning session (FSPGR T1-weighted sequence, TR/TE = 11/3.3 ms, TI = 1,100 ms, 199 172 slices, flip angle = 18°, 1 mm 3 resolution). For all sessions but one, anatomical scans were acquired with 200 ASSET acceleration. For the remaining session, we used an 8 channel send/receive head coil and no ASSET 201 acceleration to acquire anatomical images with minimal signal inhomogeneity near the coil surface, which 202 enabled improved segmentation of the gray-white matter boundary. We transformed these anatomical images to 203
Talairach space and then reconstructed the gray/white matter surface boundary in BrainVoyager 2.6.1 204 (BrainInnovations, The Netherlands) which we used for identifying ROIs. 205 Salience and relevance maps in human cortex
FMRI PREPROCESSING
206
We preprocessed fMRI data as described in our previous reports (Sprague et al. 2014 . We coregistered 207 functional images to a common anatomical scan across sessions (used to identify gray/white matter surface 208 boundary as described above) by first aligning all functional images within a session to that session's anatomical 209 scan, then aligning that session's scan to the common anatomical scan. We performed all preprocessing using FSL 210 (Oxford, UK) and BrainVoyager 2.6.1 (BrainInnovations). Preprocessing included unwarping the EPI images using 211 routines provided by FSL, then slice-time correction, three-dimensional motion correction (six-parameter affine 212 transform), temporal high-pass filtering (to remove first-, second-and third-order drift), transformation to 213
Talairach space (resampling to 3×3×3 mm resolution) in BrainVoyager, and finally normalization of signal 214 amplitudes by converting to Z-scores separately for each run using custom MATLAB scripts. We did not perform 215 any spatial smoothing beyond the smoothing introduced by resampling during the co-registration of the 216 functional images, motion correction and transformation to Talairach space. All subsequent analyses were 217 computed using custom code written in MATLAB (release 2015a). 218 representations. We anticipate this is due to the substantially limited visual field of view we could achieve inside 238 the scanner (maximum eccentricity: ~7°). 239
REGION OF INTEREST DEFINITION
INVERTED ENCODING MODEL
240
To reconstruct images of salience and/or relevance maps carried by activation patterns measured over entire 241 regions of interest, we implemented an inverted encoding model (IEM) for spatial position (Sprague and Serences 242 2013 ). This analysis involves first estimating an encoding model (sensitivity profile over the relevant feature 243 dimension(s) as parameterized by a small number of modeled information channels) for each voxel in a region 244 using a "training set" of data reserved for this purpose (four spatial mapping runs). Then, the encoding models 245 across all voxels within a region are inverted to estimate a mapping used to transform novel activation patterns 246 from a "test set" (selective attention task runs) into activation in the modeled set of information channels. 247
Adopting analysis procedures from previous work, we built an encoding model for spatial position based on a 248 linear combination of spatial filters (Sprague and Serences 2013; Sprague et al. 2014 Sprague et al. , 2015 . Each voxel's 249 response was modeled as a weighted sum of 37 identically-shaped spatial filters arrayed in a triangular grid ( Fig.  250 3). Centers were spaced by 1.59° and each filter was a Gaussian-like function with full-width half-maximum of 251
1.75°: 252
Equation 1:
( ) = (0.5 + 0.5 cos 2 ) 7 for r < s; 0 otherwise 253 Where r is the distance from the filter center and s is a "size constant" reflecting the distance from the center of 254 each spatial filter at which the filter returns to 0. Values greater than this are set to 0, resulting in a single smooth 255 round filter at each position along the triangular grid (s = 4.404°; see This triangular grid of filters forms the set of information channels for our analysis. Each mapping task stimulus is 258 converted from a contrast mask (1's for each pixel subtended by the stimulus, 0's elsewhere) to a set of filter 259 activation levels by taking the dot product of the vectorized stimulus mask and the sensitivity profile of each filter. 260
This results in each mapping stimulus being described by 37 filter activation levels rather than 1,024 × 768 = 261 786,432 pixel values. Once all filter activation levels are estimated, we normalize so that the maximum filter 262 activation is 1. 263
Following previous reports (Brouwer and Heeger 2009; Sprague and Serences 2013), we model the response in 264 each voxel as a weighted sum of filter responses (which can loosely be considered as hypothetical discrete neural 265 populations, each with spatial RFs centered at the corresponding filter position). 266
Where B 1 (n trials × m voxels) is the observed BOLD activation level of each voxel during the spatial mapping task 268 (averaged over two TRs, 6.00-8.00 s after mapping stimulus onset), C 1 (n trials × k channels) is the modeled 269 response of each spatial filter, or information channel, on each non-target trial of the mapping task (normalized 270 from 0 to 1), and W is a weight matrix (k channels × m voxels) quantifying the contribution of each information 271 channel to each voxel. Because we have more stimulus positions than modeled information channels, we can 272 solve for W using ordinary least-squares linear regression: 273 We used 4 mapping task runs to estimate the encoding model for each voxel, then inverted that encoding model 284 to reconstruct visual field images during all main spatial attention task runs. 285
Because stimulus positions were unique on each trial of the selective attention task (Fig. 2C ), direct comparison of 286 image reconstructions on each trial is not possible without coregistration of reconstructions so that stimuli 287 appeared at common positions across trials. To accomplish this, we adjusted the center position of the spatial 288 filters on each trial such that we could rotate the resulting reconstruction. For Figure 4 , we rotated each trial such 289 that one target (the non-attended stimulus, Fig. 2B ) was centered at x = 3.5° and y = 0° and the other stimulus 290 was in the upper visual hemifield, which required flipping ½ of reconstructions across the horizontal meridian. 291
QUANTIFYING STIMULUS REPRESENTATIONS
292
To quantify the strength of stimulus representations within each reconstruction, we averaged the pixels within 293 each reconstruction located within a 0.9° radius disc centered at each stimulus' known position. This gives us a 294 single value for each stimulus (attended & unattended) on each trial. We then sorted these measurements, which 295 we call "map activation" values as they reflect linear transformations of BOLD activation levels, based on the 296 contrast of the attended and the unattended stimuli ( Fig. 5; Fig. 6 ). 297
STATISTICAL ANALYSIS
298
For all statistical tests, we used parametric tests (repeated measures ANOVAs and T-tests, where appropriate), 299 followed up by 1,000 iterations of a randomized version of the test to derive an empirical null statistic 300 distribution, given our data, from which we compute p-values reported throughout the text. If our limited sample 301 satisfies the assumptions of these parametric tests, the p-values derived from the empirical null statistic 302 distribution should closely approximate the derived value given assumptions. Especially because of our relatively 303 small sample size, we prefer to rely on the empirical null for recovering p-values. representation activation values for each ROI. We were primarily interested in whether there were any 310 interactions between attended and unattended stimulus contrast, which would have precluded us from collapsing 311 over non-sorted stimulus contrasts. For completeness, p-values from our shuffling procedure for both main 312 effects and the interaction for each ROI are presented in the Tables S1 and S2. For a subsequent BOLD analysis 313 testing the effects of salience and relevance on map activation across ROIs, we first conducted a 3-way ANOVA 314 with factors of stimulus contrast, stimulus identity (attended vs. unattended), and ROI to identify whether there 315 was a difference in attention-related changes in stimulus reconstructions across ROIs (as indicated by interactions 316 between ROI and any other factor). Then, we performed a follow-up analysis on each ROI by computing a 2-way 317 ANOVA with factors of stimulus contrast and stimulus identity (attended vs unattended) for each ROI. 318
On each iteration of our shuffling procedure, we shuffled the data values for each participant individually and 319 recomputed the test statistic of interest. To derive p-values, we computed the percentage of shuffling iterations 320 in which the 'null' test statistic was greater than or equal to the measured test statistic (with intact, unshuffled 321 labels). The random number generator was seeded with a single value for all analyses (derived by asking a 322 colleague for a random string of numbers over instant messenger). For ROI analyses, trials were shuffled 323 identically for each ROI. 324
When appropriate (Fig. 5, Fig. 6 ), we controlled for multiple comparisons using the false discovery rate 
RESULTS
333
We measured blood oxygenation level dependent (BOLD) activation patterns from each independently-identified 334 retinotopic region using functional magnetic resonance imaging (fMRI) while participants covertly attended one 335 of two visual stimuli (two patches of randomly oriented dark and light lines), each presented at one of three 336 luminance contrast levels (20%, 40%, and 80%; Fig. 2A-B ), to identify a brief target stimulus (coherent lines that 337 formed a spiral) at the attended location. We maintained behavioral performance at a constant accuracy level of 338 ~80% ( Fig. 2D ; 2-way permuted repeated-measures ANOVA, p-values for main effect of attended contrast, 339 unattended contrast and interaction: 0.359, 0.096, and 0.853, respectively), so that any activation changes we 340 observed did not reflect differences in task difficulty or engagement across experimental conditions. Additionally, 341 response time did not vary with attended or unattended stimulus contrast, or their interaction ( Fig. 2E ; p = 0.926, 342 0.143, and 0.705, respectively), and the threshold coherence did not vary with the attended stimulus contrast 343 ( Fig. 2F ; 1-way permuted repeated-measures ANOVA, main effect of attended contrast, p = 0.153). 344
We used a multivariate fMRI image reconstruction technique (an inverted encoding model or IEM) to visualize 345 spatial maps of the visual scene using activation patterns from several cortical regions in visual, parietal and fontal 346 cortex (Sprague and Serences 2013). First, we estimated the spatial sensitivity profile of each voxel within a region 347 of interest (ROI) using data measured from a separate set of 'mapping' scans. Then, we used the resulting 348 sensitivity profiles across all voxels to reconstruct a map of retinotopic space in visual field coordinates from 349 single-trial activation patterns measured during the covert visual attention task (Fig. 3) . The spatial profile of 350 activation within these maps can be used to infer whether a given ROI is sensitive to visual salience (i.e., does the 351 spatial profile scale with contrast?, Fig. 1B ) and whether it is sensitive to behavioral relevance (i.e., does the 352 spatial profile scale with attention?, Fig. 1D ). In principle, both visual salience and behavioral relevance could 353 independently alter the landscape of responses in each ROI. While this technique involves, as a first step, 354 estimating the spatial sensitivity profile of each fMRI voxel (its receptive field), it is important to note that the 355 goals of this analysis are categorically different from those of more typical voxel receptive field (or 'population' 356 receptive field, pRF) analysis methods (Dumoulin and Wandell 2008). Here, our goal is to characterize how the 357 activation pattern across all voxels, given an independently-estimated spatial encoding model, supports a region-358 level attentional priority map of the visual scene on each trial. Because an RF profile requires many trials to 359 estimate (all visual field positions must be stimulated within a condition), and because we aimed to understand 360 how large-scale activation patterns support attentional priority maps, we focused all analyses on the IEM-based 361 map reconstructions. 362
We found that image reconstructions systematically tracked the locations of stimuli in the visual field ( Fig. 4) . 363
Qualitatively, the reconstructions from primary visual cortex (V1) reflected both stimulus salience and behavioral 364 relevance: the reconstructed map activations at stimulus locations scaled both with increasing contrast and with 365 the behavioral relevance of each stimulus. This pattern can be seen in Fig. 4 : along the diagonal, where visual 366 salience is equal between the two stimuli, map locations near the attended stimulus are more strongly active than 367 locations near the unattended stimulus. However, in posterior parietal cortex (IPS0), only locations near the 368 attended location were substantially active, with little activation associated with the irrelevant item's location. 369
Additionally, map activation in posterior parietal cortex did not scale with stimulus contrast. Importantly, even 370 when the unattended stimulus was much more salient than the attended stimulus, only the attended stimulus 371 location was strongly active. This demonstrates that behavioral relevance dominates activation profiles in this 372 area. Overall, occipital retinotopic ROIs (V1-hV4, V3A) show a qualitative pattern similar to that observed in V1, 373 and parietal and frontal ROIs show a pattern similar to that in IPS0. 374
To quantify these effects, we extracted the mean activation level in each reconstructed map at the known 375 position of each stimulus and then evaluated the main effect of visual salience, the main effect of behavioral 376 relevance, and their interaction using a repeated-measures 2-way ANOVA (with p-values computed using a 377 randomization test and corrected for multiple comparisons via the false discovery rate, FDR, see Materials and 378 methods: Statistical analyses). If visual salience and behavioral relevance independently contribute to 379 representations of attentional priority, we would expect to find a main effect of salience (contrast) and/or 380 relevance (attention) on map activation in any given ROI, but no interactions between the two. 381
Salience and relevance maps in human cortex
Reconstructed map activation increased significantly with visual salience in V1-hV4 ( Fig. 5 ; p ≤ 0.003; see also Fig. 382 6), with no evidence for sensitivity to salience in parietal or frontal regions. On the other hand, map activation 383 increased significantly with behavioral relevance not only in V1-hV4, but also in V3A and IPS0-1 (p ≤ 0.011), with a 384 trend observed in sPCS (p = 0.038, trend defined at ɑ = 0.05 without correction for multiple comparisons). There 385 was no interaction between salience and relevance in any visual area that we evaluated (p ≥ 0.062, minimum p-386 value for V1). Additionally, a 3-way repeated-measures ANOVA with factors for salience, relevance, and ROI 387 established that the influence of salience and relevance on map activation significantly varied across ROIs 388 (interaction between salience and ROI: p < 0.001, interaction between relevance and ROI: p < 0.001; all p-values 389 for 2-and 3-way ANOVAs available in Table 1 ). 390
We also tested whether the map activation near one stimulus location depended on the contrast of the other 391 stimulus. A 2-way repeated-measures ANOVA within each ROI on attended and unattended stimulus map 392 activation, each with factors of attended and unattended contrast, yielded no significant interactions (p ≥ 0.124, 393 minimum p-value sPCS; though trends emerged in V3A, defined as ɑ = 0.05 without correction for multiple 394 comparisons; Fig. 6 ; all p-values available in Table 2 ). Thus, the unattended stimulus contrast did not impact 395 reconstructed map activation near the attended stimulus, and vice versa. This rules out a potential alternative 396 operationalization of 'salience' in our dataset: one could be interested in defining stimulus salience as how 397 different the two stimuli are (that is, the difference between their relative contrasts). Under such a definition of 398 salience, we would expect to see an interaction between the attended and unattended stimulus contrasts on 399 reconstructed map activation (map activation depends on both the contrast at that location and the contrast of 400 the other stimulus). For example, if the high-contrast stimulus was considered more salient when paired with a 401 low-contrast stimulus, then we would expect to see reconstructed map activation for the high contrast stimulus 402 increasing as its paired stimulus contrast decreases; we do not see this qualitatively in any ROI ( Fig. 4; Fig. 6) . to apply the population-level IEM analysis technique to measure the joint effect of all task-related modulations on 439 spatial maps supported by entire regions. This allowed us to demonstrate that salience and relevance each 440 independently contribute to the representation of attentional priority, and that maps become less sensitive to 441 salience across the visual processing hierarchy (Fig. 5 ). It would be challenging to infer how large-scale activation 442 patterns across entire regions support representations of salience and relevance using forward-modeling 443 techniques, such as population or voxel receptive field modeling (Dumoulin and Wandell 2008), as an estimate of a receptive field requires stimulation across the entire visual display over many trials, as in our mapping task (Fig.  445   3A) . Here, we recovered priority maps given independently-estimated encoding models on each trial given 446 activation patterns across all voxels within a region. These priority maps necessarily take into account the 447 encoding properties of all voxels used for the analysis under the assumption that selectivity is stable across 448 conditions (see ( Additionally, many other studies examining the interaction between behavioral relevance and visual salience use 476 visual search tasks, in which the locus of spatial attention must explore the visual scene on each trial to identify a 477 target stimulus. For example, an animal or human may be required to report the orientation of a bar presented 478 within a green square among a field of bars, each surrounded by green circles. As a salient distractor, one circle 479 might be red. In such a task, the relevant location cannot be known ahead of time by the subject. We designed 480 our study to manipulate the spatial location of covert attention via an endogenous cue (Bisley and Goldberg 481 2003b; Carrasco 2011), as well as the location of a distracting stimulus of varying levels of salience. Accordingly, 482
we could sort trials based on the location where attention was instructed, which allowed us to quantify changes 483 in map activation levels according to behavioral relevance. When attention is free to roam during a visual search 484 task, all locations may be sampled during a trial, which would be impossible to pull apart using hemodynamic While our observation of no sensitivity to stimulus salience in parietal and frontal cortex is consistent with the 489 interpretation that these regions act as 'relevance maps', there are several other possibilities worth 490 consideration. First, it might be the case that these regions are sensitive to stimulus contrast outside the range 491 used in this study (20-80%). For example, IPS regions may respond in a graded fashion to contrasts between 5% 492 and 15%, but have a flat or 'step function' response function if sampled only outside that range. Because we 493 wanted complete control over the locus of visual spatial attention without using spatial cues, which could 494 interfere with the spatial reconstructions of relevance and salience maps, we used above-threshold stimuli that 495 could be quickly and unambiguously localized by participants. Perhaps presenting lower contrasts would result in 496 more graded response profiles in parietal and frontal cortex. However, this explanation still requires that spatial 497 attention gives rise to a substantial offset in either the threshold or baseline of neural contrast response functions 498 in these regions. Such a pronounced shift in either of these parameters acts, in effect, as a 'relevance' signal 499 within this stimulus range, since most of the variance across trials is described by changes in the relevant stimulus 500 location rather than the salience of the scene at the stimulus locations. Even so, we emphasize that our results 501 remain consistent with an account whereby contrast sensitivity differs between visual and parietal cortex, which 502 could mask our ability to observe sensitivity to 'salience' signals more generally. As described above, future 503 studies using alternative image manipulations to modify salience, such as feature contrast, can further resolve the to attend to different feature values rather than spatial positions. We speculate that when behavioral goals are ill-519 defined, maps that are more sensitive to image-computable salience will primarily determine attentional priority 520 and guide behavior (Egeth and Yantis 1997). In contrast, when an observer is highly focused on a specific 521 behavioral goal, maps with stronger representations of behavioral relevance will dominate the computation of 522 clockwise or counterclockwise of two stimuli which appeared 500 ms after cue onset. We presented stimuli at 755 3.5° eccentricity separated by 144° or 72° polar angle, and for each trial we randomly rotated the display such 756 that each polar angle was equally-likely to be stimulated on a given trial. Clockwise and anticlockwise are with 757 respect to the polar angle between the two stimuli (this was always unambiguous, as the stimuli were never 180° 758 apart). Stimuli, which consisted of randomly-oriented light and dark lines, flickered at 15 Hz for 3,000 ms (left 759 inset). On every trial, a target appeared within each stimulus stream (colored border in 'stimulus stream' inset). 760
Targets (1,000 ms) were variable-coherence spirals called Type 1 (line angle counter-clockwise from radial) or 761 Type 2 (shown; line angle clockwise from radial) targets. Participants responded with a button press to indicate 762 which type of spiral appeared in the cued stimulus. 
FIGURE. 3: MEASURING SALIENCE AND RELEVANT MAPS WITH INVERTED ENCODING MODEL
(A)
We estimated a spatial encoding model using data from a spatial mapping task in which participants viewed 777 flickering checkerboard discs presented across a triangular grid of positions spanning a hexagonal region of the 778 screen with spatial jitter (see ). We modeled each voxel's spatial sensitivity (i.e., receptive 779 field or RF) as a weighted sum of smooth functions centered at each point in a triangular grid spanning the 780 stimulus display visible inside the scanner. By knowing the stimulus on each trial (contrast mask) and the 781 sensitivity profile of each modeled spatial 'information channel' (spatial filter), we could predict how each 782 modeled information channel should respond to each stimulus. We then solve for the contribution of each 783 channel to the measured signal in each voxel. This step amounts to solving the standard general linear model 784 typical in fMRI analyses, and is univariate (each voxel can be estimated independently). (B) Then, we used all 785 voxels within a region to compute an inverted encoding model (IEM). This step is multivariate; all voxels contribute 786 to the IEM. This IEM allows us to transform activation patterns measured during the main spatial attention task 787 ( Fig. 2A ) to activations of modeled information channels. Then, we compute a weighted sum of information 788 channels based on their computed activation in the spatial attention task. These images of the visual field index 789 the activation across the entire cortical region transformed into visual field coordinates. To quantify activation in 790 the map, we extract the mean signal over the map area corresponding to the known stimulus positions on that 791 trial (red dashed circle: attended stimulus position; black dashed circle: unattended stimulus position). For 792 visualization of spatial maps averaged across trials, we rotated reconstructions as though stimuli were presented 793 at positions indicated in cartoons (e.g., Fig. 2C ). See ) for detailed methods on image 794 alignment and coregistration. 795 For each stimulus, we averaged the reconstruction activation on all trials where each stimulus appeared at a given 807 contrast (see also Fig. 6 ). In V1, V2, V3, and hV4, reconstructed map activation increased with stimulus salience, 808 regardless of whether the stimulus was attended. In all ROIs except for IPS2, IPS3, and sPCS, reconstructed map 809 activation also reflected behavioral relevance, such that the attended location was more active than the 810 unattended location. Error bars SEM across participants (n = 8 To assess whether each ROI was sensitive to visual salience and behavioral relevance (and their interaction), we performed a 2-way, repeated-measures ANOVA with factors of visual salience (20%, 40%, 80% contrast) and behavioral relevance (attended or unattended). To generate p-values, we compared the F-score derived for each main effect and their interaction to those derived from a shuffling procedure in which we shuffled the data labels within each participant independently 1,000 times. Because we ran 1,000 iterations of this shuffling procedure, the minimum accurate quantifiable p-value was 0.001. Bold FIGURE 6 To test whether the map activation at one stimulus location depended on the contrast of the stimulus presented at the other location, we conducted a set of 2-way repeated-measures ANOVAs. First, we tested whether the attended stimulus location map activation varied as a function of attended stimulus contrast (20%, 40%, 80%), unattended stimulus contrast (20%, 40%, 80%), or their interaction (top 3 rows). Then, we tested whether the unattended stimulus location map activation varied as a function of attended stimulus contrast, unattended stimulus contrast, and their interaction (bottom 3 rows). All p-values were computed against null tests in which we shuffled condition labels within each participant independently 1,000 times and compared the intact F-values against those derived from the shuffled distribution. Because we ran 1,000 iterations of this shuffling procedure, the minimum accurate quantifiable p-value was 0.001. We corrected for multiple comparisons across all tests via FDR (bold). Italics indicates trends, defined as p ≤ 0.05, uncorrected. 
FIGURE. 4: RECONSTRUCTED SPATIAL MAPS INDEX STIMULUS SALIENCE AND RELEVANCE
