Abstract Lattices have been used in several problems in coding theory and cryptography. In this paper we approach q-ary lattices obtained via Constructions D, D and D. It is shown connections between Constructions D and D . Bounds for the minimum l 1 -distance of lattices Λ D , Λ D and Λ D and, under certain conditions, a generator matrix for Λ D are presented. In addition, when the chain of codes used is closed under the zero-one addition, we derive explicit expressions for the minimum l 1 -distances of the lattices Λ D and Λ D attached to the distances of the codes used in these constructions.
Introduction
A lattice is a discrete additive subgroup of R n . A full rank lattice is the set of all integer linear combinations of a basis of R n . Lattices can be related to linear codes over finite rings and have been used for error correction in different contexts (see [21] , [22] and their references). Recently, lattices have also been used in the proposal of cryptographic schemes (see [9] , [10] and their references). We consider here q ∈ N, the ring Z q of integers modulo q and linear codes C ⊆ Z example the Construction A [3] and the Constructions D, D and D [18] . These constructions appear in recent works such as [1] , [4] , [5] , [6] , [7] , [12] , [13] , [14] and [20] . Given a lattice, a problem of interest is to determine its minimum distance in a given metric. In this article, we consider the l 1 -distance (also known as Manhattan distance) and discuss the minimum l 1 
Preliminaries
In this Section we summarize the main concepts and results to be used in the next sections. We may quote [3] and [21] as general references.
A q-ary linear code C of length n over the ring Z q is a Z q -submodule of Z n q , that is, an additive subgroup of Z n q . We denote by C = b 1 , ..., b k the code generated by the vectors b 1 , ..., b k ∈ Z n q . A set {b 1 , ..., b k } is a basis for C when the vectors b 1 , ..., b k are linearly independent and generate C. In this case, any element v ∈ C can be written in a unique way as a linear combination of the vectors b 1 , ..., b k . In opposition to codes over fields there are q-ary linear codes (if q is not a prime) that have no basis, for example, the code C = (2, 4) = {(0, 0), (2, 4) , (4, 2)} ⊆ Z 2 6 does not have a basis because every nonempty subset of C is linearly dependent (3(a, b) = (0, 0)). Every q-ary linear code C is characterized by a minimal set of generators. A generator matrix for a q-ary linear code C is any matrix whose rows form a minimal set of generators for the code C. For each pair of vectors x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ) in Z n q , the inner product between x and y is defined, as usual, as x · y = x 1 y 1 + · · · + x n y n . O set C ⊥ = {y ∈ Z n q ; x · y = 0, ∀x ∈ C} is a q-ary linear code, called the dual code of C. If C 1 and C 2 are q-ary linear codes such that
A lattice Λ is a discrete additive subgroup of R n . Equivalently, Λ ⊆ R n is a lattice if and only if there are linearly independent vectors v 1 , ..., v m ∈ R n such that Λ is the set of all integer linear combinations of v i , i = 1, ..., m, i.e.,
In the above description, the set {v 1 , ..., v m } is called a basis of Λ and the number m is called the rank of Λ. When m = n we say that Λ has full rank. The matrix M whose rows are the vectors v 1 , ..., v m is called a generator matrix of Λ. M 1 and M 2 are generator matrices of the same lattice if and only if there is a unimodular matrix U (with integer entries and det(U ) = ±1) such that M 2 = U M 1 . The determinant of Λ is defined as det Λ = det(M M t ) and this is an invariant under change of basis. The volume of Λ is defined as vol(Λ) = √ det Λ, and corresponds to the Euclidean volume of parallelotope P = { n i=1 α i v i ; 0 ≤ α i < 1}, a fundamental region of Λ. We denote by span(M ) = {uM ; u ∈ R n } the vector space generated by the rows of the matrix M . The dual lattice of
where , is the canonical inner product in R n . It can be shown that M is a generator matrix for
n is a collection of spheres/balls of equal size which do not overlap (except for touching). A lattice packing in R n is a sphere packing in R n such that the set formed by the centers of the spheres is a lattice. The packing radius ρ of a lattice Λ relative to a distance d is the largest real number r such that Λ + B d [0, r] is a lattice packing, where B d [0, r] is the closed ball with center 0 and radius r relative to distance d. If translations by v ∈ Λ are isometries under d, it can be shown that ρ = λ/2, where λ is the value of the minimum distance of Λ relative to distance d, i.e., λ = min{d(x, y); x, y ∈ Λ and x = y} = min
The packing density of a lattice Λ of rank n relative to a distance d is defined as
The center density of a lattice Λ of rank n relative to distance d is the number
n , a problem of interest is the search for a lattice with greatest possible density and such lattices are known only for a very few dimensions. For example, for the Euclidean distance, the densest lattices are known in the dimensions from 1 to 8 [3] and 24 [2] . For the l 1 -distance, densest lattices are only known in dimensions 1, 2 and 3 [5] .
The l 1 -distance (also known as Manhattan distance) between two elements x and y of R n is defined as
For each lattice Λ ⊆ R n , the minimum l 1 -distance of Λ is defined as
. Given two elements x, y ∈ Z n q , the Lee distance between x and y is defined as
where σ : Z q → Z is the standard inclusion map. The minimum Lee distance of a linear code C ⊆ Z n q , C = {0}, is defined as d Lee (C) = min{d Lee (x, y); x, y ∈ C and x = y}.
The Lee distance was introduced in [8] and [19] in the approach of signal transmission over certain channels with noise. Recent applications in the communications area can be found, for example, in [6] and its references. Definition 1 (Construction A) Let C ⊆ Z n q be a linear code. The Construction A lattice associated with C, Λ A (C), is defined as
Λ A (C) is always a full rank lattice [21, p.31] . In [15] it is shown that given a linear code {0} = C ⊆ Z n q , the minimum l 1 -distance of the lattice Λ A (C) is is an unimodular matrix. In [11] it was shown that the density of Λ(M ) (and hence of Λ A (C)) relative to l 1 -distance is 18/19 and that this is the highest density relative to
where z ∈ qZ n and β
It can be shown [18] that Λ D consists of all vectors of the form
where z ∈ Z n and α
be a family of nested linear codes. Choose integers r 1 , r 2 , ..., r a satisfying 0 ≤ r 1 ≤ r 2 ≤ · · · ≤ r a and vectors h 1 , ..., h r a in Z n q such that
where C ⊥ is the dual code of C . We define Λ D as the set consisting of all vectors x ∈ Z n satisfying the congruences
for every pair (i, j) satisfying 0 ≤ i < a and r a−i−1 < j ≤ r a−i , where r 0 = 0.
In [18] it is shown that the sets Λ D and Λ D respectively obtained via Con-
be a family of nested linear codes. We define the set Γ D as follows
When a = 1, we have Γ D = Λ A (C 1 ) and hence Γ D is a lattice. For a ≥ 2, we have Γ D is a discrete set, but it is not always a lattice. The smallest lattice containing Γ D is denoted by Λ D . In other words, Λ D satisfies the following properties:
For each pair of vectors x = (x 1 , ..., x n ) and y = (y 1 , ..., y n ) in Z n q , the zero-one addition is defined as
We say that a family of nested linear codes Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a is closed under the zero-one addition if and only if the zero-one addition of any two elements of C i is contained in C i−1 , for i = 2, ..., a. For instance, the chain Z (1, 2) , (2, 1)}, is not closed under the zero-one addition, since (1, 2) ∈ C 2 and (1, 2) * (1, 2) = (0, 1) / ∈ C 1 . In [18] it is shown that Γ D is a lattice if and only if the chain
In the next two lemmas we extend to q-ary codes results previously known for binary codes [20] .
Lemma 1 Let H be the k 1 × n matrix, whose rows are the vectors
Then, x ∈ Λ * D if and only if qx ∈ Z n and Hx
where {e 1 , ..., e n } is the standard base of R n . Therefore x ∈ Λ * D if and only if qx ∈ Z n and Hx t ≡ 0 mod q a−1 .
Lemma 2 Let H be the r a × n matrix, whose rows are the vectors
Then, x ∈ Λ D if and only if x ∈ Z n and Hx t ≡ 0 mod q a .
Proof. It is sufficient to observe that x ∈ Λ D if and only if x ∈ Z n and q a−i x · σ(h j
Given a chain of linear codes
.., a, let Λ D be the lattice obtained via Construction D from this chain (using the parameters r 1 , r 2 , ..., r a , h 1 , ..., h r a ), ie, 
The following results consider the above notations. Proof. Let H be the matrix, whose rows are the vectors
Then,
⇐⇒ y = qx, qx ∈ Z n and Hx t ≡ 0 mod q a−1 ⇐⇒ y ∈ Z n and Hy t ≡ 0 mod q 
So the chain C
closed under zero-one addition if and only if
The next result obtained from Theorem 1 when a = 1 is known [10] .
Corollary 2 Let C ⊆ Z n q be a linear code. If Λ A (C) and Λ A (C ⊥ ) are the lattices obtained via Construction A from C and C ⊥ respectively, where C ⊥ is the dual code of C, then
The next theorem provides, under certain conditions, a generator matrix and the determinant of the lattice Λ D depending on the parameters used in its construction.
Theorem 2 Let h 1 , ..., h r a ∈ Z n q be nonzero vectors such that 1. C ⊥ = h 1 , ..., h r for = 0, 1, ..., a.
Some row permutation of matrix
t forms an upper triangular (respectively, lower triangular) matrix in the row echelon form. 3. For each j ∈ {1, ..., r a }, the first (respectively the last) nonzero component of vector σ(h j ), denoted by α j , divides q as well as all other components of this vector.
Then there is a upper triangular (respectively, lower triangular) generator matrix M of Λ ⊥ D whose rows are the r a vectors (1/q i−1 )σ(h j ), where 1 ≤ i ≤ a and r a−i < j ≤ r a−i+1 , plus n − r a vectors of the shape (0, ..., 0, q, 0, ..., 0). Consequently,
Furthermore, q(M t ) −1 is a generator matrix of Λ D and hence
Proof. The first part of this theorem is a consequence of [18, Theorem 6] . To conclude this proof it is sufficient observe that, by Theorem 1, q(
Example 2. Let Z 2 6 ⊇ C 1 ⊇ C 2 be the chain of linear codes, where C 1 = (1, 2) and C 2 = (2, 4) . We have C and det
In addition, generator matrices for Λ D ⊥ and Λ D are given respectively by Lemma 3 Let {0} = C ⊆ Z n q be a linear code. There are x, y ∈ C such that
. Thus 2z ∈ C and σ(2z)−σ(z) = (α 1 , ..., α n ), where
This shows that there are x, y ∈ C such that σ(x) − σ(y) 1 = d Lee (C). Proof. For each ∈ {1, 2, ..., a}, Lemma 3 assures that there are x , y ∈ C such that σ(x ) − σ(y
To complete the proof, we will show that d
a Lee }. Indeed, given x, y ∈ Γ D , we write x = q v and y = q k w with v, w ∈ Z n , v ≡ 0 mod q and w ≡ 0 mod q. We can assume without loss of generality that ≥ k. We remark that:
Note that 0 = q −k v − w ∈ C a−k (because v ∈ C a− and w ∈ C a−k ) and
Corollary 3 [15] Let {0} = C ⊆ Z n q be a linear code and let Λ A (C) be the lattice obtained from C via Construction A. Then, When the family of nested linear codes is closed under the zero-one addition (ie,
We believe that the second part of Corollary 4 can be refined by withdrawing the hypothesis that the chain Z n q ⊇ C 1 ⊇ C 2 ⊇ · · · ⊇ C a is closed under the zero-one addition. Therefore, we propose the following conjecture.
A conjecture regarding Corollary 4: In the next example we show that the hypothesis of the chain of linear codes used in Construction D is closed under the zero-one addition can not be omitted in the Corollary 5. 2 are shown in Figure 1 . In this example, we observe that d
and that the chain C 1 ⊇ C 2 is not closed under zero-one addition, since (1, 2) ∈ C 2 e (1, 2) * (1, 2) = (0, 1) / ∈ C 1 .
We remark that Example 3 does not contradict the conjecture regarding Corollary 4. Indeed, we have (3, 6) , (6, 3) , (1, 2) , (4, 8) , (7, 5) , (2, 1), (5, 7), (8, 4)}.
The elements of Γ D ∩ [0, 9) 2 are shown in Figure 2 (a). Note that set Γ D is not a lattice (since the chain of codes is not closed under the zero-one addition). In the figure 2(b) , we present the lattice Λ D (that is, the smallest lattice that contains Γ D ). We note that d Proof. It follows immediately from Theorem 1 along with Corollary 5. t forms an upper triangular (respectively, lower triangular) matrix in the row echelon form. 2. For each j ∈ {1, ..., k 1 }, the first (respectively, the last) nonzero component of vector σ(b j ), denoted by α j , divides q as well as all other components of this vector.
If λ = min 1≤ ≤a {q, (1/q −1 )d Lee }, where d Lee is the minimum Lee distance in C , = 1, 2, ...a, the density of Λ D relative to l 1 -distance is given by
i=1 α i and center density The next theorem extends to q-ary codes results previously known for binary codes [20] . We remark that when the vectors h 1 , ..., h r a used in Construction D satisfy the hypotheses of Theorem 2, we can obtain the density of Λ D relative to l 1 -distance from Theorems 2 and 4.
Conclusion
The minimum l 1 -distance of lattices Λ D , Λ D and Λ D obtained via Constructions D, D e D is investigated here. We provide upper bounds for the minimum l 1 -distance at these lattices. When the chain of codes used is closed under the zeroone addition, we derive explicit expressions for the minimum l 1 -distances of the lattices Λ D and Λ D depending on the Lee-distances of the codes used in these constructions. In addition, we also show connections between Constructions D and D and obtain under certain conditions the minimum l 1 -distance of the dual lattice Λ * D . Further work in the directions presented here is the discussion of the minimum distance of these lattices regarding the l p -norm.
