Abstract. A d-feedback-with-carry shift register (d-FCSR) is a finite state machine, similar to a linear feedback shift register (LFSR), in which a small amount of memory and a delay (by d-clock cycles) is used in the feedback algorithm (see Goresky and Klapper [4, 5] ). The output sequences of these simple devices may be described using arithmetic in a ramified extension field of the rational numbers. In this paper we show how many of these sequences may also be described using simple integer arithmetic, and consequently how to find such sequences with large periods. We also analyze the ''arithmetic crosscorrelation'' between pairs of these sequences and show that it often vanishes identically.
Introduction
Pseudorandom sequences have a wide array of uses in computer science and engineering including applications to spread spectrum communication systems, radar systems, signal synchronization, simulation, and cryptography. The pseudorandom sequences in a good family should (a) be easy to generate (possibly with hardware or software), (b) have good distribution properties which make them appear (statistically) to be ''random'', (c) have low crosscorrelation values so that each sequence may be separated from the others in the family, and (d) arise from some underlying algebraic structure so they can be analyzed using standard mathematical tools. (Of course other properties are desired as well, depending upon the application.) In this paper we continue the study begun in 1993 by the authors of a class of sequences based on the arithmetic of the p-adic numbers and their finite extensions [11] which enjoy all four of the above properties.
The simplest sequences of this type were described in terms of a class of efficient hardware generators called feedback with carry shift registers (FCSRs). An FCSR is structurally similar to a linear feedback shift register (LFSR), but whereas the analysis of LFSR sequences involves the algebra of power series with coefficients in GFð2Þ, the analysis of FCSR sequences involves the algebra of the p-adic numbers [14] (an elementary review of which is provided in Klapper and Goresky [11] ). The analysis of FCSR sequences led to the cryptanalysis of the stream cipher known as the summation combiner [19] . It was further shown that various desirable statistical properties hold for FCSR sequences (see below), in most cases paralleling properties of LFSR sequences. FCSR sequences were discovered independently in a slightly different context by Marsaglia [17] , and Marsaglia and Zaman [18] who showed they were useful as (pseudo-) random number generators for simulations. The simplest p-ary FCSR sequences may be described by 
where p and N are prime numbers for which p is a primitive root (cf. Section 9) modulo N, where A [ Z=ðNÞ and where ðmod NÞ ðmod pÞ means that first the number Ap À i [ Z=ðNÞ is represented by an integer between 0 and N À 1; then this integer is reduced modulo p. (For most applications, p will be 2.)
A wide variety of generalizations of FCSRs has been described. The case of interest in this paper, the d-FCSR, was described briefly in our papers [4] and [11] . It is the purpose of this paper to analyze these sequences. First we describe (Theorem 4.2) the output of a d-FCSR generator in terms of certain objects arising in algebraic number theory (namely, ramified extensions of the p-adic numbers). Then in Corollary 5.2 we show how these sequences can often (but not always) be described in terms of simple integer arithmetic:
for values of b [ Z=ðNÞ other than b ¼ p À 1 . A much more general class of pseudorandom generators which includes LFSRs, FCSRs, and d-FCSRs all as special cases, was described by Klapper and Xu [13] . These generators are called algebraic feedback shift registers (AFSR). Many of the results in this paper are special cases of phenomena which occur for any AFSR, and some of these results were already described in Klapper and Xu [13] . The AFSR setting is the mathematically most natural setting in which to study shift register sequences. It also ''explains'' the many apparent similarities between the theory of LFSRs and the theory of FCSRs (and d-FCSRs). However in this paper we restrict our attention to the d-FCSRs. This paper is self-contained and does not rely on any results from Klapper and Xu [13] .
In Goresky and Klapper [5] we show how to build shift register hardware which will generate these d-FCSR sequences with given design parameters. However, in this paper we maintain a purely algebraic point of view and we will only tangentially refer to the relevant shift register hardware. The constructions in Goresky and Klapper [5] depend heavily on this paper.
In the remaining sections our attention is restricted to the binary case, p ¼ 2. The usual notion of cross-correlation (with shift t) of two binary sequences S and T is the sum P i ðÀ 1Þ S i þT iþt . The addition in the exponent may be replaced by addition modulo 2. Hence the cross-correlation with shift t may be thought of as the number of ones minus the number of zeroes in one period of the sequence formed by adding S to the t-shift of T, bit by bit modulo 2. Recently Klapper and Goresky [12] the authors considered a slightly different notion of cross-correlation between sequences: the arithmetic cross-correlation (with shift t) of S and T is the number of ones minus the number of zeroes in one period of (the periodic part of ) the sequence formed by adding S to the t-shift of T with carry. When S ¼ T the arithmetic cross-correlation is called the arithmetic autocorrelation. It was (to the best of our knowledge) first considered by Mandelbaum [16] who showed that certain binary sequences (the codewords of the Barrows-Mandelbaum arithmetic code) have ''ideal'' arithmetic autocorrelations: they are zero for every nontrivial shift t. The authors then showed [12] that certain families of FCSR sequences even have ideal arithmetic crosscorrelations. That is, all the nontrivial arithmetic cross-correlations are identically zero. The sizes of these families are conjectured to be huge, on the basis of experimental evidence. In Section 9 we further extend these results to d-FCSR sequences: we consider the d-arithmetic cross-correlation of two binary sequences and show that certain families of d-FCSR sequences have ideal d-arithmetic crosscorrelations. Results of this type contrast with the case of ordinary crosscorrelations, where there are well known lower bounds on the minimal cross-correlations in families of a given size. For example, the maximum shifted cross-correlation in a family of M sequences of period N is at least M 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðM À 1Þ=ðMN À 1Þ p [20] . The FCSR (and d-FCSR) sequences include the codewords of the BarrowsMandelbaum arithmetic codes as a special case. (We have previously referred to these as '-sequences, in order to stress the analogy with m-sequences.) Like the Barrows-Mandelbaum codes, since they have ideal arithmetic autocorrelations (respectively, d-arithmetic autocorrelations), they may be used for synchronization [16] . However since they also have ideal ðd-Þ arithmetic cross-correlations, our sequences may be used for simultaneous synchronization and identification in a multi-user environment.
To give a simple example, suppose a central dispatch ðDÞ wishes to send individual messages to one of a number of possible clients ðR 1 ; R 2 ; . . . ; R k Þ. Choose a family of (FCSR or d-FCSR) sequences with at least k members; let N denote the period of each sequence in this family. Each client R i is assigned a signature sequence S i from the family. She monitors a common synchronization and identification channel on which D broadcasts a bitstream T. At the n-th clock tick, the client R i computes the ðd-Þ arithmetic cross-correlation Y S i ;T ðnÞ between her signature sequence S i and the current window of size N in the bitstream T.
If the dispatcher D sends the i-th signature sequence T ¼ S i on the common channel, the receiver R i will compute a single large correlation value Y exactly N clock ticks later, while the other clients will compute Y S j ; T ðmÞ ¼ 0 for all j=i and for all shifts m. So the client R i has been identified as the intended recipient and her receiver has been synchronized to the message.
Finally, it was shown in Klapper and Goresky [11] that if the period of an FCSR sequence is maximal in a certain sense, then the distribution of subsequences of fixed length is nearly uniform (the numbers of occurrences of any two patterns of consecutive bits of fixed length differ by at most two). One expects these d-FCSR sequences to exhibit good distribution properties also; this question has been taken up in Klapper [10] .
Preliminaries
Let p ! 2 and d ! 1 be integers such that the polynomial X d À p is irreducible over the rational numbers Q. This occurs precisely when p is not a k-th power, for any prime number k dividing d [15] 
which is given by tð . q 0 is relatively prime to p.
In this case, we say that q is invertible mod p. The p-adic expansion
(with 0 a i p À 1) is then unique, and we refer to the (eventually periodic) sequence a 0 ; a 1 ; . . . as the coefficient sequence of u=q. The denominator q [ Z½p is called the connection number of the sequence. The purpose of this paper is to describe the (pseudorandom) sequences which are obtained this way (Theorem 4.2 and Corollary 5.2), and to investigate their correlation (Theorem 9.2) properties. It is a remarkable fact that (when p ¼ 2) such sequences may be generated using a simple shift register circuit whose feedback connections are determined by the choice of q and whose initial loading is determined by the choice of u. These circuits were first described in Goresky and Klapper [4] and Klapper and Goresky [11] and are analyzed in Goresky and Klapper [5] using the results of this paper. The reader is referred to these other papers for applications and implementations of d-FCSR sequences.
The Norm
As in Section 2 suppose that X d À p is irreducible over Q and that p [ C is a root of this polynomial. In our analysis a central role is played by the algebraic norm of the connection number. The norm NðxÞ [ Q of an element x ¼ P dÀ1 iÀ0 x i p i [ Q½p is defined to be the determinant of the linear transformation f x ðyÞ ¼ xy on the field Q½p (when it is considered as a d-dimensional vectorspace over Q). With respect to the basis f1; p; p 2 ; . . . ; p dÀ1 g the matrix of f x is given by
The norm can also be computed as follows. Let z be a primitive d-th root of unity in the complex numbers and let s i : Z½p?C be the above embedding defined by s i ðpÞ ¼ z i p. Then the norm of an element x [ Q½p is the rational number
LEMMA 3.1. Let q [ Z½p and let ðqÞ denote the ideal in Z½p generated by q. Then the absolute value jNðqÞj is equal to the number of elements in the quotient ring Z½p=ðqÞ.
Proof. The proof of the first statement is standard and follows from Borevich and Shefarevich ( [2] , Lemma 1, p. 125): If N & M are torsion free abelian groups of rank n then the quotient M=N is finite and has cardinality equal to the absolute value of the determinant of any transition matrix from a basis of M to a basis of N. Take M ¼ Z½p with basis f1; p; . . . ; p dÀ1 g and N ¼ ðqÞ with basis fq; qp; . . . ; qp dÀ1 g. The transition matrix is that of the linear transformation f q ðyÞ ¼ qy whose determinant is also equal to the norm NðqÞ.
The second statement takes a bit more work. Let q ¼ P dÀ1 i¼0 a i p i with a i [ Z. As in Section 2, let z be a primitive d-th root of unity, so that by equation (7), we can write
. . . ; e dÀ1 Þ if for each j, the number of occurences of j in the components of I is exactly e j . It follows that
where the first sum is over all multi-indices E ¼ ðe 0 ; e 1 ; . . . ; e dÀ1 Þ such that 0 e j d À 1 and
Since the a i are integers, to prove the lemma it suffices to show that c E ðzÞ is an integer for each E. Note that q has now left the picture. The element c E ðzÞ lies in the field Q½z, which is a Galois extension of the rational numbers. For an integer k, let t k be the homomorphism on Q½z induced by t k ðzÞ ¼ z k . The Galois group GalðQ½z=QÞ consists of all t k such that k is relatively prime to d ( [9] , p. 195).
We claim that c E ðzÞ is a rational number. By Galois theory, to show this it suffices to show that c E ðt k ðzÞÞ ¼ c E ðzÞ for every t k in the Galois group of Q½z over Q. Let k':1 ðmod dÞ. For any multi-index
The mapping from I to I 0 is a permutation of the multi-indices I with mðIÞ ¼ E. Thus
This proves the claim. Furthermore, c E ðzÞ is integral over Z (z is integral over Z since it is a root of the integral polynomial x d À 1. The sum and product of integral elements are integral). But the only elements of Q that are integral over Z are the integers. The horizontal maps are additive group homomorphisms giving short exact sequences. The vertical maps are ring homomorphisms. Since the vertical homomorphisms on the ends are isomorphisms by induction, the homomorphism in the middle must be a group isomorphism as well. But since it is also a ring homomorphism, it must be a ring isomorphism as well. Finally, the norm mapping is multiplicative so 
Periodicity
As in Section 2 assume that X d À p is irreducible over Q and that p [ C is a root. In this section we identify the fractions u=q [ Q½p whose p-adic expansions exist and are strictly periodic. Proof. Calculating in Q½p,
So the p-adic expansion of u=q is the interleaving of the p-adic expansions of the z i =jNðqÞj. 
(The terminology refers to the fact that in equation (4) 
it is congruent to x modulo q. In fact, Now let us verify (11) . The sequence fa 1 ; a 2 ; . . .g is also strictly periodic and corresponds to a p-adic integer u 0 =q ¼ P ? i¼0 a iþ1 p i with the same denominator q (and with some numerator
Reducing this equation mod p gives the first case of (11), a 0 :q À1 uðmod pÞ. (Since the element u is already in D it is not necessary to ''lift'' it.) Similarly,
Reducing (13) where the operation zðmod qÞ ðmod pÞ means that first the element z [ Z½p=ðqÞ is lifted to the complete set of representatives D 0 , and then reduced modulo q.
We now return to the general case. The following lemma will be used in the proof of Proposition 9.3 to analyze arithmetic correlations. 
Proof. The element x is in D if and only if each p-adic coordinate z i of dx is between À jNðqÞj and 0. If this holds, then
Thus y is in D and is congruent to À x modulo q. &
Elementary Description of d-FCSR Sequences
In most cases it is possible to describe the d-FCSR sequences in elementary terms (without reference to algebraic number fields). This is the first main result of the paper. Recall that all these conditions are satisfied if p is prime and NðqÞ is prime. Let N denote jNðqÞj. By Proposition 3.2 we have a natural isomorphism of rings, c : Z=ðNÞ?Z½p=ðqÞ. Each of these rings has a canonical set of representatives: let The proof of Theorem 5.1 will occupy the next section.
Proof of Theorem 5.1
Continue with the same notation as in Section 4, that is, Proof. The proof is similar to that of Proposition 3.2. Since q j N in Z½p; z the mapping C is well defined. To see it is surjective it suffices to show that p is in the image of f. which may be considered to be a function f : Z=ðdÞ?C. In other words, if z [ C denotes a primitive d-th root of unity, then
Evidently, the Fourier coefficientẑ z j lies in the ring Z½p; z. The homomorphism s j : Z½p?C may be extended to this ring by setting s j ðzÞ ¼ z. Then
which implies that, in the ring Z½p; z, the element s j ðdÞ is divisible by q, for
: 0ðmod qÞ:
The Fourier inversion formula gives
which is independent of k. Since d is invertible mod NðqÞ it is also invertible in Z½p=ðqÞ, meaning that dx ¼ 1 þ yq for some x; y [ Z½p. Hence d is also invertible in Z½p; z=ðqÞ, which shows that
for all k. We need to show the same holds in Z½p. However,
by Lemmas (6.1), (6.2) Figure 1 . The isomorphism c : Z½p=ðqÞ?Z=ð17Þ maps p to m ¼ 6. Hence m À 1 ¼ 3 [ Z=ð17Þ which is primitive, so we obtain a maximal length output sequence. The element d ¼ 5 À 2p hence s 0 ¼ 5. Each element in Z½p=ðqÞ has a unique representative u in the parallelogram; these representatives are listed in the second column of the table in Figure 2 . Each element in Z=ð17Þ has a unique representative in the set S ¼ fÀ 1; À 2; . . . ; À 16g; these representatives h are listed in the third column. The correspondence between the second and third column is given by Theorem 5.1, that is, h ¼ s 0 c À 1 ðuÞ (since q : NðqÞ : 1ðmod 2Þ). The fourth column (which is the d-FCSR sequence under consideration) is the third column modulo 2, and it concides with the second column modulo p.
Arithmetic in Z p
The comments in this section will be needed for Section 9. As in Section 2, let p d ¼ p. A p-ary sequence a ¼ a 0 ; a 1 ; . . . is an infinite sequence of symbols with 0 a i p À 1. Such a sequence is the coefficient sequence of a unique p-adic integer
Addition of p-adic integers a ¼ P ? i¼0 a i p i and b ¼ P ? i¼0 b i p i is accomplished by adding their coefficients symbol by symbol, using a ''carry'' operation which delays each carried bit d steps before adding it back in. In other words, if a þ b ¼ P ? i¼0 e i p 
PERIODICITY AND CORRELATION PROPERTIES
with 0 e i p À 1 then
where c i denotes the amount carried to the i-th position. Since c 0 ¼ 0, it follows immediately that c i is either 0 or 1. Similarly the difference a À b ¼ P ? i¼0 f i p i is obtained by subtracting the coefficients symbol by symbol, using a ''borrow'' operation which is delayed d steps. The ''borrow'' operation is actually the same as the ''carry'' operation, but the carried quantity is negative, that is,
from which it also follows immediately that the amount c i to be carried to the i-th place is either 0 or À 1. 
i¼0 b i p i be p-adic integers whose coefficient sequences are eventually periodic with period dividing L. Then the coefficient sequence of a+b is eventually periodic with period dividing lcmðL; dÞ. If the coefficient sequences of a and b are strictly periodic beyond index k, then the coefficient sequence of a+b is strictly periodic beyond index k þ lcmðL; dÞ. Moreover, if a and b are strictly periodic, then the eventual period is a divisor of L.
Proof. We only consider the case of a þ b; the case of the difference is similar. Suppose that a and b are strictly periodic beyond index k. First consider the case 
, and g with strictly periodic coefficient sequence, we have
with c þ d [ fÀ 1; 0; 1g. If c þ d ¼ 0, the conclusion of the lemma holds.
which is strictly periodic. Otherwise at least one coefficient is less than p À 1, so there is no carry beyond this place when we add c þ d þ g. Since g has period L; a þ b has the same eventual period and its periodic part starts by index k þ L.
, which is strictly periodic. Otherwise at least one coefficient is greater than 0, so there is no borrow beyond this place when we add c þ d þ g. Since g has period L; a þ b has the same eventual period and its periodic part starts by index k þ L. These are all the possibilities. Now suppose d > 1. We can write a ¼ P ? 
That is, the coefficient sequence of a j is periodic beyond the dðk À jÞ=de place with period M=d. Similarly for b j . Thus (by the case d ¼ 1) the coefficient sequence a j þ b j is periodic beyond index dðk À jÞ=de þ M=d with period dividing M=d. The coefficient sequence of a þ b is the interleaving of these d sequences, (cf. Lemma 4.1) so it is periodic beyond index k þ M with period dividing M.
Finally, suppose that the coefficient sequences of a and b are strictly periodic of period L and that the period of a þ b does not divide L. Let a þ b ¼ P ? i¼0 e i p i with 0 e i < p. Then for some j we have e j =e jþL . But e j ¼ a j þ b j þ c j ðmod pÞ and e jþL ¼ a jþL þ b jþL þ c jþL ðmod pÞ ¼ a j þ b j þ c jþL . Thus a j þ b j ¼ p À 1 and we may assume that c j ¼ 1 and c jþL ¼ 0 (these values could be reversed, but then would need to be as assumed for some larger j). Let us take j to be the least index such that c j ¼ 1 and c jþL ¼ 0.
Suppose that j ! d. We must have a jÀd þ b jÀd þ c jÀd ! p and a jþLÀd þ b jþLÀd þ c jþLÀd < p, and the only possibility is that a jÀd þ b jÀd ¼ a jþLÀd þ b jþLÀd ¼ p À 1, c jÀd ¼ 1 and c jþLÀd ¼ 0, which contradicts the minimality of j. Therefore j < d. But this is impossible since there is no carry to any index j < d. &
Arithmetic Correlations
In this section we consider only the binary case, p ¼ 2. Recall Klapper and Goresky [11] that a binary ' sequence is a periodic sequence of the form
where N is a prime number such that 2 is a primitive root modulo N (meaning that the powers of 2 account for all the non-zero elements of Z=ðNÞ). In this equation, A [ Z=ðNÞ, and ðmod NÞðmod 2Þ means that first A2 Ài [ Z=ðNÞ is represented as an integer between 0 and N À 1, then this integer is reduced modulo 2. The sequence has period N À 1. Different choices of A give different cyclic shifts of the same sequence.
Recall that Artin's conjecture states that for any integer k ! 2, if k is not a square, then there are infinitely many primes N for which k is a primitive root modulo N.
(We are only interested in the case k ¼ 2 here.) Heilbronn conjectured, and Hooley [8] proved that if a certain extension of the Riemann hypothesis holds, then Artin's conjecture is true, and more precisely, 37.39558136% of all prime numbers N have 2 as a primitive root. There has been considerable progress (Gupta and Murty [6] and Heath-Brown [7] ) in removing the dependence on the Riemann hypothesis in these proofs. In any case, binary '-sequences are abundant.
As in Section 2 (specialized by setting is a generalized '-sequence with connection number q. The sequence is periodic of period n tÀ1 ðn À 1Þ. Different choices of u give different cyclic shifts of the same sequence.
If a ¼ a 0 ; a 1 ; . . . is a binary sequence and k=0 is an integer, then the sequence b ¼ b 0 ; b 1 ; . . . is said to be the k-fold decimation of a if b i ¼ a ki for every i. Let a be a generalized '-sequence. Let f a be the family of all k-fold decimations of a, where k ! 1 is allowed to vary over all integers which are relatively prime to the period of a.
Let t be a nonnegative integer. If b ¼ b 0 ; b 1 ; . . . is an infinite binary sequence, denote by b t the shift of b by t steps, that is, b
is the p-adic integer corresponding to b, let b t denote the p-adic integer corresponding to b t . That is,
Recall that the ordinary cross-correlation with shift t of two binary sequences a and b of period L can be defined either as the sum P N i¼1 ðÀ 1Þ s i þt iþt or as the number of zeros minus the number of ones in one period of the bitwise exclusive-or of a and the t shift of b [3] . The arithmetic cross-correlation is the with-carry analog of the latter definition. The following definition makes sense, because of Lemma 8.1. Remarks. The last two hypotheses are satisfied automatically if NðqÞ is prime. One would like to find families with ideal d-arithmetic correlations such that whenever a; b are distinct elements in the family then a and b t are distinct (for all t), and such that whenever t=0 then a and a t are distinct. There is a certain amount of evidence that this happens quite often, cf. Klapper and Goresky [12] .
The remainder of this section consists of a proof of Theorem 9.2. We first need a constraint on the sequences that can occur as generalized '-sequences. PROPOSITION 9.3. Under the hypotheses of Theorem 9.2, the second half of one period of a is the bitwise complement of the first half.
Proof. Since Z½p=ðqÞ % Z=ðNðqÞÞ, we have that p fðNðqÞÞ :1ðmod qÞ:
These two factors differ by 2, so r can only divide one of them. Thus q divides exactly one of them. Since p is primitive modulo q; q cannot divide the first factor, hence it divides the second factor. It follows that p fðNðqÞÞ=2 : À 1ðmod qÞ. 
That is,
which proves the proposition. &
The above property is extended to decimations of generalized '-sequences by the following lemma. LEMMA 9.4. Let a be a binary sequence of even period L whose second half is the complement of its first half. Let k > 0 be relatively prime to L, and let b be a k-fold decimation of a. Then the second half of one period of b is the complement of the first half.
Proof. Note that k must be odd and a j ¼ 1 À a jþL=2 . Thus we have
which proves the proposition. & . . . is the p-adic expansion of a p-adic integer w=ðp L=2 þ 1Þ with eventual period dividing L, gcdðL; dÞ ¼ 1 and w 6 [ f0; ðp L=2 þ 1Þ=ðp À 1Þg, then the second half of each L bit period of b is the bitwise complement of the first half.
for some rational integers v 0 ; v 1 ; . . . ; v dÀ1 . Since b is strictly periodic, we must have
for all j.
We claim that if any of the v j is zero, then they all are, and that if any of the v j is À ð2
L=2 þ 1Þ, then they all are. For any j we have
Fix a particular j. Since L and d are relatively prime, we can choose n; m [ Z so that nL þ j ¼ md, and we can assume that n and m are nonnegative. Then by the fact that b is periodic with period dividing L, for every i
It follows that
where x is a rational integer between 0 and 2 m À 1. 
Now let m be arbitrary and pick i and k so m ¼ id þ kL and i ! 0. Then
which proves the lemma. & 
