Abstract-Vehicular ad hoc networks (VANETs) are an extreme case of mobile ad hoc networks (MANETs). High speed and frequent network topology changes are the main characteristics of vehicular networks. These characteristics lead to special issues and challenges in the network design, such as in medium access control (MAC). Due to the high speed and frequent network partitions, it is difficult to design a MAC scheme in VANETs that satisfies quality-of-service (QoS) requirements in all network scenarios. In this paper, we provide an evaluation of the mobility impact on the IEEE 802.11p MAC performance. In this evaluation, we identify a new unfairness problem in the vehicleto-vehicle (V2V) communications. To achieve better performance, we propose two dynamic contention window mechanisms to alleviate network performance degradation due to high mobility. Simulation results demonstrate the effectiveness of the proposed MAC schemes.
I. INTRODUCTION
Recently, vehicular communication networks have received great attention from both industry and academia, due to their significance in various applications ranging from providing safety warnings to allowing on-road Internet access [1] [2] [3] . In vehicular ad hoc networks (VANETs), vehicles communicate with roadside units (RSUs), referred to as vehcile-toinfrastructure (V2I) communications. In addition, vehicles can communicate with each other in an infrastructureless mode, referred to as vehicle-to-vehicle (V2V) communications. One key issue in VANETs that has not been properly solved yet is how the mobile nodes should share the radio resources to ensure service quality. The IEEE draft standard 802.11p [4] , included in the wireless access in vehicular environment (WAVE) stack, is the only standard for MAC in V2V communications. Since the 802.11p uses the basic mechanism of the Distributed Coordination Function (DCF) that was originally designed for low mobility networks, it does not operate efficiently for high mobility communication scenarios in VANETs.
The DCF operation mode has been extensively studied in the literature [5] [6] [7] . However, its behavior in VANETs differs from that in other networks because of VANET unique characteristics. In general, the performance of 802.11 depends on network parameters (disregarding the type of networks) such as the number of communicating nodes, type of data traffic, and carrier sensing range. In VANETs, the protocol performance is also affected by other factors such as node position, speed, direction of movement, potential communication duration, and potential number of communication neighbors. All of these factors are highly dynamic in VANETs, and difficult to predict especially in an extreme mobility case.
Even though the IEEE 802.11p has been extensively studied [8] [9] [10] [11] [12] , to the best of our knowledge, there is no comprehensive evaluation that reflects the impact of user mobility on the IEEE 802.11p MAC protocol performance, especially for the V2V mode. Moreover, very little work has been done to enhance the performance of the IEEE 802.11p via adaptation to the mobility factors. In [12] , simulation results of the IEEE 802.11p standard show that a constant backoff window size does not guarantee the desired throughput in the V2I mode. Similar simulation results supported with analytical means indicate that the IEEE 802.11p suffers from undesired decrease in throughput and increase in delay in high node density scenarios [8] . Stibor et al. [9] evaluate the number of potential communication partners and the maximum communication time for a VANET using the IEEE 802.11p standard. In [11] , the authors study the saturated performance of the 802.11 MAC in a single-hop network. It is shown that the delay requirement is always satisfied while the packet delivery ratio (PDR) decreases dramatically, when the number of nodes increases.
The problem of fairness related to node speed is intuitively explained in [13] for a V2I communication scenario. However, an unfairness problem due to relative speed exists in a V2V communication scenario. Figure 1 shows a simple case for three nodes communicating in a V2V mode. Node A moves with an average speed while node B moves with an extremely high speed. It can be seen that, after some time, node B will be out of the active communication range while A can still communicate with the sending node in the range. This shows a significant impact of relative speed in V2V communications. An effective MAC protocol should provide priority to node B to transmit before it moves out of the communication range.
In this paper, we propose a mobility metric to measure the impact of mobility at the MAC level. Then, we present a study of the performance of the IEEE 802.11p MAC protocol based on the defined mobility metric. The study focuses on the impact of the mobility factors and the respective MAC behavior. Moreover, we propose a new solution for adapting the protocol to the vehicular environment by providing different service priorities to nodes based on their mobility parameters. Numerical results show the significant impact of mobility on Each vehicle is equipped with a Global Positioning System (GPS) receiver that can determine its position and speed. Each vehicle maintains a list of its one-hop neighbors. Each node periodically broadcasts a HELLO message that includes its location and speed to the neighbors. All the neighboring nodes store the information for a certain time (e.g., 2-3 seconds [9] ). If a node does not hear any information from a previous neighbor for a while, that neighbor will be removed from the neighbor list. At the end of the broadcast period, each node calculates the total number of its one-hop neighbors, the average speed of itself and its neighbors, and the deviation of its speed from the average. The deviation from the average speed is used in the dynamic priority management in channel access (to be discussed in Section III). Time is partitioned into frames of a constant duration. Figure 2 shows the time frame for the periodic broadcasting and the IEEE 802.11p contention-based channel access period. At the beginning of a time frame, a cluster formation is performed. Each cluster is maintained by a clusterhead. A clusterhead broadcasts a message that assigns the mini-slots in the broadcasting period to the clustermembers. Every node that receives the clusterheads message knows its mini-slot, and is synchronized with the other clustermembers. Therefore, there are no collisions during the HELLO broadcasting period.
III. MAC ADAPTIVITY TO MOBILITY
Here, we present two priority channel access schemes based on vehicle mobility. Both schemes aims at optimizing the backoff mechanism in the MAC protocol by assigning dynamic contention window sizes based on node mobility parameters. The first scheme is a p-persistent carrier sense multiple access with collision avoidance (CSMA/CA) based backoff mechanism, while the second one is a dynamic priority management scheme based on node relative velocity.
A. Adaptation to the Number of Neighboring Nodes
To provide adaptivity to the number of neighboring nodes, we model the backoff procedure of the IEEE 802.11p as a p-persistent CSMA/CA. The main difference between the ppersistent 802.11 and the standard IEEE 802.11p protocol is only in the selection of the backoff interval. In the standard protocol, the backoff interval is binary exponential. However, in the p-persistent CSMA/CA, the backoff interval is based on a geometric distribution with a specific probability of transmission, p. Therefore, the probability that a node stays idle when having a busy medium is 1 − p. The p-persistent CSMA/CA provides very close approximation to the IEEE 802.11 [6] [7] [14] [15] , and the memoryless backoff property makes it suitable for the purpose of analysis.
Based on the geometrically distributed backoff, the probability of having a success after n failures of Bernoulli trials is
Accordingly, based on [6] and [7] , the expected value of the random variable X can be used to determine the average contention window size CW as
There are several important probabilities that we should consider. Consider that, at the beginning of a transmission, a node has probability p to transmit. We have
where M is the number of contending nodes. Then, the probability of a successful transmission, P s , and the probability of a collision, P c , are given by
In [6] , a virtual transmission time (V T ) is defined to be the time interval between two adjacent successful transmissions. It is possible to have a number of collisions in addition to one successful transmission, in a V T . Let T i denote the idle time during which no vehicle is transmitting, T s the time of successful transmission, and T c the total time of transmission collisions, within a virtual transmission time. Then, we have [15] 
For maximum system performance in terms of throughput, the value of V T should be minimized. Let L, D and δ denote the length of the packet, the DIFS time, and the slot time, respectively. Then
where W = L + D. By using basic algebra, we have
The optimal transmission probability p opt , which minimizes the value of E[V T ], can be obtained by equating the first derivative of E[V T ] with respect to p to zero. Given values of L, D, and M , p opt can be numerically computed.
In the proposed MAC protocol, the p opt value is used to tune the contention window size to reach the desired performance. To that end, each node that wants to transmit should already have the number of one-hop contending nodes, M . With p opt , suitable values for the minimum contention window sizes are assigned based on (2).
B. Adaptation to Vehicle Velocity
This proposed MAC scheme uses a relation between the relative speed and the level of service priority. Basically, the deviation of the node speed from the average speed of the neighbors is proportional to the level of channel access priority. In other words, the share of the channel time for a node with the average speed is reduced and that of a node with an extremely low or high speed is increased. In this way, we want to achieve better fairness in terms of how long each node shares the medium based on the estimated time it spends in the active transmission range.
For a cluster of M nodes contending for the channel, the share of node i accessing the channel is proportional to
, where p i is the transmission probability of node i. One way to relate the channel access time to the node velocity is to adjust the contention window size to provide service priority. For a transmitting node, i, with a velocity, V i , the deviation from the average speed, d, is given by
where V is the average speed of one-hop neighbors.
For simplicity in implementation, vehicles are categorized into different classes based on their speed deviations from the average speed, as given in Table I . Accordingly, each vehicle adjusts the values of the minimum and maximum contention window sizes, CW min and CW max , respectively. 
IV. PERFORMANCE EVALUATION
To evaluate the impact of mobility on the standard IEEE 802.11p and the proposed dynamic priority management schemes, simulations are performed using Network Simulator (NS2) [16] , version 2.31. The simulations are carried out for a 3-lane highway with a length of 5 km and a width of 10 m per lane. Vehicle velocity varies from 60 -120 km/h. Each vehicle has the same 802.11p MAC parameters. Vehicles move according to the freeway mobility model as described in [17] .
In all of our simulations, the simulation time is set to 100 s, and the transmission range of each vehicle is 250 m. Vehicles communicate in a V2V mode. Each vehicle transmits packets of 500 or 1024 bytes at a constant rate, 1.2 Mbps. The number of nodes contending for the channel in our simulation varies from 20 to 250. We set the parameters of the IEEE 802.11p at the MAC layer with time slot of δ=13 μs, and SIFS time of 32 μs.
For the evaluation of mobility impact, vehciles transmit packets of 500 bytes in a broadcast mode. For the evaluation of the proposed adaptive MAC schemes, each vehcile tranmsit packets of 1024 bytes to a destination vehicle that may not be a neighbor in a unicast mode. For the velocity adaptive MAC, the values for the speed deviation from average speed and the respective channel access priorities are given in Table  II . Accordingly, each node adjusts the values of CW min and CW max . 
A. Mobility and Performance Metrics
In order to study the mobility impact and network connectivity, we use the communication duration as a performance metric. We study the communication duration per node as a function of its relative speed and distance with the sender/receiver. For two vehicles i and j, the link distance l and relative speed v r are defined as
where v i and v j are the velocities of vehicles i and j respectively, and x i and x j are the x-axis (along the road) positions of vehicles i and j respectively. The PDR and the average number of retransmissions per packet are used to measure the network performance at the MAC level. These two measurements indicate the efficiency of the system by showing the ratio of dropped packets and the level of contention for channel access, respectively.
B. Evaluation of Mobility Impact
First, we evaluate the number of potential communication neighbors as shown in Figure 3 . It can be seen that the number of neighbors varies and does not follow a specific pattern. However, it is obvious that the distribution shifts to the right when the number of nodes increases. This indicates that, when the number of nodes increases, the connectivity of the network links increases.
For the effect of the relative speed between the vehicles on the channel access time, Figure 4 shows the accumulated fraction of channel access time for different node numbers and different relative speeds. It shows that most of the channel time is allocated to the nodes with relative speed less than 1 m/s, and then the access time decreases with very small fluctuations until it reaches zero with a relative speed higher than 17 m/s. Therefore, the channel access time is unfairly divided among the contending nodes according to their relative speeds. In contrast to the impact of the relative speed on the medium access, the distance between a transmitter and the receiver does not have such a huge impact as shown in Figure 5 . Once a node is in the transmission range of a sender/receiver, it is given a channel time that depends on other mobility factors. Figure 6 shows that the p-persistent MAC protocol results in a higher PDR than the IEEE 802.11p standard. Allowing different service priorities based on neighbor density shows obvious alleviation of the number of dropped packets. The average number of retransmissions in the proposed p-persistent MAC protocol is lower than that in the IEEE 802.11p, as in Figure 7 , in almost all the numbers of nodes. Therefore, the severity of contention on channel access is obviously reduced.
C. Evaluation of the Adaptive Schemes
For the velocity adaptive protocol, there is an improvement in the performance measures over the standard IEEE 802.11p MAC protocol with almost all the node densities, as can be seen in Figures 6 and 7 . However, the results reveal similar performance to that of the p-persistent MAC sceheme. The reason is that, both schemes provide larger backoff sizes based on the mobility of the vehicles. The p-persentent MAC increases the backoff windows size as the the number of onehop neighbors increases, while the velocity adaptive scheme increases the window size as the vehicle's relative velocity decreases.
V. CONCLUSIONS
In this paper, we evaluate the impact of mobility on the infrastructureless IEEE 802.11p MAC performance by investigating certain mobility factors. Simulation results show that relative speed has a significant impact on channel access at the MAC layer, disregarding the number of communicating nodes. In addition, the number of one-hop neighbors has a significant impact on the degree of contention. As a solution, we propose two dynamic priority schemes to reduce the severity of contention and improve the packet delivery. The first scheme provides priorities based on the number of neighboring nodes, while the second one assigns channel access priority based on the relative speed. Both schemes improve the network performance by reducing the number of dropped packets and the average number of retransmissions per packet.
