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第1章 はじめに
1.1 本研究の背景
インターネットが普及して以来，多くの人が気軽にインターネットを利用して情
報収集することができるようになった．また，文書群である記事もネット上に膨大
な量が存在している．そのため，膨大な量の記事データの中から素早くかつ網羅的
に目的の情報や記事を効率良く見つけ出す方法が必要である．
ユーザがWeb上にある目的の記事を探す場合，一般的にGoogle[1]やYahoo![2]
などの検索エンジンを使用する．しかし，検索結果の中にユーザの求めるページが
高い順位で表示されない問題 [3]が指摘されている．そして，複数の分野で使用さ
れるような検索クエリによっては検索結果である文書集合の中にユーザが必要とし
ない分野の記事が含まれてしまう．その場合，効率良く目的の記事を探すことが困
難となる．そのため，検索結果である文書集合を効率よく整理・検索する手法が必
要である．その手法として，第 2.4節で説明するようにページに順位を付けること
により，表示する順番を改良するランキング手法 [4][5][6] と検索結果をクラスタリ
ングする手法 [7][8][9][10][11] がある．しかし，ランキング手法では表示の順番を改
良するだけなので，元々の検索結果に不要な記事が含まれている場合はそのような
記事が混在する問題を解決できない．検索結果をクラスタリングする手法は，理想
的な分類ができた場合はユーザにとって最適なカテゴリの中のみを効率良く探すこ
とができるため，本論文ではその手法に着目する．もちろんユーザの望む分類でな
ければ見当違いのカテゴリを探してしまうため，効率的に目的の文書を探すことが
できない．文書分類において留意しなければならない点がある．それは，ユーザの
望む分類を行う際，分類結果は分類を行うユーザの目的・観点により異なってしま
うことである．つまり，ある単一の文書データは観点が異なると分類されるクラス
が異なる場合がある．その場合ユーザが考える分類とシステムによる分類に差異が
でき，その差異部分に含まれる文書データはユーザの情報検索の阻害や見落とし
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を発生させると考えられる．そして，ユーザの分類例を教師データと考えた場合，
第 2.4.2項で説明する検索結果のクラスタリング手法 [7][8][9][10][11] は教師無し分
類とみなすことができる．そこで，ユーザによる文書分類例から教師データとなる
観点を求め，それをテキスト分類に反映させることでユーザの望む教師有り分類を
行う．
1.2 本研究の目的
本論文では，ユーザの観点とはユーザが文書分類の際に用いる無意識下の指標で
あると考える．そのため，ユーザがテキスト分類を行う際の観点を求めるには観点
を明示的に表現することが望ましいが，ユーザの観点は人の感覚に依るところが大
きいためそれは困難である．そこで，本論文では観点の特徴は分類結果である教師
文書中の単語の分布に現れると考え，単語ごとに観点に対する寄与度を定めること
により近似的に観点を表現し，分類の指標に用いる．その観点を表す寄与度を行列
分解を使用した文書分類手法に導入することで，ユーザの観点を文書分類に反映
し，ユーザが目的のカテゴリに絞って目的の文書を効率よく検索することができる
ことを目指す．
本論文では特に，（１）観点の特徴を抽出し分類に反映することでユーザが望む
精度の良い分類を行うこと，（２）ユーザの負担が小さくするため少ない教師デー
タで十分な精度の分類を行うこと，（３）計算こすとが少ないこと，の三つの点を
考慮してユーザの観点に沿った分類を行う．
まず，観点の特徴はユーザが各クラスに分類するのに寄与した単語の分布に現れ
ると考えた．そこで，ユーザが実際に分類した例から各クラスに対する単語の寄与
度を観点抽出手法で算出し，観点行列にまとめる．実際に寄与度は各クラスにおけ
る各単語の出現頻度を用いて算出する．その寄与度の算出法は様々な方法が考えら
れるため，どの手法がうまく観点の特徴を捉えるか実際に分類手法へ導入して比較
検証する．まず，クラスタ内で単語の特徴量の平均値を寄与度とする手法が考えら
れる．しかし，この手法では一部のサブクラスのみに現れる特徴が埋没してしまう
ため，サブクラスの特徴を捉えるためには，クラス内で単語の特徴量の最大値を寄
与度とする手法も考えられる．さらに，複数のクラスで多くの出現する単語は特定
のクラスへ分類するのに寄与しているとは言えないので，当該クラスと他クラス
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の比を寄与度とすることもできる．そこで，これらを組み合わせた４通りの観点抽
出手法（EM-1，EM-2，EM-3，EM-4）を提案し，比較実験によりその効果を検証
する．
次に，観点抽出手法で算出した観点の特徴を文書分類に反映するために，NMF[12][13]
などの行列分解を利用した文書分類へ観点行列を導入する 2つの分類手法（NMF-
DV，NMF-IV）を提案している．NMF-DVは観点行列を行列分解式の基底行列部
分に代入し特徴行列を算出する．NMF-IVはNMFにおける基底行列の初期値に観
点行列を導入している．
さらに，単語と熟語を素性として同時に利用することで分類性能の向上を目指し
たMRNMF-Nを提案している．MRNMF-NはNMF-IVに多重解像度NMF[14]の
手法を追加した手法である．このときの多重解像度NMFでは単語を素性とした文
書ベクトルを高解像度データ，bigramを素性とした文書ベクトルを低解像度デー
タとしている．
また，語義の曖昧性 [16]を無視した場合，複数の文書に出現する単語がそれぞれ
の文書で異なった意味で使用されていたとしても一つの素性として扱ってしまう．
その際，文書分類では，多義語はクラスタリングにおける特徴として十分に機能し
ない恐れがある．これは，各クラスにおいて語義の重要度が異なるが，単語の意味
による判別が出来ないからである．そのため，本論文では文書分類部分において多
義語に対する曖昧性の解消を伴った多重解像度NMFを提案している．
実験では，実際に文書データを分類することで，提案手法と既存のNMF，その
他のNMF手法 [15]やNMF以外の手法 [17]との比較を行う．
1.3 論文構成
本論文の構成を以下に示す．
• 第 2章 文書分類
知識ベースによる分類手法，本論文で使用している機械学習による分類手法，
文書分類における前処理技術，検索結果の表示手法と具体的な分類手法につ
いて述べる．
• 第 3章 非負値行列因子分解
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非負値行列因子分解 (NMF)を用いた従来の文書分類手法について述べる．
• 第 4章 NMFを用いたクラスタリングの関連研究
NMFによるクラスタリングついての関連研究について述べる．
• 第 5章 提案手法 - 観点抽出 -
観点と観点を表す寄与度を算出する手法について述べる．
• 第 6章 提案手法 - 観点行列を用いた文書分類 -
第 5章で算出した観点行列を導入した文書分類手法について述べる．
• 第 7章 実験
実験や評価方法について説明し，実際に評価実験を行い、その考察について
述べる．
• 第 8章 おわりに
本研究のまとめと今後の課題について述べる．
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第2章 文書分類
多くの他の人工知能のタスクと同様に，テキスト分類には二つのアプローチがあ
る．一つは知識工学 (knowledge engineering)的なアプローチで，カテゴリに対す
る専門家の知識を宣言的，あるいは手続き的な分類ルールの形で直接システムに
コード化しておくものである．もう一つは機械学習（Machine Learning)的なアプ
ローチで，あらかじめ分類済みの事例集合から学習を行う汎用的な帰納プロセスが
分類器を構築するものである [17]．本章では，知識ベースによる文書分類と機械学
習による文書分類について述べる．また，本論文の分類手法では知識ベースではな
く機械学習による文書分類を行う．
2.1 知識ベースによる文書分類
文書分類に対する知識工学的なアプローチでは，手作業による分類ルールの作成
が中心となる．対象領域の専門家が，あらかじめ与えられたカテゴリにラベル付け
されるべき文書の十分条件の集合を定義する．この分類ルールの設定は，全て手作
業で作成しなければならないため時間と労力がとても掛かる．
ここでは，テキスト分類に対する知識工学的アプローチの例を一つだけ挙げる．そ
れは，カーネギーグループ社によってロイター社向けに作られた有名なCONSTRUE
システム [18]である．CONSTRUEシステムで使われる典型的なルールは次のよう
なものである．例に挙げるルールは卓球カテゴリか否かを判断するものである．
 
IF((ラケット ＆ 室内) or
(テーブル ＆ 球技) or
(ネット ＆ 室内　＆　球技) or
(ラケット ＆ ラバー) or
(ラケット ＆ 球技 ＆ ¬コート ))
then 卓球
else ¬卓球
 
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CONSTRUEシステムは，ロイター文書集合の小さな部分集合上でテストした場
合には，適合率と再現率が同時に 90%を達成したと報告されている．しかし，ルー
ル作成に長い時間がかかるため，高性能な機械的アプローチの方法が必要である．
2.2 機械学習による文書分類
機械学習によるアプローチでは，あらかじめ分類済みの訓練用文書集合を用いて
カテゴリの性質を学習させることで，分類器を自動的に構築する．分類器は，訓練
集合上で正しいカテゴリ割当を行う既知の関数を用いて処理されるため教師あり学
習を行う．教師なしの処理はクラスタリング (clustering)と呼ばれる．
機械学習による文書分類には様々な手法があるが，本論文では，第 2.5.1項では
Naive Bayesについて，第 2.5.2項では Support Vector Machineについて，第 2.5.3
項では多項ロジスティック回帰分析について，そして，第 3章でNMFについて述
べる．
2.3 文書分類における前処理技術
自然言語処理における機械学習による文書分類はベクトル空間モデルで各文書を
ベクトルとして表現し分類処理を行う．文書ベクトルを作成するためには，各文書
から素性ごとの特徴量を計算する必要がある．その時に用いる技術について以下で
述べる．
2.3.1 特徴抽出
本論文で利用する特徴量は文書中の各名詞と動詞のTF-IDF値を使用している．
TF-IDF値については 2.3.2.2節で詳しく述べる．TF-IDF値を求める前に文書を単
語毎に分ける必要がある．そこで，単語毎に文書を分割するには形態素解析という
手法を使用する．
2.3.1.1 形態素解析
形態素 (morpheme)とは，意味を担う最小の言語要素のことである．そして，コ
ンピュータで形態素を自動的に制定する処理のことを形態素解析 (morphological
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analysis)と呼ぶ [19]．形態素解析には，単語分割，読み振り，品詞付けといった基
本的な機能があり，文章を意味のある単語に区切り，辞書を利用して品詞や内容を
判別することができる．これはかな漢字変換や，機械翻訳などに用いられる．
形態素とは，文書の要素のうち，意味を持つ最小の単位である．日本語におい
て “私はあの公園で遊んだことがある” では，“私”，“は”，“あの”，“公園”，“で”，
“遊んだ”，“こと” ，“が”，“ある” がそれぞれ形態素に当たる．この時，“遊”，“
ん”，“だ” などの一文字では，それのみでは意味を持たないため，形態素とは呼ば
ない．英語では原則として文章を単語ごとに区切って書く（分かち書き）ため，形
態素ごとに分割することは容易である．
一方，日本語では単語ごとに区切らず続けて書くために，形態素ごとの分割が難
しい．例えば，かな漢字変換の場合には，ひらがなのみで与えられた文章を区切る
必要があるが，これは辞書を引きながら，いろいろな区切り方を試していくことに
なる．
この時，辞書にある名詞を形態素として区切ったり，前後の品詞を見て文法的に
おかしい区切り方は省くなどの処理をするが，複数の解釈が可能な文章もあり，区
切り方を一意に決定することはなかなか難しい．特に長文になるほど区切り方の解
釈が複雑になるため，ユーザの意図しない漢字変換をしてしまうことが増える．
日本語用の形態素解析システムは各社のワープロソフトやかな漢字変換ソフト
（IME)などに内蔵されているほか，単体のソフトとしてはフリーソフトウェアの
Chasen（茶筅）やMeCab（和布蕪）などが有名である．最近では，Java製の比較
的新しい形態素解析器としてKuromojiなどもある．
2.3.1.2 MeCab
MeCabは，京都大学情報学研究科-日本電信電話株式会社コミュニケーション科
学基礎研究所共同研究ユニットプロジェクトを通じて開発されたオープンソース形
態素解析エンジンである．
MeCabは言語，辞書，コーパスに依存しない汎用的な設計がとられている．パラ
メータの推定にConditional Random Fields（CRF)を用いており，ChaSenが採用
している隠れマルコフモデルに比べ性能が向上している．また，平均的にChaSen，
Juman，KAKASIより高速に動作する．
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2.3.2 文書ベクトル
2.3.2.1 ベクトル空間モデル
ベクトル空間モデル (vector-space model)[20] は対象となるデータの個々の特徴
量を要素とする多次元ベクトルで表現する．各ベクトルでの類似度 (similarity) を
定義することにより，問い合わせと類似したものを探し出す方法である．
いま，比較対象の特徴として n 個の属性が備わっており，i 番目の属性をwi と
する．そして j 番目の文書データをベクトル ~Djと表現する．これらのベクトルが
線形独立であれば，n 次元のベクトルが定義できる．このように定義されたベクト
ルにおいて，j 番目のデータの特徴ベクトルは
~Dj = (dj1，dj2，dj3，· · ·，djn) (2.1)
のように表すことができる．ここで，dji は j番目データの ~Dj における i番目の要
素であり，その属性値がwdjiである．
各文書と同様に問い合わせも，またベクトルで表される．n 次元のベクトル空間
に対するその問い合わせベクトル ~Q は
~Q = (q1，q2，q3，· · ·，qn) (2.2)
のように表される．ここで，qi は問い合わせベクトルの ~Q における i番目の要素
であり，その属性値がwqiである．
比較は比較対象の特徴ベクトル ~D と問い合わせベクトル ~Qの類似度を計算する
ことにより行われる．
2.3.2.2 TF・IDF
文書を探すために，文書と単語の関連性の数値演算を行い，その値の高いものを
候補とする．そこで用いられる評価値は文書中には重要な単語がどれくらい多く含
まれているかを表している．文書中の単語がどの程度重要であるか重み付けに用い
られているのが以下に述べるTF・IDF法である．
この手法は次の 2つの性質に注目している．
1. 文書に高い頻度で現れる単語は重要である
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2. 少ない数の文書にしか現れない単語は重要である
まず，単語出現頻度 (Term Frequency: tf)を考える．単語 t が文書 d に高い頻
度で現れるなら，t は d を良く特徴付ける．この考えによる尺度が単語出現頻度，
tf(term frequency)である．ある文書 dにおける単語 tの出現頻度 tf(d，t)は次式で
定義される．nt,dは文書 d内での単語 tの出現数，
∑
k nk,dは文書 d中の前単語数で
ある．
tf(d，t) = nt,d∑
k nk,d
(2.3)
次に，文書出現頻度 (Document Frequency: df)を考える．tf が大きいというの
は重要な性質だが，それだけでは十分に文書を特徴付けることはできない．例え
ば，日本語文書で「は」という助詞はどんな文書でも高い頻度で現れるが，特定の
文書を特徴付けないことは明白である．そこで，単語 t が検索対象となる文書集合
のうちの少数の文書にしか現れないという性質が重要である．そこで，文書出現頻
度 df(t)は単語 tの出現する文書数とする．
df(t) が小さいことが単語 t の文書を特徴付ける能力が高いことを表すので，実
際にはこの逆数を log と文書集合中の文書総数 N による正規化した idf(inverse
document frequency)を用いる．
idf(t) = log
N
df(t)
+ 1 (2.4)
単語 t について，その単語が文書内に出てくる回数とそれが全文書内に占める割
合の積を計算することで，その単語の重要性と，その出現頻度によって文書の重要
性を表すことできる．すなわち tf が大きく，df が小さいならば，単語 t は文書 d
を真に特徴付けるといえる．この考え方を数値の尺度として表現したのがTF・IDF
値である．つまり，文書 dにおけるキーワード tの重みTF・IDF値は式 (2.5)で求
まる．
文書 dにある単語 tの TF・IDF 値 = tf(d，t)・idf(t) (2.5)
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2.3.2.3 N-gram
N-gramとは文字あるいは形態素，または品詞情報がN個つながった組合せのこ
とである．例えば，「国境の長いトンネル」という文字列を，N = 2で文字を単位
として区切ると，図 2.1(a)の組合せになる．最初に [国-境]の 2文字のペア，次に 1
文字右に移動して [境-の]の 2文字のペアとなり，以下同様にして，最後に [ネ-ル]
の組合せとなる．なお，N が 2の場合はバイグラム (bi-gram，bigram)といい，N
が 3の場合はトライグラム (tri-gram，trigram)という．
形態素単位で分割し，Nを 2に取るならば，図 2.1(b)の組合せとなる．また，品
詞情報でバイグラムを作れば，「国境」は名詞，「の」は助詞，「長い」は形容詞，そし
て「トンネル」は名詞と判断されるので，バイグラムは図 2.1(c)の組合せとなる．
  	
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図 2.1: bigram
2.3.2.4 ベクトル間の類似度
先に述べたように，ベクトル空間モデルにおいて，ベクトルの比較を行うために
はベクトル間の類似度を定義しなければならない．類似度の尺度としては様々なも
のがあるが，ここではベクトル間の余弦を用いた手法を採用する．
• 類似度
余弦の値を利用して類似度を求める．j番目データの特徴ベクトルDj と問い
合わせベクトルQ の類似度 sim(Dj，Q) は以下のようになる．
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sim(Dj，Q) =
~Dj · ~Q∣∣∣ ~Dj∣∣∣ ∣∣∣ ~Q∣∣∣
=
∑n
i=1(djiqi)√∑n
i=1(dji)
2
∑n
i=1(qi)
2
(2.6)
sim(Dj，Q) の値の範囲は 0 以上 1 以下であり，1に近づくほど類似度が高く
なる．
2.4 検索結果表示手法
インターネット上の記事などを検索するには，GoogleやYahoo!などの検索エン
ジンを利用するのが一般的であるが，検索結果の中にユーザの求めるページが高い
順位で表示されない問題 [3]が指摘されている．
その問題を解決するための様々な手法が提案されている．その一つが第 2.4.1項
で説明するランキング手法による表示手法である．これは検索結果の各Webペー
ジに対して重要度によるランキングを計算し順位の高いページから表示する手法で
ある．また他の手法として第 2.4.2項で説明する検索結果をクラスタリングで表示
する手法がある．
2.4.1 ランキング手法による表示
ランキング手法とは検索結果である各Webページの表示される順番をユーザが
求めるWebページが上位に表示されるように順位付けする手法である．この手法
の代表的な方法として PageRank[4][5]やHITS[6]がある．
PageRankは「Webページは，他の重要なページからリンクされているページは
重要である」というポリシーに基づき各ページに得点を付け順位付けを行う．
HITSでは権威とハブとを定義している．権威とはそのページがリンクされてい
るページ数のことであり，ハブとはそのページがリンクしているページ数のことで
ある．そして，このHITSは「ページは，良い権威を指しているなら，良いハブに
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なり，良いハブから指されているページなら良い権威となる」というポリシーに基
づき各ページに権威得点とハブ得点を付け順位付けを行う．
2.4.2 検索結果のクラスタリング表示
検索エンジンの検索結果をユーザが利用しやすいように，グループに分類して
表示することで，ユーザは効率良く目的の文書を探すことができるようになる．ま
た，ランキング手法による表示手法では，使用する検索クエリによってはユーザが
意図しない種類のページが混在した状態の検索結果になる場合がある．それに比べ
て，検索結果を分類して表示する方法はユーザは求める種類のカテゴリ内の検索結
果のみを探すことができるという利点がある．
検索結果を分類して表示する方法 [7][8][9][10][11] は多く提案されている．その内
のいくつかの手法を説明する．実際に公開されている検索エンジンにはCarrot2[25]
などがある．
既定のカテゴリによる手法
安形らは日本十進分類法 (NDC)[26] やYahoo![2] のカテゴリなどの既定の
カテゴリ名を使用して文書ベクトルの類似度による分類を行った [7]．
学習フェーズではすでに日本十進分類法で分類されている文書を用いて各
カテゴリに対する各単語の重みを学習する．分類フェーズでは，Webページ
の文書に対して形態素解析を行い，形態素をもとに特徴ベクトルを算出し，
Webページの特徴ベクトルと各カテゴリの特徴ベクトルの類似度による自動
分類を行っている．
多視点クラスタリング
松村らは多視点クラスタリング [8]という手法を提案している．松村らは
「ユーザの検索意図や検索対象に対する理解度に対して適切となるような検
索結果の表示のされ方」を 1つの「視点」として定義している．そして，ク
ラスタの構造は変更せずにクラスタのラベルを切り替えることで，ユーザが
検索結果クラスタを複数の視点で閲覧可能としている．
ラベリング手法として手法 1～手法 4の 4つを提案している．手法 1のラ
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ベルはクラスタ内文書のいくつかに共通して出現し，Web上で使用頻度が高
い単語としている．手法 2のラベルはクラスタ内文書のいくつかに共通して
出現し，Web上で使用頻度が低い単語としている．手法 3のラベルはWeb上
で使用頻度が低く，検索クエリに対する検索結果集合中では使用頻度が高く
なる単語としている．手法 4のラベルはWeb上で使用頻度が高く，検索クエ
リに対する検索結果集合中では使用頻度が低くなる単語としている．
2.5 分類手法
ここでは，提案手法の分類手法と比較を行うNMF以外の 3種類の分類手法とつ
いて述べる．
2.5.1 Naive Bayes
ナイーブベイズ (NB：Naive Bayes)[17]は確率に基づいた分類器の一つである．
ナイーブベイズによる分類器は，文書 dがカテゴリ cに属する確率 P (c|d)をベイ
ズの定理に適用して計算し求める手法である．
P (c|d) =
P (d|c)P (c)
P (d)
(2.7)
周辺確率 P (d)はカテゴリによらず一定なので，必ずしも計算する必要はない．
しかし，P (d|c)を計算するためには，文書 dの構造について何らかの仮定を置く必
要がある．索引語数 n個である文書 dの特徴ベクトルを d = (w1, w2, · · · , wn)とす
るとき，最も一般的な仮定は，すべての索引語の特徴量は独立であるというもので
ある．従って，式 (2.8)が成り立つ．
P (d|c) =
∏
i
P (wi|c) (2.8)
この仮定から得られる分類器をナイーブベイズ分類器と呼ぶ．単純な分類器，つ
まりナイーブなベイズ分類器と呼ばれる理由は，座標を表す全ての索引語の特徴が
独立であるという仮定が厳密に検証されておらず，そして明らかにその仮定は偽で
あることも多いからである．しかし，各要素が独立ではなく何らかの依存関係があ
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ると仮定した確率的モデルを使用する試みは，これまでのところ性能面で目立った
改善をもたらしてはいない．ナイーブベイズ分類器のこの意外な頑健性については
一定の理論的検証が，Domingos and Pazzani(1997)で述べられている．
2.5.2 Support Vector Machine
サポートベクターマシン (SVM：Support Vector Machine)アルゴリズムは，テ
キスト分類問題に対して非常に高速かつ効果的である．
幾何的に言えば二値分類を目的とした SVMは，素性空間内でカテゴリの正例，
負例を表す点を分離する超平面とみることができる．分類超平面は学習により，既
知の正例と負例を最大マージンで分類するような一意に決まる超平面が選ばれる．
マージンとは，超平面と，正例と負例の点集合の中でその超平面に最も近い点との
距離である．図 2.2は，2次元における最大マージン超平面の例である．



図 2.2: 二値線形 SVM
単純な SVMにおいて，SVM超平面はサポートベクター (support vector)と呼ば
れる訓練事例の中の比較的小さな部分集合だけで完全に決定される．それ以外の訓
練データは，最終的な分類器にまったく影響しない．つまり，特異な値が学習デー
タに含まれていても，その特異なデータが分離超平面の計算に使用されない場合が
あり，過学習を避けることができる．この点に関して，SVMアルゴリズムは様々な
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カテゴリ分類アルゴリズムの中で独特な性質であり，重要な優位性を持っている．
であるといえる．SVM分類器は，素性空間の次元に関係なく良い性能を示す．ま
た，パラメータの調節も必要ない．
2.5.3 多項ロジスティック回帰分析 (MLR)
回帰分析とは，独立変数と従属変数との相関関係などを分析する手法である. 例
えば，変数 yと変数 xの 2変数があり，この 2変数が関数 f により y = f(x)など
のように定量的な関係を持つことを分析する事である．この時，関数 f が
f(x) = αx+ β (2.9)
であったり，xが n次元のベクトルで関数 f が
f(x) = α0 + α1x1 + α2x2 + · · ·+ αnxn (2.10)
のように線形モデルで表せる場合は線形回帰という．特に，式 (2.9)のように独立
変数 x一つと変数 yとの関係を表すモデルを単回帰分析，式 (2.10)のように複数の
独立変数で表すモデルを重回帰分析という．
この回帰分析を文書分類に用いる際には，独立変数 xを各文書の特徴ベクトルで
ある文書ベクトルとし，従属変数 yを各クラスタへの確率変数と考える．単純に式
(2.10)の線形回帰分析で文書分類を考えた場合は，事前に教師データを使用して各
係数 αを学習することで各クラスタへの分類器を作成することも可能である．
回帰分析の一つにロジスティック回帰分析 (logistic regression)がある．このロジ
スティック回帰分析は多変量を対象にした線形回帰分析の一種である．
文書分類を目的にロジスティック回帰分析を説明する．ある文書を表す文書ベク
トルが x = (x1, · · · , xn)であり，その文書がクラスタAである確率 pを式 (2.11)の
関数 F でモデル化する．
p(x) = Pr{クラスタA|x1, x2, · · · , xn} = F (x1, · · · , xn) (2.11)
ここで，独立変数である文書ベクトル xの各要素を線形モデルで合成した合成変
数 qと，その合成変数 qを用いたロジスティック関数を考えるとそれぞれ式 (2.12)
と式 (2.13)になる．
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q = β0 + β1x1 + β2x2 + · · ·+ βnxn (2.12)
F (q) =
exp(q)
1 + exp(q)
=
1
1 + exp(−q)
(2.13)
式 (2.13)のロジスティック関数を用いてモデル化したものが式 (2.14)である．
p(x) = Pr{クラスタA|x1, x2, · · · , xn} = exp(q)
1 + exp(q)
=
1
1 + exp(−q)
(2.14)
この時，図 2.3のように，範囲が 0～1の確率 p(x)が範囲が −∞～∞である合
成変数 qのロジスティック関数でモデル化したものがロジスティック回帰モデルで
ある．
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図 2.3: ロジスティック関数
式 (2.14)を整理すると，重回帰モデルである式 (2.15)になる．
log
p(x)
1− p(x)
= β0 + β1x1 + β2x2 + · · · βnxn (2.15)
このクラスタAである確率 qを求めるモデルの場合は 2値分類である．3つ以上
のクラスタに分類する場合は多項に拡張した多項ロジスティック回帰分析を用いる．
例えば，3つのクラスタに分類する場合を考える．クラスタの種類をA，BとCと
し，それぞれへの確率を pA，pBと pC とする時，多項ロジスティック回帰分析は式
(2.16)と式 (2.17)になる．
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log
(
pA
pC
)
= αA + β1Ax1 + β2Ax2 + · · ·+ βnAxn (2.16)
log
(
pB
pC
)
= αB + β1Bx1 + β2Bx2 + · · ·+ βnBxn (2.17)
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第3章 非負値行列因子分解
本研究では，文書分類に非負値行列因子分解を用いるため，この章では非負値行
列因子分解について述べる．本論文の以降では非負値行列因子分解を英語表記の略
称であるNMFと表記する．
3.1 非負値行列因子分解（NMF）
3.1.1 NMFの概要
NMF[12]とは，Non-negative Matrix Factorization の略であり，第 2.3.2節で説
明したベクトル空間モデルで表現されたデータを次元縮約することで，クラスタ
リングを行う．文書クラスタリングにおいてNMFは式 (3.1)のようにm個の文書
データと n個の索引語から作られる n×mの索引語文書行列Xを n× kの基底行
列 U と k ×mの特徴行列 V T の積の形に分解することにより文書データを次元圧
縮することができる．ここで，kはクラスタ数である．
X = UV T (3.1)
NMFでは行列X，U と V の各要素は非負値である．U は索引語を特徴量とす
る各クラスタの基底ベクトルを表し，V T は各文書と各クラスタの関連度を表して
いる．
つまり，n次元の文書データである索引語文書行列X が k次元の文書データで
ある特徴行列 V T へと次元圧縮される．NMFを文書クラスタリングへ適用する際
には次元圧縮後行列である特徴行列 V T を利用する．特徴行列 V T の h行目の要素
の値が，各文書と h番目のクラスタとの関連度の大きさを表している．そのため，
i番目の文書データのクラスタは式 (3.2)で得られる．そのため，式 (3.2)のように
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図 3.1: NMFによる行列分解
関連度が一番大きいクラスタに i番目の文書データを分類することができる．ここ
で，vihは行列 V の i行 h列の要素を表す．
argmax
h
vih (3.2)
基底行列Uと特徴行列 V への分解はNMFの目的関数である式 (3.3)の Jを最小
にするような基底行列 U と特徴行列 V を推定することで求まる．
J = ||X − UV T ||F (3.3)
そして，ラグランジュの未定乗数法を用いて式 (3.3)の J を最小にする基底行列
U と特徴行列 V の乗算型更新式を求める．rを反復更新の更新回数として式 (3.4)，
(3.5) のように表される．
v
(r+1)
ij ← v
(r)
ij
(XTU)ij
(V UTU)ij
(3.4)
u
(r+1)
ij ← u
(r)
ij
(XV )ij
(UV TV )ij
(3.5)
ここで，u(r)ij と v(r)ij はそれぞれ更新回数 r回目であるU と V の i行 j列の要素を
表し，(X)ijは行列Xの i行 j列の要素を表す．
また，各繰り返し後には発散を防ぐためと各基底を単位ベクトルにするために基
底行列 U を以下の式 (3.6)に従い正規化を行う．
uij ←
uij√∑
i
u2ij
(3.6)
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通常，基底行列Uと特徴行列 V の初期値U (0)と V (0)はランダムな値を与えるこ
とで作成される．
3.1.2 NMFのアルゴリズム
NMFによる文書クラスタリング 
1. 索引語文書行列Xを入力
2. 初期値 v(0)ij ，u(0)ij を乱数で与える
3. 式 (3.4)，(3.5)により v(r)ij ，u(r)ij を更新
4. 一定回数まで 3.を繰り返す
5. 式 (3.2)で各文書のクラスタを判定
 
3.1.3 NMFの問題点
初期値に関する問題点
NMFでは，U (0)と V (0)の値によって，最終的に得られる U (R)と V (R)は
大きく異なる．ここでRは最大更新回数とする．つまり，V (R)はクラスタリ
ング結果を表しているため，クラスタリング結果は初期値U (0)と V (0)に依存
していると言える．
ここで，新納等が提案しているピンポン型クラスタリング [21][22]の結果
から，新納等が提案しているピンポン型クラスタリング [21][22]はNMF以外
のクラスタリング手法と NMFの繰り返しにより NMFにおける初期値を洗
練させているとみなすことができる．その結果，高いクラスタリング精度が
可能となっている．それにより，初期値U (0)により精度の高い初期値を与え
ることで，より精度の高いクラスタリング結果を得ることができると期待で
きる．また，NMFの初期値の設定方法として堀田らが提案している特異値分
解を利用した手法 [23]などもある．
局所解に関する問題点
NMFでは，式 (3.4)，(3.5)による繰り返しでは式 (3.3)の J に対する局所
最適解に収束するが，文書分類の観点からみると最適解であるとは限らない．
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つまり，NMFによる文書クラスタリング [13]はある程度の成果が確認できる
が，その繰り返しによる収束した結果である局所解が必ずしもユーザが望む
分け方としての良いクラスタリング結果であるとは限らない．なぜなら，式
(3.4)，(3.5)の目的は式 (3.3)における J を最小にするであるのに対し，初期
値が異なるクラスタリング結果を比較すると Jの小さい方が必ずしも良いク
ラスタリング結果であると判断できないからである．
そのため，精度の良い分類のためには既存NMFの目的関数を改良するこ
とで，繰り返しによるクラスタリング結果がなるべくユーザの望む分け方と
しての最適なクラスタリング結果に近づくような目的関数にする必要がある．
3.2 NMF-I：初期値に対する制約
NMFでは第 3.1節で挙げたように収束結果が初期値U (0)と V (0)に依存するとい
う問題が存在する．一般的にはNMFでの初期値は乱数で与えるが，単純な乱数で
はクラスタリング結果が悪い局所解に収束するような初期値となる可能性がある．
そこで，Uの初期値に教師制約を追加することで良好な初期値による更新を行い分
類性能の向上を図る．
まず既知である教師文書ベクトルの各クラスタにおける平均ベクトルを求め，そ
れを平均教師ベクトルとする．その平均教師ベクトルを各クラスタ毎に並べ基底と
した初期基底行列Usを考えた場合，NMFでの理想的な文書分類がなされた場合の
基底行列の収束値は Usに近いものであろうとの期待に基づき，この初期基底行列
Usを教師ありNMFにおける基底行列 U の初期値とする手法を以前提案した [24]．
初期基底行列 Usは式 (3.7)で与える．
Us = Xtrain(V
T
train)
+ (3.7)
ここで，教師データ数を tとした時，Xtrain(n行 t列)は教師データのみの教師文
書行列であり，V Ttrain(k行 t列)は各文書の正解クラスタに対応する要素を 1として
それ以外の要素を 0とした教師特徴行列である．また，“+”は擬似逆行列である．
初期基底行列UsをU の初期値U (0)として既存NMFと同様の更新式を実行する
手法を，以降はNMF-I，(NMF with Initial basis value by training data)と呼ぶ．
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3.3 NMF-S：局所解に対する制約
第 3.1節で挙げた局所解に関する問題に対処するため，既存NMFの目的関数に
既知である教師データに対する分類が成功する目的を追加し多目的の最適化を行う
手法を以前提案した [24]．
NMFでは特徴行列 V がクラスタリング結果を表している．そのため，教師デー
タが全て正しいクラスタへと収束しているクラスタリング結果を表す教師特徴行列
Vsを考えた場合，クラスタリング結果である V を Vsに近づくような方向が，教師
データに対する分類が成功する方向であると考えられる．そこで，クラスタリング
結果を表す V を教師特徴行列 Vsに近づけるような教師制約を追加する．
この手法をNMF-S，(NMF with Supervised constraint)と呼ぶ．NMF-Sでは式
(3.8)を目的関数とする．
Js = ||X − UV
T ||2 + µ||L ∗ (Vs − V )||
2 (3.8)
ここで，(Vs)ij は既知データであり正解クラスタならば 1，既知データであり正
解でないクラスタか未知データならば 0とする．そして行列 L(m行 k列)は既知
データならば 1，未知データならば 0とする．また “∗”は要素毎の乗算とし，µは
教師制約項に対する重みである．
そして，ラグランジュの未定乗数法を用いて式 (3.8)の Jsを最小にする基底行列
U と特徴行列 V の新たな乗算型更新式を求める．U の更新式は既存の式 (3.5)と同
じで，V の更新式は式 (3.9) となる．
v
(r+1)
ij ← v
(r)
ij
{XTU + µ(L ∗ Vs)}ij
{V UTU + µ(L ∗ V )}ij
(3.9)
さらに，NMF-Sでは更新毎に特徴行列 V を以下の式 (3.10)に従い正規化を行う．
これは，特徴行列 V の各要素である文書と各クラスタの関連度に上限を付け効率
的に教師データを正しいクラスタへ収束させるためである．
vij ←
vij√∑
j
v2ij
(3.10)
NMF-Sの教師制約により既知である教師データが正しいクラスタへと収束する
方向へも収束方向を多目的に最適化されると，教師データが正しいクラスタへ収束
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するのに影響されて間接的に未知データも正しいクラスタへ収束するのではないか
と期待された．この期待は以下の理由に基づくものである．NMFにおいて基底行
列 U と特徴行列 V の更新式はお互いに影響している．そのため，V の教師部分な
どの一部分が理想的な値に近づけば各クラスタの基底ベクトルである基底行列 U
も理想的な値に近づくと考えられる．さらに各クラスタの基底ベクトルが理想的な
値に近づくと未知データに関してもよりよいクラスタリング結果に収束すると考え
られる．以上が先ほどの期待に対する理由である．
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第4章 NMFを用いたクラスタリン
グの関連研究
この章ではNMFを用いた分類手法に関連した研究について述べる．
4.1 ピンポン型文書クラスタリング
ピンポン型クラスタリング [21]ではまずNMFにより，あるクラスタリング結果
を導く．次に LBRによりそのクラスタリング結果を改善する．改善されたクラス
タリング結果を利用して，NMFの初期値となる行列 V0とU0を作成し，NMFを実
行する．この処理を繰り返す．
4.1.1 LBR
LBR[21][22]はグラフスペクトル理論を用いたクラスタリング手法であるMcut
の結果を修正する目的で提案された．グラフスペクトル理論を用いたクラスタリン
グ手法では，その結果に「ねじれ現象」と呼ばれる不具合が生じることがあり，そ
れを解消するために提案された手法が LBR である．
4.2 Hybrid Method
Hybrid Method[27]は NMFの初期値である V0に乱数ではなく，pLSIによるク
ラスタリング結果をNMFの初期値として与える．
これは，NMFのクラスタリング結果が初期値である V0とU0に大きく依存する
ためである．つまり，初期値に乱数を与える標準の使い方では，あまり精度の良く
ないクラスタリング結果にしかならない．そこで，pLSIによるクラスタリング結
果を用いることで，NMFの初期値を整理する．
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4.3 Semi-Supervised NMF
Semi-Supervised NMF(SSNMF)[15]はH.Lee等が提案した半教師ありNMFであ
り，3.1.3節で挙げた目的関数に関する問題を解決する手法の一つである．そのた
め，既存NMFの目的関数に対して，我々とは異なる教師情報を含んだ制約項を追
加することで多目的の最適化を行なっている．SSNMFにおける目的関数を式 (4.1)
に示す．
Jss = ||X − UV
T ||2 + λ||L ∗ (Y −WV T )||2 (4.1)
式 (4.1)において Y は教師データの正解クラスタがラベル付けされた k × mの
ラベル行列であり，教師データの正解クラスタを 1としそれ以外を 0としている．
W は k × kの第二項目における基底行列であり，クラスタ間の関係を表している．
そして，Lは式 (4.2)のように教師データのみを制御するための k × mの重み行列
である．また，λは第二項目に対する重みである．
Lij =


0.001 if Yij = 1
1 if Yij = 0
0 if Yij is unknown.
(4.2)
式 (4.1)の第二項目が SSNMFにおける制約である．この制約により，基底行列
W と特徴行列 V T の積がラベル行列 Y に近づく方向へ特徴行列 V の収束方向は制
御される．つまり，特徴行列 V における文書とクラスタの関連度に対して似てい
るクラスタ同士の関連度を上げる効果があると考えられる．
さらに，SSNMFでは最終更新後の V (R)に対してK-meansを適用している．そ
の結果をクラスタリング結果としている．
SSNMFにおける更新式は式 (4.3)～(4.5)となる．
v
(r+1)
ij ← v
(r)
ij
(XTU)ij + λ(L ∗ Y
T )W
(V UTU)ij + λ(L ∗ VW T )W
(4.3)
u
(r+1)
ij ← u
(r)
ij
(XV )ij
(UV TV )ij
(4.4)
w
(r+1)
ij ← w
(r)
ij
((L ∗ Y )V )ij
(L ∗ (Y V T )V )ij
(4.5)
25
この SSNMFと第 3.3節で説明したNMF-S の相違点は二つ存在する．一つ目は
SSNMFの制約では V は教師データにおいて正解クラスタと正解クラスタに類似す
るクラスタの両方の関連度を上げるが，NMF-Sでは正解クラスタのみの関連度を
上げる．二つ目は SSNMFにおける基底行列W は既存のNMFにおける基底行列
U や特徴行列 V と同じように乗算型更新式で求める必要があり，初期値W (0)はラ
ンダムな値を与える．そのため第 3.1.3節で挙げた初期値に関する問題点に関して
更に初期値に対する依存度を高めてしまう恐れがある．
4.4 Kernel NMF
Kernel NMF(KeNMF)[28]はD.Zhang等が提案したNMFにカーネルトリックの
概念を導入した手法の一つである．この KeNMFはカーネル関数を使用すること
で，対象データの特徴空間で張られる特徴ベクトルを非線形変換して，その写像空
間でNMFによる識別を行う手法である．
Jker = ||K(X)− Y V
T ||F (4.6)
ここで，関数Kはカーネル関数であり，行列 Y はカーネル関数により写像され
た特徴空間における各文書ベクトルの基底ベクトルである．
4.5 多重解像度NMF(MRNMF)
多重解像度NMF[14] (MRNMF：Multi Resolution Non-ngegative Matrix Factor-
ization)は，東工大の伊東らが提案した手法である．伊東らは高フレームレート低
空間解像度と低フレームレート高空間解像度の異なる 2つの動画像から，正確な細
胞形態と詳細な細胞活動系列を抽出し，両解像度から得られる特徴を同時に利用す
るために提案した NMF手法の一種である．伊東らは多重解像度 NMF-model1と
model2と名付けられた 2通りの手法を提案した．
4.5.1 多重解像度NMF-model1
多重解像度NMF-model1は第 4.1項や第 4.2項で説明したピンポン型文書クラス
タリングやHybird Methodと同じ様に 2種のクラスタリング手法を段階的に順次
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行っている．伊東らの多重解像度 NMF-model1では同対象物に対しての異なる 2
つの解像度データに対してそれぞれ NMFを 1回実施している．まず，式 (4.7)で
高解像度データに対するNMFを行う．そこで推定された基底行列 U を式 (4.8)の
基底行列Uに代入し次の低解像度データに対するNMFにおいて既知情報として扱
い，特徴行列 V2に対してのみ更新式を適用し反復計算による推定を行う．
J1 = ||X − UV1||
2 (4.7)
J2 = ||Y −MUV2||
2 (4.8)
ここで，行列Xが高解像度データであり，行列Yが低解像度データである．
また，文書分類に対するピンポン型の手法は新納らの研究 [21]から組み合わせる
手法によっては異なる手法のクラスタリング手法を繰り返し行うことで良い分類結
果になることが示されている．
4.5.2 多重解像度NMF-model2
多重解像度NMF-model2は異なる 2つの解像度データに対するNMFを同時に実
施する．そのために目的関数である式 (4.9)を提案している．
J = (1− λ)||X − UV1||
2 + λ||Y −MUV2||
2 (4.9)
各解像度における基底行列は共通している．また，低解像度の行列因子分解にお
ける行列M は，ビギニングを表現する行列である．多重解像度 NMF-model2は，
異なる解像度のデータを用いて同時最適化を行うため各解像度で逐次的に行列因子
分解を行い各要素の推定を行う多重解像度NMF-model1と比べて，高い推定精度
が見込まれる．
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第5章 提案手法：観点抽出
この章では人が文書を分類する際に用いる観点について説明し，その観点の特徴
を算出する手法を提案する．
5.1 人の観点
本論文では，ユーザの観点とはユーザが文書分類の際に用いる無意識下の指標で
あると考える．また，通常，人の観点は人によって異なっている．そのため，表 5.1
の様に分類結果も人によって異なっている．
表 5.1は実際に 6人の被験者にマルチラベル文書を任意に分類してもらった分類
結果である．使用した文書集合はWeb朝日で公開されている記事の中で政治とス
ポーツの両カテゴリが付与されたマルチラベル文書の 19記事である．被験者には
各記事を政治かスポーツの一方のクラスに分類してもらった．結果である表 5.1を
確認すると，6人全員が同じクラスに分類した記事は 19記事中 6記事であった．ま
た，経済とスポーツのマルチラベル文書の 29記事を同様に片方のクラスに分類し
てもらった場合は 29記事中 10記事を同じクラスに分類した．このように，観点が
異なる人が文書分類するとそれぞれの結果は同じにはならない．
ユーザが文書分類を行う際の観点を求めるには観点を明示的に表現することが望
ましいが，ユーザの観点は人の感覚に依るところが大きいためそれは困難である．
そこで，ユーザが分類した教師文書から観点の特徴を抽出し，それを分類に反映さ
せる．次節の 5.2節でその手法について述べる．
5.2 観点抽出手法
本論文では観点の特徴は教師文書中の単語の分布に現れると考えた．そこで，各
クラスに対する単語の寄与度を観点抽出手法で算出し，全寄与度の集合を近似的な
観点として表現する．
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表 5.1: 分類結果の違い
Docs-No Tester01 Tester02 Tester03 Tester04 Tester05 Tester06
doc-01 政治 政治 政治 スポーツ 政治 政治
doc-02 スポーツ スポーツ 政治 政治 スポーツ 政治
doc-03 スポーツ スポーツ スポーツ 政治 スポーツ スポーツ
doc-04 政治 スポーツ スポーツ スポーツ スポーツ スポーツ
doc-05 政治 政治 スポーツ スポーツ スポーツ スポーツ
doc-06 スポーツ スポーツ スポーツ 政治 スポーツ スポーツ
doc-07 政治 政治 政治 政治 政治 スポーツ
doc-08 スポーツ 政治 スポーツ 政治 スポーツ スポーツ
doc-09 政治 政治 政治 政治 政治 政治
doc-10 政治 政治 スポーツ 政治 スポーツ 政治
doc-11 スポーツ スポーツ スポーツ スポーツ スポーツ スポーツ
doc-12 スポーツ スポーツ 政治 政治 スポーツ 政治
doc-13 政治 政治 政治 政治 政治 政治
doc-14 政治 政治 政治 政治 政治 政治
doc-15 政治 政治 スポーツ 政治 スポーツ 政治
doc-16 政治 政治 政治 政治 政治 政治
doc-17 スポーツ スポーツ スポーツ 政治 スポーツ 政治
doc-18 政治 政治 政治 政治 政治 政治
doc-19 政治 スポーツ 政治 政治 スポーツ スポーツ
提案手法の流れを以下に示す．まず，観点抽出手法により寄与度を算出する．全
寄与度の値を観点行列Um ∈ Rw×kとして扱う．ここで，wは単語数，kはクラス数
である．次に，行列分解を利用した分類手法に観点行列Umを導入し，ユーザの観
点を反映した分類を行う．観点抽出手法として 4つ（EM-1，EM-2，EM-3，EM-4）
の方法を提案し検証している．
各観点抽出手法の説明では任意のクラスAに対する単語 tの寄与度の算出式につ
いて述べる．また，D = {d1, d2, ..., dn}を全文書ベクトルの集合，nは文書数とす
る．その時，DA(⊆ D)はクラスA所属の文書ベクトル集合であり，DAはDAの補
集合である．特徴量である f(D, d, t)は文書 dにおける単語 tに対するTF・IDF値
を使用する．ここで，任意のクラスに対する全単語の寄与度を要素としたベクトル
を観点ベクトルとし，全クラスの観点ベクトルを整列させて作成する行列を観点行
列とする．
5.2.1 EM-1 クラス内での平均特徴量
EM-1での寄与度を計算する方針は以下の通りである．まず，クラス内のあらゆ
る文書で多く出現する単語はクラスに対する寄与度が大きい．次に，一つの文書内
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で多く出現していてもクラス内で出現する文書は少ない単語はクラスに対する寄与
度は小さい．
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図 5.1: EM-1 当該クラス内での平均特徴量
その方針に基づいて EM-1は，DAに属する全文書における単語 tに対する特徴
量の平均値をクラスAに対する単語 tの寄与度とする．寄与度の算出式は式 (5.1)
である．EM-1では，当該クラス内のあらゆる文書で多く出現する単語が観点を表
す単語として重要であると仮定した手法である．
mean
d∈DA
f(D, d, t) (5.1)
クラス Aを当該クラスとした時，図 5.1を用いて説明すると，クラス A内の文
書に出現する単語 tの特徴量をクラスA内において平均化した値を寄与度とする．
そのため，EM-1では，単語 tがクラスAに属するあらゆる文書に沢山出現する時，
寄与度は高くなる．また，EM-1では計算中の当該クラス以外のクラスについては
考慮しない．
5.2.2 EM-2 平均特徴量のクラス間比率
EM-1では当該クラスのみでクラスに対する単語の特徴を計算している．しかし，
他のクラスに対する寄与度も高い単語は当該クラスへの寄与度は小さい方が望まし
いとの方針でEM-2を考える．つまり，他のクラスでも多く出現する単語の寄与度
を小さくする．
その方針を満たすためEM-2は，EM-1で求めた寄与度に対してクラス間の比率
を使用する．EM-2における寄与度は式 (5.2)で算出する．EM-2は，当該クラスで
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図 5.2: EM-1値では両クラスに対する寄与度が大きいケース
のみ平均的に使用されている単語が観点を表す単語として重要であると仮定した手
法である．
mean
d∈DA
f(D, d, t)/mean
d∈DA
f(D, d, t) (5.2)
クラス Aを当該クラスとした時，図 5.2ではクラス Aに属する文書に出現する
単語 tの特徴量をクラスA内で平均化した値とクラス Bとクラス Cに属する文書
に出現する単語 tの特徴量をクラス Bとクラス C内で平均化した値のクラス間で
算出した比率を寄与度としている．そのため，EM-2では，単語 tがクラスA以外
のクラスに属する文書に多く出現する時，寄与度は低くなる．
5.2.3 EM-3 クラス内の最大特徴量
EM-1ではクラス内の少数の文書にのみ出現する単語の寄与度は小さい．このよ
うなEM-1ではクラス内で平均化するため，サブクラスの特徴を捉えることができ
ない．しかし，各メインクラスには図 5.3のようにサブクラスが存在する．EM-1
で計算するとメインクラスのスポーツにおいて重要な単語は寄与度が大きくなると
予想できるが，サブクラスであるサッカーや野球における重要な単語はメインクラ
ス全体ではあまり多く出現するとは言えない．そのため，そのような単語の寄与度
はクラス内で平均化され小さくなる．
サブクラスの特徴は間接的にメインクラスの特徴を表しており，サブクラスの特
徴も観点を捉えるために重要な要素であると言える．そして，少なくとも一文書内
で多く出現する単語はサブクラスの特徴を持つと考えた．
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図 5.3: メインクラスとサブクラスにおける重要単語
実際には EM-3は，DAの全文書における単語 tに対する特徴量の最大値をクラ
スAに対する単語 tの寄与度とする．EM-3では，一つの文書内で多く出現する単
語がサブクラスの特徴を持ち観点を表す単語として重要であると仮定した手法で
ある．EM-3における寄与度は式 (5.3)で算出する．例えば，単語 tに対して，文
書 d ∈ DAにおける特徴量が高く，それ以外のDAに属する文書における特徴量が
全て低い場合を考える．その場合，EM-1の寄与度は平均化されるため低くなり，
EM-3の寄与度は最大値を取るため高くなる．
max
d∈DA
f(D, d, t) (5.3)
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図 5.4: EM-1と EM-3の比較
図 5.4を用いて説明すると，EM-1値を考えると，クラスBではあらゆる文書で
単語 tが出現しているためクラスAよりクラスBの方が寄与度は大きい．しかし，
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EM-3値を考えると，クラスAでは高々一つではあるが文書内に単語 tが多く出現
しているためクラスBよりクラスAの方が寄与度は大きい．また，EM-3では計算
中の当該クラス以外のクラスについては考慮しない．
5.2.4 EM-4 最大特徴量のクラス間比率
EM-4は，EM-2の様に EM-3で求めた寄与度に対してクラス間の比率を使用す
る．EM-2における寄与度は式 (5.4)で算出する．EM-4は，当該クラスにのみ出現
し，一つの文書内で多く使用されている単語が観点を表す単語として重要であると
仮定した手法である．
max
d∈DA
f(D, d, t)/max
d∈DA
f(D, d, t) (5.4)
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図 5.5: EM-4 当該クラスと非当該クラスでの最大特徴量の比
クラスAを当該クラスとした時，図 5.5ではクラスAに属する文書の中で単語 t
が最も多く出現する文書における単語 tの特徴量とクラス Bとクラス Cに属する
文書の中で単語 tが最も多く出現する文書における単語 tの特徴量のクラス間で算
出した比率を寄与度としている．そのため，EM-4では，単語 tがクラスA以外の
クラスに属する文書に多く出現する時，寄与度は低くなる．
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5.2.5 各観点抽出手法による寄与度ランキング
各観点抽出手法で観点の特徴をうまく捉えることができているか，実際に寄与度
を算出し，寄与度が大きい単語について調査した．その結果が表 5.2である．表 5.2
を見ると，4種類全ての観点抽出手法で算出した寄与度が大きい単語は各クラスに
おいて特徴的な単語であることが確認できる．
表 5.2: ps:政治とスポーツの記事集合に対する寄与度ランキング
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 メートル 氏 メートル 女性 メートル 女性 メートル
2 首相 位 首相 高 認定 高 認定 高
3 女性 ― 女性 位 船 ダンス 船 ダンス
4 認定 Ｗ杯 認定 帝京大 竹島 ― 竹島 田原
5 経済 高 経済 ダンス 寄付 ペア 寄付 ペア
6 都知事 五輪 寄付 Ｗ杯 行使 田原 行使 帝京大
7 寄付 帝京大 細川 早大 経済 帝京大 経済 本田
8 大統領 目 大統領 ＰＫ 甘利 本田 甘利 ＰＫ
9 細川 早大 アベベ 決勝 アベベ 部 アベベ 早大
10 アベベ ダンス 都知事 目 容認 ＰＫ 容認 下村
このことから，4種類全ての観点抽出手法で算出する寄与度は十分観点の特徴を
捉えることができていると考えられる．
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第6章 提案手法：観点行列を用いた
文書分類
第 5章で説明した観点抽出手法で観点情報を抽出した後，その観点情報を文書分
類に反映させる．この章では，観点抽出手法で算出した観点行列を文書分類に導入
する方法について述べる．
本論文では，その際の文書分類に行列分解を利用する．そのため，観点を表す算
出した各クラスと各単語に対する寄与度を行列空間表現として整理する．整理して
出来た行列を観点行列Umとして文書分類に反映させる．観点行列Umは第 5章の
各抽出手法における各クラスごとの観点ベクトルを全てのクラス分整列することで
作成する．
6.1 行列分解による分類
本論文では近年注目されているクラスタリングの一つであり第 3章で説明した
NMFという手法を利用している．その理由は大きくわけて三つある [13]．第一に，
他のクラスタリング手法と比べ比較的計算が容易であり，第二に，類似の手法であ
る特異値分解においては基底ベクトルを直交にしなければならない制約があるが，
NMFではその制約がないため柔軟に基底ベクトルを定めることができるという利
点があり，第三に，スパースな文書ベクトルに対する文書クラスタリングが良いク
ラスタリング結果になると報告されているからである．
既存のNMFへ観点行列Umを導入する手法として文書と各クラスとの関連度を
表す特徴行列 V T を直接算出する手法と初期値に導入する手法の二つを提案する．
特徴行列 V T を直接算出する手法を直接的行列分解（NMF-DV：NMF with Direct
matrix decomposition using Viewpoint matrix）と呼ぶことにする．初期値に導入
する手法をNMF-IV（NMF with Initial basis value by Viewpoint matrix）と呼ぶ
ことにする．
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6.1.1 直接的行列分解 (NMF-DV)
直接的に既存のNMFへ観点行列Umを導入するNMF-DVでは，NMFで使用し
ていた式 (3.1)を利用する．式 (3.1)では索引語文書行列Xを基底行列U と特徴行
列 V T の積の形に行列分解している．実際にNMFで行列分解を行う際には，基底
行列Uと特徴行列 V T は未知であり更新式を反復計算することで各行列に対する近
似値の推定を行う．しかし，観点行列Umを利用することで更新式の反復計算せず
に行列分解が可能となる．
具体的に NMF-DVでは，式 (3.1)における基底行列 U に観点行列 Umを代入し
特徴行列 V T を解く式 (6.1)の形に整理することで特徴行列 V T を算出する．
V T = U+mX (6.1)
ここで，式 (6.1)においてA+は行列Aの擬似逆行列である．
NMF-DVは NMFで行う反復計算が不要であるため，良好な教師文書があれば
短時間で文書分類を行うことができる．しかし，NMF-DVは教師文書から作成さ
れる観点行列Umに強く依存しており，教師文書と実際に分類する文書の差が大き
い場合には上手く機能しないと考えられる．
6.1.2 初期値へ観点行列を導入する手法 (NMF-IV)
既存NMFの初期値へ観点行列 Umを導入するNMF-IVでは，NMF-DVの様に
直接的に特徴行列 V T を算出するのではなく，NMFにおける基底行列の初期値に
導入することで，反復計算による最適解の推定を行う．具体的には，NMFにおけ
る基底行列Uの初期値へと観点行列Umを代入し既存のNMFと同様に更新式の反
復計算を行い基底行列U と特徴行列 V T を推定する．それにより，通常のNMFよ
り早くて良質な基底行列の解へと収束ができ，NMF-DVよりも最適な分類結果に
収束することが期待される．
NMF-DVとNMF-IVを比較すると計算量は反復計算を行う必要があるNMF-IV
の方が多く，教師文書に対する依存性はNMF-IVの方が小さいと考えられる．
第 4.3節で説明した SSNMFは教師文書と類似する文書を教師文書のクラスに分
類する手法であるのに対し，提案手法のNMF-DVやNMF－ IVは教師文書から観
点の特徴を取得し観点に沿った分類を行う．
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6.2 N-gramモデルを低解像度とした多重解像度NMF
による分類
第 6.1.1節で説明したNMF-DVや第 6.1.2節で説明したNMF-IVは単語を単位と
し単語の出現頻度を利用している．つまり，単語間の結びつき具合に関する情報は
使用していない．しかし，単語の結びつき具合を表す共起情報は文書の特徴として
重要な要素である．そのため，単語の共起情報を利用することで文書分類の性能が
向上すると期待した．
そこで，形態素単位のN-gramを素性とし，各N-gramの出現頻度を特徴量とす
る文書行列 Y を考えた．その時，N個の単語が一つのN-gramになっており，複数
の要素の重ね合わせになっている．つまり，単語単位の文書行列XよりN-gram単
位の文書行列 Y は低解像度データであるとみなせる．
解像度が異なる 2種のデータがあるため，節 4.5で説明した多重解像度NMFを
利用する．多重解像度NMFは画像処理において異なる解像度を利用することで各
解像度で抽出できる 2つの要素を同時に扱うことができ細胞検出などで有効性が示
されている [14]．特に多重解像度 NMF-model2を文書分類に適用させた手法を提
案する．
6.2.1 多重解像度NMFをN-gramを使用した文書分類へ適用
文書分類における高解像度の文書ベクトルは単語を素性とした文書ベクトルと
し，低解像度の文書ベクトルは bigramを素性とした文書ベクトルとする．
使用する bigramは形態素単位で構成する．また，付属語は全て同等な形態素と
して扱う．つまり，素性には “付属語+自立語”や “自立語+付属語”も含むことと
した．
伊東等の論文 [14]における多重解像度NMFの目的関数である式 (4.9)は画像処理
を目的としている．そのため，本論文では文書分類を目的とした多重解像度NMF
の目的関数として式 (6.2)を提案する．
Jm = α||X − U1V
T ||F + β||Y −MU2V
T ||F + γ||U1 −M
TMU2||F (6.2)
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ここで，Y ∈ Rb×nは bigramを素性にした低解像度文書行列であり，bは bigram
の要素数である．M ∈ Rb×wは各 bigram要素とそれを構成する単語群の関係を表
す行列であり，構成する単語に対応する要素は 0.5，それ以外の要素は 0である．α，
βと γは各項に対する重みである．式 (6.2)の第三項目は各解像度における基底行
列の差を小さくする．目的関数 Jmから求めた更新式は式 (6.3)，(6.4)，(6.5)であ
る．この手法をMRNMF-N(MRNMF with N-gram model)と呼ぶ．この手法によ
り高解像度文書行列からは単語の特徴を，低解像度文書行列からは熟語の特徴を同
時に取得しより良い文書分類が行えることを期待する．
6.2.2 更新式
ラグランジュの未定乗数法を用いて式 (6.2)の Jmを最小にする基底行列U1，U2，
特徴行列 V の乗算型更新式を求める．
Vij ← Vij
(αXTU1 + βY
TMU2)ij
(αV UT1 U1 + βV U
T
2 M
TMU2)ij
(6.3)
(U1)ij ← (U1)ij
(αXV + γMTMU2)ij
(αUV TV + γU1)ij
(6.4)
(U2)ij ← (U2)ij
(βMTY V + γMTMU1)ij
(βMTMUV TV + γMTMMTMU2)ij
(6.5)
式 (6.4)，(6.5)の初期値に観点行列を使用することで多重解像度NMFへ観点を
導入する．
6.3 多義語に対する曖昧性の解消を伴った多重解像度NMF
による分類
これまで提案した手法，NMF-DV，NMF-IVとMRNMF-Nは文や単語の意味を
考慮せずに字面の情報のみを使用していた．しかし，人が文書を分類する際には文
や単語の意味を考えて分類している．そして，単語には字面が同じで意味が異なる
ものがある．そのような単語を多義語というが，字面の情報のみの場合には，この
多義語は意味が違っても同じ要素として扱ってしまう．そのため，多義語の曖昧性
を解消すること (WSD)で分類性能の向上が期待される．
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第 6.3.1節でWSDについては詳しく後述するが，自然言語処理では多義語の曖
昧性を解消することは重要な問題になる．それは，文書分類でも重要な問題であ
る．語義の曖昧性を解消しない場合，複数の文書に出現する単語がそれぞれの文書
で異なった意味で使用されていたとしても一つの素性として扱ってしまう．実際に
多義語が文書で使用されている割合を調査した結果が図 6.1である．図 6.1の多義
語数は，文書中の単語が第 6.3.1項で説明する辞書のWordNetにおいて多義である
数をカウントしている．
表 6.1: 多義語が含まれている割合
データ 文書数 索引単語数 t 多義語数 p 多義語割合 p/t
ps 99 3149 1926 61.2%
se 149 3317 2162 65.2%
et 500 7048 4372 62.0%
it 500 7374 4632 62.8%
調査結果では文書集合 4種の全てにおいて多義語の割合が 60%以上であった．つ
まり，多義語を考慮しない場合はこの 60%の単語の意味の違いを無視していること
になる．
このように多義語が多い文書集合に対する文書分類では，多義語はクラスタリン
グにおける特徴として十分に機能しない恐れがある．これは，各クラスにおいて語
義の重要度が異なるが，単語の意味による判別が出来ないからである．更に，文書
分類におけるWSDは一単語のみを対象にするのではなく，全ての多義語を対象に
する all-words WSDであるため処理は難しくなる．そのため，本論文では一単語
を対象にしたNMFによるWSDを考え，それを全ての単語に拡張し多義語に対す
る曖昧性の解消を伴った文書分類手法を提案する．
6.3.1 多義語の曖昧性解消 (WSD)
自然言語処理における重要な問題の一つに，多義語の意味的曖昧性の解消 (WSD：
Word Sense Disambiguation)[16]がある．多義語とは複数の意味を持つ語である．
例として多義語として「勉強」が出現する次の 2つの文がある．
• 例文 1：試験に向けて勉強する
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• 例文 2：店員が勉強してくれたおかげで安く買えた
例文 1における「勉強」は学問や芸術などを学ぶことという意味で使用される．
例文 2における「勉強」は商人が商品を値引きして安く売ることという意味で使用
される．このように，複数の意味を持つ多義語の曖昧性を解消する技術は，機械翻
訳や自動要約，情報検索システムなどにおいて性能を向上するために必要な技術で
ある．文書が電子データとして簡単に保存できるようになり，大量のコーパスが利
用可能になったため統計的学習に基づいた語の曖昧性を解消する研究が多く行われ
てきた．
WSDの手法には語義が付与されていないコーパスを用いる手法と人手により語
義が設定されているコーパスを用いる手法がある．
Leskアルゴリズム
WSDの手法は大きく教師有り学習と教師無し学習の二つの方法がある．教
師有り学習では，語義タグ付きコーパスなど人手で準備された教師データを
利用して，第 2.5節で述べたような機械学習による分類手法で語義の推定を
行う．
教師なしWSDの一つに Leskアルゴリズム [35]がある．この手法は対象語
に対する辞書に記載されている語義の説明文や例文の中で，最も重複する単
語が多い語義を選択する．その他の教師無しWSDとして周辺語の語義との
関連性を利用した手法 [29]や確率モデルを利用した手法 [30]がある．辞書に
は下で説明するWordNetなどを利用する．
WordNet
WordNet [31] とは，英語の大語意データベースである．名詞，動詞，形容
詞，副詞が “Synset”という異なる概念を表す単位によってグループ化されて
いる．また，各 synsetは上位下位関係などの多様な関係で結ばれている．
そして本論文で使用している日本語WordNet1は大規模な日本語の意味辞
書であり，独立行政法人情報通信研究機構 (NICT)が作成したものである．
これはプリンストン大学で開発された Princeton WordNet 2やヨーロッパの
1http://nlpwww.nict.go.jp/wn-ja/
2http://wordnet.princeton.edu
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EuroWordnet協会が推進するGlobal WordNet Grid 3 に着想を得て開発され
ている．
6.3.2 一単語対象のNMFによるWSD
語義候補数 sh個の多義語 hである時の一単語を対象にしたNMFによるWSDを
考える．その時，分類対象の文書 dにおいてその語 hが出現する周辺前後 5単語を
素性とした各文書の文書ベクトルを作成する．その文書ベクトル群である文書行列
Yh ∈ R
ah×dを入力行列とする．また，辞書に記載されている単語 hの定義文と例
文に出現する単語と各文書における単語 hの周辺前後 5単語の重複単語を素性とし
て基底行列Rh ∈ Rah×shを作成する．そして，各文書における語義候補の選択を行
う特徴行列Wh ∈ Rsh×dを作成する．ここで，dは文書数，ahは単語 hにおける周
辺単語数である．
式 (6.6)のように文書行列 Yhを基底行列Rhと特徴行列Whの積の形に分解する．
Yh = RhW
T
h (6.6)
各文書における語義候補の選択を行うための特徴行列W を推定するため，各多
義語 hの曖昧性解消を行う NMFの目的関数 Jhとして式 (6.7)を定義する．また，
このNMFによるWSDは教師なしWSDである．
Jh = ||Yh −RhW
T
h ||F (6.7)
WSDを行うには通常のNMFと同様に特徴行列Whの推定を行う．そして式 (6.8)
のように語義候補の中で関連度が大きい語義と判別する．
文書 iの多義語 hの語義 = argmax
sh
wish (6.8)
次に，このNMFによるWSDの精度を計る実験を行った．実験ではAgirreらの
手法 [36]と比較する．AgirreらはWordNetが持つ「Synset」という概念の単位を利
用して生成したグラフに対してページランクによる語義を表すノードの重要度を計
算し重要度が高い語義を選択している．実験で使用するデータは SemEval-2007[34]
3http://globalwordnet.org
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で公開されている語義付きコーパス「English Lexical Sample」である．このデー
タには 100単語の多義語が準備され，その多義語が出現する数十から数百の文書が
付属している．この文書中の多義語はWordNetに基づいてアノテーションされて
いる．実験における評価値は適合率と再現率のみでの調和平均 F1とした．実験結
果を図 6.2に示した．
表 6.2: 各手法での一単語WSD
NMFによるWSD Agirreらの手法
F1 0.401 0.417
結果は提案手法のNMFによるWSDの方が F1は少し低い．しかし，最近の教
師なしWSD手法と評価値は同等であるためNMFによるWSDは可能であると考
えられる．
6.3.3 多義語に対する曖昧性の解消を伴った分類手法の概要
一単語を対象にしたNMFによるWSDを全ての単語を対象に拡張し，同時に文
書分類を行う手法を考える．全ての多義語に対する曖昧性解消を同時に行うため
に，全ての多義語に対する特徴行列Whを結合させた行列Z ∈ Rs×dを式 (6.9)のよ
うに定義する．ここで，s =∑Hh shである．
Z =


W1
...
Wh
...
WH


= E1W
T
1 + E2W
T
2 + · · ·+ EhW
T
h + · · ·+ EHW
T
H (6.9)
ここで，行列Eh ∈ Rs×sh は多義語 hに対応した単位行列 Ih ∈ Rsh×sh と h以外
の多義語 h¯に対応した零行列Oh¯ ∈ Rsh¯×sh¯ を結合した行列である．
E1 =


I1
...
OH

 , Eh =


O1
...
Ih
...
OH


, EH =


O1
...
IH

 (6.10)
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その時，sh個の語義候補が一つの単語になっており，複数の要素の重ね合わせに
なっている．つまり，単語単位の文書行列X より全多義語の語義候補が素性の文
書行列Zは低解像度データであるとみなせる．つまり，第 6.2節と同じように単語
を素性とした文書行列を高解像度とする．そして，各文書と各語義候補との関連度
を表す特徴行列Whを低解像度とする．解像度が異なる 2種のデータがあるため，
節 4.5で説明した多重解像度NMFを利用する．
第一項を高解像度文書行列による文書分類，第二項を低解像度文書行列による
文書分類として，第三項目に各多義語の曖昧性回避を行う目的関数 Jp として式
(6.11)を定義する．この多義語に対する曖昧性の解消を伴った多重解像度NMFを
MRNMF-WSDと呼ぶ．
Jp = ||X − U1V
T ||F + α||Z −MU2V
T ||F +
H∑
h
||Jh||F (6.11)
6.3.4 更新式
ラグランジュの未定乗数法を用いて式 (6.11)の Jpを最小にする基底行列U，Rh，
特徴行列 V，Whの乗算型更新式を求める．
Vij ← Vij
(XTU + αZTMU)ij
(V UTU + αV UTMTMU)ij
(6.12)
Uij ← Uij
(XV + αMTZV )ij
(UV TV + αMTMUV TV )ij
(6.13)
(Rh)ij ← (Rh)ij
(YhWh)ij
(RhW Th Wh)ij
(6.14)
(Wh)ij ← (Wh)ij
(Y Th Rh + αV U
TMTEh)ij
(WhRThRh + αZ
TEh)ij
(6.15)
式 (6.13)の初期値に観点行列を使用することで多義語に対する曖昧性の解消を
伴った多重解像度NMFによる文書分類へ観点を導入する．
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第7章 実験
この章では第 5章の観点抽出手法で作成した観点行列を導入した第 6章の分類手
法に対する分類性能についての評価実験を行い，その考察について述べる．
7.1 実験概要
提案手法の分類性能についての評価実験として実験 1～3を行う．実験 1では，第
6.1節で提案したNMF-DVとNMF-IVを用いて分類実験を行う．実験 2では，第
6.2節で提案したMRNMF-Nを用いて分類実験を行う．実験 3では，第 6.3節で提
案したMRNMF-WSDを用いて分類実験を行う．
各実験では第 5.2節で提案したEM-1からEM-4の各手法で算出した観点行列を
用いて観点抽出手法の比較も行う．
また，提案手法と次のつの手法と比較を行う．まず 1つ目は第 3.1節で述べた教
師無しNMFである既存NMF，2つ目は第 4.3項で述べた教師有りNMFのSSNMF
を用いる．3つ目から 5つ目の手法は NMF以外の分類手法を用いる．3つ目は第
2.5.1項で述べたNaive Bayes，4つ目は第 2.5.2項で述べた SVM，5つ目は第 2.5.3
項で述べたMLRを用いる．SVMはGaussカーネル，多項式カーネル，シグモイ
ドカーネル，線形カーネルによる事前実験を行った．その結果，線形カーネルが良
好であったため比較する SVMには線形カーネルを用いる．実験では，20種類の異
なる初期値を準備する．それらの初期値に対して各手法で文書分類を行い平均評価
値を調査した．SSNMFの結果に関しては論文 [15]を参考に自作したプログラムに
よる結果である．
44
7.2 実験用文書データセット
7.2.1 実験1＆2用
本論文ではシングルラベル文書とマルチラベル文書の文書データセットを用いて
各手法の比較を行っている．シングルラベルの文書データは正解となるクラスが 1
つである文書データである．マルチラベル文書データは正解となるクラスが複数で
ある文書データである．実験ではシングルラベルのみで構成されたデータとマルチ
ラベルを合わせた混合データに対して分類を行う．シングルラベルのみで構成され
たデータは CLUTOのサイト [32]で公開されている文書集合と，Web朝日 [33]で
公開されているラベルが一つである記事を収集し作成した文書集合を使用した．シ
ングルラベルとマルチラベルのデータを合わせた混合データはWeb朝日 [33]から
取得したシングルラベルの記事データに両方のラベルが付与されているマルチラベ
ルの記事を合わせて作成した．各文書データセットの詳細は表 7.1，表 7.2と表 7.3
に示す．
CLUTOのデータセットである k1a,k1bとwapはYahoo!内の様々なwebページ
から構成され，re0はロイターのニュースワイヤーから取得したニュース記事で構
成されている．また，tr31，tr41はTRECと呼ばれるワークショップが情報検索関
連の研究分野のために作成したテスト用文書である．そして，fbisは米国の元政府
機関である Foregin Broadcast Information Service (FBIS)が収集したニュース記
事で構成されている．
表 7.1: CLUTO：シングルラベルデータ
Data Docs Terms Class
k1a 2340 21839 20
k1b 2340 21839 6
re0 1504 2886 13
wap 1560 6460 20
tr31 972 10128 7
tr41 878 7454 10
fbis 2463 2000 17
Web朝日のデータセットはマルチラベルの影響を比較し易くするために 2クラ
スとしている．また，混合データの構成はそれぞれのシングルラベル文書と両ラベ
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表 7.2: Web朝日：実験 1＆ 2用シングルラベルデータ
Data Docs Sing Lelabel Terms Class
ps(政治，スポーツ) 80 40 + 40 2806 2
se(スポーツ，経済) 120 60 + 60 2776 2
et(経済，技術) 400 200 + 200 6277 2
it(事故，技術) 400 200 + 200 6855 2
ルが付与されたマルチラベル文書を混在させている．
表 7.3: Web朝日：実験 1＆ 2用混合データ
Data Docs Sing Lelabel Multi Label Terms Class 多義語数
ps(政治，スポーツ) 99 40 + 40 19 3149 2 1926
se(スポーツ，経済) 149 60 + 60 29 3317 2 2162
et(経済，技術) 500 200 + 200 100 7048 2 4372
it(事故，技術) 500 200 + 200 100 7374 2 4632
7.2.2 実験3用
実験 3で調査する提案手法では，各多義語の語義推定を文書分類と同時に処理す
る．そのため，多義語の語数によって処理時間が大幅に長くなる．よって，実験 1
＆ 2用の実験データよりも多義語が少ない実験データを利用する．
実験 3の実験データは，実験 1＆ 2で使用したWeb朝日のデータの文書数を減
少させたデータを利用する．文書データセットの詳細は表 7.4に示す．
表 7.4: Web朝日：実験 3用文書データセット
Data Docs Sing Lelabel Docs Multi Label Docs Terms Class 多義語数
ps 30 10 + 10 10 1491 2 892
7.3 評価方法
分類結果の評価値には Entropy，Purity，RandIndex，Precision，Recall及び F
値 (PrecisionとRecallの調和平均）[20]を用いる．さらに最終的な分類性能値はこ
れらの F値を除く五種類の評価値の調和平均Hmにより評価する．
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Entropyは (7.1)式より求める．Entropyは各クラスタにおける正解集合の分布度
合を表しており，小さな値ほどクラスタリング結果が良好であることを意味してい
る．ここでNは総文書数を示す．また，調和平均Hmを算出する際には (1−Entropy)
として計算する．
Entropy =
k∑
i=1
|Ci|
N
× (−
k∑
h=1
P (Ah|Ci) logP (Ah|Ci)) (7.1)
Purityは結果クラスタに一番多く含まれている正解クラスタを用いて，結果ク
ラスタに正解データが含まれている割合を示す指標である．クラスタリング結果の
Purityは，各クラスタのデータ数による重み付き平均をとるように定義し，(7.2)
式に示す．
Purity =
1
N
k∑
i=1
max
h
|Ci ∩ Ah| (7.2)
(7.1)，(7.2)式においてCiはクラスタリング結果に対する i番目の文書のクラス
タであり，Ahは正解データに対する h番目の文書のクラスタである．Ah ∩Ciは正
解データであるクラスタ Ahとクラスタリング結果のクラスタ Ciが共通している
文書数である．
RandIndexはデータの各ペア同士の正解が同じクラスタならば同じクラスタに
なるかどうかの判定の正解率を表し (7.3)式で求める．
RandIndex =
TP + TN
TP + FP + FN + TN
(7.3)
ここでTPは同じ正解クラスタであるデータのペアが結果クラスタで同じクラス
タである対の数，TNは異なる正解クラスタであるデータのペアが結果クラスタで
異なるクラスタである対の数，FPは異なる正解クラスタであるデータのペアが結
果クラスタで同じクラスタである対の数，FNは同じ正解クラスタであるデータの
ペアが結果クラスタで異なるクラスタである対の数を表す．
Precisionはクラスタリング結果の中にどの程度正解が含まれているを表す．実
際には以下の (7.4)式で求める．
Precision =
TP
TP + FP
(7.4)
Recallは正解データがどの程度結果クラスタで正しくクラスタリングされている
かを表す．実際には以下の (7.5)式で求める．
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Recall =
TP
TP + FN
(7.5)
7.4 事前実験
実験では混合データのマルチラベル文書の正解クラスを片方のクラスに偏らせる
ことで擬似的な人の観点による分類を設定する．そして両方のパターンによる分類
実験の平均を評価する．
しかし，実際の人の観点による分類との差異が大きい場合，正確な評価ができな
い．そのため，実際にマルチラベル文書を人が分類した正解データを使用した事前
実験を行う．事前実験では擬似的な観点の正解と実際に人が分類した正解との比較
を行う．人手による分類作業は負担が大きいため比較的サイズが小さい文書データ
集合である表 7.3の “ps”と “se”を使用した．人手による分類は学生と教員を含め
た 6人で行った．
7.4.1 実験結果
文書データ “ps”の分類結果を図 7.1，“se”の分類結果を図 7.2に示す．
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図 7.1: ps - 擬似的な観点の正解と実際の人の観点による正解との比較
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図 7.2: se - 擬似的な観点の正解と実際の人の観点による正解との比較
結果から擬似的な観点の正解と実際の人の観点による正解との比較する．図 7.1，
図 7.2において EM-1とNMF-DVを組み合わせた分類手法では両データにおいて
結果に大きな差ができた．EM-1+NMF-DV以外の手法では大きな差は見られない．
そのため，EM-1+NMF-DV以外の手法については人手による分類が困難である大
きなサイズの文書データに対して擬似的な観点の正解を使用しても分類手法の比較
は可能であると思われる．EM-1+NMF-DVについては，最も偏った観点である擬
似的な観点の正解を使用した分類性能が低いため特異な観点を持つユーザに対して
弱いという性質があると考えられる．
7.5 実験1：観点行列を用いた行列分解による分類
7.5.1 実験結果
CLUTOのシングルラベルの教師データ数は各クラス 5個使用している．Web朝
日のシングルラベルは各クラス 10個使用している．混合データは各クラス 10個使
用している．CLUTOのシングルラベル文書の分類実験結果を図 7.3に示す．Web
朝日のシングルラベル文書の結果を図 7.4に示す．混合文書の実験結果は図 7.5に
示す．
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図 7.3: CLUTOのシングルラベルデータに対するマクロ平均
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図 7.4: Web朝日のシングルラベルデータに対するマクロ平均
50
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
NMF
SSNMF
NaiveiBayes
SVM
MLR
EM-1+NMF-DV
EM-2+NMF-DV
EM-3+NMF-DV
EM-4+NMF-DV
EM-1+NMF-IV
EM-2+NMF-IV
EM-3+NMF-IV
EM-4+NMF-IV
H
m
Macro-average
図 7.5: Web朝日の混合データに対するマクロ平均
7.5.2 考察
7.5.2.1 分類手法について
まず，CLUTOのシングルラベル文書に対する分類結果について考察する．図
7.3では，SVM，EM-1+NMF-DVと EM-1～4+NMF-IVが同等の評価値である．
NMF-DVと当該クラスと他クラスの比を寄与度としない EM-1と EM-3の組み合
わせが良かった理由としては，NMF-DVは教師データから作成した観点行列への
依存性が高く，シンプルにEM-1やEM-3のように当該クラスの特徴のみで十分分
類できたためと考えられる．
表 7.5: 実行時間の比較 [sec]
NMF-DV NMF-IV
ps 0.391 16.303
se 0.353 17.189
et 0.675 24.758
it 0.944 25.948
また，図 7.6からシングルラベル文書のみに対しては教師データ数が少なくなる
と SVMよりもNMF-IVの方が有利であることがわかっている．
次に，Web朝日のデータに対する分類結果について考察する．シングルラベル
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図 7.6: Web朝日のシングルラベルに対する教師データ数の推移
文書のみの場合，図 7.4から比較した手法の中では EM-3+NMF-IVが最も高い評
価値であった．マルチラベル文書を混合した文書集合の結果について考察すると，
表 7.5でわかる通りにNMF-DVの方がNMF-IVよりも実行時間は短いが，分類性
能を比較した図 7.5では，EM-3+NMF-IVが最も高い評価値となっている．特に，
NMF-DV系よりもNMF-IV系の手法の方が全体的に評価値が高い．その理由とし
ては以下のように考えられる．マルチラベル文書は両方のクラスにおける特徴的
な単語が出現するため良質な教師データとしての観点行列を作成することが困難
であり，NMFによる基底行列の最適化を行わす教師データに対する依存性が高い
NMF-DVでの分類は難しいため混合データに対するNMF-DVの評価値が低くなっ
たと考えられる．シングルラベルのみと混合データの結果を比較すると，両方にお
いて，EM-3+NMF-IVが他の手法よりも高い評価値である．混合データは分類が
困難なマルチラベル文書を混ぜているためどの手法でも分類性能は下がっている．
しかし，NMF-IVは約 13%しか低下していない．他の手法のNMF-DVとMLRは
約 23%低下してる．特に，SVMはシングルラベルのみの時は高い分類性能であっ
たが，約 49%も低下している．
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7.5.2.2 観点行列について
擬似的な観点に対して各観点抽出手法で算出した観点行列の比較と，NMFによ
る基底行列に対する最適化処理前の観点行列と後の基底行列を比較する．観点行列
と基底行列は単語とクラスとの関連度を表していると考えられる．そのため，各ク
ラスにおいて関連度が高い上位 10位の単語を求め観点の推定が機能しているかを
調査する．代表して文書データセットの “ps”を図 7.6，図 7.7 に示す．残りの文書
データセットである “se”，“et”と “it”の結果は付録に載せる．
表 7.6: ps:政治寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 スポーツ ＰＫ スポーツ ＰＫ 浅田 田原 浅田 田原
2 浅田 Ｗ杯 浅田 田原 球団 ＰＫ 球団 ＰＫ
3 首相 田原 首相 帝京大 山下 帝京大 トロフィー 帝京大
4 球団 行進曲 球団 行進曲 トロフィー 行進曲 ％ 行進曲
5 ％ ペア ％ ペア ％ ペア 山下 ペア
6 氏 帝京大 氏 綱 狩野 早大 狩野 綱
7 トロフィー 綱 トロフィー 早大 横断幕 綱 横断幕 早大
8 設置 早大 羽生 カ月 羽生 本田 羽生 みき
9 羽生 中日 設置 本田 文化 ロナルド 文化 本田
10 経済 ― 経済 中日 女性 みき 女性 ロナルド
表 7.7: ps:スポーツ寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 認定 スポーツ 認定 スポーツ ％ 浅田 認定 浅田
2 経済 浅田 アベベ 浅田 認定 山下 層 球団
3 ％ 五輪 都知事 球団 経済 球団 アベベ 山下
4 アベベ 球団 細川 山下 アベベ トロフィー 単位 トロフィー
5 首相 ％ ％ トロフィー 層 ％ ％ 狩野
6 氏 山下 単位 五輪 単位 狩野 支持 横断幕
7 大統領 トロフィー 大統領 狩野 支持 横断幕 決議 羽生
8 市長 選手 層 羽生 東国 羽生 東国 文化
9 単位 羽生 中国 設置 戦争 文化 島国 ％
10 細川 狩野 東国 庁 甘利 スポーツ 戦争 スポーツ
表 7.8: ps:政治寄り観点の上位単語 (NMF-IV後)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 位 氏 位 氏 位
2 首相 目 首相 目 首相 目 首相 目
3 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯
4 選 メートル 選 メートル 選 メートル 選 メートル
5 経済 決勝 経済 決勝 経済 決勝 経済 決勝
6 安倍 ― 安倍 ― 安倍 ― 安倍 ―
7 細川 戦 スポーツ 戦 スポーツ 戦 スポーツ 戦
8 スポーツ ４ 細川 ４ 細川 ４ 細川 ４
9 大統領 勢 大統領 勢 大統領 勢 大統領 勢
10 東京 ソチ 東京 回 ％ 回 東京 回
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表 7.9: ps:スポーツ寄り観点の上位単語 (NMF-IV後)
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 五輪 氏 位 氏 五輪
2 首相 Ｗ杯 都知事 位 都知事 五輪 都知事 位
3 都知事 五輪 首相 Ｗ杯 首相 Ｗ杯 首相 Ｗ杯
4 選 目 選 目 選 目 選 目
5 細川 メートル 細川 選手 細川 メートル 細川 選手
6 大統領 選手 移設 メートル 大統領 選手 移設 メートル
7 経済 決勝 大統領 スポーツ 移設 決勝 大統領 決勝
8 移設 スポーツ 経済 決勝 経済 スポーツ 経済 スポーツ
9 ％ ４ 原発 ４ 原発 ４ 原発 ４
10 原発 首相 ％ 首相 市長 戦 ％ 首相
まず，各観点抽出手法の比較を行う．表 7.6は，政治とスポーツのマルチラベル
文書を政治寄りの観点による分類を行った際に算出した観点行列における上位単
語である．そのため，EM-1～4で作成した観点行列の政治クラスでは上位にもス
ポーツに関する単語が見られる．表 7.7は，政治とスポーツのマルチラベル文書を
スポーツ寄りの観点による分類を行った際に算出した観点行列における上位単語
である．表 7.6，表 7.7の両方においてEM-1とEM-2，またはEM-3とEM-4のラ
ンキングは似ている．この事から他のクラスとの比率を使用しても上位単語には
あまり影響が少ないと考えられる．しかし，図 7.3においてシングルラベル文書の
NMF-DVの結果ではクラス間比率を考慮しない方が，NMF-IVではクラス間比率
を考慮した方が良い結果であった．一方，図 7.5では，クラス間比率を考慮しない
EM-3がNMF-DV，NMF-IV共に良い結果であった．この事からシングルラベルの
ようにクラス間の差が大きい文書集合ではクラス間比率を考慮したEM-2やEM-4
が有効であると考えられる．そして，混合データに対しては，現在は 2クラスでの
実験であるため，3クラス以上の際や特に似たクラスの場合における調査が必要で
ある．また，EM-3とEM-4では，一文書内で多く出現する単語の寄与度が高くな
るため，EM-1や EM-2よりも個人名が上位になる傾向がみられる．
次にNMF-IVによる観点行列の最適化後の比較を行う．表 7.8，表 7.9では，EM-
2，EM-3とEM-4のランキングがとても似ている．これは，NMFによる基底行列
の最適化により近い値に収束したためと考えられる．そのため，図 7.5において
EM-2～4+NMF-IVの結果が同等になったと考えられる．また，表 7.8，表 7.9のラ
ンキングも似ている．つまり，同様の値に収束していることから観点の違いによる
NMFへの影響が少ないと考えられる．そのため，初期値のみならず局所解の制約
としても観点行列を導入するなど観点の影響を更に強めるような手法が必要である
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と考えられる．
7.6 実験2：N-gramモデルを低解像度とした多重解像
度NMFによる分類
7.6.1 実験結果
N-gramモデルを低解像度とした多重解像度NMFであるMRNMF-Nの結果を図
7.7に示す．図 7.7では実験 1の中で最も良い結果を示したEM-3+NMF-IVとの比
較も行っている．
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図 7.7: Result of MRNMF-N
7.6.2 考察
7.6.2.1 分類手法について
MRNMF-N系の手法の中では，EM-2～4+MRNMF-Nが良い評価値である．し
かし，EM-3+NMF-IVと比較すると，EM-3+NMF-IVの方が約 4%評価値が高い
という結果が分かる．
更に，EM-3+NMF-IVとEM-3+MRNMF-Nの結果について，第 7.3節で説明し
た 5種の評価値を解析した所，他の評価値は下がっていたのに対して Recallの評
価値は上がっていた．また，分類後に出来た各クラスのクラスタサイズにおいて，
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NMF-IVよりも少し片方のクラスに偏っていた．つまり，MRNMF-NはNMF-IV
よりも一つのクラスタに偏った分類をしてしまうという性質が確認された．しか
し，使用する教師データによっては 5つ全ての評価値が約 2%程度上がったケース
が見られた．これにより，単語よりも熟語が重要となる文書も存在すると考えられ
る．MRNMF-Nの結果はあまり良いとは言えないが，熟語を考慮する必要がある
文書も存在するため熟語に対応したMRNMF-Nは重要であるが基底行列の制約や
α，βや γ等の重みパラメータの組合せなどの改良の必要がある．
7.6.2.2 観点行列について
第 7.5.2.2項で調査したように，MRNMF-Nを実行した後の基底行列U1 における
各クラスにおいて関連度が高い上位 10位の単語を求める．結果を表 7.10と表 7.11
にまとめる．
表 7.10: ps:政治寄り観点の上位単語 (最適化後)-U1
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 首相 位 首相 位 首相 位 首相 位
2 氏 目 氏 目 氏 目 氏 目
3 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯 都知事 Ｗ杯
4 経済 メートル 選 メートル 選 メートル 選 メートル
5 選 ― 経済 ― 経済 ― 経済 ―
6 安倍 決勝 安倍 決勝 安倍 決勝 安倍 決勝
7 スポーツ ４ スポーツ ４ スポーツ ４ スポーツ ４
8 大統領 戦 大統領 戦 大統領 戦 大統領 戦
9 細川 ５ 細川 回 細川 回 細川 回
10 東京 回 東京 ソチ 東京 ５ 東京 ソチ
表 7.11: ps:スポーツ寄り観点の上位単語 (最適化後)-U1
EM-1 EM-2 EM-3 EM-4
Rank 政治 スポーツ 政治 スポーツ 政治 スポーツ 政治 スポーツ
1 氏 位 氏 五輪 氏 位 氏 五輪
2 首相 Ｗ杯 都知事 位 都知事 Ｗ杯 都知事 位
3 都知事 五輪 首相 Ｗ杯 首相 五輪 首相 Ｗ杯
4 選 目 選 目 選 目 選 目
5 細川 メートル 細川 選手 細川 メートル 細川 メートル
6 大統領 ― 大統領 メートル 大統領 ― 大統領 選手
7 経済 決勝 移設 ― 移設 選手 移設 ―
8 移設 選手 経済 スポーツ 経済 決勝 経済 決勝
9 ％ ４ ％ 決勝 ％ スポーツ 女性 スポーツ
10 市長 スポーツ 原発 ４ 市長 ４ ％ ４
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NMF-IVの時とMRNMF-Nの時の最適化後における基底行列の重要上位単語を
比較する．そのため，表 7.8は表 7.10と，表 7.9は表 7.11と比較する．比較結果と
して，全体的にランキングは似ているが，異なる所として，政治クラスでは “首相”
や “大統領”などのランキングが上がり，スポーツクラスでは “首相”や “スポーツ”
のランキングが下がっている．“首相”や “大統領”に関しては単語としてよりも”
安部首相”，“森首相”や “韓国大統領”といった熟語として多く出現するため低解
像度文書行列である bigramの効果で政治クラスでは重要度が上がり，スポーツク
ラスでは下がったと考えられる．一方で，“スポーツ”は熟語よりも単語による出
現が多いため，MRNMF-Nでは重要度が下がったと考えられる．
7.7 実験3：多義語の曖昧性の解消を伴った多重解像度
NMFによる分類
7.7.1 事前実験
MRNMF-WSDではall-words WSDと文書分類を同時に処理している．MRNMF-
WSDの all-words WSD部分は第 6.3節で解説したように式 (6.11)の目的関数 Jp に
おける第 3項目である．そして，ある一単語 hのみのWSDは式 (6.7)を目的関数
としたNMFにより語彙判断を行うことができる．MRNMF-WSDは一単語を対象
としたWSDの精度に依存する．そのため，事前実験としてNMFによる一単語を
対象にしたWSDの性能調査を行う．
実験には SemEval-2007[34]で公開されている語義付きコーパスである “English
Lexical Sample”を用いる．このコーパスはWordNetの辞書を利用している．コー
パスには 100単語の多義語が準備され，各多義語が出現する数十から数百の文書が
準備されている．各文書に出現する多語義はWordNetに基づいてアノテーション
されている．NMFによる語義判定の結果を表 7.12に示す．
表 7.12から語義判定をNMFで行うと高い精度で判定できる多義語もあるが判定
精度が低い多義語もあることが分かる．判定性能であるF値が 0.7以上である多義
語は 4単語あった．また，0.3以下である多義語は 13単語であった．ここで，0.7
以上の 4単語は “attempt”，“avoid”，“disclose”と “remove”である．
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表 7.12: NMFによる語義判定の結果
平均値 中央値 最大値 最小値
Entropy 0.273 1.696e-06 0.969 2.465e-33
Purity 0.391 6.283e-07 0.992 6.163e-34
RandIndex 0.487 0.493 0.775 3.140e-05
Precision 0.589 0.571 0.988 5.547e-33
Recall 0.326 0.276 0.939 6.163e-34
F-measure 0.448 0.453 0.786 0.123
7.7.2 実験結果
多義語の曖昧性の解消を伴った多重解像度NMFであるMRNMF-WSDの結果を
図7.8に示す．実験3では，使用する文書データが実験1と異なる．そのため，NMF-
IVとの比較を可能にするために，実験 3で使用した文書データによるNMF-IVの
結果も図 7.8に載せている．
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H
m
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図 7.8: Result of MRNMF-WSD
7.7.3 考察
図7.8においてMRNMF-WSD系の中では，EM-2+MRNMF-WSDとEM-4+MRNMF-
WSDが良い評価値である．しかし，EM-2～4+NMF-IVと比較すると，EM-2～
4+NMF-IVの方が約 3%評価値が高いという結果が分かる．
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また，図 7.5におけるNMF-IV系の手法や図 7.7におけるMRNMF-N系の手法で
はEM-2やEM-4よりもEM-3の方が有効であったのに対して，図 7.8ではEM-2や
EM-4にMRNMF-WSDを組み合わせた手法の方が EM-3+MRNMF-WSDよりも
良好である．これは，EM-2とEM-4は両クラスで多く出現する単語の重みを小さ
くするため，WSDの精度の影響が小さかったのではないかと考えられる．そのた
め，WSDの結果が大きく反映される EM-1や EM-3の評価値は減少したというこ
とはWSDの精度が低いと考えられる．また，対象とするデータが異なるが第 7.7.1
節で行った事前実験ではWSDの精度が比較的に良好な多義語も存在したが，全体
的な精度は高いとは言えない結果であった．
よって，WSD部分のみの精度に対する改善が必要である．
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第8章 おわりに
この章では本研究のまとめと今後の課題について述べる．
8.1 まとめ
本論文では，ユーザの観点を抽出し観点行列として表現し行列分解を用いた文書
分類手法に導入することで，ユーザの観点に沿った文書分類を目指し，そのための
いくつかの手法を示した．
まず，明示的に表現することが困難な観点を算出する手法として EM-1，EM-2，
EM-3とEM-4の 4手法を提案した．作成される観点行列において寄与度が高い上
位 10単語ランキングを確認すると，十分各クラスタの特徴を捉えている単語が上
位にきた．
次に，観点を反映した分類手法として，比較的シンプルに観点行列を用いるNMF-
DV，NMF-IVを提案した．Web朝日の記事データを使用した結果の場合，シング
ルラベルデータのみの時とマルチラベルデータを混ぜた混合データの時の両方で
EM-3＋NMF-IVが他の手法よりもよい実験結果であった．他の手法の中ではSVM
が最も良い結果であった．特に，シングルラベルデータのみの際には SVMも高い
分類性能を示した．しかし，教師データを少なくした場合や分類が困難なマルチラ
ベルデータを混ぜた場合には SVMよりも EM-3＋NMF-IVの方が有効であった．
例えば，教師データ数を各クラス 1個にした場合は SVMより EM-3+NMF-IVの
方が評価値は約 30%も高かった．更に，マルチラベルを混ぜた場合には SVMより
もEM-3＋NMF-IVの方が評価値は約 48%も高かった．EM-3+NMF-IVが有効で
あるということは，ユーザの観点に沿った分類を行うには教師データから算出する
特徴としてクラス内における文書間での共通の特徴よりも各文書における独自の特
徴を用いることが重要であると考えられる．
以上のことから，マルチラベル文書も含まれる一般の文書に対してユーザの観点
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に沿った文書分類を行うには EM-3+NMF-IVが有効である．
また，単語のみではなく単語の共起具合を考慮したMRNMF-Nと，多義語に対
する曖昧性の解消を伴う手法としてMRNMF-WSDも提案した．
NMF-IVとMRNMF-Nを比較すると，実際の分類された各クラスの構成と 5種
の評価値の中で Entropyが最も大きく悪化していることから，MRNMF-Nは多く
のテストデータでNMF-IVの際よりも一方のクラスに少し偏りやすい傾向がみら
れた．実験での結果は期待したほどの性能向上は見られなかった．しかし，使用す
る教師データによってはMRNMF-Nの方がよい分類結果である場合も確認できた．
これは，例えば，“韓国”や “大統領”と “韓国大統領”のように単語よりも単語列の
方が各文書間での共起数が少なくなるため教師文書と分類する文書間で同じ単語列
が共起している場合は bigramを素性とした低解像度文書行列がプラスに働くと考
えられるが，単語の共起特徴を十分に捉えるには教師データが不足していたと考え
ている．
MRNMF-WSDの結果をまとめる．まず，一単語を対象にしたNMFによるWSD
は最近の従来手法と同等の性能であった．しかし，文書分類に用いるにはWSD部
分の精度が十分ではなかったため，実験では期待したほどWSDの効果による分類
の改善は見られなかった．マルチラベル文書はクラスごとに多義語の語義が異なる
場合があると考えられるため高精度のMRNMF-WSDは特にマルチラベル文書の
分類には必要であると期待される．しかし，all-words WSDを行うため計算コスト
が他の手法よりも掛かるという問題も他の all-words WSDタスクと同様に存在し
ている．
提案手法は記事の分類を対象にしたが，色々な応用が考えられる．例えば，企業
内の部署によって観点が異なる場合は，その部署の観点に沿った書類の分類に使用
できる．また，実用的なシステムへの適用を考えると，最初はユーザが通常の検索
結果を使用して閲覧した記事にラベルを付けてもらうことで教師文書を獲得する．
その教師文書から観点の特徴を算出しEM-3+NMF-IVで観点に沿った文書分類が
できると考えられる．ユーザがシステムを使用していくにつれ教師文書を増やす機
能を載せることで良質な教師データの獲得を行うことが望ましい．方法としては，
ユーザが閲覧した文書のラベル付けを初回以外も行う方法や，システムが定期的に
分類結果が観点に沿っているか尋ねて，正しいという回答が得られたら，その時の
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分類結果を教師文書に追加する方法などが考えられる．教師データが少ない初期頃
はEM-3+NMF-IVによる分類が有効であるが，教師データの数が増えたら，計算
コストが小さいEM-3+NMF-DVによる分類が実行時間が短くなるため有効である
と考えている．
8.2 今後の課題
本論文では，観点行列の導入方法としてNMF-DVとNMF-IVの 2通りの手法を
提案したが，NMFにおける目的関数には反映されていない．そのため，NMF-IV
後には観点の影響が小さくなってしまっていると考えられる．よって，観点行列を
NMFの局所解への制約として導入する必要がある．
また，単語の共起特徴を十分に反映させるために，MRNMF-Nの改善が必要であ
る．特に，基底行列に対する制約部分に対して改善の余地があると考えられる．また，
教師文書の量を変更するなどの更なる実験が必要である．そして，MRNMF-WSD
はWSD部分だけでの精度向上が必要である．さらに，MRNMF-WSDは all-words
WSDを行っているため，他の手法よりも計算コストが大きい．そのため，計算コ
ストを減らすような改善が必要である．
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付録
A 各観点抽出手法での重要語ランキング一覧
表 9.1: se:スポーツ寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank スポーツ 経済 スポーツ 経済 スポーツ 経済 スポーツ 経済
1 選手 日経 選手 日経 レース 日経 レース 日経
2 岡田 円 岡田 銭 西武 銭 西武 銭
3 錦織 銭 錦織 取引 ザック ウルグアイ ザック ウルグアイ
4 さん 取引 さん ウルグアイ ジャガー 炉 ジャガー 炉
5 スポンサー 炉 スポンサー 炉 部員 ウー 部員 腰
6 日本 ウルグアイ Ｗ杯 株価 遼 生命 遼 生命
7 Ｗ杯 株価 試合 値上がり キャプテン 腰 キャプテン ウー
8 試合 コイン レース 生命 セット コイン セット 工場
9 五輪 値上がり 五輪 腰 岡田 工場 岡田 バー
10 レース 生命 監督 米 本塁打 株価 本塁打 株価
表 9.2: se:経済寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank スポーツ 経済 スポーツ 経済 スポーツ 経済 スポーツ 経済
1 鈴木 岡田 鈴木 岡田 内村 レース 内村 レース
2 台風 選手 内村 円 鈴木 ザック 鈴木 ザック
3 内村 円 台風 錦織 オリックス ジャガー オリックス ジャガー
4 オリックス 錦織 オリックス さん 台風 遼 台風 遼
5 受賞 さん ヤクルト スポンサー 受賞 キャプテン 受賞 キャプテン
6 体操 スポンサー 受賞 レース 偉業 セット 偉業 セット
7 ヤクルト レース 体操 選手 久保 尼崎 久保 尼崎
8 パラリンピック Ｗ杯 パラリンピック Ｗ杯 真中 ハンドボール パラリンピック ハンドボール
9 久保 契約 久保 契約 パラリンピック 岡田 真中 日経
10 小川 五輪 小川 ユニ 安打 日経 安打 セール
表 9.3: et:経済寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 経済 技術 経済 技術 経済 技術 経済 技術
1 銭 北朝鮮 銭 北朝鮮 ＡＶ 北朝鮮 ＡＶ 北朝鮮
2 日経 ロボット 日経 出願 コイン ロボット コイン 館
3 取引 館 取引 館 Ｗｉｉ Ｗｉ Ｗｉｉ 出願
4 買収 出願 買収 踏切 通貨 館 日経 踏切
5 平均 Ｗｉ 平均 Ｗｉ 日経 踏切 通貨 Ｗｉ
6 円 踏切 コイン モン 拠点 出願 拠点 郵便
7 コイン モン 株価 サイバー イー 郵便 イー モン
8 通貨 受験 通貨 受験 支店 モン ＮＦＣ 受験
9 株価 サイバー ビット スト ＮＦＣ 受験 支店 スト
10 ビット 郵便 Ｗｉｉ 郵便 音 スト 音 ロボット
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表 9.4: et:テクノロジー寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 経済 技術 経済 技術 経済 技術 経済 技術
1 ・ コイン 銭 コイン 日経 ＡＶ 銭 ＡＶ
2 銭 買収 日経 買収 銭 Ｗｉｉ 日経 Ｗｉｉ
3 ドル 携帯 前日 携帯 増税 通貨 増税 コイン
4 増税 ＡＶ 増税 ＡＶ ドル コイン 支出 イー
5 円 通貨 ＴＰＰ Ｗｉｉ 支出 イー 原油 通貨
6 ＴＰＰ Ｗｉｉ 平均 端末 原油 ルモンド クッキー ルモンド
7 日経 ゲーム 首相 ビット クッキー 拠点 報酬 拠点
8 協議 ビット 報酬 通貨 報酬 ＮＦＣ 民営 ＮＦＣ
9 安 端末 クッキー ゲーム 復興 動物 ロシア 動物
10 首相 ＮＦＣ 支出 ＮＦＣ ロシア 音 復興 買収
表 9.5: it:事故寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 事故 技術 事故 技術 事故 技術 事故 技術
1 不正 コイン 片山 コイン 会員 コイン 片山 コイン
2 会員 工場 不正 工場 片山 工場 会員 工場
3 流出 米 流出 ビット ＰＷ ポイント ＰＷ 衛星
4 東芝 ポイント 会員 衛星 島野 衛星 島野 小保
5 片山 衛星 東芝 小保 条項 鶴岡 児童 負担
6 情報 小保 ＬＩＮＥ 鶴岡 児童 負担 条項 鶴岡
7 ＬＩＮＥ 鶴岡 島野 観測 東芝 小保 東芝 録画
8 件 観測 条項 負担 Ｓｕｉｃａ 観測 Ｓｕｉｃａ ＯＳ
9 被告 ・ 情報 ％ 爆竹 録画 爆竹 ％
10 島野 負担 被告 区間 慶応大 ・ 慶応大 観測
表 9.6: it:テクノロジー寄り観点の上位単語 (最適化前)
EM-1 EM-2 EM-3 EM-4
Rank 事故 技術 事故 技術 事故 技術 事故 技術
1 アンネ 不正 アンネ 片山 アンネ 会員 アンネ 片山
2 さん 流出 猪瀬 流出 猪瀬 片山 猪瀬 会員
3 判決 片山 船 不正 被爆 コイン 船 コイン
4 猪瀬 東芝 認定 コイン 船 島野 被爆 島野
5 船 会員 さん サイト 医師 ＰＷ 脱税 ＰＷ
6 被爆 コイン 被爆 会員 弟 条項 弟 条項
7 少年 サイト 弟 東芝 脱税 ミク 談合 ミク
8 医師 情報 脱税 ＬＩＮＥ 少年 慶応大 医師 ポイント
9 認定 ＬＩＮＥ 同校 アクセス 認定 東芝 同校 慶応大
10 弟 島野 医師 島野 疾患 爆竹 認定 爆竹
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