Neural population activity often exhibits rich variability and temporal structure. This variability is thought to arise from single-neuron stochasticity, neural dynamics on short time-scales, as well as from modulations of neural firing properties on long time-scales, often referred to as "non-stationarity". To better understand the nature of co-variability in neural circuits and their impact on cortical information processing, we need statistical models that are able to capture multiple sources of variability on different time-scales. Here, we introduce a hierarchical statistical model of neural population activity which models both neural population dynamics as well as inter-trial modulations in firing rates. In addition, we extend the model to allow us to capture non-stationarities in the population dynamics itself (i.e., correlations across neurons). We develop variational inference methods for learning model parameters, and demonstrate that the method can recover non-stationarities in both average firing rates and correlation structure. Applied to neural population recordings from anesthetized macaque primary visual cortex, our models provide a better account of the structure of neural firing than stationary dynamics models.
Introduction
Neural spiking activity recorded from populations of cortical neurons exhibits substantial variability in response to repeated presentations of a sensory stimulus [1] . This variability is thought to arise both from dynamics generated endogenously within the circuit [2] , as well as from internal and behavioural states [3] [4] [5] . An understanding of how the interplay between sensory inputs and endogenous dynamics shapes neural activity patterns is essential for our understanding of how information is processed by neuronal populations. Multiple statistical [6] [7] [8] [9] [10] [11] and mechanistic [12] models for characterising neuronal population dynamics have been developed. In addition to these dynamics which take place on fast time-scales (milliseconds up to few seconds), there are also processes modulating neural firing activity which take place on much slower timescales (seconds to days). The slow drifts in rates across an experiment can be caused by fluctuations in arousal, anaesthesia level or physiological properties of the experimental preparation [13] [14] [15] . Furthermore, processes such as learning and short-term plasticity can lead to changes in neural firing properties [16] . The statistical structure of these slow fluctuations has been modelled using state-space models and related techniques [17] [18] [19] [20] [21] .
To accurately capture the the structure of neural dynamics and to disentangle the contributions of slow and fast modulatory processes to neural variability and co-variability, it is therefore important to develop models that can capture neural dynamics both on fast (i.e., within experimental trials) and slow (i.e., across trials) time-scales. Czanner et al. [22] presented a statistical model of singleneuron firing in which within-trial dynamics are modelled by (generalised) linear coupling from the recent spiking history of each neuron onto its instantaneous firing rate, and across-trial dynamics were modelled by defining a random walk model over parameters. More recently, Mangion et al [23] presented a latent linear dynamical system model with Poisson observations (PLDS, [6, 9, 11] ) with a one-dimensional latent space, and used a heuristic filtering-approach for tracking parameters, again based on a random-walk model.
Here, we present a hierarchical Bayesian model of neural dynamics. Our model consists of a latent dynamical system with Poisson observations (PLDS) to model neural population dynamics combined with a Gaussian process (GP) [24] to model modulations in firing rates or model-parameters across experimental trials. Compared to the random-walk based prior work, using a GP is a more flexible and powerful way of defining the distributions over the non-stationarity, with hyperparameters that control its variability and smoothness.
We focus on two concrete variants of this general model: In the first variant, we introduce a new set of variables which control neural firing rate on each trial to capture non-stationarity in firing rates. In the second variant, we allow the dynamics matrix which determines the spatio-temporal correlations in the population to vary across trials. We derive a variational Bayesian (VB) inference method for estimating the posterior distribution over (possibly time-varying) parameters from population recordings of spiking activity. Our approach generalises the 1-dimensional latent states in [23] to models with multi-dimensional states, as well as to a Bayesian treatment of non-stationarity based on Gaussian Process priors.
Hierarchical non-stationary models of neural population dynamics
We start by introducing a hierarchical model for capturing short time-scale population dynamics as well as long time-scale non-stationarities in firing rates or model parameters. Although we use the term "non-stationary" to mean that the system is best described by parameters that change over time, the distribution over parameters can be described by a stochastic process which might be strictly stationary in the statistical sense 1 .
Modelling framework. We assume that the neural population activity y t depends on a kdimensional latent state x t ∈ R k and a modulatory factor h (i) ∈ R k which is different for each trial i = {1, . . . , r}. The latent state x models short-term co-variability of spiking activity and the modulatory factor h models slowly varying mean firing rates across experimental trials.
We model neural spiking activity of p neurons as conditionally Poisson given the latent state x t and a modulator h (i) , with a log firing rate which is linear in parameters and latent factors,
where the loading matrix C ∈ R p×k specifies how each neuron is related to the latent state and the modulator, and d ∈ R p is an offset term that controls the mean firing rate of each cell. We note that, because of the use of an exponential firing-rate nonlinearity, latent factors have a multiplicative effect on neural firing rates, as has been observed experimentally [5, 15] .
Following [9, 11, 23] , we assume that the latent dynamics evolve according to a first-order autoregressive process with Gaussian innovations,
Here, we allow for sensory stimuli (or experimental covariates), u t ∈ R d to influence the latent states linearly. The dynamics matrix A ∈ R k×k determines the state evolution, B ∈ R k×d models the dependence of latent states on external inputs, and Q ∈ R k×k is the noise covariance Q ∈ R k×k .
We set Q to be the identity matrix, Q = I k as in [25] , and we assume x
(1:r) }. We refer to this general model as nonstationary PLDS (N-PLDS). Different variants of N-PLDS can be constructed by placing priors on individual parameters which allow them to vary across trials (in which case they would then depend on the trial index i) or by omitting different components of the model. In the following, we will focus on two concrete variants.
Model I : Non-stationarity in mean firing rates. In the first model ( Fig. 1 Left) , we assume all parameters apart from h to be constant across trials. For the modulator h, we assume that it varies across trials according to a GP with mean 0 and (modified) squared exponential kernel, i.e.
Here, we assume the independent noise-variance on the diagonal ( ) to be constant and small as in [26] . When σ 2 = = 0, the modulator vanishes, which corresponds to the conventional PLDS model with fixed parameters [9, 11] . When σ 2 > 0, the mean firing rates vary across trials, and the parameter τ determines the time-scale (in units of 'trials') of these fluctuations. We impose ridge priors on the model parameters (see Appendix A for details), so that the total set of hyperparameters of the model is Φ = {σ 2 , τ 2 , φ}, where φ is the set of ridge parameters.
Model II : Non-stationarity in population dynamics. With the second variant ( Fig. 1 Right), we aim to capture non-stationarity in dynamics. We drop the modulator h, and instead allow the dynamics matrix A to vary across trials. That is, we allow the model to have a different matrix A (i) for each trial i. We assume that the evolution of A's over time follows a Gaussian process,
Here,ā is the (vectorized) mean dynamics matrix, the covariance kernel K is as for model I, with the only exception that the blocks are now of size k 2 × k 2 as each a (i) has k 2 elements. As before, when σ 2 = = 0, this model reduces to a stationary PLDS. When τ goes to zero, this model corresponds to independently drawing a (i) from N (ā, σ 2 I k 2 ), i.e. a model in which the dynamics are slightly different on each trial, but the fluctuations are not correlated across trials. For larger values of τ , the squared exponential kernel ensures that A will vary smoothly across trials. The parameters in this model are θ = {A
(1:r) , B, C, d}. We also impose ridge priors on {B, C, d}, which results in hyperparameters Φ = {σ 2 , τ 2 , φ}.
Variational Bayesian Expectation Maximization
Our goal is to infer parameters and latent variables in each model. The exact posterior distribution in each model is not analytically tractable due to the Poisson likelihood term. Here, we approximate the posterior over the parameters and the latent variables by maximising the lower bound of the marginal likelihood of the observations, log p(y
where the approximate posterior is denoted by q(θ, x
(1:r)
, which we assume to be factorized between latents and parameters. We maximize the lower bound by iterating the variational Bayesian expectation maximization (VBEM) algorithm [25] , which consists of (1) the variational Bayesian expectation (VBE) step for computing q x (x
and (2) the variational Bayesian maximization (VBM) step for computing q θ (θ),
While a complete derivation of the algorithm is presented in Appendix A, we here highlight its main steps.
VBE step. Using the first-order dependency in latent states, we derive a sequential forward/backward algorithm to obtain q x (x (1:r) 0:T ), generalising the approach of [23] to multidimensional latent states. Since the VBE step decouples across trials, this step is easy to parallelise across trials (and is not more expensive than Bayesian inference for a 'fixed parameter' PLDS) and we omit the trial-indices for clarity. The forward message α(x t ) at time t is given by
Assuming that the forward message at time t − 1 denoted by α(x t−1 ) is Gaussian, the Poisson likelihood term will render the forward message at time t non-Gaussian, but we will approximate α(x t ) as a Gaussian using the first and second derivatives of the right-hand side of eq. 7. Similarly, the backward message at time t − 1 is given by
which we also approximate to a Gaussian for tractability in computing backward messages.
Using the forward/backward messages, we compute the posterior marginal distribution over latent variables (See Appendix A). We also need to compute the cross-covariance between neighbouring latent variables to obtain the sufficient statistics of latent variables (which we will need for VBM step). The pairwise marginals of latent variables are given by
which we approximate as a jointly Gaussian distribution by using the first/second derivatives of eq. 9 and extracting the cross-covariance term from the joint covariance matrix.
VBM step. In the VBM step, we need to update the posterior distribution over the parameters. Under Model I, the posterior over parameters factorizes as
where vectorized notations b = vec(B ) and c = vec(C ). For this model, we set c, d to the maximum likelihood estimatesĉ,d for simplicity in inference. The computational cost of this algorithm is dominated by the cost of calculating the posterior distribution over h (1:r) , which involves manipulation of a rk-dimensional Gaussian. While this was still tractable without further approximations for the data-set sizes used in our analyses below, we note that a variety of approximate methods for GP-inference exist which could be used to improve efficiency of this computation. In particular, we will typically be dealing with systems in which τ 1, which means that the kernel-matrix is smooth and can be approximated using low-rank representations [24] .
Under Model II, the posterior over a is replaced by a (1:r) , and h (1:r) is omitted from eq. 10. We then approximate each factor in eq. 10 to a multivariate normal distribution using the first/second derivatives of eq. 6 w.r.t. each of the parameters. Again, computation time is dominated be the GP term, which however lends itself well to low-rank approximations. 
where the prior mean and covariance depend on the hyperparameters.
Predictive distributions for test data. In our model, different trials are no longer considered as independent, so we can predict parameters for held-out trials. Using the GP model on h and a, we have closed form predictive distributions on h * and a * for test data D * given training data D: 
Applications

Simulated data
We first illustrate the performance of Model I on a simulated (from Model I) population recording from 40 neurons consisting of 100 trials of length T = 200 time steps each. We used a 4-dimensional latent state and assumed that the population consisted of two homogeneous sub-populations of size 20 each, with one modulatory input controlling rate fluctuations in each group (See Fig. 2 A) . In addition, we assumed that for half of each trial, there was a time-varying stimulus ('drifting grating'), represented by a 3-dimensional vector which consisted of the sine and cosine of the time-varying phase of the stimulus (frequency 0.4 Hz) as well as an additional term which indicated whether the stimulus was on.
We fit Model-I N-PLDS to the data, and found that it successfully captures the non-stationarity in (log) mean firing rates, defined by z = C(x + h) + d, as shown in Fig. 2 A, and recovers the total . . . Figure 3 . Illustration of non-stationarity in population dynamics (data simulated from Model II). A: Raster plots of spontaneous activity from 40 neurons during 10 seconds of recording for simulated trials 1 and 100. We assumed that the two sub-populations (blue and red) have negative correlation at trial 1 and positive correlation at trial 100. B: Recovered correlations. Our Model II (red) accurately recovers the correlations between two groups across trials (RMSE: 0.04), while other methods perform poorly: independent PLDSs fit to each trial individually give noisy results (RMSE 0.06) and a single PLDS fit across all trials cannot capture the change in correlation (RMSE 0.44). C: Estimation of off-diagonal in dynamics matrices. We fixed the loading matrix C to its true value to avoid issues with non-identifiability of parameters in LDS models. The off-diagonal term A 12 estimated by our model matched the true values well, whereas the independent PLDS produced noisy estimates, and the fixed PLDS cannot capture the change in A 12 .
and trial-conditioned covariances (the across-trial mean of the single-trial covariances of z). For comparison, we also fit 100 separate PLDSs to the data from each trial, as well as a single PLDS to the entire data. The naive approach of fitting an individual PLDS to each trial can, in principle, follow the modulation. However, as each model is only fit to one trial, the parameter-estimates are very noisy since they are not well constrained by the data from each trial. We note that a single PLDS with fixed parameters is able to track the modulations in firing rates in the posterior mean here-however, a single PLDS would not be able to extrapolate firing rates for unseen trials (as we will demonstrate in our analyses on neural data below). In addition, it will also fail to separate 'slow' and 'fast' modulations into different parameters. By comparing the total covariance of the data (averaged across neuron pairs) to the 'trial-conditioned' covariance (calculated by estimating the covariance on each trial individually, and averaging covariances) one can calculate how much of the cross-neuron co-variability can be explained by across-trials fluctuations in firing rates (see e.g., [15] ). In this simulation (which illustrates an extreme case dominated by strong across-trial effects), the conditional covariance is much smaller than the true one.
Next, we tested Model II using a simulation of spontaneous activity from a population of 40 neurons (simulated from Model II). We again assumed that the population could be split into two subpopulations of size 20 neurons each, and simulated an experiment in which the correlation across the two sub-populations changed dramatically across the experiment: Specifically, we generated a 2-d latent state that controls correlations in firing rates between the two groups of neurons, and adjusted the off-diagonal term in the dynamics matrix (A 12 ) such that the correlation between the groups varied slowly from −1 to 1 across 100 trials, where the length of each trial is T = 200. Other elements of A were adjusted such that the stationary covariance of the system was kept constant.
As before, we fit Model II N-PLDS, a single PLDS, and 100 independent PLDSs to the data. Our model accurately recovered the correlation change in z across trials, while the single PLDS was not able to capture the non-stationarity and the independent PLDSs exhibited noisy correlations (Fig. 3) . Finally, our model also accurately recovered the off-diagonal parameter A 12 (Fig. 3 C) . For panel C only, we set the loading matrix C to the ground truth value for each of the models (Model II, fixed PLDS, separate PLDSs). LDS models suffer from non-identifiability of parameters, implying that estimated parameters do not necessarily match the true parameters even for perfect model fits. 
Neurophysiological data
Dataset I: Non-stationary mean firing rates
How big are non-stationarities in neural population recordings, and can our model successfully capture them? To address these questions, we first analysed a population recording from anesthetized macaque primary visual cortex consisting of 64 neurons stimulated by sine grating stimuli. The details of data collection are described in [5] , but our dataset also included units that were not used in the original study due to strong non-stationarities in their firing rate. We binned the spikes recorded during 100 trials of the same orientation using 50ms bins, resulting in trials of length T = 80 bins. Analogously to the simulated dataset above, we parameterised the stimulus as a 3-d vector of the sine and cosine values of the phase of the grating as well as an indicator that specifies whether there is a stimulus or not. The stimulus was presented for 2 seconds. Before and after the stimulus presentation, a blank screen was presented for 1 second. We divided the data into test data (every 10th trial) and training data (i.e., the remaining 90 trials).
We then fit our N-PLDS Model I to the training data. Using the estimated parameters from the training data, we made predictions on the modulator h on test data (we used the mean of the predictive distribution, see methods). Using these parameters, we drew samples for spikes for the entire trials to compute the mean firing rates of each neuron at each trial. For comparison, we also fit a single PLDS to the data. As this model does not allow for across-trial modulations of firing rates, we simple kept the parameters estimated from the training data.
For visualisation of results, we used linear regression on each neuron (regression from trial index to mean firing rates) to classify neurons as 'decreasing in firing rate', 'increasing in firing rate' or 'not being modulated by firing rate' based on how much of their total variance was explained by the regression, and based on the sign of the regression coefficient. For the neurons with strongest modulations in firing rates, the modulations were well captured by our model (Fig. 4 A/B , results are for latent dimensionality k = 7). For non-modulated neurons (36 out of 64), our model likewise identified firing rates to be constant. We tested different latent dimensions (k = 1, 5, 7, 9), and found that our model works the best when k = 7 in terms of the RMSE on mean prediction: 1.1149, 0.9398, 0.7383, 0.7893 for k = 1, 5, 7, 9, respectively. Our model successfully captures the non-stationarity in mean firing rates (Fig. 4 A/B ) and also accurately recovers the total and conditional covariances (averaged across all neurons). In contrast, the fixed-parameter PLDS has firing rates which are constant across trials, therefore achieves worse reconstruction RMSE for each k (e.g. RMSE: 1.2496 for k = 7), and also overestimates the conditional covariance. 1, 2, 4 ). The top plot shows the mean firing rate of 40 neurons during 30 epochs, showing that there is only a slight systematic drift in mean firing rate. Each dot represents predicted mean firing rates for the held-out data (6 trials). The bottom plot shows the mean correlation of the spike counts. All three N-PLDS models capture the increase in correlation at the end of the experiment, with the k = 4 capturing it most accurately. B: Comparison to using a PLDS model with fixed parameters (k = 1, 2, 4). Both the mean firing rate and correlation in PLDS are constant across epochs. As a consequence, the best RMSE on mean correlation estimation in PLDS is 0.0138 (k = 1) compared to 0.0087 (k = 4) in N-PLDS.
Dataset II : Non-stationary population dynamics
Finally, we analyzed a dataset of spontaneous activity recorded from a population of 40 neurons from macaque visual cortex. The details of data collection are described in [27] and the data is available from [28] . Using the spike-sorting information provided in the dataset, we selected the spike-cluster with highest signal-to-noise ratio from each recording channel, and out of those 46 units kept the 40 units with highest firing rates. As the original data consisted of one continuous recording of length 15 minutes, we divided the data into 30 'epochs' of length 30 seconds each, and used every 5th epoch (20% of the data) for testing and the rest (80% of data) for training.
In this data, the mean firing rates are almost constant across time, while the correlations increase at the end of the experiment (Fig. 5 A) . After estimating the parameters of our N-PLDS (Model II) from the training data, we computed the predictive distribution on the dynamics matrices A * for the test data. Using these parameters, we drew samples for spikes to compute the mean firing rates for each trial (Fig. 5 A) , as well as the mean pairwise cross-correlations across all neuron pairs. The correlations estimated from N-PLDS (Model II) matched those in the data. For PLDS with fixed parameters, the estimated firing rates and correlations are constant across epochs (Fig. 5 B) . To quantify these results, we computed the RMSE in the prediction of mean firing rates and mean correlations on test epochs. The RMSEs on mean firing rate estimation for PLDS are 0.0156, 0.0182, 0.0188 for k = 1, 2, 4, respectively, while RMSE of N-PLDS is 0.0080 (k = 4). The RMSE on mean correlation estimation in PLDSs is 0.0138 (same for k = 1, 2, 4) and 0.0087 (k = 4) in N-PLDS.
Discussion
Non-stationarities are ubiquitous in neural data: Slow modulations in firing properties can result from diverse processes such as plasticity and learning, fluctuations in arousal, cortical reorganisation after injury as well as development and aging. In addition, non-stationarities in neural data can also be a consequence of experimental artifacts, and can be caused by fluctuations in anaesthesia level, stability of the physiological preparation or electrode drift. Whatever the the origins of nonstationarities are, it is important to have statistical models which can identify them and disentangle their effects from correlations and dynamics on faster time-scales [14] .
We here presented a hierarchical Bayesian model for neural population dynamics in the presence of non-stationarity. Specifically, we concentrated on two variants of this model which focus on non-stationarity in firing rates (Model I) and dynamics matrices (Model II). Applied to two sets of neurophysiological recording data, we demonstrated that this modelling approach can successfully capture these types of non-stationarities in neurophysiological recordings from primary visual cortex.
There are limitations to the current study: (1) how to select amongst multiple different models which could be used to model neural non-stationarity for a given dataset; (2) how to scale up the current algorithm for larger trial numbers (e.g., using low-rank approximations to the covariance matrix); and (3) how to overcome the slow convergence properties of GP kernel parameter estimation [29] . We believe that extending our method to address these questions provides an exciting direction for future research, and will result in a powerful set of statistical methods for investigating how neural systems operate in the presence of non-stationarity.
