Theoretical activation calculations for Fe, Ni, and stainless steel foils were compared against irradiated foil measurements from a critical assembly. Calculated/experiment values spanning 0.62-1.31 showed that the restricted approach used here is insufficient for experiment planning, with the collapsed cross-section being the primary source of error. The effect of decay time on gamma-ray spectroscopy measurement reliability was investigated using a Monte Carlo HPGe detector model. Simulations showed no correlation with decay time, absent interferences. Specific interferences for Fe-59 (Ni) and Co-60 (stainless steel) activation product ratios suggested optimal measurement windows having respective decay times of 9-11 days and 4-7 days.
Introduction
Radiation interaction simulations allow different scenarios to be explored more efficiently, bypassing common obstacles to experiments. Access to irradiation sources may be cost prohibitive and time constraints may render an experiment impractical. One use of simulations is to evaluate different safety options to minimize a researcher's dose [1] [2] [3] . Additionally, simulations can be used to optimize experiment parameters like irradiation and decay times. Also, some situations cannot be achieved experimentally. When this occurs, simulations can be used to predict environmental conditions, as well as define and track material signatures [4, 5] .
This work evaluates a simple approach to simulating neutron activation and gamma-ray spectroscopy measurements using theoretical activation calculations and a highpurity germanium (HPGe) detector model. The intent is to simulate the activation and measurement process from start to finish in support of experiment planning efforts and to determine if this simple approach provides satisfactory results. Activation calculations for individual activation products are compared against measured values from a critical assembly foil irradiation experiment in order to determine if the results are suitable as initial input for measurement simulations. The critical assembly supplies fission spectrum neutrons, a distribution of interest in technical nuclear forensics exercises. The materials under study are stainless steel grade 304 (SS) and two of its components, Fe and Ni. These are common components of structural materials that can lead to significant induced radioactivity [6, 7] . Comparison between the activation of the individual elements and the alloy is used to investigate possible changes in the activation network.
Gamma-spectroscopy measurements are simulated in this work with a Monte Carlo HPGe detector model using the Monte Carlo N-Particle radiation transport code (MCNP) version 6.1 [8] . Since peak resolution can be a limiting factor for quantitative gamma-ray measurements, HPGe detectors are used because of their superior resolution over other semiconductor or scintillation detectors [9, 10] . This characteristic is necessary when dealing with high-Z materials and fission products because of the substantial number of potentially closely spaced gamma-ray emission energies. The use of the critical assembly neutron source makes contamination from fission products a possibility that could undermine the reliability of gamma-ray spectroscopy measurements. To address this, the HPGe model is used to investigate the effect of decay time on the reliability of activation product ratio calculations and identify an optimal measurement window. A variety of activation product ratios are chosen based on experimentally measured nuclides to determine which, if any, are sensitive to the decay time.
The activation network
The activation products under consideration in this study focus on six neutron reactions-(n, c), (n, a), (n, p), (n, 2n), (n, 3n), and (n, 4n)-in Fe, Ni, and SS foils. These reactions on naturally occurring isotopes of Fe and Ni are considered primary reactions in this work. The cross-sections for these six reactions cover a wide range of incident neutron energies and include threshold reactions. The limitation of studying only these primary reactions allows the complexity of the activation network to be assessed. An example of what may result from the irradiation of an Fe target is presented as an activation map in Fig. 1 . In the activation map, nuclides are shaded based on their role during activation and decay. Only naturally occurring isotopes are considered to be target nuclides. Solid lines leaving these target nuclides show each specific reaction and point to the appropriate activation product. Any unstable activation products either decay directly to a stable nuclide or proceed through one or two daughter products before reaching a stable nuclide. Abundance and decay data were taken from the National Nuclear Data Center Chart of the Nuclides [11] .
Depending on irradiation conditions, complex activation networks may enable successive activations which can cause depletion or buildup of individual activation products. This situation is further complicated when multiple target elements with similar Z numbers are present, as is the case in SS. For example, Fe-59 has a half-life of 44.495 days and is produced through the Fe-58(n, c)Fe-59 pathway. Fe-59 could then undergo any one of the six neutron capture reactions listed above, thereby lowering the amount of Fe-59 produced from Fe-58, constituting a depletion reaction. In the opposite case and for a SS foil, Mn-54 is a direct product of (n, p) reaction on Fe-54. Mn is a minor element in most stainless steels, which would result in the production of Mn-54 from the Mn-55(n, 2n)Mn-54 pathway. Depending on the situation, depletion and buildup reactions may need to be accounted for in simulations and theoretical calculations. One goal of this study is to determine whether or not only considering the primary reactions is sufficient for predicting activation product ratios. Activation product ratios and reactions are given in Table 1 along with the primary gamma-ray energy and absolute intensity used in analysis [11] . 
Experimental
In this work, experiment data from a Flattop critical assembly irradiation of Fe, Ni, and SS metal foils were compared against theoretical activation calculations through calculated/experiment ratios (C/E), using ENDF/ B-VII.1 cross-section data [12] . Results from activation calculations were used to determine whether or not this method is appropriate as initial values for the HPGe simulation. Additionally, simulated HPGe measurements were modeled using MCNP6.1. The HPGe model was used to investigate the effect of decay time on measurement reliability for the activation product ratios listed in Table 1 . Fe and Ni foils from Shieldwerx were of natural composition having 99.9679% and 99.981% purities [13] . The SS foil from Goodfellow had a mass composition of 71.2 (7)% Fe, 18.39 (18)% Cr, 8.05 (9)% Ni, 1.81 (4)% Mn, and 0.54 (1)% Cu, as determined by ICP-MS analysis [14] .
Flattop irradiation and measurement
The Flattop critical assembly consists of a natural uranium reflector with interchangeable cores and options for reactivity adjustments, allowing for different neutron spectra to be obtained [15] . This experiment employed a highly-enriched uranium core for the irradiation of Ni, Fe, and SS foils [16] . Foils were positioned at the center of the Flattop assembly and irradiated for 3179(4) s. The Ni and one SS foil (SS-L) were positioned slightly to the left of center, while the Fe and other SS foil (SS-R) were positioned slightly to the right of center. Foil masses, with an uncertainty of.0001 g, were 0.1666 g for Fe, 0.1762 g for Ni, 0.1518 g for SS-R, and 0.1516 g for SS-L. Au foils of 0.0751 g, 0.0760 g, and 0.0755 g, also having 0.0001 g uncertainty, were included at the left end, right end, and center position in the foil stack to serve as flux monitors. The total length of the foil stack was less than 1 cm. The neutron probability distribution for the center position, resulting from flux tally in a Monte Carlo model of the Flattop critical assembly, is shown in Fig. 2 . The flux tally uses and equal unit lethargy energy binning scheme with upper bin values from 1.00E-11 MeV to 20.0 MeV. Due to the small length of the foil stack, the flux distribution did not change and was used for all activation calculations.
Experimental gamma-ray spectroscopy measurements were conducted using a suite of ORTEC GEM series p-type coaxial HPGe detectors, with each sample being counted on a minimum of three different detectors. Decay times ranged from 3 days to 15 days before measurements were taken. The relative efficiencies of the HPGe detectors ranged from 12 to 37% when compared to the 1332 keV peak of Co-60 measured with a 3 9 3 inch NaI detector at 25 cm. Counting times ranged from 12 to 4320 min to ensure good counting statistics for peaks under consideration. Counting geometries varied by changing the distance between the sample and detector face, covering distances from 4.86 to 6.67 cm, and one count at 18.67 cm. Spectrum analysis was accomplished using the GAMA-NAL program [17] . Final experiment results for selected activation products are presented in Table 2 as a weighted average of atoms of activation product at the end of irradiation (t = 0) with 1-sigma uncertainties. Activation product ratios were calculated based on the experiment results at t = 0.
Activation calculations
Activation calculations for the number of product nuclei, N p (t), were conducted according to Eq. (1):
where r is the collapsed cross-section for a given reaction, U T is the experimentally determined total neutron flux, N 0 is the number of target nuclei based on the foil mass, composition, and isotopic abundance, k is the decay constant for the product nuclide, and t irr is the irradiation time given above. The collapsed cross-section, given by Eq. (2):
is a weighted sum of the ENDF/B-VII.1 reaction crosssection data, (E i ), using the Flattop neutron energy probability distribution given in Fig. 2 as the weighting factors. The cross-section data was linearly interpolated to match the Flattop distribution energy binning structure. The total flux was determined experimentally through the Au-197(n, c)Au-198 reaction in the Au flux monitor foils by rearranging Eq. (1) to solve for the total flux term. The total flux value used in subsequent activation calculations was an average of the different Au foil positions. Element isotopics and mass data were obtained from the NIST Table of Atomic Weights and Isotopic Compositions [18] . Uncertainties in activation calculations were estimated using standard error propagation. Uncertainty estimates for the cross-section data were taken from ENDF/B-VII.1, when available, and supplemented by TENDL-2015 when needed [12, 19] . Calculated activation yields were compared against experiment results to better understand the limitations when using Eq. (1) and the constrained activation network. Activation product ratios were also calculated, based on the results from Eq. (1), and compared against experiment ratios.
HPGe simulation with MCNP
The gamma-ray spectroscopy measurement process was simulated using a MCNP6.1 HPGe detector model having a relative efficiency of 42%. A detailed description of the model and its performance is discussed by Goodell et al. [20] . Simulated measurements were performed by modeling the detector response to a calculated gamma-ray distribution, based on the activation product mixture at a specified point in time. Input gamma-ray distributions were calculated from experimental results for decay times of 2, 5, 10, and 15 days post-irradiation. Gamma-ray energy probabilities were defined as the product of a nuclide's activity at the time of measurement and the absolute intensity of the given gamma-ray energy. Half-lives and gamma-ray data were obtained from the National Nuclear Data Center [11] . The resulting pulse-height spectra, generated using an F8 tally in MCNP with the GEB option, were analyzed using the PeakEasy gamma-ray spectroscopy program [21] .
Simulations were structured to run 10 9 particles, using the MCPLIB84 library for photon interactions and the el03 library for electron interactions. The activated foil source was positioned 10 cm from the face of the detector. Fission products and associated daughter nuclides were not included in the source terms unless they had been quantified experimentally. Simulated activation product ratios were calculated using Eq. (3):
where PA i is the respective peak area calculated in PeakEasy, k i is the appropriate decay constant, P ci is the selected gamma-ray intensity from Table 1 , t is the decay time, and e i is the photopeak efficiency for the chosen gamma-ray energy. Simulated peak areas determined by Gaussian peak fitting with a linear background in PeakEasy. When multiple peaks were found within the region of interest, the number of Gaussian peaks used to fit the desired peak were automatically selected by PeakEasy Simulated activation product ratios back-calculated to t = 0 were compared against experiment results. Photopeak efficiency values, based on the calibration in [20] , were calculated using Eq. (4):
where i = 4, E c is the photopeak energy in keV, and E ref is equal to 1 keV. The values of the coefficients are given in Table 3 .
Results and discussion

Activation calculations versus experiment
The ratio of individual activation yields, calculated using Eq. (1) and ENDF/B-VII.1 data, to experiment values for the Fe, Ni, and SS foils are shown in Fig. 3 . Calculated/ Experiment (C/E) ratio values range from 0.62 to 1.31, with relative uncertainties less than 5% in most cases. The C/E result for Fe-59 in the Ni foil is the exception, having a relative uncertainty of 27%, dominated by the experiment results. The relative uncertainty for the production of Fe-59 in Ni using Eq. (1) is only 9%, whereas the uncertainty in the experimental value of Fe-59 is 25%. C/E ratio values for the Fe and Ni foils are consistently above 1, except for Co-60 in the Ni foil. C/E values for both SS foils agree with each other in all cases. However, in the SS foils, C/E values for Mn-54 and Co-58 are greater than 1, while those for Cr-51 are close to 1, and values for Fe-59 and Co-60 are less than 1. In the Fe and Ni foils, C/E values for Mn-54 and Co-58 are similar to the SS foils, but the values for Cr-51, Fe-59, and Co-60 are not. Production of Cr-51 in the SS foils included pathways using Cr targets, since Cr is the second largest component. It was determined that Cr-50(n, c) and Cr-52(n, 2n) reactions amount to 73% of total Cr-51 production through theoretical calculations, while the Fe-54(n, a)Cr-51 reaction produces the remainder. Total Cr-51 production from both the Fe and Cr targets was used for the SS foil analysis. There are four potential causes for deviations from C/E values of 1-inaccuracies in the neutron source distribution; errors in the cross-section data; the occurrence of secondary activations leading to depletion or buildup of the selected activation product; and incomplete selection of production pathways. Inspection of the input parameters for Eq. (1) shows that the uncertainty of the theoretical values is driven by the uncertainty in the collapsed crosssection. Since both the neutron source distribution and the cross-section data are used in Eq. (2) to calculate the collapsed cross-section, it is difficult to say which is more responsible for the C/E deviations without a thorough investigation of both variables. It is unlikely that either the neutron distribution or the cross-section data is the sole cause of the C/E deviations. Evidence for this includes the fact that theoretical uncertainties are relatively small and that total Cr-51 for the SS foils and Co-60 for the Ni foil have nearly perfect C/E values.
Even though uncertainties in the neutron distribution and cross-section data are small, that does not account for possible inaccuracies in either variable. Additionally, the method in which the collapsed cross-section may introduce additional error by underestimating or over estimating the collapsed cross-section value. Based on the ENDF/B-VII.1 data, this would be most problematic for the (n, c) reaction on Fe-58 due to the resonances in the cross-section. The remaining reactions are all threshold reactions that do not have resonances, so the effect is expected to be less. It is likely that errors in both variables contribute in varying degrees for the production of a given radionuclide and should addressed on a case by case basis. Secondary or successive activations causing depletion or buildup may also play a role in the C/E deviations. Depletion of the primary activation product is not initially considered in theoretical calculations, but if present during the experiment, it would cause C/E values to be above 1. This may be the case for Mn-54, Cr-51, and Fe-59 in the Fe foil, for Fe-59 and Co-58 in the Ni foil, and for Mn-54 and Co-58 in the SS foils. To determine the impact of depletion reactions, depletion calculations were performed by modifying Eq. (1) to include secondary activation, resulting in Eq. (5):
where the secondary activation of the primary product is accounted for by the U T r 2 term. The total interaction cross-sections from JEFF-3.2 or JENDL-4.0 were used to calculate r 2 as an upper limit on secondary activation, since ENDF/B-VII.1 data was not available [22, 23] . Depletion calculations showed insignificant differences, less than 0.001%, in the final value of the primary activation product from the original calculation. Therefore, depletion reactions can be eliminated from the list of possible causes contributing to C/E deviations. In depletion reactions, the magnitude of the secondary activation rate relative to the primary activation rate, along with the decay constant of the primary activation product, determine how substantial product depletion will be. Since the relative activation rates already show that depletion is unlikely, buildup reactions through secondary activation is also unlikely.
The simplest explanation for the C/E deviations in Fig. 3 is that the limited number of production pathways, outlined by the example in Fig. 1 , do not accurately reflect the reaction channels seen in experiments. Additional experimental reaction channels would have the effect of lowering C/E values. Examples of where this may be the case are Fe-59 and Co-60 in the SS foils. For Fe-59, predictions for the Fe and Ni foils are high, but predictions for the SS foils are low. It is expected that prediction trends in the Fe and Ni foils would carry over to the SS foils, as for Co-58, but they do not. If additional pathways are responsible, they would have to include different target nuclides. Between Fe or Ni and SS, there are no additional target nuclides that could be responsible for additional production pathways. Only Cu and Mn are additional elements above trace levels and they do not have viable pathways to Fe-59. Therefore, the discrepancy in C/E values for Fe-59 between the Fe, Ni, and SS foils is due to errors in the calculation of the collapsed cross-section or experimental error.
For Co-60, predictions in the Ni foil are accurate, but predictions in the SS-foil are not. One possible additional pathway is the Cu-63(n, a) reaction. However, Cu is a minor component of SS and the Cu-63(n, a) cross-section is lower than the Ni-60(n, p) cross-section. This suggests that additional reaction pathways are not likely to be responsible for the significant deviation in Co-60 C/E values between the Ni and SS foils. Rather, it is another case of a combination of errors in the calculation of the collapsed cross-section and possibly experimental error.
Of the four potential causes for C/E deviations, the collapsed cross-section appears to have the most significant effect. Accuracy errors need to be treated on a case by case basis, looking at the neutron source distribution, quality of the cross-section data, and potential number of production pathways. Expanding the reaction set and thorough investigation of collapsed cross-section calculations may lead to more accurate results, or at least a better understanding of the sources of error. Accuracy errors in the individual nuclide C/E ratios combine as expected to produce activation product C/E values ranging from 0.84-1.75. The inconsistency of the results makes the individual activation calculations unsuitable as input for the HPGe simulation.
Decay time tffects on HPGe simulation
The effect of decay time on the ability to measure activation product ratios was evaluated using a HPGe detector model to simulate gamma-ray spectroscopy measurements at decay times of 2, 5, 10, and 15 days. Simulated activation product ratios were calculated using Eq. (3) and compared to experiment values to investigate the reliability of measurements over time. C/E values with 1-sigma uncertainty for activation product ratios in the Fe and Ni Fig. 4 C/E values, with 1-sigma uncertainty, at each decay time for activation product ratios from the Fe and Ni foils, as determined by HPGe simulation foils are shown in Fig. 4 . Large error bars are due to significant experiment error. HPGe simulations for the Ni foil were run with 10 10 source particles, rather than 10 9 , in order to reduce statistical uncertainty in the Fe-59 1099 keV peak. The large error bars for the Fe-59 based ratios in the Ni foil are dominated by the experimental error of 25%, whereas the uncertainty in the simulated results are near 12%.
The clustered results for the Mn-54/Cr-51, Fe-59/Cr-51 and Fe-59/Mn-54 ratios in the Fe foil, along with the Co-58/Co-60 ratio in the Ni foil, show that the ability to measure these ratios is independent of the decay time. The spread of the Co-58/Co-60 ratio values in the Ni foil for the different time steps is larger, but all values are statistically similar for 1-sigma uncertainty. Even though the Fe-59/Co-60 and Fe-59/Co-58 ratios are statistically similar, the dispersion of over the different time steps suggests that there is an interference present that undermines the ability to predict these ratios. Since the time dependence is similar between the Fe-59/Co-60 and Fe-59/Co-58 ratios, the interference is most likely associated with the detection of Fe-59.
The decay time dependence of the Fe-59 based ratios in the Ni foil is shown in Fig. 5 . The C/E values for all three ratios increase with decay time. The large uncertainty is due to experimental uncertainty in the Fe-59 value. At the 2 and 15 day time steps, the C/E values are different, but remain statistically similar because of the large experimental uncertainty. Analysis of the simulated activation product ratios shows that the 2 and 15 day values are indeed statistically different, with a 1-sigma uncertainty around 12%. The simulated uncertainty is driven by the Fe-59 peak area uncertainty, as determined by PeakEasy. Fe-59 is produced through the Ni-62(n, a) reaction in the Ni foil. The natural abundance of Ni-62 is approximately 3.6%, making Fe-59 a minor activation product and sensitive to interferences. Analysis of the simulated spectra reveals an interference from the 1596 keV line of La-140. The 1099 keV line of Fe-59 used in this analysis falls within the Compton region of the prominent La-140 peak. Since Fe-59 production in the Ni foil is low, the 1099 keV peak is obscured by the Compton continuum of the La-140 1596 keV peak. As La-140 decays away, more of the Fe-59 1099 keV peak is revealed, leading to more accurate results. Figure 6 shows the C/E ratios, with 1-sigma uncertainty, for the SS-L foil. Only the Co-58/Co-60 and Fe-59/Co-60 activation product ratios exhibit any decay time dependence. All other ratios are statistically similar over the different time steps. Analysis of the SS-R foil produces a similar plot, but uncertainties are larger, causing all ratios to be statistically similar for all time steps. La-140 is also present in the SS-L foil, but the Fe-59 interference that was seen with the Ni foil is not a factor here since the Fe component is the major producer of Fe-59. The larger amount of Fe-59 makes detection of the 1099 keV peak less susceptible to fluctuations in the background caused by the disappearance of the La-140 peak. Since the decay time dependence is limited to Co-60 based ratios, any interferences are associated with the detection of both the 1173 keV and 1332 keV lines of Co-60.
The decay time dependence of the Co-58/Co-60 and Fe-59/Co-60 activation product ratios is shown in Fig. 7 . Interestingly, the trends are dependent on which line of Co-60 is being used, suggesting separate interferences for each line. C/E values for activation products using the 1173 keV peak increase with decay time, while the opposite is true for the 1332 keV peak. Analysis of the relative change in peak area between time steps helps to clarify what the causes may be. For the 1332 keV based activation product ratios, the Co-60 peak area increases by approximately 28% between the 2 day and 15 day time steps. The Fe-59 peak area decreases by roughly 1.5% and the Co-58 peak area increases by about 8%. The trends for the relative changes in peak areas between time steps match up with the trend for the 1332 keV based activation product ratios in Fig. 7 . The large increase in the Co-60 1332 keV peak area can be attributed to its longer half-life, relative to the measurement period, and the disappearance of short-lived interfering products, like La-140 and Na-24. The longer half-life of Co-60 prevents significant decrease in its activity between the shortest and longest measurement. The disappearance of short-lived products reduces the background around the 1332 keV peak. Both of these contribute to making Co-60 a larger relative component of the sample at later time steps. Similar reasoning can be applied to the change in Co-58 peak area but showing a lesser effect. The relative decrease in Fe-59 peak area is related more to its shorter half-life relative to Co-58 and Co-60. Since the increase in the 1332 keV peak area is much larger than the changes in Co-58 and Fe-59, the 1332 keV peak dictates the decreasing trend in C/E values.
For the 1173 keV peak of Co-60, the relative change in simulated peak area between the 2 day and 15 day time steps is less than 0.1%. The 1173 keV peak area would be expected to increase, as seen with the 1332 keV peak, since both gamma-ray lines have similar intensities and are close enough to experience similar changes in background. The constant behavior can be attributed to the presence of I-132, which has an 1172.9 keV line, interfering with the 1173 keV line of Co-60. If the calculated Co-60 at 1173 keV was all Co-60, then the simulated peak area would increase, as is seen with the 1332 keV peak. However, I-132 has a half-life of only 2.295 h, causing the 1173 keV peak to remain constant as the I-132 decays away. It should be noted that I-132 is in secular equilibrium with its parent, Te-132, which was detected in the SS-L foil during the experiment. This causes the I-132 interference to persist, but its effect decreases with time. Taking this into consideration, the trend seen for the 1173 keV based ratios is an increase over the time steps since the amount of Co-60 measured by the 1173 keV line is less than it would be without the interference from I-132.
The time dependence shown for the Fe-59 based ratios in Fig. 5 (Ni foil) is more significant, based on the range of C/E values, than what is seen for the Co-60 based ratios in Fig. 7 (SS-L foil). Allowing the interference to decay away when production of the desired activation product is low, such as in Fig. 5 , improves measurement accuracy, as would be expected. For Fig. 7 , the interferences are more persistent, not leading to measurement improvement over time. The simulated results are most consistent with each other, 1173 keV versus 1332 keV peaks, around 5 days after irradiation. Longer decay times lead to greater inaccuracies, but in this case, results are still with 10% of experiment values.
The time dependence of the Fe-59 and Co-60 based ratios in the Ni and SS-L foils suggest that there is an optimal measurement window for this work. Separate interferences on the 1173 keV and 1332 keV lines of Co-60 lead to statistically different results over time. For the Fe-59 based ratios in the Ni foil, the optimal measurement window appears to be for decays times in the 9-11 day range. For the Co-60 based ratios in the SS-L foil, the optimal measurement window is for decay times in the 4-7 day range.
Conclusions
This work shows that activation calculations, restricted to a small subset of reactions, cannot adequately predict activation product ratios consistently in Fe, Ni, and stainless steel foils. Therefore, the calculated activation results are unsuitable as the input for measurement simulations. The primary source of error was determined to be the collapsed cross-section, including errors in the neutron flux distribution and also in the cross-section data. Secondary activations causing depletion or buildup of desired activation products are not likely to have a significant impact. More work is needed to inspect the neutron flux distribution and Fig. 7 Decay time dependence of Co-60 based activation product ratios in the SS-L foil as determined by HPGe simulation. C/E results are given with 1-sigma uncertainty the collapsed cross-section calculation for oversimplification and other potential errors. Also, sensitivity to the nuclear data library should also be investigated.
Gamma-ray spectroscopy measurements simulated using a MCNP HPGe detector model show that there is no correlation between the ability to measure activation product ratios and the decay time, provided that there are no significant interferences. Specifically, in this work, activation product ratios based on Fe-59 in the Ni foil and Co-60 in the SS foil showed a slight correlation with decay time. When interferences are present, the choice of decay time can affect accuracy, depending on the characteristics of the interfering nuclide. Allowing the interference to decay away does not impair predictive measurement capabilities, provided that nuclides under consideration are sufficiently active and long-lived. The extent to which gamma-spectroscopy measurements are affected by the decay time depends on the specific interference and the ratio being studied.
