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The superconducting proximity effect on two-dimensional massless Dirac electrons is usually analyzed
using a simple model consisting of the Dirac Hamiltonian and an energy-independent pair potential. Al-
though this conventional model is plausible, it is questionable whether it can fully describe the proximity
effect from a superconductor. Here, we derive a more general proximity model starting from an appropriate
microscopic model for the Dirac electron system in planar contact with a superconductor. The resulting
model describes the proximity effect in terms of the energy-dependent pair potential and renormalization
term. Within this framework, we analyze the density of states, the quasiparticle wave function, and the
charge conservation of Dirac electrons. The result reveals several characteristic features of the proximity
effect, which cannot be captured within the conventional model.
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1. Introduction
Since the isolation of monolayer graphene,1 two-
dimensional (2D) massless Dirac electron systems have
attracted considerable attention in the condensed mat-
ter community. This attention has been intensified by the
discovery of 2D Dirac electrons on the surface of strong
topological insulators.2–4 Low-energy electrons in mono-
layer graphene are referred to as Dirac electrons as they
obey the massless Dirac equation.5 A three-dimensional
strong topological insulator is insulating in the bulk but
hosts metallic electron states on its surface. The surface
electrons of strong topological insulators are confined in
a thin surface region and obey the massless Dirac equa-
tion,6 so they are also regarded as 2D Dirac electrons.
In this paper, we focus on the proximity effect on
2D Dirac electrons coupled with a bulk superconductor.
Such a setup is most naturally created by depositing a
superconductor on top of a graphene sheet7–9 or a topo-
logical insulator.10, 11 Consequently, the resulting hybrid
system has a 2D planar structure. The simplest way to
describe electron states in the region covered by a su-
perconductor is to add an effective pair potential ∆eff to
the Hamiltonian of the Dirac electron system.12 Let us
consider the 2D Dirac electron system on the xy plane
governed by the following 2× 2 Dirac Hamiltonian:
Hˇ0D =
[ −µ vkˆ−
vkˆ+ −µ
]
, (1)
where v and µ are the velocity and chemical poten-
tial, respectively, and kˆ± ≡ −i∂x ± ∂y. To theoretically
treat quasiparticle states under the proximity effect, we
need to use the Bogoliubov-de Gennes (BdG) equation,13
which can describe the mixing of electron and hole states
induced by an effective pair potential. The corresponding
4× 4 Hamiltonian for the covered region becomes
H0BdD =
[
Hˇ0D ∆ˇ
∆ˇ −Hˇ0D
]
, (2)
where
∆ˇ =
[
∆eff 0
0 ∆eff
]
. (3)
The model presented above was first proposed for
graphene by Beenakker,14 and has been widely applied
to not only superconductor-graphene junctions15–18 but
also superconductor-topological insulator junctions.19–21
Hereafter, it is referred to as the conventional model.
Although the conventional model is plausible, its mi-
croscopic justification has been lacking in a strict sense.
Note that H0BdD cannot be distinguished from the Hamil-
tonian describing Dirac electrons in the superconducting
state. Furthermore, it is difficult to apply the conven-
tional model to the analysis of the temperature (T ) de-
pendence of physical quantities because ∆eff is a phe-
nomenological parameter and its T -dependence is not
easy to determine. It is thus questionable whether the
proximity effect is fully described by this model.
The purpose of this paper is to establish a more gen-
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eral proximity model. Starting from an appropriate mi-
croscopic model for the 2D Dirac electron system in pla-
nar contact with a bulk superconductor, we derive an
effective model for Dirac electrons by exactly integrating
out the electron degrees of freedom in the superconduc-
tor. In the resulting effective model, the proximity effect
is represented by the energy-dependent pair potential φ
and renormalization term η. In the Matsubara represen-
tation with ω being the fermion Matsubara frequency,
the effective Hamiltonian is given by
HBdG(ω) =

−µ− η(ω) vkˆ− φ(ω) 0
vkˆ+ −µ− η(ω) 0 φ(ω)
φ(ω) 0 µ− η(ω) −vkˆ−
0 φ(ω) −vkˆ+ µ− η(ω)


(4)
with
η(ω) =
iΓω
Ω(ω)
, (5)
φ(ω) =
Γ∆0
Ω(ω)
, (6)
where ∆0 is the pair potential of the bulk superconduc-
tor,22 Γ characterizes the coupling strength of Dirac elec-
trons to the superconductor, and
Ω(ω) =
√
ω2 +∆20. (7)
The effective Hamiltonian with real energy ǫ is simply
obtained by carrying out the analytic continuation of
iω → ǫ+iδ, where δ is a positive infinitesimal. Within this
framework, we analyze the density of states, the quasi-
particle wave function, and the charge conservation of
Dirac electrons to reveal the characteristic features of
the proximity effect.
Here, it is fair to mention that Sau et al.23 have derived
a model essentially equivalent to Eq. (4) by adapting the
argument of McMillan24 to a microscopic model for a
superconductor-topological insulator junction. However,
they focused on the low-frequency limit of ω → 0 and
did not explicitly examine the role of the ω-dependence of
the effective Hamiltonian. Furthermore, the derivation of
Eq. (4) given below is simpler and more transparent than
that in Ref. 23. The same model was also proposed in
Refs. 25 and 26 for a superconductor-graphene junction.
Our other task in this study is to determine the re-
lationship between HBdG(ω) and H
0
BdG. In Ref. 26, an
expression for the Josephson current through the Dirac
electron system is derived on the basis of HBdG(ω).
It is shown that, at T = 0, the expression in the
Fig. 1. 2D Dirac electron system in planar contact with a layered
superconductor.
strong coupling limit of Γ ≫ ∆0 reproduces that of
Titov and Beenakker derived on the basis of H0BdD with
∆eff = ∆0,
27 suggesting some relationship between the
two Hamiltonians. We show that, in spite of the apparent
difference between them, the behavior of quasiparticles
described by HBdG(ω) becomes nearly identical to that
described by H0BdG under the condition of µ≫ Γ≫ ∆0.
This accounts for the correspondence of the two expres-
sions for the Josephson current in the strong coupling
limit.
In the next section, we introduce a simple microscopic
model for the Dirac electron system in planar contact
with a bulk superconductor, and derive the effective
Hamiltonian HBdG for Dirac electrons fully taking ac-
count of the proximity effect from a superconductor. In
Sect. 3, we calculate the density of states in the Dirac
electron system as a simple application of HBdG. In Sect.
4, we obtain the wave function of quasiparticle states by
solving the BdG equation for HBdG. It is shown that the
resulting wave function is nearly identical to that ob-
tained from the conventional model Hamiltonian H0BdG
when µ≫ Γ≫ ∆0, indicating that HBdG and H0BdG de-
scribe the same physics under this condition. The charge
conservation in the system described by HBdG is consid-
ered in Sect. 5. The last section is devoted to a summary.
We set ~ = kB = 1 throughout this paper.
2. Model and Formulation
Let us consider the 2D Dirac electron system on the xy
plane in planar contact with a bulk superconductor. For
convenience of analysis, we assume that the superconduc-
tor consists of an infinite number of 2D superconducting
layers stacked in the z-direction, and that the first layer
is coupled with the Dirac electron system (see Fig. 1).
We assume that the system is translationally invariant
in the x- and y-directions, and treat the in-plane wave
vector k‖ ≡ (kx, ky) as a conserved quantity.
The action S for this system is decomposed into S =
SD+SS+ST, where SD and SS respectively describe the
2
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2D Dirac electron system and the bulk superconductor,
and ST corresponds to the coupling between them. We
consider only the k‖-component (and its time-reversed
partner) of S in the following argument since k‖ is a
good quantum number, and use the Matsubara repre-
sentation. Firstly, we present an expression for SS. Let
ψjσ be the electron field with spin σ for the jth layer
of the superconductor (j = 1, 2, 3, . . . ). Here and here-
after, we do not explicitly indicate the k‖-dependence of
the electron field. The adjacent layers are coupled by the
transfer integral t, and the in-plane energy dispersion in
each layer is ǫ(k‖) ≡ k2‖/(2m) in the normal state. We
assume that the pair potential ∆0 and the chemical po-
tential µS are constant over all layers. Taking all these
into account, SS is given by
SS = T
∑
ω
∑
j≥1
[ ∑
σ=↑,↓
(
ψ†jσ(ω)
(−iω − µS(k‖))ψjσ(ω)
− tψ†jσ(ω)ψj+1σ(ω)− tψ†j+1σ(ω)ψjσ(ω)
)
+∆0ψ
†
j↑(ω)ψ
†
j↓(−ω) + ∆0ψj↓(−ω)ψj↑(ω)
]
,
(8)
where µS(k‖) is the effective chemical potential defined
by µS(k‖) = µS−ǫ(k‖). Next we present an expression for
SD. We assume that the Dirac electron system is simply
described by the Hamiltonian (1). Let ψDσ be the Dirac
electron field with spin σ. To treat the superconducting
proximity effect, we must simultaneously consider elec-
trons and holes.28 This is achieved by employing the four-
component field ΨD(ω):
ΨD(ω) ≡
t(
ψD↑(ω), ψD↓(ω), ψ
†
D↓(−ω),−ψ†D↑(−ω)
)
.
(9)
The corresponding action SD is written as
SD = T
∑
ω
1
2
Ψ†D(ω) (−iω14×4 +HD)ΨD(ω), (10)
where 14×4 = diag{1, 1, 1, 1},
HD =
[
Hˇ0D 0ˇ
0ˇ −Hˇ0D
]
, (11)
and the factor 1/2 is attached to avoid double counting.
Finally, the coupling term is expressed as
ST = T
∑
ω
∑
σ=↑,↓
[
− γψ†1σ(ω)ψDσ(ω)− γψ†Dσ(ω)ψ1σ(ω)
]
,
(12)
where γ is the transfer integral connecting the Dirac elec-
tron system and the first layer of the bulk superconduc-
tor.
The proximity correction SΣ to the Dirac electron sys-
tem is expressed as
exp (−SΣ) =
∫ ∏
j,σ,ωDψjσ(ω)Dψ
†
jσ(ω) exp (−SS − ST)∫ ∏
j,σ,ωDψjσ(ω)Dψ
†
jσ(ω) exp (−SS)
.
(13)
Hence, the effective action for the Dirac electron system
is given by Seff ≡ SD + SΣ. We obtain an expression
for SΣ by integrating out ψjσ and ψ
†
jσ for all j.
29 The
derivation of SΣ is presented in Appendix A. The result
is
SΣ = T
∑
ω
1
2
Ψ†D(ω)
(
V (ω)1ˇ χφ(ω)1ˇ
χφ(ω)1ˇ −V (−ω)1ˇ
)
ΨD(ω),
(14)
where 1ˇ = diag{1, 1}, φ(ω) is defined in Eq. (6), and
V (ω) =
ΓµS(k‖)
2t
− χ iΓω
Ω(ω)
(15)
with
χ = 1− 1
2
(
µS(k‖)
2t
)2
. (16)
Here, the coupling strength Γ is defined by
Γ =
γ2
t
. (17)
As 2t is the largest energy scale of the system under
consideration, we can safely ignore the first term of V (ω)
and set χ = 1. With this reduction, the effective action
is simplified to
Seff = T
∑
ω
1
2
Ψ†D(ω)
(− iω14×4 +HBdG(ω))ΨD(ω),
(18)
where HBdG is the ω-dependent effective Hamiltonian
presented in Eq. (4). That is, Dirac electrons under the
proximity effect are described by this effective Hamil-
tonian. It should be emphasized that, in its derivation,
we do not rely on a perturbative treatment with respect
to the coupling term ST (see Appendix A). Hence, this
approach is applicable even when the coupling is very
strong.
In the above argument, we properly take account of the
proximity effect on the Dirac electron system but com-
pletely ignore the reverse effect on the superconductor.
Generally, the strength of the proximity effect is deter-
mined by the density of states in the partner to which the
system under consideration is coupled.24 As the density
3
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of states of Dirac electrons is much smaller than that of
the bulk superconductor, the reverse effect can be safely
ignored.
3. Density of States
As a simple application of the effective Hamiltonian
HBdG(ω) derived in the previous section, we analyze the
density of states in the Dirac electron system under the
proximity effect. The detailed behavior of quasiparticle
states is analyzed in the next section.
Let us introduce the thermal Green’s function defined
as
G(k‖, ω) =
[
iω14×4 −HBdG(ω)
∣∣
kˆ±→kx±iky
]−1
, (19)
in terms of which the density of states D(ǫ) at energy ǫ
is expressed as
D(ǫ) = − 1
π
∫ dk2‖
(2π)2
Im
{
tr
{G(k‖, ω)} ∣∣iω→ǫ+iδ
}
, (20)
where δ is a positive infinitesimal. It is easy to show that
tr
{G(k‖, ω)} = −2iω˜
(vk‖ − µ)2 + φ(ω)2 + ω˜2
+
−2iω˜
(vk‖ + µ)2 + φ(ω)2 + ω˜2
, (21)
where ω˜ = (1 + Γ/Ω)ω and k‖ = |k‖|. To avoid the un-
physical divergence of the integral over k‖, we introduce
the cutoff energy ǫc that is equivalent to half of the band
width. After analytic continuation, the energy-dependent
pair potential becomes
φ(ǫ) =
Γ∆0√
∆20 − ǫ2+
, (22)
where
ǫ+ = ǫ+ iδ. (23)
Note that the behavior of φ(ǫ) markedly changes depend-
ing on whether ǫ is greater or smaller than ∆0 as follows:
φ(ǫ) =


Γ∆0√
∆2
0
−ǫ2
(∆0 > ǫ ≥ 0)
i Γ∆0√
ǫ2−∆2
0
(ǫ > ∆0).
(24)
It is convenient to introduce the renormalization factor
Z(ǫ) = 1 +
Γ√
∆20 − ǫ2+
(25)
and the effective pair potential
∆(ǫ) =
φ(ǫ)
Z(ǫ)
. (26)
As we see below, this effective pair potential determines
the proximity-induced energy gap of Dirac electrons. Ob-
viously, the ǫ-dependence of the pair potential is com-
pletely ignored in the conventional model.
Carrying out the integration over k‖, we finally obtain
D(ǫ) =
1
π2v2
Im
[
ǫZ(ǫ) ln
(
ǫ2c − µ2
Z(ǫ)2Θ(ǫ)2 + µ2
)
+
iµǫ
Θ(ǫ)
ln
(
iZ(ǫ)Θ(ǫ) + µ
iZ(ǫ)Θ(ǫ)− µ
)]
, (27)
where
Θ(ǫ) =
√
∆(ǫ)2 − ǫ2+. (28)
As Z(ǫ) and hence ∆(ǫ) are real numbers when ǫ < ∆0,
it is easy to see that
Θ(ǫ) =
{ √
∆(ǫ)2 − ǫ2 (∆(ǫ) > ǫ ≥ 0)
−i
√
ǫ2 −∆(ǫ)2 (∆0 > ǫ > ∆(ǫ)). (29)
Accordingly, the density of states vanishes when ∆(ǫ) >
ǫ ≥ 0 because the function in the square brackets of
Eq. (27) has no imaginary part. This indicates that the
proximity-induced energy gap ǫg in the Dirac electron
system is determined by
ǫg = ∆(ǫg). (30)
It is easy to show that ǫg in the weak coupling limit of
∆0 ≫ Γ is approximated as
ǫg =
∆0Γ
∆0 + Γ
, (31)
while, in the opposite strong coupling limit, we find
ǫg = ∆0 − 2∆
3
0
Γ2
. (32)
Equation (32) indicates that the energy gap approaches
∆0 in the limit of Γ/∆0 → ∞. The energy gap numeri-
cally determined as a function of Γ/∆0 is shown in Fig. 2,
where the dotted (dashed) line represents the approxi-
mate expression for the weak coupling (strong coupling)
limit.
In the region of ∆0 > ǫ > ǫg, we can easily extract
the imaginary part of the function in the square brackets
and simply express the density of states as
D(ǫ) =
ǫ
πv2
[
Z(ǫ)θ
(
Z(ǫ)
√
ǫ2 −∆(ǫ)2 − µ
)
+
µ√
ǫ2 −∆(ǫ)2 θ
(
µ− Z(ǫ)
√
ǫ2 −∆(ǫ)2
)]
,
(33)
4
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Fig. 2. Energy gap ǫg as a function of Γ/∆0.
0.0 1.0 2.0
0
5
10
ε/∆0
D(ε)/(piv2)−1
µ/∆0=5
µ/∆0=0
Fig. 3. Density of states in the Dirac electron system in the cases
of µ/∆0 = 0 and 5 with Γ/∆0 = 0.2.
where θ(x) is the Heaviside step function. It is interesting
to note that the familiar square-root singularity [i.e., the
second term of Eq. (33)] disappears when µ ≈ 0. This
should be regarded as a characteristic feature of the Dirac
electron system.
The density of states for arbitrary ǫ is numerically
obtained from Eq. (27). As an example, we calculate
D(ǫ) at Γ/∆0 = 0.2 in the cases of µ/∆0 = 0 and 5
with ǫc/∆0 = 2000. To simulate inelastic scattering ef-
fects, which are inevitably present in actual experimen-
tal situations, we set the positive infinitesimal δ to be
δ/∆0 = 0.01. The result is shown in Fig. 3. The peak
structure at ǫ/∆0 = 1 reflects the square-root singular-
ity of the density of states in the bulk superconductor.
Obviously, this cannot be captured within the conven-
tional model with the energy-independent pair potential
∆eff since information on the bulk superconductor is not
adequately encoded in it. We observe that, at the gap
edge (i.e., ǫ = ǫg), there is no singular behavior in the
case of µ/∆0 = 0, while a sharp enhancement appears in
the case of µ/∆0 = 5, in accordance with Eq. (33).
4. Quasiparticle States
We introduce an effective BdG equation with real en-
ergy ǫ and obtain its exact eigenstates. Considering the
resulting eigenstate wave function, we demonstrate that
our model becomes essentially equivalent to the conven-
tional model in a certain limit.
The effective Hamiltonian for the BdG equation is ob-
tained by carrying out the analytic continuation iω →
ǫ + iδ in HBdG(ω). Then the BdG equation is given in
the following form:
HBdG(ǫ)Ψ(x, y) = ǫΨ(x, y), (34)
where
HBdG(ǫ) =

−µ− η(ǫ) vkˆ− φ(ǫ) 0
vkˆ+ −µ− η(ǫ) 0 φ(ǫ)
φ(ǫ) 0 µ− η(ǫ) −vkˆ−
0 φ(ǫ) −vkˆ+ µ− η(ǫ)


(35)
with η(ǫ) = (Z(ǫ)− 1) ǫ.
We hereafter assume that Ψ(x, y) varies as eikyy in the
y direction with a real ky, and hence Ψ(x, y) is rewritten
as
Ψ(x, y) ≡ eikyyΨ(x). (36)
Note that the BdG equation has evanescent solutions.
That is, Ψ(x) can be an exponentially decreasing or in-
creasing function of x. These solutions are necessary in
analyzing the scattering problem in the Dirac electron
system partially covered by a bulk superconductor when
the interface between covered and uncovered regions is
located along the y-axis.14 In terms of the wave number
in the x-direction,
k±x =
√(
µ± iZ(ǫ)Θ(ǫ)
v
)2
− k2y , (37)
the solutions of Eq. (34) are expressed as
Ψζ±(x) = C


(
ǫ±iΘ(ǫ)
∆(ǫ)
) 1
2
(
vkζ−
µ± iZ(ǫ)Θ(ǫ)
)
(
ǫ∓iΘ(ǫ)
∆(ǫ)
) 1
2
(
vkζ−
µ± iZ(ǫ)Θ(ǫ)
)

 eiζk±x x,
(38)
where C is the normalization constant, ζ(= ±) specifies
5
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the direction of propagation, and
kζ− = ζk
±
x − iky. (39)
Unless Z(ǫ)Θ(ǫ) is pure imaginary, k±x contains an imag-
inary part and hence Ψζ±(x) becomes an exponentially
increasing or decreasing function of x. When applying
this to the scattering problem, we need to choose only
evanescent solutions.
Below, we demonstrate that the eigenfunction (38) is
reduced to that derived from the conventional model un-
der the condition of µ ≫ Γ ≫ ∆0. Let us focus on the
strong coupling limit of Γ≫ ∆0. Note that, in this limit,
the effective pair potential ∆(ǫ) becomes identical to ∆0,
being independent of ǫ, as is evident in Eq. (26). Addi-
tionally, if µ is much greater than Γ, Eq. (38) can be
approximated as
Ψζ±0(x) = C


(
ǫ±iΘ0(ǫ)
∆0
) 1
2
(
vkζ−
µ
)
(
ǫ∓iΘ0(ǫ)
∆0
) 1
2
(
vkζ−
µ
)

 eiζk±x x (40)
with Θ0(ǫ) =
√
∆20 − ǫ2+. It turns out that Eq. (40)
is equivalent to the solution of the BdG equation for
H0BdG with the energy-independent pair potential ∆0 in
the case of µ ≫ ∆0.30 That is, under the condition of
µ ≫ Γ ≫ ∆0, the behavior of quasiparticles described
byHBdG(ǫ) is equivalent to that described byH
0
BdD. This
statement is also supported by the fact that, in the limit
of µ≫ Γ≫ ∆0, the density of states (27) is reduced to
D(ǫ) =
1
πv2
µǫ√
ǫ2 −∆20
, (41)
which is equivalent to that obtained from H0BdG.
The above argument accounts for the correspondence
that, in the strong coupling limit of Γ≫ ∆0, the expres-
sion for the Josephson current derived on the basis of
HBdG(ω)
27 reproduces that of the conventional model,15
where µ≫ ∆0 is assumed from the outset.
5. Charge Conservation
The evanescent solutions obtained above exponentially
decay with increasing or decreasing x, implying the dis-
appearance of quasiparticle current. This missing current
should be transferred to the bulk superconductor coupled
with the Dirac electron system. In this section, we derive
the charge conservation law for quasiparticle states from
the BdG equation.31
Let us express the four components of Ψ(x) as
Ψ(x) = t(u↑(x), u↓(x), v↓(x), v↑(x)) , (42)
where uσ(x) and vσ(x) respectively are the electron and
hole wave functions for spin σ. In terms of the electron
charge e, we define the quasiparticle charge density Q(x)
as31
Q(x) = e
(|u↑(x)|2 + |u↓(x)|2 − |v↓(x)|2 − |v↑(x)|2) .
(43)
In the stationary state in which we are interested, it is
obvious that the time derivative of Q(x) vanishes:
∂tQ(x) = 0. (44)
On the other hand, by noting that i∂tΨ(x) can be iden-
tified with ǫΨ(x) in the stationary state with energy ǫ
and then using the BdG equation (34), we can show that
the quasiparticle charge density Q(x) and quasiparticle
current density JQ(x) in the x-direction satisfy
∂tQ(x) = ΛQ(x) + ΛS(x) − ∂xJQ(x), (45)
where
ΛQ(x) = −2Im {Z(ǫ)} ǫQ(x), (46)
ΛS(x) = 4eRe {φ(ǫ)} Im {u↑(x)∗v↓(x) + u↓(x)∗v↑(x)} .
(47)
The current density is expressed as
JQ(x) = Ψ(x)
†JˆQΨ(x) (48)
with
JˆQ = ev
[
σˇx 0ˇ
0ˇ σˇx
]
, (49)
where σˇx is the x-component of the Pauli matrices. Com-
bining Eqs. (44) and (45), we arrive at the charge con-
servation law
ΛQ(x) + ΛS(x)− ∂xJQ(x) = 0 (50)
in the stationary state. It is obvious from Eqs. (46) and
(47) that ΛQ and ΛS are drain terms describing charge
tunneling into the superconductor: ΛQ represents the
contribution of quasiparticle tunneling, while ΛS repre-
sents that of pair tunneling. It should be emphasized
that the conventional model does not involve the drain
term ΛQ(x) due to quasiparticle tunneling, indicating its
inadequacy in describing the proximity effect.
Let us examine charge transfer processes between the
Dirac electron system and the superconductor on the ba-
sis of Eq. (50). In the region of ∆0 > ǫ ≥ 0, Z(ǫ) has no
imaginary part, resulting in ΛQ = 0. This indicates that
the quasiparticle tunneling plays no role, reflecting the
fact that the quasiparticle density of states in the super-
conductor vanishes in this energy region. To contrast,
φ(ǫ) becomes pure imaginary in the region of ǫ > ∆0,
resulting in ΛS = 0. This indicates that pair tunneling
6
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plays no role. To gain further insight into charge transfer
processes, we evaluate ΛQ and ΛS by substituting the
wave function given in Eq. (38) into Eqs. (46) and (47),
and confirm that the charge conservation law (50) ac-
tually holds (see Appendix B). An important finding is
that ΛS = 0 in the region of ∆0 > ǫ > ǫg. Our result is
summarized as
ΛS(x)− ∂xJQ(x) = 0 (51)
for ǫg > ǫ ≥ 0,
∂xJQ(x) = 0 (52)
for ∆0 > ǫ > ǫg, and
ΛQ(x)− ∂xJQ(x) = 0 (53)
for ǫ > ∆0.
It is worth pointing out that quasiparticle states in
the region of ∆0 > ǫ > ǫg are decoupled from the su-
perconductor in the sense that the corresponding quasi-
particle current is conserved within the Dirac electron
system. Supposing that the Dirac electron system is
partially covered by a bulk superconductor, let us con-
sider the electron transport from the uncovered region to
the superconductor. Note that electrons inevitably pass
through the covered region in the transport process. We
expect that quasiparticle states in the covered region
with ∆0 > ǫ > ǫg do not contribute to the electron
transport since they are decoupled from the supercon-
ductor. In contrast, quasiparticle states with ǫg > ǫ ≥ 0
do contribute to that through the pair tunneling into su-
perconducting condensate. It is of interest whether such
contrasting behaviors can be experimentally observed.
6. Summary
We have studied the proximity effect on a two-
dimensional massless Dirac electron system in planar
contact with a bulk superconductor, starting from an
appropriate microscopic model that explicitly takes ac-
count of the coupling of Dirac electrons to the supercon-
ductor. Integrating out the electron degrees of freedom
in the superconductor, we have derived a general prox-
imity model for Dirac electrons. The resulting effective
model takes account of the proximity effect in terms of
the energy-dependent pair potential and renormalization
term, and is applicable regardless of the strength of cou-
pling of Dirac electrons to the superconductor. From the
analysis of the density of states, the quasiparticle wave
function, and the charge conservation of Dirac electrons,
it is shown that the effective model reveals several char-
acteristic features of the proximity effect, which cannot
be captured by the conventional model, implying its ad-
vantage over the conventional model.
Finally, it is worth mentioning that the approach de-
veloped in this paper can be straightforwardly applied
to the hybrid system of multilayer graphene in planar
contact with a bulk superconductor.26, 32, 33
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Appendix A: Derivation of SΣ
To obtain the expression for SΣ, we perform the inte-
gration over ψjσ and ψ
†
jσ in Eq. (13) following Ref. 29.
It is convenient to rewrite the electron field as
ψjσ(ω) =
2
π
∫ π
0
dq sin(qj)ψσ(q, ω). (A·1)
The substitution of this into the expression for SS yields
SS = T
∑
ω
2
π
∫ π
0
dq
(
ψ†↑(q, ω), ψ↓(q,−ω)
)
×
( −iω + ξq ∆0
∆0 −iω − ξq
)(
ψ↑(q, ω)
ψ†↓(q,−ω)
)
, (A·2)
where ξq = −2t cos q−µS(k‖). We can simplify Eq. (A·2)
in terms of the Bogoliubov transformation:(
ψ↑(q, ω)
ψ†↓(q,−ω)
)
=
(
uq −vq
vq uq
)(
ϕ+(q, ω)
ϕ†−(q,−ω)
)
,
(A·3)
where
uq =
1√
2
√
1 +
ξq
Eq
, (A·4)
vq =
1√
2
√
1− ξq
Eq
(A·5)
with Eq =
√
ξ2q +∆
2
0. Consequently, SS is reduced to
SS = T
∑
ω
2
π
∫ π
0
dq
∑
τ=±
ϕ†τ (q, ω) (−iω + Eq)ϕτ (q, ω).
(A·6)
In terms of ϕτ and ϕ
†
τ , the coupling term is rewritten as
ST = T
∑
ω
2
π
∫ π
0
dq(−γ) sin q
×
[(
uqϕ
†
+(q, ω)− vqϕ−(q,−ω)
)
ψD↑(ω) + H.c.
+
(
vqϕ+(q, ω) + uqϕ
†
−(q,−ω)
)
ψD↓(−ω) + H.c.
]
.
(A·7)
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We substitute Eqs. (A·6) and (A·7) into Eq. (13) and
replace the integration variables as∏
j,σ,ω
Dψjσ(ω)Dψ
†
jσ(ω)→
∏
q,τ,ω
Dϕτ (q, ω)Dϕ
†
τ (q, ω).
(A·8)
We can obtain SΣ by integrating out ϕτ and ϕ
†
τ . It should
be emphasized that this integration can be performed
exactly without relying on a perturbative treatment with
respect to ST. The result is
SΣ = T
∑
ω
γ2
2
π
∫ π
0
dq sin2 q
×
[(
v2q
iω + Eq
− u
2
q
−iω + Eq
) ∑
σ=↑,↓
ψ†Dσ(ω)ψDσ(ω)
+
2uqvqEq
ω2 + E2q
(
ψD↓(−ω)ψD↑(ω) + H.c.
)]
. (A·9)
Finally, we carry out the integration over q. Since 2t is the
largest energy scale of the system under consideration, it
is natural to assume that 2t≫ µS(k‖),∆0, |ω|. We then
arrive at
SΣ = T
∑
ω
[(
ΓµS(k‖)
2t
− χ iΓω
Ω(ω)
) ∑
σ=↑,↓
ψ†Dσ(ω)ψDσ(ω)
+ χ
Γ∆0
Ω(ω)
(
ψD↓(−ω)ψD↑(ω) + H.c.
)]
,
(A·10)
where Γ = γ2/t, Ω(ω) =
√
ω2 +∆20, and
χ = 1− 1
2
(
µS(k‖)
2t
)2
. (A·11)
This expression is equivalent to Eq. (14).
Appendix B: Check of Charge Conservation
In this Appendix, we check that the charge conserva-
tion law (50) actually holds for the quasiparticle wave-
function Ψζ±(x) obtained in Sect. 4. We examine only the
case of ζ = +, for which Ψ+± is written as
Ψ+±(x) = C


(
ǫ±iΘ(ǫ)
∆(ǫ)
) 1
2
(
vk+−
µ± iZ(ǫ)Θ(ǫ)
)
(
ǫ∓iΘ(ǫ)
∆(ǫ)
) 1
2
(
vk+−
µ± iZ(ǫ)Θ(ǫ)
)

 eik±x x.
(B·1)
We separately treat the three energy regions ǫg > ǫ ≥ 0,
∆0 > ǫ > ǫg, and ǫ > ∆0. Remember that, in the first
two cases, ΛQ = 0 since Im{Z(ǫ)} = 0 for ∆0 > ǫ ≥ 0,
while ΛS = 0 in the last case since Re{φ(ǫ)} = 0 for
ǫ > ∆0.
In the subgap region of ǫg > ǫ ≥ 0, both Z(ǫ) and Θ(ǫ)
are real numbers. Thus, Eq. (37) indicates that k±x has
an imaginary part, so we set
k±x = k
±
0 + iκ
±. (B·2)
If κ± is positive (negative), Ψ+±(x) is an exponentially
decreasing (increasing) function of x. From Eqs. (37) and
(B·2), we can show that
κ± = ±µZ(ǫ)Θ(ǫ)
v2k±0
. (B·3)
Since ΛQ = 0 in this case, we obtain ΛS and JQ for
Ψ+±(x) to check the charge conservation law. Substituting
Eq. (B·1) into Eqs. (47) and (48) and then using Eq. (37),
we readily find that
ΛS = 8C
2 [∓Z(ǫ)Θ(ǫ)] [µ2 + v2κ±(κ± − ky)] e−2κ±x,
(B·4)
JQ = 4C
2v2
[
k±0 µ± (κ± − ky)Z(ǫ)Θ(ǫ)
]
e−2κ
±x. (B·5)
Modifying the expression for ΛS using Eq. (B·3), we con-
firm the following charge conservation law:
ΛS(x) − ∂xJQ(x) = 0. (B·6)
In the region of ∆0 > ǫ > ǫg, again ΛQ = 0 and Z(ǫ) is
a real number. However, Θ(ǫ) becomes a pure imaginary
number as Θ(ǫ) ≡ −i
√
ǫ2 −∆(ǫ)2. The substitution of
Eq. (B·1) into Eq. (47) straightforwardly yields ΛS = 0.
Correspondingly, JQ does not depend on x as k
±
x has no
imaginary part in this region. Taking these into account,
we find that
∂xJQ = 0 (B·7)
holds.
In the last case of ǫ > ∆0, both Z(ǫ) and Θ(ǫ) contain
real and imaginary parts. Hence, k±x has an imaginary
part and is expressed in the form of Eq. (B·2). It is con-
venient to decompose iZ(ǫ)Θ(ǫ) into real and imaginary
parts as
iZ(ǫ)Θ(ǫ) = α+ iβ, (B·8)
in terms of which κ± is expressed as
κ± = ± (µ± α)β
v2k±0
. (B·9)
Since ΛS = 0 when ǫ > ∆0, we obtain ΛQ and JQ for
Ψ+±(x). Substituting Eq. (B·1) into Eqs. (46), and (48),
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we find after calculations using Eqs. (37) and (B·8) that
ΛQ = −C2 |ǫ± iΘ(ǫ)| − |ǫ∓ iΘ(ǫ)||∆(ǫ)|
4Γǫ
iΘ(ǫ)
× [(µ± α)2 + v2κ±(κ± − ky)] e−2κ±x, (B·10)
JQ = 2C
2v2
|ǫ± iΘ(ǫ)|+ |ǫ∓ iΘ(ǫ)|
|∆(ǫ)|
× [k±0 (µ± α)± β(κ± − ky)] e−2κ±x. (B·11)
Modifying the expression for ΛQ using Eq. (B·9) and the
identity( |ǫ± iΘ(ǫ)| − |ǫ∓ iΘ(ǫ)| )ǫ
= ±( |ǫ± iΘ(ǫ)|+ |ǫ ∓ iΘ(ǫ)| ) iΘ(ǫ)β
Γ
, (B·12)
we can show that the charge conservation law, i.e.,
ΛQ(x) − ∂xJQ(x) = 0, (B·13)
actually holds.
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