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Re´sume´
L’apprentissage par renforcement (AR) fait maintenant
partie de l’e´tat de l’art dans le domaine de l’optimisa-
tion de syste`mes de dialogues vocaux. La plupart des
me´thodes applique´es aux syste`mes de dialogue base´es sur
l’AR, comme par exemple celles qui utilisent des pro-
cessus gaussiens, requie`rent de tester des changements
plus ou moins ale´atoires dans la politique. Cette manie`re
de proce´der est appele´e apprentissage ≪ on-policy ≫.
Ne´anmoins, celle-ci peut induire des comportements de la
part du syste`me incohe´rents aux yeux de l’utilisateur. Les
algorithmes devraient ide´alement trouver la politique op-
timale d’apre`s l’observation d’interactions ge´ne´re´es par
une politique sous-optimale mais proposant un comporte-
ment cohe´rent a` l’utilisateur : c’est l’apprentissage ≪ off-
policy ≫. Dans cette contribution, un algorithme efficace
sur les e´chantillons permettant l’apprentissage off-policy
et en ligne de la politique optimale est propose´. Cet al-
gorithme, combine´ a` une repre´sentation compacte, non-
line´aire de la fonction de valeur (un re´seau de neurones),
permet de ge´rer des syste`mes a` grande e´chelle.
Mots Clef
Apprentissage par renforcement, Syste`me de dialogue vo-
cal
Abstract
Reinforcement learning is now part of the state of the art in
the domain of spoken dialogue systems optimisation. Most
performant RL methods applied to spoken dialogue sys-
tems, such as those based on Gaussian Processes, require
to test more or less random changes in the policy on real
or simulated users to assess them as improvements or de-
gradations. This process is called on-policy learning. Ne-
vertheless, it can result in system behaviors that are not ac-
ceptable by users. Learning algorithms should ideally in-
fer an optimal strategy by observing interactions generated
by a non-optimal but acceptable strategy, that is learning
off-policy. Such methods usually fail to scale up, converge
slowly and are thus unapplicable to real-world systems. In
this contribution, a sample-efficient, online and off-policy
reinforcement learning algorithm is proposed to learn an
optimal policy. This algorithm is combined with a com-
pact non-linear value function representation enabling to
handle large scale systems.
Keywords
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1 Introduction
Les syste`mes de dialogues vocaux (SDV) sont maintement
fre´quemment utilise´s dans la vie quotidienne pour remplir
des taˆches varie´es : prise de rendez-vous, aide au diagnostic
de pannes, information, tutorat, etc. La conception de ces
syste`mes est souvent laisse´e a` des experts du traitement du
langage naturel afin que le SDV soit efficace et interagisse
de fac¸on naturelle avec l’utilisateur. Ces deux qualite´s sont
primordiales car le SDV interagit avec un humain et ce der-
nier peut tre`s rapidement eˆtre lasse´ de communiquer avec
une machine peu fiable. Le gestionnaire de dialogue (GD)
du SDV, module responsable de la prise de de´cisions a` pro-
pos de ce qui est dit et a` quel moment, doit donc avoir un
comportement prenant en compte les re´actions de l’utili-
sateur. Cette taˆche est complique´e par le fait que les mo-
dules de reconnaissance vocale et d’analyse se´mantique,
qui respectivement retranscrivent et reconnaissent le sens
de ce qu’a dit l’utilisateur, commettent des erreurs. Cela
rend la requeˆte de l’utilisateur partiellement observable du
point de vue du GD. Une solution parmi les plus courantes
pour e´viter les erreurs de reconnaissance est de demander a`
l’utilisateur de confirmer ce qu’il a dit. Mais cette solution
ralentit les e´changes et les rend moins naturels.
Il est donc important que le GD utilise une strate´gie d’in-
teraction efficace et naturelle, qui puisse faire aboutir la
requeˆte de l’utilisateur. De´finir a` la main cette strate´gie
devient rapidement impossible quand la taˆche est re´aliste.
En effet, cela ne´cessite d’identifier toutes les situations
qui peuvent eˆtre rencontre´es au cours du dialogue. Des
solutions ont donc e´te´ propose´es pour automatiquement
chercher la strate´gie optimale. Parmi celles-ci, nous nous
concentrons sur celles base´es sur l’apprentissage par ren-
forcement (AR) [1]. L’AR est une technique d’appren-
tissage automatique qui a de´ja` e´te´ applique´e avec succe`s
a` l’optimisation de SDV [2, 3, 4, 5]. L’ide´e fondamen-
tale de ces algorithmes est d’apprendre une strate´gie op-
timale a` partir d’interactions entre un SDV et des utilisa-
teurs de fac¸on a` optimiser une valeur nume´rique (appele´e
re´compense) lie´e a` la satisfaction de l’utilisateur. Cette
re´compense est ge´ne´ralement une combinaison line´aire de
diffe´rentes mesures connues comme e´tant lie´es a` la sa-
tisfaction de l’utilisateur (par exemple l’aboutissement de
la requeˆte, la longueur du dialogue, etc) [6]. La qualite´
d’une strate´gie est mesure´e comme e´tant la re´compense
cumule´e espe´re´e obtenue par le syste`me alors qu’il suivait
cette strate´gie. Ceci me`ne a` la de´finition d’une fonction,
appele´e fonction de valeur qui associe une re´compense cu-
mule´e espe´re´e a` chaque contexte de dialogue. La strate´gie
optimale est celle qui associe la plus haute re´compense cu-
mule´e espe´re´e a` chaque situation du dialogue.
Les me´thodes standard d’AR utilise´es jusqu’alors
pre´sentent l’inconve´nient de ne´cessiter beaucoup de
donne´es : la quantite´ est telle qu’il n’est pas possible
d’en re´unir assez pour apprendre la politique optimale.
Durant la dernie`re de´cennie, les dialogues ont donc e´te´
simule´s pour ge´ne´rer artificiellement suffisamment de
donne´es [7, 4, 8, 9]. Mais cette me´thode introduit un
biais de mode´lisation qui peut mener a` une inade´quation
entre la strate´gie apprise et le comportement d’uti-
lisateurs re´els [10]. C’est pourquoi un autre type de
solutions, base´ sur des algorithmes d’AR utilisant une
approximation de la fonction de valeur a e´te´ re´cemment
introduit. Des me´thodes hors-ligne, utilisant un petit jeu
de donne´es fixes, ont d’abord e´te´ propose´es. Elles sont
assez performantes [11, 12, 13]. Cependant, comme les
strate´gies apprises ne peuvent s’adapter en ligne ni a` des
changements de comportement de l’utilisateur, ni aux
performances du syste`me, des proble`mes peuvent survenir
si les donne´es fournies ne sont pas repre´sentatives de
l’ensemble des situations possibles. Ces me´thodes peuvent
ne´anmoins donner une strate´gie de de´part correcte, a`
ame´liorer en ligne par la suite.
Des algorithmes mettant en place un apprentissage en ligne
et on-policy de la strate´gie ont re´cemment e´te´ propose´s [14,
15]. Ces algorithmes effectuent un changement et un test
permanents de la politique a` apprendre (un proble`me connu
sous le nom de ≪ dilemme exploration/exploitation ≫,
comme traite´ dans [16]). Ces changements, puisqu’ils sont
effectue´s durant l’apprentissage, pourraient mener a` des
comportements du GD qui geˆneraient l’utilisateur (choix
d’une action ale´atoire). De plus, ces me´thodes sont base´es
sur des approximations line´aires de la fonction de valeur
rendant ainsi leur utilisation dans des syste`mes a` large
e´chelle difficile. Pour passer a` l’e´chelle, le contexte du dia-
logue doit eˆtre repre´sente´ de manie`re compacte [17] avec
le risque que cela me`ne a` des erreurs d’approximation.
Dans ce papier, nous proposons l’utilisation de l’al-
gorithme KTD (Kalman Temporal Differences en an-
glais) [18] pour re´aliser un apprentissage en ligne, effi-
cace sur les e´chantillons et off-policy [19] sur un syste`me a`
grande e´chelle. KTD consiste a` adopter une repre´sentation
parame´trique de la fonction de valeur. Les parame`tres as-
socie´s sont mode´lise´s comme un processus ale´atoire cache´,
lie´ aux re´compenses via l’e´quation de Bellman. Ces pa-
rame`tres sont alors appris en utilisant un filtre de Kalman
non-parfume´ (voir [18] pour les de´tails). L’utilisation de
cet algorithme sera combine´e a` celle d’une repre´sentation
compacte de la fonction de valeur de fac¸on a` minimi-
ser l’impact des approximations. La solution propose´e
dans [14] servira de re´fe´rence pour les re´sultats pre´sente´s
ici. Dans [14], la fonction de valeur est estime´e graˆce a`
l’algorithme GPTD (Gaussian Processes Temporal Dif-
ferences en anglais) [20] entraıˆnant un apprentissage en
ligne et une de´pendance line´aire de la fonction de valeur
aux parame`tres. Dans cet algorithme, la fonction de va-
leur est mode´lise´e comme e´tant un processus gaussien. Elle
est lie´e a` la re´compense via un mode`le ge´ne´ratif transcri-
vant l’e´quation de Bellman. Etant donne´ un a priori, la
distribution a posteriori est alors de´termine´e par infe´rence
Baye´sienne.
Dans le cadre de KTD, deux manie`res de repre´senter la
fonction de valeur vont eˆtre e´tudie´es : une line´aire, base´e
sur des Fonctions a` Bases Radiales (RBF) et une non-
line´aire, base´e sur des re´seaux de neurones. La question de
la repre´sentation est importante car un compromis doit eˆtre
trouve´ entre la compacite´ de la repre´sentation et l’informa-
tion qu’elle peut repre´senter. Si la parame´trisation n’est pas
assez compacte, elle ne sera pas utilisable.
L’adaptation au cadre de l’AR du proble`me d’optimisation
de la strate´gie pour le dialogue est pre´sente´e dans la Sec-
tion 2. Ensuite (Section 3), la question de la repre´sentation
de la fonction de valeur sera pose´e. La Section 4 pre´sentera
les expe´riences et pour finir, dans la Section 5 quelques
re´sultats seront donne´s.
2 La gestion de dialogue vue comme
un Processus De´cisionnel de Mar-
kov continu
La gestion du dialogue (GD) est un proble`me de de´cisions
se´quentielles. A partir de donne´es provenant de l’utilisa-
teur, les observations, le gestionnaire de dialogue doit choi-
sir et effectuer une action. Cette action doit eˆtre choisie
dans le but d’interagir avec l’utilisateur de manie`re ef-
ficace et naturelle. La satisfaction est quantifie´e par une
re´compense fournie a` la fin d’un dialogue. Vue sous cet
angle, la gestion du dialogue peut eˆtre envisage´e comme
un Processus De´cisionnel de Markov Partiellement Obser-
vable (PDMPO) : des de´cisions doivent eˆtre prises en ac-
cord avec l’historique des observations et des actions du
syste`me. Une manie`re de repre´senter succinctement l’his-
torique en un e´tat unique, appele´e hidden information pa-
radigm, a e´te´ propose´e par [5]. Ainsi la GD s’envisage ici
comme un MDP continu.
Les algorithmes visent a` apprendre une strate´gie, appele´e
politique π qui associe une action a ∈ A a` chaque e´tat s ∈
S. La qualite´ de la politique est quantifie´e par la fonctionQ
qui donne la re´compense cumule´e espe´re´e en partant d’une
paire e´tat-action donne´e, (s, a), et suivant la politique π :
Qpi(s, a) = E[
∑
i≥0
γiri|s0 = s, a0 = a, π].
Le facteur γ est le facteur d’actualisation, (s, a) la paire
e´tat-action et (ri)i≥0 le jeu de re´compenses obtenues lors
de l’interaction. La fonction Q optimale, note´e Q∗, est
telle que pour toute politique π et pour toute paire (s, a),
Q∗ ≥ Qpi . La politique optimale est gloutonne par rapport
a` la fonction Q optimale : π∗(s) = argmaxaQ
∗(s, a).
Il est a` noter que la fonction Q permet de comparer non
seulement des politiques entre elles mais aussi des actions
en partant d’un meˆme e´tat et d’une politique fixe´e. Trou-
ver la politique optimale se re´sume donc a` trouver la fonc-
tion Q optimale. Dans la plupart des cas, l’espace forme´
par l’ensemble des e´tats et des actions est trop grand pour
autoriser un calcul exact de la fonction Q ce qui impose
le calcul d’une approximation de cette fonction, Qˆ. La
repre´sentation choisie pour cette approximation est souvent
parame´trique : Qˆθ, θ e´tant le jeu de parame`tres a` apprendre.
De fac¸on ge´ne´rale, la fonction Q optimale se calcule
de deux manie`res. L’apprentissage on-policy ame´liore
incre´mentalement la politique courante par des phases
re´pe´te´es d’e´valuation de la valeur de cette politique suivi
de l’ame´lioration de cette dernie`re, ame´lioration qui se fait
en prenant la politique gloutonne par rapport a` la fonction
de valeur nouvellement mise a` jour. La phase d’e´valuation
peut se faire graˆce a` l’e´quation d’e´valuation de Bellman :
Qpi(s, a) = Es′|s,a[R(s, a, s
′) + γQpi(s′, π(s′))].
L’e´tat s′ est l’e´tat dans lequel se trouve le syste`me apre`s
avoir effectue´ l’action a en partant de s.
La politique optimale est trouve´e de cette fac¸on avec l’al-
gorithme GPTD utilise´ dans [14]. Dans ce cas, l’e´quation
de Bellman est line´aire, ce qui est requis pour l’utilisation
des processus gaussiens. Ces derniers contraignent aussi la
parame´trisation de la fonction Q a` eˆtre line´aire.
L’autre fac¸on de calculer la politique optimale est l’ap-
prentissage off-policy. Cette me´thode consiste a` directe-
ment calculer la fonctionQ optimale,Q∗(s, a), en utilisant
l’e´quation d’optimalite´ de Bellman (non-line´aire) :




Le cadre de´fini par KTD [18] permettant de ge´rer les non-
line´arite´s, cette e´quation peut directement eˆtre re´solue et un
apprentissage off-policy est ainsi rendu possible [19]. Dans
ce papier, nous profitons de cet avantage pour utiliser une
parame´trisation non-line´aire, Q∗θ(s, a), afin d’obtenir une
repre´sentation compacte de la fonction Q et d’envisager
une repre´sentation de l’espace d’e´tat plus riche.
3 Approximation de la fonction Q
Ainsi qu’il a e´te´ pre´cise´ dans la partie pre´ce´dente, dans
certains cas, comme lorsque l’espace d’e´tat S est continu,
la fonction Q (optimale ou non) doit eˆtre approche´e par
Qˆθ(s, a) puisque Q : S × A → R. La repre´sentation pour
la fonction Q peut eˆtre line´aire ou non.
Dans le cas line´aire, la fonction Q est repre´sente´e par
Qˆθ(s, a) = θ
TΦ(s, a), ou` Φ(s, a) est une matrice forme´e
deN fonctions de bases de´finies a` l’avance, φi (i ∈ [1..n]),
telle que Φ = [φ1(s, a)...φN (s, a)]
T et θ est un vecteur
contenant les poids associe´s. Ici, des Fonctions a` Bases Ra-
diales (RBF) ont e´te´ utilise´es.
Si une repre´sentation non-line´aire est choisie, la fonction
Q peut eˆtre repre´sente´e par Qˆθ(s, a) = fθ(s, a), avec fθ
n’ayant pas de de´pendance line´aire aux parame`tres θ. Dans
ce papier, nous avons utilise´ un re´seau de neurones dont
une des proprie´te´s est de pouvoir approximer une fonc-
tion quelconque s’il contient un nombre suffisant de neu-
rones sur chaque couche cache´e. Dans ce cas, le vecteur θ
contient les poids synaptiques du re´seau.
Nous de´finissons H comme e´tant l’espace d’hypothe`ses
ge´ne´re´ par Φ(s, a) ou par fθ(s, a). L’espaceH doit eˆtre as-
sez riche pour contenir la vraie fonction Q mais le nombre
de parame`tres ne doit pas eˆtre trop grand a` cause des
risques de sur-apprentissage et des couˆts de calcul. En ef-
fet, s’il y a trop de parame`tres a` trouver pour un nombre
restreint de donne´es d’entraıˆnement, l’approximation de la
fonction suivra les exemples et n’aura pas un grand pou-
voir de ge´ne´ralisation. Un compromis est a` faire entre l’in-
formation a` repre´senter et la taille de la parame´trisation.
4 Expe´riences
4.1 Taˆche
Les re´sultats pre´sente´s dans la section suivante ont e´te´
obtenus avec le syste`me CamInfo [5], un SDV a` grande
e´chelle, de´veloppe´ afin de fournir des informations touris-
tiques sur la ville de Cambridge. La requeˆte de l’utilisa-
teur peut contenir jusqu’a` 12 attributs diffe´rents. Tous les
re´sultats ont e´te´ obtenus avec des utilisateurs simule´s [21]
a` cause de la difficulte´ a` obtenir des donne´es re´elles et a`
cause de la grande variabilite´ inter-utilisateurs qui ne rend
pas les expe´riences facilement comparables. Les erreurs de
compre´hension sont aussi simule´es.
4.2 Parame`tres du MDP
Durant la phase d’apprentissage, une re´compense de +20
est donne´e au syste`me a` la fin du dialogue s’il a re´ussi
a` re´pondre a` la requeˆte de l’utilisateur. Une pe´nalite´ de
−1 est donne´e a` chaque fois que le syste`me effectue une
action. L’espace d’e´tat utilise´ est celui de´crit dans [5]. Il
est constitue´ d’un vecteur contenant deux variables conti-
nues (repre´sentant les deux meilleurs scores de confiance
associe´s aux deux meilleures hypothe`ses de ce qui a
e´te´ reconnu par le syste`me ; ces scores sont fournis par
les modules de reconnaissance vocale et de l’analyse
se´mantique). Le GD propose une action choisie parmi un
jeu de 12 meta-actions qui sont retranscrites en 22 ac-
tions effectivement propose´es a` l’utilisateur (voir [5]). Cet
espace d’e´tat est ensuite ame´liore´ afin de construire des
strate´gies plus robustes (voir Section 5.2).
4.3 Algorithmes
L’algorithme GPTD qui utilise une parame´trisation base´e
sur un dictionnaire construit durant l’apprentissage [20] est
compare´ a` KTD qui utilise d’abord une parame´trisation
line´aire puis une parame´trisation non-line´aire. Les resul-
tats ont e´te´ obtenus en laissant le GD construire une esti-
mation de la fonction Q, Qˆlearnt(s, a), ∀(s, a) ∈ S × A.
Dans le cas ou` GPTD est utilise´, l’estimation de la fonc-
tion concerne la fonction de valeur de la politique suivie
tandis que dans le cas ou` KTD est utilise´, l’estimation faite
correspond a` la fonction de valeur associe´e a` la politique
optimale. Ensuite, la fonction Q estime´e est utilise´e pour
ame´liorer la strate´gie. Cette strate´gie, appele´e πlearnt, est
calcule´e de fac¸on gloutonne par rapport a` l’estimation :
πlearnt = argmaxa Qˆlearnt(s, a). Avec un nombre suf-
fisant de donne´es, les deux algorithmes sont suppose´s ap-
prendre la meˆme strate´gie optimale : πlearnt devrait eˆtre
e´gale a` π∗. Sur les graphes pre´sente´s, les re´compenses
cumule´es moyennes obtenues en utilisant πlearnt sont
trace´es pour diffe´rentes tailles de jeux de dialogues d’en-
traıˆnement.
4.4 Strate´gie comportementale
L’apprentissage suppose d’utiliser une strate´gie compor-
tementale pour explorer l’espace d’e´tat. Les algorithmes
KTD et GPTD fournissent une estimation de la fonction
Q et des informations d’incertitude quant a` la qualite´ de
cette estimation (σˆQ) [22, 14]. Une approche dans laquelle
l’agent apprenant fait un compromis suˆr entre l’exploita-
tion de l’information de´ja` sue et l’exploration de l’espace
d’e´tat, a e´te´ e´tudie´e dans [16] pour le meˆme SDV. Cette ap-
proche est appele´e bonus-gloutonne (inspire´e de [23]). Le






β0 + σˆQi(si+1, a)
)
.
L’approche bonus-gloutonne donne les meilleurs re´sultats
compare´e a` l’approche ǫ-gloutonne classique :
ai+1 =
{
argmaxa Qˆi(si+1, a) w.p. 1− ǫ
ale´atoire (uniform.) w.p. ǫ.
Elle sera donc utilise´e lors des expe´riences (Section 5).
5 Re´sultats
Dans cette partie, des re´sultats comparant l’efficacite´ des
algorithmes KTD et GPTD dans diffe´rentes conditions de
bruit sont donne´s.
5.1 Parame´trisation line´aire
Tout d’abord, KTD utilisant une parame´trisation line´aire
pour l’approximation de la fonction Q est compare´ a`
GPTD dans une environnement presque sans bruit (taux
d’erreurs de reconnaissance fixe´ a` 10% : une fois sur
dix, ce qui est dit par l’utilisateur est mal reconnu
par la machine). Le nombre de parame`tres est d’en-
viron 300 pour l’approche avec GPTD et 144 pour
celle avec KTD. Pour cette dernie`re, le vecteur de pa-
rame`tres, de´fini pour tout s ∈ S et pour tout a ∈ A
est : Φ(s, a) = [δa,a1φ(s, a1), ..., δa,a12φ(s, a12)]
T , avec
δa,a′ = 1 si a = a












3, E1, E2](s, a). Les fonctions ϕ
sont des gaussiennes. Trois gaussiennes par dimension sont
utilise´es sur les dimensions continues de l’espace d’e´tat et
deux entiers (E1,E2) sur les dimensions discre`tes. Le GD
choisit ses actions parmi 12 actions (a1, a2, ..., a12).
Les re´sultats pre´sente´s Fig. 1(a) montrent que la politique
apprise avec l’algorithme KTD est meilleure que celle ap-
prise avec GPTD : en moyenne, il faut 2 tours de moins
au GD pour satisfaire la requeˆte de l’utilisateur. Dans les
deux cas, la solution trouve´e est imparfaite du fait de
la perte d’information sur l’e´tat lors de sa compression,
de´taille´e dans l’article [5]. En quelques mots, les modules
de reconnaissance vocale et d’analyse se´mantique four-
nissent une liste d’hypothe`ses sur ce qui a e´te´ reconnu.
A chaque hypothe`se est associe´ un score de confiance. De
cette liste d’hypothe`ses est extrait un certain nombre d’in-
formations (deux meilleures hypothe`ses, action de l’utili-
sateur associe´e a` la meilleure et but de l’utilisateur pres-
senti). Comme toutes les hypothe`ses ne peuvent eˆtre prises
en compte, de l’information est perdue.
Sur la Fig. 1(b), les fre´quences moyennes des actions
possibles propose´es par le gestionnaire de dialogue sont
pre´sente´es. Elles ont e´te´ obtenues par le test de la politique
apprise avec 1000 dialogues d’entraıˆnement. En e´tudiant
quelles sont les actions propose´es, les diffe´rences apparais-
sant Fig. 1(a) peuvent eˆtre explique´es.
Les deux algorithmes ne proposent pas la meˆme action
principale : l’approche utilisant GPTD demande a` l’utilisa-
teur de faire un choix entre deux propositions (action ≪ Se-
lect2≫) tandis que celle utilisant KTD fournit directement
a` l’utilisateur une information (action ≪ Inform≫). La poli-
tique apprise avec GPTD demande a` l’utilisateur de re´pe´ter
assez souvent ce qu’il a dit (action ≪ RedRepeat ≫) tandis
que l’autre politique apprise (avec KTD) pre´fe`re deman-
der une confirmation explicite (action ≪ ExplConfReq ≫).
Il est plus facile de reconnaıˆtre une re´ponse a` une question
ferme´e (oui/non) qu’une phrase comple`te. La politique ap-
prise avec KTD fait aussi usage d’une action qui en com-
bine deux autres en fournissant une information tout en fai-
sant une confirmation implicite (action ≪ ImplConfReq≫)
ce qui peut aussi contribuer a` raccourcir le dialogue. L’ap-
proche qui utilise GPTD propose quelques fois une solu-
tion partiellement correcte (action ≪Deny≫) a` laquelle est
lie´e l’utilisation de l’action ≪ Select2 ≫. Ainsi, l’e´tude des
diffe´rentes actions propose´es par les politiques permet de

























































































































































(b) Fre´quence des actions
FIGURE 1 – Comparaison de GPTD et KTD utilisant une
parame´trisation line´aire.
5.2 Parame´trisation non-line´aire
Une parame´trisation non-line´aire, base´e sur un re´seau de
neurones, est maintenant introduite. Un re´seau ayant une
couche cache´e qui comporte 8 neurones est utilise´ (NH1 =
8). Le nombre de neurones sur la couche d’entre´e est
de´termine´ par le fait que chaque paire (s, a) ∈ (S × A)
doit eˆtre associe´e a` une combinaison binaire e´tant donne´
qu’il n’y a pas de me´trique de´finie sur l’espace d’action. Le
nombre de neurones sur la couche d’entre´e, NI est : pour
l’espace d’e´tat, 2 neurones pour les composantes continues
(qui correspondent aux deux meilleurs scores de confiance)
et 22 pour l’action de l’utilisateur reconnue ; pour l’es-
pace d’action, 12 neurones sont ne´cessaires. Donc NI =
2 + 6 + 22 + 12 = 42. La couche de sortie du re´seau
contient un seul neurone dont la valeur correspond a` l’esti-
mation de la fonctionQ. Le nombre de parame`tres est ainsi
de : NI ·NH1 + (NH1 + 1) · 1 = 42 · 8 + 9 = 345.
Une parame´trisation base´e sur un re´seau de neurones
est inte´ressante car meˆme si l’espace d’e´tat est enri-
chi, le nombre de parame`tres requis pour correctement
repre´senter la fonction a` estimer ne devient pas de´mesure´.
Par exemple, si une valeur discre`te pouvant prendre N va-
leurs diffe´rentes est ajoute´e a` l’espace d’e´tat, le nombre de
parame`tres utilise´s dans le cas line´aire est multiplie´ par
N tandis qu’avec l’approche utilisant un re´seau de neu-
rones, seulement NH1 ·N parame`tres sont ajoute´s a` la pa-
rame´trisation pre´ce´dente (si le nombre de neurones sur la
couche cache´e est identique). Dans le cas d’une variable
continue, seulement un neurone est ajoute´ a` la couche
d’entre´e. Cette proprie´te´ peut eˆtre utilise´e pour accroıˆtre
l’espace d’e´tat et enrichir la repre´sentation d’un e´tat. Ceci
e´vite la perte d’information due a` la compression de l’e´tat
(processus de´crit Sec. 5.1).
Dans cette partie, l’espace d’e´tat est enrichi par l’ajout
d’une dimension continue qui correspond au troise`me plus
important score de confiance et par l’ajout d’une dimen-
sion discre`te qui est l’action de l’utilisateur associe´e au
deuxie`me meilleur score de confiance. Le nouvel espace
d’e´tat a donc six composantes, trois continues et trois
discre`tes. Le nombre de neurones sur la couche d’entre´e
est NI = 42+ 22 + 1 = 65 donc le nombre de parame`tres
est 65 · 8 + 9 = 529. A titre de comparaison, si une ap-
proche de type RBF e´tait utilise´e, le nomre de parame`tres
serait de (1+33)·6·22·22·12 = 975 744, avec seulement 3
gaussiennes par dimension, ce qui n’est pas envisageable.
La performance de l’approche utilisant KTD dans un en-
vironnement peu bruite´ (taux d’erreurs de reconnaissance
fixe´ a` 10%) utilisant la parame´trisation non-line´aire de´crite
pre´ce´demment en utilisant l’espace d’e´tat initial puis l’es-
pace d’e´tat enrichi est compare´e a` celle de GPTD sur la
Fig. 2(a).
Les re´sultats obtenus avec KTD sont meilleurs que ceux
obtenus avec GPTD si un nombre suffisant de donne´es
d’entraıˆnement est fourni. En effet, les mauvaises per-
formances de KTD avec un nombre de donne´es d’en-
traıˆnement faible sont dues au re´seau de neurones qui
soit fournit une mauvaise estimation de la fonction soit
en fournit une correcte, sans interme´diaire. La largeur de
la zone de transition entre les deux phases, c’est-a`-dire
ici entre 250 et 600 donne´es, de´pend des politiques ap-
prises : pour certaines, la transition se fera toˆt, vers 250
e´chantillons alors que pour d’autres, celle-ci se fera vers
600. La diffe´rence entre les deux courbes lorsque de l’in-
formation est ajoute´e a` l’espace d’e´tat n’est pas significa-
tive. En effet, ajouter de l’information lorsque l’environne-
ment est peu bruite´ n’est pas tre`s inte´ressant puisque le mo-
dule de reconnaissance vocale et l’analyseur se´mantique
sont suˆrs de l’information qu’ils fournissent. La liste d’hy-
pothe`ses qui est faite n’est pas tre`s longue et toute l’infor-
mation qu’elle contient est dans les toutes premie`res hy-
pothe`ses. En prendre en compte de nouvelles n’influe pas
sur la de´cision.
Sur la Fig. 2(b) sont compare´es les fre´quences des actions
propose´es par le GD lors du test de la politique apre`s ap-
prentissage avec 1000 dialogues d’entraıˆnement. Les his-





























































































































































(b) Fre´quence des actions
FIGURE 2 – Comparaison de GPTD et KTD (avec une pa-
rame´trisation non-line´aire)(taux d’erreur de reconnaisance
a` 10%).
Enrichir l’espace d’e´tat devrait eˆtre plus inte´ressant dans
des environnements bruite´s car la liste d’hypothe`ses est
plus longue et les scores de confiance associe´s distribue´s
plus uniforme´ment sur les hypothe`ses. L’approche utili-
sant KTD a donc e´te´ compare´e a` celle utilisant GPTD dans
une situation tre`s bruite´e (taux d’erreurs de reconnaissance
fixe´ a` 50% : une fois sur deux, ce qui est dit par l’utilisa-
teur est mal reconnu par la machine). Le nombre moyen
de parame`tres dans l’approche utilisant GPTD est d’envi-
ron 700. Il est supe´rieur par rapport au cas ou` il y a peu
de bruit car il est directement lie´ a` la dispersion des e´tats
rencontre´s dans l’espace d’e´tat et lorsqu’il y a beaucoup
de bruit, l’espace d’e´tat est plus vastement utilise´. Les re-
sultats sont pre´sente´s Fig. 3. Alors qu’il n’y avait pas de
diffe´rence notable entre les cas ou` l’espace d’e´tat initial et
celui enrichi e´taient utilise´s dans une situation peu bruite´e,
une diffe´rence apparaıˆt dans ce cas-la`. Sur la Fig. 3(a), l’ap-
proche utilisant KTD et un re´seau de neurones est toujours
plus performante que celle utilisant GPTD. Mais mainte-
nant que de l’information est ajoute´e dans l’espace d’e´tat
en situation tre`s bruite´e, la politique apprise sur un espace
d’e´tat plus riche est meilleure : la longueur du dialogue est
raccourcie de 2 tours en moyenne.
Sur la Fig. 3(b), les fre´quences des actions propose´es du-
rant le test de la politque apprise avec 1000 dialogues d’en-
traıˆnement sont pre´sente´s. La tendance entre les politiques
apprises par GPTD et KTD sont les meˆmes que celles ob-
tenues dans un environnement peu bruite´. Ne´anmoins, les
histogrammes montrent qu’une demande explicite d’infor-
mation (action ≪ExplConfReq≫) est plus fre´quente quand
moins d’information est pre´sente dans l’espace d’e´tat.
5.3 Discussion
Dans cette partie, apre`s avoir teste´ une parame´trisation
line´aire pour repre´senter la fonction Q estime´e par l’ap-
proche utilisant KTD, une parame´trisation non-line´aire
a e´te´ employe´e. Avec une approche utilisant un re´seau
de neurones, un bon compromis entre la taille de la pa-
rame´trisation et la capacite´ d’approximation de la fonction
Q a e´te´ trouve´. Plus d’information peut eˆtre repre´sente´e
avec un nombre raisonnable de parame`tres. Ainsi, comme
plus d’information est prise en compte pour l’estimation,
moins de biais de mode´lisation est introduit. Dans les deux
cas, line´aires et non-line´aires, lorsque KTD est utilise´, la
parame´trisation, de`s lors que l’espace d’e´tat est constuit,
utilise toute l’information rencontre´e sans faire d’approxi-
mation, contrairement a` l’approche qui utilise GPTD, ce
qui peut expliquer les meilleurs re´sultats obtenus de KTD
par rapport a` GPTD.
6 Conclusion
Dans ce papier, nous avons propose´ l’utilisation de l’al-
gorithme KTD [18] pour apprendre de fac¸on off-policy,
efficacement, une strate´gie de dialogue pour un syste`me
a` grande e´chelle. A cause de sa capacite´ a` ge´rer des pa-
rame´trisations non-line´aires, l’approche KTD peut eˆtre as-
socie´e a` une approximateur de fonction compact, sous la
forme d’un re´seau de neurones. Graˆce a` la repre´sentation
compacte de l’espace d’e´tat, ce dernier peut-eˆtre enri-
chi avec des informations sur la distribution des scores
de confiance sur la liste d’hypothe`ses. Cette nouvelle
repre´sentation fournit une meilleure strate´gie et plus ro-
buste que celles de´ja` exisantes, comme celle fournie par
GPTD.
Dans le futur, une repre´sentation d’e´tats encore plus riche





























































































































































(b) Fre´quence des actions
FIGURE 3 – Comparaison de GPTD and KTD (avec une
parame´trisation non-line´aire) (taux d’erreurs de reconnais-
sance fixe´ a` 50%).
en effet pas un frein pour les approches qui utilisent un
re´seau de neurone comme approximateur.
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