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Abstract
We examine the anomalies arising in instanton calculus as detailed by
Damiano Anslemi in 1994. Whereas Anselmi uses BRST theory, we use the
ADHM construction to arrive at the same conclusions from a differential-
geometric way. We observe that Anselmi’s TQFT is similar to Donaldson
Theory applied to charge 1 instantons on the 4-sphere,although the latter is
really only used for 4-manifolds with b+2 > 0.
We demonstrate why the anomalies occur in the case of charge 1 instan-
tons and move to show that similar anomalies cannot occur for instantons of
higher charge. To do this, we develop an equivariant integration theory for
hyperKahler manifolds and apply it to the hyperKahler geometry involved
in the ADHM construction.
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1 Introduction
In [1], Damiano Anselmi used BRST theory to discover certain topological anoma-
lies arising in one of the more simple examples of TFT, namely the case of in-
stantons, i.e bundles with ASD connections over S4 (or R4 with certain certain
restrictions on the choice of gauge). The moduli space of charge 1 instantons M1
(i.e bundles with c2 = 1) of course is equvialent to 5 dimensional hyperbolic space
which is contractible, hence all bundles over this space are trivial. As a result, all
Donaldson polynomials formed from the cohomology of M1 actually vanish in this
case.
Anselmi’s method entailed building BRST representatives of the Donaldson µ co-
homology classes of M1 from data on the moduli space of charge 1, and integrating
these over certain submanifolds within M1. This process effectively calculates the
Donaldson polynomial associated with these submanifolds. However, Anselmi’s ap-
proach produced a non-trivial linking theory in certain dimensions when integrals
were taken over certain “cycles”thus essentially contradicting the fact that there
are no non-trivial Donaldson polynomials for S4.
We use the ADHM construction as a basis for understanding the problem. This
has the advantage that we can bypass BRST theory and obtain the same results
in which Anselmi’s Anomalies manifest themselves as singularities of Chern-Weil
representatives of characteristic classes of the moduli space and show that in essence
the anomalies arise due to the noncommutative procedure of removing unstable
points and hyperKa¨hler reduction.
We use an analogue of the Jeffrey-Kirwan localisation theorem for hyperKa¨hler
manifolds which relates the integration of equivariant cohomology classes over a
hyperKa¨hler manifold possessing a tri-Hamiltonian group action with the integra-
tion of cohomology classes on the quotient. We use this formula to show that
there are no further anomalies for higher charge instantons essentially because of
dimensional incompatibility.
3
1.1 Review of the ADHM construction
From the work of Penrose and the famous paper [3], it was shown that vector
bundles with ASD connections could be constructed over S4 using the conformal
relationship betwen S4 and R4 and little more than quaternionic linear algebra.
Recall that we may form ASD SU(2)-connections on R4 (S4) by choosing
(T, P ) ∈ (iu(k)⊗H)⊕ (Ck ⊗R H)
∼= (iu(k)⊕ Ck)⊗R H
=: Mk
C
,
such that
ℑ (T ∗T + PP ∗) = 0
where ℑ denotes the quaternionic imaginary part which is well defined as Mk
C
is
very much a “quaternification” of a real vector space. We also require, for each
x ∈ R4, that the map
Rx = ((T − x l1)∗, P ) : Ck ⊗H⊕ Ck−→Ck ⊗H
be surjective. Then we define a bundle E = kerR and a connection given by v∗dv,
where
vx =
[
(x l1− T )∗−1P
l1
]
σx
−1
and
σx
2 = l1 + P ∗((T − x l1)∗(T − x))−1P.
The quaternionic column vector v forms the trivialisation of E over all of R4 (and
hence S4) except at the points where x ∈ R4 ∼= H is a left quaternionic eigenvalue
for T . However such points are merely gauge singularities.
Since E is an SU(2)-bundle, we can simplify things a little here by converting the
data into data on an Sp(1)-bundle. We can identify the fibre C2 with H, so that
as complex vector spaces
Hom(C2,Ck ⊗C H) ∼= Hom(H,Ck ⊗C H)
∼= Ck ⊗C H⊗C H
∼= Ck ⊗C (H⊗R C)
∼= Ck ⊗R H
∼= Hk ⊗R C.
This means that Hom(C2,Ck⊗CH) may be regarded as the complexification of the
real space (
R4
)k ∼= Hk.
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So,using this conversion, we can recover ASD connections by choosing
(T, P ) ∈ (⊙2(Rk)⊗H)⊕Hk =: MkR
subject to the ADHM condition
ℑ (T ∗T + PP ∗) = 0 (1)
and the nondegeneracy condition,
Rx is surjective for all x ∈ R4. (2)
We regard T as a symmetric matrix and P as a column vector each with quater-
nionic coefficients. Now from a result by Wood [11], every quaternionic matrix
has a left quaternionic eigenvalue. This means that (T, 0) always gives a reducible
solution, i.e (T, 0) does not satisfy (2).
We set A (k) ⊂Mk
R
to be the elements that satisfy (1) and define A∗ (k) to be the
set of all elements of A (k) that satisfy the nondegeneracy condition (2).
2 Group actions and Moduli
It is a well known result that factoring out certain group actions from Mk
C
or Mk
R
we recover precisely the moduli space of instantons of charge k. Essentially this
says that an orbit of ADHM data with respect to a certain group yields a gauge
equivalence class of instantons.
For Mk
R
this group is Øk × Sp(1) which acts on Mk
R
via
(α, β) : (T, P ) −→ (αTα−1, αPβ−1).
It isn’t hard to show that in fact
ℑ(T ∗T + PP ∗)
is invariant with respect to the Sp(1) action and equviariant with respect to the
Øk action. In fact
~µ(T, P ) = ℑ(T ∗T + PP ∗)
is the HyperKa¨hler moment map on Mk
R
with its obvious hyperKa¨hler structure
with respect to the action of Øk.
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We fix the canonical basis of H by
q0 = l1
q1 = î
q2 = ĵ
q3 = k̂.
Proposition 2.1 The action of Sp(1) is free on A∗ (k).
Proof
Suppose there is β ∈ Sp(1) with Pβ = P . Since we require (T, P ) ∈ A∗ (k),we are
assured that P 6= 0. Thus P µβ = P µ for some nonzero component P µ ∈ H of P .
Hence β = 1. 
To show that Øk acts freely on A∗ (k), we need the following result.
Lemma 2.2 If (T, P ) ∈Mk
R
is fixed by u ∈ Øk then there is a decomposition
T =
(
T ′ 0
0 T ′′
)
P =
(
P ′
0
)
with (T ′, P ′) ∈Ml
R
and T ′′ ∈ ⊙2(Rk−l)⊗H. Hence such (T, P ) /∈ A∗ (k).
Proof
Suppose u ∈ Øk fixes (T, P ).
Then uP = P , and P = Piqi for vectors Pi ∈ Rk, and uPi = Pi for each i = 0...3.
Hence u has at least one eigenvector with eigenvalue 1. Decompose Rk into V ⊕W
where V is the maximal 1-eigenspace of u andW its orthogonal complement. Notice
that V ⊃ Span{Pi|i = 0...3}. With respect to this decomposition, we have
T =
(
T ′ T⊤0
T0 T
′′
)
, P =
(
P ′
0
)
,
and
u =
(
l1 0
0 u′
)
,
for some u′ ∈ Øk − l. Assume that u 6= l1 and hence W 6= 0. The condition that
uTu−1 = T shows us, in particular that u′T0 = T0, so the columns of T0, T
µ
0 say,
satisfy
u′T µ0 = T
µ
0
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But u′ does not have +1 as an eigenvalue by the decomposition. Hence T µ0 = 0
and T0 = 0.
Thus we have the following decompositions for T and P with respect to this split-
ting.
T =
(
T ′ 0
0 T ′′
)
P =
(
P ′
0
)
.
Now by R. Wood [11], we know that T ′′ (hence T ) has a left eigenvalue λ ∈ H. So
F(λ,T,P ) = R(λ,T,P )R
∗
(λ,T,P )
will not be invertible and thus (T, P ) /∈ A∗ (k).

Corollary 2.3 The following are equivalent
1. (T, P ) satisfies the nondegeneracy condition;
2. (T, P ) has trivial stabiliser under Øk.
Corollary 2.4 The action of Øk is free on A∗ (k).
We may have a small problem here. Although Øk and Sp(1) individually act freely
on A∗ (k), the full group Øk×Sp(1) doesn’t act freely here. Each point is fixed by
±( l1, 1) meaning that the group of symmetries we require is
Øk × Sp(1)
Z2
.
Not only that but for k ≥ 2, we have some (T, P ) ∈Mk
R
such that
gTg−1 = T, gPq−1 = P
for certain (g, q) ∈ Øk × Sp(1). We must check that they are not in A∗ (k).
2.1 The Action of Øk × Sp(1) on MkR
Choose ξ ∈ øk, and choose a basis of Rk (hence of Hk) in which
ξ =
 0 l1l 0− l1l 0 0
0 0 0k−2l

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where l1l is the l× l identity matrix and 0k−2l is the (k− 2l)× (k− 2l) zero matrix.
It may happen that k = 2l, in which case ξ is invertible and forms a complex
structure on Rk = R2l. Thus for
T =
 T ′ T1 T⊤2T⊤1 T ′′ T⊤3
T2 T3 T
′′′
 , P =
 P ′P ′′
P ′′′

we find
[ξ, T ] =
 T1 + T⊤1 T ′′ − T ′ T⊤3T ′ − T ′′ −T1 − T⊤1 −T⊤2
T3 −T2 0
 , ξP =
 −P ′′P ′
0

So if [ξ, T ] = 0 and ξP = Pα then
T =
 T ′ T1 0−T1 T ′ 0
0 0 T ′′′
 , P =
 P ′P ′α
0

with the condition that |α| = 1. From this we can conclude, that if (T, P ) satisfies
the ADHM condition then it is a reducible solution, unless ξ is invertible and hence
k is even.
Let us now suppose that ξ is invertible, then as we mentioned, ξ is a complex
structure on R2l. Let us take the complex point of view and look at the process for
Cl. Under this identification ξ becomes multiplication by i and
T = T ′ + iT ′′, P = P ′ + iP ′′.
Also our condition that ξP = Pα becomes
iP = Pα
or
−P ′ + iP ′ = P ′α + iP ′α.
Comparing the real and imaginary parts,
P ′α = −P ′,
P ′α = P ′,
since α is considered to have only real coefficients. Hence P ′ = 0 and P = 0, and
the solution is again reducible.
So far, we have proved that if the vector field induced by (ξ, α) ∈ øk ⊕ sp(1)
vanishes at a point (T, P ) then (T, P ) is a reducible solution. This in turn shows
that the stabiliser of (T, P ) ∈ A∗ (k) must be a discrete, hence finite subgroup of
Øk × Sp(1) which is enough for our purposes.
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2.2 Introducing the Moduli Spaces
Let
M˜k =
A∗ (k)
Øk
and
Mk = M˜k/
(
Sp(1)
Z2
)
= M˜k/SO(3).
Define the Atiyah map At : A∗ (k)−→Ak where Ak is the space of connections of
charge k by
(T, P ) 7→ v∗dv
as above. It is well known that any two elements of the same orbit produce gauge
equivalent connections, and that Mk is diffeomorphic to Mk, the moduli space of
ASD connections of charge k[9].
Also, by considering M˜k =
A∗(k)
ØK
, we obtain the framed moduli space of connections.
The manifold of equivalence classes of ADHM data under the action of Øk is
precisely the moduli space of framed instantons, M˜k.
2.3 Curvature of bundles under group actions
Here, we recall the theory of vector bundles and group actions detailed in section
5.2.3 of [6]. Let π̂ : Ê−→Ŷ be a vector bundle, and G a Lie group whose action on
Eˆ covers a free action on Ŷ . Also let Ê be endowed with a G-invariant connection
∇̂. Our aim is to construct a connection ∇ on the factor bundle E = Ê
G
over
Y = Ŷ
G
.
To do this we need a connection on the principal G-bundle p : Ŷ −→ Y . This will
enable us to lift tangent vectors on Y to Ŷ and compute directional derivatives.
We suppose that it is given in the form of a horizontal distribution H ⊂ TŶ , with
connection 1-form θ.
Any section s ∈ Y ;E0 comes from an invariant section ŝ ∈ Ŷ ; Ê0. Therefore we
can set
∇̂Xs = ∇̂X̂ ŝ,
where X̂ is the horizontal lift of X . This descends to the quotient so that ∇̂Xs is
the lift of the object which can be called ∇Xs.
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From the definition of Y , we know that p∗E ∼= Ê, so we can consider the effect
of the pull back p∗∇ on Ê. Now, the directional derivatives of p∗∇ will vanish on
vertical vectors in TŶ , hence we know that
∇̂ = p∗∇ + V
where V vanishes on horizontal vectors, and is equivariant under the G action by
definition of ∇̂.
It is therefore obvious that V = Ψθ where Ψ is a linear g −→ End(Ê)
It can then be shown (and [6] do this to some extent) that
F (∇̂)(X̂1, X̂2) = F (∇)(X1, X2) + ΨF (θ)(X̂1, X̂2), (3)
allowing us to compare the curvature of ∇̂ with ∇.
3 The case of charge 1 instantons (k = 1)
For k = 1, we are in a truly interesting position since for any
(T, P ) ∈ A∗ (1) ⊂M1
R
=
(⊙2(R)⊗H)⊕H ∼= H⊕H,
the ADHM condition
ℑ(T ∗T + PP ∗) = 0
is automatically satisfied, hence A (1) = M1
R
.
Now we can construct a canonical bundle Ê −→ A (1)× R4 as follows.
For each (T, P, x) ∈ A (1)× R4, define the fibre of Ê to be
Ê(T,P,x) = kerRx = ker(T − x, P ) : H⊕H −→ H.
We can define a connection ∇̂ on Ê given at the point (T, P, x) by At(T, P )x. From
the suggestive terminology, it is clear that we will choose Ŷ = A∗ (1)× R4. Since
we have removed the singular points, the action of
Ø1× Sp(1)
Z2
=
Z2 × Sp(1)
Z2
= Sp(1)
is free. It is also clear that by construction ∇̂ is Sp(1) invariant.
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3.1 The curvature of the Sp(1)-bundle
We now need to consider the principal Sp(1)-bundle
A∗ (1) −→M1.
For (T, P ) ∈ A∗ (1), the action of the group Sp(1) is
u : (T, P ) 7→ (T, Pu−1).
The vertical subspace V(T,P ) will therefore be
{(0,−P û)|û ∈ sp(1)}.
We define a horizontal subspace H(T,P ) to be the orthogonal complement of the
vertical subspace. Thus H(T,P ) will be the space
{(t, p)|P ∗p ∈ R} = ker(p 7→ ℑ(P ∗p))}.
This immediately gives us the connection 1-form
θ(T,P )(t, p) = − 1|P |2ℑ(P
∗p). (4)
Proposition 3.1 θ is indeed a connection 1-form.
Proof
First, θ is well defined as P 6= 0.
On vertical vectors
θ(T,P )(0,−P û) = − 1|P |2ℑ(−P
∗P û)
= ℑ(û)
= û.
Also, for equivariance,
θ(T,Pu−1)(t, pu
−1) = − 1|Pu|2ℑ(uP
∗pu−1)
= − 1|P |2uℑ(P
∗p)u−1
= ad(u)θ(T,P )(t, p).
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Using local coordinates (T, P ), this connection 1-form can be written
θ = − 1|P |2ℑ(P
∗dP ),
so the curvature form restricted to the horizontal space is given by
F (θ)
∣∣∣∣
ker θ
= dθ
∣∣∣∣
ker θ
= − 1|P |2dP
∗ ∧ dP
∣∣∣∣
ker θ
− 1|P |2d|P |
2 ∧ θ
∣∣∣∣
ker θ
= − 1|P |2dP
∗ ∧ dP
∣∣∣∣
ker θ
.
Now (t, p) ∈ A (1) is horizontal if and only if p = λP by the definition of θ in (4).
Hence for a horizontal vector (X, t, λP ) ∈ R4 ×H(T,P )
dP ((X, t, λP )) = λP,
and from this we can see that
dP
∣∣∣∣
ker θ
=
δ|P |2
2|P |2P =
δ|P |
|P |
∣∣∣∣
ker θ
P. (5)
As a result
F (θ)
∣∣∣∣
ker θ
= −δ|P | ∧ δ|P |
∣∣∣∣
ker θ
= 0.
This means that the formula (3) becomes
F (∇)(X1, X2) = F (∇̂)(X̂1, X̂2).
3.2 The Curvature of the Universal Bundle
Recall that the Atiyah map was defined by
At : A (1)−→Ak
(T, P ) 7→ v(T, P )∗dv(T, P ).
Explicitly for k = 1, At(T, P ) is given by v(T, P )∗dv(T, P ) where
v(T, P ) =
|x− T |√
|P |2 + |x− T |2
[
(x−T )
|x−T |2
P
1
]
.
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Thus ∇̂ is given at the point (T, P, x) by v(T, P )∗xd̂v(T, P )x, where d̂ denotes the de
Rham differential not only with respect to x but also with respect to the quaternions
T and P . We will also denote by δ the de Rham differential in the ADHM space.
Also, set x˜ = x− T
Expanding this calculation and setting
∆ =
√
|P |2 + |x˜|2,
we find that the connection 1-form of ∇̂ with respect to the global trivialisation of
Ê is
v(T, P )∗xd̂v(T, P )x =
1
∆2
ℑ
(
P ∗dP − 1|x˜|2P
∗d̂x˜∗x˜P
)
. (6)
We compute the curvature in the obvious way, i.e.
F (A) = dA+ A ∧ A.
From this we get
F (∇̂) = 1
∆4
[
|x˜|2dP ∗ ∧ dP + 1
|x˜|2
P ∗x˜∗d̂x˜ ∧ d̂x˜∗x˜P
−P ∗x˜∗d̂x˜ ∧ dP − dP ∗ ∧ d̂x˜∗x˜P
]
.
(7)
Now, we are interested in “factoring” out ∇̂ by Sp(1). That is, we want only to
consider the horizontal lifts of tangent vectors and vector fields on M1 and how
F (∇̂) behaves when restricted to these.
So by (5), we have
F (∇̂)
∣∣∣∣
ker θ
=
1
∆4
[
|x˜|2δ|P | ∧ δ|P |+ 1|x˜2|P
∗x˜∗d̂x˜ ∧ d̂x˜∗x˜P − 2ℑ(P x˜∗d̂x˜ ∧ δ|P ||P | P )
]
=
1
∆4
[
1
|x˜2|P
∗x˜∗d̂x˜ ∧ d̂x˜∗x˜P + 2δ|P ||P | ∧ ℑ(P x˜
∗d̂x˜P )
]
.
If we set |P | = ρ, then we find that when restricted to the horizontal space
F (∇̂) = 1
∆4
[
1
|x˜2|P
∗x˜∗d̂x˜ ∧ d̂x˜∗x˜P + 2δρ
ρ
∧ ℑ(P x˜∗d̂x˜P )
]
. (8)
This is very similar to Anselmi’s formula in [1]. In fact if we assume, (as he
effectively does) that P is real and positive under part of a gauge fixing condition,
then we have his answer scaled by a factor of 1
2
.
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3.3 Calculating the µ map
Our next goal is to compute a form representing the second Chern class of E.
This will be the same as the second Chern character ch2(E) since the group is
SU(2) ∼= Sp(1) and hence c1(E) = 0. We may obtain a representative of the
cohomology class of c2(E) given by
1
4π2
tr (F (∇) ∧ F (∇)) .
By expanding this we find that the desired form is
c =
6ρ4
∆8π2
d̂x˜1 ∧ d̂x˜2 ∧ d̂x˜3 ∧ d̂x˜4 − 6ρ
3
∆8π2
δρ ∧
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4 (9)
where x˜i = xi − Ti.
Now, it can be checked that
c = d̂
(
1
2π2
(|x˜|2 + 3ρ2)
(|x˜|2 + ρ2)3
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4
)
.
We choose a compact d-dimensional submanifold Σ of R4 and let α ∈ Ω4−dcpt (R4) be
a closed form such that for any β ∈ Σd.∫
Σ
β =
∫
R4
β ∧ α.
We also choose a submanifold Ξ of M1 whose intersection with ∂M1 is compact.∫
Ξ×Σ
c =
∫
Ξ×R4
c ∧ α
=
∫
(∂M∩Ξ)×R4
(
1
2π2
(|x˜|2 + 3ρ2)
(|x˜|2 + ρ2)3
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4
)
∧ α
=
1
2π2
∫
(Ξ∩{ρ=0})×R4
1
|x˜|4
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4 ∧ α
=
1
2π2
∫
(Ξ∩{ρ=0})×Σ
1
|x˜|4
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4.
The right hand side above can be seen to be the Gauß formula for the linking
number of Σ with Ξ ∩ {P = 0} regarded as a 3-dimensional submanifold of R4.
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3.4 The Donaldson Polynomials in the case k = 1
We now have to assess the consequences of this for the Donaldson Polynomials.
Let Σ1, . . . ,Σd be d submanifolds of R
4. We may form the Donaldson µ class
µDon(Σi) =
∫
Σi
c
and from this the Donaldson polynomial
Don1(Σ1, . . . ,Σd) =
∫
M1
µDon(Σ1) . . . µDon(Σd)
=
∫
M1×Σ1×...×Σd
c1 ∧ . . . ∧ cd
where ci is c restricted to Σi.
Now let
f(x, T, ρ) =
1
2π2
(|x˜|2 + 3ρ2)
(|x˜|2 + ρ2)3
so that
c = d̂ (f(x, T, P )α(x, T, P ))
where
α(x, T, P ) =
4∑
i=1
(−1)ix˜id̂x˜1 . . . ∧ iˆ ∧ . . . ∧ d̂x˜4.
Then
Don1(Σ1, . . . ,Σd)
=
∫
M1×Σ1×...×Σd
c1 ∧ . . . ∧ cd
=
∫
M1×Σ1×...×Σd
d̂(f(x1, T, P )α(x1, T, P )) ∧ . . . ∧ d̂(f(xd, T, P )α(xd, T, P ))
=
∫
M1×Σ1×...×Σd
d̂
(
f(x1, T, P )α(x1, T, P ) ∧ . . . ∧ d̂(f(xd, T, P )α(xd, T, P ))
)
=
∫
{ρ=0}×Σ1×...×Σd
f(x1, T, P )α(x1, T, P ) ∧ . . . ∧ d̂(f(xd, T, P )α(xd, T, P ))
=
1
2π2
lim
ρ−→0
∫
{(T,ρ)}×Σ1×...×Σd
(3ρ2 + |x1 − T |2)
(ρ2 + |x1 − T |2)3 α(x
1, T, 0) ∧
d∏
l=1
(
6ρ4
(ρ2 + |xl − T |2)4 d̂(x
l
1 − T1) ∧ . . . d̂(xl4 − T4)
)
15
using the formula (9) for c.
Now, since we have a singularity when x = T and ρ = 0 in the formula
6ρ4
(ρ2 + |x− T |2)4
we have to be a bit careful with limits. Now, a calculation shows that
lim
ρ−→0
6ρ4
(ρ2 + |x− T |2)4 =
1
2
vol S3δ(x− T )
and provided x1, . . . , xd are distinct points in R4
lim
ρ−→0
d∏
l=1
6ρ4
(ρ2 + |xl − T |2)4 =
d∏
l=1
1
2
vol S3δ(xl − T ).
For d = 2, we have
Don1(Σ1,Σ2) =
vol S3
2
∫
Σ1
∫
Σ2
1
|x1 − x2|2α(x
1, x2, 0)
which is a constant multiple of the linking number of Σ1 with Σ2.
For d > 2, the situation is much more complicated. A discussion of this can be
found in another article by Anselmi, [2].
Although Donaldson theory is relevant only for 4-manifolds with b2+ > 0, the forma-
tion of µ-classes is completely trivial on S4, and one would expect all polynomials
constructed with Chern-Weil representatives of these µ-classes as described above
to agree with this triviality. However, Anselmi has produced “representatives” of
µ-classes which form non-trivial polynomials, contradicting our expectations.
3.5 Reasons for the Anomalies
Let us examine what is going on more closely. The bundle Ê is defined on R4×Mk
C
minus the set Sk consisting of the points (x, T, P ) ∈ R4 ×MkC such that there is
u ∈ U(k) for which
uTu−1 =
(
T ′ 0
0 x
)
, uP =
(
P ′
0
)
,
where (T ′, P ′) ∈ Mk−1
C
. We are then integrating a form on the quotient of the
hyperKa¨hler reduction of
(
R4 ×Mk
C
) \Sk, i.e.
Mk =
(
(R4 ×Mk
C
)\Sk
)
//U(k)
SO(3)
.
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(Here SO(3) acts trivially on the manifold R4.)
In the infinite dimensional case, for a submanifold Σ of R4 we form
µDon(Σ) = c2(E)/[Σ] =
∫
Σ
c2(E) =
∫
R4
c2(E) ∧ π∗PD(Σi) ∈ H4−dimΣ(M∗)
where c2(E) ∈ H4(R4 ×M∗) and π : R4 ×M −→ R4 is the projection. The slant
product is well-defined as an integration along the fibre because we have a perfectly
decent trivial fibration R4 ×M∗ −→ R4.
However in the finite case the fibration
Mk −→ R4
is destroyed because we remove points (namely Sk) from the direct product before
taking the various quotients; the preimage varies topologically from point to point.
If we na¨ively form the finite dimensional version
µDon(Σ) =
−1
8π2
∫
Σ
tr(F (∇) ∧ F (∇))
then it is not altogether clear where this µDon(Σ) lies. The Chern-Weil representa-
tive of µDon(Σ) doesn’t really represent a cohomology class on M. We are forced
therefore to reinterpret the situation for the ADHM case.
We have the 4-form c representing the second Chern class of the universal bundle
Ê over the manifold Mk. Let Σ1, . . . ,Σk be compact submanifolds of R
4 without
boundary whose dimensions sum to 4l − 8k + 3, that is of the correct dimensions
to form a Donaldson polynomial. We can then consider the form
µi = c ∧ ι∗π∗PD(Σi)
where π : R4 ×Mk −→ R4 is projection, and ι : Mk →֒ R4 ×Mk inclusion. Thus
we can form the integral ∫
D(k,l)
∆∗ (Π∗1µ1 ∧ . . . ∧ Π∗l µl)
where Πi :M
l
k −→Mk is projection onto the ith factor,
D(k,l) = {(x1, . . . , xl, [T, P ]) ∈ (R4)l ×Mk|(xi, [T, P ]) ∈Mk for all k}
and
∆ : D(k,l) →֒ (R4 ×Mk)l
(x1, . . . , xl, [T, P ]) 7→ ((x1, [T, P ]), (x2, [T, P ]), . . . , (xl, [T, P ]))
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a sort of diagonal map.
A similar method with the infinite dimensional case yields the construction of the
Donaldson polynomial. We will go on and show that although this integral does
not vanish for the k = 1 case where there is a discrepancy manifesting in the linking
phenomena, the analogous integrals do vanish for higher k.
4 Equivariant Characteristic Classes
4.1 General Theory
We wish to find an equivariant representative of the µ-form of a submanifold in
R4. Since this form was built up from a characteristic class it is necessary for us
to consider the theory of equivariant characteristic classes.
Let p : V −→ M be an equivariant G bundle over the G-manifold M . We may
form the new bundle VG −→MG by
VG = EG×G V −→ EG×G M = MG
and compare the characteristic classes of V with those of VG.
Given an equivariant connection ∇ on V we may form a connection ∇G on VG by
pulling back by the projection EG×M −→ M and observing how it descends to
the quotient. Now if K is the structure group of V , then it is also the structure
group of VG, so given a K-invariant polynomial P ∈ (
⊙
k∗)K we may form the
characteristic classes
cP = P (F (∇)) ∈ Meven
cPG = P (F (∇G)) ∈ ΩevenG (M) .
We should like to see how these are related.
Proposition 4.1 (Selby [10] p16)
If f :M −→ N is G-equivariant between G-manifolds inducing the map
fG : EG×G M −→ EG×G N
and p : V −→ N a G-equivariant fibre bundle then
f ∗GVG = (f
∗V )G
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The proof is easy and can be found in detail in [10] Choose a base point e ∈ EG
and let ι : M −→ EG ×M be the inclusion m 7→ (e,m). So for an equivariant
vector bundle p : V −→M we have
V ∼= ι∗(V × EG)
∼= ι∗q∗VG
where q : EG ×M −→ MG is the quotient map.We must be careful here; this is
an isomorphism of bundles but is not necessarily equivariant. If we set r = qι :
M −→ MG then r∗ : H∗G(M) −→ H∗(M), and further it can also be shown that
r∗cPG = c
P
4.2 de Rham Theory
We now translate the equivariant theory into de Rham formalism. Recall that we
make the identification
MG∗ −→ Ω∗G (M) = (M∗ ⊗ C[g∗])G
we can also make the identification
MG;VG∗ −→ (M ;V ∗ ⊗ C[g∗])G
and call these the equivariant forms on M with values in V . Following [4], given
an equivariant connection ∇ on V −→ M , we can form the de Rham version ∇g
of the corresponding connection on VG −→ MG by setting
(∇gs) (ξ) = ∇(s(ξ))−Xξ s(ξ).
As mentioned in [4] pp210-211, we are motivated by
dg
2s(ξ) + Lξs(ξ) = 0
to define the equivariant curvature
Fg(∇)s(ξ) = ∇2gs(ξ) + LVξ s(ξ)
whence
Fg(∇)s(ξ) = F (∇)s(ξ)− [∇, Xξ ]s(ξ) + Lξs(ξ) (10)
where LVξ is the Lie derivative on V induced by the action of the vector field Xξ.
Now, given a K-invariant polynomial P (K being the structure group of V ), we
may obviously form an equivariant characteristic class
cP (ξ) = P (Fg(∇)ξ ∈ ΩevenG (M) .
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How does this relate to the corresponding characteristic class of V/G on M/G?
If G does not act freely on M , then consider the manifold M∗ = M\M0 of points
with trivial stabiliser. Hence M∗/G is a manifold.
Lemma 4.2 For a vector bundle V −→M∗
cPG(V ) = q
∗cP (V/G) + dgβ
where q :M −→M/G is the quotient map.
Proof
Given an equivariant connection ∇ on V , we may proceed as in section 5.2.3 of
[6] to obtain a connection ∇′ on V/G −→ M∗/G. In turn q∗∇′ determines an
equivariant and horizontal connection on V −→ M∗ and hence an equivariant de
Rham connection ∇′g on VG −→M∗G.
We therefore have two connections on VG −→ M∗G namely ∇g and ∇′g. By the
usual arguments in the theory of characteristic classes
P (Fg(∇′)) = P (Fg(∇)) + dgβ.
But P (Fg(∇′) = q∗P (F (∇′)) and defines an equivariantly closed form on M∗. So
the result follows. 
Corollary 4.3 Any equivariant characteristic class of a bundle over a hyperKa¨hler
manifold is associated to the characteristic class of the quotient bundle over the
hyperKa¨hler reduction.
4.3 HyperKa¨hler Integration
We use the results developed in [7].
Definition 4.4 Let (M ,~ω = ω
î̂
i + ω
ĵ̂
j + ω
k̂
k̂) be a hyperKa¨hler manifold which
possesses a tri-Hamiltonian action of the compact Lie group G and α ∈ Ω•G (M) be
an equivariant form. We shall say that α is associated to α0 ∈M• if
ι∗α = π∗α0 + dgβ
where ι : ~µ−1(0) −→M is inclusion and π : ~µ−1(0) −→M is the quotient map and
β ∈ Ω•G (~µ−1(0)). In the case that α and α0 are compactly supported, we shall say
that α is compactly associated to α0 if α is associated to α0 as above, and the form
β is also compactly supported.
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The reduction of (M, ~ω) is a manifold (M//G, ~ω0). The compactness of support
is a necessity from the fact communicated to the Author by Roger Bielawski that
there are no compact hyperKa¨hler reductions by a tri-Hamiltonian group. One of
the main results of [7] (also found in [8]) is
Theorem 4.5 If η is compactly associated to η0, then∫
M
ei~ω0 .∧ ~ω0 (4i~ω0 .∧ ~ω0 + 1) η0
=
(
1
6πi
√
2
)k
1
|W |
∮
M
ei~ω .∧ ~ω+i|~µ|
2yPrev
(
z 7→ e2iz~µ.~ωw(z)4η(z)) (√y)
where ∮
M
α(ξ) =
1
vol (G)
lim
t−→∞
∫
g
dξe−
|ξ|2
4t
∫
M
α(ξ),
and
~ω .∧ ~ω = ω
î
∧ ω
î
+ ω
ĵ
∧ ω
ĵ
+ ω
k̂
∧ ω
k̂
,
the operator Prev : Ω
•
G (M) −→ Ω•G (M) is
(Prev(β)) (z) =
1
2
(β(z) + β(−z)) ,
|W | is the number of elements of the Weyl Group associated with the maximal torus
in G and
w(y) =
∏
α∈∆+
α(y)
is the polynomial formed by the product of the positive roots of G.
It is this result that allows us to compute the integrals in which we are primarily
interested.
5 Applications to the ADHM construction
We wish to apply the results on equivariant integration and localisation for hy-
perKa¨hler quotients to the ADHM construction. Here it is better to pass to the
“complex” version given by
(T, P ) ∈MkC =
(
iu(k)⊕ Ck)⊗R H
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which has the moment map
~µ(T, P ) = ℑH(T ∗T + PP ∗)
where ℑH is the complexification of the operation of taking the quaternionic imag-
inary part and ∗ means taking the quaternionic conjugate of the complex adjoint.
The reason for this change of approach is that
M˜ = Mk
R
//Øk ∼= MkC//U(k)
and U(k) is connected and has a simpler Lie algebra structure than Øk. We may
also describe the maximal torus of U(k) more simply than Øk and we will be using
this to assist us in our localisation. This does not affect any of our previous results.
5.1 The Equivariant Euler Class
Our first priority is to work out the fixed point set of the action of the maximal
torus
Tk ⊂ U(k).
To do this, we take the decomposition
Tk = T1 × . . .× Tk
where
Tj =

 l1 0 00 eiθj 0
0 0 l1
∣∣∣∣∣∣ θj ∈ R
 .
By finding the fixed set of Ti and the equivariant Euler class of its normal bundle
in Mk
C
we will be able to apply our inductive formula.
Let ξj ∈ Ti be the generator
ξj =
 0 0 00 i 0
0 0 0
 .
Then the vector field Xξj on M
k
C
is given by
Xξj(T, P ) = ([ξj , T ], ξjP )
=

i
 0 −T1 0T ∗1 0 T4
0 −T ∗4 0
 ,

0
...
iPj
0
...
0


,
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where
T =
 T ′ T1 T2T ∗1 T ′′ T4
T ∗2 T
∗
4 T
′′′
 , and P =
 P1...
Pk
 .
Let Singkj consist of the points where Xξj vanishes, i.e
Singkj :=

 T ′ 0 T20 T ′′ 0
T ∗2 0 T
′′′
 ,
 P ′0
P ′′
 ∈Mk
C
 .
Theorem 5.1 The S1-equivariant Euler class e of the normal bundle of Singkj in
Mk
C
is given by
e(λ) =
(
λ
2π
)4k
.
Proof
Set Vj = V(Sing
k
j →֒ MkC), the normal bundle of Singkj in MkC. We notice that
Singkj is a vector subspace of M
k
C
, so
T(T,P )Sing
k
j
∼= Singkj ,
T(T,P )M
k
C
∼= MkC,
canonically. So
(Vj)(T,P ) =
(
T(T,P )Sing
k
j
)⊥
= (Singkj )
⊥.
It can be shown that
(Singkj )
⊥ = {Xξj(T, P )|(T, P ) ∈MkC}
=


 0 T1 0−T ∗1 0 T4
0 −T ∗4 0
 ,

0
...
Pj
0
...
0


∣∣∣∣∣∣∣∣∣∣∣∣∣
T1 ∈ Cj−1 ⊗R H,
T4 ∈ Ck−j ⊗R H,
Pj ∈ C⊗R H

.
Since Vj is an equivariant bundle, and the de-Rham operator is a perfectly good
equivariant connection on Vj , we see automatically from (10) that the equivariant
curvature
Fg(d)(λξj) = L
Vj
λξj
.
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Now,
L
Vj
λξj

 0 T1 0−T ∗1 0 T4
0 −T ∗4 0
 ,

0
...
Pj
0
...
0


= λi

 0 −T1 0T ∗1 0 −T4
0 T ∗4 0
 ,

0
...
Pj
0
...
0


More simply
L
Vj
λξj
(T1, T4, Pj) = (−iλT1,−iλT4, iλPj).
From this we are able to deduce that
ej(λ) = Pfaff(
1
2π
Fg(λξj))
=
(−λ
2π
)4(k−1)(
λ
2π
)4
=
(
λ
2π
)4k
.

5.2 The Universal 2nd Chern Class
In order to find the Universal equivariant 2nd Chern class, we apply the theory in
4.2 to the connection ∇̂ = v∗ ◦ d̂ ◦ v on the the bundle Ê −→ R4 ×Mk
C
which has
curvature
F (∇̂) = v∗d̂R∗ ∧ Fd̂Rv.
Using this it can be quite easily shown that for some section local section s ∈
Mk
C
; Ê0 and ξ ∈ u(k), we have
∇̂Xξs = Xξ v∗d̂vs
= v∗d̂(vs)(Xξ)
= v∗
∂
∂t
∣∣∣∣
t=0
(
φ
(ξ)
t
)∗
vs
= v∗
(
∂
∂t
∣∣∣∣
t=0
(
φ
(ξ)
t
)∗
v
)
s+
∂
∂t
∣∣∣∣
t=0
(
φξt
)∗
s
= v∗
(
ξ 0
0 0
)
vs+ Lξs.
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Hence
Fg(∇̂)(ξ) = F (∇̂)− v∗
(
ξ 0
0 0
)
v
= v∗
(
d̂R∗ ∧ Fd̂R−
(
ξ 0
0 0
))
v
and obviously our representative of the equivariant universal Chern class will be
ck(ξ) =
1
4π2
tr
(
Fg(∇̂)(ξ) ∧ Fg(∇̂)(ξ)
)
∈ Ω4
Tk
(R4 ×Mk
C
).
However, ck is integrable but not smooth on the space of reducibles. To understand
ck on the space of reducibles, if we look at ck(x,T,P ) for
T =
(
T0 0
0 T1
)
, P =
(
0
P1
)
where T0 ∈ H, (T1, P1) ∈Mk−1C and x 6= T0, then it is straightforward to show that
ck(x,T,P )(ξ) = c
k−1
(x,T1,P1)
(ξ1)
where ξ1 is the element of LieT
k−1 got from ξ by removing the first row and column.
But, ∫
R4
ck(x,t,p)(ξ)dx = k
for all irreducible (t, p) ∈Mk
C
.
Lemma 5.2 For the above (T, P )
ι∗1c
k
(x,T,P )(ξ) = c
k−1
(x,T1,P1)
(ξ1)+δ(x−T0)d(x−T0)1∧d(x−T0)2∧d(x−T0)3∧d(x−T0)4.
where ι1 : Sing
k
1 →֒MkC is inclusion and if
ξ =

ξ11 0
0 ξ22
. . .
ξkk

we let
ξ1 =
 ξ22 . . .
ξkk
 .
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Proof
Set
L(ξ) =
(
ξ 0
0 0
)
.
The splitting of the matrix L(ξ) is in terms of the splitting of Ck ⊗R H ⊕ C2. We
have another splitting to consider here due to separating T into T0 and T1. Let
L(ξ) =
(
ξ11 0
0 L1(ξ1)
)
,
where L1(ξ1) plays same roˆle as L for M
k−1
C
.
We have
R(x,T,P ) =
(
(T0 − x)∗ 0 0
0 (T1 − x l1)∗ P1
)
=
( −x˜∗0 0
0 R1
)
where x˜0 = x− T0 and R1 = R(x,T1,P1). Now
F = (RR∗)−1 =
( |x˜0|−2 0
0 F1
)
where F1 = (R1R
∗
1)
−1. Since there is a singularity when x = T0, we make a small
adjustment depending on a parameter ρ which we will shrink to 0.
Set
Fρ =
( 1
(ρ2+|x˜0|2)
0
0 F1
)
.
Define
̟ρ = l1 −R∗FρR =
(
ρ2
(ρ2+|x˜0|2)
0
0 ̟1
)
where ̟1 = l1−R∗1F1R1. We note that
ι∗1dR =
(
−d̂x˜∗0 0
0 d̂R1
)
.
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So we have
ι∗1c
k
(x,T,P )(ξ)
= lim
ρ−→0
1
4π2
ℜtr
[(
(ι∗1d̂R
∗ ∧ Fρι∗1d̂R̟ − L(ξ)̟
)2]
= lim
ρ−→0
1
4π2
ℜ
(
ρ4
(ρ2 + |x˜0|2)4 d̂x˜0 ∧ d̂x˜
∗
0 ∧ d̂x˜0 ∧ d̂x˜∗0
− 2ρ
4
(ρ2 + |x˜0|2)3 d̂x˜0 ∧ d̂x˜
∗
0ξ11 +
ρ4
(ρ2 + |x˜0|2)ξ
2
11
)
+ ck−1(x,T1,P1)(ξ1)
= lim
ρ−→0
1
4π2
ℜ
(
24ρ4
(ρ2 + |x˜0|2)4 d̂(x˜0)1 ∧ d̂(x˜0)2 ∧ d̂(x˜0)3 ∧ d̂(x˜0)4
− 2ρ
4
(ρ2 + |x˜0|2)3 d̂x˜0 ∧ d̂x˜
∗
0ξ11 +
ρ4
(ρ2 + |x˜0|2)ξ
2
11
)
+ ck−1(x,T1,P1)(ξ1).
Now the terms of the form
ρ4
(ρ2 + |x˜0|2)n
are distributional in the limit as ρii −→ 0, so it is worth integrating them against
a compactly supported test function f : R4 −→ R that is, calculating
lim
ρ−→0
∫
R4
ρ4
(ρ2 + |y|2)nf(y)dy.
It isn’t hard to show that as distributions
lim
ρ−→0
ρ4
(ρ2 + |y|2)4 =
π2
6
δ(y),
lim
ρ−→0
ρ4
(ρ2 + |y|2)3 = 0
and after a little work is is possible to show that
lim
ρ−→0
ρ4
(ρ2 + |y|2)2 = 0
as a distribution. We are therefore left with the result that
ι∗1c
k
(x,T,P )(ξ) = c
k−1
(x,T1,P1)
(ξ1)+δ(x−T0)d(x−T0)1∧d(x−T0)2∧d(x−T0)3∧d(x−T0)4.
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as stated. 
For a submanifold Σ ⊂ R4, define
µk(Σ)(T,P )(ξ) =
∫
x∈Σ
ck(x,T,P )(ξ) =
∫
x∈R4
ck(x,T,P )(ξ) ∧ PD(Σ)x.
Corollary 5.3 With T, P, ι1 as above, we have
ι∗1µ
k(Σ)(x,T,P )(ξ) = µ
k−l(Σ)(T1,P1)(ξ1) + PD(Σ)T0 .
Corollary 5.4 If ι is the inclusion of the set of points of Mk
C
fixed under Tk, and
pi : M
k
C
−→ R4 is the projection T 7→ Tii then
ι∗µk(Σ)(ξ) =
k∑
i=1
p∗iPD(Σ).
Corollary 5.5 If µk(Σ) ∈ MkC
U(k)Sp(1)
4− dim σ then for (T, P ) and ι1 as above we
have
ι∗1π
∗p∗µk(Σ)(T,P ) = π
∗p∗µk−1(Σ)(T1,P1) + p
∗
1PD(Σ)T0 + π
∗p∗d̂γ(Σ).
for some γ(Σ) ∈ MkC
U(k)Sp(1)
3− dimΣ, and p1 the projection as in Corollary 5.4.
Proof
Now, we have a chain of quotients
Mk
C
π−→ MkC
U(k)
p−→ MkC
U(k)Sp(1)
∪ ∪
M˜k Mk
.
So the form π∗p∗µk(Σ) is now a closed, U(k)-basic 4− dimΣ degree form on Mk
C
.
Since µk(Σ)(ξ) ∈ ΩU(k)(MkC) was formed using equivariant Chern-Weil theory and
by Lemma 4.2, we have
µk(Σ)(ξ) = π∗p∗µk(Σ) +
∫
Σ
dgβ
k(ξ).
Also by Corollary 5.3 we have
ι∗1µ
k(Σ)(x,T,P )(ξ) = µ
k−l(Σ)(T1,P1)(ξ1) + PD(Σ)T0 .
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Thus
ι∗1π
∗p∗µk(Σ) = π∗p∗µk−1(Σ)(T1,P1) + PD(Σ)T0 +
∫
Σ
dg
(
βk−1 − ι∗1βk
)
(ξ).
The left hand side is independent of ξ, so dg
(
βk−1 − ι∗1βk
)
(ξ) is an exact, U(k)-
basic form, thus the right hand side is in the same de Rham cohomology class as
the left. The result follows since π∗p∗µk(Σ), π∗p∗µk−1(Σ) and the Poincare´ dual are
U(k)Sp(1)-basic. By construction, ι∗1dgβ
k does not depend on T0 and thus agrees
with dgβ
k−1 giving the result. 
5.3 Integrability of the Donaldson µ map
What is not altogether clear is that the form representing the Donaldson polynomial
is actually integrable. Indeed there are various technicalities in forming the these
polynomials that Donaldson and Kronheimer discuss in Chapter 9 of [6]. Our
approach will be from a functional analytic viewpoint.
Definition 5.6 Given pairwise disjoint, compact submanifolds Σ1, . . . Σl of R
4 we
define the Donaldson functional on compactly supported functions of
Mk
C
U(k)Sp(1)
by
Donk(Σ1, . . . ,Σl)(φ) =
∫
Mk
φµ(Σ1) ∧ . . . ∧ µ(Σl).
This is certainly well defined; the above argument shows that the representatives
of the µ classes on the reducible space are distributional in nature and integrable,
and thus the integral exists for any compactly supported function φ.
5.4 Computing the integrals
We must, however, make a slight alteration to the situation since the action of U(k)
is not free on ~µ−1(0). Instead we choose ~ζ0 ∈ ℑH and take the moment map to be
~µζ0(T, P ) = ℑ(T ∗T + PP ∗)− ~ζ0 l1.
We have to decide on how best to approach the integration.
Let Σ1, . . . ,Σl be pairwise disjoint, compact submanifolds of R
4 of dimensions
d1, . . . , dl respectively such that
l∑
i=1
(4− di) = 8k − 3,
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that is
l∑
i=1
di = 4l − 8k + 3.
Then α = µ(Σ1) ∧ . . . ∧ µ(Σl) is represented by a form of top degree on Mk.
Now the de-Rham operator d̂ splits on R4 ×Mk
d̂ = d + δ
where δ is the de Rham differential on M. Since both U(k) and Sp(1) act trivially
on R4, we see that
dgη(γ) = dη(γ) + δη(γ)−Xγ η(γ) = d̂η(γ)−Xγ η(γ),
for any η ∈ Ω•G
(
R4 ×Mk
C
)
, where following the notation in Chapter 2, we reserve
d for the de-Rham differential on R4 and δ the differential on Mk
C
and the total
differential d̂ = d + δ. Now suppose without loss of generality that Σ1 is not a
point, and that Ξ1 is a Seifert surface spanning Σ1, i.e ∂Ξ1 = Σ1. Then
0 =
∫
Ξ1
d̂ck
=
∫
Ξ1
dck +
∫
Ξ1
δck
=
∫
Σ1
ck + δ
∫
Ξ1
ck
i.e ∫
Σ1
ck = −δ
∫
Ξ1
ck. (11)
Hence we may take
β = −
∫
Ξ1
ck ∧
∫
Σ2
ck ∧ . . . ∧
∫
Σl
ck
and
α = δβ.
So as we saw above,
Donk(Σ1, . . . ,Σl)(φ)
=
∫
Mk
φµ(Σ1) ∧ . . . ∧ µ(Σl)
=
∫
M˜k
p∗φ p∗d̂ (µ(Ξ1) ∧ . . . ∧ µ(Σl)) ∧Θ
=
∫
M˜k
ei ~ω0 .∧ ~ω0 (4i ~ω0 .∧ ~ω0 + 1) p∗φ p∗d (µ(Ξ1) ∧ . . . ∧ µ(Σl)) ∧Θ
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since
p∗φp∗d (µ(Ξ1) ∧ . . . ∧ µ(Σl)) ∧Θ
already has maximal degree. This form is associated to
η = π∗
(
p∗φp∗d̂ (µ(Ξ1) ∧ . . . ∧ µ(Σl)) ∧Θ
)
∈ Ω8kU(k)
(
Mk
C
)
,
which is basic and de Rham closed by construction and compactly supported.
We can now use Theorem 4.5 applied to this form.
Donk(Σ1, . . . ,Σl)(φ)
=
(
1
6πi
√
2
)k
1
|Sk|
∮
Mk
C
ei~ω .∧ ~ω+i|~µζ0 |
2yPrev
(
z 7→ e2iz~µζ0 .~ωw(z)4η) (√y),
=
(
1
6πi
√
2
)k
1
k!
∮
Mk
C
ei~ω .∧ ~ω+i|~µζ0 |
2yPrev
(
z 7→ e2iz~µζ0 .~ωw(z)4) (√y)η,
and use the localisation theorem to prove
Theorem 5.7
Donk(Σ1, . . . ,Σl)(φ) = λ(|~ζ0|)P(Σ1, . . . ,Σl)(φ)
for λ a suitable polynomial, and P a topological quantity depending on the arrange-
ments of the Σi in R
4 and upon the test function φ .
Proof
We localise the integral with respect to the (k − 1)-torus in stead of the k-torus
since there is a problem with the form Θ at |P | = 0 which is the fixed set of the full
k-torus . We hope to be able to express the integral then in terms of the Donaldson
polynomials for charge k = 1. We are not interested in the constant multiples that
occur here, so they will be largely forgotten.
Donk(Σ1, . . . ,Σl)(φ)
=
(
1
6πi
√
2
)k
1
k!
∮
Mk
C
ei~ω .∧ ~ω+i|~µζ0 |
2yPrev
(
z 7→ e2iz~µζ0 .~ωw(z)4) (√y)η,
= const
∮
(R4)k−1×M1
C
Coeffy−21 ...y
−2
k−1
[
ι∗ei~ω .∧ ~ω+i
∑k
ν=1(|~ζ0|2y2ν+2yν~ζ0.~ω)w(y)4
y4k1 y
4k−4
2 . . . y
8
k−1
]
ι∗η.
Now restricted to the fixed set of the (k − 1)-torus we have by Corollary 5.5
ι∗η = ι∗
l∏
j=1
(
π∗p∗µ1(Σj) +
k−1∑
m=1
p∗iPD(Σj)
)
∧ ι∗π∗Θ
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where pi are the projections described in Corollary 5.4. Thus the form of the
Donaldson polynomial can be seen certainly as the product of a polynomial in |~ζ0|
and a sum of integrals of the form∫
M1
C
×(R4)k−1
(ι∗π∗p∗φ) π∗
(
Θ ∧
∏
i∈I
p∗µ1(Σi)
)
∧
∏
B
∏
b∈B
PD(Σb)
=
∫
M1×(R4)k−1
(ι∗φ)
(∏
i∈I
µ1(Σi))
)
∧
∏
B
∏
b∈B
PD(Σb)
where I is a subset of {1, . . . , l}, and B runs over all subsets that form a partition
of {1, . . . , l}\I. 
5.5 k = 1 Revisited from the Topological Viewpoint
We present a slightly different approach to the theory of k = 1. Here we use the
Poincare´ duality property detailed in Donaldson’s paper [5]. We state it in the
version it appears in [6].
Lemma 5.8 (Corollary 5.3.3 of [6] p199) Let X be a simply connected Rie-
mannian 4-manifold and E −→ X have c2(E) = 1, and let τ : X −→ B∗X,E be any
map into the space of the gauge equivalence classes of irreducible connections on E
with the property that for all x, the connection τ(x) is flat and trivial outside some
ball of finite diameter centred on x. Then the composite
H2(X ;Z)
µ−→ H2(B∗X,E) τ
∗−→ H2(X ;Z)
is the Poincare´ duality isomorphism.
Definition 5.9 We will call such a τ a tractator
This can be proved at the level of forms to show that in the case of X = S4 we
have the following
Lemma 5.10 For a tractator τ : S4 −→ B∗S4,E , we have for each submanifold Σ
of S4 ∫
Σ
ι∗Σα =
∫
S4
α ∧ τ ∗µ(Σ)
for any α ∈ S4dimΣ, where ιΣ is the inclusion of Σ in S4.
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Now, for ε > 0 let
M1
Cε = {(T, P ) ∈M1C
∣∣ |P | ≥ ε}
and
Mε = (M
1
Cε//U(1))/Sp(1).
This is a manifold with boundary.
Let Σ1, . . . ,Σl be pairwise disjoint, compact submanifolds of S
4 with dimensions
d1, . . . , dl respectively such that
d1 + . . .+ dl = 4l − 5.
Suppose w.l.o.g that Σ1 is not a point and let Ξ1 be a Seifert manifold for it. then
from above we know that
µ(Σ1) ∧ . . . ∧ µ(Σl) = d (µ(Ξ1) ∧ µ(Σ2) ∧ . . . ∧ µ(Σl)) .
Hence ∫
M
µ(Σ1) ∧ . . . ∧ µ(Σl) = lim
ε−→0
∫
Mε
µ(Σ1) ∧ . . . ∧ µ(Σl)
= lim
ε−→0
∫
∂Mε
µ(Ξ1) ∧ µ(Σ2) ∧ . . . ∧ µ(Σl)
=
∫
S4
τ ∗µ(Ξ1) ∧ τ ∗µ(Σ2) ∧ . . . ∧ τ ∗µ(Σl)
for some appropriate tractator τ .
=
∫
S4
PD(Ξ1) ∧ PD(Σ2) ∧ . . . ∧ PD(Σl)
= intersection number of
l⋂
i=2
Σi with Ξ1
= linking number of Σ1 and
l⋂
i=2
Σi
The possible configurations for Donaldson numbers in the case k = 1 depend on
the relation
l∑
j=1
di = 4l − 8k + 3 = 4l − 5
where di is the dimension of the submanifold Σi. When l = 2, we know that
d1 + d2 = 3, so the only possible configurations are
d1 d2
0 3
1 2
.
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Point
Configurations for k=   l=   1 2
S S
S
3
1
2
For l = 3 we have the following linking configurations.
point
line
line
1k=   ,l=   3
B
S
S
S
S
S
S
S
B
3
2
3
2
3
2
4
4
3
The configurations for 
Our next task will be to examine k ≥ 2.
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5.6 Is there any linking for k ≥ 2?
It would be prudent to examine P(Σ1, . . . ,Σl). Recall that
P(Σ1, . . . ,Σl)(φ)
=
∫
Hk−1×M1
ι∗φ
(
µ1(Σ1) +
k−1∑
j=1
p∗jPD(Σ1)
)
∧ . . . ∧
(
µ1(Σl) +
k−1∑
j=1
p∗jPD(Σl)
)
and let us look at the various configurations. Choose pairwise disjoint, submanifolds
Σ1, . . .Σl of R
4 of dimensions d1, . . . , dl respectively. Then
l∑
i=1
(4− di) = 8k − 3 (12)
yields
l∑
i=1
di = 4l − 8k + 3. (13)
Definition 5.11 Let K be a finite set. Then
1. we call an n-tuple I of elements of K an ordered subset of K whenever I =
(i1, . . . , ip) we have ij 6= ir for all j 6= r;
2. we say n ∈ I = (i1, . . . , ip) if there is j such that ij = n;
3. we shall write #I = p if I = (i1, . . . ip);
4. we shall say that a collection I1, . . . Im of ordered subsets of K is a partition
of K if for each n ∈ K there is precisely one r such that n ∈ Ir.
Now as we said earlier, each term in P is±Don1(ΣI1)
∏p
j>1 ♯(ΣIi) for ordered subsets
I1, . . . , Ip that partition {1, . . . , l}. For this to give a nonzero contribution to P we
need I1 to have at least 2 elements and each of the other Ii at least 1 element. Now
I1 must satisfy ∑
j∈I1
(4− dj) = 8(1)− 3 = 5 (14)
that is ∑
j∈I1
dj = 4#I1 − 5. (15)
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Now we know that for each of Ij , j > 1 we need ♯(ΣIj) 6= 0 so we must have for
each j > 2, ∑
q∈Ij
(4− dq) = 4
that is ∑
q∈Ij
(dq) = 4#Ij − 4.
Now
l∑
j=1
dj =
p∑
n=1
∑
j∈In
dj
=
∑
j∈I1
dj +
p∑
n=2
∑
j∈In
dj
= 4#I1 − 5 +
p∑
n=2
(4#In − 4)
= 4
p∑
n=1
#In − 5− 4(p− 1)
= 4l − 4p− 1.
Thus we must have
4l − 4p− 1 = 4l − 8k + 3
i.e.
p = 2k − 1.
So k controls the number of ordered subsets of {1, . . . , l} that form a partition,
moreover this number has to be odd.
However, if we examine the form of P more closely,
P(Σ1, . . . ,Σl)(φ)
=
∫
Hk−1×M1
ι∗φ
(
µ1(Σ1) +
k−1∑
j=1
p∗jPD(Σ1)
)
∧ . . . ∧
(
µ1(Σl) +
k−1∑
j=1
p∗jPD(Σj)
)
,
we see that each term is the product of sums of k terms, so for any ordered subsets
I1, . . . , Ip that partition {1, . . . , l} and give non-zero contribution to P must satisfy
p ≤ k.
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Thus we have
k ≥ p = 2k − 1
which is impossible for k > 1. Hence P is a trivial topological distribution, assigning
0 to any set of pairwise disjoint, compact submanifolds of R4 and any test function
φ. We have therefore proved
Theorem 5.12 For k ≥ 2, and any compactly supported φ there are no anomalies,
i.e for k ≥ 2
Donk(Σ1, . . . ,Σl)(φ) = 0
for all pairwise disjoint, compact submanifolds Σ1, . . . ,Σl.
We proved this for the resolution of the moduli space. Since the integral is iden-
tically 0 on the resolution, it must also be zero on the moduli space itself, thus
agreeing with the infinite dimensional construction.
5.7 Concluding Remarks
Although we have had something of a disappointment that there is no linking
number for k > 1 on the moduli space of instantons, nor on any resolutions,
we have developed some potentially powerful techniques in finding formulæ for
the cohomology of a hyperKa¨hler reduction. One can hope that the technique
for hyperKa¨hler manifolds with boundaries may produce information about the
topology of the higher instanton spaces by looking at the topology of the end and
concluding that the Moduli space is a cone on this manifold. Also there may be
something to be said about the perturbed moduli spaces with their relationship
with the Seiberg-Witten equations.
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