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The exact analysis of optimal ordering policies for periodic-review perishable inventory systems is challeng-
ing because of their high-dimensional state space arising from multiple interrelated ordering decisions over
many periods and age distributions of on-hand products. We develop a new marginal analysis framework
to approximate this complex multiple-decision model into a single-decision model with an externality term,
which internalizes the long-term impact of ordering decisions. Our externality-based approximation utilizes
a constant base-stock policy; it is fast and easy to apply. Numerical experiments show that our approach
provides state-dependent ordering amounts almost identical to the optimal dynamic programming-based
policy.
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1. Introduction
The exact analysis of optimal ordering policies for periodic-review perishable inventory systems is
challenging. Due to their interrelated ordering decisions over arbitrarily many periods and the differ-
ent age distributions of on-hand products, their exact analysis requires a computationally expensive
dynamic programming (DP) based approach in a high-dimensional state space. To overcome this
challenge, we develop a new marginal analysis framework that utilizes the fundamental economic
concept of externality (Vickrey 1969). Our framework approximates a model that involves interre-
lated periodic ordering decisions over an infinite horizon by a single-decision model that encapsulates
the complexities of all interrelated ordering decisions in an externality term. The resulting single-
decision model internalizes the impact of all ordering decisions and involves only a single ordering
decision for a given initial inventory level; thus the model is easy to solve, for example, in a spread-
sheet.
To explain our externality-based approximation and demonstrate how it works, we choose a
perishable inventory model that was first studied in Nahmias and Pierskalla (1973) (referred to
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as the Nahmias model), for which the DP solution is available (Nahmias 1975, Fries 1975). The
Nahmias model is a periodic-review lost sales model with a single product and zero lead time.
For this model we approximate the externality term using the constant base-stock (CBS) policy.
Our approximation provides a near-optimal ordering policy with an average cost within 0.34%
of the optimal DP policy for all cases that we investigate. Note that although we use the CBS
policy to approximate the externality term, our method provides a state-dependent (initial inventory
level-dependent) policy like the DP policy; in fact, the individual state-dependent order amounts
obtained from our approximation closely match those of the DP policy. We believe that the concept
of approximating hard-to-solve and computationally expensive DP problems using the externality
concept will prove to have broad applicability.
In the sections below, we review related literature (§1.1) and develop our marginal analysis frame-
work that incorporates the externality effect (§2). We then apply our method to the Nahmias model,
derive an approximate optimal policy, and evaluate the accuracy through numerical experiments
(§3). Finally, we summarize our findings (§4).
1.1. Related Literature
Perishable inventory systems are difficult to analyze; thus many researchers have sought effective
heuristic methods (for comprehensive reviews, see, e.g., Baron 2011, Karaesmen et al. 2011, Nahmias
2011). Among many such methods, the simplest and most popular policy is CBS: It provides asymp-
totically optimal results in some cases despite its simplicity. Many revised methods based on the
CBS policy have also been proposed. For example, Nandakumar and Morton (1993) use the weighted
average of the upper and lower bounds of the order-up-to level, Nahmias (1977) develops a heuristic
method that considers age distribution, and Haijema et al. (2007) propose double order-up-to levels
for “young” inventory and total inventory. For more general state-dependent ordering policies, two
important approaches have received increased attention in recent literature: L\-convexity and the
marginal cost accounting scheme. L\-convexity is an extension of convex analysis introduced by
Murota (1998), which is further applied to solve perishable inventory models (see, e.g., Zipkin 2008,
Huh and Janakiraman 2010, Chen et al. 2014). The marginal cost accounting scheme utilizes a cost
balancing technique between the expected costs of over and under ordering. This new approach
has inspired a variety of cost-balancing techniques (see, e.g., Levi et al. 2008, Truong 2014, Chao
et al. 2015, Zhang et al. 2016a,b, Chao et al. 2018). These two approaches are effective when ana-
lyzing the cost structure of optimal policies and evaluating the theoretical gap between the costs
of the approximate policy and the true optimal policy. For more complicated perishable inventory
models with multiple demand classes that require products of different ages, Abouee-Mehrizi et al.
(2019) show that the optimal cost function is multimodular (L\-convex) and derive the optimal joint
ordering, allocation, and disposal policies.
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In comparison, our approach focuses on the development of a simple, efficient approximation algo-
rithm to reduce the dimensionality of perishable inventory models and find simple ordering policies
that perform well. We do so by capturing (if they exist) meaningful low-dimensional properties hid-
den in models with a high-dimensional state space. While the investigation of the exact optimal cost
structure is out of scope, our method gives analytical intuition into well-performing state-dependent
policies when the average cost is convex in the base-stock level, such as in the case of the Nahmias
model.
Our approximation bears close resemblance to three existing approximations. First, our method
has the same spirit as mean-field theory (MFT; see, e.g., Bruus and Flensberg 2004), one of the
simplest and most commonly used approximation when solving high-dimensional physics and prob-
ability models for which exact computations are infeasible. The key idea of MFT is to average out
the interaction of many bodies, find an average (effective) interaction, and solve a single body prob-
lem with this average term. The validity of MFT has been confirmed numerous times; its success is
due to the fact that the average plays a dominant role when there exist many interactions, whose
randomnesses cancel out as the dimensionality grows. Another related technique is congestion pric-
ing (Vickrey 1969), which is a fee imposed on each driver to optimize the total traffic flow. The key
idea, which we also use in our approximation, is to make the fee equal to the marginal external cost
(MEC). The congestion pricing scheme has been applied to many other transportation problems,
including airport runway capacity (Carlin and Park 1970), airline route selection (Odoni 2001), and
on-street parking (Larson and Sasanuma 2010). Finally, density-functional theory (DFT; Kohn and
Sham 1965) for electronic systems converts a many-body total energy function into a one-body
energy function with a single exchange-correlation term that incorporate all the interactions. The
key idea—to reduce the dimensionality of the original many-body model by averaging out the entire
interrelated interactions—is the same idea as we use in our approach. The key technique used in
DFT is the variational principle (Parr and Yang 1989) applied to a functional of electronic density
representing the total energy, whereas the same principle is applied to a functional of an ordering
policy representing the total cost in our method. Despite its drastic simplification of equations, DFT
is by far the most successful approximation method when analyzing complex electronic structures
of materials.
Of course in general such simple dimensional-reduction approaches, including ours of using the
“average” (i.e., CBS) policy to approximate the externality, may fail. Nevertheless, we believe our
work is an important initial step to finding well-performing policies for inventory models whose
exact analysis is very complex or infeasible due to high dimensionality. Many successful applications
of methods similar to our approach based on a general idea of dimensionality reduction supports
our belief.
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2. General Formulation
We consider an inventory system with a single product that has a fixed lifetime. In each period
we first review the initial inventory (remaining inventory from the previous periods), make a new
order and receive it (with zero lead time), fulfill any demand, and discard perished products. Our
objective is to determine the ordering policy that minimizes the infinite horizon average periodic
operational cost of such systems, given that a stationary distribution for initial inventory exists
under the ordering policies we consider. (If, for example, periodic random demands depend on initial
inventory, limiting and stationary distributions may not exist; we do not consider such cases.)
2.1. Average Cost
Assume our model has reached stationarity under a given policy. Let m(≥ 1) be the number of
periods of product lifetime, and xi be the number of units with i (1≤ i≤m) remaining periods of
the life at the beginning of each period. Using this notation, initial inventory and order amount are
represented by x1, . . . , xm−1 and xm, respectively. For ease of representation, we define xi =
∑i
j=1 xj
as inventory with remaining life of at most i periods, and x= xm−1 as the total initial inventory.
Similarly, we define a vector xi = (x1, ..., xi) as the inventory vector with remaining life of at most
i periods, and x= xm−1 as the total initial inventory vector. For notational convenience, we define
x0 = x0 = 0. Let Ω = Rm−1≥0 , a set of non-negative real numbers in an (m− 1)-dimensional vector
space, then x∈Ω,∀x.
Our ordering policy is characterized by the order-up-to level q(x), which is a scalar valued function
of the initial inventory vector x. With a slight abuse of notation, we denote q to represent either the
order-up-to level q(x) for a particular x or the policy q(·), a function of x, distinguishing between
the two when necessary. When implementing the policy q, the order amount at the beginning of
each period becomes xm = max{q(x)−x,0}, or simply xm = [q−x]+.
Under the stationarity assumption, we can define each period’s initial inventory X as a non-
negative random vector following a stationary distribution f qX(·) given the policy q. IfX is a mixture
of continuous and discrete random vectors, we should use either the Dirac delta function or probabil-
ity mass function to represent the distribution. However, we omit this discussion since the analysis
is essentially the same.
Let L(q,x) be the one-period operational cost associated with the single ordering decision q when
initial inventory x is observed at the beginning of the period. We can define the average operational
cost of the stationary model as
L(q) =EX[L(q,X)] =
∫
Ω
L(q(k),k)f qX(k)dk.
In this equation, only a recurrent initial inventory k (satisfying f qX(k)> 0) contributes to L(q); a
transient k (satisfying f qX(k) = 0) does not. For this reason, it suffices for our cost minimization
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analysis to only consider recurrent initial inventory cases. Finally, we assume L(q) is convex, which
is true for the specific model we discuss in §3. (Note: Our model has a similar cost structure to
Nahmias (1975), where the n-period value function of the model is proved to be convex. Since the
limit of a sequence of convex functions is convex as the number of periods approaches infinity and
the discount rate approaches 1, the long-run time average cost function is convex, implying, due to
ergodicity, that L(q) is also convex in q(x).)
2.2. Optimality Condition
The average cost L(q) is a functional of the policy q = q(x),∀x ∈ Ω, and is convex with respect
to q(x) for any given x. Now let q∗ = arg minL(q). Since L(q) is convex, an inventory policy with
the order amount xm = [q∗ − x]+ should minimize L(q) under the constraint q(x) ≥ x. Hence, it
suffices for our purpose to find the (unconstrained) minimizer q∗ of L(q), which satisfies the optimal
functional derivative condition: δL(q)/δq(x) = 0,∀x∈Ω. Therefore, the optimality condition for the
stationary model becomes
δL(q)
δq(x)
=
∫
Ω
[
∂L(q(k),k)
∂q(k)
δq(k)
δq(x)
f qX(k) +L(q(k),k)
∂f qX(k)
∂q(x)
]
dk
=
∫
Ω
[
∂L(q(k),k)
∂q(k)
δ(k−x)f qX(k) +L(q(k),k)
∂f qX(k)
∂q(x)
]
dk
=
∫
Ω
∂L(q(k),k)
∂q(k)
f qX(k)δ(k−x)dk+
∫
Ω
L(q(k),k)
∂f qX(k)
∂q(x)
dk
=
∂L(q(x),x)
∂q(x)
f qX(x) +
∫
Ω
L(q(k),k)
∂f qX(k)
∂q(x)
dk= 0, ∀x∈Ω, (1)
where we apply chain rule first and then product rule of the functional derivative (Parr and Yang
1989, Appendix A) to obtain the first line, replace δq(k)/δq(x) with the Dirac delta function δ(k−
x) to obtain the second line, and apply its sifting property (g(x) =
∫
Ω
g(k)δ(k − x)dk for every
continuous function g(·); Bracewell 1986) to obtain the fourth line. Essentially Eq. (1) is the result
of the variational principle for the functional L(q).
The optimality condition (1) has two components: The first term is the change of the operational
cost when the order-up-to level changes while maintaining the initial inventory distribution. The
second term is the cost incurred by the change in the initial inventory distribution (δf qX(x) =
f q+δqX (x)− f qX(x)) when the order-up-to level changes from q to q+ δq. The key component of the
optimality condition for the stationary model is the second term, externality, which considers a
long-term impact of ordering decisions that affect the stationary distribution. Unfortunately, the
optimality condition (1) is complicated to solve because it is recursive: The optimal ordering policy
q∗ can be obtained only when we know the initial inventory distribution f q
∗
X (·), which itself depends
on q∗. To simplify the analysis of the condition (1), we utilize the properties of the CBS policy,
which is known to be a good ordering policy in many instances including all experiments that we
analyze in §3.3.
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2.3. Approximation Based on the Constant Base-Stock (CBS) Policy
We assume that, for a given instance and any recurrent x, the optimal order-up-to level q∗(x)
is close to the optimal CBS level q∗c : q∗(x) = q∗c + q˜∗(x) with |q˜∗(x)|/q∗c  1. We thus make two
approximations when switching the policy from q∗ to q∗c :
1. The expected change in the one-period cost originating from the change of the initial inventory
distribution is conserved: L(q∗(x),x)δf q
∗
X (x)≈L(q∗c ,x)δf q
∗
c
X (x).
2. The expected change in the order amount is conserved: f q
∗
X (x)δq
∗(x) ≈ δq∗c , or equivalently,
∂qc/∂q(x)
∣∣
q=q∗ ≈ f q
∗
X (x).
Under our proposed approximation, we can evaluate the externality term in the condition (1) as∫
Ω
L(q∗(k),k)
∂f qX(k)
∂q(x)
∣∣∣∣
q=q∗
dk≈
∫
Ω
L(q∗c (k),k)
∂f qcX (k)
∂qc
∣∣∣∣
qc=q∗c
∂qc
∂q(x)
∣∣∣∣
q=q∗
dk≈ Vex(q∗c )f q
∗
X (x), (2)
where
Vex(qc) =
∫
Ω
L(qc,k)
∂f qcX (k)
∂qc
dk. (3)
Combining Eqs. (1) and (2), we obtain an approximate optimality condition:[
∂L(q,x)
∂q(x)
+Vex(q
∗
c )
]
f qX(x) = 0,∀x∈Ω,
which simplifies to the optimaility condition for our approximate optimal (heuristic) policy q∗h con-
ditioned on x being recurrent (i.e., f qX(x)> 0):
∂L(q,x)
∂q(x)
+Vex(q
∗
c ) = 0. (4)
The optimality condition (4) has two components, just as condition (1). The first term,
∂L(q,x)/∂q(x), is the marginal internal cost (MIC) and the second term, Vex(q∗c ), is the marginal
external cost (MEC). This MEC term, Vex(q∗c ), is a constant since it is independent of x under our
approximation. If we ignore MEC, Eq. (4) reduces to the optimality condition of a standard single-
decision inventory model, which involves only MIC and is easy to solve. Inclusion of MEC does not
increase the computational complexity, because the MEC term is simply an added constant cost (or
benefit if it is negative) when solving Eq. (4). However, this constant term plays an important role
for minimizing the average cost.
To evaluate the MEC term, we use a sample of states obtained by simulating a system under the
optimal CBS policy. This sampling approach has been utilized to compute several important param-
eters of the heuristic method for analyzing lost sales non-perishable models and back-order perish-
able models based on the Approximate Dynamic Programming via Linear Programming (ADP-LP)
framework (De Farias and Van Roy 2003, De Farias and Van Roy 2004, and Sun et al. 2014). In the
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same spirit, we can obtain a steady-state distribution close to the distribution of the optimal policy
using a well-performing heuristic policy (i.e., the optimal CBS policy q∗c in our problem), from which
we can obtain a set of sample states to evaluate the MEC term accurately. So far we have a general
inventory model, but to proceed further, we will need to assume a specific cost structure for our
inventory model, which we develop next.
3. Application to the Perishable Inventory Model (the Nahmias Model)
In this section we apply our method to analyze a single-product periodic-review perishable inventory
model. The model assumes lost sales, fixed product lifetime, zero lead time, i.i.d. demand, and
FIFO policy: oldest units on hand are used first. Nahmias (1975) extensively analyze this model and
derive its optimal policy using DP; our approach provides an efficient and accurate alternative to the
DP analysis. In this Nahmias model, the operational cost is characterized by four cost parameters:
purchase (c per unit), holding (h per unit), shortage (r per unit), and wastage (θ per unit). Holding
cost applies to the remaining units at the end of each period including those that become outdated.
Wastage cost applies to the units not used by the end of their m-period lifetime. We normalize the
unit purchase cost to zero and use r− c as the unit normalized shortage cost (understocking cost)
and θ+ c as the unit normalized wastage cost (overstocking cost). We assume h≥ 0, r− c > 0, and
θ+ c > 0 to avoid trivial optimal policies. We solve Eq. (4) to find an approximate optimal policy
q∗h.
3.1. Marginal Internal Cost (MIC)
To derive the one-period cost L(q,x), we consider making a single ordering decision at the beginning
of period 1 (the current period) and evaluate the associated costs for the lifetime (m periods) of
the new order: Specifically, we consider holding and shortage costs incurred only in period 1 and
wastage cost incurred only in period m. Our analytical representations of L(q,x) and its partial
derivative (MIC) are almost identical to the results obtained in Nahmias (1975) except we use a new
random variable to express the expected wastage efficiently: an i-period effective demand Di(xi−1),
which represents the total outflow (through demand and wastage) from periods 1 to i (excluding
the wastage in period i). Denoting the demand and wastage in period i by Di and Ri, respectively,
we can define Di(xi−1) recursively:
Definition 1.
Di(xi−1) =
{
Di−1(xi−2) +Ri−1 +Di if i= 2, . . . ,m,
D1 if i= 1,
(5)
where
Ri−1 =
{
[xi−1−Di−1(xi−2)]+ if i= 2, . . . ,m,
0 if i= 1.
(6)
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In a special case where x = 0, we observe no wastage in the first m − 1 periods, and therefore,
we obtain Dm(0) =
∑m
j=1Dj, which is a sum of m number of i.i.d. demand D. For simplicity, we
denote Dm =Dm(0). Let FY (·) and fY (·) represent a cumulative distribution function (CDF) and
a probability density function (PDF) of a random variable Y , respectively. The CDF of Dm(x) is
obtained by applying a modified convolution formula recursively as follows. (All proofs including
the proof of Lemma 1 appear in the appendix.)
Lemma 1. The CDF of the effective demand can be recursively obtained following:
FDi+1(xi)(z) =

∫ z−xi
ξ=0
FDi(xi−1)(z− ξ)fDi+1(ξ)dξ if z > xi, i= 1, . . . ,m− 1,
0 if z ≤ xi, i= 1, . . . ,m− 1,
FD(z) if i= 0.
(7)
We can now represent the number of units being held, in shortage, and wasted under the policy
q as [q−D]+, [D− q]+, and [q−Dm(x)]+, respectively. Denote F¯D(q) = 1− FD(q). The expected
one-period cost and its partial derivative (i.e., MIC) become
L(q,x) = hED[q−D]+ + (r− c)ED[D− q]+ + (θ+ c)EDm(x)[q−Dm(x)]+
= h
∫ q
0
(q− t)fD(t)dt+ (r− c)
∫ ∞
q
(t− q)fD(t)dt+ (θ+ c)
∫ q
0
(q− t)fDm(x)(t)dt, (8)
and
∂L(q,x)
∂q(x)
= hFD(q)− (r− c)(1−FD(q)) + (θ+ c)FDm(x)(q)
=−(h+ r− c)F¯D(q) + (θ+ c)FDm(x)(q) +h. (9)
Furthermore, we can confirm L(q,x) is strictly convex because
∂2L(q,x)
∂q(x)2
= (h+ r− c)fD(q) + (θ+ c)fDm(x)(q)> 0,∀q ∈ [0,∞).
3.2. Marginal External Cost (MEC)
The MEC term Vex(q∗c ) is fundamental in our method. To evaluate Vex(qc) for a general qc that is
not necessarily optimal, we first substitute the expression for L(qc,x) from Eq. (8) into Eq. (3).
Since qc is independent of x, the only term in L(qc,x) that contributes is the term that depends on
x; other terms independent of x do not contribute because∫
Ω
∂f qcX (x)
∂qc
dx=
∂[
∫
Ω
f qcX (x)dx]
∂qc
=
∂1
∂qc
= 0,
where we use Leibniz’s rule (see, e.g., §2.4 of Casella and Berger 2002) to interchange integration
and differentiation since the integration of the derivative of f qcX (·) over a bounded region is finite
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(note: f qcX (·) has a bounded support under the CBS policy qc). We can conclude that the only cost
term in Eq. (8) contributing to Vex(qc) is the wastage term that involves Dm(x):
Vex(qc) = (θ+ c)wex(qc), (10)
where
wex(qc) =
∫
Ω
∫ qc
0
(qc− t)fDm(k)(t)dt∂f
qc
X (k)
∂qc
dk. (11)
Plugging Eqs. (9) and (10) into Eq. (4), we obtain the optimality condition satisfied by the approx-
imate policy q∗h:
(θ+ c)FDm(x)(q) = (h+ r− c)F¯D(q)−h− (θ+ c)wex(q∗c ). (12)
For convenience, we call the left hand side of Eq. (12) themarginal cost or MC and its right hand side
the marginal benefit or MB. Following the process of marginal analysis, we can find q∗h numerically
by plotting MC and MB and identifying their intersection.
3.3. Numerical Results
To obtain our approximate optimal policy q∗h, we implement the algorithm that includes two main
steps: (i) a pre-processing step, which finds wex(qc) based on a Monte Carlo simulation of the CBS
policy and FDm(x)(·) based on the analytical expression in Eq. (7); (ii) a marginal analysis step,
which determines q∗h(x) by solving Eq. (12) using the result of the pre-processing step. We require the
pre-processing step only once for each combination of product lifetime m and demand distribution.
(For more details, please see Appendix EC.2.) The entire algorithm is implemented in a spreadsheet
for the examples we use. As a benchmark policy, we use DP following the formulation and the
value iteration algorithm described in Nahmias (1975). We run experiments with model parameters
chosen from m ∈ {2,3}, h ∈ {0,1}, r − c ∈ {5,8,10}, θ + c ∈ {5,7,10,20}, and exponential and
Poisson demands with mean 10; these parameters almost match the values used in related papers.
We only consider smaller m cases because policies are highly state-dependent in such cases—policies
approach CBS as m grows large (see Corollary 2). We set c= 0 when determining q∗h; this does not
affect the exact DP policy as long as we maintain the original understocking and overstocking costs.
For the continuous demand case, we discretize the continuous state space with a step size of 0.1.
3.3.1. Comparison of Average Costs. We can rewrite the average cost L(q) as follows:
L(q) =EX[L(q,X)]
= hEXED[q(X)−D]+︸ ︷︷ ︸
nh(q)
+(r− c)EXED[D− q(X)]+︸ ︷︷ ︸
ns(q)
+(θ+ c)EDm(X)[q(X)−Dm(X)]+︸ ︷︷ ︸
nw(q)
, (13)
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Table 1 Average Periodic Operational Costs Following DP and the Approximate Policy.
Exponential Demand Poisson Demand
m= 2 m= 3 m= 2 m= 3
h, r, θ DP Approx DP Approx DP Approx DP Approx
0, 5, 5 19.838 19.847 12.142 12.184 1.465 1.467 0.1255 0.1259
0.04% 0.34% 0.14% 0.27%
0, 5, 10 25.400 25.416 16.053 16.065 2.091 2.093 0.1866 0.1867
0.06% 0.07% 0.11% 0.04%
0, 5, 20 30.739 30.745 20.243 20.248 2.917 2.920 0.2629 0.2629
0.02% 0.02% 0.08% 0.00%
0, 8, 7 30.060 30.076 18.306 18.343 2.159 2.159 0.1879 0.1879
0.05% 0.20% 0.00% 0.00%
0, 10, 5 29.194 29.219 17.492 17.521 1.951 1.951 0.1691 0.1691
0.09% 0.17% 0.00% 0.00%
1, 5, 5 25.386 25.389 20.878 20.878 5.262 5.277 4.932 4.932
0.01% 0.00% 0.27% 0.00%
1, 5, 10 28.934 28.938 22.686 22.686 5.523 5.523 4.933 4.933
0.01% 0.00% 0.00% 0.00%
1, 5, 20 32.810 32.811 25.025 25.028 5.876 5.876 4.936 4.936
0.00% 0.01% 0.00% 0.00%
1, 8, 7 36.513 36.519 28.384 28.389 6.355 6.355 5.681 5.681
0.02% 0.02% 0.00% 0.00%
1, 10, 5 38.246 38.253 30.237 30.248 6.634 6.634 6.052 6.052
0.02% 0.04% 0.00% 0.00%
Average ∆ 0.033% 0.088% 0.060% 0.027%
Maximum ∆ 0.09% 0.34% 0.27% 0.27%
Note: Results are obtained using 106-period Monte Carlo simulation with 104 burn-in periods.
where nh(q), ns(q), and nw(q) represent the expected number of products in holding, in shortage,
and in wastage, respectively, which we evaluate using a Monte Carlo simulation; this is necessary
because the closed-form expression for the initial inventory distribution f qX(·) is unknown. We define
the percentage cost deviation: ∆ = (L∗h−L∗)/L∗, where L∗h and L∗ correspond to L(q) following our
approximate policy q∗h and the optimal DP policy, respectively. The results summarized in Table 1
indicate that the performance of our approximate policy q∗h is very close to that of the DP policy:
The average deviation from the DP policy is around 0.05% and the maximum deviation is 0.34%
for the forty instances we test.
3.3.2. Comparison of Individual Order Amounts. We next examine the accuracy of q∗h
with respect to individual order amounts in Figs. 1 (exponential demand case) and 2 (Poisson
demand case)—a comparison missing from other papers in this area. In each plot, we separate
recurrent and non-recurrent initial inventory regions by a threshold τ , which satisfies τ = q∗h(0); this
is because the initial inventory level (xm−1 on the horizontal axis) cannot exceed the maximum order
at x = 0. Figs. 1 and 2 show that q∗h closely matches the optimal DP policy in recurrent regions.
There is a discrepancy in non-recurrent regions, but this discrepancy does not impact average costs.
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Figure 1 Order Amounts for Exponential Demand Case; r= 10, θ= 5.
To examine how the properties of each instance respond to various parameters, we include two
indices η = (xm(τ)− xm(0))/τ and nw = nw(q∗h) in the caption of each plot, corresponding to the
average slope of order amounts in the recurrent region following q∗h and the average wastage defined
in Eq. (13), respectively. For example, Fig. 2d has η=−1 (the CBS policy) and nw = 0 (no wastage).
Our experiments indicate η→−1 and nw→ 0 as h increases (e.g., Fig. 2c vs. Fig. 2d), m increases
(e.g., Fig. 1b vs. Fig. 1d) and/or the demand distribution shifts from exponential to Poisson (e.g.,
Fig. 1d vs. Fig. 2d). These patterns are explained by marginal analysis in the next section.
3.4. Analytical Properties of the Perishable Inventory Model
In this section we discuss the properties of the approximate policy q∗h satisfying Eq. (12). We
assume fD(d) is finite for all positive d and has unbounded support, which guarantee that FD(d) is
continuous for d∈ [0,+∞) and x= 0 is always recurrent.
3.4.1. Existence of the Unique Approximate Optimal Policy. Our optimality condition
(12) is a simple equation since the externality term wex is constant: The right hand side (MB)
monotonically decreases while the left hand side (MC) monotonically increases with respect to q.
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Figure 2 Order Amounts for Poisson Demand Case; r= 10, θ= 5.
We can easily verify if the unique optimal solution exists by comparing MB and MC at q = 0 and
q→∞. For this purpose, the following proposition is useful.
Proposition 1. −1<wex(qc)≤ 0,∀qc ≥ 0.
Proposition 1 implies that the inventory system exhibits marginal external benefit for ordering
perishable products and the impact of externality is bounded. We can now prove
Proposition 2. There exists a unique finite order-up-to level (approximate optimal policy) q∗h(x)
satisfying the optimality condition (12) for any initial inventory vector x∈Ω.
3.4.2. State-Dependent Policy V.S. CBS Policy. We now explore the conditions for model
parameters that make q∗h approach CBS (as in Fig. 2d). To do so, we first bound q∗h(x),∀x ∈Ω, in
Proposition 3 by letting q† = q∗h(0) and q‡ = limv→∞ q∗h(y), where v is the smallest component in
the initial inventory vector y. Also, let Dm =Dm(0) (see Definition 1).
Proposition 3. q† ≤ q∗h(x)≤ q‡ and FDm(q†)≥ FDm(x)(q∗h(x)), ∀x∈Ω.
Note that the lower bound q† is always finite and tight because x= 0 is recurrent, while the upper
bound q‡ is not necessarily finite nor tight because an arbitrarily large initial inventory may not
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be recurrent. Let the set of recurrent x be Ωr = {x ∈ Ω|f q
∗
h
X (x)> 0}. Proposition 4 establishes the
conditions for q∗h to approach CBS:
Proposition 4. The following three equivalent conditions are necessary and sufficient for q∗h to
approach CBS:
FDm(q
†)→ 0 ⇐⇒ |q‡− q†| → 0 ⇐⇒ q∗h(x)→ q∗c ,∀x∈Ωr.
When q∗h approaches CBS, the corresponding system exhibits the following properties. A critical
ratio γ∗ = (r− c)/(h+ r− c) plays an important role here.
Corollary 1. When q∗h approaches CBS (Proposition 4), we obtain:
FDm(q
†)→ 0 =⇒ nw(q∗h)→ 0,wex(q∗c )→ 0, q∗h→ q∗c = F−1D (γ∗), and h> 0.
According to Corollary 1, when q∗h→ q∗c , the system observes no wastage, no externality, and q∗c
becomes a simple function of the critical ratio γ∗, which represents a trade-off between shortage cost
r− c(> 0) and holding cost h(> 0) in the absence of wastage and externality. The contraposition
of Corollary 1 implies that if nw 6= 0, wex 6= 0, or h= 0, then q∗h must be state-dependent. Lastly,
we can modify Corollary 1 and derive the following easy-to-calculate rule of thumb: Let α be a
predetermined threshold based on the tolerance for numerical errors (such as α = 1%). We can
determine the minimum product lifetime mα to make the policy CBS using Corollary 2. In this
corollary, the exact CDF FDm(·) may be approximated by the Normal CDF Φm(·), which represents
the CDF of the sum of m demands, based on the Central Limit Theorem, if appropriate.
Corollary 2. q∗h becomes CBS if m≥mα, where mα denotes the least positive integer to ensure
FDm(F
−1
D (γ
∗))≤ α, or approximately, Φm(F−1D (γ∗))≤ α.
3.5. Analytical Implications
To illustrate the intuition behind Proposition 4, we compare two contrasting experiments from
§3.3.2: Figs. 1a (h = 0, m = 2, exponential demand) and 2d (h = 1, m = 3, Poisson demand), for
which we show the marginal analysis plots in Figs. 3a and 3b, respectively. Fig. 3a is a typical plot
for the marginal analysis of a state-dependent ordering policy, whereas Fig. 3b is a typical plot for
the marginal analysis of the CBS policy. Each figure contains three plots based on Eq. (12): The
two non-decreasing lines represent MC (the left side of Eq. (12) representing the marginal wastage
cost) with two different initial inventory levels, while the non-increasing line represents MB (the
right side of Eq. (12)). The key is the position of the intersection: q∗h(x) (the horizontal axis) and
(θ+ c)FDm(x)(q
∗
h(x)) (the vertical axis). Proposition 4 tells us that, in an asymptotic manner, the
intersecting point for the x = 0 case should lie on the horizontal axis to make the policy CBS.
We confirm that both Proposition 4 and Corollary 1 hold in our results: If MC and MB intersect
above the horizontal axis, then the “optimal” marginal wastage depends on x, making the policy
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Figure 3 Marginal Analysis for State-Dependent and CBS Policies; r= 10, θ= 5.
state-dependent (Fig. 3a), while if they intersect on the horizontal axis, then the marginal wastage
becomes negligible, making the policy CBS (Fig. 3b).
We now know when the policy q∗h becomes CBS, but when does this occur in practice? Although
a quantitative analysis is required to make a precise statement, the comparison of the marginal
analysis between Figs. 3a and 3b provides some insight on such conditions: If (i) MC is flat (on
the horizontal axis) up to a larger q and (ii) MB crosses the horizontal axis at a smaller q, then
q∗h approaches CBS. These two conditions are satisfied, for example, by the changes of parameters
observed in §3.3.2: (a) Demand variability decreases (contributing to both conditions (i) and (ii));
(b) m increases (contributing to condition (i)); and (c) h increases (contributing to condition (ii)).
Of course, how large m or h should be depends on the parameters and the demand D. Corollary 2 is
useful to determine the minimum lifetime mα to make the policy CBS (within a margin of error α).
Consider the (h, r, θ) = (1,10,5) case and use α= 0.01. If D is Poisson, we obtain a relatively small
lifetime mα = 3 (using either the Poisson FDm(·) or the Normal Φm(·) in Corollary 2) to have a CBS
policy (q∗c = 14). In contrast, if D is exponential, we require a much larger lifetime, either mα = 8
(using the Erlang FDm(·)) or mα = 10 (using the Normal Φm(·)), to have a CBS policy (q∗c = 24);
we confirm that when m = 10, the policy is CBS (Fig. 4a) and the intersecting point of MC and
MB lies on the horizontal axis (Fig. 4b).
4. Concluding Remarks
We present a marginal analysis framework with externality for solving perishable inventory systems.
Our approach builds upon the general idea of dimensionality reduction, and is in the same spirit
as mean-field theory, density-functional theory, and congestion pricing, which have been proven
effective for various hard problems. The key idea underlying all of these techniques is to encapsulate
all complexities in a single term, capturing meaningful structures in a simpler model. Specifically,
for our model, we convert a perishable inventory model that involves many ordering decisions into
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Figure 4 Order Amounts and Marginal Analysis for Exponential Demand Case; h= 1, r= 10, θ= 5.
a single-decision inventory model with an externality term (Vex defined in Eq. (3)), which is easy
to solve, for example, in a spreadsheet. We demonstrate that our approximation provides a near-
optimal policy for the Nahmias model with Poisson and exponential demand distributions, yielding
an average of 0.05% (and at maximum 0.34%) total cost deviation from the optimal DP policy.
In fact, our externality-based approximation results in state-dependent ordering amounts that are
almost identical to the ones suggested by the optimal DP policy.
There are various extensions to the Nahmias model that we do not discuss in this paper; some
of them are relatively straightforward to incorporate into our framework. For example, demands
are not necessarily identically distributed and may depend on the day of the week, or systems
often have positive lead times (see Appendix EC.6). We believe that our approach is applicable
to inventory models that are more general than the Nahmias model we examine here, and that it
has the potential to find well-performing inventory policies for many real-world inventory systems
whose exact analysis and computations are not possible.
Future work includes several possible directions: First, we plan to extend the Nahmias model (e.g.,
allowing demands to depend on the day of the week and lead time to be positive) and investigate how
the resulting approximation performs compared to other possible approximations; to our knowledge,
the optimal policy is not known for the positive lead time case with lost sales and there is no
approximation method specific to that model in the literature. Another interesting extension is
to use our externality approach to analyze more complex perishable inventory problems such as
systems with multiple substitutable products (e.g., Deniz et al. 2010), for which again the literature
lacks the optimal policy as well as a well-performing approximation.
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Appendix
EC.1. Proof of Lemma 1
We can rewrite Eq. (6) as
Ri = max{xi−Di(xi−1),0}, i≥ 1,
which is equivalent to
Di(xi−1) +Ri = max{Di(xi−1), xi}, i≥ 1.
Therefore, for i≥ 1,
FDi(xi−1)+Ri(ζ) =
{
FDi(xi−1)(ζ) if ζ ≥ xi,
0 if ζ < xi.
Combining this result with Eq. (5), we obtain
FDi+1(xi)(z) = Pr{Di+1(xi)≤ z}= Pr{Di(xi−1) +Ri +Di+1 ≤ z}
= Pr{Di(xi−1) +Ri ≤ z−Di+1}=
∫ ∞
ξ=−∞
FDi(xi−1)+Ri(z− ξ)fDi+1(ξ)dξ
=
∫ z−xi
ξ=0
FDi(xi−1)(z− ξ)fDi+1(ξ)dξ, if z > xi, i≥ 1,
and FDi+1(xi)(z) = 0, if z ≤ xi, i≥ 1. 
EC.2. Algorithm to Obtain the Approximate Optimal Policy
We describe our algorithm to find the approximate optimal (heuristic) policy q∗h. The outline of
the algorithm includes two main steps: a pre-processing step, which finds wex(qc) and FDm(x)(·),
followed by a marginal analysis step, which finds q∗h(x) and xm. Specifically, each step includes the
following procedures:
1. Pre-processing: We require this step only once for each combination of product lifetime m and
demand distribution; this step is independent from cost parameters c, h, r, and θ.
(a) Evaluate nh(qc), ns(qc), nw(qc), and wex(qc) at various qc.
(b) Obtain FDm(x)(·).
2. Marginal analysis: We perform this step for given cost parameters c, h, r, and θ.
(a) Evaluate wex(q∗c ) at q∗c = arg minqc L(qc) using nh(qc), ns(qc), and nw(qc).
(b) Conduct marginal analysis and determine q∗h(x) using wex(q∗c ) and FDm(x)(·).
(c) Determine xm = [q∗h(x)−x]+.
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Step 1(a) requires the analysis of the stationary model under the CBS policy qc, which is much
simpler than analyzing the stationary model under the policy q(x) because the CBS policy does not
depend on x. We perform a Monte Carlo simulation to find nh(qc), ns(qc), nw(qc), and wex(qc) for
various values of qc. In our experiments, we confirm that a simulation of 1,000 periods for each qc
value is sufficient to evaluate these four indices. The results are used to find the optimal q∗c for given
cost parameters in Step 2. In Step 1(b) we use a modified convolution formula (7) to obtain the
CDF of the m-period effective demand, FDm(x), which can help us estimate the marginal wastage
when the initial inventory is x.
In Step 2(a) we evaluate the externality term wex(q∗c ) at the optimal CBS level q∗c =
arg minqc L(qc), where L(qc) is evaluated using Eq. (13) and the results from Step 1(a). Note that, as
is the case with L(q), L(qc) is a convex function of qc. In Step 2(b) we solve our optimality condition
(12) to obtain the approximate optimal policy q∗h. Step 2(c) finds the order amount xm, which can
be directly compared with the optimal DP order amount.
EC.3. Proof of Proposition 1
We assume (as in §3.4) h≥ 0, r− c > 0, θ+ c > 0, and continuous FD(d) for d ∈ [0,+∞). Since we
discuss the properties of random initial inventory vectors, it is convenient to use the concept of the
first-order stochastic dominance (FSD), which is defined as follows:
Definition EC.1. A random variable X first-order stochastically dominates another random
variable Y (X FSD Y ) if and only if FX(x)≤ FY (x), ∀x∈R.
For notational convenience, we write XFSD Y for random vectors X and Y if the FSD property
holds componentwise: Xi FSD Yi for all ith elements of X and Y. To prove the FSD property for
random variables, the following property is convenient and well-known (see, for example, Wolfstetter
et al. 1993).
Property EC.1. X FSD Y ⇐⇒ EX [f(X)]≥EY [f(Y )] for any non-decreasing function f(·).
Next, we present two useful FSD relationships for Dm(·). Let x and y be initial inventory vectors
in Ω =Rm−1≥0 , and X and Y be the corresponding random vectors.
Lemma EC.1. x≥ y componentwise =⇒ Dm(x)FSD Dm(y).
Proof of Lemma EC.1: The proof follows from Lemma 1 and Definition EC.1. 
Lemma EC.2. XFSDY componentwise =⇒ Dm(X)FSD Dm(Y).
Proof of Lemma EC.2: Combining Property EC.1 and Lemma EC.1, we have x≥ y componentwise
=⇒ EDm(x)[f(Dm(x))]≥ EDm(y)[f(Dm(y))] for any non-decreasing function f(·). This result indi-
cates that g(x) .=EDm(x)[f(Dm(x))] =EDm(X)|X=x[f(Dm(X))|X= x] is a non-decreasing function in
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x componentwise (because g(x)≥ g(y) whenever x≥ y componentwise). Using Property EC.1 once
again this time with g(x) we define above and the law of total expectation, XFSDY component-
wise =⇒ EX[g(X)]≥ EY[g(Y)]⇐⇒ EDm(X)[f(Dm(X)]≥ EDm(Y)[f(Dm(Y)] for any non-decreasing
function f(·), which indicates Dm(X)FSD Dm(Y). 
Let Xqc and Xqcm be the initial inventory random vector and the new order under the CBS policy
qc, respectively. Let X˜qc = (Xqc ,Xqcm ) ∈ Rm≥0. Since the entire inventory follows the CBS policy qc,∑m
i=1X
qc
i = qc must hold. Consider increasing the order-up-to level qc by a positive infinitesimal δqc .
Then the stationary distribution of the entire inventory (including the new order) shifts from X˜qc
to X˜qc+δqc . The following relationship holds:
Lemma EC.3. Xqc+δqc FSDXqc componentwise.
Proof of Lemma EC.3: Define a discrete time stochastic process {X˜qc(t), t= 0,1,2, ...} to represent
the entire inventory at time period t ∈ Z≥0. Consider a sample path X˜qc(t;ω). Without loss of
generality, we assume Xqc(0;ω) = 0 and Xqcm (0;ω) = qc, which repeatedly appear one period after
we encounter a shortage of inventory (note: x= 0 is recurrent). Suppose the CBS policy is modified
from qc to qc + δqc , where δqc is a positive infinitesimal that is non-divisible. Then the sample path
at t = 0 shifts from X˜qc(0;ω) = (0, qc) to X˜qc+δqc (0;ω) = (0, qc + δqc). Assuming that this δqc is
used last in each age category, either one of the two occurs every period: (1) δqc is not used, in
which case δqc becomes older (or wasted) and shows up in the older age category (or the new order
category) in the next period, or (2) δqc is used, in which case δqc shows up in the same or newer
age category in the next period. Hence, the revised sample path is represented as X˜qc+δqc (t;ω) =
X˜qc(t;ω)+δqcI(t;ω), where I is a random unit vector (one of the age category is 1 and all others are
0) and I(t;ω) is its sample path. It follows that, for each age category i, F
X
qc+δqc
i
(x) = Pr{Xqc+δqci ≤
x}= Pr{Xqci + δqcIi ≤ x} ≤ Pr{Xqci ≤ x}= FXqci (x), ∀x ∈ [0,∞). Hence, from Definition EC.1, we
obtain X˜qc+δqc FSD X˜qc componentwise, and therefore, Xqc+δqc FSD Xqc componentwise. (Note:
X˜ and I are not independent, but the dependency does not affect the conclusion.) 
Lemma EC.4. Dm(Xqc+δqc)FSD Dm(Xqc).
Proof of Lemma EC.4: The result is immediately obtained from Lemmas EC.2 and EC.3. 
Using Property EC.1 and Lemma EC.4, we can bound the externality term and obtain Proposi-
tion 1.
Proof of Proposition 1: To prove this property, we rewrite the partial derivative with the expression
using a positive infinitesimal change δqc : ∂fDm(Xqc )(t)/∂qc = [fDm(Xqc+δqc )(t)− fDm(Xqc )(t)]/δqc .
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First part (wex(qc) ≤ 0): Changing the order of two integrations and the partial derivative in
Eq. (11), we obtain
wex(qc) =
∫ qc
0
(qc− t)
∂
∫
Ω
fDm(k)(t)f
qc
X (k)dk
∂qc
dt=
∫ qc
0
(qc− t)∂fD
m(Xqc )(t)
∂qc
dt
=
∫ qc
0
(qc− t)fDm(Xqc+δqc )(t)dt−
∫ qc
0
(qc− t)fDm(Xqc )(t)dt
δqc
=−
(−E[qc−Dm(Xqc+δqc )]+ +E[qc−Dm(Xqc)]+
δqc
)
≤ 0,
where we apply Property EC.1 and Lemma EC.4 to −[qc−x]+, which is a non-decreasing function
of x.
Second part (wex(qc) > −1): Since [qc − Dm(x)]+ represents the amount of wastage, E[qc −
Dm(Xqc)]+ = E[Xqc1 − D]+ should hold. Also, under the assumption fD(d) > 0,∀d ≥ 0,
FDm(Xqc )(qc)< 1 for a finite qc. Using these properties, we obtain
wex(qc) =
∫ qc
0
(qc− t)∂fD
m(Xqc )(t)
∂qc
dt=
∂
∫ qc
0
(qc− t)fDm(Xqc )(t)dt
∂qc
−
∫ qc
0
fDm(Xqc )(t)dt
=
∂E[qc−Dm(Xqc)]+
∂qc
−FDm(Xqc )(qc) = ∂E[X
qc
1 −D]+
∂qc
−FDm(Xqc )(qc)
=
E[Xqc+δqc1 −D]+−E[Xqc1 −D]+
δqc
−FDm(Xqc )(qc)>−1,
where we apply Property EC.1 and Lemma EC.3 to E[x−D]+, which is a non-decreasing function
of x. 
EC.4. Proof of Proposition 2
We continue to assume (as in §3.4) h≥ 0, r− c > 0, θ+ c > 0, and continuous FD(d) for d∈ [0,+∞).
Proposition 2 follows from Proposition 1.
Proof of Proposition 2: Let gx(q)
.
= (θ + c)FDm(x)(q) − (h + r − c)F¯D(q) + h + (θ + c)wex(q∗c ),
where q∗c is independent of q. Observe that gx(q) is an increasing function with respect to q as
∂gx(q)/∂q = (θ+ c)fDm(x)(q) + (h+ r− c)fD(q)> 0. Also, using Proposition 1, gx(0) =−(r− c) +
(θ + c)wex(q
∗
c ) < 0. Finally there always exists a finite qˆ satisfying FDm(x)(qˆ) > 1 − δˆ, where
δˆ = (θ+ c)(1 +wex(q
∗
c ))/(h+ r+ θ) ∈ (0,1). Such qˆ also satisfies FD(qˆ) > 1− δˆ (or equivalently,
F¯D(qˆ)< δˆ) since Dm(x)FSD D (see Definitions 1 and EC.1). Using Proposition 1 and δˆ defined
above, this qˆ satisfies
gx(qˆ) = (θ+ c)FDm(x)(qˆ)− (h+ r− c)F¯D(qˆ) +h+ (θ+ c)wex(q∗c )
> (θ+ c)(1− δˆ)− (h+ r− c)δˆ+h+ (θ+ c)wex(q∗c )
= (θ+ c)(1 +wex(q
∗
c ))− (h+ θ+ r)δˆ+h= h≥ 0.
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Since gx(q) is monotonic, we can conclude that there exists a unique and finite solution q∗h(x)∈ (0,1)
that satisfies gx(q) = 0 (and hence the optimality condition (12)) for any initial inventory vector
x∈Ω. 
Finally, we present a corollary of Proposition 2, which is necessary when we prove Proposition 4.
Corollary EC.1. Consider two initial inventory vectors x1,x2 ∈Ω, where x1 6= x2. Then
|q∗h(x1)− q∗h(x2)| → 0 ⇐⇒ |FDm(x1)(q∗h(x1))−FDm(x2)(q∗h(x2))| → 0.
Proof of Corollary EC.1: Since the solution to Eq. (12) is unique and finite (Proposition 2), we
can write two optimality equations corresponding to initial inventory vectors x1 and x2. Note that
wex(q
∗
c ) in Eq. (12) does not depend on x. By subtracting one from the other, we obtain
(θ+ c)(FDm(x1)(q
∗
h(x1))−FDm(x2)(q∗h(x2))) = (h+ r− c)(F¯D(q∗h(x1))− F¯D(q∗h(x2))).
The result follows from the assumptions θ + c > 0, h + r − c > 0, and continuous FD(d) for d ∈
[0,+∞). 
EC.5. Proofs of Proposition 3, Proposition 4, and Corollaries 1 and 2
We first show the relationship between two solutions with different initial inventory levels
(Lemma EC.5), from which we can determine the upper and lower bounds of the solution (Propo-
sition 3). If the gap between the upper and lower bounds shrinks, a state-dependent policy should
approach CBS. The condition to make the gap shrink is provided in Proposition 4.
Lemma EC.5. q∗h(x1) ≥ q∗h(x2) and FDm(x1)(q∗h(x1)) ≤ FDm(x2)(q∗h(x2)) if x1 ≥ x2 component-
wise.
Proof of Lemma EC.5: As in the proof of Proposition 2, we define gx(q)
.
= (θ+ c)FDm(x)(q)− (h+
r − c)F¯D(q) + h+ (θ + c)wex(q∗c ). This gx(q) is an increasing function with respect to q. Now, let
q∗h(x1) and q∗h(x2) be the unique, finite solutions to gx1(q) = 0 and gx2(q) = 0, respectively. Since
x1 ≥ x2 componentwise =⇒Dm(x1)FSD Dm(x2) (Lemma EC.1) ⇐⇒ FDm(x1)(q)≤ FDm(x2)(q),
∀q ∈ R (Definition EC.1), it follows that gx1(q) ≤ gx2(q),∀q ∈ R. In particular, at q = q∗h(x2), we
obtain gx1(q
∗
h(x2))≤ gx2(q∗h(x2)) = 0, which implies q∗h(x1)≥ q∗h(x2). Furthermore, q∗h(x1)≥ q∗h(x2)
implies F¯D(q∗h(x1))≤ F¯D(q∗h(x2)) because F¯D(q) is a decreasing function of q. Combining this result
with Eq. (12), we obtain FDm(x1)(q
∗
h(x1))≤ FDm(x2)(q∗h(x2)). 
Proof of Proposition 3: From Lemma EC.5, we have q∗h(0) ≤ q∗h(x) ≤ q∗h(y) and FDm(0)(q∗h(0)) ≥
FDm(x)(q
∗
h(x)),∀y ≥ x(∈ Ω) componentwise. We obtain the result by taking the limit of a large
initial inventory y and denoting Dm = Dm(0), q† = q∗h(0), and q‡ = limv→∞ q∗h(y), where v is the
smallest component in the initial inventory vector y. 
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Proof of Proposition 4: We split the proof in three parts:
(First part: FDm(q†)→ 0 =⇒ |q‡−q†| → 0) Using Proposition 3, FDm(q†)→ 0 =⇒ FDm(x)(q∗h(x))→
0,∀x ∈ Ω. Since FDm(x)(q∗h(x)) converges to the same value (0) for any initial inventory vector x,
using Corollary EC.1, we can conclude |q‡− q†| → 0.
(Second part: |q‡− q†| → 0 =⇒ q∗h(x)→ q∗c ,∀x∈Ωr) This part is trivial because Ωr ⊆Ω.
(Third part: q∗h(x)→ q∗c ,∀x ∈Ωr =⇒ FDm(q†)→ 0) Consider two initial inventory vectors: x1 = 0
and x2 = (q†,0, . . . ,0); x2 represents q†(= q∗h(0) = q∗h(x1)) units of initial inventory with remaining
life of m−1 periods. Note that x1 6= x2 and both x1,x2 ∈Ωr because we assume that D can take 0
and any large amount. Note also that from Lemma 1, we know FDm(x2)(q
†) = 0. (This is intuitively
obvious: Dm(x2) is the total outflow (through demand and wastage) from periods 1 to m (excluding
the wastage in period m) when the initial inventory is x2. Hence, the support of its CDF is bounded
below by q†.) Now, suppose q∗h(x)→ q∗c ,∀x ∈Ωr, then q∗h(x2)→ q∗h(x1) = q†, from which we obtain
FDm(q
†) = FDm(x1)(q
∗
h(x1))→ FDm(x2)(q∗h(x2))→ FDm(x2)(q†) = 0 with the help of Corollary EC.1.

To prove Corollaries 1 and 2, we define a critical ratio γ∗ =
r− c
h+ r− c , which is used to determine
the optimal service level when q∗h becomes CBS.
Proof of Corollary 1: Using Proposition 3, FDm(q†) → 0 =⇒ FDm(x)(q∗h(x)) → 0,∀x ∈ Ω =⇒
fDm(x)(q) → 0,∀q ∈ [0, q∗h(x)],∀x ∈ Ω =⇒ nw(q∗h) = EDm(X)[q∗h − Dm(X)]+ → 0, where nw(q) is
defined in Eq. (13). Furthermore, Proposition 4 implies FDm(q†) → 0 =⇒ fDm(x)(q) → 0,∀q ∈
[0, q∗c ],∀x ∈ Ωr =⇒ wex(q∗c ) → 0, where wex(qc) is defined in Eq. (11). Lastly, in the limit of
FDm(x)(q
∗
h(x))→ 0 and wex(q∗c )→ 0 in Eq. (12), we obtain a revised optimality condition (h+ r−
c)F¯D(q) = h, which provides a solution q∗h = q∗c = F
−1
D
( r− c
h+ r− c
)
= F−1D (γ
∗). For the solution q∗c to
be finite, we require h> 0 (note: r− c > 0 is assumed). 
Proof of Corollary 2: Corollary 1 implies that the condition to make q∗h approach CBS is
FDm(F
−1
D (γ
∗)) → 0. Using a predetermined threshold α > 0, we can rewrite this condition as
FDm(F
−1
D (γ
∗))≤ α. The exact FDm(·) may be approximated by a much simpler function if we can
apply the Central Limit Theorem: the Normal CDF Φm(·) representing the CDF of the sum of m
demands. Then, the condition becomes Φm(F−1D (γ∗))≤ α. 
EC.6. Extension to the Positive Lead Time Case
The model with positive lead time is a natural extension of the Nahmias model with zero lead time,
but it is hard to analyze using the DP approach because of the large state space involved (curse of
dimensionality). As far as we know, no effective heuristic policy has been proposed for the lost-sales
perishable inventory model with positive lead time.
In this analysis, we assume a fixed integer lead time `, which could be zero (the Nahmias model)
or positive. Other parameters and conditions remain the same as the Nahmias model, which assumes
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lost sales, fixed product lifetime (m), i.i.d. demand, FIFO policy, and fixed cost parameters: unit
purchase cost (c), unit holding cost (h), unit shortage cost (r), and unit wastage cost (θ). We
continue to set the unit purchase cost c = 0 by adjusting r and θ appropriately as we did in the
Nahmias model. Note that m is the lifetime of the product when we make an order; hence, the
life of the product right after the delivery is m− ` periods due to the `-period lead time. Since
the remaining product life must be at least one period when delivered, we require a lead time ` to
satisfy the condition 0≤ `≤m− 1.
To find the marginal analysis condition for the positive lead time case, we need to reevaluate the
expected one-period cost L(q,x). We follow the same argument made in §3.1 and revise Eq. (8) used
in the Nahmias model. As before, we consider a single ordering decision at period 1 and evaluate
the associated costs for the lifetime (m periods) of this new order. For the ` lead time case, holding
and shortage costs are incurred in period `+1 (rather than period 1 for the zero lead time case) and
wastage cost is incurred in period m (which is the same as the zero lead time case). Corresponding
to this change, the number of units holding and in shortage in Eq. (8) are characterized by the
`+ 1-period effective demand (D`+1(x`)) rather than the one-period effective demand (D1 = D),
while the number of units in wastage in Eq. (8) does not change its representation since the product
lifetime does not change; thus we obtain the following approximate optimality condition for the
positive lead time case.
(θ+ c)FDm(x)(q) = (h+ r− c)F¯D`+1(x`)(q)−h−Vex(q∗c ), (EC.1)
where q∗c is the optimal CBS policy for the model. (See Appendix EC.7 for the derivation and
additional assumptions.) Eq. (EC.1) is reduced to Eq. (12) by setting `= 0; hence, Eq. (EC.1) is the
approximate optimality condition for a perishable inventory model with lost sales and lead time `,
which can take either 0 (the Nahmias model) or a positive integer. The computational cost to solve
Eq. (EC.1) depends on the product lifetime m, not on the lead time `, because FD`+1(·) is obtained
in the process of obtaining FDm(·) using Lemma 1 (note that `+ 1≤m).
EC.7. Derivation of the Marginal Analysis Condition (EC.1)
We use xi, the same symbol as the Nahmias model, to represent the number of products with a
remaining life of i. Since the product lifetime is m, in each period, there exist products with at most
m different remaining lives: x1, x2, x3, .., xm. (For example, xm represents the number of products
which are just ordered and thus have full m periods of life remaining.) However, not all of these
are held on hand at the beginning of each period; only m− ` kinds of products (x1, x2, . . . , xm−`)
are on hand and the remaining ` kinds of products (xm−`+1, . . . , xm) are pipeline inventory. As
before, we define an ordering policy q as the order-up-to level q=
∑m
i=1 xi. The optimal order-up-to
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level q∗ that minimizes the average periodic operational cost is a nonlinear function of x= xm−1 =
(x1, x2, . . . , xm−1); hence, q∗ = q∗(x). Since we cannot derive the exact analytical expression for q∗,
we start from an initial policy q∗c (the optimal CBS policy; our 0th order approximation) and obtain
an accurate heuristic state-dependent policy q∗h(x).
Now, consider ordering xm(≥ 0) new products following the policy q based on all on-hand and
pipeline inventories x= (x1, . . . , xm−1) at the beginning of period 1. This new order arrives at the
beginning of period `+ 1 due to the lead time `. The unused portion of this new order perishes at
the end of period m. As in the Nahmias model, we evaluate the shortage and holding costs when
the new order arrives (in period `+ 1) and evaluate the wastage cost when the unused portion of
the new order perishes (in period m). To simplify the analysis of the positive lead time case, we
assume that the shortage is small before the new order arrives (from periods 1 to `). Under this
assumption, we can approximate that the total outflow (through demand and wastage) from periods
1 to i (excluding the wastage in period i) is represented by the i-period effective demand Di(xi−1)
defined in Definition 1 as in the Nahmias model. This is an approximation and does not hold for
small x, but is justified because x, which we observe under the optimal (or approximate optimal)
policy for the positive lead time case, is large enough to make the shortage small. In other words, we
can safely ignore the small x case without sacrificing the accuracy of our heuristic method because
the small x case that incurs a large shortage seldom occurs under the optimal (or approximate
optimal) policy. We confirmed this implication by observing the initial inventory distribution under
our heuristic policy in our numerical experiments.
We summarize the major events throughout the product lifetime (from periods 1 to m) as follows.
Period 1 : At the beginning of this period, we receive xm−` products ordered ` periods ago and
make a new order xm to satisfy the order-up-to level q(=
∑m
i=1 xi), based on the on-hand inventory
(x1, . . . , xm−`) and the pipeline inventory (xm−`+1, . . . , xm−1). Throughout this period, we observe
demand D1. At the end of this period, R1 (the unused portion of x1) perishes.
Period 2 : At the beginning of this period, we receive xm−`+1 products ordered ` periods ago.
Throughout this period, we observe demand D2. At the end of this period, R2 (the unused portion
of x2) perishes.
...
Period `+ 1: At the beginning of this period, we receive xm products ordered in period 1. Through-
out this period, we observe demand D`+1. At the end of this period, R`+1 (the unused portion of
x`+1) perishes. Now, we evaluate the number of units holding and in shortage for this period. Notice
that the total number of products we hold at the beginning of period 1 and receive from periods 2
to `+ 1 is, by definition, the order-up-to level q. Notice also that the total outflow from periods 1
to `+ 1 (excluding the wastage in period `+ 1) is the effective demand D`+1(x`) =D1 +R1 +D2 +
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R2 + . . . +R` +D`+1, where we neglect the shortage from periods 1 to ` under the assumption that
the shortage is small before the new order arrives. Therefore, at the end of period `+1, the expected
number of units holding and in shortage are E[q−D`+1(x`)]+ and E[D`+1(x`)− q]+, respectively.
...
Period m: Throughout this period, we observe demand Dm. At the end of this period, the unused
portion of xm, which is [q−Dm(x)]+, perishes. Hence, the expected wastage is E[q−Dm(x)]+.
In summary, at the beginning of period 1, we make a new order of xm(= q−
∑m−1
i=1 xi); at the end of
period `+1, we hold on average E[q−D`+1(x`)]+ and have a shortage on average E[D`+1(x`)− q]+;
at the end of period m, we waste on average E[q−Dm(x)]+. Hence, the revised approximate opti-
mality condition for the positive lead time case becomes
(θ+ c)FDm(x)(q) = (h+ r− c)F¯D`+1(x`)(q)−h−Vex(q∗c ),
where q∗c is the optimal CBS policy.
