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Abstract
We establish the existence of Salem sets in the ring of integers of any local field and study the Fourier re-
striction phenomenon on such sets. Optimal extension of the Hausdorff–Young inequality, initially attained
for the torus by G. Mockenhaupt and W. Ricker, is also established in the local field setting.
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1. Introduction
Our investigations are motivated by recent work of G. Mockenhaupt and W. Ricker [12] which
blends nicely the existence of Salem sets in R and the Fourier restriction phenomenon to solve a
problem about optimal domains for the Hausdorff–Young inequality on the circle T;
‖fˆ ‖
p
′
(Z)
 ‖f ‖Lp(T), 1 p  2 and 1/p + 1/p′ = 1.
Extensions to higher dimensions Td are straightforward but the question whether one can extend
these results to other compact groups was raised by the authors. One purpose of this paper is to
extend the results of Mockenhaupt and Ricker to the setting of a general locally compact field.
Extensions of their work to the field of p-adic numbers Qp were announced in [16].
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2 C. Papadimitropoulos / Journal of Functional Analysis 259 (2010) 1–27Much of the Fourier and functional analysis in [12] can be readily extended to any locally
compact field (in the 60’s and 70’s it was a popular activity to extend known harmonic analysis
results in the Euclidean setting to local fields; see e.g. [20]). Slightly less obvious is the exten-
sion to local fields of more recent Euclidean harmonic analysis problems; for instance results
surrounding the Fourier restriction phenomenon (in the original formulation of E.M. Stein, this
was carried out in [23]). We will need to make such extensions of recent work of G. Mockenhaupt
[11] regarding the Fourier restriction phenomenon to thin sets. This is carried out in Section 4.
Perhaps more non-trivial, and even more interesting, is the question of the existence of Salem
sets in a general locally compact field. Such sets play a crucial role in [12]. Section 3 is devoted
to this topic.
Article [12] presents a characterization of the largest Banach function space Fp(T) contain-
ing Lp(T) for fixed 1  p  2 such that the Fourier transform extends continuously to Fp(T).
The space Fp(T), initially defined in an abstract way via the theory of vector measures, is
then described in a more concrete and transparent way. This characterization, together with the
Fourier restriction phenomenon to Salem thin sets, yield the strict containment Lp(T) ⊂ Fp(T)
for 1 < p < 2 and therefore the extension of the Hausdorff–Young inequality. Section 5 deals
with this topic, extending the analysis from the torus T to the compact ring of integers of an
arbitrary locally compact field.
2. Preliminaries
In this section we recall some well-known results about local fields. The basic reference is
Taibleson’s book [20]. A local field K is defined as a locally compact field, i.e., a field endowed
with a topology where the additive group K+ and multiplicative K∗ = K \ 0 group are locally
compact abelian groups (we exclude the discrete fields from consideration). The local compact-
ness property allows K to be endowed with an absolute value | · |. This is because if a ∈ K∗
and dx is a Haar measure in K+, then d(ax) is also a Haar measure in K+ and hence there is
a constant which we denote by |a| ∈ R∗+ such that d(ax) = |a|dx. We define |0| = 0. It turns
out (see [21]) that the so-defined modular mapping a → |a| satisfies the following properties:
|x| = 0 if and only if x = 0, |xy| = |x||y|, there is a constant A 1 (depending on K) such that
|x + y|A · max{|x|, |y|}.
The absolute value | · | fits nicely with the topological and algebraic structure of K ; for
example, it is an open homomorphism of K∗ onto a closed subgroup of R∗+ and the balls
B¯m(0) = {x ∈ K: |x|m}, m> 0, are compact and make up a fundamental system of neighbor-
hoods of 0 in K . In the case where A = 1, i.e., |x + y|max{|x|, |y|}, the absolute value | · | is
called ultrametric and the pair (K, | · |) an ultrametric local field. An ultrametric local field has
especially nice, though strange, structure: (i) any point of a ball is a possible center of the ball
and if two balls have a common point then one is contained in the other; (ii) every ball is closed
and open; (iii) any ball with center 0 ∈ K is a group; (iv) the ball B¯1(0) is a maximal subring of
K and ˚B1(0) = {x ∈ K: |x| < 1} is the unique maximal ideal of the ring B¯1(0). We shall use the
notation
R = B¯1(0) and P = ˚B1(0).
The ring R is called the ring of integers. The above four properties are fulfilled by any ultrametric
topological field (not necessarily locally compact), i.e., a topological field whose topology is
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fields (see [17]).
Theorem 2.1. An ultrametric topological field (K, | · |) is locally compact if and only if the
following three conditions are satisfied:
(1) K is a complete metric space.
(2) The residue field R/P is finite.
(3) The image of K∗ under the norm | · |, |K∗|, is a discrete subgroup of R∗+, hence of the form
ρZ for some 0 < ρ < 1.
Throughout the paper we deal only with local fields. Below we recall a well-known theorem
(Theorem 2.2) which asserts that the only non-ultrametric local fields are either R or C. Since
the results under consideration in this paper have been established on R and C [18,11,10,12], we
shall restrict our interest to ultrametric local fields.
We fix K an ultrametric local field. We shall always assume that its absolute value is the one
which is derived in the way described at the beginning of this section. Let π be an element of
P of largest possible absolute value smaller than 1 (such an element exists by property (3) of
Theorem 2.1). Let S ⊂ R be a full set of coset representatives of P in R. By property (2) of
Theorem 2.1 we see that S is a finite set; more precisely, #S = pc where p is the characteristic
of the finite field R/P and c ∈ N. Let q = pc. Then it is easily deduced that |π | = q−1 and every
element x ∈ K can be written uniquely as
x =
∑
jm
cjπ
j , j ∈ Z, cj ∈ S, cm = 0.1
If x =∑jm cjπj , cm = 0, then |x| = |π |m = q−m and hence
R =
{∑
j0
cjπ
j : cj ∈ S
}
, P = πR and ∣∣K∗∣∣= qZ.
Next we pass to Fourier analysis on an ultrametric local field K .
Any non-trivial character of the additive group K+ is equal to 1 on some ball B¯qm(0) and is
non-trivial on B¯qm+1(0). If χ is a character on K+, then every other character of K+ is given
by χy(x) = χ(yx) for some y ∈ K . The group of characters of K+ is isomorphic to K+ via
the isomorphism y → χy . In the sequel χ is a fixed character on K+ such that χ(x) = 1 on
R and is non-trivial on B¯q(0). We can find such a χ by starting with any non-trivial character
and rescalling. Let dx be the Haar measure of K+ such that the measure of R equals one. If
f : K → C is an integrable function, then we define the Fourier transform of f as
fˆ (y) =
∫
K
f (x)χ(yx)dx.
1 Such a representation of the elements of K is also true in any discrete ultrametric field, not necessarily locally
compact, see [17]. If furthermore the field K is complete every power series represents an element in the field.
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a compact (additive) group and every character of K+ restricted on B¯qm(0) is a character of
B¯qm(0), we get that
∫
|x−a|qm
χ(yx)dx =
{
qmχ(ya), |y| q−m,
0, |y| > q−m. (2.1)
Passing to the compact ring of integers R, regarded as additive group, we expect its dual group
(i.e. the group of characters) to be discrete. Indeed, one can see that its dual group is isomor-
phically identified with the additive group K/R. Hence the characters of R+ are of the form
χy(x) = χ(yx) where y lies in the countable set {∑−1j=−m cjπj : m ∈ N, cj ∈ S}. Before clos-
ing this section on preliminaries we give two basic examples of ultrametric local fields and a
well-known classification theorem of such fields.
(i) p-adic numbers Qp: Let p be a prime number. For a non-zero rational number x ∈ Q, written
(uniquely) as x = pkm/n where k,m ∈ Z, n ∈ N and p does not divide m or n, we define the
ultrametric norm |x|p = p−k . It follows that the arithmetic operations are continuous with respect
to | · |p . Therefore these operators extend to the completion of Q with respect to | · |p giving an
ultrametric topological field which is called the field of p-adic numbers and is denoted by Qp . It
turns out that
Qp =
{∑
jm
cjp
j : m ∈ Z, cj = 0,1, . . . , p − 1
}
and in the case that the sum is finite, it is the expansion with base p of a rational number. One
can easily verify the three conditions of Theorem 2.1 and hence Qp is an ultrametric local field.
The unique maximal compact ring R is denoted by Zp and is called the ring of p-adic integers.
The field Qp is an infinite field extension of Q of characteristic 0.
(ii) Formal (Laurent) series Fpc((X)): Let p be a prime real number, c ∈ N, and Fpc the unique
(up to isomorphism) finite field of pc elements. We define the set of formal series over Fpc in an
indeterminate X as
Fpc((X)) =
{∑
jm
cjX
j : m ∈ Z, cj ∈ Fpc
}
.
One can also view the elements of this set as double sequences (cj )∞j=−∞, cj ∈ Fpc , with finitely
many negative j ’s with cj non-zero. The arithmetic operations are defined by
(bj )+ (cj ) = (bj + cj ) and (bj ) · (cj ) =
(∑
n∈Z
bncj−n
)
.
If x = (cj ) ∈ Fpc((X)) and m is the smallest integer such that cm = 0, we define |x| = p−cm.
Then Fpc((X)) is an ultrametric local field of characteristic p. Its ring of integers R, denoted by
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Fpc [[X]] =
{∑
j0
cjX
j : cj ∈ Fpc
}
.
In the case where p = 2 and c = 1, the additive group of F2[[X]] coincides with the well-known
Walsh–Paley group, 2ω.
Theorem 2.2 (Classification theorem). (See e.g. [20].)
(i) Let K be an ultrametric local field. If its characteristic is non-zero, say char(K) = p, then
K is the field of formal series over a finite field of characteristic p, that is, K = Fpc((X)) for
some c ∈ N. If char(K) = 0, then K is either Qp for some prime p or a finite field extension
of Qp .
(ii) If K is a non-ultrametric local field, then K is either R or C.
In the next section we prove the existence of Salem sets in the compact ring of integers R of
an arbitrary ultrametric local field K . We shall see that the characteristic of K plays an important
role and does not allow us to give a unified proof independent of the characteristic. However this
is not an unexpected fact since it is known that the Fourier dimension of a set captures more
information than Hausdorff dimension about the arithmetic properties of the set.
3. Salem sets in ultrametric local fields
We begin with a short review of the Hausdorff and Fourier dimension of a compact set E ⊆ Rd
(see [7,9]). Frostman’s lemma states that the Hausdorff measure of order α of a compact set
E ⊆ Rd is positive if and only if E carries a probability measure μ such that
μ
(
Br(x)
)
 Crα, (3.1)
where Br(x) denotes a ball of radius r centered at x.
Given a positive measure μ = 0, the α-energy of μ is defined as
Iα(μ) =
∫ ∫
dμ(x)dμ(y)
|x − y|α .
The capacitarian dimension of a compact set E ⊆ Rd is defined as the supremum of numbers α
such that there is a positive, finite measure μ supported on E satisfying Iα(μ) < ∞.
Let now μ be a positive, finite measure such that μ(Br(x)) Crα and β < α. Then∫
dμ(x)
|x − y|β
is uniformly bounded with respect to y, hence Iβ(μ) < ∞. On the other hand if Iα(μ) < ∞, then
the regularity property (3.1) holds for a suitable restriction of μ. Therefore, by Frostman’s lemma,
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dimH E. Since the Fourier transform of |x|−α (0 < α < d) is C|ξ |α−d , one can show that
Iα(μ) = C
∫
Rd
|ξ |α−d ∣∣μˆ(ξ)∣∣2 dξ.
Therefore the Hausdorff dimension dimH E is characterized by the property that for ev-
ery β < dimH E there is a positive, finite measure μ = 0 supported on E such that 0 <∫ |x|β−d |μˆ(x)|2 dx < ∞ and no such measure exists if β > dimH E.
The Fourier dimension of a compact set E ⊆ Rd , denoted dimF E, is defined as the supremum
of exponents α ∈ [0, d] so that there is a positive, finite measure μ = 0, supported in E, satisfying∣∣μˆ(x)∣∣ C|x|−α/2.
From the above discussion one can see that the Fourier dimension never exceeds the Hausdorff
dimension. In the classical theory of trigonometric series, a closed set of the circle of full Haus-
dorff dimension need not be a set of multiplicity and hence its Fourier dimension would be zero.
To find sets E with the property dimF E = dimH E is not an easy task (except for some trivial
examples). In 1950, Salem, answering a question posed by Beurling, proved the existence of sets
E in [0,1] ⊂ R with this property (see [18]). After that, sets satisfying this property bear his
name. Salem’s construction of such sets was probabilistic. Deterministic constructions of Salem
sets on the real line are rare; however see [8] and [6]. We follow Salem’s probabilistic approach
to proving the existence of generalized Cantor type Salem sets in an ultrametric local field K .
The existence of the norm | · | and the local compactness property of K allow us to adjust all the
above real analysis to the local field setting. In what follows, the previous section of preliminaries
will be used without any particular reference.
We begin with a series of elementary lemmas before proving the main estimate.
Lemma 3.1. Let K be an ultrametric local field of characteristic 0 with π ∈ P and q ∈ N as
defined above (|π | = q−1). Also let N ∈ N, k ∈ N with N < qk . Then there are a1, . . . , aN ∈ R
linearly independent over Q such that |ai − aj | > q−k for every i = j .
Proof. Setting S = {c0, . . . , cq−1} as it was defined in Section 2, we consider the field extension
Q(c0, . . . , cq−1,π) of Q, where Q is regarded as a subfield of K . Clearly Q(c0, . . . , cq−1,π)
is a countable subfield of K whereas K itself is uncountable. Therefore one can find
b1, . . . , bN ∈ K such that 1K,b1, . . . , bN are linearly independent over Q(c0, . . . , cq−1,π). For
every bi , i = 1, . . . ,N , we consider its expansion bi =∑jm(i) cj (i)πj , where cj (i) ∈ S and
m(i) ∈ Z. If m(i) is a negative integer we consider bi = bi −∑−1j=m(i) cj (i)πj . If m(i) is non-
negative, then we set bi = bi . Hence bi ∈ R for every i = 1, . . . ,N . Since ∑−1j=m(i) cj (i)πj ∈
Q(c0, . . . , cq−1,π), one can easily verify that 1K,b1, . . . , bN are linearly independent over
Q(c0, . . . , cq−1,π). Setting bi ′ = πkbi we have that the expansion of each bi ′ starts from k-th
coordinate, that is,
bi
′ =
∑
c′j (i)πj , c′j (i) ∈ S.jk
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equals qk . We choose N of them, say r1, . . . , rN . Last we set ai = ri + bi ′ for i = 1, . . . ,N .
Clearly a1, . . . , aN fulfill the desired properties: if i = j , the expansion of ai − aj in K has a
non-zero coordinate lying between the 0-th coordinate and the (k−1)-th coordinate, hence |ai −
aj | > q−k . The linear independence is clearly satisfied over Q(c0, . . . , cq−1,π) and thus Q. 
Lemma 3.1 will play a decisive role in the proof of the main result of this section. However
it covers only the cases where K is either the field of p-adic numbers Qp or some finite field
extension of it. So we would like to have the same result when char(K) = p = 0; that is, K is the
field of formal Laurent series over a finite field. Of course, in this case, Q cannot be embedded in
K and regarded as a subfield of it. However, as one naturally expects, we may replace Q by Fp ,
the unique (up to isomorphism) field of p elements.
Lemma 3.2. Let K be an ultrametric local field of characteristic p = 0. Under the same con-
ditions as in Lemma 3.1, there are a1, . . . , aN ∈ R linearly independent over Fp such that
|ai − aj | > q−k for every i = j .
Proof. One could imitate the proof of Lemma 3.1 replacing Q by Fp . However things here are
much simpler. K is a Formal series field Fpc((X)) for some c ∈ N (q = pc) and R = Fpc [[X]] =
{(cj )j0: cj ∈ Fpc }. We choose N different finite sequences (cj (i))k−1j=0, i = 1, . . . ,N , where
cj (i) ∈ Fpc (N < qk). For i = 1, . . . ,N we define ai = (bj (i))j0 with bj (i) = cj (i) for every
j = 0, . . . , k − 1, bk−1+i (i) = 1 and bj (i) = 0 for every j = 0, . . . , k − 1, k − 1 + i. The defi-
nition of the arithmetic operations in Fpc((X)) guarantees the linear independence of a1, . . . , aN
over Fp . The property |ai − aj | > q−k is justified in the same way as in Lemma 3.1. 
Next we need two combinatorial lemmas.
Lemma 3.3. Let n1, . . . , nν ∈ N with ν an even integer, say ν = 2μ, μ ∈ N. Then
ν∏
i=1
(ni + 1)
∑
ni1(ni1 + 1) · · ·niμ(niμ + 1) (3.2)
where the sum is taken over all the possible choices {i1, . . . , iμ} out of {1, . . . , ν}.
Proof. Without loss of generality we assume that n1  n2  · · · nν( 1). We also assume that
we have carried out all the arithmetic operations in both the left- and right-hand sides of (3.2) and
hence what we are left with are sums with summands of the form ni1 · · ·nik from the left-hand
side and summands of the form ni1 · · ·niλn2iλ+1 · · ·n2iμ from the right-hand side.
We are going to give an algorithm showing how to bound every summand of the left-hand side
of (3.2) by a summand of the right-hand side. We will ensure that no summand of the right-hand
side is used more than once to bound terms of the left-hand side. Let ni1ni2 · · ·nik be an arbitrary
summand of the left-hand side of (3.2). The algorithm depends on the ‘length’ k.
(i) k > μ.
Then there are pairs of indices (ij , ij ′) appearing at ni1 · · ·nik such that ij ′ = ij +μ. For every
such square we have ni ni ′  n2 . So we replace the product ni ni ′ by n2 when ij ′ = ij + μj j ij j j ij
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n2ij as one factor, the outcome is a product of μ factors. Therefore it is one of the summands in
the right-hand side of (3.2) (after the performance of all the arithmetic operations there).
(ii) k = μ.
We do not change anything since the product ni1 · · ·nik appears in the right-hand side of (3.2).
(iii) k < μ.
Now we should complete the length of the product ni1 · · ·nik so that we get a product of μ
factors. What we do here is to bound ni1 · · ·nik by ni1 · · ·nik
∏
j n
2
j where the product is taken
over the j ’s with j > μ, j = i1, . . . , ik and such that #j ’s = μ− k. One might have many sets of
such j ’s. We simply pick one.
The uniqueness of the above algorithm is trivially verified: The squares n2j in the case (i)
appear for 1  j  μ, while in the case (iii) for μ + 1  j  ν (in the case (ii) there are not
squares at all). The uniqueness within the same case is also obvious. 
Lemma 3.4. For each k,n,N ∈ N set Γk = {((n1, . . . , nN), (l1, . . . , lN )): nj , lj ∈ N∪ {0}, n1 +
· · · + nN = n, l1 + · · · + lN = n, nj − lj ≡ 0 (mod k), ∀j = 1, . . . ,N}. Then
∑
Γm
1
n1! · · ·nN !
1
l1! · · · lN ! 
∑
Γ2
1
n′1! · · ·n′N !
1
l′1! · · · l′N !
, ∀m 2, m ∈ N.
Proof. We may assume m 3 is an odd integer; otherwise Γm ⊆ Γ2 and the lemma is obvious.
The idea behind the proof is that we should map every element γ = ((n1, . . . , nN), (l1, . . . , lN ))
of Γm to a subset (γ ) of Γ2 such that
1
n1! · · ·nN !
1
l1! · · · lN ! 
∑
(γ )
1
n′1! · · ·n′N !
1
l′1! · · · l′N !
and (3.3)
(γ1)∩(γ2) = ∅ whenever γ1 = γ2. (3.4)
The latter condition will ensure that we do not use a summand of the right-hand side of lemma’s
inequality more than once in order to bound summands of the left-hand side.
Let γ = ((n1, . . . , nN), (l1, . . . , lN )) be a fixed element of Γm. Then there are λ1, . . . , λN ∈ Z
such that
∑N
j=1 λj = 0 and nj − lj = λjm for every j = 1, . . . ,N . Let ν = #{j : λj odd}. The
property
∑N
j=1 λj = 0 implies that ν is a non-negative even number, say ν = 2μ, μ ∈ N ∪ {0}.
(i) Case: ν = 0. In this case γ ∈ Γ2.
We simply consider (γ ) = {γ } and therefore (3.3), (3.4) are fulfilled.
(ii) Case: ν = 0, #{j : λj odd, lj = 0} = 0. We set
(γ ) =
{(
(n1, . . . , nN), (l1 + 1, . . . , lN + N)
)
: j = 0 if λj is even,
j = ±1 if λj is odd,
N∑
j = 0
}
.j=1
C. Papadimitropoulos / Journal of Functional Analysis 259 (2010) 1–27 9The set (γ ) is well defined since the condition
∑N
j=1 j = 0 is justified by the fact that ν is an
even integer. It is also clear that it is a subset of Γ2 because
∑N
j=1 lj + j = n and nj − lj − j is
an even number for every j = 1, . . . ,N . Without loss of generality we assume that the odd λj ’s
are λ1, . . . , λν . To satisfy (3.3) it is sufficient to prove
1
l1! · · · lν ! 
∑ 1
(l1 + 1)! · · · (lν + ν)!
where the sum is taken over the set {(1, . . . , ν): j = ±1, ∑νj=1 j = 0}. Therefore we need to
prove that
1
∑ li1 · · · liμ
(liμ+1 + 1) · · · (liν + 1)
or equivalently
∏ν
i=1(li + 1)
∑
li1(li1 + 1) · · · liμ(liμ + 1), where the last two sums are taken
over all the possible choices {i1, . . . , iμ} out of {1, . . . , ν}. This follows from Lemma 3.3, and
hence (3.3) is satisfied.
To prove (3.4), let γ1, γ2 ∈ Γm (both belonging to case (ii)).
Let γ1 = ((n1, . . . , nN), (l1, . . . , lN )) and γ2 = ((n′1, . . . , n′N), (l′1, . . . , l′N)). We assume that
(γ1)∩(γ2) = ∅. Then for every j = 1, . . . ,N we have nj = n′j and lj +j = l′j +′j for some
choices of j , ′j . Using the fact that nj − lj = λjm and n′j − l′j = λ′jm we get nj − λjm+ j =
n′j −λ′jm+ ′j and hence (λj −λ′j )m = j − ′j . Since m 3 and j , ′j can take only the values
0,±1, we conclude that j = ′j and λj = λ′j for every j = 1, . . . ,N . Therefore γ1 = γ2.
(iii) Case: 0 < #{j : λj odd, lj = 0} #{j : λj odd, lj = 0}.
Let A = {j : λj odd, lj = 0}, B = {j : λj odd, lj = 0} and C be some subset of B with
#A = #C. We set
(γ ) =
{(
(n1, . . . , nN), (l1 + 1, . . . , lN + N)
)
: j = 0 if λj is even,
j = 1 if j ∈ A,j = −1 if j ∈ C, j = ±1 if j ∈ B \C,
N∑
j=1
j = 0
}
.
To prove that (γ ) is a well-defined set, we should check that #B \ C is an even number (so
that the condition
∑N
j=1 j = 0 in (γ ) is consistent with the condition j = ±1 for j ∈ B \ C;
this will be sufficient because we also have #A = #C). To this end, we observe that #A + #C +
#B \C = ν and hence #B \C = ν − 2 · #A is an even number since ν is even. Clearly (γ ) is a
subset of Γ2. Following the same argument as in the case (ii), one can prove (3.3). We note here
that j vary only for j ∈ B \C (taking values ±1) and it is for those j ’s that we repeat the above
argument in case (ii). For j ∈ A or C we have the fixed values j = 1 and j = −1 respectively
and we use the fact that 0! = 1! (when j ∈ A) and 1/lj !  1/(lj − 1)! (when j ∈ C). Finally,
property (3.4) is proved in the same way as in case (ii).
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Let A and B be the sets defined in case (iii). Let also D = {j : λj odd, nj = 0} and E =
{j : λj odd, nj = 0}. We observe that A ⊆ E and D ⊆ B . Since #A> #B we see that #E > #D.
We consider a subset F of E such that #F = #D. We set
(γ ) =
{(
(n1 + δ1, . . . , nN + δN), (l1, . . . , lN )
)
: δj = 0 if λj is even,
δj = 1 if j ∈ D, δj = −1 if j ∈ F, δj = ±1 if j ∈ E \ F,
N∑
j=1
δj = 0
}
.
As in the case (iii) we see that #E \F is an even number and hence (γ ) is a well-defined subset
of Γ2. The conditions (3.3) and (3.4) are satisfied as in the cases (ii) and (iii). We only mention
now that the lj ’s are unchanged and it is the δj ’s, with j ∈ E \ F , which vary instead of j ’s.
It remains to prove (3.4) when γ1, γ2 do not lie in the same case. Whenever neither γ1
nor γ2 belong to case (iv), we do exactly what we did in the case (ii) to see that (3.4)
is satisfied. Now let γ1 = ((n1, . . . , nN), (l1, . . . , lN )) ∈ Γm be as in case (iv) and γ2 =
((n′1, . . . , n′N), (l′1, . . . , l′N)) ∈ Γm be as in either case (i), (ii) or (iii) such that (γ1)∩(γ2) = ∅.
We observe that
#A∩ (E \ F) #A− #F > #B − #D = #(B ∩E) #B ∩ (E \ F).
Therefore there is j0 such that nj0 − 1 = n′j0 and 0 = lj0 = l′j0 + j0 . Hence either l′j0 = 1 and
j0 = −1, or l′j0 = j0 = 0. Therefore, using the formulae nj0 − lj0 = λj0m and n′j0 − l′j0 =
λ′j0m, we get either λj0m − 1 = 1 + λ′j0m or λj0m − 1 = λ′j0m. Equivalently we have either
(λj0 − λ′j0)m = 2 or (λj0 − λ′j0)m = 1, but neither can be true. 
We now turn to our main estimate which is the local field analogue of Salem’s basic estimate.
To keep things as unified as possible, we denote by F either Q or Fp depending on which case
we are in; that is, F = Q when char(K) = 0 and F = Fp when char(K) = p = 0.
Proposition 3.5. Let K be an ultrametric local field, N ∈ N, m ∈ 2N with N >m. We set P(x) =
1/N
∑N
i=1 χ(aix) with a1, . . . , aN ∈ R linearly independent over F. Then there is a positive
constant T0 = T0(ai,N,m) such that(
1
T
∫
|x−x0|T
∣∣P(x)∣∣m dx)1/m  √m√
N
, ∀T  T0, ∀x0 ∈ K.
Note: The square root on the right-hand side cannot be improved and this is crucial.
Proof of Proposition 3.5. Let m = 2n, n ∈ N. Then |P(x)|m = P(x)nP (x)n with P(x) =
1/N
∑N
i=1 χ(−aix). Hence we have
∣∣P(x)∣∣m = 1
m
∑ n! n!
χ
((
(n1 − l1)a1 + · · · + (nN − lN )aN
)
x
) (3.5)N n1! · · ·nN ! l1! · · · lN !
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j=1 lj = n, nj , lj ∈ N ∪ {0}}.
(i) Case: char(K) = 2.
Then F = F2. We observe that χ(x) = χ(−x) = χ(x) and hence χ(x) ∈ R, ∀x ∈ K . There-
fore
∣∣P(x)∣∣m = P(x)m = ∑
m1+···+mN=m
1
Nm
m!
m1! · · ·mN !χ
(
(m1a1 + · · · +mNaN)x
)
.
We split the last sum into two parts I1, I2 where I1 is taken over the set G = {(m1, . . . ,mN): m1+
· · · +mN = m, mj  0 even integer, ∀j} and I2 is taken over those N -tuples which at least one
mj is odd. Then we have
I1 = 1
Nm
∑
G
m!
m1! · · ·mN ! and I2 =
1
Nm
∑
j
λjχ(bj x)
where λj ∈ N and bj are non-zero elements of K because a1, . . . , aN are linearly independent
over F2. Choosing sufficiently large T0, (2.1) (see Section 2) yields∫
|x−x0|T
I2 dx = 0, ∀T  T0, ∀x0 ∈ K.
Hence we have
1
T
∫
|x−x0|T
∣∣P(x)∣∣m dx = 1
Nm
∑
G
m!
m1! · · ·mN ! , ∀T  T0, ∀x0 ∈ K, (3.6)
because dx is the Haar measure in K+ with |R| = 1. Therefore it is sufficient to prove that
1
Nm
∑
G
m!
m1! · · ·mN ! 
(√
m√
N
)m
. (3.7)
Since m = 2n we see that #G = #{(m′1, . . . ,m′N): m′1 +· · ·+m′N = n, m′j  0, ∀j} =
(
n+N−1
N−1
)
.
So we need to prove
m!
Nm
(
n+N − 1
N − 1
)

(√
m√
N
)m
.
By simple arithmetic operations we see that the quotient of the left-hand side with the right-hand
side is
(1 + 1
N
)(1 + 2
N
) · · · (1 + n−1
N
)
(1 + 1 )(1 + 2 ) · · · (1 + n−1 ) which is less than 1 since N >m = 2n.2n−1 2n−2 n+1
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useful formula which will be used in the case when char(K) = p > 2. Turning back to Eq. (3.5),
we repeat the same argument of splitting the sum into J1, J2 where J1 is taken over Γ2 (see
Lemma 3.4 for the definition of Γ2) and J2 is taken over Θ \ Γ2 (i.e. at least one nj − lj is
odd). Therefore, as above, exploiting the linear independence of a1, . . . , aN over F2 and using
Eq. (2.1), we can find T1 > T0 (T0 being the constant which appeared in Eq. (3.6)) such that
1
T
∫
|x−x0|T
∣∣P(x)∣∣m dx = 1
Nm
∑
Γ2
n!
n1! · · ·nN !
n!
l1! · · · lN ! , ∀T  T1, ∀x0 ∈ K.
Hence, by Eq. (3.6), we get
∑
G
m!
m1! · · ·mN ! =
∑
Γ2
n!
n1! · · ·nN !
n!
l1! · · · lN ! . (3.8)
(ii) Case: char(K) = p > 2.
We now have F = Fp . The same arguments as in the case (i) yield
1
T
∫
|x−x0|T
∣∣P(x)∣∣m dx = 1
Nm
∑
Γp
n!
n1! · · ·nN !
n!
l1! · · · lN ! , ∀T  T0, ∀x0 ∈ K,
for some constant T0. Hence the desired estimate follows by applying Lemma 3.4, then Eq. (3.8)
and finally the estimate (3.7).
(iii) Case: char(K) = 0.
Then F = Q. In this case Eq. (3.5) becomes
∣∣P(x)∣∣m = 1
Nm
∑
n1+···+nN=n
(
n!
n1! · · ·nN !
)2
+ 1
Nm
∑
j
μjχ(dj x)
where μj ∈ N and dj is a linear combination of a1, . . . , aN with rational coefficients not all zero.
Hence dj = 0, ∀j . Using once again Eq. (2.1) we get, for sufficiently large T0 > 0, that
1
T
∫
|x−x0|T
∣∣P(x)∣∣m dx = 1
Nm
∑
n1+···+nN=n
(
n!
n1! · · ·nN !
)2
, ∀T  T0, ∀x0 ∈ K.
However
1
Nm
∑
n1+···+nN=n
(
n!
n1! · · ·nN !
)2
 n!
Nm
∑
n1+···+nN=n
n!
n1! · · ·nN ! =
n!
Nn

(√
m√
N
)m
and this completes the proof of the proposition. 
Before passing to our result on the existence of Salem sets in the ring of integers R of a local
ultrametric field K , we need the following elementary lemma.
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such that kn ∈ {k, k + 1} and limn k1+···+knn = θ .
Proof. Let E ⊂ N be so that #(E∩[1,N])/N tends to θ −[θ ] and simply set kn = k+1 if n ∈ E
and kn = k otherwise. Then
k1 + · · · + kN
N
= [θ ] + #(E ∩ [1,N])
N
from which the lemma follows. 
Following Salem’s approach (see [18,10]), we now construct a family of generalized Cantor
type sets, using a proper probability measure, to conclude that almost every set of this family is
a Salem set. The probabilistic approach relies on the freedom of choices of centres of the various
balls in the construction, and not on the range of their radii since the absolute value of a local
ultrametric field takes on only discrete values (see Section 2).
Theorem 3.7. Let K be an ultrametric local field and R its ring of integers. Then for every
0 < α < 1 and  > 0 there is a set E ⊂ R of Hausdorff dimension α, which carries a measure μ
such that |μ̂(x)| <C |x|− α2 + .
Proof. Consider a large even integer M ∈ N and set N = MM . Let q be the number of elements
of the finite residue field R/P (see Section 2). Setting
k = [θ ] with θ = logN
logqα
, we get
logN
logqk
< α
(
1 + 1
k
)
.
Therefore, for sufficiently large M we have N < qk (since α < 1). By Lemmas 3.1 and 3.2 we
consider a1, . . . , aN ∈ R linearly independent over F (see comments about F before Proposi-
tion 3.5) satisfying |ai − aj | > q−k , ∀i = j . Moreover by Lemma 3.6 we get a sequence (kn)
such that kn ∈ {k, k + 1}, k1 = k and limn k1+···+knn = θ .
Also let (ξn) be a sequence in K such that |ξn| = q−kn for every n ∈ N. Since the norm
is ultrametric and |ai − aj | > q−k1 , we see that the balls B¯q−k1 (ai) are mutually disjoint for
i = 1, . . . ,N . In each ball B¯q−k1 (ai) we consider N subballs B¯q−k1−k2 (ai + aj ξ1), j = 1, . . . ,N .
To see that
B¯q−k1−k2 (ai + aj ξ1) ⊆ B¯q−k1 (ai),
it is sufficient to observe that |ai + aj ξ1 − ai | = |aj ||ξ1|  q−k1 . Moreover these balls are also
pairwise disjoint since
|aj − aj ′ ||ξ1| > q−k1q−k1  q−k1−k2 .
We continue inductively and after n steps we get Nn balls
B¯ −k1−···−kn (a + a ξ1 + · · · + a ξ1ξ2 · · · ξn−1), j = 1, . . . ,N,q 0 1 n−1
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q−k1−···−kn−1 (a0 + a1ξ1 + · · ·+ an−2ξ1ξ2 · · · ξn−2). This containment is true
because |an−1ξ1 · · · ξn−1| q−k1−···−kn−1 . These balls are also mutually disjoint since
|an−1 − a′n−1 ||ξ1| · · · |ξn−1| > q−k1q−k1−···−kn−1  q−k1−···−kn−1−kn .
The limit of this Cantor type construction yields a set E whose elements are of the form
x = a0 + a1ξ1 + · · · + anξ1 · · · ξn + · · · , j = 1, . . . ,N.
One can see that for every M the Hausdorff dimension of E equals α. Clearly the set E, apart
from M , depends on the sequence (ξn) as well. Our aim is, under a probabilistic approach, to
ensure the existence of a sequence (ξn) so that the corresponding set E carries a measure μ
satisfying |μˆ(x)| CM |x|−
α
2 (1− 3√M )
.
We consider the measures
μ0 = 1
N
N∑
j=1
δaj and μn =
1
N
N∑
j=1
δaj ξ1···ξn
where δx is the Dirac measure concentrating on x. Then the infinite convolution μ = μ0 ∗μ1 ∗ · · ·
is a probability measure whose support is the set E. The Fourier–Stieltjes transform of μ is given
by μˆ(x) =∏∞n=0 μ̂n(x), x ∈ K , where
μ̂0(x) = 1
N
N∑
j=1
χ(ajx) and μ̂n(x) = 1
N
N∑
j=1
χ(aj ξ1 · · · ξnx).
Setting P(x) = 1
N
∑N
j=1 χ(ajx) we get the formula
μˆ(x) = P(x)
∞∏
n=1
P(ξ1 · · · ξnx).
Writing ξn = πkn + πkn+1ζn with ζn ∈ R we have that both E and μˆ depend on (ζn). We denote
by ℵ0 the cardinality of N and consider the Hilbert cube Rℵ0 endowed with the product measure
dζ = dζ1 dζ2 · · · of Haar measures dζj on R with |R| = 1. Since |P(x)| 1 we have for every
n 1,
∫
Rℵ0
∣∣μˆ(x)∣∣M dζ  ∫
Rn
n∏
j=1
∣∣P(ξ1 · · · ξj x)∣∣M dζn · · ·dζ1
=
∫
n−1
n−1∏
j=1
∣∣P(ξ1 · · · ξj x)∣∣M ∫ ∣∣P(ξ1 · · · ξnx)∣∣M dζn · · ·dζ1.
R R
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|ζn|1
∣∣P (ξ1 · · · ξn−1πknx + ξ1 · · · ξn−1πkn+1ζnx)∣∣M dζn = 1
T
∫
B¯T (x0)
∣∣P(ζn)∣∣M dζn
where x0 = ξ1 · · · ξn−1πknx and T = |ξ1 · · · ξn−1πkn+1x| = q−k1−···−knq−1|x|. Hence, by Propo-
sition 3.5, there is T0 > 0 such that
∫
R
∣∣P(ξ1 · · · ξnx)∣∣M dζn  (√M√
N
)M
whenever q−k1−···−knq−1|x| T0.
Equivalently this is true whenever log |x| − (k1 + · · · + kn) logq − logq  logT0.
We consider c > 1 such that c(1− 1√
M
) < 1. We set n = [(1− 1√
M
)
log |x|
θ logq ]+1 where θ equals
logN
logqα and the square brackets denote the integer part of the enclosed number. For the above c, n, if
|x| is sufficiently large, say |x| qL0 , we have k1 +· · ·+ kn  c ·n · θ (since limn k1+···+knn = θ ).
Hence
log |x| − (k1 + · · · + kn) logq − logq  log |x| − c · n · θ · logq − logq

(
1 − c
(
1 − 1√
M
))
log |x| − c · θ · logq − logq
which is bigger than logT0 for sufficiently large |x|, say |x|  qL1 , L1 ∈ N, L1 > L0. Clearly,
for such an |x|, the condition log |x|− (k1 + · · ·+ kj ) logq − logq  logT0 is also true for every
j = 1, . . . , n. Therefore applying Proposition 3.5 n times, successive integrations give
∫
Rℵ0
∣∣μˆ(x)∣∣M dζ  (√M√
N
)Mn
M
1
2 (1−M)M(1− 1√M )
log |x|
θ logq
= |x|− α2 (M−1)(1− 1√M )  |x|− α2 M(1− 2√M ).
This implies
∫
Rℵ0
(|x| α2 (1− 3√M )∣∣μˆ(x)∣∣)M dζ  |x|− α2 √M
and hence integrating with respect to x on the set {x ∈ K: |x| qL1} we get
∫
ℵ0
∫
L1
(|x| α2 (1− 3√M )∣∣μˆ(x)∣∣)M dx dζ < ∞
R |x|q
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|x|qL1
(|x| α2 (1− 3√M )∣∣μˆ(x)∣∣)M dx < ∞ (3.9)
for almost every ζ = (ζn) ∈ Rℵ0 . Clearly the set{ −1∑
j=−m
cjπ
j : cj ∈ S, m L1, m ∈ N, cm = 0
}
is countable, which we enumerate by {βn: n ∈ N}. Then{
x ∈ K: |x| qL1}=⋃
n
(βn +R), (3.10)
the union being disjoint. For every x ∈ βn + R we have |x| = |βn| and μˆ(x) = μˆ(βn) (the latter
is true because μ is supported on E ⊂ R and χ equals 1 on R). Therefore, splitting the integral
in (3.9) according to (3.10) we get
∑
n
(|βn| α2 (1− 3√M )∣∣μˆ(βn)∣∣)M < ∞
and hence |μˆ(βn)| CM |βn|−
α
2 (1− 3√M ) for almost every (ζn) ∈ Rℵ0 . Using once again (3.10) we
get that
∣∣μˆ(x)∣∣ CM |x|− α2 (1− 3√M )
for almost every (ζn) ∈ Rℵ0 and for every x ∈ K with |x| qL1 . Since μˆ is bounded we conclude
that the above estimate of μˆ holds for every x ∈ K . Now, starting with an  > 0, we choose M
so large so that α2
3√
M
<  and so that all the arguments above hold. The measure μ = μ has the
desired properties, completing the proof of the theorem. 
4. An L2-Fourier restriction estimate
The Fourier restriction phenomenon, initially established in Rd , d  2, asserts that the Fourier
transform of an Lp function can be restricted on surfaces with appropriate curvature for some
range of p’s depending on the surface. However, in 2000, Mockenhaupt [11] showed that there
is a Fourier restriction phenomenon on the real line, the role of curvature (which does not
make much sense here) being replaced by certain arithmetic properties of the set. Exploiting
the Stein–Tomas argument (see [11,10,22]), he proved an L2-Fourier restriction estimate on sets
in [0,1] ⊂ R which carry a measure whose Fourier–Stieltjes transform obeys some decay es-
timate and the measure itself satisfies a regularity property on balls. We are going to transfer
these ideas to the local field setting. Throughout this section we consider E ⊂ R and μ as in
Theorem 3.7.
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man’s lemma, if E has positive Hausdorff measure of order α, then E carries a probability
measure with the optimal regularity property μ(Br(x)) Crα .
Lemma 4.1. The measure μ satisfies the regularity property
μ
(
B¯qν (x0)
)
 Cδqνα(1−δ),
∀δ > 0, ∀x0 ∈ K , ∀ν ∈ Z, where α is the Hausdorff dimension of E.
Proof. We focus on x0 ∈ R and ν  0 because otherwise μ(B¯qν (x0)) equals either 1 or 0 and the
lemma is trivially satisfied. Let δ > 0. If (kn) is the sequence defined in the proof of Theorem 3.7,
then there is n0 ∈ N such that
Nn > qα(1−δ)(k1+···+kn), ∀n n0 ≡ n0(δ). (4.1)
Let B¯r (x0) be one of the balls appearing in the construction of E with
x0 = a0 + · · · + an−1ξ1 · · · ξn−1, r = q−k1−···−kn and such that n n0.
Clearly μ is the weak limit of μ0 ∗ · · · ∗ μm, m ∈ N, and μ0 ∗ · · · ∗ μm(B¯r (x0)) = 1/Nn for
every m n− 1. Since B¯r (x0) is compact we have
μ
(
B¯r (x0)
)
 lim sup
m
μ0 ∗ · · · ∗μm
(
B¯r (x0)
)= 1
Nn
.
Moreover, B¯r (x0) being open, we have
μ
(
B¯r (x0)
)
 lim inf
m
μ0 ∗ · · · ∗μm
(
B¯r (x0)
)= 1
Nn
.
Therefore μ(B¯r (x0)) = 1/Nn and by (4.1) we get μ(B¯r (x0)) rα(1−δ). Clearly there are only
finitely many balls appearing in the construction of E with radius bigger than q−k1−···−kn0 .
Hence, for a suitable constant Cδ , we get that μ(B¯r (x0))  Cδrα(1−δ) for every ball in the
construction of E.
To get the regularity property for any ball, we need to impose a further condition on the choice
of ai ’s in Lemmas 3.1 and 3.2. So, if ai =∑j0 cj (i)πj , we assume that we choose the aj ’s in
a uniform way so that N/q of them have the same 1-st coordinate c0(i), N/q2 have the same
1-st and 2-nd coordinates (i.e. c0(i) = c0(i′), c1(i) = c1(i′)) and generally N/qλ of them satisfy
c0(i) = c0(i′), . . . , cλ−1(i) = cλ−1(i′), 1 λ k1. Then an arbitrary ball B¯r (y0) with
r = q−k1−···−kn−1−λ, 1 λ kn − 1,
can contain at most Nq−λ balls of radius q−k1−···−kn of the construction of E. Hence
μ
(
B¯r (y0)
)
 CδNq−λq−(k1+···+kn)α(1−δ).
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Nq−λq−(k1+···+kn)α(1−δ)  q · q−(k1+···+kn−1+λ)α(1−δ).
Substituting N = qθα , it is sufficient to show θα − (kn − λ)α(1 − δ) 1 + λ. This is true for δ
small enough because k = [θ ], kn ∈ {k, k + 1} and 1 λ kn − 1. 
Next, following the Stein–Tomas argument, we prove an L2-Fourier restriction estimate for
appropriate subsets of the ring of integers R of a local field K . For the sake of simplicity we use
the same symbol C for constants which vary from line to line.
Theorem 4.2. Let A ⊂ R and μ be a measure supported on A such that μ(B¯r (x0))  Crβ ,
∀x0 ∈ K , ∀r > 0, and |μˆ(x)| C|x|−γ , ∀x ∈ K . Then
∫
A
∣∣fˆ (x)∣∣2 dμ(x) C(∫
K
∣∣f (x)∣∣p dx)2/p, ∀1 p < 2γ − 2β + 2
γ − 2β + 2 , ∀f ∈ L
p(K,dx).
Proof. ∫
A
∣∣fˆ (x)∣∣2 dμ(x) = ∫
A
fˆ (x)fˆ (x) dμ(x)
=
∫
f (y)
∫
f (z)
∫
A
χ
(
(y − z)x)dμ(x)dz dy
=
∫
f (y)
∫
f (z)μˆ(y − z) dz dy =
∫
f (y)(f ∗ μˆ)(y) dy
 ‖f ‖Lp‖f ∗ μˆ‖Lp′ .
So it is sufficient to prove that ‖T (f )‖
Lp
′  C‖f ‖Lp where T (f ) = f ∗ μˆ.
For j = 1,2, . . . we define Aj = {x ∈ K: |x| = qj } and we set
Tjf = f ∗ μˆ1Aj and T0f = f ∗ μˆ1R,
where 1Aj and 1R are the characteristic functions on Aj and R respectively. Clearly T =∑∞
j=0 Tj . Plancherel’s theorem gives us ‖Tjf ‖L2 = ‖T̂j f ‖L2 = ‖fˆ ̂ˆμ1Aj ‖L2  ‖̂ˆμ1Aj ‖L∞‖f ‖L2
and ̂ˆμ1Aj (x) = (1̂Aj ∗μ)(x) =
∫
1̂Aj (x − y)dμ(y). By Eq. (2.1) (Section 2) we get
1̂|·|=qj (x) =
∫
|y|=qj
χ(xy)dy =
∫
|y|qj
χ(xy)dy −
∫
|y|qj−1
χ(xy)dy
= qj1|·|q−j (x)− qj−11|·|q1−j (x).
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∫
1̂Aj (x − y)dμ(y) qj
∫
1|·|q−j (x − y)dμ(y)+ qj−1
∫
1|·|q1−j (x − y)dμ(y)
= qjμ(B¯q−j (x))+ qj−1μ(B¯q1−j (x))
 Cqj(1−β).
Therefore ‖Tjf ‖L2  Cqj(1−β)‖f ‖L2 for every j = 1,2, . . . . This is also true for j = 0 since
‖T0f ‖L2 = ‖fˆ ̂ˆμ1R‖L2  C‖f ‖L2 because μˆ is bounded.
On the other hand, the decay of μˆ yields the following L1 → L∞ estimate
‖Tjf ‖L∞  ‖μˆ1Aj ‖L∞‖f ‖L1  Cq−jγ ‖f ‖L1 .
Clearly we also have ‖T0f ‖L∞  C‖f ‖L1 . By the M. Riesz convexity theorem we get for every
j = 0,1, . . . ,
‖Tjf ‖Lp′  Cqj(1−β)(1−θ)q−jγ θ‖f ‖Lp
where 1
p
= (1 − θ) 12 + θ 11 with 0 θ  1. Hence
‖Tjf ‖Lp′  Cqj((1−β)
2p−2
p
−γ 2−p
p
)‖f ‖Lp .
Since ‖Tf ‖
Lp
′ 
∑∞
j=0 ‖Tjf ‖Lp′ , we are interested in those p’s such that the above exponent
is negative. This requirement gives us p < 2γ−2β+2
γ−2β+2 and thus the theorem is proved. 
Theorem 4.3. For every p ∈ [1, 4−2α4−3α ) there is  > 0 such that for the corresponding E and μ
in Theorem 3.7, we have
∫
E
∣∣fˆ (x)∣∣2 dμ(x) C(∫
K
∣∣f (x)∣∣p dx)2/p, ∀f ∈ Lp(K,dx).
Proof. Lemma 4.1 and Theorem 3.7 enable us to use Theorem 4.2 with β = α(1 − δ) and γ =
α
2 − . Therefore
2γ − 2β + 2
γ − 2β + 2 =
4 − 2α − 4 + 4αδ
4 − 3α − 2 + 4αδ .
Taking δ =  sufficiently small we get the desired estimate. 
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Recently Mockenhaupt and Ricker in [12] showed that the Hausdorff–Young inequality on the
torus T can be extended in an optimal way. They proved the existence of a Banach function space
Fp(T) genuinely containing the space Lp(T) for 1 < p < 2 such that ‖fˆ ‖
p
′
(Z)
 ‖f ‖Fp(T) for
every f ∈ Fp(T), 1  p  2, 1/p + 1/p′ = 1. The space Fp(T) is also strictly contained in
L1(T) for 1 < p  2. For p = 1,2, Fp(T) = Lp(T). The existence and the maximality property
of Fp(T) relies on the theory of vector measures and are easily transferred to the local fields
setting. We note that this approach to optimal extensions for various operators via appropriate
vector measures has been proved to be very effective [1,2,4,3,5,12–15]. However the fact that
Fp(T) is strictly larger than Lp(T) for 1 < p < 2 is proved using a more concrete description
of Fp(T) together with an L2-Fourier restriction estimate on Salem sets in T. We note that the
Hausdorff–Young inequality can be extended to the larger Lorentz function space Lp,p′(T) by
real interpolation (see [19, Chapter V]). However the same proof of Fp(T)  Lp(T) implies that
Fp(T) is strictly bigger than Lp,p′(T) as well. For 1 <p < 2, Fp is neither close to nor far from
traditional function spaces and has a complicated relation to Lp or Lorentz type spaces (see [12]
for more details). Following Mockenhaupt–Ricker’s approach, we use the existence of Salem
sets in the ring of integers R of a local field K (Theorem 3.7) and the L2-Fourier restriction
estimate of the previous Section 4 (Theorem 4.3) in order to prove the existence of a function
f belonging to Fp(R) but not to Lp,p′(R). More details about Fp(R) are supplied later (see
Proposition 5.2).
The Hausdorff–Young inequality in R is ‖fˆ ‖
p
′  ‖f ‖Lp(R,dx) for every 1 p  2, 1/p +
1/p′ = 1, where fˆ = (fˆ (γn)) with (γn) some enumeration of the set {∑−1j=−m cjπj : cj ∈ S,
m ∈ N}. We denote by B(R) the family of Borel subsets of R and we define the vector measure
mp : B(R) → p′ by
mp(A) = 1̂A, 1 p  2.
For b = (bn) ∈ p we consider the complex measure 〈mp,b〉 : B(R) → C with
〈mp,b〉(A) =
〈
mp(A), b
〉=∑
n
1̂A(γn)bn.
Then the space L1(mp) is defined as the set of functions f : R → C with
∫
R
|f |d∣∣〈mp,b〉∣∣< ∞, ∀b = (bn) ∈ p,
and such that for every A ∈ B(R) there is a unique element of p′ , denoted by ∫
A
f dmp , satis-
fying
∫
f d〈mp,b〉 =
〈∫
f dmp,b
〉
, ∀b = (bn) ∈ p.A A
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∫
R
|f |d|〈mp,b〉| and we note that
sup
A∈B(R)
∥∥∥∥∫
A
f dmp
∥∥∥∥
p
′
 ‖f ‖L1(mp)  4 sup
A∈B(R)
∥∥∥∥∫
A
f dmp
∥∥∥∥
p
′
(5.1)
(see [12]). The function space L1(mp) is a complex Banach lattice relative to the pointwise
mp-a.e. order and the norm ‖ · ‖L1(mp); that is, if |f | |g| mp-a.e. then ‖f ‖L1(mp)  ‖g‖L1(mp).
The norm ‖ · ‖L1(mp) is σ -order continuous, that is, if non-negative functions fn decrease to 0
as n → ∞ then fn → 0 in L1(mp) as n → ∞. From (5.1), the linear map I : L1(mp) → p′ ,
I (f ) = ∫ f dmp , is bounded with ‖I‖ 1.
If we assume that γ1 = 0, then taking bn = 1{1}(n) we have that the measure 〈mp, (bn)〉
coincides with the (Haar) measure of R. Hence, from the definition of L1(mp) we get that
L1(mp) ⊆ L1(R) and ‖f ‖L1(R)  ‖f ‖L1(mp). Therefore one can consider the Fourier trans-
form F on the elements of L1(mp) and F : L1(mp) → ∞ is bounded. On the other hand if
s =∑Ni=1 ai1Ai is a simple function in L1(mp) then
〈
I (s), (bn)
〉= N∑
i=1
ai
∫
Ai
d
〈
mp, (bn)
〉= 〈sˆ, (bn)〉, ∀(bn) ∈ p.
Since the vector measure mp is mutually absolutely continuous with respect to Haar measure dx,
we have that s ∈ Lp(R) and hence sˆ ∈ p′ . Therefore we get I (s) = sˆ. Since now the set of
simple functions is dense in L1(mp) and I : L1(mp) → ∞ is bounded (‖ · ‖∞  ‖ · ‖p′ ) we see
that
I = F on L1(mp).
Having proved that I : L1(mp) → p′ is bounded and I ≡ F , one may ask whether L1(mp)
contains Lp(R), being eventually the optimal domain of the Hausdorff–Young inequality.
Theorem 5.1. For every 1 p  2 there is a Banach lattice function space Fp(R) with Lp(R) 
Fp(R)  L1(R) for every 1 < p < 2, and such that the Fourier transform F : Fp(R) → p′ is
bounded with ‖fˆ ‖
p
′  ‖f ‖Fp(R) for every 1  p  2. The norm ‖ · ‖Fp(R) is σ -order con-
tinuous and satisfies ‖f ‖Fp(R)  4‖f ‖Lp(R) and ‖f ‖L1(R)  ‖f ‖Fp(R). Moreover if Z is any
Banach lattice function space over (R,B(R), dx) with the same properties as Fp(R), then Z
is contained in Fp(R) and ‖f ‖Fp(R)  C‖f ‖Z . For p = 1,2 we have F1(R) = L1(R) and
F2(R) = L2(R).
We take Fp(R) ≡ L1(mp) and we focus on the proper inclusions Lp(R)  Fp(R)  L1(R)
for 1 < p < 2, all the other parts of the theorem being easily transferred from [12] into the local
fields setting.
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We consider f (x) = 1|x| 1log2 |x|1P \{0} where P = ˚B1(0). Then
∫
R
∣∣f (x)∣∣dx = 1
log2 q
∞∑
j=1
qj
j2
∫
|x|=q−j
dx = 1 − q
−1
log2 q
∞∑
j=1
1
j2
.
Therefore f ∈ L1(R). We now assume that S = {c0, . . . , cq−1} with c0 = 0 (see Section 2
about S). Let also (γn)∞n=0 be the enumeration of {
∑−1
j=−m cjπj : cj ∈ S, m ∈ N} such that
γ0 = 0 and if n = nkqk−1 +· · ·+n2q +n1 with 0 nj  q − 1, then γn =∑kj=1 cnj π−j . Using
once more the fact that {x: |x| = q−j } = B¯q−j (0) \ B¯q−j−1(0) and Eq. (2.1), we have
fˆ (γn) = 1log2 q
∞∑
j=1
qj
j2
∫
|x|=q−j
χ(γnx) dx
= 1 − q
−1
log2 q
( ∑
j log |γn|logq
1
j2
)
− q
−1
log2(|γn|q−1)
 C 1 − q
−1
log2 q
logq
log |γn| −
q−1
log2(|γn|q−1)
 C
′
log |γn|
for some positive constant C′, provided that |γn| is big enough, say |γn| qL. We consider the
smallest m0 ∈ N such that |γm0 | = qL (actually m0 = qL−1). Then for every n  m0 we have|γn| qL. We also note that #{n: |γn| = ql} = (q − 1)ql−1, ∀l ∈ N. Hence, for every 1 < p  2
we have
‖fˆ ‖p′
p
′  C
∑
nm0
1
logp′ |γn|
= C
∞∑
l=L
(q − 1)ql−1
logp′ ql
= C (q − 1)q
−1
logp′ q
∞∑
l=L
ql
lp
′ = ∞.
Therefore f /∈ Fp(R) for every 1 <p  2.
In [12] the space Fp(T) is finally described in a much more concrete way. We now state the
analogous result for Fp(R). For the proof see Theorem 1.2 in [12].
Proposition 5.2.
Fp(R) = {f ∈ L1(R): f̂ 1A ∈ p′, ∀A ∈ B(R)}
= {f ∈ L1(R): f̂g ∈ p′ , ∀g ∈ L∞(R)}
=
{
f ∈ L1(R):
∫
R
|f h| < ∞, ∀h ∈ Lp′(R) with hˆ ∈ p
}
for every 1 p  2.
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′
(R)  Fp(R), 1 <p < 2, 1/p + 1/p′ = 1:
For 0 < β < 1 we consider rβ = 1|x|β 1R\{0}. Clearly rβ ∈ L1(R). We set
Iβ,(x) = (rβ ∗μ)(x) =
∫ 1
|x − y|β dμ(y)
and we note that Iβ, ∈ L1(R).
Claim 1. Iβ, ∈ L
1−α
β−α (R), ∀β with α < β < 1 (α = dimH E).
Proof. Using the regularity property μ(B¯r (x)) Cδrα(1−δ) (Lemma 4.1) we have that
Iβ,(x) =
∞∑
j=0
∫
|x−y|=q−j
1
|x − y|β dμ(y)
=
∞∑
j=0
qjβ
(
μ
(
B¯q−j (x)
)−μ(B¯q−j−1(x)))
 Cδ
(
1 + q−α(1−δ)) ∞∑
j=0
qj (β−α(1−δ)).
For β < α, choosing δ sufficiently small, the last series is convergent. Therefore for every β such
that 0 < β < α we have that Iβ, ∈ L∞(R). On the other hand Iβ, ∈ L1(R) for every 0 < β < 1.
Hence, by convexity, we get that Iβ, ∈ L
1−α
β−α (R) for every α < β < 1. 
Lemma 5.3.
(i) Suppose rt (x) = 1|x|t 1R\{0}(x), t < 1. Then
r̂t (x) = 1 − q
−1
1 − qt−1 1R +
1 − q−t
1 − qt−1
1
|x|1−t 1|·|>1.
(ii) We define the t-energy of a probability compactly supported measure μ on K as Et (μ) :=∫∫ 1
|x−y|t dμ(x) dμ(y). Then
Et (μ) = 1 − q
−t
1 − qt−1
∫
K
|μˆ(x)|2
|x|1−t dx, 0 < t < 1.
(iii) If μ is a probability compactly supported measure on K and Et (μ) < ∞, then
dimH (suppμ) t .
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∫
K
|μˆ(x)|2
|x|1−t dx = limn→∞
∫
|x|qn
μˆ(x)μˆ(x)
|x|1−t dx
= lim
n→∞
∫ ∫ ∫
|x|qn
χ((y − z)x)
|x|1−t dx dμ(y)dμ(z)
= lim
n→∞q
nt
∫ ∫ ∫
|x|1
χ((y − z)π−nx)
|x|1−t dx dμ(y)dμ(z)
= lim
n→∞q
nt
[
C(μ×μ)()+
∫ ∫
c
∫
|x|1
χ((y − z)π−nx)
|x|1−t dx dμ(y)dμ(z)
]
where in the third equality we made the change of variables
x′ = πnx(dx′ = q−n dx).
(a) Case: (μ×μ)() = 0.
The above computation gives us that
∫
K
|μˆ(x)|2
|x|1−t dx = ∞.
Moreover, clearly
∫∫ 1
|x−y|t dμ(x) dμ(y) = ∞.
(b) Case: (μ×μ)() = 0.
For (y, z) ∈ c, we have |(y − z)π−n| = |y − z|qn > 1 for n big enough. Hence, using (i), we
get from the above computation that
∫
K
|μˆ(x)|2
|x|1−t dx =
1 − qt−1
1 − q−t limn→∞q
nt
∫ ∫
dμ(y)dμ(z)
|(y − z)π−n|t
= 1 − q
t−1
1 − q−t
∫ ∫
dμ(y)dμ(z)
|y − z|t
= 1 − q
t−1
1 − q−t Et (μ).
The proof of (iii) is the same as the one in the Euclidean case (see [22]). 
We now prove the sharpness of Claim 1 in the following sense:
Claim 2. If β0 is such that 1+α < β0 < 1 and Iβ , ∈ L
1−α+γ
β0−α (R), then γ = 0.2 0
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K
∣∣Îβ,(x)∣∣2 dx  ∫
|x|>1
∣∣r̂β (x)μ̂(x)∣∣2 dx
= C
∫
|x|>1
|μ̂(x)|2
|x|1−(2β−1) dx = C
′ +CE2β−1(μ)
where in the last equality we used the fact that μ̂ ∈ L∞ and 1/|x|2−2β ∈ L1(R) for β > 12 .
Therefore, from Lemma 5.3(iii),
if
1
2
< β < 1 and Iβ, ∈ L2(R), then β  1 + α2 . (5.2)
Let us now assume that there is β0 with 1+α2 < β0 < 1 such that Iβ0, ∈ L
1−α+γ
β0−α (R) for some
γ  0. Then, since Iβ, ∈ L∞(R), ∀0 < β < α (see the proof of Claim 1), we get by convexity
that Iβ, ∈ L2(R), ∀0 < β < 1+α+γ2 . Hence (5.2) yields γ = 0. 
Let p ∈ (1,2). We pick α such that 4−2α4−3α > p. From Theorem 4.3 and the fact that the restric-
tion phenomenon is translation invariant we get that there is an  > 0 such that
∫ ∣∣fˆ (x)∣∣2 dμ(x + y) C(∫
K
∣∣f (x)∣∣p dx)2/p, ∀y ∈ R. (5.3)
Multiplying (5.3) by rβ(y) and then integrating we get
∫
R
∫ ∣∣fˆ (x − y)∣∣2rβ(y) dμ(x) dy  C′‖f ‖2Lp .
Applying first Fubini’s theorem, then the change of variables y → x −y, and then again Fubini’s
theorem we get
∫
R
∣∣fˆ (y)∣∣2Iβ,(y) dy  C′‖f ‖2Lp . (5.4)
Now let a = (an) ∈ p and f (x) =∑∞n=0 an1B¯1(γn)(x). Then
‖f ‖pLp =
∞∑
n=0
∫
¯
|an|p dx = ‖a‖pp .
B1(γn)
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fˆ (x) =
∞∑
n=0
∫
B¯1(γn)
f (y)χ(xy)dy =
∞∑
n=0
anχ(γnx)1R(x).
Hence (5.4) gives us
∫ ∣∣∣∣∣
∞∑
n=0
anχ(γnx)
∣∣∣∣∣
2
Iβ,(x) dx  C′
( ∞∑
n=0
|an|p
)2/p
.
Equivalently, in the dual formulation we have
( ∞∑
n=0
∣∣Îβ,g(γn)∣∣p′)1/p
′
 C′
(∫
R
∣∣g(x)∣∣2Iβ,(x) dx)1/2, ∀g ∈ L2(R,Iβ,(x) dx).
Hence, since Iβ, ∈ L1(R) we have that Îβ,g ∈ p′ for every g ∈ L∞(R). Therefore Proposi-
tion 5.2 implies that Iβ, ∈ Fp(R), ∀0 < β < 1. Our goal is to find β such that Iβ, /∈ Lp,p′(R).
To this end, we choose β such that
β >
1 + α
2
and
1 − α
β − α < p.
Then, from Claim 2 we see that Iβ, /∈ Lr(R), ∀r ∈ ( 1−αβ−α ,p) and therefore Iβ, /∈ Lp,p
′
(R),
concluding the proof of Theorem 5.1.
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