Abstract-The space of covariance matrices is a non-Euclidean space. The matrices form a manifold which if equipped with a Riemannian metric becomes a Riemannian manifold, and recently this idea has been used for comparison and clustering of complexvalued spectral matrices, which at a given frequency are typically modeled as complex Wishart-distributed random matrices. Identically distributed sample complex Wishart matrices can be combined via a standard sample mean to derive a more stable overall estimator. However, using the Riemannian geometry, their socalled sample Fréchet mean can also be found. We derive the expected value of the determinant of the sample Fréchet mean and the expected value of the sample Fréchet mean itself. The population Fréchet mean is shown to be a scaled version of the true covariance matrix. The risk under convex loss functions for the standard sample mean is never larger than for the Fréchet mean. In simulations, the sample mean also performs better for the estimation of an important functional derived from the estimated covariance matrix, namely partial coherence.
I. INTRODUCTION

I
N STATISTICAL signal processing, the estimation of covariance matrices of dimension p is a ubiquitous problem. Estimated covariance matrices are typically modelled as Wishart-distributed random matrices, under the assumption that the vectors from which the covariance matrix is constructed, are normally distributed.
In this paper we only consider positive definite complex covariance matrix estimators S modelled as complex-Wishart distributed; the real case is slightly easier and hence omitted. (Positive definiteness is guaranteed if the number of degrees of freedom of the estimator is at least as large as p.) For example, in the analysis of multiple time series the estimator S of the spectral matrix Σ at a frequency f is usually modelled in this way [9, p. 90] .
The space of positive definite and Hermitian complex covariance matrices is a non-Euclidean space [13] and the matrices form a manifold in the space of complex-valued matrices. If such a manifold is equipped with a Riemannian metric, it becomes a Riemannian manifold. Riemannian distances are then defined and have been the subject of much interest in recent years in various aspects of power spectral densities in one or multiple dimensions [17] , [20] , [21] , [24] . Indeed, it is argued in [24] that for classification and comparison of spectra, instead of the widely used Euclidean distance, a more appropriate measure is the Riemannian distance on the surface of the manifold.
In some situations a set of estimated covariance matrices are available which are homogeneous in the sense that they are considered to be estimating the same true covariance matrix, i.e., statistically, they are identically distributed. Let S 1 , . . . , S N be independent sample covariance matrices with common distribution F . Suppose we seek a single estimator with better properties than the individual ones: 1) One approach is the standard sample mean, simply average the estimated covariance matrices which will lead to a larger number of degrees of freedom and, e.g., to a more stable estimator for inversion to a precision matrix. 2) Alternatively, we could make use of the Riemannian geometry referred to above, and calculate the so-called sample Fréchet mean. Such ideas are of current interest: a purely empirical comparison of some covariance matrix averaging methods for EEG signal classification was presented by [35] . For the case when the common distribution is the complex Wishart, we shall compare the statistical properties of these two approaches: while much is known about the former, almost nothing is known about the latter. In our context, these two types of sample mean are also called sample extrinsic and sample intrinsic means, respectively. Some general large sample theory of intrinsic and extrinsic sample means -not specific to covariance matriceshas been presented in [5] . In this paper we will look at the more practically useful finite sample case, deriving a number of novel results.
An important practical use of complex covariance matrices is that of partial coherence estimation in time series analysis.
In this context, Σ is the spectral matrix at a frequency f.
Denote the (j, k)th element of the precision matrix C def = Σ −1 by C j k . The partial coherence at f between series j and k is γ 2 j k•V = |C j k | 2 /(C j j C kk ), where V denotes the set of indices 1, . . . , p excluding j and k. The partial coherence is the squared correlation coefficient at a frequency f, between series j and k, after the removal of the linear effects of the remaining series and is used widely in the physical sciences, e.g., in meteorology [15] , oceanography [22] and neuroscience [28] . In practice, C is estimated by inverting S, which for accurate estimation requires that the latter has a large number of degrees of freedom. We look at the estimation of the functional |C j k | 2 /(C j j C kk ), using both the standard sample mean and the Fréchet mean estimators of Σ.
Our motivation to study this topic came from the desire to build improved graphical models for a rare heritage clinical dataset of p = 10 channel neuroscience data, used in schizophrenia studies [26] ; see also [25] . The edges of the graphical model are determined from the partial coherencies. This requires good spectral matrix estimates for three different groups of individuals. A natural question is then: if we average estimated spectral matrices over individuals in each group, what statistical properties would the Fréchet mean of these matrices have in comparison to those of the ordinary mean?
A. Contributions
Following some necessary background on complex-Wishart distributed matrices, Riemannian manifolds and distances, and population and sample Fréchet means, the contributions of this paper are: 1) We first derive the expected value of the determinant of the sample Fréchet mean when the true complex covariance matrix is the identity matrix (Σ = I p ), and then extend this to the case of general Σ. These results are not required for the derivation of the expected value of the sample Fréchet mean itself. Denoting the sample Fréchet mean byP Σ , we find that |P Σ /a 1 | is unbiased for |Σ|, where a 1 is the debiasing factor. 2) We derive the expected value of the sample Fréchet mean when the true complex covariance matrix is the identity matrix. This is also extended to the case of general Σ. We find thatP Σ /a 2 is unbiased for Σ, where a 2 is the debiasing factor. 3) We show that the population Fréchet mean, P Σ , is just a scaled version of the identity matrix when the true complex covariance matrix is the identity matrix, and also extend this to the general case. The form of a in P Σ = aΣ, is exactly known. 4) The debiasing factors for the sample Fréchet mean and its determinant depend on the dimension of the matrix, the degrees of freedom of the individual estimates S j and the number of covariance matrices, N. As N → ∞, the debiasing factor, a 1 , for the determinant and the debiasing factor, a 2 , for the sample Fréchet mean itself, converge to the same limit factor, a, which arises from the population Fréchet mean.
5) The value of a 1 can be readily calculated, and a 2 results from the case Σ = I p , so this factor can be easily derived by simulation under this setting, and so is not "unknown." 6) We compare the two unbiased estimators, the standard sample mean and debiased sample Fréchet mean, in terms of their risk under convex loss functions and show that the former is never larger than the latter. This result is illustrated by a simulation study for Frobenius loss (dispersion). 7) Finally, since partial coherence is frequently an aim of estimating C from S, another simulation study calculates the percentage relative improvement in squared error (PRISE) in using the standard sample mean estimator for partial coherence, rather than the Fréchet one. PRISE typically exceeds 20% in the examples. Section II introduces complex Wishart matrices, the Riemannian manifold and Riemannian distance and the population and sample Fréchet means and their equivariances. The expected value of the determinant of the sample Fréchet mean is derived in Section III and the expected value of the sample Fréchet mean itself is derived in Section IV. That the population Fréchet mean is just a scaled version of Σ is proven in Section V. The debiasing factors for the sample Fréchet mean and its determinant are examined in Section VI and their common limiting form is found. The extrinsic mean is defined in Section VII where it is seen that the population and sample versions are equivalent to the usual population and sample means. A simulation experiment is carried out in Section VIII to illustrate the foregoing results. Comparison of the two forms of estimator is made in terms of risk in Section IX, including dispersion behaviour. This is extended to the estimation of partial coherence from the inverse of complex Wishart matrices in Section X. A concluding discussion is provided in Section XI.
Longer proofs have been put into Appendices to aid readability.
II. PRELIMINARIES
A. Complex Wishart Matrices
Let X 0 , . . . , X K −1 be K independent p-dimensional complex-Gaussian random vectors with zero means and covariance matrix Σ, written as
Then the maximum likelihood estimator for Σ is
where H denotes Hermitian transpose and KS has the complex Wishart distribution [18] with K complex degrees of freedom and mean KΣ, which we denote by
Note that E{S} = Σ. Such matrices arise frequently, e.g., in EEG studies for brain connectivity [26] and synthetic aperture radar research [12] . We assume K ≥ p, since then S has full rank p, and S is positive definite, with probability one. 
B. Positive Definite Hermitian Matrices
p) on H + (p) is the transformation φ : GL(p) × H + (p) → H + (p) given by φ L (P ) = LP L H .
C. Riemannian Manifold
A manifold equipped with a Riemannian metric g is a Riemannian manifold. In the context of differential geometry, a Riemannian metric is an inner product on the tangent space enabling the quantification of distance between two points via integration.
H + (p) can be turned into a Riemannian manifold by defining at every point in H + (p) an inner product for elements in the tangent space that varies differentiably along the manifold. Induced from such an inner product is the Riemannian distance between any two members P 1 and P 2 of H + (p). The minimum length curve connecting two points on the manifold is called the geodesic and the Riemannian distance d g between the points is given by the length of this curve. We now consider two choices for inner product. 
2) Scaled Frobenius Inner Product:
A second approach is to use a scaled version of the Frobenius inner product that is invariant under the group action of GL(p) and results in a Riemannian manifold that is curved, but having geodesics entirely contained in the manifold. For any A, B ∈ T P H + (p), the 'scaled Frobenius inner product' takes the form (e.g., [21, p. 1729 
and the corresponding norm is
D. Riemannian Distance
For P 0 ∈ GL(p) the matrix logarithm is any p × p matrix Q such that exp(Q) = P 0 , where exp(·) is the usual power series expansion.
where λ j (P 1 ) > 0 is the jth eigenvalue of P 1 . Note from (6) that (log P 1 ) H = log P 1 , so that log P 1 is Hermitian. The Riemannian distance d g (P 1 , P 2 ) may be defined by (e.g., [14] , [21] ),
= log(P −1/2 1
We note that P −1/2 1
is positive definite and log(P −1/2 1
) is Hermitian. Now from (6),
and so has the same eigenvalues, and therefore we can write
In summary with this choice we can work with the metric space (H + (p), d g ). For brevity we will denote this Riemannian manifold by M.
Remark 1: Apart from a scaling factor of one half, which is of no consequence, d 2 g defined in (9) is of the same form as the squared Rao's distance between two p-variate normal distributions with common means but differing covariance matrices P 1 , P 2 ; see [2] who credit the result to S. T. Jensen.
E. Fréchet (Intrinsic) Mean
Let S be an H + (p)-valued random variable with probability distribution F on M. The population Fréchet mean or intrinsic mean of F is the minimizer of [5] 
i.e., the point in H + (p) that minimizes the average squared distance to that point.
Let S 1 , . . . , S N be independent random matrices with common distribution F on M. LetF be the empirical distribution. The sample Fréchet (intrinsic) mean ofF is the minimizer of [5] 
Note that the Riemannian metric space has negative sectional curvature and so the population and sample Fréchet means are unique, [13, p. 6] . The sample Fréchet mean is the unique solution to [27, Prop. 3.4 ]
For any invertible matrix A and any matrix B having real positive eigenvalues, log(A
iP , an equivalent result is that the sample Fréchet mean is the unique solution to
Let L ∈ GL(p) and let T = LSL H be the action of L on the sample. The sample Fréchet mean of T is equivariant under L, i.e.,
whereP = LP L H and we have used that the geodesic distance d g is invariant under the action of GL(p) [14] . Similarly,
where P 0 = LP L H and T 0 = LSL H . We are now in a position to derive some statistical properties of the sample Fréchet mean.
III. EXPECTED VALUE OF THE DETERMINANT OF THE SAMPLE FRÉCHET MEAN
Our first aim is to derive the expected value of the determinant of the sample Fréchet mean for a complex Wishart distribution. We start with the following general lemma.
Lemma 1: Given S 1 , . . . , S N taking values in H + (p), their sample Fréchet meanP satisfies a determinant identity:
Lemma 1 says that the determinant of the sample Fréchet mean is the geometric mean of the determinants of the S i 's. Proof: The result appears in the excellent paper [23] . 
Proof: From [19] ,
(i.e., the scaled determinant of R is distributed as the product of p independent χ 2 random variables). Hence, using the fact that E{log(χ 2 2ν )} = ψ(ν) + log(2), where ψ(·) denotes the digamma function, we have
Then, by (14) and (16),
To verify the above result, we used sample size N = 10, dimension p = 3, and the degrees of freedom K = 15. We repeated the numerical experiment 10,000 times. The mean of the determinant of the sample Fréchet mean was 0.7336, which agrees with (15) to 4 decimal places. We now extend this to the case of general Σ. 
with E{|P I |} given in (15) .
is the sample Fréchet mean of S i , because of equivariance under GL(p), (see (12)). Then,
and the stated result follows. Now, E{|P Σ |} = |Σ|E{|P I |}, so if
then E{|P Σ /a 1 |} = |Σ|, i.e., |P Σ /a 1 | is unbiased for |Σ|. Remark 2: By using (18) and (20), the value of a 1 may be easily computed for given p, K and N.
We now turn attention to the Fréchet mean itself, rather than its determinant. 
IV. EXPECTED VALUE OF SAMPLE FRÉCHET MEAN
Proof: This is given in Appendix A. We now extend this to the case of general Σ. 
Proof: With the same terminology as in the proof of Lemma 3 we again have (19) . So
Remark 3: Importantly, whileP Σ /a 2 provides an unbiasing for general Σ, the value of a 2 -dependent on the choices for p, K, N -can easily be computed by simulation for any Σ, since from Theorem 1, it may be simulated when Σ = I p .
V. FORM OF POPULATION FRÉCHET MEAN
Proof: This is given in Appendix B.
. Then P I , the corresponding population Fréchet mean, is the solution of
Proof: Substituting (8) for d 2 g in (10), and using Lemma 5,
Thus,
In applying Leibniz's rule for differentiating through the integral we note that (21) .
Proof: Using the same approach as in Part One of the proof of Theorem 1, but now referring to the population Fréchet mean and the equivariance in (13), we see that P I = aI p , for some positive factor a. To show that a is given by (21) we proceed as follows. We will make use of the following facts: (24),
with a given by (21) . We now extend this to the case of general Σ.
, then the population Fréchet mean P Σ is given by P Σ = aΣ, where the factor a is given by (21) .
where LL H = Σ is the Cholesky decomposition of Σ. Denote the population Fréchet mean of (1/K)RR H as P I . Then
is the population Fréchet mean of S, using equivariance under GL(p), as in (13) .
Remark 4:
The partial coherence defined in the Introduction is γ
, where C j k is the (j, k)th entry of Σ −1 . From (25) we see that the same values would be obtained if we replaced the population covariance matrix Σ by the population Fréchet mean P Σ .
VI. DEBIASING FACTORS
Since E{P Σ } = a 2 Σ we know thatP Σ /a 2 is unbiased for Σ. Also, |P Σ /a 1 | is unbiased for |Σ|. We now give some properties for a 1 and a 2 .
While a depends on p and K only, the factors a 1 and a 2 depend on p, K and sample size N. We temporarily make this explicit by denoting these factors by a (N ) 1 and a (N ) 2 , and proceed to derive some further properties for them.
Lemma 8: The following results hold:
Here we make use of the fact that the limit of a product of sequences is the product of the limits. In what follows we let c N represent terms of O(1/N 2 ). By (15) and (21), we have
The limiting forms in Lemma 8(i) and (iii) are the same factor with closed form expression given by (21) .
To illustrate our results we took p = 10, K = 15 and simu-
, and computed their sample Fréchet meanP I via the algorithm of [6] . We found the average value of the diagonal elements and then repeated the procedure 1000 times, finding the overall average. This gives us an estimate of a Remark 5: The choices for p and K are applicable to the neuroscience studies [25] , [26] mentioned in the Introduction; likewise the range of N considered. The same is true of these parameter choices in the further simulations to follow.
VII. EXTRINSIC MEAN Let S be an H + (p)-valued random variable with probability distribution F on H + (p), embedded in the Euclidean space (H(p), d 0 ). The extrinsic mean of F is the minimizer of [5]
and is given by E F {S} = SF (dS) (see [33, p. 97] ), the population mean. Let S 1 , . . . , S N be independent random matrices with common distribution F, then the sample extrinsic mean is simplyS
[33, p. 97]. SinceS is positive definite there is no need to project back onto the manifold H + (p). We thus see that the standard sample mean is the same as the sample extrinsic mean, and a comparison ofP Σ versusS is a comparison of sample Fréchet or sample intrinsic versus standard sample or sample extrinsic mean.
Looking back to (2), if S j has the form (1/K)
where {X k } have the distribution (1), thenS can be written asS
where {X l } also have the distribution (1), and consequently The number of complex degrees of freedom have increased from K to KN. Remark 6: For complex Wishart matrices E F {S} = Σ, i.e., the population extrinsic mean is simply the population mean Σ, and
VIII. SIMULATION
We now give results of a simulation comparingP Σ andS. Using Σ defined by Σ j k = ρ |j −k | we simulated independent complex Wishart matrices S 1 , . . . , S N as discussed in Section II-A, with p = 10, K = 15, N = 12 and ρ = 0.8. The value of a 2 was found by simulation -see Remark 3; in fact here a 2 = 0.661. We then foundP
the debiased estimate of Σ. The size of ρ determines the spread of the eigenvalues of Σ; the spread is larger for larger values of ρ. This whole procedure was repeated 10 000 times.
For the Fréchet mean Fig. 2 shows histograms constructed from the simulation values for four diagonal entries ofP U . The histograms are correctly centred about Σ j j = 1, showing that the debiasing has worked.
For the standard sample mean we have the theoretical result in (28) . Now S having the distribution in (3) means that its jth diagonal S j j = (S) j j has a scaled chi-square distribution:
where χ 2 ν denotes a chi-square distribution with ν degrees of freedom. Then, using (28) , forS j j = (S) j j we havē
The solid curve in Fig. 2 shows the probability density function (PDF) of (29) when Σ j j = 1. We see that the histograms are lower than the PDFs in the centre of the distributions, but that the histograms are slightly wider than the PDFs away from the centres, in other words, the diagonal terms of the debiased sample Fréchet means have a larger dispersion than the standard sample means. The variance corresponding to (29) is 1/(KN ) = 0.0056, whereas the four sample variances corresponding to the histograms are all about 0.0070, an increase of some 25%. Dispersion of the estimators is considered further in Section IX. For the same parameter choices, off-diagonal entries (1, 4) and (7, 10) are considered in Fig. 3 . Histograms of the real part ofP Σ /a 2 from 10 000 simulations are shown in (a) and (b) and are correctly localized around 0.512, which is the real part of Σ 1,4 = Σ 7, 10 . The histograms for the imaginary parts are shown in (c) and (d) and are likewise centred around zero, the imaginary part of Σ 1,4 = Σ 7, 10 .
We repeated the simulations for ρ = 0.3 (corresponding to a narrow range of eigenvalues), and very similar results were obtained. Conclusions were also unchanged for other selections of p, K, N.
IX. COMPARING THE UNBIASED ESTIMATORS
A. Risk
In a decision-theoretic set-up the performance of an estimator S(Σ) of Σ is evaluated by its risk function
where L is the loss function, R denotes the risk (expected loss) and E Σ {·} denotes that the expectation is taken with respect to the distribution ofΣ when Σ is the true value of the covariance matrix.
We consider two relevant loss functions. The first uses the Euclidean distance (4) and is the squared Frobenius norm,
The second uses the Riemannian distance (8),
Since E{S} = Σ it is obvious that E{S} = Σ, so that the standard sample mean is unbiased for Σ. For the sample Fréchet mean,P U =P Σ /a 2 , is unbiased for Σ. Since, as explained in Remark 3, a 2 may be readily calculated, this unbiasing is not a problem in practice.
Lemma 9: For loss functions L F and L g , the risk associated withS is no greater than that forP U , i.e.,
R(Σ,S) ≤ R(Σ,P U ).
Proof: Let T be a sufficient statistic for Σ, and S be an unbiased estimator for Σ, then the conditional expectation
is never worse than S under any convex loss criterion, i.e.,
R(Σ, S ) ≤ R(Σ, S),
where S is also unbiased. This is the generalized version of the Rao-Blackwell theorem. Given the statistical properties ofS defined in (1), (27) and (28), we know it is a sufficient statistic for
, [18, Theorem 4.2] . Importantly, S is complete [1, p. 78], so that there is only one unbiased estimator of Σ that is a function ofS.S is an unbiased estimator of Σ and let S be another unbiased estimator of Σ. NowS must be equal to E{S|S} since E{S|S} is an unbiased estimator of Σ depending onS, and there can only be one. Set S =P U . Then we see that
for convex loss criteria. But L F is convex [30] and d g is convex [21, p. 1731] and the square of a convex non-negative function is still convex, so that L g is convex.
Remark 7: Note that result (32) holds for all convex loss criteria, not just L F and L g .
B. Dispersion
For the case of loss L F , property (32) is analogous to the property of uniform minimum-variance unbiased estimation for S. LetP be an unbiased estimator of Σ, (e.g.,S orP U ). We measure the dispersion of the estimator by E{ P − Σ 2 Fr } :
For the standard sample mean, we know [9, eqn. (4.2.12)]
which depends on N, K and Σ. For the sample Fréchet mean, we use simulations to estimate E{ P U − Σ Σ ; notice that the unbiasing factor a 2 makes no difference if used in this formula.
To quantify the quality of the estimation of partial coherencies derived from the standard sample means and Fréchet means we considered the expected sum of squared errors over all unique pairs of estimated partial coherence valuesγ
For the same combinations of N , K and ρ, as before we generated N independent random matrices S 1 , . . . , S N with k ≤ p. Repeating the process 10 000 times and averaging, gave estimates (i) of δ F , the value of δ in (33) when using the Fréchet mean, and (ii) of δ S the value of δ from the standard sample means. These results are shown in Table II . Using results (36) and (37) of Appendix C in (33) we get the exact values of δ S , which are also shown in Table II ; there is excellent agreement between the estimated and exact values of δ S . The last column of Table II shows the percentage relative improvement in squared error (PRISE) when using δ S rather than δ F . It is defined as
PRISE typically exceeds 20% for K = 15 in these examples. Remark 8: It is not necessary to estimate the precision matrix, and hence partial coherence, through inversion of the corresponding covariance matrix. Some methods exist for estimating the precision matrix directly. For example, with an emphasis on sparse precision matrices, and based simply on the sample covariance matrix, [10] used a constrained 1 minimization approach, while [11] proposed an estimator which is optimal for minimax risk under the spectral norm.
XI. SUMMARY AND FURTHER COMMENTS
A. Summary
Under the assumption of complex Wishart covariance matrices we compared (i) the standard sample mean of a set of complex covariance matrices with (ii) the sample Fréchet mean. The latter may be very significantly biased for Σ, but can easily be debiased; the former already is unbiased.
For convex loss functions, we then compared the two unbiased estimators in terms of risk and found that the standard sample mean is preferred. Dispersion was examined via simulations and again it was found that the standard sample mean performs better.
For the estimation of a functional derived from the estimated covariance matrix, namely partial coherence, the simulated PRISE was notably positive when using the standard sample mean, rather than the sample Fréchet mean.
B. Further Comments
While making use of Riemannian geometry for power spectra and spectral matrices, the focus of the studies [17] , [20] , [21] , [24] , is quite different to ours. [17] presented two metrics with which to endow the manifold of scalar power spectral density functions with a Riemannian structure. [20] used geodesics for tracking features of a scalar time-varying spectrum. [21] developed divergence measures and metrics for spectral matrices. Signal classification was carried out in [24] by making use of Riemannian distances between spectral matrices.
Our work uses, and conclusions are inferred under, a complex Wishart model. Recently [32] , so-called Riemannian Gaussian distributions on the space of symmetric positive definite matrices were discussed in detail. For such distributions, the maximum likelihood estimate of the matrix parameter based on samples from this distribution, is equal to the sample Fréchet mean. This mimicks the property that the Wishart matrix parameter Σ has, as its maximum likelihood estimator, the standard sample mean. The relevance of Riemannian Gaussian distributions for real-world applications is a topic of ongoing research [32, p. 2154 ].
There exists a notable literature [16] , [29] , [34] on the use of intrinsic analysis of statistical estimators, based on geometrical structures of the statistical models, to analyse the performance of an estimator. We note that the classical measures used in this paper, such as bias and mean square error, depend on the model parameterization, and unbiasedness and minimum variance estimation are non-intrinsic.
What are the implications of our work for signal processing? The complex Wishart model is easy to justify for certain application areas. For example, for spectral matrices, complex normality/Gaussianity of the Fourier transforms of vectorvalued time series results from the central limit theorem. In this case, our results suggest that there is no obvious advantage to be gained by carrying out covariance matrix averaging using the sample Fréchet mean, versus the ordinary mean. If Riemannian Gaussian distributions prove applicable in certain realworld applications, the opposite might be true in those cases. It would also be interesting to use non-conventional analysis tools, namely geometrically-based intrinsic analysis methodology, to analyse the performance of the sample Fréchet mean. where we have used (17) and (21) for the last step.
B. Proof of Lemma 5
The exponential map Emap : T P M −→ M is a function mapping a vector U (starting from P ∈ M) in the tangent space, to a point S on the Riemannian manifold: S = Emap P (U ) = P 1/2 exp(P −1/2 U P −1/2 )P 1/2 .
The vector U can be viewed as the derivative at t = 0 of the geodesic γ(t) = P A comparison with (35) shows that ∇H S (P ) = −2γ(0) ∈ T P H + (p). Then ∇H S (P ) = −2γ(0) = −2P 1/2 log(P −1/2 SP −1/2 )P 1/2 .
C. Mean and Variance of Partial Coherence Estimator
Here we writeγ 
where the hypergeometric function 2 F 1 (a, b; c; z) is So from (28) we just set n = KN in (36) and (37) to find the exact value of δ forS.
