MapReduce has excellent scalability and fault-tolerance mechanism. It fits well with the cheap commodity hardware. Today, using MapReduce to answer data analytical query is an attractive topic. In this work, we introduce Multiple Group-by query processing. Our processing of this query is based on MapReduce model, a new parallel computing model coming from Cloud Computing. A pre-processing phase is performed for fitting MapReduce's data accessing and improving data accessibility. We give different MapReduce job definitions in order to process data set partitioned in different partitioning methods. We evaluate our query's processing on top of a cluster of Grid'5000. We also address performance issues since they are very important in software industry to integrate a new technology. We analyze the measured results and discover several factors which impact the response time. At the end of this work, we propose a new data structure which allows more flexible job-scheduling.
INTRODUCTION
After being proposed in [7] , MapReduce attract a lot of attentions of people from various fields. It becomes the de facto parallel computing model in Cloud Computing. MapReduce is suitable to various distributed architectures, such as cluster, Grid [8] etc. Also, MapReduce provides excellent scalability and fault *Corresponding author. frederic.magoules@hotmail.com tolerance mechanism and simplifies large scale parallel programming. In software industry, more and more people try to utilize MapReduce in their software in order to benefit from these advantages. For instance, facing to larger and larger volume of data, Business Intelligence (BI) needs to increase the ability of analyzing large scale data. MapReduce is very helpful in this context. However, the performance of software is still a challenge when integrating MapReduce into commercial software. In this work, we address the performance issues of a specific MapReduce-based data analysis query, called Multiple Group-by query, a typical data analytical query used in BI.
This paper is organized as follows. Related work is described in section 2. Multiple Group-by query is specified in section 3. The test dataset used in this work and data pre-processing is introduced in section 4. MapReduce jobs for processing Multiple Group-by queries are defined in section 5. A data locatingbased job scheduling is presented in section 6. Speed-up experimental results are explained in section 7. A detailed performance analysis is given in section 8. An optimized data structure allowing more flexible job-scheduling is proposed in section 9. Finally, section 10 concludes this paper.
RELATED WORK
Hadoop 1 and GridGain 2 are two available open-source MapReduce frameworks at the starting moment of our work. Hadoop provides high throughput, but has a high latency. On the contrary, GridGain offers low latency. We choose GridGain for its low latency advantage. Hive 3 and PigLatin [13] are two data processing languages based on MapReduce. Hive provides a data warehouse based on Hadoop. It allows querying and analyzing data over files stored as Hadoop files. It defines a SQL-like query language and allows programmers to plug mappers and reducers performing complex analysis. As being built on top of Hadoop, Hive also has high latency. PigLatin provides a platform for analyzing large dataset. It is composed of a high-level language to express data analysis programs and an infrastructure to evaluate these programs. This infrastructure provides a compiler that produces sequences of Map-Reduce jobs, which are executed using Hadoop. A commercial software company, Aster Data 4 , provides a
SELECT SUM(A),B,C,D FROM R WHERE I > i GROUP BY C; SELECT SUM(A),B,C,D FROM R WHERE I > i GROUP BY D;
Multiple Group-by query is similar to GROUPING SETS, which is supported in some commercial databases. The difference between Multiple Group-by query and GROUPING SETS is that each Group-by query contained in GROUPING SETS could have more than one grouping columns, whereas in Multiple Group-by query, one Group-by query aggregates over only one grouping column. Multiple Group-by query is widely applied in data exploration. In data exploration application, user requires a series of Multiple Group-by queries to display the aggregated values of one dataset from different points of view.
TESTING DATASET AND DATA PRE-PROCESSING 4.1. Testing Dataset Description
The testing dataset used in this work is coming from an on-line selling system, which contains the sales records of all products in different stores during the last three years. The original dataset is composed of four dimension tables (COLOR, PRODUCT, STORE, WEEKS), and one fact The data processing and calculations going to be introduced are all performed over the materialized view ROWSET.
Data Pre-Processing
In this work, a specific data pre-processing is adopted for realizing the distributed data storage. During this pre-processing, the following operations are performed, data partitioning, data indexing and data compressing. The objective of these operations is to improve data access efficiency.
Data partitioning
Data partitioning divides a data table into disjoint blocks. There mainly exist two data partitioning methods, i.e. horizontal partitioning and vertical partitioning. Horizontal partitioning means dividing a data table into multiple blocks with different records in each block. Vertical partitioning means dividing a data table into multiple blocks with different columns in each block. We use both of them in this work. We will analyze the impact of data partitioning methods for performance later in this paper. With horizontal partitioning, ROWSET is into multiple equal-sized horizontal partitions, with each record contains all the dimensions and all the measures. With the vertical partitioning, ROWSET is divided into vertical partitions. One vertical partition contains only one dimension and all measures. Since one dimension together with measures can supply enough information for aggregating phase calculation of a Group by query, the number of vertical partitions is equal to the number of dimensions. For ROWSET, 13 partitions are generated, with each partition including one dimension and two measures. In case of horizontal partitioning, an equal number of data partitions are placed on every worker node. Additionally, we place the partitions containing successive records on each worker node. It means that in the original data set, these records were aligned together. In case of vertical partitioning, the number of worker nodes is considered during data placement. Data partitions are distributed according to the following policies: a) If the number of worker nodes is small, then all vertical partitions are placed (replicated) on every worker node. b) Otherwise, each vertical partition is further horizontally divided into smaller blocks. Worker nodes are accordingly grouped into regions. Block is replicated over worker nodes within its corresponding region. Figure 1 illustrates an example of data placement for the vertical partitions.
Data indexing
We use inverted indexing technology, since for Multiple Group-by query, a large number of records needed to be located, thus the inverted indexing technique is more suitable. Our index is created by using Apache Lucene 8 . In order to utilize Lucene to index structured data, a record is considered as a Document of Lucene, and each columns value of the record is considered as a Fieldable. When searching a keyword of a certain column in an inverted index, we get a set of recordIDs with which associate the records containing this keyword. 
MAPPER AND REDUCER DEFINITIONS
As GridGain is a Multiple-Map-One-Reduce framework, we define MapReduce jobs to be compatible with this feature. Processing a Multiple Group-by query consists of filtering and aggregating phases. Filtering phase performs a search operation over inverted index with a keyword coming from the WHERE condition. Such a search operation retrieves from inverted index a list of recordIDs, indicating the records satisfying the given condition. With the recordID list, the aggregating phase can locate the selected records and compute aggregates by reading filtered data from their compressed data file. Under different data partitioning methods, data organization is different, and the job definitions are not the same. We separately describe the MapReduce job definitions for horizontally partitioned data and vertically partitioned data.
Under Horizontal Partitioning

Mapper
Under the horizontal partitioning, a mapper starts with the filtering phase, where records are filtered with the WHERE condition through a search operation, which looks for the given keyword within the Lucene index file (denoted as index). As a result, a recordID list (denoted as slctRIDs) is produced. In filtering phase, dimensions are also filtered. Only those 
Under Vertical Partitioning
Mapper
Under the vertical partitioning, the index and compressed data is organized partition by partition. Processing a Group-by query actually involves data of two partitions, since filtering with the WHERE condition needs to access one partition, aggregating phase needs to access another partition. This is the usual case. It is uncommon that a Group-by query aggregates over a dimension which appears 
DATA-LOCATING-BASED JOB-SCHEDULING
GridGain provides an automatic job-scheduling scheme, which assumes all nodes are equally suitable for executing job. Unfortunately, that is not the case of our work. We provide a data-locating job-scheduling scheme. This scheme can be simply described as sending job to where its input data is.
Job-Scheduling Implementation
We utilize the user-definable attribute mechanism provided by GridGain to address this issue. Once a user-defined attribute is added into each worker's GridGain configuration, when the worker nodes' GridGain instances are started, the user-defined attribute is visible to the master node's GridGain instance and the other worker nodes' GridGain instances. In the case of horizontal partitioning, worker node identifiers (i.e. hostnames) are utilized to locate data partitions. In this case, an equal number of partitions are placed on each worker node. The identifier of worker node is used as the identifier of data partitions that it holds. In case of vertical partitioning, a user-defined attribute, "region identifier" is utilized to locate data partitions. When worker node number is small (case of 1 region), vertical partitions are replicated across all worker nodes. When worker node number is large, further, vertical partitions are horizontally divided into regions. Worker nodes are accordingly re-organized into regions. The worker nodes of the same region have the same "region identifier". Partitions are replicated across worker nodes within the same region. Thus, the region identifiers of worker nodes are utilized for data partitions.
Alternative Job-scheduling Scheme
An alternative job-scheduling scheme is to perform filtering phase on the master node and aggregating phase over worker nodes. In filtering phase, a search operation is performed via accessing only inverted index files (Lucene generated files). In aggregating phase, aggregation is performed over filtered records identified by a list of recordID calculated by filtering phase, and it only needs to accesses the compressed data files (FactIndex and Fact files). These two phases are able to be decoupled with the data structure we created during data preprocessing. Thus, they can be scheduled and optimized separately. It provides more flexibility for job-scheduling. This is especially helpful in case of vertical partitioning, where the selected recordIDs is commonly usable for multiple dimensions' aggregations.
SPEED-UP MEASUREMENT
We evaluated our Multiple Group-by query in a cluster of Grid'5000 located in Orsay site. We use the version of GridGain 2.1.1 over Java 1.6.0. The JVM's maximum of heap size is set to 1536 MB on both master node and worker nodes. We ran our applications over 1 to 15 nodes. Although the worker nodes were small-scaled, the ROWSET processed in these experiments is not extremely large, and it fits well with the amount of nodes used in our work. The size of ROWSET was 10 000 000 records with each including 15 columns (1.2 GB). We partition the dataset with both horizontal partitioning and vertical partitioning. All the partitions had already been indexed with Lucene and compressed before launching the experiments.
We chose queries having different selectivity. Selectivity controls the amount of data being processed in the aggregating phase. Four Multiple Group-by queries' selectivities are 1.06%, 9.9%, 18.5% and 43.1% respectively. These queries all had five Group-by dimensions. Before starting the parallel experiments, we ran a group of sequential versions for each of these queries and measured the execution times, which were used as the baseline of the speed-up comparison.
Under Horizontal Partitioning
Under the horizontal partitioning, we partition the ROWSET with different sizes. We ran concurrently different number of mappers over each worker node in different experiments. Our experiments with the horizontal partitioning-based implementation was organized in 4 groups, in the first group, there was only 1 mapper being dispatched to a worker node and run on it. In the second group, 2 mappers were running on one worker node. In the third group, we ran 10 mappers on each worker node, and in the fourth group, 20 mappers per worker node. The Figure 3 shows the speed-up performance of the MapReduce-based Multiple Group-by query over horizontal partitions.
We can observe that the queries with big selectivity shows better speed-up performance than the queries with small selectivity. A query with certain selectivity has a fixed workload of calculation. Some parts of this workload are parallelizable, but others are not. The reason why the big selectivity queries have better speed-up performance is the parallelizable portion in their workload is greater than that in the small selectivity queries. The second observation is the speed-up performances of smaller job number per node (1 and 2 jobs/node) experiments surpass that of bigger job number per node (10 and 20 jobs/node) experiments. Multiple jobs concurrently running over one node were considered to be able to more efficiently utilize the CPU cycles, and can run faster. But in reality, this is not always true. We will discuss the issue of multiple jobs concurrently running on one worker node later in this paper.
Under Vertical Partitioning
Under vertical partitioning, we dispatched the vertical partitions using the policies described earlier. During the experiments, we increased the number of worker nodes from 1 to 15, and divided the experiments into 3 groups. In experiments of group 1, we had a small worker node number, denoted as w, w ∈ [1..5], we organized vertical partitions into one region. If we note region number as nb r , then nb r = 1. In this case, each mapper aggregates over one entire Group-by dimension. Thus, then in case of 1 region, the number of mappers is equal to the number of Group-by dimensions (nb m = nb GB = 5). In the second group of experiments, we increased the number of region to two (nb r = 2) in order to utilize till 10 worker nodes. We ran the queries over w worker nodes, with w ∈ [2, 4, 6, 8, 10] . As the number of mapper equals to the number of partitions, then we have nb m = nb GB · nb r = 10. In the third group of experiments, we increased the number of region to three, (nb r = 3). We had worker nodes number w ∈ [3, 6, 9, 12, 15] in different experiments. The number of mapper nb m = 15. The mappers were evenly distributed within each region. We illustrate the speed-up performance measurements in the Figure 4 . As shown in this figure, the speed-up is increasing with the raise of worker number regardless of the number of regions. The queries with bigger selectivity, like, 9.9%, 18.5%, 43.1%, benefit more from the parallelization than the queries with smaller selectivity, like 1.06%. For most of queries, the biggest speed-up appears in the third group of experiments with 3 regions.
Comparing the speed-up under vertical partitioning and that under the horizontal partitioning, we can see the best speed-up appears in experiments under the vertical partitioning. Under vertical partitioning, each mapper aggregates over only one dimension; the obtained intermediate output is the aggregates of one dimension. The size of the intermediate outputs with using vertical partitioning is much smaller than those with using the horizontal partitioning. 
PERFORMANCE ANALYSIS
In this section, we will discover the performance affecting factors in the Multiple Group-by query processing. Some of them are concerning the computations themselves, others are related to the exterior condition, such as hardware, network, etc. Discovering of these factors is helpful for locating the bottlenecks, and in turn increasing the system efficiency.
Query Selectivity
Query selectivity is a factor that controls the records filtered out during the selecting phase. Also, it determines the amount of data that the aggregating phase should process. For big selectivity, query's aggregating phase takes up a majority of the whole calculation. In addition, the aggregating calculation is parallelizable. Thus the query with big selectivity benefits more from the parallelization than query with small selectivity. Query selectivity sometimes is related with workload skew. In some particular cases a query selects a lot of records from some partitions, but very limited records from the other partitions. Therefore, most aggregate operations are performed only on a part of worker nodes, while the other nodes keep idle, which causes the workload skew. This happens more frequently with range data partitioning than in other cases.
Side Effect of Running Multiple Mappers on One Node
Intuitively, the more mappers concurrently run on one worker node, the more efficiently the CPU(s) should be utilized. However, mappers run degradedly when contentions are provoked. More importantly, this retards the execution of reducer, since the reducer does not start until all mappers have been finished. Thus, running multiple mappers on one worker node may degrade the performance of individual mapper. Table 1 shows a list of average execution time of one individual mapper when multiple mappers running concurrently on one node. The workload of each mapper was as follows: searching in the inverted index then aggregating over one vertical partition. The total record number of the partition is 3 333 333, query's selectivity is 1%. These mappers were executed on one same worker node. The workload is typically dataintensive, and contentions may occurs in various resources, such as, disk I/O or memory bandwidth. As shown in this table, when running only one mapper over one worker node, the execution time is relatively small (170 ms). When concurrently running 2 mappers over one worker node, the average execution time of one mapper slightly increases-37 ms longer. When concurrently running 3 or more mappers over one worker node, the execution time shows a relatively large delay (from 184 ms to 367 ms). We can see that, on one worker node with 2 CPUs, having 2 concurrently running mappers, the average execution time is the most satisfying. After that, when we continuously increase the number of mappers on the worker node, an individual mapper's execution time increases.
Hitting Data Distribution
The data intensive application involves a large number of data read operations. The execution time is affected by the hitting data's distribution. By hitting data, we mean the data item that a read operation is going to access. The hitting data's distribution means the distribution of all the hitting data items' storage positions in one file. If the distribution of hitting data items is concentrated, then less disk I/Os are invoked. Otherwise, if the distribution is dispersed, then more disk I/Os are invoked. This is resulting from the usage of the buffering technique. Buffer is actually a region in memory of a given size. If the given read position exceeds the data scope held in buffer, then a disk read operation is caused. In the processing of Multiple Group-by query, the computations in aggregating phase involves reading all selected records. The selected records distribution becomes a factor that affects the execution time. This is more obvious when using horizontal data partitioning than using vertical partitioning. In our work, the worst case appeared in our experiments is the query with the WHERE condition of Color='Pink' (selectivity = 1.06%). In this case, hitting data items are very dispersed, and the average time for aggregating one record is 5500 nanoseconds. On the contrary, for the query with WHERE condition Product Family='Accessories' (selectivity = 43.1%), the average time for aggregating one selected records is much shorter-1000 nanoseconds. We visualize the distribution of hitting data of these two cases in Figure 5 . The axis x represents the recordID, and a vertical black line represents that the record hits the WHERE condition. We visualize only the first 2000 records in these figures.
Intermediate Output Size
The cost for transferring intermediate output is an overhead that cannot be ignored. Without considering the uncontrollable factor of available network bandwidth, the main factor controlling this overhead is the size of intermediate output. 
Serialization Algorithms
In our experiments, we noticed that a portion of time non-ignorable is used to serialize and de-serialize the data being transferred. Sometimes, this portion of time reaches 50% of the total execution time. Two types of data are serialized and transmitted, i.e., mapper objects and aggregate tables. The serialization for the first instance of mapper class takes much longer time than the following Mapper object has a complex structure, being composed of many super classes, references and parameters. This will cause a big overhead for rewriting the class descriptions. Fortunately, in our case, the serialization process is repeated multiple times within one process, for serializing mapper objects with different status, which make it possible to do optimization. In contrast, aggregate table's structure is relatively simple, but contains big size of data. The data types are mostly primitive, like integers and floats. Therefore, the desirable serialization/de-serialization algorithms for our application need to be compatible to both types of data. The future work will address this issue.
Other Factors
Except for the above performance affecting factors, there exist some other factors, such as network status, data partitioning methods.
ALTERNATIVE COMPRESSED DATA STRUCTURE
Although data partition locating policy worked well to schedule jobs, we still need a more exible job-scheduling policy. An imaginable job-scheduling policy is based on distinct values. That means, each mapper works for aggregating only one or a part of distinct values of one dimension, then the intermediate aggregate tables produced by mappers are assembled in reducer. For supporting such a distinct-value-wise job scheduling, we propose an alternative compressed data structure. This data structure works with the vertical partitioning.
Data Structure Description
In order to facilitate distinct-value-wise job scheduling, we need the aggregate value of one distinct value be calculated within one continuous process. To this end, the measure values corresponding to the same distinct value should be successively stored. This is the basic idea of the new compressed structure. In this new compressed data structure, we group the measure values' storage order in order that measures corresponding to the same distinct value are stored together successively. As the stored order of measures is different than in the ROWSET, we provide a data structure recording the records' original positions in ROWSET. For each distinct value, Fact file stores a recordID-list with each recordID indicating the original positions of records containing the current distinct value. Then, it stores a set of measures containing the current distinct value. FactIndex stores for each distinct value the distinct value code, and an address pointing to a position in Fact file where the recordID-list and a set of measures covered by the current distinct value start to store. Figure 6 illustrates this structure. Figure 6 . Compressed data files suitable for distinct value level job scheduling with measures for each distinct value are stored together.
Data Structures for Storing RecordID-list
Measurement
We tested Group-by queries over two compressed structures. The first compressed data structure stores recordID list as Integer Array. The second compressed data structure stores recordID list as compressed Bitmap. We measured the execution times of the four single Group-by queries over a single machine which is equipped with a 4-core CPU running at 2.66 GHz and 4Go RAM. Table 3 shows the measured results. As shown in this table, the first data Table 3 . Execution Times in ms of Group-by queries with different selectivities (S) using two compressed data structures. The numbers shown in italic represents that the corresponding aggregations run over the dimensions correlated to the WHERE condition involved dimension. structure works well for aggregations over dimensions having small number of distinct values. However, comparing with the second data structure, the first data structure makes Group-by queries to take longer execution time. That means the second compressed data structure, storing recordID list as compressed Bitmap, is the best one for the aggregations over dimensions having small number of distinct values. These experimental measurements show consistent with the purpose of our initial design.
RecordID list stored as Integer Array
CONCLUSION
In this work, we realized Multiple Group-by query on restructured data, using MapReduce model to parallelize the calculations. We introduced the data partitioning, data indexing and data compressing processing in data preprocessing-phase. The materialized view ROWSET is partitioned with two principal partitioning methods, horizontal partitioning and vertical partitioning. The index that we created using Lucene over ROWSET is an inverted index, which allows rapidly accessing and filtering the records with WHERE condition. We measured our Multiple Group-by query implementations over ROWSET, and compared the speed-up performance of implementations over horizontally partitioned data and that over vertically partitioned data. In most cases, they showed similar speed-up performance, however, the best speed-up appeared in the vertical partitioning-base implementation. Based on the measured result observations and analysis, we found several factors that impact query processing performance, including query selectivity, concurrently running mapper number on one node, hitting data distribution, intermediate output size, adopted serialization algorithms, network status and the data partitioning methods. In order to support more flexible distinct-value-wise job-scheduling, we designed a new compressed data structure, which works with vertical partition. It allows the aggregations over one certain distinct value to be performed within one continuous process. The experimental measurements showed that the new designed data structure offers very good execution time.
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