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Abstract
A duality theorem for the category of locally compact Hausdorff spaces and
continuous maps which generalizes the well-known Duality Theorem of de
Vries is proved.
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Introduction
It is well known that the restriction of the famous localic duality to the ca-
tegory of locally compact (respectively, compact) regular frames and frames
homomorphisms produces a duality with the category HLC (respectively,
HC) of locally compact (respectively, compact) Hausdorff spaces and con-
tinuous maps (see, e.g., [18]). Another duality for the category HC, which
is in the spirit of the celebrated Stone Duality Theorem ([26]) (namely, that
the category of zero-dimensional compact Hausdorff spaces and continuous
maps is dually equivalent to the category Bool of Boolean algebras and
Boolean homomorphisms), was proved by de Vries [6]. He introduced the
notion of compingent Boolean algebra and proved that the category DVAL
of complete compingent Boolean algebras and suitable morphisms between
them is dually equivalent to the category HC; thus, the category DVAL is
equivalent, by the celebrated Gelfand Duality Theorem ([14, 15, 16, 17]), to
the category of C∗-algebras and algebra homomorphisms. It is natural to
∗This paper was supported by the project no. 136/2008 “General and Computer
Topology” of the Sofia University “St. Kl. Ohridski”.
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try to extend de Vries Duality Theorem to the category HLC. An impor-
tant step in this direction was done by Roeper [24]. He defined the notion of
region-based topology as one of the possible formalizations of the ideas of De
Laguna [5] and Whitehead [28] for a region-based theory of space. Following
[27, 11], the region-based topologies of Roeper appear here as local contact
algebras (briefly, LCAs), because the axioms which they satisfy almost co-
incide with the axioms of local proximities of Leader [19]. In his paper [24],
Roeper proved the following theorem: there is a bijective correspondence
between all (up to homeomorphism) locally compact Hausdorff spaces and
all (up to isomorphism) complete LCAs. In [7], using Roeper’s Theorem, a
duality theorem for the category PLC of locally compact Hausdorff spaces
and perfect maps between them was proved. It implies easily the Duality
Theorem of H. de Vries. In the first part of the present paper, an extension
to the category HLC of locally compact Hausdorff spaces and continuous
maps of both duality theorems, obtained in [6] and [7], is presented. A
duality theorem for the category of connected locally compact Hausdorff
spaces and continuous maps is proved as well. In the second part [10] of the
paper, some applications of the methods and results of the first part as well
as of [26, 6, 24, 7, 8, 9] are given. In particular, a slight generalization of the
Stone’s results from [26] concerning the extension of his Duality Theorem
to the category of locally compact zero-dimensional Hausdorff spaces is ob-
tained; a description of the products in the category DLC which is dual to
the categoryHLC is presented; a completion theorem for LCAs is proved; a
characterization of the dual objects of the metrizable locally compact spaces
is found; a direct proof of Ponomarev’s solution [23] of Problem 72 of G.
Birkhoff (see [3]) is obtained, and the class of spaces which are co-absolute
with the (zero-dimensional) Eberlein compacts is described.
We now fix the notations. They will be used in both parts of the
paper.
If C denotes a category, we write X ∈ |C| if X is an object of C, and
f ∈ C(X, Y ) if f is a morphism of C with domain X and codomain Y .
All lattices are with top (= unit) and bottom (= zero) elements, de-
noted respectively by 1 and 0. We do not require the elements 0 and 1
to be distinct. We set 2 = {0, 1}, where 0 6= 1. If (A,≤) is a poset and
a ∈ A, we set ↓A (a) = {b ∈ A | b ≤ a} (we will write even “ ↓ (a)”
instead of “ ↓A (a)” when there is no ambiguity); if B ⊆ A then we set
↓ (B) =
⋃
{↓ (b) | b ∈ B}.
If X is a set then we denote the power set of X by P (X). If Y is also
a set and f : X −→ Y is a function, then we will set, for every U ⊆ X ,
f ♯(U) = {y ∈ Y | f−1(y) ⊆ U}. If (X, τ) is a topological space and M is a
subset of X , we denote by cl(X,τ)(M) (or simply by cl(M) or clX(M)) the
closure ofM in (X, τ) and by int(X,τ)(M) (or briefly by int(M) or intX(M))
the interior of M in (X, τ). The Alexandroff compactification of a locally
2
compact Hausdorff non-compact space X will be denoted by αX and the
added point by∞X (i.e. αX = X∪{∞X}). The (positive) natural numbers
are denoted by N (N+) and the real line – by R.
The closed maps between topological spaces are assumed to be con-
tinuous but are not assumed to be onto. Recall that a map is perfect if it
is compact (i.e. point inverses are compact sets) and closed. A continuous
map f : X −→ Y is irreducible if f(X) = Y and for each proper closed
subset A of X , f(A) 6= Y .
1 Preliminaries
Definition 1.1 An algebraic system B = (B, 0, 1,∨,∧, ∗, C) is called a con-
tact Boolean algebra or, briefly, contact algebra (abbreviated as CA) ([11])
if (B, 0, 1,∨,∧, ∗) is a Boolean algebra (where the operation “complement”
is denoted by “ ∗ ”) and C is a binary relation on B, satisfying the following
axioms:
(C1) If a 6= 0 then aCa;
(C2) If aCb then a 6= 0 and b 6= 0;
(C3) aCb implies bCa;
(C4) aC(b ∨ c) iff aCb or aCc.
We shall simply write (B,C) for a contact algebra. The relation C is called
a contact relation. When B is a complete Boolean algebra, we will say that
(B,C) is a complete contact Boolean algebra or, briefly, complete contact
algebra (abbreviated as CCA). If a ∈ B and D ⊆ B, we will write “aCD”
for “(∀d ∈ D)(aCd)”.
We will say that two CA’s (B1, C1) and (B2, C2) are CA-isomorphic
iff there exists a Boolean isomorphism ϕ : B1 −→ B2 such that, for each
a, b ∈ B1, aC1b iff ϕ(a)C2ϕ(b). Note that in this paper, by a “Boolean
isomorphism” we understand an isomorphism in the category Bool.
A CA (B,C) is called connected if it satisfies the following axiom:
(CON) If a 6= 0, 1 then aCa∗.
A contact algebra (B,C) is called a normal contact Boolean algebra or,
briefly, normal contact algebra (abbreviated as NCA) ([6, 13]) if it satisfies
the following axioms (we will write “− C” for “not C”):
(C5) If a(−C)b then a(−C)c and b(−C)c∗ for some c ∈ B;
(C6) If a 6= 1 then there exists b 6= 0 such that b(−C)a.
A normal CA is called a complete normal contact Boolean algebra or, briefly,
complete normal contact algebra (abbreviated as CNCA) if it is a CCA. The
notion of normal contact algebra was introduced by Fedorchuk [13] under
the name Boolean δ-algebra as an equivalent expression of the notion of
compingent Boolean algebra of de Vries. We call such algebras “normal
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contact algebras” because they form a subclass of the class of contact alge-
bras and naturally arise in normal Hausdorff spaces.
Note that if 0 6= 1 then the axiom (C2) follows from the axioms (C6)
and (C4).
For any CA (B,C), we define a binary relation “ ≪C” on B (called
non-tangential inclusion) by “ a ≪C b ↔ a(−C)b
∗ ”. Sometimes we will
write simply “≪” instead of “≪C”.
The relations C and ≪ are inter-definable. For example, normal con-
tact algebras could be equivalently defined (and exactly in this way they
were introduced (under the name of compingent Boolean algebras) by de
Vries in [6]) as a pair of a Boolean algebra B = (B, 0, 1,∨,∧, ∗) and a
binary relation ≪ on B subject to the following axioms:
(≪1) a≪ b implies a ≤ b;
(≪2) 0≪ 0;
(≪3) a ≤ b≪ c ≤ t implies a≪ t;
(≪4) a≪ c and b≪ c implies a ∨ b≪ c;
(≪5) If a≪ c then a≪ b≪ c for some b ∈ B;
(≪6) If a 6= 0 then there exists b 6= 0 such that b≪ a;
(≪7) a≪ b implies b∗ ≪ a∗.
Note that if 0 6= 1 then the axiom (≪2) follows from the axioms (≪3),
(≪4), (≪6) and (≪7).
Obviously, contact algebras could be equivalently defined as a pair of
a Boolean algebra B and a binary relation ≪ on B subject to the axioms
(≪1)-(≪4) and (≪7).
It is easy to see that axiom (C5) (resp., (C6)) can be stated equiva-
lently in the form of (≪5) (resp., (≪6)).
Example 1.2 Let B be a Boolean algebra. Then there exist a largest and
a smallest contact relations on B; the largest one, ρl, is defined by aρlb iff
a 6= 0 and b 6= 0, and the smallest one, ρs, by aρsb iff a ∧ b 6= 0.
Note that, for a, b ∈ B, a ≪ρs b iff a ≤ b; hence a ≪ρs a, for any
a ∈ B. Thus (B, ρs) is a normal contact algebra.
Example 1.3 Recall that a subset F of a topological space (X, τ) is called
regular closed if F = cl(int(F )). Clearly, F is regular closed iff it is the
closure of an open set.
For any topological space (X, τ), the collection RC(X, τ) (we will of-
ten write simply RC(X)) of all regular closed subsets of (X, τ) becomes a
complete Boolean algebra (RC(X, τ), 0, 1,∧,∨, ∗) under the following oper-
ations:
1 = X, 0 = ∅, F ∗ = cl(X \ F ), F ∨G = F ∪G,F ∧G = cl(int(F ∩G)).
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The infinite operations are given by the following formulas:
∨
{Fγ | γ ∈
Γ} = cl(
⋃
{Fγ | γ ∈ Γ})(= cl(
⋃
{int(Fγ) | γ ∈ Γ})), and
∧
{Fγ | γ ∈ Γ} =
cl(int(
⋂
{Fγ | γ ∈ Γ})).
It is easy to see that setting Fρ(X,τ)G iff F ∩ G 6= ∅, we define a
contact relation ρ(X,τ) on RC(X, τ); it is called a standard contact relation.
So, (RC(X, τ), ρ(X,τ)) is a CCA (it is called a standard contact algebra). We
will often write simply ρX instead of ρ(X,τ). Note that, for F,G ∈ RC(X),
F ≪ρX G iff F ⊆ intX(G).
Clearly, if (X, τ) is a normal Hausdorff space then the standard contact
algebra (RC(X, τ), ρ(X,τ)) is a complete NCA.
A subset U of (X, τ) such that U = int(cl(U)) is said to be regular
open. The set of all regular open subsets of (X, τ) will be denoted by
RO(X, τ) (or briefly, by RO(X)). Define Boolean operations and contact δX
in RO(X) as follows: U∨V = int(cl(U∪V )), U∧V = U∩V , U∗ = int(X\U),
0 = ∅, 1 = X and UδXV iff cl(U) ∩ cl(V ) 6= ∅. Then (RO(X), δX) is a CA.
This algebra is also complete, considering the infinite meet
∧
{Ui | i ∈ I} =
int(
⋂
i∈I Ui).
Note that (RO(X), δX) and (RC(X), ρX) are isomorphic CAs. The
isomorphism f between them is defined by f(U) = cl(U), for every U ∈
RO(X).
We will need a lemma from [4]:
Lemma 1.4 Let X be a dense subspace of a topological space Y . Then the
functions r : RC(Y ) −→ RC(X), F 7→ F ∩X, and e : RC(X) −→ RC(Y ),
G 7→ clY (G), are Boolean isomorphisms between Boolean algebras RC(X)
and RC(Y ), and e ◦ r = idRC(Y ), r ◦ e = idRC(X).
Fact 1.5 ([2]) Let (X, τ) be a topological space. Then the standard contact
algebra (RC(X, τ), ρ(X,τ)) is connected iff the space (X, τ) is connected.
The following notion is a lattice-theoretical counterpart of the corre-
sponding notion from the theory of proximity spaces (see [22]):
1.6 Let (B,C) be a CA. Then a non-empty subset σ of B is called a cluster
in (B,C) if the following conditions are satisfied:
(K1) If a, b ∈ σ then aCb;
(K2) If a ∨ b ∈ σ then a ∈ σ or b ∈ σ;
(K3) If aCb for every b ∈ σ, then a ∈ σ.
The set of all clusters in (B,C) will be denoted by Clust(B,C).
The next assertion can be proved exactly as Lemma 5.6 of [22]:
Fact 1.7 If σ1, σ2 are two clusters in a normal contact algebra (B,C) and
σ1 ⊆ σ2 then σ1 = σ2.
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Theorem 1.8 ([27]) A subset σ of a normal contact algebra (B,C) is a
cluster iff there exists an ultrafilter u in B such that
σ = {a ∈ B | aCb for every b ∈ u}.(1)
Moreover, given σ and a0 ∈ σ, there exists an ultrafilter u in B satisfying
(1) which contains a0.
Note that everywhere in this assertion, the word “ultrafilter” can be
replaced by “basis of an ultrafilter”.
Corollary 1.9 ([27]) Let (B,C) be a normal contact algebra and u be an
ultrafilter (or a basis of an ultrafilter) in B. Then there exists a unique
cluster σu in (B,C) containing u, and
σu = {a ∈ B | aCb for every b ∈ u}.(2)
Proposition 1.10 ([24, 8]) Let (B,C) be a normal contact algebra, σ be
a cluster in (B,C), a ∈ B and a 6∈ σ. Then there exists b ∈ B such that
b 6∈ σ and a≪ b.
The following notion is a lattice-theoretical counterpart of the Leader’s
notion of local proximity ([19]):
Definition 1.11 ([24]) An algebraic system B l = (B, 0, 1,∨,∧,
∗, ρ, IB) is
called a local contact Boolean algebra or, briefly, local contact algebra (ab-
breviated as LCA) if (B, 0, 1,∨,∧, ∗) is a Boolean algebra, ρ is a binary
relation on B such that (B, ρ) is a CA, and IB is an ideal (possibly non
proper) of B, satisfying the following axioms:
(BC1) If a ∈ IB, c ∈ B and a ≪ρ c then a ≪ρ b ≪ρ c for some b ∈ IB (see
1.1 for “≪ρ”);
(BC2) If aρb then there exists an element c of IB such that aρ(c ∧ b);
(BC3) If a 6= 0 then there exists b ∈ IB \ {0} such that b≪ρ a.
We shall simply write (B, ρ, IB) for a local contact algebra. We will
say that the elements of IB are bounded and the elements of B \ IB are
unbounded. When B is a complete Boolean algebra, the LCA (B, ρ, IB) is
called a complete local contact Boolean algebra or, briefly, complete local
contact algebra (abbreviated as CLCA).
We will say that two local contact algebras (B, ρ, IB) and (B1, ρ1, IB1)
are LCA-isomorphic if there exists a Boolean isomorphism ϕ : B −→ B1
such that, for a, b ∈ B, aρb iff ϕ(a)ρ1ϕ(b), and ϕ(a) ∈ IB1 iff a ∈ IB. A map
ϕ : (B, ρ, IB) −→ (B1, ρ1, IB1) is called an LCA-embedding if ϕ : B −→ B1
is an injective Boolean homomorphism (i.e., Boolean monomorphism) and,
moreover, for any a, b ∈ B, aρb iff ϕ(a)ρ1ϕ(b), and ϕ(a) ∈ IB1 iff a ∈ IB.
An LCA (B, ρ, IB) is called connected if the CA (B, ρ) is connected.
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Remark 1.12 Note that if (B, ρ, IB) is a local contact algebra and 1 ∈ IB
then (B, ρ) is a normal contact algebra. Conversely, any normal contact
algebra (B,C) can be regarded as a local contact algebra of the form
(B,C,B).
The following lemmas are lattice-theoretical counterparts of some the-
orems from Leader’s paper [19].
Definition 1.13 ([27]) Let (B, ρ, IB) be a local contact algebra. Define a
binary relation “Cρ” on B by
aCρb iff aρb or a, b 6∈ IB.(3)
It is called the Alexandroff extension of ρ relatively to the LCA (B, ρ, IB)
(or, when there is no ambiguity, simply, the Alexandroff extension of ρ).
Lemma 1.14 ([27]) Let (B, ρ, IB) be a local contact algebra. Then (B,Cρ),
where Cρ is the Alexandroff extension of ρ, is a normal contact algebra.
Definition 1.15 Let (B, ρ, IB) be a local contact algebra. We will say that
σ is a cluster in (B, ρ, IB) if σ is a cluster in the NCA (B,Cρ) (see 1.13 and
1.14). A cluster σ in (B, ρ, IB) (resp., an ultrafilter in B) is called bounded
if σ∩ IB 6= ∅ (resp., u∩ IB 6= ∅). The set of all bounded clusters in (B, ρ, IB)
will be denoted by BClust(B, ρ, IB).
Lemma 1.16 ([27]) Let (B, ρ, IB) be a local contact algebra and let 1 6∈ IB.
Then σ
(B,ρ,IB)
∞ = {b ∈ B | b 6∈ IB} is a cluster in (B, ρ, IB). (Sometimes we
will simply write σ∞ instead of σ
(B,ρ,IB)
∞ .)
Fact 1.17 Let (B, ρ, IB) be a local contact algebra and σ be a bounded clus-
ter in it (see 1.15). Then there exists b ∈ IB such that b∗ 6∈ σ.
Proof. Let b0 ∈ σ ∩ IB. Since b0 ≪ρ 1, (BC1) implies that there exists
b ∈ IB such that b0 ≪ρ b. Then b0(−ρ)b
∗ and since b0 ∈ IB, we obtain that
b0(−Cρ)b
∗. Thus b∗ 6∈ σ.
Notation 1.18 Let (X, τ) be a topological space. We denote by CR(X, τ)
the family of all compact regular closed subsets of (X, τ). We will often
write CR(X) instead of CR(X, τ).
If x ∈ X then we set:
σx = {F ∈ RC(X) | x ∈ F}.(4)
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Fact 1.19 ([24, 27]) Let (X, τ) be a locally compact Hausdorff space. Then:
(a) the triple
(RC(X, τ), ρ(X,τ), CR(X, τ))
(see 1.3 for ρ(X,τ)) is a complete local contact algebra; it is called a standard
local contact algebra;
(b) for every x ∈ X, σx is a bounded cluster in the standard local
contact algebra (RC(X, τ), ρ(X,τ), CR(X, τ)).
We will often use (even without citing it explicitly) the following well-
known assertion (see, e.g., [12, Theorem 3.3.2]):
Proposition 1.20 For every compact subspaceK of a locally compact space
X and every open set V ⊆ X that contains K there exists an open set U ⊆ X
such that K ⊆ U ⊆ cl(U) ⊆ V and cl(U) is compact.
For all notions and notations not defined here see [1, 18, 12, 22, 25].
2 The Generalization of De Vries Duality
Theorem
The next theorem was proved by Roeper [24] (but its particular cases con-
cerning compact Hausdorff spaces and NCAs were proved by de Vries [6]).
We will give a sketch of its proof; it follows the plan of the proof presented
in [27]. The notations and the facts stated here will be used later on.
Recall that if (A,≤) is a poset and B ⊆ A then B is said to be a dense
subset of A if for any a ∈ A \ {0} there exists b ∈ B \ {0} such that b ≤ a;
when (B,≤1) is a poset and f : A −→ B is a map, then we will say that f
is a dense map if f(A) is a dense subset of B.
Theorem 2.1 (P. Roeper [24] for locally compact spaces and de Vries [6]
for compact spaces)
(a) For any LCA (resp., NCA) (B, ρ, IB) there exists a locally compact
(resp., compact) Hausdorff space
X = Ψa(B, ρ, IB)
and a dense LCA-embedding λ(B,ρ,IB) : (B, ρ, IB) −→ (RC(X), ρX , CR(X))
(hence, if (B, ρ, IB) is a CLCA then λ(B,ρ,IB) is an LCA-isomorphism).
(b) There exists a bijective correspondence between the class of all (up to
isomorphism) CLCAs and the class of all (up to homeomorphism) locally
compact Hausdorff spaces; its restriction to the class of all (up to isomor-
phism) CNCAs gives a bijective correspondence between the later class and
the class of all (up to homeomorphism) compact Hausdorff spaces.
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Sketch of the Proof. (A) Let (X, τ) be a locally compact Hausdorff space.
We put
Ψt(X, τ) = (RC(X, τ), ρ(X,τ), CR(X, τ))(5)
(see 1.19 and 1.18 for the notations).
(B) Let (B, ρ, IB) be a local contact algebra. Let C = Cρ be the Alexandroff
extension of ρ (see 1.14). Then, by 1.14, (B,C) is a normal contact algebra.
Put X = Clust(B,C) and let T be the topology on X having as a closed
base the family {λ(B,C)(a) | a ∈ B} where, for every a ∈ B,
λ(B,C)(a) = {σ ∈ X | a ∈ σ}.(6)
Sometimes we will write simply λB instead of λ(B,C).
Note that
X \ λB(a) = int(λB(a
∗)),(7)
the family {int(λB(a)) | a ∈ B} is an open base of (X,T)(8)
and, for every a ∈ B,
λB(a) ∈ RC(X,T).(9)
It can be proved that
λB : (B,C) −→ (RC(X), ρX) is a dense CA-embedding(10)
and hence,
when B is a complete Boolean algebra, λB is a CA-isomorphism.(11)
Further,
(X,T) is a compact Hausdorff space.(12)
(B1) Let 1 ∈ IB. Then C = ρ and IB = B, so that (B, ρ, IB) = (B,C,B) =
(B,C) is a normal contact algebra (see 1.12), and we put
Ψa(B, ρ, IB)(= Ψa(B,C,B) = Ψa(B,C)) = (X,T).(13)
(B2) Let 1 6∈ IB. Then, by Lemma 1.16, the set σ∞ = {b ∈ B | b 6∈ IB} is a
cluster in (B,C) and, hence, σ∞ ∈ X . Let L = X \ {σ∞}. Then
L is the set of all bounded clusters of (B, ρ, IB)(14)
(sometimes we will write L(B,ρ,IB) or LB instead of L); let the topology
τ(= τ(B,ρ,IB)) on L be the subspace topology, i.e. τ = T|L . Then (L, τ) is a
locally compact Hausdorff space. We put
Ψa(B, ρ, IB) = (L, τ).(15)
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Let
λl(B,ρ,IB)(a) = λ(B,Cρ)(a) ∩ L,(16)
for each a ∈ B. We will write simply λlB (or even λ(B,ρ,IB)) instead of λ
l
(B,ρ,IB)
when this does not lead to ambiguity. One can show that:
(I) L is a dense subset of the topological space X ;
(II) λlB is a dense Boolean monomorphism of the Boolean algebra B in the
Boolean algebra RC(L, τ) (and, hence, when B is complete, then λlB is a
Boolean isomorphism);
(III) b ∈ IB iff λlB(b) ∈ CR(L);
(IV) aρb iff λlB(a) ∩ λ
l
B(b) 6= ∅.
Hence, X is the Alexandroff (i.e. one-point) compactification of L and
λlB : (B, ρ, IB) −→ (RC(L), ρL, CR(L)) is a dense LCA-embedding;(17)
thus,
when (B, ρ, IB) is a CLCA then λlB is an LCA-isomorphism.(18)
Note also that for every b ∈ B,
intLB(λ
l
B(b)) = LB ∩ intX(λB(b)).(19)
Using (7) and (19), we get readily that for every b ∈ B,
L \ λlB(b) = intL(λ
l
B(b
∗)).(20)
(C) For every LCA (B, ρ, IB) and every a ∈ B, set
λ
g
(B,ρ,IB)(a) = λ(B,Cρ)(a) ∩Ψ
a(B, ρ, IB).(21)
We will write simply λgB instead of λ
g
(B,ρ,IB) when this does not lead to
ambiguity. Thus, when 1 ∈ IB, we have that λgB = λB, and if 1 6∈ IB then
λ
g
B = λ
l
B. Hence,
λ
g
B : (B, ρ, IB) −→ (Ψ
t ◦Ψa)(B, ρ, IB) is a dense LCA-embedding,(22)
and
when (B, ρ, IB) is a CLCA then λgB is an LCA-isomorphism.(23)
With the next assertion we specify (8):
{intΨa(B,ρ,IB)(λ
g
B(a)) | a ∈ IB} is an open base of Ψ
a(B, ρ, IB).(24)
Note that (10) and (IV) imply that if (B, ρ, IB) is an LCA then
aρb iff there exists σ ∈ Ψa(B, ρ, IB) such that a, b ∈ σ.(25)
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(D) Let (X, τ) be a compact Hausdorff space. Then it can be proved that
the map
t(X,τ) : (X, τ) −→ Ψ
a(Ψt(X, τ)),(26)
defined by t(X,τ)(x) = {F ∈ RC(X, τ) | x ∈ F}(= σx), for all x ∈ X , is a
homeomorphism (we will also write simply tX instead of t(X,τ)).
Let (L, τ) be a non-compact locally compact Hausdorff space. Put
B = RC(L, τ), IB = CR(L, τ) and ρ = ρL. Then (B, ρ, IB) = Ψ
t(L, τ) and
1 6∈ IB (here 1 = L). It can be shown that the map
t(L,τ) : (L, τ) −→ Ψ
a(Ψt(L, τ)),(27)
defined by t(L,τ)(x) = {F ∈ RC(L, τ) | x ∈ F}(= σx), for all x ∈ L, is a
homeomorphism; we will often write simply tL instead of t(L,τ).
Therefore Ψa(Ψt(L, τ)) is homeomorphic to (L, τ) and when (B, ρ, IB)
is a CLCA then Ψt(Ψa(B, ρ, IB)) is LCA-isomorphic to (B, ρ, IB).
Note that (22) and (24) imply that if (B, ρ, IB) is an LCA, X =
Ψa(B, ρ, IB) and (A, η, IB′) = λgB(B, ρ, IB) then for every a ∈ RC(X),
a =
∨
{b ∈ IB′ | b≪ρX a}.(28)
In particular, for every a ∈ B,
a =
∨
{b ∈ IB | b≪ρ a}.(29)
In [9], a description of the frame of all open subsets of a locally compact
Hausdorff space X in terms of the corresponding to it CLCA Ψt(X) is given
(see (5) for the notation Ψt). Since we need this description, we will recall
it. In order to make the paper more self-contained, we will even give the
necessary proofs.
Definition 2.2 ([9]) Let (A, ρ, IB) be an LCA. An ideal I of A is called a
δ-ideal if I ⊆ IB and for any a ∈ I there exists b ∈ I such that a≪ρ b. If I1
and I2 are two δ-ideals of (A, ρ, IB) then we put I1 ≤ I2 iff I1 ⊆ I2. We will
denote by (I(A, ρ, IB),≤) the poset of all δ-ideals of (A, ρ, IB).
Fact 2.3 ([9]) Let (A, ρ, IB) be an LCA. Then, for every a ∈ A, the set
Ia = {b ∈ IB | b ≪ρ a} is a δ-ideal. Such δ-ideals will be called principal
δ-ideals.
Recall that a frame is a complete lattice L satisfying the infinite dis-
tributive law a ∧
∨
S =
∨
{a ∧ s | s ∈ S}, for every a ∈ L and every
S ⊆ L.
Fact 2.4 ([9]) Let (A, ρ, IB) be an LCA. Then the poset (I(A, ρ, IB),≤) of
all δ-ideals of (A, ρ, IB) (see 2.2) is a frame.
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Proof. It is well known that the set Idl(A) of all ideals of a distributive
lattice forms a frame under the inclusion ordering (see, e.g., [18]). It is easy
to see that the join in (Idl(A),⊆) of a family of δ-ideals is a δ-ideal and
hence it is the join of this family in (I(A, ρ, IB),≤). The meet in (Idl(A),⊆)
of a finite family of δ-ideals is also a δ-ideal and hence it is the meet of this
family in (I(A, ρ, IB),≤). Therefore, (I(A, ρ, IB),≤) is a frame. Note that
the meet of an infinite family of δ-ideals in (I(A, ρ, IB),≤) is not obliged to
coincide with the meet of the same family in (Idl(A),⊆).
Theorem 2.5 ([9]) Let (A, ρ, IB) be an LCA, X = Ψa(A, ρ, IB) and O(X) be
the frame of all open subsets of X. Then there exists a frame isomorphism
ι : (I(A, ρ, IB),≤) −→ (O(X),⊆),
where (I(A, ρ, IB),≤) is the frame of all δ-ideals of (A, ρ, IB). The isomor-
phism ι sends the set PI(A, ρ, IB) of all principal δ-ideals of (A, ρ, IB) onto
the set of those regular open subsets of X whose complements are in λgA(A).
In particular, if (A, ρ, IB) is a CLCA, then ι(PI(A, ρ, IB)) = RO(X).
Proof. Let I be a δ-ideal. Put ι(I) =
⋃
{λgA(a) | a ∈ I}. Then ι(I) is
an open subset of X . Indeed, for every a ∈ I there exists b ∈ I such
that a ≪ b. Then λgA(a) ⊆ intX(λ
g
A(b)) ⊆ λ
g
A(b) ⊆ ι(I). Hence ι(I) is
an open subset of X . Therefore ι is a function from I(A, ρ, IB) to O(X).
Let U ∈ O(X). Set IBU = {b ∈ IB | λ
g
A(b) ⊆ U}. Then, using (24),
regularity of X and (III), it is easy to see that IBU is a δ-ideal of (A, ρ, IB)
and ι(IBU ) = U . Hence, ι is a surjection. We will show that ι is an injection
as well. Indeed, let I1, I2 ∈ I(A, ρ, IB) and ι(I1) = ι(I2). Set ι(I1) = W and
put IBW = {b ∈ IB | λ
g
A(b) ⊆ W}. Then, obviously, I1 ⊆ IBW . Further,
if b ∈ IBW then λ
g
A(b) ⊆ W and λ
g
A(b) is compact. Since I1 is a δ-ideal,
Ω = {int(λgA(a)) | a ∈ I1} is an open cover of W and, hence, of λ
g
A(b). Thus
there exists a finite subfamily {int(λgA(a1)), . . . , int(λ
g
A(ak))} of Ω such that
λ
g
A(b) ⊆
⋃
{λgA(ai) | i = 1, . . . , k} = λ
g
A(
∨
{ai | i = 1, . . . , k}). This implies
that b ≤
∨
{ai | i = 1, . . . , k} and hence b ∈ I1. So, we have proved
that I1 = IBW . Analogously we can show that I2 = IBW . Thus I1 = I2.
Therefore, ι is a bijection. It is obvious that if I1, I2 ∈ I(A, ρ, IB) and
I1 ≤ I2 then ι(I1) ⊆ ι(I2). Conversely, if ι(I1) ⊆ ι(I2) then I1 ≤ I2. Indeed,
if ι(Ii) = Wi, i = 1, 2, then, as we have already seen, Ii = IBWi , i = 1, 2;
since W1 ⊆ W2 implies that IBW1 ⊆ IBW2 , we get that I1 ≤ I2. So, ι :
(I(A, ρ, IB),≤) −→ (O(X),⊆) is an isomorphism of posets. This implies
that ι is also a frame isomorphism.
Let U be a regular open subset of X , F = X \ U and let there exists
a ∈ A such that F = λgA(a). Put IBU = {b ∈ IB | λ
g
A(b) ⊆ U}. Then, as we
have already seen, IBU is a δ-ideal and ι(IBU ) = U . Since F ∈ RC(X), we
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have that U = X \ F = int(F ∗) = int(λgA(a
∗)). Thus IBU = {b ∈ IB | b ≪ρ
a∗}. Hence IBU is a principal δ-ideal.
Conversely, if I is a principal δ-ideal then U = ι(I) is a regular open set
in X such that X \U ∈ λgA(A). Indeed, let a ∈ A and I = {b ∈ IB | b≪ρ a}.
It is enough to prove that X \U = λgA(a
∗). If b ∈ I then b(−ρ)a∗ and hence
λ
g
A(b)∩ λ
g
A(a
∗) = ∅. Thus U ⊆ X \ λgA(a
∗). If σ ∈ X \ λgA(a
∗) then, by (24),
there exists b ∈ IB such that σ ∈ λgA(b) ⊆ X \ λ
g
A(a
∗). Since, by (7) and
(20), X \ λgA(a
∗) = intX(λ
g
A(a)), we get that b ≪ρ a. Therefore b ∈ I and
hence σ ∈ U . This means that X \ λgA(a
∗) ⊆ U .
Definition 2.6 (De Vries [6]) LetHC be the category of all compact Haus-
dorff spaces and all continuous maps between them.
Let DVAL be the category whose objects are all complete NCAs and
whose morphisms are all functions ϕ : (A,C) −→ (B,C ′) between the
objects of DVAL satisfying the conditions:
(DVAL1) ϕ(0) = 0;
(DVAL2) ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b), for all a, b ∈ A;
(DVAL3) If a, b ∈ A and a≪C b, then (ϕ(a
∗))∗ ≪C′ ϕ(b);
(DVAL4) ϕ(a) =
∨
{ϕ(b) | b≪C a}, for every a ∈ A,
and let the composition “⋄” of two morphisms ϕ1 : (A1, C1) −→ (A2, C2)
and ϕ2 : (A2, C2) −→ (A3, C3) of DVAL be defined by the formula
ϕ2 ⋄ ϕ1 = (ϕ2 ◦ ϕ1)ˇ ,(30)
where, for every function ψ : (A,C) −→ (B,C ′) between two objects of
DVAL, ψˇ : (A,C) −→ (B,C ′) is defined as follows:
ψ (ˇa) =
∨
{ψ(b) | b≪C a},(31)
for every a ∈ A.
De Vries [6] proved the following duality theorem:
Theorem 2.7 ([6]) The categories HC and DVAL are dually equivalent.
In more details, let Φt : HC −→ DVAL be the contravariant functor de-
fined by Φt(X, τ) = (RC(X, τ), ρX), for every X ∈ |HC|, and Φ
t(f)(G) =
cl(f−1(int(G))), for every f ∈ HC(X, Y ) and every G ∈ RC(Y ), and let
Φa : DVAL −→ HC be the contravariant functor defined by Φa(A,C) =
Ψa(A,C), for every (A,C) ∈ |DVAL|, and Φa(ϕ)(σ′) = {a ∈ A | if b ∈ A
and b≪C a
∗ then (ϕ(b))∗ ∈ σ′}, for every ϕ ∈ DVAL((A,C), (B,C ′)) and
for every σ′ ∈ Clust(B,C ′); then λ : IdDVAL −→ Φ
t ◦Φa, where λ(A,C) =
λ(A,C) (see (6) and (11) for the notation λ(A,C)) for every (A,C) ∈ |DVAL|,
and t : IdHC −→ Φ
a ◦ Φt, where t(X) = tX (see (27) for the notation tX)
for every X ∈ |HC|, are natural isomorphisms.
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In [6], de Vries uses the regular open sets instead of regular closed sets,
as we do, so that we present here the translations of his definitions for the
case of regular closed sets.
Definition 2.8 We will denote by PLC the category of all locally compact
Hausdorff spaces and all perfect maps between them.
Let PAL be the category whose objects are all complete LCAs and
whose morphisms are all functions ϕ : (A, ρ, IB) −→ (B, η, IB′) between the
objects of PAL satisfying the following conditions:
(PAL1) ϕ(0) = 0;
(PAL2) ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b), for all a, b ∈ A;
(PAL3) If a ∈ IB, b ∈ A and a≪ρ b, then (ϕ(a
∗))∗ ≪η ϕ(b);
(PAL4) For every b ∈ IB′ there exists a ∈ IB such that b ≤ ϕ(a);
(PAL5) If a ∈ IB then ϕ(a) ∈ IB′;
(PAL6) ϕ(a) =
∨
{ϕ(b) | b≪Cρ a}, for every a ∈ A (see (3) for Cρ);
let the composition “∗” of two morphisms ϕ1 : (A1, ρ1, IB1) −→ (A2, ρ2, IB2)
and ϕ2 : (A2, ρ2, IB2) −→ (A3, ρ3, IB3) of PAL be defined by the formula
ϕ2 ∗ ϕ1 = (ϕ2 ◦ ϕ1)˜ ,(32)
where, for every function ψ : (A, ρ, IB) −→ (B, η, IB′) between two objects
of PAL, ψ˜ : (A, ρ, IB) −→ (B, η, IB′) is defined as follows:
ψ (˜a) =
∨
{ψ(b) | b≪Cρ a},(33)
for every a ∈ A.
By NAL we denote the full subcategory of PAL having as objects all
CNCAs (i.e., those CLCAs (A, ρ, IB) for which IB = A).
Note that the categories DVAL and NAL are isomorphic (it can
be even said that they are identical) because the axiom (PAL5) is tri-
vially fulfilled in the category DVAL (indeed, all elements of its objects
are bounded), the axiom (PAL4) follows immediately from the obvious fact
that ϕ(1) = 1 for every DVAL-morphism ϕ, and the compositions are the
same.
In [7], the following generalization of de Vries Duality Theorem was
proved:
Theorem 2.9 ([7]) The categories PLC and PAL are dually equivalent.
In more details, let Ψt : PLC −→ PAL and Ψa : PAL −→ PLC be the
contravariant functors extending the Roeper correspondences Ψt and Ψa (see
the proof of Theorem 2.1) to the corresponding morphisms in the following
way: Ψt(f)(G) = cl(f−1(int(G))), for every f ∈ PLC(X, Y ) and every
G ∈ RC(Y ), and Ψa(ϕ)(σ′) = {a ∈ A | if b ∈ A and b ≪Cρ a
∗ then
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(ϕ(b))∗ ∈ σ′}, for every ϕ ∈ PAL((A, ρ, IB), (B, η, IB′)) and for every σ′ ∈
Ψa(B, η, IB′); then λg : IdPAL −→ Ψ
t◦Ψa, where λg(A, ρ, IB) = λgA for every
(A, ρ, IB) ∈ |PAL| (see (23) for the notation λgA), and t : IdPLC −→ Ψ
a◦Ψt,
where t(X) = tX for every X ∈ |PLC| (see (27) for the notation tX), are
natural isomorphisms.
We are now going to generalize Theorem 2.9 (and hence, the de Vries
Duality Theorem as well).
Definition 2.10 LetHLC be the category of all locally compact Hausdorff
spaces and all continuous maps between them.
Let DLC be the category whose objects are all complete LCAs and
whose morphisms are all functions ϕ : (A, ρ, IB) −→ (B, η, IB′) between
the objects of DLC satisfying conditions (PAL1)-(PAL4) (which will be
denoted also by (DLCi) for i = 1÷ 4) and the following constrain:
(DLC5) ϕ(a) =
∨
{ϕ(b) | b ∈ IB, b≪ρ a}, for every a ∈ A;
let the composition “⋄” of two morphisms ϕ1 : (A1, ρ1, IB1) −→ (A2, ρ2, IB2)
and ϕ2 : (A2, ρ2, IB2) −→ (A3, ρ3, IB3) of DLC be defined by the formula
ϕ2 ⋄ ϕ1 = (ϕ2 ◦ ϕ1)ˇ ,(34)
where, for every function ψ : (A, ρ, IB) −→ (B, η, IB′) between two objects
of DLC, ψˇ : (A, ρ, IB) −→ (B, η, IB′) is defined as follows:
ψ (ˇa) =
∨
{ψ(b) | b ∈ IB, b≪ρ a},(35)
for every a ∈ A.
By DHC we denote the full subcategory of DLC having as objects
all CNCAs (i.e., those CLCAs (A, ρ, IB) for which IB = A).
(We used here the same notations as in Definition 2.6 for the compo-
sition between the morphisms of the category DLC and for the functions
of the type ψˇ because the NCAs can be regarded as those LCAs (A, ρ, IB)
for which A = IB, and hence the right sides of the formulas (35) and (31)
coincide in the case of NCAs.)
The fact that DLC is indeed a category will be proved in the next
section.
It is easy to show that condition (DLC3) in Definition 2.10 can be
replaced by the following one:
(DLC3’) If a, b ∈ IB and a≪ρ b, then (ϕ(a
∗))∗ ≪η ϕ(b).
Indeed, clearly, condition (DLC3) implies condition (DLC3’). Con-
versely, if a ∈ IB, b ∈ A and a ≪ρ b, then, by (BC1), there exists c ∈ IB
such that a ≪ρ c ≪ρ b. Now, using (DLC3’), we get that (ϕ(a
∗))∗ ≪η
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ϕ(c). Since, by condition (DLC2), ϕ is a monotone function, we get that
(ϕ(a∗))∗ ≪η ϕ(b). So, conditions (DLC2) and (DLC3’) imply condition
(DLC3).
Moreover, as we will see later, condition (DLC3) can be replaced even
with the following strong condition:
(DLC3S) If a, b ∈ A and a≪ρ b, then (ϕ(a
∗))∗ ≪η ϕ(b).
We will now prove a simple lemma (almost all of which is, in fact, from
[6] and [7]), where some immediate consequences of the axioms (DLC1)-
(DLC5) are listed:
Lemma 2.11 Let (A, ρ, IB) and (B, η, IB′) be CLCAs and ϕ : A −→ B be
a function between them. Then:
(a) If ϕ satisfies condition (DLC2) then ϕ is an order preserving function;
(b) If ϕ satisfies conditions (DLC1) and (DLC2) then ϕ(a∗) ≤ (ϕ(a))∗, for
every a ∈ A; hence, if ϕ satisfies conditions (DLC1)-(DLC3), then for every
a ∈ IB and every b ∈ A such that a≪ρ b, ϕ(a)≪η ϕ(b);
(c) If ϕ satisfies conditions (DLC2) and (DLC4) (or (DLC1) and (DLC3))
then ϕ(1A) = 1B;
(d) If ϕ satisfies condition (DLC2) then ϕˇ satisfies conditions (DLC2) and
(DLC5) (see (33) for ϕ )ˇ;
(e) If ϕ satisfies condition (DLC5) then ϕ = ϕ ;ˇ
(f) If ϕ satisfies condition (DLC2) then (ϕ )ˇˇ = ϕ ;ˇ
(g) If ϕ is a monotone function then, for every a ∈ A, ϕ (ˇa) ≤ ϕ(a).
Proof. The properties (a), (b), (e) and (g) are clearly fulfilled, and (f)
follows from (d) and (e).
(c) Using consecutively (a) and (DLC4), we get that ϕ(1A) ≥
∨
{ϕ(b) | b ∈
IB} ≥
∨
{b′ | b′ ∈ IB′} = 1B. Thus, ϕ(1A) = 1B. The assertion in brack-
ets can be obtained easily applying (DLC3) and (DLC1) to the inequality
0A ≪ρ 0A.
(d) By (a), for every a ∈ A, ϕ (ˇa) ≤ ϕ(a). Let a ∈ A. If c ∈ IB and c≪ρ a
then there exists dc ∈ IB such that c ≪ρ dc ≪ρ a; hence ϕ(c) ≤ ϕ (ˇdc).
Now, ϕ (ˇa) =
∨
{ϕ(c) | c ∈ IB, c ≪ρ a} ≤
∨
{ϕ (ˇdc) | c ∈ IB, c ≪ρ a} ≤∨
{ϕ (ˇe) | e ∈ IB, e ≪ρ a} ≤
∨
{ϕ(e) | e ∈ IB, e ≪ρ a} = ϕ (ˇa). Thus,
ϕ (ˇa) =
∨
{ϕ (ˇe) | e ∈ IB, e ≪ρ a}. So, ϕˇ satisfies (DLC5). Further, let
a, b ∈ A. Then ϕ (ˇa)∧ϕ (ˇb) =
∨
{ϕ(d)∧ϕ(e) | d, e ∈ IB, d≪ρ a, e≪ρ b} =∨
{ϕ(d ∧ e) | d, e ∈ IB, d ≪ρ a, e ≪ρ b} =
∨
{ϕ(c) | c ∈ IB, c ≪ρ a ∧ b} =
ϕ (ˇa ∧ b). So, (DLC2) is fulfilled.
Obviously, the assertions (a), (b) and (c) of the above lemma remain
true also in the case when (A, ρ, IB) and (B, η, IB′) are LCAs.
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As we shall prove in the next section, condition (DLC3) in Definition
2.10 can be also replaced by any of the following two constrains:
(LC3) If, for i = 1, 2, ai ∈ IB, bi ∈ A and ai ≪ρ bi, then ϕ(a1 ∨ a2) ≪η
ϕ(b1) ∨ ϕ(b2).
(LC3S) If, for i = 1, 2, ai, bi ∈ A and ai ≪ρ bi, then ϕ(a1 ∨ a2) ≪η ϕ(b1) ∨
ϕ(b2).
Now, we will only show that the following proposition holds:
Proposition 2.12 Conditions (DLC1)-(DLC3) in Definition 2.10 imply
condition (LC3).
Proof. Let, for i = 1, 2, ai ∈ IB, bi ∈ A and ai ≪ρ bi. Then, by (DLC3),
(ϕ(a∗i ))
∗ ≪η ϕ(bi), where i = 1, 2. Hence (ϕ(bi))
∗ ≪η ϕ(a
∗
i ), for i =
1, 2. Thus, using consecutively (DLC2) and Lemma 2.11(b), we get that
(ϕ(b1))
∗∧ (ϕ(b2))
∗ ≪η ϕ(a
∗
1)∧ϕ(a
∗
2) = ϕ(a
∗
1 ∧ a
∗
2) = ϕ((a1∨ a2)
∗) ≤ (ϕ(a1∨
a2))
∗. Therefore, ϕ(a1 ∨ a2)≪η ϕ(b1) ∨ ϕ(b2).
Remark 2.13 Obviously, condition (LC3) implies the second assertion of
Lemma 2.11(b).
Theorem 2.14 (Main Theorem) The categories HLC and DLC are du-
ally equivalent. In more details, let
Λt : HLC −→ DLC and Λa : DLC −→ HLC
be the contravariant functors extending, respectively, the Roeper correspon-
dences Ψt : |HLC| −→ |DLC| and Ψa : |DLC| −→ |HLC| (see (5), (13)
and (15) for the notations) to the corresponding morphisms of the categories
HLC and DLC in the following way:
Λt(f)(G) = cl(f−1(int(G))),
for every f ∈ HLC(X, Y ) and every G ∈ RC(Y ), and
Λa(ϕ)(σ′) ∩ IB = {a ∈ IB | if b ∈ A and a≪ρ b then ϕ(b) ∈ σ
′},
for every ϕ ∈ DLC((A, ρ, IB), (B, η, IB′)) and for every σ′ ∈ Λa(B, η, IB′);
then
λg : IdDLC −→ Λ
t ◦ Λa, where λg(A, ρ, IB) = λgA
for every (A, ρ, IB) ∈ |DLC| (see (23) for the notation λgA), and
tl : IdHLC −→ Λ
a ◦ Λt, where tl(X) = tX
for every X ∈ |HLC| (see (27) for the notation tX), are natural isomor-
phisms.
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The proof of this theorem will be presented in the next section.
It is clear that the categories DHC and DVAL (see 2.10 and 2.6 for
their definitions) are isomorphic (it can be even said that they are identi-
cal). Hence, using the fact that compact spaces correspond to CNCAs and
conversely (see Theorem 2.1), we get, by Theorem 2.14, that the categories
DVAL and HC are dually equivalent. Moreover, the definitions of the cor-
responding duality functors coincide. Indeed, it is obvious that the defini-
tions of the contravariant functor Φt and the restriction of the contravariant
functor Λt to the subcategory HC of the category HLC coincide. Further,
we need to show that the contravariant functor Φa and the restriction of
the contravariant functor Λa to the subcategoryDHC of the categoryDLC
coincide. Let ϕ ∈ DHC((A, ρ, A), (B, η, B))(= DVAL((A, ρ), (B, η))) and
σ′ ∈ Ψa(B, η, B). Then set σΦ = Φ
a(ϕ)(σ′) = {a ∈ A | (∀b ∈ A)[(b ≪
a∗) → ((ϕ(b))∗ ∈ σ′)]}. Obviously, σΦ = {a ∈ A | (∀b ∈ A)[(a ≪ b) →
((ϕ(b∗))∗ ∈ σ′)]}. Set σΛ = Λ
a(ϕ)(σ′) = {a ∈ A | (∀b ∈ A)[(a ≪ b) →
(ϕ(b) ∈ σ′)]}. Then σΛ ⊆ σΦ. Indeed, by Lemma 2.11(b), ϕ(b
∗) ≤ (ϕ(b))∗;
hence ϕ(b) ≤ (ϕ(b∗))∗; therefore, if a ∈ σΛ then a ∈ σΦ. Now, Fact 1.7
implies that σΛ = σΦ. Thus, de Vries Duality Theorem is a corollary of
Theorem 2.14.
Definition 2.15 Let PDLC be the subcategory of the category DLC
whose objects are all CLCAs and whose morphisms are allDLC-morphisms
satisfying condition (PAL5).
We will now show that the categories PDLC and PAL are isomorphic
(it can be even said that they are identical).
Lemma 2.16 Let (A, ρ, IB) and (B, η, IB′) be CLCAs and ψ : A −→ B
satisfy conditions (DLC2), (DLC4). Then, for every a ∈ A, ψ (ˇa) = ψ (˜a).
(See (35) and (33) for the notations ψˇ and ψ .˜)
Proof. Obviously, if b ∈ IB and b≪ρ a then b≪Cρ a. Thus, ψ (ˇa) ≤ ψ (˜a).
Let now b ∈ A and b ≪Cρ a. Then b ≪ρ a. We have, by (29), that
ψ(b) =
∨
{c ′ ∈ IB′ | c ′ ≪η ψ(b)}. Let c
′ ∈ IB′ and c ′ ≪η ψ(b). Then, by
(DLC4), there exists c ∈ IB such that c ′ ≤ ψ(c). Now, (DLC2) implies that
c ′ ≤ ψ(b∧ c). Set d = b∧ c. Then d ∈ IB, d ≤ b≪ρ a (and, hence, d≪ρ a),
c ′ ≤ ψ(d) ≤ ψ (ˇa). Thus, ψ(b) ≤ ψ (ˇa). We conclude that ψ (˜a) ≤ ψ (ˇa).
So, ψ (ˇa) = ψ (˜a).
Remark 2.17 The proof of Lemma 2.16 shows even that ψ (ˇa) = ψ (˜a) =∨
{ψ(b) | b≪ρ a}.
Corollary 2.18 The system of axioms (PAL1)-(PAL6) is equivalent to the
system of axioms (PAL1)-(PAL5), (DLC5).
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Corollary 2.19 The compositions in PAL and PDLC coincide.
Proof. Let ϕ1, ϕ2 be PAL-morphisms. We have to show that ϕ2 ∗ ϕ1 =
ϕ2 ⋄ϕ1. Set ψ = ϕ2 ◦ϕ1. Then, using 2.11(a), one obtains immediately that
ψ satisfies conditions (DLC2), (DLC4). Now we can apply 2.16.
All this proves the following assertion:
Proposition 2.20 The categories PAL and PDLC are isomorphic.
We will now show, using our Main Theorem, that the categories
PDLC andPLC are dually equivalent. In this way, we will obtain Theorem
2.9 as a corollary of Theorem 2.14.
Theorem 2.21 The categories PLC and PDLC are dually equivalent.
Proof. We will show that the restriction to the subcategory PDLC of the
category DLC of the duality functor Λa : DLC −→ HLC, constructed in
Theorem 2.14, is the desired duality functor between the categories PDLC
and PLC.
Let f ∈ PLC(X, Y ). Then, by Theorem 2.14, ϕf = Λ
t(f) is an
element of the set DLC((RC(Y ), ρY , CR(Y )), (RC(X), ρX , CR(X))). We
will show that ϕf is a PDLC-morphism, i.e. that ϕf satisfies, in addition,
condition (PAL5). So, let G ∈ CR(Y ). Then ϕf (G) = clX(f
−1(int(G)))
(see Theorem 2.14), and hence ϕf(G) ⊆ f
−1(G). Since f is a perfect map,
f−1(G) is a compact subset of X . Thus ϕf(G) ∈ CR(X). Therefore,
condition (PAL5) is fulfilled.
Let now ϕ ∈ PDLC((A, ρ, IB), (B, η, IB′)) and fϕ = Λ
a(ϕ) (see Theo-
rem 2.14). Let X = Ψa(A, ρ, IB) and Y = Ψa(B, η, IB′). Then, by Theorem
2.14, fϕ : Y −→ X is a continuous map. We will show that fϕ is a perfect
map. Let us first prove that for every a ∈ IB, f−1ϕ (λ
g
A(a)) is a compact
subset of Y . Indeed, let a ∈ IB. Then, by condition (BC1) (see 1.11), there
exists b ∈ IB such that a ≪ρ b. We will show that f
−1
ϕ (λ
g
A(a)) ⊆ λ
g
B(ϕ(b)).
So, let σ′ ∈ f−1ϕ (λ
g
A(a)). Then fϕ(σ
′) ∈ λgA(a). Hence a ∈ IB ∩ fϕ(σ
′). This
implies, by Theorem 2.14, that ϕ(b) ∈ σ′. Thus σ′ ∈ λgB(ϕ(b)). Since, by
(PAL5), ϕ(b) ∈ IB′, we have that λgB(ϕ(b)) is compact. Hence f
−1
ϕ (λ
g
A(a)) is
compact. So, for every a ∈ IB, f−1ϕ (λ
g
A(a)) is a compact subset of Y . Now,
using the fact that the family {int(λgA(a)) | a ∈ IB} is an open base of X , we
conclude that f−1ϕ (K) is compact for every compact subset K of X . Then
the local compactness of X implies that fϕ is a perfect map. Therefore, we
have proved that fϕ ∈ PLC(Y,X).
The rest follows from Theorem 2.14.
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Notation 2.22 We will denote by CHLC the full subcategory of the ca-
tegory HLC whose objects are all connected locally compact Hausdorff
spaces, and by CDLC the full subcategory of the category DLC whose
objects are all connected CLCAs.
Theorem 2.23 The categories CHLC and CDLC are dually equivalent.
Proof. It follows immediately from Theorem 2.14 and Fact 1.5.
Finally, we will show that the categories SkeLC and DSkeLC, in-
troduced in the paper [8] in which the Fedorchuk Duality Theorem [13]
is generalized, are (non full) subcategories of the categories, respectively,
HLC and DLC and the restrictions of the duality functors Λa and Λt to
them coincide with the corresponding duality functors described in [8].
Let us first formulate Fedorchuk Duality Theorem. We will need the
following definition: a continuous map f : X −→ Y is called quasi-open
([20]) if for every non-empty open subset U of X , int(f(U)) 6= ∅ holds.
We will denote by SkeC the category of all compact Hausdorff spaces
and all quasi-open maps between them.
Let DSkeC be the category whose objects are all complete normal
contact algebras and whose morphisms ϕ : (A,C) −→ (B,C ′) are all com-
plete Boolean homomorphisms ϕ : A −→ B satisfying the following condi-
tion:
(F1) For all a, b ∈ A, ϕ(a)C ′ϕ(b) implies aCb.
Theorem 2.24 (Fedorchuk [13]) The categories SkeC and DSkeC are du-
ally equivalent.
We are now going to formulate a generalization (presented in [8]) of
the last theorem.
Let ϕ : A −→ B be an order-preserving map between posets. Then
a map ϕΛ : B −→ A is called a left adjoint to ϕ if it is the unique order-
preserving map such that, for all a ∈ A and all b ∈ B, b ≤ ϕ(a) iff ϕΛ(b) ≤ a
(i.e. the pair (ϕΛ, ϕ) forms a Galois connection between posets B and A).
Recall that a function f : X −→ Y is called skeletal ([21]) if
int(f−1(cl(V ))) ⊆ cl(f−1(V ))(36)
for every open subset V of Y .
Let SkeLC be the category of all locally compact Hausdorff spaces
and all continuous skeletal maps between them.
Let DSkeLC be the category whose objects are all complete local
contact algebras and whose morphisms ϕ : (A, ρ, IB) −→ (B, η, IB′) are all
complete Boolean homomorphisms ϕ : A −→ B satisfying the following
conditions:
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(L1) ∀a, b ∈ A, ϕ(a)ηϕ(b) implies aρb;
(L2) b ∈ IB′ implies ϕΛ(b) ∈ IB (where ϕΛ is the left adjoint to ϕ).
Let us note that (L1) is equivalent to the following condition:
(EL1) ∀a, b ∈ B, aηb implies ϕΛ(a)ρϕΛ(b).
Theorem 2.25 ([8]) The categories SkeLC and DSkeLC are dually equi-
valent. In more details, let
Ψt1 : SkeLC −→ DSkeLC and Ψ
a
1 : DSkeLC −→ SkeLC
be two contravariant functors extending the Roeper correspondences Ψt and
Ψa (see the proof of Theorem 2.1) to the corresponding morphisms in the
following way: Ψt1(f)(G) = cl(f
−1(int(G))), for every f ∈ SkeLC(X, Y )
and every G ∈ RC(Y ), and for every ϕ ∈ DSkeLC((A, ρ, IB), (B, η, IB′))
and for every bounded ultrafilter u in B (see 1.15)
Ψa1(ϕ)(σu) = σϕ−1(u),(37)
where σϕ−1(u) is a cluster in (A,Cρ) (see 1.13, (2) and 1.9 for Cρ and σu, and
note that, by 1.8, any bounded cluster σ in (B, η, IB′) can be written in the
form σu for some bounded ultrafilter u in B); then λ
g : IdDSkeLC −→ Ψ
t
1 ◦
Ψa1, where λ
g(A, ρ, IB) = λgA, for every (A, ρ, IB) ∈ |DSkeLC| (see (23) for
the notation λgA), and t : IdSkeLC −→ Ψ
a
1 ◦Ψ
t
1, where t(X) = tX , for every
X ∈ |SkeLC| (see (27) for the notation tX), are natural isomorphisms.
Now we will prove the following proposition.
Proposition 2.26 The categories SkeLC andDSkeLC are (non full) sub-
categories of, respectively, HLC and DLC. The restriction of the con-
travariant functor Λa (respectively, Λt) to the subcategory DSkeLC (resp.,
SkeLC) coincides with the contravariant functor Ψa1 (resp., Ψ
t
1).
Proof. Obviously, the category SkeLC is a subcategory of the category
HLC and the restriction of the contravariant functor Λt to the subcategory
SkeLC coincides with the contravariant functor Ψt1.
Let ϕ ∈ DSkeLC((A, ρ, IB), (B, η, IB′)). Then, clearly, ϕ satisfies con-
ditions (DLC1) and (DLC2). Let a, b ∈ A and a ≪ρ b. Then a(−ρ)b
∗.
Hence, by (L1), ϕ(a)(−η)ϕ(b∗). Since ϕ is a Boolean homomorphism, we
have that ϕ(b∗) = (ϕ(b))∗ and (ϕ(a∗))∗ = ϕ(a). Thus, (ϕ(a∗))∗ ≪η ϕ(b).
Therefore, condition (DLC3) is satisfied. Let now b ∈ IB′. Then, by (L2),
ϕΛ(b) ∈ IB. Set a = ϕΛ(b). Since ϕΛ is a left adjoint to ϕ, we get that
b ≤ ϕ(a). So, condition (DLC4) is checked. Finally, let a ∈ A. Then
a =
∨
{b ∈ IB | b≪ρ a}. Since ϕ is a complete Boolean homomorphism, we
conclude that ϕ(a) =
∨
{ϕ(b) | b ∈ IB, b ≪ρ a}. Thus, condition (DLC5)
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is satisfied. So, every DSkeLC-morphism is a DLC-morphism. Since the
composition ϕ2 ◦ ϕ1 of two Boolean homomorphisms is a complete Boolean
homomorphism, Lemma 2.11(e) implies that (ϕ2 ◦ ϕ1)ˇ = ϕ2 ◦ ϕ1. Hence,
ϕ2 ⋄ϕ1 = ϕ2 ◦ϕ1. Therefore, the category DSkeLC is a subcategory of the
category DLC.
Let ϕ ∈ DSkeLC((A, ρ, IB), (B, η, IB′)) and u be a bounded ultrafilter
in B. Then, as it is proved in [8], σϕ−1(u) is a bounded cluster in (A, ρ, IB).
We have that Ψa1(ϕ)(σu) = σϕ−1(u) and Λ
a(ϕ)(σu) ∩ IB = {a ∈ IB | if b ∈
A and a ≪ρ b then ϕ(b) ∈ σu}. According to Corollary 3.3 (see below),
Ψa1(ϕ)(σu) = Λ
a(ϕ)(σu) iff IB ∩Ψ
a
1(ϕ)(σu) = IB ∩Λ
a(ϕ)(σu). Thus, we have
to show that
IB ∩ σϕ−1(u) = {a ∈ IB | if b ∈ A and a≪ρ b then ϕ(b) ∈ σu}.(38)
So, let a ∈ IB ∩ σϕ−1(u). Suppose that there exists b ∈ A such that
a ≪ρ b and ϕ(b) 6∈ σu. Then ϕ(b) 6∈ u. Hence (ϕ(b))
∗ ∈ u, i.e. ϕ(b∗) ∈ u.
Thus b∗ ∈ ϕ−1(u). Since a(−ρ)b∗, we get a contradiction.
Conversely, let a ∈ IB and for all b ∈ A such that a≪ρ b, we have that
ϕ(b) ∈ σu. We have to prove that a ∈ σϕ−1(u), i.e. that aρb for all b ∈ ϕ
−1(u).
Suppose that there exists b0 ∈ ϕ
−1(u) such that a(−ρ)b0. Then ϕ(b0) ∈ u
and a ≪ρ b
∗
0. By (BC1), there exists a1 ∈ IB such that a ≪ρ a1 ≪ρ b
∗
0.
Hence a1(−ρ)b0 and b0 ≤ a
∗
1. Then ϕ(b0) ≤ ϕ(a
∗
1) and thus ϕ(a
∗
1) ∈ u. Since
ϕ(a∗1) = (ϕ(a1))
∗, we get that ϕ(a1) 6∈ u. We have that ϕ(a1) ∈ σu (because
a≪ρ a1). Let c0 ∈ u∩IB
′. Then c0∧ϕ(b0) ∈ u∩IB
′. Thus ϕ(a1)η(c0∧ϕ(b0)).
Therefore ϕ(a1)ηϕ(b0). Then, by (EL1), ϕΛ(ϕ(a1))ρϕΛ(ϕ(b0)). Since, for
every c ∈ A, ϕΛ(ϕ(c)) ≤ c, we obtain that a1ρb0, a contradiction. So, the
equality (38) is established. This completes the proof.
3 The Proof of the Main Theorem
The proof of Theorem 2.14, which is our main theorem, will be divided
in several lemmas, propositions, facts and remarks. The plan of it is the
following: we begin with some preparatory assertions; after that we show
that DLC is indeed a category; the crucial step in the proof of this fact is to
show that any function between CLCAs, which satisfies conditions (DLC1)-
(DLC5), satisfies condition (DLC3S) as well; this statement is obtained as
a corollary of some other assertions which are also used later on in the last
portion of the proof where the construction of the desired duality between
the categories DLC and HLC is presented.
We start with some simple, but important for our proof, propositions
about (bounded) clusters in LCAs.
Proposition 3.1 ([8]) Let (A, ρ, IB) be an LCA. If u is an ultrafilter in A
and σu ∩ IB 6= ∅, then u ∩ IB 6= ∅.
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Proof. By Fact 1.17, there exists a ∈ IB such that a∗ 6∈ σu. Then a ∈ u∩ IB.
Proposition 3.2 Let (A, ρ, IB) be an LCA and σ be a bounded cluster in
it. Then:
(a) If a ∈ σ then there exists c ∈ IB ∩ σ such that c ≤ a;
(b) (∀a ∈ A)[(a 6∈ σ)↔ ((∃b ∈ IB ∩ σ)(b≪ρ a
∗))];
(c) σ = {a ∈ A | aρ(σ ∩ IB)}.
Proof. (a) By Theorem 1.8, there exists an ultrafilter u in A such that a ∈ u
and σ = σu. Then u ⊆ σ. Since σ ∩ IB 6= ∅, Proposition 3.1 implies that
there exists a1 ∈ u∩ IB. Set c = a∧ a1. Then c ∈ u∩ IB ⊆ σ∩ IB and c ≤ a.
(b) Let a 6∈ σ. Then, by 1.10, there exists c ∈ A such that c 6∈ σ and
a≪Cρ c. Then c
∗ ≪ρ a
∗ and c∗ ∈ σ. Hence, by (a), there exists b ∈ IB ∩ σ
such that b≪ρ a
∗. Conversely, if there exists b ∈ IB ∩ σ such that b≪ρ a
∗,
then b≪Cρ a
∗. Therefore, a 6∈ σ.
(c) This is just another form of (b).
Corollary 3.3 Let (A, ρ, IB) be an LCA and σ1, σ2 be two clusters in
(A, ρ, IB) such that IB ∩ σ1 = IB ∩ σ2. Then σ1 = σ2.
Proof. By 1.16, σ∞ = A \ IB is a cluster in (A,Cρ). Hence, if IB ∩ σ1 =
IB∩σ2 = ∅, then σi ⊆ σ∞, for i = 1, 2. Now, 1.7 implies that σ1 = σ∞ = σ2.
Let IB ∩ σ1 6= ∅. Then our assertion follows from Proposition 3.2(c).
Recall that if A is a lattice then an element p ∈ A \ {1} is called
a prime element of A if for each a, b ∈ A, a ∧ b ≤ p implies that a ≤ p
or b ≤ p. We will now show that if (A, ρ, IB) is a CLCA then the prime
elements of I(A, ρ, IB) are in a bijective correspondence with the bounded
clusters in (A, ρ, IB). The existence of such a bijection follows immediately
from Roeper’s Theorem 2.1, our Theorem 2.5 and localic duality (see, e.g.,
[18]). We will present here an explicit formula for this bijection which will
be very useful later on.
Proposition 3.4 Let σ be a bounded cluster in an LCA (A, ρ, IB). Then
I = IB \ σ is a prime element of the frame I(A, ρ, IB) (see 2.2 for this
notation).
Proof. We have that I 6= IB because σ∩ IB 6= ∅. Since σ is an upper set, we
get that I is a lower set. Let a, b ∈ I. Suppose that a ∨ b ∈ σ. Then a ∈ σ
or b ∈ σ, a contradiction. Hence, a ∨ b ∈ I. So, I is an ideal. Let a ∈ I.
Then a 6∈ σ. By 1.10, there exists c ∈ A such that c 6∈ σ and a ≪Cρ c.
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Thus a ≪ρ c. By (BC1), there exists b ∈ IB such that a ≪ρ b ≪ρ c. Then
b 6∈ σ, i.e. b ∈ I and a≪ρ b. So, I is a δ-ideal. Let J1, J2 ∈ I(A, ρ, IB) and
J1 ∩ J2 ⊆ I. Suppose that, for i = 1, 2, there exists ai ∈ Ji \ I. Since, for
i = 1, 2, Ji is a δ-ideal, there exists bi ∈ Ji such that ai ≪ρ bi, and hence
ai ≪Cρ bi; thus b
∗
i 6∈ σ. Then b
∗
1 ∨ b
∗
2 6∈ σ. Therefore, b1 ∧ b2 ∈ σ ∩ I. Since
σ ∩ I = ∅, we get a contradiction. All this shows that I is a prime element
of the frame I(A, ρ, IB).
Proposition 3.5 Let (A, ρ, IB) be an LCA and I be a prime element of the
frame I(A, ρ, IB). Then the set V = {a ∈ IB | (∃b ∈ IB \ I)(b ≪ρ a)} is a
filter in IB.
Proof. Set S = IB \ I. Then S is a non-void upper set in IB. Thus, V ⊆ S.
If a ∈ S then, by (BC1), there exists b ∈ IB such that a≪ρ b. Then b ∈ V ,
i.e. V 6= ∅. Obviously, 0 6∈ V and V is an upper set in IB. Let a, b ∈ V and
suppose that a∧b 6∈ V . Then, for every c ∈ S, c 6≪ρ a∧b. Hence Ia∩Ib ⊆ I
(see 2.3 for the notations). Thus, Ia ⊆ I or Ib ⊆ I. Let, e.g., Ia ⊆ I. Since
a ∈ V , there exists c ∈ S such that c≪ρ a. Then c ∈ Ia ∩ S ⊆ I ∩ S = ∅, a
contradiction. Therefore, a ∧ b ∈ V . So, V is a filter in IB.
Proposition 3.6 Let (A, ρ, IB) be an LCA and I be a prime element of the
frame I(A, ρ, IB). Then there exists a unique cluster σ in (A, ρ, IB) such that
σ ∩ IB = IB \ I; moreover, σ = {a ∈ A | aρ(IB \ I)}. (In this case we will
say that σ is generated by I.)
Proof. By Proposition 3.5, the set V defined there is a filter in IB. Hence,
V 6= ∅ and V is a filter-base in A. Let F be the filter in A generated by the
filter-base V . Then F ∩IB = V and hence F ∩I = ∅. Now, the famous Stone
Separation Theorem (see, e.g., [18]) implies that there exists an ultrafilter
u in A such that F ⊆ u and u ∩ I = ∅. Set σ = σu (see Theorem 1.9 for
the notation σu). Then σ is a cluster in (A, ρ, IB) (i.e., σ is a cluster in the
NCA (A,Cρ)) and σ = {a ∈ A | aCρb for every b ∈ u}. Since F ⊆ u ⊆ σ,
we have that V ⊆ σ ∩ IB. Let us show that σ ∩ I = ∅. Indeed, suppose that
a ∈ σ ∩ I. Since I is a δ-ideal, there exists b ∈ I such that a ≪ρ b. Then,
obviously, b ∈ σ ∩ I. We have that a(−ρ)b∗ and a ∈ IB. Hence a(−Cρ)b
∗.
Since u ⊆ σ and a ∈ σ, we get that b∗ 6∈ u. Thus b ∈ u, i.e. b ∈ u ∩ I,
a contradiction. So, σ ∩ I = ∅, i.e. σ ∩ IB ⊆ S = IB \ I. We will now
prove that σ ∩ IB = S. Indeed, suppose that there exists a ∈ S \ σ. Then
there exists b ∈ u such that a(−ρ)b. Hence a ≪ρ b
∗. Now, (BC1) implies
that there exists c ∈ IB such that a ≪ρ c ≪ρ b
∗. Then c ∈ V and c ≤ b∗.
Thus c ∧ b = 0, which means that c 6∈ u. Since V ⊆ u and c ∈ V , we get a
contradiction. So, σ ∩ IB = S. Finally, Corollary 3.3 implies the uniqueness
of σ and the formula σ = {a ∈ A | aρ(IB \ I)} follows from 3.2(c).
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Corollary 3.7 For any LCA (A, ρ, IB), there exists a bijective correspon-
dence between the bounded clusters in (A, ρ, IB) and the prime elements of
the frame I(A, ρ, IB) (see 2.2 for this notation).
Proof. It follows from 3.4 and 3.6.
Remark 3.8 If (A, ρ, IB) is an LCA, then it is easy to see that every prime
ideal J of IB (i.e. J is an ideal, J 6= IB and (∀a, b ∈ IB)[(a ∧ b ∈ J)→ (a ∈
J or b ∈ J)]) which is a δ-ideal (shortly, prime δ-ideal) is a prime element
of the frame I(A, ρ, IB). However, in contrast to the case of ideals of a
lattice (where the prime elements of the frame of all ideals of this lattice are
precisely the prime ideals of the lattice), the prime elements of the frame
I(A, ρ, IB) need not be prime δ-ideals of IB. Indeed, let I be a prime element
of I(A, ρ, IB) and a prime ideal of IB; then IB \ I is a filter in IB; thus the
cluster σ generated by I (see 3.6) has the property that σ∩IB is a filter. Let
X = Ψa(A, ρ, IB) and suppose that A is complete. Then λgA(IB) = CR(X)
and σ ∈ X . Let F,G ∈ CR(X) and σ ∈ F ∩ G. There exist a, b ∈ IB such
that F = λgA(a) and G = λ
g
A(b). Thus a, b ∈ σ ∩ IB. Therefore a ∧ b ∈ σ.
Then σ ∈ λgA(a∧ b) = λ
g
A(a)∧λ
g
A(b) = F ∧G. Hence, int(F ∩G) 6= ∅. So, if
F,G ∈ CR(X) and σ ∈ F ∩G then int(F ∩G) 6= ∅. Obviously, the points
of the real line R with its natural topology have not this property. Thus the
CLCA (RC(R), ρR, CR(R)) is such that no one prime element of the frame
I(RC(R), ρR, CR(R)) is a prime ideal of CR(R).
Notations 3.9 Let (A, ρ, IB) and (B, η, IB′) be LCAs, ϕ : A −→ B be a
function and σ′ be a cluster in (B, η, IB′). Then we set:
• Sσ′ = {a ∈ IB | (∀b ∈ A)[(a≪ρ b)→ (ϕ(b) ∈ σ
′)]};
• Vσ′ = {a ∈ IB | (∃b ∈ Sσ′)(b≪ρ a)};
• Jσ′ = IB \ Sσ′ .
Fact 3.10 Let (A, ρ, IB) and (B, η, IB′) be LCAs and ϕ : A −→ B be a
function satisfying conditions (DLC1)-(DLC3). Then, for every cluster σ′
in (B, η, IB′), Sσ′ = {a ∈ IB | (∀b ∈ A)[(a≪ρ b)→ ((ϕ(b
∗))∗ ∈ σ′)]}.
Proof. Let a ∈ Sσ′ , b ∈ A and a ≪ρ b. Then ϕ(b) ∈ σ
′. Since, by Lemma
2.11(b), ϕ(b) ≤ (ϕ(b∗))∗, we get that (ϕ(b∗))∗ ∈ σ′. Thus a ∈ R = {a ∈
IB | (∀b ∈ A)[(a ≪ρ b) → ((ϕ(b
∗))∗ ∈ σ′)]}. Conversely, let a ∈ R, b ∈ A
and a ≪ρ b. Then, by (BC1), there exists c ∈ IB such that a ≪ρ c ≪ρ b.
Since a ∈ R and a ≪ρ c, we get that (ϕ(c
∗))∗ ∈ σ′. Further, by (DLC3),
(ϕ(c∗))∗ ≪η ϕ(b). Hence, ϕ(b) ∈ σ
′. Therefore, a ∈ Sσ′ . So, Sσ′ = R.
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Lemma 3.11 Let (A, ρ, IB) and (B, η, IB′) be LCAs, ϕ : A −→ B be a func-
tion satisfying conditions (DLC1)-(DLC3) (or conditions (DLC1), (DLC2),
(LC3)), and σ′ be a cluster in (B, η, IB′). Then Jσ′ is a δ-ideal of (A, ρ, IB).
If σ′ is a bounded cluster in (B, η, IB′) and ϕ satisfies, in addition, condition
(DLC4), then Jσ′ is a prime element of the frame I(A, ρ, IB) (see 2.2 for
this notation).
Proof. Obviously, Jσ′ = {a ∈ IB | (∃b ∈ A)[(a ≪ρ b) ∧ (ϕ(b) 6∈ σ
′)]}.
Since 0 ≪ρ 0, (DLC1) implies that 0 ∈ Jσ′ . It is clear that Jσ′ is a lower
set. Let a1, a2 ∈ Jσ′ . Then, for i = 1, 2, there exists bi ∈ A such that
ai ≪ρ bi and ϕ(bi) 6∈ σ
′. Since, for i = 1, 2, ai ∈ IB, there exists ci ∈ IB
such that ai ≪ρ ci ≪ρ bi (by condition (BC1) in Definition 1.11); then
ϕ(ci) 6∈ σ
′. Set c = c1 ∨ c2. Now, by Proposition 2.12 (resp., by (LC3)),
ϕ(c) = ϕ(c1 ∨ c2) ≪η ϕ(b1) ∨ ϕ(b2). Since ϕ(b1) ∨ ϕ(b2) 6∈ σ
′, we get that
ϕ(c) 6∈ σ′. Therefore, a1 ∨ a2 ∈ Jσ′ . All this shows that Jσ′ is an ideal of
A. Let a ∈ Jσ′ . Then there exists b ∈ A such that a ≪ρ b and ϕ(b) 6∈ σ
′.
Using again condition (BC1), we get that there exists c ∈ IB such that
a≪ρ c≪ρ b. Then c ∈ Jσ′ and a≪ρ c. So, Jσ′ is a δ-ideal of (A, ρ, IB).
Let now σ′ ∩ IB′ 6= ∅ and ϕ satisfies, in addition, condition (DLC4).
Then Jσ′ 6= IB. Indeed, there exists b ∈ σ
′ ∩ IB′. Then, by (DLC4), there
exists a ∈ IB such that b ≤ ϕ(a); hence ϕ(a) ∈ σ′. This implies that
a ∈ Sσ′ . Thus Jσ′ 6= IB. Let J1 ∩ J2 ⊆ Jσ′ . Suppose that there exists
ai ∈ Ji \ Jσ′ , i = 1, 2. Since J1, J2 are δ-ideals, there exists bi ∈ Ji such
that ai ≪ρ bi, i = 1, 2. There exists ci ∈ IB such that ai ≪ρ ci ≪ρ bi,
i = 1, 2. Since ai ∈ Sσ′ , we have that ϕ(ci) ∈ σ
′, i = 1, 2. By 2.11(b)
(respectively, 2.13), we get that ϕ(ci) ≪η ϕ(bi), i = 1, 2. Now, Proposition
3.2(a) implies that there exists di ∈ IB
′ ∩ σ′ such that di ≪η ϕ(bi), i = 1, 2.
Then di ≪Cη ϕ(bi), i = 1, 2. Thus (ϕ(bi))
∗ 6∈ σ′, i = 1, 2. This implies
that ϕ(b1)∧ϕ(b2) ∈ σ
′, i.e., by (DLC2), ϕ(b1 ∧ b2) ∈ σ
′. We have, however,
that b1 ∧ b2 ∈ Jσ′ . Hence, there exists d ∈ A such that b1 ∧ b2 ≪ρ d and
ϕ(d) 6∈ σ′. Since ϕ(b1∧b2) ≤ ϕ(d) and ϕ(b1∧b2) ∈ σ
′, we get that ϕ(d) ∈ σ′,
a contradiction. Therefore, J1 ⊆ Jσ′ or J2 ⊆ Jσ′ . All this shows that Jσ′ is
a prime element of the frame I(A, ρ, IB).
Lemma 3.12 Let (A, ρ, IB) and (B, η, IB′) be LCAs, ϕ : A −→ B be a func-
tion satisfying conditions (DLC1)-(DLC4) (or conditions (DLC1), (DLC2),
(LC3), (DLC4)), and σ′ be a bounded cluster in (B, η, IB′). Then Vσ′ is a
filter in (IB,≤).
Proof. This follows immediately from 3.11 and 3.5.
Lemma 3.13 Let (A, ρ, IB) and (B, η, IB′) be LCAs, ϕ : A −→ B be a func-
tion satisfying conditions (DLC1)-(DLC4) (or conditions (DLC1), (DLC2),
26
(LC3), (DLC4)), and σ′ be a bounded cluster in (B, η, IB′). Then there
exists a unique cluster σ in (A, ρ, IB) such that σ ∩ IB = Sσ′; moreover,
σ = {a ∈ A | aρSσ′}.
Proof. This follows from 3.11 and 3.6.
Notation 3.14 Let (A, ρ, IB) and (B, η, IB′) be LCAs and ϕ : A −→ B be
a function. We set, for every a ∈ A,
Dϕ(a) =
⋃
{Iϕ(b) | b ∈ IB, b≪ρ a}
(see 2.3 for the notation Ic).
Proposition 3.15 Let (A, ρ, IB) and (B, η, IB′) be LCAs and ϕ : A −→ B
be a monotone function. Then, for every a ∈ A, Dϕ(a) is a δ-ideal of
(B, η, IB′).
Proof. Let a ∈ A. We will prove that Dϕ(a) =
∨
{Iϕ(b) | b ∈ IB, b ≪ρ a},
where the join is taken in the frame I(B, η, IB′) (see 2.4). Then, by 2.4,
Dϕ(a) will be a δ-ideal.
Set I =
∨
{Iϕ(b) | b ∈ IB, b≪ρ a}. The ideal I is generated by Dϕ(a).
Hence, Dϕ(a) ⊆ I. Conversely, let c ∈ I. Then there exists n ∈ N
+ and,
for each i = 1, . . . , n, there exist bi ∈ IB and ci ∈ IB
′ such that bi ≪ρ a,
ci ≪η ϕ(bi) and c =
∨
{ci | i = 1, . . . , n}. Set b =
∨
{bi | i = 1, . . . , n}.
Then b ∈ IB, b ≪ρ a and c ≪η
∨
{ϕ(bi) | i = 1, . . . , n} ≤ ϕ(b). Hence
c ≪η ϕ(b), and since c ∈ IB
′, we get that c ∈ Iϕ(b), where b ≪ρ a. Thus
c ∈ Dϕ(a).
Lemma 3.16 Let (A, ρ, IB) and (B, η, IB′) be LCAs, ϕ : A −→ B be a func-
tion satisfying conditions (DLC1)-(DLC4) (or conditions (DLC1), (DLC2),
(LC3), (DLC4)), X = Ψa(A, ρ, IB) and Y = Ψa(B, η, IB′) (see 2.1 for the
notation Ψa). For every σ′ ∈ Y , set fϕ(σ
′) = σ, where σ is the unique
bounded cluster in (A, ρ, IB) such that σ∩ IB = Sσ′ (see Lemma 3.13 for σ).
Then fϕ : Y −→ X is a continuous function and
∀a ∈ IB, f−1ϕ (int(λ
g
A(a)) = ιB(Dϕ(a))(39)
(see 2.5 for ι).
Proof. We will first show that the formula (39) takes place. So, let a ∈ IB.
Since Dϕ(a) =
⋃
{Iϕ(b) | b ∈ IB, b≪ρ a}, we get that
ιB(Dϕ(a)) =
⋃
{λgB(c) | (c ∈ IB
′) ∧ (∃b ∈ IB)[(b≪ρ a) ∧ (c≪η ϕ(b))]}.
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Let σ′ ∈ f−1ϕ (int(λ
g
A(a)). Then fϕ(σ
′) = σ ∈ int(λgA(a)). Hence a
∗ 6∈ σ.
Now, by 1.10, there exists a1 ∈ A such that a
∗ ≪Cρ a
∗
1 and a
∗
1 6∈ σ. We
get that a1 ≪Cρ a and a1 ∈ σ ∩ IB = Sσ′ . Since a1 ≪ρ a, there exist
a2, b ∈ IB such that a1 ≪ρ a2 ≪ρ b ≪ρ a. Then, by the definition of the
set Sσ′ , ϕ(a2) ∈ σ
′. By 2.11(b) (resp., by 2.13), ϕ(a2) ≪η ϕ(b). Now,
Proposition 3.2(a) implies that there exists c ∈ IB′∩σ′ such that c≪η ϕ(b).
Thus σ′ ∈ λgB(c), where c ∈ IB
′, c ≪η ϕ(b) and b ≪ρ a. This means that
σ′ ∈ ιB(Dϕ(a)). Hence, f
−1
ϕ (int(λ
g
A(a)) ⊆ ιB(Dϕ(a)).
Conversely, let σ′ ∈ ιB(Dϕ(a)) and σ = fϕ(σ
′). Then there exist b ∈ IB
and c ∈ IB′ such that b ≪ρ a, c ≪η ϕ(b) and σ
′ ∈ λgB(c). Thus c ∈ σ
′ and
hence ϕ(b) ∈ σ′. This implies that b ∈ Sσ′ = IB ∩ σ. Since b ∈ IB and
b≪ρ a, we get that b≪Cρ a, i.e. b(−Cρ)a
∗. Thus a∗ 6∈ σ. This means that
fϕ(σ
′) = σ ∈ int(λgA(a)). Therefore, σ
′ ∈ f−1ϕ (int(λ
g
A(a)). We have proved
that f−1ϕ (int(λ
g
A(a)) ⊇ ιB(Dϕ(a)).
So, the formula (39) is established. Now, by (24), {intλgA(a) | a ∈ IB}
is a base of X , and, for every a ∈ A, Dϕ(a) is a δ-ideal (see Proposition
3.15). Hence, Theorem 2.5 implies that, for every a ∈ A, ιB(Dϕ(a)) is an
open subset of Y . Thus, by formula (39), fϕ is a continuous function.
Lemma 3.17 Let f ∈ HLC(X, Y ). Define a function ϕf : Ψ
t(Y ) −→
Ψt(X) by the formula:
∀G ∈ RC(Y ), ϕf (G) = clX(f
−1(intY (G)))(40)
(see Theorem 2.1 for Ψt). Then the function ϕf satisfies conditions (DLC1)-
(DLC5) from Definition 2.10 and, moreover, it satisfies conditions (DLC3S)
and (LC3S).
Proof. Obviously, condition (DLC1) is fulfilled. For proving condition
(DLC2), recall that (see [6]) if U and V are two open subsets of a topological
space Z then
int(cl(U ∩ V )) = int(cl(U) ∩ cl(V )).(41)
Let F,G ∈ RC(Y ). Using the fact that int(F ∩G) is a regular open set, we
get that int(F ∩G) = int(cl(int(F ∩G))). Thus
ϕf(F ∧G) = cl(f
−1(int(cl(int(F ∩G))))) = cl(f−1(int(F ∩G))).
Now, setting U = f−1(int(F )) and V = f−1(int(G)), we obtain, using (41),
that
ϕf(F ) ∧ ϕf (G) = cl(U) ∧ cl(V ) = cl(int(cl(U) ∩ cl(V ))) =
= cl(int(cl(U ∩ V ))) = cl(U ∩ V ) = cl(f−1(int(F ∩G))).
Therefore, ϕf (F ∧G) = ϕf(F ) ∧ ϕf (G). So, (DLC2) is fulfilled.
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We will now show that not only condition (DLC3) is true, but even
condition (DLC3S) takes place. Indeed, let F,G ∈ RC(Y ) and F ≪ρY G.
Then F ⊆ int(G) and (ϕf(F
∗))∗ = (cl(f−1(int(F ∗))))∗ = (cl(f−1(Y \
F )))∗ = (cl(X \ f−1(F )))∗ = cl(int(f−1(F ))) ⊆ f−1(F ) ⊆ f−1(int(G)) ⊆
int(cl(f−1(int(G)))) = int(ϕf (G)). Hence (ϕf(F
∗))∗ ≪ρX ϕf(G), i.e. con-
dition (DLC3S) is fulfilled.
For verifying (DLC4), let H ∈ CR(X). Then f(H) is compact. Since
Y is locally compact, there exists F ∈ CR(Y ) such that f(H) ⊆ int(F ).
Now we obtain that H ⊆ f−1(int(F )) ⊆ int(cl(f−1(int(F )))) = int(ϕf(F )),
i.e. H ≪ρX ϕf(F ). Hence, condition (DLC4) takes place.
Let F ∈ RC(Y ). For establishing condition (DLC5), we have to
show that ϕf(F ) =
∨
{ϕf(G) | G ∈ CR(Y ), G ⊆ int(F )}. We have
that ϕf(F ) = cl(f
−1(int(F ))) and, since Y is locally compact and regu-
lar, int(F ) =
⋃
{int(G) | G ∈ CR(Y ), G ⊆ int(F )}. Further, it is obvious
that if G ⊆ int(F ) then cl(f−1(int(G))) ⊆ f−1(G) ⊆ f−1(int(F )). Now, it
is easy to see that the desired equality is fulfilled. So, condition (DLC5) is
verified.
Finally, we will show that condition (LC3S) is fulfilled as well. Let, for
i = 1, 2, Fi, Gi ∈ RC(Y ) and Fi ⊆ int(Gi). We have to show that ϕf(F1 ∪
F2) ⊆ int(ϕf (G1)∪ϕf(G2)). Indeed, ϕf (F1 ∪F2) = cl(f
−1(int(F1 ∪F2))) ⊆
f−1(F1 ∪ F2) ⊆ f
−1(int(G1) ∪ int(G2)) ⊆ int(cl(f
−1(int(G1) ∪ int(G2)))) =
int(ϕf(G1) ∪ ϕf(G2)). So, condition (LC3S) is verified.
Lemma 3.18 Let (A, ρ, IB) and (B, η, IB′) be CLCAs, ϕ : A −→ B be
a function satisfying conditions (DLC1)-(DLC5) (or conditions (DLC1),
(DLC2), (LC3), (DLC4), (DLC5)), X = Ψa(A, ρ, IB) and Y = Ψa(B, η, IB′)
(see 2.1 for the notation Ψa). Let f = fϕ (see Lemma 3.16 for fϕ) and
ϕ′ = ϕf (see Lemma 3.17 for ϕf ). Then λ
g
B ◦ ϕ = ϕ
′ ◦ λgA (see 2.1 for the
notations λgA and λ
g
B).
Proof. Note that, by Lemma 3.16, f : Y −→ X is a continuous function.
Hence, Lemma 3.17 implies that the function ϕ′ satisfies conditions (DLC1)-
(DLC5).
Let us now regard the case when a ∈ IB. We have to show that
λ
g
B(ϕ(a)) = ϕ
′(λgA(a)). By the definitions of ϕ
′ and f , and the formula
(39), we obtain that ϕ′(λgA(a)) = cl(f
−1
ϕ (int(λ
g
A(a)))) = cl(ιB(Dϕ(a))) =
cl(
⋃
{λgB(b) | b ∈ Dϕ(a)} =
∨
{λgB(b) | b ∈ Dϕ(a)} = λ
g
B(
∨
{b | b ∈ Dϕ(a)})
(since, by Theorem 2.1, λgB is an LCA-isomorphism). Hence, we have to
prove that ϕ(a) =
∨
{b | b ∈ Dϕ(a)}) =
∨
Dϕ(a). By condition (DLC5), we
have that ϕ(a) =
∨
{ϕ(c) | c ∈ IB, c ≪ρ a}. Since, for every c ∈ A, ϕ(c) =∨
{b ∈ IB′ | b ≪η ϕ(c)}, we get that ϕ(a) =
∨
{b ∈ IB′ | (∃c ∈ IB)[(c ≪ρ
a) ∧ (b≪η ϕ(c))]}. By definition, Dϕ(a) =
⋃
{Iϕ(c) | c ∈ IB, c≪ρ a}. Thus
(b ∈ Dϕ(a))↔ [(b ∈ IB
′)∧ ((∃c ∈ IB)((c≪ρ a)∧ (b≪η ϕ(c))))]. This shows
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that ϕ(a) =
∨
Dϕ(a). So, we have proved that λ
g
B(ϕ(a)) = ϕ
′(λgA(a)) for
every a ∈ IB.
Let now a ∈ A. Then, by condition (DLC5), ϕ(a) =
∨
{ϕ(b) | b ∈
IB, b ≪ρ a}. Hence, using the fact that λ
g
B is an LCA-isomorphism and
the formula proved in the preceding paragraph, we get that λgB(ϕ(a)) =∨
{λgB(ϕ(b)) | b ∈ IB, b ≪ρ a} =
∨
{ϕ′(λgA(b)) | b ∈ IB, b ≪ρ a}. Fur-
ther, since the function ϕ′ satisfies condition (DLC5), we have that for
every G ∈ RC(X), ϕ′(G) =
∨
{ϕ′(F ) | F ∈ CR(X), F ≪ρX G}. Now
using the fact that λgA is an LCA-isomorphism between LCAs (A, ρ, IB) and
(RC(X), ρX , CR(X)), we get that ϕ
′(λgA(a)) =
∨
{ϕ′(λgA(b)) | b ∈ IB, b ≪ρ
a} = λgB(ϕ(a)). So, the desired equality is established.
Lemma 3.19 Let (A, ρ, IB) and (B, η, IB′) be CLCAs and ϕ : A −→ B
be a function satisfying conditions (DLC1)-(DLC5) (or conditions (DLC1),
(DLC2), (LC3), (DLC4), (DLC5)). Then ϕ satisfies conditions (DLC3S)
and (LC3S) as well.
Proof. Let f = fϕ (see Lemma 3.16 for fϕ) and ϕ
′ = ϕf (see Lemma 3.17 for
ϕf ). Then, by Lemma 3.18, λ
g
B ◦ϕ = ϕ
′ ◦λgA. Since the function ϕ
′ satisfies
conditions (DLC3S) and (LC3S) (by Lemma 3.17) and the functions λgA and
λ
g
B are LCA-isomorphisms, we get that the function ϕ satisfies conditions
(DLC3S) and (LC3S) as well.
The above lemma implies the following fact mentioned in the previous
section:
Corollary 3.20 Condition (DLC3) in Definition 2.10 can be replaced by
any of the conditions (DLC3S), (LC3) and (LC3S) (i.e., we obtain equiva-
lent systems of axioms by these replacements).
Lemma 3.21 Let ϕ : (A, ρ, IB) −→ (B, η, IB′) be a function between CLCAs
and let ϕ satisfy conditions (DLC1)-(DLC4). Then the function ϕˇ (see
(33)) satisfies conditions (DLC1)-(DLC5).
Proof. Obviously, for every a ∈ A, ϕ (ˇa) ≤ ϕ(a). Hence, ϕ (ˇ0) = 0, i.e.
(DLC1) is fulfilled. For (DLC2) and (DLC5) see 2.11(d).
Let a ∈ IB, b ∈ A and a ≪ρ b. Then, by (BC1), there exist c, d ∈ IB
such that a ≪ρ c ≪ρ d ≪ρ b. Thus a ≪Cρ c and hence c
∗ ≪Cρ a
∗. Now,
using Lemma 2.16, we obtain that ϕ(c∗) ≤ ϕ (ˇa∗). Since ϕ(d) ≤ ϕ (ˇb), we
get that (ϕ (ˇa∗))∗ ≤ (ϕ(c∗))∗ ≪η ϕ(d) ≤ ϕ (ˇb). Therefore, (ϕ (ˇa
∗))∗ ≪η
ϕ (ˇb). So, (DLC3) is fulfilled.
For verifying (DLC4), let b ∈ IB. Then there exists a ∈ IB such
that b ≤ ϕ(a). By (BC1), there exists a1 ∈ IB with a ≪ρ a1. Then
b ≤ ϕ(a) ≤ ϕ (ˇa1). Thus, ϕˇ satisfies condition (DLC4).
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Lemma 3.22 Let ϕi : (Ai, ρi, IBi) −→ (Ai+1, ρi+1, IBi+1), where i = 1, 2, be
two functions between CLCAs. Then:
(a) (ϕ2ˇ◦ ϕ1)ˇ = (ϕ2 ◦ ϕ1)ˇ ;
(b) If ϕ1 and ϕ2 are monotone functions, then (ϕ2 ◦ ϕ1 )ˇˇ = (ϕ2 ◦ ϕ1)ˇ ;
(c) If ϕ1 and ϕ2 satisfy conditions (DLC1)-(DLC5) then the function ϕ2◦ϕ1
satisfies conditions (DLC1)-(DLC4) and even condition (DLC3S).
Proof. We will write, for i = 1, 2, “ ≪i” instead of “ ≪ρi”. We also set
ϕ = ϕ2 ◦ ϕ1.
(a) Let a ∈ A1. Then (ϕ2ˇ ◦ ϕ1)ˇ (a) =
∨
{ϕ2 (ˇϕ1(b)) | b ∈ IB1, b ≪1 a} =∨
{
∨
{ϕ(c) | c ∈ IB1, c ≪1 b} | b ∈ IB1, b ≪1 a} =
∨
{ϕ(c) | c ∈ IB1, c ≪1
a} = ϕ (ˇa).
(b) Let a ∈ A1. Then L = (ϕ2 ◦ ϕ1 )ˇˇ (a) =
∨
{ϕ2(ϕ1 (ˇb)) | b ∈ IB1, b ≪1
a} =
∨
{ϕ2(
∨
{ϕ1(c) | c ∈ IB1, c≪1 b}) | b ∈ IB1, b≪1 a} and R = ϕ (ˇa) =∨
{ϕ(c) | c ∈ IB1, c ≪1 a}. Let c ∈ IB1 and c ≪1 a. Then, by (BC1), there
exists b ∈ IB1 such that c ≪1 b≪1 a. This shows that R ≤ L. Conversely,
let b ∈ IB1 and b ≪1 a. Then, for every c ∈ IB1 such that c ≪1 b, we
have that ϕ1(c) ≤ ϕ1(b). Hence
∨
{ϕ1(c) | c ∈ IB1, c ≪1 b} ≤ ϕ1(b). Then
ϕ2(
∨
{ϕ1(c) | c ∈ IB1, c ≪1 b}) ≤ ϕ(b) and b ≪1 a. This implies that
L ≤ R. So, L = R. Hence, (ϕ2 ◦ ϕ1 )ˇˇ = (ϕ2 ◦ ϕ1)ˇ .
(c) Obviously, the function ϕ satisfies conditions (DLC1), (DLC2) and
(DLC4). For proving that ϕ satisfies condition (DLC3S), let a, b ∈ A1
and a ≪1 b. Since the functions ϕ1 and ϕ2 satisfy condition (DLC3S) (by
Lemma 3.19), we obtain that (ϕ1(a
∗))∗ ≪2 ϕ1(b) and (ϕ2(ϕ1(a
∗)))∗ ≪3
ϕ2(ϕ1(b)), i.e. (ϕ(a
∗))∗ ≪3 ϕ(b). Hence, the function ϕ satisfies condition
(DLC3S).
Proposition 3.23 DLC is a category.
Proof. It is clear that for every CLCA (A, ρ, IB), the usual identity func-
tion idA : A −→ A satisfies conditions (DLC1)-(DLC5); moreover, using
Lemma 2.11(e), we get that if (B, η, IB′) and (B1, η1, IB
′
1) are CLCAs, and
ϕ : (A, ρ, IB) −→ (B, η, IB′) and ψ : (B1, η1, IB
′
1) −→ (A, ρ, IB) are functions
satisfying condition (DLC5), then idA ⋄ ψ = ψ and ϕ ⋄ idA = ϕ. So, idA is
the DLC-identity on (A, ρ, IB).
Let ϕi : (Ai, ρi, IBi) −→ (Ai+1, ρi+1, IBi+1), where i = 1, 2, be two
functions between CLCAs, and let ϕ1 and ϕ2 satisfy conditions (DLC1)-
(DLC5). We will show that the function ϕ2⋄ϕ1 satisfies conditions (DLC1)-
(DLC5).
Set ϕ = ϕ2 ◦ ϕ1. Then, by Lemma 3.22(c), the function ϕ satisfies
conditions (DLC1)-(DLC4). Now, Lemma 3.21 implies that the function ϕˇ
satisfies conditions (DLC1)-(DLC5). Since ϕ2 ⋄ ϕ1 = ϕ ,ˇ we get that the
function ϕ2 ⋄ ϕ1 satisfies conditions (DLC1)-(DLC5).
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Finally, we will show that the composition in DLC is associative.
Let, for i = 1, 2, 3, ϕi : (Ai, ρi, IBi) −→ (Ai+1, ρi+1, IBi+1) be a function
between CLCAs satisfying conditions (DLC1)-(DLC5). We will show that
(ϕ3⋄ϕ2)⋄ϕ1 = ϕ3⋄(ϕ2⋄ϕ1). Using Lemma 3.22, we get that (ϕ3⋄ϕ2)⋄ϕ1 =
((ϕ3 ◦ϕ2)ˇ ◦ϕ1)ˇ = ((ϕ3 ◦ϕ2) ◦ϕ1)ˇ and ϕ3 ⋄ (ϕ2 ⋄ϕ1) = (ϕ3 ◦ (ϕ2 ◦ϕ1)ˇ )ˇ =
(ϕ3 ◦ (ϕ2 ◦ ϕ1))ˇ . Thus, the associativity of the composition in DLC is
proved.
All this shows that DLC is a category.
Lemma 3.24 Let ϕ : (A, ρ, IB) −→ (B, η, IB′) be a function between CLCAs
satisfying conditions (DLC1)-(DLC4). Then fϕ = fϕˇ (see Lemma 3.16 for
the notation fϕ and (35) for the notation ϕ )ˇ.
Proof. Let X = Ψa(A, ρ, IB) and Y = Ψa(B, η, IB′). By Lemma 3.21,
the function ϕˇ satisfies conditions (DLC1)-(DLC4). Hence, we can apply
Lemma 3.16 in order to construct two (continuous) functions fϕ, fϕˇ : Y −→
X . Let σ′ ∈ Y . Set σ = fϕ(σ
′) and σ1 = fϕˇ(σ
′). By 3.3, for proving that
σ = σ1, it is enough to show that σ ∩ IB = σ1 ∩ IB, where σ ∩ IB = {a ∈
IB | (∀b ∈ A)[(a ≪ρ b) → (ϕ(b) ∈ σ
′)]} and σ1 ∩ IB = {a ∈ IB | (∀b ∈
A)[(a≪ρ b)→ (ϕ (ˇb) ∈ σ
′)]} (see Lemma 3.16).
Let a ∈ σ1∩IB, b ∈ A and a≪ρ b. Then ϕ (ˇb) ∈ σ
′. Since ϕ (ˇb) ≤ ϕ(b)
(by 2.11(g)), we get that ϕ(b) ∈ σ′. So, σ ∩ IB ⊇ σ1 ∩ IB. Conversely, let
a ∈ σ ∩ IB, b ∈ A and a ≪ρ b. By (BC1), there exists c ∈ IB such that
a ≪ρ c ≪ρ b. Then ϕ(c) ∈ σ
′ and ϕ(c) ≤ ϕ (ˇb). Hence, ϕ (ˇb) ∈ σ′. So,
σ ∩ IB ⊆ σ1 ∩ IB. Therefore, σ = σ1. This shows that fϕ = fϕˇ.
Proposition 3.25 For every (A, ρ, IB) ∈ |DLC|, set
Λa(A, ρ, IB) = Ψa(A, ρ, IB)
(see 2.1 for Ψa), and for every ϕ ∈ DLC((A, ρ, IB), (B, η, IB′)), define
Λa(ϕ) : Λa(B, η, IB′) −→ Λa(A, ρ, IB)
by the formula Λa(ϕ) = fϕ, where fϕ is the function defined in Lemma 3.16.
Then Λa : DLC −→ HLC is a contravariant functor.
Proof. By Theorem 2.1, if (A, ρ, IB) ∈ |DLC| then Λa(A, ρ, IB) ∈ |HLC|,
and, by Lemma 3.16, if ϕ ∈ DLC((A, ρ, IB), (B, η, IB′)) then Λa(ϕ) ∈
HLC(Λa(B, η, IB′),Λa(A, ρ, IB)). Further, let (A, ρ, IB) ∈ |DLC| and set
X = Λa(A, ρ, IB), f = Λa(idA). We have to show that f = idX . Indeed,
let σ′ ∈ X . Set σ = f(σ′). We will prove that σ′ ∩ IB = σ ∩ IB; then
Corollary 3.3 will imply that σ = σ′. We have, by the definition of σ,
that σ ∩ IB = {a ∈ IB | (∀b ∈ A)[(a ≪ρ b) → (b ∈ σ
′)]}. Obviously,
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σ′ ∩ IB ⊆ σ ∩ IB. Conversely, let a ∈ IB ∩ σ. Suppose that a 6∈ σ′. Then,
by 1.10, there exists b ∈ A such that a≪Cρ b and b 6∈ σ
′. Since a≪ρ b, we
have that b ∈ σ′, a contradiction. Hence, σ′ ∩ IB ⊇ σ ∩ IB. So, f = idX .
Let ϕi ∈ DLC((Ai, ρi, IBi), (Ai+1, ρi+1, IBi+1)), where i = 1, 2. Set,
for i = 1, 2, 3, Xi = Λ
a(Ai, ρi, IBi), and, for i = 1, 2, fi = Λ
a(ϕi). We
will write, for i = 1, 2, 3, “ ≪i” instead of “ ≪ρi”. Let ϕ = ϕ2 ◦ ϕ1 and
f = f1 ◦ f2. We have to show that Λ
a(ϕ2 ⋄ ϕ1) = f . By Lemma 3.22(c),
the function ϕ satisfies conditions (DLC1)-(DLC4). Thus, by Lemma 3.16,
the function g = fϕ : X3 −→ X1 is well-defined. We will show that g = f .
Let σ3 ∈ X3 and σ = g(σ3). Then σ ∩ IB1 = {a ∈ IB1 | (∀b ∈ A1)[(a ≪1
b) → (ϕ(b) ∈ σ3)]}. Let σ2 = f2(σ3) and σ1 = f1(σ2). For proving that
σ = σ1, it is enough to show (by 3.3) that σ ∩ IB1 = σ1 ∩ IB1. We have that
σ2∩IB2 = {a ∈ IB2 | (∀b ∈ A2)[(a≪2 b)→ (ϕ2(b) ∈ σ3)]} = {a ∈ IB2 | (∀b ∈
A2)[(a≪2 b)→ ((ϕ2(b
∗))∗ ∈ σ3)} and σ1∩ IB1 = {a ∈ IB1 | (∀b ∈ A1)[(a≪1
b) → (ϕ1(b) ∈ σ2)]} = {a ∈ IB1 | (∀b ∈ A1)[(a ≪1 b) → ((ϕ1(b
∗))∗ ∈ σ2)]}
(see 3.16 and 3.10). Let a ∈ σ1 ∩ IB1, b ∈ A1 and a ≪1 b. Then, by
(BC1), there exists c ∈ IB1 such that a ≪1 c ≪1 b. Then ϕ1(c) ∈ σ2
and, by 2.11(b), ϕ1(c)≪2 ϕ1(b). Hence, by Proposition 3.2(a), there exists
d2 ∈ IB2∩σ2 such that d2 ≪2 ϕ1(b). Then ϕ(b) ∈ σ3. So, a ∈ σ∩ IB1. Thus,
σ1 ∩ IB1 ⊆ σ ∩ IB1. Conversely, let a ∈ σ ∩ IB1. Suppose that a 6∈ σ1 ∩ IB1.
Then there exists b ∈ A1 such that a ≪1 b and (ϕ1(b
∗))∗ 6∈ σ2. There
exists c ∈ IB1 such that a ≪1 c ≪1 b. Since ϕ1(b
∗) ∈ σ2 and, by (DLC3S),
ϕ1(b
∗)≪2 ϕ1(c
∗), Proposition 3.2(a) implies that there exists d1 ∈ σ2 ∩ IB2
such that d1 ≪2 ϕ1(c
∗). Thus ϕ(c∗) ∈ σ3. Further, there exists d ∈ IB1
such that a ≪1 d ≪1 c. Then ϕ(d) ∈ σ3 and, by (DLC3S) (see 3.22(c)),
ϕ(d) ≪3 ϕ(c). Using again Proposition 3.2(a), we get that there exists
e ∈ σ3 ∩ IB3 such that e ≪3 ϕ(c). Thus e ≪Cρ3 ϕ(c), i.e. e(−Cρ3)(ϕ(c))
∗.
Then, by 2.11(b), e(−Cρ3)ϕ(c
∗). Therefore ϕ(c∗) 6∈ σ3, a contradiction. It
shows that a ∈ σ1∩ IB1. So, σ1∩ IB1 ⊇ σ∩ IB1. We have proved that σ = σ1.
So, g = f . Since ϕ2 ⋄ ϕ1 = ϕ ,ˇ Lemma 3.24 implies that Λ
a(ϕ2 ⋄ ϕ1) = g.
Therefore, Λa(ϕ2 ⋄ ϕ1) = f .
Proposition 3.26 For every X ∈ |HLC|, set Λt(X) = Ψt(X) (see 2.1 for
Ψt), and for every f ∈ HLC(X, Y ), define Λt(f) : Λt(Y ) −→ Λt(X) by the
formula Λt(f) = ϕf , where ϕf is the function defined in Lemma 3.17. Then
Λt : HLC −→ DLC is a contravariant functor.
Proof. By Theorem 2.1, if X ∈ |HLC| then Λt(X) ∈ |DLC|, and, by
Lemma 3.17, if f ∈ HLC(X, Y ) then Λt(f) ∈ DLC(Λt(Y ),Λt(X)). Fur-
ther, it is obvious that Λt preserves identity morphisms.
Let f ∈ HLC(X, Y ) and g ∈ HLC(Y, Z). We will prove that Λt(g ◦
f) = Λt(f) ⋄ Λt(g). Set h = g ◦ f . We have that ϕh = Λ
t(h), ϕf =
Λt(f) and ϕg = Λ
t(g) (see Lemma 3.17 for the notations ϕf etc.). Let
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F ∈ RC(Z). Then ϕh(F ) = cl(h
−1(int(F ))) = cl(f−1(g−1(int(F )))) and
(ϕf ◦ϕg )ˇ (F ) =
∨
{ϕf(ϕg(G)) | G ∈ CR(Z), G≪ρZ F}. If G ∈ CR(Z) (or
even G ∈ RC(Z)) and G ⊆ int(F ), then
ϕf(ϕg(G)) ⊆ f
−1(cl(g−1(int(G)))) ⊆ f−1(g−1(G)) ⊆ f−1(g−1(int(F ))).
Thus (ϕf ◦ ϕg )ˇ (F ) ⊆ ϕh(F ). Further, since int(F ) =
⋃
{int(G) | G ∈
CR(Z), G ⊆ int(F )}, we get that g−1(int(F )) ⊆
⋃
{int(ϕg(G)) | G ∈
CR(Z), G ⊆ int(F )}. Hence
ϕh(F ) ⊆ cl(
⋃
{f−1(int(ϕg(G))) | G ∈ CR(Z), G ⊆ int(F )}) ⊆
⊆ cl(
⋃
{ϕf(ϕg(G)) | G ∈ CR(Z), G ⊆ int(F )}) = (ϕf ◦ ϕg )ˇ (F ).
Therefore, ϕh = ϕf ⋄ϕg. So, Λ
t : HLC −→ DLC is a contravariant functor.
Proposition 3.27 The identity functor IdDLC and the functor Λ
t ◦Λa are
naturally isomorphic.
Proof. Recall that for every (A, ρ, IB) ∈ |DLC|, the function
λ
g
A : (A, ρ, IB) −→ (Λ
t ◦ Λa)(A, ρ, IB)
is an LCA-isomorphism (see (23)). We will show that λg : IdDLC −→
Λt ◦ Λa, where for every (A, ρ, IB) ∈ |DLC|, λg(A, ρ, IB) = λgA, is a natu-
ral isomorphism. (Note that, clearly, every LCA-isomorphism is a DLC-
isomorphism.)
Let ϕ ∈ DLC((A, ρ, IB), (B, η, IB′)). We have to show that λgB ⋄ ϕ =
(Λt ◦Λa)(ϕ)⋄λgA, i.e. that (λ
g
B ◦ϕ)ˇ = ((Λ
t◦Λa)(ϕ)◦λgA)ˇ . Since, by Lemma
3.18 and the definitions of the contravariant functors Λt and Λa, we have
that
λ
g
B ◦ ϕ = (Λ
t ◦ Λa)(ϕ) ◦ λgA,(42)
our assertion follows immediately. So, λg is a natural isomorphism.
Proposition 3.28 The identity functor IdHLC and the functor Λ
a ◦Λt are
naturally isomorphic.
Proof. Recall that, for every X ∈ |HLC|, the map tX : X −→ (Λ
a◦Λt)(X),
where tX(x) = σx for every x ∈ X , is a homeomorphism (see (27) for tX
and (4) for the notation σx). We will show that t
l : IdHLC −→ Λ
a ◦ Λt,
where for every X ∈ |HLC|, tl(X) = tX , is a natural isomorphism.
Let f ∈ HLC(X, Y ) and f ′ = (Λa ◦ Λt)(f). We have to prove that
tY ◦ f = f
′ ◦ tX , i.e. that for every x ∈ X , σf(x) = f
′(σx). By Corollary 3.3,
it is enough to show that σf(x) ∩ CR(Y ) = f
′(σx) ∩ CR(Y ).
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We have, by the definition of Λt, that Λt(f) = ϕf , where, for ev-
ery G ∈ RC(Y ), ϕf(G) = cl(f
−1(int(G))). Hence f ′(σx) ∩ CR(Y ) =
{F ∈ CR(Y ) | (∀G ∈ RC(Y ))[(F ⊆ int(G)) → (ϕf(G) ∈ σx)]} = {F ∈
CR(Y ) | (∀G ∈ RC(Y ))[(F ⊆ int(G)) → (x ∈ cl(f−1(int(G))))]}. Let
F ∈ σf(x) ∩ CR(Y ). Then f(x) ∈ F . If G ∈ RC(Y ) and F ⊆ int(G),
then f(x) ∈ int(G). Thus x ∈ f−1(int(G)) ⊆ cl(f−1(int(G))). Therefore
F ∈ f ′(σx)∩CR(Y ). So, σf(x) ∩CR(Y ) ⊆ f
′(σx)∩CR(Y ). Conversely, let
F ∈ f ′(σx) ∩ CR(Y ). Suppose that f(x) 6∈ F . Then, by 1.20, there exists
G ∈ CR(Y ) such that F ⊆ int(G) ⊆ G ⊆ Y \ {f(x)}. Thus x 6∈ f−1(G).
Since cl(f−1(int(G))) ⊆ f−1(G), we get that x 6∈ cl(f−1(int(G))), a con-
tradiction. Hence f(x) ∈ F , i.e. F ∈ σf(x). Thus σf(x) ∩ CR(Y ) ⊇
f ′(σx) ∩ CR(Y ). Therefore, for every x ∈ X , σf(x) = f
′(σx). This means
that tY ◦ f = f
′ ◦ tX . So, t
l is a natural isomorphism.
It is clear now that Theorem 2.14 follows from Propositions 3.23, 3.25,
3.26, 3.27 and 3.28. So, the proof of Theorem 2.14 is complete.
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