Abstract-Recently, Guo and Xia introduced low complexity decoders called Partial Interference Cancellation (PIC) and PIC with Successive Interference Cancellation (PIC-SIC), which include the Zero Forcing (ZF) and ZF-SIC receivers as special cases, for point-to-point MIMO channels. In this paper, we show that PIC and PIC-SIC decoders are capable of achieving the full cooperative diversity available in wireless relay networks. We give sufficient conditions for a Distributed Space-Time Block Code (DSTBC) to achieve full diversity with PIC and PIC-SIC decoders and construct a new class of DSTBCs with low complexity full-diversity PIC-SIC decoding using complex orthogonal designs. The new class of codes includes a number of known full-diversity PIC/PIC-SIC decodable Space-Time Block Codes (STBCs) constructed for point-to-point channels as special cases. The proposed DSTBCs achieve higher rates (in complex symbols per channel use) than the multigroup ML decodable DSTBCs available in the literature. Simulation results show that the proposed codes have better bit error rate performance than the best known low complexity, full-diversity DSTBCs.
I. INTRODUCTION
In wireless channels, multiple transmit and receive antennas are used to overcome the adverse effects of fading. In systems where the terminals can not have multiple transmit/receive antennas due to space considerations, such as wireless sensor networks or cellular networks for mobile phones, spatial diversity called cooperative diversity can be achieved by using the antennas of other users (relays) in the network to aid the communication of messages from a single source [1] . In [2] , a two phase amplify and forward (AF) based cooperative protocol was proposed where the relays have no channel state information (CSI) and the destination has full CSI. At the end of the second phase of this protocol, the destination effectively sees a Distributed Space-Time Block Code (DSTBC) being transmitted by the relays. If the number of independent real information symbols in the DSTBC is K, then the rate of the DSTBC is R = K 2T complex symbols per channel use (cspcu), where T is the combined duration of the first and second phases.
A DSTBC is said to be g-group maximum-likelihood (ML) decodable if the K information symbols can be partitioned into g groups, g > 1, such that each group of symbols can be ML decoded independent of the symbols of the other groups. If the maximum number of symbols in any group is λ, then the code is also said to be λ-real symbol or λ 2 -complex symbol ML decodable. Multigroup ML decodable DSTBCs based on AF protocol were constructed in [3] , [4] , [5] and [6] . Note that all these codes depend on the optimal (ML) decoder to tap the full cooperative diversity.
In [7] , suboptimal decoders called PIC and PIC-SIC were introduced for decoding STBCs for point-to-point MIMO channels. A PIC decoder partitions the information symbols of the code into multiple groups and decodes each group of symbols independently of other groups. In order to decode a particular group of symbols, a PIC decoder first implements a linear filter to eliminate the interference from symbols in all other groups and then decodes all the symbols of the current group jointly. A PIC-SIC receiver uses successive interference cancellation along with PIC decoding. If λ is the maximum number of symbols in any group, we say that the PIC or PIC-SIC decoder performs λ-real symbol PIC or PIC-SIC decoding respectively. When λ = 1, the PIC (PIC-SIC) decoder reduces to ZF (ZF-SIC) decoder. Sufficient conditions for an STBC to achieve full-diversity in pointto-point MIMO channel with PIC and PIC-SIC decoding were given in [8] , [9] . Code constructions for point-to-point MIMO channels with full-diversity and low complexity PIC/PIC-SIC decoding were given in [9] , [10] , [11] , [12] and with ZF/ZF-SIC decoding were given in [13] , [14] . For both multigroup ML decoding and PIC/PIC-SIC decoding, the complexity of the decoder is determined by the number of symbols per group, λ.
The contributions and organization of this paper are as follows.
• We show that PIC and PIC-SIC decoders are capable of achieving the full cooperative diversity offered by the wireless relay network. For a two phase amplify and forward based cooperative protocol, we give sufficient conditions for a DSTBC to achieve full cooperative diversity when PIC and PIC-SIC decoders are used at the destination. As a special case, we also obtain full-diversity criteria for ZF and ZF-SIC decoding (Section III).
• We construct a new class of full-diversity PIC/PIC-SIC decodable DSTBCs using Complex Orthogonal Designs [15] . We then identify a subclass of the new family of codes that contains λ-real symbol PIC-SIC decodable DSTBCs for any number of relays N ≥ 1 and λ ≤ N with rates arbitrarily close to λ λ+1 cspcu. The new class of codes includes a number of known fulldiversity PIC/PIC-SIC decodable STBCs constructed for point-to-point channels as special cases, such as the codes in [9] , [10] , [12] , a family of codes in [11] and the Toeplitz codes [13] (Section IV).
• The proposed full-diversity DSTBCs achieve higher rates when compared to the known multigroup ML decodable DSTBCs of similar decoding complexity (see Table I in Section V). We also present simulation results which show that the new PIC-SIC decodable codes have a better bit error rate performance than the best known multigroup ML decodable DSTBCs (Section V). The system model is explained in Section II. The proofs of all the propositions, theorems and other claims are omitted due to space considerations, but are available in [16] . Notation: For a complex matrix A the transpose, the conjugate and the conjugate-transpose are denoted by A T , A * and A H respectively, ||A|| F is the Frobenius norm of the matrix A, I n is the n × n identity matrix, 0 is the all zero matrix of appropriate dimension. The cardinality of a set Γ is denoted by |Γ|. The complement of a set Γ with respect to a universal set U is denoted by Γ c , whenever U is clear from context. For a complex matrix A, A Re and A Im are its real and imaginary parts respectively, and vec(A) is the vectorization of A. The expectation operator is denoted by E(·).
II. SYSTEM MODEL
We consider a wireless relay network with a source node, N relay nodes and a destination node. The source and the relay nodes are equipped with single antennas and the destination has N D antennas as shown in Fig. 1 . The channel gain from the source to the j th relay is f j , and the channel gain from the j th relay to the l th receive antenna at the destination is g j,l , for j = 1, . . . , N and l = 1, . . . , N D . We make the following assumptions: (i) All the nodes are half-duplex constrained, (ii) the channel gains f j and g j,l , j = 1, . . . , N , l = 1, . . . , N D are independent circularly symmetric complex Gaussian random variables with zero mean and unit variance and with coherence interval of duration at least T 1 and T 2 respectively, (iii) the relay nodes have no channel state information and the destination has the knowledge of all channel gains f j , g j,l , and (iv) the transmissions from the relay nodes to the destination are synchronized at the symbol level.
In each transmission cycle, the source transmits K real information symbols x 1 , . . . , x K . The source is equipped with a finite subset A ⊂ R K called the signal set and K complex vectors {ν 1 , . . . , ν K } ⊂ C T1 , that are linearly independent over R. T ∈ A. During the broadcast phase, the source synthesizes the vector
T1 and transmits √ π 1 P z to all the relays, where P is the average power transmitted in the network and π 1 > 0. The signal set A and the vectors ν i are chosen in such a way that E ||z|| 2 F = T 1 . The vector received by the j th relay is r j = f j √ π 1 P z + v j , j = 1, . . . , N . Here, v j is the additive white Gaussian noise vector at the j th relay and it has zero mean and covariance I T1 . In the cooperation phase, the j th relay transmits a linearly processed version of either r j or r * j . The subset S ⊂ {1, . . . , N } denotes the set of indices of the relays that process r * j . For any indexed set of N matrices or scalars {C 1 , . . . , C N }, let C j = C * j if j ∈ S, and C j = C j else. The j th relay is equipped with a matrix B j ∈ C T2×T1 . In the cooperation phase, the j th relay transmits
The real numbers π 1 , π 2 > 0 are chosen such that
Here, w l is the additive circularly symmetric complex Gaussian noise at the l th receive antenna with zero mean and covariance
T2×N D is the total noise seen by the receiver. If we denote the columns of U by
T ∈ A}. The matrices A i are the linear dispersion or weight matrices. The finite set of matrices C is the DSTBC and the underlying design is [6] .
III. PARTIAL INTERFERENCE CANCELLATION DECODING AND FULL-DIVERSITY CRITERION

A. PIC and PIC-SIC decoding of DSTBCs
Consider a DSTBC in K real symbols. A grouping scheme [7] is a partition I 1 , . . . , I g of the set {1, . . . , K}, where I k are called groups. There is a corresponding partition of the information symbols into g vectors, where for k = 1, . . . , g, the k th vector of information symbols is
T , where
Let the g groups of information symbols be encoded independently of each other, i.e., the DSTBC
for some finite subsets
, where
, 
. Let V I k be the column space of the matrix G I c k and P I k be the matrix that projects a vector onto the subspace V ⊥ I k , the orthogonal complement of the subspace V I k . Also, letĨ k = ∪ >k I ,Ṽ I k be the column space of the matrix GĨ k andP I k be the matrix that projects a vector onto the subspaceṼ
. The PIC decoding of the DSTBC is performed as follows for k = 1, . . . , g,
The PIC-SIC decoding of the DSTBC is performed as given by the following algorithm. The decoder is initialized with k = 1 and y 1 = y.
• Step 1: Decode the k th vector of information symbols aŝ
• Step 2: Assign y k+1 := y k − G I kx I k and then k := k + 1. 
B. Full-diversity criteria
Let I = {i 1 , . . . , i |I| } be any non-empty subset of {1, . . . , K} with i 1 < i 2 < · · · < i |I| . For any
Theorem 1: The PIC decoding of the DSTBC C in (1) with the grouping scheme I 1 , . . . , I g achieves a diversity of N 1 − log(logP ) logP for N D = 1 and a diversity of N for N D > 1, if the following condition is satisfied for every k = 1, . . . , g:
• for every a k ∈ ∆A I k \ {0} and every u ∈ R |I c k | , the rank of • for every a k ∈ ∆A I k \ {0} and every u ∈ R |Ĩ k | , the rank of
The diversity promised by Theorems 1 and 2 is equal to the full cooperative diversity obtainable by using the optimal i.e., ML decoder at the destination [2] . We thus say that the DSTBCs satisfying the conditions in Theorems 1 and 2 achieve full-diversity under PIC and PIC-SIC decoding respectively. In [16] we have shown that the codes constructed using these new full-diversity criteria are resistant to relay node failures.
IV. A NEW CLASS OF DSTBCS WITH FULL-DIVERSITY PIC/PIC-SIC DECODING
Let the number of relays be N , and N , L > 0 be integers such that N = LN . Let λ ≤ L be a positive integer. We construct full-diversity PIC/PIC-SIC decodable codes for N relays with λ symbols per decoding group, using a Complex Orthogonal Design (COD) for N antennas. Let W be a T × N COD in K real symbols. The DSTBCs in the proposed class are parametrized by the tuple (N, W, λ, n), where n ≥ 1 is an integer. The construction for a given (N, W, λ, n) is as follows.
The number of symbols in the resulting design X N,W,λ,n is K = λnK and the number of decoding groups is g = nK . For k = 1, . . . , g, the k th group is
i.e., the first λ symbols x 1 , . . . , x λ form the first group, the second λ symbols x λ+1 , . . . , x 2λ form the second group and so on. For m ∈ {1, . . . , n} and ∈ {1, . . . , λ}, define W(m, ) to be the T ×N COD W in the K real symbols 
where each 0 is a T × N all zero matrix. The design (3) consists of n diagonal layers. The m th diagonal layer encodes the K groups I K (m−1)+1 , I K (m−1)+2 , . . . , I K m . For k = 1, . . . , g, the symbol vector x I k is encoded using a finite subset of Z λ rotated by a full-diversity rotation matrix [17] , Q ∈ R λ×λ , i.e.,
The subclass of DSTBCs proposed in this section corresponding to λ = 1 give full diversity with ZF decoding and ZF-SIC decoding under any successive interference cancellation ordering.
Proposition 2: All the DSTBCs proposed in this section give full-diversity with PIC-SIC decoding under the grouping scheme in (2) . Further, the subclass corresponding to n = 1, 2 give full-diversity with PIC decoding under the grouping scheme in (2).
Example 1: A new family of full-diversity PIC-SIC decodable DSTBCs based on the Alamouti design: Consider the subclass of proposed codes with W as the Alamouti design w 1 w 2 −w * 2 w * 1
. These codes have pa-
T . The design D contains nλ Alamouti blocks, placed one below the other. Because of the Alamouti structure, the second column of D is composed of complex variables that are conjugates of the complex variables appearing in the first column of D. Further, the first column of D contains, as entries, all the 2nλ complex symbols appearing as entries in the design (3) . Note that all the entries appearing in the odd columns of (3) are contained in the first column of D and all the entries in the even columns of (3) are contained in the second column of D. If we choose z as the first column of D, then the j th column of the design (3), j = 1, 3, . . . , N − 1, can be expressed as B j z for some B j ∈ C T2×2nλ . Similarly, the j th column for j = 2, 4, . . . , N can be expressed as B * j z * for some B j ∈ C T2×2nλ . Thus, the resulting design (3) is conjugate linear and T 1 = 2nλ is the length of the vector z that the source transmits to the relays during the broadcast phase. The rate of the DSTBC is R = λ λ+1+
. By increasing n, rates arbitrarily close to λ λ+1 can be achieved.
Example 2: A family of codes from [9] : In [16] we have shown that a family of codes from [9] constructed in the context of point-to-point MIMO is a special case of our construction procedure. The resulting DSTBCs include codes for all T 2 ≥ N ≥ 1, λ ≤ N with rate R = λ λ+1+
For equal values of N , T 2 and λ, the codes of Example 1 have slightly higher rate than the codes of Example 2. In [16] we have shown that the following full-diversity PIC/PIC-SIC decodable STBCs constructed for point-topoint MIMO channel are specific examples of the new class of codes: codes in [10] , [12] , the Toeplitz codes [13] and a family of codes from [11] . . The new codes of Example 1 and the codes in Example 2 corresponding to λ = 1 can achieve rates upto 1 2 cspcu, which is twice the maximum rate reported in [4] . Single complex symbol ML decodable codes for any number of relays N ≥ 4 were constructed in [5] with rate at the most 4 4+N (which, in turn, is upper bounded by 1 2 ). The λ = 2 codes of Example 1 achieve rates upto 2 3 irrespective of the number of relays. In [6] , 4-group ML decodable DSTBCs were constructed for even number of relays with rate 
V. COMPARISON WITH MULTIGROUP ML DECODABLE FULL-DIVERSITY DSTBCS A. Comparison of achievable rates
B. Simulation Results
For all the codes we use Gray mapping to convert bits to information symbols and the power allocation π 1 = 1 and π 2 = 1 R . This is the optimal power allocation when the destination uses an ML decoder to decode a DSTBC [2] . In Fig. 2 , we compare single real symbol decodable DSTBCs for N = 8, N D = 1 and 2 bits per channel use (bpcu). The new code from Example 1 uses n = 3, has a symbol rate of 1 3 cspcu, uses 8-PAM alphabet and is ZF-SIC decoded. It is compared with the rate 1 4 cspcu code from Srinath et. al. [4] . The code from [4] uses 16-PAM and is ML decoded. The new code outperforms the code from [4] by a large margin. In Fig. 3 , we compare single complex symbol decodable DSTBCs, i.e., those with λ = 2 for N = 6 relays and N D = 4 antennas at the destination at a bit rate of 2 bpcu. The new code of Example 1 with n = 2, i.e., [5] . The new code uses rotated 16-QAM and is PIC-SIC decoded. The code from [5] has R = 1 3 only, is encoded with rotated 64-QAM and is ML decoded. The figure shows that the new code outperforms the code from [5] .
