We present a novel discriminant analysis learning method which is applicable to non-linear data structures. The method can deal with pattern classification problems which have a multi-modal distribution for each class and samples of other classes may be closer to a class than those of the class itself. Conventional linear discriminant analysis (LDA) and LDA mixture model can not solve this linearly non-separable problem. Several local linear transformations are considered to yield locally transformed classes that maximize the between-class covariance and minimize the within-class covariance. The method invloves a novel gradient based algorithm for finding the optimal set of local linear bases. It does not have a local-maxima problem and stably converges to the global maximum point. The method is computationally efficienct as compared to the previous non-linear discriminant analysis based on the kernel approach. The method does not suffer from an overfitting problem by virtue of the linear base structure of the solution. The classification results are given for both simulated data and real face data.
Introduction
Pattern classification methods have suffered from various factors which dramatically affect sensory information about an object. It often happens that a single object is multimodally distributed and samples of other objects are more closely located to the object in the original data space than those of the same clan. Efficient feature extraction is needed when extracting discriminative features under large changes of input data and involving dimension reduction of high dimensional input data like an image. Efficient classifiers associated with the extracted features are also needed for successful classification, considering both the computational cost as well as accuracy.
Linear discriminant analysis (LDA) is an effective representation method that linearly transforms the original data space into a low dimensional feature space where the data is well separated in terms of 2 nd order statistics [8] . However, this method fails to solve non-linear problems as illustrated in Figure 1 (a). In many conventional recognition systems which adopt a linear machine like LDA, many gallery samples which consist of at least one sample per one local group can be registered to enhance recognition. The LDA mixture model [7] which considers the transformation of several local frames independently also fails to separate multi-modally disstributed classes because it does not encode the relationship of local LDAs. This is shown in Figure 1 (b) . In this paper, several locally linear transformations are concurrently sought for so that the class structures manifest us the locally transformed data are well separated. The objective function for this problem has a similar form to that of classical LDA,which is to maximize the between-class scatter minimizing the within-class scatter in the locally transformed space. The main idea is to decompose a non-linear classification problem into a set of locally linear ones as illustrated in Figure 1 (c) . It was proven in [5] that a non-linear data structure can be represented by a locally linear structure. The discriminant based on such a piecewise linear structure has the benefit of optimising a convex function with respect to a set of basis vectors of the local frames having a unique maximum. Compared with the generalized discriminant analysis (GDA) [2] whereby the original data is mapped into a high-dimensional feature space with a kernel function, the proposed method is much more computationally efficient because it only involves linear transformations. The importance of efficiency of feature extraction and matching has been increased for classification of large data sets. The proposed method also reduces overfitting normally exhibited by conventional non-linear methods by virtue of a linear base structure.
Classification results are given for both simulated data and real face data. A large pose change of a face is considered to make a bigger difference between two images of the same faces face images than that of different faces with the same view. To recognize a face taken from a new view, the view-based approach [6] has been adopted. The discriminant is verified for the problem of novel-view face classification considering the face view space as the local space of the proposed method.
The paper is organized as follows: The next section introduces the problem formulation for the case of two local frames. Section 3 develops a solution to the mapping optimisation problem starting from the case of two local frames and then generalizing to multiple frames. One-basis vector algorithm is presented first, followed by a multiple basis vector solution. In section 4 the gradient method is further elaborated. The last section is devoted to the experiments with simulated and real face data.
Problem Formulation
Let x be a data vector which is an element of a subset i C of the set of input vectors X. 
where n is the total number of the input vectors. A mean vector of a class i which consists of i n samples is given by
The between-class scatter is then represented as follows: 
Similarly, the within-class scatter is defined by 
We define the locally linear transformation (2.5) to maximize the between-class variance and minimize the within-class variance in the locally transformed data space. The objective function to be maximized is / w w w ← where η denotes an appropriate stepsize.
Multiple Solutions
In the previous section we described how to get one-basis vector of the transformations 
The General Case (L local frames)
The learning algorithm is extended to the case which has an arbitrary number of local frames. The lower dimensional representation is locally obtained as 
where
(3.13)
The constrined optimization problem is given by Max
(3.14)
The gradient of the objective funtion J with respect to a vector il 
Although we did not provide the convergence proof for the gradient based iterative learning method described in the previous section, the convergence of the proposed method to a global maximum can be expected by virtue of the criterion being the Figure 2 . They show that the objective function has two local maxima corresponding to two sets of basis vectors in opposite directions. Both cases yield the same value of the objective function which is a global maximum. It is also noted that the gradient method converges stably regardless of the constant k.
We imposed the orthonormal condition for each local frame in order to find multiple solutions easily. However, conventional LDA has non-orthogonal axes in a single global frame. The validity of orthonormal condition in local frame should be examined further. and k=10. The data distribution is given in Figure 1 .
Experiments

Simulated Data
Two 2D simulated data sets were created and tested to demonstrate the superiority of the proposed learning algorithm. The first set has three classes which has two distinct modalities in their distributions. The second set has two classes which has three distinct peaks in distribution. The data sets are illustrated in Figure 3 . The conventional LDA, mixture of LDA, GDA and the proposed discriminant are compared in terms of classfication error. Euclidean distance, normalized cross-correlation and Mahalobis distance were utilized for N-N classification. We assume that the number of the local frames are given. For defining the local groups, various techniques can be utilized. Here, the data set was simply and well separated into several local groups by the k-means clustering algorithm. The recognition results are given in Table 1 . It is shown that the proposed discriminant can solve the non-linear classification problem on which the conventional linear method fails and it is much better in terms of computational efficiency as compared to the GDA.
Face Data
The proposed algorithm has been validated on real face data. The face images which have a large variation of pose have been known to be multi-modally distributed. The previous study [6] have attempted to synthesize and recognize a novel view face image by modeling the face view spaces, which consist of face images within a certain range of view-angles. The face view sapce can be considered as the local group in the proposed learning algorithm. We used the XM2VTS data set which has the pose label of the face and the pose label was utilized to define the local groups. The face database consists of 295*2 facial images normalized to 23*28 pixel resolution with a fixed eye position. We have the frontal and right-rotated view images of each identity. The frontal face was registered and the rotated face image was considered as a query. For simplicity of the learning, the algorithm was applied to the first 50 eigenfeatures. The eigenvalue plot of the set showed that the first 50 features were enough to describe the images. Figure 4 shows the transformation vectors of PCA and the proposed discriminant. The transformation vectors of the frontal faces and right-rotated faces are visualized in the first and second row respectively. It is noted that the relationship between the frontal eigenfaces and rotated eigenfaces is hard to describe except for the first eigenface. The first eigenfaces show a certain rotation, scaling and translation relationships between the two. On the contrary, all the corresponding transformation vectors shows a certain relationship yielding the same feature of the same face regardless of the view-angles in the locally linear transformation. It also appears to provide a discriminat feature for different faces with the same view-angle like the conventional fisherface method. 3 training and test sets were randomly created for the two cases that have different number of training and test images. The case 1 has 245*2 images of 245 persons for training and 50*2 images of 50 persons for testing. The case 2 has 100*2 images and 195*2 images for training and test respectively. In the proposed algorithm, k was selected heuristically to yield the best performance for the training set. For the GDA, RBF kernel was utilized with the adjustment of the standard deviation of the kernel. It is noted that the GDA is highly overfitted on the training set but the proposed method is robust to the test set. Figure 5 shows the average recognition percentage of novel view face images with a standard deviation. 
Conclusion
A novel learning method has been described for the discriminant analysis which can classify a non-linear structure. Multiple local linear transformations are considered to yield that the locally transformed classes maximize the between-class covariance and minimize the within-class covariance. The learning method for finding the optimal set of local linear bases does not have a local-maxima problem and stably converge to a global maximum point. The classification results obtained on both simulated data and real face data show that the proposed discriminant provides a set of discriminant features for linearly non-separable data and it is computational efficient as compared with the nonlinear discriminant analysis based on the kernel approach. The method does not much suffer from the problem of overfitting by virtue of the linear base structure of the solution. A more effective learning procedure will be sought in the future by finding a closed-form solution and a method to decide constant k.
