A catalog of Cepheid variables is used to probe the kinematics of the Galactic disk. Radial velocities are measured for eight distant Cepheids toward ℓ = 300 • ; these new Cepheids provide a particularly good constraint on the distance to the Galactic center, R 0 . We model the disk with both an axisymmetric rotation curve and one with a weak elliptical component, and find evidence for an ellipticity of 0.043 ± 0.016 near the Sun. Using these models, we derive R 0 = 7.66 ± 0.32 kpc and v circ = 237 ± 12 km s −1 . The distance to the Galactic center agrees well with recent determinations from the distribution of RR Lyrae variables, and disfavors most models with large ellipticities at the solar orbit.
Introduction
The first use of Cepheids to measure kinematic parameters of the rotation curve was by Joy (1939) , who found a distance to the Galactic center of 10 kpc; this distance was inferred from the measured shape of the rotation curve assuming a simple model. Cepheids have several significant advantages over other stellar tracers for determining large-scale Galactic kinematics. They are intrinsically bright (M V ≃ −4.1), which in conjunction with variability makes them relatively easy to locate at large distances. Perhaps the most significant advantage of Cepheids is that distances to them can be determined extremely well: modern calibrations of the period-luminosity relation in the near infrared yield uncertainties of < 5% (Madore & Freedman 1991) . Distances to Cepheids in the Galactic disk can be best obtained from near-infrared photometry, due both to the smaller PL relation scatter and because of heavy extinction by dust in the Galactic plane.
Further studies were carried out by Stibbs (1956) , Kraft & Schmidt (1963) , and Feast (1967) , using additional data on Cepheids and incorporating the use of individual reddenings in distance measurements. Their analysis was ultimately limited, however, by the small amount of available data, particularly on distant, faint Cepheids. Caldwell & Coulson (1987, hereafter CC) made an extensive compilation of available Cepheid photometry and radial velocities, and used the data in an axisymmetric rotation curve model to determine, among other parameters, the distance to the Galactic center (R 0 ). Though a significant improvement over earlier work, their models were also limited by the available data: CC lamented that many distant Cepheids lacked good radial velocities, and there were few Cepheids known at large distances from the sun, particularly toward directions which provide the best constraints on R 0 .
More recently, new radial velocities for many distant Cepheids have been measured (Metzger et al. 1991 , Pont et al. 1994b , and used in models by Caldwell et al. (1992) and Pont, Mayor, & Burki (1994a, hereafter PMB) . Uncertainties in the parameters of the axisymmetric rotation curve models employed, including R 0 , were significantly improved. Under the assumptions made by the models, it is one of the most precise ways to measure R 0 (Reid 1993 ).
Many studies suggest, however, that the simple axisymmetric picture of Galactic rotation may not be correct. Much evidence leads to the conclusion that the Milky Way is a barred spiral (e.g. Blitz & Spergel 1991b , Binney et al. 1991 , Weinberg 1992 , Dwek et al. 1995 , and there are suggestions that even orbits near the Sun are significantly elliptical (e.g. Blitz & Spergel 1991a , Kuijken & Tremaine 1994 . A curious result of many rotation models using Cepheids, first noted by Joy (1939) , has been an apparent constant velocity offset of ≈ 3 km s −1 between mean Cepheid velocities and the local standard of rest (LSR) . Though the Cepheid sample has grown and measurements have improved for recent studies, this term has persisted. Some explanations for this effect have included a possible error in radial velocity zero-point or an artifact of measuring velocities in a pulsating atmosphere (CC). One of the results of the PMB study was to suggest that instead this velocity offset might be a kinematic effect explained by a bar-driven ellipticity of the solar orbit.
In this paper, we present new data on eight distant Milky Way Cepheids discovered by Caldwell, Keane, & Schechter (1991) . These Cepheids are located near the solar circle, which gives them high leverage in determining R 0 and helps to decouple the measurement of R 0 from the local rotation speed. We combine the new data with a catalog of Galactic Cepheid data, and measure new Galactic rotation parameters using an axisymmetric model. We also study the kinematics using the non-axisymmetric models of Kuijken & Tremaine (1994) , and measure a component of the local potential ellipticity.
Velocities for New Cepheids
Caldwell, Keane, & Schechter (1991) conducted a search for distant Milky Way Cepheids in an area near ℓ = 300 • , b = 0 • covering 9.4 square degrees. From over 2000 variable stars identified in the survey, 37 were chosen as promising Cepheid candidates. The candidates were selected based on sparse I-band data, which could not provide a firm classification of the candidates. Additional multi-band photometry of the candidates was obtained to help confirm the identity of these stars (Avruch 1991) .
We obtained spectra for many of the candidates in February 1991 at Las Campanas, both to help establish these candidates as Cepheids and to obtain radial velocities for use in kinematic models. To select the most promising candidates for frequent observation, we made use of Vand I-band followup photometry of Avruch (1991) . I-band data from the original survey were combined with new observations to generate a detailed light curve, and new V-band observations were used to provide color information at different pulsational phases. Since Cepheids have a characteristic (V −I) color change over the course of pulsation (e.g. Moffett & Barnes 1985) , we ranked the candidates for observation based on the slope of dV /dI as well as the appearance of the I-band light curve.
Observations and Data Reduction
Spectra of the candidates were taken with the Modular Spectrograph on the DuPont 2.5m telescope at Las Campanas on the nights of 25 February through 2 March 1991. We used the spectrograph in a cross-dispersed mode with a 150 ℓ/mm immersion grating and a 300 ℓ/mm grism cross-disperser, projected onto a TI 800×800 CCD. The primary disperser was adjusted to place orders 14-25 onto the CCD, providing coverage from 5000-8700Å. A 1.0 arcsec slit was used throughout the run, which projected to 2.2 pixels on the detector at 8400Å and gave an effective resolution of 60 km s −1 . Calibration frames were taken after each stellar spectrum using He-Ne and Fe-Ar lamps.
The data reduction was conducted using a slightly modified version of the procedure described by Metzger et al. (1991) . Each spectrum was flattened using an incandescent lamp exposure, and strong cosmic ray events were removed. Calibration lines from the associated lamp exposures were identified and centroided using a modified version of DoPHOT (Mateo & Schechter 1989) , and fit across orders with a fifth-order 2-dimensional Legendre polynomial. The high-order coefficients were fixed using a long lamp exposure that yielded over 300 identified lines, and the 4 lowest-order coefficients were fit to each calibration frame, which typically had 100 available lines. Each stellar spectrum was rebinned in log-λ according to the calibration, and each order was separately extracted and sky-subtracted.
During the course of the reduction, we noticed that the spectrum shifted abruptly between two positions on the chip throughout the observing run. The shift was aligned in the direction of the cross-dispersion, and it is possible that the grism was not well secured, flopping between two positions. Figure 1 shows the position of the spectrum on the chip as a function of telescope hour angle, from which it is clear that the flop occurs near the meridian. To account for the shift in the data reduction, each spectrum and its associated calibration spectrum was classified into a "high" or "low" group. Separate flats and high-order wavelength calibrations were made for each group and the associated frames were reduced within its group. Three frames that suffered a shift during an exposure were discarded.
A velocity for each spectrum was calculated relative to a high signal-to-noise spectrum of the star HD 83443 using the Fourier quotient technique of Sargent et al. (1977) . Several of the Cepheid candidates were too heavily reddened to provide an adequate signal for radial velocities using the blue orders, so we decided to use the Ca triplet (8498, 8542, 8662Å) in order 14 to measure individual velocities. Several coravel faint southern radial velocity standards (Maurice et al. 1984) were observed throughout the run, and were used to calibrate the effective velocity of the template spectrum. The individual measurements of the standards (given as an effective template velocity, computed using radial velocity of the standard star, as by Metzger et al. 1991) are shown in Figure 2 . The open and filled points correspond to "low" and "high" position spectra, respectively. The mean template velocities of the two groups are not significantly different, confirming that the two groups of spectra have been successfully referenced to the same zero point. Table 1 shows the mean measured velocities for each radial velocity standard, along with velocities for two metal-weak subdwarfs observed during the run. Each velocity has been adjusted upward by 0.4 km s −1 to bring these velocities to a minor planet-based zero point (Mayor 1985; Metzger, Caldwell, & Schechter 1992, hereafter MCS) . Two error estimates are given in Table 1 : ε f , the formal error in the velocity from the Fourier quotient, and ε V ≡ σ v / √ n, the standard error of the mean of the individual measurements.
The individual radial velocities for the stars confirmed as Cepheids are given in Table 2 . The other variables did not have spectra consistent with that of a Cepheid; most of these did not have significant Ca triplet absorption lines and thus did not yield radial velocities.
Gamma Velocities
Gamma velocities were computed for each of the Cepheids according to the method described by MCS. For each star, the radial velocity points are folded at the pulsation period and fit to a "typical" radial velocity curve. The shape of this velocity curve is fixed by the photometrically determined period of the Cepheid, and is generated using low-order Fourier coefficients that are functions of the period. The periods used for these stars were taken from Avruch (1991) , and improved with additional data below. The gamma velocity and phase are then fit using a χ 2 minimization procedure.
The radial velocities for each star and the curves fit to the points are shown in Figure 3 . Fit gamma velocities for the eight Cepheids are given in Table 3 , along with the formal error of the fit and the reduced χ 2 . An additional error estimate, based on a Monte Carlo simulation, is also given in Table 3 . This estimate takes the variation in the shape of the fit curve into account as well as velocity measurement error. One star thought to be a Cepheid from its light curve (11582-6204), but suspect due to its near-infrared photometry , has a spectrum inconsistent with that of a Cepheid and was discarded from the candidate list.
Infrared Magnitudes
Mean K magnitudes of the new Cepheids were computed using the data of Schechter et al. (1992) . The values of K they report are a straight average of their individual measurements; if the measured points are not well-spaced in phase, such an average can be biased with respect to the true K . Though we expect this difference to be small given the pulsation amplitude at K, to obtain a slightly more accurate average we fitted a sine function to the K points using periods computed above. The amplitude of the sine function was scaled from the V light curve amplitude, computed from the data of Avruch (1991) and LeDell (1993) , using the relation of Welch et al. (1984) : Amp(K) = (0.30 ± 0.03) × Amp(V ). The results of this procedure, along with formal errors assuming σ K = 0.02 mag for each observation, are given in Table 4 . Adding higher-order terms to the light curves from the Fourier decompositions of Laney & Stobie (1993a) had no significant effect on the computed K . The star 13240-6245 has a high covariance (r ≃ 0.6) between K and the epoch, largely a result of poor phase coverage.
Also shown in Table 4 are the amplitudes (peak-to-peak) of the V -band light curves, epochs of maximum light in both V and K, and improved period estimates. The K-band epochs were determined from the fit light curve, and the improved periods are selected from values listed by Avruch (1991) (he gives several due to the possibility of aliasing) that are most consistent with the K data. We find that the V maximum light lags that in K by ∼ 0.27 cycles, in rough agreement with Welch et al. (1984) . We also note that the star 13323-6224 is peculiar in that it has a significantly smaller amplitude than expected given its period. Overall, we obtain a tight formal error on the K magnitudes; in particular, the uncertainties are smaller than the scatter in the PL-K relation and hence sufficient for our purposes. (It is interesting to note that only two of the average magnitudes are significantly different from the straight means computed by Schechter et al. [1992] .) It was not necessary to phase and fit the (H − K) colors, since they do not change appreciably over the pulsation cycle. We used the E(H − K) color excesses of Schechter et al. (1992) to compute the extinction in K, A K ≡ K − K 0 , for the newly discovered Cepheids. These were derived assuming an intrinsic color locus in the H-K/P plane: (H − K) 0 = 0.068 + 0.024(log P − 1) (their equation 1). We adopted the same extinction law used by Schechter et al. for the total-to-selective extinction, that given by Cohen et al. (1981) : A K = 1.39E(H − K). This can be compared with coefficients found in other sources: 1.7 , CIT system), 1.5 (Clayton, Cardelli, & Mathis 1989 , Johnson system), 1.8 (Rieke & Lebofsky 1985) , and 1.6 (Laney & Stobie 1993a , Carter system). The Caldwell et al. Cepheids have an average E(H − K) of 0.27; if we were to simply replace our reddening law with the average of the A K /E(H − K) values listed (= 1.6), the result would be an increase in mean distance modulus by 0.06 mag for the stars in the sample. This would not be strictly correct, however, as the values are based on magnitudes of different systems; we use the Cohen et al. (1981) value, keeping in mind a possible systematic offset.
Galactic Cepheid Data
The new Cepheid data from §2 were combined with a catalog of Cepheid photometry and radial velocities compiled from several sources. We started with the compilation of 184 stars by CC. Reddenings for many additional Cepheids were obtained from Fernie (1990 Fernie ( , 1994 , and new radial velocities from Moffett & Barnes (1987) , Mermilliod et al. (1987) , and MCS. Finally, mean B and V photometry and many new radial velocities were obtained from the compilation of PMB. Known or suspected W Virginis stars (Pop. II Cepheids), based on the list of Harris (1985) , were excluded from the sample.
Because of the small scale height of Cepheids in the Galactic disk, the distant stars lie within a few degrees of the Galactic plane in projection and are thus significantly obscured by dust. To measure distances, accurate color excesses for the stars must be known to allow an estimate of the total extinction. Figure 4a shows a comparison between the color excess given by CC and the values of Fernie (1990) . A clear trend is evident, such that the redder stars tend to have higher values of E(B-V) on Fernie's scale than that of CC. A linear fit to the data gives
with a 0.05 mag scatter about the fit. This trend implies a difference in R ≡ A V /E(B − V ) between the two systems of 10%, or about 0.3 mag in the corrected V magnitude for the more heavily extinguished stars (E B − V ≃ 1). The origin of the discrepancy is not clear, but it is significant: a 10% change in R corresponds to a 5% change in R 0 derived from rotation curve models (see §4 below). A comparison between reddenings of Fernie (1990) and Dean, Warren, & Cousins (1978) for 94 stars in common, yields a similar but shallower slope; Fernie shows a similar plot for cluster stars in his Figure 1 . Another comparison can be made to the recent study of Cepheid reddenings by Laney & Stobie (1994) , who combined optical and infrared data to test the value of R. Figure 4b shows a comparison of their reddenings to Fernie's, revealing the same trend as Figure 4a . We have adopted the same value of R as Laney & Stobie found consistent with their color excesses, thus to produce extinction corrections we adjust Fernie's (1990) reddenings using equation 1.
The combined data set contains 294 stars (not including the eight new stars from §2) and is shown in Table 5 . Values reported for E(B-V) are primarily from Fernie (1990) , transformed to our system.
Cepheid Distance Calibration
Distances to the Cepheids were computed primarily via the period-luminosity relation in the V-band (PL-V), which can be parameterized
Here m 0 corresponds to the unreddened apparent magnitude of a Cepheid with a 10-day period at a distance of R 0 , and α is the slope of the adopted period-luminosity relation. The measured period and unreddened apparent magnitude for a particular Cepheid are given by P and m, respectively. The stars were dereddened as in CC, using the prescription for R V derived from Olson (1975) and Turner (1976) :
This extinction correction is also used by Laney & Stobie (1993) , and has a slightly higher value for the effective R V than the reddening laws of Savage & Mathis (1979) and Rieke & Lebofsky (1985) (though the last two do not give an explicit dependence on intrinsic color). The dependence of R V on the intrinsic color is caused by a shift in effective wavelength of the filters when measuring stars of different spectral class (Olson 1975) . Extinction corrections for infrared photometry are handled separately and are described below.
We chose to avoid period-luminosity-color (PLC) relations and terms accounting for metallicity in this study for two reasons. First, the PL-V relation is thought to be only weakly sensitive to metallicity, both in zero-point and slope (Iben & Renzini 1984 , Freedman & Madore 1990 ; but see also Caldwell & Coulson 1986) , and less sensitive to metallicity than the PLC relation (Stothers 1988) . Second, the intrinsic color used in the the PLC relation is susceptible to significant error when this color is found by dereddening using color excesses. By making a correction based on color, one must make some implicit assumption about the intrinsic color of the star; any difference between this assumption and the actual color (perhaps due to metallicity) is amplified in the derived unreddened magnitude. This process can significantly increase the sensitivity of PLC distances to metallicity. The uncertainties in the reddening corrections themselves tend to be larger than the effect of metallicity on the PL-V relation over a wide range of metal abundance (Stothers 1988) . Further, the reddenings derived for Cepheids themselves are sometimes derived under the assumption of a unique color locus in the (B-V)/(V-I) plane (e.g. Dean, Warren, & Cousins 1978) . Given these sources of error, and the uncertainty in the slope of the PLC color term (Fernie & McGonegal 1983 , Caldwell & Coulson 1986 , for this study we chose to use only PL relations (PL-V, plus the PL-K relation for some of the models below) with no explicit correction for a radial metallicity gradient. The scatter in the individual distances may be slightly higher, but the systematic errors are easier to quantify.
The two parameters m 0 and α in equation 2 determine the distances to each Cepheid in terms of R 0 . The PL-V slope parameter α has been measured using both Magellanic Cloud and Galactic cluster Cepheids (Fernie & McGonegal 1983 , Caldwell & Coulson 1986 , CC, Madore & Freedman 1991 , Laney & Stobie 1994 . Most tend to agree to within the quoted errors, and lie in the range −2.9 to −2.8 (with the exception of CC at −3.1). There does appear to be a significant difference in computed slope of the PL relation, however, depending on the period range of Cepheids used in the fit. While studies using open clusters to calibrate the PL relation contain data over a wide range of period, many exclude the longest period Cepheids from the fit as they tend to be somewhat brighter than an extrapolation of the PL relation of short-period Cepheids would indicate (e.g. Fernie & McGonegal 1983) . Freedman et al. 1993 derive a separate calibration of the PL relation based only on Cepheids with 1.0 < log P < 1.8 to match most closely the range of periods in the M81 Cepheids. They find a PL-V slope of −3.35 ± 0.22, significantly steeper than when short-period Cepheids are used.
A possible explanation for the discrepancy is the suggestion by Böhm-Vitense (1994) that most Cepheids with periods shorter than 9 days are overtone pulsators. If the short and long period Cepheids form two offset, steeper PL relations, then a slope measured from combining the two would be shallower than that measured from either set independently. More work needs to be done to help verify the existence of the separate PL relations, particularly in the near-infrared where the intrinsic scatter about the PL relation is smaller. A quick examination of the PL-K data of Laney & Stobie (1994) shows little evidence for short-period overtone pulsators, while not necessarily ruling them out. Gieren, Barnes, & Moffett (1989) find evidence against this hypothesis based on the continuity of BW radii across a wide range of periods.
There is direct evidence, however, that at least some of the Cepheids in our sample are overtone pulsators. For example, the recently measured radial velocities for QZ Nor of −38.6 ± 0.7 km s −1 (MCS) and V340 Nor of −40.0 ± 0.1 km s −1 (Mermilliod et al. 1987 ) confirm both as members of NGC 6067, and support the conclusion of Coulson & Caldwell (1985) and Moffett & Barnes (1986) that QZ Nor is an overtone pulsator while V340 Nor is not. Given this conclusion, the period-luminosity relation gives the same distance to both. Other examples of such direct evidence include SU Cas (Evans 1991) .
Even with some contamination from overtone pulsators, so long as the range of periods of the calibrators is similar to the overall population, the derived slope and zero-point will still provide accurate distances (though perhaps with larger scatter). Considering that our Cepheid sample has a median log P ≈ 0.9, we can comfortably use the shallower slopes derived from Cepheids of similar period, and adopt a commensurate zero point. New data on Magellanic Cloud Cepheids discovered in the MACHO survey (Alves et al. 1995 , Alcock et al. 1995 will help to answer this question conclusively.
The zero point of the Cepheid PL relation puts m 0 , the unreddened apparent magnitude of a Cepheid at a distance R 0 , on an absolute distance scale. Various studies have yielded different Cepheid PL zero points, primarily due to differences in assumed extinction, metallicity or correction for metallicity, and the sample of stars used. Currently the most accurate methods for Galactic PL calibrations are those using Cepheids in clusters and associations (Turner 1985; Fernie & McGonegal 1983) , and those using the visual surface brightness (Baade-Wesselink) method (Gieren, Barnes, & Moffett 1989) . The cluster calibrations are based on fitting main sequences for clusters containing Cepheids to either the Hyades or Pleiades, and the surface brightness method attempts to measure the radius of a Cepheid based upon accurate photometry and radial velocity measurements. A convenient comparison of Cepheid calibrations can be made by applying the calibrations to LMC Cepheids, and comparing the derived LMC distance moduli. The SMC is somewhat less suited to this purpose as it is thought to be significantly extended along the line of sight. Feast & Walker (1987) give a comprehensive review of Cepheid calibrations up to that time, and conclude that for a Pleiades modulus of 5.57, the LMC lies at a true distance modulus of 18.47 ± 0.15. This estimate is based on the same extinction law used here. More recently, using updated V-band data, CC determine an LMC modulus of 18.45, and Laney & Stobie (1994) find 18.50 ± 0.07, both assuming the same Pleiades modulus and extinction law. The visual surface brightness calibrations currently yield Cepheid distance moduli larger by ∼ 0.15 mag on average (Gieren & Fouqué 1993) , and give a distance modulus for the LMC of 18.71 ± 0.10 mag. While significantly different, the Gieren & Fouqué data appear to have an asymmetric distribution that may make the distance moduli too large: the four calibrators they discard as being significantly discrepant all have distance moduli too large by > 0.6 mag. Though this does not completely resolve the discrepancy, for this study we have chosen to adopt the cluster calibrations. On this scale, our adopted V-band calibration is
The internal uncertainty in the zero point (exclusive of any systematic error in the Pleiades/LMC distance) is estimated to be ≃ 0.07 mag.
To incorporate the near-infrared data on the newly-discovered Cepheids, we use the period-luminosity relation in the K-band with an appropriate calibration and extinction law. The calibration zero point must give distances commensurate with those derived from V -band data, and thus we again normalize the zero-point to an LMC modulus of 18.50. After making this correction, the PL-K calibration of Welch et al. (1987) gives M K = −5.66 − 3.37(log P − 1), with the K magnitudes on the same system (Elias et al. 1982) as the Schechter et al. (1992) photometry. Madore & Freedman (1991) give a self-consistent calibration based on a sample of 25 LMC Cepheids, each with photometry in both V and K, finding M K = −5.70 − 3.42(log P − 1), identical to within quoted errors. The Madore & Freedman PL-V calibration is also consistent with our adopted M V . Laney & Stobie (1994) give a calibration of the PL-K relation in a slightly different photometric system; after converting to the Elias et al. (1982) system using the transformation of Laney & Stobie (1993b) , and adjusting to an LMC modulus of 18.50, we find
The scatter of the individual stars about the period-luminosity relation is significantly smaller in K than V , 0.16 mag rms vs. 0.25 mag rms, and hence the internal error associated with the zero point is correspondingly smaller at 0.04 mag. Since the quoted uncertainties in the Laney & Stobie (1994) calibration are the smallest of those quoted above, and that the relation is almost identical to the others, we adopt equation 4 for our models.
There is a small discrepancy between the LMC moduli derived from V and K data when using Galactic cluster calibrations. Measurements of LMC distance modulus in the K band from the above references typically yield a value of 18.55-18.60, some 0.05-0.10 higher than the V calibration. This discrepancy could be due to a number of factors, including a difference in mean metallicity between Galactic and LMC Cepheids. As the bolometric PL relation for Cepheids is thought to be essentially independent of metallicity (Iben & Renzini 1984) , the zero point of the PL-V and PL-K relations may be expected to differ by ∼ 0.03 mag over the metallicity difference of the Galaxy and the LMC from the variation in bolometric correction alone (Laney & Stobie 1994 , Stothers 1988 . Another possible source of systematic error arises from the correction for extinction: this is substantially larger for the Galactic calibrators, which have a mean E(B-V) of 0.65 (Feast & Walker 1987) , than the LMC Cepheids, which have an E(B-V) of about 0.14 mag. A reasonable error of 0.1 in the adopted R V value would thus produce an apparent distance offset between the two of 0.05 mag. Since the difference here is only slightly greater than 1 σ, no useful limits can be placed on R (or A V − A K ). However, we discuss below some implications of the kinematic distance scale using the newly discovered Cepheids on the adopted reddening law. Figure 5 shows a geometric picture of a star with angular velocity Θ at a distance D from the Sun, and at a distance R 0 from the center of the galaxy. The local standard of rest (LSR) rotates with velocity Θ 0 , and the Sun moves with a velocity peculiar to the LSR of (u 0 , v 0 , w 0 ) in the coordinates (R, Θ, Z). For our models we assume that the height above the disk, |z| = D| sin b|, is sufficiently small that the potential is dominated by the disk, and therefore a thin-disk model adequately represents the orbits (i.e. the primarily rotational orbits of the stars are decoupled from their vertical motion). This condition is met by the classical Cepheid population as they are confined to the disk with a scale height of 70 pc (average absolute distance from the mean plane, Kraft & Schmidt 1963) . We also fix the Z-component of the Sun's motion, w 0 , at 7 km s −1 (Delhaye 1965) as it is neither constrained by the data nor does it affect the model.
Milky Way Rotation
The rotation models we employ take the form of a mean velocity field Θ(R, φ) with components in theR andφ directions. The mean velocity of the stars at (R, φ), as measured from the Sun, is
The Sun's peculiar motion relative to the LSR in the direction of the star, v ⊙ * , is given by
The data are fit to the models using a non-linear χ 2 minimization program. Free parameters were determined by fitting the measured radial velocities for each Cepheid to model velocities generated from the other measured quantities (ℓ, b, V , P , and E(B − V )) via equation 5. Each measured velocity was weighted as in CC using the estimated radial velocity dispersion added in quadrature to the effective velocity error introduced by the distance measurement:
The dispersion in the radial velocities is a combination of measurement error and the intrinsic velocity dispersion of the stars in the disk (the latter dominating), and was taken to be σ v = 11 km s −1 . The random error in the distance from all sources (measurement, extinction correction, and PL dispersion), σ d , was assumed to be 0.2 mag.
Axisymmetric Models
The initial models we use to derive parameters of Galactic rotation are based on a linear, axisymmetric rotation curve in a manner similar to CC. An axisymmetric rotation curve is given by Θ R = 0 and Θ φ (R) independent of φ. If we make the approximation that the rotation curve is linear, i.e. that 
Here we have defined r ≡ R/R 0 , and A is Oort's constant
The transformation of the heliocentric distance d ≡ D/R 0 to the Galactocentric distance r is given by
While the expansion of the rotation curve is to first order in r, and thus is valid primarily for stars near the solar circle, no approximation is made for small d.
An additional parameter was added to compensate for a possible zero-point offset in the radial velocities (δv r ). The full model for the measured heliocentric radial velocity of a star is then
Note that the sign of u 0 follows a Galactic radial convention and is opposite that used by CC. The model has parameters 2AR 0 , m 0 , α, u 0 , v 0 , w 0 , and δv r ; α was fixed according to the PL relation adopted, w 0 was fixed as described above, and the remaining parameters were fit using the χ 2 minimization routine. Table 6 gives a summary of the results of the axisymmetric models. Model A1 includes all of the sample Cepheids, including the 8 new Cepheids with distances determined from K-band photometry and reddenings. Distances to the remaining stars were computed using the color excess scale given by equation 1. Model A1.1 is identical except for the exclusion of 6 stars with large residuals in model A1: FF Car, FM Car, BB Gem, VW Pup, AA Ser, and V Vel. The model parameters remain essentially the same, while the associated uncertainties fall (the six excluded stars contribute almost 25% of the residual error in model A1). The error on R 0 and 2AR 0 are independently less than 5%; the high covariance of the two errors (see below) implies an even tighter constraint on A = 2AR 0 /2R 0 = 15.4 ± 0.3 km s −1 kpc −1 . It is important to note that the errors given are internal errors (those due to scatter about the adjustable parameters), and do not include systematic uncertainties associated with the fixed model. Model A1.2 uses the same stars as A1.1, but employs the color excesses of Fernie (1990) directly, without adjustment. The most significant effect is a shortening of the distance scale by ∼ 5%.
As a check, we ran our modeling software on the data used by CC in their study. The parameters are listed as model A2 in Table 6 , and agree well with those determined by CC. The largest difference between the A1 and A2 parameters, aside from the reduced uncertainties, is the value determined for 2AR 0 . Model A2.3 was run on the same set of Cepheids, but with updated velocities from Table 5 and reddenings from Fernie (1990) . Again, m 0 decreases by about 5%, while 2AR 0 increases by 0.8σ. Oort's A constant effectively increases from 14.2 km s −1 kpc −1 to 15.7 km s −1 kpc −1 when the new data are used. Models A2.2 and A2.3 show the effect of adding the new velocities and reddenings separately.
We also fit our models to the data set used by PMB as a further test. Model A3 uses their pruned set of 266 stars, and further the parameter δv r was fixed at zero as in their study. Our model reproduces their results closely, though our estimates of uncertainty in the model parameters are somewhat larger than reported by PMB.
Since the PMB study employed color excesses on the F90 scale, the effective distance scale should be the same between model A3 and A1.2. However, the computed R 0 is somewhat larger in model A3 than A1.2, indicating a difference in the implied distance to the Galactic center. At first we guessed this might be due to the effect of adding the eight new distant Cepheids to the model-the high leverage on R 0 for these stars could produce the change (particularly since distances were computed using a separate PL relation). Deleting these stars, however, only increased the uncertainty of R 0 without changing the most likely value. We found that the discrepancy was caused by including the δv r parameter in the model: the values determined for R 0 and 2AR 0 fall by 1-σ (model A3.1 vs. model A3), and resolve the discrepancy. We conclude that not including the δv r in the axisymmetric models skews PMB's R 0 measurement slightly high. Allowance for this term can be made in non-axisymmetric models, as PMB suggest, and is treated in §4.2.
We can further determine the effect of the new Cepheid data by examining the covariances between model parameters. Table 7 shows the covariances of the model parameters determined using different sets of data. Covariances are expressed here as correlation coefficients of the projected data (Bevington 1969) :
where the s 2 ij are elements of the covariance matrix. The reduction in the covariance between m 0 and 2AR 0 in the model including the new Cepheids (A1.1) over that without (A1.4) is due to the advantageous placement of the new Cepheids. Because they lie at a Galactocentric radius near the solar circle, the mean radial velocity of the stars in the model is close to zero, independent of rotation speed. (In an axisymmetric model, stars lying at the same radius rotate together in a ring with no relative velocity, save for random motion.) Thus adding only a few stars serves to decouple the two parameters in the model. Figure 7 shows a comparison between constant χ 2 contours in m 0 , 2AR 0 space with and without the eight stars.
The eight new CKS Cepheids turn out to provide a useful constraint on R 0 by themselves, assuming axisymmetric rotation. Fitting the eight Cepheids to the model, we derive R 0 = 8.1 ± 0.5 kpc, assuming v 0 = 14 km s −1 . Thus with just eight stars, knowing v 0 gives us a distance to the Galactic center to 6% precision. If we remove the nearest Cepheid, 13323-6224 at 0.3R 0 , most of the remaining covariance between R 0 and 2AR 0 is eliminated. The error reduces to ∼ 4%, with R 0 = 7.95 ± 0.31 kpc. The parameters R 0 ,v 0 have a high covariance in this model; decreasing v 0 by 4 km s −1 reduces the derived value of R 0 by 5%. Again, all of these models rely on the assumption of an axisymmetric rotation curve; in the next section, we relax this assumption.
Non-Axisymmetric Models
The persistence of a significant δv r in the Cepheid data, even after significant improvements in radial velocities and distances, leads to the conclusion that either some systematic error is present in measuring γ−velocities of Cepheids, or that an axisymmetric model is not sufficient to describe the rotation curve. As many Cepheids in open clusters now have accurate γ-velocities within 0.4 km s −1 of the cluster mean velocity (e.g. Mermilliod et al. 1987) , the systematic error in measuring γ is probably small. Based on a comparison with an N-body simulation, PMB suggest that the effect could be due to non-axisymmetric motion driven by a central bar of ∼ 5 kpc in extent. Here we examine the shape of the local rotation ellipticity directly using a simple non-axisymmetric model.
Our non-axisymmetric models are based on those of Kuijken & Tremaine (1994, hereafter KT) . The rotation curve is produced by a primarily axisymmetric potential with a small m = 2 perturbation, with minor axis in the direction φ b . The circular velocity and potential ellipticity have a power-law dependence on radius:
The rotation curve is given by equation (5) and by (KT, eqn. 5a):
where we have defined
and two orthogonal projections of the ellipticity
The c(R) and s(R) parameters correspond to components of the ellipticity that are symmetric and antisymmetric, respectively, about the Sun-center line φ = 0.
As pointed out by KT, if the Sun lies near a symmetry axis of a non-axisymmetric distortion, it is not easily detected using data such as our sample where d ∼ < R 0 . In particular, the parameters c and R 0 in the models have a high covariance, and thus do not produce independent information.
If such a distortion were present (c non-zero), the derived parameters R 0 and 2AR 0 can deviate significantly from their true values. To judge the size of the effect for our data, we have fit a simple model with a flat rotation curve and constant ellipticity (p = α = 0), and allow the symmetric ellipticity component c to vary along with the other parameters. For this model, the predicted mean radial velocities reduce to
As expected, if we fit for all six parameters, we find a covariance between 2AR 0 , m 0 , and c of 0.95-too large to make any independent constraints on these parameters. We can, however, fix the symmetric ellipticity in the models and determine how this affects the other derived parameters. Figure 8 shows how m 0 and 2AR 0 vary as a function of the ellipticity parameter. From a combination of non-kinematic estimates of R 0 (Reid 1993), we can deduce a weak constraint on the ellipticity at the solar circle −0.08 < c(R 0 ) < 0.14.
Because c is degenerate with other parameters, we fix it at zero and investigate the antisymmetric term s. For these models we incorporate the same data set used in model A1.1, and for the primary model assume a flat rotation curve and constant ellipticity (α = p = 0). Here we also assume that the velocity offset δv r is a kinematic effect of the other model parameters, and therefore fix δv r = 0. Table 8 shows the results of several models. Model B1 gives results for the primary elliptical model, and shows a 2.5σ detection of ellipticity, s(R 0 ) = 0.043 ± 0.016. The B2 models vary the extinction coefficient R, and B3 models vary p and α; the ellipticity detection is robust in all except the p > 0 models. Note that while the implied circular velocity increases rapidly as α increases, Oort's A remains roughly constant. Velocity residuals for model B1 are shown in Figure 9 ; there is some hint that systematic velocity structure not accounted for by the simple models is present, perhaps due to the influence of spiral structure.
Discussion
The uncertainties quoted in Tables 6-8 correspond to internal error estimates in the models, derived from the scatter of the data about the fit model. As described in §3.1 above, systematic uncertainties in the distance scale are also present. To summarize, the internal uncertainty in the V -band zero point is ≃ 0.07 mag, to which we add an estimated 0.1 mag error in the Pleiades modulus; similarly, the internal uncertainty in the K-band calibration is 0.04 mag. Thus we adopt a calibration error of 0.12 mag and 0.11 mag for V and K zero points, respectively. There is also an uncertainty associated with the reddening scale for the V -band distances; however, we note that since we have a good measurement of R 0 based only on K-band photometry, this uncertainty does not contribute to the overall distance scale error. The reddening uncertainty in the K-band corresponds to ∼ 0.05 mag in R 0 . The K-band distance scale agrees closely with that derived from the full models using the Dean et al. (1978) optical reddening scale, thus we adopt that scale for our derived distances. The largest systematic uncertainty in measuring R 0 , however, derives from the inability of the rotation models to adequately constrain c(R 0 ). KT suggest, based on a combination of local kinematics and global HI distribution, that c(R 0 ) = 0.082 ± 0.014. This corresponds to overestimating R 0 in the kinematic models by ∼ 15% (see Figure 8) . For now, we keep this component of the systematic uncertainty separate; below we see that based on the RR Lyrae distance scale, c(R 0 ) is likely small. Our standard model B1 then gives R 0 = 7.66 ± 0.32 ± 0.44 kpc and v c (R 0 ) = 237 ± 12 ± 13 km s −1 . Computing Oort's A from these gives A = 15.5 ± 0.4 ± 1.2 km s −1 kpc −1 .
Since the models of CC, the number of Cepheids with data adequate for use in rotation models has increased by 50%, in particular the addition of stars at large distance from the Sun that provide good leverage for measuring scale and shape parameters. The internal uncertainty in R 0 and 2AR 0 has decreased by approximately a factor of two, while remaining consistent in their mean values. In comparison with the recent PMB models, our measurement of R 0 is slightly smaller than that found by PMB, 8.1 kpc; much of this difference can be attributed to the absence of a direct ellipticity term in the PMB models. This also appears to skew the measurement of 2AR 0 to the high side; our derived values differ by almost 2-σ. We find that other differences between our models, including a higher-order expansion of the rotation speed and a different minimization algorithm, produce negligible differences in the fit parameters.
Our results compare favorably with other methods of determining R 0 . Reid (1993) computes a "best value" for R 0 , based on a weighted average of many techniques, of 8.0 ± 0.5 kpc, in agreement with the results from this paper. In particular, Reid divides measurements into several categories; our present results fall into two different categories, one that is based primarily on the calibration of the K-band Cepheid PL relation, and one that is based on a kinematic rotation model. Our distance is somewhat larger than that implied by a direct measurement of the distance to Sgr B2 at the Galactic center of 7.1 ± 1.5 kpc (Reid et al. 1988) , though still well within the errors. A direct measurement of the proper motion of Sgr A * by Backer & Sramek (1987) , when interpreted with our measured circular velocity, translates to 8.3 ± 1.0 kpc, again consistent with our measurement, though the uncertainty is a factor of 2-3 larger.
We can also use R 0 as a standard length to compare the Cepheid and RR Lyrae distance scales. Based on new near-infrared photometry of RR Lyraes in Baade's window, Carney et al. (1995) measure R 0 to a precision of about 5%. This result is much less sensitive the uncertain extinction correction than the previous optical work (e.g. Walker & Terndrup 1991) , and is also independent of the rotation curve shape. Carney et al. quote two different values for R 0 : 7.8 ± 0.4 kpc, based on the zero-point calibration of Carney, Storm, & Jones (1992, CSJ) ; and 8.9 ± 0.5 kpc, based on an RR Lyrae calibration from the LMC corresponding to an LMC modulus of 18.50. As noted by Walker (1992) , the Cepheid LMC distance modulus is 0.2-0.3 mag higher than that derived from LMC RR Lyraes on the CSJ zero point. Our result for R 0 agrees quite well with the CSJ-scale distance, and is about 2-σ below the LMC RR Lyrae-based calibration. The systematic change in our R 0 measurement implied by increasing c(R 0 ) is in the opposite sense to that implied by adopting an LMC RR Lyrae distance modulus of 18.50: if the KT suggestion that c(R 0 ) ≃ 0.08 is correct, it would only make our estimate for R 0 shorter and the discrepancy with the LMC RR Lyrae calibration larger. Thus the CSJ calibration of RR Lyraes and the Cepheid distance scale appear to be commensurate to within ∼ 0.15 mag, and the ellipticity term c(R 0 ) < 0.04. This implies that a small but probably real discrepancy exists between Cepheid and RR Lyrae LMC distances, and that the intrinsic magnitudes of the populations in the Galaxy and LMC may be different (van den Bergh 1995; Gould 1994) .. The two distance scales appear to be in agreement, however, when Cepheids are compared with globular cluster horizontal branch magnitudes in M31 (Ajhar et al. 1996) .
A positive value of s(R 0 ) such as we find indicates that the Sun's orbit is elliptical with major axis in the quadrant 0 < φ < π/2, illustrated in Figure 10 (see also Schechter 1996) . PMB suggest that the orbital ellipticity could be due to a bar of roughly 5 kpc radius, based on results of a numerical simulation; this is somewhat larger than the ∼ < 3 kpc scale suggested by photometric observations (e.g. Weinberg 1992 ). The kinematic signature of the smaller-scale bar at R 0 is predicted to be ∼ < 1% in the models of Weinberg (1994) , thus would be a strict lower limit for the scale of the bar if the outward motion of the LSR is such a kinematic signature. The B3 models in Table 8 with p < 0 correspond to these inner bar models with ellipticity falling at R 0 . Our measurement of s(R 0 ) indicates that the Sun has a small outward velocity component with respect to the GC, of Θ R (R 0 , 0) = 10.2 ± 3.8 km s −1 for our fiducial model B1. This model has p = 0, i.e. the ellipticity is constant with radius, which predicts that stars toward ℓ = 180 • should have zero mean velocity. Observations of old disk stars at the anticenter, however, indicate a mean motion of ∼ 6 km s −1 in the sense that the LSR and the outer Galaxy stars are moving apart (Lewis & Freeman 1989 , Metzger & Schechter 1994 . This would suggest that s(R) increases with radius, such as might be the effect of a triaxial halo that gradually dominates an axisymmetric disk potential as R increases. Orbits at larger radius would thus have larger ellipticity, implying a larger < v r > (so long as α ≥ 0), and would thus appear to have a net outward motion when viewed from inner orbits. This corresponds to models B3 with p > 0; when we fit to these models, however, the magnitude of local ellipticity shrinks and becomes negligible with p = 1. The outward motion is consistent with the 14 km s −1 value of the Blitz & Spergel (1991a) model derived from outer Galaxy gas motions; however, warps and possible lopsided structure of the outer gas make the velocity structure difficult to interpret (Kuijken 1992) .
One of the obstacles to drawing strong conclusions from models with different p and α is that the distribution of the Cepheids in the model is both asymmetric with respect to the GC and concentrated about R = R 0 . Constraining s(R) is best accomplished when the antisymmetric component can be measured directly on both sides of the Galactic center. To help fill out the region 0 < ℓ < 90 • , a survey for distant Cepheids has been conducted toward ℓ = 60 • with some success (Metzger 1994) . Further surveys are in progress to find Cepheids at even greater distances on the opposite side of the galaxy; if a sample of such Cepheids were available with radial velocities, good constraints could also be placed on c(R) (KT).
It is clear that given the uncertainties in estimating total V -band extinction toward heavily obscured Cepheids ( §3), the future direction of Cepheid kinematic models will be toward using infrared photometry. This will be particularly important for new samples of distant stars; as an example, some of the newly-discovered Cepheids toward ℓ = 60 • have E(B-V) of ∼ 4 mag. An uncertainty in R V of only 0.1 corresponds to a minimum distance error of 20%, while in K the corresponding extinction and error is reduced by a factor of 10. Future surveys for distant Cepheids, particularly those to find Cepheids at distances > R 0 , are also best conducted in the infrared. The small scale height of Cepheids is of order that of the gas and dust in the disk, so the total extinction to such stars on the opposite side of the Galaxy is prohibitive in the optical.
Summary
We have obtained new γ-velocities for the eight Cepheids discovered by CKS, and combine these with K-band photometry of Schechter et al. 1992 for use in disk kinematic models. Using a catalog of Cepheid magnitudes, color excesses, and radial velocities collected from many sources, we examine Galactic rotation parameters in the context of both axisymmetric and non-axisymmetric models. In our adopted model, which assumes a flat rotation curve and constant ellipticity near the sun, we find The errors quoted are internal and systematic, respectively. An additional systematic error is also present from the unknown component of ellipticity that is symmetric about the sun-center line, but comparisons with recent measurements of R 0 from RR Lyraes indicate that this component should be small. An estimate of R 0 can also be made directly from 7 Cepheids near the solar orbit with infrared photometry, independent of the rotation speed, giving 7.95 ± 0.31 kpc for zero ellipticity and 7.61 ± 0.30 kpc for 4% ellipticity. There is good agreement between the new values and some previously published estimates, with significantly smaller uncertainty in the present results. Future progress in determining rotation curve scale and shape will rely on infrared searches and photometry, both to find more distant stars through heavy extinction and to measure the distances more accurately.
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