Abstract. The extremal number ex(n, F ) of a graph F is the maximum number of edges in an n-vertex graph not containing F as a subgraph. A real number r ∈ [1, 2] is realisable if there exists a graph F with ex(n, F ) = Θ(n r ). Several decades ago, Erdős and Simonovits conjectured that every rational number in [1, 2] is realisable. Despite decades of effort, the only known realisable numbers are 0, 1, for integers m ≥ 1. In particular, it is not even known whether the set of all realisable numbers contains a single limit point other than two numbers 1 and 2.
, 2, and the numbers of the form 1 + for integers m ≥ 1. In particular, it is not even known whether the set of all realisable numbers contains a single limit point other than two numbers 1 and 2.
In this paper, we make progress on the conjecture of Erdős and Simonovits. First, we show that 2 − a b is realisable for any integers a, b ≥ 1 with b > a and b ≡ ±1 (mod a). This includes all previously known ones, and gives infinitely many limit points 2 − 1. Introduction 1.1. History and previous results. For a family of graphs F, the extremal number ex(n, F) is the maximum number of edges in an n-vertex graph which does not contain any subgraph isomorphic to a graph in F. If F = {F }, then we write ex(n, F ) instead of ex(n, F).
Since Mantel [21] determined the extremal number of a triangle in 1907, the study on the extremal number has been always at the core of extremal graph theory. The classical Erdős-Stone-Simonovits theorem [9, 11] showed that any k-chromatic graph F satisfies ex(n, F ) = 1
While this provides good estimates for the extremal numbers of non-bipartite graphs, it only shows ex(n, F ) = o(n 2 ) for any bipartite graph F . Although there have been numerous attempts on finding better bounds of ex(n, F ) for various bipartite graphs F , we know very little on the topic. One of the fundamental conjectures on the subject is the following conjecture proposed by Erdős and Simonovits. m are realisable by unbalanced complete bipartite graphs (see also [19, 2] ). Recently, Jiang, Ma and Yepremyan [18] proved that 2 − 5 is realisable by a so-called 3-comb-pasting graph. Note that it is not even known whether there is a single limit point on the set of realisable numbers in the interval (1, 2).
Our results.
One main contribution of this paper is the following theorem that provides infinitely many more realisable numbers, including all previously known realisable numbers. Theorem 1.4. For each a, b ∈ N with a < b and b ≡ ±1 (moda), the number 2− a b is realisable. As a consequence, this theorem provides infinitely many limit points on the set of realisable numbers. Corollary 1.5. For each m ∈ N, the number 2 − 1 m is a limit point in the set of realisable real numbers.
Secondly, we propose an approach to tackle Conjecture 1.3 via the following conjecture on subdivision of graphs. For a graph F , let sub(F ) be the 1-subdivision of F , obtained from F by replacing all edges of F with pairwise internally disjoint paths of length two. Conjecture 1.6 (Subdivision conjecture). Let F be a bipartite graph. If ex(n, F ) = O(n 1+α ) for some α > 0, then ex(n, sub(F )) = O(n Apart from being interesting on its own, somewhat surprisingly, we show that this seemingly unrelated conjecture implies Conjecture 1.3. Theorem 1.7. If Conjecture 1.6 holds, then for every rational number r ∈ [1, 2] , there exists a graph F with ex(n, F ) = Θ(n r ).
It is worth noticing that if one considers instead 1-subdivision of non-bipartite F in the Subdivision conjecture, then a stronger conclusion holds, as shown very recently by Conlon and Lee [6] . They proved that ex(n, sub(K t )) = O(n 3/2−δ ) for some δ = δ(t) > 0. Nonetheless, the only known case for Conjecture 1.6 is when F is a Theta graph. Indeed, for any m ≥ 2, ex(n, θ m,ℓ ) = O(n We do not know whether Conjecture 1.6 is true for complete bipartite graphs. Conlon and Lee [6] proved that the extremal number of the 1-subdivision of K s,t is O(n only depends on the smaller number s rather than t. To suggest the conjecture is plausible, we provide a proof that ex(n, sub(K s,t )) = O(n 3 2 − 1 4s−2 ), see Theorem 5.3 in the concluding remark section. Independent of our work, Janzer [17] also proved the same bound for the 1-subdivision of complete bipartite graphs, and improved the upper bound of Conlon and Lee [6] for 1-subdivision of complete graphs.
1.3.
Organisation of the paper. The paper is organised as follows. In Section 2, we will define several graphs, discuss the concept of balanced rooted graphs and collect several lemmas. In Section 3, we will prove part of Theorem 1.4 that 2 − a b is realisable by a certain graph when b ≡ −1 (mod a). In Section 4, we will prove Theorem 1.7, and finish the proof of Theorem 1.4, i.e. 2 − a b is realisable when b ≡ 1 (mod a) by using a combination of the reduction theorem of Erdős and Simonovits [10] and the theorem of Bukh and Conlon [3] . Some concluding remarks are given in Section 5.
Preliminaries
2.1. Basic terminology and lemmas. Let N be the set of natural numbers. For any n ∈ N, denote [n] := {1, . . . , n}. We only consider finite simple graphs in this paper. For a graph G and vertices u, v ∈ V (G), we write dist(u, v) for the distance between u and v in G, i.e. the minimum number of edges in a path between u and v. For a set A ⊆ V (G) and i ∈ N ∪ {0}, let
We denote the external neighbourhood of A to be Γ G (A) := Γ 1 G (A), the common neighbourhood of A to be N G (A) := a∈A Γ G (a), and the common degree of A to be
ab ∈ E(G)} and e(A, B) := |E(A, B)|. We also denote E(A) := E(A, A) and e(A) := e(A, A). For a set A ⊆ V (G) and s ∈ N, denote by A s all s-sets in A. We will omit the subscript G if it is clear from the context.
We claim a result holds for x ≫ y if there exists an increasing function f : [1, ∞) → [1, ∞) such that the claimed result holds for all x, y ≥ 1 with x ≥ f (y). We will not explicitly compute this function. For convenience, we often omit the ceilings and floors and treats large number as integers if this does not affect the argument. We denote a star with k edges a k-star and the vertex of degree k its centre. If k = 1, then we choose any of two vertices to be the centre. The following lemma is an easy consequence of Hall's theorem. Lemma 2.1. Let k ≥ 1 be an integer and G be a bipartite graph with a bipartition (A, B). If k|S| ≤ |Γ(S)| for any S ⊆ A, then G contains vertex-disjoint k-stars whose centres cover A.
2.2.
Rooted blow-up of balanced bipartite graphs. Bukh and Conlon [3] introduced the following concepts of rooted blow-ups and balanced rooted trees. Here, we slightly extend their definitions. Consider a tuple (F, R) of a graph F and a proper subset R V (F ) of vertices. We say that the tuple (F, R) is rooted on R and call R the set of roots. We simply write F instead of (F, R) if the roots are clear. For each non-empty set S ⊆ V (F ), let ρ F (S) := e S |S| , where e S is the number of edges in F incident with a vertex in S. Let ρ(F ) := ρ F (V (F ) \ R). Again, we omit the subscripts if it is clear. Note that ρ(F ) is well-defined as R is a proper subset of V (F ).
We say that (F, R) (or F if R is clear) is balanced if ρ F (S) ≥ ρ(F ) holds for any non-empty subset S ⊆ V (F ) \ R. For ℓ ∈ N and a bipartite graph F rooted on R, we let F ℓ R be the graph we obtain by taking disjoint union of copies of F and identifying the vertices corresponding to a vertex v into one vertex for each v ∈ R, see Figure 1 . We omit the subscript R if it is clear from the context. If a graph F is rooted on some set R, we will treat its 1-subdivision sub(F ) also as a rooted graph with the same set of roots R, see Figure 1 .
Figure 1: A 4-star S 4 rooted on its leaves, its 1-subdivision and its blow-up.
The following is a simple observation regarding balanced graphs. We omit its proof.
Observation 2.2. Let (F, R) be a balanced graph F rooted on a non-empty set R. Then (F ℓ R , R) is balanced for all ℓ ∈ N. Moreover, if F − E(R) is connected, then for any non-empty set S ⊆ V (F ) \ R, we have ρ F (S) ≥ 1.
For a, b ∈ N with a − 1 ≤ b ≤ 2a − 2, consider an a-vertex path with non-root vertices labelled 1, . . . , a in order. Add b − a + 1 root leaves, each adjacent to the following vertices on the path, respectively:
Denote the resulting rooted tree by T a,b and define recursively T a,b for b ≥ 2a − 1 by adding one root leaf to each of the non-root vertices of T a,b−a . It is proved in [3] that T a,b is a balanced tree with a non-root vertices and b edges. Bukh and Conlon [3] proved the following result that provides the lower bound of the extremal number of balanced bipartite rooted graphs. Lemma 2.3 (Bukh and Conlon [3] ). For every balanced bipartite rooted graph F with ρ(F ) > 0, there exists a positive integer ℓ 0 = ℓ 0 (F ) such that for all ℓ > ℓ 0 , we have ex(n,
Indeed, they stated Lemma 2.3 only for balanced rooted trees F , but they did not use any assumption that F is a tree. They also use the assumption that the set of root vertices to be independent. Nevertheless, we can consider a subgraph F ′ of F by removing edges between root vertices in F , which results in balanced bipartite rooted graphs with ρ(F ) = ρ(F ′ ), and apply the lemma to F ′ to obtain the lower bound on ex(n, F ℓ ).
Bukh and Conlon [3] also conjectured that for any balanced rooted tree T , there exists
) for large ℓ, their conjecture gives an approach to prove Conjecture 1.3. We remark that their conjecture cannot be generalised to balanced rooted bipartite graphs. Indeed, consider F obtained from T 3,5 by identifying two root vertices attached on a first nonroot vertex and a third non-root vertex on the path. The resulting graph F contains C 4 as a subgraph, but ex(n, C 4 ) = Θ(n 3/2 ) while ρ(F ) = 5/3.
For s, t ∈ N, consider a t-star and attach s leaves to each one of t + 1 vertices of the t-stars. Let D t,s be the resulting tree rooted on its leaves. Note that D 1,s and D 2,s are isomorphic to T 2,2s+1 and T 3,3s+2 , respectively. We call the centre of the original t-star the centre of D t,s . The graph D t,s is a tree with (t + 1) non-root vertices and (s + 1)(t + 1) − 1 edges, and
. Moreover, it is a balanced tree. Proposition 2.4. For any s, t ∈ N, the rooted tree D t,s is balanced.
Proof. Let R be the set of leaves of D t,s which is precisely the root set of
If S does not contain the centre, then
Therefore, D t,s is balanced.
2.3. Dependent random choice and embedding D ℓ t,s . The following variation of dependent random choice (Lemma 2.5) together with the embedding lemma (Lemma 2.6) will be useful for estimating ex(n, D ℓ t,s ). For an excellent survey of dependent random choice, see [14] . , then there exist a vertex u ∈ B and a subset
Proof. Choose a vertex u ∈ B uniformly at random, and consider a set X :
Let Y be the random variable indicating the number of bad sets in
Let X ′ be the set obtained from X by deleting one element from each bad set S ∈ X s , then |X ′ | ≥ |X| − Y , and
This implies that there exists a choice
Proof. Recall that D ℓ t,s is obtained from the disjoint unions of D t,s by identifying corresponding leaves which are root vertices. Map all s core vertices into W . Further, we injectively map the remaining st non-core root vertices and the ℓ centre vertices into A. This is possible as we have |W | ≥ s and |A| ≥ st + ℓ with W ∩ A = ∅. Let ψ be the injective function we have defined, which embeds all but ℓt vertices of
t,s , with ψ(v) not yet defined, is adjacent to s root vertices and one centre vertex in D ℓ t,s . As these s + 1 neighbours of v are injectively embedded in A, the set S v of their ψ-images is in
is not yet defined and |S ′ v | ≥ ℓt holds for all such vertices v, we can choose ψ(v) ∈ S ′ v for all these vertices so that ψ is still injective. By the construction of ψ, it is easy to see that
3. The extremal number of D ℓ t,s .
In this section, we prove the following theorem. Here, we write D ℓ t−1,s−1 instead of D ℓ t,s only to make the formulas simpler. 1+α . Also any graph contains a spanning bipartite subgraph with the minimum degree at least the half of the original graph. Hence, it suffices to prove that for given ℓ, t and s there exist Q, n 0 ∈ N such that for any n ≥ n 0 , any n-vertex bipartite graph with minimum degree at least Qn
Choose n, q ∈ N with n ≫ q ≫ ℓ, s, t and let d := n
To derive a contradiction, assume that G is an n-vertex bipartite graph satisfying δ(G) ≥ 4qd that does not contain D ℓ t−1,s−1 as a subgraph. Let V := V (G). Recall that D ℓ t−1,s−1 consists of s − 1 core vertices, ℓ centre vertices, (s − 1)(t − 1) non-core root vertices, and remaining ℓ(t − 1) vertices that are neither roots nor centre. Also recall that the root vertices of D ℓ t−1,s−1 partition into t clusters each of which contains s − 1 vertices.
and |L i+1 | is sufficiently larger than |L i |. We aim to embed the core vertices into L 0 , the centre vertices into L 1 , non-root neighbours of centre vertices into L 2 and the non-core root vertices to L 3 . We let S 1 , . . . , S t−1 be the non-core clusters. We will embed S 1 into C 1 ⊆ L 3 in a nice manner that we can find A 1 ⊆ L 1 and B 1 ⊆ L 2 such that A 1 is a set of candidates for the images of centre vertices and B 1 is a set of candidates for the images of neighbours of S 1 . By repeatedly embedding S 1 , . . . , S i into C 1 , . . . , C i ⊆ L 3 in an injective manner, we will find candidate sets A 1 ⊇ · · · ⊇ A i for the images of the centre vertices, and the pairwise disjoint candidate sets B 1 , . . . , B i ⊆ L 2 for the neighbours of S 1 , . . . , S i . After embedding all t − 1 clusters, if |A t−1 | ≥ ℓ then this will give us a copy of D ℓ t−1,s−1 .
Stage 1.
We first choose a set L 0 of s − 1 vertices which will be the images of the s − 1 core vertices of D ℓ t−1,s−1 , and a set L 1 of vertices which are candidates for the images of the centre vertices of D ℓ t−1,s−1 . As δ(G) ≥ 4qd, we have
Hence, by averaging, there exists a vertex set
Suppose that A ⊆ L 1 satisfies |B| < 2d|A| where B := Γ G (A) \ L 0 . Let H be a bipartite graph with vertex partition (A, B). As q ≫ ℓ, s, t ≥ 2, for any v ∈ A, we have
Hence, we can apply Lemma 2.5 to the bipartite graph H with 4qd − s + 1 and ℓt playing the roles of d and t, respectively to obtain A ′ ⊆ A with
We can then apply Lemma 2.6 to G with A ′ , L 0 and s − 1 playing the role of A, W and s, respectively to show that G contains D ℓ t−1,s−1 as a subgraph, a contradiction. Hence, (3.2) holds. Thus Lemma 2.1 implies the existence of desired collection. This proves the claim.
disjoint vertex sets and the vertices in L 2 has no edges to L 0 . Note that since |L 1 | = ℓn
Stage 2. Let S 1 , . . . , S t−1 be the sets of non-core clusters of D ℓ t−1,s−1 . We will embed these sets into sets C 1 , . . . , C t−1 in L 3 . The following claim is useful for choosing the set C i so that we obtain candidate sets A i and B i of the correct sizes once we embedded S i into C i .
Proof. For each u ∈ A # , we consider the collection of (s − 1)-tuples
We claim that for each u ∈ A # , we have
Suppose u ∈ A # and |C u | < d s−1 |Γ u \ B * |. Let X := Γ u \ B * . Let H u be an auxiliary bipartite graph with a vertex partition (X, C u ) and
Hence, we can apply Lemma 2.5 to H u with X, C u qd s−1 s s and (ℓt) s playing the roles of A, B, d and t, respectively. Then we obtain X ′ ⊆ Γ Hu (S, X) ⊆ X, where S ∈ C u and
such that the following holds.
Hence, we can apply Lemma 2.6 to G with X ′ , S, s − 1 and t − 1 playing the roles of A, W, s and t to obtain a copy of D ℓ t−1,s−1 in G, a contradiction. So (3.4) holds. Now we aim to choose an appropriate (s−1)-set C ⊆ L 3 \C * . Let H be an auxiliary bipartite graph with a vertex partition (A # ,
In other words, uS ∈ E(H) if S ∈ C u . Claim 3.3 and (3.4) imply that
Hence, by average, there exists a set C ∈ Then we obtain sets A 1 ⊇ · · · ⊇ A t−1 and pairwise disjoint sets B 1 , . . . , B t−1 , C 1 , . . . , C t−1 and bijective functions f 1 , . . . , f t−1 with f i : A i → B i . Furthermore, for all i ∈ [t−1] and a ∈ A i , we have |A i | ≥ n
, the function f i is defined on each of the sets A i+1 , . . . , A t−1 .
Figure 4: Embedding process of D ℓ 2,3 using Claim 3.4
As |A t−1 | ≥ ℓ, we can choose a set A of ℓ vertices in A t−1 . Note that for each i ∈ [t − 1], the bipartite graph G[A, f i (A)] contains a perfect matching as we have f i (a) ∈ Γ a , and
More precisely, we can embed a copy of D ℓ t−1,s−1 in such a way that the core vertices embed into L 0 , centre vertices embed into A and non-core root vertices embed into C 1 , . . . , C t−1 . This proves the Lemma.
Reduction theorems
In this section, we will prove that in a certain class of bipartite graphs, the extremal number of a graph can be deduced from the extremal number of another simpler graph. 4.1. Densification. For t ∈ N and a connected bipartite graph F , let (A, B) be its unique bipartition. We consider two disjoint set R ′ 1 and R ′ 2 of t vertices disjoint from V (F ); and make the vertices of R ′ 2 adjacent to all vertices in A and the vertices in R ′ 1 adjacent to all vertices in B; and add all possible edges between R ′ 1 and R ′ 2 . Let F (t) denote the resulting graph. If F is a connected bipartite graph rooted on R, then we consider F (t) as rooted on R ∪ R ′ 1 ∪ R ′ 2 and let F * (t) denote the rooted graph we obtain from F (t) by deleting all edges inside R ∪ R ′ 1 ∪ R ′ 2 , see Figure 5 . 
The following reduction theorem by Erdős and Simonovits relates the extremal number of bipartite graphs F and F (t).
Theorem 4.1 (Erdős and Simonovits [10] ). Let t ∈ N and F be a connected bipartite graph with ex(n, F ) = O(n 2−α ). Then ex(n, F (t)) = O(n 2−β ) where β −1 = α −1 + t.
Another important tools we use is Lemma 2.3 by Bukh and Conlon. To be able to use Theorem 4.1 and Lemma 2.3 in the same framework, we need the following proposition. Proposition 4.2. Let t ∈ N and F be a balanced rooted bipartite graph. Then both F (t) and F * (t) are balanced rooted bipartite graph.
Proof. As the edges between roots do not affect the definition of balancedness, it suffices to prove it for F (t). As every non-root vertices are adjacent to t more vertices in F (t) than F , it is easy to check that for any non-empty set S ⊆ V (F ) \ R we have ρ F (t) (S) = t + ρ F (S). Hence, for every non-empty set S of non-root vertices of F (t), we have ρ(F (t)) = ρ(F ) + t ≤ ρ F (S) + t = ρ F (t) (S) Hence, F (t) and F * (t) are balanced.
We say that a number r ∈ [1, 2) is balancedly realisable by a graph F if there exist a balanced connected rooted bipartite graph F and a positive integer ℓ 0 satisfying ρ(F ) = 
As F * (1) is a subgraph of F (1), we have ex(n,
Therefore, 2 − a a+b is balancedly realisable.
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Let a ∈ N, it is known that the number 2 − a a+1 is realisable by any large Theta graphs [12, 5] , which is a blow-up of path rooted on the two end points. 
Subdivision conjecture.
To see the motivation behind Conjecture 1.6, suppose that ex(n, F ) = O(n 1+α ). Suppose that we have an n-vertex bipartite graph G having no sub(F ) as a subgraph with e(G) = Cn 1+α/2 . Consider an auxiliary graph G * with V (G * ) = V (G) and uv ∈ E(G * ) if and only if there exists a path of length two between u and v. By using a dependent random choice to the bipartite graph
, it is easy to see that G * contains at least Ω(n 1+α ) edges, hence contains a copy of F . Note that this copy of F will correspond to a (possibly degenerate) copy of sub(F ) in G. Indeed, as G * contains many cliques of size Ω(n α/2 ), namely N G (w) for each w ∈ V (G), there is no guarantee that the copies of F is non-degenerate. However, it is plausible that a non-degenerate copy of sub(F ) exists if C is sufficiently large. Conjecture 1.3 and Conjecture 1.6 seem unrelated. However, much to our surprise, Conjecture 1.6 implies Conjecture 1.3. The rest of this section is devoted to show how two conjectures are connected.
Proposition 4.4. Given a balanced bipartite graph F rooted on an independent set R with ρ(F ) ≥ 1, the 1-subdivision sub(F ) is also balanced rooted bipartite graph.
Proof. Let R be the set of root vertices of F . Let b := |E(F )| and a := |V (F ) \ R|. As R is an independent set, we have b ≥ a as ρ(F ) = b a ≥ 1. For S ⊆ V (F ), let e S be the number of edges incident with a vertex in S in the graph F and let e(S) be the number of edges whose both endpoints lie in S in the graph F .
As F is balanced, for each non-empty set S ⊆ V (F ) \ R, we have
From these definitions, it is easy to see that the number of edges incident to S in the graph sub(F ) is e S * + e(S * ) + |S 1 | + 2|S 0 |. If S * = ∅, then S is an independent set with each vertex having degree two, hence ρ(S) = 2 ≥ 2b a+b = ρ(sub(F )). Now we may assume S * = ∅. Note that S 1 corresponds to a set of edges of F incident with only one vertex of S * , thus we have e S * ≥ e(S * ) + |S 1 |. Also as S 2 corresponds to a set of edges whose both endpoints are in S * , we have |S 2 | ≤ e(S * ). Thus,
Together with
Then, we have
This proves the proposition.
Let F 0 be the minimal collection of balanced connected rooted bipartite graphs satisfying the following.
• F 0 includes all stars rooted on the leaves;
• F 0 is closed under taking 1-subdivision, i.e. if F ∈ F 0 , then sub(F ) ∈ F 0 ;
• If F ∈ F 0 , then F * (1) ∈ F 0 . Note that Observation 2.2, Propositions 4.2 and 4.4 guarantee that every F ∈ F 0 is bipartite, balanced and connected, and ρ(F ) ≥ 1. Moreover, for every rooted bipartite graph (F, R) ∈ F 0 , the root set R is always an independent set. 
). On the other hand, by assumption, Conjecture 1.6 holds for F ℓ for all ℓ ≥ ℓ 0 , i.e.
). Note that the root set of F ∈ F 0 is an independent set, so taking 1-subdivision of a rooted blowup of F is the same as taking a rooted blow-up of the 1-subdivision of F , that is, sub(
is balancedly realisable by the graph sub(F ) ∈ F 0 . Now we are ready to prove Theorem 1.7. In fact, a weaker version of Conjecture 1.6 already implies Conjecture 1.3 as follows. Proof. We will show that for all a, b ∈ N with a < b, the number 2 − a b is balancedly realisable under the assumption of theorem. Note that unbalanced complete bipartite graph (which is a blow-up of a star rooted on its leaves) shows that the number 2 − is balancedly realisable by a graph in F 0 . Hence, 2 − a b is balancedly realisable for all natural numbers b > a. As 1 and 2 are trivially realisable, this shows that every rational number r ∈ [1, 2] is realisable if the assumption of Theorem 4.6 is true.
Concluding Remarks

5.1.
Bipartite graphs with large radius. Our results provide infintely many realisable numbers most of which are somewhat closer to 2 than 1. The reason for this is that the graph D ℓ t,s we considered has radius two and gets denser as we increase the parameter t and s, and Lemma 4.3 also produces new realisable number which is bigger than the original. Hence, to attack Conjecture 1.3, we need a method to deal with sparse graphs.
One obvious way to is to prove Conjecture 1.6 for blow-ups of balanced rooted bapartite graphs. As Theorem 1.7 suggests, this implies Conjecture 1.3. Another natural way to pursue is to consider a balanced tree with large radius, and study its blow-up. Towards this direction, we are only able to extend our method slightly to obtain the following result, regarding a blowup of a balanced tree with radius three. Note that 10 7 does not provide new realisable sequence as Theorem 3.1 shows this is also realisable by D ℓ 3,1 . We include its proof in the appendix.
Theorem 5.1. There exists ℓ 0 ∈ N such that for all ℓ > ℓ 0 , we have ex(n, T ℓ 4,7 ) = Θ(n 10/7 ). It would be interesting to generalise Theorem 3.1 as follows. For s, t ∈ N, consider the following balanced tree with large radius. Let H t,s be the rooted tree obtained from a t-star by subdividing each edge s times and by attaching a leaf to the centre of the t-star; the root set of H t,s is its leaf-set. It is easy to check that H t,s is a balanced tree with ρ(H t,s ) = The method we used in Lemma 3.2 cannot be directly generalised to this problem. In particular, we need to prove that i-th neighbourhood of a vertex has size proportional to the i-th power of the average degree of G. This seems difficult to prove without a major improvement of the method. ). Improving their result, we are able to prove the following proposition with an exponent depending only on s. We remark that Janzer [17] independently obtained the same result.
Proposition 5.3. For t, s ∈ N with t ≥ s, we have ex(n, sub(K s,t )) ≤ O(n Let us choose the numbers n ≫ q ≫ s, t. We may assume that G is a bipartite graph with n vertices and the minimum degree 4qd with d := n 1− 1 4s−2 . We choose an arbitrary vertex u 0 ∈ V (G) and
For each w ∈ L 1 , we can find a collection of pairwise disjoint sets
. Now the rest of the proof follows Stage 2 in the proof of Theorem 3.1 with s = 2 and ℓ = t, except that we have to use vertices of g −1 (A) and u 0 at the end to obtain a copy of sub(K s,t ). contains C 6 as a subgraph, and the upper bound follows from a reduction theorem of Faudree and Simonovits [12] . Thus, for the blow-up of the graph D 2,1 , the transition happens when the number of copies ℓ is larger than 2. This is in contrast to the well-known conjecture for even-cycles, stating that ex(n, C 2k ) = Θ(n 1+1/k ). Indeed, even-cycles are theta graphs with two disjoint paths, and ex(n, θ k,ℓ ) = Θ(n 1+1/k ) for large ℓ. So the even-cycles conjecture suggests that for paths rooted at leaves, the transition happens already at ℓ = 2. Recently, Verstraëte and Williford [22] showed that ex(n, θ 4,3 ) = Θ(n 5/4 ), giving an evidence to the even-cycle conjecture for C 8 .
Proof. Let r 1 , r 2 , r 3 , r 4 be the four root vertices of T ℓ 4,7 in such a way that distance between r i and r i+1 is three for each i ∈ [3] . We choose u ∈ B ′ uniformly at random and let X := Γ G (u, A). We say a pair P ∈ A 2 is bad if |N B ′ (P )| ≤ 2ℓ. Let Y be the expected number of bad pairs in X. Then
Let X ′ be a subset of X obtained by deleting an element from each bad pair in X. Since |X ′ | ≥ |X| − Y and |B ′ | ≤ |B|, we have
Hence, there exist a vertex u 3 ∈ B ′ and a set X ′ ⊆ Γ G (u 3 ) with |X ′ | ≥ 2ℓ + 2 such that every pair P ∈ X ′ 2 has at least 2ℓ + 1 common neighbors in B ′ . Now, we construct an embedding φ of T ℓ 4,7 into G. We arbitrarily choose two vertices u 2 , u 4 , ∈ X ′ and a subset U 3 of X ′ \ {u 2 , u 4 } with |U 3 | = ℓ. Let φ(r i ) = u i for each i ∈ [4] and assign φ in an arbitrary way that φ(Z 3 ) = U 3 ⊆ Γ G (u 3 ). Note that φ is injective as |Z 3 | = |U 3 | and u 2 , u 4 / ∈ U 3 . For each i ∈ {2, 4} and each x ∈ Z i , let z x ∈ Z 3 be the unique neighbor of x in Z 3 . As φ(z x ) ∈ U 3 ⊆ X ′ , we have d G ({u i , φ(z x )}, B) ≥ 2ℓ + 1, we can define φ(x) in such a way that φ(x) ∈ N G ({u 1 , φ(z x )}) \ {u 3 } and φ is still injective. This is possible since the number of neighbours of r 2 or r 4 is 2ℓ.
For each x ∈ Z 1 , let z ′ x be the unique neighbour of x in Z 2 . We choose φ(x) from Γ G (φ(z ′ x ), A) \ (U 3 ∪ {u 2 , u 4 }) in such a way that φ is injective on Z 1 . Since |Z 1 | = ℓ, it is possible by the definition of B ′ as we have φ(z ′ x ) ∈ B ′ . Since every vertex in A is adjacent to u 1 = φ(r 1 ), this φ embeds a copy of T ℓ 4,7 into G.
Proof of Proposition A.1. Consider the numbers n, q such that n ≫ q ≫ ℓ.
Let d := n 3/7 . As before, it suffices to prove that an n-vertex graph G with δ(G) ≥ qd contains T ℓ 4,7 as a subgraph. The following claim will be useful for us. 10ℓ . Hence, we can apply Lemma A.2 to G with u 0 , S, B S and ℓ playing the roles of u 1 , A, B and ℓ respectively to obtain a copy of T ℓ 4,7 in G, a contradiction. Hence (A.2) holds for all non-empty subset S of A # .
Thus Lemma 2.1 implies that there exists a collection {Γ a ⊆ Γ G (a, B # ) : a ∈ A # } of pairwise disjoint sets such that |Γ a | = d for all a ∈ A # .
For each a ∈ A # , let U a := Γ G (Γ a ) \ (A # ∪ C ∪ {u 0 }). We claim that for each a ∈ A # , we have
Suppose there exists a vertex a ∈ A # with |U a | < d|Γ a |. By (A.1), for each v ∈ Γ a , we have d G (v, U a ) ≥ qd/2, hence e G (Γ a , U a ) ≥ qd|Γ a |/2 ≥ 4ℓ|Γ a | 2 . Moreover, we have
Hence, we can apply Lemma A.2 to G with a, Γ a , U a , and ℓ playing the roles of u 1 , A, B, and ℓ, respectively to obtain a copy of T ℓ 4,7 in G, a contradiction. Thus we obtain (A.3). Let U := a∈A # U a and consider an auxiliary biparitte graph H with a vertex partition (A # , U ) with E(H) = {aw ∈ A # × U : w ∈ U a }.
For each a ∈ A # , (A.3) implies that d H (a) = |U a | ≥ d|Γ a | = d 2 . Thus, by averaging, there exists a vertex u ∈ U with
Let A := Γ H (u) ⊆ A # . For each a ∈ A, choose a vertex f (a) ∈ Γ a ∩Γ G (u) which is a non-empty set by the definition of H and choice of A. As {Γ a : a ∈ A # } is a collection of pairwise disjoint sets, the function f is injective. Let B := f (A). From the construction, it is obvious that
