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Abstract
In the paper we consider elliptic boundary problems in domains having cuts (cracks). The non-
penetration condition of inequality type is prescribed at the crack faces. A dependence of the
derivative of the energy functional with respect to variations of crack shape is investigated. This
shape derivative can be associated with the crack propagation criterion in the elasticity theory. We
analyze an optimization problem of finding the crack shape which provides a minimum of the energy
functional derivative with respect to a perturbation parameter and prove a solution existence to this
problem.
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Résumé
Nous considérons le problème aux limites elliptiques dans des domaines possédant des fissures.
Des conditions unilatérales sur la fissure sont imposées. On étudie la dépendance de la dérivée de
la fonctionnelle d’énergie par rapport aux changements de la forme de la fissure. Cette dérivée de
forme peut être associée au critère de propagation des fissures dans la théorie de l’élasticité. Nous
étudions le problème d’optimisation du un minimum de la dérivée de la fonctionnelle d’énergie par
rapport au paramètre de perturbation. On prouve l’existence d’une solution de ce problème.
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1. IntroductionClassical linear approach to the crack problem is characterized by the equality type
boundary condition at the crack faces. This approach does not exclude the mutual
penetration of crack faces what has been discussed in many works. In contrast with this
linear approach, there are nonlinear models widely presented in [6] which do not allow
the mutual penetration between crack faces, and consequently, from the standpoint of
applications these nonlinear models are more suitable.
The well-known Griffith criterion states that a crack propagation occurs provided that
the derivative of the energy functional with respect to the crack length reaches some critical
value. This derivative depends, in particular, on the crack shape which in fact means the
dependence on the domain shape. In this work we analyze the dependence of the derivative
of the energy functional on the domain shape for the nonlinear crack theory. Our goal is to
find a domain shape providing a minimal derivative of the energy functional. We prove a
solution existence to this problem.
Boundary value problems describing nonlinear cracks with the non-penetration condi-
tions for many constitutive laws can be found in [6]. In this case inequality type restrictions
are imposed on the solution which implies the nonlinearity of the analyzed problems. Nu-
merical analysis of similar problems was fulfilled in [12].
Dependence of solutions on parameters for different domain perturbations has been
investigated in many works. The case of smooth domains was considered in [18].
Nonsmooth domains are analyzed in [2]. Results on differentiability of the energy
functional for domains with cuts (cracks) in elastic problems can be found in [13,17].
General problems related to solution singularities for nonsmooth domains are presented
in [4,5,10,14,15]. As for concrete solutions and theory applications we refer the reader
to [3,16].
The differentiability of the energy functional for the nonlinear crack theory is analyzed
in [7,8]. Optimal control in boundary problems for elastic bodies with inequality type
restrictions imposed on the solutions can be found in [9]. As for the classical approaches
to optimal control problems in the linear elasticity we refer to [1].
In this section, we consider a perturbation of the equilibrium problem for an
elastic membrane with nonlinear cracks through a family of domains and present the
corresponding shape derivative of the energy functional. In Section 2 we formulate an
optimal control problem to find a domain shape with a needed property. Examples and
related optimal control problems are presented in Section 3.
We should note at this point that the idea of the paper can be applied to other linear and
nonlinear elliptic problems for domains with cracks.
Let Ω ⊂ R2 be a bounded domain with smooth boundary Γ0, and Γ c0 be a smooth
curve without selfintersections such that Γ c0 ⊂ Ω . Denote Ω0 = Ω\Γ c0 . It is assumed
that a membrane occupies the domain Ω0, and Γ c0 corresponds to the cut (crack) in the
membrane. The equilibrium problem for the membrane having the crack can be formulated
as follows. We have to find a displacement u such that
−u= f in Ω0, (1.1)
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u= 0 on Γ0, (1.2)[ ]
[u] 0, ∂u
∂ν
 0, ∂u
∂ν
= 0, [u]∂u
∂ν
= 0 on Γ c0 . (1.3)
The brackets [v] = v+ − v− mean the jump of the function v through Γ c0 , and v± fit the
positive and negative crack faces Γ c±0 with respect to the unit normal vector ν on Γ
c
0 .
The function f ∈C1loc(R2) is given.
Problem (1.1)–(1.3) is uniquely solvable, and it admits the variational formulation.
Namely, let H 1,0(Ω0) be the Sobolev space of functions having the first square integrable
derivatives and equal to zero at the external boundary Γ0. Consider the closed convex set
of admissible displacements:
K0 =
{
v ∈H 1,0(Ω0)
∣∣ [v] 0 on Γ c0 }.
Then the problem (1.1)–(1.3) is equivalent to minimization of the functional
1
2
∫
Ω0
|∇v|2 −
∫
Ω0
f v
over the set K0, and it can be written in the variational inequality form
u ∈K0:
∫
Ω0
∇u(∇u¯−∇u)
∫
Ω0
f (u¯− u) ∀u¯ ∈K0. (1.4)
We can define the energy functional;
E(Ω0)= 12
∫
Ω0
|∇u|2 −
∫
Ω0
fu
for the problem (1.4).
Consider next the family of perturbations of the domain Ω0:
x = ϕε(y), y ∈ Ω.
We assume that ϕε establishes a one-to-one correspondence between Ω and ϕε(Ω),
ϕ0(y) = y , and the Jacobian |∂ϕε(y)/∂y| is positive. Also, the smoothness
ϕ,ϕ−1 ∈ C2(−ε0, ε0;C1loc(R2)) is assumed, where ε0 > 0 is a given number. For any
fixed ε ∈ (−ε0, ε0) we can consider the perturbation of the problem (1.1)–(1.3). In fact,
let Γε = ϕε(Γ0),Γ cε = ϕε(Γ c0 ), Ωε = ϕε(Ω0). Then the perturbed problem can be formu-
lated in the following form. We have to find a displacement uε such that
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−uε = f in Ωε, (1.5)
uε = 0 on Γε, (1.6)
[uε] 0, ∂u
ε
∂νε
 0,
[
∂uε
∂νε
]
= 0, [uε]∂u
ε
∂νε
= 0 on Γ cε . (1.7)
Here νε is the unit normal vector to Γ cε . As before, the problem (1.5)–(1.7) admits the
variational formulation. If
Kε =
{
v ∈H 1,0(Ωε)
∣∣ [v] 0 on Γ cε }
is the set of admissible displacements then the relations (1.5)–(1.7) are equivalent to the
variational inequality
uε ∈Kε:
∫
Ωε
∇uε(∇u¯−∇uε)
∫
Ωε
f (u¯− uε) ∀u¯ ∈Kε. (1.8)
The Sobolev space H 1,0(Ωε) is introduced similar to H 1,0(Ω0), in particular, functions
from H 1,0(Ωε) are equal to zero on Γε.
Observe that the problem (1.5)–(1.7) (or (1.8) what is the same) is the problem (1.1)–
(1.3) as ε = 0.
For the future considerations, it is necessary to introduce the vector-field V (y) by the
formula:
V (y)= dϕε(y)
dε
∣∣∣∣
ε=0
.
This vector-field V (y)= (V 1(y),V 2(y)) is defined, in particular, in the domain Ω.
As it was proved in [7] in more general setting the energy functional of the problem
(1.8), i.e., the functional
E(Ωε)= 12
∫
Ωε
|∇uε|2 −
∫
Ωε
f uε
has the derivativeE′ = dE(Ωε)/dε|ε=0 with respect to ε as ε = 0. Moreover, the following
formula holds:
E′ =
∫
Ω0
{
1
2
|∇u|2 divV − u,iu,pV p,i
}
−
∫
Ω0
udiv(f V ). (1.9)
Note that if the perturbation ϕε describes the crack length change, the formula (1.9)
provides the derivative of the energy functional with respect to the crack length. Such a
derivative is used in the classical Griffith criterion to answer the question on the crack
propagation for elastic bodies.
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All details concerning the formula (1.9) can be found in [7] and therefore we do not
provide its derivation. Similar formula for a case of the linear boundary conditions at the
crack faces
∂u
∂ν
= 0 on Γ c±0
can be found in [11].
2. Optimal domain shapes
In the sequel we assume that the curve Γ c0 coincides with the graph of the function
y2 = ψ(y1), y1 ∈ (a, b). The function ψ will be a control function and it will be chosen
from a suitable functional space. For any fixedψ we can find the derivative (1.9) and obtain
therefore that E′ =E′(ψ).
Introduce the Sobolev space H 2(a, b) with the elements having derivatives up to the
second order which are square integrable in (a, b). Let Ψ ⊂ H 2(a, b) be a bounded and
weakly closed set. We assume that for any ψ ∈ Ψ the graph of the function y2 = ψ(y1),
y1 ∈ (a, b), belongs to the domain Ω .
Consider the optimal control problem:
min
ψ∈Ψ E
′(ψ). (2.10)
This means that we want to find the crack shape which guarantees the minimal value of the
derivative E′(ψ) on the set ψ ∈ Ψ . Hence we, in fact, want to obtain the optimal domain
shape. The solution of the problem (2.10) gives the most dangerous crack shape provided
that ϕε describes the crack length change, and the classical Griffith criterion is used for the
crack propagation. Indeed, it is easy to show that in this case, i.e., in the situation when
ϕε describes the crack length change, E′(ψ)  0 for all ψ ∈ Ψ. According to the Griffith
criterion there exists a constant κ < 0 such that the equality E′(ψ) = κ implies a crack
propagation. On the other hand, the crack shape y2 =ψ(y1) with the inequality E′(ψ) > κ
provides a stable crack, i.e., there is no propagation in this case. Let ψ0 be a solution of the
problem (2.10). In this case we can say that the crack shape y2 = ψ0(y1) is not dangerous
if ψ0 satisfies the inequality E′(ψ0) > κ .
The aim of the arguments below is to provide some properties of solutions to
problems like (1.1)–(1.3) in order to prove a solution existence of the problem (2.10).
We first establish an auxiliary result concerning the strong convergence of solutions which
guarantees the continuity of the derivative with respect to the crack shape and consequently
with respect to the domain shape.
Assume that we consider the family of cracks described by the graphs Γ cδ of functions
y2 = δψ(y1), y1 ∈ (a, b), where δ is a small parameter converging to zero and ψ ∈ Ψ is a
fixed element. We want to prove that solutions of problems like (1.1)–(1.3) corresponding
to the parameter δ converge strongly as δ→ 0.
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Let Ωδ0 be a domain corresponding to Γ
c
δ , i.e., Ω
δ
0 =Ω\Γ cδ . In this case for δ = 0 we
0 chave Ω0 =Ω0, Γ0 = (a, b)× {0}. So, in fact, we consider the perturbation of the crack
shape through the parameter δ.
Denote by:
Kδ =
{
v ∈H 1,0(Ωδ0) ∣∣ [v] 0 on Γ cδ }
the set of admissible displacements and consider a solution uδ of the problem
uδ ∈Kδ:
∫
Ωδ0
∇uδ(∇u¯δ −∇uδ)
∫
Ωδ0
f
(
u¯δ − uδ) ∀u¯δ ∈Kδ. (2.11)
Analogously, for δ = 0 we can consider the solution u of the unperturbed problem
u ∈K0:
∫
Ω00
∇u(∇u¯−∇u)
∫
Ω00
f (u¯− u) ∀u¯ ∈K0 (2.12)
with a convex and closed set of admissible displacements
K0 =
{
v ∈H 1,0(Ω00 ) ∣∣ [v] 0 on Γ c0 }.
It is possible to establish a one-to-one correspondence between the domainsΩδ0 andΩ
0
0 .
To this end, we introduce a transformation of the independent variables:
x1 = y1, x2 = y2 − δθ(y)ψ(y1), x ∈Ω00 , y ∈Ωδ0 (2.13)
with θ ∈ C∞0 (Ω), θ = 1 in a neighborhood of Γ c0 . Remind that ψ ∈ Ψ,Ψ ⊂ H 2(a, b),
hence we can extend the function ψ beyond (a, b) to the interval (A,B), where A < a
and b < B. Without any restrictions the function ψ is assumed to belong to the space
H 20 (A,B), i.e., it has zero valuesψ(A),ψy1(A),ψ(B),ψy1(B), where the index y1 means
the derivative ψ ′. Consequently, the extended function ψ can be extended once again
outside the interval (A,B) by zero to have a correct definition of the map (2.13). It is
important to note at this point that the following estimate holds:
‖ψ‖H 20 (A,B)  c‖ψ‖H 2(a,b) ∀ψ ∈ Ψ (2.14)
with some constant c > 0. Of course in the above considerations the set (A,B)× {0} is
assumed to belong to Ω.
Let uδ(x) = uδ(y), y ∈ Ωδ0 , x ∈ Ω00 . We prove the following assertion on the strong
convergence of solutions uδ .
Lemma 2.1. Let u be a solution of the problem (2.12). Then as δ → 0, uδ(x)→ u(x)
strongly in H 1,0(Ω00 ).
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Proof. Consider the Jacobian gδ(y)= |∂x(y)/∂y| of the transformation (2.13). It is clear−1that gδ(y)= 1 − δψθy2 > 0 for small δ. Denote hδ(y)= gδ (y). We change the domain
of integration Ωδ0 by Ω
0
0 in (2.11) in accordance with (2.13). This provides the relation
uδ ∈K0:
∫
Ω00
∇uδ(∇u¯δ −∇uδ)hδ + δ
∫
Ω00
G
(
u2δx, u¯δxuδx, δ, δ(ψθ)y
)
hδ

∫
Ω00
f˜ (u¯δ − uδ)hδ ∀u¯δ ∈K0. (2.15)
Here f˜ (x)= f (y(x)), and we use the following formulae for the first derivatives,
uδy1 = uδx1 − δuδx2(θψ)y1, uδy2 = uδx2(1− δθy2ψ)
with the above notations, uδ(y)= uδ(x), y ∈Ωδ0 , x ∈Ω00 . The functionG linearly depends
on u2δx , u¯δxuδx and, in particular, as δ→ 0,
δ
∫
Ω00
G
(
u2δx, u¯δxuδx, δ, δ(ψθ)y
)
hδ → 0, (2.16)
provided that uδ , u¯δ are bounded in H 1,0(Ω00 ) uniformly in δ. Let us prove the bounded-
ness of uδ in the space H 1,0(Ω00 ). We take u¯δ = 0 in (2.15). This yields the inequality
∫
Ω00
|∇uδ|2hδ  δ
∫
Ω00
G
(
u2δx,0, δ, δ(ψθ)y
)
hδ +
∫
Ω00
f˜ uδhδ. (2.17)
Note that for small δ the inequality 1/2 < hδ < 3/2 holds. Consequently from (2.17) it
follows that uniformly in δ
‖uδ‖H 1,0(Ω00 )  c. (2.18)
Now we substitute u¯= uδ in (2.12) and u¯δ = u in (2.15). Summing the relations obtained
in such a way the following inequality is derived:
∫
Ω00
(∇u−∇uδ)(∇u−∇uδhδ)− δ
∫
Ω00
G
(
u2δx, uδxuδx, δ, δ(ψθ)y
)
hδ

∫
Ω00
(u− uδ)(f − f˜ hδ). (2.19)
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Note that‖f − f˜ hδ‖L2(Ω00 )  cδ (2.20)
with a constant c being uniform in δ. Since
∫
Ω00
(∇u−∇uδ)(∇u−∇uδhδ)=
∫
Ω00
|∇u−∇uδ|2hδ − δ
∫
Ω00
ψθy2hδ∇u(∇u−∇uδ)
and hδ > 1/2 it follows from (2.18), (2.19), (2.20) that
‖uδ − u‖H 1,0(Ω00 ) → 0, δ→ 0.
In fact, we obtain an existence of a constant c such that
‖uδ − u‖H 1,0(Ω00 )  cδ, δ→ 0.
Lemma 2.1 is proved. ✷
For any fixed δ, i.e., for any fixed crack shape y2 = δψ(y1),ψ ∈ Ψ, in accordance
with (1.9), we can find the derivative of the energy functional with respect to the
perturbation parameter ε. Thus, the following formula for the derivative of the energy
functional with respect to ε as ε = 0 can be obtained:
E′(δψ)=
∫
Ωδ0
{
1
2
∣∣∇uδ∣∣2 divV − uδ,iuδ,pV p,i
}
−
∫
Ωδ0
uδ div(f V ). (2.21)
We can write the formula for the derivative of the energy functional for the problem (2.12)
which gives:
E′(0)=
∫
Ω00
{
1
2
|∇u|2 divV − u,iu,pV p,i
}
−
∫
Ω00
udiv(f V ), (2.22)
where u is the solution of (2.12). Now change the integration domain Ωδ0 by Ω00 in (2.21)
in accordance with (2.13). Note that the inequality (2.12) follows from (2.15) as δ → 0.
Consequently, by Lemma 2.1, we have a strong convergence of solutions uδ(y)= uδ(x) in
the space H 1,0(Ω00 ) and we derive:
E′(δψ)→E′(0), δ→ 0. (2.23)
So we have obtained the continuity of the derivative of the energy functional with respect to
the crack shape. In particular, the convergence (2.23) shows the continuity of the derivative
with respect to the domain shape.
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In the sequel to underline the dependence of geometrical domains and other sets
ψon ψ ∈ Ψ we shall use the following notations. Let Γ0 be the graph of the function
y2 = ψ(y1), y1 ∈ (a, b), Γ ψε = ϕε(Γ ψ0 ), Ωψ0 = Ω\Γ ψ0 , Ωψε = ϕε(Ωψ0 ). Also we
introduce the set of admissible displacements for the unperturbed and perturbed problems,
respectively,
K
ψ
0 =
{
v ∈H 1,0(Ωψ0 ) ∣∣ [v] 0 on Γ ψ0 },
Kψε =
{
v ∈H 1,0(Ωψε ) ∣∣ [v] 0 on Γ ψε }.
Now we are in a position to prove the following result concerning an existence of
optimal domain shape.
Theorem 2.1. There exists a solution of the optimal control problem (2.10).
Proof. Let ψm ∈ Ψ be a minimizing sequence in the problem (2.10). Since the set Ψ is
bounded in H 2(a, b) we can assume that as m→∞,
ψm → ψ weakly in H 2(a, b), ψmy1 → ψy1 in C[a, b]. (2.24)
For any fixed m ∈N we can find the solution um of the problem
um ∈Km0 :
∫
Ωm0
∇um(∇u¯−∇um)
∫
Ωm0
f (u¯− um) ∀u¯ ∈Km0 . (2.25)
Here the domains Ωm0 correspond to the graphs of functions y2 = ψm(y1), respectively,
i.e., Ωm0 =Ω \ Γ m0 . Similarly, the sets Km0 and Γ m0 fit to the same graphs of the functions
y2 =ψm(y1).
Let us change the variables:
x1 = y1, x2 = y2 + θ(y)
(
ψ(y1)−ψm(y1)
)
, (2.26)
where y ∈Ωm0 , x ∈Ωψ0 , and the function θ is fromC∞0 (Ω), θ = 1 in a neighborhood of the
graph of the function y2 = ψ(y1), y1 ∈ (A,B). All functions ψ ∈ Ψ are extended beyond
(a, b) to the interval (A,B),A < a,b < B, in such a way that ψ(y1)=ψy1(y1)= 0 for
y1 =A,B. Also we assume that the extended functionsψ are equal to zero outside (A,B).
Hence the definition (2.26) is correct.
Now we find the derivative of the energy functional with respect to ε for a given m ∈N .
This gives:
E′(ψm)=
∫
Ωm0
{
1
2
|∇um|2 divV − um,i um,pV p,i
}
−
∫
Ωm0
um(divf V ), (2.27)
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where um solves the problem (2.25). Analogously, for the limit function ψ we can get the
formula for the derivative of the energy functional:
E′(ψ)=
∫
Ω
ψ
0
{
1
2
|∇u|2 divV − u,iu,pV p,i
}
−
∫
Ω
ψ
0
udiv(f V ), (2.28)
where u is the solution of the problem
u ∈Kψ0 :
∫
Ω
ψ
0
∇u(∇u¯−∇u)
∫
Ω
ψ
0
f (u¯− u) ∀u¯ ∈Kψ0 . (2.29)
Finding the derivative (2.28) means that we consider the perturbation of the problem (2.29)
with respect to the parameter ε and solve the problem:
uε ∈Kψε :
∫
Ω
ψ
ε
∇uε(∇u¯−∇uε)
∫
Ω
ψ
ε
f (u¯− uε) ∀u¯ ∈Kψ0 .
Introduce the energy functional for this problem:
E
(
Ωψε
)= 1
2
∫
Ω
ψ
ε
|∇uε|2 −
∫
Ω
ψ
ε
f uε.
Then the right-hand side of (2.28) is equal to dE(Ωψε )/dε|ε=0.
Similar to Lemma 2.1, it can be proved that
um → u strongly in H 1,0
(
Ω
ψ
0
)
, (2.30)
where um(x) = um(y), y ∈Ωm0 , x ∈ Ωψ0 . We can change the domain of integration Ωm0
by Ωψ0 in (2.27) in accordance with (2.26). Analogously to (2.23) the convergences (2.24),
(2.30) allow us to pass to the limit as m→∞ in the relation obtained. This provides the
convergence
E′(ψm)→E′(ψ).
Since ψ ∈ Ψ , u = u(ψ), the limit function ψ solves the problem (2.10). Theorem 2.1 is
proved. ✷
Note that instead of (1.2) we can consider other boundary conditions at the external
boundary Γ0. In particular, let Γ0 = Γ 10 ∪Γ 20 ,Γ 10 ∩Γ 20 = ∅,measΓ 10 > 0. Denote by n the
unit normal vector to Γ0. In this case we can impose the following conditions:
u= 0 on Γ 10 ,
∂u
∂n
= 0 on Γ 20 .
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Moreover, we can apply the arguments presented above to the linear crack model and find
a domain shape providing minimal derivative of the energy functional. In the linear crack
model instead of (1.3) we should consider the following boundary conditions:
∂u
∂ν
= 0 on Γ c±0 .
The result of the paper provides an existence of the optimal domain shape for the
proposed criterion. This means that having chosen any fixed function ψ ∈ Ψ we increase
the derivative of the energy functional as compared to the optimal case. Let ψ0 ∈ Ψ be a
solution of the problem (2.10) and
E′(ψ0)= dE(Ω
ψ0
ε )
dε
∣∣∣∣
ε=0
, E′(ψ)= dE(Ω
ψ
ε )
dε
∣∣∣∣
ε=0
.
The above arguments show that E′(ψ0)  E′(ψ) and consequently the crack shape
y2 =ψ(y1) would be more favorable as compared to the shape y2 =ψ0(y1) provided that
we use the generalized Griffith criterion.
3. Examples and related problems
To illustrate Theorem 2.1 we provide an example. Consider the case of linear crack
shapes of the following form:
Ψ = {δψ ∣∣ψ(y1)= d, y1 ∈ (a, b), |δ| δ0},
where d, δ0 ∈R are given numbers.
Let Ωδ0 be a domain corresponding to the graph Γ
c
δ , i.e., to the graph of the function
y2 = δψ(y1). Assume that ϕε describes a crack length change for small ε. This means
ϕε
(
Ωδ0
)=Ωδε
with
Ωδε =Ωδ0 \ ϕε
(
Γ cδ
)
,
and ϕε(Γ cδ ) is the graph of the function y2 = δψ(y1), ψ(y1) = d , y1 ∈ (a, b + ε).
Consequently, we consider, in fact, a crack length change through the perturbation of the
crack tip (b, dδ). Hence in this case Theorem 2.1 provides an existence of an optimal
crack shape y2 = δsψ(y1), y1 ∈ (a, b), with some fixed value δs ∈ [−δ0, δ0]. Moreover,
we can write down analytically the map ϕε in this case. Let ξ ∈ C∞0 (Ω), ξ = 1 in a
neighborhood of the set {b} × (δ0|d|, δ0|d|). Consider a perturbation of the domain Ωδ0
through the transformation of the independent variables:
x1 = y1 + εξ(y1, y2), x2 = y2; (y1, y2) ∈Ωδ0 , (x1, x2) ∈Ωδε .
208 A. Khludnev et al. / J. Math. Pures Appl. 82 (2003) 197–212
Hence ϕε(y)= (y1 + εξ(y1, y2), y2) and we obtain the formula for the vector-field V (y),
V (y)= (ξ(y1, y2),0).
By (1.9), the derivative of the energy functional is equal to:
E′(δψ)= 1
2
∫
Ωδ0
(
ξ,1
(
u2,2 − u2,1
)− 2ξ,2u,1u,2)−
∫
Ωδ0
(ξf ),1u,
where u= uδ is the solution of the problem like (2.11) with the above crack Γ cδ . We should
note that this derivative does not depend on the chosen function ξ with the prescribed
properties. According to Theorem 2.1 we have:
E′(δsψ)= min|δ|δ0 E
′(δψ).
We should remark that the perturbation x = ϕε(y) is fixed in our considerations.
Analyzing the optimal control problem (2.10) we select the best crack shape y2 = ψ(y1),
y1 ∈ (a, b). For each ψ ∈Ψ the vector-field V (y) is the same since this field is determined
by the perturbation x = ϕε(y). We can consider the case when the perturbation x = ϕε(y)
depends on the function ψ ∈ Ψ .
Indeed, assume that for each ψ ∈Ψ we consider a linear extension outside the right tip
(b,ψ(b)) of the graph of the function y2 = ψ(y1), i.e.,
ψ(y1)=ψ ′(b)y1 +ψ(b)−ψ ′(b)b, y1 ∈ (b, b+ ε), ε > 0.
Let θ ∈ C∞0 (Ω), θ = 1 in a neighborhood of graphs of the functions y2 = ψ(y1), y2 = 0,
y1 ∈ (a, b), ψ ∈ Ψ . Also let ξ ∈ C∞0 (Ω), ξ = 1 in a neighborhood of the point (b,0).
Denote p(y)= y2 −ψ(y1)θ(y) and introduce the perturbation x = ϕε(y) by the formula:
x1 = y1 + εξ
(
y1,p(y)
)
,
x2 = p(y)+ψ(y1)+ εξ
(
y1,p(y)
)
θ
(
y1 + εξ
(
y1,p(y)
)
,p(y)
)
. (3.31)
In so doing we extend the functions ψ outside (a, b+ ε) to the interval (A,B) similar to
that of Theorem 2.1.
From (3.31) it follows that the vector-field V (y) = dϕε(y)/dε|ε=0 depends on ψ ,
ψ ∈ Ψ , since
V 1(y)= ξ(y1,p(y)),
V 2(y)=ψ ′(y1)ξ
(
y1,p(y)
)
θ
(
y1,p(y)
)+ψ(y1)θ,1(y1,p(y))ξ(y1,p(y)). (3.32)
Consider the optimal control problem:
min
ψ∈Ψ E
′(ψ), (3.33)
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where E′(ψ) is given by the formula (1.9) with the vector-field V (y) from (3.32).
There exists a solution of the problem (3.33). The scheme of the proof follows that of
Theorem 2.1.
We consider an example where the vector-field V (y) depends on ψ . Let
Ψ =
{
δψ
∣∣∣ψ(y1)=−b
a
y1 + b, y1 ∈ (a, b), |δ| δ0
}
,
where δ0 ∈ R is a given number. Denote by Ωδ0 a domain corresponding to the graph Γ cδ ,
i.e., to the graph of the function y2 = δψ(y1). Let ϕε describe a crack length change for
small ε. We have:
ϕε
(
Ωδ0
)=Ωδε , Ωδε =Ωδ0 \ ϕε(Γ cδ )
and ϕε(Γ cδ ) is the graph of the function y2 = δψ(y1), ψ(y1) = −(b/a)y1 + b,
y1 ∈ (a, b+ ε). Thus, we consider a crack length change through the perturbation of the
crack tip (b,−(b2/a)δ+bδ). In this case the vector-field V (y) depends on the function δψ.
We can consider other cost functionals as compared to derivatives of energy functionals
E′(ψ). In particular, there are a number of functionals which do not require a consideration
of the perturbation of the domain Ω0 through the map ϕε(y).
Consider two examples.
Let u ∈Kψ0 be a solution of the problem (2.29) for a given ψ ∈ Ψ. Introduce the cost
functional which characterizes an opening of the crack:
Π1(ψ)=
∫
Γ
ψ
0
∣∣[u]∣∣
and consider the optimal control problem for finding a domain shape
min
ψ∈Ψ Π1(ψ). (3.34)
It can be proved that the problem (3.34) has a solution. Indeed, let ψm ∈ Ψ be a minimizing
sequence in the problem (3.34). Since the set Ψ is bounded in H 2(a, b)we can assume that
as m→∞
ψm → ψ weakly in H 2(a, b), ψmy1 → ψy1 in C[a, b]. (3.35)
Then, like in the proof of Theorem 2.1, we have the strong convergence for solutions um
corresponding to ψm,
um → u strongly in H 1,0
(
Ω
ψ
0
) (3.36)
with the usual notations, um(x)= um(y), y ∈Ωm0 , x ∈Ωψ0 ,
x1 = y1, x2 = y2 + θ(y)
(
ψ(y1)−ψm(y1)
)
, (3.37)
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and the function θ belongs to C∞0 (Ω), θ = 1 in a neighborhood of the graph of the function
my2 =ψ(y1), y1 ∈ (a, b). We extend the functionsψ,ψ outside (a, b) similar to that in the
proof of Theorem 2.1. Hence, by (3.35), (3.36),
Π1(ψ
m)=
∫
Γ
ψm
0
∣∣[um]∣∣→
∫
Γ
ψ
0
∣∣[u]∣∣.
Since u= u(ψ) we obtain:
Π1(ψ)=
∫
Γ
ψ
0
∣∣[u]∣∣
and ψ ∈Ψ solves the problem (3.34).
Now consider the other cost functional. Again, let u ∈ Kψ0 solve the problem (2.29)
with a given ψ ∈Ψ . We introduce the functional:
Π2(ψ)=
∥∥∥∥∂u∂n
∥∥∥∥
L2(Γ0)
. (3.38)
Remind that Γ0 is the external boundary of the domain Ω , and n is the unit normal vector
to Γ0. Since Γ0 is the smooth boundary there exists a strip Ωh near Γ0 with a given positive
thickness h such that the solution u of the problem (2.29) has the property
u ∈H 2(Ωh).
Hence the functional (3.38) is defined correctly. Consider the optimal control problem:
min
ψ∈Ψ Π2(ψ). (3.39)
There exists a solution of the problem (3.39). To prove this statement we choose a
minimizing sequence ψm ∈ Ψ in the problem (3.39). It can be assumed that, as m→∞,
ψm → ψ weakly in H 2(a, b), ψmy1 → ψy1 in C[a, b].
The solutions um are defined from the variational inequality:
um ∈Km0 :
∫
Ωm0
∇um(∇u¯−∇um)
∫
Ωm0
f (u¯− um) ∀u¯ ∈Km0 .
We have:
−um = f in Ωh, um = 0 on Γ0. (3.40)
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Again, the strong convergence of um(y)= um(x), y ∈Ωm0 , x ∈Ωψ0 , takes place, i.e.,um→ u strongly in H 1,0
(
Ω
ψ
0
)
.
Relations (3.40) imply
−um = f in Ωh, um = 0 on Γ0
and, by the regularity results for elliptic equations,
‖um‖H 2(Ωh/2)  c‖f ‖L2(Ω) (3.41)
with a constant c > 0 being uniform with respect to m. We assume that the strip Ωh is
small enough to have an empty intersection with both suppθ, where the function θ is taken
from (3.37), and with graphs of the functions y2 = ψ(y1), y1 ∈ (a, b), ψ ∈ Ψ. Hence,
by (3.41),
um→ u weakly in H 2(Ωh/2),
Π2(ψ
m)=
∥∥∥∥∂um∂n
∥∥∥∥
L2(Γ0)
→
∥∥∥∥∂u∂n
∥∥∥∥
L2(Γ0)
.
To conclude the proof of the statement we should take into account the equality u= u(ψ)
which implies
Π2(ψ)=
∥∥∥∥∂u∂n
∥∥∥∥
L2(Γ0)
.
Hence ψ is the solution of the problem (3.39).
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