Objectiues:
Introduction
The analysis of heart rate variability (HRV) provides insight into the neural control of the heart in various real-life conditions. In particular, spectral analysis of cardiovascular signals has revealed two main harmonic components in phase, respectively, with respiratory movements (HF: high frequency, around 0.25 Hz) and vasomotor waves (LF: low frequency, around 0.10 Hz). The relative power of these components, evaluated in normalised units [l] , may reflect the state of the sympatho-vagal balance in various physiological and pathophysiological conditions El.
However, the harmonic components describe only part of heart rate variability. Recently, some studies [3, 4] , have provided evidence that non-linear and non-harmonic dynamics are present in heart rate. In fact, the system seems to display a behaviour ranging from a regular periodicity to an altemant or erratic pattern which, from the geometrical and dynamical point of view, might have a deterministic rather than a stochastic nature. Hence, what may be often interpreted as a noise effect could be hypothesised to pertain to a non-linear deterministic system, extremely sensitive to initial conditions, a pattern generally assumed as defining a chaotic system [51.
The sinus rhythm system consists of the sino-atria1 node activity controlled by multiple and complex neural mechanisms which constitute a near-perfect theoretical substrate for the generation of chaos [6, 7] .
A few mathematical theorems [8] suggest that a chaotic process might be studied by looking at a realisation of a time series, sufficiently long and adequately sampled, which may provide the invariant information which quantifies the chaotic dynamics of the system. Consequently, it is possible to make quantitative inferences about the dynamic structure of the entire system from the behaviour of a single variable.
The presence of non-linear chaotic dynamics has been suggested in other biological series such as electroencephalographic activity [9] , arrhythmia [lo] , population dynamics [ 11,121, arterial pressure and renal blood flow [ 131. Moreover, the use of chaotic models has recently been proposed to stabilise cardiac arrhythmia 1141 or to achieve control of the bursting behaviour of neural populations [151.
The aim of the present study was to evaluate some quantitative parameters of non linear-dynamics in the comparison of the heart rate variability of normal subjects and of patients deprived of sinus node neural modulation. To this end we studied a group of recently transplanted patients and reached the conclusion that the lower level of complexity present in the dynamics of their heart rate variability was likely to depend on the interruption of cardiac extrinsic innervation.
Methods

Population
Seven non-hospitalised patients (52 _+ 14 yr) were studied 6 months after orthotopic heart transplantation. Their mean systolic arterial pressure was 141 f 9 mmHg. They were all on a similar drug regimen (cyclosporine, azathioprine, prednisone).
Seven healthy volunteers of similar age (48 f 5 yr) were used as controls.
All subjects gave informed consent to the protocol approved by the Ethical Committee of our Hospital.
Protocol
The patients were connected to a standard two channel Holter recorder (model 465, Del Mar Avionics, Irvine, CA), and two modified chest leads (MCLl and MCLS) were monitored for 24 hours on a working day. All subjects adhered to their normal daily routine and reported having slept normally during the night.
Data analysis
Twenty-four-hour Holter recordings were played back at 60 times real time, and the analogue to digital conversion was performed at 18 000 samples per second to achieve a real time analogue to digital conversion of 300 samples per second. The principles of the programs for data acquisition have been previously described [16, 17] .
Two periods of about 20000 beats each, one during the afternoon hours (day) and the other during sleep (night), were considered for analysis.
Parameters estimating non-linear dynamics in time series were computed: D, correlation dimension, K, Kolmogorov entropy estimation, and, from H self-similarity exponent, D = l/H fractal dimension.
D, estimation was performed using the Grassberger and Procaccia approach [18] . It requires the computation of correlation integrals C,(E) for growing values of m (embedding dimension of the reconstructed space-state) where E is the correlation length. If there is a chaotic attractor, the following relation holds:
If we plot C,(E) versus E in log-log scale, the slope of the linear zone of the integrals saturates to a finite value of D, when increasing m.
The procedure we implemented calculates C,(E) for m values from 2 to 30 with an increase step of 2. Correlation integrals show a typical pattern where a linear zone is clearly distinguishable, as well as the saturation value.
The time lag necessary for the embedding procedure of the time series was chosen as the first zero of signal autocorrelation function [19] . The program, written in C language, was originally developed at the Dipartimento di Bioingegneria, Politecnico di Milano. It works on a high parallelism machine (Convex computer). A version implementing a reduced algorithm works on a PC computer as well.
It was demonstrated that a class of random noises, with power-law spectra, provides a finite and well-defined value for D, [20] . It is then necessary to perform a test for specific non-linear characteristics of the experimental time series. The method employed in this study was the construction of surrogate data sets where the phase relations are shuffeled up by substitution with a sequence of random numbers. For each data interval, the corresponding surrogate set is obtained. The expectation is that D, does not saturate to a finite value for the surrogate data if the original signal before randomisation has a deterministic nature, whereas D, value for stochastic time series does not change after Fourier phase randomization [21] .
Most surrogate data sets do not show saturation to a we calculated the estimation of Kolmogorov entropy using the same approach as proposed by Grassberger and Procaccia [18] through the evaluation of the following relation:
where n = increase in step of m, r = time delay. C, and Cm+, are correlation integrals and have to be taken in the linear zone. This program was also originally developed following the algorithm reported in [18, 22] . H (self-similarity exponent): The self-similar characteristic of me time series can be evaluated by calculation of the H exponent. It measures the degree of geometrical fractality of the signal. Signal x(k) is self-similar if the following relation exists between the probability densities:
Thus, if the time series is resealed of a h factor and the x(k) signal of a factor AeH, the signal obtained has the same statistical properties as the original one. A positive Lyapunov exponent indicates a sensitive dependence on initial conditions and is considered the most relevant index of the presence of chaos [13, 24] . Lyapunov exponents were estimated according to the procedure proposed by Eckmann et al. [23] which evaluates a number of exponents equal to the dimension of the reconstructed state-space m. Exponents are ordered in decreasing magnitude. In our experimental results only the first three (and more significant) values will be reported. The critical point is the initialisation of the algorithm parameters that have been tested through a large number of simulations carried out on well-known chaotic attractors [251. Trajectories of the system are identified by reconstruction of dynamics in a portion of the state space of finite dimension (hypersphere) and evaluating on it the trajectory flux by a linearization procedure. By using a rms algorithm a map of tangent values is then calculated and the spectrum of Lyapunov exponents is obtained from it [23] .
Finally, the return maps were used to graphically display the behaviour of the series. In these maps we plotted the RR interval with the RR interval after the time delay r, where T represents the first zero of the autocorrelation function. We chose this time delay in order to remove any linear dependence (correlation) within the data series.
A singular value decomposition (SVD) algorithm was used to single out the three projections that identify the main direction of system trajectories in state-space.
Statistical analysis
Data are presented as mean _+ s.d. Student's t-test for paired or unpaired data were used to determine the significance of differences between day and night and between patients and controls. P < 0.05 was considered significant.
Results
The transplanted patients presented a slightly lower mean RR interval during 24 h compared to controls (724 + 99 vs. 815 + 46; Fig. 1, top panel) . As previously reported [26] , the total RR variance was clearly reduced in transplanted patients (Fig. 1, bottom panel) . Both RR mean and variance presented blunted day-night changes in transplanted patients.
Parameters of non-linear dynamics
The introduced parameters can be generally used to describe non-linear dynamics of a signal-generating system. As shown in Fig. 2 , D,, l/H and K, were significantly reduced in transplanted patients compared with controls. No significant differences between the day and night hours were found in either group (Fig. 2) .
Similar results were observed by analysing the Lyapunov exponents in the two groups during night and day periods (Table 1) . A positivity of the first three Lyapunov exponents characterised the control subjects. Such a positivity, although modest in our cases, is commonly accepted infinitly large Lyapunov exponent. More than one positive exponent is generally classified as a "hyperchaotic situation". This condition might be justified by the fact that biological systems involve in their physiological functioning a large number of interacting subsystems and independent variables [6] . The reduction of "complexity" in transplanted patients compared with controls is graphically represented in the two examples of a return map (Fig. 3) . The different structure of the system trajectories between the normal and the transplanted subject is well evident. The bottom panel (transplanted subject) presents a reduced dispersion of values and a less complex structure.
Finally, Fig. 4 shows the return map of the RR series of a transplanted patient in the three projections of the space. The less complex behaviour is suggestive of a strange attractor, the trajectories of which are well visible on three-dimensional plots, after SVD.
Discussion
Our results are compatible with a non-linear highly complex behaviour in heart rate variability of human beings 131. We suggest that the loss of complexity which characterises the transplanted patients might mainly depend on the interruption of neural connections between the heart and the central nervous system. In favour of this interpretation is the experimental finding that the administration in conscious dogs of a drug inducing ganglionic blockade (trimetaphan) was capable of almost abolishing (-99 sf: 0.2%) R-R variance in short lasting recordings [=I. Transfer from the theory of chaos to its application to real series raises several questions. For our analysis we used long series of RR intervals, of about 20000 beats, as required for a correct reconstruction of attractor properties [19] . Consequently our series of RR intervals, recorded during daily life activity, could not provide the stationarity previously used to validate theoretical models [6] . Furthermore, in the absence of a mathematical model explaining the non-linear dynamics present in heart rate variability, our presented parameters of chaotic complexity are consistent with but not conclusive for the presence of deterministic chaotic behaviour.
In fact, it must be pointed out that at the present state of knowledge no parameter has been identified from a time series which can per se certify the presence of a chaotic behaviour. Thus we do not yet know if these non-linear algorithms represent another "mathematical transformation adding little new information to our understanding or if they are part of a revolutionary new paradigm shift" [4] .
As to our results, we have to point out that they revealed a lower complexity in the considered signals (as evaluated by D,, K, and H) in the HRV of transplanted patients in comparison to normal subjects. Similarly the higher positive values of Lyapunov exponents in control subjects support the interpretation of a greater sensitivity to initial conditions (a hallmark of chaos) in this group.
In biological terms, it is possible to hypothesise that non-linear dynamics of heart rate variability might contain some useful markers of neural control and of the mechanical characteristics of the cardiovascular system. The different structure of the return map of a transplanted patient compared with a control subject ( Figs. 3 and 4) could express some of this information that we are not yet able to define. However, only future research will assess whether it might be possible to find a relationship between these non-linear indices and the biological aspects of heart rate regulation.
