Abstract. We define an invariant of a multi-valued logic gate by considering the number of certain threshold functions associated with the gate. We call this invariant the continuous sensitivity of the gate. We discuss a method for analysing continuous sensitivity of a multi-valued logic gate by using experimental data about the gate. In particular, we will show that this invariant provides a lower bound for the sensitivity of a boolean function considered as a multi-valued logic gate. We also discuss how continuous sensitivity can be used to understand the reversibility of the Fourier series expansion of a multi-valued logic gate.
Introduction
An n-valued logic is a propositional calculus in which the set of truth values has n elements see [5] , [19] , [22] , [23] , [24] . In particular, classical logic can be considered as a 2-valued logic in which the truth values are "true" and "false". Most of the computers have gates which can perform classical logic operations like conjunction (AND), disjunction (OR), negation (NOT). There are increasingly more electronic devices which uses n-valued logic. For example, there are computers like SETUN which uses 3-valued logic and there are memory technologies like Intel StrataFlash which uses multiple levels per cell to allow more bits to be stored using the same number of transistors. However, a better mathematical model to explain the logical operations we see in nature would be multi-valued logic. Multi-valued logic is a propositional calculus where the logical operations have input variables and an output variable with possibly different sets of truth values. For example, while buying a used car our brain takes inputs with many possible values like the color of the car ("red", "green", "blue", ...), the price of the car ("cheap", "expensive", ...), the number of dealers visited ("1", "2", "3", ...) and the logical conclusion is many valued as well ("Yes! I will buy it.", "No! I will not buy it.", "I might buy it later.", ...). For some applications of multi-valued logic, see studies done by the MVSIS group at Berkeley.
In this paper we will consider truth values as vectors in finite dimensional vector spaces. In nature, logic gates communicate with each other using signals and most of the time these signals are analog signals. We know that we can model an analog signal as a point in a Hilbert Space. However, when a natural observer receives signals and tries to make measurements about them a certain set of signals plays a key role. For example, operators correspond to observable quantities in quantum mechanics and the only possible result of the measurements are the eigenvalues of the eigenvectors of the operator. Here we will consider cases where this certain set of signals is finite. Depending on the nature of the observer amplitudes of the signals and/or accumulated results of the measurements over a certain block of time might play a role in final processing in the gate hence we will consider the convex hulls created by these finite sets of signals in the corresponding Hilbert spaces. For example, our eyes can only observe red, green, blue light and lack of light namely black. Hence the convex hull created by these can be considered as a 3-simplex ∆ 3 where in general we have
Here, if "black" corresponds to the point (1, 0, 0, 0). Then for t 0 = 0 we obtain a color triangle which could be considered as ∆ 2 .
One could take the truth values for color as the vertices in a barycentric subdivision of the triangle above in particular if "red" corresponds to (1, 0, 0) and "blue" corresponds to (0, 0, 1) then purple will correspond to (1/2, 0, 1/2). On these convex hulls we will be considering Fourier series expansions of multivalued logic gates. For the Fourier series expansions of Boolean functions see [6] , [7] , [10] , [15] , [17] , [18] , [20] . The input will come from a product of simplices as we can consider each convex hull as a union of simplices. More precisely a multi-valued logic gate φ is a function from a product of sets T 1 ×T 2 ×· · ·×T k to a set T = {v 1 , v 2 , . . . v n } of n vectors in R m where the set T i is the set of possible truth values of the i th input variable and the set T as the set of possible truth values of the output. We define the Fourier-expansion of the multi-valued logic gate as the multilinear function
where n i is the number of elements in T i . Notice that the output of this gate lives in the convex hull spanned by the vectors T = {v 1 , . . . v n }.
One can wonder the sensitivity of a multi-valued logic gate to change in its input variables. For example DNA codes can be considered as an input to a 4-valued logic gate and one can ask on which parts of the inputs does our eye color depend. In this paper we will define continuous sensitivity of a multi-valued logic gate as cardinalities of certain sets of threshold functions and discuss a method to analyse continuous sensitivity of a multi-valued logic gate using experimental data which means a list of input and output data for the multi-valued logic gate. As an application we will use such an argument to show that continuous sensitivity provides a lower bound for sensitivity of a boolean function (see [2] , [3] , [9] , [11] , [12] , [16] , [28] , [29] , [33] , [35] ) considered as a multi-valued logic gate. For more advanced applications, one of our main results will be Proposition 4.7 which is about cardinalities of certain threshold functions.
Another important issue to consider about multi-valued logic gates is reversibility (see [1] , [4] , [8] , [13] , [14] , [21] , [25] , [26] , [27] , [30] , [31] , [32] , [34] , [36] ). For example, one can use reversible gates to build energy efficient computer or for a television producer it is important to be able go back and forth between different mathematical models of colors that a human can see. To show that a gate is reversible one has to show that the gate is one-to-one as a function. Our second main result in this paper is Theorem 3.1. This result can be used to show that a multi-valued logic gate is one-to-one when continuous sensitivity is equal to a certain number (see Corollary 3.2). As an example, we will discuss a logical gate that sends
and can be considered as a gate which translates a digital signal about color to the color tetrahedron mentioned above (see Example 3.8).
Definition of Continuous Sensitivity
In this section we define continuous sensitivity of a multi-valued logic gate. For x in R, we have
Let g : R n → R be a function and C be a nonempty subset of R n . The composition sgn • g is a threshold function and in this paper we discuss such functions using the following definition: We define the sign of g over C as follows:
otherwise.
If g and C are as above and the function g(x 1 , x 2 , . . . , x n ) is differentiable on C, then we define the total sign of g over C as follows:
Let S n be the set of all non-zero n-tuples s 1 , s 2 , . . . , s n in {−1, 0, 1} n whose first non-zero term is 1. We say that a tuple t = t 1 , t 2 , . . . , t n in {1, 0, −1, u} n eliminates a tuple s = s 1 , s 2 , . . . , s n in S n if the following conditions hold i) t i = 0 and s i = 0 for some i, ii) there exists k ∈ {+1, −1} such that t i = ks i , for all i with s i = 0 and t i = 0, iii) s i = 0 when t i = u. For X ⊆ S n , we define a subset of S n as follows:
El(X) = the set of elements of S n eliminated by an element of X.
Let C be a convex subset of R n , M be a smooth manifold, and f : R n → M be a differentiable function. Now we define a set assosiated to f as follows:
In other words
Note that the larger the set Sens C (f ) is the more sensitive the function f is to its input variables. For multi-valued logic gates, we measure the largeness of this set by a number. Let k be a natural number. Now we will define the Fourier series expansion of a multi-valued logic gate which takes k many inputs. For i in {1, 2, . . . , k}, let n i be a natural number and
be the set of possible truth values that we could put in for the i th variable. Let
be a set of vectors in R m . We will consider the elements in T as truth values of the output. A multi-valued logic gate φ is a function from
Then the Fourier series expansion of this multi-valued logic gate is the following function
given by
We define a number N(φ) as follows:
Take an element z in T 1 × T 2 × · · · × T k we can write z in the following form
where 0 ≤ j(z, i) ≤ n i . We define C(φ, z) a convex subset of R N as follows:
where ∆ m j = {(t 0 , . . . , t j , . . . , t m ) | (t 0 , t 1 , . . . , t m ) ∈ ∆ m and t j = 0} for natural numbers j ≤ m. We define a differentiable function f (φ) from R N (φ) to R m as follows:
j=0 ) where the right-hand side is considered to be defined everywhere by seeing each component of the right-hand side as a multilinear polynomial and taking
Now we define the continuous sensitivity of φ at z as follows:
Finally we define continuous sensitivity of φ as follows:
The larger this number is the more sensitive the multi-valued logic gate is to its input variables. We will explain this in the next sections.
Reversibility
The main theorem of this section is the following theorem.
Theorem 3.1. Let C be a convex subset of R n , M be a smooth manifold, and f : R n → M be a differentiable function. If Sens C (f ) = S n then f is one-to-one on C.
Proof. Assume that there are two distinct points x, y in C such that f (x) = f (y).
n be the linear parametrization of line segment from x to y. Then we get a contradiction as follows:
because for all j we have
and equality doesn't hold for at least one j.
As consequence of this result we obtain the following result.
Corollary 3.2. Let φ be the Fourier series expansion of a multi-valued logic gate. If cs(φ) = N(φ) then φ is a one-to-one function on the interior of
Proof. First notice that cs(φ) = N(φ) means
By the above theorem this means f (φ) is one-to-one on C(φ, z). So φ is one-to-one on the interior of ∆
Due to the above results one can see that it is important to study the minimal elements of the following poset Therefore E(S n ) is the set of subsets of S 2 of size greater than equal to 2 and the minimal elements of E(S 2 ) are the subsets of S 2 of size 2. 
Proof. Let s = (s 1 , . . . , s n ) be the sign vector of v = (v 1 , . . . , v n ). Without loss of generality suppose that s = (s 1 , . . . , s n ) is in El(x) for some x = (x 1 , . . . , x n ) ∈ S n . Let {i 1 , . . . , i j } be the set of all indices for which s i = 0 and x i = 0. Since s ∈ El(x), there exists k ∈ {±1} such that s ir = kx ir for all 1 ≤ r ≤ j. By definition s i = 0 if and only if v i = 0. Therefore we have
Given a subset X = {X 1 , . . . , X m } of S n , let M X be the (m × n)-matrix whose i-th row is X i . As an immediate consequence of the above proposition, we have the following results.
If the columns of M X is linearly dependent then X / ∈ E(S n ). In particular, if X ∈ E(S n ) has size n then X is linearly independent.
Proof. Let a 1 , . . . , a n ∈ R be such that n i=1 a i c i = 0 where c i is the i-th column of M X . Suppose also that the first non-zero term of a = (a 1 , . . . , a n ) is positive, that is, a ∈ S n . Since a · X i = 0 for 1 ≤ i ≤ m, the sign vector s of a is in S n − El(X) by the above proposition and hence X / ∈ E(S n ).
Corollary 3.6. If X ∈ E(S n ) then |X| ≥ n.
Proof. If |X| < n then we can choose a vector v which is orthogonal to all the vectors in X.
Note that the inequality in the above corollary is strict since E = {e 1 , . . . , e n } is in E(S n ) where e k = (0, . . . , 0, 1 k , 0, . . . , 0). Since every element of E(S n ) of size n is minimal by the above corollary, E is indeed a minimal element of E(S n ).
Let S 0 n be the set of all elements of S n with non-zero coordinates. These elements are also the ones which eliminates the smallest number of elements of S n .
Lemma 3.7. The subset S 0 n is a minimal element of E(S n ). Proof. Since s = (s 1 , . . . , s n ) ∈ S n is eliminated by all t = (t 1 , . . . , t n ) ∈ S 0 n where t i = s i whenever s i = 0, S 0 n is in E(S n ). On the other hand the element t ∈ S 
where
and hence
where C = C(φ, (0, 0, 0)). Similarly one can show that
, (1, 1, −1)}, we can conclude that φ is a reversible gate by repeated application of the above lemma and the main result of this section.
Computing Continuous Sensitivity
We could use experimental data about a multi-valued logic gate to obtain an upper bound on the continuous sensitivity of the gate due to the following simple lemma. In the above lemma consider X = Sens C (f ) and Z as signs eliminated by experimental data. As an application of this lemma we can show that sensitivity (see Section 2 in [2] ) of a boolean function is an upper bound for its continuous sensitivity.
Definition 4.2. Let φ : {0, 1}
N → {0, 1} be a boolean function and z be an element in {0, 1}
N . Then the sensitivity of φ at the input z is defined as follows:
where z i denotes the element in {0, 1} N obtained by changing the i th coordinate of z. The sensitivity of φ is defined as follows:
N → {0, 1} be a boolean function. Then
Notice that by Mean Value Theorem for every i in D z there exists c i,z in C(φ, z) such that
hence e i is not Sens C(φ,z) (f (φ)) for all i in D z . Therefore, we have
Therefore the result follows.
The above result shows that it is important to know how to count eliminated signs. For the rest of this section we will discuss methods for counting eliminated signs. Notice that the number of elements eliminated by each element of S 2 is the same. This is not true in general. For example for x = (0, 0, 1) and y = (1, 1, 1) in S 3 , we have
and hence |El({x})| = |El({y})|. In general the size of El({x}) depends only on the number of zeros of x and is given as follows.
is the number of zeros of x.
Proof. Let x = (x 1 , · · · , x n ) ∈ S n . We first consider the case z(x) = 0. In this case x eliminates s = (1, s 2 , · · · , s n ) if and only if s i = 0 or x i for i ≥ 2. If the first nonzero term of s is k-th one then x eliminates s either s i ∈ {0, x i } or s i ∈ {0, −x i }. Therefore when z(x) = 0, we have
Now suppose that z(x) = 0. We prove this case by induction on n. The case n = 2 follows from Example 3.3. Let
and otherwise we have
Therefore the number of elements of El(x) is three times the number of elements of El(x ′ ) and hence the result follows by induction.
Now we generalize the above lemma to the intersections of eliminated sets for m-many elements in S n . Let z X be the number of zero columns of M X .
where for any α ∈ S m , BSp(X, α) is the set of columns of M X of the form ± m i=1 a i α i e i with a i ∈ {0, 1} m − {(0, . . . , 0)}.
We prove this theorem using the following lemma.
Lemma 4.6. Let X = {X 1 , . . . , X m } ⊆ S n where X j = (X j 1 , . . . , X j n ) be such that M X has no zero column. Then the number of elements of the form (1,
T be the i-th column of M X for 1 ≤ i ≤ n. By reordering elements of X, we can assume that c 1 = e 
Then we need to remove the ones corresponding to triples since we add them twice. By continuing in this way, we obtain that
where S α = {β = (1, . . . , 1, β r+1 , . . . , β m )| β j = α j or 0, r + 1 ≤ j ≤ m}. Let α = (1, . . . , 1, α r+1,...,m ) and γ = (1, . . . , 1, γ r+1 , . . . , γ m ) be distinct elements of {±1} m , i.e, there exist k such that
Since β is an element of S α for 2 z(β) -many distinct α's, we have
Since |BSp(X ′ , β)| = |BSp(X, β)| − 1, the result follows.
Proof of Theorem 4.5.
We proceed by induction on n. The case n = 2 follows from Example 3.3. Note that in this case the size of the intersection of eliminated set of two different elements of S 2 is 2, three different elements is 1 and the intersection of eliminated sets of all is 0. For n > 2, we first consider the case where M X has a zero column. Let X = { X 1 , . . . , X m } where
El( X i )}, and
El(X) are of the form (ε, s 2 , . . . , s n ) where ε ∈ {0, 1} and
El( X). So the result follows for this case since BSp(X, α) = BSp( X, α). Now, suppose that M X has no zero column. By reordering elements of X, we can assume that first column of M X is of the form e 1 + · · · + e r for some 1 ≤ r ≤ m. Let i 1 , . . . , i k be the set of all i's for which (X Moreover for α = (1, . . . , 1, α r+1 , . . . , α m ) ∈ S m , |BSp(X, α)| = |BSp(X, α)| − 1.
On the other hand, there are σ(X) = {σ(X 1 ), . . . , σ(X n )}. The second operation is multiplying a column of M X by −1. We also need to be careful here. For x = (x 1 , . . . , x n ) ∈ S n , let x − j = (x 1 , . . . , x j−1 , −x j , x j+1 , . . . , x n ), if (x 1 , . . . , x j−1 , −x j , x j+1 , . . . , x n ) ∈ S n ; −(x 1 , . . . , x j−1 , −x j , x j+1 , . . . , x n ), otherwise. 
