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Abstract
This paper is concerned with the study of Aubry-Mather and weak KAM theories for
contact Hamiltonian systems with Hamiltonians H(x, u, p) defined on T ∗M × R, satisfy-
ing Tonelli conditions with respect to p and 0 < ∂H
∂u
6 λ for some λ > 0, where M is
a connected, closed and smooth manifold. First, we show the uniqueness of the backward
weak KAM solutions of the corresponding Hamilton-Jacobi equation. Using the unique
backward weak KAM solution u−, we prove the existence of the maximal forward weak
KAM solution u+. Next, we analyse Aubry set for the contact Hamiltonian system show-
ing that it is the intersection of two Legendrian pseudographs Gu− and Gu+ , and that the
projection pi : T ∗M × R → M induces a bi-Lipschitz homeomorphism pi|
A˜
from Aubry
set A˜ onto the projected Aubry set A. At last, we introduce the notion of barrier functions
and study their interesting properties along calibrated curves. Our analysis is based on a
recent method by [43, 44].
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1 Introduction and main results
1.1 Motivation and background
LetM be a connected, closed and smooth manifold. We choose, once and for all, aC∞ Rieman-
nian metric g onM . The cotangent bundle T ∗M has a natural symplectic structure ω. The pair
(T ∗M,ω) is a symplectic manifold. Let H : T ∗M → R be a C2 function called a Hamiltonian.
In local coordinates, the Hamilton’s equations are formulated as:{
x˙ = ∂H
∂p
(x, p),
p˙ = −∂H
∂x
(x, p).
Let J1(M,R) denote the manifold of 1-jets of functions on M . The standard contact form
on J1(M,R) is the 1-form α = du − pdx. J1(M,R) has a natural contact structure ξ, which
is globally defined by the Pfaffian equation α = 0, i.e., ξ = kerα. The pair (J1(M,R), ξ) is a
contact manifold. There is a canonical diffeomorphism between J1(M,R) and T ∗M×R. Thus,
(T ∗M × R, ξ) is also a contact manifold. Let H : T ∗M × R → R be a Cr (r ≥ 2) function
called a contact Hamiltonian. In local coordinates, the equations of the contact flow generated
byH read 

x˙ = ∂H
∂p
(x, u, p),
p˙ = −∂H
∂x
(x, u, p)− ∂H
∂u
(x, u, p)p, (x, p) ∈ T ∗M, u ∈ R,
u˙ = ∂H
∂p
(x, u, p) · p−H(x, u, p).
(CH)
In 1888, S. Lie [33] characterized that the contact flow generated by (CH) preserves the contact
structure ξ. From the view of physics, equations (CH) appear naturally in contact Hamiltonian
mechanics [12, 13, 28, 40], which is a natural extension of Hamiltonian mechanics [2, 3].
It is well-known that significant progress has been achieved in the study of Hamiltonian dy-
namical systems. Several celebrated theories have been founded in this area, including Poincare´-
Birkhoff theory [10, 11, 41], KAM theory [1, 30, 39], Aubry-Mather theory [5, 6, 36, 37], weak
KAM theory [21, 22, 23, 24, 25, 26], Aubry-Mather or weak KAM aspects of Hamilton-Jacobi
equations and of symplectic geometry (see [7, 8, 17, 26] for instance). Comparably, research on
contact Hamiltonian systems is not as sufficient as research on Hamiltonian systems. The rela-
tion between classical Hamiltonian systems and contact Hamiltonian systems is similar to the
one between symplectic geometry and contact geometry. In [4], Arnold wrote that symplectic
geometry is at present generally accepted as the natural basis for mechanics and for calcu-
lous of variations. Contact geometry, which is the odd-dimensional counterpart of symplectic
ones, is not yet so popular, although it is the natural basis for optics and for the theory of wave
propagation.
This paper is devoted to the study of Aubry-Mather and weak KAM theories for contact
Hamiltonian systems (CH). We would now like to recall available related works in the litera-
ture. Maro` and Sorrentino [35] developed an analogue of Aubry-Mather theory for a class of
dissipative systems, namely conformally symplectic systems{
x˙ = ∂H0
∂p
(x, p),
p˙ = −∂H0
∂x
(x, p)− λp,
(1.1)
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where λ > 0 is a constant. They obtained the existence of minimal sets for system (1.1) and
described their structure and their dynamical significance. Note that system (1.1) is a contact
Hamiltonian system with H(x, u, p) = H0(x, p) + λu and is closely related to the infinite
horizon discounted equation
λuλ +H0(x,Duλ) = c(H0). (1.2)
In order to find a viscosity solution of
H0(x,Du) = c(H0), (1.3)
Lions, Papanicolaou and Varadhan [34] introduced the so called ergodic approximation tech-
nique. The idea is to study the behavior of uλ when the discount factor λ tends to zero. More
precisely, if uλ is a viscosity solution of equation (1.2), then uλ converges uniformly, as λ→ 0,
to a specific solution of equation (1.3). For more details on this problem, we refer the reader
to Iturriaga and Sa´nchez-Morgado [29], Gomes [27], Davini, Fathi, Iturriaga and Zavidovique
[19, 20].
In this paper, we assume that the contact HamiltonianH is of class C3 and satisfies:
(H1) Strict convexity: the Hessian ∂
2H
∂p2
(x, u, p) is positive definite for all (x, u, p) ∈ T ∗M ×R;
(H2) Superlinearity: for each (x, u) ∈M × R, H(x, u, p) is superlinear in p;
(H3) Moderate increasing: there is a constant λ > 0 such that for each (x, u, p) ∈ T ∗M × R,
0 <
∂H
∂u
(x, u, p) ≤ λ.
It is clear that (H1)-(H2) are Tonelli conditions with respect to the argument p. Under as-
sumptions (H1), (H2) and |∂H
∂u
| 6 λ, the authors provided implicit variational principles for
contact Hamiltonian system (CH) in [43]. Later, under the same assumptions we studied in
[44] the existence of viscosity solutions to both H(x, u,Du) = c for some constant c and
wt+H(x, w, wx) = 0 by using the implicit variational principles. Based on the results obtained
in the two aforementioned papers, we provide some Aubry-Mather and weak KAM-type results
for contact Hamiltonian system (CH) under assumptions (H1)-(H3) in the present paper.
More precisely, this paper aims to:
• provide a necessary and sufficient condition for the existence of backward weak KAM
solutions (equivalently, viscosity solutions) of
H(x, u,Du) = 0. (HJ)
Under the necessary and sufficient condition mentioned above:
• show the uniqueness of backward weak KAM solutions of (HJ) and the existence of the
maximal forward weak KAM solution of (HJ);
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• study the regularity of weak KAM solutions on the projected Aubry set A;
• show that Aubry set A˜ is the intersection of two Legendrian pseudographsGu− and Gu+;
• show that the projection pi : T ∗M ×R→ M induces a bi-Lipschitz homeomorphism pi|A˜
from A˜ onto A;
• introduce the notion of barrier functions and using their interesting properties show that
limit sets of calibrated orbits are subsets of A˜.
1.2 Statement of main results
Now we introduce the main results of this paper. First of all, we need to recall the notion of
Man˜e´’s critical value [38] of classical Tonelli Hamiltonians. For any given a ∈ R, H(x, a, p)
is a classical Tonelli Hamiltonian. Denote by c(Ha) Man˜e´’s critical value of H(x, a, p). By a
result of Contreras et al. [18], c(Ha) can be represented as
c(Ha) = inf
u∈C∞(M,R)
sup
x∈M
H(x, a,Du(x)).
For contact Tonelli Hamiltonians, we would like to introduce a notion of admissibility. We
say that H(x, u, p) is admissible, if there exists a ∈ R such that c(Ha) = 0. The following
admissibility assumption is the premise of our main results.
(A) Admissibility:H(x, u, p) is admissible.
For classical Tonelli Hamiltonians H(x, p), H(x, p)− c(H) is admissible, where c(H) de-
notes Man˜e´’s critical value of H(x, p). For contact Tonelli HamiltoniansH(x, u, p),H(x, u, p)
is admissible, if it satisfies ∂H
∂u
≥ δ > 0. The following theorem gives an explanation for why
we assume (A).
(H3’) Non-decreasing: there is a constant λ > 0 such that for each (x, u, p) ∈ T ∗M × R,
0 ≤
∂H
∂u
(x, u, p) ≤ λ,
Theorem 1.1. Assume (H1), (H2) and (H3’). Admissibility can be characterized in either of the
following two ways:
(1) for any (x0, u0) ∈M × R and any δ > 0, hx0,u0(x, t) is bounded onM × [δ,+∞);
(2) equationH(x, u,Du) = 0 admits viscosity solutions.
Here hx0,u0(x, t) is the forward implicit action function. See Section 2 for its definition and
properties. We give the proof of Theorem 1.1 in Appendix.
Following Fathi [21, 25], we study Aubry-Mather theory for contact Hamiltonian system
(CH) in the viewpoint of weak KAM theory. IfH(x, u, p) satisfies (H1)-(H3) and equation (HJ)
admits backward weak KAM solutions, then the backward weak KAM solution is unique. See
Proposition 2.7 in Section 2 for details. By [42], backward weak KAM solutions and viscos-
ity solutions are the same. So, if H(x, u, p) satisfies (H1)-(H3) and (A), by Theorem 1.1 (2)
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equation (HJ) admits a unique backward weak KAM solution. We use S− (resp. S+) to denote
the set of backward (resp. forward) weak KAM solutions of equation (HJ). Note that S+ is
nonempty and may be not a singleton. We will explain this later. See Section 2 for definitions
and properties of weak KAM solutions.
From now on, unless otherwise stated, we always assume (H1)-(H3) and (A). Denote by u−
the unique backward weak KAM solution of equation (HJ), by v+ an arbitrary forward weak
KAM solution of equation (HJ).
We define a subset of T ∗M × R associated with u− by
Gu− := cl
({
(x, u, p) : x is a point of differentiability of u−, u = u−(x), p = Du−(x)
})
,
where cl(A) denotes the closure of A ⊂ T ∗M ×R. Similarly, for each v+ ∈ S+, define a subset
of T ∗M × R associated with v+ by
Gv+ := cl
({
(x, v, p) : x is a point of differentiability of v+, v = v+(x), p = Dv+(x)
})
.
It is a fact that both u− ∈ S− and v+ ∈ S+ are Lipschitz continuous. By the analogy of [9],
Gu− and Gv+ can be viewed as Legendrian pseudographs. Let Φt denote the local flow of (CH)
generated by H(x, u, p).
Main Result 1. The contact vector field generates a semi-flow Φt (t ≤ 0) on Gu− and a semi-
flow Φt (t ≥ 0) on Gv+ . Moreover, for each (x, u, p) ∈ Gu− , we have H(x, u, p) = 0.
Define
Σ˜ :=
⋂
t≥0
Φ−t(Gu−) and Σ := piΣ˜,
where pi : T ∗M ×R→M denotes the orthogonal projection. It is a fact that Σ˜ is a non-empty,
compact and Φt-invariant subset of T
∗M × R.
In [44] we introduced two solution semigroups associated with contact Hamiltonian system
(CH), denoted by {T−t }t≥0 (resp. {T
+
t }t≥0), called backward (resp. forward) solution semi-
group, using which we can obtain a special pair of weak KAM solutions.
Main Result 2. The uniform limit limt→+∞ T
+
t u− exists. Let u+ = limt→+∞ T
+
t u−. Then
• u+ ∈ S+ and u− = limt→+∞ T
−
t u+;
• u− ≥ u+ and u−(x) = u+(x) for each x ∈ Σ;
• u+ is the maximal forward weak KAM solution, i.e.,
u+(x) = sup
v+∈S+
v+(x), ∀x ∈M.
This result guarantees the non-emptiness of S+. From now on, we use u+ to denote the
maximal forward weak KAM solution. As mentioned above, generally speaking, S+ is not a
singleton. See the following example.
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Example 1.2.
u+
1
2
|Du|2 = 0, x ∈ T, (1.4)
where T := (−1
2
, 1
2
] denotes the unit circle. Let u1 be the even 1-periodic extension of u(x) =
−1
2
x2 in [0, 1
2
]. Then both u1 and u2 ≡ 0 are forward weak KAM solutions of equation (1.4).
For each v+ ∈ S+, we define
Iv+ := {x ∈M | u−(x) = v+(x)}.
By Main Result 2, it is clear that Iu+ is non-empty. The non-emptiness of Iv+ is a consequence
of Corollary 1.5. We will verify that both u− and v+ are differentiable at x ∈ Iv+ and with the
same derivative. Thus, one can define
I˜v+ := {(x, u, p) : x ∈ Iv+ , u = u−(x) = v+(x), p = Du−(x) = Dv+(x)}.
For the regularity of weak KAM solutions, we have
Main Result 3. v+ and u− are of class C
1,1 on Iv+ .
FollowingMather andMan˜e´ [16, 36, 37, 38], we define globally minimizing orbits and static
orbits for contact Hamiltonian system (CH) by using the implicit action functions introduced in
[43]. Aubry set A˜ can be defined as the set of all static orbits. We call A := piA˜ the projected
Aubry set, where pi : T ∗M × R→M denotes the orthogonal projection.
A contact counterpart of Mather’s graph theorem [36] is the following result.
Main Result 4. The projection pi : T ∗M × R → M induces a bi-Lipschitz homeomorphism
from A˜ to A. Moreover, A˜ is compact, flow Φt-invariant and
A˜ = Σ˜ = I˜u+ = Gu− ∩Gu+ .
So, Aubry set is non-empty and compact. In view of Main Results 3 and 4, u− and u+ are
of class C1,1 on A. By a result of Krylov and Bogoliubov [31], there exist Borel Φt-invariant
probability measures on A˜. We call these measures Mather measures and denote by M the set
of Mather measures. Mather set of contact Hamiltonian system (CH) is defined by
M˜ = cl
(⋃
µ∈M
supp(µ)
)
,
where supp(µ) denotes the support of µ. Since the set of recurrent points is dense in the supports
of invariant measures, we have
M˜ = cl
(
Rec
(
Φt
∣∣
A˜
))
,
where Rec(S) denotes the set of recurrent points in S. Based on Main Result 1 and Main Result
4, one can obtain directly
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Corollary 1.3. IfM = T orM = S2, then M˜ is either a set of fixed points or a periodic orbit
of Φt.
Example 1.4 (The dissipative pendulum). Consider
H(x, u, p) :=
1
2
(p− p0)
2 + cosx+ u, p0 /∈ [−1, 1], (x, p, u) ∈ T
∗
T× R.
The contact Hamilton’s equations read

x˙ = p− p0,
p˙ = sin x− p,
u˙ = 1
2
(p2 − p20)− cosx− u.
(1.5)
Since p0 /∈ [−1, 1], then x˙ and p˙ do not vanish simultaneously. Hence,H(x, u, p) does not admit
fixed points. In this case, H is admissible and M˜ consists of periodic orbits of (1.5).
For any v+ ∈ S+, we call
Bv+(x) := u−(x)− v+(x)
the barrier function associated with v+. Let L(x, u, x˙) be defined by
L(x, u, x˙) := sup
p∈T ∗xM
{〈x˙, p〉 −H(x, u, p)}.
Then L(x, u, x˙) and H(x, u, p) are Legendre transforms of each other, depending on conjugate
variables x˙ and p respectively.
Main Result 5. Given x0 ∈ M , let γ : [0,+∞) → M be a (v+, L, 0)-calibrated curve
1 with
γ(0) = x0. Then Bv+(γ(t)) is non-negative and decreasing on [0,+∞). In particular, it is
strictly decreasing if x0 ∈M\A.
By virtue of Main Result 4 and Main Result 5, we obtain the following result on asymptotic
behavior of calibrated curves directly.
Corollary 1.5. Given x0 ∈M , we have
(1) let ξ : (−∞, 0]→ M be a (u−, L, 0)-calibrated curve with ξ(0) = x0. Let u0 := u−(x0),
p0 :=
∂L
∂x˙
(x0, u0, ξ˙(0)−), where ξ˙(0)− denotes the left derivative of ξ(t) at t = 0. Let
α(x0, u0, p0) be the α-limit set of (x0, u0, p0). Then
α(x0, u0, p0) ⊂ A˜;
(2) let η : [0,+∞)→ M be a (v+, L, 0)-calibrated curve with η(0) = x0. Let v0 := v+(x0),
p0 :=
∂L
∂x˙
(x0, v0, η˙(0)+), where η˙(0)+ denotes the right derivative of η(t) at t = 0. Let
ω(x0, v0, p0) be the ω-limit set of (x0, v0, p0). Then
ω(x0, v0, p0) ⊂ I˜v+ ⊂ A˜,
1See the precise statements for calibrated curves in Definition 2.5.
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where ω(x0, u0, p0) (resp. α(x0, u0, p0)) denotes the ω (resp. α)-limit set for (x0, u0, p0).
Based on the above results, in a forthcoming paper [45], we will study the existence, regu-
larity and representation formula for viscosity solutions of stationary Hamilton-Jacobi equation
H¯(x, u,Du) = 0, and discuss the long time behavior of viscosity solutions of evolutionary
Hamilton-Jacobi equation wt + H¯(x, w, wx) = 0, where H¯ satisfies Tonelli conditions with
respect to the third argument and is strictly decreasing with respect to the second argument.
1.3 Notation and Terminology
At the end of this section, we introduce the notations and some basic concepts used in this paper.
• We choose, once and for all, a C∞ Riemannian metric g on M . It is classical that there is a
canonical way to associate to it a Riemannian metric on TM and T ∗M , respectively. Denote
by d(·, ·) the distance function defined by g on M . We use the same symbol ‖ · ‖x to denote
the norms induced by the Riemannian metrics on TxM and T
∗
xM for x ∈ M , and by 〈·, ·〉x
the canonical pairing between the tangent space TxM and the cotangent space T
∗
xM . diam(M)
denotes the diameter ofM .
• Rn = n-dimensional real Euclidean space, R = R1, R+ = [0,+∞) and R− = (−∞, 0].
Denote by x · y the Euclidean scalar product, and by ‖ · ‖ the usual norm in Rn.
• C(M,R) stands for the space of continuous functions on M , ‖ · ‖∞ denotes the supremum
norm on it.
• Let Ω ⊂ Rn be an open set. We say that a function u : Ω → R is semiconcave with linear
modulus if it is continuous in Ω and there exists C ≥ 0 such that
u(x+ h) + u(x− h)− 2u(x) ≤ C‖h‖2
for all x, h ∈ Rn such that [x − h, x + h] ⊂ Ω, where [x − h, x + h] denotes the segment
with endpoints x − h and x + h. We say that a function u : Ω → R is semiconvex if −u is
semiconcave.
• Let Ω ⊂ Rn be an open set. Let u : Ω → R be locally Lipschitz. A vector p ∈ Rn is called a
reachable gradient of u at x ∈ Ω if a sequence {xn} ⊂ Ω\{x} exists such that u is differentiable
at xk for each k ∈ N, and limk→+∞ xk = x, limk→+∞Du(xk) = p. We use D
∗u(x) to denote
the set of all reachable gradients of u at x.
Outline of the paper
In Section 2, we introduce some preliminaries. We first give notions of static orbits, Aubry
set and Mather set in Section 3. In Section 4 we give the proofs of Main Results 1-5.
2 Preliminaries
In this section we recall the definitions and some basic properties of implicit action functions,
solution semigroups which come from implicit variational principles introduced in [43] for con-
tact Hamilton’s equations (CH). We refer the readers to [14, 46] for an equivalent formulation of
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the implicit variational principle, and its applications to vanishing contact structure for viscosity
solutions of the corresponding Hamilton-Jacobi equation.
The contact Lagrangian L(x, u, x˙) associated toH(x, u, p) is defined by
L(x, u, x˙) := sup
p∈T ∗xM
{〈x˙, p〉 −H(x, u, p)}.
By (H1)-(H3), we have:
(L1) Strict convexity: the Hessian ∂
2L
∂x˙2
(x, u, x˙) is positive definite for all (x, u, x˙) ∈ TM × R;
(L2) Superlinearity: for every (x, u) ∈M × R, L(x, u, x˙) is superlinear in x˙;
(L3) Moderate decreasing: there is a constant λ > 0 such that for every (x, u, x˙) ∈ TM × R,
−λ ≤
∂L
∂u
(x, u, x˙) < 0.
Some results stated in the following still hold under weaker conditions than (H1)-(H3). Un-
less otherwise stated, from now on to the end of Section 2, we always assume that H satisfies
(H1)-(H3) for the sake of simplicity.
2.1 Implicit variational principles
Recall implicit variational principles introduced in [43] for contact Hamilton’s equations (CH).
Theorem 2.1. For any given x0 ∈M , u0 ∈ R, there exist two continuous functions hx0,u0(x, t)
and hx0,u0(x, t) defined onM × (0,+∞) satisfying
hx0,u0(x, t) = u0 + inf
γ(0)=x0
γ(t)=x
∫ t
0
L
(
γ(τ), hx0,u0(γ(τ), τ), γ˙(τ)
)
dτ, (2.1)
hx0,u0(x, t) = u0 − inf
γ(t)=x0
γ(0)=x
∫ t
0
L
(
γ(τ), hx0,u0(γ(τ), t− τ), γ˙(τ)
)
dτ, (2.2)
where the infimums are taken among the Lipschitz continuous curves γ : [0, t]→M . Moreover,
the infimums in (2.1) and (2.2) can be achieved. If γ1 and γ2 are curves achieving the infimums
(2.1) and (2.2) respectively, then γ1 and γ2 are of class C
1. Let
x1(s) := γ1(s), u1(s) := hx0,u0(γ1(s), s), p1(s) :=
∂L
∂x˙
(γ1(s), u1(s), γ˙1(s)),
x2(s) := γ2(s), u2(s) := h
x0,u0(γ1(s), t− s), p2(s) :=
∂L
∂x˙
(γ2(s), u2(s), γ˙2(s)).
Then (x1(s), u1(s), p1(s)) and (x2(s), u2(s), p2(s)) satisfy equations (CH) with
x1(0) = x0, x1(t) = x, lim
s→0+
u1(s) = u0,
x2(0) = x, x2(t) = x0, lim
s→t−
u2(s) = u0.
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We call hx0,u0(x, t) (resp. h
x0,u0(x, t)) a forward (resp. backward) implicit action function
associated with L and the curves achieving the infimums in (2.1) (resp. (2.2)) minimizers of
hx0,u0(x, t) (resp. h
x0,u0(x, t)). The relation between forward and backward implicit action func-
tions is as follows: for any given x0, x ∈ M , u0, u ∈ R and t > 0, hx0,u0(x, t) = u if and only
if hx,u(x0, t) = u0.
2.2 Implicit action functions
We now collect some basic properties of the implicit action functions. See [43, 44] for these
properties.
• Properties forward implicit action function hx0,u0(x, t).
(1) (Monotonicity). Given x0 ∈M , u0, u1, u2 ∈ R, contact Lagrangians L1 and L2 satisfying
(L1)-(L3),
(i) if u1 < u2, then hx0,u1(x, t) < hx0,u2(x, t), for all (x, t) ∈M × (0,+∞);
(ii) if L1 < L2, then h
L1
x0,u0
(x, t) < hL2x0,u0(x, t), for all (x, t) ∈ M × (0,+∞), where
hLix0,u0(x, t) denotes the forward implicit action function associated with Li, i = 1, 2.
(2) (Minimality). Given x0, x ∈ M , u0 ∈ R and t > 0, let S
x,t
x0,u0
be the set of the solutions
(x(s), u(s), p(s)) of (CH) on [0, t] with x(0) = x0, x(t) = x, u(0) = u0. Then
hx0,u0(x, t) = inf{u(t) : (x(s), u(s), p(s)) ∈ S
x,t
x0,u0
}, ∀(x, t) ∈M × (0,+∞).
(3) (Lipschitz continuity). The function (x0, u0, x, t) 7→ hx0,u0(x, t) is locally Lipschitz con-
tinuous onM × R×M × (0,+∞).
(4) (Markov property). Given x0 ∈M , u0 ∈ R, we have
hx0,u0(x, t+ s) = inf
y∈M
hy,hx0,u0 (y,t)(x, s)
for all s, t > 0 and all x ∈ M . Moreover, the infimum is attained at y if and only if there
exists a minimizer γ of hx0,u0(x, t + s) with γ(t) = y.
(5) (Reversibility). Given x0, x ∈M and t > 0, for each u ∈ R, there exists a unique u0 ∈ R
such that
hx0,u0(x, t) = u.
• Properties of backward implicit action function hx0,u0(x, t).
(1) (Monotonicity). Given x0 ∈ M and u1, u2 ∈ R, contact Lagrangians L1, L2 satisfying
(L1)-(L3),
(i) if u1 < u2, then h
x0,u1(x, t) < hx0,u2(x, t), for all (x, t) ∈M × (0,+∞);
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(ii) if L1 < L2, then h
x0,u0
L1
(x, t) < hx0,u0L2 (x, t), for all (x, t) ∈ M × (0,+∞), where
hx0,u0Li (x, t) denotes the backward implicit action function associated with Li, i =
1, 2.
(2) (Maximality). Given x0, x ∈ M , u0 ∈ R and t > 0, let S
x0,u0
x,t be the set of the solutions
(x(s), u(s), p(s)) of (CH) on [0, t] with x(0) = x, x(t) = x0, u(t) = u0. Then
hx0,u0(x, t) = sup{u(0) : (x(s), u(s), p(s)) ∈ Sx0,u0x,t }, ∀(x, t) ∈M × (0,+∞).
(3) (Lipschitz continuity). The function (x0, u0, x, t) 7→ h
x0,u0(x, t) is locally Lipschitz con-
tinuous onM × R×M × (0,+∞).
(4) (Markov property). Given x0 ∈M , u0 ∈ R, we have
hx0,u0(x, t+ s) = sup
y∈M
hy,h
x0,u0 (y,t)(x, s)
for all s, t > 0 and all x ∈ M . Moreover, the supremum is attained at y if and only if
there exists a minimizer γ of hx0,u0(x, t + s), such that γ(t) = y.
(5) (Reversibility). Given x0, x ∈M , and t > 0, for each u ∈ R, there exists a unique u0 ∈ R
such that
hx0,u0(x, t) = u.
2.3 Solution semigroups
Let us recall two semigroups of operators introduced in [44]. Define a family of nonlinear
operators {T−t }t≥0 from C(M,R) to itself as follows. For each ϕ ∈ C(M,R), denote by
(x, t) 7→ T−t ϕ(x) the unique continuous function on (x, t) ∈M × [0,+∞) such that
T−t ϕ(x) = inf
γ
{
ϕ(γ(0)) +
∫ t
0
L(γ(τ), T−τ ϕ(γ(τ)), γ˙(τ))dτ
}
,
where the infimum is taken among the absolutely continuous curves γ : [0, t] → M with
γ(t) = x. Let γ be a curve achieving the infimum, and x(s) := γ(s), u(s) := T−t ϕ(x(s)),
p(s) := ∂L
∂x˙
(x(s), u(s), x˙(s)). Then (x(s), u(s), p(s)) satisfies equations (CH) with x(t) = x.
In [44] we proved that {T−t }t≥0 is a semigroup of operators and the function (x, t) 7→
T−t ϕ(x) is a viscosity solution of wt + H(x, w, wx) = 0 with w(x, 0) = ϕ(x). Thus, we call
{T−t }t≥0 the backward solution semigroup.
Similarly, one can define another semigroup of operators {T+t }t≥0, called the forward solu-
tion semigroup, by
T+t ϕ(x) = sup
γ
{
ϕ(γ(t))−
∫ t
0
L(γ(τ), T+t−τϕ(γ(τ)), γ˙(τ))dτ
}
,
where the infimum is taken among the absolutely continuous curves γ : [0, t] → M with
γ(0) = x. Let γ be a curve achieving the infimum, and x(s) := γ(s), u(s) := T+t−sϕ(x(s)),
p(s) := ∂L
∂x˙
(x(s), u(s), x˙(s)). Then (x(s), u(s), p(s)) satisfies equations (CH) with x(0) = x.
We now collect several basic properties of the semigroups. See [42, 44] for details.
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Proposition 2.2. Given ϕ, ψ ∈ C(M,R), we have
(1) (Monotonicity). If ψ < ϕ, then T±t ψ < T
±
t ϕ, ∀t ≥ 0.
(2) (Local Lipschitz continuity). The function (x, t) 7→ T±t ϕ(x) is locally Lipschitz onM ×
(0,+∞).
(3) (1-Lipschitz continuity of T−t ). ‖T
−
t ϕ− T
−
t ψ‖∞ ≤ ‖ϕ− ψ‖∞, ∀t ≥ 0.
(4) (eλt-Lipschitz continuity of T+t ). ‖T
+
t ϕ− T
+
t ψ‖∞ ≤ e
λt‖ϕ− ψ‖∞, ∀t ≥ 0.
(5) (Continuity at the origin). limt→0+ T
±
t ϕ = ϕ.
Remark 2.3. It is notable that Proposition 2.2 (3) is proved in [42] under assumptions (H1),
(H2) and (H3’). In fact, under assumptions (H1)-(H3), we have
‖T−t ϕ− T
−
t ψ‖∞ < ‖ϕ− ψ‖∞, ∀t > 0, ∀ϕ 6= ψ.
We will prove the above inequality in Proposition 2.7.
See the following proposition for the relationship between solution semigroups and implicit
action functions.
Proposition 2.4. Given any ϕ ∈ C(M,R), x0 ∈M and u0 ∈ R, we have
(1) T−t ϕ(x) = infy∈M hy,ϕ(y)(x, t), T
+
t ϕ(x) = supy∈M h
y,ϕ(y)(x, t), ∀(x, t) ∈M×(0,+∞).
(2) T−s hx0,u0(x, t) = hx0,u0(x, t + s), T
+
s h
x0,u0(x, t) = hx0,u0(x, t+ s), ∀s, t > 0, ∀x ∈M.
2.4 Weak KAM solutions
Following Fathi [25], one can define weak KAM solutions of equation (HJ).
Definition 2.5. A function u ∈ C(M,R) is called a backward weak KAM solution of (HJ) if
(i) for each continuous piecewise C1 curve γ : [t1, t2]→M , we have
u(γ(t2))− u(γ(t1)) ≤
∫ t2
t1
L(γ(s), u(γ(s)), γ˙(s))ds;
(ii) for each x ∈M , there exists a C1 curve γ : (−∞, 0]→ M with γ(0) = x such that
u(x)− u(γ(t)) =
∫ 0
t
L(γ(s), u(γ(s)), γ˙(s))ds, ∀t < 0. (2.3)
Similarly, a function u ∈ C(M,R) is called a forward weak KAM solution of of (HJ) if it
satisfies (i) and for each x ∈M , there exists a C1 curve γ : [0,+∞)→M with γ(0) = x such
that
u(γ(t))− u(x) =
∫ t
0
L(γ(s), u(γ(s)), γ˙(s))ds, ∀t > 0. (2.4)
We denote by S− (resp. S+) the set of backward (resp. forward) weak KAM solutions. By the
analogy of [25], (i) of Definition 2.5 reads that u is dominated by L, denoted by u ≺ L. The
curves in (2.3) and (2.4) are called (u, L, 0)-calibrated curves.
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By definitions of weak KAM solutions and {T±t }t≥0, there holds
Proposition 2.6. Backward weak KAM solutions and viscosity solutions of equation (HJ) are
the same. Moreover,
(i) u ∈ S− if and only if T
−
t u = u for all t ≥ 0;
(ii) u ∈ S+ if and only if T
+
t u = u for all t ≥ 0.
See [42] for the proof of (i) of Proposition 2.6 and the equivalence between backward weak
KAM solutions and viscosity solutions. The proof of (ii) of Proposition 2.6 is quite similar to
the one of (i) and thus we omit it here.
Proposition 2.7. If S− 6= ∅, then S− is a singleton.
Proof. By Proposition 2.6, if u− is a backward weak KAM solution of equation (HJ), then
T−t u− = u− for all t ≥ 0. Thus the proposition is an easy consequence of the following
property of T−t : for any t > 0 and any ϕ, ψ ∈ C(M,R) with ϕ 6= ψ, we have
‖T−t ϕ− T
−
t ψ‖∞ < ‖ϕ− ψ‖∞. (2.5)
Set b = ‖ϕ− ψ‖∞. Then (2.5) is equivalent to
T−t ψ − b < T
−
t ϕ < T
−
t ψ + b, ∀t > 0. (2.6)
Let ψ± = ψ ± b. It is clear that
ψ− ≤ ϕ ≤ ψ+, ψ− < ψ < ψ+. (2.7)
By Proposition 2.2 (1), for any t > 0 we have
T−t ψ
− ≤ T−t ϕ ≤ T
−
t ψ
+, T−t ψ
− < T−t ψ < T
−
t ψ
+. (2.8)
For any given x ∈ M , if γ : [0, t] → M is a minimizer of T−t ψ(x) with γ(t) = x, then (L3)
implies ∫ t
0
L(γ(τ), T−τ ψ
+(γ(τ)), γ˙(τ))dτ <
∫ t
0
L(γ(τ), T−τ ψ(γ(τ)), γ˙(τ))dτ. (2.9)
In view of the definition of the solution semigroup, (2.9) leads to
T−t ψ
+(x) ≤ ψ+(γ(0)) +
∫ t
0
L(γ(τ), T−τ ψ
+(γ(τ)), γ˙(τ))dτ
< ψ(γ(0)) + b+
∫ t
0
L(γ(τ), T−τ ψ(γ(τ)), γ˙(τ))dτ
= T−t ψ(x) + b.
Combining (2.8), we have T−t ϕ ≤ T
−
t ψ
+ < T−t ψ+ b. Similarly, one can show that T
−
t ψ− b <
T−t ψ
− ≤ T−t ϕ. This completes the proof.
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Let us recall a crucial convergence result [42] of the backward solution semigroup. See [32]
for a proof from PDE aspect.
Proposition 2.8. Assume (H1), (H2), (H3’) and (A). For each ϕ ∈ C(M,R), the uniform limit
limt→+∞ T
−
t ϕ(x) exists. Let ϕ∞(x) = limt→+∞ T
−
t ϕ(x). Then ϕ∞(x) is a backward weak
KAM solution of equation (HJ).
Under assumptions (H1), (H2), (H3’) and (A), by Propositions 2.4 and 2.8, for any given
x0 ∈ M , u0 ∈ R and s > 0, we deduce that
lim
t→+∞
hx0,u0(x, t+ s) = lim
t→+∞
T−t hx0,u0(x, s)
exists. Thus, we can define a function onM by
hx0,u0(x,+∞) := lim
t→+∞
hx0,u0(x, t), x ∈M.
By Propositions 2.7 and 2.8, we have
Proposition 2.9. Assume (H1)-(H3) and (A). For each (x0, u0) ∈M×R, we have hx0,u0(x,+∞) =
u−(x) for all x ∈ M , i.e., hx0,u0(x,+∞) is the unique backward weak KAM solution of equa-
tion (HJ).
3 Action minimizing curves, Aubry set and Mather set
Following Man˜e´ [38], we introduce concepts of globally minimizing curves, static curves,
Aubry set and Mather set for contact Hamilton’s equations (CH).
3.1 Globally minimizing curves
Definition 3.1. A curve (x(·), u(·)) : R → M × R is called globally minimizing, if it is locally
Lipschitz and for each t1, t2 ∈ R with t1 < t2, there holds
u(t2) = hx(t1),u(t1)(x(t2), t2 − t1). (3.1)
Proposition 3.2. If a curve (x(t), u(t)) : R → M × R is globally minimizing, then x(t) is of
classC1. Let p(t) := ∂L
∂x˙
(x(t), u(t), x˙(t)). Then (x(t), u(t), p(t)) is a solution of equations (CH).
Moreover, for each t1, t2 ∈ R with t1 < t2, x(t)|[t1,t2] is a minimizer of hx(t1),u(t1)(x(t2), t2− t1).
In order to prove the proposition, we provide a preliminary lemma.
Lemma 3.3. Given any x0, x ∈ M , u0 ∈ R and t > 0, let γ : [0, t] → M be a minimizer of
hx0,u0(x, t). Then for each t0 ∈ (0, t), there is a unique minimizer of hx0,u0(γ(t0), t0).
Proof. Since γ is a minimizer of hx0,u0(x, t), then γ|[0,t0] is a minimizer hx0,u0(γ(t0), t0). If there
is another minimizer hx0,u0(γ(t0), t0), denoted by α, then we will show that α = γ|[0,t0]. Let
β(s) :=
{
α(s), s ∈ [0, t0],
γ(s), s ∈ [t0, t].
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Then we get
hx0,u0(x, t) = hx0,u0(γ(t0), t0) +
∫ t
t0
L(γ(s), hx0,u0(γ(s), s), γ˙(s))ds
= hx0,u0(α(t0), t0) +
∫ t
t0
L(γ(s), hx0,u0(γ(s), s), γ˙(s))ds
= u0 +
∫ t0
0
L(α(s), hx0,u0(α(s), s), α˙(s))ds
+
∫ t
t0
L(γ(s), hx0,u0(γ(s), s), γ˙(s))ds
= u0 +
∫ t
0
L(β(s), hx0,u0(β(s), s), β˙(s))ds,
which implies that β is a minimizer of hx0,u0(x, t). From Theorem 2.1, γ and β are both of
class C1. Therefore, we have γ˙(t0) = β˙(t0). By Theorem 2.1 and the uniqueness of solutions of
initial value problem of ordinary differential equations, we have α(s) = γ(s) for all s ∈ [0, t0],
which completes the proof.
Proof of Proposition 3.2.
Step 1: Given any t1, t2 ∈ R with t1 < t2 and t0 ∈ (t1, t2), since (x(t), u(t)) is globally
minimizing, then we have
u(t2) = hx(t1),u(t1)(x(t2), t2 − t1),
u(t2) = hx(t0),u(t0)(x(t2), t2 − t0),
u(t0) = hx(t1),u(t1)(x(t0), t0 − t1).
It follows that
hx(t1),u(t1)(x(t2), t2 − t1) = hx(t0),u(t0)(x(t2), t2 − t0) = hx(t0),hx(t1),u(t1)(x(t0),t0−t1)(x(t2), t2 − t0).
In view of Markov property of the forward implicit action function, there is a minimizer of
hx(t1),u(t1)(x(t2), t2 − t1), denoted by γ, such that γ(t0) = x(t0).
Step 2: From the above arguments, there exists a minimizer α of hx(t1),u(t1)(x(t2+1), t2−t1+1)
such that x(t2) = α(t2). By Lemma 3.3, α|[t1,t2] is the unique minimizer of hx(t1),u(t1)(x(t2), t2−
t1). By the arguments used in Step 1 again, x(s) = α(s) for all s ∈ [t1, t2]. Thus, by Theorem 2.1
and the arbitrariness of t1 and t2 with t1 < t2, x(t) is of class C
1 for t ∈ R, and (x(t), u(t), p(t))
is a solution of equations (CH), where p(t) := ∂L
∂x˙
(x(t), u(t), x˙(t)). Since
u˙(t) = L(x(t), u(t), x˙(t)),
it is easy to see that x(t)|[t1,t2] is a minimizer of hx(t1),u(t1)(x(t2), t2 − t1).

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3.2 Static curves, Aubry set and Mather set
Definition 3.4. A curve (x(·), u(·)) : R → M × R is called static, if it is globally minimizing
and for each t1, t2 ∈ R, there holds
u(t2) = inf
s>0
hx(t1),u(t1)(x(t2), s). (3.2)
Proposition 3.5. If (x(t), u(t)) is a static curve, then
u(t) = hx(s),u(s)(x(t),+∞), ∀s, t ∈ R.
Proof. For any given t, s ∈ R, we have
u(t) = inf
σ>0
hx(s),u(s)(x(t), σ),
which implies u(t) ≤ hx(s),u(s)(x(t),+∞). On the other hand, by definition, for each n ∈ N,
we get
u(t) = inf
σ>0
hx(s+n),u(s+n)(x(t), σ).
There is a sequence {σn} ⊂ R+ such that
hx(s+n),u(s+n)(x(t), σn) < u(t) +
1
n
.
Note that hx(s),u(s)(x(s + n), n) = u(s + n). By Markov property of implicit action functions
and the definition of static curves, we have
hx(s),u(s)(x(t), n + σn) ≤ hx(s+n),hx(s),u(s)(x(s+n),n)(x(t), σn) = hx(s+n),u(s+n)(x(t), σn) < u(t) +
1
n
.
Let n→ +∞. Then
u(t) ≥ hx(s),u(s)(x(t),+∞).
The proof is complete.
Let Φt denote the local flow of (CH) generated by H(x, u, p). If a curve (x(t), u(t)) : R →
M × R is static, then by Proposition 3.2, (x(t), u(t), p(t)) is an orbit of Φt, where p(t) =
∂L
∂x˙
(x(t), u(t), x˙(t)). We call it a static orbit of Φt.
Definition 3.6 (Aubry set). We call the set of all static orbits Aubry set of H , denoted by A˜.
We call A := piA˜ the projected Aubry set, where pi : T ∗M × R → M denotes the orthogonal
projection.
By definition, A˜ is an invariant subset of T ∗M × R by Φt. We will show in Proposition
4.13 that A˜ is non-empty and compact. By a result of Krylov and Bogoliubov [31], there exist
Borel Φt-invariant probability measures on A˜. A Borel Φt-invariant probability measure on A˜
is called a Mather measure. Denote by M the set of Mather measures. Mather set of contact
Hamiltonian systems (CH) is defined by
M˜ = cl
(⋃
µ∈M
supp(µ)
)
,
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where supp(µ) denotes the support of µ. Since the set of recurrent points is dense in the supports
of invariant measures, we have
M˜ = cl
(
Rec
(
Φt
∣∣
A˜
))
,
where Rec(S) denotes the set of recurrent points in S.
4 Proofs of Main Results
We give the proofs of Main Results 1-5 in this section. Recall that Φt denotes the local flow of
(CH) generated byH(x, u, p) and that u− denotes the unique backward weak KAM solution of
equation (HJ).
4.1 Proof of Main Result 1
The first part of Main Result 1 is an easy consequence of Proposition 4.4. Since the proof of
the second part is quite similar to the one of the first part, we omit it here. Before proving
Proposition 4.4, we need to show some preliminary results.
Lemma 4.1. If u ≺ L, then u is Lipschitz continuous onM .
Proof. For each x, y ∈M , let γ : [0, d(x, y)]→ M be a geodesic of length d(x, y), parameter-
ized by arclength and connecting x to y. SinceM is compact and u is continuous, then
A1 := max
x∈M
|u(x)| A2 := sup{L(x, u, x˙) | x ∈M, |u| ≤ A1, ‖x˙‖x = 1}
are well-defined. Since ‖γ˙(s)‖γ(s) = 1 for each s ∈ [0, d(x, y)], we haveL(γ(s), u(γ(s)), γ˙(s)) ≤
A2. Then by u ≺ L,
u(γ(d(x, y)))− u(γ(0)) ≤
∫ d(x,y)
0
L(γ(s), u(γ(s)), γ˙(s))ds ≤
∫ d(x,y)
0
A2ds = A2d(x, y).
We finish the proof by exchanging the roles of x and y.
Lemma 4.2. Let u ≺ L and let γ : [a, b] → M be a (u, L, 0)-calibrated curve. If u is differen-
tiable at γ(t) for some t ∈ (a, b), then we have
H(γ(t), u(γ(t)), Du(γ(t))) = 0, Du(γ(t)) =
∂L
∂x˙
(γ(t), u(γ(t)), γ˙(t)).
Proof. By Lemma 4.1 u is Lipschitz continuous onM . We first show that at each point x ∈M
where Du(x) exists, we have
H(x, u(x), Du(x)) ≤ 0. (4.1)
For any given v ∈ TxM , let α : [0, 1] → M be a C
1 curve such that α(0) = x, α˙(0) = v. By
u ≺ L, for each t ∈ [0, 1], we have
u(α(t))− u(α(0)) ≤
∫ t
0
L(α(s), u(α(s)), α˙(s)))ds.
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Dividing by t > 0 and let t → 0+, we have 〈Du(x), v〉 ≤ L(x, u(x), v), which implies
H(x, u(x), Du(x)) = supv∈TxM(〈Du(x), v〉x − L(x, u(x), v)) ≤ 0. Thus, (4.1) holds.
If u is differentiable at γ(t) for some t ∈ (a, b), then for each t′ ∈ [a, b] with t ≤ t′, we have
u(γ(t′))−u(γ(t)) =
∫ t′
t
L(γ(s), u(γ(s)), γ˙(s))ds, since γ : [a, b]→M is a (u, L, 0)-calibrated
curve. Dividing by t′− t and let t′ → t+, we have 〈Du(γ(t)), γ˙(t)〉γ(t) = L(γ(t), u(γ(t)), γ˙(t)).
Thus, we have
H(γ(t), u(γ(t)), Du(γ(t))) ≥ 〈Du(γ(t)), γ˙(t)〉γ(t) − L(γ(t), u(γ(t)), γ˙(t)) = 0,
which together with (4.1) implies H(γ(t), u(γ(t)), Du(γ(t))) = 0 and
〈Du(γ(t)), γ˙(t)〉γ(t) = H(γ(t), u(γ(t)), Du(γ(t))) + L(γ(t), u(γ(t)), γ˙(t)).
In view of Legendre transform, we get
Du(γ(t)) =
∂L
∂x˙
(γ(t), u(γ(t), γ˙(t)).
This completes the proof.
Lemma 4.3. Given any a > 0, let u ≺ L and let γ : [−a, a] → M be a (u, L, 0)-calibrated
curve. Then u is differentiable at γ(0).
Proof. It suffices to prove the lemma for the case when M = U is an open subset of Rn. Set
x = γ(0). In order to prove the differentiability of u at x, we only need to show for each y ∈ U ,
there holds
lim sup
λ→0+
u(x+ λy)− u(x)
λ
≤
∂L
∂x˙
(x, u(x), γ˙(0)) · y ≤ lim inf
λ→0+
u(x+ λy)− u(x)
λ
. (4.2)
For λ > 0 and 0 < ε ≤ a, define γλ : [−ε, 0] → U by γλ(s) = γ(s) +
s+ε
ε
λy. Then γλ(0) =
x+ λy and γλ(−ε) = γ(−ε). Since u ≺ L and γ : [−a, a] →M is a (u, L, 0)-calibrated curve,
we have
u(x+ λy)− u(γ(−ε)) ≤
∫ 0
−ε
L(γλ(s), u(γλ(s)), γ˙λ(s))ds,
and
u(x)− u(γ(−ε)) =
∫ 0
−ε
L(γ(s), u(γ(s)), γ˙(s))ds.
It follows that
u(x+ λy)− u(x)
λ
≤
1
λ
∫ 0
−ε
(
L(γλ(s), u(γλ(s)), γ˙λ(s))− L(γ(s), u(γ(s)), γ˙(s))
)
ds.
By Lemma 4.1, there existsK > 0 such that
|u(γλ(s))− u(γ(s))| ≤ K‖γλ(s)− γ(s)‖ = K
s+ ε
ε
λ‖y‖,
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which implies
lim sup
λ→0+
u(x+ λy)− u(x)
λ
≤
∫ 0
−ε
(s+ ε
ε
∂L
∂x
(γ(s), u(γ(s)), γ˙(s)) · y
+K
s + ε
ε
|
∂L
∂u
(γ(s), u(γ(s)), γ˙(s))|‖y‖
+
1
ε
∂L
∂x˙
(γ(s), u(γ(s)), γ˙(s)) · y
)
ds.
If we let ε→ 0+, we get the first inequality in (4.2).
Define γλ : [0, ε]→M by γλ(s) = γ(s) +
ε−s
ε
λy. We have
u(γ(ε))− u(x+ λy) ≤
∫ ε
0
L(γλ(s), u(γλ(s)), γ˙λ(s))ds,
u(γ(ε))− u(x) =
∫ ε
0
L(γ(s), u(γ(s)), γ˙(s))ds.
It follows that
u(x+ λy)− u(x)
λ
≥
1
λ
∫ ε
0
(
L(γ(s), u(γ(s)), γ˙(s))− L(γλ(s), u(γλ(s)), γ˙λ(s))
)
ds,
which implies
lim inf
λ→0+
u(x+ λy)− u(x)
λ
≥
∫ ε
0
(s− ε
ε
∂L
∂x
(γ(s), u(γ(s)), γ˙(s)) · y
+K
s− ε
ε
|
∂L
∂u
(γ(s), u(γ(s)), γ˙(s))|‖y‖
+
1
ε
∂L
∂x˙
(γ(s), u(γ(s)), γ˙(s)) · y
)
ds.
Letting ε→ 0+, we obtain the second inequality in (4.2). This completes the proof.
Proposition 4.4. Given any x ∈ M , if γ : (−∞, 0] → M is a (u−, L, 0)-calibrated curve
with γ(0) = x, then
(
γ(t), u−(γ(t)), p(t)
)
satisfies equations (CH) on (−∞, 0), where p(t) =
∂L
∂x˙
(γ(t), u−(γ(t)), γ˙(t)). Moreover, we have(
γ(t + s), u−(γ(t+ s)), Du−(γ(t+ s)
)
= Φs
(
γ(t), u−(γ(t)), Du−(γ(t)
)
, ∀t, s < 0,
and
H
(
γ(t), u−(γ(t)),
∂L
∂x˙
(γ(t), u−(γ(t)), γ˙(t))
)
= 0, ∀t < 0.
Proof. Let u¯(t) := u−(γ(t)) for t ≤ 0. We assert that for each s, t ∈ R− with s < t, there holds
u¯(t) = hγ(s),u¯(s)(γ(t), t− s). (4.3)
If the assertion is true, then by Proposition 3.2,
(
γ(t), u¯(t), p(t)
)
satisfies equations (CH)
on (−∞, 0), where p(t) = ∂L
∂x˙
(γ(t), u¯(t), γ˙(t)). Now we prove the assertion. Since u− is a
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backward weak KAM solution, then we have T−σ u−(x) = u−(x), ∀x ∈ M, ∀σ ≥ 0. Recall that
T−σ u−(x) = infy∈M hy,u−(y)(x, σ) for all σ > 0. Given any s < t ≤ 0, we get
u¯(τ) ≤ hγ(s),u¯(s)(γ(τ), τ − s), ∀τ ∈ (s, t]. (4.4)
Since γ : (−∞, 0]→M is a (u−, L, 0)-calibrated curve, then we have
u¯(t)− u¯(s) =
∫ t
s
L(γ(τ), u¯(τ), γ˙(τ))dτ,
which together with (4.4) implies
u¯(t) ≥ u¯(s) +
∫ t
s
L(γ(τ), hγ(s),u¯(s)(γ(τ), τ − s), γ˙(τ))dτ ≥ hγ(s),u¯(s)(γ(t), t− s).
By (4.4) again, we have u¯(t) = hγ(s),u¯(s)(γ(t), t− s). Hence, (4.3) holds.
By Lemmas 4.2 and Lemma 4.3, u− is differentiable at γ(t) for any t < 0 and
Du−(γ(t)) =
∂L
∂x˙
(γ(t), u−(γ(t)), γ˙(t)).
Hence, (γ(t + s), u−(γ(t + s)), Du−(γ(t + s)) = Φs(γ(t), u−(γ(t)), Du−(γ(t))), ∀t, s < 0.
In view of Lemma 4.2, we have
H
(
γ(t), u−(γ(t)),
∂L
∂x˙
(γ(t), u−(γ(t)), γ˙(t))
)
= 0, ∀t < 0,
which completes the proof.
4.2 Proof of Main Result 2
Lemma 4.5. For each t ≥ 0, T+t u− ≤ u−.
Proof. By Proposition 2.2, T+0 u−(x) = u−(x). For t > 0, we have
T+t u−(x) = sup
y∈M
hy,u−(y)(x, t).
It suffices to prove that for each y ∈M , hy,u−(y)(x, t) ≤ u−(x). Fix (x, t) ∈M × (0,+∞). Let
v(y) := hy,u−(y)(x, t). Then u−(y) = hx,v(y)(y, t). Since
u−(y) = T
−
t u−(y) = inf
z∈M
hz,u−(z)(y, t), ∀t > 0,
which implies u−(y) ≤ hx,u−(x)(y, t). Then hx,v(y)(y, t) ≤ hx,u−(x)(y, t). By the monotonicity,
we have v(y) ≤ u−(x) for each y ∈M , it follows that h
y,u−(y)(x, t) ≤ u−(x).
Define
Gu− := cl
({
(x, u, p) : x is a point of differentiability of u−, u = u−(x), p = Du−(x)
})
.
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From Lemma 4.1, the Legendrian pseudograph Gu− is well-defined. Let Σ˜ :=
⋂
t≥0Φ−t(Gu−)
and Σ := piΣ˜, where pi : T ∗M × R → M denotes the orthogonal projection. Note that for
s > 0, we have
Φs(Σ˜) = Φs
(⋂
t≥0
Φ−t(Gu−)
)
=
⋂
t≥0
Φ−t+s(Gu−) ⊂
⋂
t≥0
Φ−t(Gu−) = Σ˜.
It is clear that Σ˜ is a non-empty, compact and Φt-invariant subset of T
∗M × R.
Lemma 4.6. For each t ≥ 0, T+t u− = u− on Σ.
Proof. Similar to T−t , we have T
+
0 u− = u−. By Lemma 4.5, we only need to prove T
+
t u− ≥ u−
on Σ for each t > 0. For any x ∈ Σ, let u := u−(x). Then there exists p ∈ T
∗
xM such that
(x, u, p) ∈ Σ˜. Fix t > 0, let (x(t), u(t), p(t)) := Φt(x, u, p) with (x(0), u(0), p(0)) = (x, u, p).
First of all, we will prove
hx(t),u−(x(t))(x, t) = u. (4.5)
The invariance of Σ˜ shows u(t) = u−(x(t)). In order to show (4.5), it suffices to show hx,u(x(t), t) =
u(t). By the minimality of hx,u(x(t), t), we deduce that hx,u(x(t), t) ≤ u(t). By contradiction,
we assume hx,u(x(t), t) < u(t). Let γ : [0, t] → M be a minimizer of hx,u(x(t), t) with
γ(t) = x(t) and γ(0) = x. Let F (s) := u−(γ(s)) − hx,u(γ(s), s), for s ∈ [0, t]. F (s) is con-
tinuous. Since F (t) > 0 and F (0) = 0, then one can find s0 ∈ [0, t) such that F (s0) = 0 and
F (s) > 0 for s ∈ (s0, t]. Note that
hx,u(γ(s), s) = hx,u(γ(s0), s0) +
∫ s
s0
L(γ(τ), hx,u(γ(τ), τ), γ˙(τ))dτ,
u−(γ(s)) ≤ u−(γ(s0)) +
∫ s
s0
L(γ(τ), u−(γ(τ)), γ˙(τ))dτ.
It follows that
F (s) ≤ λ
∫ s
s0
F (τ)dτ,
which implies F (s) = 0 for each s ∈ [s0, t]. In particular, F (t) = 0, a contradiction. By (4.5),
we have
T+t u−(x) = sup
y∈M
hy,u−(y)(x, t) ≥ hx(t),u−(x(t))(x, t) = u.
This completes the proof.
Lemma 4.7. For T+t u−, we have
(1) Uniform boundedness: there exists a constantK > 0 independent of t such that for t > 1,
‖T+t u−‖∞ ≤ K;
(2) Equi-Lipschitz continuity: there exists a constant κ > 0 independent of t such that for
t > 2, the function x 7→ T+t u−(x) is κ-Lipschitz continuous onM .
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Proof. (1) By Lemma 4.5 and the compactness ofM , T+t u−(x) is bounded from above. On the
other hand, for any given y ∈ Σ and any t > 1, from Lemma 4.6 we have
T+t u−(x) = T
+
1 ◦ T
+
t−1u−(x) = sup
z∈M
hz,T
+
t−1u−(z)(x, 1) ≥ hy,T
+
t−1u−(y)(x, 1) = hy,u−(y)(x, 1),
which implies that T+t u−(x) is bounded form below. Denote by K > 0 a constant such that
‖T+t u−‖∞ ≤ K.
(2) Note that
|T+t u−(x)− T
+
t u−(y)| = | sup
z∈M
hz,T
+
t−1u−(z)(x, 1)− sup
z∈M
hz,T
+
t−1u−(z)(y, 1)|
≤ sup
z∈M
|hz,T
+
t−1u−(z)(x, 1)− hz,T
+
t−1u−(z)(y, 1)|.
Since h·,·(·, 1) is Lipschitz onM × [−K,K]×M with Lipschitz constant κ > 0, we get
|T+t u−(x)− T
+
t u−(y)| ≤ κd(x, y), ∀t > 2.
Next, we complete the proof of Main Result 2. By Lemma 4.5 and Lemma 4.7, the uniform
limit limt→+∞ T
+
t u− exists. Define
u+ := lim
t→+∞
T+t u−.
It follows from Proposition 2.2 that for any given t ≥ 0, we get
‖T+t+su− − T
+
t u+‖∞ ≤ e
λt‖T+s u− − u+‖∞.
Letting s→ +∞, we have
T+t u+(x) = u+(x), ∀x ∈M.
By Proposition 2.6, u+ ∈ S+. By Proposition 2.8 and the uniqueness of the backward weak
KAM solution of (HJ), we have u− = limt→+∞ T
−
t u+.
By Lemma 4.5, u+ ≤ u− onM . By Lemma 4.6, u+ = limt→+∞ T
+
t u− = u− on Σ. To finish
the proof of Main Result 2, it remains to show
u+(x) = sup
v+∈S+
v+(x), ∀x ∈M.
Note that T+t v+ = v+ for each t ≥ 0 and u+ = limt→+∞ T
+
t u−. By the monotonicity, it suffices
to prove v+ ≤ u− for each v+ ∈ S+. Assume by contradiction that there exists x0 ∈ M such
that v+(x0) > u−(x0). Since
v+(x0) = T
+
t v+(x0) = sup
y∈M
hy,v+(y)(x0, t), ∀t > 0,
then hx0,v+(x0)(x0, t) ≤ v+(x0), which implies v+(x0) ≤ hx0,v+(x0)(x0, t). By Proposition 2.9,
v+(x0) ≤ lim
t→+∞
hx0,v+(x0)(x0, t) = u−(x0),
a contradiction. Now the proof of Main Result 2 is complete.
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4.3 Proof of Main Result 3
Denote by u+ the maximal forward weak KAM solution obtained in Main Result 2 and by v+
an arbitrary forward weak KAM solution. For each v+ ∈ S+, define
Iv+ := {x ∈M | u−(x) = v+(x)}.
By Main Result 2, it is clear that Iu+ is non-empty, compact and Σ ⊂ Iu+ .
Lemma 4.8. For any given x ∈ M with u−(x) = u+(x), there exists aC
1 curve γ : (−∞,+∞)→
M with γ(0) = x such that u−(γ(t)) = u+(γ(t)) for each t ∈ R, and
u±(γ(t
′))− u±(γ(t)) =
∫ t′
t
L(γ(s), u±(γ(s)), γ˙(s))ds, ∀t ≤ t
′ ∈ R. (4.6)
Moreover, u± are differentiable at x with the same derivativeDu±(x) =
∂L
∂x˙
(x, u±(x), γ˙(0)).
Proof. For any given x ∈M with u−(x) = u+(x), there exist a (u−, L, 0)-calibrated curve γ− :
(−∞, 0]→ M and a (u+, L, 0)-calibrated curve γ+ : [0,+∞)→ M with γ−(0) = γ+(0) = x.
Let γ : (−∞,+∞)→M be the curve which is equal to γ− on (−∞, 0] and to γ+ on [0,+∞).
We will show that γ is the curve we need. In order to prove that, it suffices to show that
u−(γ(t)) = u+(γ(t)) for each t ∈ R, i.e.,
u+(γ+(s)) = u−(γ+(s)), ∀s ∈ [0,+∞), (4.7)
u+(γ−(s)) = u−(γ−(s)), ∀s ∈ (−∞, 0]. (4.8)
In fact, if u−(γ(t)) = u+(γ(t)) for each t ∈ R, then by the definition of calibrated curves, (4.6)
holds true. Thus, in view of Lemmas 4.2 and 4.3, γ is of class C1 and u± are differentiable at x
with the same derivativeDu±(x) =
∂L
∂x˙
(x, u±(x), γ˙(0)).
Therefore, to complete the proof of the lemma, we only need to show that (4.7) and (4.8) hold
true. Since u+(x) ≤ u−(x) for each x ∈ M , it remains to prove: (1) u+(γ+(s)) ≥ u−(γ+(s))
for each s ∈ [0,+∞); (2) u+(γ−(s)) ≥ u−(γ−(s)) for each s ∈ (−∞, 0]. Since the proof of (2)
is quite similar to the one for (1), we omit it here.
Assume by contradiction that there exists s0 ∈ (0,+∞) such that u+(γ+(s0)) < u−(γ+(s0)).
Let F (τ) = u−(γ+(τ)) − u+(γ+(τ)). Since F (s0) > 0 and F (0) = u−(x) − u+(x) = 0, then
one can find τ0 ∈ [0, s0) such that F (τ0) = 0 and F (τ) > 0 for τ ∈ (τ0, s0]. Note that for each
τ ∈ (τ0, s0], we get
u+(γ+(τ))− u+(γ+(τ0)) =
∫ τ
τ0
L(γ+(σ), u+(γ+(σ)), γ˙+(σ))dσ,
u−(γ+(τ))− u−(γ+(τ0)) ≤
∫ τ
τ0
L(γ+(σ), u−(γ+(σ)), γ˙+(σ))dσ,
which imply F (τ) ≤ λ
∫ τ
τ0
F (σ)dσ for each τ ∈ (τ0, s0]. Using Gronwall inequality, we have
F (τ) ≡ 0 for τ ∈ (τ0, s0], which contradicts F (s0) > 0.
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Proposition 4.9. Both u− and u+ are of class C
1,1 on Iu+ .
Proof. For x ∈ Iu+ , we have T
−
t u−(x) = u−(x) = u+(x) = T
+
t u+(x). By [15, Theorem
5.3.6], u−(x) is semiconcave with a linear modulus in Iu+ . Let u(x) := u−(x) = u+(x) for
x ∈ Iu+ . If u+(x) is semiconvex with a linear modulus in Iu+ , then by [15, Corollary 3.3.8],
u(x) is of class C1,1 on Iu+ .
It remains to prove that u+ = T
+
t u+ is semiconvex with a linear modulus in Iu+ . Since
u+ ∈ S+, for any given t > 0, we have
u+(x) = sup
γ(0)=x
{
u+(γ(t))−
∫ t
0
L(γ(τ), u+(γ(τ)), γ˙(τ))dτ
}
.
Let γ¯(τ) := γ(t− τ) for τ ∈ [0, t]. Then
−u+(x) = inf
γ¯(t)=x
{
−u+(γ¯(0)) +
∫ t
0
L(γ¯(τ), u+(γ¯(τ)),− ˙¯γ(τ))dτ
}
.
Let v(x) := −u+(x) for each x ∈M . Then we have
v(x) = inf
γ¯(t)=x
{
v(γ¯(0)) +
∫ t
0
L(γ¯(τ),−v(γ¯(τ)),− ˙¯γ(τ))dτ
}
.
Let H¯(x, u, p) := H(x,−u,−p). It follows that v(x) is a viscosity solution of H¯(x, v,Dv) = 0.
Note that H¯(x, u, p) satisfies the assumptions in [15, Theorem 5.3.6]. Thus, v(x) is semiconcave
with a linear modulus in Iu+ . Therefore, u+(x) = −v(x) is semiconvex with a linear modulus
in Iu+ .
For each v+ ∈ S+, define
I˜v+ :=
{
(x, u, p) ∈ T ∗M × R : x ∈ Iv+ , u = u−(x) = v+(x), p = Du−(x) = Dv+(x)
}
.
From Lemma 4.8, it is clear that I˜u+ 6= ∅, compact and Φt-invariant. By the definitions of I˜u+ ,
Gu− and Gu+, we have
I˜u+ = Gu− ∩Gu+. (4.9)
By Proposition 4.9, we have
Corollary 4.10. The projection pi : T ∗M × R → M induces a bi-Lipschitz homeomorphism
from I˜u+ to Iu+ .
Remark 4.11. Some explanations for Lemma 4.8, Proposition 4.9 and Corollary 4.10:
• Let us observe that Lemma 4.8, Proposition 4.9 and Corollary 4.10 still hold true if u+ is
replaced by v+, since we have not used the maximality property of u+ in the proofs.
• The non-emptiness of Iv+ and I˜v+ will be shown by Corollary 1.5.
Proposition 4.9 and Remark 4.11 imply Main Result 3.
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4.4 Proof of Main Result 4
Recall that Σ˜ :=
⋂
t≥0 Φ−t(Gu−), Iv+ := {x ∈M | u−(x) = v+(x)} and that
I˜u+ :=
{
(x, u, p) ∈ T ∗M × R : x ∈ Iu+ , u = u−(x) = u+(x), p = Du−(x) = Du+(x)
}
.
Lemma 4.12. Let (x(·), u(·)) : R → M × R be a static curve. Then u(t) = u−(x(t)) for all
t ∈ R.
Proof. Let x0 := x(0), u0 := u(0). By Proposition 2.9, hx0,u0(x,+∞) = u−(x). Note that
(x(·), u(·)) : R→M×R is static, it follows from Proposition 3.5 that u−(x0) = hx0,u0(x0,+∞) =
u0. Then for each x ∈M and each s > 0,
hx0,u0(x,+∞) = u−(x) = T
−
s u−(x) = inf
y∈M
hy,u−(y)(x, s) ≤ hx0,u0(x, s),
which implies hx0,u0(x,+∞) ≤ infs>0 hx0,u0(x, s). On the other hand, it is clear that
hx0,u0(x,+∞) ≥ inf
s>0
hx0,u0(x, s).
It gives rise to
hx0,u0(x,+∞) = inf
s>0
hx0,u0(x, s).
Moreover, for each t ∈ R,
u−(x(t)) = hx0,u0(x(t),+∞) = inf
s>0
hx0,u0(x(t), s) = u(t).
This completes the proof of Lemma 4.12.
Proposition 4.13.
A˜ = Σ˜ = I˜u+ .
Proof. We prove the proposition by showing that
Σ˜ ⊂ A˜ ⊂ I˜u+ ⊂ Σ˜.
Step 1: Σ˜ ⊂ A˜. For each (x0, u0, p0) ∈ Σ˜, let (x(t), u(t), p(t)) := Φt(x0, u0, p0). Then
u−(x(t)) = u(t) for all t ∈ R. We assert that (x(t), u(t)) is globally minimizing. In fact,
for each t1 < t2, we get
u(t2) = u−(x(t2)) = T
−
t2−t1
u−(x(t2)) ≤ hx(t1),u−(x(t1))(x(t2), t2 − t1) = hx(t1),u(t1)(x(t2), t2 − t1).
By the minimality of hx(t1),u(t1)(x(t2), t2 − t1), we have hx(t1),u(t1)(x(t2), t2 − t1) ≤ u(t2). It
follows that (x(t), u(t)) is globally minimizing.
For each t1, t2 ∈ R, since u(t2) = T
−
s u−(x(t2)) ≤ hx(t1),u−(x(t1))(x(t2), s) for all s > 0, it
remains to show
u(t2) ≥ inf
s>0
hx(t1),u(t1)(x(t2), s).
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By Proposition 2.9, we have
u(t2) = u−(x(t2)) = hx(t1),u(t1)(x(t2),+∞) ≥ inf
s>0
hx(t1),u(t1)(x(t2), s).
Step 2: A˜ ⊂ I˜u+ . We only need to show that for each static orbit (x(t), u(t), p(t)),
u(t) = u±(x(t)), Du±(x(t)) = p(t), ∀t ∈ R,
where p(t) = ∂L
∂x˙
(x(t), u(t), x˙(t)). In order to prove u−(x(τ)) = u+(x(τ)) for each τ ∈ R, it
suffices to show that for each t > 0, T+t u−(x(τ)) = u−(x(τ)), since u+ = limt→+∞ T
+
t u−. By
Lemma 4.5, T+t u−(x) ≤ u−(x) for each x ∈ M , which yields T
+
t u−(x(τ)) ≤ u−(x(τ)). On
the other hand, by Lemma 4.12, u−(x(τ)) = u(τ). Then we have
T+t u−(x(τ)) = sup
y∈M
hy,u−(y)(x(τ), t) ≥ hx(τ+t),u(τ+t)(x(τ), t) = u(τ) = u−(x(τ)).
So far, we have verified u−(x(τ)) = u+(x(τ)) for each τ ∈ R. By Lemma 4.2,
Du±(x(τ)) =
∂L
∂x˙
(x(τ), u±(x(τ)), x˙(τ)).
Step 3: I˜u+ ⊂ Σ˜. In fact, for each (x0, u0, p0) ∈ I˜u+ , from Lemma 4.8, I˜u+ is invariant by Φt,
we have
(x(t), u(t), p(t)) = Φt(x0, u0, p0) ∈ I˜u+ ⊂ Gu−, ∀t ∈ R.
It follows that (x0, u0, p0) ∈ Φ−t(Gu−) for each t ∈ R. Hence we have
(x0, u0, p0) ∈
⋂
t≥0
Φ−t(Gu−) = Σ˜.
This completes the proof.
Therefore, Main Result 4 can be concluded by Proposition 4.10, Proposition 4.13 and (4.9).
Since Σ˜ is non-empty, then A˜ 6= ∅.
4.5 Proof of Main Result 5
In this part, we show Main Result 5 and Corollary 1.5.
Proof of Main Result 5. Since v+(x) ≤ u+(x) ≤ u−(x) for each x ∈ M , then Bv+(γ(t)) ≥ 0
for t ≥ 0. Since γ : [0,+∞) → M is a (v+, L, 0)-calibrated curve with γ(0) = x0, then for
each t′ > t ≥ 0,
v+(γ(t
′))− v+(γ(t)) =
∫ t′
t
L(γ(s), v+(γ(s)), γ˙(s))ds. (4.10)
On the other hand, we have
u−(γ(t
′))− u−(γ(t)) ≤
∫ t′
t
L(γ(s), u−(γ(s)), γ˙(s))ds.
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Note that u−(x) ≥ v+(x) for each x ∈M . By (L3) and (4.10), we have
u−(γ(t
′))− u−(γ(t)) ≤ v+(γ(t
′))− v+(γ(t)),
which implies Bv+(γ(t
′)) ≤ Bv+(γ(t)) for all t
′ > t ≥ 0. By Main Result 4, if x0 ∈ M\A,
then γ(t) ∈ M\A for all t ∈ [0,+∞). Since u−(x) > u+(x) ≥ v+(x) for all x ∈ M\A, by
(L3) and (4.10) again, we have
u−(γ(t
′))− u−(γ(t)) < v+(γ(t
′))− v+(γ(t)), ∀t
′ > t ≥ 0.
It yields that for x0 ∈M\A, Bv+(γ(t
′)) < Bv+(γ(t)) for t
′ > t ≥ 0.
Proof of Corollary 1.5. (1) By Proposition 4.4, u−(x) is differentiable at x = ξ(t) for t < 0
and
Du−(ξ(t)) =
∂L
∂x˙
(ξ(t), u−(ξ(t)), ξ˙(t)), ∀t < 0.
Note that p0 :=
∂L
∂x˙
(x0, u0, ξ˙(0)−) and u0 := u−(x0). It follows that
ξ(t)→ x0, Du−(ξ(t))→ p0, as t→ 0
−,
which implies p0 ∈ D
∗u−(x0). It follows that (x0, u0, p0) ∈ Gu− . By Main Result 4,
A˜ =
⋂
t≥0
Φ−t(Gu−),
which implies
α(x0, u0, p0) ⊂ A˜.
(2) We prove the second part as follows.
Step 1: For any given x0 ∈ M , limt→+∞Bv+(η(t)) = 0, where η : [0,+∞) → M is a
(v+, L, 0)-calibrated curve with η(0) = x0. We show this assertion as follows. By Main Result
5, Bv+(η(t)) is negative and decreasing. Thus, there is δ ≥ 0 such that limt→+∞Bv+(η(t)) = δ.
We only need to show δ = 0. By similar arguments used in Proposition 4.4, (η(t), v+(η(t)), p(t)) =
Φt(x0, v0, p0) for t ≥ 0, where v0 := v+(x0), p0 :=
∂L
∂x˙
(x0, v0, η˙(0)+) and p(t) :=
∂L
∂x˙
(η(t), v+(η(t)), η˙(t)).
Let v(t) := v+(η(t)). For any (x¯, v¯, p¯) ∈ ω(x0, v0, p0), there exists a sequence {tn} with tn →
+∞ as n → +∞, such that limn→+∞(η(tn), v(tn), p(tn)) = (x¯, v¯, p¯). Let (x¯(s), v¯(s), p¯(s)) =
Φs(x¯, v¯, p¯) for s ≥ 0. Then for any T > 0, we have
lim
n→+∞
(ηn(s), vn(s), pn(s)) = (x¯(s), v¯(s), p¯(s)), uniformly on s ∈ [0, T ],
where (ηn(s), vn(s), pn(s)) := (η(tn + s), v(tn + s), p(tn + s)) for s ∈ [0, T ]. Since η(t) is a
(v+, L, 0)-calibrated curve, it is easy to see that x¯(t) is also a (v+, L, 0)-calibrated curve. Since
limt→+∞Bv+(η(t)) = δ, then we get
Bv+(x¯(s)) = lim
n→+∞
Bv+(ηn(s)) = lim
n→+∞
Bv+(η(tn + s)) = δ, ∀s ∈ [0, T ].
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Thus, we get Bv+(x¯(s)) = δ for all s ∈ [0, T ]. If δ > 0, by (L3), we have
v+(x¯(T ))− v+(x¯(0)) =
∫ T
0
L(x¯(s), v+(x¯(s)), ˙¯x(s))ds
>
∫ T
0
L(x¯(s), u−(x¯(s)), ˙¯x(s))ds
≥ u−(x¯(T ))− u−(x¯(0)),
which implies that Bv+(x¯(0)) > Bv+(x¯(T )), a contradiction. So, the assertion holds true.
Hence, by the above arguments, we can deduce that for any given x0 ∈ M and any (v+, L, 0)-
calibrated curve η : [0,+∞) → M with η(0) = x0, if (x¯, v¯, p¯) ∈ ω(x0, v0, p0), then Bv+(x¯) =
0, i.e., x¯ ∈ Iv+ . By the arguments used in the proof of (1), since Gv+ is Φt (t ≥ 0) invariant,
we can show that (x¯, v¯, p¯) ∈ Gv+ , which implies v¯ = v+(x). Then by Lemma 4.8 and Remark
4.11, p¯ = Du−(x¯) = Dv+(x¯). Therefore, (x¯, v¯, p¯) ∈ I˜v+ .
Step 2: For each v+ ∈ S+, we have
I˜v+ ⊂ I˜u+ .
In fact, if (x, u, p) ∈ I˜v+ , then by definition we get u = u−(x) = v+(x) and p = Du−(x) =
Dv+(x). Since u+ ≤ u−, then we have u = u−(x) = v+(x) ≤ u+(x) ≤ u−(x). By Lemma
4.8 and Remark 4.11 again, we deduce that p = Du±(x) = Dv+(x). Thus, (x, u, p) ∈ I˜u+ =
A˜.
A Appendix
We restate Theorem 1.1 and prove it as follows.
Theorem A.1. Assume (H1), (H2) and (H3’). The following statements are equivalent.
(1) H(x, u, p) is admissible;
(2) for any given (x0, u0) ∈ M × R and δ > 0, hx0,u0(x, t) is bounded onM × [δ,+∞);
(3) equationH(x, u,Du) = 0 admits viscosity solutions.
For any a ∈ R, following Mather [37], we define
hat (x, y) := inf
γ
∫ t
0
L(γ(s), a, γ˙(s))ds,
where the infimum is taken over all the continuous and piecewise C1 curves γ : [0, t] → M
with γ(0) = x and γ(t) = y.
Denote by c(Ha)Man˜e´’s critical value ofH(x, a, p). Recall the following well-known result
first. See for example [25, Lemma 5.3.2] for the proof.
Lemma A.2. Given a ∈ R, for any δ > 0, there are constants b and B such that
b ≤ hat (x, y) + c(H
a)t ≤ B, ∀x, y ∈M, ∀t ≥ δ,
where b depends on a only, B depends on a and δ.
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Proof of Theorem A.1. We shall show that (1) implies (2) implies (3) implies (1).
Step 1: We show that (1) implies (2). Since H(x, u, p) is admissible, there is a ∈ R such that
c(Ha) = 0. Given any x0 ∈M , u0 ∈ R and δ > 0, for (x, t) ∈M× [δ,+∞) with hx0,u0(x, t) >
a, let γ : [0, t]→M be a minimizer of hat (x0, x). Consider the function s 7→ hx0,u0(γ(s), s) for
s ∈ (0, t]. Since lims→0 hx0,u0(γ(s), s) = u0 and hx0,u0(x, t) > a, then there exists s0 ∈ [0, t)
such that hx0,u0(γ(s0), s0) ≤ max{u0, a} and hx0,u0(γ(s), s) > a for s ∈ (s0, t]. Hence, by the
Markov property of the forward implicit function and (H3’), we have
hx0,u0(x, t) ≤ hx0,u0(γ(s0), s0) +
∫ t
s0
L(γ(s), hx0,u0(γ(s), s), γ˙(s))ds
≤ max{u0, a}+
∫ t
s0
L(γ(s), a, γ˙(s))ds
= max{u0, a}+ h
a
t−s0
(γ(s0), x)
≤ max{u0, a}+B − b,
where b and B are the constants in Lemma A.2. We have proved that hx0,u0(x, t) is bounded
from above onM × [δ,+∞).
On the other hand, for (x, t) ∈ M × [δ,+∞) with hx0,u0(x, t) < a, let α : [0, t] → M be
a minimizer of hx0,u0(x, t). Consider the function s 7→ hx0,u0(α(s), s) for s ∈ (0, t]. Since
lims→0 hx0,u0(α(s), s) = u0 and hx0,u0(x, t) < a, then there exists s0 ∈ [0, t) such that
hx0,u0(α(s0), s0) ≥ min{u0, a} and hx0,u0(α(s), s) < a for s ∈ (s0, t]. Hence, by the Markov
property of the forward implicit function and (H3’), we have
hx0,u0(x, t) = hx0,u0(α(s0), s0) +
∫ t
s0
L(α(s), hx0,u0(α(s), s), α˙(s))ds
≥ min{u0, a}+
∫ t
s0
L(α(s), a, α˙(s))ds
≥ min{u0, a}+ h
a
t−s0
(α(s0), x)
≥ min{u0, a}+ b,
which shows that hx0,u0(x, t) is bounded from below onM × [δ,+∞).
Step 2: We show that (2) implies (3). For any given x0 ∈M , u0 ∈ R and δ > 0, by (2) we have
hx0,u0(x, t) is bounded onM × [δ,+∞), i.e., there is C > 0 such that
−C ≤ hx0,u0(x, t) ≤ C, ∀(x, t) ∈M × [δ,+∞). (A.1)
Hence, we can define a function by u¯(x) := lim inft→+∞ hx0,u0(x, t). If the family of functions
{hx0,u0(x, t)}t>∆ for some ∆ > 0 is equi-Lipschitz on M , then by similar arguments in Step
2 of the proof of Theorem 1.2 in [44], we can obtain u¯ is a viscosity solution of equation
H(x, u,Du) = 0.
For t > 2δ, we have
hx0,u0(x, t) = T
−
δ hx0,u0(x, t− δ) = inf
y∈M
hy,hx0,u0(y,t−δ)(x, δ). (A.2)
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Recall that the function (y, v, x, t) 7→ hy,v(x, t) is Lipschitz on M × [−C,C] ×M × [δ, 2δ].
Thus, by (A.1) and (A.2) we conclude that for t > 2δ the family of functions {hx0,u0(x, t)}
is equi-Lipschitz on M , which completes the proof of the existence of viscosity solutions of
equationH(x, u,Du) = 0.
Step 3: We show that (3) implies (1). Let u¯ be a viscosity solution of equationH(x, u,Du) = 0
and
a1 = sup
x∈M
u¯(x), a2 = inf
x∈M
u¯(x).
Let T−ai,t denote the Lax-Oleinik operator associated with Lagrangian L(x, ai, x˙), i = 1, 2. They
are nonlinear operators from C(M,R) to itself, defined by
T−ai,tu¯(x) = infγ
{
u¯(γ(0)) +
∫ t
0
L(γ(s), ai, γ˙(s))ds
}
,
where the infimum is taken over all the absolutely continuous curves γ : [0, t]→M with γ(t) =
x. Recall the definition of backward solution semigroup for contact Lagrangian L(x, u, x˙), we
have
T−t u¯(x) = inf
γ
{
u¯(γ(0)) +
∫ t
0
L(γ(s), T−s u¯(γ(s)), γ˙(s))ds
}
,
where the infimum is taken among the absolutely continuous curves γ : [0, t] → M with
γ(t) = x. Since u¯ is a viscosity solution of equation H(x, u,Du) = 0, then T−t u¯ = u¯ for all
t > 0. Thus, by (H3’) we have
T−a1,tu¯(x) ≤ u¯(x), T
−
a2,t
u¯(x) ≥ u¯(x)
for all t > 0 and all x ∈M , which imply that
(
T−a1,tu¯(x) + c(H
a1)t
)
− c(Ha1)t ≤ u¯(x),
and (
T−a2,tu¯(x) + c(H
a2)t
)
− c(Ha2)t ≥ u¯(x)
for all t > 0 and all x ∈M . From the convergence of the Lax-Oleinik semigroup [24], it is easy
to see that c(Ha1) ≥ 0 and c(Ha2) ≤ 0. By the continuity of the function a 7→ c(Ha), there
exists a constant a3 such that c(H
a3) = 0, i.e., H(x, u, p) is admissible.
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