A new algorithm for signal selective tracking of the directions-of-arrival (DOA's) of multiple moving targets with an array of passive sensors is presented. A new method based on the principles of maximum likelihood estimation and cyclostationarity is used to generate initial angle estimates which, in turn, are refined by a Kalman filter. Source angle dynamics are used t o achieve correct data association. High performance is obtained with relatively low computational complexity.
INTRODUCTION
Tracking the DOA's of moving sources has begun to receive increased attention [l] , [2] . The problem consists of estimating the DOA's of spatially non-stationary sources such that the so-called "measurement/target data association problem" is solved (i.e., each of the DOA estimates is correctly associated with a particular source from one increment of time to the next).
In practice, the DOA tracking problem is complicated by the presence of co-channel interfering signals-not-of-interest (SNOI's). However, a relatively new class of signal selective DOA algorithms has been shown to discriminate against undesired interfering signals and noise by exploiting the known cyclostationary properties of the signals-of-interest (SOI'S) [3] . In this paper, such properties are used to develop an interference tolerant DOA tracking algorithm. Its basis is similar in spirit to that presented in interference free case of [l] . However, unlike [l] , the so-called "conditional maximum likelihood" (CML) principle [4] is employed. As will be shown, this likelihood function is highly amenable to the inclusion of signal selective DOA information via the cyclic correlation matrix. With the infinite time averaging operation defined as (.)m = limIC.+m the spatial correlation matrix of the array snapshot vector is given by: 
PROBLEM FORMULATION
where I'"(r) is called the "cyclic intersignal coherence matrix," and it is assumed that the SOI's are cyclostationary at CY and that the noise and interference are not.
In the spatially nonstationary case, it is assumed that the DOA trajectory as a function of time for the pth source is described by the following constant velocity model with update interval T,: To simplify notation, the dependence on the angle vector e and the angle update time index k will be dropped whenever possible. The CML estimator, which models the sources as deterministic unknowns, is given by [4]:
where tr(.) denotes the matrix trace operation, and PA and A# are, respectively, the projector and the pseudoinverse of the steering matrix.
The CML function can be used in the context of DOA tracking via a first order Taylor series expansion of its derivative about e, a DOA angle vector known to be close to the ML DOA estimate
where the Nz1 gradient and NxN (approximate) Hessian of the likelihood function are given, respectively as [5] :
with Re{.}, diag(.), and (.) 0 (.) denoting respectively "real part of," "column vector formed by diagonal elements of," and the Hadamard (i.e., element-by-element) product oper at ion.
Effect of SNOI's on CML Estimates
To understand how the presence of SNOI's affect lem begin by rewriting (8) as follows: Next, when interfering SNOI's are present, good performance can be expected only if all of the following conditions are satisfied: (i) The total number of signals is less than the number of sensors. (ii) The DOA's of all the signals (SNOI's included) are estimated-resulting in a corresponding increase of the computational complexity of the CML estimator. (iii) Post-processing is performed to determine which DOA estimates correspond to the SOI's. If the SNOI's are not taken into account, the performance of the estimator can deteriorate dramatically resulting highly biased DOA estimates. In terms of (12) and (13), when interfering SNOI's are present, ^r is biased by the additive noise as well as the presence of the interferers. It is this later source of bias which, in turn, results in an asymptotically biased estimator of e. Thus, the influence of the SNOI's should be able to be reduced if their influence on f; can be reduced. The goal is to modify the CML estimator using the cyclostationary properties of the SOI's so as to yield signal selective SO1 DOA estimates while avoiding the need to satisfy the conditions listed above.
An Improved Intersignal Coherence Matrix Estimate based on the Cyclic Correlation Matrix
It will now be explained that for a cycle frequency ru of the SOI's but not of the SNOI's, the destructive influence of the SNOI's on f; can be reduced by exploiting information from the estimated cyclic correlation matrix. 
Ra=(x(m)xH(m)e-'2nnm)B, x(m) = y(m) *g(m)(18)
where i ( m ) is a sampled version of the transmission pulse, and (.) * (.) denotes convolution. is a good initial estimate of gML (which will be seen to exist the case for the DOA tracking problem). R" is a type of multiple lag estimate of the cyclic correlation matrix formed by temporally pre-filteredsnapshot data. Thus, the multiple lag cyclic correlation matrix estimate of (18) is formed after each sensor output has undergone a simple time-domain matched filtering type operation.
Lastly, particularly simple estimates of the time shift matrix of (16) 
A Signal Selective CML Function
An obvious obvious signal selective modification of (8) would be to use F, of (17) in (8) instead of r, the interference sensitive estimate of (13) normally used. Inserting (8) (which assumes absence of interferers). In particular, the expected value of the gradient may be written as:
where the facts that if E M e then A#(fi) A@) z I and that the additive noise is spatially white have been used. The first and second terms in (21) specify the respective contributions due to the SOI's and the SNOI's. Approximating the desired first term by using (17), the estimate for the cyclic intersignal coherence matrix presented earlier in this section, yields: (15) have been used. Similarly, the Hessian can be approximated as:
The use of (22) and (23) in (9) will be seen yield interference tolerant approximate CML DOA estimates. 
T R A C K I N G A L G O R I T H M
where kp(klk -l), kp(klk), and kpl(k) denote, respectively, the one-step predicted state vector, the filtered state vector estimate, and the Kalman gain all for the pth source at time k. The final angle estimate is given by the first element of At iteration k, the estimator of (9) is evaluated at z(klkl ) , the predicted DOA source vector such that (25-b), can be rewritten as: where c is a constant directly related to the maximum anticipated total SNOI power. snapshots per tracker iteration are used. Fig 1 shows the performance of the ordinary CML tracker (using (9), ( l o ) , and (11)) with the presence of a unit power BPSK SNOI with symbol rate two and a half times smaller than that of the SOI's and initial DOA d(0) = -30'. CML estimator bias due to the interference results in severe performance degradation with a loss of data association and the tracking of the undesired SNOI instead of SO1 three (from k = 200 onward). Next, as shown in Fig. 2 , the newly proposed signal selective algorithm yields greatly improved tracking performance. Lastly, Fig. 3 shows the performance of the algorithm when there are multiple (five) unit power SNOI's each of the same form as that in Fig. 1 . Here ordinary CML based tracking would fail even if the intention were to track all the sources since the total number of sources equals the number of sensors. Although the SINR for each source is nearly -8dB, the new technique is seen to perform well.
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CONCLUSION
A new DOA tracking algorithm for multiple moving targets in the presence of interferers has been presented. The technique applies the output of a modified signal selective CML estimator to a bank of post-processing scalar Kalman filters. High quality performance is obtained for crossing sources and/or fully coherent sources, in low SINR scenarios 
