Abstract-Opportunistic scheduling exploits the multiuser diversity to improve the performance of wireless communications. The scheduling gain is enabled by the channel feedback sent from the receiver to the transmitter. In this paper, we consider the so-called opportunistic cumulative distribution function (CDF) scheduling with threshold-based selective feedback in the orthogonal frequency division multiple access downlink system. Among opportunistic scheduling techniques, the CDF scheduling is known to provide multiuser diversity gain while maintaining fair radio resource sharing among users. We first derive the exact and asymptotic average sum rates assuming antenna selection at transmitters. The expressions are valid for arbitrary number of inter-cell interference and number of transmit antennas. Moreover, a closed-form approximation for the user rate distribution is calculated using the exact moments of the user sum rate. The approximation is shown to provide an accurate estimate for the rate distribution, and the results can be utilized in rate adaptation at the transmitter.
I. INTRODUCTION
O PPORTUNISTIC techniques effectively improve the performance of wireless communication systems. Based on the receiver feedback, the transmitter is able to track fluctuations of fading channel and the link capacity is enhanced by adaptively assigning data rate according to the estimated channel state. In the fourth generation wireless systems, this approach is enabled by the use of efficient modulation and coding techniques. In multiuser scenarios, further performance improvement can be achieved by utilizing the opportunistic scheduling that exploits the multiuser diversity (MUD) gain. In case of multiple users with independently varying channels, the performance gain of MUD arises from scheduling the user when its instantaneous channel quality is near the peak [1] .
In order to benefit from opportunistic scheduling, channel state information (CSI) for rate adaptation and resource allocation is needed from the receiver to the transmitter. The performance of opportunistic scheduling is subject to the accuracy of user feedback that describes the perceived CSI. However, one has to trade off between the feedback accuracy and the induced overhead [2] , especially in an OFDMA system. Therein, a key challenge in realizing the MUD gain is the per-subchannel feedback. If the numbers of users and subchannels are large, per-subchannel feedback may become prohibitive when the capacity of the signaling channel is limited.
Another challenge in opportunistic scheduling is to achieve fair radio resource allocation among users. The greedy scheduling, which allocates channel to the user with the highest signal-to-noise ratio (SNR), achieves equal resource sharing in the single cell scenario with equal path loss between base station and users [3] , [4] . In this case, the fading channels seen by users are identically distributed. If such assumption fails, e.g. due to shadowing or different large scale fading, the greedy scheme may schedule certain users more frequently. By normalizing the user SNRs with their respective mean SNRs, the normalized greedy scheduler picks the user with relative best channel state while achieving the so-called proportional fairness 1 [5] . In a single cell system with independent identically distributed (i.i.d.) channel fluctuation, the normalized greedy scheme guarantees equal fairness [6] , [7] . However, in the multi-cell system as we considered in Section II, the normalized signal-to-interference-plus-noise ratios (SINRs) of the considered users are independent but not identically distributed in presence of inter-cell interference. The scheduling decision, which selects the user with the maximal normalized SINR, will be unequally probable. To address this issue, authors in [8] proposed the cumulative distribution function (CDF) scheduling, where the user SINRs are transformed by their CDFs into a set of identically distributed scheduling metrics. Under the CDF scheduling, the scheduled user has the best CDF value among all users and each user obtain time-wise fair channel allocation.
A. Previous Works
In [9] , Patil et. al. show that the CDF scheduling is sumrate optimal among all policies that serve users with equal fraction of time as the number of users increases. In [8] , a generic expression of ergodic rate is derived assuming CDF scheduling with full feedback. In [10] , authors consider 1 The proportional fair scheduler was originally proposed to select the user with relative best instantaneous rate. In this work, we adopt the definition in [6] , where the proportional fair scheduler select the user with relative best SNR. a selective indicator feedback and derive its capacity scaling law. These results are extended to the selective ideal feedback setting in [11] , where the exact scheduling metrics are conveyed to the transmitter. Authors in [12] consider a practical multi-cell OFDMA system and derive expressions for the exact and asymptotic average sum rate assuming bestm feedback and single antenna configuration. In [13] and [14] , the average rates of CDF scheduling are considered for generic signal model assuming only the empirical SINR distribution is available to the scheduler. Although these generic results in [12] - [14] may be applied in specific system, where certain transmission scheme and feedback mechanism are used, the closed-form expressions of the corresponding performance metrics are non-trivial to obtain.
B. Contributions and Paper Organization
In this paper, we consider the downlink of a multi-cell OFDMA system similar to the one studied in [12] assuming multiple antennas equipped at base stations. By employing the CDF scheduling with threshold-based selective feedback, we derive the average sum rate of the downlink OFDMA system assuming transmit antenna selection. In addition, the user rate distribution is proposed as a new performance metric to study the rate behavior at different percentile levels, which is neglected in previous works [8] - [14] . Based on the obtained closed-form expressions, we have obtained the following observations of the considered system:
• The amount of scheduling feedback has different impact on the sum rate depending on the feedback schemes. In particular, by analyzing the average rate and rate distribution, optimal number of feedback bits or feedback threshold exists for indicator feedback.
• The user sum rate has different behaviors depending on the number of active users and the considered percentile rate. Given a certain rate requirement, the derived user rate distribution facilitates the choice of amount of serving users.
• The effect of interference from neighbor base stations and the impact of the number of transmit antennas are studied via system sum rate. Results show that the multiuser diversity gain decreases as the number of interference increases. Such performance degradation can be compensated by using more antennas at base stations. In presence of Rayleigh fading, an asymptotic rate analysis is given for the selective ideal feedback assuming large but finite number of users. The rest of the paper is organized as follows. In Section II we outline the system model, which includes the signal model and general assumptions used throughout this paper. Section III is devoted to the analysis of average sum rate and user rate distribution assuming CDF scheduling and generic SINR distribution. In Section IV, a detailed derivation is presented for the exact and asymptotic average sum rates as well as for the moments of user rate considering antenna selection at base station. Simulations are carried out in Section V to examine the average rate and rate distribution in various realistic scenarios. In Section VI we conclude the main findings of this paper. Proofs of key technical results are provided in the Appendices.
II. SYSTEM MODEL
We consider the downlink of an OFDMA wireless communication network. The system spectrum is divided into a number of orthogonal subcarriers, which avoid inter-symbol interference. We adopt the clustered subcarrier model [2] , i.e. the subcarriers are grouped into N subchannels each containing equal number of subcarriers. The subchannel size is selected according to the coherence bandwidth of the operating frequency. Within each subchannel the frequency responses of subcarriers are fully correlated, and between subchannels the frequency responses are independent. In practical systems, the subchannel size is a predefined parameter, e.g. the subchannel size is 180 kHz in an LTE system [15] and 196 kHz in a WiMAX system [16] . The subchannels are the basic spectral units in the user scheduling. In one transmission interval, each subchannel is allocated to one user exclusively.
We assume that the system spectrum is reused by the base stations (BSs) 0, . . . , J and the users 1, . . . , K are served by the BS 0, as shown in Fig. 1 . Users served by other BSs are ignored in the system model without loss of generality. We assume the user and BS association is performed in advance and kept fixed for the duration of data transmission. The BSs are equipped with L antennas and each user is equipped with one antenna.
A. Notations
We define the following notations:
k,n : transmit symbol of BS 0 to user k on subchannel n; • x j n : transmit symbol of BS j on subchannel n; • h j k,n ∈ C L : channel vector between user k and BS j on subchannel n;
precoding vector of BS 0 on subchannel n if scheduled to user k;
• w j n ∈ C L : precoding vector of BS j on subchannel n; • G j k : path loss between BS j and user k; • U k,n : scheduling metric of user k for subchannel n; • D n : set of users with scheduling metrics higher than a given threshold on subchannel n; • R k,n : data rate in nats/s/Hz of user k on subchannel n; • N k : number of subchannels scheduled to user k.
B. Signal Model
The received signal of user k at subchannel n is written as 2
where G 0 k denotes the large-scale path loss between BS 0 and user k, h 0 k,n is the channel vector measured by user k on subchannel n, w 0 k,n denotes the precoding vector applied at BS 0 for user k, and x 0 k,n is the transmitted symbol from BS 0 to user k. The additive noise and inter-cell interference from other BSs are denoted by z k,n with
where
is the complex white Gaussian noise with variance σ 2 ν , h j k,n is the interference channel between BS j and user k, w j n denotes the precoding vector selected by BS j , and x j n is the transmitted symbol of BS j . The precoding vector is normalized such that ||w 0 k,n || 2 = ||w
To enable a tractable analysis, we have adopted the following assumptions: (A1) the channel vector {h 0 k,n } 1≤k≤K are i.i.d. standard complex Gaussian distributed, independent across transmit antennas and users; (A2) there is no cooperation in precoding between BSs; (A3) the transmitted symbols x 0 k,n and x j n are Gaussian distributed with equal power allocation across subchannels, i.e.
Channel independence across transmit antennas, also presumed in [2] , [8] , and [17] , is a reasonable assumption since the antenna spacing at BS can be large enough to avoid spatial correlation. Due to (A2), the precoding vector w j n selected at the interference BS is independent from the channel h j k,n seen by the user k. Conditioned on w j n , the equivalent scalar interference channel 3 
is therefore a sum of complex Gaussian random variables (RVs) with zero mean and variance |w
. It is noted that there exists an optimal power allocation, i.e. water filling algorithm, which potentially achieves better performance than equal power allocation assumed in (A3). However, in practical communication systems, it may not be feasible to adjust the power between subchannels [2] . First, the transmit power 2 (·) † defines conjugate transpose. 3 The notation a(l) denotes the lth element of vector a and |·| is the modulus of a complex number. allocated to a subchannel is usually limited by the spectrum mask. A higher power level may create excess interference to the neighboring frequency bands. Second, the rate adaptation at BS is based on the supportable rate measured by the user during the training process, where each subchannel is allocated with equal transmission power. Assigning a rate higher than the supportable rate by increasing the transmit power may cause additional overhead.
Based on assumptions (A1)-(A3), the received SINR of user k on subchannel n is
, the squared channel amplitudes of the signal and interference, respectively. When the subchannel n is scheduled to user k, the data rate in nats/s/Hz is given by R k,n = log(1 + γ k,n ).
III. CDF SCHEDULING AND SELECTIVE FEEDBACK
In this section, we consider the downlink CDF scheduling that assigns subchannels while guaranteeing user fairness. Despite that the SINR distributions may be nonidentical across users, the instantaneous SINRs {γ k,n } 1≤k≤K can be mapped with their CDFs to a set of i.i.d. uniformly distributed RVs. The scheduler exploits the multi-user diversity gain by scheduling the user with the highest CDF value while achieving fair radio resource sharing among users. To reduce the feedback overhead in an OFDMA system, the user triggers the transmission of the channel feedback only when the scheduling metric exceeds a certain threshold. We assume the channel feedback is sent in the following forms: (1) indicator feedback: user sends an indicator to the BS; (2) ideal feedback: the exact value of scheduling metric is conveyed to the BS.
We will derive analytic expressions for theoretical performance measures, such as average sum rate and user rate distribution. In the obtained analytical framework, we assume a generic SINR model without specifying the channel statistics and the signal/interference model. The generic expressions are therefore universal for the networks using CDF scheduling and threshold-based feedback and are amendable for specific transmission technique and network structures. Based on these results, the average sum rate and user rate distribution are derived in Section IV assuming transmit antenna selection at BSs and multi-cell networks.
A. CDF Scheduling
The scheduling is performed during the training process prior to the actual data transmission. First, each user measures the received SINRs {γ k,n } 1≤n≤N using the pre-defined pilot symbol. The scheduling metric U k,n is calculated by user k for subchannel n as (36) in Section IV, depends on the large-scale path losses {ρ k, j } 0≤ j ≤ J , which can be estimated by users and BSs via infrequent measurements. In [14] , authors adopt a parametric method to estimate the CDF of SINR and results show that the performance degradation due to imperfect estimation is less than 1% when the number of measurements is larger than 30. In this paper, we assume the exact CDF F γ k (x) is known by the user k and BS 0, and the resulting performance analysis is an upper bound of practical implementations.
Next, the scheduling metric U k,n is sent to the BS if it exceeds a certain threshold 0 ≤ τ < 1. The set of users that send scheduling feedback for subchannel n is given by
Let D n = |D n | be the cardinality of the set D n . Then
is a binomial distributed RV with the probability mass function (PMF)
Upon received the scheduling feedback, the BS needs to differentiate the following two cases:
1) No user sends feedback: D n = 0. Then the subchannel n is in scheduling outage and BS randomly picks one among K users and allocates subchannel n. The scheduling outage probability is computed as
One or multiple users send feedback: D n ≥ 1. In case of ideal feedback, the user with best scheduling metric 4 U k,n is chosen from D n , i.e.
In case of indicator feedback, one user is randomly picked from D n since BS has no knowledge about the exact SINRs. We denote the index of scheduled user as
According to [11, eq. (30) ], the average number of feedback bits due to indicator feedback is calculated as
. After scheduling, the selected user sends the received SINR γ k,n to the BS for rate matching. Note that when ideal feedback is used, the SINR γ k,n can be recovered from the scheduling metric as
The scheduling and feedback procedures described above assume that the measurement of user SINR γ k,n is perfect and feedback is received without error at BS. These assumptions have also been adopted in [4] , [6] , and [7] . However, in practical systems, users may contend for a common feedback channel with limited capacity [17] , [19] , [20] . Therein, the assignment of a subchannel to the best user cannot be guaranteed due to feedback collision. To address this issue, advanced feedback schemes were proposed, such as sequential feedback [21] , [22] and splitting algorithms [23] , [24] .
B. Average Sum Rate
The average sum rate denoted by μ sum is defined as the expected value of the sum rate of all subchannels. It is a system-level performance metric that measures the overall downlink performance for a given scheduler setting. Average sum rate also manifests the multiuser diversity (MUD) gain [25] . For given K and N, we compute μ sum using the formula
where N k is the set of subchannels scheduled to user k and N k = |N k | refers to the number of scheduled subchannels. The second equality of (8) (11) and (12) . The calculation of μ sum is therefore decoupled into the calculation of
. First, we give in the following proposition the PMF of N k , denoted as P N k , which is useful to obtain E[N k ] as well as the variance and the moments of sum rate, cf. Section III-C. Proposition 1: The probability that n subchannels, 0 ≤ n ≤ N, allocated to user k with CDF scheduling is binomial distributed and given by
Proof:
The proof of Proposition 1 is given in Appendix A.
The expected number of subchannels
Remark 1: The result (10) [8, Proposition 2] to the multiple-channel allocation.
In the next proposition, we derive closed-form expressions for E[R k,n ] assuming ideal and indicator feedbacks, respectively.
Proposition 2: The average rate of user k over subchannel n is given by
for ideal feedback with feedback threshold τ , and given by
for indicator feedback. Integrals k,i and λ k,1 are calculated
Proof: The proof of Proposition 2 is in Appendix B. Note that the average rates (11) and (12) reduce to the one with full feedback by letting τ = 0 and the one with round robin scheme by letting τ = 1. In Section IV, we will derive explicit expressions for k,i and λ k,1 as well as an asymptotic approximation for k,K when transmit antenna selection is applied in presence of inter-cell interference.
C. User Rate Distribution
The individual sum rate R k of user k is defined as the data rate accumulated across scheduled subchannels N k :
Given a fixed rate r , the user rate distribution is defined as
Contrary to the sum rate (8), the rate distribution (16) is a user-level performance metric. With rate matching at the BS, the complement of the rate distribution 1 − P user (r ) equals the percentage of time that transmission can take place with at least rate r [27] . For the sake of simplicity, we treat N k in (15) as a nonrandom variable for sufficiently large N compared to K . Indeed, as N → ∞ and K fixed, N k can be approximated by its expectation E[N k ] = N/K with a vanishing coefficient of variation, defined as the ratio of standard deviation to the expectation:
Substitute (17) into c v , the coefficient of variation is expressed as c v = √ (K − 1)/N , which approaches zero as N → ∞ and K fixed.
With N k ≈ N/K , the distribution (16) can be rewritten as
and F P k (·) is the CDF of P k . The exact expressions of both (16) and (18) seem difficult to obtain due to algebraic complexity. However, a simple yet accurate approximation to F P k (·) can be derived using the moment-based approximation developed in [28] for product of RVs. This approximation is especially useful when the exact distribution is intractable but analytic expression for the moments is available. The basic idea of moment-based approximation is to match the moments of an unknown distribution with an elementary distribution and its associated orthogonal polynomials [29] . Following the analytical framework in [28] , the user rate distribution P user (r ) is given in the following proposition. Proposition 3: The user rate distribution P user (r ) is approximated as
Here,
is the m-th moment of a lognormal RV with density
where x ≥ 0; 
, the coefficient c i, j is given by
Proof: Proposition 3 is a direct application of the results in [28] .
Using Proposition 1 and 2, we have
, where E[R k,n ] is given by (11) and (12) for ideal and indicator feedbacks, respectively. Furthermore, using law of total probability, the variance of log(P k ) can be expressed as
Inserting (9) into (23), we obtain
where the second moment E[R 2 k,n ] in case of ideal feedback is obtained following similar procedures specified in Appendix B:
Assuming indicator feedback, we have
Here k,i and ψ k,1 refer to integrals calculated with respect to a generic SINR distribution F γ k (·):
Since {R k,n } n∈N k are statistically independent, the i th moment of P k is calculated using (9) as
Following the same procedures as in Appendix B, the expec-
with ideal feedback attains the form
Assuming indicator feedback, we obtain
where k, j (i ) and ω k,1 are given by
Using the proposed approximation, the first M moments of P k can be matched with the distribution (20) . The number of terms M in (20) is determined iteratively until the relative improvement is less than a given threshold, as discussed in [28] .
IV. PERFORMANCE ANALYSIS FOR CDF SCHEDULING WITH ANTENNA SELECTION
In this section, we assume the transmit antenna selection (TAS) technique is applied at BSs. Among multi-antenna techniques, TAS is attractive since it significantly reduces the hardware implementation costs [30] . The TAS scheme has been also motivated in multiuser scheduling by [31] due to a higher MUD gain compared to multi-input multioutput (MIMO) system. Based on the analytic framework in Section III, the average sum rate and user rate distribution of the TAS transmission are evaluated using closed-form expressions. We first derive the SINR distribution for the TAS transmission. Using this result, we compute explicit expressions for the integrals k, j and λ k,1 in Proposition 2, which are needed for the average rate and rate distribution. Similar results for integrals k,i (n) and ω k,1 (n) are presented in Appendix C. By exploiting structure of k,K , the calculation of average sum rate with ideal feedback is simplified by using an asymptotic approximation, which sheds insights into the rate scaling law of the CDF scheduling for large but finite number of users. Note that the utilized analytic framework is not limited to TAS but also suitable for other transmission technique, e.g. transmit maximum ratio combining. The corresponding derivations are straightforward, if tedious, extensions using the same methodology.
A. Exact Analysis
In antenna selection, the precoding vector w 0
The additional feedback overhead due to TAS is log(L).
In presence of inter-cell interference, the channel state information h 0 k,n can be efficiently estimated via an iterative message-passing algorithm [32] . In this paper, we assume the channel estimation is perfect and the obtained result is an upper bound to the case with estimation error.
According to the assumption (A1) of the system model, the power of the equivalent end-to-end channel
) and the CDF of Z 0 is given by
is the CDF of a Gamma RV G(a, b). The total interference
where we assume ρ k, j = ρ k,i for all 1 ≤ i < j ≤ J and
). According to [26, eq. (6.58)], the CDF of SINR γ k,n = Z 0 /(Z I + 1) is calculated using (33) and (34) as
By applying the binomial expansion and interchanging the summations and integration, we obtain
where the equality Using the CDF (36), we can compute the integral k,i in (13) for the TAS scheme. Inserting (36) into (13) and using integration by parts, we obtain
After applying the multinomial expansion for F γ k (t) i , it follows that
where the vector i denotes the indexes [i 0 , i 1 , . . . , i L ], and
..i L ! being the multinomial coefficient. The sum over partitions
is taken over all non-negative integer solutions of i 1 + . . . + i L = i 0 with 0 ≤ i l ≤ i 0 , and can be implemented by normal sums as
Using the partial fractional decomposition, the integrand of (38) can be expanded as (39) where
Substituting (39) and (40) into (38), we rewrite (38) as
where 
We omit the derivations of k,i (n) and ω k,1 (n) since they only involve minor differences to the procedures (37) 
B. Asymptotic Approximation
Assuming antenna selection, the exact calculation of the average rate E[R k,n ] = k,K + τ K −1 λ k,1 involves multiple nested finite summations, cf. (41). Based on the exact expression, it is not straightforward to analyze the sum rate and gain insights into the behavior of the system. To address this issue, we derive an asymptotic approximation for E[R k,n ] using the extreme value theory. The asymptotic approximation is accurate for large but finite number of users.
Assuming a fixed feedback threshold with 0 ≤ τ < 1, as the number of users K increases, the second term in the RHS of (11) decreases and the average rate can be approximated as E[R k,n ] ≈ k,K . This approximation is more accurate when the selective feedback system has a lower scheduling outage P o = τ K , where with a high probability, at least one user sends scheduling feedback. Next, define a sequence of independent RVs W κ = log(1 + γ κ ), κ = 1, . . . , K , and {γ κ } are i.i.d. with the CDF F γ k (x). As log(1 + x) is a monotonically increasing function, k,K can be integrated over F W k (x), the CDF of W κ , using the substitution w = log(1 + x) in (13) given by
Proof: The proof of Proposition 4 is in Appendix D. Using Proposition 4 and the moment convergence lemma [36] , for large but finite number of users K , the CDF F W max (x) in the integral (44) can be replaced by its asymptotic approximation H (x − a K )/b K . Therefore, with substitution t = e −x , the asymptotic approximation of average rate is evaluated as
where E 0 = 0.5772 . . . denotes the Euler's constant. Authors in [36] proved that lim K →∞ b K /a K = 0 when the distribution function belongs to the MDA of Gumbel. Based on this fact, we have
The asymptotic average rate (47) coincides with [36, eq. (22)] derived for the full feedback scheme, which shows that the CDF scheduling with reduced amount of feedback has the same asymptotic performance. The approximation (47) requires the computation of the inverse CDF F −1
is intractable and one needs to resort to numerical techniques, such as Newton's method. Using asymptotic expansion of
By taking the leading order term of (48), the inverse function
is the Lambert W function and defined as the solution for w in z = w e w . By substituting (49) into (47), we obtain an explicit expression for E[R k,n ] as
that given the large-scale path losses {ρ k, j } 1≤ j ≤ J , the number of antennas L, and the number of users K , (50) represents the scaling law for the average rate E[R k,n ] as the strength of the signal channel ρ k,0 increases. The approximation (50) is tight in the asymptotic regime K → ∞ since the approximation error is induced from Proposition 4 and the asymptotic expansion (48).
V. NUMERICAL RESULTS
In this section, we study the average and distribution of sum rate for the CDF scheduling with selective feedback via simulations. Specifically, we investigate the impacts of the number of users, the feedback bits, the number of transmit antennas, and the number of interference on the MUD through the average sum rate as well as the law of rate scaling. We also examine the user rate distribution for given number of users and various levels of scheduling outage.
A. Average Sum Rate
The average sum rate μ sum in (8) is evaluated with E[N k ] given by (10) and E[R k,n ] given by (11) and (12) for ideal and indicator feedback, respectively. The integrals k,i and λ k,1 are calculated explicitly by using (41) and (42). We consider an OFDMA network with 7 BSs shown in Fig. 1 . The system parameters are in line with the LTE system assuming 500 meters cell radius and 10 MHz system bandwidth, divided into N = 50 subchannels each having 180 kHz bandwidth. The power spectral density of thermal noise is −174 dBm/Hz and the transmit power of BS is 43 dBm. We employ the 3GPP channel model from [37] for 2 GHz carrier frequency such that given a distance x in meters the large-scale path loss in decibels is calculated as 15.3 + 37.6 log(x). Note that our results are not limited to a certain network setting since the expressions (41) and (42) allow arbitrary number of interference BSs. Fig. 2 shows the average sum rate μ sum as a function of K assuming 4 transmit antennas. For each K , μ sum is averaged over 10 4 system realizations and in each realization the users' locations are randomly selected. The average rates are plotted for the indicator feedback scheme with the average number of feedback bits B FB to be 1, 2, and 4. For comparisons, we also plot μ sum assuming full feedback (τ = 0) and Liu's scheduler [38] , which is also a full feedback scheme and designed to maximize the sum rate while fulfilling channel sharing requirement. Note that the decision procedures of Liu's scheduler are iterative, except for the case when K = 2. As shown in Fig. 2 , the CDF scheduler achieves similar performance as the Liu's scheduler. As the average number of feedback bits increases, the sum rate of indicator feedback scheme is not always improved and using, on average, 2 feedback bits achieves better sum rate than the case with 4 bits. This is due to the fact that the scheduler using indicator feedback does not know the actual value of scheduling metric and the scheduled user is chosen by random pick (7). Therefore, using no feedback (B FB = 0) is equivalent to the case when every users send indicator feedback (B FB = K ). With an appropriately set B FB , the scheduler is more probable to choose the best user in the random pick.
In Fig. 3 , the impact of the number of transmit antennas L and the number of interference J on the average sum rate is studied. In selective feedback schemes, the scheduling outage is set to P o = 0.1 with 4 users served by the BS 0. For comparison purpose, each user sees an equal signal power and equal sum interference power, i.e. we set ρ k,0 = 10 dB and
We compare the results with full feedback schemes using CDF scheduler as well as Liu's scheduler. At the given scheduling outage, the selective ideal feedback only causes a small performance degradation compared to the full feedback scheme and the Liu's scheduling. When the number of interference increases, the average sum rate decreases even for the same sum interference power. This is due to the fact that the fluctuation of user SINR decreases as the user sees more interference sources, which translates into a lower MUD gain. This degradation can be compensated by using more transmit antennas at BSs. However, the antenna selection yields less performance gain when L is large. For instance, when J = 6 with ideal feedback, it requires 6 antennas to achieve similar performance as J = 1 and L = 2, while requires 12 antennas to be the same as J = 1 and L = 3. In Fig. 4 , we plot the average rate E[R k,n ] for the ideal feedback with scheduling outage P o = 0.01 as a function of the signal strength ρ 0 , where the user index k is dropped. The analytic average rate (11) is computed for K = 5 and 15 assuming user receives one interference with link strength ρ 1 = −10 and 10 dB, respectively. The results are compared with the asymptotic approximation (46). When the power of interference is low, Fig. 4 shows that the approximation (46) is accurate for the whole range of ρ 0 , even for small value of K . As ρ 1 increases to 10 dB, there exists observable discrepancy between the analytic and asymptotic curves at high SNR regime (ρ 0 > 10 dB). Overall, the asymptotic rate yields a good tradeoff between the approximation accuracy and the computation complexity. In the large ρ 0 regime, the average rate scales as log(ρ 0 ), which is predicted by the approximation (50).
B. User Rate Distribution
In Fig. 5 , we plot the user rate distribution for the CDF scheduling with selective ideal feedback, indicator feedback, and full feedback schemes. Each BS is equipped with 4 antennas and we compare the systems with 4 and 10 users, respectively. The signal power for the user of interest is chosen as ρ 0 = 10 dB, while the user receives two interference with power ρ 1 = 1 dB and ρ 2 = 2 dB. The target scheduling outage is assumed to be P o = 0.1. In each case, we compare the approximation of rate distribution with Monte-Carlo simulation obtained by averaging over 10 4 channel realizations. Fig. 5 shows that the approximation (20) achieves good agreement with the simulation for the considered system setting. It is also observed that the distribution curves with different numbers of users K will cross each other when using the same feedback scheme. When there are 10 active users, the achieved spectral efficiency is higher in the high percentile range (over 2.3 nat/s/Hz) while lower in the low percentile range. This phenomenon indicates that the distribution of user rate heavily depends on K and the considered percentile level. To optimally configure the transmitter, the number of active users needs to be adjusted to ensure a certain rate requirement.
Finally, we plot the 10%-tile and 50%-tile rates for ideal and indicator feedback schemes as a function of scheduling outage P o . We assume ρ 0 = 5 dB and user receives two interference with ρ 1 = 1 dB and ρ 2 = 2 dB. The numbers of users are K = 4 and 8, respectively. The results in Fig. 6 confirm our observation in Fig. 5 for the user rate behavior. For the whole range of P o , the 10%-tile rates achieved with K = 4 are higher than those with K = 8 and vice versa in the case of 50%-tile rates. As P o increases, the user rate using ideal feedback monotonically decreases since the number of user feedback decreases. Yet, there exists an optimal P o which maximizes the user rate when using indicator feedback. When either P o → 0 or P o → 1, the CDF scheduler with indicator feedback tends to be round robin. However, the optimal performance is achieved when there is exact one feedback. Therefore, an intuitive explanation of the optimal P o is to ask the BS, with a high probability, receives at most n feedbacks for 1 ≤ n K , while the probability of no feedback being small.
VI. CONCLUSIONS
We studied the average sum rate and user rate distribution in a multi-cell OFDMA network assuming CDF scheduling and selective feedback. The exact expression for the average sum rate was derived with antenna selection at base stations. Based on the analytic expressions, the impacts of the amount of feedback, the number of interference, and the number of transmit antennas are studied for ideal and indicator feedback schemes. An asymptotic approximation for the average rate was calculated for large but finite number of users. The obtained asymptotic result indicates that the rate using ideal feedback scales as log(SNR) in the high SNR regime. In addition, a simple but accurate approximation for the user rate distribution was constructed using lognormal distribution and its associated orthogonal polynomials. Numerical simulations show that the user achieves a higher rate in the low percentage regime when less active users are present in the system and vice versa in the high percentage regime. In the indicator feedback configuration, an optimal feedback threshold exists that maximizes the user rate.
APPENDIX A PROOF OF THE PROPOSITION 1
We denote by M (1) 
set of subchannels fed back by user k and M
as the set of subchannels for which no user sends feedback and M
k . Let S k be the number of allocated subchannels selected in M (1) 
k and let T k be the number of allocated subchannels selected in M (2) k such that 0 ≤ T k ≤ M (2) k . Obviously, we have N k = S k + T k . Before proving Proposition 1, we need the joint PMF of S k and T k , which is summarized in the following lemma:
k , the joint PMF P S k ,T k (s, t) is given by
APPENDIX B PROOF OF PROPOSITION 2 As the CDF F γ k (·) is a monotonically increasing function, there exists a one-to-one mapping γ k,n = F −1 γ k (U k,n ). The expectation over R k,n = log(1 + γ k,n ) can be alternatively calculated over U k,n using substitution:
where G U (·) is the CDF of metric U k,n after the scheduling and X denotes the support of G U (·). Here, we denote the uniformly distributed RV over the interval [a, b] as U (a, b), which has a distribution function given by F U (a,b) (x) = (x − a)/(b − a), a ≤ x ≤ b. According to the feedback criterion (4) and scheduling policy (6), the SINR for the scheduled user in case of ideal feedback is the maximum among D n uniformly distributed RVs U (τ, 1) when D n ≥ 1, or a random selection among K uniformly distributed RVs U (0, τ ) when D n = 0. Thus, the conditional CDF G U |D n for a given D n = d is expressed as
Using the law of total probability with the PMF P D (d) given by (5), we obtain G U (x) = 
Let γ τ = F −1 γ k (τ ). After substituting G U (x) into (56) we find that
where the integrals k,i and λ k,1 are expressed in (13) and (14) . Due to the binomial expansion, the summation
is equal to one when i = K and zero otherwise. Therefore, (58) can be rewritten as (11) .
In case of indicator feedback, the user is randomly selected among D n uniformly distributed RVs U (τ, 1) when D n ≥ 1, or among K uniformly distributed RVs U (0, τ ) when D n = 0. The conditional CDF G U |D n for a given D n = d is written as
Following the same procedures (56)-(58), we achieve (12). 
APPENDIX C INTEGRALS
The integral ω k,1 (n) is expressed as
APPENDIX D PROOF OF THE PROPOSITION 4 Proof: According to the limiting throughput theorem [36] 
By differentiating F γ k (x) in (36), the PDF f γ k (x) is
θ j e −lx/ρ k,0
Substituting (36) and (64) into (63), we obtain lim (65), shown on the top of this page. Since the summations in both numerator and denominator of (65) 
