This is a note containing the most recent results we have arrived at in our work on polarized light in random media. After an introduction fixing the problem we are dealing with, we start by pointing out the connection between the Poincaré sphere formalism and noncommutative harmonic analysis. This leads us to the main equations of our formalism. We use these equation to generalize the notions of Stokes vector, degree of polarization (DOP) and Mueller matrix to higher order statistics of the electric field. We also use them to give a formalism for the propagation of a state of polarisation (SOP) in a random medium. We show how a more detailed description of this propagation is then made possible.
Introduction: General context of our work
Here we fix some notations and explain the general context of our work.
We are interested in the interaction of polarized light with a random medium. For this purpose, it is interesting to give a statistical definition of the notion of SOP [2] : The instantaneous stokes vector of a lightwave S = (S 0 , S 1 , S 2 , S 3 ) satisfies the conditions : S 0 > 0 and S In the language of Minkowskian geometry [7] , this means that S lies on the positive half of the light cone. Under a suitable ergodicity assumption, we can consider the different values of S as belonging to a statistical ensemble. That is, we consider that S is a random variable. We have just defined the SOP of a lightwave as a random variable on the positive light cone.
If we are not interested by the intensity S 0 of the lightwave -for instance in ellipsometry-we can consider the reduced instantaneous Stokes vector s = (s 1 , s 2 , s 3 ) = ( In the same way as for the Stokes vector, the reduced Stokes vector can be considered as a random variable on the sphere S 2 . The sphere is commonly referred to as the Poincaré sphere. Let us clarify the notion of random medium (we will also use the term random element): By this we mean a medium whose optical properties vary in a way that can be considered random. We can consider that the Mueller matrix of this medium is a random variable. Following [6] , we consider this random variable to take values in the set of Jones-Mueller matrices. Any Jones-Mueller matrix is of the form kL, where k is positive and L is a proper orthochronous Lorentz transformation matrix [4, 10] . The factor k is unimportant to our discussion and can easily be added to it. For this reason, we drop this factor from now on. We have that the Mueller matrix of a random medium is a random variable with values in the proper orthochronous Lorentz group SO (1, 3) .
In the special case where the medium does not change the intensity S 0 of a lightwave, i.e. a medium with no losses, the Mueller matrix reduces to a rotation matrix acting directly on the reduced Stokes vector s ∈ S 2 . In this case, the Mueller matrix is a random variable with values in the rotation group SO(3). An example of such a medium is an optical fibre affected by PMD (Polarization mode dispersion) [1, 5] . In all the following, we will be concerned with this particular case of a medium with no losses. We explain how to generalize our approach to the case of a general Mueller matrix in a separate note.
So, we are interested in the interaction between the SOP of a lightwave and a random medium with no losses, as represented by the Poincaré sphere formalism:
Where s in is the input SOP to the random medium and s out is the output SOP. They are both random variables with values in S 2 . R is the essential part of the Mueller matrix, it is a SO(3)-valued random variable.
Mathematical tools: Harmonic analysis on the sphere
As stated before, our starting point is a connection between the Poincaré sphere formalism -formula (1) -and non commutative harmonic analysis. In particular, harmonic analysis on the sphere and on the rotation group. The most important element of this connection is the convolution theorem on the sphere and on the rotation group -see subsection 2.4. We wish to explain this theorem here. For all references on this current section of the note, see [9] or [3] .
Functions on the Poincaré sphere
Consider the space of square integrable functions on the Poincaré sphere. These functions can be considered as functions of the vector s, for instance f (s) = f (s 1 , s 2 , s 3 ) where s 2 1 + s 2 2 + s 2 3 = 1, or as functions of spherical coordinates f (φ, θ) where φ = 2ψ and θ = 2χ and ψ and χ are respectively the azimuth angle and the ellipticity angle of the polarization ellipse [2] . Square integrability is understood with respect to the Haar measure on the sphere ds = 1 4π sin θdθdφ. A probability density on S 2 is a function p(s) satistying the following normalization condition:
An orthogonal basis of this function space is given by spherical harmonics. These form a two index family of functions Y l m , where l ∈ N and m = −l, ..., 0, ..., l. They are given in terms of the vector s as follows:
And their more classical expression in terms of spherical coordinates is:
Where P l m (cos θ) are associated Legendre functions. The orthogonality relations for these functions are:
Where the bar denotes complex conjugation. Any square integrable function on the Poincaré sphere can be decomposed along the basis {Y l m }. This decomposition is given by the two following equations:
Note that for every l, the coefficientsf 
Where (f l ) t denotes the transpose of the (column) vectorf l . The family of vectorsf l , l ∈ N, is called the spherical Fourier transform of f (s). When p is a probability density on S 2 its spherical Fourier transformp l satisfiesp l 0 = 1.
Functions of the rotation group
We also consider square integrable functions on the rotatation group SO(3). We parametrize this group using Euler angles. 1 These angles are (φ, θ, ω) with 0 ≤ φ, ω ≤ 2π and 0 ≤ θ ≤ π. A function on the rotation group appears as f (r) = f (φ, θ, ω) and square integrability is understood with respect to the Haar measure dr = 1 16π 2 sin θdθdωdφ. A probability density on SO(3) is defined in the same way as one on S
2 . An orthogonal basis of this function space is given by the following functions
Where P l mn (cos θ) are given by Jacobi polynomials -see references mentioned at the beginning of this section.
These functions satisty the orthogonality relations:
The decomposition of a square integrable function on SO(3) along the basis {D l mn } is given by:
Note that, for every l, the functions D 
Wheref l denotes the (2l + 1) × (2l + 1) matrix f l mn . T r denotes the trace and † denotes the Hermitian conjugate.
The family of matricesf l , l ∈ N, is called the SO(3) Fourier transfom of f . When p is a probability density, its SO(3) Fourier transfomp l satisfiesp 0 = 1.
Irreducible representations of the rotation group
The matrices D l (r) give the irreducible unitary representations of the rotation group. This means, first of all that we have a homomorphism property:
This of course implies:
The matrices D l (r) are unitary:
For every l, these matrices act in a 2l + 1 dimensional space. We can choose as a basis of this space the spherical harmonics Y l m (s). The irreducibility of these representations means that this 2l + 1 dimensional space has no invariant subspace, under the action of the matrices D l (r).
The Convolution theorem
The definition of the convolution f * g of two functions f and g on SO(3) is the following:
This definition is analogous to that of the convolution of two functions of a real variable. Formally, it can be obtained from it by replacing the usual r − t by t −1 r. The convolution f * g of a function f on SO(3) with a function g on S 2 is a function on S 2 . It has a similar definition:
The convolution theorem states that the SO(3) and spherical Fourier transfoms take these convolutions into matrix products. That is, if f and g are functions on SO(3) and h = f * g then:
Where the product on the right hand side is a product of the (2l + 1) × (2l + 1) matrices f l and g l . If f is a function on SO(3) and g on S 2 then, for h = f * g:
Where f l is a (2l + 1) × (2l + 1) matrix and g l is a column vector with 2l + 1 components.
The main equations of our formalism
The main equations of our formalism result from applying the convolution theorem to the Poincaré sphere formalism -formula (1). Let p in (s) be the probability density of s in , p out (s) be the probability density of s out . Let also p R (r) be the probability density of R. By assuming that R and s in are independent and applying the "law of total probability", we have:
This last equation is the analogue for the probability density of the sum of two independent real random variables. It states that the probability of finding s out near s, conditionally to the event "R is near r", is equal to the probability that s in is near r −1 s. Let us note ξ l in the vectors constituting the spherical Fourier transform of p in (s). Similarly, we use the notation ξ l out . We also note R l the family of matrices constituting the SO(3) Fourier transform of p R (r). According to the convolution theorem:
This is the first equation of the formalism. It describes how the probability density on the Poincaré sphere of an input SOP transforms under the effect of a random medium. Now consider the composition of two random elements R 1 and R 2 . Each of these elements is an SO(3) valued random variable. Their composition is R = R 1 R 2 . Applying the same reasoning as above:
Now let R l 1 , R l 2 and R l be the SO(3) Fourier transforms of p R1 ,p R2 and p R , respectively. Using the convolution theorem, we get:
This is the second main equation we will be using. It gives a linear and deterministic formula for composing two random polarisation elements. This formula allows the calculation of the probability density of the composition of two random elements, given their respective probability densities.
Generalized Stokes-Mueller formalism
In this section we use our main equations (22) and (24), to generalize the notions of Stokes vector, DOP and Mueller matrix.
Generalized Stokes vector
In the last section we noted ξ l in and ξ l out the spherical Fourier transform of p in (s) and p out (s). The discussion here applies to any of them, so we will just write ξ l for the Fourier transform of the probability density of some SOP on the Poincaré sphere.
Note that:
Where E denotes averaging with respect to the probability density p(s), i.e. ensemble averaging. We give the following definition:
Definition 1 The vector ξ l is called the complex Stokes vector of order l. We call the real Stokes vector of order l, or just the Stokes vector of order l the following real vector
2 :
Let us look at the examples of s 1 and s 2 . To calculate them we use the cartesian expression (3) in formula (25). It results that:
In other words, s 1 is, up to a permutation, the usual average recuded Stokes vector. In the same way, we can calculate s 2 :
Thus s 2 contains the 5 (liearly independent) moments of order 2 of the reduced Stokes vector. Conclusion: We have defined the notion of Stokes vector of order l. This vector contains the moments of the reduced Stokes vector up to order l. For l = 1, we obtain the average reduced Stokes vector.
DOP at order l
Here we give the definition of the DOP at order l. For l = 1 we retreive the usual definition of DOP. We introduce the notion of a SOP which is totally depolarized at the order l and generalize the notion of totally depolarized SOP.
Definition 2
We call the DOP at order l, and note P l the following positive real number:
It is clear that, for l = 1, we have the usual defition of DOP. Using the definition of s l (or of ξ l ) it is possible to show that 0 ≤ P l ≤ 1. A purely polarized SOP is one such that the random variable s ∈ S 2 is almost surely equal to some given value σ ∈ S 2 . It is possible to prove that in this case, for every l, P l = 1. Let us see how this is done (we do not give the proof, only a sketch of it.):
Suppose first that σ = (0, 0, 1) ∈ S 2 . Using the cartesian expression of the spherical harmonics (3), we can show that P l = 1 for all values of l. Now if σ is some different point on the sphere. Then using the unitarity of the matrices D l and the convolution theorem, we see that P l = 1 also. We have come to the result that for a purely polarized state P l = 1 for all l. Let us now look at totally depolarized states.
Definition 3
We call a polarization state totally depolarized if, for this state, we have P l = 0 for all l > 0. We call it totally depolarized to the order k if
It is easy to verify that a uniform distribution on the Poincaré sphere as well as a uniform distribution on the equator of the Poincaré sphere are totally depolarized. An example of a state that is totally depolarized to order 2 but not totally depolarized is a random variable on the Poincaré sphere that can be equal either to (0, 0, 1) or to (0, 0, −1), with probability 1/2 for each.
Conclusion: We have generalized the notion of DOP by defining the DOP at orders l > 1. The DOP for l = 1 corresponds to the usual DOP. We have introduced the notion of a SOP totally polarized to the order l.
Generalized Mueller Matrix
Equation (22) states that, under the effect of a random polarizing element as in equation (1), the complex Stokes vector ξ l transforms under the effect of the matrix R l . It is simple to see how the real Stokes vector transform in this case. Indeed, equations (26) show that s l can bbe obtained from ξ l through a linear transformation. Let us note C l the matrix of this transformation. Then, under the effect of a random polarizing element, the real Stokes vector s l transform under the matrix M l given by:
C l is of size (2l+1)×(2l+1). We index its lines by m = −l, ..., 0, ..., l and its columns by n = −l, ..., 0, ..., l. It is possible to read the elements C l mn from equations (26). These equations show that C l only has nonzero elements on its diagonal and antidiagonal. We have, C . The inverse (C l ) −1 is given by the following equations:
The elements of (C l ) −1 can be read from these equations.
conclusion: The Stokes vector of order l transforms by the matrix M l . We call this matrix the Mueller matrix of order l. For l = 1, we have the usual Mueller matrix.
Propagation in a random medium
In this section we study the variations of the SOP of a lightwave propagating in a random medium. We use the model we have given above -section 3-to achieve a detailed probabilistic despription of the propagation of a polarized wave in a random medium. Let us first explain the model of the propagation that we will adopt.
Model of the propagation
Consider a lightwave propagating in a random medium. Note z the direction of propagation and measure the distance of propagation using z ≥ 0. The SOP of the lightwave varies with z. For every z it is a random variable s(z) on the Poincaré sphere. The propagation as a whole can be described as a stochastic process on the Poincaré sphere {s(z)} z≥0 . Note R(z) the random reduced Mueller matrix corresponding to the length of the medium between 0 and z. Clearly, s(z) = R(z)s(0), so that we can equivalently study the stochastic processes R(z) or s(z). We now make the following hypotheses about R(z):
• Independent increments: For z 1 < z 2 we have that R(z 1 ) and R(z 2 )R −1 (z 1 ) are independent. Physically, this means that non overlapping parts of the medium are not couples.
• Stationary increments: For z 1 < z 2 we have that R(z 2 )R −1 (z 1 ) = R(z 2 − z 1 ). Physically, this means that the medium is homogenous and only locally random. This hypothesis, more generally means that:
• Stochastic continuity: The stochastic process R(z) is stochastically continuous. This means that the probability for R(z 1 ) and R(z 2 ) to be different tends to zero as z 2 − z 1 goes to zero. Physically, this means that a very short length of the medium can not induce a big change in the SOP.
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• We add the simplifying hypothesis that R(0) = I, where I is the 3 × 3 identity matrix.
A stochastic process on the rotation group (or any Lie group) verifying these properties is called a (left) Lévy process [8] .
Conclusion: In this section we have presented a model for the propagation of the SOP of a lightwave in a random medium. This model is based on the hypothesis that the random reduced Mueller matrix of the medium follows a Lévy process on the rotaion group.
Evolution of the probability density
Here we use the main equations of our formalism, equations (21) and (22) of section 3, to give the probability densities of R(z) and s(z) for all z ≥ 0.
Probability density of R(z)
To calculate the probability densit of R(z), which we note p R(z) (r), we use equation (32). This equation allows us to write:
According to section 3, the last equation implies:
Now using equation (22), we have that for every l ∈ N,
Where the matrices R l (z), l ∈ N, form the SO(3) Fourier transform of p R(z) . The stochastic continuity of the process R(z) implies the continuity in z of the matrices R l (z). The only continuous solution -veryfying the additional hypothesis that R(0) = I-of the equation (35), is [8] :
Where t l is a constant matrix (not function of z) which we will call the generator of the process R(z). We have:
Using formula (13), for the inverse of the SO(3) Fourier transform, we have that:
Which gives the probability density of R(z) fr any z.
Now remember that ξ l = E(Y l (s)), so that by averaging the last equation with respect to the probability density of s(z) we have:
Or using using equations (39):
Which gives the dependence on the distance of propagation z of any averaged function of the stat of polarization.
An example: Optical fibres with PMD
In [1] , the following stochatic differentiql equation was proposed as a model for R(z) in an optical fiber affected by PMD, polarization mode dispersion:
Where µ is a constant and z ≥ 0 is the distance along the fiber. W (z) is a white noise vector and W × (z) is the antisymmetric tensor, dual to the vector W (z) 4 . This equation implies that the vector s(z) on the Poincaré sphere rotates with the random angular velocity W (z), that is:
These two stochastic differential equation respectively define Brownian motion on the rotation group and on the sphere [3, 8] . It is well known that for these stochastic processes, the generators t l of equation (36) are given by:
Where I l is the (2l + 1) × (2l + 1) identity matrix. By replacing this expression into the formulae of sections 5.2.2 and 5.3, we obtain for the probability density of s(z):
And for the dependance on z of the degree of polarization of order l:
If the initial state of polarization s(0) is totally polarized, that is P l (0) = ξ l (0) = 1, for all l ∈ N, then we simply have:
That is, the degrees of polarization start at the value 1 and tend to zero exponentially.
Conclusions
We have studied random media that affect the SOP of a lightwave by random rotations of the Poincaré sphere. We have used the convolution theorems on S 2 and SO(3) to study these random rotations. This allowed us to consider higher order statistics of the reduced Stokes vector. In particular, we introduced the Stokes vector of order l, which contains moments of order up to l of the reduced Stokes vector. We studied the corresponging notion of DOP at order l. This allowed a generalization of the notion of totally depolarized light.
We applied this formalism to the propagation of a lightwave in a random medium, we gave the explicit expressions of the probability densities of the Mueller matrix and of the SOP on the Poincaré sphere during the propagation. We also gave the explcit expression of the DOP at any order during the propagation. We explained how any averaged function of the SOP varies during the propagation. Finally, we applied these results to an example concerning optical fibers.
