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Abstract: In this paper we prove that the defocusing, cubic nonlinear Schro¨dinger initial value
problem is globally well-posed and scattering for u0 ∈ L
2(R2). The proof uses the bilinear esti-
mates of [67] and a frequency localized interaction Morawetz estimate similar to the high frequency
estimate of [25] and especially the low frequency estimate of [28].
1 Introduction
In this paper we study the cubic, defocusing, two dimensional initial value problem,
iut +∆u = F (u) = |u|
2u,
u(0, x) = u0.
(1.1)
Observe that a solution to (1.1) actually gives a family of solutions. First, if u(t, x) solves (1.1)
with initial data u0, then e
iθu(t, x) solves (1.1) with initial data eiθu0(x). Next, solutions to (1.1)
can be translated in space. If u(t, x) solves (1.1) with initial data u0, then u(t, x− x0) solves (1.1)
with initial data u0(x− x0).
It is also possible to translate solutions to (1.1) in frequency.
Theorem 1.1 (Galilean transformation) Suppose u(t, x) solves
iut +∆u = F (u),
u(0, x) = u0.
(1.2)
Then v(t, x) = e−it|ξ0|
2
eix·ξ0u(t, x− 2ξ0t) solves the initial value problem
ivt +∆v = F (v),
v(0, x) = eix·ξ0u(0, x).
(1.3)
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Proof: This follows by direct calculation. 
Finally, for any λ > 0, if u(t, x) is a solution to (1.1) on some interval I, then
λu(λ2t, λx) (1.4)
is a solution to (1.1) on Iλ2 = {
t
λ2 : t ∈ I} with initial data λu(0, λx). (1.1) is called L
2 - critical
since
‖λu(0, λx)‖L2(R2) = ‖u(0, x)‖L2(R2). (1.5)
More generally,
Definition 1.1 (H˙sc - critical) The defocusing, initial value problem
iut +∆u = F (u) = |u|
pu,
u(0, x) = u0,
(1.6)
is called H˙sc - critical if p = 4d−2sc , where u : I ×R
d → C, 0 ∈ I ⊂ R.
Remark: Notice that the Galilean transformation only preserves the L2 norm of u, and not the
H˙sc norm when sc > 0.
This introduces some additional complications to the L2 - critical problem. Criticality plays an
important role in the question, “for which Sobolev spaces is an initial value problem well - posed,
either locally or globally?” L2 - critical problems with initial data in L2 has been an area of intense
interest, and (1.1) in particular.
Conjecture 1.2 The initial value problem (1.6) with p = 4d is globally well - posed and scattering
for any u0 ∈ L
2(Rd).
Remark: [17] and [18] proved that this conjecture is sharp.
[87] proved conjecture 1.2 is true for dimensions d ≥ 3 with radially symmetric initial data and [52]
proved conjecture 1.2 is true for u0 radial, d = 2. [28] then removed the radial symmetry restriction
for d ≥ 3. In this paper we remove the radial symmetry requirement when d = 2 and prove
Theorem 1.3 The initial value problem (1.1) is globally well - posed and scattering for any u0 ∈
L2(R2).
This paper is the second in a series of four papers. In an upcoming paper (see preprint [29]) we
prove that conjecture 1.2 is true when d = 1.
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There is also the focusing initial value problem (in this case F (u) = −|u|
4
du). There are known
counterexamples to global well - posedness and scattering for this problem (see [37], [59], [83], [94],
[96]). However, all such counterexamples have L2 norm above the L2 norm of the ground state.
[52] and [53] showed that conjecture 1.2 is true when the L2 norm of the initial data is below the
L2 norm of the ground state for d ≥ 2 and u0 radial. [30] removes the symmetry condition and
show that conjecture 1.2 holds for any data whose L2 norm is below the L2 norm of the ground
state, for any d ≥ 1.
Throughout this paper the term solution to (1.6) on I ⊂ R, 0 ∈ I, is a function u ∈ L∞t L
2
x(I ×R
2)
that satisfies Duhamel’s principle for all t ∈ I.
Definition 1.2 (Duhamel’s principle) u satisfies Duhamel’s formula on I ⊂ R if u ∈ L4t,loc(I;L
4
x(R
2))
and for all t ∈ I,
u(t, x) = eit∆u0 − i
∫ t
0
ei(t−τ)∆F (u(τ))dτ. (1.7)
Definition 1.3 (Scattering) A solution to (1.6) is said to scatter forward in time if there exists
u+ ∈ H˙
sc(Rd) such that
e−it∆u(t, x)→ u+, (1.8)
strongly in H˙sc(Rd) as t → +∞. A solution to (1.6) is said to scatter backward in time if there
exists u− ∈ H˙
sc(Rd) such that
e−it∆u(t, x)→ u−, (1.9)
strongly in H˙sc(Rd) as t→ −∞.
A solution to (1.6) conserves the quantities mass,
M(u(t)) =
∫
|u(t, x)|2dx =M(u(0)), (1.10)
and energy,
E(u(t)) =
∫
(
1
2
|∇u(t, x)|2 +
1
p+ 2
|u(t, x)|p+2)dx = E(u(0)). (1.11)
It is for this reason that research on H˙sc - critical problems has generally concentrated on the L2
or mass - critical problems (p = 4d) and the H˙
1 or energy - critical problems (p = 4d−2). However
see [46], [64], and [65] for global well - posedness and scattering when a solution to (1.6) has an
assumed bound on the H˙sc norm, 0 < sc < 1.
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The local theory for (1.6) has been worked out in [12], [13], [14], [15], [16], and [85]. For simplicity,
only the results that pertain to (1.1) will be presented here.
Definition 1.4 (Blowup criterion) A solution u : I × R2 → C is said to blow up forward in
time if for some t0 ∈ I,
∫ sup(I)
t0
∫
|u(t, x)|4dxdt =∞. (1.12)
Blowing up backward in time is similarly defined.
Theorem 1.4 (Local well - posedness) 1. Given u0 ∈ L
2(R2) there exists a unique solution
u to (1.1) with initial data u0 on some open interval. Then if I is the maximal interval of
existence, I is open. Moreover, for any compact J ⊂ I the solution map u(0) 7→ u(t, x) ∈
L4t,x(J ×R
2) is also continuous in an L2 - neighborhood of u0.
2. If sup(I) is finite then the solution u blows up forward in time. If inf(I) is finite then the
solution u blows up backward in time.
3. If u does not blow up forward in time then sup(I) =∞ and u scatters forward in time. If u
does not blow up backward in time then inf(I) = −∞ and u scatters backward in time.
4. If M(u0) is sufficiently small then the solution u is global and does not blow up either forward
or backward in time.
Proof: See [14], [16]. 
Remark: Observe that combining the pseudoconformal conservation law (see [13] and the refer-
ences therein),
‖(x− 2it∇)u(t)‖2L2(Rd) +
8t2
d+ 2
‖u(t)‖
2(d+2)
d
L
2(d+2)
d
x (Rd)
= ‖xu0‖
2
L2(Rd), (1.13)
with conservation of mass (1.11) and energy (1.13), and the Sobolev embedding theorem,
‖u‖
2(d+2)
d
L
2(d+2)
d
t,x (R×R
d)
. ‖xu0‖L2(Rd)‖u0‖H1(Rd)‖u0‖
4/d
L2(Rd)
. (1.14)
The left and right hand sides of (1.14) are invariant under the scaling (1.4).
The proof of theorem 1.3 uses the concentration compactness method. This method has been
utilized since at least the 1980’s ([4], [11]) in a wide variety of partial differential equations, including
elliptic, hyperbolic, parabolic, and geometric partial differential equations. The concentration
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compactness method, and other related methods such as induction on energy and concentration in
a backward light cone of a wave equation blowup solution, has also proved to be extremely fruitful
to the study of dispersive partial differential equations.
Historically, such progress has gone energy - critical wave, energy - critical Schro¨dinger, and then
mass - critical Schro¨dinger, although there are exceptions to this. For the defocusing, semilinear,
energy - critical wave equation, [76] proved global well - posedness and scattering in the radial case
when d = 3, [38] in the general case when d = 3. [34], [39], [69], [70], [71], [42] generalized this
result to higher dimensions. See also [2], [84]. See [45] for a treatment of the focusing wave equation
problem.
The defocusing, energy - critical Schro¨dinger problem is also complete. [9] proved global well -
posedness and scattering for the energy - critical problem in three and four dimensions with radial
data. See also [10]. Independently, [40] proved global well - posedness of the radial, energy - critical
problem in three dimensions. [81] extended this result to higher dimensions. [25], [68], [93], [92]
then proved global well - posedness and scattering for the defocusing energy - critical initial value
problem with nonradial data. See [51], [92] for alternate proofs using the methods of this paper.
[44], [50], and [80] treated the focusing energy - critical problem.
[46] treated the H˙1/2 - critical problem. See also [64], [65], [82] for additional work on inter - critical
(0 < sc < 1) problems.
Theorem 1.3 follows directly from two results:
Theorem 1.5 If theorem 1.3 fails to hold then there exists a nonzero solution to (1.1) that lies
in a compact subset of L2(R2) modulo scaling, translation, and Galilean symmetries for the entire
time of its existence.
Remark: The group S1 = R/2πZ, which maps u 7→ eiθu, is a compact group.
Definition 1.5 (Almost periodicity) A solution that lies in a compact subset of L2(R2) modulo
scaling, translation, and Galilean symmetries for the entire time of its existence is called an almost
periodic solution.
Theorem 1.6 The only solution to (1.1) that is almost periodic for the entire time of its existence
is u ≡ 0.
Theorem 1.5 was finally proved by [88] in all dimensions d ≥ 1, building on the seminal work of
[60] (which used a Strichartz result of [63]), as well as the work of [48], [79], and [3]. For the energy
- critical problem, [47] proved a profile decomposition for the energy - critical Schro¨dinger problem
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in R3 in the same vein as the profile decomposition [31] proved for the Sobolev embedding and [1]
proved for the wave equation.
Now let G be the group generated by the Galilean, translation, and scaling symmetries, and for
gξ0,x0,N0 ∈ G, let
gξ0,x0,N0u(x) =
1
N0
eix·ξ0u(
x− x0
N0
). (1.15)
By theorem 1.5, there exists a compact K ⊂ L2(R2) such that for each t ∈ I, there exists g(t) ∈ G
such that g(t)u(t) ∈ K. Equivalently, by the Arzela - Ascoli theorem there exist ξ(t) : I → R2,
x(t) : I → R2, N(t) : I → (0,∞), C : (0,∞)→ (0,∞) such that for all η > 0,
∫
|x−x(t)|≥C(η)
N(t)
|u(t, x)|2dx < η, (1.16)
∫
|ξ−ξ(t)|≥C(η)N(t)
|uˆ(t, ξ)|2dξ < η. (1.17)
By the uncertainty principle and the symmetries discussed in theorem 1.1 and (1.4), this is as much
as one could possibly hope for.
Remark: Notice that by (1.16) and (1.17), we have the freedom to multiply N(t) by a constant,
translate ξ(t) by a distance . N(t), or translate x(t) by a distance . 1N(t) .
Sketch of the proof of 1.6: The proof of theorem 1.6 will occupy the rest of the paper. Since
u(t) ∈ C(I;L2(R2)) lies in a compact subset of L2(R2)/G, where G is the group generated by
translation, Galilean, and scaling symmetries,
Lemma 1.7 For any nonzero almost periodic solution u to (1.1) there exists δ(u) > 0 such that
for any t0 ∈ I,
‖u‖L4t,x([t0,t0+
δ
N(t0)
2 ]×R
2) ∼ ‖u‖L4t,x([t0−
δ
N(t0)
2 ,t0]×R
2) ∼ 1. (1.18)
Proof: See lemma 5.18 of [49]. 
Lemma 5.18 of [49] also proved
Lemma 1.8 If J is an interval with
‖u‖L4t,x(J×R2) = 1, (1.19)
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then for t1, t2 ∈ J ,
N(t1) ∼ N(t2), (1.20)
and
|ξ(t1)− ξ(t2)| . sup
t∈J
N(t). (1.21)
Combining lemmas 1.7 and 1.8, we can choose ξ(t), N(t) such that
|ξ′(t)|+ |N ′(t)| . N(t)3. (1.22)
It is convenient to use the notation
Definition 1.6 If J is an interval then let
N(J) = sup
t∈J
N(t). (1.23)
By lemmas 1.8 and 1.7, if ‖u‖L4t,x(J×R2) = 1,
N(J) ∼
∫
J
N(t)3dt ∼ inf
t∈J
N(t). (1.24)
Next, since u(t) lies in a compact subset of L2/G for all t ∈ I, where I is the maximal interval of
existence of (1.1), we can utilize the perturbation theory of [86] and take limits of subsequences of
u(tn), tn ∈ I.
Theorem 1.9 If there exists an almost periodic solution to (1.1) with 0 < ǫ ≤ ‖u(0)‖L2 <∞, then
there exists an almost periodic solution to (1.1) satisfying (1.16) and (1.17), 0 < ǫ ≤ ‖u(0)‖L2(R2) <
∞,
∫ ∞
0
∫
|u(t, x)|4dxdt =∞, (1.25)
N(0) = 1, ξ(0) = x(0) = 0, and N(t) ≤ 1 on [0,∞), |N ′(t)|+ |ξ′(t)| .u N(t)
3.
Proof: This was proved in [87] and [88]. Since u(t) lies in a compact set in L2(R2) modulo
symmetries, combining the fact that N(t) is continuous with time reversal symmetry, we can take
a limit of u(tn), tn ∈ I under the various symmetries, and obtain N(t) ≤ 1 for t ≥ 0, N(0) = 1.
By the perturbation theory of [86] the limit of u(tn) modulo symmetries will be the initial data of
an almost periodic solution u with x(0) = ξ(0) = 0, N(0) = 1. Then by lemma 1.7, u is defined on
[0,∞). Finally by (1.22) the theorem holds. 
7
Remark: Lemmas 1.7 and 1.8 also imply that if u is a nonzero, almost periodic solution to (1.1)
on a maximal interval I ⊂ R,
∫ sup(I)
0
∫
|u(t, x)|4dxdt =
∫ 0
inf(I)
∫
|u(t, x)|4dxdt =∞. (1.26)
Therefore, an almost periodic solution blows up forward and backward in time, which implies that a
nonzero almost periodic solution must have mass greater than the small data threshold of theorem
1.4.
At this point, we will now take an almost periodic solution satisfying theorem 1.9, and prove that
such a solution must satisfy u ≡ 0. For the rest of the paper any expression of the form A .u B
will be abbreviated A . B.
Proving u ≡ 0 follows an argument similar to the argument in [28], namely it suffices to exclude
N(t) ≤ 1 on [0,∞), where N(t) is the scale parameter. There are two possible scenarios, the rapid
frequency cascade scenario,
∫ ∞
0
N(t)3dt <∞, (1.27)
and the quasisoliton,
∫ ∞
0
N(t)3dt =∞. (1.28)
The main new ingredient of [28] was a long time Strichartz estimate, which was used to exclude
both (1.27) and (1.28). This long time Strichartz estimate relied heavily on the endpoint L2tL
2d
d−2
x
Strichartz estimate of [43], which holds for d ≥ 3. However, when d = 2 the L2tL
∞
x estimate does
not hold (see [61]). This makes the long time Strichartz estimates considerably more difficult to
both define and to prove. In section three we construct our function spaces X˜k0 out of the U
2
∆
spaces of [54].
Then, in section four, we will prove theorem 4.1, which bounds the long time Strichartz norms on
our almost periodic solution. As in [28], the idea is that (1.16) and (1.17) imply that an almost
periodic solution to (1.1) must be mostly concentrated in balls of radius ∼ N(t) in frequency and
∼ 1N(t) in space. Outside this frequency ball, the solution to (1.1) will be dominated by solutions
to (i∂t +∆)u = 0 for long periods of time.
Although the intuition is also true here, the analysis is much more technically complicated due to a
lack of endpoint Strichartz estimates. Indeed, the proof of theorem 4.1 occupies all of section four,
by far the longest section of the paper, as well as the appendix in section six.
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The proof utilizes bilinear Strichartz estimates, both the bilinear Strichartz estimates of [7] (propo-
sition 2.2) and [79] (proposition 2.4), as well as theorems 4.5, 4.6, and 4.8. Theorems 4.5, 4.6, and
4.8 make use of the interaction Morawetz estimates of [67].
Finally, in section five we complete the proof of theorem 1.6, proving a rigidity result that if u is
an almost periodic solution in the form of theorem 1.9, then u ≡ 0. First, we make use of the long
time Strichartz estimates and show that if u is an almost periodic solution to (1.1) that is a rapid
frequency cascade, then u ∈ L∞t H˙
3. Then by conservation of energy, this implies that u ≡ 0.
Next, we show that if u is a quasi - soliton, then u ≡ 0. We show this with a frequency localized
interaction Morawetz estimates. Morawetz estimates have long been useful to proving scattering
results for dispersive equations (see [8], [35], [58], [62], [66]), particularly for radial data. For
nonradial data the interaction Morawetz estimate has also proved to be quite useful.
Theorem 1.10 (Interaction Morawetz estimate) A solution to (1.6) has the bounds
‖|∇|
3−d
2 |u(t, x)|2‖2L2t,x(I×Rd)
. ‖u‖2L∞t L2x(I×Rd)
‖u‖2
L∞t H˙
1/2(I×Rd)
(1.29)
for all d ≥ 1.
Proof: See [23] when d = 3, [87] for d ≥ 4, and [21], [67] for d = 1, 2. [67] improves (1.29) to a
Galilean invariant version. Galilean invariance of (1.29) will be utilized heavily in section five. 
Since there is no a priori bound on ‖u(t)‖H˙1/2 , we truncate to low frequency. In the energy -
critical problem, see [25] for example, a solution is truncated to high frequencies and then the
interaction Morawetz estimate is computed. Here, as in [28], the errors produced by truncating
to low frequenies are successfully estimated using the long time Strichartz estimates. Morawetz
estimates truncated to low frequencies are very closely related to the almost Morawetz estimates
used in the I - method. (See [20], [26], [27] for the almost Morawetz estimates in conjunction with
the I - method, [7] for the Fourier truncation method, and [22] for the I - method).
Finally, in section six we prove lemma 4.7, an unpaid debt from section four.
2 Linear Estimates
This section serves to present some linear and bilinear Strichartz estimates that will be used in
subsequent sections.
Definition 2.1 (Admissible pair) A pair (p, q) will be called an admissible pair for d = 2 if
2
p = 2(
1
2 −
1
q ) and p > 2.
9
Theorem 2.1 If u(t, x) solves the initial value problem
iut +∆u = F (t),
u(0, x) = u0,
(2.1)
on an interval I, then
‖u‖LptL
q
x(I×R2) .p,q,p˜,q˜ ‖u0‖L2(R2) + ‖F‖Lp˜′t L
q˜′
x (I×R2)
, (2.2)
for all admissible pairs (p, q), (p˜, q˜). p˜′ denotes the Lebesgue dual of p˜.
Proof: See [75] for p = q = 4, [19], [36], [77], [95] for the general result. 
Remark: Some endpoint results are available for radial data, (see [72] and [78]), however, these
results will not be discussed here since this paper is concerned with nonradial results.
Proposition 2.2 If uˆ0 is supported on |ξ| ∼ N , vˆ0 is supported on |ξ| ∼M , M << N ,
‖(eit∆u0)(e
it∆v0)‖L2t,x(R×R2) . (
M
N
)1/2‖u0‖L2(R2)‖v0‖L2(R2). (2.3)
Proof: See [7]. 
Corollary 2.3
‖(eit∆u0)(e
it∆v0)‖LptL
q
x(R×R2)
. (
M
N
)1/p‖u0‖L2(R2)‖v0‖L2(R2), (2.4)
for 1p +
1
q = 1, 2 ≤ p ≤ ∞.
Proof: Interpolate the elementary L∞t L
1
x bilinear estimate from theorem 2.1 with proposition 2.2.

Proposition 2.2 is L2 - critical since it is invariant under scaling symmetry (1.4). The subcritical
bilinear Strichartz estimate of [79] is also an extremely useful result.
Proposition 2.4 Suppose q > d+3d+1 . If the Fourier supports of uˆ0 and vˆ0 are separated by distance
≥ cN and uˆ0(ξ) and vˆ0(ξ) are supported in |ξ| ≤ N , then
‖(eit∆u0)(e
it∆v0)‖Lqt,x(R×Rd) ≤ C(c)N
d− d+2
q ‖u0‖L2(Rd)‖v0‖L2(Rd). (2.5)
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Proof: See [79]. 
Remark: Propositions 2.2 and 2.4 also hold for (eit∆u0)(eit∆v0). Indeed, since |e
it∆u0|
2 =
(eit∆u0)(eit∆u0),
‖(eit∆u0)(eit∆v0)‖
q
Lqt,x(R×R
d)
=
∫
R
∫
Rd
|eit∆u0|
q|eit∆v0|
qdxdt = ‖(eit∆u0)(e
it∆v0)‖
q
Lqt,x(R×R
d)
.
(2.6)
Interpolating (2.5) with the elementary L∞t L
1
x bilinear estimate gives
‖(eit∆u0)(e
it∆v0)‖L2tL
3/2+
x (R×R2)
. N−1/3+‖u0‖L2(R2)‖v0‖L2(R2). (2.7)
When d = 1 the endpoint of (2.5) does hold,
‖(eit∆u0)(e
it∆v0)‖L2t,x(R×R) . N
−1/2‖u0‖L2(R)‖v0‖L2(R). (2.8)
This gives an improvement over proposition 2.2 in certain situations.
Proposition 2.5 Let ξ ∈ R2 be the Fourier variable, ξ = (ξ1, ξ2). Also suppose that the ξ1 support
of uˆ0(ξ) and vˆ0(ξ) are separated by distance ∼ N . Then by Ho¨lder’s inequality, if P is a projection
onto a strip |ξ2| ≤M ,
‖P ((eit∆u0)(e
it∆v0))‖L2t,x(R×R2) .
M1/2
N1/2
‖u0‖L2(Rd)‖v0‖L2(R2). (2.9)
A similar result is proved in [24]. 
The linear and bilinear Strichartz estimates also hold under convolutions with L1 kernels, an im-
portant fact since a nonradial solution will be localized in frequency around some ξ(t) ∈ R2, where
ξ(t) is free to move around.
Suppose g(t, x− y) and h(t, x− z) are convolution kernels with the bounds
‖ sup
t∈R
|g(t, x)|‖L1(R2), and ‖ sup
t∈R
|h(t, x)|‖L1(R2) . 1. (2.10)
Then
‖(g(t, ·) ∗ eit∆u0)(h(t, ·) ∗ e
it∆v0)‖Lqt,x(R×Rd) (2.11)
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= ‖
∫ ∫
g(t, x− y)h(t, x− z)(eit∆u0)(y)(e
it∆v0)(z)dydz‖Lqt,x(R×Rd)
= ‖
∫ ∫
g(t, y)h(t, z)(eit∆u0)(−y + x)(e
it∆v0)(−z + x)dydz‖Lqt,x(R×Rd)
. sup
y,z
‖(eit∆u0)(−y + x)(e
it∆v0)(−z + x)‖Lqt,x(R×Rd).
(2.12)
Since theorem 2.1 and propositions 2.2 - 2.4 hold under translations of the initial data, if uˆ0 is
supported on |ξ| ∼M , vˆ0 is supported on |ξ| ∼ N ,
‖(g ∗ eit∆u0)(h ∗ e
it∆v0)‖LptL
q
x
. c(M,N)‖u0‖L2‖v0‖L2 , (2.13)
where c(M,N) is the bilinear constant found in theorem 2.1, propositions 2.2 - 2.4. The kernels of
Pξ(t),j , Pξ(t),≤j , and Pξ(t),≥j (see (3.7)) all satisfy (2.10).
3 A function space adapted to the long time Strichartz estimates
The reader should compare the function spaces introduced in this section to the long time Strichartz
estimates of [28]. In both cases, the estimates are based on the idea that when |ξ − ξ(t)| >> N(t),
an almost periodic solution to (1.1) is dominated by a solution to the linear problem ivt +∆v = 0
for long periods of time. The crucial difference is that the endpoint norms L2tL
2d
d−2
x are replaced by
the U2∆ spaces.
Definition 3.1 (Littlewood - Paley decomposition) Let φ ∈ C∞0 (R
2) be a radial, decreasing
function,
φ(x) =
{
1, |x| ≤ 1;
0, |x| > 2.
(3.1)
Define the partition of unity
1 = φ(x) +
∞∑
j=1
[φ(2−jx)− φ(2−j+1x)] = ψ0(x) +
∞∑
j=1
ψj(x). (3.2)
For any integer j ≥ 0, let
Pjf = F
−1(ψj(ξ)fˆ(ξ)) =
∫
Kj(x− y)f(y)dy. (3.3)
Kj is an L
1 kernel. When j is an integer less than zero let Pjf = 0. Finally let
12
Pj1≤·≤j2f =
∑
j1≤j≤j2
Pjf. (3.4)
We also define the frequency truncation
P≤Nf = F(φ(
ξ
N
)fˆ(ξ)). (3.5)
The Littlewood - Paley decomposition respects Lp norms for 1 < p <∞.
Lemma 3.1 (Littlewood - Paley theorem) For 1 < p <∞,
‖f‖Lp(R2) ∼p ‖(
∞∑
j=0
|Pjf |
2)1/2‖Lp(R2). (3.6)
Proof: See [73], [74], [90] or [91]. 
Because ξ(t) is free to move around in the nonradial case, we will also define a Littlewood - Paley
projection centered around ξ0 ∈ R
2, ξ0 6= 0.
Definition 3.2 Let ξ0 ∈ R
2. Then define
Pξ0,ju = e
ix·ξ0Pj(e
−ix·ξ0u). (3.7)
Also for 1 ≤ p ≤ ∞ define the norm
‖Pξ(t),jf‖LptL
q
x(I×R2) = ‖‖Pξ(t),jf(t)‖Lqx(R2)‖Lpt (I). (3.8)
Remark: Notice that
Pξ0,jf =
∫
Kj(x− y)e
i(x−y)·ξ0f(y)dy, (3.9)
which also has an L1 kernel, and Pξ(t),j satisfies (2.10). Thus we can use (2.11) and (2.12). The
same also holds for Pξ(t),≤j and Pξ(t),≥j .
To define our long time Strichartz spaces we utilize a class of function spaces first introduced in [54].
[55], [56] applied these spaces to nonlinear Schro¨dinger problems. See [41] for a general description
of these spaces. For critical problems, Up∆ spaces are more useful than the X
s,b spaces, since the
Xs,b spaces of [5], [6] (see also [33]) are not scale invariant except at b = 12 , which has the same
difficulty as the failure of the embedding H˙1/2(R) ⊂ L∞(R). See [89] for a more detailed discussion
of this fact.
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Definition 3.3 (Up∆ spaces) Let 1 ≤ p < ∞. Let U
p
∆ be an atomic space whose atoms are piece-
wise solutions to the linear equation. We call uλ a U
p
∆ atom if there exists an increasing sequence
{tk}
N
k=1, N may be finite or infinite, t0 = −∞, N is finite, tN+1 = +∞, and
uλ =
N∑
k=0
1[tk ,tk+1)e
it∆uk, and
∑
k
‖uk‖
p
L2
= 1. (3.10)
If J ⊂ R is an interval we say that uλ is a U
p
∆(J) atom if tk ∈ J for all 1 ≤ k ≤ N . Then for any
1 ≤ p <∞, let
‖u‖Up∆(J×R2) = inf{
∑
λ
|cλ| : u =
∑
λ
cλuλ, uλ are U
p
∆(J) atoms}. (3.11)
For any 1 ≤ p < ∞, Up∆(J × R
2) ⊂ L∞L2(J × R2). Additionally, Up∆ functions are continuous
except at countably many points and right continuous everywhere.
Definition 3.4 (V p∆ spaces) Let 1 ≤ p <∞. Then V
p
∆ is the space of functions u ∈ L
∞(L2) such
that
‖v‖p
V p∆
= ‖v‖p
L∞t L
2
x
+ sup
{tk}ր
∑
k
‖e−itk∆v(tk)− e
−itk+1∆v(tk+1)‖
p
L2x
. (3.12)
The supremum is taken over increasing sequences tk. If J ⊂ R then
‖v‖p
V p∆(J×R
2)
= ‖v‖p
L∞t L
2
x(J×R
2)
+ sup
{tk}ր
∑
k
‖e−itk∆v(tk)− e
−itk+1∆v(tk+1)‖
p
L2x
, (3.13)
where each tk lies in J . {tk} may be a finite or infinite sequence.
Remark: [54] required that the V 2∆ norms be taken over right continuous functions, so as to
eliminate functions that were zero almost everywhere in time. This distinction is unnecessary here.
Theorem 3.2 For functions that are right continuous in time, the function spaces Up∆ and V
q
∆
obey the embeddings
Up∆ ⊂ V
p
∆ ⊂ U
q
∆ ⊂ L
∞(L2), p < q. (3.14)
These spaces are also closed under truncation in time. If I = [a, b),
χI : U
p
∆ → U
p
∆,
χI : V
p
∆ → V
p
∆.
(3.15)
Formally, let DUp∆ be the space of functions
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DUp∆ = {(i∂t +∆)u;u ∈ U
p
∆}, (3.16)
and then DUp∆ = (V
p′
∆ )
∗, with 1p +
1
p′ = 1. Then
‖
∫ t
0
ei(t−τ)∆F (τ)dτ‖Up∆(J×R2) . sup{
∫
J
〈v, F 〉dt : ‖v‖
V p
′
∆ (J×R
2)
= 1}. (3.17)
Proof: See [57] for a more detailed description of these spaces as well as proofs. 
Remark: Since a solution to (1.1) is continuous in time, we will often utilize the embeddings
(3.14).
Lemma 3.3 Suppose J = I1 ∪ I2, I1 = [a, b], I2 = [b, c], a ≤ b ≤ c. Then,
‖u‖p
Up∆(J×R
d)
≤ ‖u‖p
Up∆(I1×R
d)
+ ‖u‖p
Up∆(I2×R
d)
. (3.18)
Proof: (See (29) of [56]) Let u be a Up∆ atom supported on I1 and let v be a U
p
∆ atom supported
on I2. If
u =
K∑
k=1
1[tk ,tk+1)e
it∆uk,
and
v =
L∑
l=1
1[tl,tl+1)e
it∆vl,
then
w =
c1
(|c1|p + |c2|p)1/p
K∑
k=1
1[tk ,tk+1)e
it∆uk +
c2
(|c1|p + |c2|p)1/p
L∑
l=1
1[tl,tl+1)e
it∆vl
is also a Up∆ atom. Moreover,
c1u+ c2v = (|c1|
p + |c2|
p)1/pw.
Now take
u =
∑
λ1
cλ1uλ1 , v =
∑
λ2
cλ2vλ2 .
Suppose
∑
λ1
|cλ1 | = C1 and
∑
λ2
|cλ2 | = C2.
∑
λ1
cλ1uλ1 +
∑
λ2
cλ2vλ2 =
∑
λ1,λ2
cλ1 |cλ2 |
C2
uλ1 +
∑
λ1,λ2
|cλ1 |cλ2
C1
vλ2 .
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Therefore,
‖u+ v‖Up∆ ≤
∑
λ1,λ2
|cλ1 ||cλ2 |‖
uλ1
C2
+
vλ2
C1
‖Up∆ ≤ C1C2(
1
Cp2
+
1
Cp1
)1/p = (Cp1 +C
p
2 )
1/p.
This proves the lemma. 
We next prove a lemma that will be used extensively in section four.
Lemma 3.4 Suppose J = ∪km=1J
m, where Jm are consecutive intervals, Jm = [am, bm], am+1 =
bm. Also suppose that F ∈ L
1
tL
2
x(J ×R
2) (however our bound will not depend on ‖F‖L1tL2x.) Then
for any t0 ∈ J ,
‖
∫ t
t0
ei(t−τ)∆F (τ)dτ‖U2∆(J×Rd) .
k∑
m=1
‖
∫
Jm
e−iτ∆F (τ)dτ‖L2(Rd)
+(
k∑
m=1
( sup
‖vm‖V 2
∆
(Jm×R2)
=1
∫
Jm
〈F (τ), vm(τ)〉dτ)
2)1/2.
(3.19)
Proof: The proof is the same in any dimension. Suppose t0 ∈ J
m∗ , 1 ≤ m∗ ≤ k. Then for t > t0,
t ∈ J ,
∫ t
t0
ei(t−τ)∆F (τ)dτ = 1[bm∗ ,∞)(t)e
it∆
∫ bm∗
t0
e−iτ∆F (τ)dτ + 1[am∗ ,bm∗ ](t)
∫ t
t0
ei(t−τ)∆F (τ)dτ
+
∑
m∗<n<k
1[bn,∞)(t)e
it∆
∫
Jn
e−iτ∆F (τ)dτ +
∑
m∗<n≤k
1[an,bn](t)
∫ t
an
ei(t−τ)∆F (τ)dτ.
(3.20)
By lemma 3.3, and (3.17),
‖1[am∗ ,bm∗ ](t)
∫ t
t0
ei(t−τ)∆F (τ)dτ +
∑
m∗<n≤k
1[an,bn](t)
∫ t
an
ei(t−τ)∆F (τ)dτ‖U2∆(J×Rd)
. (
∑
m∗≤n≤k
( sup
‖vn‖V 2
∆
(Jn×R2)
=1
∫
Jn
〈vn(τ), F (τ)〉dτ)
2)1/2.
(3.21)
Next,
‖
∑
m∗<n<k
1[bn,∞)(t)e
it∆
∫
Jn
e−iτ∆F (τ)dτ‖U2∆(J×Rd)
≤
∑
m∗<n<k
‖
∫
Jn
e−iτ∆F (τ)dτ‖L2(Rd). (3.22)
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Finally using U2∆ ⊂ L
∞
t L
2
x in the last inequality,
‖1[bm∗ ,∞)(t)e
it∆
∫ bm∗
t0
e−iτ∆F (τ)dτ‖U2∆(J×Rd) . ‖
∫ bm∗
t0
e−iτ∆F (τ)dτ‖L2(Rd)
. sup
‖v‖
V 2
∆
(Jm
∗
×R2)
=1
∫
Jm∗
〈F (τ), v(τ)〉dτ.
(3.23)
A similar computation can be made for t < t0, t ∈ J . 
The U2∆ spaces respect linear and bilinear Strichartz estimates. Indeed, checking individual atoms
shows that if p, q is an admissible pair then
‖u‖LptL
q
x(I×R2) .p,q ‖u‖Up∆(I×R2). (3.24)
Lemma 3.5 Suppose that under some condition on the supports of uˆ0(ξ), vˆ0(ξ), p <∞,
‖(eit∆u0)(e
it∆v0)‖LptL
q
x(I×R2) . N
−α‖u0‖L2(R2)‖v0‖L2(R2). (3.25)
Then if uˆ(t, ξ) and vˆ(t, ξ) are under the same conditions,
‖uv‖LptL
q
x(I×R2)
. N−α‖u‖Up∆(I×R2)‖v‖U
p
∆(I×R
2). (3.26)
Proof: It suffices to check individual atoms. Suppose u is an atom, tk ր, and u =
∑
k 1[tk,tk+1)(t)e
it∆uk.
Then
‖uv‖p
LptL
q
x(I×R2)
=
∑
k
‖(eit∆uk)v‖
p
LptL
q
x([tk ,tk+1]×R2)
. (3.27)
Then if v is also an atom, there exists t′l ր with v =
∑
l 1[t′l,t
′
l+1)
(t)eit∆vl,
‖(eit∆uk)v‖
p
LptL
q
x(I×R2)
=
∑
l
‖(eit∆uk)(e
it∆vl)‖
p
LptL
q
x([t
′
l,t
′
l+1]×R
2)
(3.28)
. N−α
∑
l
‖uk‖
p
L2
‖vl‖
p
L2
. N−αp‖uk‖
p
L2
. (3.29)
This implies
∑
k
‖(eit∆uk)v‖
p
LptL
q
x([tk,tk+1]×R2)
. N−αp. (3.30)

Now we are ready to define the long time Strichartz norm X˜k0([0, T ] ×R
2). Fix three constants
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0 < ǫ3 << ǫ2 << ǫ1 < 1. (3.31)
Fix an integer k0 ∈ Z≥0 and suppose that M = 2
k0 . Let [a, b] be an interval such that
∫ b
a
∫
|u(t, x)|4dxdt =M, (3.32)
and
∫ b
a
N(t)3dt = ǫ3M. (3.33)
Notice that (3.32) is invariant under the scaling (1.4), while (3.33) is not. Therefore, given an
interval that satisfies (3.32) it is always possible to rescale so that (3.33) is also satisfied.
Now by (1.16), (1.17), and (1.22) it is possible to choose ǫ1, ǫ2, and ǫ3 which satisfy (3.31), and
also
|ξ′(t)|+ |N ′(t)| ≤ 2−20
N(t)3
ǫ
1/2
1
, (3.34)
∫
|x−x(t)|≥
2−20ǫ
−1/4
3
N(t)
|u(t, x)|2dx+
∫
|ξ−ξ(t)|≥2−20ǫ
−1/4
3 N(t)
|uˆ(t, ξ)|2dξ ≤ ǫ22, (3.35)
and
ǫ3 < ǫ
10
2 . (3.36)
Next, partition [a, b] in two different ways:
Definition 3.5 (Small intervals) Let [a, b] = ∪M−1l=0 Jl, with ‖u‖L4t,x(Jl×R2) = 1. We will call the
intervals Jl the small intervals. Recall from (1.23) the notation N(Jl) = supt∈Jl N(t).
Remark: Theorem 2.1 combined with conservation of mass implies that for any admissible pair
(p, q),
‖u‖LptL
q
x(Jl×R2)
.p,q 1. (3.37)
Definition 3.6 (Jα intervals) Let [a, b] = ∪M−1α=0 J
α, α = 0, ...,M − 1, such that
∫
Jα
(N(t)3 + ǫ3‖u(t)‖
4
L4x(R
2))dt = 2ǫ3. (3.38)
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Definition 3.7 For an integer 0 ≤ j < k0, 0 ≤ k < 2
k0−j , let
Gjk = ∪
(k+1)2j−1
α=k2j
Jα. (3.39)
For j ≥ k0 let G
j
k = [a, b].
Now suppose that [t0, t1] = G
j
k. Let ξ(G
j
k) = ξ(t0), and define ξ(J
α), and ξ(Jl) in a similar manner.
Remark: By (3.34), (3.38), and (3.39), for all t ∈ Gjk,
|ξ(t)− ξ(Gjk)| ≤
∫
Gjk
2−20ǫ
−1/2
1 N(t)
3dt ≤ 2j−19ǫ3ǫ
−1/2
1 . (3.40)
Therefore, for all t ∈ Gjk,
{ξ : 2j−1 ≤ |ξ − ξ(t)| ≤ 2j+1} ⊂ {ξ : 2j−2 ≤ |ξ − ξ(Gjk)| ≤ 2
j+2} ⊂ {ξ : 2j−3 ≤ |ξ − ξ(t)| ≤ 2j+3},
(3.41)
and
{ξ : |ξ − ξ(t)| ≤ 2j+1} ⊂ {ξ : |ξ − ξ(Gjk)| ≤ 2
j+2} ⊂ {ξ : |ξ − ξ(t)| ≤ 2j+3}. (3.42)
Now we define our spaces on which we compute the long time Strichartz estimates. The U2∆ norm
replaces the L2tL
2d
d−2
x norm in [28] for dimensions d > 2. On a first reading it may be convenient to
skip ahead to the sketch of the proof at the beginning section four, and consult definition 3.8 while
reading the sketch.
Definition 3.8 (X˜k0 spaces) For any G
j
k ⊂ [a, b] let
‖u‖2
X(Gjk×R
2)
≡
∑
0≤i<j
2i−j
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2)+
∑
i≥j
‖P
ξ(Gjk),i−2≤·≤i+2
u‖2
U2∆(G
j
k×R
2)
.
(3.43)
Then define X˜k0 to be the supremum of (3.43) over all intervals G
j
k ⊂ [a, b] with k ≤ k0.
‖u‖2
X˜k0 ([a,b]×R
2)
≡ sup
0≤j≤k0
sup
Gjk⊂[a,b]
‖u‖2
X(Gjk×R
2)
. (3.44)
Also for 0 ≤ k∗ ≤ k0, let
‖u‖2
X˜k∗ ([a,b]×R
2)
≡ sup
0≤j≤k∗
sup
Gjk⊂[a,b]
‖u‖2
X(Gjk×R
2)
. (3.45)
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‖u‖
X˜k∗ (G
j
k×R
2)
, k∗ ≤ j is defined in a similar manner.
Remark: By (3.40), for any t ∈ Giα,
Pξ(t),iPξ(Giα),i−2≤·≤i+2 = Pξ(t),i. (3.46)
Definition 3.9 (Y˜k0 spaces) The Y˜k0 norm measures the X˜k0 norm of u at scales much higher
than N(t). This norm provides some crucial “smallness”, closing a bootstrap argument in the next
section. Let
‖u‖2
Y (Gjk×R
2)
=
∑
0<i<j
2i−j
∑
Giα⊂G
j
k:N(G
i
α)≤2
i−5ǫ
1/2
3
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2)
+
∑
i≥j,i>0;N(Gjk)≤ǫ
1/2
3 2
i−5
‖P
ξ(Gjk),i−2≤·≤i+2
u‖2
U2∆(G
j
k×R
2)
.
(3.47)
Define ‖u‖Y˜k∗ ([0,T ]×R2)
using Y (Gjk×R
2) in the same manner as ‖u‖X˜k∗ ([0,T ]×R2)
was defined using
X(Gjk ×R
2).
Then by (3.41) and (3.42), for i < j, (p, q) an admissible pair, by the definition of X˜j ,
‖Pξ(t),iu‖LptL
q
x(G
j
k×R
2)
= (
∑
Giα⊂G
j
k
‖Pξ(t),iu‖
p
LptL
q
x(Giα×R
2)
)1/p
. (
∑
Giα⊂G
j
k
‖Pξ(t),iu‖
2
LptL
q
x(Giα×R
2))
1/p( sup
Giα⊂G
j
k
‖Pξ(t),iu‖LptL
q
x(Giα×R
2))
1− 2
p
.p,q (
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2))
1/p( sup
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u‖U2∆(Giα×R2)
)
1− 2
p
. 2
(j−i)
p ‖u‖
2/p
X(Gjk×R
2)
‖u‖
1−2/p
X˜j(G
j
k×R
2)
. 2
(j−i)
p ‖u‖
X˜j(G
j
k×R
2)
.
(3.48)
Also, by (3.6),
‖Pξ(t),≥ju‖LptL
q
x(G
j
k×R
2)
∼q ‖(
∑
l≥j
|Pξ(t),lu|
2)1/2‖
LptL
q
x(G
j
k×R
2)
. (
∑
l≥j
‖Pξ(t),lu‖
2
LptL
q
x(G
j
k×R
2)
)1/2 .p,q ‖u‖X(Gjk×R2)
.
(3.49)
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4 Long time Strichartz estimate
Theorem 4.1 (Long time Strichartz estimate) If u is an almost periodic solution to (1.1)
then for anyM = 2k0 , ǫ1, ǫ2, ǫ3 satisfying (3.34) - (3.36),
∫ T
0 N(t)
3dt = ǫ3M , and
∫ T
0
∫
|u(t, x)|4dxdt =
M ,
‖u‖X˜k0 ([0,T ]×R2)
. 1. (4.1)
Remark: Throughout this section the implicit constant depends only on u, and not on M , or ǫ1,
ǫ2, ǫ3.
In this section we will prove the long time Strichartz estimate. This proof will occupy the bulk of
the paper, encompassing all of section four as well as an appendix in section six. The idea of the
proof is actually quite similar to proof of the long time Strichartz estimates in [28], although much
more technically complicated.
In [28], the long time Strichartz estimates appeared in theorem 1.24, which stated that for an
almost periodic solution to the mass - critical problem,
‖P|ξ−ξ(t)|>Nu‖
L2tL
2d
d−2
x (J×Rd)
. (
K
N
)1/2 + 1, (4.2)
when J is an interval satisfying
∫
J
N(t)3dt = K. (4.3)
The corresponding result is unavailable in two dimensions, due to the failure of the endpoint
Strichartz estimate (2,∞) to hold. The argument could not even be duplicated in the radial case,
since the argument in [28] relies on the double endpoint Strichartz estimates.
Instead, in section three, culminating with definitions 3.8 and 3.9, we constructed a function space
which mimics the essential features of (4.2). Observe that if U2∆ were replaced with L
2
tL
∞
x , then
(3.43) and (3.44) would be almost completely identical to (4.2) and (4.3) holding for any compact
interval J with K ≤ 2k0 .
This lack of the double endpoint Strichartz estimate is also why the proof of theorem 4.1 is so long.
Suppose for a moment that the endpoint Strichartz estimate did hold in dimension d = 2 and that
ξ(t) ≡ 0. Then for any η > 0, by concentration compactness,
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‖P>Nu‖L2tL∞x (J×R2) . ‖P>Nu‖L
∞
t L
2
x(J×R
2) + ‖P>NF (u)‖L2tL1x(J×R2),
. 1 + ‖P>N
8
u‖L2tL∞x ‖P>C(η)N(t)u‖
2
L∞t L
2
x(J×R
2) + ‖(P>N
8
u)(P≤C(η)N(t)u)
2‖L2tL1x(J×R2)
. 1 + η‖P>N
8
u‖L2tL∞x (J×R2) + ‖(P>N8
u)(P≤C(η)N(t)u)‖L2t,x(J×R2).
(4.4)
Then making a straightforward bilinear argument would prove the estimate corresponding to (4.2)
by induction on N , starting with N = 1.
The reader should observe how the endpoint Strichartz estimate facilitated this computation; be-
cause we are projecting to frequencies higher than N , one of the terms in F (u) = |u|2u must be
at a frequency higher than N8 . The other two terms may then be split into a piece at frequencies
≥ C(η)N(t), where the mass is small, and a piece at frequencies ≤ C(η)N(t). The pieces where
mass is small give the gain η‖P>N
8
u‖L2tL∞x (J×R2), while the pieces where mass is large may be
estimated using the bilinear estimate.
Replacing L2tL
∞
x with an admissible pair, say L
3
tL
6
x, is not quite good enough, because projecting
F (u) = |u|2u to high frequencies means that only one component of the product lies at frequencies
> N8 , not two. So instead, we substitute L
2
tL
∞
x with U
2
∆ and rely heavily on bilinear estimates.
The proof is also complicated by the fact that DU2∆ is the dual of V
2
∆ and not U
2
∆ ⊂ V
2
∆. If DU
2
∆
was the dual of U2∆, then
‖P>NF (u)‖DU2∆(J×R2)
= sup
‖v‖
U2
∆
(J×R2)
=1
∫
J
〈P>Nv, F (u)〉dt, (4.5)
so
‖P>NF (u)‖DU2∆(J×R2)
≤ sup
‖v‖
U2
∆
(J×R2)
=1
‖(P>Nv)u‖L2t,x(J×R2)‖(P>N8
u)u‖L2t,x(J×R2). (4.6)
Then estimate (4.6) uses the bilinear estimates in theorems 4.5 and 4.6. These bilinear estimates
use the interaction Morawetz estimates of [67], and give a logarithmic improvement over a simple
application of the bilinear estimates of [7]. Because of (3.17), we utilize lemma 3.4.
There are a couple of other technical complications which are worked out in the proof. First,
splitting up u into a high frequency piece and a low frequency piece and then taking the L∞t L
2
x
norm of the high frequency piece is relatively straightforward. However, computing the U2∆ norm is
far more technically complicated. This is the reason for the introduction of the Y˜k0 spaces (definition
3.9).
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Also, notice that (3.43) with U2∆ replaced with L
2
tL
∞
x and (4.2) are not exactly the same. (3.43)
is an estimate on the l2 summation at different frequencies, but (4.2) is only a l∞ estimate at
different frequencies. The l2 summation in (3.43) is combined with theorem 4.8, which gives an l2
summation improvement over theorem 4.6.
Having sketched the proof, we move to the details.
Proof of theorem 4.1: We wish to prove that for any 0 ≤ j ≤ k0 and G
j
k ⊂ [0, T ],
∑
0≤i≤j
2i−j
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2) +
∑
i>j
‖P
ξ(Gjk),i−2≤·≤i+2
u‖2
U2∆(G
j
k×R
2)
. 1. (4.7)
First observe that since V 2∆ ⊂ U
4
∆, (3.17), (3.24), and (3.38) imply that ‖u‖U2∆(Jα×R2) . 1 for each
Jα ⊂ Gjk. Therefore, by definition 3.8,
‖u‖X˜0([0,T ]×R2) ≤ C(u). (4.8)
Also by definition 3.9, (3.34), (3.35), and Duhamel’s principle,
(
∑
i>0:N(Jα)≤ǫ
1/2
3 2
i−5
‖Pξ(Jα),i−2≤·≤i+2u‖
2
U2∆(J
α×R2))
1/2
. ‖P
ξ(t),≥4ǫ
−1/2
3 N(t)
u‖L∞t L2x(Jα×R2) + ‖Pξ(t),≥4ǫ−1/23 N(t)
F (u)‖L1tL2x(Jα×R2)
. ‖P
ξ(t),≥ǫ
−1/2
3 N(t)
u‖
3/4
L∞t L
2
x(J
α×R2)
(‖u‖
1/4
L∞t L
2
x(J
α×R2)
+ ‖u‖
9/4
L
9/4
t L
18
x (J
α×R2)
) . ǫ
3/4
2 .
(4.9)
Therefore,
‖u‖Y˜0([0,T ]×R2) ≤ C(u)ǫ
3/4
2 . (4.10)
Moreover it is clear from definitions 3.8 and 3.9 that for any 0 ≤ k∗ < k0,
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ 2‖u‖2
X˜k∗ ([0,T ]×R
2)
,
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ 2‖u‖2
Y˜k∗ ([0,T ]×R
2)
,
(4.11)
so
‖u‖2
X˜11([0,T ]×R2)
≤ 211C(u),
‖u‖2
Y˜11([0,T ]×R2)
≤ 211C(u)ǫ
3/4
2 .
(4.12)
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(4.12) also implies that for any j > 11 and Gjk ⊂ [0, T ],
∑
0≤i≤11
2i−j
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2) ≤ 2
11C(u), (4.13)
and
∑
0<i≤11
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u‖
2
U2∆(G
i
α×R
2) ≤ C(u)ǫ
3/2
2 . (4.14)
Fix k0, 12 ≤ j ≤ k0, and G
j
k ⊂ [0, T ]. For 11 ≤ i < j, Duhamel’s principle implies
‖Pξ(Giα),i−2≤·≤i+2u‖U2∆(Giα×R2)
. ‖Pξ(Giα),i−2≤·≤i+2u(t
i
α)‖L2(R2)
+‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖U2∆(Giα×R2).
(4.15)
Choose tiα satisfying
‖Pξ(Giα),i−2≤·≤i+2u(t
i
α)‖L2(R2) = inf
t∈Giα
‖Pξ(Giα),i−2≤·≤i+2u(t)‖L2(R2). (4.16)
Then by (3.38), (3.41), and (3.42),
∑
11≤i<j
2i−j
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u(t
i
α)‖
2
L2(R2) (4.17)
. 2−jǫ−13
∫
Gjk
(ǫ3‖u(t)‖
4
L4(R2) +N(t)
3)
∑
11≤i<j
‖Pξ(t),i−3≤·≤i+3u(t)‖
2
L2(R2)dt
. 2−jǫ−13 ‖u‖
2
L∞t L
2([0,T ]×R2)
∫
Gjk
(N(t)3 + ǫ3‖u(t)‖
4
L4(R2))dt . 1.
(4.18)
For i ≥ j simply take tiα = t0, where t0 is a fixed element of G
j
k, say the left endpoint. Then
∑
i≥j
‖P
ξ(Gjk),i−2≤·≤i+2
u(t0)‖
2
L2(R2) . ‖u(t0)‖
2
L2(R2) . 1. (4.19)
Therefore,
∑
0≤i<j
2i−j
∑
Giα⊂G
j
k
‖Pξ(Giα),i−2≤·≤i+2u(t
i
α)‖
2
L2x(R
2) +
∑
i≥j
‖P
ξ(Gjk),i−2≤·≤i+2
u(t0)‖
2
L2(R2) . 1, (4.20)
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so (4.13) and (4.20) imply
‖u‖2
X(Gjk×R
2)
. 1 +
∑
i≥j;i≥11
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
F (u(τ))dτ‖2
U2∆(G
j
k×R
2)
+
∑
11≤i<j
2i−j
∑
Giα⊂G
j
k
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖
2
U2∆(G
i
α×R
2).
(4.21)
Similarly, by definition 3.9, (3.35), (3.38), (3.41), (3.42), and (4.14),
‖u‖2
Y (Gjk×R
2)
. ǫ
3/2
2 +
∑
i≥j,i≥11;N(Gjk)≤2
i−5ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
F (u(τ))dτ‖2
U2∆(G
j
k×R
2)
+
∑
11≤i<j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤2
i−5ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖
2
U2∆(G
i
α×R
2).
(4.22)
First take the intervals Giα ⊂ G
j
k with N(G
i
α) ≥ ǫ
1/2
3 2
i−5. These intervals appear in (4.21) but not
(4.22).
There are at most two small intervals, call them J1 and J2, that intersect G
j
k but are not contained
in Gjk. By theorem 2.1 and conservation of mass, ‖u‖L3tL6x(Jl×R2) . 1. Therefore,∑
11≤i<j
2i−j
∑
Giα⊂G
j
k
‖F (u)‖2L1tL2x(Giα∩(J1∪J2)×R2)
. 1. (4.23)
Next observe that (3.34) and N(Giα) ≥ ǫ
1/2
3 2
i−5 implies that N(t) ≥ ǫ
1/2
3 2
i−6 for all t ∈ Giα, so by
(4.23) and l1 ⊂ l2,
∑
11≤i<j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≥ǫ
1/2
3 2
i−5
‖F (u)‖2L1tL2x(Giα×R2)
. 1 +
∑
11≤i<j
2i−j(
∑
Jl⊂G
j
k:N(Jl)≥2
i−6ǫ
1/2
3
‖F (u)‖2L1tL2x(Jl×R2)
)
(4.24)
. 1 +
∑
Jl⊂G
j
k
∑
11≤i<j;2i≤26ǫ
−1/2
3 N(Jl)
2i−j . 2−jǫ
−1/2
3
∑
Jl⊂G
j
k
N(Jl) . 1. (4.25)
The last inequality follows from (1.24) and (3.38).
25
Similarly, if N(Gjk) ≥ 2
j−5ǫ
1/2
3 , (3.34) implies that N(t) ≥ ǫ
1/2
3 2
j−6 for all t ∈ Gjk. Therefore by
(1.24) (which implies
∫
Gjk
N(t)3dt . N(Gjk)),
∫
Gjk
N(t)2dt . 1. Therefore, (1.18) implies that
∑
i≥j;i≥11
‖P
ξ(Gjk),i−2≤·≤i+2
F (u)‖2
L1tL
2
x(G
j
k×R
2)
. ‖u‖6
L3tL
6
x(G
j
k×R
2)
. 1. (4.26)
Next, suppose that 2i−10ǫ
1/2
3 ≤ N(G
i
α) ≤ 2
i−5ǫ
1/2
3 . Once again let J1 and J2 be the two small
intervals that intersect Gjk but are not contained in G
j
k. Then by (3.34) and (3.35),∑
11≤i<j
2i−j
∑
N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2F (u)‖
2
L
4/3
t,x (G
i
α∩(J1∪J2))
.
∑
11≤i<j
2i−j‖P
ξ(t),≥4ǫ
−1/2
3 N(t)
F (u)‖2
L
4/3
t,x (J1∪J2×R
2)
. ‖P
ξ(t),≥ǫ
−1/2
3 N(t)
u‖2L∞t L2x
‖u‖4
L
8/3
t L
8
x(J1∪J2×R
2)
. ǫ22.
(4.27)
Next, as in (4.25), (3.34) implies N(t) ≥ 2i−11ǫ
1/2
3 on G
i
α, so
∑
11≤i<j
2i−j(
∑
Jl⊂G
j
k:N(Jl)≥2
i−11ǫ
1/2
3
‖F (u)‖2L1tL2x(Jl×R2)
) (4.28)
.
∑
Jl⊂G
j
k
∑
11≤i<j;2i≤211ǫ
−1/2
3 N(Jl)
2i−j . 2−jǫ
−1/2
3
∑
Jl⊂G
j
k
N(Jl) . ǫ
1/2
3 . (4.29)
Finally, if ǫ
1/2
3 2
j−10 ≤ N(Gjk) ≤ ǫ
1/2
3 2
j−5, N(t) ≥ ǫ
1/2
2 2
j−11,
∫
Gjk
N(t)2dt . 1, so
∑
i≥j;i≥11
‖P
ξ(Gjk),i−2≤·≤i+2
F (u)‖2
L1tL
2
x(G
j
k×R
2)
. ‖P
ξ(Gjk),≥j−5
u‖
3/2
L∞t L
2
x(G
j
k×R
2)
‖u‖
9/2
L
9/4
t L
18
x (G
j
k×R
2)
. ǫ
3/2
2 .
(4.30)
Therefore,
(4.21) . 1 +
∑
11≤i≤j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤2
i−10ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖
2
U2∆(G
i
α×R
2)
+
∑
i≥j;i≥11;N(Gjk)≤2
i−10ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
F (u(τ))dτ‖2
U2∆(G
j
k×R
2)
,
(4.31)
and
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(4.22) . ǫ
3/2
2 +
∑
11≤i≤j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤2
i−10ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖
2
U2∆(G
i
α×R
2)
+
∑
i≥j;i≥11;N(Gjk)≤2
i−10ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
F (u(τ))dτ‖2
U2∆(G
j
k×R
2)
.
(4.32)
To estimate this term it suffices to prove
Theorem 4.2
∑
i≥j;N(Gjk)≤2
i−5ǫ
1/2
3
‖
∫ t
tjk
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
F (u(τ))dτ‖2
U2∆(G
j
k×R
2)
+
∑
0≤i≤j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤2
i−5ǫ
1/2
3
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖
2
U2∆(G
i
α×R
2)
. ǫ
1/3
2 ‖u‖
5/3
X˜j([0,T ]×R2)
‖u‖2
Y˜j ([0,T ]×R2)
+ ǫ22‖u‖
2
Y˜j([0,T ]×R2)
+ ‖u‖4
Y˜j ([0,T ]×R2)
(1 + ‖u‖8
X˜j([0,T ]×R2)
).
(4.33)
Indeed, make a bootstrap argument. Suppose
‖u‖2
X˜k∗ ([0,T ]×R
2)
≤ C0, (4.34)
and
‖u‖2
Y˜k∗ ([0,T ]×R
2)
≤ C(u)ǫ
3/2
2 ≤ ǫ2. (4.35)
Then
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ 2C0, (4.36)
and
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ 2ǫ2. (4.37)
Then by (4.21), (4.22), (4.25), (4.26), and (4.33),
‖u‖X˜k∗+1([0,T ]×R2)
≤ C(u)(1 + ǫ
2/3
2 (2C0)
5/6 + ǫ
3/2
2 + ǫ2(1 + 2C0)
8), (4.38)
and
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‖u‖Y˜k∗+1([0,T ]×R2)
≤ C(u)(ǫ
3/4
2 + ǫ
2/3
2 (2C0)
5/6 + ǫ
3/2
2 + ǫ2(1 + 2C0)
8). (4.39)
Taking C0 = 2
6C(u), ǫ2 > 0 sufficiently small implies that (4.34) and (4.35) hold for k∗ = 11, and
also closes the bootstrap, implying
‖u‖X˜k∗+1([0,T ]×R2)
≤ C0,
‖u‖Y˜k∗+1([0,T ]×R2)
≤ ǫ
1/2
2 .
(4.40)
Theorem 4.1 then follows by (4.9), (4.11), and induction on k∗. 
Proof of theorem 4.2: By (3.7),
Pξ(Giα),i−2≤·≤i+2F (u) = e
ix·ξ(Giα)Pi−2≤·≤i+2e
−ix·ξ(Giα)F (u) = eix·ξ(G
i
α)Pi−2≤·≤i+2F (e
−ix·ξ(Giα)u).
(4.41)
Since the nonlinearity is an algebraic, power - type nonlinearity,
eix·ξ(G
i
α)Pi−2≤·≤i+2F (e
−ix·ξ(Giα)u) = Pξ(Giα),i−2≤·≤i+2O((Pξ(Giα),≥i+4u)
2u)
+Pξ(Giα),i−2≤·≤i+2O((Pξ(Giα),i−5≤·≤i+5u)u
2).
(4.42)
Then by (3.40), (4.41), and (4.42),
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖U2∆(Giα×R2) (4.43)
. ‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),≥i−5u)(Pξ(τ),≥i−10u)u)dτ‖U2∆(Giα×R2)
(4.44)
+ ‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(Giα×R2). (4.45)
First take (4.44). By (3.35), (3.48), (3.49), and N(Giα) ≤ ǫ
1/2
3 2
i−5,
‖Pξ(τ),≥i−10u‖L5/2t L10x (Giα×R2)
. ‖Pξ(τ),≥i−10u‖
1/6
L∞t L
2
x
‖Pξ(τ),≥i−10u‖
5/6
L
25/12
t L
50
x
. ǫ
1/6
2 ‖u‖
5/6
X˜i([0,T ]×R2)
.
(4.46)
Therefore,
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Theorem 4.3 For a fixed Gjk ⊂ [0, T ], j > 11,
∑
11≤i<j
2i−j
∑
Giα⊂G
j
k
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),≥i−5u)(Pξ(τ),≥i−10u)u)dτ‖
2
U2∆(G
i
α×R
2)
+
∑
i≥j
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
((P
ξ(Gjk),≥i−5
u)(Pξ(τ),≥i−10u)u)dτ‖
2
U2∆(G
j
k×R
2)
. ǫ
1/3
2 ‖u‖
5/3
X˜j([0,T ]×R2)
‖u‖2
Y˜j([0,T ]×R2)
.
(4.47)
Proof: By (3.17) let vˆ(t, ξ) be supported on 2i−2 ≤ |ξ − ξ(Giα)| ≤ 2
i+2, ‖v‖V 2∆(Giα×R2)
= 1. By
(3.48) and (3.49),
∫
Giα
〈v, (Pξ(Giα),≥i−5u)(Pξ(t),≥i−10u)u〉dt (4.48)
.
∑
l≥i−5
‖v(Pξ(Giα),lu)‖
1/2
L
5/2
t L
5/3
x
‖v‖
1/2
L
5/2
t L
10
x
‖Pξ(Giα),lu‖
1/2
L
5/2
t L
10
x
‖Pξ(t),≥i−10u‖L5/2t L10x
‖u‖L∞t L2x(Giα×R2)
(4.49)
. ǫ
1/6
2 ‖u‖
5/6
X˜i([0,T ]×R2)
∑
l≥i−5
2(i−l)/5‖Pξ(Giα),lu‖U2∆(Giα×R2). (4.50)
The last inequality follows from V 2∆ ⊂ U
5/2
∆ and lemma 3.5.
Now for any 0 ≤ l ≤ j, Gjk overlaps 2
j−l intervals Glβ and for 0 ≤ i ≤ l, each G
l
β overlaps 2
l−i
intervals Giα. Additionally, each G
i
α is the subset of one G
l
β. Therefore,
∑
11≤i≤j
2i−j
∑
Giα⊂G
j
k;N(G
i
α)≤ǫ
1/2
3 2
i−10
(
∑
l≥i−5
2(i−l)/5‖Pξ(Giα),lu‖
2
U2∆(G
i
α×R
2)) (4.51)
.
∑
11≤i≤j
2i−j
∑
Glβ⊂G
j
k;N(G
l
β)≤ǫ
1/2
3 2
l−5
(
∑
i−5≤l≤i
2(i−l)/5‖Pξ(Glβ),l−2≤·≤l+2
u‖2
U2∆(G
l
β×R
2)
) (4.52)
+
∑
0≤l≤j
2l−j
∑
Glβ⊂G
j
k;N(G
l
β)≤ǫ
1/2
3 2
l−5
(‖Pξ(Glβ ),l−2≤·≤l+2
u‖2
U2∆(G
l
β×R
2)
(
∑
11≤i≤l
2(i−l)/5)) (4.53)
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+
∑
11≤i≤j
∑
l>j;N(Gjk)≤ǫ
1/2
3 2
j−5
2(i−l)/5‖P
ξ(Gjk),l−2≤·≤l+2
u‖2
U2∆(G
j
k×R
2)
. ‖u‖2
Y˜j([0,T ]×R2)
. (4.54)
Also,
∑
i≥j;N(Gjk)≤ǫ
1/2
3 2
i−10
(
∑
l≥i−5
2(i−l)/5‖P
ξ(Gjk),l
u‖2
U2∆(G
j
k×R
2)
) (4.55)
.
∑
i≥j
∑
l≥i−5,l<j
(
∑
Glβ⊂G
j
k;N(G
l
β)≤ǫ
1/2
3 2
l−5
2(i−l)/5‖Pξ(Glβ),l−2≤·≤l+2
u‖2
U2∆(G
l
β×R
2)
) (4.56)
+
∑
i≥j
(
∑
l≥i−5,l≥j;N(Gjk)≤ǫ
1/2
3 2
l−5
2(i−l)/5‖P
ξ(Gjk),l−2≤·≤l+2
u‖2
U2∆(G
j
k×R
2)
) . ‖u‖2
Y˜j([0,T ]×R2)
. (4.57)
(4.50), together with (4.51)− (4.54), and (4.55)− (4.57) implies theorem 4.3. 
Now take (4.45).
Theorem 4.4 For any 11 ≤ i < j, Giα ⊂ G
j
k,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(Giα×R2)
. ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(ǫ2 + ‖u‖Y˜i(Giα×R2)
(1 + ‖u‖X˜i(Giα×R2)
)8).
(4.58)
Also, for i ≥ j, j > 11,
‖
∫ t
tiα
ei(t−τ)∆P
ξ(Gjk),i−2≤·≤i+2
((P
ξ(Gjk),i−5≤·≤i+5
u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(Giα×R2)
. 23(j−i)/4‖P
ξ(Gjk),i−5≤·≤i+5
u‖U2∆(Giα×R2)
(ǫ2 + ‖u‖Y˜i(Giα×R2)
(1 + ‖u‖
X˜j(G
j
k×R
2)
)8).
(4.59)
By theorem 4.3 and (4.51) - (4.57), theorem 4.2 follows from theorem 4.4. 
Proof of theorem 4.4: The proof of theorem 4.4 is considerably involved, and will occupy the
remainder of this section, as well as the appendix. The proof will focus on (4.58), as the proof of
(4.59) is nearly identical.
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For a given Giα there are at most two small intervals J1, J2 that overlap G
i
α but are not contained in
Giα. Let G˜
i
α = G
i
α\(J1∪J2). Then by lemma 3.3, Duhamel’s principle, V
2
∆ ⊂ U
4
∆, and U
2
∆ ⊂ L
∞
t L
2
x,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(Giα×R2) (4.60)
. ‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(G˜iα×R2)
+‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J1∩G
i
α×R
2)
+‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J2∩G
i
α×R
2)
.
(4.61)
Now tiα need not lie in G˜
i
α. However, if t
i
α /∈ G˜
i
α then we can move t
i
α into G˜
i
α at a cost of
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J1∩G
i
α×R
2)
+‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J2∩G
i
α×R
2)
(4.62)
Indeed suppose without loss of generality that tiα ∈ J1 and let t˜
i
α be the left endpoint of G˜
i
α. Then
for any t ∈ G˜iα
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ
−
∫ t
t˜iα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ
= ei(t−t˜
i
α)∆
∫ t˜iα
tiα
ei(t˜
i
α−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ.
(4.63)
By theorem 2.1,
‖
∫ t˜iα
tiα
ei(t˜
i
α−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖L2x(R2)
. ‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J1∩G
i
α×R
2)
.
(4.64)
Now then, by the bilinear estimate (2.3), N(t) ≤ 2i−5ǫ
1/2
3 on G
i
α, (3.34), and (3.35),
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‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2‖
L
4/3
t,x (J1∩G
i
α×R
2)
. ‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(J1),≤ǫ−1/43 N(J1)
u)‖L2t,x(J1∩Giα×R2)‖u‖L4t,x(J1∩Giα×R2)
+‖(Pξ(Giα),i−5≤·≤i+5u)‖L8/3t L8x(J1∩Giα×R2)
‖u‖
L
8/3
t L
8
x(J1∩G
i
α×R
2)
‖P
ξ(J1),≥ǫ
−1/4
3 N(J1)
u‖L∞t L2x(J1∩Giα×R2)
. ǫ2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
.
(4.65)
Therefore, at the price of (4.65) we have now simplified to a situation in which Giα is the union of
a bunch of small intervals.
Now by lemma 3.4,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(τ),≤i−10u)
2)dτ‖U2∆(Giα×R2) (4.66)
.
∑
0≤l2≤i−10
(
∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−5
‖Pξ(Giα),i−2≤·≤i+2
((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))‖
2
V 2∗∆ (Jl×R
2))
1/2
(4.67)
+
∑
0≤l2≤i−10
∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−5
‖
∫
Jl
e−it∆Pξ(Giα),i−2≤·≤i+2
((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))dt‖L2x(R2)
(4.68)
+
∑
0≤l2≤i−10
(
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))‖
2
V 2∗∆ (G
l2
β ×R
2)
)1/2
(4.69)
+
∑
0≤l2≤i−10
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖
∫
G
l2
β
e−it∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))dt‖L2x(R2).
(4.70)
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Remark: It is possible that an interval Jl with N(Jl) ≥ ǫ
1/2
3 2
l2−5 may intersect an interval Gl2β
satisfying N(Gl2β ) ≤ ǫ
1/2
3 2
i−5. However, since all our computations utilize Lebesgue norms LptL
q
x,
this technicality may safely be ignored.
First take (4.67). By proposition 2.4 and (3.34) (which implies |ξ(t)− ξ(Giα)| << 2
i),
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2tL
5/3
x (Jl×R2)
. 2−i/5‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2). (4.71)
For vˆ(t, ξ) supported on 2i−2 ≤ |ξ − ξ(Giα)| ≤ 2
i+2, ‖v‖V 2∆(Jl×R2)
= 1, the Sobolev embedding
theorem and V 2∆ ⊂ U
2+ǫ
∆ imply,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)(Pξ(t),l2u)v‖L1t,x(Jl×R2)
. 2−i/5‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
‖Pξ(t),l2u‖L4tL
20/3
x (Jl×R2)
‖v‖L4t,x(Jl×R2)
. 2(l2−i)/5‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
.
(4.72)
Also, by (2.3), (3.34), (2.10) - (2.12), and N(Jl) ≥ ǫ
1/2
3 2
l2−5,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2t,x(Jl×R2) . ‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(Jl),≤32ǫ
−1/2
3 N(Jl)
u)‖L2t,x(Jl×R2)
. ǫ
−1/4
3 2
−i/2N(Jl)
1/2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
,
(4.73)
so by corollary 2.3,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)(Pξ(t),l2u)v‖L1t,x(Jl×R2)
. ǫ
−1/4
3 2
−i/2N(Jl)
1/2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)‖v(Pξ(t),l2u)‖
5/6
L
20/9
t L
20/11
x (Jl×R2)
×‖v‖
1/6
L
8/3
t L
8
x(Jl×R
2)
‖Pξ(t),l2u‖
1/6
L
8/3
t L
8
x(Jl×R
2)
. ǫ
−7/16
3 2
−7i/8N(Jl)
7/8‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2).
(4.74)
Therefore,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)(Pξ(t),l2u)v‖
2
L1t,x(Jl×R
2)
. 2−iN(Jl)2
(l2−i)·
6
35 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
.
(4.75)
Summing up,
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(4.67) .
∑
0≤l2≤i−10
(
∑
Jl⊂Giα
ǫ
−1/2
3 2
−iN(Jl)2
6
35
(l2−i)‖Pξ(Giα),i−2≤·≤i+2u‖U2∆(Giα×R2)
)1/2
. ǫ
1/4
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
. ǫ22‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(4.76)
For (4.68) − (4.70) we will prove three bilinear estimates that rely on the interaction Morawetz
estimates of [67]. Such estimates will give a logarithmic improvement over what would be obtained
from (2.3) directly. This improvement is quite helpful to the proof.
Theorem 4.5 (First bilinear Strichartz estimate) Suppose v0 ∈ L
2(R2) has Fourier trans-
form vˆ0(ξ) supported on 2
i−5 ≤ |ξ − ξ(Giα)| ≤ 2
i+5. Also suppose Jl ⊂ G
i
α is a small interval and
|ξ(t)− ξ(Giα)| ≤ 2
i−10 for all t ∈ Giα. Then for any 0 ≤ l2 ≤ i− 10,
‖(eit∆v0)(Pξ(t),≤l2u)‖
2
L2t,x(Jl×R
2) . 2
l2−i‖v0‖L2(R2)
+2−i‖v0‖
2
L2(R2)(
∫
Jl
|ξ′(t)|
∑
l1≤l2
2(l1−l2)‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)dt).
(4.77)
The same estimate also holds when Pξ(t),≤l2 is replaced by Pξ(t),l2 .
Proof: Let
v = eit∆v0, (4.78)
and
w = Pξ(t),≤l2u. (4.79)
Then v and w solve the equations
ivt +∆v = 0, (4.80)
and
iwt +∆w = F (w) +N1 +N2 = F (w) +N , (4.81)
where
N1 = Pξ(t),≤l2F (u)− F (w), (4.82)
and
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N2 = (
d
dt
Pξ(t),≤l2)u. (4.83)
d
dtPξ(t),≤l2 is the Fourier multiplier
−∇φ(
ξ − ξ(t)
2l2
) ·
ξ′(t)
2l2
. (4.84)
Following [67], let
Mω(t) =
∫ ∫
|w(t, y)|2
(x− y)ω
|(x− y)ω|
Im[v¯∂ωv](t, x)dxdy+
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[w¯∂ωw](t, x)dxdy,
(4.85)
and
M(t) =
∫
ω∈S1
Mω(t)dω. (4.86)
Integrating by parts,
d
dt
Mω(t) = 2
∫ ∫
xω=yω
|w(t, y)|2|∂ωv(t, x)|
2 +
∫ ∫
xω=yω
∂ω(|w(t, y)|
2)∂ω(|v(t, x)|
2)dxdy (4.87)
+ 2
∫ ∫
xω=yω
|v(t, y)|2|∂ωw(t, x)|
2dxdy − 4
∫ ∫
xω=yω
Im[w¯∂ωw](t, y)Im[v¯∂ωv](t, x)dxdy (4.88)
+
1
2
∫ ∫
xω=yω
|v(t, y)|2|w(t, x)|4dxdy + 2
∫ ∫
Im[w¯N ](t, y)
(x− y)ω
|(x − y)ω|
Im[v¯∂ωv](t, x)dxdy (4.89)
+
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[N¯ ∂ωw](t, x)dxdy +
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[w¯∂ωN ](t, x)dxdy,
(4.90)
which is equal to
2
∫ ∫
xω=yω
|∂ω(w(t, y)v(t, x))|
2dxdy +
1
2
∫ ∫
xω=yω
|v(t, y)|2|w(t, x)|4dxdy (4.91)
+ 2
∫ ∫
Im[w¯N ](t, y)
(x− y)ω
|(x − y)ω|
Im[v¯∂ωv](t, x)dxdy (4.92)
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+∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[N¯ ∂ωw](t, x)dxdy +
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[w¯∂ωN ](t, x)dxdy.
(4.93)
For a moment suppose ω = (1, 0). |w(t, x)|2 has Fourier support on |ξ| ≤ 2l2+5, so if φ(ξ) = 1 on
|ξ| ≤ 1, φ ∈ C∞0 (R) is a real - valued, even function, then as in (3.3),
|w(t, x1, x2)|
2 = 2l2+5
∫
φˇ(2l2+5(x2 − y2))|w(t, x1, y2)|
2dy2, (4.94)
where φˇ is the inverse Fourier transform of φ. Similarly,
|∂1w(t, x1, x2)|
2 = 2l2+5
∫
φˇ(2l2+5(x2 − y2))|w(t, x1, y2)|
2dy2, (4.95)
and
Re[(∂1w(t, x1, x2))w(t, x1, x2)] = 2
l2+5
∫
φˇ(2l2+5(x2 − y2))Re[(∂1w(t, x1, y2))w(t, x1, y2)]dy2.
(4.96)
Therefore,
∫
|∂1(w(t, x)v(t, x))|
2dx . 2l2
∫ ∫
x1=y1
|∂1(w(t, y)v(t, x))|
2dxdy, (4.97)
and
∫
|∇(w(t, x)v(t, x))|2dx . 2l2
∫
ω∈S1
∫ ∫
xω=yω
|∂ω(w(t, y)v(t, x))|
2dxdydω. (4.98)
By the fundamental theorem of calculus and (4.91) - (4.93),
2−l2
∫
Jl
∫
|∇(w(t, x)v(t, x))|2dxdt . sup
t∈Jl
|M(t)| (4.99)
−
∫
S1
∫
Jl
∫ ∫
xω=yω
|v(t, y)|2|w(t, x)|4dxdydtdω (4.100)
−
∫
S1
∫
Jl
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[N¯∂ωw](t, x)dxdydtdω (4.101)
−
∫
S1
∫
Jl
∫ ∫
|v(t, y)|2
(x− y)ω
|(x− y)ω|
Im[w¯∂ωN ](t, x)dxdydtdω. (4.102)
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− 2
∫
S1
∫
Jl
∫ ∫
Im[w¯N ](t, y)
(x− y)ω
|(x − y)ω|
Im[v¯∂ωv](t, x)dxdydtdω. (4.103)
Since ∂ω = ∇ · ω = cos(ω)∂1 + sin(ω)∂2, there exists a constant C such that∫
S1
xω
|xω|
(∇ · ω)dω = C
x
|x|
· ∇. (4.104)
Therefore,
M(t) = C
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
·Im[v¯∇v](t, x)dxdy+C
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
·Im[w¯∇w](t, x)dxdy.
(4.105)
Furthermore, since (x−y)|x−y| is an odd function of x− y, for any t ∈ Jl,
M(t) =
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdy
+
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))w](t, x)dxdy . 2i‖w‖2L∞t L2x
‖v0‖
2
L2x
. 2i‖v0‖
2
L2 .
(4.106)
Remark: The Galilean invariance of the interaction Morawetz estimate was observed and utilized
by [67].
Next take (4.100). Since this term is positive definite, we could simply ignore this term when
bounding 2−l2
∫ ∫
|∇(v(t, x)w¯(t, x))|2dxdt. However, the results of this paper will also be used in
an upcoming paper ([30]), addressing the focusing equation
(i∂t +∆)u = −|u|
2u. (4.107)
In the focusing problem the signs of (4.134) - (4.137) are positive instead of negative. Therefore,
we will go ahead and do the computation here.
∫
S1
δ(cos(θ)r)dθ =
C ′
r
, (4.108)
so
∫ ∫ ∫
xω=yω
|v(t, y)|2|w(t, x)|4dxdydω =
∫ ∫
C ′
|x− y|
|v(t, y)|2|w(t, x)|4dxdy. (4.109)
By the Hardy - Littlewood - Sobolev inequality,
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∫ ∫ ∫
1
|x− y|
|v(t, y)|2|w(t, x)|4dxdydt
. ‖v‖2L6tL3x(Jl×R2)
‖w‖4
L6tL
24/5
x (Jl×R2)
. ‖v0‖
2
L2(R2)‖w‖
4
L6tL
24/5
x (Jl×R2)
.
(4.110)
The Sobolev embedding theorem and conservation of mass implies
‖w‖
L6tL
24/5
x (Jl×R2)
. 2l2/4‖Pξ(t),≤l2u‖L6tL3x(Jl×R2) . 2
l2/4‖u‖
2/3
L4t,x(Jl×R
2)
‖u‖
1/3
L∞t L
2
x(Jl×R
2)
. 2l2/4.
(4.111)
Therefore, (4.110) . 2l2/4.
Next, applying (4.104) and (4.105) to (4.101) - (4.103), by direct computation,
(4.101) + (4.100) + (4.103) = C
∫ ∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[N¯ (∇− iξ(t))w](t, x)dxdydt, (4.112)
+ C
∫ ∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))N ](t, x)dxdydt, (4.113)
+ 2C
∫ ∫ ∫
Im[w¯N ](t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt. (4.114)
First by (4.82), (4.83), (4.84), ‖u‖L4t,x(Jl×R2) = 1, and the definition of w,
(4.112) . ‖N1‖L4/3t,x (Jl×R2)
‖(∇− iξ(t))w‖L4t,x(Jl×R2)‖v‖
2
L∞t L
2
x(Jl×R
2)
+(2−l2
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt)‖v‖
2
L∞t L
2
x(Jl×R
2)
. 2l2‖v0‖
2
L2 + ‖v0‖
2
L2(2
−l2
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt).
(4.115)
Next, integrating (4.113) by parts,
(4.113) = (4.112) + C
∫
Jl
∫ ∫
|v(t, y)|2
1
|x− y|
Re[w¯N ](t, x)dxdydt. (4.116)
By the Hardy - Littlewood - Sobolev inequality and Sobolev embedding theorem,
∫
Jl
∫ ∫
|v(t, y)|2
1
|x− y|
|w(t, x)||N1(t, x)|dxdydt
. ‖v‖2L6tL3x(Jl×R2)
‖u‖3
L
9/2
t L
18/5
x (Jl×R2)
‖w‖L∞t,x(Jl×R2) . 2
l2‖v0‖
2
L2x(R
2),
(4.117)
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and by Hardy’s inequality,
‖
1
|x− y|1/2
Pξ(t),≤l2u‖L2x(R2) . ‖|∇ − iξ(t)|
1/2Pξ(t),≤l2u‖L2x(R2),
‖
1
|x− y|1/2
Pξ(t),l2−3≤·≤l2+3u(t)‖L2 . 2
l2/2‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2 ,
(4.118)
so by (4.83) and (4.84),
∫
Jl
∫ ∫
|v(t, y)|2
1
|x− y|
|w(t, x)||N2(t, x)|dxdydt
. 2−l2/2‖v0‖
2
L2x(R
2)(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)‖|∇ − iξ(t)|
1/2Pξ(t),≤l2u(t)‖L2x(R2)dt).
(4.119)
Finally take (4.114).
∫
Jl
∫ ∫
Im[N¯1w](t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt . 2i‖v0‖
2
L2x(R
2)‖u‖
4
L4t,x(Jl×R
2).
(4.120)
Also, by (4.83) and (4.84),
∫
Jl
∫ ∫
Im[N¯2Pξ(t),l2−5≤·≤l2u](t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt
. 2i−2l2‖v0‖
2
L2(R2)(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u‖L2x(R2)dt).
(4.121)
(4.84) implies N¯2Pξ(t),≤l2−5u is supported on |ξ| ≥ 2
l2−5, so integrating by parts,
∫
Jl
∫ ∫
(
∆y
∆y
Im[N¯2Pξ(t),≤l2−5u])(t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt
=
∫
Jl
∫ ∫
∂k
∆y
Im[N¯2Pξ(t),≤l2−5u](t, y)[
δjk
|x − y|
−
(x− y)j(x− y)k
|x− y|3
]Im[v¯(∂j − iξj(t))v](t, x)dxdydt,
(4.122)
which by (4.118), Bernstein’s inequality, and the Fourier support of N¯2Pξ(t),l2−5u,
. 2i−2l2‖v0‖
2
L2(R2)(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt).
(4.123)
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Collecting (4.99) - (4.103), (4.115), (4.117), (4.119), (4.120), (4.121), and (4.123),
‖∇(vw¯)‖2L2t,x(Giα×R2)
. 2i+l2‖v0‖
2
L2(R2)
+2i−2l2‖v0‖
2
L2(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2xdt)).
(4.124)
Now by (3.34), since vˆ0(ξ) is supported on 2
i−5 ≤ |ξ − ξ(Giα)| ≤ 2
i+5, wˆ(t, ξ) is supported on
|ξ − ξ(t)| ≤ 2i−10, and |ξ(t)− ξ(Giα)| << 2
i, vw¯ is supported on |ξ| ∼ 2i. Therefore, by Bernstein’s
inequality,
‖vw¯‖2L2t,x(Giα×R2)
. 2l2−i‖v0‖
2
L2(R2)
+2−l2−i‖v0‖
2
L2(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2xdt)).
(4.125)
Since
‖v¯w‖2L2t,x
= ‖|v|2|w|2‖L1t,x = ‖vw‖
2
L2t,x
, (4.126)
the proof of theorem 4.5 is complete. 
Remark: Notice that if ξ(t) ≡ 0, such as when u has radial symmetry, theorem 4.5 merely gives
the bilinear estimate from (2.3). However, in the case when ξ(t) is free to move around, theorem
4.5 represents an improvement over (2.3).
By Ho¨lder’s lemma,
‖
∫
Jl
e−it∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))dt‖L2(R2)
≤ sup
‖v0‖L2=1
‖(eit∆v0)(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u)‖L1t,x(Jl×R2),
(4.127)
for vˆ0(ξ) supported on 2
i−2 ≤ |ξ−ξ(Giα)| ≤ 2
i+2. Applying theorem 4.5 to atoms of Pξ(Giα),i−5≤·≤i+5u
and eit∆v0 (see lemma 3.5) implies
(4.127) . ‖(eit∆v0)(Pξ(t),l2u)‖L2t,x(Jl×R2)‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2t,x(Jl×R2)
. 2l2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
+2−l2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2dt).
(4.128)
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Rearranging the order of summation,
∑
0≤l2≤i−10
∑
Jl⊂Giα;N(Jl)≥2
i−5ǫ
1/2
3
2l2−i ≤ 2−iǫ
−1/2
3
∑
Jl⊂Giα
N(Jl) . 2
−iǫ
−1/2
3
∑
Jl⊂Giα
N(Jl) . ǫ
1/2
3 . (4.129)
Also by (3.34), and conservation of mass,
∑
0≤l2≤i−10
∑
Jl⊂Giα
2−l2−i(
∫
Jl
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2dt) . ǫ3ǫ
−1
1 .
(4.130)
Combining (4.129) and (4.130),
(4.68) . ǫ
1/2
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
. (4.131)
Next take (4.69).
Theorem 4.6 (Second bilinear Strichartz estimate) Suppose v0 ∈ L
2(R2) has Fourier trans-
form vˆ0(ξ) supported on 2
i−5 ≤ |ξ − ξ(Giα)| ≤ 2
i+5. Then for 0 ≤ l2 ≤ i− 10, G
l2
β ⊂ G
i
α,
‖(eit∆v0)(Pξ(t),≤l2u)‖
2
L2t,x(G
l2
β ×R
2)
. ‖v0‖
2
L2(R2)(1 + ‖u‖
4
X˜i(Giα×R
2)
). (4.132)
Proof: Applying (4.78) - (4.98), Galilean invariance of the potential, (4.108), (4.109), ((4.112) -
(4.114)), (3.34) (which implies |ξ(t) − ξ(Giα)| << 2
i, Bernstein’s inequality (see (4.124) - (4.126)),
and the fundamental theorem of calculus,
∫
G
l2
β
∫
|w(t, x)v(t, x)|2dxdt . 2l2−2i sup
t∈G
l2
β
|M(t)| (4.133)
+ 2l2−2i
∫
G
l2
β
∫ ∫
1
|x− y|
|v(t, y)|2|w(t, x)|4dxdydt (4.134)
+ 2l2−2i
∫
G
l2
β
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
·Re[N¯ (∇− iξ(t))w](t, x)dxdydt (4.135)
+ 2l2−2i
∫
G
l2
β
∫ ∫
|v(t, y)|2
x− y
|x− y|
·Re[w¯(∇− iξ(t))N ](t, x)dxdydt (4.136)
+ 2l2−2i
∫
G
l2
β
∫ ∫
Im[w¯N ](t, y)
(x − y)
|x − y|
Im[v¯(∇− iξ(t))v](t, x)dxdydt. (4.137)
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Once again
M(t) =
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdy
+
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))w](t, x)dxdy . 2i‖w‖2L∞t L2x
‖v0‖
2
L2x
. 2i‖v0‖
2
L2 ,
(4.138)
so 2l2−2i supt∈Giα |M(t)| is bounded by the right hand side of (4.132).
Again by the Hardy - Littlewood - Sobolev inequality and Strichartz estimates,
2l2−2i
∫
G
l2
β
∫ ∫
1
|x− y|
|v(t, y)|2|w(t, x)|4dxdydt
. ‖v‖2L6tL3x(Giα×R2)
‖w‖4
L6tL
24/5
x (Giα×R
2)
. ‖v0‖
2
L2(R2)‖w‖
4
L6tL
24/5
x (Giα×R
2)
.
(4.139)
By (3.48), Gl2β ⊂ G
i
α, and l2 ≤ i− 10,
‖w‖
L6tL
24/5
x (G
l2
β ×R
2)
.
∑
0≤l3≤l2
2l3/4‖Pξ(t),l3u‖L6tL3x(G
l2
β ×R
2)
. 2l2/4‖u‖
X˜i(G
l2
β ×R
2)
, (4.140)
so
(4.139) . 22l2−2i‖v0‖
2
L2‖u‖
4
X˜i(Giα×R
2)
. (4.141)
Therefore, (4.134) is bounded by the right hand side of (4.132).
Now for (4.135) - (4.137), to simplify notation let every LptL
q
x norm will be taken over G
l2
β ×R
2
unless otherwise stated. By (4.115),
(4.135) . 2−2i‖v‖2L∞t L2x
(
∫
G
l2
β
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2dt) (4.142)
+ 2l2−2i‖v‖2L∞t L2x
‖N1‖L3/2t L
6/5
x
‖(∇− iξ(t))w‖L3tL6x . (4.143)
By (3.34) and conservation of mass,
(4.142) . 22l2−2i‖v0‖
2
L2x
. (4.144)
By (3.48),
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(4.143) . 2l2−2i‖v0‖
2
L2‖u‖X˜i(G
l2
β ×R
2)
‖Pξ(t),≤l2F (u)− F (Pξ(t),≤l2u)‖L3/2t L
6/5
x
. (4.145)
Split u = uh+ul, where ul = Pξ(t),≤l2−5u. Following the same analysis as in (4.41) for each t ∈ G
l2
β
separately,
Pξ(t),≤l2F (ul)− F (Pξ(t),≤l2ul) = 0. (4.146)
Next,
Pξ(t),≤l2(|ul|
2uh)− |Pξ(t),≤l2ul|
2(Pξ(t),≤i−10uh) = Pξ(t),≤l2(|ul|
2uh)− |ul|
2(Pξ(t),≤l2uh). (4.147)
By the fundamental theorem of calculus,
|φ(
ξ2 + ξ1 − ξ(t)
2l2
)− φ(
ξ1 − ξ(t)
2l2
)| . 2−l2 |ξ2|. (4.148)
Therefore,
‖Pξ(t),≤l2(|ul|
2uh)− |ul|
2(Pξ(t),≤l2uh)‖L3/2t L
6/5
x
. 2−l2‖uh‖L3tL6x‖∇|ul|
2‖
L3tL
3/2
x
. (4.149)
By (3.48) and the product rule,
‖∇|ul|
2‖
L3tL
3/2
x
= ‖∇((e−ix·ξ(t)ul)(e
ix·ξ(t)u¯l))‖L3tL
3/2
x
(4.150)
. ‖∇(e−ix·ξ(t)ul)‖L3tL6x‖ul‖L
∞
t L
2
x
. 2l2‖u‖
X˜l2 (G
l2
β ×R
2)
. 2l2‖u‖X˜i(Giα×R2)
. (4.151)
Therefore,
‖Pξ(t),≤l2(|ul|
2uh)− |ul|
2(Pξ(t),≤l2uh)‖L3/2t L
6/5
x
. ‖u‖2
X˜i(Giα×R
2)
. (4.152)
Similarly,
‖Pξ(t),≤l2(u
2
l u¯h)− (ul)
2(Pξ(t),≤l2 u¯h)‖L3/2t L
6/5
x
. ‖u‖2
X˜i(Giα×R
2)
. (4.153)
Finally, by (3.48),
‖uu2h‖L3/2t L
6/5
x
. ‖uh‖
2
L3tL
6
x
‖u‖L∞t L2x . ‖u‖
2
X˜i(Giα×R
2)
. (4.154)
Therefore,
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(4.143) . 2l2‖v(0)‖2L2(R2)‖u‖
3
X˜i(Giα×R
2)
, (4.155)
and
(4.135) . 22l2−2i‖v0‖
2
L2(1 + ‖u‖
3
X˜i(Giα×R
2)
). (4.156)
The right hand side of this term is clearly bounded by the right hand side of (4.132).
Again integrating by parts in space,
2l2−2i
∫
G
l2
β
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))N ](t, x)dxdydt (4.157)
= (4.135)− 2l2−2i
∫
G
l2
β
∫ ∫
1
|x− y|
|v(t, y)|2Re[w¯N ](t, x)dxdydt. (4.158)
Then by (4.119), (3.34), (4.152) - (4.154), (3.48), the Hardy - Littlewood - Sobolev lemma, and the
Sobolev embedding theorem
(4.158) . 2l2−2i‖v‖2L6tL3x
‖N1‖L3/2t L
6/5
x
‖w‖L∞t,x + 2
2l2−2i‖v0‖
2
L2(1 + ‖u‖
3
X˜i(Giα×R
2)
)
. 22l2−2i‖v0‖
2
L2(1 + ‖u‖
2
X˜i(Giα×R
2)
).
(4.159)
Therefore, by (4.156) and (4.159),
(4.136) . 22l2−2i‖v0‖
2
L2(1 + ‖u‖
3
X˜i(Giα×R
2)
). (4.160)
The term (4.137) is much more difficult to estimate, and so the computations will be postponed to
the appendix.
Lemma 4.7
(4.137) . ‖v0‖
2
L2(1 + ‖u‖
4
X˜i(Giα×R
2)
). (4.161)
Proof: See the appendix.
Assuming lemma 4.7 is true, the proof of theorem 4.6 is complete. 
So by lemma 3.5, for any Gi−10β ⊂ G
i
α,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤i−10u)‖L2t,x(G
i−10
β ×R
2) . ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(1+‖u‖2
X˜i(Giα×R
2)
),
(4.162)
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and so by (2.10) - (2.12), for any l2 ≤ i− 10,
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2t,x(G
i−10
β ×R
2) . ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(1 + ‖u‖2
X˜i(Giα×R
2)
).
(4.163)
Since Giα is the union of 2
10 subintervals Gi−10β , this means that
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2t,x(Giα×R2) . ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(1 + ‖u‖2
X˜i(Giα×R
2)
).
(4.164)
Now suppose that for each Gl2β ⊂ G
i
α, ‖v
l2
β ‖V 2∆(G
l2
β ×R
2)
= 1 and vˆl2β (t, ξ) supported on 2
i−2 ≤
|ξ − ξ(Giα)| ≤ 2
i+2. Then,
(
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤2
l2−5ǫ
1/2
3
‖vl2β ((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))‖
2
L1t,x(G
l2
β ×R
2)
)1/2 (4.165)
. ( sup
G
l2
β ⊂G
i
α;N(G
l2
β )≤2
l2−5ǫ
1/2
3
‖vl2β (Pξ(t),l2u)‖L2t,x(G
l2
β ×R
2)
)‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)(1+‖u‖
2
X˜i(Giα×R
2)
).
(4.166)
Then by V 2∆ ⊂ U
2+ǫ
∆ , N(G
l2
β ) ≤ ǫ
1/2
3 2
l2−5, and corollary 2.3,
‖vl2β (Pξ(t),l2u)‖L2t,x(G
l2
β ×R
2)
. ‖vl2β (Pξ(t),l2u)‖
1/2
L3tL
3/2
x
‖vl2β ‖
1/2
L3tL
6
x
‖Pξ(t),l2u‖
1/2
L3tL
6
x
. 2(l2−i)/6‖u‖Y˜i(Giα×R2)
.
(4.167)
Therefore,
(4.69) . ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
‖u‖Y˜i(Giα×R2)(1 + ‖u‖
2
X˜i(Giα×R
2)
). (4.168)
Finally, we estimate (4.70). Again by Ho¨lder’s lemma
‖
∫
G
l2
β
e−it∆Pξ(Giα),i−2≤·≤i+2((Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u))dt‖L2
= sup
‖v0‖L2=1
‖(eit∆Pξ(Giα),i−2≤·≤i+2v0)(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2u)(Pξ(t),≤l2u)‖L1t,x(G
l2
β ×R
2)
,
(4.169)
so by (2.3),
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(4.169) . 2(l2−i)/2‖P
ξ(G
l2
β ),l2
u‖
U2∆(G
l2
β ×R
2)
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖L2t,x(G
l2
β ×R
2)
. (4.170)
Therefore, by the Cauchy - Schwartz inequality,
(4.70) . ‖u‖Y˜i(Giα×R2)(
∑
0≤l2≤i−10
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2u)‖
2
L2t,x(G
i
α×R
2))
1/2. (4.171)
Theorem 4.4 will then finally follow from the final bilinear estimate,
Theorem 4.8 (Third bilinear Strichartz estimate)
∑
0≤l2≤i−10
‖(eit∆v(0))(Pξ(t),≤l2u)‖
2
L2t,x
. ‖v(0)‖2L2(1 + ‖u‖
6
X˜i(Giα×R
2)
). (4.172)
Indeed, if (4.172) holds, lemma 3.5 implies
(4.171) . ‖u‖Y˜i(Giα×R2)
‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(1 + ‖u‖3
X˜i(Giα×R
2)
). (4.173)
Proof of theorem 4.8: This time let v = eit∆v0 and wl2 = Pξ(t),≤l2u. Then, as in (4.133) - (4.137),
∑
0≤l2≤i−10
∫
Giα
∫
|wl2(t, x)v(t, x)|
2dxdt .
∑
0≤l2≤i−10
2l2−2i sup
t∈Giα
|Ml2(t)| (4.174)
+
∑
0≤l2≤i−10
2l2−2i
∫
G
l2
β
∫ ∫
1
|x− y|
|v(t, y)|2|wl2(t, x)|
4dxdydt (4.175)
+
∑
0≤l2≤i−10
2l2−2i
∫
G
l2
β
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
·Re[N¯ (∇− iξ(t))wl2 ](t, x)dxdydt (4.176)
+
∑
0≤l2≤i−10
2l2−2i
∫
G
l2
β
∫ ∫
|v(t, y)|2
x− y
|x− y|
·Re[w¯l2(∇− iξ(t))N ](t, x)dxdydt (4.177)
+
∑
0≤l2≤i−10
2l2−2i
∫
G
l2
β
∫ ∫
Im[w¯l2N ](t, y)
(x− y)
|x− y|
Im[v¯(∇− iξ(t))v](t, x)dxdydt, (4.178)
where
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Ml2(t) =
∫ ∫
|wl2(t, y)|
2 (x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdy
+
∫ ∫
|v(t, y)|2
(x− y)
|x− y|
· Im[w¯l2(∇− iξ(t))wl2 ](t, x)dxdy . 2
i‖wl2‖
2
L∞t L
2
x
‖v0‖
2
L2x
. 2i‖v0‖
2
L2 .
(4.179)
Therefore,
∑
0≤l2≤i−10
2l2−2i sup
t∈Giα
|Ml2(t)| .
∑
0≤l2≤i−10
2l2−i‖v0‖
2
L2 . ‖v0‖
2
L2 . (4.180)
Next, by (4.141), (4.156), and (4.160), since there are 2i−l2 intervals Gl2β ⊂ G
i
α,
(4.175)+(4.176)+(4.177) .
∑
0≤l2≤i−10
2i−l222l2−2i(1+‖u‖3
X˜i(Giα×R
2)
) . (1+‖u‖3
X˜i(Giα×R
2)
). (4.181)
Also, combining (4.121), (4.123), and (3.34),
∑
0≤l2≤i−10
2l2−2i
∫
Giα
∫ ∫
Im[w¯l2N2]
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt
.
∑
0≤l2≤i−10
∑
0≤l3≤l2
2l2−2i2i−2l22l3‖v0‖
2
L2
∫
Giα
|ξ′(t)|‖Pξ(t),l2≤·≤l2+3u(t)‖L2x(R2)‖Pξ(t),l3u(t)‖L2x(R2)
. 2−i‖v0‖
2
L2
∫
Giα
|ξ′(t)|‖u(t)‖2L2dt . ǫ3ǫ
−1
1 ‖v0‖
2
L2 . ‖v0‖
2
L2 .
(4.182)
Therefore it only remains to show
∑
0≤l2≤i−10
2l2−2i
∫
Giα
∫ ∫
Im[w¯l2N1](t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt . 1. (4.183)
Again split u = uh + ul where ul = Pξ(t),≤l2−5u, and decompose
Im[w¯l2N1](t, y) = F0(t, y) + F1(t, y) + F2(t, y) + F3(t, y) + F4(t, y), (4.184)
where F0 has four ul terms and zero uh terms, F1 has three ul terms and one uh term, and so on.
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∑
0≤l2≤i−10
2l2−2i
∫
Giα
∫ ∫
[F2(t, y) + F3(t, y) + F4(t, y)]
(x − y)
|x − y|
Im[v¯(∇− iξ(t))v](t, x)dxdydt
. ‖v0‖
2
L2
∑
0≤l2≤i−10
2l2−i‖F2 + F3 + F4‖L1t,x(Giα×R2).
(4.185)
To simplify notation, LptL
q
x will refer to L
p
tL
q
x(Giα ×R
2) unless stated otherwise.
∑
0≤l2≤i−10
2l2−i‖F4‖L1t,x .
∑
0≤l2≤i−10
2l2−i‖Pξ(t),l2−5≤·≤iu‖
4
L4t,x
+
∑
0≤l2≤i−10
2l2−i‖Pξ(t),≥iu‖
4
L4t,x
,
(4.186)
By (3.49) and conservation of mass,
∑
0≤l2≤i−10
2l2−i‖Pξ(t),≥iu‖
4
L4t,x(G
i
α×R
2) . ‖u‖
4
X˜i(Giα×R
2)
. (4.187)
Also, by conservation of mass and Young’s inequality,
∑
0≤l2≤i−10
2l2−i‖Pξ(t),l2−5≤·≤iu‖
4
L4t,x(G
i
α×R
2)
.
∑
0≤j1≤j2≤j3≤j4≤i
2j1−i‖Pξ(t),j1u‖L∞t L2x‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j4u‖L3tL6x
.
∑
0≤j2≤j3≤j4≤i
2j2−i‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j4u‖L3tL6x
.
∑
0≤j2≤i
2j2−i‖Pξ(t),j2u‖
3
L3tL
6
x(G
i
α×R
2).
(4.188)
By (3.40) - (3.42), the definition of X(Giα ×R
2), and X˜i(G
i
α ×R
2),
.
∑
0≤j2≤i
2j2−i
∑
G
j2
β ⊂G
i
α
‖P
ξ(G
j2
β ),j2−2≤·≤j2+2
u‖3
U2∆(G
j2
β ×R
2)
. ‖u‖3
X˜i(Giα×R
2)
.
(4.189)
Next take F2.
‖F2‖L1t,x(Giα×R2) . ‖(Pξ(t),≥l2−5u)(Pξ(t),≤l2−15u)‖
2
L2t,x(G
i
α×R
2)
+‖(Pξ(t),≥l2−5u)(Pξ(t),l2−15≤·≤l2−5u)‖
2
L2t,x(G
i
α×R
2).
(4.190)
Since l2 ≤ i− 10, by Plancherel’s theorem,
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‖(Pξ(t),≥iu)(Pξ(t),≤l2−15u)‖
2
L2t,x(G
i
α×R
2) .
∑
l1≥i
‖(Pξ(t),l1u)(Pξ(t),≤l2−15u)‖
2
L2t,x(G
i
α×R
2). (4.191)
Then by theorem 4.6, (2.10) - (2.12), and (3.40) - (3.42),
∑
0≤l2≤i−10
2l2−i(4.191) .
∑
0≤l2≤i−10
2l2−i
∑
l1≥i
‖(Pξ(Giα),l1−5≤·≤l1+5u)(Pξ(t),≤l2−5u)‖L2t,x(Giα×R2)
. ‖u‖2
X˜i(Giα×R
2)
(1 + ‖u‖4
X˜i(Giα×R
2)
).
(4.192)
Also by (2.10) - (2.12), and (3.40) - (3.42),
∑
0≤l2≤i−10
2l2−i
∑
l2−5≤j1≤j2≤i
‖(Pξ(t),j1u)(Pξ(t),≤l2−5u)‖L2t,x(Giα×R2)‖(Pξ(t),j2u)(Pξ(t),≤l2−5u)‖L2t,x(Giα×R2)
(4.193)
.
∑
0≤l2≤i−10
2l2−i
∑
l2−5≤j1≤j2≤i
(
∑
G
j1
β ⊂G
i
α
‖(P
ξ(G
j1
β ),j1−2≤·≤j1+2
u)(Pξ(t),≤l2−15u)‖
2
L2t,x(G
j1
β ×R
2)
)1/2
×(
∑
G
j2
β′
⊂Giα
‖(P
ξ(G
j2
β′
),j2−2≤·≤j2+2
u)(Pξ(t),≤l2−15u)‖
2
L2t,x(G
j2
β′
×R2)
)1/2,
(4.194)
so by theorem 4.6,
.
∑
0≤l2≤i−10
2l2−i
∑
l2−5≤j1≤j2≤i
(
∑
G
j1
β ⊂G
i
α
‖P
ξ(G
j1
β ),j1−2≤·≤j1+2
u‖2
U2∆(G
j1
β ×R
2)
)1/2
×(
∑
G
j2
β′
⊂Giα
‖P
ξ(G
j2
β′
),j2−2≤·≤j2+2
u‖2
U2∆(G
j2
β′
×R2)
)1/2(1 + ‖u‖4
X˜i(Giα×R
2)
) . (1 + ‖u‖6
X˜i(Giα×R
2)
).
(4.195)
Therefore,
∑
0≤l2≤i−10
2l2−i‖F2‖L1t,x(Giα×R2) . (1 + ‖u‖X˜i(Giα×R2))
6. (4.196)
Interpolating (4.187), (4.189), and (4.196),
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∑
0≤l2≤i−10
2l2−i‖F3‖L1t,x(Giα×R2) . (1 + ‖u‖X˜i(Giα×R2))
6. (4.197)
Therefore, collecting (4.187), (4.189), and (4.196),
∑
0≤l2≤i−10
2l2−2i
∫
Giα
[F2+F3+F4](t, y)
(x − y)
|x − y|
·Im[v¯(∇−iξ(t))v](t, x)dxdydt . ‖v0‖
2
L2(1+‖u‖
6
X˜i(Giα×R
2)
).
(4.198)
Now
F0(t, y) = Im[(Pξ(t),≤l2ul)Pξ(t),≤l2F (ul)] = Im[|ul|
4] = 0, (4.199)
and
F1(t, y) = Im[(Pξ(t),≤l2ul)Pξ(t),≤l2(2|ul|
2uh + u
2
l u¯h)] + Im[(Pξ(t),≤l2uh)Pξ(t),≤l2F (ul)]
= Im[ulPξ(t),≤l2(2|ul|
2uh + u
2
l uh) + (Pξ(t),≤l2uh)F (ul)].
(4.200)
Im[ulPξ(t),≤l2(2|ul|
2(Pξ(t),≤l2−2uh) + u
2
l (Pξ(t),≤l2−2uh)) + (Pξ(t),≤l2Pξ(t),≤l2−2uh)F (ul)]
= Im[2F (ul)(Pξ(t),≤l2−2uh) + 2F (u¯l)(Pξ(t),≤l2−2uh)] = 0.
(4.201)
Therefore,
F0(t, y) + F1(t, y) = O((Pξ(t),≥l2−2uh)|ul|
2ul + (Pξ(t),≥l2−2uh)|ul|
2ul), (4.202)
and is supported on |ξ| ≥ 2l2−4. Integrating by parts,
2l2−2i
∫
Giα
∫ ∫
(
∆y
∆y
F1(t, y))
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt
= 2l2−2i
∫
Giα
∫ ∫
(
∂k
∆y
F1(t, y))[
δjk
|x − y|
+
(x− y)j(x− y)k
|x− y|3
]Im[v¯(∂j − iξj(t))v](t, x)dxdydt.
(4.203)
Then by the Hardy - Littlewood - Sobolev inequality and the Fourier support of F1,
. 2l2−i‖v‖2L6tL3x(Giα×R2)
‖|∇ − iξ(t)|−1Pξ(t),≥l2−2u‖L3tL6x(Giα×R2)‖ul‖
3
L9tL
9/2
x (Giα×R
2)
. 2l2−i‖v0‖
2
L2‖|∇ − iξ(t)|
−1Pξ(t),≥l2−2u‖L3tL6x(Giα×R2)‖Pξ(t),≤l2u‖
3
L9tL
9/2
x (Giα×R
2)
.
(4.204)
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∑
0≤l2≤i−10
2l2−i‖v0‖
2
L2‖|∇ − iξ(t)|
−1Pξ(t),≥l2−2u‖L3tL6x(Giα×R2)‖Pξ(t),≤l2−5u‖
3
L9tL
9/2
x (Giα×R
2)
(4.205)
.
∑
0≤l2≤i−10
2l2−i‖|∇−iξ(t)|−1Pξ(t),≥l2−2u‖L3tL6x
∑
l5≤l4≤l3≤l2−5
‖Pξ(t),l5u‖L∞t,x‖Pξ(t),l4u‖L∞t L2x‖Pξ(t),l3u‖L3tL6x ,
(4.206)
so by the Sobolev embedding theorem,
.
∑
0≤l2≤i−10
∑
0≤l3≤l2−5
∑
l1≥l2−2
2l3−i2l2−l1‖Pξ(t),l3u‖U2∆(Giα×R2)‖Pξ(t),l1u‖U2∆(Giα×R2)
.
∑
0≤l3≤l1;l3≤i−15
inf(2l1 , 2i)2l3−i2−l1‖Pξ(t),l3u‖U2∆(Giα×R2)
‖Pξ(t),l1u‖U2∆(Giα×R2)
. ‖u‖2
X˜i(Giα×R
2)
.
(4.207)
This completes the proof of theorem 4.8. 
Theorem 4.8 then implies theorem 4.4, which implies theorem 4.2, which in turn implies theorem
4.1. 
5 Rigidity
The proof of theorem 1.6 follows directly from the long time Strichartz estimates in the previous
section. We first show that if u is an almost periodic solution to (1.1) in the form of theorem 1.9
with
∫∞
0 N(t)
3dt = K <∞, then u ≡ 0.
Theorem 5.1 If u is an almost periodic solution in the form of theorem 1.9, and
∫∞
0 N(t)
3dt =
K <∞, then
‖u(t)‖H˙3(R2) . K
3. (5.1)
Proof: Let [0, T ] be an interval such that for some k0 ∈ Z+,
∫ T
0
∫
|u(t, x)|4dxdt = 2k0 . (5.2)
Let uλ(t, x) = λu(λ
2t, λx), with λ = ǫ32
k0
∫ T
0
N(t)3dt
. Then for Nλ(t) = λN(λ
2t),
∫ T
λ2
0
Nλ(t)
3dt = ǫ32
k0 . (5.3)
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By theorems 4.1 and 4.2,
‖uλ‖X˜k0 ([0,
T
λ2
]×R2) ≤ C0, (5.4)
and
‖uλ‖Y˜k0 ([0,
T
λ2
]×R2) ≤ ǫ
1/2
2 . (5.5)
By (3.34), |ξλ(t)| ≤ 2
−20ǫ3ǫ
−1/2
1 2
k0 << 2k0 for all t ∈ [0, T
λ2
].
Remark: N(0) = 1 so we only need to be concerned about K ≥ 1. Also since N(t) ≤ 1 on [0,∞),
after rescaling Nλ(t) ≤ ǫ32
k0 for t ∈ [0,∞).
Duhamel’s principle combined with theorems 4.3 and 4.4, implies that
‖P>Nuλ‖U2∆([0,
T
λ2
]×R2) . inf
t∈[0, T
λ2
]
‖P>Nuλ(t)‖L2x(R2) + ǫ
1/3
2 C
3
0‖P> N
64
uλ‖U2∆([0,
T
λ2
]×R2). (5.6)
Since the U2∆ and L
2 norms are scale invariant, (5.6) implies that for N ≥ ǫ−13 K,
‖P>Nu(t)‖U2∆([0,T ]×R2) . inft∈[0,T ]
‖P>Nu(t)‖L2x(R2) + ǫ
1/3
2 C
3
0‖P>N
64
u‖U2∆([0,T ]×R2). (5.7)
Now by theorem 4.1,
‖P>ǫ−13 K
u(t)‖U2∆([0,∞)×R2) ≤ C0. (5.8)
Also,
∫∞
0 N(t)
3dt = K < ∞ combined with (3.34) implies that limt→∞N(t) = 0 and |ξ(t)| ≤
2−20ǫ
−1/2
3 K, so for N ≥ ǫ
−1
3 K,
lim
t→∞
‖P>Nu(t)‖L2(R2) = 0. (5.9)
Choosing ǫ2, ǫ3 > 0 sufficiently small and satisfying (3.31), in particular ǫ
1/3
2 C(u)C
3
0 << 1, (5.7)
implies that for N ≥ ǫ−13 K,
‖P>Nu(t)‖U2∆([0,∞)×R2) ≤ 2
−20‖P> N
64
u‖U2∆([0,∞)×R2). (5.10)
Therefore, by conservation of mass, (5.8), and induction on N ,
‖u(t)‖H˙3(R2) . ǫ
−3
3 K
3. (5.11)

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Then by conservation of energy,
Theorem 5.2 If u is an almost periodic solution to (1.1) in the form of theorem 1.9 and
∫∞
0 N(t)
3dt =
K <∞, then u ≡ 0.
Proof: By (3.34) and ξ(0) = 0, the limit
ξ∞ = lim
t→+∞
ξ(t) (5.12)
exists and moreover |ξ(t)| ≤ 2−20ǫ
−1/2
1 K for all t ∈ [0,∞), thus |ξ∞| ≤ 2
−20ǫ
−1/2
1 K. Then make a
Galilean transformation mapping ξ∞ to the origin. After the Galilean transformation,
‖u(t)‖H˙3(R2) . ǫ
−3
3 K
3. (5.13)
Then ξ(t)→ 0, N(t)→ 0, and (1.17) implies that
lim
t→∞
‖Pξ(t),≤C(η)N(t)u(t)‖H˙3(R2) = 0. (5.14)
Interpolating (5.13) with (1.17) also implies
‖Pξ(t),≥C(η)N(t)u(t)‖H˙1(R2) . η
1/3. (5.15)
Since η > 0 can be arbitrarily small, (5.14) and (5.15) imply
lim
t→+∞
‖u(t)‖H˙1(R2) = 0. (5.16)
By Sobolev embedding this implies
lim
t→+∞
E(u(t)) = 0, (5.17)
which by conservation of energy proves that E(u(t)) = 0, which then implies u ≡ 0. 
Now suppose that u is as in theorem 1.9 with
∫∞
0 N(t)
3dt =∞. In this case we use the interaction
Morawetz estimate of [67]. It should be observed that [21] also proved the interaction Morawetz
estimate that we use here. We rely on the work of [67] throughout this paper due to their work on
the bilinear estimates as well as their work with Galilean invariance.
Theorem 5.3 (Frequency localized interaction Morawetz estimate) If u is an almost pe-
riodic solution to (1.1) on [0, T ] with
∫ T
0 N(t)
3dt = K, then
‖|∇|1/2|P≤10ǫ−11 K
u(t, x)|2‖L2t,x([0,T ]×R2) . o(K), (5.18)
where o(K) is a quantity, o(K)K → 0 as K ր∞.
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Proof: Again suppose [0, T ] is an interval such that for some integer k0,
∫ T
0
∫
|u(t, x)|4dxdt = 2k0 . (5.19)
Again rescale, with λ = ǫ32
k0
K . Again by theorem 4.1,
‖uλ‖X˜k0 ([0,
T
λ2
]×R2) . 1. (5.20)
Then let w = P≤k0u.
iwt +∆w = F (w) +N = F (w) + P≤k0F (u) − F (w). (5.21)
Let
Mω(t) =
∫ ∫
|w(t, y)|2
(x− y)ω
|(x− y)ω|
· Im[w¯∂ωw](t, x)dxdy. (5.22)
Making computations identical to the computations that gave (4.91) - (4.93),
d
dt
Mω(t) =
∫ ∫
xω=yω
|∂ω(w(t, y)w(t, x))|
2dxdy +
∫ ∫
xω=yω
|w(t, y)|2|w(t, x)|4dxdy (5.23)
+ 2
∫ ∫
Im[w¯N ](t, y)
(x− y)ω
|(x − y)ω|
Im[w¯∂ωw](t, x)dxdy (5.24)
+
∫ ∫
|w(t, y)|2
(x− y)ω
|(x− y)ω|
Im[N¯ ∂ωw](t, x)dxdy +
∫ ∫
|w(t, y)|2
(x− y)ω
|(x− y)ω|
Im[w¯∂ωN ](t, x)dxdy.
(5.25)
Following [67], the properties of the Radon transform imply
∫ ∫ ∫
xω=yω
|∂ω(w(t, y)w(t, x))|
2dxdydω+
∫ ∫ ∫
xω=yω
|w(t, y)|2|w(t, x)|4dxdydω & ‖|∇|1/2|w(t, x)|2‖2L2x(R2).
(5.26)
Remark: Unlike in the previous section, we only consider the defocusing problem and therefore
simply ignore the second term in (5.23). This issue is the main reason the results of this paper do
not directly carry over to focusing problem. This difficulty will be addressed in an upcoming paper
([30]).
Again by the fundamental theorem of calculus in time, if
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M(t) =
∫
Mω(t)dω, (5.27)
‖|∇|1/2|w(t, x)|2‖2
L2t,x([0,
T
λ2
]×R2)
. sup
t∈[0, T
λ2
]
|M(t)|+ |
∫ T
λ2
0
∫
(5.24) + (5.25)dωdt|. (5.28)
As in (4.106) and (4.112) - (4.114),
M(t) =
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))w](t, x)dxdy, (5.29)
and
∫
(5.24) + (5.25)dω = 2
∫ ∫
Im[w¯N ](t, y)
(x − y)
|x − y|
Im[w¯(∇− iξ(t))w](t, x)dxdy (5.30)
+
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
· Im[N¯ (∇− iξ(t))w](t, x)dxdy (5.31)
+
∫ ∫
|w(t, y)|2
(x− y)
|x− y|
· Im[w¯(∇− iξ(t))N ](t, x)dxdy. (5.32)
In fact, the Galilean invariance of (5.29) and (5.30) would also hold if (x−y)ω|(x−y)ω | were replaced with
a time dependent function a(t, x− y), provided that a(t, x− y) was an odd function of x− y. This
fact will be useful to the focusing problem (in [30]), we will estimate (5.29) and (5.30) when x−y|x−y|
is replaced by a(t, x− y) provided there exists a constant C such that
1. |a(t, x− y)| ≤ C, and
2. |∇a(t, x− y)| ≤ C|x−y| .
First take (5.29). Under the conditions described in theorem 1.9, N(t) ≤ 1, so Nλ(t) ≤
ǫ32k0
K .
Therefore, by the Arzela - Ascoli theorem (see (1.16) and (1.17)), for any η > 0, if K(η) ≥ C(η),
with C(η) given in (1.17), then
‖(∇− iξ(t))w‖L∞t L2x([0,T ]×R2) . η2
k0 . (5.33)
Therefore, by conservation of mass,
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sup
t∈[0, T
λ2
]
∫ ∫
|w(t, y)|2a(t, x− y) · Im[w¯∇w](t, x)dxdy
= sup
t∈[0, T
λ2
]
∫ ∫
|w(t, y)|2a(t, x− y) · Im[w¯(∇− iξ(t))w](t, x)dxdy . η2k0 .
(5.34)
Next take (5.30). As in (4.184), let ul = P≤k0−3u, u = ul + uh, and decompose
Im[w¯N ](t, y) = F0(t, y) + F1(t, y) + F2(t, y) + F3(t, y) + F4(t, y). (5.35)
By (4.187), (4.189), (4.196), and (4.197),
‖F2 + F3 + F4‖L1t,x([0,
T
λ2
]×R2) . 1, (5.36)
so by (5.33) and conservation of mass,
∫ T
λ2
0
∫ ∫
[F2 + F3 + F4](t, y)a(t, x − y) · Im[w¯(∇− iξ(t))w](t, x)dxdydt . η2
k0 . (5.37)
As in (4.199), F0 = 0. Finally, as in (4.202), F1(t, y) is supported on |ξ| ≥ 2
k0−4 so integrating by
parts,
∫ ∫ ∫
F1(t, y)a(t, x − y) · Im[w¯(∇− iξ(t))w](t, x)dxdydt
=
∫ ∫ ∫
(
∆y
∆y
F1(t, y))a(t, x − y) · Im[w¯(∇− iξ(t))w](t, x)dxdydt
=
∫ ∫ ∫
(
∂k
∆y
F1(t, y))(∂ka)(t, x− y)yIm[w¯(∂j − iξj(t))w](t, x)dxdydt,
(5.38)
so by the Hardy - Littlewood - Sobolev inequality and the properties of a(t, x− y),
. 2−k0‖(∇−iξ(t))w‖L4t,x([0,
T
λ2
]×R2)‖w‖L∞t L2x([0,
T
λ2
]×R2)‖uh‖L4t,x([0,
T
λ2
]×R2)‖ul‖
3
L6t,x([0,
T
λ2
]×R2)
. (5.39)
Now by (3.48) and (5.20),
‖(∇− iξ(t))w‖
L
5/2
t L
10
x ([0,
T
λ2
]×R2)
.
∑
0≤j≤k0
2j2
2
5
(k0−j) . 2k0 . (5.40)
Interpolating (5.33) and (5.40),
‖(∇− iξ(t))w‖L4t,x([0, Tλ2 ]×R
2) . η
3/82k0 . (5.41)
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Similarly, by the Sobolev embedding theorem and (5.20),
‖ul‖L6t,x([0,
T
λ2
]×R2) .
∑
0≤j≤k0
2j/3‖Pξ(t),ju‖L6tL3x([0,
T
λ2
]×R2) .
∑
0≤j≤k0
2j/32(k0−j)/6 . 2k0/3. (5.42)
Therefore, (even with x−y|x−y| replaced with a(t, x− y)),
(5.30) . η2k0 . (5.43)
Next, by conservation of mass,
(5.31) . ‖N‖
L
3/2
t L
6/5
x ([0,
T
λ2
]×R2)
‖(∇− iξ(t))w‖L3tL6x([0,
T
λ2
]×R2). (5.44)
As in (4.152) - (4.154), by (5.20), (5.33), and (5.40),
(5.44) . ‖(∇− iξ(t))w‖L3tL6x([0,
T
λ2
]×R2) . η
1/62k0 . (5.45)
Finally, integrating by parts,
(5.32) = (5.31)−
∫ ∫ ∫
|w(t, y)|2
1
|x− y|
Re[w¯N ](t, x)dxdydt. (5.46)
By (4.146),
∫ ∫ ∫
|w(t, y)|2
1
|x− y|
Re[w¯N ](t, x)dxdydt .
∫ ∫ ∫
|w(t, y)|2
1
|x− y|
|w(t, x)||uh(t, x)|
3dxdydt
(5.47)
+
∫ ∫ ∫
|w(t, y)|2
1
|x− y|
|w(t, x)||uh(t, x)||ul(t, x)|
2dxdydt. (5.48)
By the Hardy - Littlewood - Sobolev inequality, (3.48), (5.41), (5.33), the Sobolev embedding
theorem, conservation of mass, and interpolation,
(5.47) . ‖uh‖
3
L4t,x
‖w‖3L12t L4x
. η3/82k0 . (5.49)
By the Hardy - Littlewood - Sobolev inequality and the Sobolev embedding theorem,
(5.48) . ‖uh‖L3tL6x‖w‖
3
L9tL
10/3
x
‖ul‖
2
L6tL
60/11
x
. (5.50)
By (5.45), Bernstein’s inequality, and the Fourier support of uh,
(5.50) . η1/6‖w‖3
L9tL
10/3
x
‖ul‖
2
L6tL
60/11
x
. (5.51)
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Next, by (3.48), the Sobolev embedding theorem, and (5.20),
‖w‖
L9tL
10/3
x
.
∑
0≤j≤k0
2j/9+j/45‖Pξ(t),ju‖L9tL
18/7
x
. 22k0/15. (5.52)
Also,
‖ul‖L6tL
60/11
x
.
∑
0≤j≤k0
23j/10‖Pξ(t),ju‖L6tL3x . 2
3k0/10. (5.53)
Therefore, (5.34), (5.51) . η1/62k0 . Combining (5.43), (5.45), (5.49), and (5.50) - (5.53) imply
(5.29) + (5.30) + (5.31) + (5.32) . η1/62k0 . Therefore, by (5.28),
‖|∇|1/2|w(t, x)|2‖2
L2t,x([0,
T
λ2
]×R2)
. η1/62k0 . (5.54)
Undoing the scaling u(t, x) 7→ λu(λ2t, λx), λ = ǫ32
k0
K ,
‖|∇|1/2|P≤10ǫ−11 K
u(t, x)|2‖2L2t,x([0,T ]×R2)
. ǫ−13 η(K)
1/6K. (5.55)
This proves theorem 5.3. 
Then by the Sobolev embedding theorem,
‖P≤10ǫ−11 K
u(t, x)‖4L4tL8x([0,T ]×R2)
. η(K)1/6K. (5.56)
By (3.34), (1.16), (1.17), and the fact that N(t) ≤ 1 on [0,∞), if ‖u(t)‖L2(R2) = m0,
lim
Kր∞
∫
|x−x(t)|≤ η(K)
−1/100
N(t)
|P≤10ǫ−11 K
u(t, x)|2dx = m20, (5.57)
uniformly in t ∈ [0,∞). Therefore, by Ho¨lder’s inequality,
m40 = lim
Kր∞
1
K
∫ T
0
N(t)3‖u(t)‖4L2(R2)dt
. lim
Kր∞
1
K
∫ T
0
N(t)3(
∫
|x−x(t)|≤ η(K)
−1/100
N(t)
|P≤10ǫ−11 K
u(t, x)|2dx)2dt
. lim
Kր∞
η(K)−3/100
K
∫ T
0
‖P≤10ǫ−11 K
u‖4L8x(R2)dt . limKր∞
η(K)97/600 = 0.
(5.58)
Therefore, u ≡ 0. 
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6 Appendix
In the appendix, we pay our debt from section four and prove lemma 4.7. Some of the arguments
in this section are very similar to arguments that appear later in section four or in section five. In
recognition of the fact that some readers may wish to see the proof of lemma 4.7 immediately, and
thus skip to this section, we present the full detail again.
Proof of lemma 4.7: Recalling lemma 4.7, we wish to prove
2l2−2i
∫
G
l2
β
∫ ∫
Im[w¯N ](t, y)
(x− y)
|x− y|
Im[v¯(∇−iξ(t))v](t, x)dxdydt . ‖v0‖
2
L2x(R
2)(1+‖u‖
4
X˜i(Giα×R
2)
).
(6.1)
First observe from (3.34) and (4.121) - (4.123), that
2l2−2i
∫
G
l2
β
∫ ∫
Im[w¯N2](t, y)
(x− y)
|x− y|
Im[v¯(∇− iξ(t))v](t, x)dxdydt
. 2i−2l2‖v0‖
2
L22
l2−2i(
∫
G
l2
β
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2dt) . 2
l2−i‖v0‖
2
L2 .
(6.2)
Next partition u = uh + ul, where ul = Pξ(t),≤l2−5u. Decompose
Im[w¯N1](t, y) = F0(t, y) + F1(t, y) + F2(t, y) + F3(t, y) + F4(t, y), (6.3)
where F0 consists of the terms in Im[w¯N1] with zero uh terms and four ul terms, F1 has one uh
term and three ul terms, and so on.
F0(t, y) = Im[(Pξ(t),≤l2Pξ(t),≤l2−5u)Pξ(t),≤l2F (Pξ(t),≤l2−5u)] = Im[|ul|
4] = 0. (6.4)
Next, by (3.48) and (3.49), since l2 ≤ i− 10 and G
l2
β ⊂ G
i
α,
‖F3 + F4‖L1t,x(G
l2
β ×R
2)
. ‖uh‖
3
L3tL
6
x(G
l2
β ×R
2)
‖u‖
L∞t L
2
x(G
l2
β ×R
2)
. ‖u‖3
X˜i(Giα×R
2)
, (6.5)
so
2l2−2i
∫
G
l2
β
∫ ∫
(F3 + F4)(t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt . 2l2−i‖v0‖
2
L2‖u‖
3
X˜i(Giα×R
2)
.
(6.6)
Next,
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F1(t, y) = Im[(Pξ(t),≤l2uh)Pξ(t),≤l2F (ul) + ulPξ(t),≤l2(2|ul|
2uh + u
2
l uh)]
= Im[(Pξ(t),≤l2Pξ(t),≤l2−2uh)F (ul) + ulPξ(t),≤l2(2|ul|
2(Pξ(t),≤l2−2uh) + u
2
l (Pξ(t),≤l2−2uh))]
+Im[(Pξ(t),≤l2Pξ(t),≥l2−2uh)F (ul) + ulPξ(t),≤l2(2|ul|
2(Pξ(t),≥l2−2uh) + u
2
l (Pξ(t),≥l2−2uh))]
= 2Im[(Pξ(t),≤l2uh)|ul|
2ul + (Pξ(t),≤l2uh)|ul|
2ul]
+Im[(Pξ(t),≤l2Pξ(t),≥l2−2uh)F (ul) + ulPξ(t),≤l2(2|ul|
2(Pξ(t),≥l2−2uh) + u
2
l (Pξ(t),≥l2−2uh))]
= Im[(Pξ(t),≤l2Pξ(t),≥l2−2uh)F (ul) + ulPξ(t),≤l2(2|ul|
2(Pξ(t),≥l2−2uh) + u
2
l (Pξ(t),≥l2−2uh))].
(6.7)
This implies that F1(t, y) is supported on |ξ| ≥ 2
l2−4. Integrating by parts in space,
2l2−2i
∫
G
l2
β
∫ ∫
(
∆y
∆y
F1(t, y))
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt (6.8)
= 2l2−2i
∫
G
l2
β
∫ ∫
∂k
∆y
F1(t, y)[
δjk
|x− y|
−
(x− y)j(x− y)k
|x− y|3
]Im[v¯(∂j − iξj(t))v](t, x)dxdydt. (6.9)
Then by the Hardy - Littlewood - Sobolev inequality and the Fourier support of F1,
(6.9) . 2−i‖v‖2
L3tL
6
x(G
l2
β ×R
2)
‖uh‖L3tL6x(G
l2
β ×R
2)
‖ul‖
3
L9tL
9/2
x (G
l2
β ×R
2)
. (6.10)
By (3.48), (3.49), and the Sobolev embedding theorem,
‖ul‖L9tL
9/2
x (G
l2
β ×R
2)
.
∑
0≤l3≤l2−5
2l3/3‖Pξ(t),l3u‖L9tL
18/7
x (G
l2
β ×R
2)
. 2l2/3‖u‖X˜i(Giα×R2)
, (6.11)
which again by (3.48) and (3.49) implies
(6.10) . 2l2−i‖v0‖
2
L2‖u‖
4
X˜i(Giα×R
2)
. (6.12)
Finally, we want to estimate
2l2−2i
∫
Giα
∫ ∫
F2(t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt. (6.13)
As in the analysis of F1(t, y), integrating by parts,
2l2−2i
∫
G
l2
β
∫ ∫
(
∆y
∆y
P≥l2−10F2)(t, y)
(x − y)
|x − y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt (6.14)
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= 2l2−2i
∫
G
l2
β
∫ ∫
(
∂k
∆y
P≥l2−10F2)(t, y)[
δjk
|x − y|
−
(x− y)j(x− y)k
|x− y|3
]Im[v¯(∇− iξ(t))v](t, x)dxdydt
(6.15)
. 2−i‖v0‖
2
L2‖uh‖
2
L3tL
6
x(G
l2
β ×R
2)
‖ul‖
2
L∞t L
4
x(G
l2
β ×R
2)
. 2l2−i‖v0‖
2
L2‖u‖
2
X˜i(Giα×R
2)
. (6.16)
Next, expanding out F2(t, y),
F2(t, y) = Im[2ulPξ(t),≤l2(|uh|
2ul) + ulPξ(t),≤l2(u
2
hul)
+2(Pξ(t),≤l2uh)Pξ(t),≤l2(|ul|
2uh) + (Pξ(t),≤l2uh)Pξ(t),≤l2(u
2
l uh)].
(6.17)
Observe that
2Im[ulPξ(t),≤l2(|uh|
2ul)] = 2Im[ulPξ(t),≤l2(|uh|
2ul)− |ul|
2P≤l2(|uh|
2)], (6.18)
and
Im[2(Pξ(t),≤l2uh)Pξ(t),≤l2(|ul|
2uh)] = Im[2(Pξ(t),≤l2uh)Pξ(t),≤l2(|ul|
2uh)− 2|Pξ(t),≤l2uh|
2|ul|
2].
(6.19)
By (4.148), (3.48), (3.49), and the product rule,
2l2−i‖Im[2(Pξ(t),≤l2uh)Pξ(t),≤l2(|ul|
2uh)]‖L1t,x(G
l2
β ×R
2)
= 2l2−i‖(6.17)‖
L1t,x(G
l2
β ×R
2)
. 2−i‖uh‖
2
L3tL
6
x(G
l2
β ×R
2)
‖∇|ul|
2‖
L3tL
3/2
x (G
l2
β ×R
2)
. 2l2−i‖u‖2
X˜i(G
l2
β ×R
2)
‖∇(e−ix·ξ(t)ul)(e−ix·ξ(t)ul)‖L3tL
3/2
x (G
l2
β ×R
2)
. 2l2−i‖u‖2
X˜i(G
l2
β ×R
2)
‖(∇− iξ(t))ul‖L3tL6x(G
l2
β ×R
2)
. 2l2−i‖u‖3
X˜i(G
l2
β ×R
2)
.
(6.20)
Next, by a computation similar to (4.148),
φ(
ξ1 + ξ2 − ξ(t)
2l2
)− φ(
ξ1
2l2
) .
|ξ2 − ξ(t)|
2l2
, (6.21)
so by (3.48) and (3.49),
2l2−i‖2Im[ulPξ(t),≤l2(|uh|
2ul)]‖L1t,x(G
l2
β ×R
2)
. 2−i‖uh‖
2
L3tL
6
x(G
l2
β ×R
2)
‖(∇− iξ(t))ul‖L3tL6x(G
l2
β ×R
2)
‖u‖L∞t L2x . 2
l2−i‖u‖3
X˜i(Giα×R
2)
.
(6.22)
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Also,
Pξ(t),≤l2(u
2
l uh)−(Pξ(t),≤l2uh)u
2
l = e
ix·ξ(t)P≤l2((e
−ix·ξ(t)ul)
2(e−ix·ξ(t)uh))−e
ix·ξ(t)(P≤l2e
−ix·ξ(t)uh)(e
−ix·ξ(t)ul)
2,
(6.23)
so by (4.148), (3.48), (3.49), and the product rule,
2l2−i‖(Pξ(t),≤l2uh)Pξ(t),≤l2(u
2
l uh)− (Pξ(t),≤l2uh)
2u2l ‖L1t,x(G
l2
β ×R
2)
. 2−i‖uh‖
2
L3tL
6
x(G
l2
β ×R
2)
‖(∇− iξ(t))ul‖L3tL6x(G
l2
β ×R
2)
‖u‖
L∞t L
2
x(G
l2
β ×R
2)
. 2l2−i‖u‖3
X˜i(Giα×R
2)
.
(6.24)
Therefore by (6.14) - (6.16), (6.20), (6.24), and (6.22),
2l2−2i
∫
G
l2
β
∫ ∫
F2(t, y)
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt = O(2l2−i‖v0‖
2
L2(1 + ‖u‖
4
X˜i(Giα×R
2)
)
(6.25)
+2l2−2i
∫
G
l2
β
∫ ∫
P≤l2−10Im[(ul)
2u2h+(Pξ(t),≤l2uh)
2u2l ](t, y)
(x − y)
|x − y|
·Im[v¯(∇− iξ(t))v](t, x)dxdydt.
(6.26)
(6.26) = 2l2−2i
∫
G
l2
β
∫ ∫
P≤l2−10Im[(ul)
2(u2h−(Pξ(t),≤l2uh)
2)](t, y)
(x − y)
|x − y|
·Im[v¯(∇−iξ(t))v](t, x)dxdydt.
(6.27)
Next make a Galilean transformation (see theorem 1.1). First observe that (6.27) is obviously
translation invariant.
(6.27) = 2l2−2i
∫
G
l2
β
∫ ∫
P≤l2−10Im[(ul)
2(u2h − (Pξ(t),≤l2uh)
2)](t, y + 2tξ(Gl2β ))×
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x + 2tξ(Gl2β ))dxdydt.
(6.28)
Next observe that
Im[v¯(∇−iξ(t))v](t, x+2tξ(Gl2β )) = Im[(e
−ix·ξ(G
l2
β )v)(∇−iξ(t)+iξ(Gl2β ))e
−ix·ξ(G
l2
β )v](t, x+2tξ(Gl2β )).
(6.29)
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Also, observe that
Im[(ul)
2u2h](t, y + 2tξ(G
l2
β )) = Im[(e
−ix·ξ(G
l2
β )ul)
2(e−ix·ξ(G
l2
β )uh)
2](t, y + 2tξ(Gl2β ))
= Im[(P
ξ(t)−ξ(G
l2
β ),≤l2−5
e−ix·ξ(G
l2
β )u)2(P
ξ(t)−ξ(G
l2
β ),≥l2−5
e−ix·ξ(G
l2
β )u)2](t, y + 2tξ(Gl2β )).
(6.30)
Making a similar computation with the ul
2(Pξ(t),≤l2uh)
2 term, the Galilean transformation, (6.29),
and (6.30) imply that we can assume that ξ(Gl2β ) = 0 in (6.27). By (3.34) this implies |ξ(t)| << 2
l2
for all t ∈ Gl2β .
To estimate (6.27) we will make an inverse Fourier transform and integrate by parts in time.
∫
G
l2
β
∫ ∫
P≤l2−10Im[(ul)
2(u2h − (Pξ(t),≤l2uh)
2)]
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)dxdydt (6.31)
= (2π)−1
∫
G
l2
β
∫ ∫
(x− y)
|x− y|
· Im[v(t, x)(∇− iξ(t))v(t, x)]
×[
∫ ∫ ∫ ∫
φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)uˆl(t, η3)uˆl(t, η4)ˆ¯uh(t, η1)ˆ¯uh(t, η2)
×(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))dη1dη2dη3dη4]dxdydt.
(6.32)
Let
q(η) = |η1|
2 + |η2|
2 − |η3|
2 − |η4|
2. (6.33)
Since |η3|, |η4| ≤ 2
l2−4, ||η3|
2+|η4|
2| ≤ 22l2−8. Also, on the support of (1−φ(2−l2(η1−ξ(t)))φ(2
−l2(η2−
ξ(t))))φ( (η1+η2+η3+η4)
2l2−10
), |η1|
2 + |η2|
2 > 22l2 , and q(η) > 22l2−2. Therefore, on the support of
(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))φ(2
−l2+4η3)φ(2
−l2+4η4),
1
q(η)
=
1
|η1|2 + |η2|2
∞∑
j=0
(−1)j(
|η3|
2 + |η4|
2
|η1|2 + |η2|2
)j (6.34)
converges, and by theorem C −M of [32], 1q(η) is a convergent sum of terms whose operator norm
is . 1
η21+η
2
2
∼ 1|η1||η2| (since |η3 + η4| ≤ 2
l2−3 and |η1|, |η2| & 2
l2). Integrating by parts in time, if
Gl2β = [a, b],
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∫
G
l2
β
∫ ∫ ∫ ∫ ∫ ∫
1
iq(η)
(
d
dt
eitq(η))
(x− y)
|x− y|
· Im[v¯(t, x)(∇ − iξ(t))v(t, x)]
×φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))
×[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2 uˆl(t, η3)e
it|η4|2uˆl(t, η4)]dη1dη2dη3dη4dxdydt,
(6.35)
=
∫ ∫ ∫ ∫ ∫ ∫
eitq(η)
1
iq(η)
(x− y)
|x− y|
· Im[v¯(t, x)(∇− iξ(t))v(t, x)]
×φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))
×[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2 uˆl(t, η3)e
it|η4|2uˆl(t, η4)]dη1dη2dη3dη4dxdy|
b
a
(6.36)
−
∫ b
a
∫ ∫ ∫ ∫ ∫ ∫
1
iq(η)
eitq(η)
∂
∂t
(x− y)
|x− y|
· Im[v¯(t, x)(∇− iξ(t))v(t, x)]
×φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))
×[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2uˆl(t, η3)e
it|η4|2 uˆl(t, η4)]dη1dη2dη3dη4dxdydt
(6.37)
−
∫ b
a
∫ ∫ ∫ ∫ ∫ ∫
1
iq(η)
eitq(η)
(x− y)
|x− y|
· Im[v¯(t, x)(∇− iξ(t))v(t, x)]
×
∂
∂t
[φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))]
×[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2uˆl(t, η3)e
it|η4|2 uˆl(t, η4)]dη1dη2dη3dη4dxdydt
(6.38)
−
∫ b
a
∫ ∫ ∫ ∫ ∫ ∫
1
iq(η)
eitq(η)
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)
×
∫ ∫ ∫ ∫
φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))
∂
∂t
[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2 uˆl(t, η3)e
it|η4|2uˆl(t, η4)]dη1dη2dη3dη4dxdydt.
(6.39)
Remark: To simplify notation, LptL
q
x will always indicate L
p
tL
q
x(G
l2
β ×R
2) unless otherwise indi-
cated.
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By Ho¨lder’s inequality in Fourier space, conservation of mass, and Plancherel’s theorem,
2l2−2i(6.36) . 2−2l222l22i2l2−2i‖v0‖
2
L2 = 2
l2−i‖v0‖
2
L2 . ‖v0‖
2
L2 . (6.40)
Next take (6.37).
∂
∂t
Im[v¯(t, x)(∇− iξ(t))v(t, x)]
= ξ′(t)|v(t, x)|2 +Re[v¯(t, x)(∇− iξ(t))∆v(t, x)] −Re[∆v¯(t, x)(∇− iξ(t))v(t, x)]
= ξ′j(t)|v(t, x)|
2 + ∂kRe[v¯(t, x)(∇j − iξj(t))∂kv(t, x)]− ∂kRe[∂kv¯(t, x)(∂j − iξj(t))v(t, x)].
(6.41)
Therefore, taking the leading order term in (6.34),
(6.37) =
∫
G
l2
β
∫ ∫
Im[(u2l )((
1
|∇|
uh)
2−(Pξ(t),≤l2
1
|∇|
uh)
2)](t, y)
(x − y)
|x − y|
·ξ′(t)|v(t, x)|2dxdydt (6.42)
+
∫
G
l2
β
∫ ∫
Im[(u2l )((
1
|∇|
uh)
2−(Pξ(t),≤l2
1
|∇|
uh)
2)](t, y)
(x − y)j
|x− y|
∂kRe[v(t, x)(∇j−iξj(t))∂kv(t, x)]dxdydt
(6.43)
−
∫
G
l2
β
∫ ∫
Im[(u2l )((
1
|∇|
uh)
2 − (Pξ(t),≤l2
1
|∇|
uh)
2)](t, y)
(x − y)j
|x− y|
∂kRe[∂kv(t, x)(∂j − iξj(t))v(t, x)].
(6.44)
By (3.34) and the Sobolev embedding theorem,
(6.42) . ‖
1
|∇|
uh‖
2
L∞t L
2
x(G
l2
β ×R
2)
‖ul‖
2
L∞t,x(G
l2
β ×R
2)
‖v(t, x)‖2
L∞t L
2
x(G
l2
β ×R
2)
(
∫
G
l2
β
|ξ′(t)|dt) . ǫ3ǫ
−1
1 2
l2‖v0‖
2
L2 .
(6.45)
Integrating (6.43) and (6.44) by parts in space,
(6.43) = −
∫
G
l2
β
∫ ∫
Im[(u2l )((
1
|∇|
uh)
2 − (Pξ(t),≤l2
1
|∇|
uh)
2)](t, y)
[
δjk
|x− y|
−
(x− y)j(x− y)k
|x− y|3
]Re[v¯(t, x)(∇j − iξj(t))∂kv(t, x)]dxdydt,
(6.46)
so by the Hardy - Littlewood - Sobolev lemma, (3.48), and (3.49), the Sobolev embedding theorem,
the fact that Gl2β ⊂ G
i
α, and l2 ≤ i,
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|∇|
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2
L3tL
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x(G
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‖ul‖
2
L∞t L
4
x(G
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2)
‖v‖2
L6tL
3
x(G
l2
β ×R
2)
. 22i−l2‖v0‖
2
L2‖u‖
2
X˜i(Giα×R
2)
. (6.47)
Making a similar computation for (6.44) implies
2l2−2i(6.37) . ‖v0‖
2
L2‖u‖
2
X˜i(Giα×R
2)
. (6.48)
Next take (6.38). By the product rule and
∂
∂t
φ(2−l2(η1 − ξ(t))) = 2
−l2(∇φ)(2−l2(η1 − ξ(t))) · ξ
′(t), (6.49)
so by the Sobolev embedding theorem,
2l2−2i(6.38) . 2−i‖v0‖
2
L2‖
1
|∇|
uh‖
2
L∞t L
2
x
‖ul‖
2
L∞t,x
(
∫
G
l2
β
|ξ′(t)|dt) . 2l2−i‖v0‖
2
L2 . (6.50)
Finally take (6.39). e−it|η1|
2
u¯h(t, η1) is the Fourier transform of e
it∆u¯h, and by direct computation
∂
∂t
(eit∆u¯h) = e
it∆PhF (u) + (
d
dt
Pξ(t),≥l2−5)u. (6.51)
Likewise, eit|η3|
2
uˆl(t, η3) is the Fourier transform of e
−it∆ul, and
∂
∂t
(e−it∆ul) = e
−it∆PlF (u) + (
d
dt
Pξ(t),≤l2−5)u. (6.52)
Therefore,
|
∫ b
a
∫ ∫
(x− y)
|x− y|
· Im[v¯(∇− iξ(t))v](t, x)
×
∫ ∫ ∫ ∫
φ(
(η1 + η2 + η3 + η4)
2l2−10
)eiy·(η1+η2+η3+η4)
eitq(η)
q(η)
(1− φ(2−l2(η1 − ξ(t)))φ(2
−l2(η2 − ξ(t))))
∂
∂t
[e−it|η1|
2
ˆ¯uh(t, η1)e
−it|η2|2 ˆ¯uh(t, η2)e
it|η3|2uˆl(t, η3)e
it|η4|2 uˆl(t, η4)]dη1dη2dη3dη4dxdydt|
(6.53)
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(6.54)
By conservation of mass and the Sobolev embedding theorem,
. 2i−l2‖v0‖
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(
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2
L2 . (6.55)
Next, by (3.49) and the Sobolev embedding theorem,
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(6.56)
Finally by (3.48), (3.49), and the Sobolev embedding theorem,
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2
X˜i(Giα×R
2)
‖ul‖
4
L6tL
12
x (G
l2
β ×R
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By (3.49), conservation of mass, and the Sobolev embedding theorem
‖ul‖
2
L6tL
12
x (G
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β ×R
2)
.
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0≤j1≤l2−5
2j1/2‖Pξ(t),j1u‖L3tL6x(G
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Therefore, since l2 ≤ i, G
l2
β ⊂ G
i
α,
(6.58) . 2i‖v0‖
2
L2‖u‖
4
X˜i(Giα×R
2)
. (6.60)
Collecting (6.55), (6.56), and (6.60),
2l2−2i(6.39) . 2l2−i‖v0‖
2
L2(1 + ‖u‖
4
X˜i(Giα×R
2)
). (6.61)
This finally completes the proof of lemma 4.7. 
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