In this paper we introduce a new optimization formulation for sparse regression and compressed sensing, called CLOT (Combined L-One and Two), wherein the regularizer is a convex combination of the 1-and 2-norms. This formulation differs from the Elastic Net (EN) formulation, in which the regularizer is a convex combination of the 1-and 2-norm squared. This seemingly simple modification has fairly significant consequences. In particular, it is shown in this paper that the EN formulation does not achieve robust recovery of sparse vectors in the context of compressed sensing, whereas the new CLOT formulation does so. Also, like EN but unlike LASSO, the CLOT formulation achieves the grouping effect, wherein coefficients of highly correlated columns of the measurement (or design) matrix are assigned roughly comparable values. It is noteworthy that LASSO does not have the grouping effect and EN (as shown here) does not achieve robust sparse recovery. Therefore the CLOT formulation combines the best features of both LASSO (robust sparse recovery) and EN (grouping effect).
I. INTRODUCTION
We begin by stating the problems under study. In sparse regression, one is given a matrix A ∈ R m×n (the measurement or design matrix) where m n, and a vector y ∈ R m (the measurement vector); the objective is to find a sparse vector x ∈ R n such that Ax is close to y. The problem of finding the most sparse x that satisfies Ax = y is known to be NP-hard [1] ; therefore it is necessary to find alternate approaches. In compressed sensing, one begins with integers n and k n, and the objective is to choose an integer m (the number of measurements) and a measurement matrix A ∈ R m×n such MEA that, whenever x ∈ R n has k or fewer nonzero components, it is possible to recover x perfectly from its measurement Ax. This is just the most basic version of compressed sensing, and more general formulations are given in the sequel.
For the sparse regression problem, the most widely used approaches are LASSO and Elastic Net (EN). The LASSO formulation [2] is to set
where λ > 0 is an adjustable parameter. The Elastic Net (EN) approach [3] iŝ
where µ ∈ (0, 1) is another adjustable parameter. A very general approach to regression using a convex regularizer is given in [4] . Over the years many researchers have attempted to find convex relaxations of the problem such that the solution to the convex relaxation is also a solution to the original problem of finding the most sparse solution. Some of the early efforts include basis pursuit (see e.g. [5] ) and orthogonal matching pursuit [6] . It can be shown [7] that, under mild conditions, the solution to the LASSO contains m or fewer nonzero components. For the compressed sensing problem, the most popular approach is to choose the matrix A in such a way that its columns are as near to being orthogonal as possible, in which case A is said to satisfy the "restricted isometry property" (defined below). Suppose A is chosen to satisfy RIP, and that the measurement y is given by y = Ax + η where η is a measurement error that satisfies the prior bound η 2 ≤ . Then a popular method for obtaining an estimatex for the unknown vector x is to set
The 1 -norm minimization approach to compressed sensing was promoted in a series of papers by Candès and his coworkers. We refer only to [8] , [9] , [10] , though it would be possible to refer to many others. See also [11] , [12] . Due to the similarity between (3) and (1), it is common to refer to the above approach to compressed sensing also as the LASSO formulation. The main result of [10] shows that if the matrix A satisfies the RIP with RIP parameter δ 2k < √ 2 − 1, then the formulation (3) achieve robust sparse recovery of order k. This result is stated more precisely in the present paper en route to generalizing it; see Theorem 1. Note that the bound δ 2k < √ 2 − 1 is not the best possible. In a series of papers culminating in [13] , [14] , Cai Zhang and his coworkers have derived tight upper bounds on the RIP constants that permit robust sparse recovery. In particular, the tight upper bound on δ 2k is 1/ √ 2. In sparse regression, the LASSO approach can be shown to return a solutionx with no more than m nonzero components, under mild regularity conditions; see [7] . There is no such bound on the number of components ofx when EN is used. However, when the columns of the matrix A are highly correlated, then LASSO chooses just one of these columns and ignores the rest. Measurement matrices with highly correlated columns occur in many practical situations, for example, in microarray measurements of gene expression. The EN approach was proposed at least in part to overcome this undesirable behavior of the LASSO formulation. It is shown in [3, Theorem 1] that if two columns (say i and j) of the matrix A are highly correlated, then the corresponding componentsx i andx j of the EN solution are nearly equal. This is known as the "grouping effect," and the point is that EN demonstrates the grouping effect whereas LASSO does not.
Over the years some variants of LASSO have been proposed, such as the Group LASSO (GL) [15] and the Sparse Group LASSO (SGL) [16] . In the GL formulation, the index set {1, . . . , n} is partitioned into g disjoint sets G 1 , . . . , G g , and the regularizing term z 1 in (1) is replaced by is defined as
where z Gi denotes the projection of the vector z onto the components in G i . A further refinement of GL is the sparse group LASSO (SGL), in which the group structure is as before, but the regularizer is now defined as
where as before µ ∈ [0, 1]. While there was some empirical evidence that these refinements work in practice, until the publication of a companion paper by the present authors [17] , there were no theoretical guarantees. Now we come to the contributions of the present paper. We begin by showing that, whenever µ > 0, the EN formulation fails to achieve robust sparse recovery unless m ≥ n/4. Therefore the situation can be summarized by saying that in sparse regression, EN demonstrates the grouping effect while LASSO is known not to have the grouping effect, whereas in compressed sensing LASSO is known to achieve robust sparse recovery whereas EN is known not to, unless the number of measurements grows linearly with respect to the dimension of the unknown vector. Therefore it is germane to ask whether there is a family of formulations that demonstrates both properties. Towards this end, we introduce a new regularization function that we call CLOT (Combined L-One and Two), wherein
Note that, in contrast with the EN regularizer, the function in (6) is a norm, which is denoted hereafter by · C,µ , with the letter C standing as an abbreviation for "CLOT." It is shown that, whenever µ > 0 and is sufficiently small, the CLOT formulation achieves both the grouping effect as well as robust sparse recovery. Taken together, these results might indicate that CLOT and SGL are attractive alternatives to the LASSO and EN formulations.
It is evident that the only difference between the EN formulation and the CLOT formulation is that the Euclidean norm is not squared in the former. This seemingly simple modification has significant consequences, as shown below.
II. PRELIMINARIES
In this brief section we introduce some notation as well as a few key definitions.
If
The set of k-sparse vectors Σ k is defined as
For each vector x ∈ R n , integer k < n, and norm · on R n , the symbol σ k (x, · ) denotes the k-sparsity index of x, defined as the distance from x to Σ k . In symbols
Suppose that the measured vector y is corrupted by noise, so that y = Ax + η where η 2 ≤ , where is a known constant. To estimate the unknown vector x, definex to be the solution of the following optimization problem:
where R(z) is a regularizer, which is assumed to be convex. Next, we define the notion of robust sparse recovery for a formulation in the form of (8).
Definition 1: The formulation described in (8) for estimating x is said to achieve robust sparse recovery of order k if there exist constants C 0 and C 1 that might depend on the matrix A but not on x or η such that
Where convenient, we will say "robust k-sparse recovery" to mean "robust sparse recovery of order k." The factor √ k in the denominator of (9) arises from the fact that bounds for x − x p contain terms of the form σ k (x, · 1 )/k 1−1/p for p ∈ [1, 2] ; see [18, Theorem 4.25 ].
Note that the following properties are ready consequences of robust sparse recovery.
• If x ∈ Σ k , then σ k (x, · 1 ) = 0, and (9) becomes
x − x 2 ≤ C 1 .
• If the measurements are error-free, then = 0, and (9) becomes
x − x 2 ≤ C 0 σ k (x, · 1 ).
• Finally, if the unknown vector x is k-sparse and the measurements are error-free, then (9) shows thatx = x. Thus, if the formulation achieves robust k-sparse recovery, then it is possible to achieve perfect recovery of unknown k-sparse vectors with noise-free measurements. In the compressed sensing literature, robust sparse recovery is achieved by ensuring that the measurement matrix A satisfies a variety of properties, such as the restricted isometry property (RIP) [10] and the coherence property [19] . The focus in this paper is on the RIP property, which is defined next.
Definition 2: Suppose A ∈ R m×n . Then we say that A satisfies the Restricted Isometry Property (RIP) of order k with constant δ k if
Now we state a well-known result in compressed sensing, which provides a point of comparison with the results proved in the present paper. 
Then
where
The formulas for C 0 , C 1 are written slightly differently from those in [20, Theorem 1.9] but are easily shown to be equivalent to them. Also, C 1 is called C 2 in [20] . Note that the bound on δ 2k given in Theorem 1 is not the best possible. It is shown in Theorem 2.1 of [14] that the formulation (11) achieves robust k-sparse recovery whenever δ tk < (t − 1)/t for some t > 1. Moreover, if t ≥ 4/3, the above bound is the best possible. Specifically if t = 2, then the bound in [14] leads to δ 2k < 1/ √ 2 ≈ 0.707 compared to δ 2k < √ 2−1 ≈ 0.414 in Theorem 1. In the remainder of the paper as well as in a companion paper by the present authors [17] , Theorem 1 is extended to group sparsity. However, the extension of the improved bounds in [14] to group sparsity remain to be carried out. 1 
III. MAIN THEORETICAL RESULTS
This section contains the main contributions of the paper.
A. Lack of Robust Sparse Recovery of the Elastic Net Formulation
The first result of this section shows that EN formulation does not achieve robust sparse recovery, and therefore is not suitable for compressed sensing applications. Specifically, in order for the EN formulation to achieve robust sparse recovery, the number of measurements m must grow linearly with the dimension of the vector n, which is not considered to be "compressed" sensing.
Theorem 2: Suppose a matrix A ∈ R m×n has the following property. There exist constants D 1 and D 2 such that, whenever y = Ax + η for some x ∈ R n and η ∈ R m with η 2 ≤ , the solution
Then m ≥ n/4.
B. Grouping Property of the SGL and CLOT Formulations
One advantage of the EN over LASSO is that the former assigns roughly equal weights to highly correlated features, as shown in [3, Theorem 1] and referred to as the grouping effect. In contrast, if LASSO chooses one feature among a set of highly correlated features, then generically it assigns a zero weight to all the rest. To illustrate, if two columns of A are identical, then in principle LASSO could assign nonzero weights to both columns; however, the slightest perturbation in the data would cause one or the other weight to become zero. The drawback of this is that the finally selected feature set is very sensitive to noise in the measurements. In this section we prove an analog of [3, Theorem 1] for SGL formulation. Our result states that if two highly correlated features within the same group are chosen by SGL, then they will have roughly similar weights. Since CLOT is a special case of SGL with the entire feature set treated as one group, it follows that CLOT assigns roughly similar weights to highly correlated features in the entire set of features. As a result, the final feature sets obtained using SGL or CLOT are less sensitive to noise in measurements than the ones obtained using LASSO.
Theorem 3: Let y ∈ R m , A ∈ R m×n be some vector and matrix respectively. Without loss of generality, suppose that y is centered, i.e. y t e m = 0, where e m denotes a column vector consisting of m ones, and that A is standardized, i.e. a j 2 = 1 where a j denotes the j-th column of A. Suppose µ > 0, and let G denote a partition of {1, . . . , n} into g disjoint subsets. Definê
where λ > 0 is a Lagrange multiplier. Suppose that, for two indices i, j belonging to the same group G s , we have thatx ixj = 0, wherex i ,x j denote the components of the vectorx. By changing the sign of one of the columns of A if necessary, it can be assumed thatx ixj > 0. Define
wherex s is shorthand forx Gs . Let us illustrate the above result using the CLOT formulation. In the case of CLOT formulation we have g = 1, G = {G 1 }, G 1 = {1, · · · , n}, and the inequality in (19) becomes
wherex is the solution of the CLOT formulation given in (30) and
Now suppose that two indices i and j are highly correlated such that ρ(i, j) ≈ 1, so that the right hand side of the inequality in (32) is almost equal to zero. Combining this with (31) we can concludex i ≈x j , so CLOT assigns similar weights to highly correlated variables.
C. Robust Sparse Recovery of the SGL and CLOT Formulations
The main result in this subsection is Theorem 4, stating that the SGL formulation exhibits robust sparse recovery. It follows as a corollary that the CLOT formulation also exhibits robust sparse recovery. Note that when µ = 0 the SGL formulation reduces to LASSO. Moreover, the bounds in Theorem 4 reduce to those in Theorem 1 when µ = 0. Therefore, our results are a true generalization of Theorem 1. Also, the bounds on δ 2k for the SGL or CLOT formulations are not bad, compared to the bound of δ 2k < √ 2 − 1 derived in [10] .
In order to facilitate the presentation of Theorem 4, we introduce some additional notation. Let G denote a specific partition of {1, . . . , n} into the sets G 1 , . . . , G g . Then the SGL norm z SGL,µ and CLOT norm z C,µ are defined as
z C,µ := (1 − µ) z 1 + µ z 2 .
Note that (20) is the same as (5) , and that (21) is the same as (6) . Further, define
We now state the main result of this section under the assumption that η 2 ≤ . Theorem 4: Suppose A ∈ R m×n satisfies the RIP of order 2k with constant δ 2k , and that y = Ax + η for some x ∈ R n and η ∈ R m with η 2 ≤ . Definê
and that
where γ is defined in (22). Then
and α is defined in (15) . Corollary 1: Suppose A ∈ R m×n satisfies the RIP of order 2k with constant δ 2k , and that y = Ax + η for some x ∈ R n and η ∈ R m with η 2 ≤ . Definê
where z C,µ is the CLOT norm defined in (21). Suppose
and suppose finally that
where φ is defined in (23). Then
Due to space limitations, the proofs of these results are omitted. The interested reader may consult the preprint at arXiv 1410.8229.
IV. DISCUSSION AND CONCLUDING REMARKS
In this paper we have introduced a new optimization formulation called CLOT (Combined L-One and Two), wherein the regularizer is a convex combination of the 1 -and 2norms. This formulation differs from the Elastic Net (EN) formulation, in which the regularizer is a convex combination of the 1 -and 2 -norm squared. This seemingly simple modification has fairly significant consequences. In particular, it is shown in this paper that the EN formulation does not achieve robust recovery of sparse vectors in the context of compressed sensing, whereas the new CLOT formulation does so. Also, like EN but unlike LASSO, the CLOT formulation achieves the grouping effect, wherein coefficients of highly correlated columns of the measurement (or design) matrix are assigned roughly comparable values. It is noteworthy that LASSO does not have the grouping effect and EN (as shown here) does not achieve robust sparse recovery. Therefore the CLOT formulation combines the best features of both LASSO (robust sparse recovery) and EN (grouping effect).
The CLOT formulation is a special case of another one called SGL (Sparse Group LASSO) which was introduced into the literature previously, but without any analysis of either the grouping effect or robust sparse recovery [16] . It is shown here that SGL achieves robust sparse recovery, and also achieves a version of the grouping effect in that coefficients of highly correlated columns of the measurement (or design) matrix are assigned roughly comparable values, if the columns belong to the same group.
