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Among all the fascinating events taking place around us, the granularity of materials
is extraordinarily intriguing. It is still unclear how dense, terrestrial planets can form
out of the nebular dust and particles. This question is of fundamental importance for
astrophysical problems, but also for our current understanding of life and its emergence.
As a young star cools down to the T Tauri stage, molecular material coalesce into micron-
size dust grains mainly composed of iron, nickel, aluminum and silicates. These grains
grow to kilometer-size objects via mechanisms still largely unknown, however this is the
length scale where granular physics is relevant. Therefore, granular matter probably plays
an important role in the formation of planets. A deeper understanding of the fundamental
processes of granular dynamics may also give a lot of insight at the frontiers of other
fields of modern physics: Plinian eruptions are connected to an enormous amount of
ashes which contains granular particles, avalanches are composed of granular ice particles.
We find grains in all kinds of suspensions and even some biological multicellular systems
could be understood within a granular framework. For example, nematic ordering in
growing colony of non-motile bacteria, or the patterns of asters and vortices formed by
the microtubule in the cytoskeleton (see [2] for more details). Also in our daily life we find
granular media everywhere: cereals in agriculture, sand at the beach or rice at dinner are
only a few examples. Beside our daily experience, granular materials are highly important
in industry: a lot of raw materials, especially in the plastic industry, are granular materials.
In Fig. 1.1 we see a few examples of common granular materials.
Granular materials are collections of grains larger than a micron for which molecular
or Brownian fluctuations are irrelevant. Thus, every single grain is a macroscopic object.
The scale where we can find granular materials is enormous: from small dust particles up
to whole galaxies, we can describe matter in the context of grains.





Figure 1.1: Granular matter in our daily life. (a) Different kinds of rice1. (b) A beach in
Barbados2. (c) Silicate in industry3. (d) Rubble at the British northern sea coast4.
elements, chemical combinations or mixtures. However, even if the microscopic description
of a granular material might be extremely complex, only a few parameters are necessary
to describe the macroscopic state. The defining characteristic of granular matter is the
dissipative nature of its interactions. In granular collisions, the component of the relative
velocity of the colliding particles along the line joining the two centers of mass decreases
in absolute value by a factor 0 < ε < 1, called coefficient of restitution. The reason for
the dissipative nature are inner degrees of freedom inside a granular particle and inelastic
deformations. If grains would not act dissipative they would behave as a macroscopic
equivalent of atoms. Indeed we find numerous similarities to classical states of matter as
we can find granular material in a solid-like, liquid-like and gas-like state.
As shown in Fig. 1.2, it is fascinating to observe that granular materials can form a
solid-like sand castle, but sand is also able to flow like a liquid inside an hourglass, and
finally we can even witness a gas-like behavior when we watch a sand storm or a snow
avalanche.
The dissipative nature of grains leads to phenomena which are not known in non-
dissipative systems. In granular system we observe configurations of particles rendered
1By IRRI Images, CC BY 2.0, https://commons.wikimedia.org/w/index.php?curid=11202403
2User: Ranveig, CC BY 2.0, https://commons.wikimedia.org/w/index.php?curid=323926
3Robin Müller, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=16264199




Figure 1.2: Sand in different states. (a) An elaborate sand castle5. (b) Hourglass6. (c)
Sandstorm in Al Asad, Irak7.
stable or metastable because of dissipation. In general, a granular system does not evolve
towards free-energy minima, because there is no free energy, nor any obvious minimization
principle. The jamming transition is a well known example and a pretty annoying problem
in agriculture. The problem that arises here is that a granular flow stops because the grains
stuck together and build a dense cluster, historically we find this problem in silos and when
seeding a field. Another example of transition can be found in snow avalanches. When
the avalanche flows a person sinks into the snow because it behaves like a liquid, but once
the snow comes to rest one is confined in a dense, cold prison. Yet another example for
non-Newtonian fluids where granular media are present are quicksands; quicksand is solid
like but it turns to liquid under very small stresses.
In this thesis we mainly study a nonequilibrium transition which occurs in clouds of
granular particles, namely in granular gases without external forces. A granular gas cools
down over time just due to the dissipative collisions between particles. Cooling means in
this context that the kinetic energy of the system drops down and the particles become
much slower over time. At variance with an ordinary gas, such a cooling granular gas
will suddenly form dense, filamentary clusters. Eventually we do not find a granular gas
anymore but dense solid regions. We will show in this thesis when the clustering in a
freely cooling granular gas appears and we will describe the driving process behind it. We
5Public Domain, https://commons.wikimedia.org/w/index.php?curid=67485
6User:S Sepp, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=2949887
7Corporal Alicia M. Garcia, U.S. Marine Corps. [Public domain], via Wikimedia Commons
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Figure 1.3: Examples of granular gases: from terrestrial to cosmological scale. (a) A dust
avalanche8. (b) Ascending eruption cloud from Redoubt Volcano as viewed to the west
from the Kenai Peninsula9. (c) Accretion disc of a black hole, NASA artist’s concept10. (d)
An unprecedented look at the Orion Nebula by the Hubble Space Telescope captured11.
If a granular system consists of particles which can move freely because they have a
large mean free path, we call such a state the gas state of a granular material. Within
this thesis we concentrate on the physics of granular gases. Granular gases have been
used as model systems to describe geophysical processes such as Plinian eruptions [3, 4],
the solar corona [5], the asteroid belt between Mars and Jupiter, planetary rings [6, 7],
protoplanetary disks [8], and the formation of cosmological structures [9] because granular
dissipative processes may play a role. Figure 1.3 shows example of the wide range of
interesting phenomena where granular gas physics is present. Experimental studies [10–14]
of granular gases are, however, rather scarce because of formidable challenges in preparing
a system free of external forces. Microgravity experiments on parabolic flights or drop
towers potentially offer good conditions [15], but it is very difficult to remove the influence
of confining potentials or surrounding walls on the granular system.
8User: Scientif38, CC BY-SA 3.0, https://commons.wikimedia.org/wiki/File:2007-02-15-CLB-Couloir2-
1c.JPG




1.2 A hydrodynamic ansatz
Not many experimental studies have been performed on granular gases. This has differ-
ent reasons: microgravity experiments are typically quite expensive and hard to set up.
But granular experiments are typically limited in size. A lot of interesting phenomena
where granular gases might be important take place on astronomical scales which are not
accessible by experiments.
If experiments are not available, computer simulations become even more important.
In the past, numerous studies using molecular dynamics (MD) simulations have been
performed. Because it is necessary to track every particle and to calculate the interactions
between particles in MD simulations, it costs a lot of calculation time to simulate large
systems. If we assume to have enough particles for a hydrodynamic limit, we can describe
granular systems within a hydrodynamic theory. Then we can describe the dynamic by the
evolution of smooth fields. Simulations which solve the field equations are called direct
numerical simulation (DNS). The big advantage is the independence from the single
particle scale, therefore it is typically not problematic to scale up the system within the
DNS. Sadly this comes to the cost of a considerable effort to develop a stable and accurate
algorithm or solver, but we will demonstrate in this thesis that we can obtain enlightening
results out of it.
Hydrodynamic fields can be rigorously defined in a manner similar to molecular fluids
by means of a coarse-graining of the microscopic kinetic equations. First, one considers
the one-particle distribution function f(r,u, t), which obeys the Boltzmann equation and
represents the number of particles within a volume dr centered at position r and with
velocity u within the interval du. Then, the transport equations for inelastic systems are
derived by using a Chapman–Enskog expansion [16–18]. From the moments of f(r,u, t),
the number density ρ(r, t), convective velocity v(r, t), and temperature T (r, t) fields can
be derived. Physically, the granular temperature T (r, t) represents the fluctuations of the
microscopic velocities u or, in other words, it is the energy of the uncoordinated motion
of the particles.
In contrast to ordinary gases, the average kinetic energy of the system (granular tem-
perature) steadily decreases because of the dissipative nature of a granular system, in the
absence of convective fluxes. This temperature decrease was first studied by Haff [19] who
gave an analytical expression for the dynamics of the temperature, nowadays known as
Haff’s law12






where T0 is the initial temperature, t is the time, τ the characteristic cooling time [20], and
α = 2 if the coefficient of restitution ε = const. This cooling process is well understood in
theory [19], simulations [21–25] and experiments [10–12, 14, 26].
12The law is given nowadays for the temperature but indeed Haff derived the dynamics of the pressure p
in his work; both are connected through the equation of state for dilute gases p = ρT .
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In this thesis we study two models for the kinetics of the collisions: (i) the simplest model
of a constant coefficient of restitution, and (ii) a more realistic model where particles
are treated as viscoelastic spheres [27–29] and ε depends on the impact velocity of the
colliding particles. For a realistic granular gas (ε = ε(u)) the slope of Haff’s law changes
to α = 5/3 [28]. The hydrodynamic equations, generated through the Chapman-Enskog
procedure or Grad’s method of moments, for example, are in principle an infinite hierarchy
of partial differential equations. In this thesis we study the hydrodynamic equations at the
Navier–Stokes (NS) level. The NS equations approximate the transport coefficients within
the hydrodynamic equations up to a linear order in the gradients of the variables (ρ,v, T ).
The corresponding second and third order equations are the Burnett and the super-Burnett
equations; both are beyond the scope of this thesis which is due to the fact that the
numerical treatment of higher order equations require specialized techniques. DNS of the
hydrodynamic equations give access to enlightening results because all hydrodynamic fields
are accessible at each point of space and time. Therefore, DNS allows for the possibility of
observing fluctuations and structure formation on scales inaccessible to MD simulations.
The fundamental theory for the hydrodynamic behavior has been developed in the last
three decades for dilute granular systems [30], nevertheless dense granular systems, such as
granular assemblies, are far less understood. In MD simulations of granular gases one has
to pay attention to statistical averaging because the steadily changing average properties
and the strong spatial gradients make any averaging scheme challenging. Appropriate
coarse-graining techniques for MD can be found in [31–33]. The big advantage of DNS is
that it has direct access to all statistical quantities because of the field theory on which it
is based.
1.3 Content of thesis
The structure of this thesis is the following. We start with a brief introduction into the
kinetic theory of granular gases in Chapter 2 and we introduce the coefficient of restitution
ε as the important parameter to describe the dissipative nature of granular particles. There
we show how to derive the NS equations for granular gases which are the fundamental
set of equations we study here. We discuss the more realistic problem of viscoelastic
particles in Chapter 2 and compare the standard model for viscoelastic spheres with a
simple alternative model.
If the system-size L is larger than a critical size
Lcrit ∝ (1− ε2)−1/2, (1.2)
a transition from the homogeneous cooling state (HCS) into an inhomogeneous cooling
state (ICS) [34, 35] appears, which is characterized by the formation of dense clusters [21–
25, 36–38]. However, in reality ε depends on the impact velocity u [7]. The related linear
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stability analysis is given at the end of Chapter 2.
In Chapter 3 we derive the dimensionless, quasi-conservative form of the granular NS
equations. We discuss the pair correlation functions we have implemented and discuss in
Section 3.4 the granular dimensionless numbers: Mach, Reynolds and Prandtl numbers.
The necessity of studying large system sizes and of characterizing fluctuations in regions
of sharp gradients in temperature and density, developing into supersonic flow, without
ambiguities motivates us to tackle the continuous hydrodynamic equations beyond per-
turbative schemes. In Chapter 4 we describe in detail our solver to perform DNS. We
solve the integrated form of the NS equations on a lattice grid with the help of a finite
volume method. The integration is performed via Gaussian integration points and the
values at such points are reconstructed with a seventh order weighted essentially non-
oscillatory (WENO) method. To solve the coupled equations we implemented an operator
splitting method between the convective part and the diffusive part of the equations. At
the surface of the finite volumes it is important to calculate the fluxes within the finite
volume framework. For the convective fluxes, including the dissipative part, we use a
MUSCL-Hancock Method (MHM) and the multi-stage (MUSTA) approach to solve the
ensuing Riemann problem. The diffusive flux is solved with the diffusive generalized Rie-
mann problem (dGRP) flux.
Our DNS allow us to study fluctuations in a freely cooling granular gas inaccessible to
molecular dynamics simulations. In Chapter 5 we show the results of the study of such
fluctuations. We show that there is a universal power law relation between the amount of
density fluctuations of a granular gas and the Mach number of the system. This implies
that there is no typical timescale inside a freely cooling granular gas and that we can
describe the age of a granular gas in a universal way just by means of the Mach number.
In Chapter 6 we step away from the global description of the granular gas and follow a
local description of a granular gas. We start with a common heuristic argument for the
origin of the clustering inside a freely cooling granular gas. We prove that this heuristic
does not hold and show a new understanding for the origin of the clustering inside a
freely cooling granular gas. Convective subsonic velocities are nearly conserved while the
temperature drops, eventually this leads to a transition to shock waves which are the only
reason for clustering. Starting from DNS, we compare our results with MD simulations
and present analytical arguments that confirm our finding. We want to stress the point
that our findings demonstrate that the textbook understanding of the clustering in freely
cooling granular gases is erroneous.
In Chapter 7 we study the free cooling in the more realistic model where particles are
treated as viscoelastic spheres [27–29] and
ε(u) = 1− γ|u|1/5 + 35γ
2|u|2/5 ∓ . . . , (1.3)
where γ is a constant depending on material properties. The enormous decrease of granular
temperature during the cooling process leads to a drastic decrease of the energy dissipation
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(1 − ε2), which makes the assumption ε = const unrealistic. For a realistic granular gas
(ε = ε(u)) the slope of Haff’s law in Eq. (1.1) is α = 5/3 [28] and it has been shown that
the clustering is a transient phenomenon [30, 39]. Here we show that the disappearance of
clusters in granular gases is in principle a finite-size effect. As the granular temperature
decreases the critical system size increases until it reaches the size of the system, upon
which the density inhomogeneities dissolve and the system returns to a homogeneous
state. However, the strong dependence of the time of homogenization on system size
implies that for any amount of dissipation a system size can be found where the gas will
remain heterogeneous at any realistic time scale. Our findings imply that in an infinite
system, a freely cooling granular gas of viscoelastic spheres will not become homogeneous
again.
With our DNS we explore the frontiers of the NS approach. In the outlook Chapter 8 we
describe a number of studies which are designed to demonstrate the range of applicability
of our solver. Here we show results from driven granular systems. We discuss the topic
of how to devise a protocol to homogenize a granular gas starting from an inhomogeneous
state, Here we also demonstrate that the granular Leidenfrost effect and convective rolls
are reproduced by our solver, which, to the best of the authors knowledge, has not been
observed in hydrodynamic simulations before. Similar to what has been done before in
experiments and in MD simulations we derive a phase diagram which matches rather well
the results from MD simulations and experiments. This proves that even in a situation
where the assumptions which lead to the NS equations do not hold anymore, we can still
find results which are physical. Finally, in the outlook we demonstrate the effect of a
central force on a granular gas, thereby we show possible interesting future projects.
With our contribution we hope to advance the research on the hydrodynamics of gran-
ular gases and contribute important insights into the fundamental properties of granular
systems that have been unknown up to this point.
8
2 Kinetic theory of granular
gases
In this chapter we present the derivation of the NS equations for dilute granular gases. Here
we introduce the collision rule for pairwise collisions and derive from this the Boltzmann
equation (BE) for granular gases. From the moments of the BE we derive the hydrody-
namic equations and the transport coefficients. The Chapman–Enskog approach leads to
an infinite hierarchy of equations; we stop this hierarchy at the NS level. We describe
and compare two different models for viscoelastic spheres. The first is directly derived
from the BE. The second one is obtained from the NS equations for constant coefficient
of restitution ε and uses the dependence of ε on the local granular temperature as a proxy
for the local collisional velocity. We find that both models show no qualitative differences
in the dynamics of granular gases. Finally we present Haff’s law as the basis solution of
a homogeneous freely cooling granular gas and the linear stability analysis of the freely
cooling state.
2.1 Coefficient of restitution
The macroscopic dynamics of any many-particle-system in nature is determined by micro-
scopic interactions between particles. That means that the evolution of such a system is
determined and can be predicted once the full knowledge of the microscopic state and the
forces acting are known1. The entire dynamics is then governed by Newton’s second law
mir̈i = Fi(r1, ..., rN ,u1, ...,uN ), (2.1)
1We only deal with classical problems here without quantum mechanical effects.
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which is a system of N coupled ordinary differential equations. In Eq. (2.1) ri represents
the position of particle i, mi its mass, Fi the total force acting on it, which in general
may depend on all particles’ positions ri and velocities ui, i = 1, . . . , N , and each dot over
ri represents a time derivative. Because this set of equations is practically impossible to
solve, for any realistic value of N , it becomes necessary to focus on the main physical
observables which determine the macroscopic behavior.
In a granular systems it is reasonable to assume that the dynamics is well described
by short range interactions, which means that particles experience forces only if they
come into contact with other material particles. We assume that the interaction between
particles is pairwise additive. This assumption is fulfilled if the interaction time τI during
particle collisions is small compared with the average time τL when particles move along
straight lines between one collision and the next. That means the assumption τI  τL is
valid as long as the system is dilute enough or the particles are hard enough2; that is why
this assumption is called the hard-sphere limit. Under this assumption equations (2.1)
decouple, due to the fact that we have to care only about two particle collision from now
on
mij r̈ij = F (rij ,uij), (2.2)
where rij = ri − rj and uij = ui − uj is the center of mass velocity. We are left
with N(N−1)2 linear dependent one-body problems in Eq. (2.2) for particles of reduced
mass mij = mimjmi+mj . We want to study a system where particles do not change their
shape permanently during interactions. The easiest particle interaction we can think of
in this context is an inelastic collision. Due to the fact that the particles are composed
of an enormous number of atoms or molecules, there exist a multitude of inner degrees
of freedom which can absorb a portion of the kinetic energy of the particles during a
collision. It is reasonable to assume that the inner energy of such a granular particle is
negligible compared to any macroscopic kinetic energy of it. That means that the kinetic
energy during a collision is reduced and lost from our observation, or in other words:
the system dissipates energy. The amount of energy dissipated during a collision might
depend, even under all our assumptions, on many material parameters, like the roughness,
the kind of surface or the compressibility. Even if the entire collision process underlies a
lot of material parameters, in total there is only one fraction of energy which is dissipated
during a collision. That means that we can describe the collision process by only one
parameter, the coefficient of restitution, which is the ratio of the normal component of the
relative velocity before (gij) and after (g′ij) a collision
εij ≡ −g′ij/gij . (2.3)
We assume here that the tangential relative velocity is conserved. The normal force
2In a dilute system the time between collisions is very large τL  1; For hard spheres the interaction
time is very short τI  1.
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between contacting particles is determined by the compression and the compression rate
of particles. The tangential interaction forces instead are especially effected by surface
properties like the roughness of particles. Specialized analysis of the role of the tangential
part of ε can be found in [40, 41]. The collision rule for a pairwise collision between two
identical particles of mass mp reads as
u′i = ui −
1
2 (1 + ε) (uij · eij) eij
u′j = uj +
1
2 (1 + ε) (uij · eij) eij ,
(2.4)
where eij = rij|rij | is the unit vector of the separation of the particles at impact. We used








u2i − (1 + εij) (uij · eij)ui · eij +
1
4 (1 + εij)









u2j − (1 + εij) (uij · eij)uj · eij +
1
4 (1 + εij)




The simplest model which describes the dissipating character of a granular gas is the model
of constant coefficient of restitution ε. In this model we treat the coefficient of restitution
as a material parameter. However it was shown by Tanaka already in 1983 [42]3 that the
assumption of a constant ε during collisions leads to an unphysical viscosity. Kuwabara
suggested from heuristic arguments in 1987 [27] a dependency of ε on the impact velocity
εij ≈ 1−Ag1/5ij , (2.6)
which was formally derived by Schwager and Poeschel ten years later [28] for viscoelastic
spheres. More experimental measurement followed in 1988 [44] and proved the dependency
of the coefficient of restitution on the impact velocity. We will focus in the entire thesis
on these two models.
Strictly speaking the dependency in Eq. (2.6) was derived for viscoelastic spheres, which
means that whenever we use the viscoelastic model in two dimensions (2D) we are really
considering three dimensions (3D) spheres confined to a plane. The corresponding ε
dependency for viscoelastic discs [45] for small impact velocities vij and small viscous
relaxation time α 1 reads to the first order in α as








where e is the Euler constant and W0(x) is the Lambert W function for values larger than
−1. Tha Lambert W function satisfy the implicit equation
x = W (x)eW (x),W ≥ −1. (2.8)
3See Taguchi [43] for an English translation.
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Because of the complicated form of Eq. (2.7)4 and because the results of the experiments
are too noisy [44] to prove the 2D dependency in Eq. (2.7), we keep the easier 3D vis-
coelastic sphere model to simulate the dissipative behavior of the grains. From Eq. (2.6)
it can be seen that the coefficient of restitution does not vary too much if the velocity does
not change of orders of magnitude, so that quite often the easier model of treating ε as a
material property is used. Results from MD simulations using the model of constant ε do
in fact reproduce numerous experimental results [2, 46, 47].
Finally, we should keep in mind that we neglect charging effects as well as self-gravity,
which might be important in similar systems, especially if one realizes that self-charging of
particles is nearly inevitable [48]. Strictly speaking there is a range of phenomena which
affect ε; a numerical and experimental study on a resulting distribution of ε can be found
in [49].
2.2 Coefficient of restitution in the viscoelastic model
We want to discuss below how it is possible to use a variable coefficient of restitution in a
field theory, which will be necessary if we want to build a direct numerical solver for the
hydrodynamic equations of viscoelastic spheres. In the viscoelastic model we can express
the coefficient of restitutions dependence on the impact velocity [28]










where gij is the normal impact velocity between two particles, κ̃ is a parameter which















order κ̃3g3/5ij or higher. The concrete expression of κ̃ is not important for our model; for
more details on the derivation of the model and the concrete expression of κ̃ see [28, 30].
We introduce the local velocity of particle i
ωi = ui − 〈u〉, (2.10)
where 〈u〉 is the average velocity within the small volume. We define the local granular











4Here complicated means especially that the additional computational cost of calculating such a function
does not produce appreciably different results.
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and rewrite the impact velocity gij in terms of the thermal velocity gij = vthcij , where
cij = |cij · eij | = |uijvth · eij | is the scaled fraction of the normal impact velocity. We rewrite
ε in terms of the scaled variable cij















For a field theory we have to define ε locally. We use the assumption that only the local
thermal velocity defines the local ε, that means |ui| = |uj | = vth and 〈u〉 = 0, and
we assume that there is no preferred collision direction 〈uij〉 = 0. In this context the
local thermal velocity means that we find a small volume in space, where the granular
temperature is homogeneous. We also assume that we have at this local position enough
particles to fulfill the central limit theorem. Then we can calculate the expectation values
E(c1/5ij ) and E(c
2/5
ij ) as








, θ ∈ [0, π/2]
= E
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x−1e−tdt is Euler’s gamma function.
We replace the scaled impact velocity cij by its mean and find the dependence of ε on
the rescaled temperature δ′
ε = 1− C̃1δ′ + C̃2δ′2 +O(δ′3), (2.16)
where C̃1 = E(c1/5ij )C1, C̃2 = E(c
2/5
ij )C2. We use Eq. (2.16) to define a local ε. If we know
ε(T0) = ε0 at a reference temperature T0 we can rewrite Eq. (2.16); at the linear and
quadratic order this reads
εI(T ) = 1− (1− ε0) (T/T0)1/10 (2.17)
13
εII(T ) = 1 + ÃT 1/10 + 925C1Ã
2T 2/10, (2.18)











. In our simulations we use εI because of
superior performance.
2.3 Knudsen number
When deriving a hydrodynamic theory of granular gases it is important to think about
the limitations of such a theory. To derive the NS equations it is necessary that the mean
free path λ of the particles is sufficiently small compared to any characteristic length scale





which is the important dimensionless parameter to validate the NS equations. Heuristi-
cally, the important role of the Knudsen can be shown by the following example. Let’s
assume that we have a field theory in which the field φ(r̂) depends on space (we neglect
the time dependency here and present the problem in one dimension). We introduce the
dimensionless length r = r̂L . The field theory is valid, if the value of φ does not vary too
much in the distance of the mean free path, which means that we can express φ(r+ λ/L)
in a Taylor series around r




It is clear that the larger the Knudsen number the more coefficients in Eq. (2.20) have to
be taken into account; this strictly means that the hydrodynamic equations are only valid
in the limit K  1. The hydrodynamic regime is valid at values K ≤ 0.01 [50], which are
well described by the NS equations [50].
To obtain K the mean free path λ has to be known. We use below a common, simple
heuristic to obtain λ [30, 50]. We consider a reference particle with a diameter σ and a
velocity ūp as shown in Fig. 2.1. For reasons of simplicity the other particles are at rest.
During the small time ∆t the reference particle may collide with all the particles which
have their centers of mass within the colliding cylinder of volume πσ2ū∆t. The number
of collisions follows by multiplying the volume with the number density ρ. Now we search






Figure 2.1: Collision cylinder of a particle. We assume that during a short ∆t the particle
will collide with all particles, which have their centers of mass within the colliding cylinder
of volume πσ2ū∆t.
the inverse 1τmf is called the collision frequency. We find the mean free path from the
distance a particle moves during τmf , which is given by
λ = τ ū = 1
πσ2ρ
(2.22)
With ρ = φ4
3π(σ/2)3
, where φ is the filling fraction, we get the mean free path
λ = σ6φ. (2.23)




where D(3) = 16 ;D(2) =
π
8 are constants which depends on the dimensionality d.
Now the question should rise if typically granular systems fulfill the hydrodynamic
assumption of small K. In typical experiments we find particle diameters from 100µm to 1
cm and average filling fractions 0.01 ≤ φ̄ ≤ 0.1 [15, 46, 47]. Most experiments in a lab use
system sizes around 10 cm, which leads to a range of Knudsen numbers 0.001 ≤ K ≤ 0.1.
Of course, this is a pretty rough estimation but it clarifies that even for granular particles
we find setups that realize the hydrodynamic limit of small Knudsen numbers, which gives
confidence in the hydrodynamic model of granular gases.
We remark that this simple heuristic does not hold if we assume more problematic
systems containing long range electrostatic forces like dipole moments, charging [48] or
gravitational forces in astrophysical processes.
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2.4 Velocity distribution function
To derive a field theory for a granular system we have to start with the particles in the
phase space, which is described by the locations ri and the velocities ui of the parti-
cles. Consider an infinitesimal volume of phase space of size drdu and ask how many
particles have positions and velocities. We thus need to consider the probability density
function f(r,u, t) in phase space. The phase space density f(r,u, t) is called the velocity





is the number of particles within Ω. If we integrate over the entire phase space we obtain
the number of particles N inside our system. Because of the interactions between particles,
f(r,u, t) will dynamically change over time. We point out that, physically, the volume
drdu has to be a small phase-space volume from a macroscopic point of view, but must
be so large that it contains enough particles to define macroscopic quantities. Apart
from f itself, also the moments of f are very helpful because they are directly related to













where ρ is the number density, ρv = ρ〈u〉 is the momentum density,
w = u− v (2.27)
is the local or thermal velocity and T is the granular temperature of the gas. The time
evolution of f is thereby of main interest. The equation which describes the time evolution
of f is called the BE and was first introduced by Ludwig Boltzmann in 1896. The BE is
the fundamental equation within the kinetic gas theory.
2.5 Boltzmann equation






We assume that the number of particles is conserved, even if density sinks/sources can
be easily included in the theory. Due to the collision of particles the system dissipates
energy. But because the number of particles does not change, f has to fulfill the continuity
equation
∂tf = −∂r,u · (ξ̇f), (2.29)
where ∂r,u = ∇r,u is the nabla operator with respect to r and u and with the phase-space
velocity ξ̇ = {ṙ, u̇} = {u, u̇}. The dissipation of energy leads to a compression of f , which
means that the phase-space area of high velocities u becomes more and more dilute over
time, while the phase-space around zero velocity becomes more dense over time. If we
expand the components in the gradient in Eq. (2.29) we find
∂tf + u · ∂rf + ∂u(u̇f) = 0, (2.30)
since r and u are independent variables in phase-space the gradient ∂ru in Eq.(2.30) van-
ishes. The acceleration u̇ in Eq. (2.30) can be split in a term which results out of external
forces G, e.g. gravity or vibrating, solid walls, and a termW due to the interaction forces
between the particles, u̇ = G+W . We finally obtain the Boltzmann equation
∂tf + u · ∂rf +G · ∂uf = I, (2.31)
where we call I = −∂u · (W f) the collision integral. We assume that the external forces
G in Eq. (2.31) are independent of the velocity, the generalization to velocity-dependent
external forces is doable but not necessary within the scope of this thesis.
The details of the particle-particle interactions define the collision integral. In the
following argumentation we use assumptions which are known as “Stosszahlansatz” and
are valid for dilute gases [50]: (i) We assume only binary collisions, which corresponds to
the so called hard-sphere limit. The assumption of binary collision is fulfilled to a good
approximation if the gas is dilute or if the collision time α is small enough; the limit
α → 0 is fulfilled for ideal hard spheres. (ii) The velocity distribution function does not
change significantly after one collision. (iii) f varies in space but is constant over the range
of interparticle interactions. (iv) The correlation between different velocities ui before a
collision are neglected (hypothesis of molecular chaos).
To calculate the collision integral I = I+−I− we have to find the number of collisions per
unit time that produce a phase point (I+) and that destroy a phase point (I−) because
of internal collisions [30]. We assume for now a constant coefficient of restitution and
observe the number of particles f(ri,ui, t)dridui in the volume dridui located at (ri,ui).
Typically a collision involving a particle out of this phase-space volume will change the
velocity and thereby the particle will leave the volume element dridui. Such collisions are
called direct collision and will reduce the phase-space density f at (ri,ui). The collision
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law for a direct collision is given by Eq. (2.4)
u′i = ui −
1 + ε
2 (uij · eij) eij
u′j = uj +
1 + ε
2 (uij · eij) eij .
(2.32)
To obtain the number of direct collisions we have to count all collisions occurring in a small
time ∆t at dri [30]. We assume that all collisions occur independently, so that we find a
small cylinder in phase space in which a particle will collide during ∆t with a neighbor
within dridui. The cylinder has height ∆t |uij · eij | and a base of σ2dΩ where rij = σ
during a collision and dΩ is the solid angle around eij . If we multiply the volume of the
collision cylinder by the density f(ri,ui)dridui of the phase space
dNCC = f(ri,ui, t)dridui∆t |uij · eij |σ2dΩdui (2.33)
we obtain the number of particles with velocity ui within this cylinder. Finally, we obtain
the number of direct collisions ν− at ri with velocities ui and uj that represent a loss of
phase-space points from the volume (ri,ui) if we multiply the number of particles dNCC
by the phase-space density f(ri,uj)
ν− = f(ri,ui, t)f(ri,uj , t)driduiduj∆t |uij · eij |σ2dΩ. (2.34)
Due to collisions f(ri,ui) increases in the case that particles with initial velocities u′′i ,u′′j
acquire velocities ui,uj after the collision; we call them inverse collision. The collision
rule reads as















With uij · eij = −εu′′ij · eij and a bit of algebra we find du′′i du′′j = 1εduiduj [30]. The
number of inverse collision ν+ follows from the same arguments as the number of direct




We can finally write the collision integral I in Eq. (2.31)




deijΘ(−uij · eij)|uij · eij |
[ 1
ε2
f(u′′i )f(u′′j )− f(ui)f(uj)
]
, (2.37)
where Θ(x) is the Heaviside function. Typically the collision integral I is multiplied by
the pair correlation function at contact g2(σ) to exclude volume effects, where g2(σ) is
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also known as the Enskog factor. The modified BE
∂tf + u · ∇rf +G · ∇uf = g2(σ)I, (2.38)
is called the Boltzmann-Enskog equation. The collision integral for viscoelastic particles
has a more complicated shape, the derivation and the formula can be found in [30, 51].
2.6 Hydrodynamic equations
We follow the textbook method in [30, 50] to derive the hydrodynamic equations. That
means we have to calculate the moments of the velocity distribution function in Eq. (2.26).
The evolution of the moments can be derived from the BE, which leads us to the hydrody-
namic equations. Given a function ψ(r,u, t) ≡ ψ(u), the average value is given by 〈ψ(t)〉 ≡∫
ψ(u)f(u, t)du and the change of the variable is given by ∆ψ(ui) ≡ [ψ(u′i)− ψ(ui)]. The












deΘ(−uij · eij)|uij · eij |f(ui)f(uj)∆ [ψ(ui) + ψ(uj)] .
(2.39)
We multiply the BE in Eq. (2.38) by ψ(u) and integrate over ui∫
ψ(ui)∂tfdui +
∫
ψ(ui)ui · ∇rfdui +
∫




The right hand side (RHS) of Eq.(2.40) is given by Eq. 2.39. Now we consider the three
cases where ψ(u) is equal to 1,u or 12mpu
2 to obtain the moments. By replacing ψ(ui)
with each element of the set {1,u, 12mpu
2}, because of the following results
∆ [1 + 1] = 1 + 1− 1− 1 = 0







= mpu′2i −mpu2i +mpu′2j −mpu2j = −mp(1− ε2)(uij · eij)2
(2.41)
the integral over the collision integral has only a non-vanishing term for ψ = 12mpu
2. The
second equation in Eq. (2.41) follows directly from the collision rule in Eq. (2.4), the third
equation follows from the energy change during a collision in Eq. (2.5). We calculate now
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the left hand side (LHS) of Eq. (2.40). For ψ(u) = 1, it follows∫
1 · ∂tfdu = ∂t
∫
fdu = ∂tρ,∫
1 · u · ∇rfdu = ∇r ·
∫
ufdu = ∇r · (ρv) ,∫




where we used the moments in Eq. (2.26) and the assumption that G is independent of
the velocities. We introduce the notation ab = a ·b>, which creates the tensor Dij = aibj .
With the thermal velocity w in Eq. (2.27), we find for ψ(u) = u∫
u · ∂tfdu = ∂tρv = ρ∂tv − v∇r · (ρv)∫
u · u∇rfdu = ∇r ·
(∫












∇r ·Π(r, t) +∇r · (vvρ)∫






































is the pressure tensor. The diagonal part of Π is called the hydrostatic pressure p, where
p = ρT in the dilute case, the non-diagonal elements are called the deviatoric stress tensor
Σ. For higher filling fraction the correct hydrostatic pressure is given by
p = ρT
(
1 + 2d−2(1 + ε)φg2
)
. (2.45)
The derivation of Eq. (2.45) is skipped here and can be found in [52]. We set ψ(u) =
1
2mpw





w2 · ∂tfdu =
d




w2 · u∇rfdu =
d




w2 · (G · ∇uf) du = 0,
(2.46)
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2wf(u, r, t)du, (2.47)
and the tensor product Π : ∇rv = Tr(Π · ∇rv).
Finally if we collect the results in Eqs. (2.41), (2.42), (2.43), (2.46) we obtain the
hydrodynamic equations for the so called primitive variables number density ρ, convective
velocity v and granular temperature T in d-dimension









dρΠ : ∇v +
2
dρ∇ · q = −ξT,
(2.48)







u2i I(f(ui), f(uj))dui, (2.49)
and where we have used the convective or material derivative DDt ≡
∂
∂t + v · ∇ and the
collision integral I is defined in Eq. (2.37). From now on we will hide the index in the
nabla operator if we mean the spacial derivative ∇ ≡ ∇r.
2.7 Transport coefficients
The hydrodynamic equations have been derived in general in the last section. The trans-
port coefficients for the hydrodynamic equations are obtained from the stress tensor Π,






















To compute the integrals in Eq. (2.50) Chapman and Enskog independently of each other
developed a method [53] to expand the phase-space distribution function around an equi-












Indeed the correct distribution is slightly different, the corrections are expressed in the so
called Sonine expansion





The second Sonine coefficient
a2 =
16(1− ε)(1− 2ε2)
81− 17ε+ 30ε2(1− ε) (2.53)
characterizes the first non-trivial correction to the distribution function f (a1 is identically
zero as can be easily derived [30]) from its Gaussian form fM in the homogeneous cooling
state and was first derived by van Noije and Ernst[54]. We consider the distribution
function to first correction throughout this thesis. For more information on the Sonine
polynomial expansion to the distribution function in granular gases see [30, 54, 55].
The expansion of the phase space density f around f (0) is given in terms of a small
parameter ε
f = f (0) + εf (1) + ε2f (2) + . . . . (2.54)
We assume the compatibility condition [50], which contains the assumption that the main




f (0)dv, ρv(r, t) =
∫






f (α)dv, 0 =
∫
uf (α)du, 0 =
∫ 1
2mpw
2f (α)du, α ≥ 1,
(2.55)














u21I(f (α)(u1), f (α))(u2)du1.
(2.56)
If we use the Chapman-Enskog expansion (2.54) in the conservation laws Eqs. (2.48) we
obtain a hierarchy of equations. At zeroth order Π and q vanish, which leads to the Euler
equations for granular gas. At first order we obtain the transport coefficients in Eq. (2.56)
till linear order in the derivatives of the hydrodynamic quantities, which is known as the
NS level of the equation. The NS equation is the set of equations which we solve in this
thesis. The lengthy calculations are found in [18, 21, 56–58]. For the first non-vanishing
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terms, the transport coefficients read as
Π1ij = pδij − η
(





− ηBδij∇ · u,
q1 = −κ∇T − µ∇ρ,
ξ = ξ0ξ∗
(2.57)
where ∂i = ∂∂xi and we name η the viscosity, ηB the bulk viscosity, κ the thermal con-
ductivity; µ has no name in the literature and does not appear in ordinary gases. The
































where Ap = 2(σ/2)d−1 π
d/2
Γ(d/2) is the surface of a sphere in d dimension and Γ(x) is the
gamma function. The dimensionless part of the transport coefficients for the model of
constant ε read [30]
























(d− 1) + 38(d+ 8)(1− ε) +
1





2D (viscoelastic) 2D (hybrid model) 3D (viscoelastic) 3D (hybrid model)
η̃2D1 ≈ 0.234 η̃2D1 ≈ 0.242 η̃3D1 ≈ 0.483 η̃3D1 ≈ 0.422
κ̃2D1 ≈ −0.700 κ̃2D1 ≈ −0.242 κ̃3D1 ≈ 0.393 κ̃3D1 ≈ 0.460
µ̃2D1 ≈ 1.811 µ̃2D1 ≈ 1.550 µ̃3D1 ≈ 1.229 µ̃3D1 ≈ 1.033
ξ̃2D1 ≈ 1.294 ξ̃2D1 ≈ 1.033 ξ̃3D1 ≈ 1.078 ξ̃3D1 ≈ 0.861
η̃2D2 ≈ 0.308 η̃2D2 ≈ 0.0763 η̃3D2 ≈ 0.0942 η̃3D2 ≈ 0.0323
κ̃2D2 ≈ 11.89 κ̃2D2 ≈ 5.448 κ̃3D2 ≈ 4.904 κ̃3D2 ≈ 2.278
µ̃2D2 ≈ 0.0562 µ̃2D2 ≈ −0.0958 µ̃3D2 ≈ 1.415 µ̃3D2 ≈ 0.800
ξ̃2D2 ≈ −2.093 ξ̃2D2 ≈ −1.304 ξ̃3D2 ≈ −1.644 ξ̃3D2 ≈ −1.045
Table 2.1: Coefficients for full viscoelastic model and the Taylor expansion of the static
transport coefficients.
We can now use Eq. (2.48) together with Eq. (2.57), Eq. (2.59) and Eq. (2.60) to obtain the
complete set of the hydrodynamic equations at NS level. Unless otherwise mentioned, we
include only the first nonvanishing terms in the transport coefficients and do not include
the bulk viscosity, which is a good approximation in the dilute granular gas case. The
implementation of higher order corrections in our solver decreases the performance and
therefore the focus on the first nonvanishing terms is a compromise between physical
accuracy and performance. It has been shown that the contribution of higher order terms
in the cooling factor can be neglected against the zeroth order term in dilute gases [17, 57].
With these simplification we assume that this holds even in denser regimes.
The transport coefficients in Eq. (2.60) were first derived with the Chapman-Enskog
approach [17, 57]. Quite recently the same set of equations including the second Sonine
coefficient have been derived with Grad’s moment method [58] and a complete agreement
in the results is shown. That both methods lead to the same NS equations gives confidence
in the governing equation, which describe the hydrodynamic behavior of a granular gas.
The viscoelastic model in 2D and 3D for dilute gases (neglecting ηB) reads to the first
and second order in the reduced time δ′ (in Eq. (2.12)) as
η∗2D = 1 + η̃2D1 δ′ + η̃2D2 δ′2 +O(δ′3)
η∗3D = 1 + η̃3D1 δ′ + η̃3D2 δ′2 +O(δ′3)
κ∗2D = 1 + κ̃2D1 δ′ + κ̃2D2 δ′2 +O(δ′3)
κ∗3D = 1 + κ̃3D1 δ′ + κ̃3D2 δ′2 +O(δ′3)
µ∗2D = µ̃2D1 δ′ + µ̃2D2 δ′2 +O(δ′3)
µ∗3D = µ̃3D1 δ′ + µ̃3D2 δ′2 +O(δ′3)
ξ∗2D = ξ̃2D1 δ′ + ξ̃2D2 δ′2 +O(δ′3)
ξ∗3D = ξ̃3D1 δ′ + ξ̃3D2 δ′2 +O(δ′3),
(2.61)
where all constants are shown in Table 2.1. The full derivation of the moments of the
collision integral which leads to the correct transport coefficients for viscoelastic particles































Figure 2.2: Comparison of the full viscoelastic model (top panels) and the hybrid
model (bottom panels). The figure shows the filling fraction (a), (d), the local Mach
number M = v√
T
(b), (e) and the temperature (c), (f) in terms of the average tempera-
ture in the system. Both simulations started with the same random initial conditions and
the snapshots are taken after a time t = 6000σ/vth,0, where vth,0 is the initial thermal
velocity. The system parameters are: Lsys = 51200σ, φ̄ = 0.01, E(t = 0) = 0.95. The
initial configuration is a homogeneous cooling state.
We suggest another intuitive Ansatz for a viscoelastic model. If we assume that for a
short moment in time ε is nearly constant, then the transport coefficients in Eq. (2.60)
hold and can be expanded around ε. The assumption is not too unrealistic because of
the dependency of ε ∼ T 1/10, which means that the temperature has to change drastically
for it to affect ε. Then we can use Eq. (2.17) or (2.18) to derive the local coefficient of
restitution to first or second order in T (δ′) and use this one in Eq. (2.60). That means
that we can perform a Taylor expansion of Eq. (2.60) around δ′ = 0. The parameter for
this model obtained from Taylor expansion around constant ε coefficients are shown in
Table 2.1 and we name it “hybrid model”, because we calculate the transport coefficients
with the formula for a constant coefficient of restitution but use a temperature dependent ε
inside. In [30] it is mentioned that the kinetic coefficients for the constant and viscoelastic
model differ significantly. We find that both models are in quite good numerical agreement
with each other and show the same behavior of the transport coefficients. The viscoelastic
model has the disadvantage that the series for the transport coefficients diverges for early
times, which means for T ≈ T0. In this case the full viscoelastic model does not reproduce
the results for a constant coefficient of restitution if ε didn’t changed significantly.
Figure 2.2 shows different physical observables of freely cooling granular gases (see
Chapter 4) implementing both the hybrid and the viscoelastic model of ε after t = 6000.
The systems started from the same initial state and shows the same qualitative behavior.
It is hard by eye to observe a difference between the two models. Figure 2.3 is a plot of










Figure 2.3: Difference of the filling fraction between the full viscoelastic model (Fig. 2.2(a))
and the hybrid model (Fig. 2.2(b)).
the convective velocities between both models, some of the clusters moved a bit and lead
to an error in this figure. Nevertheless, Figs. 2.2 and 2.3 show that from our simulations
we do not observe any qualitative nor quantitative difference between the two models.
We can state out that the both models leads to similar results. Because of the superior
performance within a numerical solver, we use the hybrid model inside our DNS.
2.8 Haff’s law for a free cooling granular gas in the
homogeneous cooling state
In 1983 Haff [19], who used the conservation laws of density, momentum and energy,
gave an explicit solution of the evolution of the thermal velocity and the pressure in a
homogeneous granular gas. Since then this analytical solution is known as Haff’s law.
Haff’s law can be seen as the basis solution for the granular homogeneous gas. The linear
stability analysis (see Section 2.9) proves that this state is instable because fluctuations in
the velocity and density grow. Nevertheless here we assume a total initial homogeneous
state, which means
ρ(r, t0) ≡ ρ0
v(r, t0) ≡ 0
T (r, t0) ≡ T0.
(2.62)
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The hydrodynamic equations in Eq. (2.48) simplify under the assumptions in Eq. (2.62)





We obtain immediately ρ(r, t) = ρ0 and v(r, t) = 0. In the temperature equation there
appears only the zeroth order term of the cooling factor; higher order corrections vanish
because of the vanishing spacial gradients. The cooling factor is known from Eqs. (2.59)

























T (t) = T0
(1 + tτ−1)2
(2.64)







We present here Haff’s law in Eq. (2.64) for the temperature. For the model of viscoelastic
spheres Haff’s law looks slightly different [20]
T (t) = T0
(1 + tτ−1)5/3
, (2.66)
where it is important to stress that the slope changes, which is clear due to the fact that
the granular gas becomes more and more elastic over time in the model of viscoelastic
spheres.
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2.9 Linear stability analysis of the homogeneous cooling
state
One of the most studied phenomena in granular gases is the spontaneous cluster formation
out of a homogeneous cooling state (HCS) only due to the dissipative character of a
granular gas. The emergence of the inhomogeneous cooling state (ICS) is in complete
agreement with the predictions from linear stability analysis [20, 30, 34, 35]. A common
argument to understand the formation of clusters starts with small fluctuation in the
density of a homogeneous granular gas. In this denser region more collisions appear and
lead to a spacial drop of the temperature. This leads to a sink of the pressure with respect
to more dilute regions, which causes more particles to move inside the denser region,
which is the seed of an amplifying process. We discuss this heuristic in Chapter 6 and
we will see that we have evidence against this argumentation. Nevertheless, the linear
stability analysis is untouched by the argumentation and is in perfect agreement with our
observations in chapter 5. We start from the homogeneous state where we assume only
small fluctuations in the hydrodynamic fields
ρ(r, t) = ρ0 [1 + δ(r, t)] , δ  1,
v(r, t) =
√
2/mpT 1/2H (t)ω(r, t), |ω|  1,




2TH(t)/mp is the thermal velocity. The hydrodynamic equations (2.48) in terms
of the primitive variables {ρ,v, T} and using the transport coefficients in Eq. (2.57) can
be written as

























: ∇v + 2dρ∇ · (−κ∇T − µ∇ρ) = −ξ0ξ
∗T,
(2.68)
where we assume a dilute gas, which means the pressure is assumed to be the ideal gas
pressure p = ρT and we neglect the bulk viscosity and higher order terms in the cooling
state. The transport coefficients η(T, g2), κ(T, g2), µ(T, g2) are taken at the basis state,
which is given by Haff’s law TH and a constant pair correlation function g2(ρ0), otherwise
the resulting equations would not be linear in {δ,ω, θ}. We assume the homogeneous
cooling as the basis and expand Eq. (2.68) to linear order in δ, ω, θ. The continuity
equation becomes
∂tρ+∇ · (ρv) u ∂t(ρ0δ) + ρ0∇ · v,
28
∂tδ + (2TH/mp)1/2∇ · ω = 0. (2.69)



























where ξ0,H is the homogeneous cooling coefficient, computed with ξ0 by ρ → ρ0 and
T → TH ; ∂tTH follows from Haff’s law Eq. (2.64) (see Section 2.8). Linearizing the









We neglect the nonlinear term v · ∇v in the velocity equation and obtain
√























The linearized form of the time derivative of the temperature is
∂tT = ∂t (TH(1 + θ)) ,
u (1 + θ)∂tTH + TH∂tθ,




where we have used the relation
∂tTH = −ξ0,Hξ∗TH = −ξ∗Cβ (2mp)−1/2 T
3/2
H (2.74)




σ and C̃β =
2d+2d
(2+d)(π/2)1/2 g2φ0.






















where we assume that the filling fraction is small enough to neglect the term ∂ρg2.
The last step is the linearized form of the derivative of the heat flux


























































































We assume a volume of (Lsys)d and perform the Fourier transform of the hydrodynamic
















 nx, ny, nz = {0,±1,±2, . . . } (2.80)
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τ ln(1 + tτ−1), (2.82)
where τ is the cooling time in Eq. (2.65). With this transformation we can write Eq. (2.81)
in matrix form
∂αΨ = MFΨ. (2.83)
where MF is a (2 + d)× (2 + d) matrix. The eigenvectors of MF , which are defined by
MFΨn = λnΨn, n = 1, . . . , 2 + d, (2.84)
evolve independently
Ψn(α) = Ψ(0)eλnα. (2.85)
The Ψn are called the hydrodynamic modes. Given the direction of the wavevector k,
we can decompose the convective velocity fluctuation ω into a longitudinal mode ωk,|| ≡
(ωk · k) kk2 and a transversal mode ωk,⊥ ≡ ωk−ωk,||. Using k·ωk,⊥ = 0, we can decompose
the second equation of Eq. (2.81) into two equations for the transversal and one for the







decouples from the other equations, and has two degenerate eigenvalues λ⊥,1 = λ⊥,2 =
1
4ξ
∗ − η∗k2, which causes a shear instability if the system exceeds a certain size (more on




























Figure 2.4: Real part of the eigenvalues of the reduced system in Eq. (2.87). The figure
shows the result for ε = 0.95 and φ̄ = 0.01.
which contains now only the longitudinal mode ω|| in the second row. The eigenvalues of
M are rather cumbersome and can be calculated with a computer algebraic program like
MATHEMATICA R©. In the Appendix 10.1, we give the eigenvalues and the corresponding
eigenvectors of M.
Figure 2.4 shows the “heat” and the “sound” mode of the system in Eq. 2.87. Im-
portantly, only the heat mode has a real positive eigenvalue, Re(λ) > 0. This positive
eigenvalue corresponds to an exponential growth of the instabilities.This produces the
density instability. The root Re (λ(k)) = 0 defines the critical wavenumber k∗H . Because
this root is the only root we find for any λ(k), we obtain it by finding the root of the
determinant of M.














We can express the wavenumber in terms of 1σ by replacing Cβ with
C̃β
σ . This result
indicates that we find clustering only in systems where the system size L exceeds the
critical system size
Lcrit = 2π/k∗H(ε). (2.89)
In Chapter 7 we will have a closer look at finite size effects. Our results in Section 7.2 are
in complete agreement with the theoretical prediction from the linear stability analysis.
As an example we can think of a 3D system containing particles of 1mm size and φ̄ = 0.01
and ε = 0.8, which can be realized in an experimental setup. We expect to see the free




In this chapter we focus on the NS approach to hydrodynamics equation. We discuss
in the beginning the pair correlation functions which we use in our approach and intro-
duce Luding’s pair correlation function in 2D to obtain even more realistic values at all
densities. We present the dimensionless form of the equations and discuss the important
dimensionless parameters Prandtl P, Reynolds R and the MachM number. We discuss
the differences of these dimensionless numbers of granular gases from molecular fluids.
3.1 Pair correlation function
In hydrodynamic systems which contain finite-size particles we observe different states
due to excluded volume effects, especially the transitions between the gas, liquid and solid
state. In molecular gases this effect results in a correction to the ideal gas equation of
state p = ρTf(ρ). The Boltzmann–Enskog equation (Eq. (2.38)) includes these effects via
the pair-correlation function, which leads to a modification of the equation of state and
corrections in the transport coefficients. The question arises what is the functional form
of the pair-correlation function for granular gases. From MD simulations it is possible to
calculate the correct pair-correlation function numerically. This gives the possibility of a
comparison with a functional form. In a fully elastic system the Carnahan–Starling [59]
pair correlation function gives very good results in a dilute regime
gCS(σ) =
1−A(d)φ
(1− φ)d , (3.1)
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with the filling fraction
φ = B(d)πρσd (3.2)
and A(2) = 716 , A(3) =
1
2 , B(2) =
1
4 , B(3) =
1
6 are dimension-dependent constants. This
pair correlation function is accurate for packing fractions smaller than 0.5 and thereby
valid till medium densities (in 3D). It was shown that this is also true for dissipative
gases [21]. The Carnahan–Starling pair correlation function leads, however, to wrong
results at high densities; it diverges at φ = 1 and does not contain the maximum packing
fraction. In addition Eq. (3.1) does not contain a transition point, which means that it
will lead to the wrong pressure where we would expect a liquid-gas phase transition. To
include transition effects to our hydrodynamic model we have to find a pair correlation
function which leads to the correct physics for as large densities as possible. In 2D, for





128(1− φ)4 . (3.3)











with the maximum packing fraction φm ≡ π2√3 , the transition point φc = 0.6990 and fitting
parameters c1 = −0.04, c3 = 3.25, αφ = 0.0111. The combination of the pair correlation
functions in Eq. (3.3) and Eq. (3.4) leads to









The 2D pair correlation function in Eq. (3.5) was suggested by Luding [61]. The fitting
parameter φc marks the liquid-solid transition in two dimension. The pair correlation
function gQ is valid for all densities in 2D and leads to a global equation of state which
deviates not more than 1% from results of MD simulations [60, 61]. The maximum devia-
tion appears during the transition regime at φ ≈ φc; apart from this transient regime the
error margin is smaller than 0.1%. In addition Luding’s pair correlation function leads to
plausible results in all transport coefficients at all filling fractions [61]. We implemented
the Luding’s pair correlation function gQ in 2D and we use the Carnahan–Starling pair
correlation function in 3D.
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3.2 Quasi conservative form of the Navier–Stokes equations
The full hydrodynamic equations including sources and external forces for a granular gas
in d dimensions read as























dρp∇ · v +
2
dρ∇ · q = −ξT (3.8)
where D/Dt ≡ ∂t + (v ·∇) is the material derivative and 1 is the unit tensor; in Eq. (3.6)-
(3.8) the hydrostatic pressure p and the heat flux q are given by
p = ρT
[
1 + (1 + ε)2d−2φg2(ρ)
]
,
q = −κ∇T − µ∇ρ,
(3.9)
where φ is the filling fraction in Eq. (3.2) and g2(ρ) is the pair correlation function. The




























where Ap = 2(σ/2)d−1 π
d/2
Γ(d/2) is the surface of a sphere in d dimension; Γ(x) is the Euler
gamma function. The details of the dimensionless parameter η∗, η∗B, κ∗, µ∗, ξ∗ depend
strongly on the underlying collision model and are described in Section 2.1.
The primitive variables density ρ, velocity v and temperature T , which appear in
Eq. (3.6)-(3.8) are native variables which can be directly measured in most systems like
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molecular gases and fluids. In contrast to the primitive variables we call the variables
number density ρ, momentum density ρv and energy density ρE = ρ(12mpv
2 + d2T ) the set
of conservative variables U . Conservative variables are typically not directly measurable
(apart from the density), but these variables fulfill important conservation laws, namely:
(i) mass continuity; (ii) conservation of momentum; (iii) conservation of energy. There-
fore it makes sense to rewrite the set of NS equation to a quasi-conservative form. It is
called quasi-conservative form, because the sources/forces acting on the system violate the
conservation of the quantities and lead to extra terms in the conservation laws.
When rewriting the equations it is obvious that the density equation stays the same
in primitive and conservative form. The momentum and energy density equations are
straightforward to derive by using the product rule
∂t(ρv)− v∂tρ− ρ∂tv = 0 (3.15)
∂t(ρE)− (12mpv
2 + d2T )∂tρ− ρmpv∂tv − ρ
d
2∂tT = 0. (3.16)
The time derivative of the primitive variables are known from the NS equation in primitive
form (see Eq. (3.6)-(3.8)). The hydrodynamic equations in quasi-conservative form then
read
∂tρ+∇ · (ρv) = 0
∂t(ρv) +∇ ·
[








∇v + (∇v)T − 2d(∇ · v)1
)]
= ρa




∇v + (∇v)T − 2d(∇ · v)1
]
· v − q
)




where H = E + pρ is the enthalpy.
3.3 Dimensionless form of the Navier–Stokes equations
It is often extremely useful to evaluate the ratio of two forces, or energies to determine
the dominant physical regime. This knowledge leads to a simplification of the problem.
In hydrodynamics, two of the most common dimensionless quantities are the Reynolds
number R ≡ inertial forceviscous force =
ρvL





A second, important reason to define dimensionless numbers is the concept of similitude
of the dynamics in different physical systems. Two systems with different numbers of
particles, or different viscosities, or even densities, may nonetheless have the same value
of Reynolds number. This coincidence has as consequence that the dynamical behavior
will be similar1. This means that two systems of different size and containing different
1In fluids dynamics an additional, stronger requirement is that the system have also similar geometrical
shapes, when studying the motion of solid objects in a fluid
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particles behave similarly when they have the same intrinsic numbers. To obtain this
dimensionless numbers, it is necessary to rewrite the equations in a dimensionless form.
Within this section we distinguish variables containing physical units α̂ from dimen-
sionless variables α by using the hat sign. Both variables are connected via a reference
number αr which contains the characteristic units of the variable, e.g., the system size is
a characteristic length in the system
α̂ = αrα. (3.18)
The reference numbers contains also the dimension of the variable, that means that all
variables become of order of unity. This has the computational advantage that it leads
often to more numerically robust equations. We describe below a set of reference variables
to rewrite the equations. The reference length is xr, the typical convective velocities is vr,
the density reference is ρr = φ̄V −1p , where φ̄ is the average filling fraction. That means that
we measure the density in units of the average filling fraction. The temperature is measured
in terms of the thermal velocity T̂ = mpv̂2T . Therefore a characteristic temperature
Tr = mpv2T,r (3.19)
must be derived from a characteristic thermal velocity vT,r. The energy is similarly mea-
sured in terms of the characteristic temperature
Er = Hr = Tr = mpv2T,r. (3.20)
Then the energy is calculated as
E = 12M





is the characteristic Mach number of the system. As in ordinary gases we define the Mach
number as the ratio between convective and thermal velocities. We discuss the Mach
number in more detail in Section 3.4. Forces lead to a characteristic acceleration ar in the
system (e.g. gravitational acceleration). Out of this set of characteristic units we derive





Now we can rewrite the NS equations in (3.17) in a dimensionless form




















∇v + (∇v)T − 2d(∇ · v)1
]






M2ρv · a− d2XρT,
(3.24)
with the dimensionless pressure, heat flux and enthalpy
p = ρT
[
1 + (1 + ε)2d−2φ̄ρg2(ρ̂)
]
,
q = − (∇T + Cµ∇ρ)


















































have the same formal definition as in molecular gases, that is why we call them the
Reynolds R, the Prandtl P and the Froude number F . Typically the Reynolds number R
describes the ratio of convective to viscous forces. That means if we have small Reynolds
number a molecular gas is very viscous e.g. a dust particle in air. High Reynolds numbers
indicates that the system is dominated by inertial forces, such a system could be the
flow around an airplane. The Prandtl number P compares the viscosity with the thermal
conductivity, that means it is a measurement of the ratio between diffusion of momentum
and diffusion of energy. Typically, we find very low Prandtl numbers in liquid metals (e.g.
mercury under standard conditions, P ≈ 0.02) and high Prandtl numbers for very viscous
liquids (e.g. glycerol under standard conditions, P ≈ 11340). In granular gases we find
that the Prandtl number is close to the Prandtl number of hard sphere gases PHS = 23 (see
Section 3.4). The dimensionless variables Cµ and X do not appear in ordinary gases. The
quantity Cµ is related to the “pycnothermal” term µ∇ρ in the heat flux q, that couples
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density and thermal flux. This is in principle present also in molecular fluids but the
Onsager theorem protects against it [62] yielding Cµ = 0. The quantity X is related to
the granular cooling coefficient ξ.
At this point the question raises if granular gases behave like ordinary gases in the
case of comparable Reynolds and Prandtl number. We discuss the granular Reynolds and
Prandtl number below in Section 3.4.














We can rewrite the conservative Eq. (3.17) in the general form
∂tU +∇ · F c(U) +∇ · F v(U ,∇U) = S, (3.28)












∇v + (∇v)T − 2d(∇ · v)1
M2
[
∇v + (∇v)T − 2d(∇ · v)1
]
· v − 1P q
 (3.30)








2ρv · a− d2XρT,
 (3.31)
the source term. If the system is subjected to forces, the forces appear in the source term
as well.
We have rewritten the equations in a dimensionless form, so that they look similar to
the well known NS equations of molecular gases. Nevertheless, there are some differences
from ordinary gases which we will discuss in the next section.
39
3.4 Reynolds, Prandtl and Mach number in granular gases
In the last section we derived the dimensionless NS equations (3.17) for granular gases
in a similar way to the equations of molecular gases. We discuss below the dimension-
less variables in Eq. (3.26) in more detail. They appear naturally in the conservative
dimensionless from of the NS equations as they do in molecular gases. However there are
differences from molecular gases because of the dissipative nature of granular gases. The
main difference can be seen from the fact that these numbers are changing with time, in
fact they are no constants in granular gases but become variables (apart from the Prandtl
number, which stays constant in the ε = const. model). We first discuss the situation
of constant coefficient of restitution. Because the viscosity and the thermal conductivity
follow the same power law in T , the Prandtl number P, defined in Eq. (3.26), becomes a
dimensionless number. Then we can expand the ratio η
∗
κ∗ which appears in the definition
of P in a Taylor series around the elastic particle limit ε = 1. This gives the first order of
the Prandtl number in granular gases in two and three dimensions
























where cp is the specific heat. If we multiply P3D by the heat capacity of a hard-sphere
gas cHSp = 52 , P becomes in the limit of full elasticity ε = 1 the well known Prandtl
number for hard-spheres gas P = 23 in three dimension. The Prandtl number in Eq. (3.32)
is independent of other parameters and can be well defined even if the system is in a
non-steady state.










where we used Eq. (3.27) and (2.24), E(2) = π,E(3) = 165 are constants.






























The Reynolds number in Eq. (3.35) depends on the Mach number. That means that if we
can control the Mach number in the system to stay at a certain level, it becomes reasonable
to describe the system in terms of the Reynolds number. Typically, the temperature will
drastically decrease in a granular gas because of its dissipative nature.
In free cooling system the situation is different. The problem arises that the Mach
number is not well defined, which means it is not constant. The temperature drastically
decreases and will change the Mach number over time. However we show in Chapter 5
and 6 that the velocity flows are nearly constant. The effective Mach number and thereby
the effective Reynolds number increases over time, in fact they vary over many orders of
magnitude. This means that a homogeneous granular gas starts in a Stokes flow regime and
will turn into an inertial flow regime. Depending on the Knudsen number, a freely cooling
system will eventually become turbulent when the effective Mach number is large enough.
This means that we cannot find a reasonable reference Mach numberM in freely cooling
granular gases2. Because the reference of the thermal energy appears only through the
definition of the reference Mach numberM, we have the freedom to set any number here,
the order of magnitude of the thermal velocity will anyway change drastically. Therefore
we choose in the case of a freely cooling system a reference M = 1 with vth,r = vth,0,
where vth,0 is the initial thermal velocity. This means that we measure all convective and
thermal velocities in units of the initial thermal velocity.
It is possible to reach steady states in driven granular gases too; here it is reasonable to
speak of a Reynolds number in the system. If we drive the system via vibrating walls we
introduce energy through shocks and convective fluxes into the system. In this case the
thermal velocities are again more or less of the same order of magnitude as the convective
velocities. That means that it is reasonable to use a reference Mach numberM equal to
unity in this case, too.
2We describe the importance of the Mach number in the Section 5.1 and in [63].
41
4 Computational model
The numerical treatment of the NS equation plays an important role in numerous fields
of research. Especially for engineers the Euler and NS equations are likely to be the
most fundamental equations. Within the field of partial differential equations (PDEs) the
NS equations are known to be among the most complex equations in physics(excluding
general relativity), but they are used in all kinds of hydrodynamic systems like geoscience,
astrophysics, magnetohydrodynamic and so on. Indeed, PDEs are at the heart of most
continuous descriptions of physical systems, such as fluids, electromagnetic fields or even
gravitational fields in astrophysical problems. The necessity to handle such nonlinear
coupled partial differential equations leads to wide interest in the numerical treatment of
such classes of problems. We are in the position that we can choose among many methods
and find the ones which are best suited for our set of NS equations. In this chapter we
describe the numerical methods which are suited to the granular NS equations. Briefly, the
granular NS equations pose a new kind of challenge with respect to the NS equations for
molecular fluids, as the Reynolds number is not constant but changes with time. Thus,
a setup where the granular system is roughly incompressible will evolve to a strongly
compressible fluids, and further more shock waves will emerge. The physical evolution
poses a formidable challenge from the point of view of computational physics. We have
devised a method to solve these challenges.
Mathematicians classify PDEs in three different categories. Their behavior can be
distinguished in terms of the propagation of information: we find PDEs of hyperbolic,
parabolic and elliptic type. The linear advection equation is a prototypical example for
hyperbolic equations
∂tU + v∂xU = 0, (4.1)
where v = const is the velocity of the wave propagation; hyperbolic equations represent
causal propagation of information with finite speed. A typical example for a PDE of the
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parabolic type is the heat flux equation
∂tu+ ∂x (κ∂xu) = 0, (4.2)
where κ is the diffusion coefficient; parabolic equations correspond to diffusive processes
with infinite propagation speed. The irreversible nature of the process is reflected in the
first order derivative with respect to time. Finally, the basic example for an elliptic PDE
is the Poisson equation
∂xxu+ ∂yyu = ρ(x, y), (4.3)
where ρ(x, y) is the source term. If the source term is zero, Eq. (4.3) is called the Laplace
equation. Elliptic PDEs correspond to equilibrium problems where there is no propagation
of information, rather all perturbations have been smoothed out. This is the limit of
infinite propagation of information in a PDE of the parabolic type. For all kinds of PDEs
a number of different techniques have been developed in the past decades, so that the
numerical treatment of each type has become a complex field of research on its own. In
order to make the mathematical structure explicit we rewrite the equations (3.17) for the
collective vector U = U(r, t) = (ρ, ρv, ρE) in the general form of Eq. (3.28)
∂tu+∇ · F c(u) +∇ · F v(u,∇u) = S(u), (4.4)
where the hyperbolic and parabolic parts of Eq. (4.4) are related to the convective flux
F c (Eq. (3.29)) and the viscous or diffusive flux F v (Eq. (3.30)), respectively; these terms
have to be handled by different numerical techniques. The intention of this chapter is
to give an overview of the complexity of handling such equations. We explain below all
methods that are used in our solver.
Briefly what we will discuss is the following. We solve Eq. (3.17), similarly to what is con-
ventionally done for molecular fluids, for the conservative variables (ρ, ρv, ρE). Therefore,
we employ a finite volume method on a grid of up to 1283 cells in 3D (up to 10242 in 2D)
with different boundary conditions. The granular Navier-Stokes equations in conservative
form are integrated in each grid cell. Because of Gauss theorem volume integrals become
surface integrals in each cell. Each surface integral is performed via Gaussian-Legendre
integrals. Our solver contains an operator splitting to calculate the convective flux plus
source terms and the diffusive fluxes independently. The interpolation of the variables
needed at the Gaussian stencils is performed via a seventh order WENO method [64, 65]
and the flux is approximated with the help of a MUSTA scheme [66]. The time integra-
tion is carried out explicitly with a second order arbitrary high order derivative (ADER)
scheme [67]. For the diffusive flux we implemented the explicit dGRP flux. The entire
solver was implemented on a Nvidia’s TESLA K20c GPU accelerator with a compute
unified device architecture (CUDA) code.
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4.1 Programming on graphics processing units
In the last decade it has become more and more prominent to use graphics processing
units (GPUs) instead of central processing units (CPUs) in computational physics. The
architecture of a GPU differ from a CPUs’s, because historically, they were introduced to
perform calculation related to linear algebraic operations, which includes the rendering of
polygons, and various geometric operations, such as rotation and translation, and later to
render 3D computer graphics. This technological process was driven by the video-game
industry. Nowadays GPUs are designed to perform a massive number of simple operations
using thousand of threads in parallel.
The specialized architecture of GPUs can be used to tackle complex problems in com-
putational physics. The problems that are well suited for parallelization must however
satisfy the constraint of the hardware architecture, namely, they must be prone to be
reduced to a large number of simple parallel operations. Typically, problems where only
local exchanges of information occur are ideally suited. A well known example is the
Ising model, which is amenable of efficient GPU implementation [68]. Hydrodynamics is
another well suited problem. A technical issue is the small size of the Level 1 (L1)-Cache
within GPUs, which makes it necessary to write the code in a way that only few operation
are performed in parallel per GPU call. This drives the need for efficient algorithms which
perform well when run in parallel. We developed a solver which has been implemented on
GPU. We discuss below some points to be aware of when running simulations on GPUs.
Our source code is compiled with the Nvidia CUDA compiler (NVCC) which is based on
a C++ compiler. The code was developed in C and then in a stepwise fashion translated to
CUDA. This has the big advantage that debugging is much easier in C rather than directly
on a graphic card, in addition specific CUDA problems are avoided. The straightforward
way is then to replace a for loop in C with a kernel in CUDA. The implementation
was done on a Kepler K20 card which has 13 parallel calculation units called streaming
multiprocessor architecture (SMX), each including 192 single processing units (CUDA
cores). It is possible to run the same instruction but with different data on all CUDA
cores within one SMX, this kind of parallelization is called single instruction, multiple
data (SIMD) and is exactly the kind of parallelization we use within our solver. This
means that it is possible to run 13 functions in parallel, or to run one function 13 times in
parallel. To achieve a high occupancy of the card one should use 192 threads per block. A
function which is executed from a CPU to run on a GPU is called a kernel and one instance
of this function is a thread (one thread runs on one CUDA core). The problem arising
here is that each SMX has only a total of 64kB memory for both L1 cache and shared
memory. The total amount of L1-Cache is split between all threads running in a SMX, this
means that for full occupancy a thread cannot use more than 300 bytes of memory. This
makes it necessary to write really small kernels. Typically then the problem appears that
many reading and writing steps become necessary. In our case the reading and writing of
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data took however much less processing time than the calculation of the various numerical
methods, but this point might be different in simulations with not as many calculation
steps such as MD simulations. All fields we use in our simulations are written in a one-
dimensional field; this has the advantage that the values are in linear sequence inside the
memory. Reading from memory cost 100 CPU cycles plus one additional cycle for every
additional memory read in a line. If the data are not in one line inside the memory then
it will cost again 100 cycles; this is computationally expensive and should be avoided
in any case. To save some L1-Cache we suggest the use of precompiler directives. In
addition, one should try to reduce the number of calculations; especially divisions are very
computationally expensive. The next important issue for achieving a high performance
boost on graphics cards is also true for parallelization with CPUs. We obtain a good
performance only if the threads can be executed independently from each other. This is
the point when local calculations become very important. A coupling between the threads
leads typically to a large volume of data exchanged, the situation is even worse if data
transfers between different blocks become unavoidable. In hydrodynamic simulation this
is possible if no implicit solvers are used. Implicit solvers couple different positions in
space (memory) with each other, but the data transfer between them is not efficiently
doable. This is the main reason why we avoid the usage of implicit methods. It reveals
that it is even possible to implement implicit solver efficiently on GPUs, but we have
not implemented such methods so far. The last important issue is the usage of single
and double floating point numbers. In our code we implemented precompiler directives to
change the numerical precision; simulations using single floating point numbers (32bit) are
nearly three times faster than those using double precision (64bit). In our implementation
we find that the code is by about 200 times faster on the K20 than on a single core
INTEL i7. Parallelization among multiple graphic cards could in principle increase the
performance even more. At the moment our simulations are limited by the global memory
(RAM) of the graphics card. The largest system size we can simulate contains 1443 finite
volumes in 3D.
4.2 Overview of the numerical solver
To handle the NS equations (Eq. (3.17)) we have to build a solver which has access to some
state of the art methods. Because our system has no preferential point, nor preferential
axis, we always assume Cartesian geometry, and we write the solver on a Cartesian grid
with variable step sizes ∆x,∆y,∆z. The most fundamental question about the numerical
solution of PDEs is what general scheme to use to discretize the system. The finite
difference method (FDM) directly approximates derivatives by small differences. This is
historically the oldest method. The big advantage lies in the simplicity of the method,
because it is easy to achieve high order approximation of the derivatives. The main
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issues of the FDM are the stability of the solver and the validation of the conservation
laws. Due to the approximations at specific points, the method cannot guarantee that
conserved quantities remain constant. This is the main advantage of the finite volume
method (FVM). Here we replace the differential equation in Eq.(3.17) by its integral
version. The important issue about FVM is that we deal no longer with specific values at
certain points but with average values of the quantities inside a finite volume. With the
use of Gauss theorem, volume integrals become surface integrals. The complexity of this
method lies then in the calculation of the fluxes (that means convective and diffusive) on
the surface of each finite volume to update the physical quantities in time. The calculation
of fluxes guarantees that there is no deterioration of the conserved quantities because of
the method (numerical error due to precision might be neglected here).
The straightforward way to solve a PDE is to split the problem into its components
(convective flux, diffusive flux and source term) and calculate each part on its own. This
natural way is called operator splitting, there exist however much more complex methods
which do not need to split the PDE. We use an operator splitting scheme that solves
the coupled convective flux with the source term in the first step, and then calculates
the diffusive part in a second step. The convective part is solved with an ADER scheme
and the diffusive part is solved with a dGRP scheme. Both schemes are explicit, which
is suited for an efficient implementation on a GPU. An explicit scheme calculates the
variables un+1 at the new time step from the known values un of the previous steps and is
typically a local scheme: un+1 = un + L (un). In contrast, an implicit method calculates
the variables at the new time step in such a way that the variables fulfill an equation




. The implicit method has the
disadvantage that it couples the entire calculation domain.
The next important issue is the numerical calculation of the surface integrals, which is
performed via a two-point Gaussian–Legendre integration in each dimension. We men-
tioned before that we store the average values of physical quantities but we also have to
calculate the flux on the surface of the finite volumes. The flux is calculated from the
values of the quantities at a specific point on the surface. This makes an interpolation
step from the average values unavoidable. Here we use the WENO method; a high order
upwind, non-oscillating scheme to reconstruct values. After the reconstruction we are
faced with a Riemann problem on the surface which has to be handled. We implemented
therefore a multi-stage scheme, which is an iterative scheme to approximate the exact Rie-
mann solution. Figure 4.1 shows a flow chart of the numerical solver to give an overview of
the main computational steps. In this chapter we discuss all parts of our solver in detail.
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A common approach to solve coupled, inhomogeneous convective-diffusive problems like
the case at hand is to use operator splitting schemes [69–71]. The book by Holden [71]
gives a good introduction to operator splitting methods and goes beyond the methods we
implemented for our solver. Let’s assume the following initial value problem (IVP)
∂tU +∇ · F c(U) +∇ · F v(U ,∇U) = S(U) (4.5)
U(r, t = 0) = U0(r), (4.6)
whereU(r, t) is the vector of conservative variables. Lc denotes the exact solution operator
associated with the inhomogeneous hyperbolic problem
∂tU +∇ · F c(U) = S(U), (4.7)
and Lv be the exact solution operator associated with the parabolic problem
∂tU +∇ · F v(U ,∇U) = 0. (4.8)
For a small time step ∆t we can obtain the solution of Eq. (4.5) in two steps. First we
apply L∆tc to gain the intermediate solution
U∗(r) = L∆tc U(r, t), (4.9)
and then we apply L∆tv on U∗ to gain the full solution after ∆t
U(r, t+ ∆t) = L∆tv U∗(r) = L∆tv L∆tc U(r, t). (4.10)
The operator splitting method in (4.9) and (4.10) is of order O(∆t) accurate in each time
step if the solution is sufficiently smooth [71]. Formally, a second order method is achieved
if instead we use the operator [71]





The solution method used in Eq. (4.11) is called multiplicative operator splitting (MOS)
and is implemented in the numerical solver we use. An alternative MOS splitting is the Lc
surrounded by two Lv. For the sake of completeness we want to mention another famous
alternative splitting method which is called additive operator splitting (AOS)










which is also of second order. In our work we choose to implement the MOS for the reasons
of computational convenience that we describe in the following. It would seem that an
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implementation of the AOS in Eq. (4.12) would be more suited for GPU parallelization
than the MOS in Eq. (4.11) because of its additive character which can be parallelized
among different calculation units. But in fact the opposite is true. The AOS requires four
calculations, while the MOS requires only three. We need twice as much memory in AOS
to save the intermediate solutions than the memory needed in MOS by just updating the
current state. In addition, each operator Lc,Lv is calculated by a parallelization among
a grid of millions of finite volumes, that means that there are no resources (CUDA cores)
available for a further parallelization, so that it is not possible to gain advantage of the
additive character of the AOS. In general MOS are more accurate than AOS [71] but it
is worth mentioning that the operators in MOS do not in general commute, which puts
the AOS on a more solid ground, as there are no ambiguities in the choice of the time
ordering of the operators.
4.4 Finite-volume method
We solve the IVP (3.28) via a FVM and follow the standard procedure for FVM. It is also
possible to directly approximate the differentials appearing in the IVP (3.28) on a grid,
which would lead to the FDM. The big advantage of the FVM is that it takes into explicit
account the existence of conservation theorems and the conservation of the corresponding
quantities. That means that physical quantities like density can only be transported from
one volume to another (apart from the source terms) which leads to a method which
conserves these quantities. The FDM instead does not conserve these quantities and leads
to artificial numerical sinks/sources. That is why our method of choice is the FVM. The
basic idea of FVM is to divide the computational domain in finite size volumes and solve
the problem locally in each sub-cell. The smooth function U is replaced by the average
of U in each finite volume and the evolution of these average values is calculated. A very
good reference that introduces finite-volume numerical methods for hydrodynamic models
is the book by Toro [72].
We consider a system of Nx, Ny, Nz finite volumes in x-, y- and z-direction respectively.














i ∈ (0, Nx) , j ∈ (0, Ny) , k ∈ (0, Nz)
has linear sizes ∆x,∆y,∆z and volume Vijk = ∆x∆y∆z. The integration of Eq. (3.28)
over the finite volume Vijk is performed by means of Gauss theorem∫
Vijk


























is the spatial average of U in the finite volume Vijk at time t, and dS = ndS. The value























The solution in Eq. (4.18) is in principle still exact. The finite-volume scheme may be
interpreted as resulting from the integration of the equations in space and time on the
control volume Vijk × [t, t + ∆t]. For the cuboid domain Vijk problem, Eq. (4.18) can be
explicitly written as




























































































































S(U(x, y, z, τ))dxdydzdτ.
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The challenge posed by the finite-volume method is to find high order approximations for
the surface integrals of the fluxes and the sources in space and time. Once this is done
the state Ūijk can be updated in time.
4.5 Gauss–Legendre integration
Typically surface integrals as they appear in Eq. (4.19) are performed via Gauss–Legendre
integration. This is a numerical approximation scheme that evaluates the integral of a
function f(x) by means of a weighted sum of values of the function at specific points f(xi)







where the integration range [−1, 1] is a convention and typically requires a transformation
















It becomes therefore necessary to approximate, or reconstruct, the value of U(r) at the
Gaussian integration point (xα, yβ, zγ) from discrete data points at (xi, yj , zk). In principle,
there are two ways to achieve the needed reconstruction: (i) a genuine multidimensional
reconstruction [74, 75], and (ii) a dimension by dimension reconstruction [74, 76, 77].
The multidimensional reconstruction uses multidimensional polynomials pi(x, y, z) as the
basis to predict the value Uα,β,γ . The dimension by dimension reconstruction instead
uses one-dimensional polynomials pi(x). Dimension by dimension reconstruction can only
be done along one-dimensional manifolds and takes typically three (two) reconstruction
sweeps in three (two) dimensions. The multidimensional reconstruction methods needs
only one reconstruction sweep to obtain the value Uα,β,γ in all dimensions. Figure 4.2
shows a schematic sketch of the reconstruction methods in 2D to get an impression of
the complexity of the problem. Figure 4.3 displays the Gaussian stencil points in 3D
which have to be calculated. We strongly suggest the use of a dimension by dimension
reconstruction which is much simpler to implement and less computational expensive
than the multidimensional reconstruction. We briefly explain below how we achieve our
Gaussian integration points gα via a dimension-by-dimension reconstruction (see Section
4.6 for details on the reconstruction method). In a first step we perform a polynomial
reconstruction in the center of the surface of a finite volume. Let’s assume for simplicity
that the first step is done in the x-direction and leads to the approximate value Ui+1/2.
In the next step, it would be straightforward to reconstruct in the y-direction followed




Figure 4.2: A schematic sketch of the multidimensional reconstruction method (a) and
the dimension by dimension method (b) and (c) in two dimension. The reconstruction
is performed from central points U . The multidimensional method uses stencil points in
all available dimensions to construct a polynomial from where the Gaussian stencil point
can be calculated. In contrast the dimension by dimension reconstruction is performed in
two sweeps. In the first sweep the black stencils are used to construct a one-dimensional
polynomial from where the green intermediate points are calculated. During the second
sweep we achieve from the green intermediate stencils the final Gaussian stencil point
Uα,β,γ along a second one-dimensional reconstruction.
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Figure 4.4: Reconstruction on a 2D surface to obtain the stencils gi. Panel (a) displays
the reconstruction in 2 steps using an intermediate point (green circle). Panel (b) displays
the reconstruction in one step.
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can be performed in any order, but typically, the first step is the reconstruction on the
surface. This method would need three reconstruction steps via dimension-by-dimension
reconstruction to gain the Gaussian integration point. Typically the Gaussian points
lie on the connecting line between diagonal finite volumes. In this case one can use
this direction for a reconstruction line; by doing so one is able to reduce the number of
calculations. Figure 4.4 sketches the two methods. The disadvantage of the two-step
reconstruction is a slight loss of accuracy. We suggest to use the two-point reconstruction
whenever possible for two reasons. First, the reconstruction step is heavily expensive
in terms of computational costs, so performance is the first argument against the three-
point reconstruction. The second argument is a more physically one. Once the first
reconstruction leads to an intermediate point on the surface, there are two possibilities
to achieve the reconstructed value at the Gaussian integration point via the three-step
reconstruction. None of these roads is preferred against the other, but the result will end
up in a slightly different value. The two-step reconstruction avoids this artificial symmetry
breaking.
As mentioned before, we are using two Gaussian points to approximate the integral.
Using more than two Gaussian points drastically increases the computational cost and is
not needed in our case. On graphics cards the flux calculation on a Gaussian integration
point takes the most performance during a time step (about 70% of the load). That
means that using two Gaussian integration points is a compromise between performance




approximation. In 3D, four Gaussian integration
points are required to approximate one surface integral of a finite volume. Increasing the
approximation to three Gaussian integration points would lead to a total of 9 Gaussian
integration points on a surface in 3D. Following [66] the two-point Gaussian quadrature
is the best compromise in terms of accuracy and computational cost for the number of
reconstruction stencils we use.
4.6 Polynomial reconstruction: WENO method
In the last decades a lot of research has been done on polynomial reconstruction. A naive
reconstruction method can be described as taking the data from different cells to create
a polynomial and then calculate the value of this polynomial at the missing space point.
One would expect that more cells increase the order of the polynomial and lead to more
correct or stable solutions. Sadly this naive Ansatz fails. The reason for this failure
is that polynomials tend to oscillate1, especially if a discontinuity appears as it is the
case at locations of high gradients and shocks. A spline reconstruction leads typically to
better results but still has similar problems. We present here the WENO reconstruction,
which has become the state of the art reconstruction method since it was developed in
1A polynomial of order n has up to (n− 1) extrema which makes oscillating behavior even more likely.
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1994 [64]. The basic idea is to use different possible reconstruction polynomials and use
    
Figure 4.5: The problem of reconstruction of the value Ui+α at x = xα as an example of
r = 3. The left panel shows the small construction polynomials p1, p2, p3 and the right
panel shows the large construction polynomial P . The figure shows the problem for a
FDM for the sake of simplicity; in the FVM the exact points have to replaced with the
averages over the corresponding cell.
all of them with different weights for a reconstruction step. The weights here depend
on the “smoothness” of a polynomial, that means the polynomials with less oscillating
behavior and without steep gradients are preferred in the reconstruction step. Originally,
the WENO method was developed by Liu et al. [64] and shortly after it was further
developed by Jiang and Shu [65]. The polynomial reconstruction can be performed using
the exact values Ui, like they appear natively in FDM, or for average values Ūi as they
appear in FVM. In a FVM the possible reconstruction polynomials have to fulfill the
average condition in Eq. (4.16). We describe the method for the x-direction, which can
be easily extended to other directions2. Imagine a given point Ūi and the missing point
Ui+α, α ∈ (−∆x/2,∆x/2).
Consider r polynomials pj(x) of order r − 1 which contain Ūi. We call the polyno-
mials pj(x) the ‘small reconstruction polynomials’ because they only take a small num-
ber of stencils in the reconstruction step. We name stencil the known values which are
used to create a polynomial; they might be exact values at a certain point (FDM) or
averages over a region (FVM). The first polynomial p1(x) is built from the (r − 1)
stencils Ūi−r+1, Ūi−r+2, · · · , Ūi, the second polynomial p2(x) is build from the stencils
Ūi−r+2, Ūi−r+3, · · · , Ūi+1 and so on. That means that we need for the construction of all
r small polynomials a total of (2r−1) stencils, namely Ūi−r+1, Ūi−r+2, · · · , Ūi+r−2, Ūi+r−1.
In addition, it is possible to use all (2r− 1) stencils to create a polynomial P (x). Because
all (2r − 1) stencils are used in the reconstruction step, we call P (x) the ‘large polyno-
mial’. Figure 4.5 shows the small polynomials in the left panel and the large polynomial
in the right panel. In a finite difference description, the polynomials are created from the
conditions pj(x) = uk, k ∈ {i−r+j, · · · , i−1+j}, in the finite volume description, the poly-
nomials have to fulfill the condition 1∆x
∫ k+1/2
k−1/2 p
j(x)dx = Ūk, k ∈ {i− r+ j, · · · , i− 1 + j}.
2We described in Section 4.5 the advantage of dimension by dimension reconstruction.
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Every polynomial pj is able to approximate the value at xα. If the polynomials are
smooth, this approximation is of rth order accuracy [65], otherwise the accuracy is drasti-







To achieve the essentially non-oscillatory behavior we have to choose weights with respect
to the smoothness of the pj . This means we want to avoid oscillations and discontinuities,
this is feasible if not smooth polynomials have a weight close to zero. However, in smooth
regions we want to keep sure that the approximation (4.22) matches with the result of the






Simple algebra leads to an expression for the weights dk in Eq. (4.23). Because the dk lead
to high accuracy only if the domain is smooth we call them optimal weights. The question
arises how to choose the ωk in Eq. (4.22), so that they are close to dk in smooth regions
while the non-oscillatory property is achieved. The lengthy details of how to achieve the
high order accuracy in the approximation Uα can be found in [64, 65]. The nonlinear










, k = 0, 1, 2, · · · , r − 1, (4.25)
and where βk are the so-called smoothing parameters. ε is a small number to prevent
the denominator from vanishing in a numerical simulation and must be chosen in such a
way that ε2 is still above the numerical precision. A typical value is ε = 10−6 which is
what we choose in our simulation, too. Incidentally, we notice that the exponent of two
in the denominator of Eq. (4.25) can be also chosen larger; in [64] they suggest to take an
exponent equal to r. However, we will use an exponent of two in our simulation as it is
taken quite often in the literature [65, 66, 75], otherwise one has to keep in mind to correct
the stabilization parameter ε. We are left with the question how to define the smoothing
parameters βk, which in turn means how to measure the smoothness of a polynomial pk.
We follow [65] and calculate the βk as the sum of L2−norms of all derivatives of pj in















The prefactor (∆x)2l−1 removes the ∆x dependency of βk. We use for all reconstruction
steps a 7-th order WENOmethod, which means r = 4; the coefficients needed to implement
this method are listed in [66]. It is worth mentioning that typically the WENO method
is one of the most performance intense methods within a numerical solver; on a CPU it
is responsible for up to 90% of the overall calculation time. That means that it is really
useful to use an efficient implementation of the method.
On GPUs we find that the WENO method does not take so much of the overall calcu-
lation time if it is implemented in an efficient way. The biggest challenge on GPUs is the
small L1-cache. Some points to be aware of are: (i) try to precalculate as much as possible
with the help of preprocessor directives; (ii) do as few calculation as possible; (iii) do not
reach the numerical precision of (double) floating point numbers. We suggest to normalize
the stencil points Ūj , j ∈ (r − 2 + 1, . . . , r + 2− 1) with the value of the central point Ūi
because it fulfills (i)-(iii). In fact the normalization step is unavoidable in our case because
we have to deal with extremely different orders of magnitude in our quantities.
The reader can find the implementation, in the C programming language, of the re-
construction from average values Ūi at a Gaussian integration point in Appendix 10.2.
In addition, a MATHEMATICA R©source code that generates the WENO method at any
rebuilding point xα to seventh oder accuracy for reconstruction from averages and from
exact values is also given in Appendix 10.3.
4.7 WENO method for derivatives
In the last section, the WENO method for the reconstruction of Ui+α was introduced.
The reconstruction of the derivative U ′ at position xi+α can be done in a similar way,
which means using the same building polynomials. The order of accuracy of U ′i+α is one
order below the accuracy of Ui+α, because taking the derivative reduces the polynomial
order by one. To calculate the derivatives, the condition (4.23) must now be modified







This leads to the optimal weights for the superposition of the p′k. We calculate the
nonlinear weights ωk again from Eq. (4.24) and (4.25). Smoothing factors βk for the















The MATHEMATICA R©code, given in Appendix 10.3 to calculate the WENO reconstruction
at a position xi+α, includes the option to calculate the derivatives at the same position.
4.8 Riemann problem
With the WENO method we introduced a method to reconstruct the physical quantities
on the surface of a finite volume. The WENO method rebuilds values Ūi±α with α ∈
[−1/2,+1/2]. Therefore we can rebuild the surface point Ui+1/2 either using Ūi or Ūi+1 as
the center point for the reconstruction polynomials. Numerically we achieve two different
values at the same position. There is no preference in the direction of the reconstruction
and therefore it is ambiguous which of the two reconstructed values has to be chosen. This
raises the question, what is the best approximation of the variables at the surface? We
Figure 4.6: Riemann problem: UL and the resulting flux fL is the initial solution (t = 0)
to the left of xi+α, UR and the corresponding flux fR is initial solution to the right of
xi+α. The problem is to determine the initial flux fM at position x+ xi+α.
name UL the value reconstructed from the center point Ūi and we name UR the value
reconstructed from the center point Ūi+1.
We consider the scalar problem in which UL is the valid reconstruction at i + 1/2 − ε
and UR is the valid solution at i + 1/2 + ε, where ε → 0. This leads to an IVP with a
discontinuity at the surface. The problem is sketched in Figure 4.6. As a first step let’s
consider the following linear homogeneous IVP
∂tU(x, t) + a∂xU(x, t) = 0
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U(x, t = 0) =
{
UL, if x < 0
UR, if x > 0.
(4.29)
The PDE and initial conditions in Eq. (4.29) are called the Riemann problem. A very good
reference about the Riemann problem and related numerical aspects is [72]. The exact
solution to the Riemann problem for the Euler equations is a lengthy calculation for which
we refer the reader to [72]. In the following we give a simple, introductory illustration of
the resolution methods for the Riemann problem.
We introduce the definition of characteristics or characteristic curves. A characteristic
x(t) is a curve in phase space along which a PDE becomes an ordinary differential equation










Then the curve satisfies the ODE
dx
dt = a. (4.31)
a is called the characteristic speed. If we start with an initial point, the value evolves along
such a characteristic curve, see Fig. 4.7. In the one dimensional Riemann problem for the
Figure 4.7: Characteristics of the linear advection equation ∂tU + a∂xU = 0 with a > 0
and a discontinuity at x = 0, different characteristic correspond to different constants. On
each characteristic the value U is constant.
linear advection equation in Eq. (4.29) the discontinuity x = 0 follows also a characteristic
in time, therefore the solution is simply
U(x, t) = u0(x− at) =
{
UL, if x− at < 0
UR, if x− at > 0.
(4.32)
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The corresponding characteristic of this problem are sketched in Fig. 4.7. This means that
we will observe a wave emanating from the origin, which carries a jump discontinuity in
u and propagating with speed a. If we extend the linear advection equation in Eq. (4.29)
to m dimensions, we obtain a set of m hyperbolic PDEs of the form
∂tU + A · ∂xU = 0. (4.33)
The coefficient matrix A contains m real eigenvalues λi, which are related to a character-
istic curve satisfying the condition dxdt = λi for every i = 1, . . . ,m. For a discontinuity in
Eq. (4.33), which is indeed the Riemann problem in Eq. (4.29), we find that now m waves
are emanating from the origin, all carrying a discontinuity with a characteristic speed λi.
Between each pair of characteristics we find a well defined state Ui. Figure 4.8 shows the
Figure 4.8: Picture of a Riemann fan. The characteristics shown distinguish the different
states from each other.
space-time evolution of the different states, which are separated by characteristics. This
figure is called the Riemann fan. If the governing equations becomes nonlinear
∂tU(x, t) + ∂xA(U) = 0, (4.34)
we find that the characteristics which we see in the Riemann fan in Fig. 4.8, will no longer
be straight lines but become arbitrary curves. The typical way to solve such equation is
to solve the easier linearized problem
∂tU(x, t) + J · ∂xU = 0, (4.35)
where we call J ≡ ∇UA(U)|U=0 the Jacobian of the problem. The linearized problem is
of course only valid for short times. The state of the art method to include higher order
terms is the class of schemes collectively known as the ADER schemes [67, 78–82], which
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is discussed in Section 4.12.
Because our goal is to understand the time evolution at x = 0, we have to figure out
which lines the characteristics follow in the x − t space. The main task of a numerical
solver is to calculate the intermediate states between the characteristics. This process is
called “opening” the Riemann fan, which means that the solver is able to take different
intermediate states into account. A simple upwind solver [72] will choose only between UL
and UR as an approximation of the solution at x = 0; such a solver is not able to “open”
the Riemann fan. Another class of simple solver are centered solvers [72], which take
typically some mean of the left and the right value UL,UR to approximate the solution
at x = 0, however, they do not “open” the Riemann fan correct. More advanced Riemann
solvers are able to open the Riemann fan in a better way, which means they take the
different intermediate states into account. The big advantage of the MUSTA approach,
which we use in our solver, is that we can numerically open the Riemann-fan without
the knowledge of the underlying hyperbolic problem. The MUSTA is a general approach,
which combines the simplicity of centered schemes and the good accuracy of the Godunov
methods. For further details on the MUSTA approach see Section 4.11.
The nonlinear inhomogeneous IVP
∂tU(x, t) + ∂xF (U(x, t)) = S(U)
U(x, t = 0) =
{
UL, if x < 0
UR, if x > 0.
(4.36)
is related to Eq. (4.29) and is the problem we have to face for the coupled system of
convective fluxes and source terms (see Section 4.3). Godunov derived the solution of
Eq. 4.36 for the Euler equations [83] without sources; the calculation can be found in
Russian in [72]. Keep in mind that Eq. (4.36) is nonlinear, which means that the exact
solver might be very complicated or even not available, therefore it is advisable to use
approximate nonlinear Riemann solvers. In addition an approximative Riemann solver
drastically improves the performance although it was shown that approximated Riemann
solvers are limited to second order accuracy in time [72].
The solution UGod = U(0, 0) of (4.36) is typically called the Godunov state. The
perhaps most common Riemann solvers are the Riemann solver of Roe [84] and the Rie-
mann solver of Osher [85, 86]. There are a variety of advanced and modified versions
of these two Riemann solvers available nowadays; an overview of these modifications can
be found in [72]. Actually, we are not interested in the Godunov state itself but in the
flux FM = F (U(0, 0)). Once the Godunov-state is known the flux follows FM (UGod).
But there are also methods available to calculate the flux at (x = 0, t = 0) without the
intermediate step of calculating the Godunov state. A famous solver to obtain directly an
approximation of the intercell flux is the approximate Riemann solver invented by Harten,
Lax and van Leer (HLL) [87]. In fact the HLL solver builds the basis for an entire family
of HLL-Riemann-solver namely HLLE [88], HLLM [89] and the famous HLLC [90]. These
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fluxes are based on the Godunov method and lead to good accuracy of the intercell flux.
The disadvantage is the complexity of solvers of the HLL-family especially because knowl-
edge of the eigenstructure of the problem is needed within the solver, which may lead to
complex algebraic problems. As mentioned before we are using the simpler alternative of
the MUSTA approach. We will describe in the following Sections how we combine the
MUSTA approach and the ADER scheme to solve the problem given in Eq. (4.36).
4.9 MUSCL-Hancock method
The MHM is routinely used today. MUSCL stands for Monotone Upstream-Centered










for the general conservation law
∂tU + ∂xF (U) = 0. (4.38)
The important point is that this method includes a reconstruction step at the surface
and a local time evolution step to construct a fully discrete, second-order accurate scheme
implementing Eq. (4.37) [72, chapter 13.4.2]. The scheme consists of three steps:
(i) reconstruction of the variables on the boundary, in our case via a WENO method, to
gain uL and uR;
(ii) local time evolution of UL,UR by half a time step ∆t/2 according to
U












F (UL)− F (UR)
)
. (4.39)
(iii) solve the piece-wise constant Riemann problem




, if x < 0
U
R
, if x > 0.
(4.40)
We implement this method in our code to solve the problem (4.38).
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4.10 Centered fluxes
Centered fluxes are obtained directly from the initial data and do not need the solution
of the Riemann problem
Fi+1/2 = F (ui, ui+1). (4.41)
Thereby it is possible to see them as low order approximations to the solution of the
Riemann problem. The two most common centered fluxes are the Lax-Friedrich flux
FLFi+1/2 =
1




∆t (ui+1 − ui) (4.42)
and the Lax-Wendroff flux











∆x [F (ui+1)− F (ui] . (4.43)
The first-order centered scheme (FORCE) flux is a centered flux, which was derived in [91].











The FORCE flux is a monotone flux with an optimal handling of numerical dissipation [92]
and numerical dispersion [93] and therefore it is a very good choice of a flux which does
not make explicit use of the propagation of information with waves.
Numerical dissipation is the general effect produced by a solver that cannot maintain
in time a solution with steep gradients in the absence of physical dissipation. That means
that an initial jump in the solution will smooth out over time and will lead to inaccurate
results. Numerical dispersion seeds oscillations in the system and affects the stability
of the simulation. These numerical problems are caused by numerical imprecisions in
the approximations of derivatives of the variable. Numerical dissipation is the direct
result of even-order derivatives, while numerical dispersion is the direct result of odd-
order derivatives. Typically, the leading term of the truncation error will lead mainly to
dissipative behavior in the numerical solution if it is an even-order derivative term and to
dispersion behavior if it is an odd-order term. A good benchmark to numerical dispersion is
the linear advection equation in Eq. (4.29) and a good benchmark to numerical dissipation
is the heat flux equation












Figure 4.9: Numerical errors which appear during approximation. Panel (a) displays the
effect of numerical dissipation and panel (b) displays the oscillations caused by numerical
dispersion
Figure 4.9 displays the solution because of this numerical errors. We use the FORCE flux
as a predictor and corrector flux within our MUSTA scheme, which is described in detail
in the next section.
4.11 MUSTA flux
In this section we introduce the MUSTA [66] scheme to solve the Riemann problem
∂tU(x, t) + ∂xF (U(x, t)) = 0
U(x, t) =
{
UL, if x < 0
UR, if x > 0.
(4.46)
The key idea of the scheme is to open the Riemann fan by numerical approximation (see
also Section 4.8) instead of finding an analytical solution as it is done in the HLL-family
solvers. In the MUSTA approach the big advantage is that the eigenstructure of the flux
does not have to be calculated explicitly.
This technique considers in a first step the local evolution of the values UL and UR
in the area of the boundary at x = 0, and a numerically correction of the initial data in
a second step. Eventually this converges against an asymptotic value which lies in the
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correct intermediate state of the Riemann fan. Let k be the number of local time evolution





































(iii) goto step (i) if l 6= k.
The time step ∆t in the MUSTA scheme is not necessarily the same as the global time





where Cfl is the global Courant number, k the number of stages in the scheme and wmax
is the fastest wave propagation. Furthermore, it turns out, that even three local time
evolution stages are enough to achieve a stable scheme in our case. In the literature
modification and generalization are published [94, 95]. We have tested these modifications
within our granular NS solver but we do not find more accurate nor more stable results
than the MUSTA scheme presented here.
4.12 ADER scheme
The ADER scheme is a method to obtain high order approximations of Ui+1/2(τ) and
Fi+1/2(τ) without the need of a numerical quadrature in time. In the last decade consid-
erable work on ADER methods has been done, for further information see [67, 78–82]. We
assume the IVP in Eq. (4.36), which is the IVP we have to handle inside our solver
∂tU(x, t) + ∂xF (U(x, t)) = S(U)
U(x, t = 0) =
{
UL, if x < 0
UR, if x > 0.
(4.51)
Using a FVM (see Section 4.4) we can write formally the solution of (4.51) as





















F (U(x, t, τ))dτ (4.54)










S(U(x, t, τ))dxdτ. (4.55)
The basic idea of the ADER approach is replacing Ui+1/2 = Ui+1/2(τ) with its Taylor
series in time
Ui+1/2(τ) = Ui+1/2(0) + τ∂tUi+1/2(0) +O(τ2). (4.56)
We implemented a second order ADER scheme in our solver, but in principle any arbi-
trarily high order approximation can be obtained with this method. From now on we
will show the second order scheme, but the generalization is straightforward. The leading
term is the solution of the classical Riemann problem, which is the Godunov state (see
also Section 4.8)
∂tU(x, t) + ∂xF (U(x, t)) = 0
U(x, t = 0) =
{
UL, if x < 0
UR, if x > 0.
(4.57)
The source term does not contribute at time τ = 0 and thereby does not affect the
Godunov state. The higher order time derivatives are replaced with spatial derivatives via
the Cauchy-Kowalewski procedure [80]. In principle the procedure is as follows: starting
from a known time derivatives we take an additional derivative of the PDE in Eq. (4.51)
with respect to time. Then we switch the chronology of mixed space-time derivative and
replace the time derivative with the already known solution. With the help of a bit algebra
this leads to a set of equations where we can express higher order time derivatives with
higher order spatial derivatives. With the help of the WENO method we are able then to
calculate the needed spatial derivaties.
Because we are not interested in the Godunov state itself but in the flux at the boundary
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xi+1/2, we use the ADER scheme to obtain a Taylor series in time of the flux [67]
Fi+1/2(τ) = Fi+1/2(0) + τ∂tFi+1/2(0) +O(τ2). (4.58)
To achieve a second order space-time method we use the mid-point integration rule, which
means we set τ = ∆t2 in the time integrals. The leading term Fi+1/2(0) is calculated via
the MUSTA-flux for the problem in Eq. (4.57) (see Section 4.11). To obtain the correction
terms in the flux we follow the idea of the Cauchy-Kowalewski procedure to express time
derivative via space derivatives. The time derivative of the flux can be expressed as
∂tF = J∂tU , (4.59)
J = ∇UF ,
∂tU = −∂xF + S, (4.60)
where J is the Jacobian of the convective flux and the time derivative of the variables
in Eq. (4.60) is our IVP in Eq. (4.51). We use the scheme for the flux F instead of the
variables U . We do so because we can directly achieve the flux corrections in (4.58) by
avoiding the calculation of the corrections in U . From the space derivative of Eq. (4.51)
we obtain by using Schwarz’ theorem
∂tw + ∂xF ∗ = 0 (4.61)
w = ∂xU
F ∗ = ∂xF (U(x, t))− S(U),
which leads directly to the needed correction
∂tF = −J · F ∗. (4.62)
The problem (4.61) is a Riemann problem again, therefore we can use the MUSTA scheme
again to solve it numerically. It is obvious that in principle it is possible to achieve higher
order corrections in the same way as well. We stop after this correction in our solver
because of performance issues and because the achieved solution Fi+1/2 already leads to
good results.
We still have to address the time integral of the source term. In principle there are
again two ways of using the ADER scheme. The first way is to expand U(τ) and calculate
S(U(τ))
U(τ) = U(0) + τ∂tU(0) +O(τ2)
S = S (U(0) + τ∂tU(0))
S = S (U(0)− τ [J∂xU − S(U(0))]) ,
(4.63)
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and the second possibility is to correct the source term
S(τ) = S(0) + τ∂tS(0) +O(τ2)
∂tS(0) = −JS (∂xF (0)− S(0))
JS = ∇US.
(4.64)
The source term is much easier to handle because no Riemann problem has to be solved.
The reconstruction of the values at the Gaussian integration points is done via a 7th
order WENO method. We implemented the version in Eq. (4.63). The Jacobian of the
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. The eigenvalues of J are λ1 = λ2 = λ3 = vx, λ4 = vx −





is the speed of sound in the granular gas.
The derivative of the pressure p = p(ρ, T ) with respect to ρ and T is calculated numerically
by a fifth order central derivative
∂ρp(ρ, T ) =
−p(ρ[1 + 2ε], T ) + 8p(ρ[1 + ε], T )− 8p(ρ[1− ε], T ) + p(ρ[1− 2ε], T )
12ε
∂T p(ρ, T ) =
−p(ρ, T [1 + 2ε]) + 8p(ρ, T [1 + ε])− 8p(ρ, T [1− ε]) + p(ρ, T [1− 2ε])
12ε ,
(4.66)
where ε = 10−5. Finally, we want to add that the ADER scheme naturally couples the
source term and the convective flux via the correction terms.
4.13 Courant-Friedrich-Lewy condition
In the last sections we have described how to achieve a numerical convective flux on the
surface of a finite volume. But we have not yet discussed the time step ∆t and how to
choose it. We use the Courant-Friedrichs-Lewy (CFL) condition to calculate the step






where wmax is the maximum propagation speed of a convective wave and CCFL < 1 is
the CFL number. The condition is achieved by the von Neumann stability analysis of
the advection equation, more details to the stability analysis and the calculation can be
found in [96]. From the point of view of the stability analysis the CFL condition is a
necessary condition for the convergence of hyperbolic PDEs. But there is also quite a
natural physical explanation of the CFL condition. The transport of information through
(a) (b)
Figure 4.10: Wave propagation through finite volumes. In the time step ∆t the orange wave
propagates by δ = ∆tωmax . Panel (a) shows the unphysical case when the wave propagation
skips the volume i during one time step. Panel (b) shows the necessary condition for
stability, the propagation length δ has to be below ∆x.
the system is limited by the fastest wave traveling with speed wmax. In a small time
∆t the information can travel at most the distance δ = ∆twmax . In our simulations the
calculation domain is divided into small box. Figure 4.10 shows a sketch of a forbidden
and a physical wave propagating through finite volumes. δ ≥ ∆x means now that the
information transported with the wave never skips the finite volume i. That information
is transported from box (i−1) to box (i+1) without being observed in box i is unphysical.
From these arguments immediately follows why CCFL must be smaller than one. In the
case of CCFL ≥ 1 we observe an artificial coupling between the boxes (i− 1) and (i+ 1).
Typically we use a CFL number CCFL = 0.2 in our simulations. We want to add that the
CFL condition is necessary, but may not be sufficient for the convergence of the schemes.
Our simulations become unstable if dense regions form in the system. To further stabilize
our simulation we decrease the CFL number if the system is not stable anymore (down to
CCFL ≈ 10−3).
4.14 Diffusive flux
Here we introduce the idea of the dGRP flux [97], which is a modification of the ideas of the
Riemann problem to diffusive fluxes. Similar to the Riemann problem for convection (see
Section 4.8) we consider the one dimensional IVP for scalar diffusion with a discontinuity
at x = 0
∂tU − κ∂xxU = 0 (4.68)
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U(x, t = 0) =
{
UL if x < 0
UR if x > 0.
(4.69)















The general solution of Eq. (4.68) reads as









The derivative of the solution (4.71) using the piecewise constant initial data in Eq. (4.69)







We can now describe the numerical flux needed in the FVM in Eq. (4.70)
∫ tn+1
tn








which in this case coincides with the central difference scheme. The generalization of the
Riemann problem is to assume not a constant on the left and right side of the discontinuity
but a polynomial expression of order k 3










j if x < 0.
(4.75)



























k/2 for k even,
(k + 1)/2 for k odd
{U} = 1/2(UR + UL)







The details of how to achieve the approximation are found in the original paper [97]. The
approximation in Eq. (4.76) allows to derive an approximation of any order k in space-time
of the numerical flux for the IVP in Eq. (4.68).
Now we consider the general nonlinear diffusion problem
∂tU − ∂xF (U , ∂xU) = 0
U(x, 0) =
{
UL if x < 0
UR if x > 0,
(4.78)
where UL,UR are polynomials of order k+ 1. Then the numerical flux can be written as







The lengthy details to achieve Eq. (4.79) are skipped and can be found in [97]. The time
expansions U(τ ) can be obtained via the Cauchy-Kowalewski procedure. We implement
a seventh order WENO method, for which the correction c(k) = 24.6. The numbers c(k)





where λmax is the maximum eigenvalue of the matrix of coefficients of the diffusive flux
4. The matrix of coefficients of the diffusive flux with respect to the primitive variables in





0 0 0 0 0
0 4/3 1 1 0
0 −2/3 1 0 0
0 −2/3 0 1 0
Cµ





4The global time step is the minimum of the convective condition (see Section 4.13) and the diffusive
time-step condition.
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We get the matrix of coefficients with respect to conservative variables by the use of the
chain rule






Dx has the nonvanishing eigenvalues λ1 = 23RPρ , λ2 =
1









matrices of coefficients for the y- and z-direction follow out of symmetry.
The dependence of ∆t on ∆x2 is typical for diffusive conditions and may lead to really
small steps. Explicit schemes as presented here are local schemes, which are well suited
for an easy implementation in CUDA. Sadly it turns out that the time-step condition in
Eq. (4.80) drastically reduces the time-step especially in driven systems. The alternative
implicit methods do not have a time step condition and may look more useful for a diffusive
flux but implicit methods couple the calculation cells in the entire calculation domain with
each other which is a challenging task for parallelization with CUDA. One of our future
projects for further development of the DNS will contain an implementation of an implicit
solver for the diffusive flux. Finally, we want to add that the dGRP flux drastically
decreases the performance of our solver (by a factor ≈ 3) and for this reason we use
whenever possible a central flux method as a fast alternative, which leads to qualitatively
the same results. The central flux methods corresponds to setting c(k) = 0 in Eq. (4.79).
4.15 Boundary conditions
We study systems with different boundary conditions. Periodic boundaries are often cho-
sen to minimize the effects of boundaries, although they represent a highly theoretical
situation with nearly no experimental matches. For other simulations it is even impossible
to neglect the effects of boundaries. One example are systems where we inject energy via
the shaking of confining, solid walls. We want the solver to be written in a way that it
is easy to implement or change boundary conditions without much effort. In addition,
it is important for the CUDA implementation that we are able to use the same methods
everywhere inside our calculation domain. A good way to implement boundary conditions
under such requirements is the use of ghost cells. The concept of ghost cells means that
around the calculation domain additional cells are introduced and their values are set in-
stead of being calculated. Figure 4.11 shows the concept of the ghost cell for a simulation
domain of arbitrary shape. By setting the values of the cells inside the boundary all kinds
of boundary conditions can be achieved. It must be ensured that the data are written to
the ghost cells before they are needed by any method. For our specific implementation, we
need four ghost cells to each side because we implemented a seventh order WENO method




Figure 4.11: A sketch of a 2D system with two ghost cells at each boundary location. The
values of the ghost cells must be set to satisfy the needed boundary conditions.
We briefly describe below how to set the different conditions.
We assume a system of size NX × NY × NZ , the calculation domain is described by
the indices i = 0, 1, . . . , (NX − 1), j = 0, 1, . . . , (NY − 1), k = 0, 1, . . . , (NZ − 1). Each
index has four more values to the left (−4,−3,−2,−1) and to the right (NX , NX+1, NX+
2, NX + 3), which represent the ghost volumes and for which we have to set the values
W = (ρ,v, T ). Periodic boundary condition are achieved just by copying the data from
the opposite side. For example, in x-direction
Wi =
{
W(i+NX), if i < 0,
W(i−NX), if i ≥ NX .
(4.83)
To model adiabatic walls we set the ghost volume to be a mirror of the fields at the
boundaries, for the x-dimension (y and z analogues) we find
ρi =
{
ρ(−i−1), if i < 0,
ρ(2NX−1−i), if i ≥ NX
(vx)i =
{
−(vx)(−i−1), if i < 0,
−(vx)(2NX−1−i), if i ≥ NX
(vy)i =
{
Cf (vy)(−i−1), if i < 0,
Cf (vy)(2NX−1−i), if i ≥ NX
(vz)i =
{
Cf (vz)(−i−1), if i < 0,
Cf (vz)(2NX−1−i), if i ≥ NX
(T )i =
{
(T )(−i−1), if i < 0,
(T )(2NX−1−i), if i ≥ NX ,
(4.84)
where Cf ∈ [−1, 1] is the strength of the friction at the boundary. Thermal heating through
the boundary can be achieved by setting the temperature of the ghost cell in (4.84), even
if it might not be clear what thermal heating means in the context of granular gases. The
73
third important boundary condition we implemented are open boundaries which are set
in a way that the derivatives vanish at the boundary
ρi =
{
ρ0, if i < 0,
ρNX−1, if i ≥ NX
(vx)i =
{
−(vx)0, if i < 0,
−(vx)NX−1, if i ≥ NX
(vy)i =
{
Cf (vy)0, if i < 0,
Cf (vy)NX−1, if i ≥ NX
(vz)i =
{
Cf (vz)0, if i < 0,
Cf (vz)NX−1, if i ≥ NX
(T )i =
{
(T )0, if i < 0,
(T )NX−1, if i ≥ NX .
(4.85)
The concept of ghost cells has the advantage that it is a simple and flexible method
adaptable to all kinds of boundary conditions. A disadvantage is the additional memory
which is needed to store the ghost cells and the additional calculations which have to be
done by setting their values. In our case about 10% of the calculation time went into the
setting of the ghost volumes.
4.16 Initialization
To solve the IVP in (3.17) we have to initialize our simulations with initial values U0i . In
our simulation we set the initial values for the density ρ̄i, velocity v̄i and the temperature
T̄i for each finite volume i, all other variables like pressure, energy and momentum are
calculated out of this quantities. Computationally there are problems with the handling
of exactly equal values in the quantities, mainly because differences are not well defined
(typical they are not zero but a small value of the order of numerical precision). Therefore
we have to add white noise on each quantity. Typical we use a noise strength of the
O(10−8). In the case of running simulations including external forces, we use a transient
time to turn on all external forces. This has to be done so that the system can adapt to
the external forces, otherwise we would have to deal with strong shocks in the initial data,
which is in most cases an unsurmountable problem for a numerical solver. The transient
effects are modeled by a third order polynomial with a turning point of value zero at time
zero and a second turning point of value one when the time equals the transient time.
We tested in free cooling simulation the effect of an initial equilibration of the system by
setting ε = 1 for t = 104 σvth,0 . We could not measure a different behavior from a system
without initial equilibration.
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5 A universal scaling law for
the evolution of granular
gases
Dry, freely evolving granular materials in a dilute gaseous state coalesce into dense clusters
only due to dissipative interactions. In this chapter we show that the evolution of a dilute,
freely cooling granular gas is determined in a universal way by the ratio of inertial flow and
thermal velocities, that is, the Mach number. We give an analytical argument to support
our findings and finally we discuss the scaling of the clusters in a freely cooling granular
gas. We found out that clusters form on a characteristic length scale which is a crucial
parameter for the setup of the system and to obtain a good resolution without measuring
finite size effects.
5.1 The global Mach number as an indicator for clustering
A freely cooling granular gas is an ensemble of particles undergoing dissipative collisions
and free of any external field. Even a small degree of dissipation in the kinetics of granular
particles produces spatial correlations and structures in a dilute, homogeneous gas [34].
Hydrodynamic treatments suggest that a shear instability initiates this transition [34] (see
the linear stability analysis in Section 2.9). However, when exactly this process initiates
is not known.
The equations of granular hydrodynamics in Eq. (3.17) predict a linear instability of
the transverse mode [35] when the wavevector ‖k‖ ≤ k∗⊥(ε), where k∗⊥(ε) ∝ (1 − ε2)1/2
(see also Section 2.9). This instability leads to the formation of vortices. In regions where
the particle velocities are correlated the temperature drops. These are the seeds for a
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Figure 5.1: Snapshots of the system showing the temporal evolution of a three-dimensional
granular gas with a coefficient of restitution ε = 0.9 and average filling fraction φ̄ = 0.05.
(Top row) From left to right, snapshots of the density field at times t = 109, t = 1010
and t = 1011, respectively. The gray scale represents the local average density. (Bottom
row) Three-dimensional map of the temperature field T (r, t) at the same times of the
corresponding density plot in the top row. The color (red - hot; blue - cold) represents
the local temperature compared to the average temperature in the system.
second instability if the system size is larger than k∗−1H (ε) > k
∗−1
⊥ (ε). Although freely
cooling granular gases have attracted wide interest [21–23, 36, 99–101] there remains,
beyond issues of finite sizes, the outstanding question of what sets the rise of the density
inhomogeneities. Past works made differing claims as to what the onset time of clustering
is [36, 100, 102].
The simulations in this section are performed in the HCS, therefore we did not use the
term for the bulk viscosity in the hydrodynamic equations in Eq. (3.17) and we use the
Carnahan–Starling pair-correlation function in Eq. (3.1)1.
Figure 5.1 shows the evolution of ρ(~r, t) and T (~r, t) in a freely cooling gas in 3D. We
observe that out of the homogeneous cooling state small, cold regions of larger density
emerge throughout the system and grow in size with time. The high density regions
(clusters) are filamentous because of the shear instability. The morphology of the clusters
that we find in our simulations agrees with the shape of the clusters which have been seen
in MD simulations [24, 104], however, our system size allows the formation of multiple,
large clusters (see also the attached movie 3Dcooling.avi). We quantify the cluster growth
by calculating the maximum filling fraction φmax and the density fluctuations 〈(δρ)2〉 =
1All simulations are stopped once the maximum local filling fraction φmax is 5% above average filling
fraction φ; this ensures that our calculations remain in a regime where the pair correlation function
holds. φmax is the maximum value of all local filling fractions φi in the system. The results of this
work are valid till the point when the system starts forming dense clusters. For further discussion on
the validity and limits of the equations of state see [103].
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Figure 5.2: Temporal evolution of the maximum filling fraction φmax (a) and of the filling
fraction fluctuations 〈(δφ)2〉 (b). In (a) and in the main panel of (b) the average filling
fraction φ = 0.05. The time is measured in units of σ over the initial thermal velocity
vth,0. The clustering process exhibits the same qualitative features over a wide range of
coefficients of restitution ε and average filling fractions φ. The curves are guides to the
eye. As ε grows, the time of onset of clustering increases of four orders of magnitude. The
inset panel shows the effect of varying average filling fractions. The initial crossover at
〈(δφ)2〉 ≈ 10−16 is an effect of the initial transient.
1
φ
2 〈(δφ)2〉 across the system, which allows one to compare systems with different average
filling fractions φ̄. Hereafter the angle brackets indicate spatial averaging over the entire
system. Figure 5.2 shows the temporal evolution of these quantities. In the homogeneous
cooling state φmax is very small, but suddenly the systems develops inhomogeneities.
Figure 5.2(b) reveals an early time dynamics not directly accessible when observing the
maximum or the average filling fraction (Fig. 5.2(a)). What appears to be a sudden
emergence of clusters at characteristic times depending on ε in Fig. 5.2(a) is instead a scale-
free process described by a power law ∼ tα, with α ≈ 1.85. Thus, if the signal-to-noise ratio
of the measurements is not large enough an apparent sudden onset of clustering will be
visible only when φmax has reached few percent. To understand the origin of the increase














ρi, where i is the index of the finite volumes,
and compare it with the temporal evolution of 〈(δφ)2〉. The temperature follows Haff’s




T0, while EKin(t) decays with time in a much
weaker way. Figure 5.3 shows that the size of the inhomogeneities is directly linked to
the relative decrease of the kinetic energy EKin(t) with respect to the temperature. In
fact, when the kinetic energy equals the temperature (Haff’s law), 〈(δφ)2〉 reaches the
same value ≈ 10−4 for all our simulations. This point coincides with the time when
clusters would become visible in an experiment or molecular dynamic simulation (i.e.
∆φ ∼
√
〈(δφ)2〉 ≈ 1%). Therefore, it seems appropriate to us to consider the Mach
numberM≡
√
〈v2〉/〈T 〉 as a scaled measure of the granular dynamics. The granular gas
develops visible clusters whenM is of the order of unity, that is the threshold of supersonic
flow. Changing the average filling fraction or coefficient of restitution does not alter this
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Figure 5.3: (a) Temporal evolution of density fluctuations for different initial values of the
Mach numberM0. (b) Evolution of the kinetic energy (symbols) for the same initial Mach
numbers as in (a), and evolution of the temperature (solid, magenta line). We mark the
times t∗(M0) when the kinetic energy equals the temperature and the corresponding values
of 〈(δφ)2〉(t∗) (vertical, dotted lines). To test the dependence of the density fluctuations
onM, we vary the initial, inertial velocities in the system, that is, the initial value of the
Mach numberM0. We find that for largerM0 the onset of clustering occurs decades in
time earlier, but still it coincides with the time whenM∼ O(1).
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Figure 5.4: The density fluctuations exhibit a universal scaling in terms of the system’s
average Mach number M. After the relaxation of the initial conditions the granular gas
shows a collapse of the density fluctuations on the curve 〈δρ2〉(M) = cM2. Calculations
are shown for system at φ̄ = 0.05, ε = 0.9 andM0 = 10−8 unless the variable are explicitly
changed according to the legend.
conclusion. We note that Haff’s law is derived under the assumption of no macroscopic
fluxes and homogeneous density [19] (see Section: 2.8). Because of these assumptions it
is not possible to conclude anything about the density nor the velocity fluctuations out
of Haff’s law. In the context of our definition of the Mach number Haff’s law assumes
M = 0.
Because the system is translational invariant and there is no characteristic time scale
associated with the conditionM∼ O(1) we expect the evolution of the freely cooling gas
to be scale invariant when described with the relevant variables.
Figure 5.4 collects results from extensive DNS calculations where we varied ε, M0, φ̄
and shows the evolution of 〈(δφ)2〉 in terms M. Regardless of the system parameters
or the initial state, the density fluctuations converge onto the locus 〈(δφ)2〉(M) = cM2,
where c is a constant. This universal scaling is robust also upon variation of the initial
conditions. Figure 5.5 plots different simulation with the same system parameters, but
different fluctuations in the initial density and temperature fluctuations. Furthermore we
observe the same scaling behavior for two dimensional systems with constant and variable2
coefficient of restitution. Figure 5.6 displays the results of the viscoelastic sphere model
in 3D.
This locus 〈(δφ)2〉 = cM2 plays the role of an “attractor” for the evolution of the
granular gas, as it is visible from Fig. 5.4: when the initial Mach numberM0 is large, the
2We use the viscoelastic spheres model described in Section 2.2 to simulate a variable coefficient of
restitution. For implementation issues see [105].
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Figure 5.5: Free cooling systems with different initial fluctuation in the density and tem-
perature. The system parameters are φ̄ = 0.05, ε = 0.9 and M0 = 10−8. The figure
displays that after a certain time the initial conditions are smoothed out.
Figure 5.6: Density fluctuation for a model of viscoelastic spheres and const ε in 3D. Both
models follow the same scaling behavior.
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system shows a weak transient decrease ofM0, due to a relaxation of the initial condition,
which is then followed by the approach and collapse onto the locus 〈(δφ)2〉 = cM2. Once
the initial conditions are forgotten, all systems investigated show universal behavior, as
visible from the collapse of all curves in Fig. 5.4 over several decades. The universal power-
law behavior of a granular gas in the homogeneous cooling state indicates that there is no
characteristic time scale for the onset of clustering. However, because of finite resolution,
an experiment would observe the onset of clustering whenM∼ O(1).
The results of this section might provide a tool to measure the age of such granular gases
in the context of the Mach number. In summary, we have shown by means of DNS that
(i) the dynamics of a freely cooling granular gas follows a universal power-law behavior in
terms of the ratio of convective to thermal velocities, irrespective of the initial state, and
(ii) the onset of clustering has no characteristic time scale.
5.2 Heuristic for the universal scaling
We now want to show that under general assumptions we can prove with an analytical
argument that the density fluctuations 〈(δρ)2〉 scale quadratically withM as we found in
Section 5.4. We assume that: (i) the granular gas is in a homogeneous cooling state where
Haff’s law holds, T = T0 (1 + t/τ)−2, and the density fluctuations are still small, that is,
ρ = ρ0 + δρ, δρ  ρ0; (ii) isotropy of the velocity, 〈vx〉 = 〈vy〉 = 〈vz〉; (iii) the equation
of state of ideal gases holds: p = ρT ; (iv) the system is so large that we can neglect finite
size effects and that diffusion is negligible; (v) local convective fluxes and their gradients
are small: vi, ∂ivj  T 1/2, i, j ∈ {x, y, z}. Equations (3.17) then become




∇(ρT ) = 0. (5.2)
We start by multiplying Eq. (5.1) by ρ−1 and taking the spatial average over the volume
Ω, 〈Φ〉 = 1|Ω|
∫
Ω
ΦdΩ. We consider fluctuations around a background solution, so that we
can write




where ρ0 = 〈ρ〉 is the average density. The surface integral 〈∇ · v〉 vanishes. Using Eq.





· ∇ρ〉 = 0. (5.4)
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· ∇ρ〉 = 0, (5.5)







Haff’s law predicts that T = T0(τ−1t)−2 for t  τ , which we insert in Eq. (5.6). From
our simulations we find out that the kinetic energy follows also a power law 12〈v
2〉 ∝ t−A,




2 + const. (5.7)
In summary, with rather mild assumptions on the granular dynamics we can predict that
the density fluctuations scale quadratically with the Mach number of the gas.
5.3 Correlation of density and temperature in the
homogeneous cooling state
During the cooling of a granular gas, local fluctuations in the density will lead to a regime
of increased density. In these high density regions more collisions occur and therefore
the temperature should decrease locally. In Fig. 5.7(a) we show again the results of 3D
simulations. Already visual inspection reveals that the temperature is lower wherever
the density is large. Figure 5.7 shows the correlation between density and temperature
for a freely cooling granular gas. We measure a nearly total anti-correlation between
temperature and density in the system. This result agrees with the expected behavior
and match the results from MD simulations [22]. In Fig. 5.7(c) we plotted the correlation
coefficient





Apart from transient effects, we can observe a total anti-correlation of the density and the
temperature in the entire HCS of the granular gas. Interestingly, during the transition
from the HCS to the ICS we find that the anti-correlation vanishes. Even if this behavior
has not been studied in full detail so far we see the reason in uprising shock waves, which
we study in detail in Section 6.
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Figure 5.7: Panel (a) shows the temperature and density at different times in the HCS,
panel (b) shows their correlation in the last figure of panel (a). Panel (c) plots the temporal
evolution of the correlation coefficient Cor(ρ, T ) during the entire HCS (the transition to
the ICS appears in the region of t = 1010). (The data are the same as in Fig. 5.1.)
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5.4 Scaling issues
We now want to discuss the problems associated with the scaling of the system in our
simulations. This can indeed become an important issue when studying the clustering
in freely cooling granular gases. The resolution with which we can calculate physical
observables is limited by the number of finite volumes of our DNS calculations. This is
typically set to 10242 in 2D and 1283 in 3D. If we choose system sizes which are too small
we observe finite size effects due to the boundaries or in the case of periodic boundaries we
observe self-interaction of the density inhomogeneities which eventually creates waves in
the system. On the other hand, we cannot choose an arbitrary large system because the
finite volumes would correspond to regions so large that the physical fields do not carry
relevant information any longer. Technical limitations of the current hardware restrict the






Figure 5.8: Density field of a freely cooling system at different system sizes. (a) Lsys =
5120σ, (b) Lsys = 256000σ, (c) Lsys = 512000σ
.
Figure 5.8 shows the density field at different resolutions for three freely cooling systems
with the same physical parameters but which differ only in size. Panel (a) shows high self-
interaction of the clusters; panel (c) corresponds to a size so large that one cannot resolve
the filamentary shape of the clusters, whereas Fig. 5.8(b) shows. Figure 5.8 shows that at
least during the formation of dense clusters, these clusters have a typically size. Sadly we
do not know very much about the long time evolution of the clusters in the ICS because
the simulations become unstable at some point.
We choose in our simulation system sizes which allow the formation of multiple clusters
as in Fig. 5.8(b). Nevertheless we figured out that the results presented in Section 5.1 are
still valid even for really small systems and weak resolutions.
The problem of finding appropriate resolution and system size is even more complicated
in 3D because the number of finite volumes, which contain the data, are even smaller in
each direction in 3D. We found empirically that an appropriate system size that excludes
finite-size effects in 3D ranges from Lsys = 128×102σ for ε ≤ 0.90 up to Lsys = 128×105σ
for ε = 0.9999. This system sizes were used for the simulation in Section 5.1. The systems








Figure 5.9: Freely cooling gas after transition to an ICS; ε is constant and φ̄ = 0.01. The
panels show snapshots for (a) ε = 0.5, Lsys = 10240σ, (b) ε = 0.9, Lsys = 25600σ, (c)
ε = 0.99, Lsys = 102400σ, (d) ε = 0.9999, Lsys = 2048000σ
.
on ε, but the shape is in any case filamentary. Figure 5.9 shows pictures of the clusters in
the ICS at different ε and appropriate system-sizes.
We recognized that the formation of the clusters appears at a typical length scale. The
typical cluster sizes depend on ε and φ̄. This makes it necessary to rescale the system size
if we change ε or φ̄. In principle it is reasonable that the clusters appear at a typical length
scale. We know already from linear stability analysis (see Section 2.9) that all wavevectors
associated with the so-called “heat mode” kH which are smaller than k∗H are unstable and
lead to a growth of these modes. On the other hand, the initial fluctuations Φ0(k) have
a distribution in k. Therefore it is reasonable that there is a preferred wavelength which
will grow fastest. After formation the clusters at this wavelength can no longer be studied
in terms of linear stability analysis because it is not valid anymore, therefore the ultimate
fate of these density inhomogeneities cannot be determined from linear stability analysis.
In multiple works [24, 30, 106, 107] it is observed that the clusters grow till system size
and it was shown that they can finally evolve into a sheared regime [106]. We want to
note here that this phenomenon was observed in simulations which are close to the critical
system size [106] or at really large filling fractions [107]. Results for dilute granular gases
where the system size is much larger than the critical system size (which means about two
orders of magnitude or even more) are still outstanding. The reason is that by doubling
the system size, the density drops by a factor of four, which leads again to four times
as large critical system size. This means that we need a very large number of particles,
e.g. to run a MD simulation at φ̄ = 0.01, ε = 0.8 and a size of 30Lcrit we would have to
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Figure 5.11: Cooling granular gas in the ICS with φ̄ = 0.01, ε = 0.9. The initial convective
velocities are of O(10−8) in panel (a) and O(10−2) in panel (b). There is no qualitative
nor quantitative difference in the characteristic of the visible clusters.
.
Our simulations consistently find that when the clusters appear they have a character-
istic length, which depends on ε and φ̄. In Fig. 5.10 we plot the size of the clusters after
the transition to the ICS. The linear size of the clusters is obtained by manual measuring
of the length of 50 clusters in pictures like in Fig. 5.9. This gives us an indicator of how
to set up our simulation to obtain good resolutions. We measured the length of clusters
when they appear in MD, too (see MD results in Fig. 5.10). The results demonstrates the
same qualitatively effects as obtained from DNS but the sizes are smaller by a factor of
3 − 5. MD simulations are not possible at higher ε, because much more particles would
have been necessary. In terms of the critical system size Lcrit (Eq. (2.89)), we find that
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the clusters have a characteristic size of about 2Lcrit (for small ε) to 8Lcrit (for ε close to
unity) for all data points in Fig. 5.10.
In Fig. 5.11 we see the clustering in systems with different initial convective velocities.
We cannot observe any difference in the clustering behavior and conclude that a depen-
dency on the initial convective fluxes is negligible. The results of this section show that
there is a characteristic size of the clusters when they appear out of the HCS. I am very
thankful to Samkit Shah for running the DNS and doing the related analysis in Fig. 5.11
and for φ̄ = 0.05 in Fig. 5.10. I also thank Artem Bolshakov for carrying out the MD
simulations shown here.
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6 Shock waves as the origin
of clustering in a granular
gas
In this chapter we will study the influence of the local Mach number on freely cooling
granular gases. A commonly used heuristic claims a correlation between the pressure and
the temperature in the homogeneous cooling state, and claims an anticorrelation between
the density and the pressure. We have evidence that this heuristic does not hold. It
thus follows that a different mechanism must be the origin of the clustering in a cooling
granular gas. Here we demonstrate that local subsonic convective fluxes are the seed for
the clustering out of a homogeneous gas. The transition appears when convective fluxes
turn supersonic. We perform DNS and MD simulations and bolster our arguments by
analytical results. Our findings here give a new understanding on the onset of clustering
and might be adapted to other fields of granular fluids and gases.
6.1 Evolution of density, temperature and pressure
fluctuations
The behavior of granular shock-waves has already been studied by a number of au-
thors [108–113]. One explanation for the appearance of granular shock-waves during the
ICS [108, 110] was discussed in the framework of a sticky-gas-like behavior of granular
gases in the ICS. Formally, the sticky gas is the limit for vanishing coefficient of restitu-
tion ε→ 0 of a granular gas. In this limit the pressure vanishes and the energy equation
decouples from the momentum equation. In this case the NS equations simplify to the
Burgers equation [2]. In [63] we have studied the dependency of the clustering on the
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global Mach number. We want to discuss now the following question: What is the origin
of the clustering? A commonly used argument [2, 22, 23, 25, 30, 34, 37, 102] for the origin
of clustering goes as follows. Small fluctuations of larger density lead to more collisions
per unit time and thereby to a local drop in temperature. This energy loss leads in turn to
a local drop of the pressure, which causes a positive feedback on the instability. Although
the argument of the pressure instability as the origin of clustering is reasonable, we are
not aware of any evidence in the literature coming from MD simulations nor from DNS.
Those methods would provide a microscopic foundation to the claim of the origin of the
clustering. This heuristic claim itself starts from a hydrodynamical point of view, so we
set out to see a similar effect in our simulations of granular hydrodynamics. In this section
we included the bulk viscosity ηB from Eq.(2.59) in all simulations.
We start with a homogeneous state and study two different initial configurations: (i) a
small density offset in the center of the system
ρ0 =
{
1.0 , r ≥ R
1.01 , r < R
T0 = 1.0;
(6.1)




1.0 , r ≥ R
0.99 , r < R.
(6.2)
In both cases we observe a similar dynamics. We show these results in Fig. 6.1.
We observe an initial increase of the pressure leading to a first wave traveling away from
the center, followed by a small drop in the pressure, which causes a second wave traveling
towards the center. Then the pressure increases in the center above its average value again
and does not drop below this average value anymore. This initial transient effect happens
on a very small time scale, but still it sets the seed for the clustering which appears later.
We want to stress the point that we are still in the HCS, which will stay homogeneous
for orders of magnitude in time. This means that we observe that particles move towards
a high pressure region. This is an unexpected phenomenon and seems to be unphysical,
but we have to remember that our system is far away from equilibrium. We observe that
the clustering becomes visible when the Mach number in the center reaches unity (see
Fig. 6.1(c)).
It looks like the initially higher density in the center has caused the clustering in Fig. 6.1
because the clustering also appears in the center. A more careful look reveals that the
clustering comes from the subsonic waves which are formed in the beginning because of
the higher pressure region. We can control now the region of the clustering by changing
the initial inhomogeneity in the center which affects the wave strength and thereby the












Figure 6.1: (a) Fieldmaps of the local Mach number and (b) local density at time t ≈ 106.
The system has periodic boundary conditions; the initial condition in Eq. (6.1) are used,
the average filling fraction φ̄ = 0.005 and ε = ε(T ), ε(0) = 0.9. (c) Evolution of the
pressure, density, temperature and the maximum Mach number in the center of 2D system.
Apart from the local Mach number, the quantities are normalized and the deviation from





















Figure 6.2: Final state of a freely cooling granular gas with. Fieldmaps of the local density
(a), local pressure (b) and the local Mach number (c). The system has periodic boundary
conditions; the initial condition are similar to Eq. (6.1), but the initial center density is
ρ = 1.1, r < R, the average filling fraction φ̄ = 0.05 and ε = ε(T ), ε(0) = 0.9.
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condition to Eq. (6.1) but the center density is set to 1.1 instead of 1.01. The center
region in Fig. 6.2(a) becomes now a dilute region, which is against the heuristic and
the region where the cluster forms is not in the center. In Fig. 6.2(c) we can observe
that the clusters form along the surface of convective waves, which were initialized by
the central inhomogeneity. Again we find from Fig. 6.2(b) that the clustering appears in
regions of high pressure which indicates a positive correlation. We conclude from this that
only the subsonic convective fluxes are relevant for the discussion about what causes the
clustering. We do not observe any qualitative difference between the model of constant
and variable coefficient of restitution (see also the attached movies centralFluctuation.avi
and centralFluctuationViscoelastic.avi).
6.2 The role of subsonic convective waves
That the Mach number can reach high values is due to the fact that the kinetic energy
associated with the propagation of the wave decreases in a much slower fashion than the
temperature decay (Haff’s law)1. Because of the different decay rates of convective and
thermal flows the subsonic wave eventually becomes supersonic, this is when the clustering
becomes visible (compare also the results in [63]). Figure 6.1 shows the evolution of this
process. Once a wave become supersonic, the presence of a gas-solid transition at the
shock front is known [109, 112, 114]. The related phenomenon in molecular gases is the
compression shock, but a transition to a solid state is impossible in ordinary gases. The
presence and the growth of supersonic waves in the ICS of a cooling granular gas are
known. What we want to stress here is that supersonic waves do not appear in the ICS,
but rather they are the reason for the ICS.
We want to support this statement by another simulation. If we observe a well defined
subsonic wave in the system, we expect to see that with time this wave will turn to
supersonic speed and a clustering will form at the wave front. Figure 6.3 shows the
evolution of a system with a such a wave. Initially, this wave has a convective velocity
six orders of magnitude smaller than the thermal velocity of the system. Thus, this is an
extremely weak, subsonic wave. After some time, we find a transition to supersonic speed
and the simultaneous onset of clustering. From this point on we also find the expected
behavior for a compression shock wave in granular gases [109, 112, 114]. Here we stress
again that the important point is that the initial negligible subsonic wave is the origin for
the clustering inside the system.
The initial conditions we use for studying initial subsonic waves within a system of size
1Compare also Section 2.8 and our findings in Section 5.1.
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Figure 6.3: Evolution of a free cooling granular gas which was initialized with a subsonic
convective wave. The initial subsonic wave has an amplitude of 10−6vth,0. The panels
(a),(d),(g) display the field maps of the density, panels (b),(e),(h) display the pressure in
terms of the average pressure and the panels (c),(f),(i) display the local Mach number
in the system. The subsonic wave in the initial state (panel (a)-(c)) turns to supersonic
speed (panel (d)-(f)) and reaches eventually high Mach numbers (panel (g)-(i)). We can
locate the transition from HCS to ICS at the time when the wave turns supersonic (panel
(d)). The system has periodic boundary condition in x-direction and hard walls with
no-slip boundary conditions in y-direction; the average filling fraction φ̄ = 0.005 and
ε = ε(T ), ε(0) = 0.9.
















1− ( 4Lxx− 1)
2
)
, x ≤ LX4 & r ≤ 1
0 , else,
(6.3)
where the initial amplitude A = 10−6. The convex initial condition were chosen to study
a convex wave front as they typically appear within our DNS in a freely cooling granular
gas. In addition we do not simulate a quasi one dimensional shock in this way but use
a 2D surface. The quadratic profile along the x-axis in the velocity was chosen because
of stability reason in our DNS. Different initial conditions show the same qualitative
behavior, so that we can conclude that the shape of the initial wave is not important for
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our following argumentation. In the beginning, see Fig. 6.3(a-c), a convective velocity
106 times smaller than the thermal velocity is injected into the system. Over time the
temperature decreases, but convective velocities stay nearly constant, thereby the Mach
number of the wave increases in time. Figure 6.3(d-f) display the density, pressure and
local Mach number, respectively, at the time when the wave propagation turns supersonic,
which marks the onset of the clustering. We can see from panel (f) that the Mach number
reaches unity at this time. The pressure in the dense region grows and eventually we find
clustering characterized by high pressure, which makes sense in the context of a shocks
wave. The Mach number keeps increasing and we observe a compression shock wave
which drives the clustering to even higher densities. The steady increase of density in a
plane shock wave was also observed recently in [113], here we have shown in addition that
eventually every wave turns into a shock wave.
Figure 6.4: Evolution of a freely cooling granular gas which was initialized with a subsonic
convective wave in 3D. The initial subsonic wave has an amplitude of 10−4vth,0. The
panels (a),(c) display cross sections of the fieldmap of the local Mach number and panels
(b),(d) display cross sections of the field map of the density in the system. The subsonic
wave in the initial state turns to supersonic speed (panel (a)) and reaches eventually high
Mach numbers (panel (c)). We can locate the transition from HCS to ICS at the time
when the wave turns supersonic (panel (b)). The system has periodic boundary condition
in all directions; the average filling fraction φ̄ = 0.01 and ε = ε(T ), ε(0) = 0.9. The
system is not as stable as the 2D simulation in Fig. 6.3, therefore the final state(panel
(c),(d)) is not as far developed in time as it is in Fig. 6.3(g)-(i).
A study of the 3D case reveals the same qualitative behavior. Figure 6.4 shows the
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evolution of cross sections of a 3D cooling granular gas which was injected with an initial
subsonic wave. Again we can observe that the clustering starts at the threshold from sub-































Figure 6.5: A granular gas in the ICS. (a) field map of the filling fraction. (b) pressure
in the system. The high correlation between pressure and density is obvious. (c) field
map of the local Mach number. The cutoff is set at M = 1 to distinguish between sub-
and supersonic waves. The system has periodic boundary conditions, the average filling
fraction φ̄ = 0.01 and εconst = 0.9.
We can now generalize our finding in this Chapter to any freely cooling granular gas.
Figure 6.5 shows the local filling fraction and Mach number of an unperturbed, freely
cooling granular gas in the ICS. The figures make clear that the clusters are characterized
by high pressures compared to the average pressure in the system and it also shows that
the clusters form on the leading front of the supersonic regimes.
6.3 Comparison with molecular dynamical simulations
To gain more confidence in our results we run MD simulations and compare the results
with our DNS. As we did in the last section for DNS, also in the MD system we inject a
convective wave which is subsonic in the homogeneous cooling state. Figure 6.6 displays the
results of MD which are indeed similar to the DNS in Fig. 6.3. The subsonic wave is turning
supersonic and the clustering starts at the surface of the wave. The MD simulations are
in complete agreement with the finding of the DNS. The effect becomes more visible if we
use more particles inside the system (see also the attached movie CurvedSeededShock.avi).
In Fig. 6.7 we varied the strength of the initial convective wave and compared the results
of MD simulations with DNS. The initial shape of the wave is define in Eq. (6.3) (see
Fig. 6.3 and Fig. 6.7), but we vary the amplitude. We can clearly observe that the onset
of clustering in the cooling granular gas does strongly depend on the strength of the initial
convective flux. In order to measure the clustering in Fig. 6.7 within the MD simulations,
we employed the following technique. The system of N = 40.000 (640.000) particles was
divided into 625 (10000) boxes. If a finite volume contains more than 20% of the average
density, we count the box as a dense box. The time at which more than 25 (100) dense
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Figure 6.6: MD simulations of two freely cooling systems. (a), (b), (c) show the evolution
of a system with Lsys = 8000σ, 2.560.000 particles and ε = 0.9. (d), (e), (f) show the
evolution of a system with Lsys = 1000σ, 40.000 particles and ε = 0.9. Both simulations
start from a homogeneous state with a well defined initial convective flow as in the DNS
in Fig. 6.3. The initial convective flux is 10% of the thermal velocity in the top panels and
45% in the bottom ones. The critical system size for both configurations is about 360σ.
boxes appear defines the onset time of clustering in our MD simulation. Inside the DNS
we measure the onset of clustering as the time when the local density inside a finite value
exhibits 50% larger of the initial value. That the threshold for the onset of clustering is
slightly different has small impact on our results because the clustering appears very fast
compared to the logarithmic time scale intrinsic to the data plotted in Fig. 6.7.
We find that as the strength of the injected subsonic wave grows the clustering time
decreases. For large initial subsonic wave strengths we find a very good agreement between
the DNS and MD results. The results of the MD simulations reach a plateau if the initial
flux is below a certain value. This “natural” onset time of clustering is because the MD
simulation cannot be made more homogeneous within our simulation setup. A study
of systems which contain more particles but at constant density might give results even
closer to the DNS. Nevertheless, we find a good agreement between the results of MD
simulations and DNS for large initial convective velocities and we can conclude that the
MD simulations support our hydrodynamical results and give stronger confidence in our
findings. A further study of a system with a much larger number of particles could
reveal the natural strength of initial convective fluxes because of fluctuations within local
velocities. From this it is possible to derive the “characteristic” cluster time of such a
homogenouse granular gas.
In this section we have demonstrated that the clustering is generated by small convective
fluxes in the HCS, not by density or pressure fluctuation (which may also cause convective
fluxes). Once the waves are formed, these small convective flows are quite stable in time
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Figure 6.7: Dependency of the onset time of clustering on the initial strength of a convective
wave. The results are taken from MD simulation with N = 40.000, N = 640.000 particles
and from DNS. In all simulation the filling fraction is φ̄ = 3.14% and εconst = 0.9. Results
for MD simulation are obtained from an average over 2−5 simulations with different initial
random particle locations and velocities. The lines are a guide to the eye.
and decay in a much weaker fashion than the temperature, thereby they eventually become
supersonic and from this moment on they act like a compression shock-wave inside the
granular gas. In addition we find from our simulations that the pressure increases inside
dense regions (compared to the average pressure) and does not vanish (this agrees with the
results in [113]), therefore we cannot observe a sticky gas limit as proposed in [108, 110],
which means that the Burgers equation is not a valid representation of the ICS. The
results in this section are in complete agreement with our findings in [63]. In addition these
results explain why the anticorrelation between temperature and density vanishes, which
we described in Section 5.3. The heuristic argument that the temperature drops when
the density raises due to more collisions between the particles is not valid in the presence
of shock-waves. On the front of a shock wave both the temperature and the density rise,
which is also true for ordinary and granular gases [113]. Finally, we can summarize that
the heuristic argument, that low pressure regions are the origin for clustering, could not
be validated neither with our hydrodynamic observations nor with our MD simulations.
We are very thankful for the collaboration with Artem Bolshakov, who has carried out
the MD simulations and provided us with the related data.
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6.4 Correlation between density, pressure and temperature
in the homogeneous cooling state
As a simple measure for the characterization of the system we consider the calculation of
Pearson’s correlation coefficient
Cor(f, g) ≡ 〈(f − 〈f〉)(g − 〈g〉)〉
σfσg
, (6.4)
where σf , σg are the standard deviations of f and g, respectively. To disentangle physical
effects from subtle artifacts which are inherent to any concrete calculation we carried out
both DNS and MD simulations. While DNS, with its field description, gives access to large
hydrodynamic structures, it may miss subtle correlations rooted in the discrete nature of
grains. Hence, MD simulations are advisable in this context. However, the limited size of
an MD system, coupled with the complexity of extracting appropriate statistical averages
calls for a dialectic comparison between the two models.
Figure 6.8: Correlation between density and pressure for free cooling granular gas. (a)
displays some DNS calculations as in Fig. 6.5 (2D system). (b) displays data from MD
simulation with ε = 0.7 and 160.000 particles (2D system). (c) displays DNS results of
a free cooling 3D system with ε = 0.9 and φ̄ = 3.14%. The green line marks the time
around which the transition to ICS appears.
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In Fig. 6.8 the correlations Cor(ρ, p) and Cor(T, P ) are shown. During the entire HCS
the DNS results (panel (a)) exhibit a correlation close to unity between ρ and p and an
anti-correlation between T and p. In the ICS the anti-correlation seems to fade away. The
MD simulations (panel (b)) display a positive correlation Cor(ρ, p), and the correlation
between T and p drops in the HCS. The correlation Cor(T, p) raises again when the system
turns to the ICS. Both DNS and the MD simulation are initialized with homogeneous
distributions of T, ρ or particle positions and velocities; the values are randomly assigned.
In the DNS and in the MD simulation we run simulation with and without an initial
equilibrium time of teq = 104 σvth,0 ; we cannot find any qualitative difference in the results.
In the MD simulations the initial equilibration enlarges the duration of the HCS.
For the initial equilibration the ε = 1 limit was chosen and the time was reset after the
initialization process. The initial transient effects in the first t = 104 σvth,0 appears with
and without initial equilibration, it might be an artifact of self-correlation in both cases.
In the DNS we can clearly observe this transient effect and after two orders of magnitude
in time the transient effects vanish. The MD simulation starts much earlier to cluster and
it looks as the transient time to reach the final value of correlation in the HCS could not
even be reached. Nevertheless, we can still find the same trend in both simulation and we
can definitive conclude that there is a positive correlation Cor(ρ, p) > 0 and no positive
correlation between T and p. Because we have conducted simulations in both 2D and 3D,
and found no qualitative difference (see Fig. 6.8(c)) we can also conclude that the results
are independent of the dimensionality.
As far as we can observe in the simulations, even the system in the ICS exhibits a positive
correlation between ρ and p. In the HCS we observe a nearly total anti-correlation between
density and temperature (see Fig. 5.7) as it is expected from the heuristic argument for
the origin of the clustering. What is not expected is a positive correlation between the
pressure and the density; from the heuristic we would expect to see a drop in the pressure
in regions with higher densities. We can conclude that we find from our DNS and MD
simulations evidence that there is a positive correlation between the pressure and the
density for the entire HCS and even in the ICS.
6.5 Correlation between density, pressure and temperature
in the linear stability analysis
To support our arguments of this chapter we will show here that the linear stability analysis
of the homogeneous cooling state predicts our claims. The task is to express to evolution
of perturbations in the linearized system and then to figure out what is the relative phase
between the fluctuations. We use the same expressions of perturbations in Fourier space
δ, ω, θ as in Section 2.9. The evolution can be written in terms of the eigenvectors and
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where the transformed time α is given by Eq. (2.82). We know already from Section
2.9 that for any k < kc, in the long term only the heat mode gives contribution to the
solution (compare Fig. 2.4). Therefore we assume without loss of generality that Φ1eλ1α
is associated with the heat mode. In addition we point out that λ1 is real, which comes
from the fact that there are three eigenvalues and if λ would be complex, the complex
conjugate would also appear as an eigenvalue. We express the pressure in the dilute limit
up to linear order as
p = p0(1 + πp) = ρ0TH (1 + δ + θ) , (6.6)
where πp = δ+θ is the pressure perturbation. We want to know the correlation between δ,





 and obtain the normalized perturbations























π = eiγ φ11 + φ13
|φ11 + φ13|
(6.7)
where γ = γ(δ0, θ0) is a phase shift which is related to initial perturbations ρ0, θ0. Because
the phase shift eiγ is a common factor to every component, we can conclude that the initial
perturbations are not relevant for the final correlation of δ, θ and πp.
Figure 6.9 shows the relation in the complex space between δ, θ and πp for two different
initial conditions. We can observe that the density fluctuations are perfectly in phase with
the pressure fluctuations and both are anti-correlated to the temperature fluctuations.
Therefore we can conclude that the heuristic argument cannot even be reproduced by the
linear stability analysis.


























Figure 6.9: Asymptotic normalized perturbations for two different initial perturbations.
A correlation between δ and πp can be observed. The temperature perturbation is anti-
correlated to δ and πp.
that the pressure drops in denser regions. The DNS, the MD simulations and the linear
stability analysis indicate the opposite behavior, namely that particles move into a high
pressure region and the cluster form in regions of high pressure compared to the average
pressure in the system. We are thankful for the collaboration with Dr. Vinay Gupta, who
collaborated with us on the linear stability analysis.
We have shown in this chapter that the heuristic argument, a local density fluctuation
followed by a local pressure drop, cannot be the reason for the onset of clustering. This
heuristic argument was never disproved and found its way in the textbooks on granular
matter. We showed that it is time to revisit this point. In fact we proved that the existence
of small local convective fluxes are the reason for clustering. We have shown that these
convective fluxes turn eventually into shock waves, which mark the transition from HCS
into ICS, and drive the clustering. That means, in addition, that the ICS can be described
by granular shock waves. Further research and a deeper understanding of this granular
shock waves will provide additional information about the behavior of a granular system
in the ICS.
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7 Declustering in a granular
gas as a finite size effect
The existence of dense clusters has been shown to be a transient phenomenon for realistic
models of granular collisions, where the coefficient of restitution depends on the impact
velocity. In this chapter we demonstrate that upon cluster formation the granular temper-
ature and the convective kinetic energy couple and both follow Haff’s law. Furthermore,
we show that clusters will eventually dissolve in all finite-size systems. We find the strong
power law t′ ∝ L12 for the dependency of the declustering time on system size. Our results
imply that only in systems close to the initial critical system size both the clustering and
declustering transitions are observable.
Here we show that the disappearance of clusters in granular gases is in principle a
finite-size effect. As the granular temperature decreases the critical system size increases
until it reaches the size of the system, upon which the density inhomogeneities dissolve
and the system returns homogeneous. However, the steep dependence of the time of
homogenization on system size implies that for any amount of dissipation a system size
can be found where the gas will remain heterogeneous at any realistic time scale.
Unless otherwise stated all results in this chapter are based on perform simulations in
2D with periodic boundary conditions on a 128× 128 grid. We measure the linear system
size Lsys in units of σ. For reasons of self-consistency we then use the transport coefficients
in Eq. (2.60), where ε = ε(T (~r, t)). We discussed the validity of the model in Section 2.7.
We have compared our results with the full viscoelastic model in Eq. (2.61) and do not
observe any qualitative nor significantly quantitative difference. In this chapter we do not
include the bulk viscosity ηB in Eq. 2.56.
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7.1 Long time behavior of granular gases
We are interested in the clustering dynamics during the ICS. In the ICS dense clusters
form which are characterized by huge gradients in the hydrodynamic fields and eventually
lead to a density collapse. It might be questionable if the NS approach is still valid in
such extreme situations. It is known from linear stability analysis, that clustering appears
if the system is larger than a critical value Lcrit (see Section 2.9). We found that the
clustering close to the critical point is less strong, which means we can avoid the density
collapse and are able to study the ICS (see Section 7.2 for more details). Heuristically this
is reasonable if there is an ε and φ̄ dependent characteristic size of the clusters when they
form. In the case of a small system then the clusters would form at their characteristic
size but are not able to accumulate enough particles to reach maximum packing fraction.

























































































Figure 7.1: Temporal evolution of the average kinetic energy Ekin and the average granular
temperature T for a granular gas with average filling fraction φ̄ = 0.05. (a) Granular
system with fixed coefficient of restitution ε = 0.99 and L = 1920. (b) Granular system
with variable coefficient of restitution and initial value ε0 = ε(t = 0) = 0.99 and L = 5120.
The clustering appears at the crossover of thermal energy and kinetic energy of convective
velocities. In both cases thermal and kinetic energy couple at the transition point and
undergo a Haff’s cooling afterwards. In the case of viscoelastic particles, we can observe
a decoupling of thermal and kinetic energy, which sets the onset point of declustering.
It is useful for our discussion below to also consider the temporal evolution of the














ρi, where i is the index of the finite volume in which the system is divided.
Figure 7.1(a) shows the evolution of Ekin and T for a gas with ε = const, and panel (b) the
same quantities for a gas of viscoelastic particles (ε = ε(T )). Haff’s law (see Section 2.8)
with the appropriate α is recovered for both models. We observe two temporal regimes
when ε = const: a HCS when T follows Haff’s law, and Ekin follows a power law with a very
small exponent; an ICS when the two curves meet and Ekin displays a dynamical transition
to a Haff-like dependence. The transition from HCS to ICS occurs when convective and
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thermal velocities are of the same order of magnitude [63]. The Mach number has been
shown to capture the dynamical evolution of the HCS [63] (see Chapter 5). These two
quantities remain coupled for the entire remaining evolution of the gas. The beginning of
the second regime marks also the transition from the HCS to the ICS with the clustering of
the gas. For the model of viscoelastic particles, three temporal regimes can be recognized.
Similarly to the previous case the gas starts from a HCS, transitions into a ICS which is
also characterized by the coupling of Ekin and T . In the third regime, Ekin and T decouple
and this coincides with the moment when the system becomes homogeneous again. In the
literature, controversial statements can be found to the late time behavior of a cooling
granular gas [23, 25, 102, 104, 110, 111]. All of them find a change from the slope of
Haff’s law during the clustering process. In MD simulations it is common to measure the
entire energy in the system, that means it is not possible to distinguish between kinetic
energy caused by convective fluxes and thermal fluctuations. During the transition from
HCS to ICS we find a change in the slope, too. This agrees with the results in [25],
where a distinction between kinetic and thermal energy was also performed. From MD
simulations, there are no data available in the long term of the ICS, which might be the
case because of the density collapse which appears at large system sizes. We find that in
the long time limit the ICS transitions back to a Haff’s law like behavior, this transition
has not been observed in MD simulations because of too short observation times. That the
total energy follows a Haff-like behavior in the ICS agrees with the finding in [39] where
the data for the viscoelastic spheres model were published. In addition we can observe
that eventually the kinetic and the thermal energy couple and both follows Haff’s law (for
the model of constant ε, for viscoelastic spheres as an intermediate state). We could show
this behavior for systems up to ten times larger than the critical system size (final data of
the degree of clustering can be found in Fig. 7.2). It could be interesting in the future to
study systems close to the critical system size with the help of MD simulation to compare
with the present results.
7.2 Clustering close to the critical system size
Here we study more closely the clustering transition due to finite-size effects. We intro-
duce the variable l ≡ L/Lcrit which is a length in terms of critical system sizes (see also
the linear stability analysis in Chapter 2) . We focus now on systems with ε = const
close to the l ≈ 1 point. Figure 7.2 shows the density fluctuations at long times at
ε = 0.9 and ε = 0.999 for different values of the dimensionless parameter l. We find a
sharp transition at l ≈ 1 from a homogeneous gas with no clusters to a system which
exhibits clusters, as expected from linear stability analysis [35]. However, linear stability
analysis cannot predict the asymptotic density and size of the clusters. We find that the



























Figure 7.2: Asymptotic value of the fluctuations in the ICS as function of relative system
size to the critical size l ≡ L/Lcrit. For a fixed coefficient of restitution the fluctuations
reach values which depend on the system size. The plot shows simulations for ε = 0.9 and
ε = 0.999 and φ̄ = 0.05. The inset shows the same data on a linear scale.
ations exhibits system-size dependent, characteristic values (see also the attached movie
freeCoollingCloseCritSize.avi). The inset of Fig. 7.2 shows that the growth of the clusters
is not unbounded, but instead scales approximately linearly with the system size. Systems
with a ε closer to unity tend to form not as dense clusters as system with a lower ε in
terms of l. To the best of our knowledge, we report here for the first time that systems
close enough to the critical system size cluster to an asymptotic packing fraction φA < φm,
that is the system does not undergo a density collapse to the maximum packing fraction.
7.3 Clustering in systems with solid walls
We want to shortly discuss the situation of a granular gas cooling down within a box
with rough solid walls. One might expect that clustering appears in any case due to the
additional loss of energy caused by friction at the wall.
In Fig. 7.3 we see the evolution of a freely cooling homogeneous granular gas inside a
box with rough walls (see the full movie attached under coolingInBoxClustering.avi). The
clustering is only observed if the system size is above the critical system size Lcrit (see
Section 2.9 and the attached movie coolingInBoxNoClustering.avi) otherwise the system
stays in a HCS. Clusters are predominantly located in proximity to the walls. This is not











Figure 7.3: A freely cooling granular gas inside a box with rough hard wall. The friction
coefficient on the wall is Cf = 0.9 (compare initial condition in section 4.16). The system
size is 1280σ × 1280σ, φ̄ = 0.1 and ε = 0.99. We observe clustering along the walls only
for systems larger than the critical system size. The system is about 4 times larger than
Lcrit.
7.4 Cluster growth in the case of viscoelastic spheres
Here we study in more detail the time till the clusters in the viscoelastic model disappear.
We quantify the degree of clustering again (as in Section 5.1) by measuring the density
fluctuations 〈(δρ)2〉 = 1
φ
2 〈(δφ)2〉 across the system. Figure 7.4 shows the evolution of the
density fluctuations for systems having the same initial ε but differing in size. For constant
ε = 0.99 the density fluctuations reach a plateau value of about 5 × 10−3. The density
fluctuations for ε = ε(T ) also reach typical values, but only as intermediate states. They
always decay to vanishing values, but with a characteristic time t∗ that depends on the
system size. To avoid natural fluctuations in the degree of clustering we define t∗ as the
time when 〈(δφ)2(t∗)〉 = 10−20. Figure 7.5 shows the dependence of t∗ on the linear size
of the system. Except for the smallest size investigated, the calculations are well fit by a
power law with the rather large exponent of 12.
We are now in a position to rationalize the finite-size dependence of t∗ with a heuristic
argument in the following way. For short time intervals, the typical impact velocities
will not change significantly. Hence, one can use the present value of ε to define a time-
dependent Lcrit as in Eq. (1.2). It is useful to introduce the dimensionless quantity l ≡
L
Lcrit
. Because Lcrit diverges as ε → 1, l vanishes. We are interested in the time t′ when
l ≈ 1 which corresponds to the onset of declustering (see the transition to regime III in
Fig. 7.1 (b)). We can then write l = 1 = L(1 − ε2)1/2. To first order, the coefficient
of restitution for viscoelastic particles depends on temperature as ε = 1 − (1 − ε0)T 1/10,
where ε0 = ε(t = 0) and γ = 1 − ε0. Keeping only terms of first order in T 1/10, the
condition l ≈ 1 leads to the relation L−2 ≈ (1 − ε0)T 1/10. We know from Fig. 7.1 that
Haff’s law holds also in the ICS. We can then use its large time approximation for the case
of viscoelastic particles T ≈ t−5/3. Putting all together we find the power law












































Figure 7.4: Temporal evolution of density fluctuations in 2D granular gases with an average
filling fraction φ̄ = 0.05. The black circles correspond to calculations at constant ε = 0.99.
All other symbols correspond to calculations for viscoelastic particles where ε0 = ε(t =
0) = 0.99. The critical system size for this ε0 is Lcrit ≈ 500. If the system is large enough,
the fluctuations grow till the clustering becomes visible. For a constant ε the fluctuations
reach a plateau. When ε = ε(T ) the fluctuations first grow to a size dependent maximum
but eventually vanish after a certain time. This time grows with system size.
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Figure 7.5: The time t∗ characterizing the disappearance of clusters grows with the size
of the system in 2D (panel (a)) and in 3D (panel (b)). Results from DNS calculations are
shown as circles. The solid line represents a power law with exponent 12. The value of t∗
for the smallest L does not fall on the power law because the ICS is not fully developed
(compare with Fig. 7.4).
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Because the late-time evolution of 〈(δφ)2〉 is well approximated by a power law (see Fig.
7.4) we can safely conclude that t∗ ∝ t′, which then matches our DNS calculation in Fig.
7.5. Equation (7.1) implies that the declustering transition for viscoelastic particles has
no typical time scale, but is instead a finite-size effect.
(a) (b)
(c) (d)
Figure 7.6: Evolution of a freely cooling granular gas with viscoelastic spheres at time
t = 3.7 · 108(a), t = 1.3 · 109(b), t = 6.3 · 109(c), t = 1.4 · 1011(d) (t in units of [ σvth,0 ]).
The cluster form and growth till they reach system size (see the full movie attached under
viscoelasticCooling.avi).
Fig. 7.6 shows the evolution of a freely cooling granular gas for the viscoelastic spheres
model. We can observe the growing of the cluster till they reach system size.





kS(k) in Fig. 7.7.
The question if the declustering can appear before the size of the clusters reach system
size is of fundamental importance to the question if the declustering is a finite-size effect.
Comparison of Fig. 7.7 and Fig. 7.4 reveals that the disappearance of clusters occurs not




























Figure 7.7: Typical length of the clusters during the inhomogeneous cooling process for
ε(t = 0) = 0.99 and L = 5120 and L = 10240. The values fluctuate and grow till values
above 0.5. The time at which this value is reached corresponds to the disappearing of
clusters in the system (see Fig. 7.4). We calculate the length scale λ from the first
moment of the Fourier transform of the density correlation function.
not occur before the size of the clusters reaches the order of the system size. From MD
simulations and linear stability analysis of the hydrodynamic equations it is known that
in a granular gas with ε = const the clusters grow in size until they reach the size of the
system [23, 24]. For variable ε the same behavior has been observed in MD simulation, if
Eq. (1.3) holds for any u [39]. In a simplified model where ε = 1 for impact velocities below
a threshold value the clusters dissolve before reaching system size [110, 111, 115]. However,
hydrodynamic simulation in [39] show a cluster growth till system size for variable ε as
well.
In summary, we have shown the finite-size character of the decaying of clusters in a
freely cooling granular gas of viscoelastic particles. We clarified that the disappearing of
density fluctuations does depend only on the size of the system. The decay time follows
such a strong power law, t′ ∼ L12, that only in systems close to the initial critical system
size it is realistically possible to observe both the clustering and declustering transitions.
Thus, for any amount of dissipation (1 − ε2) in the system, one can find a system size
at which the clusters will appear as stable for an exceedingly long time. On the other
hand, our results show that close to l ' 1 the degree of clustering is extremely week (see
Fig. 7.2), which poses the challenge to find a system size that is large enough to observe
the transition from HCS to ICS, but also small enough to observe the second transition
(from ICS back to HCS) on a realistic time scale. Finally, these results indicate that an
infinitely large system will not decluster.
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8 Extensions and Outlook
In this last chapter we highlight the extension of applicability and effectiveness of our DNS
for granular fluids. We point out interesting future projects which could be studied within
a hydrodynamic framework. In the first Section we describe the distribution functions
which we measure in the HCS and the ICS. Then we discuss driven granular systems
with solid walls. We show that it is possible to shake a system in such a way that the
density field becomes homogeneous again. In Section 8.3 we demonstrate the present of
the granular Leidenfrost effect and convection rolls in granular Hydrodynamics. Here we
give a phase space of the regions where we can find the different states and compare this
to results studied in MD simulations. In a more realistic model we have to assume the
coefficient of restitution follows more a distribution than a fix parameter. We discuss the
effects such a noisy ε has to a granular system. Eventually we show results from our DNS
under the influence of a central force.
8.1 Distributions of density, momentum and temperature
A cooling granular gas is far away from an equilibrium state, thereby we cannot assume
that the probability density functions of quantities such as velocity follows a Gaussian
distribution. In the past decades a lot of studies have focused on this field [30, 102,
111, 116], especially in the homogeneous cooling state. It is expected and observed from
MD simulations that the velocity distribution is nearly a Gaussian with “high velocity
tail” corrections. This overpopulation was first predicted in 1997 [117]. The decay of the
distribution changes from a Gaussian distribution ∼ exp(−c1v2) to an exponential decay
∼ exp(−c2v), where c1 and c2 are constants. Therefore much more particles are found at
high velocities than in a comparable hard sphere gas.
In Fig. 8.1(a) the probability distribution function of the momentum is shown. It is
very close to a Gaussian distribution (red dashed line) and does not show the expected
effect of overpopulated long tails. But we have to keep in mind that each point represents
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(a) (b)
Figure 8.1: Distribution of the momentum (a), density and temperature (b) in the HCS.
The system has a size of (25600σ)2, φ̄ = 0.01 and ε = 0.9 and is divided into 10242 finite
volumes. The distribution is calculated at a temperature 〈T 〉 ≈ 10−12 (T (t = 0) = 1); the
convective velocities are 4 orders of magnitude below the thermal velocities.
the average value inside a finite volume (see also the finite volume method in Section 4.4).
That means that we do not measure the momentum distribution but the distribution of
the average momenta inside the system. The central limit theorem [118] states that the
arithmetic mean of a sufficiently large number of independent random variables sampled
from the same distribution will follow a Gaussian distribution. This result is what we
expect when the velocity distribution function f(r,u) = f(v) (see also the Boltzmann
equation in Section 2.5) is independent from space. Figure 8.1(b) shows the distribution
of the temperature and the density in the HCS. We can conclude that the distribution is
not a Gaussian distribution, which means that the fluctuations in ρ and T do depend on
space. We already know from the results of Section 5.3 that ρ and T are anti-correlated.
In fact, careful inspection of Fig. 8.1(b) reveals that where T exhibits a local maximum,
ρ exhibits a local minimum and vice versa.
In the ICS the situation is totally different. The distributions of momentum, density
and temperature change drastically to non-Gaussian distributions and we can state that
the quantities in the finite volumes i and j do not follow anymore the same distribution,
which means that the central limit theorem does not hold here. Figure 8.2 displays the
distribution in the ICS. The momentum distribution has changed to a nearly Gaussian
distribution with overpopulated “long tails”. It seems interesting that the distribution of
the convective momentum P (ρv) in the ICS looks like the momentum distribution P (ρu)
which we would expect for the particles in the HCS; here u is the particle velocity and
v = 〈u〉 is the convective velocity. In the ICS the total energy is dominated by kinetic
energy, which is the energy associated with the convective fluxes. One could argue that
now the clusters themself behave like quasi-particles. This would heuristically explain
why they follow a similar distribution to the grains in the HCS. We leave the task of
















Figure 8.2: (a) Snapshot of the system from which various probability distributions were
calculated. Distribution of the momentum (b), density (c) and temperature (d) in the
ICS. The system has a size of (25600σ)2, φ̄ = 0.01 and ε = 0.9. The power law fit in (c)
is y(x) = 0.0439x−3.52.
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8.2 The generation of a homogeneous, steady state in
granular gases from an inhomogeneous state
We have studied the transition from HCS to ICS in very detail so far. Another interesting
question arises when we think about the realization of a homogeneous granular gas. How
is it possible to create a granular gas which has a nearly homogeneous temperature and
density in every point of space? This question becomes much more relevant if we consider
an experimentalist who tries to study the free cooling [14, 15]. The injection of energy
is typically done via shaking of walls. But within the context of low gravity experiments
various problems appear. To realize a granular gas we need an energy transport from
the boundaries to the center of the system. The shaking can lead to a concentration of
grains in the center, then the energy flux breaks down because there is no longer physical
connection between the grains and the walls. An inaccurate shaking protocol can also
lead to a dense cluster which evolves in the system. Of course an important aspect is the
system size. If the system is small (compared to the diameter of a particle) it seems to be
easy to obtain a homogeneous gas via strong shaking, but other effects like the liquid-gas
phase separation and convection rolls might also appear. It turns out that not only the
geometry, the shaking amplitude or frequency play an important role but also transient
processes are very important. This interesting topic was studied within the Bachelor’s
thesis of Marius Herr [119]. The thesis studied this problem within the hydrodynamic
approach of granular gases (see Chapter 3) and the simulation were performed with the
DNS solver we introduce in Chapter 4. We only give the final results here and refer the
reader to the original work in [119]. An important point is that we are interested in
systems which are large enough to show clustering (see Section 2.9), that means that the
system must be larger than the critical system size in Eq. (2.89). In the beginning of a
shaking process the grains close to the wall are accelerated to the center. This leads to
a dilute area at the boundary. If the shaking starts too suddenly a big layer of grains
detaches from the wall and forms a denser cluster evolving in the system. That is why
the shaking should start with a smooth transient. Once a homogeneous gas is formed it is
also necessary to turn the shaking off slowly again, otherwise a final convective flux might
be left in the system and will destroy the homogeneous state again (see also Section 6 for
the influence of convective flows). Details on the shaking parameters can also be found
in [119]. It was expected that shaking from two directions leads to better results. This
behavior was also confirmed within the Bachelor’s thesis.
Figure 8.3 shows the dissolving of initial inhomogeneities for two different initial con-
ditions. Figure 8.3 are taken from Bachelor thesis’s of Marius Herr [119]. The work of
Marius proved that it is possible, from a hydrodynamic point of view, to reach a nearly






















Figure 8.3: Creation of a homogeneous granular gas via shaking of the system in the x- and
y- direction. Two different initial configurations are shown. The frequency is f = 20 Hz,
the ampliutude A = 0.14σ and the system size, L = 285σ. The pictures are taken after
0, 140, 760, 2940, 6940 cycles ((a) - (e)) and after 0, 160, 300, 1280, 7340 cycles ((f)-(j)).
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8.3 Driven granular systems
Granular materials are dissipative systems. That means that unless there is a mechanism
of energy injection the energy of the system will eventually reach zero. Therefore, to
study nonequilibrium steady states of granular materials an energy injection mechanism
has to be devised. It is common to place a granular system within a vessel and vibrate
the latter in one direction. The hydrodynamic equivalent of vibrating walls corresponds
to an external force which results in a nonvanishing a in Eq. (3.24). The force a will in
general depend on time; for our implementation we use a sinusoidal with a frequency ν.
Driven granular media show an enormous range of different structure formations [2]. We
find in driven systems numerous phenomena which are known from molecular fluids, for
example the Leidenfrost effect [120]. When a liquid droplet is in contact with a surface at a
temperature larger than the liquid’s boiling point a vapor layer quickly develops between
the two phases. This vapor layer effectively insulates the droplet for some time. The
Leidenfrost effect has been found also in granular materials [120]. This fact demonstrates
that under suitable conditions a granular system behaves like a fluid. Therefore, driven
granular media have attracted wide interest in the last decades [1, 46, 47, 114]. In principle,
such systems are quite easily accessible for experimentalist, but also with MD simulations.
From the hydrodynamical point of view, the situation is very different. On the one hand,
driven granular media typically have quite a large Knudsen number in the direction of
the shaking, and on the other hand the system exhibits really strong gradients of the
fields which makes the NS approach less valid. In addition, it is rather challenging to
stabilize the numerical solver in such extreme situations. Therefore, we can conclude that
driven granular systems are at the boundary of applicability of hydrodynamic predictions.
Nevertheless, we have also studied driven granular system, to compare the possible results
from hydrodynamics.
In Fig. 8.4 the field map for the density of a 2D, driven system exhibits structure forma-
tion that resembles convective rolls (see also the attached movies convectionRolls.avi and
convectionRollsVorticity.avi). Figure. 8.4 (d)-(f) show experimental data for comparison.
More details to the phase space in experiments can be found in [47].
Figure 8.5 displays the φ̄-F -phase diagram and the different steady states observed.
We find three collective states: (i) the bouncing bed, (ii) the granular Leidenfrost effect,
and (iii) convection rolls. The bouncing bed state corresponds to uniform, dense layer
oscillating in the shaking direction. The Leidenfrost effect and the convection rolls are
states qualitatively similar to the analogues in molecular fluids.
Even if Fig. 8.5(b) depends in addition on the amplitude of shaking, we can conclude
that our hydrodynamical model can reproduce the phenomenology of driven granular
systems that has been found in experiments and MD simulations. These results give us
even more confidence in the results of our numerical solver. We observe a transition regime
(green squares in Fig. 8.5) where the Leidenfrost effect and the convection rolls coexist in
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Figure 8.4: Steady state of driven granular media. The systems are driven in the vertical
direction with a frequency of 50Hz and a strength of Γ = 12g. In addition there is
constantly 1g gravity force acting on the system in the downward direction. The systems
contain hard wall boundary conditions on each side with a friction strength of Cf = 0.9
(see Section 4.16 for details on boundary conditions). The system size is 256σ × 256σ in
(a), 461σ × 115σ in (b) and 630σ × 115σ in (c). (d)-(f) are results from experiments; the




         and 
Leidenfrost effect
bouncing bed
Figure 8.5: φ̄-F -phase diagram of driven granular gases. We highlight some representative
states with the field maps of the density. The normalized force Γ is measured in terms of
the magnitude of the external force. The color map for the convection rolls displays the
vorticity field of the granular gas. Red (blue) color indicates positive (negative) vorticity.
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a superposition, that means that the convection rolls do not touch the ground anymore
(see the attached movie convectionRollls.avi). The inset of the phase-diagram shows the
vorticity ∇× (ρv). From the vorticity plot we can see that we have indeed convection rolls
in the system. Our findings agree rather well with the experimental data in [47]. Finally,
we note that we do not observe the undulation phase of driven granular gases. This is
interesting and could simply mean that the undulation phase is a non-hydrodynamic effect
which has its origin in the particle character of the grains.
The results shown here arose from the contribution of Joscha Tabet who studied driven
granular systems during his Bachelor’s thesis. He performed the simulation and we are
very thankful for his vigorous efforts to find the correct system parameters to run stable
simulations which gave such nice results. For more details we refer the Bachelor’s thesis
in [121]. Finally the work presented here proves that the hydrodynamic approach can
reproduce physical effects even in the case of extreme forces and gives us even more
confidence in the approach and the results of our solver. To the best of the authors
knowledge we present here the first report of the granular Leidenfrost effect and the
granular convection rolls within a hydrodynamic granular theory. We hope that future
work can lead to an even better understanding of the structure formation in driven granular
medias.
8.4 Stochastic coefficient of restitution
We have so far studied two different models to describe the behavior of a granular gas: (i)
the model of constant coefficient of restitution, and (ii) the model of viscoelastic spheres.
It is legitimate to ask whether or not these simplified models can capture the nature of
a granular gas. A more realistic model has to take into account that not all particles are
equal, that is, some of them might have disparate surface shapes and roughness, some
might not be perfect spheres and have rotational degrees of freedom and particles might
also carry electric charges [48]. The coefficient of restitution is thereby influenced by a
number of parameters and physical conditions even if the particles are made of the same
material and are of nearly equal size. If we consider a large number of collisions in a
granular fluid, it is then easy to imagine that the values of coefficient of restitution in
the individual collisions have a certain distribution of probability, rather than being fixed
at a certain value (whether or not depending on the temperature). Experimental and
numerical work to characterize this distribution was performed in [49, 122].
To model the unknown influences on the coefficient of restitution we added a noise to the
local ε, so that we can study the influence of small local random changes on the behavior
of cooling granular gases. We studied the influence of three different distributions: (i) an
uniformly distributed, (ii) Gaussian distributed, and (iii) Laplace distributed coefficient
of restitution with the mean value εM and a standard deviation of σε. We adapt the
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random distribution locally to each finite volume at each time step. During a time step
the ε does not change. For the uniform distribution we calculate the ε as follows
ε = εM (1 + ηNζ), (8.1)
where ηN is the noise strength and ζ is a uniformly distributed random variable in the
interval [−1, 1]. In the case of a normal distribution in Eq. (8.1), ζ becomes a normal
distributed variable with mean ζM = 0 and a standard deviation σζ = 1. The Laplace




es1(ε−εM ), ε < εM
es2(εM−ε), ε > εM ,
(8.2)
where s1, s2 are different slopes of the distribution. The experimental data in [49] suggest a
Laplace distribution for the coefficient of restitution for viscoelastic spheres. In Fig. 8.6 we
0.8 0.9 1.0 0.885 0.9150.9 0.896 0.9 0.904
(a) (b) (c)
Figure 8.6: Example data for a stochastic variable which follows a uniform distribution
(a), a normal distribution (b) and a Laplace distribution (c).
see an example of the three different implemented distributions, the data were calculated
within our DNS.
(a) (b)
Figure 8.7: Shape of dense clusters after the transition from HCS to ICS. The filling
fraction is φ̄ = 0.05. (a) Results for a system whit constant εM = 0.9, σε = 0. (b) Results
for a system with a distribution of ε with the εM = 0.9, σε = = 0.09.
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We mainly focus on two characteristics here: (i) the cluster size at the transition from
HCS to ICS and (ii) the cooling behavior of the systems. We discussed in Section 5.4 that
the cluster formation depends on the value of ε and φ. In Fig. 8.7 we see the structures
forming in the ICS of a freely cooling granular gas with stochastic coefficient of restitution.
We observe neither a qualitative change in the shape of the clusters nor a quantitative
difference in the number or size of the clusters. Figure 8.7(b) shows the results for system
where 33% of the local ε is already above unity. The system does still behave as if it were
determined by its mean value ε = 0.9. That means that clustering behavior is qualitatively
unmodified by adding noise to the constant ε model.





















































Figure 8.8: Dependency of the typical cluster size on σε for different distributions after
the transition from HCS to ICS; (a) uniform distribution, (b) normal distribution, (c)
exponential distribution.
Figure 8.8 sketches the dependency of the cluster size on the standard deviation for
different distributions. We cannot observe any influence of the functional form of the
distribution. The standard deviation of the distribution σε does not effect the system very
much, only for ε close to unity we find an influence of σε: the clusters become larger as
σε grows.
Figure 8.9 displays the cooling behavior of a simulation with a noisy ε. From the
temperature evolution, we are not able to see any influence of a noisy ε. We do not
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Figure 8.9: Temperature evolution for system with different σε in the normal distribution;
εM = 0.9, φ̄ = 0.05. The orange line marks Haff’s law.
is interesting due to the fact that as σε increases more and more local values of ε may
become larger than unity, but, on the other hand, we also find more dissipative regions
then.
We conclude here that the dynamics of a free cooling granular gas is drastically domi-
nated by the average ε. This means, furthermore, that the simple model of a constant ε
is even more robust than one might expect in the first place and this gives finally more
confidence that our results reproduce physical phenomena. We gratefully thank Samkit
Shah for his contribution to the results of this section, his report can be found in [? ].
He supported us by carrying out the DNS and analyzing the necessary data within a
three month Ludwig Prandtl internship at the Max Planck Institute for Dynamics and
Self-Organization.
8.5 Central forces
In this last section we show the results from our DNS that include central attractive
forces. One phenomenon where the behavior of granular gases might be important are
protoplanetary discs. Still nowadays it cannot be conclusively clarified what seeds the
formation of planetoids in a protoplanetary disc. Even in the densest areas of such discs
only about 1% of the mass is of granular nature, the other 99% are gases especially
hydrogen and helium. Nevertheless it might be possible that the remaining grains still can
be described within the context of hydrodynamic granular fluids context and might lead
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to some contribution in the understanding of this field. Figure 8.10 displays the collapse
Figure 8.10: Evolution of a 2D granular gas under the effect of gravity. The center of the
gravitational interaction is placed in the center of the system. The system was initialized
with a small positive velocity of 10−4vth,0 in the angular direction. The system has ε = 0.9,
φ = 0.01; in the center φ = 0.0001 to avoid a density collapse. Open boundary condition
in x- and y-direction are used.
of a granular gas under the influence of a central force such as gravity (see also the movie
attached under centralForce.avi). To stabilize the system we reduced the density in the
center by a factor 100, and, for the sake of generality, we initialized the system with a small
angular momentum. We observe a flow of density towards the center and the formation
of dense areas. In the center high pressure leads to a violent density growth. These dense
areas are pressed out of the center and start rotating under the influence of a small angular
momentum. Eventually the dense regions leave the system through the open boundary
conditions. The picture is somehow reminiscent of astrophysical pictures of supernovae.
Here we just want to demonstrate the range of applicability of our DNS to the study of
granular gases under the influence of central forces. A technical but important limitation
of the current setup is the underlying geometry of the grid employed; this causes problems
especially with the boundary conditions but also reduces the accuracy and stability of the
simulations. Future work will focus on rewriting the hydrodynamical solver to include
cylindrical symmetry. We can conclude that the hydrodynamic of problems with cylindri-
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cal symmetry as they appear in central force systems and Taylor-Couette flows could be
of future interest of hydrodynamical studies.
121
9 Conclusions
Granular materials are collections of macroscopic particles which are present all around us
and apart from water they are generally the form of most row materials used in industry,
and they are often at the beginning of a production line whether it is in the agriculture or
in the plastic industry. The physics of the granular state is fascinating not only because
of the ubiquity of it, but also because a wide range of effects can be observed within
granular systems which are fundamentally different from other substances, for example
arching or vaulting, segregation and pattern formation. However, we can also find states
which are analogues of ordinary solid, liquid and gas phases. In this thesis we have mainly
studied the granular gas phase and its nonequilibrium transition into dense filamentary
clusters within the freely cooling process. We have focused on a hydrodynamical study on
granular gases especially within the Navier–Stokes approach. In Chapter 2 we began by
introducing the Knudsen number K ≡ λL , which is the ratio between the mean free path
and any characteristic length within the system, as the important number to characterize
a hydrodynamic limit. This limit is achieved if K  1. Typically, a granular gas is
characterized by Knudsen numbers 10−3 < K < 10−1, thus a hydrodynamic treatment is
not unreasonable.
The hydrodynamic theory of granular gases is described in Chapter 2. We described
how to derive to the Navier–Stokes equation from the Boltzmann equation in the context
of the Chapman–Enskog approach. Two models for the coefficient of restitution have been
discussed: the model of a constant coefficient of restitution and the more realistic model
of a variable coefficient of restitution, where particles behave like viscoelastic spheres. We
have presented two hydrodynamic implementations of the coefficient of restitution in the
viscoelastic spheres model: one directly achieved from the kinetic theory for viscoelastic
spheres interaction and the second from combining a field theory of the viscoelastic spheres
interaction with the Navier–Stokes equations; both models result in slightly different mod-
els for the transport coefficients. A comparison has not been reported in the literature
so far and we can conclude that we could not observe any qualitative nor quantitative
differences between the two models.
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Haff’s law as the solution of an ideal, homogeneous, freely cooling granular gas has been
presented. The reader was introduced to the linear stability analysis of freely cooling
granular gases that reveals the density instability which in turn leads to clustering in
granular gases.
In Chapter 3 we have derived the quasi-conservative dimensionless Navier–Stokes equa-
tions for granular gases. Luding’s pair correlation function is presented to achieve a more
realistic model at high filling fractions in 2D. We derive the Prandtl P, Reynolds R and
the MachM numbers for granular gases and discuss their behaviors in a granular system.
We give a Taylor series of P and R in terms of (1−ε), that is the corrections to the elastic
limit.
In Chapter 4 we have shown how to setup state-of-the-art algorithm to solve the granular
hydrodynamics equations. Our solver is based on a finite volume method, written in
compute unified device architecture and fully implemented on graphics processing unit. We
have introduced in detail our numerical solver and showed the use of the main state-of-the-
art methods: weighted essentially non-oscillatory scheme, arbitrary high order derivative
method and the multi-stage method. By implementing such high robust and accurate
methods we were able to build an algorithm which is able to simulate extreme situations
like we demonstrated in Chapter 8; we can capture strong shocks, high gradients and
a wide range of orders of magnitude in the physical observables, which to the best our
knowledge has not been achieved so far for granular hydrodynamics.
Theoretical calculations and direct numerical simulations of the granular Navier–Stokes
equations in Chapter 5 show that irrespective of the coefficient of restitution, density or ini-
tial velocity distribution, the density fluctuations follow a universal quadratic dependence
on the system’s Mach number. Our findings are substantiate by analytical arguments.
We have found that the clustering exhibits a scale-free dynamics but the clustered state
becomes observable when the Mach number is approximately of O(1). Our results provide
a method to determine the age of a granular gas and predict the macroscopic appearance
of clusters.
We have revealed in Chapter 6 that density fluctuations in a freely cooling granular
gas do lead to a temperature drop but not to a drop in the pressure. The drop in the
pressure is expected and commonly used to explain the positive feedback of the density
fluctuations which eventually lead to a macroscopic clustering. We have demonstrated
the influence of subsonic convective flows on the onset of clustering and showed that
supersonic shock waves do not appear in the inhomogeneous cooling state but are the
only reason for the transition from a homogeneous cooling state to the inhomogeneous
cooling state. We could prove, by performing direct numerical simulations and molecular
dynamics simulations as well as deriving analytical arguments from the linear stability
analysis, that the common heuristic used to explain the onset of clustering does not hold.
Our results lead to a different understanding of the clustering in granular gases and might
be important whenever a system can be described in the framework of granular gases. It
might also lead to a prediction of the lifetime of protoplanetary accretion discs, that is
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their disappearance when macroscopic clustering takes place. In the geophysical context,
our results could help improve models of pyroplastic density currents [4].
In Chapter 7 we have shown the finite-size character of the decaying of clusters in a
freely cooling granular gas of viscoelastic spheres. We clarified that the disappearing of
density fluctuations does depend only on the size of the system. The decay time follows
such a strong power law, t′ ∼ L12, that only in systems close to the initial critical system
size it is realistically possible to observe both the clustering and declustering transitions.
Thus, for any amount of dissipation (1− ε2) in the system, one can find a system size at
which the clusters will appear as stable for an exceedingly long time. On the other hand,
our results show that close to LLcrit ' 1 the degree of clustering is extremely week (see
Fig. 7.2), which poses the challenge to find a system size that is large enough to observe
the transition from HCS to ICS, but also small enough to observe the second transition
(from ICS back to HCS) on a realistic time scale. Finally, the results of Chapter 7 indicate
that an infinitely large system will not decluster.
In Chapter 8 we have shown the distribution of density, velocity and granular tempera-
ture in the homogeneous cooling state and the inhomogeneous cooling state. We observe a
Gaussian like distribution for the velocity in the homogeneous cooling state, however even
in the homogeneous cooling state, density and temperature are not Gaussian distributed
but anti-correlated. In the inhomogeneous cooling state distributions of density, velocity
and granular temperature are all non-Gaussian. Interestingly, the velocity distribution in
the inhomogeneous cooling state looks like the single particle velocity distribution in the
homogeneous cooling state, which means that we observe a Gaussian-like behavior around
the mean velocity but long tails far away from the mean; this raises the question if the
clusters in the inhomogeneous cooling state behave themself like quasi particles.
In Chapter 8 we also had a first look at more realistic models of ε, where ε follows a
probability distribution instead of being a fixed number. We have studied three kinds of
distribution and find that the mean value of ε is a robust predictor of the behavior of
the granular gas. These results lend confidence that the model of a constant coefficient
of restitution leads to the correct results. We see a deviation from this behavior only for
values of ε very close to unity, where a closer look reveals that the deviation of the ε
becomes more important.
The study of direct numerical simulation of vibrated granular systems reveals enlight-
ening insights into the nonequilibrium collective states of the system. From experiments
and molecular dynamics simulations we know of different observable effects namely: the
bouncing bed, convection rolls, Leidenfrost effect and undulations. Here we have pre-
sented, to the best of our knowledge, for the first time the presence of convection rolls and
the Leidenfrost effect in the hydrodynamic model of driven granular systems. We have
presented a phase diagram of the different states and find very good agreement with the
results of earlier experiments. An important point is that we cannot observe the undula-
tions in our hydrodynamic model, which gives rise to the argument that undulations are
not a hydrodynamic effect. Granular matter, in general, and granular gases, specifically,
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are a paradigmatic example of nonequilibrium system. It is our belief that their study
is relevant not only for the applications described in the Introduction, but also for what
they have to teach about many-body systems far from equilibrium.
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10 Appendix
10.1 Eigenvalues of the linearized set of Navier–Stokes
equation
We give here the eigenvalues for the matrix M in Eq. (2.87) which was derived for the























































































































The eigenvalue λ1 ∈ R is related to the “heat” mode and causes the density instability.
The values λ2,3 are related to the sound mode and Re(λ2,3 < 0). A sketch on the eigenvalue
for specific φ̄ and ε is found in Fig. 2.4.
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10.2 WENO function in C-code
The followingWENOmethod rebuilds the value on a gaussian integration point Ui+∆x/(2√3)
from average values Ūi−3, Ūi−2, Ūi−1, Ūi, Ūi+1, Ūi+2, Ūi+3.
/∗ FLOATTYPE i s a hash d e f i n e , the value i s f l o a t or double ∗/
/∗ s e t f =1.0 during the c a l c u l a t i o n
−> f does not appear i n the c a l c u l a t i o n − r e s c a l e at the end ∗/
/∗Load s t e n c i l p o i n t s : ∗ /
FLOATTYPE f = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i ] ;
FLOATTYPE fp1 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i+s t e p ] / f ;
FLOATTYPE fp2 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i +2∗ s t e p ] / f ;
FLOATTYPE fp3 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i +3∗ s t e p ] / f ;
FLOATTYPE fm1 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i−s t e p ] / f ;
FLOATTYPE fm2 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i −2∗ s t e p ] / f ;
FLOATTYPE fm3 = f i e l d F r o m [ j ∗N_X∗N_Y∗N_Z + i −3∗ s t e p ] / f ;
beta0 = WENOEPSILON + ( −9402.0∗ fp1 + 7042.0∗ fp2 − 1854.0∗ fp3 + 2 1 0 7 . 0 ) +
fp1 ∗( −17246.0∗ fp2 + 4642.0∗ fp3 + 11003.0∗ fp1 ) +
fp2 ∗( −3882.0∗ fp3 + 7043.0∗ fp2 ) + 547.0∗ fp3 ∗ fp3 ;
beta1 = WENOEPSILON + fp2 ∗ ( 1 6 0 2 . 0 − 1642.0∗ fp1 + 267.0∗ fp2 ) +
fm1 ∗( −2522.0 + 1922.0∗ fp1 − 494.0∗ fp2 + 547.0∗ fm1 ) +
fp1 ∗( −5966.0 + 2843.0∗ fp1 ) + 3 4 4 3 . 0 ;
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beta2 = WENOEPSILON + fm2 ∗ ( 1 6 0 2 . 0 − 1642.0∗ fm1 + 267.0∗ fm2 ) +
fp1 ∗( −2522.0 + 1922.0∗ fm1 − 494.0∗ fm2 + 547.0∗ fp1 ) +
fm1 ∗( −5966.0 + 2843.0∗ fm1 ) + 3 4 4 3 . 0 ;
beta3 = WENOEPSILON + (− 9402.0∗ fm1 + 7042.0∗ fm2 − 1854.0∗ fm3 + 2 1 0 7 . 0 ) +
fm1 ∗( −17246.0∗ fm2 + 4642.0∗ fm3 + 11003.0∗ fm1 ) +
fm2 ∗( −3882.0∗ fm3 + 7043.0∗ fm2 ) + 547.0∗ fm3∗fm3 ;
b e t a 0 s q r = beta0 ∗ beta0 ;
b e t a 1 s q r = beta1 ∗ beta1 ;
b e t a 2 s q r = beta2 ∗ beta2 ;
b e t a 3 s q r = beta3 ∗ beta3 ;
/∗ D’ s are the optimal weights ∗/
omega0 = D0_R ∗ ( b e t a 1 s q r ∗ b e t a 2 s q r ∗ b e t a 3 s q r ) ;
omega1 = D1_R ∗ ( b e t a 0 s q r ∗ b e t a 2 s q r ∗ b e t a 3 s q r ) ;
omega2 = D2_R ∗ ( b e t a 0 s q r ∗ b e t a 1 s q r ∗ b e t a 3 s q r ) ;
omega3 = D3_R ∗ ( b e t a 0 s q r ∗ b e t a 1 s q r ∗ b e t a 2 s q r ) ;
counter = omega0 + omega1 + omega2 + omega3 ;
/∗ m u l t i p l y with f to b r i n g dimension back ∗/
r e t u r n (FLOATTYPE) ( f 0 / counter ∗
( omega0 ∗ ( 1 . 0 − 6 5 . 0 / ( 7 2 . 0 ∗SQRT_THREE) + 3 5 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fp1 −
1 7 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fp2 + 1 1 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fp3 ) +
omega1 ∗ ( 1 . 0 − 7 . 0 / ( 2 4 . 0 ∗SQRT_THREE) − 1 1 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fm1 +
1 3 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fp1 − 7 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fp2 ) +
omega2 ∗ ( 1 . 0 + 7 . 0 / ( 2 4 . 0 ∗SQRT_THREE) − 1 3 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fm1 +
7 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fm2 + 1 1 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fp1 ) +
omega3 ∗ ( 1 . 0 + 6 5 . 0 / ( 7 2 . 0 ∗SQRT_THREE) − 3 5 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fm1 +
1 7 . 0 / ( 2 4 . 0 ∗SQRT_THREE)∗ fm2 − 1 1 . 0 / ( 7 2 . 0 ∗SQRT_THREE)∗ fm3 )
) ) ;
10.3 Mathematica script for WENO seventh order
(∗ Create 7 th o r d e r Weno d e r i v a t i v e approximation at
p o s i t i o n x=0 f o r f i n i t e folume ∗)
C l e a r A l l [ ‘ ‘ Global \ times ’ ’ ]
(∗ I f c a l c D e r i v a t i v e=True then s c r i p t c a l c u l a t e s f i r s t d e r i v a t i v e at p o s i t i o n ∗)
c a l c D e r i v a t i v e = F a l s e ;
(∗ predPoint i s the r e b u i l d e d p o i n t i n p o s i t v e d i r e c t i o n s t a r t i n g from u_i
example predPoint = 1/2 r e b u i l d s at p o s i t i o n u ( x_i + 1/2 DeltaX ) ∗ )
predPoint = dx /(2∗ Sqrt [ 3 ] ) ;
FD = True ; ( ∗ i f FD=t r u e p o l y n o m i a l s ar e c a l c u l a t e d from a b s o l u t e v a l u e s u_i ,
o t h e r w i s e c a l c u l a t e d from average v a l u e s <u_i>∗)
(∗ c r e a t e s m a l l polynomial ∗)
P1 [ x_ ] := A0 + A1∗x + A2∗x ^2 + A3∗x ^ 3 ;
P2 [ x_ ] := B0 + B1∗x + B2∗x ^2 + B3∗x ^ 3 ;
P3 [ x_ ] := C0 + C1∗x + C2∗x ^2 + C3∗x ^ 3 ;
P4 [ x_ ] := D0 + D1∗x + D2∗x ^2 + D3∗x ^ 3 ;
S [ x_ ] := S0 + S1∗x + S2∗x ^2 + S3∗x ^3 + S4∗x ^4 + S5∗x ^5 + S6∗x ^ 6 ;
(∗ c r e a t e s m a l l and l a r g e polynomial ∗)
(∗ f o l l o w i n g : f 0 i s the f u n c t i o n a l p o i n t u_i and fm1/ fp1 means :
minus 1/ p l u s 1 / u_{ i −1} , u_{ i +1}∗)
(∗ f i n i t e d i f f r e n c e weno ∗)




fm3 &=& P1[−3∗dx ] ,
fm2 &=& P1[−2∗dx ] ,
fm1 &=& P1[−1∗dx ] ,
f 0 &=& P1 [ 0 ] ,
fm2 &=& P2[−2∗dx ] ,
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fm1 &=& P2[−1∗dx ] ,
f 0 &=& P2 [ 0 ] ,
fp1 &=& P2 [ dx ] ,
fm1 &=& P3[−1∗dx ] ,
f 0 &=& P3 [ 0 ] ,
fp1 &=& P3 [ 1 ∗ dx ] ,
fp2 &=& P3 [ 2 ∗ dx ] ,
f 0 &=& P4 [ 0 ] ,
fp1 &=& P4 [ 1 ∗ dx ] ,
fp2 &=& P4 [ 2 ∗ dx ] ,
fp3 &=& P4 [ 3 ∗ dx ] ,
fm3 &=& S[−3∗dx ] ,
fm2 &=& S[−2∗dx ] ,
fm1 &=& S[−dx ] ,
f 0 &=& S [ 0 ] ,
fp1 &=& S [ 1 ∗ dx ] ,
fp2 &=& S [ 2 ∗ dx ] ,
fp3 &=& S [ 3 ∗ dx ]
} ,
{A0 , A1 , A2 , A3 , B0 , B1 , B2 , B3 , C0 , C1 , C2 , C3 , D0 , D1 , D2 , D3 ,
S0 , S1 , S2 , S3 , S4 , S5 , S6}
]
} ,




fm3 &=& 1/dx ∗ I n t e g r a t e [ P1 [ x ] , {x , −7/2∗dx , −5/2∗dx } ] ,
fm2 &=& 1/dx ∗ I n t e g r a t e [ P1 [ x ] , {x , −5/2∗dx , −3/2∗dx } ] ,
fm1 &=& 1/dx ∗ I n t e g r a t e [ P1 [ x ] , {x , −3/2∗dx , −1/2∗dx } ] ,
f 0 &=& 1/dx ∗ I n t e g r a t e [ P1 [ x ] , {x , −1/2∗dx , 1/2∗ dx } ] ,
(∗ fp1 \ [ Equal ] P1 [ dx ] , ∗ )
fm2 &=& 1/dx ∗ I n t e g r a t e [ P2 [ x ] , {x , −5/2∗dx , −3/2∗dx } ] ,
fm1 &=& 1/dx ∗ I n t e g r a t e [ P2 [ x ] , {x , −3/2∗dx , −1/2∗dx } ] ,
f 0 &=& 1/dx ∗ I n t e g r a t e [ P2 [ x ] , {x , −1/2∗dx , 1/2∗ dx } ] ,
fp1 &=& 1/dx ∗ I n t e g r a t e [ P2 [ x ] , {x , 1/2∗dx , 3/2∗ dx } ] ,
(∗ fp2 \ [ Equal ] P2 [ 2 ∗ dx ] , ∗ )
fm1 &=& 1/dx ∗ I n t e g r a t e [ P3 [ x ] , {x , −3/2∗dx , −1/2∗dx } ] ,
f 0 &=& 1/dx ∗ I n t e g r a t e [ P3 [ x ] , {x , −1/2∗dx , 1/2∗ dx } ] ,
fp1 &=& 1/dx ∗ I n t e g r a t e [ P3 [ x ] , {x , 1/2∗dx , 3/2∗ dx } ] ,
fp2 &=& 1/dx ∗ I n t e g r a t e [ P3 [ x ] , {x , 3/2∗dx , 5/2∗ dx } ] ,
(∗ fp3 \ [ Equal ] P3 [ 3 ∗ dx ] , ∗ )
f 0 &=& 1/dx ∗ I n t e g r a t e [ P4 [ x ] , {x , −1/2∗dx , 1/2∗ dx } ] ,
fp1 &=& 1/dx ∗ I n t e g r a t e [ P4 [ x ] , {x , 1/2∗dx , 3/2∗ dx } ] ,
fp2 &=& 1/dx ∗ I n t e g r a t e [ P4 [ x ] , {x , 3/2∗dx , 5/2∗ dx } ] ,
fp3 &=& 1/dx ∗ I n t e g r a t e [ P4 [ x ] , {x , 5/2∗dx , 7/2∗ dx } ] ,
fm3 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , −7/2∗dx , −5/2∗dx } ] ,
fm2 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , −5/2∗dx , −3/2∗dx } ] ,
fm1 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , −3/2∗dx , −1/2∗dx } ] ,
f 0 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , −1/2∗dx , 1/2∗ dx } ] ,
fp1 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , 1/2∗dx , 3/2∗ dx } ] ,
fp2 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , 3/2∗dx , 5/2∗ dx } ] ,
fp3 &=& 1/dx ∗ I n t e g r a t e [ S [ x ] , {x , 5/2∗dx , 7/2∗ dx } ]
} ,
{A0 , A1 , A2 , A3 , B0 , B1 , B2 , B3 , C0 , C1 , C2 , C3 , D0 , D1 , D2 , D3 ,




I f [ c a l c D e r i v a t i v e &=& False ,
{
supposPolyn [ Z1_ , Z2_ , Z3_ , Z4_ , x_ ] :=
Z1∗P1 [ x ] + Z2∗P2 [ x ] + Z3∗P3 [ x ] + Z4∗P4 [ x ] − S [ x ] / . s o l ;
} ,
{
supposPolyn [ Z1_ , Z2_ , Z3_ , Z4_ , x_ ] :=
Z1∗P1 ’ [ x ] + Z2∗P2 ’ [ x ] + Z3∗P3 ’ [ x ] + Z4∗P4 ’ [ x ] − S ’ [ x ] / . s o l ;
}
(∗ c o n d i t i o n f o r each fmi f p i to f u l l f i l l e q u a l i t y o f s m a l l
p o l y n o m i a l s with l a r g e polynomial at r e c o n s t r u c t i o n p o i n t : ∗ )
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f o o = MonomialList [ supposPolyn [ Z1 , Z2 , Z3 , Z4 , predPoint ] ,
{fm3 , fm2 , fm1 , f , fp1 , fp2 , fp3 } ] ;
optWeights = S i m p l i f y [ Solve [
{
f o o [ 1 , 1 , 1 ] ] &=& 0 ,
f o o [ 1 , 1 , 2 ] ] &=& 0 ,
f o o [ 1 , 1 , 3 ] ] &=& 0 ,
f o o [ 1 , 1 , 4 ] ] &=& 0 ,
f o o [ 1 , 1 , 5 ] ] &=& 0 ,
f o o [ 1 , 1 , 6 ] ] &=& 0 ,
f o o [ 1 , 1 , 7 ] ] &=& 0 ,
Z1 + Z2 + Z3 + Z4 &=& 1
} ,
{Z1 , Z2 , Z3 , Z4 } ] ] ;
(∗ C a l c u l a t e smoothing f a c t o r s Beta : ∗ )
PolynomOrder = 1 0 ; ( ∗ unimportant \ that i t i s h i g h e r then polynomial o r d e r ∗)
lowerBound = −dx / 2 ;
upperBound = dx / 2 ;
Beta1 = 0 ;
Beta2 = 0 ;
Beta3 = 0 ;
Beta4 = 0 ;
I f [ c a l c D e r i v a t i v e &=& False ,
{
Do [
Beta1 += I n t e g r a t e [ (D[ P1 [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r − 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta2 += I n t e g r a t e [ (D[ P2 [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r − 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta3 += I n t e g r a t e [ (D[ P3 [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r − 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta4 += I n t e g r a t e [ (D[ P4 [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r − 1) / . s o l
, {x , lowerBound , upperBound } ] ; ,
{r , 1 , PolynomOrder , 1}
]
P 1 f i n a l = MonomialList [ P1 [ predPoint ] / . s o l ] ;
P 2 f i n a l = MonomialList [ P2 [ predPoint ] / . s o l ] ;
P 3 f i n a l = MonomialList [ P3 [ predPoint ] / . s o l ] ;




Beta1 += I n t e g r a t e [ (D[ P1 ’ [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r + 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta2 += I n t e g r a t e [ (D[ P2 ’ [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r + 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta3 += I n t e g r a t e [ (D[ P3 ’ [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r + 1) / . s o l
, {x , lowerBound , upperBound } ] ;
Beta4 += I n t e g r a t e [ (D[ P4 ’ [ x ] , {x , r } ] ) ^ 2 ∗ dx ^(2∗ r + 1) / . s o l
,{ x , lowerBound , upperBound } ] ; ,
{r , 1 , PolynomOrder , 1}
] ;
P 1 f i n a l = MonomialList [ P1 ’ [ predPoint ] / . s o l ] ;
P 2 f i n a l = MonomialList [ P2 ’ [ predPoint ] / . s o l ] ;
P 3 f i n a l = MonomialList [ P3 ’ [ predPoint ] / . s o l ] ;
P 4 f i n a l = MonomialList [ P4 ’ [ predPoint ] / . s o l ] ;
}
] ;
(∗ optimal weights ∗)
TextStr ing [ ‘ ‘ \ n\ noptimal weights : ’ ’ ]
TextStr ing [ optWeights ]
TextStr ing [ ‘ ‘ \ n\n ’ ’ ]
TextStr ing [ ‘ ‘ beta1 : ’ ’ ]
TextStr ing [ S i m p l i f y [ Beta1 ] ]
TextStr ing [ ‘ ‘ beta2 : ’ ’ ]
TextStr ing [ S i m p l i f y [ Beta2 ] ]
TextStr ing [ ‘ ‘ beta3 : ’ ’ ]
TextStr ing [ S i m p l i f y [ Beta3 ] ]
TextStr ing [ ‘ ‘ beta4 : ’ ’ ]
TextStr ing [ S i m p l i f y [ Beta4 ] ]
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TextStr ing [ ‘ ‘ \ n\n\n ’ ’ ]
TextStr ing [ ‘ ‘ polynom 1 : ’ ’ ]
TextStr ing [ P 1 f i n a l [ 1 , 1 , 1 ] ] + P 1 f i n a l [ 1 , 1 , 2 ] ] + P 1 f i n a l [ 1 , 1 , 3 ] ]
+ P 1 f i n a l [ 1 , 1 , 4 ] ] ]
TextStr ing [ ‘ ‘ polynom 2 : ’ ’ ]
TextStr ing [ P 2 f i n a l [ 1 , 1 , 1 ] ] + P 2 f i n a l [ 1 , 1 , 2 ] ] + P 2 f i n a l [ 1 , 1 , 3 ] ]
+ P 2 f i n a l [ 1 , 1 , 4 ] ] ]
TextStr ing [ ‘ ‘ polynom 3 : ’ ’ ]
TextStr ing [ P 3 f i n a l [ 1 , 1 , 1 ] ] + P 3 f i n a l [ 1 , 1 , 2 ] ] + P 3 f i n a l [ 1 , 1 , 3 ] ]
+ P 3 f i n a l [ 1 , 1 , 4 ] ] ]
TextStr ing [ ‘ ‘ polynom 4 : ’ ’ ]
TextStr ing [ P 4 f i n a l [ 1 , 1 , 1 ] ] + P 4 f i n a l [ 1 , 1 , 2 ] ] + P 4 f i n a l [ 1 , 1 , 3 ] ]
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