Abstract. The purpose of the present account is to sharpen Heinz's inequality, and to investigate the equality and the bound of the inequality. As a consequence of this we present a Bernstein type inequality for nonselfadjoint operators. The Heinz inequality can be naturally extended to a more general case, and from which we obtain in particular Bessel's equality and inequality. Finally, Bernstein's inequality is extended to n eigenvectors, and shows that the bound of the inequality is preserved.
The well-known Heinz inequality is as follows: The relation |(T x, y)| 2 ≤ (|T | 2α x, x)(|T * | 2(1−α) y, y) ( * ) holds for any bounded linear operator T on a complex Hilbert space H, x, y ∈ H, and any real number α with 0 ≤ α ≤ 1, where |T | is the positive square root of the operator T * T . It is possible to sharpen the inequality ( * ) if T * y is orthogonal to a vector z with T z = 0. The new inequality is naturally extended to a more general case when T * y is orthogonal to a set of vectors in which the bound of the inequality is retained. In particular we obtain Bessel's equality. By a similar method we present a Bernstein type inequality for nonselfadjoint operators. Finally, Bernstein's inequality is generalized to n eigenvectors for a selfadjoint operator and shows that the bound is preserved.
Theorem 1. Let T be a bounded linear operator on a complex
Hilbert space H and 0 = y ∈ H. If T * y is orthogonal to a vector z ∈ H with T z = 0, then
for every x ∈ H and α ∈ [0, 1].
The equality holds if and only if the two vectors
are proportional, equivalently, the two vectors T x− (|T | 2α x,z)T z (|T | 2α z,z) and |T * | 2(1−α) y are proportional for 0 < α < 1.
, and write a = (|T | 2α z, z). Then
Also,
since T * y and z are orthogonal by assumption. Hence,
by ( * ), and the inequality is proved. For 0 < α < 1 the equality holds if and
Let us rewrite the inequality in Theorem 1 in a different form when T is positive and T y = 0:
We will show next that the bound in the above inequality is indeed the best of the bounds that can be obtained from a class of squares of ratios of shifted norm of vectors to the number shifted by the same amount. More precisely, we have
Theorem 2. Under the hypothesis of Theorem 1, if T is positive and T y = 0, then
for any real number γ = 0.
Proof. Let f be a function of γ defined by
Remark that in Theorem 2 if (T x, y) is real, then equality holds if and only if
.
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Bernstein's inequality [1, p. 319] which is used in testing convergence of eigenvector calculations is as follows: if e is a unit eigenvector corresponding to an eigenvalue λ of a selfadjoint operator S, then
for every x ∈ H for which Sx = λx. The bound of the inequality is the best in the sense that
for any real number γ = λ. Recall that a complex number λ = 0 is a normal eigenvalue for an operator T if T e = λe and T * e = λe associated with the same eigenvector e = 0. For example, if λ is an eigenvalue for a hyponormal operator, then λ is a normal eigenvalue. By a similar method as in Theorem 1 we have the following Bernstein type inequality for nonselfadjoint operators.
Theorem 3. If T is a bounded linear operator on a complex
Hilbert space H which has a normal eigenvalue λ associated with a unit eigenvector e, and if 0 = y ∈ H, e and y are orthogonal, and T * y = 0, then
for every x ∈ H. Equality holds if and only if the two vectors T x − λ(x, e)e and T * y are proportional. The bound of the inequality is as follows:
for any real number β = 0.
Proof. Set u = x − (x, e)e; then (u, e) = 0. It follows that T x 2 = T u 2 + |λ| 2 |(x, e)| 2 , and (T x, T * y) = (T u, T * y). Thus,
Hence, the inequality follows. The bound is clear by Theorem 2.
The next result is an extension of Theorem 1. We see that the bound of the inequality is retained as in Theorem 1.
Theorem 4. Under the hypotheses of Theorem 1, if T
* y is orthogonal to a set of vectors {z 1 , . . . , z n } ⊆ H with T z i = 0, i = 1, . . . , n, then
for every x ∈ H, where
(|T | 2α zi,zi) , i = 1, . . . , n, with u 0 = x. In case 0 < α < 1, equality holds if and only if |T | 2α u n and T * y are proportional, or T u n and |T * | 2(1−α) y are proportional.
C.-S. LIN
Proof. Proceeding as in Theorem 1 we obtain
(|T | 2α z1,z1) , and
For 0 < α < 1, equality holds if and only if
and the desired result follows.
As an application of Theorem 4 we shall show that Bessel's equality can be derived directly from it, but let us state the next results which may be of some interest in themselves.
Corollary 1. If y is a unit vector which is orthogonal to a set {z
. . , n, with u 0 = x. Equality in (2) holds if and only if u n and y are proportional.
Proof. In the proof of Theorem 4 let T be the identity operator.
Corollary 2 (Bessel's equality and inequality). If {z 1 , . . . , z n } ⊆ H is a set of orthonormal vectors, then, for every x ∈ H,
Proof. In Corollary 1 if {y, z 1 , . . . , z n } is a set of orthonormal vectors, then
and so
Thus, (1) follows by (1) in Corollary 1, since (u n , y) = (x, y).
Similarly to Theorem 4, Theorem 3 can be generalized as follows.
Corollary 3. If T is a bounded linear operator on a complex
Hilbert space H which has a set {λ 1 , . . . , λ n } of normal eigenvalues associated with a set {e 1 , . . . , e n } of unit eigenvectors, and if 0 = y ∈ H, e i and y are orthogonal for i = 1, . . . , n, and
for every x ∈ H, where u i = u i−1 − (u i−1 , e i )e i , i = 1, . . . , n, with u 0 = x. Equality holds if and only if T u n and T * y are proportional.
Proof. If i = 1, from the proof in Theorem 3 we have
For i = 2, . . . , n we have
and we have the desired conclusion. Proof. If {e 1 , . . . , e n } is a set of orthonormal vectors, then (u i−1 , e i ) = (x, e i ), i= 1, . . . , n, since u i = u i−1 − (u i−1 , e i )e i , i = 1, . . . , n, with u 0 = x. Hence, inequality holds by Corollary 3. As in the proof of Corollary 2 we have u n = x − n i=1 (x, e i )e i , and so T u n = T x − n i=1 λ i (x, e i )e i . Thus, by Corollary 3 again we have the case of equality.
Finally, we give a straightforward generalization of Bernstein's inequality to n eigenvectors. Firstly, we require the next lemma which can be easily proved.
