We give a Morita equivalence theorem for cyclotomic Hecke algebras of type B and D, in the spirit of a classical result of Dipper-Mathas in type A for Ariki-Koike algebras. The main step in the proof consists in a decomposition theorem for generalisations of quiver Hecke algebras that appeared recently in the study of affine Hecke algebras of type B and D. This theorem reduces the general situation of a disconnected quiver with involution to a simpler setting. To be able to treat types B and D at the same time we unify the different definitions of generalisations of quiver Hecke algebra for type B that exist in the literature, and study their structural properties.
Introduction
Cyclotomic quotients of the affine Hecke algebra of type A, also known as Ariki-Koike algebras, have been extensively studied since their introduction by Broué-Malle [4] and Ariki-Koike [2] . Given a field K, a subset I ⊆ K × , an element q ∈ K × and a finitelysupported family Λ = (Λ i ) i∈I ∈ N (I) of non-negative integers, the Ariki-Koike algebra H Λ (S n ) is defined by the generators g 0 , . . . , g n−1 and the relations
for all i, j ∈ {0, . . . , n − 1}, |i − j| > 1,
, for all i ∈ {1, . . . , n − 2}, g 0 g 1 g 0 g 1 = g 1 g 0 g 1 g 0 , (g i − q)(g i + q −1 ) = 0, for all i ∈ {1, . . . , n − 1}, i∈I (g 0 − i) Λi = 0.
We note that Ariki-Koike algebras are quotients, by the last relation, of affine Hecke algebras of type A and that the study of their representations (for all choices of I and Λ) is equivalent to the study of finite-dimensional representations of affine Hecke algebras of type A.
By an important theorem of Dipper-Mathas [6] , we know that it suffices to study ArikiKoike algebras when the set I is q 2 -connected, that is, in a single q is the decomposition of I into q 2 -connected sets then we have a Morita equivalence
where Λ (j) is the restriction of Λ to I (j) . (Note that the assumption in [6] is slightly stronger than the one above, but in practice it is this condition of q 2 -connected sets that is used.) Hence, this Morita equivalence allows to use results that are only known when the set I is q 2 -connected, in particular, the celebrated Ariki's categorification theorem [1] that computes the decomposition numbers of Ariki-Koike algebras in terms of the canonical basis of a certain highest weight module over an affine quantum group.
Another way to obtain this Morita equivalence was given by the second author [17, §3.4] , using the theory of quiver Hecke algebras. This is a family of graded algebras that was introduced a few years ago independently by Khovanov-Lauda [12, 13] and Rouquier [18] , namely in order to categorify quantum groups. If Γ is a quiver, we denote by R n (Γ) the associated quiver Hecke algebra (see §2.1). For a certain quiver Γ depending only on the order of q 2 , Brundan-Kleshchev [5] and independently Rouquier [18] proved that a certain "cyclotomic" quotient of R n (Γ) is isomorphic to an Ariki-Koike algebra. This result is now a basic tool in the study of Ariki-Koike algebras and their degenerations, including the symmetric group and the classical Hecke algebra of type A. For instance, as consequences first the Ariki-Koike algebra inherits the grading of the cyclotomic quiver Hecke algebra, and second depends on q only through its order in K is a full subquiver, it was shown in [16, §6] that we have a decomposition
This isomorphism is compatible with cyclotomic quotients, and combining with the previous isomorphism of Brundan-Kleshchev and Rouquier allows to recover the Morita equivalence (♣). We indicate also the paper [9] where the Dipper-Mathas result is studied and derived again from the point of view of affine Hecke algebras, and where the question of a similar result for other affine Hecke algebras is evoked.
The main point of this paper is to prove a similar decomposition theorem for some generalisations of quiver Hecke algebras and hence obtain an analogue of the Dipper-Mathas Morita equivalence for cyclotomic quotients of affine Hecke algebras of type B and D. Such generalisations of quiver Hecke algebras were introduced by Varagnolo and Vasserot [20] (for type B) and together with Shan [19] (for type D), in the course of their proofs of conjectures by Kashiwara-Enomoto [7] and Kashiwara-Miemietz [11] . These algebras play for certain subcategories of representations of affine Hecke algebras of type B and D a similar role as quiver Hecke algebras for affine Hecke algebras of type A. Inspired by their results, the first author together with Walker [14, 15] obtained an isomorphism theorem à la BrundanKleshchev between cyclotomic quotients of affine Hecke algebras of type B and D and certain generalisations of cyclotomic quiver Hecke algebras.
The first step of this paper is to provide a definition of these generalisations of quiver Hecke algebras for the type B which encompasses all the slightly different versions previously defined. They are Z-graded algebras and they depend upon a quiver with an involution and certain weight functions on the vertices. As for the type A case, that is, for usual quiver Hecke alegbras, the algebra that we define admits a PBW basis and this is a key ingredient to prove the decomposition theorem when the underlying quiver has several connected components. Note here a technical difficulty comparing with the type A case in [16] : for n 1 + · · · + n d = n, the group S n1 × · · · × S n d can be seen as a parabolic subgroup of S n for its standard Coxeter structure, but it is no more the case for B n1 × · · · × B n d ⊆ B n , although this is still a subgroup. The point of having defined a new algebra in Section 3 is that we can now use the main results of [14, 15] at the same time. We deduce our main theorem for type B, Theorem 6.6, that we state now. Write I ⊆ K Organisation of the paper. In Section 1, given an algebra A and a set of idempotents satisfying certain properties we prove a general decomposition theorem expressing A in terms of a direct sum involving matrix algebras on idempotent truncations (Corollary 1.13).
Theorem. We have an (explicit) isomorphism
Let Γ be a (possible infinite) quiver with no 1-loops, let I be its vertex set and let α ⊆ S n be a finite union of S n -orbits. In Section 2 we recall the definition of the quiver Hecke algebra R α (Γ) and review the proof of the decomposition isomorphism of [16] when Γ has several connected components, generalising it to the case where Γ is not necessarily finite (as it is assumed in [16] ). Namely, in §2.2 we define as in [16] the profile of a tuple of vertices, which allows us to use the results of Section 1 in this case. In §2.5, given a finitely-supported family of non-negative integers Λ ∈ N (I)
, we define the cyclotomic quotient R Λ α (Γ) of R α (Γ) and give the corresponding isomorphism when Γ has several connected components. Now assume that Γ is endowed with an involution θ and let β ⊆ I n be an orbit for the action of the Weyl group B n of type B and rank n. Let λ ∈ N I and γ ∈ K I with γ satisfying the conditions (3.5) relating γ i = 0 and θ(i) = i for i ∈ I. We begin Section 3 by defining the algebra V β (Γ, λ, γ). This algebra generalises the constructions of [20, 14, 15] , see Remarks 3.16, 3.17 and 3.18 respectively. The algebra V β (Γ, λ, γ) is Z-graded, and we prove in §3.2 that it admits a PBW basis, using a polynomial realisation (the calculations are postponed to Appendix A).
Section 4 is the heart of the paper. We prove a decomposition theorem, similar to (♠), for the algebra V β (Γ, λ, γ) when the quiver Γ is a disjoint union of θ-stable full subquivers
(Theorem 4.1). As in Section 2 for R β (Γ), we first use the results of Section 1 and then prove that some idempotent truncation of V β (Γ, λ, γ) can be expressed as a tensor product on smaller algebras involving the quivers Γ (j) . This part is a bit technical and contains lot of calculations. We prove in §4.3 the cyclotomic analogue of the decomposition theorem (Corollary 4.23), which proof is deduced from the one in type A.
The short Section 5 is devoted to quiver Hecke algebras W β (Γ) for type D and their cyclotomic quotients W Λ β (Γ). Using a result of [15] that expresses W β (Γ) as the subalgebra of fixed-points of a certain involutive automorphism of V β (Γ, 0, 0) (Proposition 5.16), we easily give a decomposition isomorphism for W β (Γ) and its cyclotomic quotient when the quiver Γ has several θ-stable connected components (Theorem 5.18).
Finally, in Section 6 we introduce the affine Hecke algebras H(B n ) of type B and H(D n ) of type D, together with their cyclotomic quotients H Λ (B n ) and H Λ (D n ). Note that we carefully treat the cases n ∈ {0, 1}. We then use the main results of [14, 15] to deduce from our disjoint quiver isomorphism the announced Morita equivalences: Theorem 6.6 for type B and Theorem 6.14 for type D.
Decomposition in matrix algebras on idempotent truncations
Let A be a unitary algebra over a ring K. Let I be a complete (finite) set of orthogonal idempotents, that is:
• for all e ∈ I we have e 2 = e;
• for all e, e ′ ∈ I, if e = e ′ then ee ′ = e ′ e = 0;
• we have 1 = e∈I e.
For any e ∈ I, let φ e , ψ e ∈ A such that φ e ψ e e = e, ( Denote by J the image of the map I −→ A e −→ ψ e eφ e and write I ǫ for the fibre of any element ǫ ∈ J . We have I ǫ = {e ∈ I : ψ e eφ e = ǫ},
By Lemma 1.3, the set J consists of idempotents, however it is a priori not related to I.
Proposition 1.4.
For any ǫ ∈ J and any e ∈ I ǫ we have 
These two maps are inverse isomorphisms of K-modules. To prove that they are inverse isomorphism of K-algebras, it suffices to prove that θ ǫ is a morphism of K-algebras. Recalling the decomposition (1.11), it suffices to prove that 
This concludes the proof. 
(1.14)
Then have the following isomorphism of K-algebras:
Proof. The assumption (1.14) implies that
We now use the result of Theorem 1.10.
Application to quiver Hecke algebras
We here review and generalise the decomposition theorem from [16, §6] to the case of a possibly infinite quiver.
Definition
Let Γ be a loop-free quiver, possibly infinite. We write I (respectively A) for the vertex (resp. arrow) set. We have a map A → I × I given by A ∋ a → o(a), t(a) ∈ I × I. The loop-free condition says that for all a ∈ A we have o(a) = t(a). For any i, j ∈ I, we write |i → j| for the (finite) number of a ∈ A such that o(a) = i and t(a) = j. We also define i · j := |i → j| + |i ← j|. (We warn the reader that the usual quantity is −i · j.) For any i, j ∈ I we define
Let u, v be two indeterminates over K. For any i, j ∈ I, we define the polynomial
Let n ∈ N and S n be the symmetric group on n letters. We see S n as a Weyl group of type A by defining r a to be the transposition (a, a + 1) ∈ S n for any a ∈ {1, . . . , n − 1}. We will consider the following two actions of S n :
• the natural action on {1, . . . , n}, given by r a · i := r a (i) for all a ∈ {1, . . . , n − 1} and i ∈ {1, . . . , n} ;
• the action on I n by place permutation, given by
3)
and a ∈ {1, . . . , n − 1}.
Let α ⊆ I n be a finite S n -stable subset, that is, a finite union of S n -orbits. [12, 13] , Rouquier [18] ). The quiver Hecke algebra associated with the quiver Γ and the orbit α, denoted by R α (Γ), is the associative K-algebra generated by elements
Definition 2.4 (Khovanov-Lauda
and relations, for any i, j ∈ α and a, b ∈ {1, . . . , n},
if a ≤ n − 1, and finally
Note that R α (Γ) is a unitary algebra, with unit i∈α e(i). Moreover, we may form the direct sum R n (Γ) := α R α (Γ), where α runs over all the orbits of I n under the action of S n . If Γ is finite, the direct sum is finite and R n (Γ) is a unitary algebra, with unit i∈I n e(i). Note that if n = 0 then R α (Γ) = R 0 (Γ) = K. ([12, 13, 18] ). The algebra R α (Γ) is endowed with the Z-grading given by
Proposition 2.11
for all i ∈ α and a, b ∈ {1, . . . , n} with b ≤ n − 1.
For any w ∈ S n , choose a reduced expression w = r a1 · · · r a k and define
Proposition 2.12 ([12, 13, 18] ). The algebra R α (Γ) is a free K-module, and
is an K-basis.
Remark 2.13. We recall that there is a one-to-one correspondence between S n -orbits α ⊂ I n and mapsα : I → N of weight n, namely such that i∈Iα (i) = n (the numberα(i) counts the number of occurrence of i in any element in the orbit α).
Profiles
. Like in [16, §6.1.3], we assume that the quiver Γ decomposes as a disjoint union of full subquivers
, where there are no arrows between Γ (j) and Γ
the subsequent partition of the vertex set. Note that Q ii ′ = 1 whenever i ∈ I (j) and i
, we obtain a decomposition of α, as follows. For any i ∈ α and j ∈ {1, . . . , d}, let i (j) be the tuple obtained from i by removing the entries that are not in I (j) . We denote by n j (i) the number of remaining entries, that is, the number of components of i (j) . We make the following assumption:
the tuple (n 1 (i), . . . , n d (i)), for any i ∈ α, only depends on α. (2.14)
For instance, the assumption (2.14) is satisfied if α consists in a single S n -orbit. For each j ∈ {1, . . . , d}, we denote by n j (α) the unique value of n j (i) for i ∈ α. We may simply write n j instead of n j (α) when α is clear from the context. Finally, we define
is a finite S nj -stable subset of (I
Remark 2.15.
• We really need to consider finite unions of S n -orbits satisfying (2.14) instead of the simpler situation of a single S n -orbit. Indeed we will apply later the results in this section for orbits α ⊂ I n of the Weyl group of type B. Such a subset α ⊂ I n is not in general a single S n -orbit, however it is always a finite union of S n -orbits satisfying (2.14).
• From Remark 2.13, we see that a finite union α of S n -orbits corresponds to a finite collection of mapsα 1 , . . . ,α N : I → N of weight n. For each j ∈ {1, . . . , d}, one can consider the restrictionsα
. Then the assumption (2.14) is simply that, given j ∈ {1, . . . , d}, all the weights of the restricted maps are the same, namely
k (i) = n j (they do not depend on k = 1, . . . , N ). Finally, the finite collection of mapsα For each i ∈ I, we set p(i) = j ∈ {1, . . . , d} if i ∈ I (j) . Then for i ∈ I n , we define its where each j ∈ {1, . . . , d} appears exactly n j times. Then every element t ∈ Prof α can be reordered to obtain the distinguished element t α . More precisely, for any t ∈ Prof α , the set of elements w ∈ S n such that w · t = t α forms a left coset in S n for the subgroup
There is a unique minimal length element in this coset (see e.g. [8] ) and we denote it π t . In particular, the element π t is the unique minimal length element of S n such that π t · t = t α .
Decomposition along the connected components of the quiver
For t ∈ Prof α , we define the idempotent
and we set
It is a complete set of orthogonal idempotent and its cardinality is
. Then, for any t ∈ Prof α we fix a reduced expression π t = r a1 · · · r a k and define
In the following proposition, the grading on
) is trivially induced from the grading on e(t α )R α (Γ)e(t α ) (an homogeneous element of degree N is a matrix where all coefficients are homogeneous elements of degree N ).
Proposition 2.17. We have an isomorphism of graded algebras:
Proof. The proof follows the same steps as in [16] and we only give a sketch and the precise references to [16] . First we have that the data {e(t), ψ t , φ t } t∈Prof α in R α (Γ) enters the general setting (1.1) of Section 1, namely we have, for any t ∈ Prof α (see [16, Proposition 6.18 
The main point to prove (2.19) in the following fact: 20) for any a ∈ {1, . . . , n−1} and t ∈ Prof α such that t a = t a+1 (see [16, Lemma 6.15] ). Similarly, we obtain, for any t ∈ Prof α ,
This last equality ensures that the set J in the notation of §1 is J = {e(t α )}. Since J is reduced to one element, we deduce that the assumption (1.14) is automatically satisfied, and we can use Corollary 1.13 to obtain the proposition. Finally, the fact the the isomorphism is homogeneous follows from deg ψ t e(t) = deg φ t e(t) = 0 for any t ∈ Prof α (see [16, Remark 6 .29]). y a φ t e(t) = φ t y πt(a) e(t), (2.23) for any a ∈ {1, . . . , n − 1} and t ∈ Prof α such that t a = t a+1 , and also (see [16, Lemma 6.15] )
for any a ∈ {1, . . . , n − 2} and t ∈ Prof α such that t a = t a+2 . In particular, (2.24) implies that the quantities ψ t e(t) and e(t)φ t do not depend on the chosen reduced expression for π t .
Expression as a tensor product
We now want to write the algebra e(t α )R α (Γ)e(t α ) as a tensor product.
Theorem 2.25. We have the following (explicit) homogeneous isomorphism of K-algebras:
Proof. Note that, for any j ∈ {1, . . . , d}, the algebra
) is well-defined since α
is an orbit of tuples of the vertices I (j) of Γ (j) . We construct an algebra homomorphism f from the tensor product to e(t
, Lemma 6 .24], the map f is indeed a homomorphism. Using the basis of Proposition 2.12, we can prove that f sends a basis onto a basis and thus is an isomorphism (see [16, Proposition 6 .25]). Finally, the isomorphism f is clearly homogeneous.
Combining Theorem 2.25 with (2.18), we obtain the main result of this section.
Corollary 2.26. We have the following (explicit) isomorphism of graded algebras:
Contrary to the results of [16, §6] , the isomorphism of Corollary 2.26 is valid even if the quiver Γ is infinite. We now show how to recover the main result of loc. cit., that is, [16, Theorem 6 .26].
Corollary 2.27. We have the following (explicit) isomorphism of graded algebras:
Proof. We apply Corollary 2.26 in each term of right-hand side of the equality R n (Γ) = ⊕ α R α (Γ), where α runs over all the orbits of I n under the action of S n . We write
Cyclotomic case
be a finitely-supported family of non-negative integers. 
Since the above relations are homogeneous, the cyclotomic quiver Hecke algebras is graded, as in Proposition 2.11. Note that if Λ i = 0 for all i then
As in [16, §6.4 .1], we want to state Corollary 2.26 in the cyclotomic setting. First, for any j ∈ {1, . . . , d} let Λ (j) be the restriction of Λ to I (j) .
Theorem 2.30. We have the following (explicit) isomorphism of graded algebras:
Proof. We outline the proof of [16, Theorem 6.30] 
) by the two-sided ideal
Now let θ be the isomorphism of (2.18) and η its inverse. We will prove the following two inclusions:
• For any h ∈ e(t ′ )R α (Γ)e(t), we have
and for any i ∈ α, by (2.19), (2.6) and (2.23) we have
Note that i ⊗ := π t · i has profile t α , by definition of π t . Thus, to prove (2.31a) it suffices to show that θ y
But this is clear since, with b := π t (1), the above element is just
In particular, by [16, Proposition 6.7 ] the element b is of the form n 1 + · · · + n j−1 + 1 indeed.
•
Now let b be as above and let us prove that
where i has profile t α . Without loss of generality we can assume that t 1 = j, so that π t (1) = b. As in the previous point, we conclude since 
Interpolating quiver Hecke algebras for type B
The aim of this section is to unite the definitions of quiver Hecke algebras for type B that are introduced in [20] by Varagnolo and Vasserot and in [14, 15] by the first author and Walker.
Definition
Let Γ be a quiver as in §2. We also adopt the notation of this section. Let θ be an involution of Γ, that is, the map θ is an involution on both sets I and A and satisfies
for all a ∈ A. Note the following consequence: for any i, j ∈ I we have |i → j| = |θ(j) → θ(i)| and thus
It follows from the definition (2.1) of the polynomials Q ij and from (3.1) that
for any i, j ∈ I. Let B n be the group of signed permutations of {±1, . . . , ±n}, that is, the group of permutations π of {±1, . . . , ±n} satisfying π(−i) = −π(i) for all i ∈ {1, . . . , n}. We have a natural inclusion S n ⊆ B n , where r a = (a, a + 1)(−a, −a − 1) for all a ∈ {1, . . . , n − 1}, and we see B n as a Weyl group of type B by adding the generator r 0 := (−1, 1). We will use the action of B n on I n by place permutation given by (2.3) and
In particular, the set β is a finite S n -stable subset of I n . Remark 3.4. We recall that there is a one-to-one correspondence between B n -orbits β ⊂ I n and mapsβ : I → N such thatβ =β • θ and . For any i ∈ I let γ i ∈ K and define
For any i ∈ I, we make the following assumptions:
Remark 3.6. Condition (3.5b) may seem strong; without it we encounter in §A.1 useless complications for our means (see also Remark A.5).
Note that γ is θ-invariant, that is, we have
Definition 3.8. The algebra V β (Γ, λ, γ) is the unitary associative K-algebra generated by elements
with the relations (2.5)-(2.10) of Section 2 involving all the generators but ψ 0 , together with
for all i ∈ β.
Note that, in relation (3.14), when γ i1 = 0 and θ(i 1 ) = i 2 then by (3.7) we have γ i2 = 0, thus the enumerated cases are indeed disjoint. Moreover, when γ i1 = 0 = γ i2 and i 1 = i 2 then by (3.5a) we have θ(i 1 ) = i 1 and θ(i 2 ) = i 2 thus we can use (2.2) and (3.3) so that
is a polynomial. Finally, note that when n = 0 then V β (Γ, λ, γ) = K.
Remark 3.15. Since β is a finite S n -stable subset of I n , we can also consider the algebra R β (Γ) as defined in §2.1. The subalgebra ψ 1 , . . . , ψ n−1 of V β (Γ, λ, γ) is an obvious quotient of R β (Γ) (see also Corollary 3.28).
Remark 3.16. If θ has no fixed point in I then V α (Γ, λ) is exactly the algebra defined in [20] . In this case, by (3.5a) we necessarily have γ i = 0 for any i and (3.5b) is automatically satisfied.
Remark 3.17. Assume that K is field of characteristic different from 2 and let p, q ∈ K × with q
such that the sets I xa are pairwise disjoint. Let Γ be the quiver with vertices I := ∐ k a=1 I xa and arrows between v and q 2 v for all v ∈ I. Now let K = Z, let λ be the indicator function of P := {±p} ∩ I and γ i := 1 if [14] . Note that, is this particular case, the definition (2.1) writes The algebra V β (Γ, λ, γ) is endowed with the Z-grading given by
The homogeneity of the defining relations that do not involve ψ 0 is as in Section 2, the other ones being a simple calculation. For (3.11) note that if γ i1 = 0 there is nothing no check, and if γ i1 = 0 then by (3.5a) we have θ(i) = i thus deg ψ 0 y 1 e(i) = deg y 1 ψ 0 e(i) = 0. To check the last relation, let us write i 1 i 2 instead of i and even a instead of i a andā instead of θ(i a ). We have
= ψ 0 e (12) We have:
Moreover, by (3.2) we have
Thus, the quantity
A quick calculation now shows that the last relation is homogeneous (note that in the first case we have γ i2 = 0 by (3.7)).
Basis theorem
We now want to give an analogue of the basis theorem Proposition 2.12 for quiver Hecke algebras. As in [12, 13, 18] , we will construct a polynomial realisation of V β (Γ, λ, γ). Let (P ij (u, v)) i,j∈I be a family of polynomials satisfying
|j→i| is an example of such a family, by (3.1). Now let (α i (y)) i∈I be a family of polynomials such that 
Lemma 3.25. The previous action is well-defined.
The proof of Lemma 3.25 is given in Appendix A. As in Section 2, for each w ∈ B n we now fix a reduced expression w = r a1 · · · r a k and define 
Proof. As in [12, 13, 18] , successively applying the defining relations of V β (Γ, λ, γ) we can see that the above family is a spanning set, hence it remains to prove that it is linearly independent. For any b ∈ {0, . . . , n − 1}, i ∈ β and f ∈ K[x 1 , . . . , x n ] we can write
If < is the Bruhat order on B n , we deduce that for each w ∈ B n we can write
for any a 1 , . . . , a n ∈ N. We can now conclude, using the following basic Lemma 3.27 from field theory and noticing that the elements of B n induce distinct field homomorphisms of If u 1 , . . . , u n : F → G are distinct field homomorphisms then they form a linearly independent family over G.
Lemma 3.27 (Dedekind).
As a corollary, we obtain the sequel of Remark 3.15.
Disjoint quiver isomorphism
Let Γ be a quiver with an involution θ and λ ∈ N I , γ ∈ K I as in §3.1. Let d be a non-negative integer and write
is a full subquiver of Γ;
is stable under θ.
the corresponding partition of the vertex set of Γ. Since β is a B n -orbit and each Γ (j)
is stable under θ, we deduce that β satisfies the assumption (2.14). Thus as in §2.2, for any j ∈ {1, . . . , d} we have an integer n j (β) = n j and a finite S nj -stable subset
, which is here a B nj -orbit. For any j ∈ {1, . . . , d}, we define λ
) to be the restriction of λ (resp. γ) to I (j) . Theorem 4.1. We have a graded algebra isomorphism
As in §2, will first apply the result of §1 and then prove an isomorphism with a tensor product. Parts 4.1 and 4.2 are devoted to the proof of Theorem 4.1, which is a direct consequence of (4.2) and Proposition 4.3.
Fixing the profile
As defined in §2.2, to each i ∈ β we associate its profile p(i) ∈ {1, . . . , d} can be reordered so that we obtain
where each j ∈ {1, . . . , d} appears exactly n j times. To any t ∈ Prof β , we define the idempotent e(t) :=
and we define I := {e(t) : t ∈ Prof β }.
It is a complete set of orthogonal idempotents and its cardinality is exactly n n1,...,n d . Since any reduced expression in S n in the generators r 1 , . . . , r n−1 is also reduced in B n for these same generators, the definitions (2.16) make sense in V β (Γ, λ, γ) for any t ∈ Prof β . Moreover, since the defining relations of R β (Γ) are also satisfied in V β (Γ, λ, γ), we deduce that equations (2.19) and (2.21) are still satisfied in V β (Γ, λ, γ) thus as in §2.3 we conclude that
Embedding the tensor product
The aim of this section is to prove the following proposition.
Proposition 4.3. We have an isomorphism of graded K-algebras
Proof. Set n = n 1 + · · · + n d where n j := |β (j) |. We start by defining a map from the set of generators of the algebra
Let j ∈ {1, . . . , d}. We denote ψ
. Then we set, . By convention, n 1 + · · · + n j−1 = 0 if j = 1 (and ψ (1) 0 → ψ 0 ). Note also that the Formula (4.4) extended by linearity gives the image of an idempotent
:
Equivalently, the image of e(i j ) is the sum of e(i) where the sum is taken over i ∈ β such that the profile of i is t β and moreover (i n1+···+nj−1+1 , . . . , i n1+···+nj ) = i j .
We will prove that the map given in (4.4)-(4.7) extends to an homomorphism of graded algebras denoted ρ and that ρ is bijective.
Grading. We check that the map given in (4.4)-(4.7) preserves the grading given in (3.19). For the images of the idempotents and of the generators y (j)
b , there is nothing to check.
Let i j ∈ β (j) and i ∈ β such that (i n1+···+nj−1+1 , . . . , i n1+···+nj ) = i j . Let a ∈ {1, . . . , n j − 1}. On the one hand, we have deg ψ
On the other hand, we have
Finally, on the one hand, we have deg ψ . Taking k = n 1 + · · · + n j and j = i, this concludes the verification.
To prove the claim, we use induction on k. For k = 0, this is the definition of the grading of ψ 0 e(j).
Bijectivity. We assume for a moment that the map given in (4.4)-(4.7) extends to an algebra homomorphism. We denote this map by ρ and we prove here that ρ is bijective.
For any j ∈ {1, . . . , d}, we write B (j) := B nj and we rename its generators to r
nj −1 . We recall the following fact. = r a t a r a for a = 1, . . . , n − 1. The element t a corresponds to the transposition (−a, a) . Recall that the subgroup generated by r 1 , . . . , r n−1 is naturally isomorphic to the symmetric group S n , and we use this identification implicitly. The following set 
Lemma 4.9. We have an injective group homomorphism
Then it is easy to see that upon choosing a reduced expression in terms of r 1 , . . . , r n−1 for each w ∈ S n , the set of elements (4.10) consists of reduced expressions in terms of the generators r 0 , r 1 , . . . , r n−1 . Now, to prove the lemma, we note that the subgroup permuting only the numbers ±1, . . . , ±n 1 is isomorphic to B (1) , the subgroup permuting only the numbers ±(n 1 + 1), . . . , ±(n 1 + n 2 ) is isomorphic to B (2) and so on. These subgroups commute and therefore we have an embedding of B (1) 
inside B n (though not as a parabolic subgroup). It is straightforward to see that this corresponds to the embedding described at the level of the generators in the lemma.
For the statement about the reduced expressions, the description of the length in (4.11) yields that, using the notations of the lemma, we have ℓ(w 1 
since w 1 permutes only the numbers ±1, . . . , ±n 1 , w 2 permutes only the numbers ±(n 1 + 1), . . . , ±(n 1 + n 2 ), and so on. So it remains to show that a reduced expression in B (j) , j = 1, . . . , d, is sent to a reduced expression in B n .
Let j ∈ {1, . . . , d}. We claim that it is enough to show our assertion for a single reduced expression for each element of B (j) . Indeed the number of occurrences of r 0 in different reduced expressions of a same element remains constant (due to the homogeneity in r 0 of the braid relations of B n ), and therefore, the number of generators in the images of these different reduced expressions is also constant. So if one of these images is reduced, they are all reduced.
Finally, to conclude the proof of the lemma, we observe that the set of reduced expressions of the form (4.10) in B is sent to expressions of the same form in B n , which are therefore reduced as well.
To prove that ρ is bijective, we use first that we know a basis of
by Theorem 3.26. A basis element is of the form where a 1 , . . . , a n ∈ N, i ∈ β with profile t β and w is in the subgroup of B n isomorphic to
from Lemma 4.9 (the stabiliser of t β ). We must fix reduced expressions for such w in order to define ψ w . We fix them as the images of the reduced expressions of elements
chosen in the preceding paragraph. That we can do so is the last statement in Lemma 4.9.
Finally, the image of a basis element (4.12) under the homomorphism ρ is
where b n1+···+nj−1+k = a kj and the notation w j comes from Lemma 4.9. The concatenation
, and due to our choices of reduced expressions, we have ψ w1 · · · ψ w d = ψ w1···w d . So we conclude that the element (4.14) is of the form (4.13). Further, it is immediate that we can obtain in this way all the basis elements of e(t β )V β (Γ, λ, γ)e(t β ). We conclude that the homomorphism ρ sends a basis onto a basis and thus is bijective.
Homomorphism property. It remains to check that the map defined in (4.4)-(4.7)
extends to an algebra homomorphism. There are two steps: first we need to check that, for a given j ∈ {1, . . . , d}, the defining relations of
) are preserved; second, we must check that the images of these algebras commute in e(t β )V β (Γ, λ, γ)e(t β ). Roughly speaking, everything will come from the decomposition Γ = ∐ extends to an algebra homomorphism (now from a tensor product
of quiver Hecke algebras) is the easier part of the verification and was already checked in [16, Lemma 6 .24], recalling that the defining relations of R β (Γ) are also satisfied in V β (Γ, λ, γ). So in fact we only need to treat the relations involving the generators ψ (j) 0 in our verification. As a preliminary remark, we note that all the images of the generators given in (4.4)-(4.7) commute with the idempotent e(t β ). This is clear for (4.5)-(4.7), and we have noticed it already for (4.4). So in the following, we will often use implicitly that the multiplication of two of these images of the form e(t β )xe(t β ) and e(t β )x ′ e(t β ) is equal to xx ′ e(t β ).
The defining relations of
For the first step, let j ∈ {1, . . . , d} and write m := n 1 + · · · + n j−1 .
• Relation (3.9) ψ • Relation (3.10) ψ
for a = 2, . . . , n j − 1. This relation is immediately seen to be preserved since ψ m+a commutes with ψ 0 , . . . , ψ m .
• Relation (3.11) between ψ (j) 0 and y (j) 1 . We want to prove that, for any k ∈ {0, . . . , n−1}, we have . For k = m, this is the relation we need to check. We proceed by induction on k. There is nothing to check for k = 0, since this is Relation (3.11). Let k > 0 and set i ′ = r k−1 . . . r 1 r 0 r 1 . . . r k · i. Then the assumption on i implies that:
The second equality comes from (i
So we find that the left hand side of (4.15) is equal to
Then we use the induction hypothesis and the fact that ψ 2 k e(i) = e(i), from the assumption on i, to conclude that this is equal to
• Relation (3.12) ψ
for a = 2, . . . , n j − 1. This relation is immediately seen to be preserved since ψ 1 , . . . , ψ m commute with y m+a .
• Relation (3.13) for (ψ
if γ i = 0 and S i (Y ) := 0 otherwise. We want to prove that, for any k ∈ {0, . . . , n − 1}, we have . For k = m, this is the relation we need to check. We proceed by induction on k. There is nothing to check for k = 0, since this is Relation . So we find that the left hand side of (4.16) is equal to
Then we use the induction hypothesis and the equalities y k ψ k e(i) = ψ k y k+1 e(i)and ψ 2 k e(i) = e(i) to conclude that this is equal to
• Relation (3.14) between ψ . For i, j ∈ I, we denote for brevity T i,j (Y 1 , Y 2 , Z 1 , Z 0 ) the polynomial in four variables such that the right hand side of the defining relation (3.14) is T i,j (y 1 , y 2 , ψ 1 , ψ 0 )e(i). We want to prove that, for any k ∈ {0, . . . , n − 2}, we have . For k = m, this is the relation we need to check.
We proceed by induction on k. There is nothing to check for k = 0, since this is Relation (3.14). Let k > 0 and set i ′ = r k−1 . . . r 1 r 0 r 1 . . . r k r k+1 · i. The assumption on i implies that
Then we write the first term in the left hand side of (4.17) as
we apply the second equality in (4.18), we move the two appearing ψ k+1 respectively to the left and to the right as far as we can by simply commuting with ψ a for a < k (by (2.7)) and we finally apply the first equality in (4.18) to the rightmost three elements. We obtain
Similarly, we set i
) so that equalities in (4.18) are still verified. We write the second term in the left hand side of (4.17) as
we apply the second equality in (4.18), we move the two appearing ψ k+1 respectively to the left and to the right as far as we can by simply commuting with ψ a for a < k. The three leftmost elements are then ψ k+1 ψ k ψ k+1 . They are in front of the idempotent e(i ′′ ) where
, we can replace them by ψ k ψ k+1 ψ k and we obtain
So combining our previous calculations, we have that the left hand side of (4.17) is equal to:
We note that r k+1 r k · i has (i k−1 , i k+1 , i k+2 ) in positions k − 1, k, k + 1, so we can apply the induction hypothesis, and we find
To conclude the verification of (4.17), it remains to prove that (we use an obvious short notation):
These four equalities are straightforward to check using ψ
y k+2 e(r k · i) and the first equality in (4.18). All this follows directly from the assumption on i.
Commutation of the images of
To finish the proof of the proposition, it remains to check that the images by the map in (4.4)-(4.7) of the generators of
). We recall that we only need to treat the situations involving ψ
0 . Moreover, we will always omit to write the idempotent e(t β ), which is the unit of V β (Γ, λ, γ).
. We can assume that n j and n j ′ are different from 0 because otherwise there is nothing to check, since n j = 0 (respectively, n j ′ = 0) implies that β
) is empty. So we have m = m ′ .
• ψ
. We must check that the following two elements commute 
. This proves the desired relation.
• ψ . We start by stating that for k ≥ 1 and for j ∈ β such that j k+1 is not in the same component as j k , we have:
Using the assumption on j, this follows from ψ k y k e(j) = y k+1 ψ k e(j), the fact that y k+1 commutes with ψ 0 , . . . , ψ k−1 and
Then we can calculate as follows:
where we use that y m ′ +b commutes with ψ m , . . . , ψ m ′ +b+1 and (4.19) with k = m ′ +b and
The last two relations will use the following lemma.
Proof of the lemma. i k+1 ) and the assumption on i (note that the right hand side of (3.14) is 0 if i 1 and i 2 are not in the same component).
Finally, to prove the lemma, it remains to move ψ k ′ through ψ k , . . . , ψ k ′ +2 (it commutes with those elements), to use (4.21), and to move again ψ k ′ through ψ k ′ +2 , . . . , ψ k to the left.
• ψ • ψ 
Cyclotomic case
As in §2.5, let Λ = (Λ i ) i∈I be a finitely-supported family of non-negative integers. In the same way as [20, 14, 15] , we define the cyclotomic quotient of the algebra V β (Γ, λ, γ). The above relations are homogeneous so that V
As in §2.5, for any j ∈ {1, . . . , d} let Λ . 
Corollary 4.23. We have a graded algebra isomorphism
V Λ β (Γ, λ, γ) ≃ Mat I   d j=1 V Λ (j) β (j) Γ (j) , λ (j) , γ (j)   , with #I = n n1,...,n d . Proof. Let J Λ β,⊗ := ⊗ d j=1 J Λ (j) β (j) , so that the algebra ⊗ d j=1 V Λ (j) β (j) (Γ (j) , λ (j) , γ (j) ) is the quotient of ⊗ d j=1 V β (j) (Γ (j) , λ (j) , γV Λ n (Γ, λ, γ) ≃ n1,...,n d ≥0 n1+···+n d =n Mat ( n n 1 ,...,n d )   d j=1 V Λ (j) nj (Γ (j) , λ (j) , γ (j) )   .
Quiver Hecke algebras for type D
To fit with the setting of [15] , we now assume that K is a field, of odd characteristic. Let Γ be a quiver with an involution θ as in §3.1. In this section, as in Remark 3.18 we consider the situation λ i = γ i = 0 for all i ∈ I, and we denote simply V β (Γ) = V β (Γ, 0, 0) the resulting algebra, defined in Section 3.1 (note that Conditions (3.5) are satisfied with this choice of λ and γ).
The defining relations (3.9)-(3.14) (those involving the generator ψ 0 ) become simply:
2)
So we see immediately that we have an homogeneous involutive algebra automorphism ι of V β (Γ) given on the generators by:
We denote by
is a graded subalgebra of V β (Γ) since ι is homogeneous.
Cyclotomic quotients. As before, let Λ = (Λ i ) i∈I be a finitely-supported family of non-negative integers. We recall that V 
Definition and main property of W δ (Γ)
We recall some definitions and one of the results of [15] .
We identify the Weyl group D n of type D as the subgroup of B n generated by s 0 := r 0 r 1 r 0 ,
Let δ be a finite subset of I n stable by D n , that is a finite union of D n -orbits.
Definition 5.8. The algebra W δ (Γ) is the unitary associative K-algebra generated by elements
with the relations (2.5)-(2.10) of Section 2 involving all the generators but Ψ 0 , together with
for all a ∈ {3, . . . , n}, (5.12) 14) for all i ∈ δ.
Note that the family {Ψ c } 0≤c≤min(0,n−2) is non-empty if and only if n ≥ 2, in which case it only contains Ψ 0 . Moreover, we have 
Fixed-point isomorphism. Let β be a B n -orbit in I n . Note that β is a finite union of D n -orbits, so that both algebras V β (Γ) and W β (Γ) are defined.
Proposition 5.16 ([15]). (i) The algebra
In both cases, an isomorphism is given by Ψ 0 → ψ 0 ψ 1 ψ 0 and X → X for all the generators X but Ψ 0 .
Remark 5.17. Note that it is assumed in [15] that n ≥ 2. The case n = 1 is similar, and n = 0 straightforward.
We note that the isomorphisms given in the preceding proposition are isomorphisms of graded algebras. Indeed, in V β (Γ) we have deg ψ 0 = 0 and so it is straightforward to check that the given map is homogeneous.
Disjoint quiver isomorphism for W δ (Γ)
Now let d be a non-negative integer and assume that the quiver Γ admits a decomposition
as in §4. Let β be a B n -orbit in I n and let Λ = (Λ i ) i∈I be a finitely-supported family of nonnegative integers. As in §4, for any j ∈ {1, . . . , d}, we have an integer n j (β) = n j and a B nj -orbit β (j) in (I (j) ) nj . We also have finitely-supported families of non-negative integers
.
Theorem 5.18. We have isomorphisms of graded algebras
Proof. Recall from Theorem 4.1 that we have an isomorphism between V β (Γ) and the algebra
) . This isomorphism was obtained with the following two steps:
For the first isomorphism, see §4.1, the construction of the idempotent e(t β ) does not involve ψ 0 , and neither does the construction of the matrix units (that is, the construction of the elements ψ t and φ t given by Formulas (2.16)). So we deduce immediately how the automorphism ι of V β (Γ) ι is transformed by this isomorphism, namely that
By Proposition 5.16, to prove (5.19) it remains only to show that
given by the tensor product of ι for each factor. If we denote ρ the isomorphic map from
This is immediately verified from Formulas (4.4)-(4.7) giving the map ρ in the proof of Proposition 4.3. Moreover, the isomorphism (5.19) is graded since it is the restriction of a graded isomorphism (to a graded subalgebra). We deduce (5.20) as in Corollary 4.23. 
where β runs over all the orbits of I n under the action of B n . With Theorem 5.18, the proof is completely similar to the proof of Corollary 2.27.
Morita equivalence for cyclotomic quotients of affine Hecke algebras of type B and D
Recall that K is a field of odd characteristic. Let p, q ∈ K \ {0} such that q 2 = 1. As in Remark 3.17, for any x ∈ K \ {0} we define the set
Then we take d ≥ 1 and x 1 , . . . , x d ∈ K × such that the sets I (j) := I xj are pairwise disjoint, and we set I := ∐ d j=1 I xj . The quiver Γ with involution that we will be considering in this section is the following:
• The vertex set of Γ is I as above.
• There is an arrow starting from v and pointing to q 2 v for all v ∈ I. These are all arrows.
• The involution θ on I is the scalar inversion θ(x) = x −1 for all x ∈ I.
is stable under the scalar inversion θ. We also choose a finitely-supported family Λ = (Λ i ) i∈I of non-negative integers. Finally, let L be a free Z-module of rank n with basis
Zǫ i .
Morita equivalence for cyclotomic quotients of affine Hecke algebras of type B
We set α 0 := 2ǫ 1 and
The Weyl group B n of type B acts on L by
for i = 2, . . . , n − 1 and a = 1, . . . , n − 1. We denote q 0 := p and q i := q for i = 1, . . . , n − 1. The affine Hecke algebra H(B n ) is the K-algebra generated by elements
The defining relations are
and the characteristic equations for the generators g i :
with the braid relations of type B
together with
for any x ∈ L and i = 0, 1, . . . , n − 1. Note that the right hand side is a well-defined elementfor any a ∈ {1, . . . , n} and b ∈ {1, . . . , n − 1}. We will prove that ϕ extends to an algebra homomorphism ϕ :
, which will imply Lemma 3.25. Indeed, the map ϕ is the homomorphism associated with the action defined in §3.2. To prove that ϕ extends to an algebra homomorphism, we check the defining relations of V β (Γ, λ, γ). To simplify the notation, for any v ∈ V β (Γ, λ, γ) we also write v
Moreover, we have
The relations that do not involve ψ 0 are satisfied since the action is the same as in [18, Proposition 3.12] . Relations (3.9), (3.10) and (3.12) are immediate. Concerning (3.11), we have It remains to check (3.14). As in (3.20), we write i 1 i 2 and even 12 instead of i, andā instead of θ(i a ). We have, using (3.9), Remark A.5. (See Remark 3.6.) Without condition (3.5b), we have to choose another, more complicated, relation (3.14), if we want it to be compatible with the action on polynomials.
A.2 Case γ i
We want to prove that
By (3.5a) we have θ(i 2 ) = i 2 . Note that γ i1 = 0 = γ i2 implies i 1 = i 2 . By (A.2) we have, omitting the idempotents, 
A.4 Case γ i
otherwise, that is, since ψ 0 acts on 1 i as γ i1 x −1 
