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Abstract
Let G be a connected bipartite graph. We present an approach to the computation of the canonical
module of the edge subring associated to G using linear programming.
© 2003 Elsevier Science Ltd. All rights reserved.
1. Introduction
Let G be a connected bipartite graph on the vertex set V = {v1, . . . , vp} and let
R = k[x1, . . . , x p] = ⊕∞i=0 Ri be a polynomial ring over a field k with the standard grading
induced by deg(xi ) = 1. The edge subring of G is the k-subalgebra
k[G] := k[{xi x j | vi is adjacent to v j }] ⊂ R,
we grade k[G] with the normalized grading k[G]i = k[G] ∩ R2i . Thus k[G] is a normal
Cohen–Macaulay standard k-algebra [11, 15].
The main purpose of this work is to study the canonical module of k[G] using
combinatorial optimization techniques, for this we need to introduce an appropriate
description for this module, see Eq. (3) below. The canonical module is a fundamental
object in commutative algebra that contains information about the last syzygy module of
k[G], see [3, pp. 136–146].
The set of vectors αk = ei + e j ∈ Rp such that vi is adjacent to v j will be denoted
by AG := {α1, . . . , αq } (or simply A if G is understood), where ei is the i th unit vector.
Note that A is the set of column vectors of the incidence matrix of the graph G. As G is
bipartite, by Lemma 2.9 we have
NA = Zp ∩ R+A, (1)
E-mail address: vila@esfm.ipn.mx (R.H. Villarreal).
0014-5793/03/$ - see front matter © 2003 Elsevier Science Ltd. All rights reserved.
doi:10.1016/S0195-6698(03)00058-1
472 C.E. Valencia, R.H. Villarreal / European Journal of Combinatorics 24 (2003) 471–487
where NA is the additive subsemigroup of Np generated by A and R+A is the polyhedral
cone generated by A. Here R+ is the set of non-negative real numbers. Thus according to
a formula of Danilov–Stanley (see [3, Theorem 6.3.5] and [7]) the canonical module ωk[G]
of the edge subring k[G] is the ideal given by
ωk[G] = ({xa | a ∈ NA ∩ ri(R+A)}) (2)
(1)= ({xa | a ∈ Zp ∩ ri(R+A)}) ⊂ k[G], (3)
where ri(R+A) is the interior of R+A relative to aff (R+A), the affine hull of R+A. As
usual if a = (a1, . . . , ap) ∈ Np we set xa := xa11 · · · x
ap
p .
From the Danilov–Stanley formula it is apparent that the convex set
Q = conv(Zp ∩ ri(R+A))
should give some information about ωk[G]. It will turn out that Q is an integral
polyhedron whose vertices correspond to minimal generators of the canonical module, see
Theorem 3.3, Corollary 3.7, and Proposition 4.3. In Theorem 4.8 we show how to compute
a generating set for ωk[G] in terms of the incidence matrix of G and the vertices of a
certain blocking polyhedron. In Section 5 we briefly address the question of computational
efficiency, see Remark 5.5.
The cone R+A is called the edge cone of G. Some explicit irreducible representations
of the edge cone are known [16, 17]; we make use of those representations in [16] to find
good expressions for both the relative interior of the edge cone and Q. As a by-product
we obtain combinatorial expressions for the a-invariant of k[G] and show how it can be
computed using linear programming, see Theorem 4.1 and Proposition 4.2.
At the end in Section 6 we explain how some of our results can be adapted to hold for
a certain family of normal monomial subrings, see Remark 6.2. Then in Example 6.3 we
present a graph showing that Eqs. (1) and (3) are not necessarily valid for non-bipartite
graphs. This clarifies the reason for restricting to the bipartite case.
2. Cut-incidence matrices and total dual integrality
First we introduce the notion of total dual integrality in a way which is convenient for
our purposes. See [12, Chapter 5] and [14, p. 311].
Definition 2.1. Let B ′ be an integral matrix. A rational system B ′x ≥ b, x ≥ 0 is totally
dual integral (TDI) if the maximum in
min{〈c, x〉 | x ≥ 0; B ′x ≥ b} = max{〈y, b〉 | y ≥ 0; y B ′ ≤ c}
has an integral optimum solution y for each integral vector c with finite maximum. Here
〈c, x〉 denotes the standard inner product of c and x .
The next aim is to exhibit some TDI systems derived from incidence matrices. We refer
to [12, pp. 13–46] and [14, pp. 8–13] for unexplained terminology and notation.
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Definition 2.2. Let G be a digraph with vertex set V (G) and edge set E(G). Given
a family F of subsets of V (G), the one-way cut-incidence matrix of F is the matrix
B ′ = (bX,e)X∈F ,e∈E(G), where
bX,e =
{
1 if e ∈ δ+(X)
0 otherwise.
The two-way cut-incidence matrix of F is the matrix B ′ = (bX,e)X∈F ,e∈E(G), where
bX,e =


1 if e ∈ δ+(X)
−1 if e ∈ δ−(X)
0 otherwise.
Here δ+(X) = {e = (z, w) ∈ E(G) | z ∈ X, w /∈ X} is the set of edges leaving the vertex
set X and δ−(X) is the set of edges entering the vertex set X .
Remark 2.3. An interesting case occurs when the one-way and the two-way cut-incidence
matrix of the family F coincide. In this case the rows of the matrix B ′ correspond to
directed cuts only. Recall that δ+(X) is a directed cut of a digraph G if ∅ = X ⊂ V (G)
and δ−(X) = ∅.
It was pointed out to us by Jens Vygen that the next result can be regarded as a slight
generalization of the Lucchesi, Younger Theorem [13]. It follows using the technique of
proof of [12, Theorem 19.10].
Proposition 2.4. Let G be a digraph andF a family of subsets of V (G) such that the one-
way cut incidence matrix B ′ of F is equal to the two-way cut incidence matrix of F . If F
satisfies the following three conditions:
(a) the rows of B ′ are non-zero,
(b) if X, Y ∈ F and X ∪ Y = V (G), then X ∪ Y ∈ F , and
(c) if X, Y ∈ F and X ∩ Y = ∅, then X ∩ Y ∈ F ,
then the system B ′x ≥ 1, x ≥ 0 is TDI and the polyhedron {x | B ′x ≥ 1; x ≥ 0} is
integral. Here 1 = (1, . . . , 1).
Corollary 2.5. Let G be a connected digraph. If
F = {X | ∅ = X  V (G); δ−(X) = ∅} = ∅
and B ′ is the one-way cut-incidence matrix ofF , then {x | B ′x ≥ 1; x ≥ 0} is a non-empty
integral polyhedron.
Proof. First we prove δ+(X) = ∅ for X ∈ F . Assume δ+(X) = ∅. Pick x ∈ X and
z ∈ V (G)\X . If (z, w) ∈ E(G) or (w, z) ∈ E(G), then w /∈ X . There is an undirected
path {z0 = z, z1, . . . , zr = x}, a contradiction since zi /∈ X for all i .
To verify the hypothesis of Proposition 2.4 note that (a) is satisfied because δ+(X) = ∅
for X ∈ F . Take X , Y ∈ F . From the inequality
|δ−(X)| + |δ−(Y )| ≥ |δ−(X ∩ Y )| + |δ−(X ∪ Y )|,
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see [12, Lemma 2.1(b)], we get δ−(X ∩ Y ) = ∅ and δ−(X ∪ Y ) = ∅. Thus if X ∩ Y = ∅
(resp. X ∪ Y = V (G)), then X ∩ Y ∈ F (resp. X ∪ Y ∈ F ). Thus conditions (b) and (c)
are satisfied. On the other hand by construction of F the matrix B ′ is also the two-way
cut-incidence matrix of F . 
Definition 2.6. Let G be a graph with vertex set V (G). Given a subset A of V (G), the
neighbor set of A, denoted NG (A) or simply N(A), is defined as
N(A) = {v ∈ V (G) | v is adjacent to some vertex in A}.
Lemma 2.7. Let G be a connected bipartite graph with bipartition (V1, V2) and
F = {A ∪ A′ | ∅ = A  V1; N(A) ⊂ A′ ⊂ V2} ∪ {A′ | ∅ = A′ ⊂ V2}.
If G is regarded as the digraph with all its arrows leaving the vertex set V2, then
F = {X | ∅ = X  V (G); δ−(X) = ∅}.
Proof. It follows readily from the definitions. 
Definition 2.8. An integral matrix M is totally unimodular if all the i × i minors of M are
equal to 0 or ±1 for all i ≥ 1.
Lemma 2.9. If G is a bipartite graph with p vertices and A = {α1, . . . , αq } is the set of
column vectors of the incidence matrix of G, then
Zp ∩ R+A = NA.
Proof. The right-hand side is clearly contained in the left-hand side. To prove the reverse
containment take α ∈ Zp ∩ R+A and denote by M the incidence matrix of G. By
Carathe´odory’s theorem [9, Theorem 2.3, p. 10], and after an appropriate permutation of
α1, . . . , αq , we can write
α = η1α1 + · · · + ηrαr (ηi ≥ 0), (4)
where r is the rank of M and α1, . . . , αr are linearly independent. Recall that M is a
totally unimodular matrix because G is bipartite, see [14, Example 1, p. 273]. In particular
the submatrix M ′ = (α1 · · ·αr ) is totally unimodular. Hence, by a result of I. Heger
[14, p. 51], the system of equations M ′x = α has an integral solution. Therefore α is
a linear combination of α1, . . . , αr with coefficients in Z. Thus using that α1, . . . , αr
are linearly independent together with Eq. (4), it follows that ηi ∈ N for all i , that is,
α ∈ NA. 
3. Integrality of the shift polyhedron
In the sequel G will denote a connected bipartite simple graph with p vertices and
bipartition (V1, V2). We will assume that the vertices in V1 are v1, . . . , vm and the vertices
in V2 are vm+1, . . . , vn+m , where 2 ≤ m ≤ n.
Consider the family
F = {A ∪ A′ | ∅ = A  V1; N(A) ⊂ A′ ⊂ V2} ∪ {A′ | ∅ = A′ ⊂ V2},
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where N(A) is the neighbor set of A. For each X = A∪ A′ ∈ F we associate the following
vector
βX =
∑
vi∈A
ei −
∑
vi∈A′
ei ∈ Rm+n,
note that if A = ∅ the vector βX is a {0,−1}-vector. Let C ′ be the matrix whose rows are
the vectors in {βX }X∈F . The matrix C ′ plays an important role here because according to
[16, Theorem 4.9] the edge cone of G can be written as:
R+A = aff (R+A) ∩ {x | C ′x ≤ 0}.
Definition 3.1. The shift polyhedron of the edge cone of G is defined as the rational
polyhedron:
Q = aff (R+A) ∩ {x | C ′x ≤ −1}.
From the finite basis theorem (see [20, Theorem 1.2]) the shift polyhedron can be
written as the sum of a unique cone and a polytope. In our case:
Q = R+A+ conv(β1, . . . , βr ),
where β1, . . . , βr are the vertices of Q. Recall that Q is an integral polyhedron if Q =
conv(Zp ∩ Q), where p = m + n. As Q is a pointed polyhedron it is integral if and only
if β1, . . . , βr are integral vectors, see [14, pp. 231–232].
Remark 3.2. Let G be a graph without isolated vertices and take a vector β in ri(R+A).
If F is a proper face of R+A, then β /∈ F , see [2, Theorem 5.3].
A reason for introducing the shift polyhedron is that its integral points define the
canonical module, that is, Zp ∩ Q = Zp ∩ ri(R+A). This follows from Eq. (3) and
Remark 3.2. Thus the shift polyhedron is a bridge which allows to use combinatorial
optimization techniques to study the edge subring k[G].
Theorem 3.3. The shift polyhedron
Q = aff (R+A) ∩ {x | C ′x ≤ −1}
is an integral polyhedron.
Proof. If G is regarded as the digraph with all its arrows leaving the vertex set V2, then it
is seen that one has the equality C ′A = −B ′, where A is the incidence matrix of G and
B ′ is the one-way cut-incidence matrix of the family F . Let b be any vector in Rm+n such
that the following maximum is finite
max{〈x, b〉 | x ∈ Q}. (5)
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According to [12, Theorem 5.12] it suffices to prove that the maximum in Eq. (5) is attained
by an integral vector. As Q ⊂ R+A, any vector x ∈ Q can be written as x = Ax˜ for some
x˜ ≥ 0, x˜ ∈ Rq , where q is the number of edges of G. Hence
{〈b, x〉 | x ∈ Q} = {〈b A, x˜〉 | x˜ ≥ 0; B ′x˜ ≥ 1}.
Therefore
max{〈x, b〉 | x ∈ Q} = max{〈b A, x˜〉 | x˜ ≥ 0; B ′x˜ ≥ 1}. (6)
By Corollary 2.5 and Lemma 2.7 the polyhedron
Q′ = {˜x ∈ Rq | x˜ ≥ 0; B ′˜x ≥ 1}
is integral. Hence, again by [12, Theorem 5.12] the maximum in the right-hand side of
Eq. (6) is attained by an integral vector x˜0 ∈ Q′, thus the maximum in Eq. (5) is attained
by the integral vector Ax˜0 ∈ Q, as required. 
Remark 3.4. In the proof Theorem 3.3, the linear transformation x˜ → Ax˜ maps Q′ onto
Q. Note dim(Q′) = q and dim(Q) = m + n − 1. Thus one can shorten the proof of
Theorem 3.3 using the next fact.
Proposition 3.5. Let T : Rq → Rn be a linear transformation and let Q′ be an integral
polyhedron in Rq . If T (Zq ) ⊂ Zn, then T (Q′) is an integral polyhedron.
Example 3.6. Consider the following bipartite graph G and make G a digraph with edges
α1, . . . , α6 as shown below.
The family F consists of the following subsets that occur in the directed cuts:
δ+({v1, v4, v6}) = {α3, α6}, δ+({v5}) = {α4, α5},
δ+({v2, v4, v5}) = {α1, α5}, δ+({v6}) = {α2, α6},
δ+({v3, v5, v6}) = {α2, α4}, δ+({v4, v5}) = {α1, α3, α4, α5},
δ+({v1, v2, v4, v5, v6}) = {α5, α6}, δ+({v4, v6}) = {α1, α2, α3, α6},
δ+({v1, v3, v4, v5, v6}) = {α3, α4}, δ+({v5, v6}) = {α2, α4, α5, α6},
δ+({v2, v3, v4, v5, v6}) = {α1, α2}, δ+({v4, v5, v6}) = {α1, α2, α3, α4, α5, α6}.
δ+({v4}) = {α1, α3},
As pointed out in the proof of Theorem 3.3 the one-way cut-incidence matrix B ′ of F is
related to the incidence matrix A of G and to the matrix C ′ by the equality C ′A = −B ′,
that is, one has the matrix equality:
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
1 0 0 −1 0 −1
0 1 0 −1 −1 0
0 0 1 0 −1 −1
1 1 0 −1 −1 −1
1 0 1 −1 −1 −1
0 1 1 −1 −1 −1
0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
0 0 0 −1 −1 0
0 0 0 −1 0 −1
0 0 0 0 −1 −1
0 0 0 −1 −1 −1




1 1 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 1
1 0 1 0 0 0
0 0 0 1 1 0
0 1 0 0 0 1


=−


0 0 1 0 0 1
1 0 0 0 1 0
0 1 0 1 0 0
0 0 0 0 1 1
0 0 1 1 0 0
1 1 0 0 0 0
1 0 1 0 0 0
0 0 0 1 1 0
0 1 0 0 0 1
1 0 1 1 1 0
1 1 1 0 0 1
0 1 0 1 1 1
1 1 1 1 1 1


The integral polyhedron Q′ = {˜x | B ′x˜ ≥ 1; x˜ ≥ 0} has two vertices (0, 1, 1, 0, 1, 0) and
(1, 0, 0, 1, 0, 1) that map under A onto the vector (1, . . . , 1) of Q.
Corollary 3.7. If G is a connected bipartite graph and Q is the shift polyhedron of its
edge cone, then
Q = conv(Zp ∩ ri(R+A)) (p = m + n).
Proof. Clearly conv(Zp ∩ ri(R+A)) ⊂ Q because any proper face of the edge cone
lies in its relative boundary, see Remark 3.2. To show the reverse containment observe
that using [19, Theorem 3.2.1] we rapidly obtain Q ⊂ ri(R+A). As a consequence
Zp ∩ Q ⊂ Zp ∩ ri(R+A). Taking convex hulls on both sides gives that Q is contained
in conv(Zp ∩ ri(R+A)) because Q is integral. 
4. The a-invariant and the canonical module
Let S be a standard graded k-algebra over a field k. Recall that the a-invariant of S,
denoted a(S), is the degree as a rational function of the Hilbert series of S, see for instance
[18, p. 99]. If S is Cohen–Macaulay and ωS is the canonical module of S, then
a(S) = −min{i | (ωS)i = 0},
see [3, p. 141] and [18, Proposition 4.2.3]. In our situation S = k[G] is normal [15] and
consequently Cohen–Macaulay [11]q, thus this formula applies.
Theorem 4.1. If Q is the shift polyhedron of the edge cone of a connected bipartite graph
G, then the a-invariant of k[G] is given by
a(k[G]) = −min
{ |x |
2
∣∣∣∣ x ∈ Q
}
,
where |x | = x1 + x2 + · · · + x p for x = (x1, x2, . . . , x p) and p = m + n.
Proof. Let C ′ be the matrix defining the shift polyhedron. Note that any row of C ′ defines
a proper face of the edge cone, except the row with the first m entries equal to 0 and the last
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n entries equal to −1. Thus from Remark 3.2 together with [19, Theorem 3.2.1] we have
Zp ∩ Q = Zp ∩ ri(R+A). Hence the inequality “≤” follows from the Danilov–Stanley
formula (Eq. (3)) and noticing that we are using the normalized grading on k[G]. As the
minimum above is attained at a vertex β of Q it suffices to observe that β has integral
entries by Theorem 3.3. 
It is interesting to observe that the a-invariant of k[G] can be interpreted in
combinatorial terms as the next result shows. It is well known that for digraphs the
numbers (b) and (c) below are equal, see for instance [12, Theorem 19.10].
Proposition 4.2. Let G be a connected bipartite graph. If G is the digraph with all its
arrows leaving the vertex set V2, then the following three numbers are equal
(a) a(k[G]), the a-invariant of k[G].
(b) The minimum cardinality of an edge set that contains at least one edge of each
directed cut.
(c) The maximum number of edge disjoint directed cuts.
Proof. Let A be the incidence matrix of G and let C ′ be the matrix defining the shift
polyhedron. As C ′A = −B ′, then by Proposition 2.4 and duality one has that the optimum
values in the equality
min{〈1, x˜〉 | x˜ ≥ 0; B ′˜x ≥ 1} = max{〈y, 1〉 | y ≥ 0; y B ′ ≤ 1}
are attained by integral vectors. By looking at B ′ as a one-way cut-incidence matrix it
follows that the two numbers in (b) and (c) are equal.
On the other hand note:
〈1, Ax˜〉/2 = 〈1, x˜1α1 + · · · + x˜qαq 〉/2 = (2x˜1 + · · · + 2x˜q)/2 = 〈1, x˜〉,
where α1, . . . , αq are the column vectors of A. From the equality
min{〈1, x〉/2 | x ∈ aff (R+A);C ′x ≤ −1} = min{〈1, Ax˜〉/2 | x˜ ≥ 0; B ′x˜ ≥ 1}
= min{〈1, x˜〉 | x˜ ≥ 0; B ′˜x ≥ 1},
and using Theorem 4.1 one derives that the numbers in (a) and (b) are equal. 
Proposition 4.3. If G is a connected bipartite graph and β is a vertex of the shift
polyhedron Q, then xβ is a minimal generator of ωk[G].
Proof. By Eq. (3), Remark 3.2, and Theorem 3.3 we get xβ ∈ ωk[G]. There are c ∈ Qm+n
and b ∈ Q such that
(i) {β} = {x | 〈x, c〉 = b} ∩ Q, and
(ii) Q ⊂ {x | 〈x, c〉 ≤ b}.
If α1, . . . , αq are the columns of the incidence matrix of G, then by definition of Q one
has αi + β ∈ Q for all i . Thus
〈αi + β, c〉 = 〈αi , c〉 + b ≤ b ⇒ 〈αi , c〉 ≤ 0 (i = 1, . . . , q).
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Assume there is α ∈ Q and η1, . . . , ηq in N such that
β = η1α1 + · · · + ηqαq + α,
then
b = 〈β, c〉 = η1〈α1, c〉 + · · · + ηq〈αq , c〉 + 〈α, c〉 ≤ 〈α, c〉 ≤ b.
Hence 〈α, c〉 = b and by (i) we get α = β. Thus xβ is a minimal generator of the canonical
module ωk[G]. 
Definition 4.4. Let G be a bipartite graph with incidence matrix A and let C ′ be the matrix
defining the shift polyhedron. If C ′A = −B ′, the polyhedron
Q′ = {˜x ∈ Rq | x˜ ≥ 0; B ′˜x ≥ 1}
is called the blocking polyhedron.
Theorem 4.5. If G is a connected bipartite graph, then the blocking polyhedron Q′ is an
integral polyhedron.
Proof. It follows from Corollary 2.5 and Lemma 2.7. 
The converse of Proposition 4.3 does not hold in general, see Example 5.6. However
any minimal generator of ωk[G] is in the image under A of the blocking polyhedron. To see
this we begin by stating a surely well known lemma.
Lemma 4.6. If B ′ is a {0, 1}-matrix, then any integral vertex of the polyhedron
Q′ = {˜x ∈ Rq | x˜ ≥ 0; B ′˜x ≥ 1}
is a {0, 1}-vector.
Proposition 4.7. Let G be a connected bipartite graph and let Q be the shift polyhedron.
If xβ is a minimal generator of ωk[G] and A is the incidence matrix of G, then there is a
vertex α˜ of the blocking polyhedron Q′ such that Aα˜ = β.
Proof. Let α1, . . . , αq be the column vectors of the matrix A and let C ′ be the matrix
defining Q. As A is totally unimodular by Carathe´odory’s theorem [9, p. 10] and Heger’s
theorem [14, p. 51] (after permuting the αi ’s) we can write:
β = η1α1 + · · · + ηrαr (ηi ∈ N\{0}; r ≤ p − 1 ≤ q),
where p = m + n. We claim that ηi = 1 for all i . Assume ηi > 1. Take any row v of C ′.
Observe that 〈v, αk 〉 is equal to 0 or −1 for any αk . The vector
β ′ = η1α1 + · · · + ηi−1αi−1 + (ηi − 1)αi + ηi+1αi+1 + · · · + ηrαr
satisfies 〈β ′, v〉 ≤ −1 because 〈β, v〉 ≤ −1. Thus β ′ ∈ Q, a contradiction because
β ′ = β − αi and xβ is minimal. Thus ηi = 1. The vector α˜ = e1 + · · · + er satisfies
Aα˜ = β, and from C ′A = −B ′ we get α˜ ∈ Q′. Consider the linear program:
min x˜r+1 + · · · + x˜q ()
subject to B ′x˜ ≥ 1
x˜ ≥ 0.
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Note that 0 is the optimum value of this linear program because α˜ is in Q′. By Theorem 4.5
there is an integral vertex γ˜ of Q′ where the minimum is attained. Hence γ˜i = 0 for i > r .
By Lemma 4.6 the vector γ has {0, 1}-entries. If γ˜k = 0 for some 1 ≤ k ≤ r , then
Aγ˜ = ∑i =k iαi ∈ Q, where i ∈ {0, 1} for all i = k, a contradiction to the minimality
of xβ . Thus α˜ = γ˜ , as required. Observe that the last part of the argument works even if
q = r , which is the case of a tree. 
Theorem 4.8. If G is a connected bipartite graph with incidence matrix A, then the
canonical module ωk[G] of k[G] is generated by the set
{x Aα˜ | α˜ is a vertex of Q′},
where Q′ is the blocking polyhedron.
Proof. It follows noticing that the blocking polyhedron Q′ is integral and using
Proposition 4.7. 
The vertices of the shift polyhedron are not enough to determine the canonical module,
see Example 5.6.
5. Computing the canonical module and a-invariant
In order to be able to use the results of Section 4 in an efficient way we need to introduce
better representations of the shift polyhedron.
If a ∈ Rp , a = 0, then the set Ha will denote the hyperplane of Rp through the origin
with normal vector a, that is,
Ha = {x ∈ Rp | 〈x, a〉 = 0}.
This hyperplane determines two closed half-spaces
H+a = {x ∈ Rp | 〈x, a〉 ≥ 0} and H−a = {x ∈ Rp | 〈x, a〉 ≤ 0}.
A set of vertices of G is called independent if no two of its vertices are adjacent. For
each independent set of vertices A of G consider the vector
αA =
∑
vi∈A
ei −
∑
vi∈N(A)
ei ,
where ei is the i th unit vector of Rn+m . There exists an irreducible representation of the
edge cone as an intersection of closed half-spaces of the form [16]:
R+A = aff (R+A) ∩ H−αA1 ∩ · · · ∩ H
−
αAr
∩ H−−ei1 ∩ · · · ∩ H
−−eis , (7)
where for each i either Ai  V1 or Ai  V2 and none of the half-spaces can be
omitted from the intersection. Let us denote by C the matrix whose rows are the vectors
αA1 , . . . , αAr ,−ei1 , . . . ,−eis and by C ′ the matrix defining the shift polyhedron, as
defined in Section 3.
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Definition 5.1. The shift polyhedron of the edge cone of G with respect to C is defined as
aff (R+A) ∩ {x | Cx ≤ −1}.
The proof of the next lemma is not difficult but it is a bit long to be included here.
Lemma 5.2. Let G be a connected bipartite graph. If Q is the shift polyhedron with respect
to C and x ∈ Q, then xi ≥ 1 for i = 1, . . . ,m + n and∑
vi∈A
xi −
∑
vi∈A′
xi ≤ −1
for A  V1 (resp. A  V2 ) such that N(A) ⊂ A′ ⊂ V2 (resp. N(A) ⊂ A′ ⊂ V1 ).
The next result says that the shift polyhedron with respect to C is just the shift
polyhedron.
Theorem 5.3. If G is a connected bipartite graph, then the shift polyhedron Q of the edge
cone of G is given by
Q = aff (R+A) ∩ {x | Cx ≤ −1}.
Proof. It follows from Lemma 5.2 and [16, Lemma 4.8]. 
Remark 5.4. If C A = −B and C ′A = −B ′, where A is the incidence matrix of G, then
B and B ′ define the same blocking polyhedron.
Remark 5.5. According to [1, Chapters 2, 3] and [20, pp. 28–50] there are linear
programming techniques to convert the description of a rational polyhedron given by
a “finite basis” into an irreducible representation as intersection of closed half-spaces
and vice versa. In particular one can compute the vertices and the facets of any rational
polyhedron. These linear programming techniques have been converted into very efficient
routines in several programming environments, see for instance PORTA [6].
The matrices C ′ and B ′ are useful for theoretical reasons, but are not expected to be used
in actual computations. Theorem 5.3 and Remark 5.4, together with PORTA, simplify the
task of finding the generators of ωk[G] by a reduction of the number of inequalities when
using C and B to compute the vertices of the shift and blocking polyhedrons. In conclusion
we can effectively compute a generating set for the ideal ωk[G]. See Example 5.6 for an
illustration. Finding a minimal generating set requires more work, because we must detect
redundant monomials.
To compute the vertices of a shift polyhedron of an edge cone using PORTA we need a
“valid” point. Note that if A = {α1, . . . , αq } is the set of column vectors of the incidence
matrix of G, then the point
α =
q∑
i=1
αi = (deg(v1), . . . , deg(vn+m))
is valid, that is, α ∈ Q.
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Example 5.6. Consider the following bipartite simple graph G:
with bipartition V1 = {v1, . . . , v6} and V2 = {v7, . . . , v11}. The incidence matrix of G,
denoted by A, is the transpose of the following matrix. Below we will display the data
essentially as input files for PORTA, see [8, Example 2.1] and [20, pp. 11–13] for complete
examples of input files and how they can be converted into output files.
Applying PORTA to this input file we obtain an irreducible representation of R+A, which
immediately yields the following representation of Q.
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Applying PORTA to this file we get that the vertices of the shift polyhedron are:
From the equality C A = −B (see Remark 5.4), we obtain that the corresponding blocking
polyhedron is defined by
Applying PORTA to this file we get that the blocking polyhedron Q′ has 173 vertices. The
distinct images of those vertices under the incidence matrix A are:
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Altogether using Theorem 4.8 we get that ωk[G] is minimally generated by eight
monomials corresponding to the first eight vectors above. Thus the Cohen–Macaulay type
of the algebra k[G] is 8; this means that the rank of the last module of syzygies in the
homogeneous resolution of k[G] is 8.
Remark 5.7. Normaliz [4] can be used in practice to compute the a-invariant of k[G]
through the computation of the Hilbert series of k[G]. It is also possible but less efficient
to compute this invariant using algebraic systems such as Macaulay2 [10] or CoCoA [5].
From Theorems 4.1 and 5.3 we obtain an effective method to compute the a-invariant of
k[G] that only requires a description of the shift polyhedron by linear inequalities and to
solve a linear program. See Example 5.8.
Example 5.8. Consider the following bipartite graph G:
In order to estimate the a-invariant of G we set up the next linear program using the
following input file for Mathematica
where the set of inequalities was found using PORTA and comes from an irreducible
representation of the edge cone as in Eq. (7). The answer found is that the optimal value of
this linear program is equal to 5 and is attained at the vertex (1, 1, 2, 1, 1, 2, 1, 1). Hence
by Theorems 4.1 and 5.3 we get that the a-invariant of k[G] is equal to −5.
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6. A family of normal monomial subrings
Here we explain how the methods introduced so far can be used to study the canonical
module and a-invariant of certain more general monomial subrings, other than edge
subrings associated to bipartite graphs. For this purpose we extend the notion of a shift
polyhedron.
Let A = {α1, . . . , αq} be a set of distinct points in Np\{0} and let
R+A = aff(R+A) ∩ H−a1 ∩ · · · ∩ H−ar (ai ∈ Zp)
be an irreducible representation (of the polyhedral cone generated byA) as an intersection
of closed half-spaces, such that the non-zero entries of ai are relatively prime for all i . The
polyhedron
Q = aff (R+A) ∩ {x ∈ Rp | Cx ≤ −1}
is called the shift polyhedron of R+A relative to C , where C is the integral matrix with
rows a1, . . . , ar . If Zp ∩ ri(R+A) = ∅, then Q = ∅.
Proposition 6.1. If Q is the shift polyhedron of R+A with respect to C, then
Zp ∩ Q = Zp ∩ ri(R+A), (8)
and conv(Zp ∩ ri(R+A)) is an integral polyhedron if Zp ∩ ri(R+A) = ∅.
Proof. To prove the equality it suffices to note that a point α is in ri(R+A) if and only
if α ∈ R+A and 〈α, ai 〉 < 0 for i = 1, . . . , r , see [19, Theorem 3.2.1]. The second
assertion follows by taking convex hulls in Eq. (8) and observing that conv(Zp ∩ Q) is
the integer hull of Q, which is a polyhedron by [14, Theorem 16.1] and is integral by [14,
Theorem 17.1]. 
Remark 6.2. Let R = k[x1, . . . , x p] be a polynomial ring over a field k and let
S = k[{xα1, . . . , xαq }] ⊂ R
be the monomial subring of R generated by {xα1, . . . , xαq } over k. Assume that the
following three conditions hold:
(a) there exists 0 = x0 ∈ Qp such that 〈x0, αi 〉 = 1 for all i ,
(b) NA = Zp ∩ R+A, and
(c) the shift polyhedron Q, relative to C , of the cone R+A is integral.
Conditions (a) and (b) imply that S is a standard graded algebra and a normal domain
whose canonical module is the ideal of S given by
ωS = ({xa | a ∈ NA ∩ ri(R+A)}) (9)
(b)= ({xa | a ∈ Zp ∩ ri(R+A)}) (10)
(8)= ({xa | a ∈ Zp ∩ Q}). (11)
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Note that S is graded as follows. A monomial xa with a ∈ NA has degree i if and only if
〈a, x0〉 = i . It is not hard to adapt the proof of Theorem 4.1 to show that the a-invariant of
the ring S is given by
a(S) = −min{〈x0, x〉 | x ∈ Q}. (12)
From the proof of Proposition 4.3 it follows that xβ is a minimal generator of ωS for any
vertex β of Q. Finally using the proof of Corollary 3.7 we get
Q = conv(Zp ∩ ri(R+A)). (13)
Example 6.3. To see why we restricted our study to bipartite simple graphs, consider the
edge subring k[G] = k[{x1x2, x2x3, x1x3}] of a triangle G:
The set A is {(1, 1, 0), (0, 1, 1), (1, 0, 1)}. In this example conditions (a) and (c) of
Remark 6.2 are satisfied, because we can take x0 equal to (1/2, 1/2, 1/2) and note that
the only vertex of Q is α = (1, 1, 1). However condition (b) is not satisfied since α is in
Z3 ∩ R+A and is not in NA. Thus in this example S = k[G] is a normal domain whose
canonical module cannot be expressed using Eq. (10); instead one should use the more
complicated formula for ωS given in Eq. (9). If we use Eq. (12) to compute the a-invariant
of S we obtain that a(S) = −3/2, which is clearly wrong since S is seen to be a polynomial
ring in 3 variables and its a-invariant should be equal to −3.
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