Abstract. The deployment of HEP applications in heterogeneous grid environments can be challenging because many of the applications are dependent on specific OS versions and have a large number of complex software dependencies. Virtual machine monitors such as Xen could be used to package HEP applications, complete with their execution environments, to run on resources that do not meet their operating system requirements. Our previous work has shown HEP applications running within Xen suffer little or no performance penalty as a result of virtualization. However, a practical strategy is required for remotely deploying, booting, and controlling virtual machines on a remote cluster. One tool that promises to overcome the deployment hurdles using standard grid technology is the Globus Virtual Workspaces project. We describe strategies for the deployment of Xen virtual machines using Globus Virtual Workspace middleware that simplify the deployment of HEP applications.
Introduction
The large computational demands of the High Energy Physics (HEP) community have necessitated the wide-spread adoption of grid computing technologies. The HEP community's implementation of this large scale distributed computing strategy typically relies on platform and software uniformity in the computing resources utilized. In particular, the applications used by the HEP community have a large number of software dependencies and often depend on a specific operating system (OS) version. In many cases, computing resources used by HEP grids are dedicated to HEP users, so the OS and software can be dictated by the requirements of the HEP applications. However, this is not possible at many resources. Indeed, many of the computational resources available to the HEP grid community, notably in Canada, are shared with other research communities. In these cases, the OS and software present at a resource may not be compatible with the needs of a particular application. This incompatibility between the applications and the available resources results in resources which cannot be utilized. This paper evaluates how virtual machine (VM) technology, specifically, the Xen VM Monitor [1] , could be used to run applications in shared and heterogeneous grid environments, thus exploiting resources that would otherwise not be available. For Xen VM technology to be useful in a grid environment, a method of deployment is required. To address this, we describe the requirements of a VM system to be used on HEP grids, and investigate how the Globus Virtual Workspaces (GVW) [2] middleware meets these requirements. We then discuss methods for building and deploying encapsulated VM images. Finally, we present the results of a testbed deployment of Xen and GVW. Our results show the promise of Xen and GVW to the HEP computing community.
Components of a VM system for HEP grids
In order to deploy VMs to HEP grids there are three essential components. The first is a VM technology that can meet the performance demands of HEP. The second is a grid middleware that can be used to manage and deploy VMs on grids. The third and often overlooked component is a method which allows HEP users to build or obtain VM images appropriate to their needs.
High Performance VM
VMs add a layer of abstraction between the physical host machine and the OS. The OS of a VM can be selected independently of that of the physical host. This can allow the OS of a host to be selected by the owners of the physical host while allowing them to offer guest machines of a different OS. A shared resource offering the capability of booting VMs provides flexibility in the selection of OS without the onerous and time consuming task of replacing the OS of the resource, while allowing resources to simultaneously satisfy the needs of different applications.
Classically, VMs have suffered from serious performance penalties due to the extra layers of abstraction above the physical machine hardware. High Energy Physics' heavy computation demands require high performance. The Xen Virtual Machine [1] , originating from Cambridge University, is a virtual machine technology that shows promise for HEP applications. Xen has been shown to incur negligible (less then 5%) performance penalties to HEP applications relative to running directly on the physical hardware [3] .
Xen employs a technique called paravirtualization [1] which requires the use of both a modified guest and host Linux kernel. In Xen terminology, the host OS is referred to as the domain-0 (dom-0) and the guest OS is referred to as domain-U (dom-U). Until recently, one had to obtain or compile a modified Linux kernel that was different than the software vendor's kernel. As of the fall of 2007, many major Linux distributions such as RedHat Enterprise Linux (RHEL), SuSe Linux, Fedora Core Linux and Ubuntu Linux have begun to include Xen-capable kernels with their distributions. As a result of the inclusion of Xen in RHEL, it is available in Scientific Linux [5] . Having vendor-supplied kernels increases the likelihood that grid sites would deploy Xen capable kernels. Further, the code to run a kernel in dom-U will be included in the Linux kernel main tree as of kernel 2.6.23 [4] . This inclusion will result in much greater availability of Xen and a higher profile.
Grid middleware for virtual machines
On their own, VMs do not solve the problem of resource heterogeneity. While abstracting the OS from that of the physical host they do not solve the problem of deploying VMs to the grid. A useful grid middleware for HEP would be able to stage in remote VM images, configure the images for the local environment, manage the life-cycle of the VMs, integrate well with existing grid middleware and Local Resource Management Systems (LRMS) such as Torque [6], PBS [7] , Condor [8] , etc. We now discuss these features and how Globus Virtual Workspaces (GVW), an existing grid middleware, implements many of them.
Image Staging -The capacity to stage in remote VM images can offer users complete flexibility to construct images that contain the complete OS and software requirements, as well as the HEP application to be executed. This approach saves the step of pre-deploying a VM, but also presents security questions, some of which will be addressed in section 3.3. Local Configuration -Images must be configured to run in the local environment of a cluster. VMs need to be automatically configured with a suitable IP address, MAC address, and be provided disk space in which to write output data. Any middleware must also ensure that VMs do not interfere with existing physical hosts on a network. Life-cycle Management -A VM must be monitored and controlled throughout its life-cycle (booting, running, shutdown and reboot). Its allocated IP address must be tracked and a site administrator must have the capacity to shutdown or kill a VM easily much like a job would be killed with a LRMS. Middleware Integration -A VM middleware should integrate well with existing middleware to ease deployment burdens and take advantage of existing technology such as certificatebased authentication. LRMS Integration -Integration with a cluster's LRMS allows a site to run both VMs and regular jobs simultaneously in addition to allowing local administrators to manage VMs as they would normally manage jobs. A VM middleware is unlikely to see large scale deployment if it interferes with the pre-existing LRMSs.
GVW, a Globus Project from Argonne National Lab, meets most of the requirements. It features the ability to stage in remote VM images, configure the images for the local environment, manage the life-cycle of the VM, and it is integrated with existing grid middleware, namely, Globus Toolkit 4 (GT4) [9] . GVW provides an integrated mechanism for deploying and managing VMs on remote grid resources using a standard Web Services interface. However it is not yet integrated with an LRMS.
GVW can be divided into three important components. The first component, called Workspace control, exists on the cluster workernodes and manages VMs by calling the Xen Application Programming Interface directly. The second component is a collection of GT4 Web Services installed on the cluster headnode which can be interacted with using Simple Object Access Protocol (SOAP) messages. This headnode component also tracks the status of the VM on the cluster workernodes using a database. The third component is workspace client which resides on an end-user's computer where grid job submission would normally occur.
To submit a VM to a remote cluster the user provides a eXtensible Markup Language (XML) file which describes the properties of the virtual machine they wish to deploy (VM name, RAM requirements, blank space required etc.) and a pointer to the remote location of the image. The user then establishes a valid time-limited grid proxy certificate and submits the VM deployment request to the cluster headnode using the Workspace client. Figure 1 shows the flow of a VM image from a remote repository to a workernode where it is booted. GVW uses a module referred to as a staging adaptor to copy from image repositories to the cluster. Currently there is a module for use with the GT4 Reliable File Transfer Service (RFT), and another for Storage Replica Management [10] is under development. The GVW headnode component manages allocation and assignment of MAC and IP address to VMs, and tracks their status using a database. Users can determine the status of their virtual machine and control it by making queries to the GVW Web Services.
Virtual Machine Image Building
VM image building can be a significant challenge for users. If creating or obtaining a useful image is too difficult or time consuming it is unlikely that anyone would use VM grid middleware once deployed. Hence, it is important to have a simple method for users to obtain images. We will now examine four such methods.
Hard Disk Imaging -The first and most basic method is to install a basic Linux OS to a blank hard disk, boot the machine using a boot-disk like Knoppix [11] , and finally image the hard disk using the dd command. This method is cumbersome in that it requires a spare machine and advanced system administration skills. Loopback Scripts -A similar method uses dd to create a file and some variant of the mkfs command to make the file into a filesystem. The file is mounted as a loopback device. Using a package manager such as the RedHat Package Manager (RPM) [12] , a working set of packages is installed to the mounted filesystem. This requires manual intervention on the part of the user to understand what packages must be installed to make a working image. Provided Images -Rather than have users construct images themselves, pre-built images could be provided. The OS Farm project [13] , from the CERN OpenLab, has created a web based system which allows to users select the OS version and desired options and download the generated image. This is a simple method for users to obtain images, but is limited in that the user is only able to select from the options presented by the site. One limitation of mechanisms that provide users with pre-built images is that it is dificult to anticipate user needs. , which proceeds as it would on a non-VM system using packages from an RPM binary package repository. In addition, a Kickstart [17] configuration can be used to automate the install. The tool also writes a Xen configuration file appropriate to the image. As SL 5 sees adoption within the HEP community, this method will be available to many users. However, virt-manager can only be used with RedHat derivative OSs.
We selected virt-manager to build images for a test deployment because it offers a method familiar to a user that has installed SL, offers flexibility in the configuration of the VM, and will be widely available as SL 5 is adopted.
Test Deployment of Globus Virtual Workspaces
To investigate the feasibility of deploying Xen and GVW, two test systems were established at the National Research Council of Canada in Ottawa (NRC) and the University of Victoria (UVic). These sites were chosen because of their familiarity with GT4 as a result of a recent project [18] to develop a Web Services based metascheduler and resource registry for GridX1 [19] , the Canadian Particle Physics Grid. The ATLAS application [20] was selected as an example HEP application for deployment. Table 1 . Software and hardware configurations of workernodes at UVic and NRC. Figure 2 depicts the test configuration. Within the Physics Department at UVic, a two node cluster with a GT4 headnode was established. The headnode was installed with SL 4.4, GT 4.0.3 and the GVW Technology Preview Release 1.2.3. Each workernode was installed with SL 5.0 because it provides dom-0 kernel support as a part of the distribution. Each workernode mounted an NFS filesystem containing the Workspace control program (described in section 2.2). An analogous system was established at NRC using SuSe Linux 10.2 on both the cluster headnode and workernodes. The full hardware and software of the workernodes at each site is presented in Table 1 . Two images were used to test the configuration. The first was a simple and small (40 MB) ttylinux [21] image. Ttylinux is a minimalist Linux distribution that provides a basic bash shell and other basic Unix programs. It allows for testing of the GVW deployment mechanism with a light weight image.
Test Configuration
The second image was comprised of the ATLAS Distribution Kit [20] 13.0.10 packaged inside an SL 4.5 VM image. The SL 4.5 image was created using the virt-manager tool described in section 2.3. SL 4.5 itself can be packaged into a image of approximately 700 MB, the ATLAS 13.0.20 kit requires 7 GB on disk, thus creating a complete package of 8 GB. To verify that the ATLAS kit was running correctly within the VM a job was setup to run a jet simulation and reconstruction after the image boots. The results were then verified using the ATLAS Run Time Test (RTT) [22] . In addition to the jet simulation, the ATLAS kit validation program was used to evaluate the system. The image was configured to use pygrub [23] which inspects Xen images to determine the correct kernel to boot within the image. This allows the image to bring its the appropriate kernel with it rather then the requirement of having the dom-U kernel present on the host system.
Deployment Results
Ttylinux images were retrieved from a repository using client deployment requests and booted remotely at both UVic and NRC. This test showed that GVW can successfully deploy a simple image to a remote resource.
At UVic both the jet job and the ATLAS kit validation were executed successfully on SL 5.0 workernodes by making a deployment request from Workspace client. Each image booted and executed the jet simulation correctly using an unmodified SL-provided dom-0 Xen kernel on the SL 5.0 workernodes.
Workernode tests at NRC were not successful using the ATLAS image. The image failed to boot with the SuSe provided kernels. During the boot process the images would undergo a kernel panic while trying to mount the embedded ext3 filesystem, and no useful debugging information was provided. In an attempt to gain more information Xen was recompiled from source to version 3.1 and pygrub support was dropped (dom-U kernel was therefore present outside the image). In this configuration the images booted and the ext3 filesystem mounted, however the VM would again kernel panic upon searching for the init program during the boot process. Further work needs to be devoted to finding the source of the kernel panic.
It is clear that inclusion of Xen kernels as a part of distributions does not guarantee that any image will be portable between distributions. These problems may disappear as support for Xen dom-0 kernels becomes more mature within Linux distributions.
It is important to note that the problems seen with the SuSe workernode do not reflect problems with GVW but with compatibility between the dom-U VM and the host OS.
Practical Considerations
At the theoretical maximum speed of gigabit ethernet, and assuming no disk bottlenecks, copying of the ATLAS image takes 64 seconds. Booting time of images is approximately one minute. Because of these overheads, it is clear that jobs that are short relative to these times are not practical.
Running VMs obtained from remote locations raises several security concerns. One of the first steps in making the system less vulnerable to attack is verifying the source of the image. It is possible to sign a complete image file using a user's X.509 grid certificate. A single OpenSSL [24] command can be used to take a one way hash such as SHA-1 and then sign the image. The signature can be verified using the public key. The signature and verification can be accomplished with the following OpenSSL commands: openssl x509 -in~/.globus/usercert.pem -pubkey -noout > pubkey.pem openssl dgst -sha1 -sign~/.ssh/userkey.pem -out vm_image.sha1 vm_image.img openssl dgst -sha1 -verify pubkey.pem -signature vm_image.sha1 vm_image.img Use of signatures could allow cluster administrators to only permit VMs signed by particular users. The group of VM signers would could be a subset of the group of users permitted to run them. This allows experiments to distribute signed VMs which could be used by grid users.
GVW Technology Preview Release 1.2.3 is not integrated with a cluster LRMS and therefore nodes must be dedicated exclusively to running VMs. Because of this lack of integration, a local administrator cannot easily discover the state of the VMs. Integration with an LRMS is essential for GVW to be adopted on shared resources and future releases are expected to address this issue.
Conclusion
Virtual Machines are a promising technology for the deployment of HEP applications to shared and heterogeneous grid resources such as those available in Canada. To make use of VMs on the grid three components are necessary: a highly performing VM, a middleware for VM grid deployment, and a practical method for building VM images.
Xen has been shown to be highly performing VM which is being increasingly adopted among common Linux distributions and within the Linux kernel tree itself. Globus Virtual Workspaces (GVW) is an effective VM grid middleware; it can stage in remote VM images, configure the images for the local environment, manage the life-cycle of the VMs, and integrates well with existing grid middleware. GVW is not yet integrated with Local Resource Management Systems, however this is expected in future releases. Several methods of VM image building were investigated. The RedHat tool virt-manager proved to be simple and flexible. It will also be widely available as it is part of the Scientific Linux 5.0 distribution.
We have demonstrated that GVW can be used to deploy a HEP application such as the ATLAS distribution kit to remote resources. We have successfully deployed an SL 4.5 VM containing the ATLAS distribution kit on an SL 5.0 cluster using GVW. Finally, we have shown that inclusion of Xen with a distribution does not guarantee that all Xen images are usable: this was illustrated with the failed VM deployment to a SuSe Linux cluster. In the future we plan to further investigate this incompatibility and continue the evaluation of virtual machines on grids for HEP user analysis and production.
