Abstract The discovery of small world properties in realworld networks has revolutionized the way we analyze and study real-world systems. Mathematicians and physicists in particular have closely studied and developed several models to artificially generate networks with small world properties. The classical algorithms to produce these graphs artificially make use of the fact that with the introduction of some randomness in ordered graphs, small world graphs can be produced. In this paper, we present a novel algorithm to generate graphs with small world properties based on the idea that with the introduction of some order in a random graph, small world graphs can be generated. Our model starts with a randomly generated graph. We then replace each node of the random graph with cliques of different sizes. This ensures that the connectivity between the cliques is random but the clustering coefficient increases to a desired level. We further extend this model to incorporate the property of community structures (clusters) found readily in real-world networks such as social, biological and technological networks. These community structures are densely connected regions of nodes in a network that are loosely connected to each other. The model generates these clustered small world graphs by replacing nodes in the random graph with densely connected set of nodes. Experimentation shows that these two models generate small world and clustered small world graphs, respectively, as we were able to produce the desired properties of a small world network with high clustering coefficient and low average path lengths in both cases. Furthermore, we also calculated relative density and modularity to show that the clustered networks indeed had community structures.
Introduction
Small world networks can be readily found in many realworld systems such as social networks (Wasserman and Faust 1994; Scott 2000) , economic networks (Kirman 1997) , transportation systems (Guimera et al. 2005; Rozenblat et al. 2000) , epidemic spreading (Pastor-Satorras and Vespignani 2001), metabolic networks (Jeong et al. 2000; Bilke and Peterson 2001) , food web (Montoya and Solé 2002) and so on.
The discovery of small world properties has enabled researchers to understand, improve and manipulate these networks for useful applications. As an example, the spread of disease or epidemics has been well studied in social networks and small world properties have been used to devise strategies to isolate and quarantine infected communities (Moore and Newman 1999) . Similarly, online social communities (Rosen et al. 2011) , stock affiliation (Solis 2009 ), air transportation (Discazeaux et al. 2007 ), metabolic networks (Wagner and Fell 2000) are all examples where small world properties have been very useful to analyze these networks and enhance decision making processes.
Small world networks have two structural properties (Watts and Strogatz 1998) , the small world effect and clustering. The small world effect is the concept where any two nodes in a network are connected to each other through a small path. Quantitatively, this concept is captured using the metric called average path length (APL) which for any network, gives a value representing on average how far apart any pair of nodes lie in the network. Random networks also exhibit this property as typical APL values for any random network are low (Reka and Barabási 2002) .
The second property of small world networks is clustering which is also referred to as transitivity (Newman 2003) or the fraction of transitive triples in a network (Wasserman and Faust 1994) . This is to avoid confusion from the concept of community structures or clusters (Girvan and Newman 2002; Brandes and Erlebach 2005) . The concept of clustering is the idea where two nodes having a common neighbor have a high tendency to be connected to each other. This property can be measured through the metric called clustering coefficient (Watts and Strogatz 1998) . When compared with a random network, this property is only present in real-world networks as in case of random networks every node has an equal probability of connecting to any other node; thus transitive triples or triads 1 are rarely formed in a random network. Many models have been proposed that artificially generate networks with small world properties. These models are quite useful as they can be used to construct artificial networks with desired properties and sizes that mimic realworld networks. These generated networks can then serve as test beds to facilitate various experimental and empirical studies. Furthermore, these models provide us with insight into many real-world systems and the methods to identify their structure and the methods to analyze them.
In this paper, we introduce a novel algorithm to generate small world networks from random networks. The classical model of Watts and Strogatz (1998) suggests that, with the introduction of randomness in an ordered world, we can obtain small world networks. We demonstrate that with the introduction of small ordered components in a random world, we can still obtain a small world network. We then discuss the concept of community structures present in many real-world networks and show how this model can be used to generate small world networks with community structures. Experimental results clearly show that the proposed model can be used to generate small world as well as clustered small world networks.
The novelty of our approach lies in the idea that we control the connectivity patterns of nodes in the generated small world network. By this, we mean that we embed structurally well defined groups of nodes (cliques or densely connected set of nodes) as compared with most of the other approaches present in the literature where the sole objective is to introduce triads to increase the overall clustering coefficient, thus generating small world graphs. Although the real-world social networks contain many triads (Simmel and Wolff 1950; Tsourakakis et al. 2011 ), this does not mean that they contain only triads. Cliques of various sizes must be present in artificially generated small world networks making them closer to real-world networks. The proposed model allows this flexibility that cliques of different sizes can be introduced in a network using this model.
The proposed model also allows extension to generate small world graphs with clusters. To the best of our knowledge, all the other models of small world graphs do not generate clustered graphs. Since the presence of clusters has been widely studied in social and other networks (Scott 2011) , this model provides an interesting alternative to existing models where we want to generate clustered graphs with small world properties.
Another important property of real-world networks observed by Albert and Barabasi (Barabási and Albert 1999) is the degree distribution of nodes following powerlaw, also known as scale-free distribution. Networks having power-law degree distribution are also known as scalefree networks. In this paper we focus only on small world networks and their relationship with random networks and thus limit our discussion throughout this paper to the two structural properties of small world networks, the clustering coefficient and the average path length. We also limit our literature review to models that generate only small world networks without scale-free properties although these models are briefly cited for the sake of completion.
The article is structured as follows: In the next section we review different models of small world networks. In Sect. 3 we give the details of the proposed model to generate small world networks based on random networks. Next, we discuss the concept of community structures and how the proposed model can be extended to generate small world networks with community structures. Finally, we conclude in Sect. 5 giving future research directions.
Related work
First we discuss the classical model of Watts and Strogatz (WS) (1998) . The model starts with a completely regular network of n vertices where each vertex is connected to its k nearest neighbors, for a given value of k. This forms a regular graph as shown in Fig. 1a. 2 Then, each edge is rewired with a given probability p by choosing randomly a new vertex to connect. For a regular graph, the clustering coefficient is very high as neighbors are well connected to each other forming triads. The average path length is also very high as nodes only connect to their neighbors and distant nodes lie far apart from each other. Randomly rewiring a few edges introduces edges connecting nodes lying at long distances, and as a result, the overall average path length decreases generating a small world network as shown in Fig. 1b . Continuing the process of random rewiring, we end up rewiring all the edges in the initially generated regular graph obtaining a completely random network as shown shown in Fig. 1c . An important observation here is that we start with a completely regular network and the introduction of randomness transforms the graph to a small world network. Although this basic model was published earlier, the study of these models started with another model published later by Watts (1999) as alpha model. The idea is to capture two extreme worlds, a completely ordered world and a completely random world with a set of interaction rules. The completely ordered world is represented by what the authors call caveman graphs. These graphs consists of isolated cliques called caves. Within each cave, everyone is connected to every other person, but people from different caves do not communicate to each other. As a new person connects to someone from a cave, it almost immediately connects to everyone in the same cave. This results in the presence of high clustering coefficient as large-size cliques also contain triads. At the other extreme, is the world where everyone can communicate to every other person irrespective of their previous connectivity. The probability of two people communicating is equal and thus new connections are formed completely at random. Based on these two interaction rules, we could construct a network evolving over time where new connections are alternately made according to one of the two specified interaction rules. Between the two extreme worlds, there lies a set of networks where order and randomness find an equilibrium such that there is enough order to have caves resulting in high clustering coefficient and there is enough randomness to have randomly connected nodes resulting in low average path length of the network. This set of networks has small world properties and can be tuned using the alpha parameter of how new connections chose the interaction rules. The idea is quite simple and tries to find a balance between an ordered graph and a random graph to generate small world networks. Newman and Watts (1999) (Newman 2001 ) networks using random bipartite graphs.
The above-mentioned idea is also used by Guillaume and Latapy (2004) as they identify bipartite graph structure as a fundamental model of complex networks by giving realworld examples. The model proposed can be used to generate small world and scale-free graphs or just small world graphs depending on the degree distribution imposed on the bipartite graph. The two disjoint sets of a bipartite graph are called bottom and top. At each step, a new top node is added and its degree d is sampled from a prescribed distribution which can either be a uniform distribution or a power-law distribution. To generate the unipartite version from this bipartite graph, all the bottom nodes connected to a common top node are connected to each other forming cliques. The process is repeated for each top node to obtain the entire network. The process is illustrated in Fig. 2 where (a) shows a bipartite graph and (b) shows the unipartite graph generated from it. As a result of this model, we obtain random small world networks but the boundaries between the cliques cannot be identified as cliques overlap due to the inherent bipartite structure in the network. These boundaries can be implanted in the bipartite graph initially generated, but it will no longer remain randomly generated and would be a modified random bipartite graph. This model is quite useful to generate small world networks having inherent bipartite structure, but our goal is to have a generic model which is not dependent on a bipartite structure. Moreover, our objective is to generate a small world network which emerges from the random connectivity of small Another variation to the basic WS model was proposed by Kasturirangan (1999) to generate small world networks. The author proposes the idea that the small world effect in networks does not occur due to random re-wiring of edges but due to multiple scales of network. These scales are formed due to the presence of high degree nodes which are responsible for reducing the overall average path length of a network. The model starts with a regular network just as the WS model and introduces high degree nodes by selecting randomly chosen vertices. Again this model uses a regular network and differs from our objective where we want to have well-defined boundaries between small groups of nodes, to demonstrate that a certain amount of randomness can occur between groups of nodes, and still the network can exhibit small world properties. This is different from the classical WS model where introducing random edges does not force well-defined boundaries between well-connected nodes.
Another model based on similar justifications was proposed by Kleinberg (2000) who used the notion of searching in these networks and how people are so efficient in finding these short paths. Developing a model based on how individuals do it in real-world networks, the model will be more realistic and close to how networks are structured. The model again starts with a regular network and add random links to it, but the probability of a random link decreases with their distance as measured in the regular graph. Again this research is directed towards the understanding of how short paths occur in networks but the underlying network is kept regular. A good review of these small world models can be found in Newman (2000) . Barabasi and Albert (1999) proposed a model to generate graphs with only scale-free properties. Other researchers have proposed a number of artificial network generation models such as (Holme and Kim 2002; Dorogovtsev and Mendes 2002; Liu et al. 2005; Wang et al. 2006; Fu and Liao 2006; Klemm and Eguiluz 2002; Catanzaro et al. 2004; Wang and Rong 2008; Guo and Kraines 2009 ). These models generate small world and scale-free networks. Most of these models introduce triads to increase the clustering coefficient of the entire network and nodes connect using the preferential attachment rule to have a scale-free degree distribution. These models are extensively reviewed in (Zaidi 2010) . The author has also proposed another model to generate clustered small world and scale-free graphs based on several social traits; readers can refer Zaidi (2010, chapter 4) for more details.
Models focussing on domains such as social networks (Robins et al. 2007 ) have also been studied where the goal is to develop more realistic models based on actual data instead of generalized structural properties. One notable class of such algorithms is the exponential random graphs (Snijders et al. 2006 ), but these algorithms do not focus on small world properties and are not considered in this study.
Proposed model
In this section we present the proposed model to generate small world networks from random networks. As opposed to WS model, we start with a random network. In the first step we generate a random network using the model of Erdös and Rényi (1959) . In the next step, we replace each node in the random network with a triad, which is a set of three nodes connected through three edges forming a clique of size 3. In the final step, for each edge, in the random network an edge is placed between the two triads that replaced the original nodes in the initial random network connecting one of the randomly selected nodes from each triad. The final network thus obtained exhibits the two structural properties of a small world network. Figure 3 illustrates the steps of the proposed model. In Fig. 3a the random network generated using (Erdös and Rényi 1959 ) is shown with five nodes. Figure 3b represents the second step of the proposed model where all the nodes are replaced with triads. Finally in step 3 shown in Fig. 3c , edges connecting the initial random network are connected to the one of the randomly selected nodes of the triads that replaced that particular node in step 2. Steps 2 and 3 transforms the random network into a small world network.
The introduction of triads increases the overall clustering coefficient of the network which is one of the basic properties of small world networks. The connectivity of these newly introduced triads in the network is based on the initially generated random network. We already know that random networks also have the property of small world effect (Reka and Barabási 2002) , and thus the average path length in the generated network remains low. It is easy to show that since the proposed model replaces nodes with triads, but the connectivity of these triads is governed by the initially generated random network, the average path length of the entire network remains low for the newly generated network.
Networks generated using this model indeed generate small world networks as shown from the values of clustering coefficient and average path length in Table 1 . Since the metric clustering coefficient measures the presence of triads in a network, replacing triads for nodes in a random network statistically satisfies the properties of a small world network with high values of clustering coefficient but for real-world networks, larger size cliques may also exist. A simple modification to this basic model, instead of using triads we can use cliques of larger sizes. Table 1 also shows the values of clustering coefficient and average path length when cliques of size 5 are used instead of 3. This value can be used as a parameter for the proposed model along with a randomly generated network which is given as input. Clearly the network thus generated also has small world properties. This idea can be further expanded to replace cliques of varying sizes to generate a small world network and need not be a constant value. This can be a range between two constants or can be selected from an arbitrary distribution depending on how and why this artificially generated network is going to be used. Domain knowledge can also be used to determine the size of these cliques which can vary drastically from one domain to the other.
Experimental results are tabulated in Table 1 where we generate artificial networks for two different sizes of networks with different node-edge densities. This is to demonstrate the robustness of the proposed model. We use the ER model, the WS model and the proposed model for two different values cliques sizes 3 and 5. Results clearly show that the proposed model generates a small world network when compared with the statistics for a random network and the values are quite close to that generated by a WS model.
Based on the random network initially generated, it is easy to calculate the number of nodes and edges the generated small world network will have using the proposed model. For clique size k and given a random network with nodes n and edges e, the proposed model generates a network with nodes n 0 given by Eq. 1 and edges e 0 given by Eq. 2.
This simple experiment with four artificially generated graphs confirmed our hypothesis to generate small world networks from random graphs. We performed an extensive experiment using the proposed model where we generated 100 graphs each with k = 3 and k = 5 for different graphs sizes and densities. The APL and CC values are plotted for the generated graphs in Fig. 4 . For this experiment, we generated random graphs between sizes 100 and 1000 with edge/node ratio randomly generated between (Barabási and Albert 1999; Department and Kasturirangan 1999) . Results   Fig. 3 Steps of the proposed model. a Random network. b Nodes replaced by triads. c Edges connected to randomly selected newly added nodes clearly show that the proposed model for these parameters consistently generated small world networks as average APL values for the generated 100 graphs were 5.38 and 5.31, and the average CC values were 0.44 and 0.52 for k = 3 and k = 5, respectively.
Community structures in random and small world networks
Another important property of networks is the presence of community structures or clusters. It is defined as the decomposition of nodes into 'Natural Groups' (Schaeffer 2007) . A more precise and mathematically quantifiable definition of a cluster is a set of vertices with high interconnectivity among vertices of the same cluster and low connectivity of vertices of different clusters (Brandes and Erlebach 2005) . There are several cluster evaluation metrics that try to evaluate the quality of a clustering algorithm on the basis of this ratio . One such metric is the relative density (Mihail et al. 2002) (RD) . It calculates the ratio of the edge density inside a cluster to the sum of the edge densities inside and outside that cluster. The final relative density is the averaged sum of the these individual relative densities for all clusters and is given by the following equation:
In the above equation, the term deg int ðC i Þ is the internal degree of cluster C i defined as the number of edges connecting vertices in cluster C i and the term deg ext ðC i Þ is the external degree of cluster C i defined as the number of edges connecting vertices from cluster C i to vertices of other clusters.
This definition of cluster is quite different from the metric earlier discussed called clustering coefficient. Clustering coefficient only tries to capture the presence of triads in a network where as a cluster tries to capture the notion of how densely connected a set of vertices is, regardless of the presence of triads. Two graphs are shown as a simple example in Fig. 5 to highlight the differences of the two metrics. Both these graphs have 17 nodes and 28 edges making their node-edges density equal. The graph of Fig. 5a is built using quads, which we define as a set of four vertices connected through four edges forming a cycle (or a circuit). This clearly suggests that there are no triads in this graph. On the other hand, the graph of Fig. 5b is built using triads. The clustering coefficient for the two graphs is 0.0 and 0.69, respectively. Consider if these two graphs are subgraphs of a another graph and we want to group them as clusters, the clustering co-efficient would only allow graph (b) to be clustered, whereas in terms of the definition of a cluster, both have equal internal degree and either both should be clustered or both should not be clustered depending upon the overall topology of the network.
Coming back to the proposed model, let us consider another example of a random graph and the generated small world graph shown in Fig. 6 . Clique size k is set to 5 for this generation of small world graph. If we compare our definition of a cluster to this small world network, clearly we can see that the replaced cliques are extremely good candidates to be considered as clusters or natural groups in the network. The internal degree of each clique is the highest possible value since every node is connected to every other node in a clique. The external degree is not very high and in some cases, the external degree is as low as possible which is 1 for the cluster to be connected to the entire network.
Calculating the relative density (RD) from Eq. 3, we get the value of 0.86 which suggests a very good clustering in terms of RD. The idea can be further expanded to replace the nodes in the initial random network with not only cliques of larger sizes but also with densely connected set of nodes. These densely connected group of nodes have certain social implications from our real world. People usually socialize in groups, as we have a group of friends at school, at work and in the family where every person knows the other person. This justifies the introduction of cliques or densely connected set of nodes in the graphs that are supposed to represent real-world structures from our society. These closely knit group of nodes represent clusters of people in our real world. Thus the proposed model can be used to produce clustered small world artificial networks. An important perspective to this application of the proposed method is that the clusters connect to each other randomly and with minimal external degree.
This connectivity pattern is different from how realworld networks connect to each other as clusters are not so well isolated from the rest of the network. One solution to resolve this interconnectivity of the clusters is that currently in the proposed model, we only replace nodes with cliques in the initially generated random network. We can also replace these single edges between clusters with more than one edges to increase the external degree of a cluster. This step will create fuzzy boundaries between clusters depending upon how high the external degree of a cluster is as compared with the internal degree. We summarize the modifications proposed to the basic models below:
-Instead of replacing nodes with cliques, densely connected set of vertices can be chosen. This requires four parameters, the minimum and maximum size for the set of vertices, the internal node-edge density and the clustering coefficient for the set of vertices. -The edges in between nodes of the initially generated random network can be replaced with more than one edges. This connects nodes of the two set of vertices with more than one edges. The number of edges replaced determines the external node-edge density of the set of vertices representing clusters. This number can be taken as input from the user or can be generated randomly between 1 and the maximum number of edges possible between the two set of vertices.
After the aforementioned two modifications, the proposed model can be used to generate clustered artificial networks with small world properties where the internal and external densities are parametrized. The low external degree and high internal degree of clusters ensures a wellstructured small world network with well-defined clusters. The interconnectivity of clusters is based on the initially generated random network and these clusters communicate to each other randomly.
The process is graphically depicted in Fig. 7 . Again we start with a random network as shown in Fig. 7a . In the second step, nodes a and d are replaced with densely connected set of vertices where the size of each group is . This example shows that nodes can be densely connected even if the clustering coefficient is low Fig. 6 a Shows a random network with five nodes and four edges. b Shows the small world network generated using the proposed model for k = 5. We can consider each clique as a cluster in this generated small world network Small world networks and clustered small world networks 57 again chosen randomly. The resultant graph is shown in Fig. 7b . In step 3, the edge connecting nodes a and d in the initial random network is removed to be replaced by multiple edges connecting vertices of the two newly introduced sets of vertices. The number of edges to be added in between these newly added set of vertices can be given as parameter and the nodes to be connected from the two sets with these edges can be chosen randomly. It is easy to show that the network thus generated again is a small world network as the nodes are replaced with set of vertices with high clustering coefficients. The interconnectivity of these clusters is based on the initially generated random network so it also exhibits the small world effect.
We mention another metric called Modularity (Q) (Newman and Girvan 2004) to evaluate the quality of clusters. This metric has also been used by clustering algorithms (Newman 2004 ) to obtain clusters from a network.
The metric values range from 0 to 1 where 0 suggests poor clustering and 1 suggests the best clustering possible. Mathematically, for a specific division of a network into C clusters, a symmetric matrix c can be defined as C Â C whose element c ij is the fraction of all edges in the network that link nodes in community i to nodes in community j. For this clustering, the modularity (Q) can be defined as
The term Tr c refers to the trace of the matrix c which gives the fraction of edges in the network that connect vertices in the same community. The term c 2 is the squared sum of the elements of matrix c. Modularity tries to capture the idea that if a particular clustering gives no more internal degree than would be expected by a random network, then clustering this set of vertices would give a poor value. If we look at the proposed model, this is exactly what we are trying to mimic when we introduce densely connected set of vertices in place of randomly connected nodes. The newly added set of vertices is expected to have a high density and thus high internal degree and low connectivity with nodes of other clusters, to have low external degree. Table 2 shows the results of generating clustered small world networks using the most basic form of proposed model. We replace nodes with cliques of fixed sizes instead of randomly choosing the size, density and clustering coefficient of vertices. These cliques are clustered to form communities in the generated networks. Single edges between the nodes in the random network are not replaced with more than one edge. The results are shown for two different sets of graphs with different sizes and node-edge densities. The low average path lengths and high clustering coefficients clearly show that the generated networks have small world properties. We have used RD and Q metric to evaluate the quality of clusters produced using this proposed model and the obvious high values justify the grouping of nodes as clusters. These high values can be easily be tuned to desired values. For instance, to decrease these values, we can introduce more inter-cluster edges or we can reduce intra-cluster densities. The small world properties of generated networks can be observed with low APL average path length, CC clustering coefficient values Analyzing the proposed model, it is interesting to observes that we have used the idea of caves from the alpha model (Watts 1999) to generate a small world network. When we generate a random network in the first step, it is to decide the number of caves our small world network will have and how these caves would be connected. When we extend this basic model to replace single edges with more than one edge, we modify the inter-connectivity of caves which can be used as a tunable parameter to control the external degree of a cluster. The size of each cave, the density and clustering coefficient are other parameters that can help users to generate tunable clustered small world networks. Thus, this model is useful to develop networks with desired structural as well as statistical properties for a small world network.
We performed a simple experiment to test how the proposed model behaves if we recursively apply it to the generated network. The idea was to explore the possibility of using the proposed model to generate hierarchies in small world networks as several researchers have shown the presence of hierarchical organization of real-world networks, specially using divisive and agglomerative clustering algorithms (Girvan and Newman 2002; Newman 2004; Auber et al. 2003) . Recursive application of the proposed model kept the clustering coefficient high but the average path length increased linearly as the number of nodes increased in the network. This is because recursively replacing nodes with cliques resulted in increase in the distances between the nodes in the newly generated networks. To reduce these distances, new random connections were added to reduce the overall average path length of the network. Since this addition lead to major changes in the proposed model, we leave further discussion as part of future work and limit this study to generating networks without hierarchical structures.
Again this simple experiment with four artificially generated graphs confirmed our hypothesis to generate clustered small world networks from random graphs. We performed an extensive experiment using the proposed model where we generated 200 graphs where the paremeters were changed after the first 100 graphs generated. The five parameters used are the number of cliques (or clusters) to be added in the graph. This is essentially the number of nodes in the initially generated random graph. The next two parameters are the minimum and maximum sizes of the cliques that will replace the nodes in the random graphs. The fourth parameter is the percentage of edges to be removed from the graph containing cliques which reduces the overall density of clusters. And finally the percentage of edges to be added between different clusters to increase the intercluster density of the clustered graph. For this experiment, we generated random graphs between sizes 100 and 1,000. The clique sizes varied between (Catanzaro et al. 2004; Newman 2000) and were randomly generated for each cluster and for each graph. Both these ranges remain unchanged for all the 200 generated graphs. The percentage of edges to be removed from the cliques varied between [0,10] and [0,40] for the two sets of 100 graphs. Similarly, the percentage of edges to be added between clusters varied between [0,10] and [0,40] . The percentages were calculated on the basis of the total number of edges present in the graph after the cliques were added to the graph. Once these clustered graphs were generated, the RD and Q values were calculated and consistently high values were obtained for the 200 graphs generated. These high values suggest that the generated graphs had indeed community structure clearly present. Results are shown in Fig. 8 .
One such graph is shown in Fig. 9 where we generated a random graph of 10 nodes and 25 edges. These ten nodes were then replaced by cliques of different sizes and 10% of the total edges of these cliques were removed, thus making a graph of 67 nodes and 197 edges. The average clustering coefficient of this graph is 0.68 and the average path length is 3.29. Considering these clusters, we calculate the Q metric which turns out to be 0.86 and the RD value to be 0.76. This simple example demonstrates that indeed our model works well to generate small world clustered networks. Considering the two extremes for our model,when we simply replace the nodes in a random graph with cliques representing communities, we have a small world network with high clustering coefficient and small average path length. As the model can be parameterized, if we keep reducing the number of edges inside a cluster (intracluster edges) and keep increasing the number of edges between these clusters, we will end up with a completely random graph since all the intracluster edges will be removed (thus removing all the triads) and many intercluster edges that randomly connect nodes from different clusters will increase. We performed this experiment to show how the small world graph changes to a random graph if the process of removing intracluster edges and adding intercluster edges is performed iteratively. The results are tabulated in Tables 3 and 4 . These results were generated when the initial random graph contained 100 nodes and 400 edges. These nodes were replaced by cliques of varying sizes between 5 and 10. Table 3 shows the results when different percentages of the intracluster edges are removed from the clusters. We used the percentage ranges from 0% to 90% to remove edges from the cliques where 0% means no edge was removed from the cliques and 90% means 90% of the total possible edges inside clusters were removed. From Table 3 and Fig. 10a , c, we can clearly see that removing these edges linearly reduces the clustering coefficient of the generated graph while slightly increasing the average path length of the entire graph. Table 4 shows the results when the intercluster edges are gradually added to the graph. We increased the edges by multiplying the originally present edges (for these generated graphs, we used n = 100 and e = 400) with a factor ranging between 1 and 10 where 1 means no change in the existing number of edges and 10 means original edges were replaced with 400 9 10 = 4,000 edges in this particular case. From Table 4 and Fig. 10b, d , we can clearly see that adding these edges linearly reduces the clustering coefficient of the generated graph while slightly decreasing the average path length of the entire graph.
From this final set of experiments we can observe the linear change in the Q and RD values that decreases with the decrease in the intracluster edges and increase in the intercluster edges. These values along with the low values of clustering coefficient represent the absence of triads and community structures in a graph where nodes connect randomly to each other. Fig. 9 Shows a graph generated using the proposed model where the initial random graph contained 10 nodes and 25 edges. These nodes were replaced by cliques of size 5-10. Color encoding represents nodes belonging to the same cluster with 25 intercluster edges (color figure online) The values are plotted for removal percentage where for example 90% signifies that 90% of the total edges present inside a network were remove 5 Conclusion and future research perspective
In this paper, we have introduced a novel algorithm to generate small world networks based on random networks. The novelty of the proposed algorithm is the introduction of inherent randomness in the connectivity patterns of groups of nodes. We demonstrate that with the introduction of some order in a random world, we can still produce graphs with small world properties. The model is further extended to generate small world networks with well-defined The originally existing edges are multiplied by the number of times for example 9 signifies that (400 9 9) intercluster edges were added to the network Fig. 10 Shows the behavior of clustering coefficient and average path length as we decrease intracluster edges and increase intercluster edges. a Clustering coefficient drops linearly as intracluster edges are removed. b Clustering Coefficient again drops as intercluster edges are increased. c Average path length increases slightly as intracluster edges are removed. d Average path length decreases slightly as intercluster edges are added to the network community structures. An extended literature review suggests that this is the first attempt to generate clustered small world graphs. Experiments clearly show that the generated networks exhibit desired small world and clustered small world properties. We also tested the proposed model to generate hierarchical structures in small world networks. We recursively used the model to generate hierarchies which resulted in networks with high clustering coefficient but the average path length also increased linearly with the introduction of each level. We intend to explore this direction to be able to generate small world networks with hierarchies. We also intend to extend this study for scale-free networks where the idea is to have clustered scale free networks generated artificially.
