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Indonesia merupakan negara dengan berbagai macam keanekaragaman hayati. Salah 
satu kekayaan jenis flora atau tanaman adalah tanaman obat. Tidak semua jenis 
tanaman obat dapat diingat oleh masyarakat karena masyarakat memiliki daya ingat 
yang terbatas.  
 
Selain itu, banyaknya jenis tanaman obat membuat adanya kesalahan dalam proses 
pengenalan jenis tanaman obat. Penelitian ini memproses gambar daun menggunakan 
pemrosesan citra. Data yang digunakan dalam penelitian ini 189 data yang terdiri dari 7 
jenis tanaman obat. Ekstraksi ciri yang digunakan adalah 21 ciri yang meliputi ciri 
bentuk, ciri tekstur dan ciri warna.  
 
Hasil ekstraksi ciri akan diidentifikasi dengan menggunakan jaringan syaraf tiruan 
backpropagation. Percobaan klasifikasi dengan backpropagation menghasilkan akurasi 
optimal 91%. Hasil tersebut dihasilkan dengan menggunakan data tidak normalisasi dan 
3 fold. Arsitektur yang digunakan dengan masukan 21 ciri, 40 neuron pada layer 
tersembunyi 1 dan 15 neuron pada layer tersembunyi 2.  
 
Hasil tersebut didapat dengan fungsi trainscg, fungsi aktivasi tansig. Keyword : 
identifikasi, tanaman obat, citra, jaringan syaraf tiruan backpropagation. 
PENDAHULUAN Indonesia merupakan negara dengan berbagai macam 
keanekaragaman hayati. Terdapat berbagai macam flora maupun fauna yang dapat 
ditemui pada berbagai daerah di Indonesia. Salah satu kekayaan jenis flora atau 
tanaman adalah tanaman obat.  
 
Sebagai negara yang berada di daerah tropis, Indonesia mempunyai potensi tanaman 
obat terbesar di dunia setelah Brazil. Indonesia sebagai salah satu negara yang memiliki 
hutan hujan tropis terbesar di dunia memiliki potensi sebagai produsen tanaman obat 
dunia. Dari 40.000 jenis tumbuh-tumbuhan obat yang dikenal di dunia, 30.000 nya 
disinyalir berada di Indonesia [1].  
 
Tanaman obat merupakan tanaman yang bisa digunakan untuk obat-obatan dan 
kosmetik dan bisa dikonsumsi secara langsung atau melalui proses pengolahan 
[2].Tanaman obat sering juga disebut sebagai tanaman herbal merupakan tanaman 
yang mempunyai nilai lebih dalam pengobatan. Sekarang ini, obat medis sudah banyak 
dan semakin maju namun eksistensi tanaman herbal sebagai obat masih banyak 
digunakan oleh masyarakat [3].  
 
Tidak semua jenis tanaman obat dapat diingat oleh masyarakat karena masyarakat 
memiliki daya ingat yang terbatas. Selain itu, banyaknya jenis tanaman obat membuat 
adanya kesalahan dalam proses pengenalan jenis tanaman obat. Sebagian besar 
masyarakat memiliki pengetahuan yang kurang tentang jenis tanaman obat [4].  
 
Diperlukan informasi yang cukup untuk mengetahui jenis tanaman herbal supaya tidak 
salah dalam identifikasi untuk pengolahan lebih lanjut. Maka dari itu, untuk membantu 
mempermudah pengenalan jenis tanaman obat dibutuhkan suatu sistem yang dapat 
mengenali tanaman obat secara otomatis. Penelitian tentang Identification of Selected 
Medical Plant Leaves Using Image Features and ANN menggunakan 4 ciri bentuk, 3 ciri 
warna dan 13 ciri tekstur [5].  
 
Proses identifikasi menggunakan 1 layer tersembunyi dan 10 neuron mendapatkan 
akurasi tertinggi sebesar 94%. Berdasarkan penelitian tersebut maka penulis ingin 
menggunakan ekstraksi ciri bentuk daun, tekstur dan warna dengan metode Jaringan 
Syaraf Tiruan Backpropagation untuk mengenali daun tanaman obat.  
 
Penelitian ini akan mencoba mengetahui bagaimana jaringan syaraf tiruan 
backpropagation (propagasi balik) mampu secara otomatis mengenal tanaman obat 
dengan baik dan berapa akurasi yang didapatkan dari proses tersebut. Melalui 
penelitian ini diharapkan dapat mengenali daun tanaman obat secara otomatis dan 
dapat mengetahui tingkat keberhasilan sistem.  
 METODOLOGI PENELITIAN / Gambar 1. Gambaran Umum Penelitian ini bertujuan untuk 
mengenali jenis tanaman obat berdasarkan daun secara otomatis dan mengetahui 
tingkat keberhasilannya. Gambaran umum dari pengenalan otomatis tanaman obat ini 
dapat dilihat pada Gambar 1.  
 
Data Data yang digunakan dalam penelitan ini adalah gambar atau citra dari daun 
tanaman obat. Data citra daun yang digunakan untuk pengenalan daun tanaman obat 
ini diambil dari lingkungan sekitar di daerah Kalibawang, Kulon Progo. Teknik yang 
digunakan dalam pengambilan data ini adalah teknik observasi. Observasi dilakukan 
dengan pengamatan menggunakan panca indera untuk memperoleh informasi.  
 
Terdapat 7 jenis tanaman obat yang digunakan dalam penelitian ini yaitu cabe jawa, 
jambu biji, jeruk purut, mangkokan, murbei, sirih, salam. Setiap jenis tanaman obat 
terdapat 27 sampel daun. Sehingga total data yang digunakan adalah 189 data. / 
Gambar 2. Daun Cabe Jawa _/ Gambar 3. Daun Jambu Biji _ _/ Gambar 4. Daun Jeruk 
Purut _/ Gambar 5. Daun Mangkokan _ _/ Gambar 6. Daun Murbei _/ Gambar 7. Daun 
Salam _ _/ Gambar 8.  
 
Daun Sirih _ _ Preprocessing Preprocessing yang akan dilakukan dalam penelitian ini 
antara lain grayscalling, binarisasi, penghilangan bayangan, pengubahan warna 
background menjadi putih, deteksi tepi dan cropping. Ekstraksi Ciri Penelitian ini akan 
menggunakan ekstraksi ciri bentuk, warna dan tekstur. Berikut penjelasan mengenai 
ekstraksi ciri.  
 
Ciri Bentuk Terdapat beberapa ciri yang dapat diekstrak melalui bentuk fisiknya antara 
lain [6]: Physiological length (L) merupakan jarak antara ujung dan pangkal daun. 
Physiological width (W) merupakan jarak terpanjang dari garis yang memotong tegak 
lurus physiological length. Leaf area (A) merupakan penghitungan jumlah pixel pada 
obyek daun. Leaf perimeter (P) merupakan penghitungan jumlah pixel pada tepi daun.  
 
Slimness Slimness atau kerampingan adalah perbandingan antara panjang daun dan 
lebar daun ????????????????= ?? ?? (1) Form Factor / Roundness ??????????????????= 
4???? ?? 2 (2) Rectangularity ????????????????????????????= ???? ?? (3) Rasio keliling 
dengan panjang dan lebar ??????= ?? (??+??) (4) Ciri Tekstur Metode sederhana untuk 
mendapatkan ciri tekstur adalah dengan menggunakan histogram.  
 
Berikut adalah beberapa ciri yang dapat digunakan dalam ekstraksi ciri tekstur [7]: 
Rerata Intensitas Rerata intensitas akan menghasilkan rata-rata kecerahan dari citra. ??= 
??=0 ??-1 ??*??(??) (5) Dengan : i = aras keabuan pada citra p(i) = probabilitas 
kemunculan i L = nilai aras keabuan tertinggi Deviasi Standar Fitur deviasi standar 
memberikan ukuran kekontrasan.  
 
??= ??=1 ??-1 (??-??) 2 ??(??) (6) Skewness Skewness merupakan ukuran 
ketidaksimetrisan terhadap rerata intensitas ????????????????= ??=1 ??-1 (??-??) 3 ??(??) 
(7) Energi Energi menggambarkan nilai keseragaman dari citra. ????????????= ??=0 ??-1 
??(??) 2 (8) Entropi Entropi adalah salah satu ciri tekstur yang dapat mengindikasikan 
kompleksitas citra.  
 
??????????????= ??=0 ??-1 ??(??) ?????? 2 (?? ?? ) (9) Smoothness Untuk mengukur nilai 
kehalusan citra dapat pula dihitung properti kehalusannya (smoothness). ??=1- 1 1+ ?? 
2 (10) Ciri Warna Ekstraksi ciri warna RGB dapat digunakan rata-ratanya. Rata-rata 
(mean) merupakan rata-rata nilai piksel (Pij) pada masing-masing chanel R, G, B [6].  
 
????????= 1 ?????? ??=1 ?? ??=1 ?? ?????? (11) Jika sudah mendapatkan nilai rata-rata 
tiap chanel R,G,B dapat diekstrak juga ciri rata R,G,B. ???????? ??????= ???????? 
??+???????? ??+???????? ?? 3 (12) Apabila diberikan citra dengan format RGB, komponen 
H dari tiap piksel RGB dapat dilihat pada persamaan dibawah ini [8].  
 
H= ?? ???????? ??=?? 360-?? ???????? ??>?? (13) Dengan ??= ?????? -1 1 2 ??-?? + ??-?? 
(??-??) 2 + ??-?? ??-?? 1/2 (14) Komponen saturasi diberikan oleh : ??=1- 3 ??+??+?? 
[min?(??,??,??)] (15) Komponen intensitas diberikan oleh : ??= 1 3 (??,??,??) (16) 
Identifikasi Backpropagation Backpropagation mempunyai beberapa unit neuron dalam 
sebuah atau lebih layer tersembunyi. Terdapat 3 fase untuk melakukan pelatihan dalam 
backpropagation. Fase pertama disebut dengan propagasi maju.  
 
Masukan dihitung maju dari layar masukan ke layar keluaran menggunakan fungsi 
aktifasi yang telah ditentukan. Fase kedua adalah fase mundur. Pada fase ini dilakukan 
penghitungan kesalahan pada lapisan luar yang merupakan selisih antara luaran dan 
target. Setelah itu dilakukan propagasi balik kesalahan pada luaran setiap elemen 
pemroses ke kesalahan terdapat pada masukan.  
 
Lalu lakukan kembali sampai semua masukan tercapai. Fase ketiga adalah modifikasi 
bobot untuk menurunkan kesalahan yang terjadi [9]. Dalam arsitektur backpropagation 
terdapat n buah masukan dan layer tersembunyi yang terdiri satu atau lebih unit. 
Pembagian data dalam penelitian ini menggunakan 3-fold cross validation dan 5-fold 
cross validation.  
 
Arsitektur jaringan menggunakan 1 layer tersembunyi dan 2 layer tersembunyi. Gambar 
9 merupakan arsitektur dengan 1 layer tersembunyi. / Gambar 9. Arsitektur 1 Layer 
Tersembunyi Akan terdapat 21 ciri sebagai masukan dan terdapat 1 layer tersembunyi. 
Pada layer tersembunyi tersebut dicoba beberapa neuron yaitu 5, 10, 15, 20, 25, 30, 35 
dan 40.  
 
Sedangkan Gambar 10 adalah arsitektur jaringan dengan menggunakan 2 layer 
tersembunyi : / Gambar 10.Arsitektur 2 Layer Tersembunyi Terdapat 21 ciri yang akan 
digunakan sebagai masukan. Jumlah neuron pada layer tersembunyi 1 adalah neuron 
dari hasil terbaik dengan percobaan dengan layer tersembunyi 1.  
 
Kemudian neuron pada layer tersembunyi 2 adalah 5 sampai 40 dengan kelipatan 5. 
Lalu akan menghasilkan 3 luaran atau nilai target seperti pada Tabel 1. Tabel 1. Hasil 
luaran Nama Tanaman _Label Data _Nilai target _ _Cabe Jawa _1 _1 1 1 _ _Jambu Biji _2 
_1 1 0 _ _Jeruk Purut _3 _1 0 1 _ _Mangkokan _4 _1 0 0 _ _Murbei _5 _0 1 1 _ _Salam _6 _0 
1 0 _ _Sirih _7 _0 0 1 _ _Akurasi Jaringan backpropagation akan menghasilkan luaran 
yang akan dicocokkan kembali dengan label asli untuk mengetahui akurasi. Akurasi 
dihitung dengan menggunakan confusion matrix. Tabel 2.  
 
Confusion matrix _1 1 1 _1 1 0 _1 0 1 _1 0 0 _0 1 1 _0 1 0 _0 0 1 _ _1 1 1 _T1 _ _ _ _ _ _ _ _1 
1 0 _ _T2 _ _ _ _ _ _ _1 0 1 _ _ _T3 _ _ _ _ _ _1 0 0 _ _ _ _T4 _ _ _ _ _0 1 1 _ _ _ _ _T5 _ _ _ _0 1 
0 _ _ _ _ _ _T6 _ _ _0 0 1 _ _ _ _ _ _ _T7 _ _Penghitungan akurasi dilakukan dengan 
menghitung jumlah benar dibagi seluruh data. Dengan confusion matriks ini dapat 
dihitung dengan menjumlahkan seluruh hasil True(T) dibagi dengan seluruh data testing 
dikali 100%.  
 
T merupakan hasil yang prediksi dan aktualnya sama. ??????????????= 
??1+??2+??3+??4+??5+??6+??7 ?????????? ???????? ?????? ??100% (17) PEMBAHASAN 
Preprocessing Preprocessing yang dilakukan antara lain grayscalling, binarisasi, 
pengubahan background menjadi warna putih, penghilangan bayangan deteksi tepi dan 
cropping. Berikut hasil preprocessing yang dilakukan : Tabel 3.  
 
Hasil preprocessing Proses _Hasil _ _Grayscalling _/ Gambar 11. Hasil Grayscalling _ 
_Binarisasi _/ Gambar 12. Hasil Binarisasi _ _Pengubahan warna background _/ Gambar 
13. Hasil Pengubahan Background _ _Penghilangan Bayangan _/ Gambar 14. Hasil 
Penghilangan Bayangan _ _Deteksi Tepi (hasil zoom) _/ Gambar 15. Hasil Deteksi Tepi _ 
_Cropping _/ Gambar 16.  
 
Hasil Cropping _ _Setelah itu akan diolah citra hasil cropping untuk mempersiapkan 
ekstraksi ciri dengan melakukan grayscalling, binarisasi dan deteksi tepi. Hasilnya akan 
digunakan sebagai bagian dari ekstraksi ciri. Ekstraksi Ciri Ekstraksi ciri yang digunakan 
dalam penelitian ini adalah ekstraksi ciri bentuk, tekstur dan warna.  
 Ekstraksi ciri bentuk akan menghasilkan 8 ciri, tekstur 6 ciri dan warna 7 ciri. Jadi ciri 
yang digunakan dalam penelitian ini adalah 21 ciri. Ekstraksi ciri bentuk menggunakan 
citra hasil binarisasi dan deteksi tepi sebagai masukkannya. Ekstraksi ciri tekstur 
menggunakan hasil grayscalling dan ekstraksi ciri warna menggunakan gambar warna.  
 
Berikut adalah contoh hasil ekstraksi 4 ciri bentuk dan 3 ciri HIS tiap jenis daun. Tabel 4. 
Hasil ekstraksi ciri Daun _Ciri _ _ _p _l _k _L _ _Cabe Jawa _4150 _1900 _13648 _5582296 _ 
_Jambu Biji _2918 _1264 _9667 _2735137 _ _Jeruk Purut _2189 _1159 _8810 _1720753 _ 
_Mangkokan _1827 _1980 _9859 _2829632 _ _Murbei _2544 _1863 _14444 _2571727 _ 
_Salam _3606 _1397 _11453 _3250063 _ _Sirih _3514 _2416 _15167 _5526892 _ 
_Keterangan : p = panjang daun l = lebar daun k = keliling daun L = luas daun Tabel 5.  
 
Hasil ekstraksi ciri HSI Daun _Ciri _ _ _Hue _Intensity _Saturation _ _Cabe Jawa _0,21 _0,12 
_0,48 _ _Jambu Biji _0,19 _0,24 _0,46 _ _Jeruk Purut _0,17 _0,19 _0,49 _ _Mangkokan _0,22 
_0,16 _0,43 _ _Murbei _0,16 _0,11 _0,59 _ _Salam _0,18 _0,16 _0,52 _ _Sirih _0,16 _0,26 
_0,52 _ _Dari seluruh ciri yang dihasilkan terdapat 4 ciri yang dilakukan normalisasi yaitu 
ciri panjang, lebar, keliling dan luas dengan menggunakan fungsi normc pada matlab.  
 
Berikut contoh hasil normalisasi dari salah satu ciri : Tabel 6. Hasil normalisasi Daun 
_Non Normalisasi _Normalisasi _ _Cabe Jawa _4150 _0,06 _ _Jambu Biji _2918 _0,07 _ 
_Jeruk Purut _2189 _0,08 _ _Mangkokan _1827 _0,07 _ _Murbei _2544 _0,09 _ _Salam 
_3606 _0,07 _ _Sirih _3514 _0,07 _ _ Identifikasi Backpropagation Identifikasi dalam 
penelitian ini menggunakan jaringan syaraf tiruan backpropagation.  
 
Sebelum data diidentifikasi dilakukan pembagian data dengan 3 fold maupun 5 fold. 
Terdapat berbagai percobaan yang dilakukan antara lain pengujian dengan jumlah fold, 
data normalisasi atau tidak normalisasi, jumlah layer tersembunyi, jumlah neuron, fungsi 
training dan fungsi aktivasi. Jumlah layer tersembunyi yang digunakan adalah 1 layer 
atau 2 layer.  
 
Neuron yang digunakan adalah 5, 10, 15, 20, 25, 30, 35 dan 40. Ketika menggunakan 2 
layer tersembunyi, jumlah neuron pada layer pertama adalah jumlah neuron saat 
mendapatkan hasil yang paling optimal. Fungsi training pada penelitian ini antara lain 
trainlm, trainrp, trainbfg, trainscg, traincgb, traincgf, traincgp, trainoss dan traingdx.  
 
Sedangkan fungsi aktivasi yang digunakan adalah tansig, logsig dan purelin. Berikut 
adalah grafik hasil yang paling optimal dalam penelitian ini. / Gambar 17. Hasil Akurasi 
Optimal Hasil optimal dari pengujian yang dilakukan menghasilkan akurasi 91 %. 
Pengujian tersebut menggunakan 3 fold dengan 2 layer tersembunyi dan data tidak 
dinormalisasi.  
 
Hasil tersebut didapatkan dengan fungsi aktivasi tansig dengan fungsi trainscg pada 
neuron pada layer pertama 40 dan neuron pada layer kedua 15. Setelah mendapatkan 
arsitektur terbaik dapat digunakan untuk mengecek ciri yang paling berpengaruh. 
Dengan arsitektur tersebut dilakukan percobaan dengan menggunakan tiap kelompok 
ciri yaitu ciri bentuk, ciri tekstur dan ciri warna.  
 
Dari percobaan yang dilakukan, didapatkan hasil seperti grafik pada Gambar 
18./Gambar 18. Hasil Akurasi per Kelompok Ciri Dari grafik tersebut didapatkan bahwa 
ciri bentuk sangat berpengaruh dalam penelitian ini. Ketika menggunakan ciri bentuk 
akurasi yang didapatkan 77%. Kemudian dengan menggunakan ciri tekstur 43% lalu ciri 
warna 41%.  
 
Akan tetapi jika digunakan seluruh data ciri hasilnya lebih baik dengan hasil optimal 
91%. KESIMPULAN Hasil penelitian mengenai pengenalan daun tanaman obat 
menggunakan jaringan syaraf tiruan backpropagation mampu mengenali tanaman obat 
dengan baik dengan hasil yang optimal.  
 
Akurasi optimal yang didapatkan yaitu 91% dengan 21 ciri sebagai inputan, 40 neuron 
pada layer tersembunyi 1 dan 15 neuron pada layer tersembunyi 2. Hasil tersebut 
didapatkan dengan fungsi trainscg, fungsi aktivasi tansig dan menggunakan 3 fold 
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