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We investigate the problem of describing the possible stationary
conﬁgurations of the magnetic moment in a network of ferro-
magnetic nanowires with length L connected by semiconductor
devices, or equivalently, of its possible L-periodic stationary con-
ﬁgurations in an inﬁnite nanowire. The dynamical model that we
use is based on the one-dimensional Landau–Lifshitz equation of
micromagnetism. We compute all L-periodic steady-states of that
system, deﬁne an associated energy functional, and these steady-
states share a quantiﬁcation property in the sense that their energy
can only take some precise discrete values. Then, based on a pre-
cise spectral study of the linearized system, we investigate the
stability properties of the steady-states.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Ferromagnetic materials are nowadays in the heart of innovating technological applications. A con-
crete example of current use concerns magnetic storage for hard disks, magnetic memories MRAMs or
mobile phones. In particular, the ferromagnetic nanowires are objects that establish themselves in the
domain of nanoelectronics and in the conception of the memories of the future. Indeed, the storage of
magnetic bits all along nanowires seems to be a promising option not only in terms of footprint but
also in terms of speed access to the informations (see [22,23]). The conception of three-dimensional
memories based on the use of spin injection permits to hope access millions times shorter than the
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recording, it is of interest to be able to describe all possible stationary conﬁgurations of the magnetic
moment and to investigate their natural stability properties; this is also a ﬁrst step towards potential
control issues, where the control may be for instance an external magnetic ﬁeld, or an electric current
crossing the magnetic domain, in order to act on the conﬁguration of the magnetic moment.
The most common model used to describe the static behavior of ferromagnetic materials was in-
troduced by W.-F. Brown in the 60’s (see [4]). From this point of view, the equilibrium states of the
magnetization are seen as the minimizers of a given functional energy, consisting of several com-
ponents. When we consider a ferromagnetic material occupying a domain Ω ⊂ R3, characterized by
the presence of a spontaneous magnetization m almost everywhere, of norm 1 in Ω , the associated
energy E(m) takes the form (see [13])
E(m) = A
∫
Ω
|∇m|2 dx−
∫
Ω
Ha ·mdx+ 1
2
∫
R3
∣∣Hd(m)∣∣2 dx, (1)
and other relevant terms can be added for a more accurate physical model (e.g. anisotropic behavior
of the crystal composing the ferromagnetic material) but these terms already explain a wide variety
of phenomena. The ﬁrst term is usually called “exchange term”, and A > 0 is the exchange constant.
The second term is the external energy, resulting from the possible presence of an external magnetic
ﬁeld Ha and the last term is the so-called “demagnetizing-ﬁeld”, which reﬂects the energy of the
stray-ﬁeld Hd(m) induced by the distribution m and is obtained by solving{
div(Hd +m) = 0 inD′
(
R
3),
curl(Hd) = 0 inD′
(
R
3), (2)
where m is extended to R3 by 0 outside Ω , and D′(R3) denotes the space of distributions on R3.
The dynamical aspects of micromagnetism are usually described by the Landau–Lifshitz equation
introduced in the 30’s in [20], written as
∂m
∂t
= −m ∧ He(m) −m ∧
(
m ∧ He(m)
)
, (3)
where m(t, x) is the magnetic moment of the ferromagnetic material at time t , and He = 2Au +
Hd(u) + Ha is called the effective ﬁeld. The existence of global weak solutions of that equation has
been studied in [3,26]. Results on strong solutions locally in time and initial data have been derived
in [9]. For more details about modelization, stability and homogenization properties, we refer the
reader to [10–15,24–26] and references therein. Numerical aspects have been investigated e.g. in [1,
11,19], and control issues using such models have been addressed in [2,7,8] for particular magnetic
domains.
Notice that, given a solution m of (3), there holds
d
dt
(
E
(
m(t, ·)))= −∫
Ω
∥∥He(m(t, x))− 〈He(m(t, x)),m(t, x)〉m(t, x)∥∥2 dx,
and thus this energy functional is naturally nonincreasing along a solution of (3). Every steady-state
of (3) must satisfy m ∧ He(m) = 0 since both terms appearing in the right-hand side of (3) are
orthogonal, and as expected the set of steady-states coincides with extremal points of the energy
functional (1).
In this article, we consider a one-dimensional model of a ferromagnetic nanowire, for which Γ
convergence arguments permit to derive the one-dimensional version of the Landau–Lifshitz equation
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∂t
= −u ∧ h(u)− u ∧ (u ∧ h(u)) (4)
(see [24], see also [6] for arguments concerning a ﬁnite length nanowire) where u(t, x) ∈ R3 denotes
the magnetization vector, for every x ∈R and every time t (recall that it is a unit vector), and where
h(u) = ∂2u
∂x2
− u2e2 − u3e3 (assuming without loss of generality A = 1/2). Here (e1, e2, e3) denotes the
canonical basis of R3 and the nanowire coincides with the real axis Re1.
Given a positive real number L, our aim is to obtain a complete description of the L-periodic
steady-states of (4) and to investigate their stability properties. The motivation of this question is
double. First, the equation above, combined with L-periodic conditions on u and ∂u
∂x , is the limit
model for a straightline network of ferromagnetic nanowires of length L, connected by semiconductor
devices. In that case, the period L is imposed by the physical setting. Second, our study will provide a
description of all possible periodic steady-states of an inﬁnite length one-dimensional ferromagnetic
nanowire, which can be seen as the limit case of L-periodic steady-states in a ﬁnite length nanowire
where L is very small compared with the length of the nanowire. Note that the authors of [5] have
studied particular steady-states called travelling walls for straight ferromagnetic nanowires of inﬁnite
length. In [6], the stability of one particular steady-state is investigated in a ﬁnite length nanowire
with Neumann boundary conditions.
The article is organized as follows. We compute all possible L-periodic steady-states of (4) in
Section 2 and prove that they share an energy quantiﬁcation property, in the sense that their energy
can only take isolated values. The stability properties of these steady-states are investigated in detail
in Section 3, based on a spectral study of the linearized system. Section 4 is devoted to the proof of
our main result on quantiﬁcation.
2. Computation of all periodic steady-states
In what follows, the prime stands for the derivation with respect to the space variable x, and S2
denotes the unit sphere of R3 centered at the origin.
Deﬁnition 1. An L-periodic steady-state of (4) is a function u ∈ C2(R,S2) such that
u ∧ h(u) = 0 on (0, L),
u(0) = u(L), u′(0) = u′(L). (5)
Denoting as previously by (e1, e2, e3) the canonical basis of R3, with the agreement that the
nanowire coincides with the axis Re1, every steady-state can be written as u = u1e1 + u2e2 + u3e3,
and (5) yields
u1u
′′
3 − u′′1u3 − u1u3 = 0 on (0, L),
u2u
′′
3 − u3u′′2 = 0 on (0, L),
u1u
′′
2 − u′′1u2 − u1u2 = 0 on (0, L),
u21 + u22 + u23 = 1 on (0, L),
u(0) = u(L), u′(0) = u′(L). (6)
The integration of the second equation of (6) yields the existence of a real number α such that
u2u′3 − u′2u3 = α on [0, L]. Moreover, since u takes its values in S2, we set
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u2(x) = cosωα(x) sin θα(x),
u3(x) = sinωα(x) sin θα(x), (7)
for every x ∈R. Then, we infer from (6) that
2θ ′′α sinωα +ω′′α cosωα sin(2θα)−
(
ω′2α + 1
)
sinωα sin(2θα)+ 4ω′αθ ′α cosωα cos2 θα = 0,
2θ ′′α cosωα −ω′′α sinωα sin(2θα)−
(
ω′2α + 1
)
cosωα sin(2θα) − 4ω′αθ ′α sinωα cos2 θα = 0,
ω′α sin2 θα = α,
θα(0) = θα(L) mod 2π, θ ′α(0) = θ ′α(L),
ωα(0) = ωα(L) mod 2π, ω′α(0) = ω′α(L). (8)
Multiplying the ﬁrst equation by sinωα , the second one by cosωα and adding these two equalities, it
follows that (θα,ωα) is a solution of
ω′α sin2 θα = α,
−θ ′′α +
1
2
(
ω′2α + 1
)
sin(2θα) = 0,
θα(0) = θα(L) mod 2π, θ ′α(0) = θ ′α(L),
ωα(0) = ωα(L) mod 2π, ω′α(0) = ω′α(L). (9)
At this step, the parameter α plays a particular role. First of all, observe that, if there exists x0 ∈
[0, L] such that sin2 θα(x0) = 0, then there must hold α = 0. In that case, ω0 is constant, and θ0
satisﬁes the pendulum equation
θ ′′0 −
1
2
sin(2θ0) = 0, (10)
with periodic boundary conditions
θ0(0) = θ0(L) mod 2π, θ ′0(0) = θ ′0(L). (11)
The case α = 0 can only occur provided sin2 θα(x) > 0, for every x ∈ [0, L]. In that case, we infer from
(9) that θα satisﬁes the equation
θ ′′α −
1
2
(
α2
sin4 θα
+ 1
)
sin(2θα) = 0, (12)
with periodic boundary conditions
θα(0) = θα(L) mod 2π, θ ′α(0) = θ ′α(L). (13)
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x 	→ θ ′α(x)2 +
α2
sin2 θα(x)
+ cos2 θα(x)
is constant, and we deﬁne the functional
Eα(θα) = θ ′2α +
α2
sin2 θα
+ cos2 θα. (14)
It is related to the energy deﬁned by (1) in the following way. Let u be a steady-state, associated with
(θα,ωα) by the formula (7), where θα and ωα are solutions of (9). Then the energy E(u) deﬁned by
(1) is given by
E(u) = 1
2
L∫
0
(
θ ′α(x)2 +
α2
sin2 θα(x)
+ cos2 θα(x)
)
dx = L
2
Eα(θα). (15)
In Section 4, we prove the following result.
Theorem 1. The set of real numbers α for which there exists a steady-state (θα,ωα) consists of isolated values,
and contains in particular α = 0. Furthermore, if α denotes any of these isolated values, there exists a family
(En)n∈N∗ such that Eα(θα) ∈ {En}n∈N∗ .
The proof of that result is quite long and technical, and is postponed to Section 4. Notice that,
using Remark 1, the energy of any steady-state uα with α = 0 is greater than the energy of any
steady-state u0 with α = 0, that is,
E(uα) > E(u0).
This property makes steady-states with α = 0 of particular interest, and in the sequel we focus on
them. We next provide a precise description of all steady-states with α = 0. In that case, θ0 is a
solution of the pendulum equation (10), the solutions of which are well known in terms of elliptic
functions (see [21]), as recalled next.
First of all, recall that, for every solution θ0 of (10), the function x 	→ θ ′0(x)2+cos2 θ0(x) is constant,
and the value of the constant is E0(θ0).
Recall that, given k ∈ (0,1), k˜ = √1− k2 and η ∈ [0,1], the Jacobi elliptic functions cn, sn and dn
are deﬁned from their inverse functions with respect to the ﬁrst variable,
cn−1 : (η,k) 	→
1∫
η
dt√
(1− t2)(k˜2 + k2t2)
,
sn−1 : (η,k) 	→
η∫
0
dt√
(1− t2)(1− k2t2) ,
dn−1 : (η,k) 	→
1∫
η
dt√
(1− t2)(t2 + k2 − 1)
(
η
√
1− k2 in that case)
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and the complete integral of the ﬁrst kind is deﬁned by
K (k) =
π/2∫
0
dθ√
1− k2 sin2 θ
.
The functions cn and sn are periodic with period 4K (k) while dn is periodic with period 2K (k).
Using these elliptic functions, solutions of (10) can be integrated as follows, depending on the
value of the energy E0(θ0).
If E0(θ0) = 0, then θ0(x) = π2 for every x ∈ [0, L].
If 0< E0(θ0) < 1, then
θ ′0(x) = k cn
(
x+ sn−1
(
1
k
cos θ(0),k
)
,k
)
, (16)
cos θ0(x) = k sn
(
x+ sn−1
(
1
k
cos θ(0),k
)
,k
)
, (17)
for every x ∈ [0, L], with E0(θ0) = k2. The period of θ0 is T = 4K (k) = 4K (√E0(θ0)). This case corre-
sponds to the closed curves of Fig. 1.
If E0(θ0) = 1, then
θ ′0(x) = 1/ cosh
(
x+ argth−1(cos θ(0))), (18)
cos θ0(x) = tanh
(
x+ argth−1(cos θ(0))). (19)
This case corresponds to the separatrices (in bold) of the phase portrait drawn in Fig. 1.
If E0(θ0) > 1, then
θ ′0(x) =
1
k
dn
(
x
k
+ sn−1(cos θ(0),k),k), (20)
cos θ0(x) = sn
(
x
k
+ sn−1(cos θ(0),k),k), (21)
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for every x ∈ [0, L], with E0(θ0) = 1/k2. Moreover, θ0(x + T ) = θ0(x) + 2π for every x ∈ [0, L] with
T = 2kK (k) = 2K (1/√E0(θ0))/√E0(θ0). This case corresponds to the curves located above and under
the separatrices of Fig. 1.
Every steady-state must moreover satisfy the boundary conditions (11), with the period L. These
boundary conditions appear as an additional constraint to be satisﬁed by the solutions above, which
turns into a quantiﬁcation property, as explained in the next result, that makes the conclusion of
Theorem 1 more precise.
Theorem 2 (Case α = 0). Set N0 = [ L2π ], where the bracket notation stands for the integer part. Then, there
exist a family (En)1nN0 of elements of (0,1) and a countable family (˜En)n∈N∗ of elements of (1,+∞) such
that, for every steady-state,
• if 0 E0(θ0) < 1, then E0(θ0) ∈ {E1, . . . , EN0 };
• if E0(θ0) > 1, then E0(θ0) ∈ {E˜n | n ∈N∗}.
Furthermore, there are steady-states corresponding to the energy level E0(θ0) = 1.
Remark 2. Note that, if L < 2π , there is no solution satisfying E0(θ0) < 1.
Remark 3. Using (15), this theorem turns into a quantiﬁcation property of the physical energies of
steady-states.
Proof. To take into account the boundary conditions (11), we have to impose that L is equal to an
integer multiple of the period T of θ0. The expression of T using the elliptic function K has been
given previously, depending on the energy E0(θ0). Recall that K is an increasing function from [0,1)
into [π/2,+∞). The graph of the period T as a function of E0(θ0) is given in Fig. 2. The conclusion
follows easily. 
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cally, this means that θ tends to the solution of (18)–(19). This corresponds to the case of an inﬁnite
length nanowire and to the steady-state studied in [5,7].
3. Stability properties of the steady-states with α = 0
In order to investigate the stability properties of the steady-states such that α = 0, we compute
the linearized system around a given steady-state and study its spectral properties. In what follows,
deﬁne the spaces
H1per
(
0, L;R3)= {u ∈ H1(0, L;R3) ∣∣ u(0) = u(L)},
H2per
(
0, L;R3)= {u ∈ H2(0, L;R3) ∣∣ u(0) = u(L) and u′(0) = u′(L)}.
Endowed respectively with the usual H1 and H2 inner product, these are Hilbertian spaces.
Let M0 be a steady-state with α = 0. The results of the previous section show that, in the spherical
coordinates (θ,ω) that have been used, the component ω is constant. Clearly, Eq. (4) is invariant with
respect to rotations around the axis Re1. Then, up to a rotation of angle ω around the axis Re1, we
assume that
M0(x) =
( cos θ(x)
sin θ(x)
0
)
,
where θ is a solution of (10), (11) as described in Section 2. In Section 3.1, we compute the linearized
system around this steady-state. The operator underlying this linearized system is a matrix of one-
dimensional operators, one of which, denoted by A, plays an important role. We study in detail the
spectral properties of A in Section 3.2. Based on this preliminary study, we investigate in Section 3.3
the stability properties of the steady-state M0. Notice that the linearized system is as well invariant
with respect to rotations around the axis Re1, and hence these results hold for every L-periodic
steady-state.
3.1. Linearization of (4) around a steady-state
Let u be a solution of (4). As in [5], we complete M0 into the mobile frame (M0(x),M1(x),M2),
where M1 and M2 are deﬁned by
M1(x) =
(− sin θ(x)
cos θ(x)
0
)
, M2 =
(0
0
1
)
.
Considering u as a perturbation of the steady-state M0, since |u(t, x)| = 1 pointwisely, we decompose
u :R+ ×R→ S2 ⊂R3 in the mobile frame as
u(t, x) =
√
1− r21(t, x) − r22(t, x)M0(x) + r1(t, x)M1(x) + r2(t, x)M2. (22)
Easy but lengthy computations show that u is a solution of (4) if and only if r =
(
r1
r2
)
satisﬁes
∂r = Lr + R(x, r, rx, rxx), (23)
∂t
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R(x, r, rx, rxx) = G(r)rxx + H1(x, r)rx + H2(r)(rx, rx),
and
• L=
(
A+Id A+E0(θ)Id
−(A+Id) A+E0(θ)Id
)
with A = ∂2xx − 2cos2 θ Id deﬁned on the domain D(A) = H2per(0, L),
• G(r) is the matrix deﬁned by
G(r) =
⎛⎝ r1r2√1−|r|2 r22√1−|r|2 +
√
1− |r|2 − 1
− r21√
1−|r|2 −
√
1− |r|2 + 1 − r1r2√
1−|r|2
⎞⎠ ,
• H1(x, r) is the matrix deﬁned by
H1(x, r) = 2θ
′(x)√
1− |r|2
(
r2
√
1− |r|2 − r1r22 −r2(1− r21)
r2(1− r22)
√
1− |r|2r2 + r1r22
)
,
• H2(r) is the quadratic form on R2 deﬁned by
H2(r)(X, X) = (1− |r|
2)XX + (rX)2
(1− |r|)3/2
(√
1− |r|2r1 + r2√
1− |r|2r2 − r1
)
,
with the estimates
G(r) = O (|r|2), H1(r) = O (|r|), H2(r) = O (|r|).
It is not diﬃcult to prove that there exists a constant C > 0 such that, if |r|2  12 , then, there holds
for every x ∈R, for every (p,q) ∈ (R2)2,
∣∣R(x, r, p,q)∣∣ C(|r|2|q| + |r||p| + |r||p|2).
This a priori estimate shows that R(x, r, rx, rxx) is a remainder term in (23).
3.2. Spectral study of the operator A = ∂2xx − 2cos2 θ Id
In this section, we derive spectral properties of the operator A appearing in the expression of the
linearized operator L, which will be useful for the stability analysis of Section 3.3. The domain of A is
H2per(0, L;R3), but of course it is equivalent to study A on the domain D(A) = H2per(0, L;R) (denoted
shortly by H2per(0, L)).
Every eigenpair (λ,u) of A must satisfy
u′′ − 2cos2 θu = λu,
u(0) = u(L), u′(0) = u′(L).
This is a particular case of Sturm–Liouville type problems with real coupled selfadjoint boundary condi-
tions (see [16–18]). The following result provides some spectral properties of A.
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Hilbertian basis (ek)k∈N of L2(0, L), consisting of eigenfunctions of A, associated with real eigenvalues λk that
are at most double, with
−∞ < · · · λk  · · · λ1  λ0, (24)
and λk → −∞ as k → +∞. Moreover,
• the eigenvalue λ0 is simple, and its associated eigenfunction e0 vanishes 0 or 1 time on [0, L];
• the eigenfunction ek vanishes k − 1 or k or k + 1 times on [0, L].
Remark 5. A simple computation shows that
A sin θ = −E0(θ) sin θ,
Aθ ′ = −θ ′,
A cos θ = −(1+ E0(θ)) cos θ.
Hence, sin θ , θ ′ and cos θ are eigenfunctions of A associated respectively with the eigenvalues
−E0(θ),−1,−(1 + E0(θ)). We are not able to exhibit nor compute explicitly some other eigenele-
ments of A.
Note that, if the steady-state under consideration satisﬁes E0(θ) > 1 (that is, the corresponding
trajectory on the phase portrait of Fig. 1 is outside the separatrices), then the function θ ′ does not
vanish, and it follows from Proposition 1 that λ0 = −1, that is, −1 is the largest eigenvalue of A, and
e0 = θ ′ . Indeed, according to Proposition 1, the function e1 could vanish 0, 1 or 2 times. Nevertheless,
this is not the case since the inner product between e0 and e1 must be zero, which indicates that e1
vanishes at least one time.
If the steady-state under consideration satisﬁes E0(θ) < 1 (that is, the corresponding trajectory on
the phase portrait of Fig. 1 is inside the separatrices), then the function sin θ does not vanish, and
it follows from Proposition 1 that λ0 = −E0(θ), that is, −E0(θ) is the largest eigenvalue of A, and
e0 = sin θ .
In the particular case θ = π/2 (corresponding to E0(θ) = 0), one has θ ′ = 0 and cos θ = 0 and thus
they are not eigenfunctions. In that case, λ0 = 0, and e0 = 1. By the way, all eigenvalues can be easily
computed as λk = −( 2kπL )2, and they are all double except for k = 0.
Proof. The proof follows standard arguments. However, we include it from the convenience of the
reader. We ﬁrst prove that the operator A is diagonalisable. Consider the ordinary differential equation
with boundary conditions
−u′′ + (2cos2 θ + 1)u = f ,
u(0) = u(L), u′(0) = u′(L). (25)
This problem is equivalent to the problem of determining u ∈ H2per(0, L) such that b(u, v) = g(v) for
every v ∈ H1per(0, L), where the bilinear form b and the linear form g are deﬁned by
b(u, v) =
L∫
0
u′(x)v ′(x)dx+
L∫
0
(
2cos2 θ(x) + 1)u(x)v(x)dx,
g(v) =
L∫
f (x)v(x)dx.0
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‖u‖2H1(0,L)  b(u,u),∣∣b(u, v)∣∣ 4‖u‖H1(0,L)‖v‖H1(0,L),∣∣g(v)∣∣ ‖ f ‖L2(0,L)‖v‖H1(0,L),
for all u, v ∈ H1per(0, L). This implies that b is continuous and coercive, and g is continuous. Lax–
Milgram’s Theorem then implies the existence of a unique weak solution in H1per(0, L), and it is easy
to prove that this solution is strong and belongs to H2per(0, L), using a standard bootstrap argument.
It is then possible to deﬁne the linear operator
F : L2(0, L) → L2(0, L)
f 	→ u
where u is the unique solution of (25). The operator F is compact. Indeed, let u = F f , for f ∈ L2(0, L).
Then,
‖u‖2H1(0,L)  b(u,u) ‖ f ‖L2(0,L)‖u‖H1(0,L),
and hence ‖u‖H1(0,L) = ‖F f ‖H1(0,L)  ‖ f ‖L2(0,L) . Since the imbedding of H1(0, L) into L2(0, L) is com-
pact, it follows that the operator F is compact. For f1, f2 ∈ L2(0, L), denoting u1 = F f1 and u2 = F f2,
one has
〈F f1, f2〉L2(0,L) = 〈u1, f2〉L2(0,L) = b(u1,u2) = 〈 f1, F f2〉L2(0,L),
and hence, since F is bounded on L2(0, L), F is selfadjoint. Since F is compact and selfadjoint, it
follows that the operator A is diagonalisable with real eigenvalues satisfying (24). The eigenvalues λk
are at most double because the associated eigenfunctions are solutions of a linear ordinary differential
equation of order two. There cannot be two successive equalities in (24) because the eigenproblem
associated to λn has exactly two linearly independent solutions. The assertions concerning the zero
properties of the eigenfunctions follow from [18]. 
3.3. Stability properties of the steady-states
Consider the linear system
∂z
∂t
= Lz,
z(t,0) = z(t, L), z′(t,0) = z′(t, L), (26)
obtained in Section 3.1 by linearizing the Landau–Lifshitz equation (4) around the steady-state M0. As
stated in Lemma 1, since (ek)k0 is a Hilbertian basis of L2(0, L) whose elements are eigenfunctions
of the operator A, we can write
z(t, x) =
(
z1(t, x)
z2(t, x)
)
for almost every (t, x) ∈R+ × (0, L), where
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+∞∑
k=0
zik(t)ek(x)
for i = 1,2, with zik(t) = 〈zi(t, ·), ek〉L2(0,L) for every k ∈N. Then, it is easy to see that (26) is equivalent
to the series of 2× 2 linear systems
∂zk
∂t
= Lkz,
zk(0) = zk(L), z′k(0) = z′k(L),
for every k ∈N, where
Lk =
(
λk + 1 λk + E0(θ)
−(λk + 1) λk + E0(θ)
)
.
Recall that a matrix is said to be Hurwitzian whenever all its eigenvalues have their real part lower
than 0. One has the following result.
Lemma 1. For every k ∈N, the matrix Lk is Hurwitzian if and only if λk <min(−1,−E0(θ)).
Proof. Set m = min(−1,−E0(θ)) and M = max(−1,−E0(θ)). The matrix Lk is Hurwitzian if and only
if its determinant is positive and its trace is negative, that is, if and only if (λk + 1)(λk + E0(θ)) > 0
and 2λk + 1 + E0(θ) < 0. The trace condition yields λk < m+M2 , and the determinant condition yields
λk <m or λk > M . The conclusion follows. 
To establish spectral properties of the steady-states, we distinguish between four cases, depending
on value of the energy E0(θ) of the steady-state under consideration.
3.3.1. Case E0(θ) = 0
In this case, there holds θ = π/2 and θ ′ = 0. Hence, A = ∂2xx , and in that case all eigenvalues of
A are explicitly computed as λk = −( 2kπL )2, for k ∈ N. Unstable modes correspond to the eigenvalues
λk satisfying λk > −1, and hence there are exactly [ L2π ] + 1 unstable modes whenever L2π is not
integer, and L2π whenever it is an integer. In particular, there is always at least one unstable mode,
corresponding to the eigenvalue 0 and the eigenfunction 1.
3.3.2. Case E0(θ) ∈ (0,1)
This case corresponds to periodic trajectories of the pendulum phase portrait (see Fig. 1) that are
inside the separatrices.
Lemma 2. The operator A + E0(θ)Id admits the factorization
A + E0(θ)Id = −∗,
where the operator  is deﬁned by  = ∂x − θ ′ cotan θ Id on the domainD() = H1per(0, L). As a consequence,
the largest eigenvalue of A is λ0 = −E0(θ).
Proof. First of all, note that sin θ(x) = 0 for every x ∈ [0, L]. Indeed, the identity θ ′2(x) + cos2 θ(x) =
E0(θ) < 1 yields cos2 θ(x) < 1 for every x ∈ [0, L] and hence sin θ(x) = 0. Deﬁning  as in the state-
ment of Lemma 2, there holds ∗ = −∂x − θ ′ cotan θ Id, with D(∗) = D() = H1per(0, L). One has
H2per(0, L) =D(A + E0(θ)Id) ⊂D() and (D(A + E0(θ)Id)) ⊂D(∗), and one computes
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= ∂2xx − θ ′′ cotan θ Id+
θ ′2
sin2 θ
Id− θ ′ cotan θ∂x
+ θ ′ cotan θ∂x + θ ′2 cotan2 θ Id
= ∂2xx +
(E0(θ) − 2cos2 θ)Id,
since θ ′2 = E0(θ) − cos2 θ . It follows from this factorization that the operator A + E0(θ)Id is nonposi-
tive, and hence, since −E0(θ) is an eigenvalue of A, λ0 = −E0(θ). 
From Lemma 1, the matrix Lk is Hurwitzian if and only if λk < −1. Then, there is always a ﬁnite
number of unstable modes, corresponding to the eigenvalues λk such that −1 < λk  −E0(θ). In
particular, using Remark 5, e0 = sin θ is an unstable mode associated with λ0 = −E0(θ). Moreover, if
L is large, then, when solving T = L/n as in the proof of Theorem 2, the steady-state may be such
that the integer n may be large (note that n ∈ {1, . . . ,N0} with N0 = [ L2π ]). On the phase portrait of
the pendulum (Fig. 1), this means that, for this situation, the corresponding trajectory turns n times
around the center point θ = π/2, θ ′ = 0 on the interval [0, L], and hence θ ′ vanishes 2n times; it then
follows from Proposition 1 that θ ′ is the kth eigenfunction, with k ∈ {2n − 1,2n,2n + 1}. Therefore,
in that situation, since the eigenvalue −1 is at most double, there exist at least 2n − 1 and at most
2n + 1 unstable modes.
The eigenvalue −1 (associated at least with the eigenfunction θ ′ , from Remark 5) corresponds to
a central manifold for the nonlinear system (4) around the steady-state M0.
All other eigenvalues λk , such that λk < −1, correspond to stable modes (in inﬁnite number).
Notice that, since n  N0, for every L-periodic steady-state such that E0(θ) ∈ (0,1), there are at
most 2[ L2π ] + 1 unstable modes.
3.3.3. Case E0(θ) = 1
In this case, there must hold either θ = θ ′ = 0, or θ = π and θ ′ = 0. Hence, cos θ is constant,
equal to 1 or −1. Since it does not vanish, it follows from Proposition 1 and Remark 5 that λ0 =
−2. Actually, in that case, one has A = ∂xx − 2Id, and all eigenvalues can be easily computed. The
corresponding steady-state is M0 = (1,0,0)T , or M0 = (−1,0,0)T (the resulting magnetic ﬁeld is
constant, tangent to the nanowire). It is locally asymptotically stable for the system (4).
3.3.4. Case E0(θ) > 1
This case corresponds to periodic trajectories of the pendulum phase portrait (see Fig. 1) that are
outside the separatrices.
Note that, in that case, the factorization of Lemma 2 does not hold. This is due to the fact that
sin θ vanishes.
From Lemma 1, the matrix Lk is Hurwitzian if and only if λk < −E0(θ). The situation is similar
to the case E0(θ) ∈ (0,1), except that the roles of −1 and −E0(θ) are exchanged. More precisely,
there is always a ﬁnite number of unstable modes, corresponding to the eigenvalues λk such that
−E0(θ) < λk  −1. In particular, using Remark 5, e0 = θ ′ is an unstable mode associated with λ0 =
−1. Moreover, as previously, when solving T = L/n as in the proof of Theorem 2, the steady-state may
be such that the integer n may be large (and contrarily to the case E0(θ) ∈ (0,1), there exist steady-
states such that n is arbitrarily large). This means that, for this situation, sin θ vanishes 2n times;
it then follows from Proposition 1 that sin θ is the kth eigenfunction, with k ∈ {2n − 1,2n,2n + 1}.
Therefore, in that situation, since −E0(θ) is at most double, there exist at least 2n − 1 and at most
2n + 1 unstable modes.
Notice that, for every integer p, there exists an L-periodic steady-state for which E0(θ) > 1, such
that the corresponding operator A admits at least p unstable modes.
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4. Proof of Theorem 1
Consider an L-periodic steady-state in the case α = 0. Recall that
Eα(θα) = θ ′2α +
α2
sin2 θα
+ cos2 θα
is a constant, and that, since α = 0, there must hold sin θα(x) = 0, for every x ∈ [0, L], and hence
θα(x) ∈ (pπ, (p + 1)π), for some p ∈ Z. The phase portrait of (12), drawn in Fig. 3 is then very
different of the one of the pendulum studied previously. The vertical lines θ = 0 mod π are made of
singular points. The region of the phase portrait of the pendulum (Fig. 1) inside the separatrices can
be seen as a sort of compactiﬁcation process in which both vertical lines θ = 0 and θ = π would join
to form the separatrices. The trajectories that are outside the separatrices of the phase portrait of the
pendulum do not exist in the case α = 0.
First of all, note that if Eα(θα) = α2 then necessarily θα is constant, equal to π2 mod π ; this
corresponds to the singular points θ = π2 mod π , θ˙ = 0, of Fig. 3. For any other solution there must
hold necessarily Eα(θα) > α2.
Lemma 3. Every solution θα of (12) such that Eα(θα) > α2 is periodic, with period
Tα = 4
√
2√
dα
K
(
2
√
Eα(θα) − α2
dα
)
, (27)
where dα = Eα(θα) + 1+
√
(1− Eα(θα))2 + 4α2 .
Proof. It can be easily seen that every such solution of (12) such that Eα(θα) > α2 is periodic. We
assume that θα(x) ∈ (0,π). Denote by θ−α and θ+α the extremal values of θα(x). They are computed by
solving the equation
sin4 θ + (Eα(θα)− 1) sin2 θ − α2 = 0.
This leads to
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√
1− Eα(θα)+
√
(Eα(θα) − 1)2 + 4α2
2
, θ+α = π − θ−α .
Notice that the function x 	→ θ(x) is monotone between two such successive extremal values. Then,
Tα = 2
Tα/2∫
0
dt = 2
θ+α∫
θ−α
dθ√
Eα(θα) − cos2 θ − α2sin2 θ
= 4
θ+α∫
π/2
dθ√
Eα(θα)− cos2 θ − α2sin2 θ
= 4
θ+α∫
π/2
sin θ dθ√
sin4 θ + (Eα(θα) − 1) sin2 θ − α2
= 4
θ+α∫
π/2
sin θ dθ√
cos4 θ − (Eα(θα) + 1) cos2 θ + Eα(θα) − α2
= 4
cos θ−α∫
0
du√
u4 − (Eα(θα) + 1)u2 + Eα(θα) − α2
.
Note that
(
1− Eα(θα)
)2 + 4α2 = (1+ Eα(θα))2 − 4(Eα(θα)− α2),
and
cos θ−α =
√
1+ Eα(θα) −
√
(1− Eα(θα))2 + 4α2
2
. (28)
Setting δα = 14 ((1− Eα(θα))2 + 4α2) and βα = Eα(θα)+12√δα , one ends up with
Tα = 4√
δα
cos θ−α∫
0
du√
( u
2√
δα
− Eα(θα)+1
2
√
δα
)2 − 1
= 4
δ
1/4
α
cos θ−α
δ
1/4
α∫
0
dw√
(w2 − βα)2 − 1
.
It is known (see [21]) that
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dw√
(w2 − β)2 − 1 =
1√
β + 1 F
(
w√
β − 1 ,
√
β − 1
β + 1
)
,
where
F (sinφ,k) =
φ∫
0
dθ√
1− k2 sin2 θ
is the uncomplete elliptic integral of the ﬁrst kind. Noticing that cos θ−α = δ1/4α
√
βα − 1 and that√
βα−1
βα+1 =
2
√
Eα(θα)−α2
dα
, we get
Tα = 4
√
2√
dα
F
(
1,
2
√
Eα(θα) − α2
dα
)
,
with dα = Eα(θα) + 1+
√
(Eα(θα) − 1)2 + 4α2, which is the expected result. 
Remark 6. For α = 0, we recover the period obtained in the previous section for trajectories that are
inside the separatrices. Indeed, taking α = 0 in (27) leads to
T0 = 4
√
2√E0(θ0)+ 1+ |E0(θ0) − 1| K
(
2
√E0(θ0)
E0(θ0)+ 1+ |E0(θ0) − 1|
)
, (29)
and hence
T0 =
{
4K (
√E0(θ0)) if 0 E0(θ0) < 1,
+∞ if E0(θ0) = 1.
The function T0 deﬁned by (29) is also deﬁned for E0(θ0) > 1, however it differs from the period of
trajectories of the pendulum phase portrait (see previous section) that are outside the separatrices.
This is not surprising, since these trajectories do not exist in the case α = 0, as explained previously.
For every η > 0, deﬁne f1(η) = η + α2 + 1+
√
(η + α2 − 1)2 + 4α2 and
Tα(η) = 4
√
2√
f1(η)
K
(
2
√
η
f1(η)
)
. (30)
The function Tα is smooth on (0,+∞), and according to Lemma 3 the period of every solution θα of
(12) such that Eα(θα) > α2 is Tα = Tα(Eα(θα) − α2). Note that the function Tα can be extended as a
continuous function on [0,+∞), with
Tα(0) = 2π√
α2 + 1 . (31)
A lengthy computation shows that
T ′α(η) =
4
√
2
( f (η))3/2
(
f ′1(η)
2
K
(
2
√
η
f (η)
)
+ 1√
η
K ′
(
2
√
η
f (η)
)
− f ′1(η)K˜
(
2
√
η
f (η)
))
,1 1 1 1
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K˜ (k) =
π/2∫
0
dθ
(1− k2 sin2 θ)3/2 .
Moreover,
T ′α(η) ∼
η→0
π(1− 2α2)
2(α2 + 1)5/2 , (32)
and
T ′α(η) ∼η→+∞−
π
η3/2
. (33)
A tedious but straightforward study leads to the following result, describing some monotonicity prop-
erties of that function.
Lemma 4.
• For every α ∈ (0,
√
2
2 ), there exists η
∗
α ∈ (0,1) such that the function Tα is increasing on (0, η∗α) and
decreasing on (η∗α,+∞). Moreover, Tα(η∗α) → +∞ and η∗α → 1 whenever α → 0.
For every α 
√
2
2 , the function Tα is decreasing on (0,+∞).• For every α > 0, Tα(η) → 0 whenever η + ∞.
The graph of the function Tα is given in Fig. 4 for different values of α.
Every steady-state must moreover satisfy the boundary conditions (13). As in the previous section,
since L is ﬁxed, using Lemma 4, this constraint leads to a quantiﬁcation property of the energy Eα(θα).
There is however one additional constraint coming from the periodicity of ωα (see ﬁrst and last lines
of (9)), that results into the constraint
α
L∫
0
dx
sin2 θα(x)
= 0 mod 2π.
Since α = 0, this implies the existence of a nonzero integer kα such that
α
L∫
0
dx
sin2 θα(x)
= 2kαπ. (34)
This new constraint did not exist in the case α = 0 studied in the previous section. Here, for α = 0,
(34) appears as an additional constraint driving to an overdetermined system. This will imply that
such steady-states can only exist for exceptional values of L, as proved below.
Indeed, assume that there exists a steady-state θα0 , for α0 = 0, satisfying this additional con-
straint (34). It is not restrictive to assume α0 > 0. The positive real number L must be an integer
multiple of the period, hence there exists n ∈ N∗ such that L = nTα0 = nTα0(Eα0 (θα0 ) − α20). We will
vary α and follow a path of solutions θα satisfying (12) and (13), such that θα = θα0 for α = α0,
having the same period Tα = Tα0 , and then use analytic arguments. We stress that, the period Tα
of θα is kept constant along this homotopy procedure. The existence of such a homotopic path of
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2 ,1,3}.
solutions θα with ﬁxed period Tα0 = L/n, for α close to α0, follows from the following arguments.
It suﬃces to ﬁnd a path of initial conditions θ0(α) (with θ ′0(α) = 0), with θ0(α0) = θα0(0), for which
the corresponding period is exactly L/n. To justify this fact, denote by Υα(θ0) the period of the so-
lution of (12) with θα(0) = θ0 and θ ′α(0) = 0, and one has to solve the equation Υα(θ0(α)) = L/n in
a neighborhood of α0. This follows immediately from an implicit function argument, noticing that
Υα(θ0(α)) = Tα(Eα(θ0) − α2), provided that the function Tα is strictly monotonous at this point and
that θ0 = π/2 (since then the gradient of the energy is nonzero along the corresponding level set).
We argue by contradiction, and assume that α0 is not an isolated point of the set of real numbers
α such that there exists a steady-state (θα,ωα). According to the above arguments, there exists locally
around α0 a path of solutions θα satisfying (12) and (13), such that θα = θα0 for α = α0, whose period
is exactly L/n, and such that the additional constraint (34) is satisﬁed. We distinguish between two
cases.
Case 0<α0 <
√
2/2. In the above construction, we decrease α (at least in a neighborhood of α0) and
follow a path of solutions θα satisfying (12) and (13), such that θα = θα0 for α = α0. Using Lemma 4
and in particular the fact that the maximum Tα(η∗α) tends to +∞, it is clear that it is possible to
make α decrease down to 0 and to follow a path such that Eα(θα) < 1. Moreover, combining the
expression of T0 and the formula (28), it is clear that this path shares the following crucial property:
there exists ε > 0 such that, for every α ∈ (0,α0), there holds ε  θα(x)  π − ε. This implies that
there exists M > 0 such that, for every α ∈ (0,α0),
L∫
dx
sin2 θα(x)
 M. (35)0
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on (0,α0), which raises a contradiction with (35).
Case α0 >
√
2/2. In the above construction, we increase α (at least in a neighborhood of α0) and
follow a path of solutions θα satisfying (12) and (13), such that θα = θα0 for α = α0. According to
the properties of the function Tα settled in Lemma 4, it is possible to increase α up to a value α1
satisfying Tα1 (0) = L/n, that is,
2π√
α21 + 1
= L
n
.
On the phase portrait of Fig. 3, this corresponds to tracking trajectories shrinking to the center point
θ = π/2, θ ′ = 0. For this limit case, passing to the limit in (34) as α tends to α1 leads to the additional
relation Lα1 = 2kα1π . It is clear that these two relations are exclusive except for some isolated values
of L. It is however possible to reﬁne our argument for these exceptional values, considering ﬁrst-order
expansions, as follows.
As in the previous case, it is clear that there exists ε > 0 such that ε  θα(x)  π − x for every
α ∈ [α0,α1]. Furthermore, this construction implies the existence of a positive integer k such that
α
L∫
0
dx
sin2 θα(x)
= 2kπ,
ﬁrst in a neighborhood of α0, and by analyticity of α 	→ α
∫ L
0
dx
sin2 θα(x)
on the whole interval
[α0,α1]. For α < α1, α close to α1, set Eα(θα) = α2 + ηα , with ηα > 0 small. By construction,
ηα = o
α→α1
(α−α1). In what follows, we are going to expand asymptotically the solution θα as α → α1
and express, at the ﬁrst order, the constraint (34). Using (12) and (14), we get
θ(x) − π
2
∼
α→α1
√
ηα
1+ α21
sin
(√
1+ α21x
)
.
Using (12), we get
lim
α→α1
(
α1
L∫
0
dx
cos2(
√
ηα
1+α21
sin(
√
1+ α21x))
)
= 2kπ. (36)
A simple asymptotic computation of the integral term of (36) leads to
α1L + α1ηα
4(1+ α21)3/2
(X1 − sin X1)+ o
α→α1
(ηα) = 2kπ,
with X1 = 2
√
1+ α21 L. Letting α tend to α1 yields α1L = 2kπ (as noticed above) and dividing then
this equality by ηα and letting α tend to α1 yields
α1
4(1+ α21)3/2
(X1 − sin X1) = 0,
which is a contradiction.
1728 S. Labbé et al. / J. Differential Equations 253 (2012) 1709–1728Finally, the second conclusion of Theorem 1 is a direct consequence of Lemma 4 and of the fact
that any energy level Eα(θα) must satisfy
∃n ∈N∗ | Tα
(Eα(θα))= L
n
.
The proof of Theorem 1 is complete.
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