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We study frustrated spin-1/2 dimer systems with bilayer structure in two dimensions, where spins
are ferromagnetically coupled in dimers. Our model includes frustrated two-spin exchange inter-
actions as well as four-spin interaction. We pay particular attention to the spin nematic phase,
which does not exhibit any magnetic (spin-dipole) order but has a spin-quadrupolar long-range
order. Employing a perturbation calculation, a mean-field approximation, and a numerical many-
variable variational Monte Carlo method, we determine ground-state phase diagrams on various
two-dimensional lattices. It is found that the model exhibits the spin nematic phase with ferro-
quadrupolar order in a wide parameter region, in addition to conventional magnetically-ordered
phases. In particular, it is shown that even when the four-spin interaction is absent, frustrated
two-spin exchange interactions can realize the spin nematic phase as a result of strong interdimer
correlations. It is also found that the phase transitions between the spin nematic phase and antifer-
romagnetic phases can be continuous. Furthermore, we present some exact arguments that various
phases including the spin nematic phase and the vector chiral (p-type nematic) phase emerge from
an SU(4) symmetric point in the model by the addition of appropriate perturbative interactions.
The spin nematic phase generated from the SU(4) point is connected with the spin nematic phase
numerically found in the system with only two-spin interactions.
I. INTRODUCTION
The search for spin nematic states has been under ac-
tive studies in the last decade. The spin nematic state is
characterized by the absence of any magnetic long-range
order (except a trivial magnetization under external field)
and spontaneous breaking of spin-rotational symmetry
accompanied with a spin-quadrupolar long-range order.1
Because of these peculiar properties, the spin nematic
state is a novel, intriguing non-magnetic state with a hid-
den order.
In theoretical studies, there are already many propos-
als of the spin models that exhibit the spin nematic or-
der at low temperatures. A typical example in such
models is the spin-1 bilinear-biquadratic model,2–4 which
includes bilinear (two-spin) and biquadratic (four-spin)
exchange interactions. The appearance of the spin ne-
matic phase on the cubic lattice was shown for suffi-
ciently large biquadratic interactions by a rigorous proof5
and quantum Monte Carlo simulations.6 It has been
also shown that the spin-1 bilinear-biquadratic model ex-
hibits the spin-nematic ground-state phases with ferro- or
antiferro-quadrupolar order on various two-dimensional
lattices.7–11 Another example of the models that show
the spin nematic phase is a family of spin-1/2 frus-
trated ferromagnets which include ferromagnetic (FM)
exchange interactions and competing antiferromagnetic
(AFM) ones.12–19 In this case, the instability leading to
the spin nematic phase appears in the saturated state in
an external field, where two magnons form a bound state.
When the external field decreases below the saturation
field, those bound magnon pairs condense, which leads
to the spin nematic state.12,20 There are also a few other
examples which show the spin-nematic ground state in
anisotropic spin models21–23 and models with multi-spin
ring exchanges24,25.
In real materials, however, candidate materials for the
spin nematic state are rather limited and furthermore ex-
perimental detection of the spin nematic phase itself is
not easy. The biquadratic interaction in spin-1 systems
is not very strong in general, but realization of the spin
nematic state in the spin-1 systems requires relatively
strong biquadratic interaction comparable to or larger
than the bilinear exchange interaction. We note that
there are some proposals to enhance the ratio of the bi-
quadratic interaction to the bilinear one.26,27 In the case
of spin-1/2 frustrated ferromagnets, the spin nematic
phase can appear only in a narrow region at zero field and
it appears in a wider parameter space in a high magnetic
field, which is not easy to access in experiments. Never-
theless, active studies of spin-1/2 frustrated ferromagnets
are on going, for example, in the quasi-one-dimensional
spin-1/2 frustrated ferromagnets LiCuVO4
28,29 and
Rb2Cu2Mo3O12,
30 and a two-dimensional kagome com-
pound, volborthite Cu3V2O7(OH)2·2H2O.31,32 For stim-
ulating further studies, it is desirable to search still more
models for the spin nematic phase in the systems with
only two-spin interactions at zero field, which are easier
to access experimentally.
In this paper, we introduce a spin-1/2 frustrated fer-
romagnetic model which can have a spin-nematic ground
state at zero field. The model consists of coupled dimers
of S = 1/2 spins, which form a two-dimensional bi-
layer lattice of the spins, and includes frustrated bilin-
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2ear Heisenberg exchange interactions. To understand
the mechanism of this spin nematic ordering we further
study the effect of four-spin interaction [see Eq. (1) and
Fig. 1 in Sec. II]. Using analytical and numerical tech-
niques, we obtain the following results. First, we per-
form a perturbation calculation from the strong ferro-
magnetic dimer limit. By mapping the model to the spin-
1 bilinear-biquadratic model, we determine the ground-
state phase diagrams on various lattices, which include
the spin nematic phases in wide parameter regions. In
particular, we show that, even when the four-spin interac-
tion is absent, the second-order perturbation of bilinear
exchanges yields effective biquadratic interaction, lead-
ing to the appearance of the spin nematic phase with
ferro-quadrupolar order in a parameter regime where the
first-order terms are cancelled to each other. Second, to
study how this spin nematic phase is affected by changing
the ferromagnetic intradimer coupling from infinite to fi-
nite values, we employ a mean-field approximation with
product-state ansatz and the many-variable variational
Monte Carlo (mVMC) method.33,34 In the mean-field
approximation, we determine the ground-state phase di-
agram of our model for the ferromagnetic intradimer-
exchange and negative four-spin interactions. In addition
to conventional magnetically-ordered phases, the phase
diagram includes the spin nematic phase with the ferro-
quadrupolar order in a wide parameter region. This spin
nematic phase is connected with an SU(4) symmetric
point in our model. From an exact symmetry argument,
we find, by adding perturbative interactions, that this
SU(4) point is a source of various phases including the
spin nematic phase and the vector chiral (also known as
p-type nematic1) phase. We further study the phase di-
agram for the model with only the two-spin interactions
using mVMC method. The results show that for large
but finite intradimer interactions, the spin nematic phase
emerges, which confirms our discussion from the pertur-
bation analysis mentioned above. We thereby find that
our model exhibits the spin nematic phase even when
it does not include any four-spin interaction or external
field.
The rest of the paper is organized as follows: In Sec.
II, we introduce the model Hamiltonian, and also dis-
cuss symmetric properties of the model and the order
parameters studied. In Sec. III, we present the results
of the perturbation calculations from the strong ferro-
magnetic dimer limit. We further present the results of
the mean-field approximation with a product state and
the mVMC method in Sec. IV and Sec. V, respectively.
In Sec. VI we discuss the exact arguments on emerging
phases in the vicinity of the SU(4)-symmetric model and
also on the effect of Ising anisotropy. Section VII is de-
voted to summary and concluding remarks. Details of the
mean-field calculation, SU(4) transformation on dimers,
and nontrivial degeneracies in the mean-field solutions
are discussed in Appendices A, B, and C, respectively.
J4
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FIG. 1. Schematic pictures of the model (1). In all pan-
els, circles and rectangles represent the spin-1/2 spins and
their dimers, respectively. (a) Two-spin exchange interac-
tions. Solid, dashed, and dotted lines represents the exchange
interactions of Jd, J‖, and J×, respectively. (b) Four-spin in-
teraction J4. (c) The model in the square lattice. Only the
two-spin interactions are drawn for clarity.
II. MODEL
Here we introduce the spin model we study in this pa-
per. We also present all local observables which concern
us and symmetries inherent in our model.
A. Hamiltonian
We study the spin-1/2 frustrated quantum mag-
net consisting of spin-dimer units, which form a two-
dimensional bilayer structure of spins. The model Hamil-
tonian has the form
H = Hd +H‖ +H× +H4, (1a)
Hd = Jd
∑
j
S1,j · S2,j , (1b)
H‖ = J‖
∑
〈j,j′〉
(S1,j · S1,j′ + S2,j · S2,j′) , (1c)
H× = J×
∑
〈j,j′〉
(S1,j · S2,j′ + S2,j · S1,j′) , (1d)
H4 = J4
∑
〈j,j′〉
(S1,j · S1,j′) (S2,j · S2,j′) , (1e)
where Sl,j is the spin-1/2 operator of the lth spin (l =
1, 2) in the jth dimer. The dimer sites, labelled with j
or j′, form two-dimensional lattices and the sum
∑
〈j,j′〉
is taken for the nearest-neighboring sites in the lattices.
We consider several lattices including the square, hon-
eycomb, triangular, and kagome lattices. Schematic pic-
tures of the model are shown in Fig. 1. Throughout this
paper we consider the case that the intradimer exchange
interaction is ferromagnetic or zero, Jd ≤ 0, where two
S = 1/2 spins in each dimer dominantly form a spin
triplet.
3B. Local observables
We explore local order parameters measured with the
following local observables: For a parallel spin order on
a dimer bond, we use the total spin operators on each
dimer,
Tαj = S
α
1,j + S
α
2,j (2)
with α = x, y, z and, for an antiparallel spin order, Ne´el-
spin operators
Nαj = S
α
1,j − Sα2,j . (3)
For a spin quadrupolar order on a dimer bond, we use
the five-component spin quadrupolar operators
Q
(1)
j = 2
(
Sx1,jS
x
2,j − Sy1,jSy2,j
)
, (4a)
Q
(2)
j =
2√
3
(
2Sz1,jS
z
2,j − Sx1,jSx2,j − Sy1,jSy2,j
)
, (4b)
Q
(3)
j = 2
(
Sx1,jS
y
2,j + S
y
1,jS
x
2,j
)
, (4c)
Q
(4)
j = 2
(
Sy1,jS
z
2,j + S
z
1,jS
y
2,j
)
, (4d)
Q
(5)
j = 2
(
Sz1,jS
x
2,j + S
x
1,jS
z
2,j
)
, (4e)
which act on two S = 1/2 spins on each dimer.
These quadrupolar operators are a natural extension
of the on-site quadrupolar operators in spin-1 systems;
one can obtain the above operators by inserting the to-
tal spin operators Tαj into the spin-1 operators in the
quadrupolar operators of spin-1 systems. (For the defini-
tion of the spin-1 quadrupolar operators, see for example
Ref. 35.) This derivation of Eq. (4) readily concludes that
the commutation relations between the total-spin opera-
tors Tαj and the quadrupolar operators Q
(n)
j are the same
as those in spin-1 systems. Hence the combined set of Tαj
(α = x, y, z) and Q
(n)
j (n = 1, · · · , 5) forms SU(3) group;
Tαj and Q
(n)
j are 8-dimensional generators of su(3) alge-
bra.
Incidentally, one can obtain the quadrupolar operators
(4) with a minus sign by substituting the Ne´el-spin opera-
tors Nαj into the S = 1 spin operators in the quadrupolar
operators of spin-1 systems. From this fact, it also fol-
lows that the combined set of Nαj (α = x, y, z) and −Q(n)j
(n = 1, · · · , 5) also forms another SU(3) group.
C. Symmetries
In addition to the apparent SU(2) symmetry, the
model (1) has higher symmetries in particular parameter
spaces. In the parameter space defined with
J‖ = J4/4, J× = 0, (5)
the total Hamiltonian has the SU(3) symmetry for ar-
bitrary Jd, which is invariant under global SU(3) rota-
tion by the generators
∑
j T
α
j (α = x, y, z) and
∑
j Q
(n)
j
(n = 1, · · · , 5). In the limit Jd → −∞, the singlet state
is gapped out in each dimer and the model is reduced
to a spin-1 model. In this limit, the model (1) in the
parameter space
J‖ − J4
4
+ J× = 0, (6)
which includes the parameter space (5), is mapped to the
SU(3) symmetric spin-1 bilinear-biquadratic model (see
Sec. III).
When Jd = 0 in the space (5), i.e., in the parameter
space
J‖ = J4/4, J× = Jd = 0, (7)
the total Hamiltonian further has SU(4) symmetry; H
commutes with the operators
∑
j S
α
1,j ,
∑
j S
α
2,j , (α =
x, y, z), and
∑
j S
α
1,jS
β
2,j (α, β = x, y, z), which are known
as the fifteen generators of SU(4) group. The above men-
tioned SU(3) group is the subgroup of this SU(4) group.
This SU(4) symmetric model also contains another SU(3)
symmetry generated by
∑
j N
α
j and −
∑
j Q
(n)
j . We de-
scribe SU(4) transformation further in Sec. VI and Ap-
pendix B.
III. STRONG FERROMAGNETIC-DIMER
LIMIT
In this section, we study the model (1) in the limit
of strong ferromagnetic intradimer coupling, Jd → −∞.
Treating the intradimer exchange term Hd as a unper-
turbed Hamiltonian and the rest of terms as a perturba-
tion, we derive an effective Hamiltonian, which enables
us to see the mechanism of spin nematic ordering.
In the ground state of the unperturbed Hamiltonian
Hd, two S = 1/2 spins in each dimer form a spin triplet
and the ground states are 3N -fold degenerate, where N is
the number of dimers in the system. The first-order per-
turbation induces state transitions between degenerate
ground states, whose matrix elements are written with
the effective Hamiltonian
H(1) =
(
J‖ + J×
2
+
J4
8
) ∑
〈j,j′〉
S˜j · S˜j′
+
J4
4
∑
〈j,j′〉
(
S˜j · S˜j′
)2
+ const., (8)
where S˜j denote the spin-1 operators acting on the S = 1
triplet sector on the jth dimer. This first-order pertur-
bation Hamiltonian is nothing but the spin-1 bilinear-
biquadratic model.
The spin-1 bilinear-biquadratic model has been exten-
sively studied on various lattices. In Table I, we summa-
rize the obtained ground-state phases. Here, defining the
Hamiltonian
Hbb = Jbb
∑
〈j,j′〉
[
cos θ S˜j · S˜j′ + sin θ
(
S˜j · S˜j′
)2]
(9)
4TABLE I. Parameter ranges or regions of various phases in the ground state of the S = 1 bilinear-biquadratic models (Hbb and
H(1)) on (a) square and honeycomb lattices, and on (b) triangular and kagome lattices. FM and FQ respectively denote the
ferromagnetic and ferro-quadrupolar phases, and AFM and AFQ respectively the antiferromagnetic and antiferro-quadrupolar
phases. PVBS and TVBC respectively denote plaquette valence-bond solid and trimerized valence-bond crystal. Both AFM3
and AFQ3 represent phases with three-sublattice structure, and AFM120◦ does the AFM phase with 120◦ structure. The
results for Hbb are taken from Refs. 7–11.
(a)
Square Honeycomb
Phase Hbb (Refs. 7 and 8) H(1) Hbb (Ref. 9) H(1)
FM pi
2
< θ < 5
4
pi J‖ + J× < − |J4|4 pi2 < θ < 54pi J‖ + J× < − |J4|4
FQ − 3
4
pi < θ < −pi
2
J4
4
< J‖ + J× < −J44 − 34pi < θ < −pi2 J44 < J‖ + J× < −J44
Ne´el −pi
2
< θ < 0.189pi J‖ + J× > max
(
0.49J4,−J44
) −pi
2
< θ < 0.19pi J‖ + J× > max
(
0.49J4,−J44
)
Haldane 0.189pi < θ < 0.217pi 0.49J4 > J‖ + J× > 0.37J4 - -
AFM3 0.217pi < θ < pi
4
0.37J4 > J‖ + J× >
J4
4
- -
AFQ3 pi
4
< θ < pi
2
−J4
4
< J‖ + J× <
J4
4
- -
PVBS - - 0.19pi < θ < pi
2
−J4
4
< J‖ + J× < 0.49J4
(b)
Triangular Kagome
Phase Hbb (Ref. 10) H(1) Hbb (Ref. 11) H(1)
FM pi
2
< θ < 5
4
pi J‖ + J× < − |J4|4 pi2 < θ < 54pi J‖ + J× < − |J4|4
FQ − 3
4
pi < θ < −0.11pi J4
4
< J‖ + J× < −1.6J4 − 34pi < θ < −0.04pi J44 < J‖ + J× < −4.2J4
AFM120◦ −0.11pi < θ < pi
4
J‖ + J× > max
(
J4
4
,−1.6J4
)
- -
AFQ3 pi
4
< θ < pi
2
−J4
4
< J‖ + J× <
J4
4
- -
TVBC - - −0.04pi < θ < 0.37pi J‖ + J× > max (−0.03J4,−4.2J4)
AFQ - - 0.37pi < θ < pi
2
−J4
4
< J‖ + J× < −0.03J4
with the parameter θ and Jbb > 0, we describe the
phase diagrams as functions of θ. For the square lat-
tice the phase diagram contains at least five phases, i.e.,
the ferromagnetic (FM), ferro-quadrupolar (FQ), Ne´el,
three-sublattice antiferromagnetic (AFM3), and three-
sublattice antiferro-quadrupolar (AFQ3) phases.7 The
emergence of a quasi-one-dimensional Haldane phase in
a narrow region between the Ne´el and AFM3 phases
was also reported.8 The phase diagram for the honey-
comb lattice includes the FM, FQ, Ne´el, and plaque-
tte valence-bond-solid phases.9 For the triangular lattice,
the phase diagram contains the FM, FQ, 120◦-structure
antiferromagnetic (120◦-AFM), and AFQ3 phases.10 For
the kagome lattice, the phase diagram was found to in-
clude the FM, FQ, antiferro-quadrupolar, and trimerized
valence-bond-crystal phases.11 The parameter ranges of
θ for these phases are shown in Table I for each lattice.
It is noteworthy that the FQ phases in the geometrically-
frustrated (triangular and kagome) lattices appear in
wider regions than those in the bipartite (square and
honeycomb) lattices because of the suppression of an-
tiferromagnetic ordering in the former lattices.
From these results, we can derive the phase diagram
for the first-order perturbation Hamiltonian H(1) us-
ing the relation Jbb cos θ = (J‖ + J×)/2 + J4/8 and
Jbb sin θ = J4/4. The resultant regions of each phase
are also presented in Table I for the lattices considered.
−1 1
−1
1
J||+J×
J4
FM
FQ
Neel
AFQ3 AFM3
Haldane
(a)
−1 1
−1
1
J||+J×
J4
FM
FQ
AFM120°
AFQ3(b)
FIG. 2. Ground-state phase diagram of the first-order per-
turbation Hamiltonian H(1) on the (a) square and (b) trian-
gular lattices. Abbreviations of phases are the same as in
Table I.
Again, we find that the FQ phases in the triangular and
kagome lattice systems are wider than those in the square
and honeycomb lattice systems. The phase diagrams in
the first-order perturbation for the square and triangu-
lar lattices are shown in the J‖ + J× versus J4 plane in
Fig. 2. The quadrupolar phases appear in between the
ferromagnetic phase and antiferromagnetic phases. The
parameter regions of the FQ and AFQ3 phases appearing
for negative and positive J4, respectively, shrink with de-
5creasing |J4| and vanish at J4 = 0 (within the first-order
perturbation).
In the case of J4 = 0, the first-order perturbation
Hamiltonian contains only the two-spin exchange inter-
actions and all of them vanish at J‖ + J× = 0. In
this situation, the second-order perturbation, which in-
duces further effective interactions, becomes relevant.
From a standard procedure of perturbation theory, the
second-order perturbation Hamiltonian in the case of
J‖ + J× = J4 = 0 turns out to have a rather simple
form36
H(2) = J (2)
∑
〈j,j′〉
[(
S˜j · S˜j′
)2
− 1
]
(10)
with
J (2) = − (J‖ − J×)
2
8|Jd| = −
J2‖
2|Jd| = −
J2×
2|Jd| . (11)
Note that the coupling constant J (2) is always negative.
The second-order perturbation Hamiltonian (10) leads
us to an important conclusion for the case of J4 = 0. It is
natural to expect that, for strong ferromagnetic Jd, the
biquadratic interaction in Eq. (10) is still dominant over
other interactions in a finite parameter region around
J‖ + J× = 0. As shown in Table I, the pure-biquadratic
model, which is the spin-1 bilinear-biquadratic model (9)
with θ = −pi/2, has the ferro-quadrupolar ground state
on the triangular and kagome lattices. We hence con-
clude that, in our model (1) in the vicinity of J‖+J× = 0
and Jd → −∞, the dominant effective biquadratic in-
teraction leads to the ferro-quadrupolar ground state on
the geometrically frustrated lattices even in the case of
J4 = 0, in which the original model includes only the
bilinear exchange terms. We will confirm this conclusion
numerically in Sec. V.
For the case of the square and honeycomb lattices,
the spin-1 biquadratic Hamiltonian (10) is just on the
phase boundary between the ferro-quadrupolar and Ne´el
ordered phases as shown in Table I, where the ferro-
quadrupolar phase spreads to a finite region with fer-
romagnetic bilinear interactions. If we slightly shift the
couplings J‖ and J× from the phase boundary J‖+J× = 0
into the region J‖ + J× < 0, they yield a ferromagnetic
bilinear interaction between the effective S = 1 spins S˜j
and S˜j′ due to the first-order perturbation. We hence
expect that even when J4 = 0, our original model (1)
on these bipartite lattices realizes the ferro-quadrupolar
phase in a finite parameter region in J‖ + J× < 0. We
will confirm in Sec. V that this is also the case.
IV. MEAN-FIELD APPROXIMATION WITH
PRODUCT-STATE ANSATZ
In this section, we employ a mean-field approximation
with product-state ansatz to determine the ground-state
phase diagram of the model (1). We consider the case
of J4 ≤ 0 and Jd ≤ 0. Some details of the method and
results are presented also in Appendix A.
A. Method
We employ the approximation in which the ground-
state wave function is expressed by a direct product of
dimer states,
|ΦDP〉 =
∏
j
|ϕ〉j , (12)
where the dimer states |ϕ〉j can take an arbitrary state
spanned with the dimer bases. We further assume that
the wave function has two- and three-sublattice struc-
tures, respectively, for the bipartite (square and honey-
comb) lattice systems and the triangular lattice system;
namely, the dimers in the same sublattice are in the same
state,
|ϕ〉j = |ϕ〉Λ =
∑
σ1,σ2
aΛ,σ1σ2 |σ1σ2〉 (13)
for j ∈ Λ, where Λ = A,B (A,B,C) denotes the two sub-
lattices (three sublattices) and |σ1σ2〉 denotes the dimer
state with the eigenvalues Sz1,j = σ1 and S
z
2,j = σ2. Op-
timizing the coefficients aΛ,σ1σ2 in Eq. (13) variationally,
we obtain the lowest-energy mean-field solution.
To obtain the ground state, we minimize the expecta-
tion value of the bond Hamiltonian of the model (1),
Hjj′ = Jd
z
(S1,j · S2,j + S1,j′ · S2,j′)
+J‖ (S1,j · S1,j′ + S2,j · S2,j′)
+J× (S1,j · S2,j′ + S2,j · S1,j′)
+J4 (S1,j · S1,j′) (S2,j · S2,j′) , (14)
where z is the coordination number. We note that the co-
ordination number z is taken into account only through
the coupling constant Jd/z in Eq. (14). Using the resul-
tant ground state, we calculate the expectation values of
local observables defined in Sec. II B,
TMFΛ = 〈Tj〉,
NMFΛ = 〈Nj〉,
QMFΛ = 〈Qj〉 (15)
for any j ∈ Λ for each sublattice Λ.
The similar mean-field approximation with site-
decoupled wave functions has been applied to the spin-
1 bilinear-biquadratic model (9) on the square, honey-
comb, and triangular lattices. This approximation pro-
vides pretty accurate results for pi/2 < θ < 2pi: For the
square7 and honeycomb9 lattices, the mean-field approx-
imation yields the phase diagram for pi/2 < θ < 2pi which
is completely the same as those obtained by other numer-
ical approaches such as exact diagonalization and ten-
sor renormalization group technique. For the triangular
6(a) (b)
(c) (d)
(e)
FIG. 3. Schematic illustration of spin structures appearing
in the model (1) in (a) FM phase, (b) A-type AFM phase,
(c) C-type AFM phase, (d) spin nematic phase with ferro-
quadrupolar order, and (e) C-type 120◦-AFM phase. FM,
A-type AFM, and spin nematic phases appear in both two-
and three-sublattice cases, while the C-type AFM (C-type
120◦-AFM) phase appears only in the two-sublattice (three-
sublattice) case.
lattice,10 the phase diagram obtained by the mean-field
approximation is essentially the same as that by the ex-
act diagonalization; the only discrepancy appears in the
phase boundary between the ferro-quadrupolar and 120◦-
AFM phases, where the ferro-quadrupolar phase region
becomes narrower in the mean-field approximation. On
the other hand, for 0 < θ < pi/2, the mean-field ap-
proximation is rather unreliable at least for the bipartite
lattices since the direct-product wave function is not able
to describe the Haldane phase on the square lattice and
the plaquette valence-bond-crystal phase on the honey-
comb lattice, in which the entanglement between differ-
ent dimers is essential. In our calculation, we hence re-
strict ourselves to explore the parameter region of J4 ≤ 0,
which corresponds, in the limit Jd → −∞, to the region
of pi ≤ θ ≤ 2pi, where the mean-field approximation is
expected to be reliable. In the following, setting
J‖ = −1, (16)
we determine the ground-state phase diagram in J× ver-
sus J4 planes with J4 ≤ 0 for several fixed values of Jd/z.
B. Two-sublattice case
First, we discuss the case of the two-sublattice struc-
ture. From the expectation values of local observables we
studied, we found four distinct phases. These phases are
characterized with the expectation values TMFΛ , N
MF
Λ ,
and QMFΛ on two sublattices Λ = A,B, which are sum-
marized as follows:
(i) Ferromagnetic (FM) phase: All spins are fully po-
larized, pointing to the same direction,
TMFA = T
MF
B , |TMFΛ | = 1, |NMFΛ | = 0 (17)
for Λ = A,B. The ground-state energy per bond of
this phase is given by
EFM =
1
2
(
Jd
z
+ J‖ + J×
)
+
1
16
J4. (18)
(ii) A-type antiferromagnetic (A-type AFM) phase:
Two spins in each dimer are antiparallel to each
other, and all of the staggered moments 〈Nj〉 are
in the same direction,
NMFA = N
MF
B , |TMFΛ | = 0, |NMFΛ | > 0 (19)
for Λ = A,B. This state can be also regarded as two
ferromagnetic layers whose moments are antiparal-
lel to each other. The spin moments 〈Sl,j〉 shrink,
i.e., |NMFΛ | ≤ 1, due to quantum fluctuation.
(iii) C-type antiferromagnetic (C-type AFM) phase:
Two spins in each dimer point to the same direc-
tion, and the total spin moments TMFA and T
MF
B are
antiparallel, forming the Ne´el-type magnetic order
in 〈Tj〉,
TMFA = −TMFB , |TMFΛ | = 1, |NMFΛ | = 0 (20)
for Λ = A,B. Each local spin is fully polarized.
The ground-state energy per bond of this phase (in
the mean-field approximation) is
EMFC-AFM =
1
2
(
Jd
z
− J‖ − J×
)
+
1
16
J4. (21)
(iv) Spin nematic phase with ferro-quadrupolar order:
All the spin-dipole moments vanish, while the spin-
quadrupolar moments take the same value for all
sites,
|TMFΛ | = 0, |NMFΛ | = 0,
QMFA = Q
MF
B , |QMFΛ | =
√
4
3
(22)
7for Λ = A,B. The quadrupolar moments are sat-
urated. The ground-state energy per bond of this
phase (in the mean-field approximation) is
EMFSNf =
1
2
Jd
z
+
3
16
J4. (23)
In the limit Jd → −∞, this phase corresponds to
the ferro-quadrupolar phase of the spin-1 bilinear-
biquadratic model.
Schematic illustration of spin structures representing
these phases are shown in Figs. 3(a)–(d). We note that
the fully-saturated nature of the C-type AFM and spin
nematic phases is an artifact of the approximation with
product-state ansatz. Indeed, we will show in Sec. V that,
in the mVMC calculations, the quantum reduction in the
magnetic and spin-quadrupolar moments is observed also
in these phases.
We have determined the phase diagrams for several val-
ues of Jd/z. Figure 4 shows the results for some typical
values of Jd/z.
At Jd = 0, we find three regions; two are the FM and
A-type AFM phases and the other corresponds to the
boundary between the spin nematic phase, which appears
for Jd < 0, and dimer-singlet phase for Jd > 0. The
quadruple point where these four phases coexist is the
SU(4) symmetric point, given by J‖ = −1, J4 = −4, and
Jd = J× = 0. We further show in Sec. VI, using exact
symmetry arguments on a generic model, that the spin
nematic state is naturally generated by SU(4) symmetry
and the SU(4) model is on the multiple point surrounded
by, at least, five phases including the spin nematic phase.
The phase boundary between the FM and A-type AFM
phases is on the line J× = 0 for J4 > −4, while the
region of the phase boundary between the spin-nematic
and dimer-singlet phases is surrounded by the two lines
J4 = ±4J× − 4. On the latter phase boundary, there
exists additional non-trivial degeneracy in the mean-field
solution, which is a remnant of SU(2)×SU(2) symmetry
in the case of Jd = J× = 0. (See the Appendix C 2 for
more details.)
When Jd is negative, the spin nematic state with ferro-
quadrupolar order is selected from the non-trivially de-
generate ground states in the degenerate region, resulting
in the spin nematic phase defined in Eq. (22). Another
signature of high SU(4) symmetry remains on the bound-
ary between the FM and spin-nematic phases for Jd < 0
in the mean-field approximation, where the boundary line
J4 = 4J×−4 is obtained from the condition EFM = EMFSNf .
On this boundary, the mean-field solution of the ground
state has non-trivial SU(3) degeneracy, which we further
explain in Appendix C 1.
As |Jd|/z increases, the region of the spin nematic
phase enlarges toward smaller |J4| regime, and the
boundary between the FM and A-type AFM phases also
moves toward large J× [see Fig. 4(b) and (c)]. Then, at
Jd/z ∼ −1.15, the C-type AFM phase enters the param-
eter space calculated [see Fig. 4(d)]. The appearance of
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FIG. 4. Phase diagrams for the two-sublattice struc-
ture. Parameters are set as J‖ = −1 and (a) Jd/z = 0,
(b) Jd/z = −0.5, (c) Jd/z = −1.1, (d) Jd/z = −1.2, (e)
Jd/z = −1.8, and (f) Jd/z = −2.0. Solid and dashed lines, re-
spectively, denote first-order and continuous transitions. FM,
A-AF, C-AF, and SNf represent the ferromagnetic phase, the
A-type antiferromagnetic phase, the C-type antiferromagnetic
phase, and the spin nematic phase with ferro-quadrupolar or-
der, respectively. Grey region in (a), labelled with “D”, is
the phase boundary between the spin nematic phase and the
dimer-singlet phase, where the spin nematic phase extends to
the region of Jd < 0. Open circle in (a) represents the SU(4)
symmetric point. Horizontal dotted lines in (d) and (f) are
the parameter lines shown in Fig. 5.
the C-type AFM phase is due to the competition between
the exchange interactions Jd and J‖. Indeed, at the limit
of J× → ∞ and J4 = 0, the interactions Jd and J‖ lead
to the A-type AFM phase for |Jd|/z < |J‖| = 1 and the
C-type AFM phase for |Jd|/z > |J‖|.
With further increasing |Jd|/z, we see that the A-type
AFM phase shrinks while the other phases enlarge. [See
Fig. 4(e).] The A-type AFM phase eventually vanishes
at Jd/z ' −2 and the spin nematic phase touches with
the C-type AFM phase. [See Fig. 4(f).] The spin nematic
8phase extends to the line of J4 = 0, but touches to the line
J4 = 0 only at the single point J× = 1. Hence in the case
of Jd/z ≤ −2 and J4 = 0, the phase diagram contains
only the FM and C-type AFM phases. For Jd/z ≤ −2,
the phase diagram, which is unaltered at least down to
Jd/z = −10 in our calculation, is the same as the one
obtained for the limit Jd → −∞ in Sec. III. The bound-
ary lines of the spin nematic phase are J4 = ±4(J×− 1),
which are obtained from the conditions EFM = E
MF
SNf and
EMFC-AFM = E
MF
SNf .
Among the transitions occurring in the present param-
eter space, the transition between the spin-nematic and
A-type AFM phases is continuous. In contrast, the other
transitions are always of first order, accompanied with a
jump in TMFΛ . (See the Appendix A 2 for detailed anal-
ysis of the order of the transitions.) In Fig. 5, we plot
J×-dependence of the order parameters on the parame-
ter lines given by J4 = −0.5 and −4.0 in the plane with
Jd/z = −1.2 [dotted lines of Fig. 4(d)] and the parameter
line given by J4 = −3.0 in the plane with Jd/z = −2.0
[dotted line in Fig. 4(f)]. In the case of Jd/z = −1.2
and J4 = −0.5 [Fig. 5(a)], the system undergoes two
successive transitions from the FM phase to the A-type
AFM phase, and then, to the C-type AFM phase as J×
increases. At both transitions, the order parameters ex-
hibit finite jumps, showing first-order phase transitions.
In the intermediate A-type AFM phase, the Ne´el-spin
moment NMFΛ shrinks from the saturated value due to
the zero-point quantum reduction, while the total spin
TMFΛ on each dimer is fully polarized in the FM and C-
type AFM phases. When negative J4 becomes stronger
[see Fig. 5(b)], the system exhibits four phases, the FM,
spin-nematic, A-type AFM, and C-type AFM phases. It
is found that the transition between the spin-nematic and
A-type AFM phases is continuous while the other two
transitions are of first order. The Ne´el-spin moment ex-
hibits the quantum reduction in the A-type AFM phase
and vanishes continuously at the boundary to the spin
nematic phase. For Jd/z = −2.0 and J4 = −3.0 [Fig.
5(c)], there occur two first-order transitions from the FM
phase to the spin nematic phase, and then, to the C-type
AFM phase with increasing J×. Finally, we note that
the transition between the FM and C-type AFM phases
occurring on the line of J4 = 0 is of first order.
C. Three-sublattice case
Next, we discuss the case of three-sublattice structure
on the triangular lattice. Figure 6 presents the phase
diagrams we obtained for various Jd/z. We found four
distinct phases; three of them are the FM, A-type AFM,
and spin-nematic phases, which are translationally in-
variant and defined in the same manners as those for the
two-sublattice case, i.e., Eqs. (17), (19), and (22), respec-
tively. The other phase is as follows:
(iii’) C-type 120◦-structure antiferromagnetic (C-type
120◦-AFM) phase: Two spins in each dimer are
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FIG. 5. J×-dependence of squared magnetic moments
|TMFA |2 and |NMFA |2 and normalized squared spin-quadrupolar
moment 3|QMFA |2/4 for the two-sublattice structure; (a)
Jd/z = −1.2 and J4 = −0.5, (b) Jd/z = −1.2 and J4 = −4.0,
(c) Jd/z = −2.0 and J4 = −3.0. FM, A-AF, C-AF, and
SNf represent the ferromagnetic phase, the A-type antiferro-
magnetic phase, the C-type antiferromagnetic phase, and the
spin nematic phase with ferro-quadrupolar order, respectively.
Vertical dashed lines represent phase boundaries.
parallel to each other,
|TMFΛ | > 0, |NMFΛ | = 0 (24a)
for Λ = A,B,C, and the total spins TMFΛ on three
sublattices form a 120◦ structure,
TMFΛ · TMFΛ′ = −
1
2
|TMFΛ | |TMFΛ′ | (24b)
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FIG. 6. Phase diagrams for the three-sublattice struc-
ture. Parameters are set as J‖ = −1 and (a) Jd/z = 0,
(b) Jd/z = −1.6, (c) Jd/z = −1.8, (d) Jd/z = −2.3, (e)
Jd/z = −3.0, and (f) Jd/z = −3.5. Solid and dashed lines de-
note first-order and continuous transitions, respectively. FM,
A-AF, C-120◦, and SNf represent the ferromagnetic phase, the
A-type antiferromagnetic phase, the C-type 120◦-structure
antiferromagnetic phase, and the spin nematic phase with
ferro-quadrupolar order, respectively. Grey region in (a), la-
belled with “D”, is the phase boundary between the spin ne-
matic phase and the dimer-singlet phase, where the spin ne-
matic phase extends to the region of Jd < 0. Open circle in
(a) represents the SU(4) symmetric point. Horizontal dotted
lines in (d) and (f) are the parameter lines shown in Fig. 7.
for different sublattices Λ and Λ′, which is the
well-known spin structure in the triangular-lattice
antiferromagnet.37,38 The local spins shrink due to
quantum fluctuation.
A schematic picture representing this phase is shown in
Fig. 3(e).
For several values of Jd/z, we have determined the
ground-state phase diagrams, some of which are shown
in Fig. 6. For small |Jd|/z, the resultant diagrams are the
same as those for the two-sublattice case. At Jd = 0, the
diagram includes the FM phase, the A-type AFM phase,
and the region with the degenerate ground states which
is the phase boundary between the spin-nematic and
dimer-singlet phases. The phase boundaries are given
by J4 = ±4J× − 4 (J4 < −4) and J× = 0 (J4 > −4).
The SU(4) point (J‖ = −1, J4 = −4, Jd = J× = 0) is
on the quadruple point, where the spin nematic phase
is generated by SU(4) symmetry as shown in Sec. VI A.
When a negative Jd is introduced, the spin nematic phase
with ferro-quadrupolar order replaces the region of the
degenerate ground states. As |Jd|/z increases, the FM
and spin-nematic phases enlarge, while the A-type AFM
phase becomes smaller. Then, at Jd/z ∼ −1.7, the C-
type 120◦-AFM phase appears from the region around
1 . J× . 2 and J4 = 0. The appearance of this
phase can be understood from the strong coupling limit
Jd → −∞, where 120◦-AFM phase appears in large J×
regime. As |Jd|/z further increases, the spin nematic
and C-type 120◦-AFM phases extend and eventually,
around Jd/z ∼ −3.5, cover the A-type AFM phase re-
gion. For Jd/z ≤ −3.5, the phase diagram in our scope
(−2 ≤ J× ≤ 4 and −6 ≤ J4 ≤ 0) does not depend on
Jd/z, at least down to Jd/z = −10 in our calculation.
This phase diagram coincides with the diagram obtained
by the mean-field approximation10 to the spin-1 bilinear-
biquadratic model (8) derived with the first-order per-
turbation in Sec. III on the triangular lattice. The spin
nematic phase boundary touches to the J4 = 0 line on
the single point J× = 1. The two boundary lines are
given by J4 = 4(J× − 1) and J4 = −2(J× − 1).
We also show the order of phase transitions in Fig.
6. The transitions from the FM phase to the other
phases are of first order, accompanied with jumps in
TMFΛ . The transitions from the spin nematic phase to the
two types of AFM phases, i.e., A-type AFM and C-type
120◦-AFM phases, are continuous while the one between
these two AFM phases is of first order. (See also Appen-
dices A 2–A 4 for detailed results.) Figure 7 presents the
J×-dependence of the order parameters on the parame-
ter lines given by J4 = −1.0 and −4.0 in the plane with
Jd/z = −2.3 [dotted lines in Fig. 6(d)] and the line given
by J4 = −4.0 in the plane with Jd/z = −3.5 [dotted line
in Fig. 6(f)]. For Jd/z = −2.3 and J4 = −1.0 [Fig. 7(a)],
there appear four phases, the FM, spin-nematic, C-type
120◦-AFM, and A-type AFM phases. The magnetic mo-
ments exhibit the quantum reduction in the C-type 120◦-
AFM and A-type AFM phases and vanish in the spin
nematic phase. The order parameters exhibit jumps at
the phase transitions between the FM and spin-nematic
phases and between the C-type 120◦-AFM and A-type
AFM phases, while they change continuously at the tran-
sition between the spin-nematic and C-type 120◦-AFM
phases. The continuous nature of the latter transition
is also confirmed clearly in the results for Jd/z = −3.5
and J4 = −4.0 in Fig. 7(c). On the parameter line of
Jd/z = −2.3 and J4 = −4.0 [Fig. 7(b)], the system un-
dergoes two transitions from the FM phase to the spin
nematic phase, and then to the A-type AFM phase. We
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FIG. 7. J×-dependence of squared magnetic moments
|TMFA |2 and |NMFA |2 and normalized squared spin-quadrupolar
moment 3|QMFA |2/4 for the three-sublattice structure; (a)
Jd/z = −2.3 and J4 = −1.0, (b) Jd/z = −2.3 and J4 = −4.0,
(c) Jd/z = −3.5 and J4 = −4.0. FM, A-AF, C-120◦, and
SNf represent the ferromagnetic phase, the A-type antiferro-
magnetic phase, the C-type 120◦-structure antiferromagnetic
phase, and the spin nematic phase with ferro-quadrupolar
order, respectively. Vertical dashed lines represent phase
boundaries.
find again that the transition between the FM and spin-
nematic phases is of first order, while the transition be-
tween the spin-nematic and A-type AFM phases is con-
tinuous.
D. Comments
Three comments are in order here. First, in our re-
sult by the mean-field approximation with the product-
state ansatz, we find no finite region of the spin nematic
phase in the case of J4 = 0, contrary to the expectation
from the perturbation theory in Sec. III. This result is at-
tributed to the fact that the product-state ansatz, which
completely ignores the entanglement between different
dimers, is not able to include the effect of the second-
order perturbation sufficiently. Indeed, as shown in the
subsequent section, the mVMC method provides a result
that the spin nematic phase emerges in a finite region in
the J4 = 0 case.
Second, it has been shown that, when applied to the
spin-1 bilinear-biquadratic model (9) on the triangular
lattice, the mean-field approximation yields an inaccu-
rate result on the phase boundary between the spin-
nematic and 120◦-AFM phases; the mean-field approx-
imation gives the critical point θc = arctan(−2) ∼
−0.35pi, while the exact diagonalization method, which
can take the entanglement between different sites into
account, gives θc ∼ −0.11pi.10 Hence, in our model (1)
for large |Jd|/z, the phase boundary between the spin-
nematic and C-type 120◦-AFM phases is also expected
to move from the mean-field line J4 = −2(J× − 1) (cor-
responding to θc ∼ −0.35pi at Jd/z → −∞) toward the
line J4 = −0.61(J×−1) (corresponding to θc ∼ −0.11pi),
in the direction to enlarge the spin nematic phase.
Third, we must be careful when applying the re-
sults for the three-sublattice case to the kagome lat-
tice system. For the spin-1 bilinear-biquadratic model
in the kagome lattice, it was found that the 120◦-AFM
phase is not present in the ground-state phase diagram
and, instead, the trimerized valence-bond-crystal phase
appears.11 Therefore, in our result, the C-type 120◦-AFM
phase should be replaced by a phase corresponding to the
trimerized valence-bond-crystal phase, and the bound-
ary lines of the phase as well as the nature of the phase
transitions to the phase may also be different. We ex-
pect that our results for the FM, A-type AFM, and spin
nematic phases remain valid semi-quantitatively for the
kagome-lattice case, since the ground states of these or-
dered phases are discribed rather well by the mean-field
approximation.
V. MANY-VARIABLE VARIATIONAL MONTE
CARLO CALCULATION
In this section, we focus on the case of J4 = 0 and
large negative Jd. We numerically explore the ground-
state phase diagram using mVMC method, and estab-
lish the emergence of the spin nematic phase with ferro-
quadrupolar order suggested from the second-order per-
turbation calculation.
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A. Method
To analyze the Hamiltonian defined in Eq. (1), we use
the mVMC method33,34, which can include the spatial
correlations and quantum fluctuations beyond the direct
product of dimer states. The variational wave function
in mVMC is defined as
|ψ〉 = PG|φpair〉, (25)
where PG is the Gutzwiller factors defined as
PG = e−g
∑
l,j nl,j,↑nl,j,↓ , (26)
where nl,j,σ is the number operator of electron at the lth
site in the jth dimer with spin σ. By taking g = ∞,
we completely exclude the doubly occupied states and
express the localized spin-1/2 systems at half filling. The
pair-product part |φpair〉 is the generalized pairing wave
function defined as
|φpair〉 =
[ ∑
l,j,l′,j′
∑
σ,σ′
Fl,j,σ,l′,j′,σ′c
†
l,j,σc
†
l′,j′,σ′
]Ns/2|0〉,
(27)
where Fl,j,σ,l′,j′,σ′ denotes the variational parameters,
c†l,j,σ represents the creation operator of electron at the
lth site in the jth dimer with spin σ, Ns = 2N is the
number of spins (electrons) in the system, and |0〉 is
the vacuum of electrons. In this form, we can express
spin nematic states by using spin-triplet pairing wave
functions.13,39 In our calculations, we have imposed 2×2
(3 × 3) sublattice structure in the pair-product part for
the square lattice (triangular lattice) to express the C-
type AFM (C-type 120◦-AFM) state. All the variational
parameters are simultaneously optimized by using the
stochastic reconfiguration method40,41.
We note that, if one takes Fl,j,σ,l′,j′,σ′ as
Fl,j,σ,l′,j′,σ′ =
{
aΛ,σσ′ (j = j
′)
0 (j 6= j′), (28)
the wave function becomes
|φpair〉 =
[∑
j
∑
σ,σ′
aΛc
†
1,j,σc
†
2,j,σ′
]Ns/2|0〉
∝
∏
j
[∑
σ,σ′
aΛc
†
1,j,σc
†
2,j,σ′
]
|0〉 = |ΦDP〉. (29)
This result shows that the pair-product state |φpair〉 in-
cludes the dimer-product state defined in Eq. (12) as a
special case. Although the entanglement between dimers
is completely ignored in the dimer-product state, the
mVMC can include such entanglement.
B. Square Lattice
Here, by using mVMC, we examine stability of the
spin nematic phase around J‖ + J× = 0 in the square
lattice. As a typical case, we take Jd/z = −2 (Jd = −8),
J‖ = −1, and J4 = 0.
To make the initial states of the mVMC calculations,
we first impose the external fields that induce the candi-
date states of the ground state. In this calculation, we
consider the FM, C-type AFM, and spin nematic states
and take the external fields defined as
Hex,FM = −hFM
∑
j
T zj , (30)
Hex,CAFM = −hCAFM
∑
j
T zj e
ipi·rj , (31)
Hex,FQ = −hFQ
∑
j
Q
(2)
j , (32)
where pi = (pi, pi) is the wave vector of the C-type AFM
ordering. We typically take the amplitude of the exter-
nal field as unity, i.e., hFM = 1 for example. We first
optimize the variational parameters using the stochastic
reconfiguration method under the external fields. Then,
by turning off the external fields, we again optimize the
variational parameters and obtain the FM, C-type AFM,
and spin nematic states. We have also checked that the
A-type AFM state, whose initial state can be prepared by
imposing the external field Hex,AAFM = −hAAFM
∑
j N
z
j ,
is unstable and becomes one of the other states after the
optimization without the external field. We hence omit
the result of the A-type AFM state in the following.
Using the optimized wave functions of the FM, C-type
AFM, and spin nematic states, we compute the energies,
the local total-spin moment T defined by
T =
1
N
∑
j
√
〈Tj〉2, (33)
and the local spin-quadrupolar moment Q defined by
Q =
1
N
∑
j
√
〈Qj〉2, (34)
for each state. The calculation was performed for fi-
nite systems with N = L × L sites under the periodic
boundary condition. We found that the finite-size ef-
fects are small for the FM and spin-nematic states, so
that we could achieve convergence to thermodynamic-
limit values with the data for the systems with up to
L = 10. For the C-type AFM state, however, the system-
size dependences of T and Q are large. We therefore per-
formed the calculation for the systems with up to L = 14
and extrapolated the data of T (L) and Q(L) using the
least-square fitting with linear functions of 1/L, such as
T (L) = T (L = ∞) + a/L. We note that, in our calcula-
tion, only Q(2) becomes finite in the collinear magnetic
ordered phases (FM phase and C-type AFM phase) and
the spin nematic phase.
Figure 8 (a) shows J× dependence of the energies for
the FM, C-type AFM, and spin nematic states, while
Fig. 8 (b) shows the local total-spin moment T and the
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ferro-quadrupolar moment Q in the ground state. The
non-zero T in Fig. 8 (b) indicates the appearance of the
magnetic ordered phase such as the FM or C-type AFM
phase. The spin nematic phase is characterized by finite
spin-quadrupolar moment (Q > 0) and absence of the
magnetic order (T = 0).
As shown in Fig. 8 (a), for J× ≤ 0.88, we find that the
FM state is the ground state. Its local moment is still
fully polarized (T = 1) even when we seriously take into
account the interdimer correlations.
For 0.89 ≤ J× < 1.00, we find that the spin nematic
state becomes the ground state even when J4 = 0. In
the spin nematic state, we confirm that no spontaneous
polarization occurs in the spin degrees of freedom (T = 0)
and the spin-quadrupolar moment Q becomes finite as
shown in Fig. 8 (b). This result shows that effects of
the interdimer correlations included in mVMC actually
stabilize the spin nematic phase. The spin nematic phase
widely extends for J× < 1 while it does not for J× >
1. This is consistent with the result of the second-order
perturbation theory, which indicates the stability of the
spin nematic phase for J‖ + J× < 0.
At J× = 1.00, the energy of the spin nematic state
is slightly smaller than that of the C-type AFM state
within the system size treated, but they are almost equal,
suggesting that the transition point between the phases is
in the range 1.00 ≤ J× < 1.01. We note that the C-type
AFM state is not stable for J× < 1, i.e., even if we choose
the C-type AFM state as an initial state, the final state
after optimization becomes a spin nematic state, which
has no spin order. We therefore conclude that the spin
nematic phase exists at least for J× < 1.
For J× ≥ 1.01, the C-type AFM state is the ground
state. In contrast to the FM state, the C-type AFM state
is largely affected by the interdimer correlations. Due
to the quantum fluctuations, the energy of the C-type
AFM state obtained by the mVMC method is signifi-
cantly lower than that of the direct product of the dimer
states. The local spin moment T in the mVMC result is
also reduced from the saturated value.
From the results above, we conclude that the system
with J4 = 0 and sufficiently large negative Jd exhibits
the spin nematic phase in addition to the FM and C-type
AFM phases. Both transitions between the FM and spin-
nematic phases and between the spin-nematic and C-type
AFM phases are of first order accompanied by a jump of
the magnetic moment. These transition properties are
the same as the results of the mean-field approximation
for those transitions occuring at J4 < 0.
C. Triangular Lattice
For the triangular lattice, we perform basically the
same calculations as the case of the square lattice. As
a typical case, we take Jd/z = −2 (Jd = −12), J‖ = −1,
and J4 = 0.
In the triangular lattice, it is expected that the C-type
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FIG. 8. (a) J× dependence of the energies for the FM, spin
nematic, and C-type AFM states for the square-lattice model
on the parameter line with Jd/z = −2 (Jd = −8), J‖ = −1,
and J4 = 0. The dotted line with positive (negative) slope
shows the energy of the direct product of dimer states for the
FM (C-type AFM) state, which is given by J‖ + Jd/4 + J×
(−J‖+Jd/4−J×). The vertical broken line represents the de-
generate point (J‖+J× = J4 = 0) in the mean-field solutions.
(b) J× dependence of the squared local total-spin moment T 2
and the normalized squared spin-quadrupolar moment 3Q2/4
in the ground state. For the FM and spin-nematic phases, the
data for L = 10 are plotted as the thermodynamic-limit val-
ues, while the extrapolated values are plotted for the C-type
AFM phase. Solid and broken lines are guide for the eye.
120◦-AFM state becomes the ground state in addition
to the FM and spin nematic states. To prepare the ini-
tial state of the C-type 120◦-AFM state, we impose the
external filed defined as
Hex,C120 = −hC120
∑
j
[T zj cosφ(rj) + T
x
j sinφ(rj)],
(35)
where φ(rj) = φ(xj , yj) = 2pixj/3 + 2piyj/3. We have
checked by the mVMC that the A-type AFM state is
unstable for Jd/z = −2.
We performed the calculation for finite systems with
N = 6 × 6, 12 × 6, and 12 × 12 sites under the periodic
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boundary condition. As in the case of the square lattice,
the system-size dependences of the data are small for the
FM and spin-nematic states, so that we could obtain a
good convergence in the data for the systems with up
to N = 12 × 12 sites. For the C-type 120◦-AFM state,
sizable system-size dependences still remain in the results
of T and Q. We hence extrapolated the data of T (N) and
Q(N) by using least-square fitting to linear functions of
1/
√
N , e.g., T (N) = T (N = ∞) + a′/√N . We note
that in our calculation, only Q(2) is finite in the FM and
spin-nematic phases while Q(1) and Q(2) become finite in
the C-type 120◦-AFM phase with the coplanar magnetic
order.
In Fig. 9(a), we show J× dependence of the energies
for the FM, C-type 120◦-AFM, and spin nematic states,
while we show in Fig. 9(b) the local total-spin moments T
and the spin-quadrupolar moment Q in the ground state.
We find that the FM state is the ground state for small
J× (J× ≤ 0.9). With increasing J×, the system under-
goes a first-order transition into the spin nematic phase,
accompanied with a level cross of the ground states,
around J× ∼ 0.9. At the other side of the spin nematic
phase, it has turned out that the C-type 120◦-AFM state
is unstable for J× ≤ 1.1. We can thus conclude safely the
appearance of the spin nematic phase for 0.9 . J× . 1.1.
In contrast to the square lattice, the spin nematic phase
emerges for both J× > 1 and J× < 1. This is consistent
with the result of the perturbation theory, which indi-
cates that the spin nematic phase extends to both sides
of J‖ + J× = 0.
At J× = 1.1, the energies of the spin nematic and C-
type 120◦-AFM states are almost degenerate, and their
slopes also seem to be equal. Furthermore, the local spin
moment T in the C-type 120◦-AFM state for J× > 1.1 de-
creases with decreasing J× and seems to gradually vanish
at J× ' 1.1. These results indicate that the continuous
phase transition occurs between the C-type 120◦-AFM
and spin nematic phases, which is consistent with the
conclusion obtained by the mean-field approximation.
VI. VICINITY OF THE SU(4) SYMMETRIC
POINT
In this section, we analyze the SU(4) symmetric point
of the model (1) and consider the effect of perturbative
interactions to this symmetric point. We describe emer-
gence of various phases including the spin nematic phase
and the vector chiral phase (or equivalently p-type ne-
matic phase), which is controlled by the SU(4) symme-
try. We also show that one can stabilize the spin nematic
state out of the ground-state manifold at the SU(4) point
by introducing Ising anisotropy as a perturbation.
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FIG. 9. (a) J× dependence of the energies for the FM,
spin-nematic, and C-type 120◦-AFM states for the triangular-
lattice model on the parameter line with Jd/z = −2 (Jd =
−12), J‖ = −1, and J4 = 0. The dotted line with positive
(negative) slope shows the energy of the direct product of
dimer states for the FM (C-type 120◦-AFM) state, which is
given by 3J‖/2 + Jd/4 + 3J×/2 (−3J‖/4 + Jd/4 − 3J×/4).
(b) J× dependences of the squared local total-spin moment T 2
and the normalized squared spin-quadrupolar moment 3Q2/4
in the ground state. The values for N = 12 × 12 are plotted
for the FM and spin-nematic phases as the thermodynamic-
limit values, while the extrapolated values are shown for the
C-type 120◦-AFM phase. Solid and broken lines connecting
the data points are guide for the eye. In both (a) and (b),
the vertical broken line at J× = 1 represents the degenerate
point (J‖ + J× = J4 = 0) in the mean-field solutions.
A. SU(4) symmetric model and its degenerate
ground states
The SU(4) symmetric model is given by J4 = 4J‖ and
Jd = J× = 0 as mentioned in Sec. II. The Hamiltonian
has the form
Hsu4 = −Jsu4
∑
〈j,j′〉
[S1,j · S1,j′ + S2,j · S2,j′
+ 4(S1,j · S1,j′)(S2,j · S2,j′)] , (36)
where we set J‖ = J4/4 = −Jsu4. We consider the case of
Jsu4 > 0, i.e., the overall coupling constant is negative op-
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posed to the spin-orbital model for the two-orbital Hub-
bard model in Mott insulating regime.42 In this paper we
call Eq. (36) ferromagnetic SU(4) model. We show in the
following that this model has various degenerate ground
states which are transformed to each other through the
SU(4) rotation. One of them is a spin nematic state with
ferro-quadrupolar order.
To describe the SU(4) model, we use local fifteen gen-
erators of SU(4) group on each dimer. To this end, we
adopt the spin dipole operators Tαj and N
α
j (α = x, y, z),
and the quadrupolar operators Q
(n)
j (n = 1, · · · , 5). We
further introduce the vector chiral operators (or p-type
nematic operators1)
χαj = 2
∑
β,γ
αβγS
β
1,jS
γ
2,j (37)
(α = x, y, z), where αβγ is the Levi-Civita tensor, and
the Heisenberg exchange operator
Oj = 2
√
2√
3
S1,j · S2,j . (38)
Oj has appeared in the generator of the spin-chirality
dual transformation on spin ladder systems,43 under
which the SU(4) symmetric model is invariant. All of
these fifteen operators, Tαj , N
α
j , χ
α
j (α = x, y, z), Q
(n)
j
(n = 1, · · · , 5), and Oj , are the generators of SU(4) group
on dimers.44 See also Appendix B for a convenient defi-
nition of SU(4) generators.
Let us start our argument from the fact that the SU(4)
Hamiltonian can be expressed in terms of permutation
operators,
Hsu4 = −Jsu4
∑
〈j,j′〉
 ∑
σ1σ2σ′1σ
′
2
|σ′1σ′2〉j |σ1σ2〉j′〈σ1σ2|j〈σ′1σ′2|j′
− 1
4
]
. (39)
From this, it immediately follows that eigenenergies of
the ferromagnetic SU(4) model are lower-bounded by
−3Jsu4Nb/4, where Nb ≡ zN/2 is the number of nearest-
neighbor dimer pairs.
A trivial ground state with the energy −3Jsu4Nb/4 is
the state in which all spins are down,
|FM〉 =
∏
j
| ↓↓〉j . (40)
Due to SU(4) symmetry, any state obtained through
global SU(4) rotation to Eq. (40) also belongs to the
ground states. We summarize below five typical states
of degenerate ground states and their order parameters.
Among these states, the antiferromagnetic state and the
vector chiral state are transformed to each other through
the spin-chirality dual relation,43,45 whereas the rest of
states are invariant, i.e., self dual.
1. Ferromagnetic state
In the ferromagnetic state |FM〉, all spins are ferro-
magnetically ordered. The order parameter is given by∑
j Tj . In this state, spin SU(2) and time-reversal sym-
metries are broken.
2. Antiferromagnetic state
Applying the SU(4) rotation U =∏
j(−i) exp(ipiT xj /2) exp(ipiNxj /2) to |FM〉, we ob-
tain the A-type antiferromagnetic state
|A-AF〉 =
∏
j
| ↑↓〉j . (41)
The spins have an antiferromagnetic order detected with∑
jNj . In this state, spin SU(2) and time-reversal sym-
metries are broken.
3. Spin nematic state
Applying the rotation U =
∏
j exp(ipiQ
(3)
j /4) to |FM〉,
we obtain the spin nematic state with ferro-quadrupolar
order,
|SNf〉 =
∏
j
1√
2
(| ↑↑〉j + | ↓↓〉j). (42)
This state does not have any spin order
〈SNf|Sl,j |SNf〉 = (0, 0, 0), (43)
while has a ferro-quadrupolar order
〈SNf|Qj |SNf〉 = (1, 1/
√
3, 0, 0, 0). (44)
Thus only spin SU(2) symmetry is broken.
4. Vector chiral state
Applying the duality transformation43 U =∏
j exp[ipi(−
√
6Oj + 1)/8] to |A-AF〉, we obtain
the vector chiral (p-type nematic) state
|VC〉 =
∏
j
1√
2
(eipi/4| ↑↓〉j + e−ipi/4| ↓↑〉j). (45)
Each dimer state is a linear combination of the spin sin-
glet state and a spin triplet state with the complex coef-
ficients. The vector chiral state does not have any spin
order
〈VC|Sl,j |VC〉 = (0, 0, 0), (46)
while it has a vector chiral order
〈VC|χj |VC〉 = (0, 0, 1). (47)
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This vector order is also accompanied with a quadrupolar
order, which corresponds to a quadrupolar moment of the
vector chirality. Thus SU(2) and reflection symmetries
are broken.
5. Dimer singlet state
The dimer singlet state
∏
j
1√
2
(| ↑↓〉j − | ↓↑〉j) is also
obtained, for example, through the SU(4) transformation∏
j e
−i3pi/4 exp(ipiNzj /4)|VC〉. No symmetry is broken in
this state.
B. Perturbation to lift the degeneracy
Weak perturbation to the ferromagnetic SU(4) model
can stabilize one of these ordered states in the degen-
erate ground-state manifold. For example, the ferro-
magnetic phase is selected by adding weak ferromagnetic
Heisenberg interactions on interdimer bonds. By apply-
ing an SU(4) rotation, one can transform the ferromag-
netic phase to the spin nematic phase; the Heisenberg
coupling in the perturbation is transformed to compli-
cated two-spin and four-spin interactions. Here, instead
of exploring these complicated four-spin interactions, we
show that adding some Ising couplings to the ferromag-
netic SU(4) model can stabilize the spin nematic phase.
We use the Hamiltonian of the ferromagnetic SU(4)
model with additional Ising couplings
H′ = Hsu4 +Hzd +Hzint, (48)
where
Hzd = −Jzd
∑
j
Sz1,jS
z
2,j , (49a)
Hzint =
∑
〈j,j′〉
Jz‖ ∑
l=1,2
Szl,jS
z
l,j′ + J
z
×(S
z
1,jS
z
2,j′ + S
z
2,jS
z
1,j′)

(49b)
with Jzd > 0. This Hamiltonian conserves the num-
ber of dimers having the state |σ1σ2〉j , which we de-
note by Nσ1σ2 , and hence is block-diagonalized into sub-
spaces characterized by the quantum numbers {Nσ1σ2} =
{N↑↑, N↓↓, N↑↓, N↓↑}. In the following, we consider the
case that the number of dimers, N =
∑
σ1σ2
Nσ1σ2 , is
even.
Our argument has some analogies to the derivation of
the so-called η-pairing superconductivity in an extended
Hubbard model.46–48 We introduce η operators of spins
ηxj ≡
1
2
Q
(1)
j = Re(S
+
1,jS
+
2,j), (50a)
ηyj ≡
1
2
Q
(3)
j = Im(S
+
1,jS
+
2,j), (50b)
ηzj ≡
1
2
T zj =
1
2
(
Sz1,j + S
z
2,j
)
. (50c)
The operators ηαj satisfy the commutation relation[
ηαj , η
β
j
]
= i
∑
γ
αβγηγj , (51)
and form an SU(2) group. The two-dimensional funda-
mental representation of this SU(2) is spanned with two
states | ↑↑〉j and | ↓↓〉j . These two states carry pseudo-
spin-1/2 degrees of freedom49
ηzj | ↑↑〉j =
1
2
| ↑↑〉j , ηzj | ↓↓〉j = −
1
2
| ↓↓〉j , (52)
and η+j ≡ ηxj +iηyj (η−j ≡ ηxj−iηyj ) is the raising (lowering)
operator between them, while the rest of states, | ↑↓〉j
and | ↓↑〉j , are doubly degenerate singlet states,
ηαj | ↑↓〉j = ηαj | ↓↑〉j = 0. (53)
Since ηαj (α = x, y, z) are parts of SU(4) generators,∑
j η
α
j commutes with Hsu4. For later use, we rewrite
Hsu4 and Hzint with SU(4) generators and η operators
introduced in Eqs. (50),
Hsu4 = −Jsu4
2
∑
〈j,j′〉
(
4ηj · ηj′ +
∑
α=x,y
Tαj T
α
j′ +Nj ·Nj′
+
∑
n=2,4,5
Q
(n)
j Q
(n)
j′ + χj · χj′ +OjOj′
)
, (54)
Hzint =
1
2
∑
〈j,j′〉
[4(Jz‖ + J
z
×)η
z
j η
z
j′ + (J
z
‖ − Jz×)NzjNzj′ ].
(55)
The degenerate ground states of the ferromagnetic
SU(4) model come from all subspaces of distinct {Nσ1σ2}.
We first consider the case that only the intradimer Ising
coupling term Hzd is added to the SU(4) model. SinceHsu4 is block diagonalized for each subspace of {Nσ1σ2}
and the eigenvalue of Hzd is −(Jzd/4)(N↑↑ +N↓↓ −N↑↓ −
N↓↑), this Ising term partially lifts the ground-state de-
generacy of the SU(4) model. Hence, only the states in
the subspace N↑↓ = N↓↑ = 0 have the lowest energy
among the degenerate ground states of the SU(4) model.
All other states in the subspaces with N↑↓ + N↓↑ > 0
acquire finite energy costs of Jzd(N↑↓+N↓↑)/2 compared
to the lowest-energy states with N↑↓ = N↓↑ = 0 and are
gapped out of the ground-state manifold.
To see the nature of the ground states of the Hamil-
tonian Hsu4 + Hzd, we consider the projection P to the
subspace with N↑↓ = N↓↑ = 0, to which the ground states
belong. In this projected space, the terms containing η
spins in the Hamiltonian give non-trivial operators and
the rest of terms give constants. As a result, the Hamil-
tonian Hsu4 + Hzd in this subspace reduces to a “ferro-
magnetic” Heisenberg model of η spins,
P(Hsu4 +Hzd)P = −2Jsu4
∑
〈j,j′〉
Pηj · ηj′P, (56)
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except for a constant. Thus the ground states of Hsu4 +
Hzd are the perfectly ferromagnetic states of η spins.
We next add an interdimer Ising coupling term Hzint.
Note that Hzint also preserves the quantum numbers
{Nσ1σ2}. In a subspace with N↑↓ +N↓↑ > 0, the change
of the lowest energy induced by Hzint (compared to that
in the subspace with N↑↓ = N↓↑ = 0) is, at most, of or-
der O(N↑↓+N↓↑). Therefore, if the intradimer Ising term
Hzd is sufficiently strong compared to the interdimer Ising
term Hzint, i.e., |Jz‖ |, |Jz×|  Jzd , the ground state of total
Hamiltonian H′ [in Eq. (48)] still belongs to the subspace
with N↑↓ = N↓↑ = 0.
To consider the ground state in the thermodynamic
limit, a careful treatment of low-lying excited states is
needed here. With increasing the system size, quasi-
degenerate low-lying states (also known as Anderson
tower states) in finite-size systems whose excitation ener-
gies decay in the form of O(1/N) also join to the lowest-
energy state, forming a symmetry broken ground state in
the thermodynamic limit.50–52 In our model, if the cou-
pling Jzd is sufficiently strong so that the energy gap from
the ground states to the lowest excited states with finite
N↑↓+N↓↑ is of order unity, these excitations do not con-
tribute to the formation of ground states in the thermo-
dynamic limit and hence the ground states are properly
reproduced by the Hamiltonian in the projected space.
In the projected space with N↑↓ = N↓↑ = 0, only η op-
erators remain non-trivial and the effective total Hamil-
tonian is written as
PH′P = −2Jsu4
∑
〈j,j′〉
P
(
ηxj η
x
j′ + η
y
j η
y
j′ + ∆ηη
z
j η
z
j′
)
P
(57)
with
∆η = 1−
Jz‖ + J
z
×
Jsu4
. (58)
We thus find that the ground state of H′ is described
with η spins and the effective Hamiltonian is equivalent
to the ferromagnetic XXZ model. When |∆η| < 1, i.e.,
0 < Jz‖ + J
z
× < 2Jsu4, the anisotropy is of easy-plane
type, and in the ground state all η spins point to the
same direction in the xy plane of the η spin space. This
ground state is indeed a spin nematic state: η spins have
an order 〈ηj〉 = (ρ cosϑ, ρ sinϑ, 0) with finite positive
constant ρ, which corresponds to the ferro-quadrupolar
order,
〈Q(1)j 〉 = 2ρ cosϑ,
〈Q(3)j 〉 = 2ρ sinϑ, (59)
and 〈Sz1,j+Sz2,j〉 = 0. This order is accompanied with the
spontaneous breaking of the global spin-rotation symme-
try around the spin z axis. Furthermore, since the ground
state belongs to the subspace with N↑↓ = N↓↑ = 0, the
expectation values of Sxl,j , S
y
l,j (l = 1, 2), and N
z
j =
Sz1,j − Sz2,j are always zeros and hence the ground state
does not have any spin (dipole) order,
〈S1,j〉 = 〈S2,j〉 = (0, 0, 0). (60)
In this argument, the ferromagnetic Ising couplings Jzd
on dimers are important and the choice of the other
couplings Jz‖ and J
z
× is relatively free inside the region
0 < Jz‖ + J
z
× < 2Jsu4.
To summarize, we have shown that the ferromag-
netic SU(4) model [Eq. (36)] has the degenerate vari-
ous ground states including the spin nematic state with
ferro-quadrupolar order and the vector chiral state. Each
phase extends to a finite parameter region of a general-
ized model around the SU(4) symmetric point. Further-
more, adding some appropriate Ising couplings to the
SU(4) model can also stabilize the spin nematic phase
out of the degenerate ground states of the SU(4) model.
VII. CONCLUDING REMARKS
In summary, we have studied the spin-1/2 frustrated
quantum spin model (1) composed of ferromagneti-
cally coupled spin dimers on two-dimensional lattices.
First, we have investigated analytically the model in the
limit of strong ferromagnetic intradimer interaction. In
this limit, the model is mapped to the spin-1 bilinear-
biquadratic model. Using already known results for
the bilinear-biquadratic model, we have determined the
ground-state phase diagram of our model in this limit.
The effective biquadratic coupling, which comes from
four-spin exchange interaction in the first-order perturba-
tion, induces the ferro-quadrupolar spin-nematic phase.
In the parameter region where the first-order process van-
ishes, the second-order perturbation leads to only the
biquadratic coupling, which realizes the spin nematic
phase even without a four-spin interaction in the original
Hamiltonian. Next, we have studied our model for the
ferromagnetic intradimer coupling with various strength.
We performed mean-field approximation with product
wave functions, determining the ground-state phase di-
agram. The spin nematic phase appears in a wide pa-
rameter region. The spin nematic phase emerges from
the SU(4) symmetric model and extends its parameter
region to the weak four-spin coupling regime as the fer-
romagnetic intradimer interaction becomes stronger. We
further performed large-size numerical calculations using
the mVMC method. The resultant phase diagrams for
the model with only two-spin interactions indeed exhibits
the ferro-quadrupolar spin-nematic phase in a finite pa-
rameter range in between the ferromagnetic phase and
the antiferromagnetic phase. We carefully studied the
nature of phase transitions. The transition between the
spin-nematic and antiferromagnetic phases is continuous
in many cases. Lastly we carefully studied the SU(4)-
symmetric point. Various phases are generated by the
SU(4) symmetry in the vicinity of this high symmetric
point. In addition to the aforementioned spin nematic
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phase, the vector chiral (p-type nematic) phase as well
as the conventional ferromagnetic and antiferromagnetic
phases and the dimer singlet phase appear around the
SU(4) symmetric point if appropriate perturbative inter-
actions are added. Using an argument similar to the one
on the η-pairing superconductivity, we have proven that
our model at the SU(4) point with appropriate Ising cou-
plings can also exhibit the spin nematic phase.
The spin nematic state found in our model is stable
in SU(2) symmetric models at zero field as it originates
from the SU(4) symmetric model. This is a clear contrast
to the spin nematic state found in spin-1/2 frustrated
ferromagnets,12,15,16,18,53 which is usually more stable in
a strong external magnetic field and can be well described
by the two-magnon instability12,14,54 at saturation field.
Furthermore, while the spin nematic states previously
found in the spin-1 bilinear-biquadratic model at zero
field requires a large biquadratic (four-spin) interaction,
the state in our model can emerge even without any four-
spin interaction. This can be understood in the perturba-
tive theory for the strong ferromagnetic intradimer inter-
action; the frustration in the interdimer exchange inter-
action reduces the effective bilinear interaction between
neighboring dimers so that the effective biquadratic in-
teraction coming from the second-order perturbation be-
comes relatively strong.
Though our model is a toy model, there are a few can-
didate materials which might capture some features of
our model. We may find some candidates in organic
magnets which realize frustrated spin systems with high
flexibility in the control of exchange interactions.55,56 In
particular, the verdazyl biradical m-Ph-V2 is known to
be a dimer of S = 1/2 spins coupled ferromagnetically.57
Arranging these dimers in a two-dimensional lattice, if
realized, may give us a playground for searching for the
spin nematic state. Another candidate is the SU(4)-
symmetric model. It was recently proposed that a
Coulomb-impurity lattice on a graphene substrate can re-
alize an SU(4)-symmetric spin-orbital model with a tun-
able coupling constant.58 We hope that our study stimu-
late a search for the spin nematic state in real materials
including them.
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Appendix A: Numerical results of the mean-field
approximation
In this Appendix, we present details of the numerical
procedure in the analysis of the mean-field approxima-
tion discussed in Sec. IV as well as the results of phase
transitions in the approximation.
1. Details of the calculation
The mean-field solution was obtained by optimizing
numerically the complex coefficients {aΛ,σ1σ2} in the
product state |ΦDP〉 defined in Eqs. (12) and (13) so that
the state has the minimum expectation value of the bond
Hamiltonian Hjj′ [Eq. (14)]; The minimized function is
〈ΦDP|Hjj′ |ΦDP〉 (j ∈ A, j′ ∈ B) for the two-sublattice
case and 〈ΦDP|(Hjj′ +Hj′j′′ +Hj′′j)|ΦDP〉 (j ∈ A, j′ ∈
B, j′′ ∈ C) for the three-sublattice case. In the calcu-
lation, the normalization condition
∑
σ1σ2
|aΛ,σ1σ2 |2 = 1
for each sublattice Λ was imposed. From the arbitrari-
ness of the global phase factor of |ΦDP〉, we further im-
posed the constraint that aΛ,↓↓ is real for each Λ, without
loss of generality.
The minimization was achieved by using the steepest
descent method. Since the optimization process often
becomes slow and is trapped in a local minimum in the
steepest descent method, we performed 1000 calculations
starting from randomly-prepared initial states for each
parameter point. The calculations were continued until
the optimization converged or the method reached 10000
iterations. We note that we achieved the convergence for
all the 1000 runs for most of the parameter points treated
and for 165 runs even at the worst case. We then adopted
the state giving the lowest energy as the ground state.
For determining the phase diagrams, we performed the
calculation on J× versus J4 planes with several values of
Jd/z, varying J× and J4 with intervals of 0.1. (Note that
J‖ is fixed to be J‖ = −1.) Figures 4 and 6 show typical
examples of the obtained phase diagrams. In order to
explore the nature of the phase transitions, we performed
the calculation on several parameter lines with fixed Jd/z
and J4 (J×), varying J× (J4) with intervals of 0.01 or
0.001.
2. Transition between spin-nematic and A-type
AFM phases
The phase transition between the spin nematic phase
and the A-type AFM phase appears in both two- and
three-sublattice cases. We find that this transition is
continuous for all parameter points studied. Figure
10 shows the J×-dependence of the Ne´el-spin moment
around the transition in the parameter lines J4 = −6.0
and Jd/z = 0,−0.01,−0.10 in the two-sublattice case.
For Jd/z . −0.10, the Ne´el-spin moment rises from zero
continuously with a moderate slope. The slope is steeper
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FIG. 10. Squared Ne´el-spin moment |NMFA |2 for the two-
sublattice structure for the cases Jd/z = 0, −0.01 and −0.10
as a function of J×−J×,c1, where J×,c1 is the critical value of
J× at the boundary between the spin nematic phase and the
A-type AFM phase. The other parameters are set as J‖ = −1
and J4 = −6.0 .
as |Jd|/z is smaller, however, the transition is still con-
tinuous even for Jd/z = −0.01. At Jd = 0, the spin
nematic phase reaches to the boundary region between
the spin-nematic and dimer singlet phases with degener-
ate ground states, and the order parameters exhibit finite
jumps when the system moves from this region into the
A-type AFM phase. We note that the steep rise of the
Ne´el-spin moment at Jd/z → −0 was observed in both
two- and three-sublattice cases. For not too small |Jd|/z,
|NMFΛ |2 rises linearly with a moderate slope, suggesting
|NMFΛ | ∝
√
J× − J×,c1, where J×,c1 is the critical value.
3. Transition between spin-nematic and C-type
120◦-AFM phases
The phase transition between the spin nematic phase
and the C-type 120◦-AFM phase occurs in the three-
sublattice case for large |Jd|/z. This transition is found
to be continuous. Figure 11 presents the data of the
squared total-spin moment in a dimer, |TMFA |2, for
Jd/z = −3.5 and J4 = −0.1,−0.5,−1.5. When |J4| is not
too small, the total-spin moment rises from zero continu-
ously with a finite slope, indicating TMFΛ ∝
√
J× − J×,c2,
where J×,c2 is the critical value. The slope becomes
steeper as J4 approaches zero. At J4 = 0, the spin ne-
matic phase vanishes (within the mean-field approxima-
tion) and there occurs a direct transition between the FM
and C-type 120◦-AFM phases via a special point with
the degenerate ground states at J× = −J‖ = 1. (See
Appendix C 3.)
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FIG. 11. Squared local total-spin moment |TMFA |2 for the
three-sublattice structure for the cases J4 = −0.1, −0.5 and
−1.5 as a function of J× − J×,c2, where J×,c2 is the critical
value of J× at the transition point between the spin nematic
phase and the C-type 120◦-AFM phase. The other parameters
are set as J‖ = −1 and Jd/z = −3.5.
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FIG. 12. J4-dependence of squared magnetic moments
|TMFA |2 and |NMFA |2 for the three-sublattice structure. The
other parameters are set as J‖ = −1, J× = 4.0, and
Jd/z = −3.0. Vertical dashed line represent the transition
point between the A-type AFM phase and the C-type 120◦-
AFM phase.
4. Transition between A-type AFM and C-type
120◦-AFM phases
The phase transition between the A-type AFM phase
and the C-type 120◦-AFM phase occurs in the three-
sublattice case for large |Jd|/z. Figure 12 shows the J4-
dependence of the total-spin and Ne´el-spin moments on
the parameter line with Jd/z = −3.0 and J× = 4.0. The
order parameters exhibit a clear jump at the transition.
The transition thus turns out to be the first-order one,
occuring between two magnetically-ordered phases with
distinct symmetries.
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Appendix B: SU(4) transformation on dimers
In this Appendix, we briefly describe SU(4) transfor-
mation on a dimer. The fifteen generators of SU(4)
group44 on a dimer are given by the spin operators Tαj
and Nαj , the vector chiral operators χ
α
j (α = x, y, z),
the quadrupolar operators Q
(n)
j (n = 1, · · · , 5), and the
spin exchange operator Oj . Hereafter we omit the dimer
index j. Using these operators, we conveniently define
the 15 generators λn (n = 1, · · · , 15) of SU(4) group as
follows:
λ1 = −Q(3), λ2 = T z, λ3 = −Q(1), λ4 = −Q(5),
λ5 = −T y, λ6 = −Q(4), λ7 = T x, λ8 = Q(2),
λ9 = −Nx, λ10 = −χx, λ11 = −Ny, λ12 = −χy,
λ13 = −Nz, λ14 = −χz, λ15 = O. (B1)
As for the orthonormal bases on a dimer, we use the
following states
|x〉 = 1√
2
(| ↑↑〉 − | ↓↓〉),
|y〉 = 1√
2i
(| ↑↑〉+ | ↓↓〉),
|z〉 = − 1√
2
(| ↑↓〉+ | ↓↑〉),
|0〉 = 1√
2
(| ↑↓〉 − | ↓↑〉). (B2)
Using these definitions, one can explicitly show that the
4 × 4 matrix representation of the generators λn on the
basis vector (|x〉, |y〉, |z〉, |0〉) coincides with the 4×4 gen-
eralized Gell-Man matrices59 which generate SU(4) alge-
bra,
λ1 =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , λ2 =

0 −i 0 0
i 0 0 0
0 0 0 0
0 0 0 0
 ,
λ3 =

1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0
 , λ4 =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 ,
λ5 =

0 0 −i 0
0 0 0 0
i 0 0 0
0 0 0 0
 , λ6 =

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0
 ,
λ7 =

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0
 , λ8 = 1√3

1 0 0 0
0 1 0 0
0 0 −2 0
0 0 0 0
 ,
λ9 =

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0
 , λ10 =

0 0 0 −i
0 0 0 0
0 0 0 0
i 0 0 0
 ,
λ11 =

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0
 , λ12 =

0 0 0 0
0 0 0 −i
0 0 0 0
0 i 0 0
 ,
λ13 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0
 , λ14 =

0 0 0 0
0 0 0 0
0 0 0 −i
0 0 i 0
 ,
λ15 =
1√
6

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −3
 . (B3)
Arbitrary SU(4) transformation is given by these gener-
ators parameterized by generalized Euler angles.60
Appendix C: Non-trivial degeneracies in the
mean-field approximation
We describe non-trivial degeneracies in the mean-field
solutions in the two types of phase boundaries and a
triple point found in Sec. IV. One boundary exists be-
tween the ferromagnetic and spin-nematic phases, which
indicates emergent SU(3) symmetry. The other exists
in the boundary between the spin-nematic and dimer-
singlet phases.
1. Emergent SU(3) symmetry in the boundary
between the FM and spin-nematic phases
In the phase boundary between the FM phase and
the spin nematic phase with ferro-quadrupolar order, the
ground state manifold has non-trivial degeneracy corre-
sponding to SU(3) rotation. We first briefly summa-
rize SU(3) rotation on a dimer. The eight generators
λn (n = 1, · · · , 8) of SU(3) rotation are given by Tα
(α = x, y, z) and Q(n) (n = 1, · · · , 5) as in Eqs. (B1).
Using these generators, we can write arbitrary SU(3) ro-
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tation in the form61
U(α, β, γ, θ, a, b, c, φ) =
exp(−iαQ(1)j ) exp(iβT zj ) exp(−iγQ(1)j ) exp(−iθT yj )
× exp(−iaQ(1)j ) exp(ibT zj ) exp(−icQ(1)j ) exp(iφQ(2)j )
(C1)
with parameters (α, β, γ, θ, a, b, c, φ). This gives arbitrary
unitary transformation among the spin triplet. As an ini-
tial state, we use the state |z〉j . Since this state is invari-
ant under the last (right) four rotations, the transformed
state is simply written as
U(α, β,γ, θ, a, b, c, φ)|z〉j = e−
2√
3
iφ{cos θ|z〉j
+ eiγ sin θ(eiα cosβ|x〉j − e−iα sinβ|y〉j)}. (C2)
In the mean-field approximation performed in Sec. IV,
the FM state and the spin nematic state are degenerate
in energy in the boundary between these two phases. We
further find that, in the mean-field solutions, any state
obtained by arbitrary global SU(3) rotation to the FM
state, which is a translationally invariant product state
of Eq. (C2), also takes the exactly same energy. This
is emergent non-trivial degeneracy associated with the
global SU(3) rotation. On the SU(4) symmetric point,
which exists inside of the parameter space of the phase
boundary, this degeneracy comes from the inherent exact
SU(3) symmetry of the Hamiltonian. This degeneracy
thus remains in the whole phase boundary in the mean-
field approximation even though the model Hamiltonian
does not possess the SU(3) symmetry.
2. Boundary between the spin-nematic and
dimer-singlet phases
In the mean-field approximation, the spin nematic
phase touches with the dimer singlet phase in a finite pa-
rameter plane at Jd = 0, as shown in Figs. 4(a) and 6(a).
In this phase boundary, the ground state manifold has
non-trivial degeneracy corresponding to SU(2) × SU(2)
rotation, even though the Hamiltonian does not have this
symmetry except for the special case of Jd = J× = 0.
Among the spin-nematic ground states, we consider the
product state of |z〉 without loss of generality. All other
states are related with SU(2) rotation. We next apply
SU(2) rotation only to one spin of each dimer,
exp(iω · S1,j)|z〉j = cos |ω|
2
|z〉j
+ sin
|ω|
2
(−ωˆ · yˆ|x〉j + ωˆ · xˆ|y〉j − iωˆ · zˆ|0〉j), (C3)
where αˆ (α = x, y, z) denotes the unit vector paral-
lel to α-axis and ωˆ the unit vector parallel to ω. The
quadrupolar state (|ω| = 0) is continuously transformed
to the vector chiral states (0 < |ω| < pi) and the dimer
singlet state (|ω| = pi) when ωˆ ‖ zˆ. By a straightfor-
ward calculation, one can show that the translationally
invariant product state of these dimer bases also has the
same energy as the ferro-quadrupolar state. Thus the
ground state manifold has the same degrees of freedom
as global SU(2)×SU(2) rotation. This degeneracy exists
in the whole phase boundary between the spin-nematic
and dimer-singlet phases in the mean-field approxima-
tion.
3. Triple point for the FM, spin nematic, and
C-type AFM phases
For large |Jd|/z, the triple point for the FM, spin ne-
matic, and C-type (120◦-)AFM phases exists at J× =
−J‖ and J4 = 0 in both two-sublattice and three-
sublattice cases in the mean-field approximation. On this
triple point, the ground states are massively degenerate,
in which each dimer can independently take an arbitrary
superposition of spin-triplet states.
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