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Abstract
We consider a strongly nonlinear elliptic problem with the homogeneous Dirichlet boundary
condition. The growth and the coercivity of the elliptic operator is assumed to be indicated by an
inhomogeneous anisotropic N -function. First, an existence result is shown under the assumption
that the N–function or its convex conjugate satisfies ∆2–condition. The second result concerns
the homogenization process for families of strongly nonlinear elliptic problems with the homoge-
neous Dirichlet boundary condition under above stated conditions on the elliptic operator, which
is additionally assumed to be periodic in the spatial variable.
1 Introduction
Given F : Ω→ Rd×N and a nonlinear operator A : Rd ×Rd×N → Rd×N we study elliptic systems
of the form
divA
(x
ε
,∇uε
)
= divF in Ω,
uε = 0 on ∂Ω,
(1)
where Ω ⊂ Rd is a bounded Lipschitz domain with d ≥ 2 and uε : Ω → RN with N ∈ N is an
unknown. Our goal is twofold: Firstly, we want to show the solvability, i.e., the existence of uε of
(1) for as general class of operators A as possible and secondly, for operators A that are Y -periodic
with respect to the first variable, where Y := (0, 1)d, we want to study the limit process as ε→ 0.
The basic framework we are dealing in, or more precisely, the class of operators A we are
interested in, is the following:
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(A1) A is a Carathe´odory mapping, i.e., A(·, ξ) is measurable for any ξ ∈ Rd×N and A(y, ·) is
continuous for a.a. y ∈ Rd,
(A2) A is Y−periodic, i.e., periodic in each argument yi, i = 1, . . . , d with the period 1,
(A3) There exists an N−function M : Rd×Rd×N → [0,∞) and a constant c > 0 such that for a.a.
y ∈ Y and all ξ ∈ Rd×N there holds1
A(y, ξ) · ξ ≥ c(M(y, ξ) +M∗(y,A(y, ξ))),
(A4) For all ξ,η ∈ Rd×N such that ξ 6= η and a.a. y ∈ Y , we have
(A(y, ξ)−A(y,η)) · (ξ − η) > 0.
The conditions (A1), (A3) and (A4) describe a general monotone spatially dependent operator,
and will be assumed in the existence result of the paper. The periodicity assumption (A2) will be
used for the homogenization process. We also refer the reader to Appendix A for the notion of
N–functions.
The first problem we want to solve is the existence and uniqueness of the solution to (1), which
is an elliptic problem for which many results are available. In particular, as far as the function
M and the function M∗ satisfy ∆2–condition, the existence and uniqueness of a solution directly
follows from the Minty method2. Therefore, our main interest is to investigate the case when
∆2–condition is not valid. However, in such setting one has to overcome the difficulties caused
by the non-reflexivity and non-separability of related function spaces. The result related to such
a setting was established in [8], where the existence of a solution was shown for operators A
satisfying our assumption with one proviso: the function M has to be log-Ho¨lder continuous with
respect to the spatial variable. An analogous result for parabolic problem was shown in [20, 19].
Hence, in this paper, we want to deal also with possibly discontinuous functions M , which can be
well motivated by many physically relevant applications. To mention a few, where function M is
discontinuous with respect to spatial variable and has even the exponential growth with respect
to the gradient of unknown, we refer to [11, 12, 15]. For this case, the first existence result was
obtained in [9], where the authors assumed in addition that the conjugate function M∗ satisfies
the ∆2–condition. Surprisingly, the method developed in [9] cannot be simply adapted to the case
when M satisfies ∆2–condition. Nevertheless, in this paper we will overcome this difficulty and
by using the dual approach we shall obtain the following, kind of unifying, result for N–function
possibly discontinuous with respect to the spatial variable and not fulfilling the ∆2–condition.
Theorem 1.1. Let N ≥ 1, Ω ⊂ Rd be a bounded Lipschitz domain with d ≥ 2. Assume that an
operator A satisfies (A1), (A3) and (A4). Let M : Ω ×Rd×N → [0,∞) be the N–function from
((A3)) satisfying ∆2–condition and for all R > 0 there holds∫
Ω
sup
|ξ|=R
M(x, ξ) dx <∞, (2)
1 Note that the condition could be formulated more generally, i.e., A(y, ξ) · ξ ≥ c(M(y, ξ) +M∗(y,A(y, ξ)))− k(y) for
some integrable function k. For readability we omit this generality here, however such case could easily be treated, see
e.g. [7].
2WhenM and the functionM∗ satisfy ∆2–condition then the corresponding function spaces are reflexive and separable
and therefore the classical methods work.
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or M∗ satisfies ∆2–condition and for all R > 0∫
Ω
sup
|ξ|=R
M∗(x, ξ) dx <∞. (3)
Then there exists a unique weak solution to the problem
divA(x,∇u(x)) = divF(x) in Ω,
u = 0 on ∂Ω.
(4)
The theorem above is stated vaguely on purpose without precise definition of function spaces and
related problems. For the rigorous statement we refer to Lemma 3.1 and Lemma 3.2 in Section 3.
The second main goal of the paper is the homogenization process as ε → 0+. For this purpose
we employ in addition the periodicity assumption (A2) (but without any requirement on continuity)
and we shall also require certain uniform control on the corresponding ε–dependent N–functions
M(x
ε
, ξ), which is of the form:
(M1) M is Y−periodic in the first variable,
(M2) there exist N−functions m1,m2 : [0,∞)→ [0,∞) such that
m1(|ξ|) ≤M(y, ξ) ≤ m2(|ξ|) on Y.
The studies on homogenization of elliptic equations go back to the works of Oleinik and Zhikov
[14] and Allaire [1]. The setting of non-standard growth conditions of the operator A already
appeared in [22], where the authors considered the growth prescribed by means of variable exponent
p(x), so the corresponding function spaces were varying with respect to ε→ 0 in the homogenization
process. Notice that in Lp(x) setting they required that 1 < pmin ≤ p(x) ≤ pmax < ∞, so the
corresponding functions spaces were reflexive and separable as well. The first attempt to deal with
the N–function not satisfying ∆2–condition, was done in [2], where for the operator A fulfilling
(A1)–(A4) and the function M satisfying (M1)–(M2) the limit ε → 0 was successfully established
provided that M is log–Ho¨lder continuous with respect to the first variable.
In this paper, we shall overcome this difficulty and show that even for discontinuous functions
M one can obtain the fairy complete theory provided that M or M∗ satisfy ∆2 condition, but
without any assumption on the continuity with respect to the spatial variable. Indeed, inspired by
[22, 2], we show that the limit u of a sequence of solutions to (1) satisfies a problem, in which the
nonlinear operator is independent of a spatial variable, i.e., the problem possesses the form
div Aˆ(∇u) = divF in Ω,
u = 0 on ∂Ω,
(5)
where, denoting Y := (0, 1)d, the operator Aˆ is defined as
Aˆ(ξ) :=
∫
Y
A(y, ξ +W(y)) dy,
and W is the solution of the cell problem, i.e., W := ∇w with Y -periodic w : Rd → RN solving
divA(y, ξ +∇w(y)) = 0 in Y.
Notice, that the existence and the uniqueness of the solution to the cell problem can be obtained
by a straightforward modification of the proof of Theorem 1.1. The second main result of the paper
then reads as follows.
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Theorem 1.2. Let A satisfy (A1)-(A4), the N−function M satisfy (M1)-(M2) and let at least
one of the following hold:
(C1) the N–function M satisfies ∆2–condition,
(C2) M∗, the convex conjugate N–function to M , satisfies ∆2–condition.
Furthermore, assume that
F ∈ L∞(Ω;Rd×N ) (6)
and for any ε > 0 let uε be a unique solution to the problem (1). Then for an arbitrary sequence
{εj}
∞
j=1 such that εj → 0 as j →∞ we have the following convergence result
uεj ⇀ u in W 1,10 (Ω;R
N ),
where uεj is the sequence of solutions solving (1) with ε = εj and u is a unique solution to (5),
provided that either the considered problem is scalar, i.e., N = 1, or the set Ω is star-shaped or the
embedding
W 10L
m1(Ω) →֒ Lm2(Ω) and W 1Lm1(Y ) →֒ Lm2(Y ) (7)
hold true.
The paper is organized as follows. In Subsection 2.1 we introduce the function spaces corre-
sponding to our setting, Subsection 2.2 is related to introduction of tools used for homogenization
and in Subsection 2.3 the properties of the homogenized operator Aˆ are discussed. Section 3 is de-
voted to the proof of Theorem 1.1 in the case thatM satisfies ∆2–condition and (2), while Section 4
is devoted to the proof of Theorem 1.2. Finally, for the sake of reader’s convenience, we collect all
other tools and known results needed in the paper in Appendices. Appendix A is devoted to the
introduction of the general Musielak–Orlicz spaces, Appendix B to certain functional–analytic tools
and Appendix C to the part of the proof of Theorem 1.1 in case that M∗ satisfies ∆2−condition
and (3) is true.
2 Preliminaries
This section is devoted to the preliminary observations and to the introduction of tools needed
later for proofs of the main results of the paper. In Subsection 2.1 we introduce the function spaces
related to the problem we are interested in. Next, in Subsection 2.2, we recall tools used in the
homogenization theory and finally, in Subsection 2.3, we establish the properties of the homogenized
operator Aˆ as well as the properties of the related function space.
2.1 Function spaces related to the problem
Since we deal with rather general function spaces and growth conditions imposed on the nonlinearity
A, we recall in Appendix A several facts about the Musielak–Orlicz spaces LM and EM , we refer the
interested reader to [16, 17] for more details. Throughout this section, Ω ⊂ Rd will be a bounded
domain and Y := (0, 1)d. For an N–function M : Y × Rd×N → R+, we use the subscript y to
underline the role of y for the Musielak–Orlicz spaces LMy(Ω× Y ;Rd×N ) and EMy(Ω× Y ;Rd×N ),
which we endow with the Luxembourg norm
‖v‖LMy = ‖v‖EMy := inf
{
λ > 0 :
∫
Ω
∫
Y
M
(
y,
v(x, y)
λ
)
dy dx ≤ 1
}
.
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We note that whenever a function dependent on a variable from Y appears, it is always Y−periodic
although the Y−periodicity might not be emphasized. We further denote the spaces of smooth
periodic or compactly supported functions and their solenoidal analogues as
C∞per(Y ;R
N ) := {v ∈ C∞(Rd;RN ) : v is Y -periodic},
C∞c (Ω;R
N ) := {v ∈ C∞(Rd;RN ) : supp v is compact in Ω},
C∞per,div(Y ;R
N ) := {v ∈ C∞per(Y ;R
N ) : divv = 0 in Y },
C∞c,div(Ω;R
N ) := {v ∈ C∞c (Ω;R
N ) : divv = 0 in Ω}
and naturally also the corresponding Bochner spaces C∞c
(
Ω;C∞per(Y )
)
. Then the standard Sobolev
spaces are defined as
W
1,1
0 (Ω;R
N ) := {v ∈ C∞c (Ω;R
N )}
‖·‖1,1
, W 1,1per(Y ;R
N ) := {v ∈ C∞per(Y ;R
N );
∫
Y
v = 0}
‖·‖1,1
.
Moreover, due to the Poincare´ inequality, we always choose an equivalent norm on W 1,10 and W
1,1
per
as ‖v‖1,1 := ‖∇v‖1. Further, we define the corresponding Sobolev–Musielak–Orlicz spaces and we
also distinguish among them similarly as in the case of Musielak–Orlicz spaces. That means, we
introduce the following notation
W 10E
M (Ω;RN ) := C∞c (Ω;R
N )
‖·‖
W10L
M (Ω) , W 1perE
M (Y ) :=
{
v ∈ C∞per(Y ;R
N ) :
∫
Y
v = 0
}‖·‖
W1perL
M (Y )
,
where we endow the spaces with the norm3 ‖v‖W 10 LM (Ω) := ‖∇v‖LM (Ω) and ‖v‖W 1perLM (Y ) :=
‖∇v‖LM (Y ). In addition, we introduce the weak
∗ closures of the above defined spaces, i.e.,
W 10L
M(Ω;RN ) := {u ∈W 1,10 (Ω;R
N ) : ∇u ∈ LM (Ω;Rd×N ); ∃{un}∞n=1 ⊂ C
∞
c (Ω;R
N ) :
∇un −−⇀∗ ∇u in LM (Ω;Rd×N )},
W 1perL
M (Y ;RN ) := {u ∈W 1,1per(Y ;R
N ) : ∇u ∈ LM (Y ;Rd×N ); ∃{un}∞n=1 ⊂ C
∞
per(Y ;R
N ),
∫
Y
un = 0 :
∇un −−⇀∗ ∇u in LM (Y ;Rd×N )}.
The above spaces are usually referred as the Sobolev–Musielak–Orlicz spaces. However, as will be
shown later, these spaces can be too small in principle and therefore we introduce a different class
of Sobolev–Musielak–Orlicz spaces by
VM0 :=
{
v ∈W 1,10 (Ω;R
N ) : ∇v ∈ LM (Ω;Rd×N )
}
,
VMper :=
{
v ∈W 1,1per(Y ;R
N ) : ∇v ∈ LM(Y ;Rd×N )
}
.
These spaces will be again equipped with the norms ‖v‖V M0 = ‖∇v‖LM (Ω) and ‖v‖V Mper = ‖∇v‖LM (Y ),
which makes them Banach spaces. Finally, we define the spaces of mappings having zero divergence
as
EMdiv(Ω;R
d×N ) := {C∞div(Ω;R
d×N )}
‖·‖
LM (Ω) , EMper,div(Y ;R
d×N ) := {C∞per,div(Y ;R
d×N )}
‖·‖
LM (Y ) ,
3The fact, that it is indeed a norm, is a direct consequence of the Poincare´ inequality in W 1,1.
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and
LMdiv(Ω;R
d×N ) := {T ∈ LM (Ω;Rd×N ); ∃{Tn}∞n=1 ⊂ E
M
div(Ω;R
d×N ) :
Tn −−⇀∗ T in LM(Ω;Rd×N )},
LMper,div(Y ;R
d×N ) := {T ∈ LMper(Y ;R
d×N ); ∃{Tn}∞n=1 ⊂ E
M
per,div(Y ;R
d×N ) :
Tn −−⇀∗ T in LM(Y ;Rd×N )},
which are again Banach spaces. Further, we utilize the following closed subspaces of EM (Y ;Rd×N ),
EM
∗
(Y ;Rd×N ) respectively, and their annihilators
G := {∇w : w ∈W 1perE
M (Y ;RN )},
G⊥ := {W ∈ LM
∗
per (Y ;R
d×N ) :
∫
Y
W(y) ·V(y) dy = 0 for all V ∈ G},
D := EM
∗
per,div(Y ;R
d×N ),
D⊥ := {W ∈ LMper(Y ;R
d×N ) :
∫
Y
W(y) ·V(y) dy = 0 for all V ∈ D}.
We note that
D⊥ = {∇v : v ∈ VMper}, (8)
which can be proven by modifying the procedure from Step 5 of the proof of Lemma 3.1 from
Appendix C.
Finally, we introduce the notation for the second annihilators. However, at this point we have
to already distinguish the cases whether M or M∗ satisfy ∆2–condition. Hence, if M
∗ satisfies
∆2–condition, then we know that (L
M∗)∗ = LM and we can observe that
G⊥⊥ = {W ∈ LM(Y ;Rd×N ) :
∫
Y
W(y) ·V(y) dy = 0 for all V ∈ G⊥(Y )}. (9)
Similarly, if M satisfies ∆2–condition, then (L
M )∗ = LM
∗
and we obtain
D⊥⊥ = {W ∈ LM
∗
per (Y ;R
d×N ) :
∫
Y
W(y) ·V(y) dy = 0 for all V ∈ D⊥}. (10)
2.2 Standard tools used for homogenization
This section is devoted to the introduction of the two–scale convergence by means of periodic
unfolding. This approach allows one to represent the weak two–scale convergence in terms of the
standard weak convergence in a Lebesgue space on the product Ω × Y , details for the case of Lp
spaces can be found in [21]. In the same manner the strong two–scale convergence is introduced.
Since function spaces, which we are working with, provide only the weak∗ compactness of bounded
sets, we introduce the weak∗ two–scale compactness. However, it turns out that this notion of
convergence and some of its properties are sufficient for our purposes. We define functions n : R→ Z
and N : Rd → Zd as
n(t) = max{n ∈ Z : n ≤ t} ∀t ∈ R, N(x) = (n(x1), . . . , n(xd)), ∀x ∈ R
d.
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Then we have for any x ∈ Rd, ε > 0, a two–scale decomposition x = ε
(
N
(
x
ε
)
+R
(
x
ε
))
,
where R is the reminder function. We also define for any ε > 0 a two–scale composition function
Sε : R
d × Y → Rd as Sε(x, y) := ε
(
N
(
x
ε
)
+ y
)
. It follows immediately that
Sε(x, y)→ x uniformly in R
d × Y as ε→ 0 (11)
since Sε(x, y) = x+ ε
(
y −R
(
x
ε
))
. In the rest of the section we assume that m is an N−function.
Definition 2.1. We say that a sequence of functions {vε} ⊂ Lm(Rd)
1. converges to v0 weakly∗ two–scale in Lm(Rd × Y ), vε
2−s
−−⇀∗ v0, if vε ◦ Sε converges to v
0
weakly∗ in Lm(Rd × Y ),
2. converges to v0 strongly two–scale in Em(Rd × Y ), vε
2−s
−−→ v0, if vε ◦ Sε converges to v
0
strongly in Em(Rd × Y ).
We define two–scale convergence in Lm(Ω × Y ) as two–scale convergence in Lm(Rd × Y ) for
functions extended by zero to Rd \ Ω. The following lemma will be utilized to express properties
of two–scale convergence in terms of single-scale convergence.
Lemma 2.1 (Lemma 1.1, [21]). Let g be measurable with respect to a σ−algebra generated by
the product of the σ−algebra of all Lebesgue–measurable subsets of Rd and the σ−algebra of all
Borel–measurable subsets of Y . Assume in addition that g ∈ L1(Rd;L∞per(Y )) and extend it by
Y−periodicity to Rd for a.a. x ∈ Rd. Then, for any ε > 0, the function (x, y) 7→ g(Sε(x, y), y) is
integrable and ∫
Rd
g
(
x,
x
ε
)
dx =
∫
Rd
∫
Y
g(Sε(x, y), y) dy dx.
Several useful properties of the two–scale convergence are summarized in the following lemma.
Lemma 2.2 (Lemma 2.6, [2]). Assume that m : [0,∞)→ [0,∞) is an N−function.
(i) Let v : Ω×Y → R be Carathe´odory, v ∈ Em(Ω×Y ), v be Y−periodic, define vε(x) = v(x, x
ε
)
for x ∈ Ω. Then vε
2−s
−−→ v in Em(Ω× Y ) as ε→ 0.
(ii) Let vε
2−s
−−⇀∗ v0 in Lm(Ω× Y ) then vε ⇀∗
∫
Y
v0(·, y) dy in Lm(Ω).
(iii) Let vε
2−s
−−⇀∗ v0 in Lm(Ω× Y ) and wε
2−s
−−→ w0 in Em
∗
(Ω× Y ) then
∫
Ω v
εwε →
∫
Ω
∫
Y
v0w0.
(iv) Let vε
2−s
−−⇀∗ v0 in Lm(Ω× Y ) then for any ψ ∈ C∞c
(
Ω;C∞per(Y )
)
lim
ε→0
∫
Ω
vε(x)ψ
(
x,
x
ε
)
dx =
∫
Ω
∫
Y
v0(x, y)ψ(x, y) dy dx.
(v) Let {vε} be a bounded sequence in Lm(Ω). Then there is v0 ∈ Lm(Ω × Y ) and a sequence
εk → 0 as k →∞ such that v
εk
2−s
−−⇀∗ v0 in Lm(Ω× Y ) as k →∞.
(vi) Let {vε} converge weakly∗ to v in W 10L
m(Ω). Then vε
2−s
−−⇀∗ v in Lm(Ω × Y ) and there is
a sequence εk → 0 as k → ∞ and v ∈ L
m(Ω × Y ;Rd) such that ∇vεk
2−s
−−⇀∗ ∇v + v in
Lm(Ω× Y ;Rd) as k →∞ and ∫
Y
v(x, y) · ψ(y) dy = 0
for a.a. x ∈ Ω and any ψ ∈ C∞per(Y ;R
d),divψ = 0 in Y .
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(vii) Let Φ : Rd ×Rd×N → R satisfy:
(a) Φ is Carathe´odory,
(b) Φ(·, ξ) is Y−periodic for any ξ ∈ Rd×N , Φ(y, ·) is convex for almost all y ∈ Y ,
(c) Φ ≥ 0, Φ(·, 0) = 0.
If Uε
2−s
−−⇀∗ U in Lm(Ω× Y ;Rd×N ) then
lim inf
ε→∞
∫
Ω
Φ
(x
ε
,Uε(x)
)
dx ≥
∫
Ω×Y
Φ(y,U(x, y)) dy dx.
2.3 Properties of the cell problem
In this subsection, we investigate the properties of the homogenized operator Aˆ. Let us define an
operator Aˆ : Rd×N → Rd×N as
Aˆ(ξ) =
∫
Y
A(y, ξ +∇wξ) dy (12)
where the Y−periodic function wξ is a unique solution of the following cell problem
divA(y, ξ +∇wξ) = 0 in Y. (13)
The most important properties of the operator are summarized in the following lemma.
Lemma 2.3. Let Y = (0, 1)d, the operator A satisfy (A1)-(A3), the N−function M satisfy (M1)-
(M2). Assume that at least one of conditions (C1) and (C2) holds. Then for arbitrary ξ ∈ Rd×N ,
the problem (13) admits a unique weak solution wξ such that
if (C2) holds then wξ ∈W
1
perL
M (Y ;RN ) and∫
Y
A (y, ξ +∇wξ(y)) · ∇ϕ(y) dy = 0 for all ϕ ∈W
1
perL
M
(
Y ;RN
)
; (14)
if (C1) holds then wξ ∈ V
M
per and∫
Y
A (y, ξ +∇wξ(y)) · ∇ϕ(y) dy = 0 for all ϕ ∈ V
M
per. (15)
Moreover,
ξk → ξ in Rd×N implies A(·, ξk +∇wξk) −−⇀
∗ A(·, ξ +∇wξ) in L
M∗(Y ;Rd×N ), (16)
where wξk is a solution of the cell problem corresponding to ξ
k and wξ to ξ, respectively.
Proof. The existence and uniqueness of solution wξ can be obtained by a straightforward modifi-
cation of Lemma 3.2 and Lemma 3.1, respectively. We note that in the case when M satisfies ∆2
condition we first deal with the existence of solution T ∈ LM
∗
per,div(Y ;R
d×N ) of the problem
∫
Y
(B(y,T(y)) − ξ) ·W(y) dy = 0 for all W ∈ EM
∗
per,div(Y ;R
d×N ),
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where B is the inverse operator to A and there exists a sequence {Tk}∞k=1 ⊂ E
M∗
per,div(Y ;R
d×N )
such that
Tk −−⇀∗ T in LM
∗
(Y ;Rd×N ).
Having introduced such a T, we realize that there is wξ ∈ V
M
per such that ∇wξ = B(·,T)− ξ which
solves (15).
Now, we focus on (16). Let us assume that {ξk}∞k=1 is such that ξ
k → ξ in Rd×N as k → ∞.
For simplicity, we abbreviate wk the solution of the cell problem corresponding to ξk and as w the
solution corresponding to ξ. We also denote Zk(y) := A(y, ξk +∇wk(y)). First, we show that∫
Y
M(y, ξk +∇wk) +M∗(y,Zk(y)) dy ≤ c. (17)
Since wk is an admissible test function in (14), (15) respectively, with ξ = ξk, we obtain∫
Y
Zk · ∇wk = 0. (18)
Using (A3), (18) and the Young inequality yields
c
∫
Y
M∗(y,Zk(y)) +M(y, ξk +∇wk) dy ≤
∫
Y
Zk · (ξk +∇wk) dy =
∫
Y
Zk · ξk dy
≤
c
2
∫
Y
M∗(y,Zk) dy +
∫
Y
M
(
y,
2
c
ξk
)
dy,
the second integral on the right hand side is finite due to (M2) as {ξk}∞k=1 is bounded. Without
loss of generality, we can assume that
Zk −−⇀∗ Z in LM
∗
per (Y ;R
d×N ) (19)
as k →∞. We shall show that Z = A(·, ξ +∇w) and that (14) or (15), respectively, holds true.
Indeed, let w be a weak solution corresponding to ξ, which exists according to the first part
of the Lemma. Using the monotonicity of A, the fact that w and wk are solutions and uniform
estimate (17), we have∫
Y
∣∣∣(A(y, ξk +∇wk(y)) −A(y, ξ +∇w(y))) · (ξk +∇wk(y)− ξ −∇w(y))∣∣∣ dy
=
∫
Y
(A(y, ξk +∇wk(y))−A(y, ξ +∇w(y))) · (ξk +∇wk(y)− ξ −∇w(y)) dy
=
∫
Y
(A(y, ξk +∇wk(y))−A(y, ξ +∇w(y))) · (ξk − ξ) dy ≤ C|ξk − ξ|.
Thus, letting k →∞ and using the strict monotonicity of A, see (A4), we obtain
∇wk → ∇w a.e. in Y
and due to the continuity of A with respect to the second variable, we get that Z(y) = A(y, ξ +
∇w(y)). Since this solution is unique, we obtain that not only a subsequence extracted from
{Zk}∞k=1 converges weakly
∗ toA(·, ξ+∇w) in LM
∗
(Y ;Rd×N ) but also the whole sequence converges
to the same limit, which finishes the proof of (16).
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We finish this subsection by introducing the function spaces related to the homogenized operator
Aˆ. These function spaces and their properties rely on the fact whether M or M∗ satisfy ∆2–
condition. Therefore, all results below will be always split into two cases. In case that M∗ satisfies
∆2–condition, we just follow [2] and state all results without proofs. On the other hand, since the
case when M satisfies ∆2–condition is different, we provide all details for this situation.
We start with the function spaces related to Aˆ in case that M∗ satisfies ∆2–condition. We
define a functional f : Rd×N → [0,∞) as
f(ξ) = inf
W∈G
∫
Y
M(y, ξ +W(y)) dy. (20)
Then, the basic properties of f are stated in next lemma.
Lemma 2.4 (Lemma 2.8, [2]). Let the N–function satisfy (M1)-(M2). Then the functional f is
an N−function, i.e., it satisfies:
1) f(ξ) = 0 if and only if ξ = 0,
2) f(ξ) = f(−ξ),
3) f is convex,
4) lim|ξ|→0
f(ξ)
|ξ| = 0, lim|ξ|→∞
f(ξ)
|ξ| =∞.
Finally, we state the key property of f provided that M∗ satisfies ∆2–condition. Note that this
lemma will play the essential role in the homogenization process.
Lemma 2.5. Let the N–function satisfy (M1)-(M2), M∗ satisfy ∆2–condition and f be defined by
(20). Then f can be alternatively expressed as
f(ξ) = inf
W∈G⊥⊥(Y )
∫
Y
M(y, ξ +W(y)) dy. (21)
Proof. First, according to [2, Lemma 2.9], we have the following expression for the conjugate
function f∗
f∗(ξ) = inf
W
∗∈G⊥,∫
Y
W∗(y) dy=ξ
∫
Y
M∗(y,W∗(y)) dy. (22)
Next, we compute f∗∗ := (f∗)∗, which is the second conjugate to f . Defining a functional G as
G(W) =
∫
Y
M∗(y,W(y)) dy
one justifies that G is closed, continuous at 0 ∈ G⊥ and the fact that
G∗(W∗) =
∫
Y
M(y,W∗(y)) dy
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analogously to the justification of all these facts for the functional F in the proof of [2, Lemma 2.9],
or see also the analog in the proof of Lemma 2.7. Then we compute
f∗∗(ξ) = sup
η∈Rd×N
{
ξ · η − inf
W∈G⊥0
G(η +W)
}
= sup
η∈Rd×N
{
− inf
W∈G⊥0
{
G(η +W)−
∫
Y
ξ · (η +W(y)) dy
}}
= − inf
η∈Rd×N
{
inf
W∈G⊥0
{
G(η +W)−
∫
Y
ξ · (η +W(y)) dy
}}
= − inf
V∈Rd×N⊕G⊥0
{
G(V) −
∫
Y
ξ ·V(y) dy
}
= − inf
V∈G⊥
{
G(V) −
∫
Y
ξ ·V(y) dy
}
= inf
U∈G⊥⊥(Y )
G∗(ξ +U)
= inf
U∈G⊥⊥(Y )
∫
Y
M(y, ξ +U(y)) dy,
where the last equality follows by Lemma B.1. Then we immediately conclude (21) because f = f∗∗
as f is convex and lower semicontinuous.
Next, in order to be able to prove the main theorem in the case when M satisfies ∆2–condition
we introduce a functional h∗ : Rd×N → [0,∞) as
h∗(ξ) = inf
W∈D0
∫
Y
M∗(y, ξ +W(y)) dy, (23)
where
D0 := {W ∈ D :
∫
Y
W(y) dy = 0}. (24)
The properties of h∗ are summarized in the ensuing lemma. Since the proof of each property is
analogous to the proof of corresponding property of f in Lemma 2.4, the proof of the lemma is
omitted.
Lemma 2.6. Let the N–function M satisfy (M1)-(M2) and h∗ be defined by (23). Then the
functional h∗ is an N−function, i.e., it satisfies:
1) h∗(ξ) = 0 if and only if ξ = 0,
2) h∗(ξ) = h∗(−ξ),
3) h∗ is convex,
4) lim|ξ|→0
h∗(ξ)
|ξ| = 0, lim|ξ|→∞
h∗(ξ)
|ξ| =∞.
Proof. First, we show that
m∗2(|ξ|) ≤ h
∗(ξ) ≤ m∗1(|ξ|). (25)
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To do that, we first observe that it follows from (M2) and the fact that all involved functions are
N–functions that for all y ∈ Y and all ξ ∈ Rd×N we have
m∗2(|ξ|) ≤M
∗(y, ξ) ≤ m∗1(|ξ|). (26)
Let us show the first inequality in (25). Using (26), Jensen’s inequality (applied to the convex
function m∗2) and the definition of D0, we have
h∗(ξ) = inf
W∈D0
∫
Y
M∗(y, ξ +W(y)) dy ≥ inf
W∈D0
∫
Y
m∗2(|ξ +W(y)|) dy ≥ inf
W∈D0
m∗2
(∣∣∣∣ξ +
∫
Y
W(y) dy
∣∣∣∣
)
= m∗2(|ξ|).
On the other hand, since 0 ∈ D0 we also have
h∗(ξ) = inf
W∈D0
∫
Y
M∗(y, ξ +W(y)) dy ≤
∫
Y
M∗(y, ξ) dy ≤
∫
Y
m∗1(|ξ|) dy = m
∗
1(|ξ|).
The assertions 1) and 4) then follow immediately from (25) and the facts that m1 and m2 are
N–functions. The property 2) directly follows from the fact that M is even in the second argument
and D0 is a subspace of E
M∗
per (Y ;R
d×N ). In order to show the convexity of h∗ we take an arbitrary
λ ∈ (0, 1), ξ1, ξ2 ∈ R
d×N and W1,W2 ∈ D0. Again, since D0 is a subspace of E
M∗
per (Y ;R
d×N ), we
can use the definition of h∗ and the convexity of M∗ to obtain
h∗(λξ1 + (1− λ)ξ2) ≤
∫
Y
M∗(y, λ(ξ1 +W1(y)) + (1− λ)(ξ2 +W2(y))) dy
≤ λ
∫
Y
M∗(y, ξ1 +W1(y)) dy + (1− λ)
∫
Y
M∗(y, ξ2 +W2(y)) dy.
One obtains the desired conclusion by taking the infimum over W1 and W2 on the right hand side
of the latter inequality.
Next, we show the counter part of Lemma 2.5 stated now for h∗ and the case when M satisfies
∆2–condition.
Lemma 2.7. Let the N–function M satisfy (M1)-(M2) and ∆2–condition and h
∗ be defined by
(23). Then
h∗∗(ξ) := (h∗)∗(ξ) = inf
V∈D⊥
∫
Y
M(y, ξ +V(y)) dy (27)
and in addition h∗ can be equivalently expressed as
h∗(ξ) = inf
W∈D⊥⊥0
∫
Y
M∗(y, ξ +W(y)) dy, (28)
where D⊥⊥0 := {W ∈ D
⊥⊥ :
∫
Y
W(y) dy = 0}.
Proof. First, we show (27). Using the definition of h∗, see (23), and defining a functional F :
LM
∗
(Y ;Rd×N )→ R as
F(W) :=
∫
Y
M∗(y,W(y)) dy
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we obtain (due to the fact that W ∈ D0 has zero mean value)
h∗∗(ξ) = sup
η∈Rd×N
{
ξ · η − inf
W∈D0
F(η +W)
}
= sup
η∈Rd×N
{
− inf
W∈D0
{
F(η +W)−
∫
Y
ξ · (η +W(y)) dy
}}
= − inf
η∈Rd×N
{
inf
W∈D0
{
F(η +W)−
∫
Y
ξ · (η +W(y)) dy
}}
= − inf
V∈Rd×N⊕D0
{
F(V) −
∫
Y
ξ ·V(y) dy
}
.
(29)
Next, we apply Lemma B.1 onto a functional F . First, we observe that F is closed, i.e., equivalently
if Wk →W in LM
∗
(Y ;Rd×N ) then
lim inf
k→∞
F(Wk) ≥ F(W). (30)
ObviouslyWk →W in LM
∗
per (Y ;R
d×N ) impliesWk →W in L1per(Y ;R
d×N ). In order to show (30)
it suffices to apply the lower semicontinuity of integral functionals with a Carathe´odory integrand,
see [4, Theorem 4.2]. Moreover, F is continuous at 0 ∈ D, which is a consequence of (98). The
conjugate functional F∗ to F is given by
F∗(W∗) =
∫
Y
M(y,W∗(y)) dy
according to (99). Therefore by Lemma B.1 we get from (29)
h∗∗(ξ) = inf
W∗∈(Rd×N⊕D0)⊥
∫
Y
M(y,W∗(y) + ξ) dy.
Since, (
Rd×N ⊕D0
)⊥
= D⊥
we conclude (27).
Then we proceed with the computation of h∗∗∗ := (h∗∗)∗. Since M satisfies ∆2–condition, we
have
D⊥ = {V ∈ EMper,div(Y ;R
d×N ) :
∫
Y
V(y) ·W(y) dy = 0 for all W ∈ D}
and (Rd×N ⊕D⊥)⊥ = D⊥⊥0 . Accordingly, we obtain by Lemma B.1
h∗∗∗(ξ) = − inf
V∈Rd×N⊕D⊥
∫
Y
M(y,V(y)) − ξ ·V(y) dy = inf
W∈D⊥⊥0
∫
Y
M∗(y, ξ +W(y)) dy.
As h∗ is convex and continuous, the latter identity implies (28).
The N−functions f and f∗, h∗ and h∗∗ respectively, were introduced in order to indicate the
growth and coercivity properties of the operator Aˆ as it is stated among other properties of Aˆ in
the following lemma.
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Lemma 2.8. Let the operator A satisfy (A1)–(A3) and the N–function M satisfy (M1)–(M2).
Then:
(Aˆ1) There is a constant c > 0 such that for all ξ ∈ Rd×N
Aˆ(ξ) · ξ ≥ c(f(ξ) + f∗(Aˆ(ξ))) provided that M∗ satisfies ∆2–condition,
Aˆ(ξ) · ξ ≥ c(h∗∗(ξ) + h∗(Aˆ(ξ))) provided that M satisfies ∆2–condition
(31)
(Aˆ2) For all ξ,η ∈ Rd×N , ξ 6= η
(Aˆ(ξ)− Aˆ(η)) · (ξ − η) > 0.
(Aˆ3) Aˆ is continuous on Rd×N .
Proof. Let wξ be a solution of the cell problem corresponding to ξ ∈ R
d×N , see (13), whose
existence and uniqueness is granted by Lemma 2.3. In addition, if M∗ satisfies ∆2–condition, we
know that wξ ∈W
1
perL
M(Y ) and ifM satisfies ∆2–condition then wξ ∈ V
M
per. Furthermore, in both
cases we know that ∫
Y
A(y, ξ +∇wξ) · ∇wξ dy = 0. (32)
Then it directly follows that
Aˆ(ξ) · ξ =
∫
Y
A(y, ξ +∇wξ(y)) dy · ξ =
∫
Y
A(y, ξ +∇wξ(y)) dy · (ξ +∇wξ(y)) dy
≥ c
∫
Y
M(y, ξ +∇wξ(y)) +M
∗(y,A(y, ξ +∇wξ(y)) dy
(33)
and the estimate (31) will be derived from the above inequality.
First, we deal with the case M∗ satisfies ∆2–condition. Let us show ∇wξ ∈ G
⊥⊥. Choosing
an arbitrary V ∈ G⊥ ⊂ EM
∗
(Y ;Rd×N ) and taking into account that wξ ∈ W
1
perL
M (Y ;RN ) is a
weak∗ limit of a sequence {wkξ}
∞
k=1 ⊂W
1
perE
M (Y ;RN ) we obtain∫
Y
∇wξ(y) ·V(y) dy = lim
k→∞
∫
Y
∇wkξ(y) ·V(y) dy = 0.
As ∇wξ ∈ G
⊥⊥, we can use Lemma 2.5 to infer∫
Y
M(y, ξ +∇wξ(y)) dy ≥ f(ξ). (34)
As wξ is a solution of the cell problem and G ⊂ {∇v : v ∈W
1
perL
M(Y ;RN )}, it follows from weak
formulation (14) that A(·, ξ +∇w) ∈ G⊥. Thus we deduce∫
Y
M∗(y,A(y, ξ +∇w(y)) dy ≥ f∗(ξ). (35)
Finally, estimate (31)1 is obtained as a consequence of (33), (34) and (35).
Next, we assume that M satisfies ∆2–condition. Since D is defined as a closure of smooth
periodic divergence-free function, then it directly follows that ∇wξ ∈ D
⊥, which implies∫
Y
M(y, ξ +∇wξ(y)) dy ≥ h
∗∗(ξ). (36)
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Next, since A(·, ξ +∇wξ) ∈ L
M∗
per (Y ;R
d×N ) and (8) is available (due to the fact that M satisfies
∆2–condition), we conclude using weak formulation (15) that A(·, ξ+∇wξ) ∈ D
⊥⊥. Consequently,
by Lemma 2.7 we get ∫
Y
M∗(y,A(y, ξ +∇wξ(y))) dy ≥ h
∗(Aˆ(ξ)). (37)
Estimate (31)2 then follows from (33), (37) and (36).
In order to show (Aˆ2) we fix ξ1, ξ2 ∈ R
d×N , ξ1 6= ξ2 and find corresponding weak solutions of
the cell problem w1 and w2. One obtains∫
Y
A(y, ξi +∇wi(y)) · ∇wj(y) dy = 0 for i, j = 1, 2
in the same way as (18) was shown. Then using (A4), we deduce
(Aˆ(ξ1)− Aˆ(ξ2)) · (ξ1 − ξ2) =
∫
Y
(A(y, ξ1 +∇w1)−A(y, ξ2 +∇w2)) · (ξ1 − ξ2) dy
=
∫
Y
(A(y, ξ1 +∇w1)−A(y, ξ2 +∇w2)) · (ξ1 +∇w1 − ξ2 −∇w2) dy > 0
and (Aˆ2) follows.
To show (Aˆ3) we consider {ξk}∞k=1 such that ξ
k → ξ in Rd×N as k → ∞, a corresponding
sequence of weak solutions of the cell problems {wk}∞k=1 and w corresponding to ξ. Then we have
for an arbitrary but fixed η ∈ Rd×N that
(Aˆ(ξk)− Aˆ(ξ)) · η =
∫
Y
(A(y, ξk +∇wk)−A(y, ξ +∇w)) · η dy → 0
as k →∞ by (16). Since Rd×N is finite dimensional, we conclude (Aˆ3) from the latter convergence.
3 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.2. Since the theorem is formulated in a slightly
vague way without the precise definition of the function spaces and the notion of the weak solution,
we formulate here two Lemmata, which cover the statement of Theorem 1.1.
First, we consider the case of M∗ satisfying ∆2–condition. Since the existence of a solution
for this case can be proven following the approach from [9], which in fact deals with the existence
result for a more complex system governing the flow of non-Newtonian fluids, we do not prove it
here but for the reader convenience present the proof in Appendix C.
Lemma 3.1. Let N ≥ 1, Ω ⊂ Rd be a bounded Lipschitz domain with d ≥ 2. Assume that an
operator A satisfies (A1), (A3) and (A4) and M : Ω×Rd×N → [0,∞) is an N–function such that
M∗ satisfies ∆2–condition and for all R > 0 we have∫
Ω
sup
|ξ|=R
M∗(x, ξ) dx <∞. (38)
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Then there exists a unique weak solution to problem (4), which is a function u ∈ W 10L
M(Ω;RN )
such that ∫
Ω
A(x,∇u(x)) · ∇ϕ(x) dx =
∫
Ω
F(x) · ∇ϕ(x) dx (39)
is satisfied for all ϕ ∈W 10L
M (Ω;RN ).
The second part of the statement of Theorem 1.1, i.e., the case when M satisfies ∆2–condition,
is covered by the following lemma. Since this result is indeed new, we provide the complete proof
here.
Lemma 3.2. Let N ≥ 1, Ω ⊂ Rd be a bounded Lipschitz domain with d ≥ 2. Assume that an
operator A satisfies (A1), (A3) and (A4) and M : Ω×Rd×N → [0,∞) is an N–function such that
it satisfies ∆2–condition and for all R > 0 we have∫
Ω
sup
|ξ|=R
M(x, ξ) dx <∞. (40)
Then there exists a unique weak solution to problem (4), which is a function u ∈ VM0 such that∫
Ω
A(x,∇u(x)) · ∇ϕ(x) dx =
∫
Ω
F(x) · ∇ϕ(x) dx (41)
is satisfied for all ϕ ∈ V M0 .
Proof. We are not able to show directly the existence of u satisfying (41) because we haveA(·,∇u) ∈
LM
∗
(Ω;Rd×N ) only. Therefore we cannot utilize the method involving the weak∗ convergence in
LM (Ω). It turns out that one can find a weak solution of the dual problem to (41), from which we
then deduce the existence of a weak solution to the original problem. As A is strictly monotone it
is a homeomorphism on Rd×N therefore the inverse operator to A, denoted as B, exists. It is not
difficult to show, thanks to (A3)–(A4), that the operator B fulfills
B(x, ζ) · ζ ≥ c (M(x,B(x, ζ)) +M∗(x, ζ)) . (42)
Moreover, B is strictly monotone.
Our first goal is to find a function T ∈ LM
∗
div
(
Ω;Rd×N
)
satisfying∫
Ω
B(x,T(x) + F(x)) ·W(x) dx = 0 for all W ∈ EM
∗
div (Ω;R
d×N ). (43)
The solvability of (43) (the dual problem) will directly imply the statement of the lemma.
Hence, let us focus on (43). We observe that the space EM
∗
div (Ω;R
d×N ) is separable since it is a
closed subspace of the separable space EM
∗ (
Ω;Rd×N
)
. Thus there is {Wi}∞i=1, a linearly indepen-
dent subset of EM
∗
div
(
Ω;Rd×N
)
such that
⋃∞
k=1 Lin{W
i}ki=1
‖·‖
LM = EM
∗
div
(
Ω;Rd×N
)
. We construct
Galerkin approximations to (43). We define Tk :=
∑k
i=1 α
k
iW
i for k ∈ N, where αki ∈ R are chosen
in such a way that ∫
Ω
B
(
x,Tk + F
)
·Wi dx = 0 (44)
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for all i = 1, . . . , k.
Step 1: Let us show the existence of (αk1 , . . . , α
k
k) ∈ R
k satisfying (44). We want to apply Lemma
C.1 on a mapping s : Rk → Rk defined as
sj(α) =
∫
Ω
B(x,Tk +F) ·Wj dx, j = 1, . . . , k.
First, we show that s is continuous. Let us suppose that αn → α in Rk. We observe that for
hnj :=
(
B
(
x,
∑k
i=1 α
n
iW
i + F
)
−B
(
x,
∑k
i=1 αiW
i
))
·Wj we have hnj → 0 as n → ∞ a.e. in Ω.
Then, using (42) and the Young inequality one derives the estimate
∫
Ω
M
(
x,B
(
x,
k∑
i=1
αniW
i
))
dx ≤ c.
Therefore |hnj | is uniformly integrable since we also have B
(
x,
∑k
i=1 αiW
i
)
∈ L1
(
Ω;Rd×N
)
and
Wj ∈ L
∞
(
Ω;Rd×N
)
. Consequently, s is continuous since by the Vitali theorem we get
|s(αn)− s(α)| ≤ k max
j=1,...,k
∫
Ω
|hnj | dx→ 0 as n→∞.
Next, we verify that s satisfies (104). We denote W(α) :=
∑k
i=1 αiW
i and show that
‖W(α) + F‖LM∗ (Ω) →∞ as |α| → ∞. (45)
We observe that min|α|=1 ‖W(α)‖ > 0, this follows from the fact that {W
i}ki=1 are linearly inde-
pendent. Since F ∈ L∞
(
Ω;Rd×N
)
, we find R0 > 0 such that
‖F‖
LM
∗
|α| ≤
1
2 min|β|=1 ‖W(β)‖LM∗ (Ω)
for all α ∈ Rk with |α| ≥ R0. Considering such α we get by the triangle inequality
‖W(α) + F‖LM∗(Ω) ≥ ‖W(α)‖LM∗ (Ω) − ‖F‖LM∗ (Ω) ≥ |α|
(∥∥∥∥W
(
α
|α|
)∥∥∥∥
LM
∗(Ω)
−
‖F‖LM∗ (Ω)
|α|
)
≥
1
2
|α| min
|β|=1
‖W(β))‖LM∗ (Ω).
Hence (45) follows. By (42), the Young inequality and (97) we have
s(α) ·α =
∫
Ω
B (x,W(α) + F) ·W(α) dx ≥
∫
Ω
cM∗ (x,W(α) + F)−M∗
(
x,
1
c
F
)
dx
= c
∫
Ω
M∗ (x,Wα+ F) dx−
∫
Ω
M∗
(
x,
1
c
F
)
dx
≥ c‖W(α) + F‖LM∗ (Ω) − 1−
∫
Ω
M∗
(
x,
1
c
F
)
dx.
Then using (45) we find R ≥ R0 such that s(α) ·α ≥ 0 for all α such that |α| = R. Thus according
to Lemma C.1 we have the existence of α satisfying (44).
Step 2: Multiplying (44) by αki and summing over i = 1, . . . , k yields∫
Ω
B
(
x,Tk + F
)
·Tk dx = 0. (46)
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Applying (42), the Young inequality and the convexity of M in the second variable we deduce from
(46) that
c
∫
Ω
M
(
x,B
(
x,Tk + F
))
+M∗
(
x,Tk + F
)
dx ≤
∫
Ω
B
(
x,Tk + F
)
·
(
Tk + F
)
dx
=
∫
Ω
c
2
B
(
x,Tk + F
)
·
2
c
F dx ≤
∫
Ω
c
2
M
(
x,B
(
x,Tk + F
))
+M∗
(
x,
2
c
F
)
dx.
Hence, it follows that
c
2
∫
Ω
M
(
x,B
(
x,Tk + F
))
dx+ c
∫
Ω
M∗
(
x,Tk + F
)
dx ≤
∫
Ω
M∗
(
x,
2
c
F
)
dx. (47)
Since the right hand side of the latter inequality is finite as F ∈ L∞(Ω;Rd×N ), we infer the existence
of T ∈ LM
∗
div (Ω;R
N ) and B¯ ∈ EM (Ω;Rd×N ) such that (note here that for (48)2 we use the fact
that M satisfies ∆2–condition)
Tk + F −−⇀∗ T+ F in LM
∗
(Ω;Rd×N ),
B(·,Tk + F) −−⇀∗ B¯ in EM (Ω;Rd×N ).
(48)
Employing the convergence (48)2 in (46) we have for all i ∈ N∫
Ω
B¯ ·Wi dx = 0. (49)
Consequently, since {Wi}∞i=1 forms a basis we also have for all W ∈ E
M∗
div
(
Ω;Rd×N
)
∫
Ω
B¯ ·W dx = 0. (50)
Thus to prove (43), it remains to identify W¯.
Multiplying the i-th equation in (49) by αki and summing the result over i = 1, . . . , k yields∫
Ω
B¯ · (Tk + F) dx =
∫
Ω
B¯ · F dx.
We apply the convergence (48)1, which is possible since B¯ ∈ L
M (Ω;Rd×N ) = EM (Ω;Rd×N ) as M
is assumed to satisfy ∆2–condition, to obtain∫
Ω
B¯ ·T dx = 0. (51)
Let us identify B¯ with the help of the variant of Minty’s trick for nonseparable and nonreflexive
function spaces. First, using the monotonicity of B and (46) we get
0 ≤
∫
Ω
(
B(x,Tk + F)−B(x,W)
)
· (Tk + F−W) dx
=
∫
Ω
B(x,Tk + F) · (F −W)−B(x,W) · (Tk + F−W) dx
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for an arbitrary but fixed W ∈ L∞(Ω;Rd×N ). Then performing the limit passage k → ∞ in the
latter inequality and using (48) and (51) we arrive at
0 ≤
∫
Ω
B¯ · (F −W)−B(x,W) · (T + F−W) dx =
∫
Ω
(
B¯−B(x,W)
)
· (T + F−W) dx. (52)
Next, we denote for a positive l
Ωl = {x ∈ Ω : |T(x) + F(x)| ≤ l}
and let χl be the characteristic function of Ωl. Then choosing arbitrary 0 < l < m, h ∈ (0, 1) and
Z ∈ L∞(Ω;Rd×N ) we set W = (T+ F)χm + hZχl in (52) to obtain
0 ≤
∫
Ω\Ωm
B¯ · (T + F) dx− h
∫
Ωl
(
B¯−B(x,T + F+ hZ)
)
· Z dx. (53)
We see that |Ω \Ωm| → 0 and B¯ · (T+F)χΩ\Ωm → 0 a.e. in Ω as m→∞. Hence by the Lebesgue
dominated convergence theorem we get performing the limit passage m→∞ in (53)
0 ≤ −h
∫
Ωl
(
B¯−B(x,T + F+ hZ)
)
· Z dx. (54)
We observe next that using (40) we have∫
Ωl
M(x,B(T + F+ hZ)) dx ≤
∫
Ω
sup
|ξ|=‖B(T+F+hZ)‖L∞(Ωl)
M(x, ξ) dx <∞
uniformly in h ∈ (0, 1) as suph∈(0,1) ‖B(T + F+ hZ)‖L∞(Ωl) <∞, which follows from Lemma A.7.
Then it follows that {B(·,T+F+hZ)}h∈(0,1) is uniformly integrable by Lemma A.3. Furthermore,
T + F + hZ → T + F a.e. in Ω as h → 0. Accordingly, dividing (54) by h we infer by the Vitali
convergence theorem
0 ≥
∫
Ωl
(
B¯−B(x,T + F)
)
· Z dx (55)
for any Z ∈ L∞(Ω;Rd×N ). Setting
Z =
B¯−B(x,T + F)
1 + |B¯−B(x,T + F)|
in (55) we deduce B¯(x) = B(x,T(x)+F(x)) in Ωl for an arbitrary l > 0. As |Ω\Ωl| → 0 as l→∞,
we conclude B¯(x) = B(x,T(x) + F(x)) for a.a. x ∈ Ω.
Step 5: Based on (43), we show that there is u ∈ VM0 such that ∇u = B(·,T+F) and u satisfies
(41). We denote B˜(x) := B(x,T(x) + F(x)). Extending B˜ by zero in Rd \ Ω we obtain from (43)
that ∫
Rd
B˜(x) ·W(x) dx = 0 (56)
for all W ∈ C∞(Rd;Rd×N ) with divW = 0 in Rd. We fix a sequence {δk}
∞
k=1 such that δk → 0
as k → ∞ and denote as Bk a mollification of B˜ with a parameter δk. Obviously, we have
Bk ∈ C∞(Rd;Rd×N ) and
Bk → B in L1(Rd;Rd×N ) as k →∞. (57)
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By the Fubini theorem we obtain∫
Rd
Bk ·W dx =
∫
Rd
(B˜ ∗ ρδk)(x) ·W(x) dx =
∫
Rd
B˜(z) · (W ∗ ρδk)(z) dz
for any W ∈ C∞(Rd;Rd×N ). As mollification preserves solenoidality, we have∫
Rd
Bk ·W dx = 0
for any W ∈ C∞(Rd;Rd×N ) with divW = 0 in Rd by (56). Then de Rham theorem yields the
existence of a distribution pk such that ∇pk = Bk. Thus we infer pk ∈ C∞(Rd;RN ). We fix R > 0
such that for all k ∈ N suppBk is contained in the ball BR. Then for all k ∈ N p
k is equal to some
constant p¯k in Rd \ Ω and defining uk := pk − p¯k we obtain by the Poincare´ inequality that
‖uk − ul‖L1(BR) ≤ c‖∇(u
k − ul)‖L1(BR) = c‖B
k −Bl‖L1(BR).
The latter inequality implies that {uk}∞k=1 is a Cauchy sequence in L
1(BR) since the sequence
{Bk}∞k=1 is a Cauchy sequence in L
1(BR) due to (57). Therefore {u
k}∞k=1 possesses a limit u ∈
L1(BR). Moreover, as the sequence {∇u
k}∞k=1 converges strongly in L
1(BR) and for all k ∈ N
suppuk ⊂ BR, we have u ∈ W
1,1
0 (BR). Finally, we observe that ∇u = B˜. Hence u is equal to a
constant in Rd \ Ω and this constant is zero. Thus we have u ∈ W 1,10 (Ω;R
N ) and as ∇u = B˜ ∈
EM (Ω;Rd×N ), i.e., u ∈ VM0 , by the definition of B we obtain∫
Ω
A(x,∇u) · ∇ϕ dx =
∫
Ω
A(x,B(T + F)) · ∇ϕ dx =
∫
Ω
(T+ F) · ∇ϕ dx
for all ϕ ∈ V M0 . As T ∈ L
M∗
div
(
Ω;Rd×N
)
, we see, thanks to the fact that M satisfies ∆2 condition
that4 u satisfies (41).
Step 6: One easily obtains uniqueness of a weak solution. Supposing that u1,u2 are different
weak solutions of (41), we get after testing the difference of weak formulations for u1 and u2 by
the difference u1 − u2, which is a proper test function in (41) as u1,u2 ∈ V
M
0 , that∫
Ω
(A(x,∇u1)−A(x,∇u2)) · (∇u1 −∇u2) dx = 0.
Since A is strictly monotone, we have ∇(u1 − u2) = 0 a.e. in Ω and the zero trace of u1 − u2 on
∂Ω implies u1 = u2 a.e. in Ω.
4Indeed, since T ∈ LM
∗
div
(
Ω;Rd×N
)
, it can be approximated in the weak∗ topology by a sequence of divergence free
functions belonging to EM
∗
div
(
Ω;Rd×N
)
and this approximative sequence can be again approximated by a sequence of
smooth divergence free functions in strong topology and consequently∫
Ω
T · ∇v dx = 0
for all v ∈ VM0 .
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4 Proof of Theorem 1.2
Firstly, we formulate the lemmata concerning the existence and uniqueness of a solution to problem
(1) for an arbitrary but fixed ε > 0 that are direct consequence of Theorem 1.1, where (2), (3)
respectively follow from (M2). For simplicity we denote M ε(x, ξ) =M
(
x
ε
, ξ
)
for fixed ε.
Lemma 4.1. Let Ω ⊂ Rd be a bounded Lipschitz domain, the operator A satisfy (A1)-(A4), the
N–function M satisfy (M1)-(M2) and the conjugate N–function M∗ satisfy ∆2–condition. Then
for fixed ε ∈ (0, 1) there exists a unique weak solution of the problem (1), which is a function
uε ∈W 10L
Mε
(
Ω;RN
)
such that∫
Ω
A
(x
ε
,∇uε(x)
)
· ∇ϕ(x) dx =
∫
Ω
F(x) · ∇ϕ(x) dx (58)
is satisfied for all ϕ ∈W 10L
Mε
(
Ω;RN
)
.
Lemma 4.2. Let Ω ⊂ Rd be a bounded Lipschitz domain, the operator A satisfy (A1)-(A4), the
N–function M satisfy (M1)-(M2) and ∆2–condition. Then for fixed ε ∈ (0, 1) there exists a unique
weak solution of the problem (1), which is a function uε ∈ VM
ε
0 such that∫
Ω
A
(x
ε
,∇uε(x)
)
· ∇ϕ(x) dx =
∫
Ω
F(x) · ∇ϕ(x) dx (59)
is satisfied for all ϕ ∈ V M
ε
0 .
Next we state the estimate that is uniform with respect to ε.
Lemma 4.3. Let the assumptions of Lemmas 4.1 or 4.2 be satisfied and uε be a weak solution of
the problem (1). Then we have
sup
0<ε<1
∫
Ω
M ε
(x
ε
,∇uε(x)
)
+ (M ε)∗
(x
ε
,Aε(x)
)
dx ≤ c <∞ (60)
and {Aε}0<ε<1 is bounded in L
m∗2(Ω;Rd×N ) and {uε}0<ε<1 is bounded in V
m1
0 .
Proof. Setting ϕ = uε in (39), (41) respectively, we obtain the following identity∫
Ω
Aε · ∇uε dx =
∫
Ω
F · ∇uε dx. (61)
Using the Young inequality, the convexity of M and the fact that the constant c ≤ 1, which is an
obvious consequence of the Young inequality, it follows from (61) that
c
∫
Ω
M ε(x,∇uε) + (M ε)∗(x,Aε) dx ≤
∫
Ω
(M ε)∗
(
x,
2
c
F
)
+
c
2
M ε(x,∇uε) dx.
Consequently, employing (M2) we obtain
c
∫
Ω
1
2
m1(|∇u
ε|) +m∗2(|A
ε|) dx ≤ c
∫
Ω
1
2
M ε (x,∇uε) + (M ε)∗ (x,Aε) dx ≤
∫
Ω
m∗1
(
2
c
|F|
)
dx.
(62)
Due to (6) the integral on the right hand side is finite. Hence estimate (60) and boundedness of
{uε} and {Aε} follows provided we use also the Poincare´ inequality, see e.g. [5, Section 2.4].
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Based on the previous lemma we obtain the following convergence results.
Lemma 4.4. Let the assumptions of Lemmas 4.1 and 4.2 be satisfied. Let {εj}
∞
j=1 be such that
εj → 0 as j →∞ and {u
εj}∞j=1 be a sequence of weak solutions of (1). Then there is a subsequence
{εjk}
∞
k=1, functions u ∈ V
m1
0 , U ∈ L
m1(Ω × Y ;Rd×N ), A¯ ∈ Lm
∗
2(Ω;Rd×N ) and A0 ∈ Lm
∗
2(Ω ×
Y ;Rd×N ) such that as k → ∞ we have the following weak convergence result (the sequences are
denoted by k and not by εjk for simplicity)
uk −−⇀∗ u in Lm1(Ω;RN ),
∇uk −−⇀∗ ∇u in Lm1(Ω;Rd×N ),
Ak −−⇀∗ A¯ in Lm
∗
2(Ω;Rd×N )
(63)
and
(∇uk) ◦ Sk −−⇀
∗ ∇u+U in LMy(Ω× Y ;Rd×N ),
Ak ◦ Sk −−⇀
∗ A0 in LM
∗
y (Ω× Y ;Rd×N ).
(64)
The limit functions A and A0 are related via
A¯ =
∫
Y
A0 dy. (65)
Moreover, assume that either N = 1 or the embedding W 10L
m1 →֒ Lm2 holds. If M∗ satisfies
∆2–condition then for a.a. x ∈ Ω
U(x, ·) ∈ G⊥⊥, (66)
A0(x, ·) ∈ G⊥, (67)
u ∈ V f0 , (68)
A¯ ∈ Lf
∗
(Ω;Rd×N ). (69)
and if M satisfies ∆2–condition then for a.a. x ∈ Ω
U(x, ·) ∈ D⊥, (70)
A0(x, ·) ∈ D⊥⊥, (71)
u ∈ V h
∗∗
0 , (72)
A¯ ∈ Lh
∗
(Ω;Rd×N ). (73)
The function A¯ satisfies ∫
Ω
A¯ · ∇ϕ =
∫
Ω
F · ∇ϕ (74)
for all ϕ ∈ C∞c
(
Ω;RN
)
.
Proof. Let us mention that in the proof we shall make several selections of subsequences not neces-
sarily stressing this fact. The convergence results in (63) follow directly from the uniform estimates
from Lemma 4.3. As a consequence of (63)1,2 and Lemma 2.2 (vi) we obtain the existence of a
function U ∈ Lm1(Ω× Y ;Rd×N ) and a subsequence {εk}
∞
k=1 such that
uk
2−s
−−⇀∗ u in Lm1(Ω× Y ;RN ),
∇uk
2−s
−−⇀∗ ∇u+U in Lm1(Ω× Y ;Rd×N )
(75)
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with U satisfying ∫
Y
U(x, y) ·ψ(y) dy = 0 ∀ψ ∈ C∞per(Y ;R
d×N ). (76)
By Lemma 2.2 (v) and Lemma 4.3 we infer the existence of function A0 ∈ Lm
∗
2(Ω×Y ;Rd×N ) such
that
Ak
2−s
−−⇀∗ A0 in Lm
∗
2(Ω× Y ;Rd×N ). (77)
Using convergence results (75) and (77), the weak lower semicontinuity (vii) from Lemma 2.2 we
infer∫
Ω
∫
Y
M(y,∇u+U)+M∗(y,A0) dy dx ≤ lim inf
k→∞
∫
Ω
∫
Y
M
(
x
εk
,∇uk
)
+M∗
(
x
εk
,Ak
)
dy dx <∞.
(78)
Next, by Lemma 2.1 and Lemma 4.3 we get
sup
ε>0
∫
Ω
∫
Y
M(y,∇uε(Sε(x, y))) dy dx = sup
ε>0
∫
Ω
M
(x
ε
,∇uε(x)
)
dx <∞,
sup
ε>0
∫
Ω
∫
Y
M∗(y,A(y,∇uε(Sε(x, y))) dy dx = sup
ε>0
∫
Ω
M∗
(x
ε
,A
(x
ε
,∇uε(x)
))
dx <∞.
Accordingly, we obtain the existence of functions V ∈ LMy(Ω × Y ;Rd×N ) and A˜ ∈ LM
∗
y (Ω ×
Y ;Rd×Y ) and a sequence εk → 0 as k →∞ such that
∇uk ◦ Sk −−⇀
∗ V in LMy(Ω × Y ;Rd×N ),
Ak ◦ Sk −−⇀
∗ A˜ in LM
∗
y (Ω× Y ;Rd×N )
(79)
as k → ∞. Hence in view of (78) we infer using (75) and (77) that V = ∇u +U, A˜ = A0, i.e.,
we have concluded (64). By Lemma 2.2 (ii) we get (65). In order to show (66)–(69) we distinguish
separately the cases N = 1 and the accomplishment of the embedding W 10L
m1 →֒ Lm2 . First, we
deal with the case N = 1. We recall that the truncation operator Th was introduced in Lemma A.5
in the appendix. Next, we realize that analogously to deriving the convergence (64) the following
convergences can be derived for any h > 0
Thu
k ◦ Sk −−⇀
∗ Thu in L
∞(Ω× Y ),
∇Thu
k ◦ Sk −−⇀
∗ ∇Thu+U
h in LMy(Ω× Y ;Rd)
(80)
as k →∞. Note that the fact that {Thu
k} contains subsequence, which we will not relabel, converg-
ing weakly∗ in L∞(Ω× Y ) follows from the uniform estimate ‖Thu
k‖L∞ ≤ h. The limit function is
identified with the Lebesgue dominated convergence theorem from (63)1,2 and the compact embed-
ding of W 1,1(Ω) to L1(Ω). Next, choose an arbitrary, but fixed ϕ ∈ C∞c (Ω), V ∈ G
⊥ and without
loss of generality assume that
∫
Y
V = 0. Then, as divV = 0 a.e. in Y we obtain for an arbitrary
but fixed h > 0 using the integration by parts and Lemma 2.1∫
Ω
∫
Y
∇Thu
k(Sk(x, y)) ·V(y)ϕ(Sk(x, y)) dy dx =
∫
Ω
∇Thu
k(x) ·V(
x
εk
)ϕ(x) dx
= −
∫
Ω
Thu
k(x)V(
x
ε
) · ∇ϕ(x) dx = −
∫
Ω
∫
Y
Thu
k(Sk(x, y)) ·V(y) · ∇ϕ(Sk(x, y)) dy dx.
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Performing the limit passage k → ∞ in the latter identity with the help of (80) yields for an
arbitrary but fixed h > 0∫
Ω
∫
Y
Uh(x, y) ·V(y)ϕ(x) dy dx =
∫
Ω
∫
Y
(∇Thu(x) +U
h(x, y)) ·V(y)ϕ(x) dy dx
= −
(∫
Y
V(y) dy
)
·
∫
Ω
Thu(x)∇ϕ(x) dx = 0,
which means that Uh ∈ G⊥⊥ for any h > 0. Denote Wh = ∇Thu + U
h and W = ∇u + U.
Employing Lemma 2.2 (vii) we infer∫
Ω
∫
Y
M(y,Wh(x, y)) dy dx ≤ lim inf
k→∞
∫
Ω
M
(x
ε
,∇Thu
k(x)
)
dx ≤ lim inf
k→∞
∫
Ω
M
(x
ε
,∇uk(x)
)
dx <∞,
which implies for Wj =Whj , where hj → 0 as j →∞, that W
j −−⇀∗ W˜ in LMy(Ω× Y ;Rd). On
the other hand we obtain due to the weak lower semicontinuity of L1–norm that∫
Ω
∫
Y
|W(x, y) −Wj(x, y)| dy dx ≤ lim inf
k→∞
∫
Ω
∫
Y
|∇uk(Sk(x, y))−∇Thju
k(Sk(x, y))| dy dx
= lim inf
k→∞
∫
{|uk(Sk(x,y))|>hj}
|∇uk(Sk(x, y, ))| dy dx
≤ cµ(|{|uk(Sk(x, y))| > hj}|),
where µ is continuous at 0 and µ(0) = 0. Thus we have Wj → W in L1(Ω × Y ;Rd) due to the
uniform bound on {uk◦Sk}
∞
k=1 following from Lemma 4.3. Consequently, W˜ =W = ∇u+U a.e. in
Ω×Y and as this fact along with ∇Thju
M
−−→ ∇u in LM (Ω) implies Uj
M∗
−−→ U in LM
∗
(Ω×Y ;Rd)
and Lemma A.2, we obtain∫
Ω
∫
Y
U(x, y) ·V(y)ϕ(x) dy dx = lim
j→∞
∫
Ω
∫
Y
Uj(x, y) ·V(y)ϕ(x) dy dx = 0,
from which (66) follows.
We obtain immediately for an arbitrary ∇v = V ∈ G and ϕ ∈ C∞c (Ω) using Lemma 2.1,
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Lemma A.5, weak formulation (58) and convergence (79)2∫
Ω
∫
Y
A0(x, y) · ∇v(y)ϕ(x) dy dx
= lim
l→∞
∫
Ω
∫
Y
A0(x, y) · ∇Tlv(y)ϕ(x) dy dx = lim
l→∞
lim
k→∞
∫
Ω
∫
Y
Ak(Sk(x, y)) · ∇Tlv(y)ϕ(Sk(x, y)) dy dx
= lim
l→∞
lim
k→∞
εk
∫
Ω
Ak(x) · ∇x
(
Tlv
(
x
εk
)
ϕ(x)
)
dx− εk
∫
Ω
Ak(x) · Tlv
(
x
εk
)
⊗∇ϕ(x) dx
= lim
l→∞
lim
k→∞
εk
∫
Ω
F(x) · ∇x
(
Tlv
(
x
εk
)
ϕ(x)
)
dx− εk
∫
Ω
Ak(x) · Tlv
(
x
εk
)
⊗∇ϕ(x) dx
= lim
l→∞
lim
k→∞
∫
Ω
∫
Y
F(Sk(x, y)) · ∇y (Tlv(y)ϕ(Sk(x, y))) dy dx
− εk
∫
Ω
∫
Y
Ak(Sk(x, y)) · Tlv(y)⊗∇ϕ(Sk(x, y)) dy dx
= lim
l→∞
lim
k→∞
∫
Ω
∫
Y
F(Sk(x, y)) · ∇yTlv(y)ϕ(Sk(x, y)) dy dx
+ εk
∫
Ω
∫
Y
F(Sk(x, y)) · Tlv(y)⊗∇ϕ(Sk(x, y)) dy dx
− εk
∫
Ω
∫
Y
Ak(Sk(x, y)) · Tlv(y)⊗∇ϕ(Sk(x, y)) dy dx
= lim
l→∞
∫
Ω
F(x)ϕ(x) dx ·
∫
Y
∇yTlv(y) dy = 0
where we also used the fact that Tlv is Y –periodic. Thus we have (67). Now, we consider that
N > 1 and W 10L
m1 →֒ Lm2 is available. Let us choose arbitrary but fixed ϕ ∈ C∞c (Ω), V ∈ G
⊥ and
without loss of generality assume that
∫
Y
V = 0. Then as divV = 0 a.e. in Y we obtain, using the
integration by parts and Lemma 2.1∫
Ω
∫
Y
∇uk(Sk(x, y)) ·V(y)ϕ(Sk(x, y)) dy dx =
∫
Ω
∇uk(x) ·V
(
x
εk
)
ϕ(x) dx
= −
∫
Ω
V
(
x
εk
)
· uk(x)⊗∇ϕ(x) dx = −
∫
Ω
∫
Y
V (y) · uk(Sk(x, y))⊗∇ϕ(Sk(x, y)) dx.
Let us notice that the assumed embedding ensures that the integral on the right hand side is
meaningful. Employing convergences (79)1 on the left hand side and (75)1 on the right hand side
of the latter identity we arrive at∫
Ω
∫
Y
U(x, y) ·V(y)ϕ(x) dy dx =
∫
Ω
∫
Y
(∇u(x) +U(x, y)) ·V(y)ϕ(x) dy dx
=
∫
Y
V(y) dy ·
∫
Ω
u(x)⊗∇ϕ(x) dy dx = 0,
which concludes (66).
In order to show (67) we choose an arbitrary but fixed ϕ ∈ C∞c (Ω), and ∇v ∈ G and obtain∫
Ω
Ak(x) · ∇v
(
x
εk
)
ϕ(x) dx =εk
∫
Ω
Ak(x) · ∇xv
(
x
εk
)
ϕ(x) dx = εk
∫
Ω
Ak(x) · ∇y
(
v
(
x
εk
)
ϕ(x)
)
− εk
∫
Ω
Ak(x) · v
(
x
εk
)
⊗∇ϕ(x) dx.
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Notice that the second integral on the right hand side is well defined due to the embedding
W 10L
m1 →֒ Lm2 . Using Lemma 2.1 and weak formulation (58) we infer∫
Ω
∫
Y
Ak(Sk(x, y)) · ∇v(y)ϕ(Sk(x, y)) dy dx =
∫
Ω
Ak(x) · ∇v
(
x
εk
)
ϕ(x) dx
= εk
∫
Ω
Ak(x) · ∇x
(
v
(
x
εk
)
ϕ(x)
)
dx− εk
∫
Ω
Ak(x) · v
(
x
εk
)
⊗∇ϕ(x) dx
= εk
∫
Ω
F(x) · ∇x
(
v
(
x
εk
)
ϕ(x)
)
− εk
∫
Ω
∫
Y
Ak(Sk(x, y)) · v(y)⊗∇ϕ(Sk(x, y)) dy dx
=
∫
Ω
∫
Y
F(Sk(x, y)) · ∇yv(y)ϕ(Sk(x, y)) dy dx+ εk
∫
Ω
∫
Y
F(Sk(x, y)) · v(y)⊗∇ϕ(Sk(x, y)) dy dx
− εk
∫
Ω
∫
Y
Ak(Sk(x, y)) · v(y)⊗∇ϕ(Sk(x, y)) dy dx
=: Ik,1 + Ik,2 + Ik,3.
(81)
Performing the limit passage k → ∞ in the latter identity we realize that the terms on the right
hand side vanish. Indeed, we have by Lemma 4.3, the embedding W 10L
m1 →֒ Lm2 and (M2) that
lim
k→∞
Ik,1 =
∫
Ω
F(x)ϕ(x) dx ·
∫
Y
∇v(y) dy = 0,
lim
k→∞
Ik,2 ≤ c lim sup
k→∞
εk‖F‖L∞(Ω)‖∇v‖LM (Y )‖∇ϕ‖L∞(Ω) = 0,
lim
k→∞
Ik,3 ≤ lim sup
k→∞
εk‖A
k‖
L
m∗
2 (Ω)
‖∇v‖LM (Y )‖∇ϕ‖L∞(Ω) = 0.
Hence employing also (64)2 in (81) we get∫
Ω
∫
Y
A0(x, y) · ∇v(y)ϕ(x) dy dx = 0,
which implies (67). To conclude (68) we employ Lemma 2.5 and (78). Using the expression for f∗,
(67) and (78) we obtain (69).
Let us deal with the case when M satisfies ∆2–condition. We note that in order to prove (70)
we fix V ∈ D, ϕ ∈ C∞c (Ω) and proceed analogously to the proof of (66). Taking into account (8)
we fix ∇v ∈ D⊥, ϕ ∈ C∞c (Ω) and repeating the proof of (67) we obtain (71). To conclude (72) we
employ Lemma 2.7 and (78). Using the expression for h∗, (67) and (78) we obtain (69).
The identity (74) is obtained by performing the limit passage k → ∞ in (58) with ε = εjk for
smooth compactly supported test functions using the convergence (63)2.
The rest of this section is devoted to the identification of A¯ in (74). The proof is divided into
five steps.
Step 1: We show the following identity
lim
k→∞
∫
Ω
Ak · ∇uk dx =
∫
Ω
A¯ · ∇u dx. (82)
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Using identity (58) for ε = εk with ϕ = u
k we get with the help of convergence (63)2
lim
k→∞
∫
Ω
Ak · ∇uk dx = lim
k→∞
∫
Ω
F · ∇uk dx =
∫
Ω
F · ∇u dx. (83)
First, assume thatM∗ satisfies ∆2–condition and N = 1. In the case of Ω being a bounded Lipschitz
domain, there exist a finite family of open sets {Ωi}
K
i=1 and a finite family of balls {Bi(xi, ri)}
K
i=1
such that each Ωi is star–shaped with respect to the ball Bi(xi, ri) and Ω =
⋃K
i=1Ωi. Let {θi}
K
i=1
be a partition of unity subordinated to {Ωi}, i.e., θi ∈ C
∞
c (Ωi), 0 ≤ θi ≤ 1 in Ω and
∑K
i=1 θi = 1 in
Ω. We consider for each j ∈ N the truncation Tju and its decomposition in the form
Tju(x) =
K∑
i=1
Tju(x)θi(x), x ∈ Ω.
As ∇(Tjuθi) = ∇Tjuθi + Tju∇θi ∈ L
f (Ωi;R
d) and suppuθi ⊂ Ωi for each i, j ∈ N, we can adopt
with minor modifications the procedure of constructing an approximating sequence applied in the
proof of [10, Lemma 3.1] on a function on a time–space domain to find {un,ji } ⊂ C
∞
c (Ω) such that
∇un,ji
f
−−→ ∇(Tjuθi) for each i = 1, . . . ,K. Then we define u
n,j =
∑K
i=1 u
n,j
i and obtain from (74)
using Lemmas A.2 and A.5∫
Ω
A¯ · ∇u dx = lim
j→∞
lim
n→∞
∫
Ω
A¯ · ∇un,j dx = lim
j→∞
lim
n→∞
∫
Ω
F · ∇un,j dx =
∫
Ω
F · ∇u dx.
Hence (82) follows from (83) and the latter identity.
Next, we assume that N ≥ 1 and the embedding W 10L
m1 →֒ Lm2 holds. Let us consider the
following decomposition of u
u(x) =
K∑
i=1
u(x)θi(x), x ∈ Ω
where {θi}
K
i=1 is the partition of unity introduced above. Obviously, thanks to the assumed em-
bedding and (M2) ∇(uθi) ∈ L
f (Ωi;R
d×N ) and suppuθi ⊂ Ωi for each i = 1, . . . ,K. Modifying
again the procedure from the proof of [10, Lemma 3.1] we find sequences {uni }
∞
n=1 ⊂ C
∞
c (Ω;R
d×N )
such that ∇uni
f
−−→ ∇(uθi). Then by Lemma A.2 we get for the sequence {u
n}∞n=1 defined by
un =
∑K
i=1 u
n
i for each n ∈ N∫
Ω
A¯ · ∇u dx = lim
n→∞
∫
Ω
A¯ · ∇un dx = lim
n→∞
∫
Ω
F · ∇un dx =
∫
Ω
F · ∇u dx,
which implies (82) along with (83). We note that if M satisfies ∆2–condition we proceed analo-
gously using (70)–(73) and the approximation by smooth compactly supported functions in modular
topology of gradients in Lh
∗∗
(Ω;Rd), Lh
∗∗
(Ω;Rd×N ) respectively.
The next three steps follow the same lines as an analogue part of the proof in [2], however for
completeness we include the main reasoning.
Step 2: In this part we concentrate on showing that the following inequality
0 ≤
∫
Ω
∫
Y
(A0(x, y)−A(y,V(x, y))) · (∇u(x) +U(x, y)−V(x, y)) dy dx (84)
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holds for all V ∈ C∞c (Ω;C
∞
per(Y ;R
d×N )). By Lemma A.7 for V ∈ C∞c (Ω;C
∞
per(Y ;R
d×N )) we
have that A(·,V) ∈ L∞(Ω × Y ;Rd×N ). Due to the appropriate embeddings L∞(Ω × Y ;Rd×N ) ⊂
Em
∗
1(Ω × Y ;Rd×N ) ⊂ Em
∗
2(Ω × Y ;Rd×N ) for Vk(x) = V(x, xε−1k ) and A˜
k(x) := A(xε−1k ,V
k) we
obtain for k →∞ that
Vk
2−s
−−→ V in Emi(Ω × Y ;Rd×N ),
A˜k
2−s
−−→ A(·,V(·, ·)) in Em
∗
i (Ω× Y ;Rd×N ), i = 1, 2,
(85)
and consequently
lim
k→∞
∫
Ω
A˜k(x) ·Vk(x) dx =
∫
Ω
∫
Y
A(y,ψ(x, y)) ·V(x, y) dy dx. (86)
By (A4) we have ∫
Ω
(Ak(x)− A˜k(x)) · (∇uk(x)−Vk(x)) dx ≥ 0. (87)
We shall conclude (84) by passing with k → ∞ in (87). Using directly (82) together with (65)
yields that
lim
k→∞
∫
Ω
Ak(x) · ∇uk(x) dx =
∫
Ω
∫
Y
A0 · ∇u =
∫
Ω
∫
Y
A0 · (∇u+U). (88)
Note that the last equality trivially follows from (66) and (67). To pass to the limit in the remaining
terms we use (64), (85) together with Lemma 2.2 (vii) and (86). Thus the proof of this part is
complete.
Step 3: Our goal is to show that (84) holds not only for V ∈ C∞c (Ω;C
∞
per(Y ;R
d×N )) but also for
V ∈ L∞(Ω×Y ;Rd×N ). For this purpose we take an arbitrary function V ∈ C∞c (Ω;C
∞
per(Y ;R
d×N ))
and consider a sequence {Km}∞m=1 of compact subsets of Ω such that K
1 ⊂ K2 ⊂ . . .Ω and⋃∞
m=1K
m = Ω. Since Vm := VχKm are bounded in L
∞(Ω×Y ) for every m ∈ N, thus there exists
a positive constant c such that
‖A(·,Vm)‖L∞(Ω×Y ) ≤ c for all m ∈ N, (89)
see Lemma A.7 for details. Using (M2) and (89) gives∫
Ω
∫
Y
M(y,Vm) +M∗(y,A(y,Vm) dy dx ≤
∫
Ω
∫
Y
m2(|V
m|) +m∗1(|A(y,V
m)|) dy dx
≤
∫
Ω
∫
Y
m2(‖V
m‖L∞(Ω×Y )) +m
∗
1(‖A(·,V
m)‖L∞(Ω×Y )) ≤ c.
With the help of Lemma A.3 the above estimate allows to conclude that {Vm}∞m=1 and {A(·,V
m)}∞m=1
are uniformly integrable. The uniform integrability together with a convergence in measure of these
sequences with a use of Lemma A.4 give
Vm
M
−−→ V in LMy(Ω×Y ;Rd×N ), A(·,Vm)
M∗
−−→ A(·,V) in LM
∗
y (Ω×Y ;Rd×N ) as m→∞. (90)
Let us consider a standard mollifier ω ∈ C∞(Rd ×Rd). Since Vm is supported in Km ⊂ Ω for all
m, we can find for every m a sequence δn → 0 as n → ∞ such that, defining Vm,n := Vm ∗ ωn,
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where ωn(z) = (δn)−2dω
(
z
δn
)
, we have Vm,n ∈ C∞c (Ω;C
∞
per(Y ))
d×N . Obviously ‖Vm,n‖L∞(Ω×Y ) ≤
‖Vm‖L∞(Ω×Y ).
In the same manner as above we show that for every m
Vm,n
M
−−→ Vm in LMy(Ω×Y ;Rd×N ), A(·,Vm,n)
M∗
−−→ A(·,Vm) in LM
∗
y (Ω×Y ;Rd×N ) as n→∞.
(91)
Finally, using (90), (91) and Lemma A.2 we infer from Step 2 that
0 ≤ lim
m→∞
lim
n→∞
∫
Ω
∫
Y
(A0−A(y,Vm,n)) · (∇u+U−Vm,n) =
∫
Ω
∫
Y
(A0−A(y,V)) · (∇u+U−V).
Step 4: For k > 0 define
Sk = {(x, y) ∈ Ω× Y : |∇u(x) +U(x, y)| ≤ k}
and χk be the characteristic function of Sk. We replace V ∈ L
∞(Ω × Y ;Rd×N ) in (84) by (∇u+
U)χj + hVχi where 0 < i < j and h ∈ (0, 1) to obtain
0 ≤
∫
Ω
∫
Y
A0 · (∇u+U− (∇u−U)χj) dy dx
−
∫
Ω
∫
Y
A(y, (∇u−U)χj + hVχi)) · (∇u+U− (∇u+U)χj)
+ h
∫
Ω
∫
Y
(A0 −A(y, (∇u+U)χj + hVχi)) ·Vχi dy dx.
The first term on the right-hand side vanishes when passing to the limit with j → ∞ by the
Lebesgue dominated convergence theorem and the fact that |Ω × Y \ Sj| → 0 as j → ∞. Since
(∇u +U)χj + hVχi = 0 in Sj , thus also the second term vanishes. After dividing the resulting
inequality by h we arrive at∫
Si
(A0 −A(y,∇u+U+ hV)) ·V dy dx ≥ 0. (92)
By (M2) we obtain∫
Si
M∗(y,A(y,∇u+U+ hV)) dy dx ≤
∫
Si
m∗1(|A(y,∇u +U+ hV)|) dy dx
≤ |Si|m
∗
1(‖A(·,∇u+U+ hV)‖L∞(Si)) ≤ c.
(93)
We need to estimate ‖A(·,∇u+U+ hV)‖L∞(Si) uniformly with respect to h. For this purpose we
proceed in a similar way as in (89) since
‖∇u+U+ hV‖L∞(Si) ≤ ‖∇u+U‖L∞(Si) + ‖V‖L∞(Ω×Y ) ≤ i+ ‖V‖L∞(Ω×Y ).
As A(y,∇u+U+ hV)→ A(y,∇u+U) a.e. in Si and {A(y,∇u +U+ hV)}h∈(0,1) is uniformly
integrable on Si due to (93) then again by the Vitali theorem we conclude
A(y,∇u+U+ hV)→ A(y,∇u+U) in L1(Si)
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as h→ 0+. Thus passing to the limit in (92) we arrive at∫
Si
(A0 −A(y,∇u+U)) ·V dy dx ≥ 0.
Choosing
V = −
A0 −A(y,∇u+U)
|A0 −A(y,∇u+U)|+ 1
yields
A0(x, y) = A(y,∇u(x) +U(x, y)) (94)
for a.a. (x, y) ∈ Si. Since i was arbitrary and |Ω × Y \ Si| → 0 as i → ∞, the above holds a.e.
in Ω × Y . Moreover, due to the properties (66) and (67) we obtain that U(x, ·) is equal to the
gradient of a weak solution of the cell problem (13) corresponding to ξ = ∇u(x). Finally, we get
by (65) and (12) that
A¯(x) =
∫
Y
A0(x, y) dy =
∫
Y
A(y,∇u(x) +U(x, y)) dy = Aˆ(∇u(x)). (95)
Step 5: Since we know that (5) possesses a unique solution u and we can extract from any
subsequence of {uj}∞j=1 a subsequence that converges to u weakly
∗ in W 10L
m1(Ω;RN ) (thus also
weakly in W 1,10 (Ω;R
N )), the whole sequence {uj}∞j=1 converges to u weakly
∗ in W 10L
m1(Ω;RN ),
weakly in W 1,10 (Ω;R
N ) respectively.
A Musielak–Orlicz spaces
Assume here that Σ ⊂ Rn is a bounded domain and n ∈ N is arbitrary. A function M : Σ×Rn →
[0,∞) is said to be an N−function if it satisfies the following four requirements:
1. M is a Carathe´odory function such that M(x, ξ) = 0 if and only if ξ = 0. In addition we
assume that for almost all x ∈ Σ, we have M(x, ξ) =M(x,−ξ).
2. For almost all x ∈ Σ the mapping ξ 7→M(x, ξ) is convex.
3. For almost all x ∈ Σ there holds lim|ξ|→∞
M(x,ξ)
|ξ| =∞.
4. For almost all x ∈ Σ there holds lim|ξ|→0
M(x,ξ)
|ξ| = 0.
The corresponding complementary N–function M∗ to M is defined for η ∈ Rn and almost all
x ∈ Σ by
M∗(x,η) := sup
ξ∈Rn
{ξ · η −M(x, ξ)}
and directly from this definition, one obtains the generalized Young inequality
ξ · η ≤M(x, ξ) +M∗(x,η), (96)
valid for all ξ,η ∈ Rn and almost everywhere in Σ. In addition, for ξ := ∇ηM
∗(x,η), we obtain
the equality sign in (96), see [17, Section 5]. Finally, an N -function M is said to satisfy the ∆2–
condition if there exists c > 0 and a nonnegative function h ∈ L1(Σ) such that for a.a. x ∈ Σ and
all ξ ∈ Rn
M(x, 2ξ) ≤ cM(x, ξ) + h(x).
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Having introduced the notion of an N–function, we can define the generalized Musielak–Orlicz
class LM (Σ) as a set of all measurable functions v : Σ→ Rn in the following way
LM (Σ) :=
{
v ∈ L1(Σ;Rn);
∫
Σ
M(x,v(x)) dx <∞
}
.
In general the class LM (Σ) does not form a linear vector space and therefore, we define the general-
ized Musielak–Orlicz space LM(Σ) as the smallest linear space containing LM (Σ). More precisely,
we define
LM(Σ) :=
{
v ∈ L1(Σ;Rn); there exists λ > 0 such that
∫
Σ
M
(
x,
v(x)
λ
)
dx <∞
}
.
It can be shown that LM (Σ) is a Banach space with respect to the Orlicz norm
‖v‖LM := sup
{∣∣∣∣
∫
Σ
v(x)w(x) dx
∣∣∣∣ : w ∈ LM∗(Σ),
∫
Σ
M∗(x,w(x)) dx ≤ 1
}
or the equivalent Luxemburg norm
‖v‖LM := inf
{
λ > 0 :
∫
Σ
M
(
x,
v(x)
λ
)
dx ≤ 1
}
.
Moreover, we have the following generalized Ho¨lder inequality, see [18, Theorem 4.1.],∣∣∣∣
∫
Σ
v ·w dx
∣∣∣∣ ≤ 2‖v‖LM ‖w‖LM∗
valid for all v ∈ LM (Σ) and all w ∈ LM
∗
(Σ). It is not difficult to observe directly from the
definition (or by Young inequality (96)), that
‖v‖LM ≤ c
(∫
Σ
M(x,v(x)) dx+ 1
)
, (97)
with some c > 0, that can be set c = 1 if we work with the Orlicz norm. Similarly, for the functional
F : LM (Σ)→ R defined as
F(v) :=
∫
Σ
M(x,v(x)) dx,
we can directly obtain from the definition and due to the convexity of M that if ‖v‖LM ≤ 1 and as
the Luxemburg norm is considered then
F(v) ≤ ‖v‖LM . (98)
Finally, we also recall the definition of the conjugate functional F∗ : LM
∗
(Σ)→ R
F∗(w) := sup
v∈LM (Σ)
(∫
Σ
v ·w dx−F(v)
)
and it is not difficult to observe by using the Young inequality that5
F∗(w) =
∫
Σ
M∗(x,w(x)) dx. (99)
5Young inequality (96) implies F∗(w) ≤
∫
Σ
M∗(x,w(x)) dx. On the other hand, we have M∗(·,w) = w · v −M(·,v)
for v(x) := ∇ξM∗(x,M∗(x,w)), which after integration leads to F∗(w) ≥
∫
Σ
M∗(x,w(x)) dx and (99) follows.
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We complete this subsection by recalling the basic functional-analytic facts about the generalized
Musielak–Orlicz spaces. For this purpose we define an additional space
EM (Σ) := {L∞(Σ;Rn)}
‖·‖
LM (Σ) .
The following key lemma summarizes the fundamental properties of the involved function spaces
(see e.g. [16] for details).
Lemma A.1 (separability, reflexivity). Let M be an N–function. Then
1. EM (Σ) = LM (Σ) if and only if M satisfies the ∆2–condition,
2. (EM (Σ))∗ = LM
∗
(Σ), i.e., LM
∗
(Σ) is a dual space to EM (Σ),
3. EM (Σ) is separable,
4. LM (Σ) is separable if and only if M satisfies the ∆2–condition,
5. LM (Σ) is reflexive if and only if M,M∗ satisfy the ∆2–condition.
We see from the above lemma that in some cases we need to face the problem with the density
of bounded functions and also the lack of reflexivity and separability properties, that somehow
excludes many analytical framework to be used. Thus, in addition to the strong/weak/weak∗
topology, we will also work with the modular topology. We say that a sequence {vk}∞k=1 ⊂ L
M(Σ)
converges modularly to v in LM (Σ) if there is λ > 0 such that as k →∞∫
Σ
M
(
x,
vk(x)− v(x)
λ
)
dx→ 0.
We use the notation vk
M
−−→ v for the modular convergence in LM (Σ). The properties concerning
the modular convergence are stated in the following lemmas.
Lemma A.2. [7, Proposition 2.2.] Let M be an N–function and M∗ be the conjugate N–function
to M . Suppose that sequences {vk}∞k=1 and {w
k}∞k=1 are uniformly bounded in L
M(Σ), LM
∗
(Σ)
respectively. Moreover, let vk
M
−−−→ v and wk
M∗
−−−→ w. Then vk ·wk → v ·w in L1(Σ) as k →∞.
Lemma A.3. [7, Lemma 2.2.] Let M be an N–function and assume that there is c > 0 such that∫
ΣM(x,v
k) dx ≤ c for all k ∈ N. Then {vk}∞k=1 is uniformly integrable.
Lemma A.4. [7, Lemma 2.1.] Let N ≥ 1, M be an N–function and {vk}∞k=1 be a sequence of
measurable RN−valued functions on Σ. Then vk
M
−−−→ v in LM (Σ;RN ) if and only if vk → v in
measure and there exists some λ > 0 such that {M(·, λvk)}∞k=1 is uniformly integrable, i.e.,
lim
R→∞
(
sup
k∈N
∫
{x:|M(x,λvk(x))|>R}
M(x, λvk(x)) dx
)
= 0.
Lemma A.5. [2, Lemma 2.3] Let M be an N–function and Σ be a bounded domain. Then for any
v ∈ VM0 (Σ) we have ∇Tk(v)
M
−−−→ ∇v as k →∞, where
Tk(v) =
{
v if |v| ≤ k
k v|v| if |v| > k.
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We continue with the lemma that provides the characterization of the space EM .
Lemma A.6 (Lemma 4.4, [2]). Let Σ ⊂ Rd be bounded, M be an N–function such that for all
R > 0 ∫
Σ
sup
|ξ|≤R
M(x, ξ) dx <∞. (100)
Then
EM (Σ) = {v ∈ LM (Σ) : for all t ≥ 0 we have tv ∈ LM (Σ)}.
We complete this section with the lemma that concerns the uniform boundedness of a compo-
sition of a mapping possessing the Orlicz growth and a sequence of bounded functions.
Lemma A.7. Let d ≥ 2, N ≥ 1 and for a Carathe´odory mapping E : Rd ×Rd×N → Rd×N let
there exist an N–function M such that for a.a. x ∈ Rd and all ξ ∈ Rd×N
E(x, ξ) · ξ ≥ c(M(x, ξ) +M∗(x, ξ)) (101)
holds for some constant c. Let {Vn}∞n=1 be bounded in L
∞(Rd;Rd×N ). Then {E(·,Vn)}∞n=1 is
bounded in L∞(Rd;Rd×N ). Moreover, if Ω ⊂ Rd is bounded and measurable, Y = (0, 1)d, then
1. for any V ∈ L∞(Ω × Y ;Rd×N ) we have E(·,V) ∈ L∞(Ω× Y ;Rd×N ),
2. for any V ∈ EMy(Ω× Y ;Rd×N ) we have E(·,V) ∈ EM
∗
y (Ω× Y ;Rd×N ) provided (M2) holds.
Proof. Assuming on the contrary that {E(·,Vn)}∞n=1 is unbounded, we have for arbitrary K > 0
the existence of nK > 0 and SK ⊂ R
d with |SK | > 0 such that |E(·,V
nK )| > K on SK . As M is
an N–function, for a chosen C > 0 there is R > 0 such that M(x,ξ)|ξ| > C for any |ξ| ≥ R. Thus
for the choice C = supn∈N ‖V
n‖L∞(Rd) we find nR and SR ⊂ Ω × Y with |SR| > 0 such that for
x ∈ SR we obtain using (101) that
C <
M∗(x,E(x,VnR))
|E(x,VnR)|
≤ |VnR | ≤ C,
which contradicts the unboundedness of {E(·,Vn)}∞n=1.
For the proof of the second part of the lemma we refer to [2, Lemma 3.4.]
B Auxiliary tools
Lemma B.1. Let X be a Banach space, V be a subspace of X, g be a closed, convex functional on
X that is continuous at some x ∈ V . Then
inf
x∈V
{g(x) − 〈η, x〉} + inf
ξ∈V ⊥
g∗(η + ξ) = 0 (102)
for all η ∈ X∗.
Proof. One deduces by definition of a convex conjugate that
∀ξ ∈ X∗ : (g − η)∗(ξ) = sup
x∈X
{〈η + ξ, x〉 − g(x)} = g∗(η + ξ). (103)
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According to [13, Theorem 14.2]
inf
x∈V
A(x) + inf
x∗∈V ⊥
A∗(x∗) = 0
for a closed, convex functional A that is continuous at some x ∈ V . We set A(x) := (g − η)(x) and
the expression for A∗ determined by (103) in the latter equality to conclude (102).
Finally, we also recall the weak∗ lower semicontinuity property of convex functionals. Since in
our case, the N–function M may not satisfy the ∆2–condition in general, the spaces do not have
to be reflexive. However, due to Lemma A.1, we see that any LM always has a separable predual
space and consequently any bounded sequence possesses a weakly∗ convergent subsequence. This
motivates us to introduce the last convergence theorem, that can be obtained by standard weak
lower semicontinuity properties of convex functionals, see e.g. [4, Theorem 4.5], namely:
Lemma B.2. Let Ω ⊂ Rd be open, Y = (0, 1)d, n ∈ N and Φ : Y ×Rn → R satisfy:
(a) Φ is Carathe´odory,
(b) Φ(y, ·) is convex for almost all y ∈ Y ,
(c) Φ ≥ 0.
Then we have the following semicontinuity property: vk −−⇀ v in L1(Ω×Y ;Rn) as k →∞ implies
lim inf
k→∞
∫
Ω
∫
Y
Φ(y,vk(x, y)) dy dx ≥
∫
Ω
∫
Y
Φ(y,v(x, y)) dy dx.
C Existence of solutions to elliptic problems
To the best of authors’ knowledge only the result from [6, 8] concern the existence of weak solu-
tions of elliptic problems in which the growth condition is given by an anisotropic inhomogeneous
N−function. For the sake of completeness, we show here that for elliptic systems it is possible to
obtain existence of a weak solution provided one of the conditions (C1)-(C2) holds.
Before we prove existence results corresponding to the conditions (C1) and (C2), we state a
variant of the Brouwer fixed point theorem.
Lemma C.1. [3, p.493] Let s : Rm → Rm be a continuous mapping and
s(x) · x ≥ 0 if |x| = r (104)
for some r > 0. Then there is a point x with |x| ≤ r such that s(x) = 0.
Proof of Lemma 3.1. Let us note that as M∗ satisfies ∆2−condition we have L
M∗(Ω) = EM
∗
(Ω)
by Lemma A.1. We proceed by the Galerkin method. First, we observe that W 10E
M (Ω;RN ) is
separable as it is a closed subspace of the separable space EM (Ω;RN )d×N . Thus there exists
{wi}∞i=1 a linearly independent subset of W
1
0E
M (Ω;RN ), such that
⋃∞
k=1 Lin{w
i}ki=1
‖·‖
W1,M =
W 10E
M (Ω;RN ). We construct Galerkin approximations to (39). Let us define uk =
∑k
i=1 α
k
iw
i for
k ∈ N, where αki ∈ R are determined by∫
Ω
A
(
x,∇uk
)
· ∇wi dx =
∫
Ω
F · ∇wi dx (105)
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for all i = 1, . . . , k.
Step 1: We show the existence of (αk1 , . . . , α
k
k) ∈ R
k satisfying (105) with the help of Lemma C.1.
We define a mapping s : Rk → Rk as
sj(α) =
∫
Ω
A
(
x,
k∑
i=1
αi∇w
i
)
· ∇wj − F · ∇wj dx.
Let us denote W(α) :=
∑k
i=1 αi∇w
i. First, we show that s is continuous. Let αn → α in Rk.
Then
|sj(α
n)− sj(α)| =
∣∣∣∣
∫
Ω
(A (x,W(αn))−A (x,W(α))) · ∇wj dx
∣∣∣∣
for all j = 1, . . . , k. We denote
hnj := (A (x,W(α
n))−A (x,W(α))) · ∇wj.
Obviously, we have for almost all x ∈ Ω that hnj → 0 as n → ∞. From (A3) and the Young
inequality it follows that
c
∫
Ω
M (x,W(αn)) +M∗ (x,A (x,W(αn))) dx ≤
∫
Ω
A (x,W(αn)) ·W(αn) dx
≤
∫
Ω
M
(
x,
2
c
W(αn)
)
+
c
2
M∗ (x,A (x,W(αn))) dx.
Hence we obtain by convexity of M with respect to the second variable
c
2
∫
Ω
M∗ (x,A (x,W(αn))) dx ≤
∫
Ω
M
(
x,
2
c
W(αn)
)
dx
≤
k∑
i=1
αni
|αn|
∫
Ω
M
(
x,
2
c
|αn|∇wi
)
dx ≤ k max
i=1,...k
∫
Ω
M
(
x,
2
c
|αn|∇wi
)
dx,
which is finite as {αn}∞n=1 is bounded. From the latter estimate one deduces the uniform integra-
bility of A (·,W(αn)). As A(·,W(α)) ∈ L1(Ω;Rd×N ) and ∇wj ∈ L∞
(
Ω;Rd×N
)
, we have that
hnj is uniformly integrable. Hence we conclude the continuity of s since by the Vitali theorem it
follows that
|s(αn)− s(α)| ≤ k max
j=1,...,k
∫
Ω
|hnj | dx→ 0 as n→∞.
Now, we show that s satisfies (104). Employing (A3), the Young inequality and (97) we deduce
s(α) · α =
∫
Ω
A (x,W(α)) ·W(α)− F ·W(α) dx ≥
c
2
∫
Ω
M (x,W(α)) dx−M∗
(
x,
2
c
F
)
dx
≥ c‖W(α)‖LM (Ω) − 1−
∫
Ω
M∗
(
x,
2
c
F
)
dx.
(106)
Let us show that
‖W(α)‖LM (Ω) →∞ as |α| → ∞. (107)
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We observe that α 7→ ‖W(α)‖LM (Ω) is a continuous function, in particular it is continuous on the
unit sphere S1 in R
k, which is compact. Thus the minimum of ‖W(α)‖LM∗ (Ω) on S1 is attained
at some β ∈ S1. We show that ‖W(β)‖LM∗ (Ω) > 0. Assume contrary that ‖W(β)‖LM (Ω) = 0.
Then we have
∥∥∥∑ki=1 βi∇wi∥∥∥
L1(Ω)
= 0 and by the Poincare´ inequality ‖
∑k
i=1 βiw
i‖L1(Ω) = 0.
Hence we obtain
∑k
i=1 βiw
i = 0 a.e. in Ω, which implies βi = 0 for each i = 1, . . . , k since
{wi}ki=1 are linearly independent, which is a contradiction. Thus ‖W(β)‖LM∗ (Ω) > 0, we have
‖W(α)‖LM (Ω) = |α|
∥∥∥W ( α|α|)
∥∥∥
LM (Ω)
≥ |α|‖W(β)‖LM∗ (Ω) and (107) follows. For R large enough
we obtain that s(α) ·α ≥ 0 for |α| = R from (106). Consequently, by Lemma C.1 there is α ∈ Rk
satisfying (105).
Step 2: We show uniform estimates of {uk}∞k=1 and {A
(
x,∇uk
)
}∞k=1. Multiplying (105) by α
k
i
and summing over i = 1, . . . , k yields∫
Ω
A
(
x,∇uk
)
· ∇uk dx =
∫
Ω
F · ∇uk dx. (108)
Hence we obtain using (A3) and the Young inequality
c
2
∫
Ω
M
(
x,∇uk
)
dx+ c
∫
Ω
M∗
(
x,A
(
x,∇uk
))
dx ≤
∫
Ω
M∗
(
x,
2
c
F
)
dx.
Since the right hand side of the latter inequality is finite as F ∈ L∞(Ω;Rd×N ), we infer the existence
of u ∈W 10L
M (Ω;RN ) and A¯ ∈ EM
∗
(Ω;Rd×N ) such that
∇uk −−⇀∗ ∇u in LM (Ω;Rd×N ),
A(·,∇uk) −−⇀∗ A¯ in EM
∗
(Ω;Rd×N )
(109)
as k →∞. Notice that (109) follows from the fact that M∗ satisfies ∆2−condition.
Step 3: We identify the limit function A¯. Employing the convergence (109)2 in (105) we have∫
Ω
A¯ · ∇wi dx =
∫
Ω
F · ∇wi dx (110)
for each i = 1, . . . , k. Multiplying by αki and summing over i = 1, . . . , k we get∫
Ω
A¯ · ∇uk dx =
∫
Ω
F · ∇uk dx.
Since A¯ ∈ EM
∗
(Ω;Rd×N ), we obtain using the convergence (109)1∫
Ω
A¯ · ∇u dx =
∫
Ω
F · ∇u dx. (111)
Moreover, the application of (109)1 in (108) yields
lim
k→∞
∫
Ω
A
(
x,∇uk
)
· ∇uk dx =
∫
Ω
F · ∇u dx. (112)
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Let us choose an arbitraryW ∈ L∞(Ω;Rd×N ). The monotonicity of A combined with (108) yields
0 ≤
∫
Ω
(
A
(
x,∇uk
)
−A(x,W)
)
·(∇uk−W) dx =
∫
Ω
F·∇uk−A(x,∇uk)·W−A(x,W)·(∇uk−W) dx.
We employ (109) to perform the limit passage k → ∞ in the latter inequality and use (111) to
obtain
0 ≤
∫
Ω
(A¯−A(x,W)) · (∇u−W) dx. (113)
Then we denote for a positive l
Ωl = {x ∈ Ω : |∇u| ≤ l}
and χl be the characteristic function of Ωl. We choose arbitrary 0 < l < m, h > 0 and Z ∈
L∞(Ω;Rd×N ) and set W = ∇uχm + hZχl in (113) to obtain
0 ≤
∫
Ω\Ωm
A¯ · ∇u dx− h
∫
Ωl
(A¯−A(x,∇u+ hZ)) · Z dx. (114)
Then as |Ω \ Ωm| → 0 and A¯ · ∇uχΩ\Ωm → 0 as m → ∞ we infer performing the limit passage
m→∞ in (114) by the Lebesgue dominated convergence theorem
0 ≤ −h
∫
Ωl
(A¯−A(x,∇u+ hZ)) · Z dx. (115)
Next, by (38) we get∫
Ωl
M∗(x,A(·,∇u + hZ)) dx ≤
∫
Ω
sup
|ξ|=‖A(·,∇u+hZ)‖L∞(Ωl)
M∗(x, ξ) dx <∞
uniformly in h ∈ (0, 1) as suph∈(0,1) ‖A(·,∇u + hZ)‖L∞(Ωl) < ∞, which follows from Lemma A.7.
Hence {A(·,∇u+ hZ)}h∈(0,1) is uniformly integrable. Furthermore A(·,∇u+ hZ)→ A(·,∇u) a.e.
in Ω as h→ 0. Thus by the Vitali convergence theorem we get performing the limit passage h→ 0
in (115) divided by −h
0 ≥
∫
Ωl
(A¯−A(x,∇u)) · Z dx (116)
for any Z ∈ L∞(Ω;Rd×N ). Setting
Z =
A¯−A(x,∇u)
1 + |A¯−A(x,∇u)|
in (116) we deduce A¯(x) = A(x,∇u(x)) for a.a. x ∈ Ωl. As |Ω \ Ωl| → 0 as l → ∞ we infer
A¯(x) = A(x,∇u(x)) for a.a. x ∈ Ω.
Step 4: We show the uniqueness of a weak solution. Supposing that u1,u2 are weak solutions
satisfying (39), we subtract the weak formulations corresponding to u1 and u2 to obtain∫
Ω
(A(x,u1)−A(x,u2)) · ∇ϕ dx = 0 ∀ϕ ∈W
1
0L
M (Ω;RN ). (117)
As we have u1 − u2 ∈W
1
0L
M (Ω;RN ), wet set ϕ := u1 − u2 in (117) to get∫
Ω
(A(x,u1)−A(x,u2)) · (∇u1 −∇u2) dx = 0.
Then (A4) implies ∇(u1−u2) = 0 a.e. in Ω. Regarding the zero trace of u1−u2 on ∂Ω we conclude
u1 = u2 a.e. in Ω.
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