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Zusammenfassung
Globale biogeochemische Ozeanmodelle sind von großer Bedeutung für die Beurtei-
lung, welche Rolle der Ozean im globalen Kohlenstoffkreislauf spielt, und für die Ein-
schätzung des Einflusses des Klimawandels auf das marine Ökosystem. Der Ozean erfüllt
die Funktion einer riesigen Senke für Kohlenstoffdioxid und nimmt etwa ein Drittel des
anthropogenen CO2 auf. Diese Besonderheit spielt eine zentrale Rolle in der aktuellen
Klimadiskussion. Die CO2-Aufnahme des Meeres wird von biogeochemischen Prozessen
beinflusst, die durch parametrisierte Modelle so gut wie möglich wiedergespiegelt wer-
den sollen. Die Bewertung dieser Modelle führt zu einer Zustandsschätzung und einer
Sensitivitätsanalyse der Modellparameter. Hierfür werden die verfügbaren Messdaten
jener Größen benutzt, die in den biogeochemischen Modellen betrachtet werden. Für
gewöhnlich sind die biogeochemischen Modelle ihrerseits an Ozeanzirkulationsmodelle
gekoppelt.
Diese Arbeit umfasst die Untersuchung und Anwendung von Methoden der Kontrolltheo-
rie und Optimierung unter Verwendung der diskreten linear-quadratischen optimalen
Kontrolle, sowohl für den geschlossenen Regelkreis als auch für den offenen Regelkreis,
und die Kalman-Filter Methode. Das Hauptziel der Arbeit ist die Erforschung der Mög-
lichkeiten dieser vorgeschlagenen Methoden im Hinblick auf die Verbesserung eines Kli-
mamodells, nämlich eines eindimensionalen nicht-linearen marinen Ökosystemmodells
vom NPZD-Typ (N steht für gelösten anorganischen Stickstoff, P steht für Phytoplank-
ton, Z steht für Zooplankton, D steht für Detritus). Dieses Ökosystemmodell, das von
Oschlies und Garçon entwickelt wurde, simuliert die Verteilung von Stickstoff, Phyto-
plankton, Zooplankton und Detritus in einer Wassersäule und stützt sich auf Daten
zur Ozeanzirkulation. Die vorgeschlagenen Methoden dienen dazu, jährlich periodische
Modellparameter in einer linearisierten Version des Modells einzuführen.
Zunächst verwenden wir die diskrete linear-quadratische optimale Kontrolle mit geschlos-
senem Regelkreis (LQOC). Es wird gezeigt, dass mit der dadurch erhaltenen Version
des Modells eine signifikante Verringerung des Modell-Daten-Misfits im Vergleich zum
Originalmodell mit optimierten konstanten Modellparametern erzielt werden kann. Die
gefundene jährliche Variabilität der optimierten Parameter liefert Hinweise zur Verbes-
serung des nichtlinearen Originalmodells. Die erhaltenen optimalen periodischen Para-
meter werden auch für Validierungs- und Vorhersage-Experimente mit der nichtlinearen
Originalversion des Modells verwendet. Diese Experimente deuten darauf hin, dass die
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von uns vorgeschlagene Methode für das betrachtete marine Ökosystemmodell sehr ge-
eignet ist. Als Zweites werden wir dann die gefundenen periodischen Parameter in einer
Zustandsschätzung unter Verwendung des Kalman-Filters benutzen. Ein Vergleich mit
Ergebnissen, die nach dem Ansatz der Kalman-Filter-Zustandsschätzung für konstan-
te Parameter erzielt werden, wird durchgeführt. Wir zeigen, dass die Kalman-Filter-
Methode mit periodischen Parametern deutlich plausiblere Lösungen liefert als mit kon-
stanten Parametern. Zum Dritten verwende ich die diskrete linear-quadratische optimale
Kontrolle mit offenem Regelkreis (DOLOC), um die Auswirkungen der Linearisierung
um die Zustandsgrößen auf den Fehler zwischen Modelloutput und Messdaten zu un-
tersuchen. Dazu setzte ich die erhaltenen periodischen Parameter in das ursprüngliche
nicht-lineare NPZD-Modell ein.
Die vorgeschlagenen Methoden, insbesondere der Ansatz der geschlossenen Regelkreis
linear-quadratischen optimalen Kontrolle, dienen als erster Schritt für ein Werkzeug zur
Verbesserung von marinen Ökosystemmodellen. Die Untersuchung weiterer Verbesserun-
gen der vorgestellten Algorithmen sowie weiterer vielversprechender Ansätze im Rahmen
der linear-quadratischen optimalen Kontrolle werden als sehr wertvoll eingeschätzt.
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Abstract
Global ocean biogeochemical models are of great importance for the assessment of the
role of the ocean in the global carbon cycle and for the estimation of the impact of the
climate change on marine ecosystems. The ocean acts as a major sink of carbon dioxide
and takes up about one third of anthropogenic CO2. This characteristic plays a central
role with respect to the climate discussion. The CO2-uptake of the ocean refers to bio-
geochemical processes which are simulated by corresponding parameterized models. The
evaluation of these models leads to a sensitivity analysis of the model parameters and a
model state estimation using associated measurement data. Usually, the biogeochemical
models are coupled to ocean circulation models.
This work comprises an investigation and application of control theory and optimiza-
tion methodologies using discrete linear quadratic optimal control with both closed loop
and open loop and the Kalman filter method. The fundamental aim of this work is to
explore the potentialities of those proposed methods regarding an enhancement of a
one-dimensional non-linear marine ecosystem model of NPZD (N for dissolved inorganic
nitrogen, P for phytoplankton, Z for zooplankton and D for detritus) type. This ecosys-
tem model, developed by Oschlies and Garçon, simulates the distribution of nitrogen,
phytoplankton, zooplankton and detritus in a water column and is driven by ocean
circulation data. The proposed methods are used to introduce annually periodic model
parameters in a linearized version of the model.
Firstly, I use the closed loop discrete linear quadratic optimal control (LQOC). It will be
shown that the obtained version of the model gives a significant reduction of the model-
data misfit, compared to the misfit obtained for the original model with optimized
constant parameters. The found inner-annual variability of the optimized parameters
provides hints for an improvement of the original model. The obtained optimal peri-
odic parameters are also used in validation and prediction experiments with the original
non-linear version of the model. The experiments indicate that the considered method is
very suitable for the considered marine ecosystem models. Secondly, I use the obtained
periodic parameters in a state estimation applying the Kalman filter method. A com-
parison with results obtained by using optimized constant parameters in the Kalman
filter state estimation approach is performed. We show that the Kalman filter method
provides a very reasonable solution with periodic parameters compared to that with con-
stant parameters. Thirdly, I use the open loop discrete linear quadratic optimal control
(DOLOC) to investigate the impact of the linearization scheme about the state vari-
ables on the model-data-fit by using these periodic parameters in the original non-linear
NPZD model.
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The proposed methodologies, particularly the closed loop discrete linear quadratic opti-
mal control approach, serve as initial steps towards a tool for an efficient enhancement
of marine ecosystem models. The investigation of further improvements of the presented
algorithms as well as other promising approaches in the framework of linear quadratic
optimal control optimization are considered to be highly valuable.
v
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1 Preface
The topic of this thesis is the investigation of parameter optimization and state estima-
tion in a marine ecosystem model using Discrete Linear Quadratic Optimal Control with
both Closed Loop (LQOC) and Open Loop (DOLOC), as well as the Extended Kalman
Filter (EKF).
More precisely, we deal with the application of these three methodologies on a biogeo-
chemical ocean model. This so called NPZD model simulates the circulation of nitrogen
in a vertical water column. It supposes nitrogen to occur in four different states in the
ocean, dissolved in water as inorganic nitrogen (N), within phytoplankton (P), within
zooplankton (Z) and detritus (D), i.e., dead organic particles. The parameters that have
to be optimized belong to functions describing the change of nitrogen state and vertical
nitrogen fluctuation within partial differential equations.
The aim of closed loop discrete linear quadratic optimal control (LQOC) is to minimize
a given quadratic cost function subject to a linear or non-linear system with time depen-
dent parameters. As a cost function a least squares system-error w.r.t. given data can
be used. Thus the method is applicable to parameter optimization or model calibration
problems. The main objective of the application of the LQOC method to the NPZD
model is to obtain a model that is applicable for arbitrary time intervals. We allow the
parameters to vary temporally over the year while remaining periodic over all years of
the considered time interval. The LQOC method used here does not require a prescribed
periodic parameterization, but will rather automatically generate an optimal periodic
function for each parameter. Moreover, it allows to balance the aims of good model-data
fit and parameter periodicity by introducing weighting matrices.
We want to apply the LQOC method as follows:
• We give a brief description of the temporal and spatial discretization of the NPZD
model.
• Since the NPZD model is nonlinear, we perform a linearization about reference tra-
jectories of model variables and model parameters, which can be based on available
measurement data and parameter guesses.
• Then, we apply the LQOC method to the linearized NPZD model.
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• Next, we present the results of the parameter optimization runs performed with the
LQOC method. We examine both, the obtained fit of the linearized model output
to the measurement data and the annual periodicity of the obtained parameters.
• To verify this approach, the periodic parameters obtained by the LQOC method
will be used in a validation and prediction experiment using the nonlinear NPZD
model.
A open loop discrete linear quadratic optimal control (DOLOC), also called a non-
feedback controller, is a type of controller that computes its input (control, parameter
vector) to a system using only the current state and its model of the system. A charac-
teristic of the open loop controller is that it does not use feedback to determine if its
output has achieved the desired goal of the input (control). This means that the system
does not observe the output of the process that it is controlling. Consequently, a true
open loop system can not correct any errors that might occur. The main objective of
the application of the DOLOC method on the NPZD model is first to obtain periodic
parameters and then to investigate the impact of the linearization scheme about the
state variables on the model-data-fit by using these periodic parameters in the original
non-linear NPZD model.
We want to apply the DOLOC method as follows:
• First we perform a linearization of the NPZD model about a reference trajectory
of model parameters, which will be based on parameter guesses.
• Then, we perform two linearization schemes of the NPZD model about a reference
trajectory of model variables which will be based on available measurement data
and on synthetic data, respectively.
• Next, we apply the DOLOC method to both linearization schemes. This yields two
periodic parameter sequences.
• To verify our approach, we introduce a validation experiment employing the two
optimized periodic parameter sequences in the original non-linear NPZD model.
The aim of the Extended Kalman Filter (EKF) is to estimate the state of a dynam-
ical system from a sequence of incomplete or noisy measurements. The measurements
need not to be of the state variables themselves, but must be related to the state vari-
ables through a linearizable functional relationship. The EKF is a solution to the linear
quadratic Gaussian problem, which is the problem of estimating the instantaneous state
of a linear dynamical system which is perturbed by Gaussian white noise by using mea-
surements of quantities that are linearly related to the state, but are corrupted by white
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noise. The EKF is an optimal filter in the mean square sense. It is one of the greatest
innovations in statical estimation theory and it is widely used in a variety of applications.
We want to apply the EKF method as follows:
• First, we perform the EKF approach on the NPZD model, in which we employ the
optimized periodic parameters that have been obtained with the LQOC method.
• Then, we perform the EKF approach on the NPZD model again. But this time
we employ the optimized constant parameters that have been obtained with a
sequential quadratic programming (SQP) method (see, Rückelt et al. (2010)).
• Next, in order to compare the quality of the estimated state variables of both
approaches, we present their model-data-fit.
• Moreover, we investigate the impact of the choice of the model and measurement
noise covariance matrices on the state assimilation for both approaches.
The outline of the thesis is as follows:
• Chapter 2 starts with some knowledge of CO2 uptake of the ocean, the ocean
carbon pumps. We give an overview of climate models, and modeling of marine
ecosystems.
• In chapter 3, we introduce basic elements of linear control theory, especially the
closed loop linear quadratic optimal control (LQOC), and the Extended Kalman
Filter (EKF).
• In chapter 4, we investigate the finite-time stability of the linearized version of the
NPZD model.
• In chapter 5 we give a detailed summary of our papers - A.1 to A.4. We also discuss
the application of the here used methodologies on the NPZD model.
3
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2 Carbon Pump in the Ocean and the
Climate Change
Climate change is a long lasting change of weather conditions, where long means pe-
riods of decades up to periods of millions of years. Climate change can concern both,
the average weather conditions and the frequency of extreme meteorological events. (see
Arias et al. (2013)). Climate change is driven by oceanic processes such as oceanic circu-
lation as well as by the heat transport between atmosphere and ocean (see, e.g., Kusky
(2009)). One driver assigned to climate change is the increase of atmospheric carbon
dioxide (CO2) over the last century. Since the ocean plays an important role in the
global carbon cycle and thus in the evolution of atmospheric CO2, it is necessary to un-
derstand the interactions between atmosphere and ocean, particularly the CO2-uptake
of the ocean, to assess further changes.
2.1 CO2-Uptake of the Ocean
Over the last millions of years, the concentrations of carbon dioxide (CO2) in the atmo-
sphere varied continuously between 180 and 280 pm. Within the last 100 years, however,
the atmospheric CO2 increased up to 367 ppm and the average temperature of the cli-
mate system, which includes the atmosphere and the oceans, increased by about 0.8oC
(IPCC (2007)). Since CO2 is a greenhouse gas and the solubility of CO2 in the ocean
decreases with increasing temperature, the positive correlation between the increase of
atmospheric CO2 and the temperature is relatively easy to understand. It is however
unclear, in general, whether an increase of temperature causes an increase of the atmo-
spheric CO2 concentration. Further, which trends do we have to expect in the near and
remote future?
Nowadays, it is clear that a drastic reduction of anthropogenic emissions of greenhouse
gases is of primary importance to limit global warming. However, according to the pre-
vailing scientific understanding, it is unlikely that a steep reduction in global greenhouse
gas emissions can be achieved. Therefore, in the last several years, investigations have
been conducted to artificially remove greenhouse gases from the atmosphere or to reflect
incoming solar radiation back to space.
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The ocean exchanges large amounts of CO2 with the atmosphere. This includes the
natural cycling of CO2 as well as the uptake of CO2 from fossil fuel burning and other
human activities. The ocean exchanges this CO2 by a complex combination of physical,
chemical, and biological processes. The processes driving this exchange are vulnerable
to the effects of climate change and contribute to important climate feedbacks.
The oceanic net uptake of carbon dioxide is essentially driven by its transport from the
ocean surface to the deep sea. Important in this context is the fact that any carbon
(whether CO2 or organic carbon) reaching the deep water remains for several centuries
in the deep ocean. The different transport mechanisms that transfer carbon from the
ocean surface to the deep are summarized under the term "oceanic carbon pumps"
Oceanic Carbon Pumps
Three processes summarily called the carbon pumps transfer carbon between the sur-
face and the deep ocean: The solubility pump moves inorganic dissolved carbonate to
the depth. The biological pump transports organic particulate carbon downwards. The
carbonate counter pump describes the formation and sedimentation of carbonate tests,
whereby CO2 is released into the surface ocean. The carbon pumps are presented dia-
grammatically in Figure 2.1, which shows that carbon and other bio-limiting nutrients,
are continuously cycled from the surface waters to the deep waters and back again.
Figure 2.1: Gas exchange of O2 and CO2, (Grobe (2006))1
.
1Image Courtesy of Hannes Grobe, Alfred Wegener Institute for Polar and Marine Research, Bremer-
haven, Germany (Grobe (2006)), FromWikipedia, the free encyclopedia http://www.en.wikipedia.
org
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The first mechanism is the so-called solubility pump. It is based on the fact that the
solubility of CO2 in the ocean is dependent on the temperature. In the solubility pump,
CO2 is transferred from air to sea by gas exchange as dissolved inorganic carbon (DIC,
defined as CO2 plus bicarbonate and carbonate ions) as sea water is undersaturated
with CO2 compared to the atmosphere. The CO2 is subsequently distributed by mixing
and ocean currents. The process is more efficient at higher latitudes as the uptake of
CO2 as DIC increases at lower temperatures since the solubility of CO2 increases in
cold water. For example in the Greenland Sea, CO2 sinks rapidly to the deep ocean
taking much higher concentrations of DIC with it (see,Archer et al. (2000); Raven and
Falkowski (1999)). In such regions of deep water formation, carbon is delivered at high
concentrations to the deep ocean where the deep circulation carries it around the world
and keeps it out of contact with the atmosphere for up to 500 years. In consequence,
there is a steep vertical gradient in the concentration of DIC and it has been estimated
that about 25% to 50% of this gradient may be contributed by the solubility pump
(see,Archer et al. (2000); Raven and Falkowski (1999)). If the natural carbon cycle in the
ocean would be reduced or ceased to operate and the stored carbon were re-equilibrated
with the atmosphere, current concentrations would increase substantially (see, Archer
et al. (2000); Raven and Falkowski (1999)).
The second mechanism is the so-called biological pump. It involves a series of processes
through which CO2 fixed as organic matter by photosynthesis and transferred to the
interior of the ocean resulting in a temporary or permanent storage of carbon (see,
Ducklow et al. (2001); Eppley and Peterson (1979). Photosynthesizing microalgae (phy-
toplankton) can only live in the upper water layers, since they are dependent on light for
generating energy via photosynthesis. Those organisms use dissolved nitrogen, dissolved
phosphates in water, and carbon dioxide to produce organic material. Many species of
phytoplankton form mineral constructions made of silica or calcium carbonate. The or-
ganic and mineral material sinks down while it is gradually disintegrated by the activity
of bacteria so that only a small percentage is deposited in sediments. Those processes of
absorption in the ocean surface and remineralization in deep water layers of the ocean
leads to a reduction of the concentration of many chemical substances in the surface
water with simultaneous enrichment in the deep water (see, Archer et al. (2000); Raven
and Falkowski (1999)). The whole process of the removal of carbon and nutrients from
the surface and its release into the depth is referred to as the biological pump. In order
to predict future CO2 concentrations in the atmosphere, it is necessary to understand
the way the biological pump varies both geographically and temporally and the effects
of changes in temperature, ocean circulation and ocean chemistry on the pump (e.g.
acidification due to increased CO2) (see, Archer et al. (2000); Raven and Falkowski
(1999))
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According to model calculations, the biological pump tends to ensure that the reduction
of the CO2 uptake by the solubility pump will be weakened. If the biological pump should
effectively exploit anthropogenic CO2, however, its efficiency should be increased, e.g. by
higher nutrient concentration, this can be achieved by a further increase in the use of ni-
trogen fertilizer in agriculture, which is than flushed into the sea by rivers. Independently
of the pump, it must also be noted that the dissolution of CO2 in the ocean water will
not always be as effective as it is now. The reason is that the oceans’ CO2 uptake rate
decreases with increasing degree of its CO2 saturation. The ability to absorb CO2 is not
unlimited. The ocean would become more acidic due to a higher amount of CO2, which
has a negative impact on the organisms living in it (see, Archer et al. (2000); Raven and
Falkowski (1999); Sarmiento and Gruber (2004)).
The third mechanism is the so-called carbonate counter pump. This pump cannot be
considered a pump in the proper sense of the word since it, in contrast to both preceding
pumps, doesn’t change the content of CO2 in the atmosphere. It is therefore known as
"counter pump". Its mode of operation, being the result of rather complicated ocean
chemistry, is hard to describe. Generally, a reaction of carbonate with carbon dioxide to
form hydrogen carbonate is considered responsible for it. The more carbonate there is,
the more CO2 gets lost in reaction. Thus, both compounds act in opposing directions
as far as their concentration is concerned. Usually, the proportion of these carbonate
compounds remains the same; thus, the reaction described above is an exception of this
principle and therefore marks a difference in contrast to other acids in water (see, Archer
et al. (2000); Bathmann and Passow (2010); Raven and Falkowski (1999); Riebesell et al.
(2007); Sarmiento and Gruber (2004)).
The carbonate counter pump works due to some animals (like crustaceans) building up
lime shells consisting of calcium carbonate. After their death they sink down into the
deep, thus removing the compound carbonate from the upper layers. Consequently, the
content of CO2 increases there. An alternate and better explanation can be seen in
the fact that also calcium ions get lost together with the carbonate, thus influencing
the ionic balance (the offsetting of positively charged particles with negatively charged
ones). The calcium carbonate falling down is electrically neutral; however, the balance
of the buffer system doesn’t only depend on the (hydrogen) carbonate ions and protons,
but also on some other positively charged ions electrically balancing out the negative
DIC components (see, Bathmann and Passow (2010); Riebesell et al. (2007)).
The carbonate pump may work in opposing direction to the other two, but since it only
disposes of approximately one tenth of the power of the organic and solubility pump,
it isn’t of the same importance in transferring CO2 from the upper layer into the deep
(see, Bathmann and Passow (2010); Riebesell et al. (2007)).
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2.2 Climate Models
Climate models are a simplified representation of reality and therefore include several un-
certainties. Complex climate models, which are used today to reproduce past and present
climate conditions, rely on high complex computational frameworks and require exten-
sive calculations. Those models reflect the respective subsystems of the climate system
(i.e. the atmosphere, the ocean, ice and snow, the vegetation, and the soil) or individ-
ual components of those subsystems in separated models that are linked to each other
(see, e.g., McGuffie and Henderson-Sellers (2005); Stoer and Bulirsch (2002)). Climate
models have several purposes. They are used to understand present climate and what
factors create a particular climate in any one region. They are used to project climatic
conditions into the future. Climate models are a tool to find out what natural processes
or human activities may affect a region’s environment in the future (see, e.g.,McGuffie
and Henderson-Sellers (2005); Prieß (2012); Storch et al. (1999)). Climate models offer
the possibility to investigate the influencing factors of the climate system isolated from
each other. Therefore, they help to understand the climatological process. Additionally,
it is possible to filter out the anthropogenic influence. Those models help to take a look
into the climatic future because it is possible to calculate future changes under certain
scenarios. The changes over time of the values at one place are expressed by differential
equations and this results in complex systems of equations.
The biogeochemical processes in the subsystems and the connection between the respec-
tive systems are described as precisely as possible, atmosphere and ocean are assumed
to be the most important components in the climate system. Climate models reflecting
those processes for the whole planet are called global circulation models (GCMs) as well
as atmospheric global circulation model (AGCM) or oceanic global circulation model
(OGCM) (see, e.g., McGuffie and Henderson-Sellers (2005)). A climate model is often
formulated as a coupled system of non-linear, partial differential, and algebraic equa-
tions. The underlying equations are typically too complex for analytical solutions, and
thus, only an approximate solution of the model equations will be seeked by a suitable
computer implementation which is referred to as a model simulation or numerical model
(see, e.g., McGuffie and Henderson-Sellers (2005); Prieß (2012); Storch et al. (1999)).
To construct a specific model it is necessary to first understand the processes to be
simulated along with its external driving mechanisms and internal interactions. Within
this process, the parameterization is the main source of uncertainty of those models
because the implemented parameters, which are derived from individual measurements,
are not necessarily representative for all regions and seasons (see, e.g., McGuffie and
Henderson-Sellers (2005); Prieß (2012); Storch et al. (1999)). As a consequence, very
different parameterizations are used and the respective simulation results have then to
9
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be compared. To evaluate the quality of a model, it always has to be examined to what
extent its most important characteristics are dependent of the parameters (see, e.g.,
McGuffie and Henderson-Sellers (2005); Stoer and Bulirsch (2002)). Another difficulty
is to find ’initial data’ for such models. Usually, measurements are used, but the quality
of such measurements is often debatable. Once a model is constructed, the time and
storage requirements for its computational calculation highly depend on the complexity
of the models underlying system of equations. Frequently, models have to be run over
several months and need a lot of computational storage
The significance of the climate models can then be evaluated by their validity which
is done by simulating the present and past climate. Nowadays, climate simulation is
standard tool used in various application areas, such as the simulation of the dynamic
evolutions of marine ecosystems which are of primary importance for understanding and
simulating the oceanic uptake of carbon dioxide as well as for projections of the oceanic
ecosystem’s dynamics and their responses to climate change.
Therefore, to take into account the entire range of possible developments of the climate,
several climate simulations are needed. Nowadays, climate simulations are a standard
tools used in various application areas, such as the simulation of the dynamic evolutions
of marine ecosystems which are of primary importance for understanding and simulating
the oceanic uptake of carbon dioxide as well as for projections of the oceanic ecosystem’s
dynamics and their responses to climate change.
2.3 Modeling of Marine Ecosystems
The change in the marine ecosystems caused by global climate change can already be
observed and encompasses the entire spectrum of physical (water temperature, salin-
ity, vertical stratification, turbulence), chemical (gas solubility, PH values, nutrients),
and biological factors like the food web. In order to understand and to quantitatively de-
scribe marine ecosystems, an integration of physics, chemistry, and biology is required. In
general, the theoretical investigation of marine ecosystems is done by coupled models,
which integrate physical, chemical and biological interactions. Marine ecosystem models
are formulated as time-dependent systems of equations, which describe the interaction
between their components. There are currently numerous different approaches for the
modeling of marine ecosystem. According to the considered spatial dimension one can
distinguish between zero-dimensional, one-dimensional and three-dimensional models. In
so called box models, the physical processes are largely simplified while the resolution of
biogeochemical processes can be very complex. Such models are easy to run and many
of them serve as workbenches for model development. The next step is one-dimensional
ecosystem models, which allow a detailed description of the important control of biolog-
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ical processes. Such models may be useful for systems of weak horizontal advection (see,
Fennel and Neumann (2004)).
Ecosystem models can be characterized roughly by their complexity, i.e., by the number
of state variables and the degree of process resolution. The resolution of processes can be
scaled up or down by aggregation of variables into a few integrated ones or by increasing
the number of variables, respectively. It has to be pointed out that models with numerous
state variables are not automatically better than those with only a few variables. The
higher the number of variables, the larger the requirement of process understanding and
quantification (see, Fennel and Neumann (2004)).
The marine ecosystem is an especially complicated object both due to the large number
of interacting species and due to the complex properties of the marine environment (e.g.,
turbulence). The dynamics of a marine ecosystem is affected by the fact that the tem-
poral and spatial scales of the underlying physical and biological processes often appear
to be of the same order. The interaction between physics and biology in the sea occurs
in a very complicated way. Turbulence is one of the most important factors affecting the
dynamics of marine ecosystems, e.g., bringing up the nutrients necessary for the spring
bloom of phytoplankton. The rates of phytoplankton grazing and zooplankton mortality
also strongly depend on the intensity of turbulent mixing. Clearly, the development of
suitably complex ecosystem models, reliable parametrizations therein as well as an as-
sessment of their quality are an indispensable part of current research (see, Evans and
Garçon (1997)).
One model that will be applied in the context of the current CO2 research for the
simulation of the marine ecosystem, a so called NPZD-model, is described and examined
in this work.
CLIMATE CHANGE
12
3 Mathematical Preliminaries
3.1 Basis of Control Theory
This section presents the basics of discrete linear quadratic optimal control. The aim of
this method is to influence the state of a system to obtain an optimal state related to
a cost function by using controls. Figure 3.1 shows a so called open loop discrete linear
quadratic optimal control, where u = (u1,u2, . . . ,uN−1) represents the input (control)
and x = (x1,x2, . . . ,xN ) the state of the system. The output y = (y1,y2, . . . ,yN ) of
the system depends on the input u and the state x. An open loop system is a type of
continuous control system in which the output has no influence or effect on the input.
System state x
Input u Output y
Figure 3.1: Open loop system
A Closed-loop Control System, also known as a feedback control system is a control
system which uses the concept of an open loop system as its forward path but has
one or more feedback loops or paths between its output and its input. The reference to
"feedback" means that some portion of the output is returned "back" to the input to
form part of the system’s excitation, this is shown in Figure 3.2.
Controller System state x
Input u Output y
−
Figure 3.2: Closed loop system
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3.1.1 Closed Loop Discrete Linear Quadratic Optimal Control
In this subsection we give an overview about the theory of closed loop discrete lin-
ear quadratic optimal control method. For more details we refer to Anderson and Moore
(1971); Athans and Falb (1966); Casti (1987); Friedland (1986); Geering (2003); Knobloch
and Kwakernaak (1985); Kosmol (2010); Locatelli (2001); Lunze (1997); Sima (1996);
Sontag (1998); Zabczyk (1992). The basic representation for a discrete linear system is
given by the linear discrete-time state equation:
xk+1 = Akxk + Bkuk, ∀ k ∈ [N − 1] := {1, 2, . . . , N − 1},
x1 = x
∗
1, the given initial value,
(3.1)
and the linear discrete-time output equation
yk = Ckxk, ∀ k ∈ [N − 1], (3.2)
where in every time step k
• xk = x(tk) ∈ Rn is called the state vector,
• uk = u(tk) ∈ Rp is the control vector,
• yk = y(tk) ∈ Rm is the output vector,
• the matrices Ak ∈ Rn×n , Bk ∈ Rn×p, and Ck ∈ Rm×n are called the system
matrix, the input matrix and the output matrix respectively.
We will use the notations
• x := (xk)k∈[N ],
• u := (uk)k∈[N−1],
• y := (yk)k∈[N ],
for the whole discrete trajectories of state, control and output vector, respectively.
We wish to find the optimal control sequence (uk)k∈[N−1] that minimizes the cost func-
tion
J (u) = 1
2
x>NQNxN +
1
2
N−1∑
k=1
(
x>k Qkxk + u
>
k Rkuk
)
, (3.3)
• Qk is a positive semidefinite diagonal weighting matrix assigned to the state vector
for every model time step k ∈ [N ],
14
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• Rk is a positive definite diagonal weighting matrix assigned to the control vector
for every model time step k ∈ [N − 1],
• If the outputs are to be weighted in the cost function, then the weighting matrix
for the state vector can be replaced by C>k QkCk.
Theorem 1. If the Qk, k ∈ [N ], are positive semi-definite and the Rk, k ∈ [N − 1],
are positive definite, then there exists a unique solution of the closed loop discrete lin-
ear quadratic optimal control method (3.1), (3.3). The optimal control is given by the
feedback law
uk = Gkxk, ∀ k ∈ [N − 1],
Gk := −(Rk + B>k Pk+1Bk)−1B>k Pk+1Ak ∀ k ∈ [N − 1],
xk+1 = (Ak + BkGk)xk ∀ k ∈ [N − 1],
where (Pk)k∈[N ] is the unique symmetric solution of the Discrete Riccati Equation.
PN−k = QN−k + A>N−kPN−k+1AN−k
−A>N−kPN−k+1BN−k(RN−k + B>N−kPN−k+1BN−k)−1B>N−kPN−k+1AN−k,
∀ k ∈ [N − 1],
(3.4)
with final value boundary condition
PN = QN .
Furthermore, the minimum value of the cost function, J , is given by
J ∗ = 1
2
x>1 P1x1,
where P1 is found by the Riccati equation (3.4). The goal of closed loop discrete linear
quadratic optimal control method is to keep x = (xk)k∈[N ] close to 0, especially, at the
final time step N , using control vector u = (uk)k∈[N−1].
Proof. In order to solve the closed loop discrete linear quadratic optimal control problem,
we introduce a set of auxiliary parameters λk called Lagrange multiplier, we turn the
constrained optimization problem into a unconstrained problem. The new cost function
is
J¯ (u) = 1
2
x>NQNxN +
N−1∑
k=1
[
1
2
(
x>k Qkxk + u
>
k Rkuk
)
+ λ>k+1 (Akxk + Bkuk − xk+1)
]
.
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Another notational advice is to make the above expression a bit shorter by introducing
a new variable called Hamiltonian function
Hk(xk,uk,λk+1) = 1
2
(
x>k Qkxk + u
>
k Rkuk
)
+ λ>k+1 (Akxk + Bkuk) . (3.5)
this gives
J¯ (u) = 1
2
x>NQNxN +
N−1∑
k=1
[
Hk(xk,uk,λk+1)− λ>k+1xk+1
]
.
The optimal control sequence (u)k∈[N−1] that minimizes the cost function (3.3) is ob-
tained by solving simultaneously the following equations:
xk+1 =
∂Hk
∂λk+1
= Akxk + Bkuk, (3.6)
λk =
∂Hk
∂xk
= Qkxk + A
>
k λk+1, (3.7)
0 =
∂Hk
∂uk
= Rkuk + B
>
k λk+1, (3.8)
λN =
∂(12x
>
NQNxN )
∂xN
= QNxN , (3.9)
x1 = x
∗
1 the given initial value. (3.10)
The first equation (3.6) can be recognized as the original state equation. The second
equation (3.7) is called a co-state equation and the variable λk is called a co-state
variable. The third equation (3.8) is called an equation of stationarity. The last two
equations (3.9) and (3.10) represent boundary conditions.
The equation (3.8) can be used to extract the optimal control:
uk = −R−1k B>k λk+1, ∀ k ∈ [N − 1], (3.11)
where the positive definiteness of Rk ensures its invertibility. Using the obtained optimal
control (3.11) in (3.6), we get
xk+1 = Akxk −BkR−1k B>k λk+1, ∀ k ∈ [N − 1]. (3.12)
In order to obtain closed loop optimal control, we need to express the co-state variable
λk+1 in the optimal control ( 3.11) in term of the state variable xk. The final condition
(3.9) yields
λk := Pkxk, ∀ k ∈ [N ], (3.13)
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where Pk is yet to be determined.This linear transformation is called the Riccati trans-
formation and is of fundamental importance in the solution of the closed loop discrete
linear quadratic optimal control problem.
Using the transformation (3.13) in the state and co-state equations (3.6) and (3.7), we
have
PN−kxN−k = QN−kxN−k + A>N−kPN−k+1xN−k+1, ∀ k ∈ [N − 1], (3.14)
and
xk+1 = Akxk −BkR−1k B>k Pk+1xk+1, ∀ k ∈ [N − 1]. (3.15)
Solving for (xk+1) yields
xk+1 =
(
In + BkR
−1
k B
>
k Pk+1
)−1
Akxk, (3.16)
substituting (3.16) into (3.14) gives for each k ∈ [N − 1](
−PN−k + QN−k + A>N−kPN−k+1
(
In + BN−kR−1N−kB
>
N−kPN−k+1
)−1
AN−k
)
xN−k+1 = 0.
(3.17)
Since equation (3.17) must hold for any xk, we get the following equation in matrices
Pk
PN−k = QN−k + A>N−kPN−k+1
(
In + BN−kR−1N−kB
>
N−kPN−k+1
)−1
AN−k, (3.18)
This equation is called the matrix Riccati equation named after Count Riccati (Riccati
(1724)). The final condition to solve the Riccati equation (3.18) is obtained from (3.13)
as
λN = QNxN = PNxN , (3.19)
which gives
PN = QN . (3.20)
In equation (3.18), we start with (3.20) and iteratively determine Pk from Pk+1, k =
N − 1, . . . , 1. Since Qk is assumed to be positive semidefinite for all k ∈ [N ], we can
show that the Riccati matrix Pk is positive semidefinite for all k ∈ [N ].
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We use the matrix inversion lemma:
(A+BCD)−1 = A−1 −A−1B(DA−1B + C−1)−1DA−1, (3.21)
where A,B,C, and D all denote matrices of the correct size. Specifically, A is n× n, B
is n×m, C is m×m and D is m× n (Hager (1989)).
The equation (3.18) can be rewritten as
PN−k = QN−k + A>N−kPN−k+1AN−k
+ A>N−kPk+1BN−k
(
RN−k + B>N−kPN−k+1BN−k
)−1
B>N−kPN−k+1AN−k,
PN = QN .
Now to obtain the closed loop optimal control, we eliminate λk+1 from (3.11) and (3.13),
substitute the state equation and get
uk = −R−1k B>k Pk+1 (Akxk + Bkuk) .
Given that Rk is positive definite and Pk+1 positive semi-definite, then
(
Rk + B
>
k Pk+1Bk
)
is positive definite (thus invertible). Solving this equation for uk gives
uk = −
(
Rk + B
>
k Pk+1Bk
)−1
B>k Pk+1Akxk, ∀ k ∈ [N − 1]. (3.22)
This equation is the desired version for the closed loop optimal control in terms of the
state. We may write the closed loop optimal control equation in a simplified form as
uk = Gkxk, ∀ k ∈ [N − 1], (3.23)
where
Gk = −
(
Rk + B
>
k Pk+1Bk
)−1
B>k Pk+1Ak, ∀ k ∈ [N − 1]. (3.24)
This is the required relation for the optimal feedback control law and the matrix Gk is
called the "Kalman gain".
The optimal state (xk)k∈[N ] is obtained by substituting the optimal control (uk)k∈[N−1]
given by (3.23) in the original state equation (3.1) as
xk+1 = (Ak + BkGk) xk, ∀ k ∈ [N − 1]. (3.25)
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Remark 1. The discreet time Riccati equation (3.18) may be formulated as
PN−k = (AN−k + BN−kGN−k)>PN−k+1(AN−k + BN−kGN−k)
+ G>N−kPN−k+1GN−k + QN−k, ∀ k ∈ [N − 1],
PN = QN .
(3.26)
This formulation of the discrete time Riccati equation is known in the literature as the
Josephs stable version of the Riccati equation. This Riccati equation consists only of
symmetric terms and can be used in order to find the stationary solution to the closed
loop discrete linear quadratic optimal control problem, i.e. the problem with infinite
horizon N →∞.
Table 3.1 show a summary of closed loop discrete linear quadratic optimal control
method.
Table 3.1: Summary of closed loop discrete linear quadratic optimal control.
(a) Given the state and output equations
xk+1 = Akxk + Bkuk, ∀k ∈ [N − 1],
yk = Ckxk, ∀k ∈ [N − 1],
and the cost function as
J (u) = 12x>NQNxN + 12
N−1∑
k=1
(
x>k Qkxk + u
>
k Rkuk
)
,
and the boundary conditions
x1 = x
1, xN is free.
(b) Solve the matrix Riccati equation
PN−k = QN−k + A>N−kPN−k+1AN−k
+ A>N−kPk+1BN−k
(
RN−k + B>N−kPN−k+1BN−k
)−1
B>N−kPN−k+1AN−k,
with final condition PN = QN
(c) Solve the optimal state x = (xk)k∈[N ] from
xk+1 = (Ak + BkGk) xk,
with initial condition x1 = x∗1, where
Gk = −
(
Rk + B
>
k Pk+1Bk
)−1
B>k Pk+1Ak.
(d) Solve the optimal control u = (uk)k∈[N−1] from
uk = Gkxk,
where Gk is the Kalman gain.
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3.1.2 Nonlinear Quadratic Optimal Control
Consider the following class of discrete-time nonlinear system
xk+1 = f (xk,uk) , ∀k ∈ [N − 1], state equation, (3.27a)
x1 = x
∗
1, the given initial value, (3.27b)
yk = g (xk) , ∀k ∈ [N − 1], output equation. (3.27c)
Where xk ∈ Rn, yk ∈ Rm, k ∈ [N ], uk ∈ Rp, k ∈ [N − 1], f : Rn×p → Rn, and
g : Rn → Rm. We assume the following conditions:
• for each k ∈ [N−1], f is continuously differentiable with respect to each component
of xk and uk.
• for each k ∈ [N−1],g is continuously differentiable with respect to each component
of xk.
In order to apply the control method discussed in the first part of this chapter, we
musst rewrite (3.27a) and (3.27c) in the form (3.1) and (3.2). To do this, we need
to linearize equations (3.27a)and (3.27c), we use a time-varing reference trajectories
(x
(ref)
k )k∈[N ], (u
(ref)
k )k∈[N−1], and (y
(ref)
k )k∈[N ] for the linearization, which results in a
time-varing matrices (Ak)k∈[N−1],(Bk)k∈[N−1], and (Ck)k∈[N ], and consequently in an
linear discrete-time equations (3.1) and (3.2).
Given a particular reference (or desired) state trajectory (x(ref)k )k∈[N ], control trajectory
(u
(ref)
k )k∈[N−1], and output trajectory (y
(ref)
k )k∈[N ], which satisfy the equations (3.27a)
and (3.27c), i.e., x(ref)k+1 = f(x
(ref)
k ,u
(ref)
k ) and y
(ref)
k = g(x
(ref)
k ). We develop an approx-
imation by truncating the Taylor series expansion of f about x(ref)k and u
(ref)
k and g
about x(ref)k after the first-order terms.
For small deviations (x˜k, u˜k, y˜k) to the solution curve, the following notation are given
as
xk = x
(ref)
k + x˜k, ∀ k ∈ [N ], (3.28)
uk = u
(ref)
k + u˜k, ∀ k ∈ [N − 1], (3.29)
yk = y
(ref)
k + y˜k, ∀ k ∈ [N ]. (3.30)
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The equations (3.27a) and (3.27c) can be written in the form
x
(ref)
k+1 + x˜k+1 = f(x
(ref)
k + x˜k,u
(ref)
k + u˜k), (3.31)
' f(x(ref)k ,u(ref)k ) +Dxf(x(ref)k ,u(ref)k )(xk − x(ref)k )
+ Duf(x(ref)k ,u(ref)k )(uk − u(ref)k ), (3.32)
y
(ref)
k + y˜k = g(x
(ref)
k + x˜k), (3.33)
' g(x(ref)k ) +Dxg(x(ref)k )(xk − x(ref)k ),
The linearized state and output equations are given as:
x˜k+1 = Akx˜k + Bku˜k, ∀ k ∈ [N − 1], (3.34a)
x˜1 = x1 − x(ref)1 , (3.34b)
y˜k+1 = Ckx˜k, ∀ k ∈ [N − 1], (3.34c)
where Ak = Dxf(x(ref)k ,u(ref)k ),Bk = Duf(x(ref)k ,u(ref)k ) and Ck = Dxg(x(ref)k ). Dx
denotes the Jacobian of f with respect to x, Du denotes the Jacobian of g with respect
to u, and the Jacobians are evaluated at x(ref)k and u
(ref)
k . We note, that if we linearize
(3.27a) and (3.27c) about an operating point (x¯, u¯), i.e., x¯ = f(x¯, u¯) with y¯ = g(x¯),
then the obtained matrices A, B and C have to be constant and the linearized state and
output equations are given as:
x˜k+1 = Ax˜k + Bu˜k, ∀ k ∈ [N − 1], (3.35a)
x˜1 = x1 − x¯, (3.35b)
y˜k+1 = Cx˜k, ∀ k ∈ [N − 1], (3.35c)
where
x˜k = xk − x¯, A = Dxf(x¯, u¯),
u˜k = uk − u¯, B = Duf(x¯, u¯),
y˜k = yk − y¯, C = Dxg(x¯).
The optimization problem is defined as follows
min
u˜
J (u˜), where J (u˜) = 1
2
x˜>NQN x˜N +
1
2
N−1∑
k=1
(
x˜>k Qkx˜k + u˜
>
k Rku˜k
)
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subject to
x˜k+1 = Ax˜k + Bu˜k, ∀ k ∈ [N − 1],
x˜1 = x1 − x¯.
If the outputs are to be weighted in the cost function, then the weighting matrix for the
state vector can be replaced by C>k QkCk.
3.1.3 Selection of the weighting matrices (Qk)k∈[N ], (Rk)k∈[N−1]
The quality of the control design using linear quadratic optimal control method depends
on the choice of the weighting matrices Qk and Rk. Normally, this requires some kinds
of trial and error
• If there is a specific output yk = Ckxk, k ∈ [N ] that needs to be kept small, choose
Qk = C
>
k Ck, k ∈ [N ].
• Obtain acceptable bounds:
|xi| 6 xi,max, |uj | 6 uj,max,
i = 1, . . . , n, j = 1, . . . , p
then choose Qk and Rk to be inversely proportional to xi,max and uj,max, respec-
tively.
• If Rk = diag [r1, r2, . . . , rp] and |uj,k| is to large after simulation, then increase rj .
In general good results will be obtained when the matrix Qk is selected to be relatively
large in the ratio of Rk.
3.2 State Estimation with Kalman Filter
This section presents the basics of the discrete Kalman filter. It was developed by Rudolf
E. Kalman (see Kalman (1960)). Essentially, the Kalman filter is a set of mathematical
equations that allows an efficient estimation of the state of a process by minimizing the
mean of the squared error. The filter is very powerful in several aspects: It supports esti-
mations of past, present, and even future state, even if the precise nature of the modeled
systems is unknown (see, e.g., Welch and Bishop (2004)). In this section we introduce the
discrete Kalman filter together with some necessary basic statistical definitions and the
extended Kalman filter for nonlinear problems (see, e.g., Athans (1996); Balakrishnan
(1987); Catlin (2011); Grewal and Andrews (2001); Gibbs (2011); Gillijns et al. (2006);
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Sorenson (1960)).
The Kalman filter addresses the general problem of estimating the state x = (xk)k∈[N ]
of a discrete-time controlled process that is governed by the linear discrete-time state
equation
xk+1 = Akxk + Bkuk + qk, ∀ k ∈ [N − 1],
x1 the given initial state,
(3.36)
and the linear discrete-time measurement equation
yk = Ckxk + bk, ∀ k ∈ [N − 1], . (3.37)
where in every time step k
• qk = q(tk) ∈ Rn is the unknown model error,
• bk = b(tk) ∈ Rm is the measurement error,
Here, the evolutions of the state x and the measurement y are subject to some noise
processes q and b, respectively. These two noise are white, zero-mean, and correlated.
Let Qk and Rk be their covariance matrices, respectively. Then the noise characteristics
are given as follows:
qk ' N (0,Qk),
bk ' N (0,Rk),
E[qkq
>
j ] =
Qk if k = j,0 otherwise,
E[bkb
>
j ] =
Rk if k = j,0 otherwise,
E[qkb
>
j ] = 0.
The goal is to estimate the state x = (xk)k∈[N ] based on the known system equations
(3.36) and (3.37). In the following we give the statistical definitions which form a base
for the filter presented here.
Expected Value
Let x = (xk)k∈[N ],xk ∈ Rn be discrete random variables, the expected value E[xk] can
be approximated by
E[xk] ≈ x¯k = 1
n
n∑
j=1
xk,j , (3.38)
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where x¯k denotes the sample mean of xk.
Sample Variance
The sample variance can be approximated as
V ar[xk] = E[(xk − E[xk])2] ≈ 1
n− 1
n∑
j=1
(xk,j − x¯k)2 . (3.39)
Sample Covariance
The covariance is derived using the same properties as above and is given by
Cov(xk,yk) ≈ 1
n− 1
n∑
j=1
(xk,j − x¯k) (yk,j − y¯k) . (3.40)
Kalman Filter Derivation
The Kalman filter algorithm has two main steps: The Forecast Step using the state equa-
tion and the Data Assimilation Step using the measurement equation. Hence the Kalman
Filter has a "predictor-corrector" structure. Let (xfk)k∈[N ] be a priori state estimate and
(xak)k∈[N ] be a posteriori state estimate. We can define a priori and a posteriori estimate
errors as
efk = xk − xfk , (3.41a)
eak = xk − xak, (3.41b)
the a priori and a posteriori estimate error covariance are
Pfk = E[e
f
k(e
f
k)
>], (3.42a)
Pak = E[e
a
k(e
a
k)
>]. (3.42b)
(x>, (A>) denotes the transpose of vector x, (the transpose of matrix A)). The above
mentioned two steps can be written as
Model Forecast Step (Prediction)
The prediction is the first step of the Kalman filter. The predicted state or better the a
priori state is calculated by neglecting the model error (qk)k∈[N ] and solving the state
equation
xfk+1 = Akx
a
k + Bkuk,
xa1 = E[x1],
(3.43)
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The forecast error covariance is given by
Pfk+1 = AkP
a
kA
>
k + Qk,
Pa1 = E[e
a
1(e
a
1)
>].
(3.44)
Data Assimilation Step
The a posteriori state estimate xak+1 is computed as a linear combination of an a priori
estimate xfk+1 and a weighted difference between an actual measurement yk+1 and a
measurement prediction Ck+1x
f
k+1 :
xak+1 = x
f
k+1 + Gk+1
(
yk+1 −Ck+1xfk+1
)
. (3.45)
The difference (yk+1 − Ck+1xfk+1) in equation (3.45) is called the measurement inno-
vation, or the residual. It reflects the discrepancy between the predicted measurement
Ck+1x
f
k+1 and the actual measurement yk+1.
The n ×m matrix Gk in (3.45) is called the Kalman gain matrix which minimizes the
a posteriori error covariance:
Pak = E[e
a
k(e
a
k)
>]
= E[(xk − xak)(xk − xak)>].
According to equations (3.43) and (3.45), the a posteriori estimate errors is given as
eak = xk − xak,
= Ak−1xk−1 + Bk−1uk−1 + qk−1 − xfk −Gk
(
yk −Ckxfk
)
,
= Ak−1eak−1 −GkCkAk−1eak−1 + (In −GkCk)qk−1 −Gkbk,
= (In −GkCk)(Ak−1eak−1 + qk−1)−Gkbk.
(3.46)
Then , the a posteriori covariance matrix is:
Pak = E[e
a
k(e
a
k)
>],
= E[((In −GkCk)(Ak−1eak−1 + qk−1)−Gkbk)((In −GkCk)(Ak−1eak−1 + qk−1)−Gkbk)>],
= Pfk −GkCkPfk −PfkG>k C>k + Gk((CkPfkC>k + Rk)G>k .
(3.47)
The a posteriori covariance matrix holds for any Gk. The goal is now to minimize the
mean squared estimation error with respect to the Kalman gain Gk. The cost function
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to be minimized can be expected as the trace of the error covariance
J = tr(Pak), (3.48)
differentiating with respect to Gk gives
∂tr(Pak)
∂Gk
= −2PfkC>k + 2Gk(CkPfkC>k + Rk). (3.49)
Setting to zero and re-arranging gives
Gk = P
f
kCk
(
CkP
f
kC
>
k + Rk
)−1
. (3.50)
Setting this back into (3.47), then the a posteriori error covariance Pak+1 is given by
Pak+1 = (In −Gk+1Ck+1) Pfk+1, (3.51)
Figure 3.3 shows a complete picture of the two steps: The Forecast Step and the Data
Assimilation Step. The forecast equations are responsible for projecting forward (in time)
the current state and error covariance estimates to obtain the a priori estimates for the
next time step. The Data Assimilation equations are responsible for incorporating a new
measurement into the a priori estimate to obtain an improved a posteriori estimate.
initial estimate
for xa1 and P a1
The Forecast Step (Predict)
(i) System State predicted based on model
and previous state estimate
xfk+1 = Akx
a
k + Bkuk
(ii) Error Covariance calculated
Pfk+1 = AkP
a
kA
>
k + Qk
The Data Assimilation Step (Correct)
(i) Kalman Gain is calculated
Gk+1 = P
f
k+1Ck+1
(
Ck+1P
f
k+1C
>
k+1 + Rk+1
)−1
(ii) Estimate is corrected with measurement
xak+1 = x
f
k+1 + Gk+1
(
yk+1 −Ck+1xfk+1
)
(iii) Error Covariance is updated
Pak+1 = (In −Gk+1Ck+1) Pfk+1
Figure 3.3: Predictor-Corrector Structure of Kalman Filter with Equations
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The Extended Kalman Filter
Consider the following nonlinear system, consisting of the state equation and the mea-
surement equation with additive noise:
xk+1 = f(xk,uk) + qk, ∀k ∈ [N − 1] (3.52a)
x1 the given initial state, (3.52b)
yk = g(xk) + bk, ∀k ∈ [N − 1]. (3.52c)
Where xk ∈ Rn, yk ∈ Rm k ∈ [N ], uk ∈ Rp, k ∈ [N − 1], f : Rn×p → Rn, and
g : Rn → Rm. We assume the following conditions:
• for each k ∈ [N−1], f is continuously differentiable with respect to each component
of xk and uk.
• for each k ∈ [N−1],g is continuously differentiable with respect to each component
of xk.
The Extended Kalman filter (EKF) gives an approximation of the optimal estimate
of the state (xk)k∈[N ]. The non-linearities of the state and measurement equations are
approximated by a linearized version of the non-linear system model about the previous
state estimate. One iteration of the EKF is composed by the following consecutive steps:
• Consider the last filtered state estimate xak
• Linearize the state equation (3.52a) about xak
• Apply the Forecast Step of the Kalman filter to the linearized state equation just
obtained, yielding xfk+1 and P
f
k+1
• Linearize the measurement equation (3.52c) about xfk+1
• Apply the Data Assimilation Step of the Kalman filter to the linearized measure-
ment equation, yielding xak+1, P
a
k+1 and Gk+1.
Let Ak and Ck be the Jacobian matrices of f and g, denoted by
Ak = Dxf(xak,uk), Ck = Dxg(xfk+1). (3.53)
Figure 3.4 shows a complete picture of the two groups of the EKF: The Forecast Step
and The Data Assimilation Step.
KALMAN FILTER
initial estimate
for xa1 and P a1
Time Update (Predict)
(i) System State predicted based on model
and previous state estimate
xfk+1 = f(x
a
k,uk)
(ii) linearize f about xak
Ak = Dxf(xak,uk)
(iii) Error Covariance calculated
Pfk+1 = AkP
a
kA
>
k + Qk
Measurement Update (Correct)
(i) linearize h about xfk+1
Ck = Dxg(xfk+1)
(ii) Kalman Gain is calculated
Gk+1 = P
f
k+1Ck+1
(
Ck+1P
f
k+1C
>
k+1 + Rk+1
)−1
(iii) Estimate is corrected with measurement
xak+1 = x
f
k+1 + Gk+1
(
yk+1 −Ck+1xfk+1
)
(iv) Error Covariance is updated
Pak+1 = (In −Gk+1Ck+1) Pfk+1
Figure 3.4: Predictor-Corrector Structure of Extended Kalman Filter with Equations
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4 Numerical Analysis of the Linearized
NPZD Model
In this Section, we investigate the finite-time stability over a finite time interval of a
linearized version of the one-dimensional NPZD-model. First, we briefly describe the
considered NPZD-model in both forms, continuous and discrete. The linearization of
the model about a selected reference trajectory will be described, and finally we analyze
the finite-time stability.
4.1 NPZD Model
The 1-dimensional marine ecosystem model considered here was developed by Oschlies
and Garçon (1999). It simulates the interaction of dissolved inorganic nitrogen (N), phy-
toplankton (P), zooplankton (Z), and detritus (D). The interactions of the four variables
are sketched in Figure 4.1. The arrows in Figure 4.1 indicate the nitrogen fluxes, with
symbols indicating those parameters that are associated with the rates for each partic-
ular flux. All model parameters are listed in Table 4.1.
In the NPZD model, the concentrations (in mmol N m−3) of dissolved inorganic nitro-
gen (x(N)), phytoplankton (x(P )), zooplankton (x(Z)), and detritus (x(D)), are sum-
marized in the model variables (x(l))l=N,P,Z,D := x. These four variables are functions
x(l) : [0, L] × [0, te] → R of space and time, with L denoting the depth of the water
column and te the total integration time.
The model is given as follows. For l = N,P,Z,D :
∂x(l)
∂t (z, t) + w
(l) ∂x(l)
∂z (z, t)− ∂∂z
(
ν ∂x
(l)
∂z
)
(z, t) = S(l)(x,u), z ∈ ]0, L[ , t ∈ ]o, te] ,
subject to Neumann boundary conditions :
∂x(l)
∂z (0, t) = 0,
∂x(l)
∂z (L, t) = 0, t ∈ ]0, te] ,
and initial condition
x(l)(z, 0) = x
(l)
init(z), z ∈ ]0, L[ ,

(4.1)
where, z denotes the only (vertical) spatial coordinate. The vector-valued function xinit =
(x
(l)
init)l=N,P,Z,D is the given initial value. Neumann boundary conditions at z = 0 and
z = L express the fact that there is no flux through the surface of the ocean and
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through the ocean floor. The term S(l) represents the biogeochemical coupling terms
for the four tracers which depend on space and time via light intensity and also on
temperature, and on most of the physical and biological parameters summarized in the
vector u = (u1, . . . , up)>. For simplicity, their dependence on space, time and given
temperature data is omitted in the notation. The circulation data are the turbulent
mixing coefficient ν = ν(z, t) and the temperature T = T (z, t). The vertical sinking
velocity w(l) is a parameter of the biological model that is nonzero only for x(D), i.e.
w(N) = w(P ) = w(Z) = 0, w(D) = ws > 0.
In the one-dimensional model no advection term is used, since a reduction to vertical
only would make no sense. The biogeochemical coupling (or source-minus-sink) terms
N P
D Z
Figure 4.1: Structure of the ecosystem model. The state variables are dissolved inorganic
nitrogen (N), phytoplankton (P), zooplankton (Z) and detritus (D). The arrows indicate the
direction of mass flux. (see Schartau and Oschlies (2003a))
of the four tracers are given as:
S(N)(x,u) = −J(x(N), z, t)x(P ) + u4x(Z) + u10x(D),
S(P )(x,u) = J(x(N), z, t)x(P ) − u8x(P ) −G(u6, u7)x(Z),
S(Z)(x,u) = u1G(u6, u7)x
(Z) − u4x(Z) − u9(x(Z))2,
S(D)(x,u) = (1− u1)G(u6, u7)x(Z) + u9(x(Z))2 + u8x(P ) − u10x(D).
 (4.2)
Here, x = (x(N), x(P ), x(Z), x(D))> denotes the state of the system, and u = (u1, . . . , up)>
with p = 12, denotes the vector of the model parameters. J is the daily averaged
phytoplankton growth rate as a function of depth z and time t, and is modeled after the
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minimum principle of von Liebig (Liebig et al. (1842)) as
J(x(N), t, z) = min
(
J¯(z, t), Vp
x(N)
u12 + x(N)
)
,
Vp = u2(Cref )
cT ,
(4.3)
where Cref and c along with the model parameters (u1, . . . , up) are briefly described in
Table 4.1, and where Vp further depends on the water temperature T , which has to be
provided by an ocean circulation model. J¯ is the light-limited growth rate according to
Evans and Parslow (Evans and Parslow (1985)), integrated down to the given depth z
(Oschlies and Garçon (1999); Rückelt et al. (2010)). Due to the minimum in the growth
rate of phytoplankton in equation (4.3), the model becomes non-differentiable. G is the
grazing function and given as
G(u6, u7) =
u7u6(x
(P ))2
u7 + u6(x(P ))2
. (4.4)
It describes the transfer from phytoplankton to zooplankton and detritus with the pa-
rameters u7 and u6 again briefly described in Table 4.1.
We point out that the daily averaged phytoplankton growth rate function J for the
implementation of the NPZD model will be chosen as follows :
J(x(N), t, z) = Vp
x(N)
u12 + x(N)
. (4.5)
It follows that the function J is differentiable and thus the model becomes differentiable.
Discretization of the NPZD Model
Here we give a brief description of the temporal and spatial discretization of the model
equations described in (4.1). The vertical grid consists of 32 layers with thickness in-
creasing with depth. The model described by (4.1) is solved using an operator splitting
method. Let a time step ∆t > 0 (one hour in the model) be given. At first, in every
time step k → k + 1, the non-linear coupling terms Sk = (S(N)k , S(P )k , S(Z)k , S(D)k )> (see
equation 4.2) are computed.
Now, four explicit Euler steps with step-size ∆t4 are performed, each of which is described
by the operator
Lk(xk,uk) :=
[
xk +
∆t
4
Sk(xk,uk)
]
, ∀k ∈ [N − 1], (4.6)
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Table 4.1: Parameters of the ecosystem model. Here u0 = (ui,0)i=1,...,12 is the vector of
parameters which are used for the linearization scheme, they are taken from Oschlies and
Garçon (1999).
ui,0 symbol value unit(d = 86400s) parameter meaning
Cref 1.066 1 growth coefficient
c 1 ◦C−1 growth coefficient
R 6.625 1 molar carbon to nitrogen ratio (Redfield ration)
kw 25 m
−1 PAR extinction length
u1,0 β 0.75 1 assimilation efficiency of zooplankton
u2,0 µm 0.6 day−1 phytoplankton growth rate parameter
u3,0 α 0.025 m2 W−2 d−1 initial slop of P-I Curve
u4,0 φ
z
m 0.03 day
−1 zooplankton excretion
u5,0 k 1 (mmol m−3)−2 d−1 light attenuation by phytoplankton
u6,0  1 (mmol m−3)−2 d−1 Pry capture efficiency
u7,0 g 2 d−1 maximum grazing rate
u8,0 φ
p
m 0.03 day−1 specific mortality rate
u9,0 φ
∗
z 0.2 (mmol m
−3)−1 d−1 zooplankton quadratic mortality
u10,0 γm 0.05 day−1 remineralization rate parameter of detritus
u11,0 KN 0.5 mday−1 Sinking velocity of detritus
u12,0 ws 5 mmol m−3 half-saturation constant for N uptake rate
where xk = (x
(N)
k , x
(P )
k , x
(Z)
k , x
(D)
k )
> is the state vector of all four tracers and uk is
the parameter vector. We note that in our considered model, the dimension n of xk is
determined by the number of tracers (in our case 4) and the number of grid cells in the
water column (in our case m = 32), which results in n = 4m. We give an intermediate
iterate:
x˜k+1 := Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk). (4.7)
Then, an explicit Euler step with full step size ∆t is performed for the sinking term,
which is spatially discretized by an upstream schema.
Discretization of the Sinking Term
We solve the PDE system (4.1) for grid points using the finite difference method where
we discretize in space z and time t for 0 ≤ z ≤ L and 0 ≤ t ≤ te. We discretize in time
with time step ∆t and in space with grid distances ∆z. For 0 ≤ k ≤ N , let tk = k∆t. We
will use the following notations (see Figure 4.2):
• zj denotes the center of the (j)-th layer of depth,
• dztj := zj+ 1
2
− zj− 1
2
denotes the thickness of layer j.
where zj+ 1
2
denotes the depth at bottom of layer j and zj− 1
2
denotes the depth at
bottom of layer j − 1
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z0
z1
z2
zm−1
zm
zm+1
ν2+ 1
2
ν1+ 1
2
νm− 1
2
νm
dzt1
dzt2
dztm
∆z0
∆z1
∆zm
∆zm−1
z1+ 1
2
z2+ 1
2
Figure 4.2: Grid of vertical water column used for the discretization of the continuous model.
• ∆zj :=

1
2dzt1 if j = 0,
zj+1 − zj if 2 6 j 6 m− 1,
1
2dztm if j = m,
denotes the distance between the centres of the (j − 1)-th and the (j)-th layer,
• x(l)j,k := x
(l)(zj , tk) denotes the state variable at time tk and space zj for all tracers
l ∈ N,P,Z,D,
• x(l)k = (x
(l)
1,k, x
(l)
2,k, . . . , x
(l)
m,k),
• νj− 1
2
,k := ν(zj− 1
2
, tk) denotes the turbulent mixing coefficient between the j-th
and the (j − 1)-th layer at time tk,
• νj+ 1
2
,k := ν(zj+ 1
2
, tk) denotes the turbulent mixing coefficient between the j-th
and the (j + 1)-th layer at time tk,
For simplification of notation we write ν−j,k := νj− 12 ,k and ν
+
j,k := νj+ 12 ,k
.
As mentioned above, the vertical sinking velocity w(l) is nonzero only for x(D).
Let x(D)j,k := x
(D)(zj , tk). Then the finite difference approximation for the sinking term
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(4.1) is given by
−ws∂x
(D)
∂z
(zj , tk) ≈ −ws
x
(D)
j,k − x(D)j−1,k
zj − zj−1
≈ ws
∆zj−1
x
(D)
j−1,k −
ws
∆zj−1
x
(D)
j,k , ∀ j = 2, . . . ,m− 1.
The boundary conditions are given as:
−ws∂x
(D)
∂z
(z1, tk) ≈ −ws
x
(D)
1,k − x(D)0,k
z1 − z0
≈ − ws
∆z0
x
(D)
1,k ,
−ws∂x
(D)
∂z
(zm, tk) ≈ −ws
x
(D)
m,k − x(D)m−1,k
zm − zm−1 ,
≈ ws
∆zm−1
x
(D)
m−1,k.
since x(D)0,k = 0, x
(D)
m,k = 0. With the notation bj :=
ws
∆zj−1 , j = 1, . . . ,m, we can write
the sinking matrix Hsink ∈ Rm×m as follows
Hsink :=

−b1 0 . . .
b1 −b2 0 . . .
0
. . . . . . 0 . . .
0 bj −bj 0 . . .
. . .
. . . . . . 0 . . .
0 . . . 0 bm−1 −bm−1 0
0 . . . bm 0

(4.8)
Altogether, for an intermediate state vector x̂(D)k+1 we obtain for the explicit formulation
of the sinking:
x̂
(D)
k+1 − x˜(D)k+1
∆t
= Hsinkx˜
(D)
k+1,
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where x˜(D)k+1 is given by the discretization of the non-linear coupling terms S
(D). This
gives:
x̂
(D)
k+1 := [Im + ∆tHsink]x˜(D)k+1.
Let x̂k = (x̂
(N)
k , x̂
(P )
k , x̂
(Z)
k , x̂
(D)
k )
> be the discrete state vector at time tk. Then the sinking
matrix for all tracers N,P,Z,D is summarized in the 4×4 block-diagonal matrix H˜sink ∈
Rn×n for n = 4m,
H˜sink :=

0m×m
0m×m
0m×m
Hsink
 (4.9)
Thus, at the end of this step, the intermediate state vector x̂k+1 is computed as
x̂k+1 := [In + ∆tH˜
sink]x˜k+1. (4.10)
Finally, an implicit Euler step for the diffusion operator discretized with second central
differences, is applied.
Discretization of the Diffusion Term
The diffusion of the four tracers is considered down to a vertical layer m¯, which is
temperature dependent and defined as
m¯ = max {j, T (zj , tk) > 0,∀k ∈ [N − 1]} .
Below this layer it is assumed that diffusion is not apparent anymore. For our case,
the implemented one-dimensional version of the NPZD model satisfies the condition
T (zj , tk) > 0 for j = 1, . . . ,m, k = 1, . . . , N − 1 with m = 32 and N = 8760. The
discretization of the diffusion term in equation (4.1) is given as follows:
First, we define variable coefficients
ϕ(zj , tk) := ν(zj , tk) · ∂x
(l)
∂z
(zj , tk). (4.11)
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Then we obtain
∂ϕ
∂z
(zj , tk)) ≈
ϕj+ 1
2
,k − ϕj− 1
2
,k
zj+ 1
2
− zj− 1
2
≈
νj+ 1
2
,k
x
(l)
j+1,k−x
(l)
j,k
zj+1−zj − νj− 12 ,k
x
(l)
j,k−x
(l)
j−1,k
zj+1−zj
zj+ 1
2
− zj− 1
2
≈
ν+j,k x(l)j+1,k − x(l)j,kzj+1 − zj − ν−j,k x
(l)
j,k − x(l)j−1,k
zj − zj−1
 /(zj+ 1
2
− zj− 1
2
)
≈
ν+j,k x(l)j+1,k − x(l)j,k∆zj − ν−j,k x
(l)
j,k − x(l)j−1,k
∆zj−1
 /(dztj),
≈ ν
−
j,k
∆zj−1dztj
x
(l)
j−1,k −
(
ν+j,k
∆zjdztj
+
ν−j,k
∆zj−1dztj
)
x
(l)
j,k +
ν+j,k
∆zjdztj
x
(l)
j+1,k.
The boundary conditions are given as
∂x(l)
∂z
(z1, tk) ≈
x
(l)
1,k − x(l)0,k
∆z0
=: b1, (4.12)
∂x(l)
∂z
(zm, tk) ≈
x
(l)
m+1,k − x(l)m,k
∆zm
=: bm. (4.13)
Substituting the equations (4.12) and (4.13) in equation (4.11) we obtain the following
discretization for the boundary layers
∂ϕ
∂z
(z1, tk)) ≈ ν+1,k
x
(l)
2,k − x(l)1,k
∆z1dzt1
− ν−1,k
x
(l)
1,k − x(l)0,k
∆z0dzt1
,
≈ − ν
+
1,k
∆z1dzt1
x
(l)
1,k +
ν+1,k
∆z1dzt1
x
(l)
2,k −
ν−1,k
dzt1
b1,
∂ϕ
∂z
(zm, tk)) ≈ ν+m,k
x
(l)
m+1,k − x(l)m,k
∆zmdztm
− ν−m,k
x
(l)
m,k − x(l)m−1,k
∆zm−1dztm
,
≈ ν
−
m,k
∆zm−1dztm
x
(l)
m−1,k −
ν−m,k
∆zm−1dztm
x
(l)
m,k +
ν+m,k
dztm
bm.
With the notations cj,k :=
ν−j,k
∆zj−1dztj , dj,k :=
ν+j,k
∆zjdztj
, b˜(l)1,k := −
ν−1,k
dzt1
b1 ,˜b
(l)
m,k :=
ν+m,k
dztm
bm,
the time dependent diffusion matrix Hdiffk ∈ Rm×m is a tridiagonal matrix and given as
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follows
Hdiffk =

−d1,k +d1,k 0 . . .
c2,k −(c2,k + d2,k) d2,k 0 . . .
. . . . . . . . . 0 . . .
0 . . . cj,k −(cj,k + dj,k) dj,k 0
0 . . .
. . . . . . . . . 0
0 . . . 0 cm−1,k −(cm−1,k + dm−1,k) dm−1,k 0
. . . 0 cm,k −cm,k

Altogether we obtain for the implicit formulation of the diffusion:
x
(l)
k+1 − x̂(l)k+1
∆t
= Hdiffk x
(l)
k+1 + b˜
(l)
k , ∀l ∈ {N,P,Z,D},
where x̂(l)k+1 is given by the discretization of the sinking term. Since the value of b˜
l
k is
assumed to be equal to zero for all k ∈ [N − 1] (Neumann boundary), we have:
[Im −∆tHdiffk ]x(l)k+1 = x̂(l)k+1, ∀ l ∈ {N,P,Z,D}.
Then the diffusion matrix for all tracers N,P,Z,D is summarized in the 4 × 4 block-
diagonal matrix H˜diffk ∈ Rn×n which only contains the sub-matrices Hdiffk ∈ Rm×m on
the diagonal.
H˜diffk :=

Hdiffk 0 0 0
o Hdiffk 0 0
0 0 Hdiffk 0
0 0 0 Hdiffk
 . (4.14)
Now the system is solved directly for xk+1
[In −∆tH˜diffk ] xk+1 =: x̂k+1. (4.15)
Summarizing, according to equations (4.7), (4.10) and (4.15), the discrete system can
be written as
xk+1 := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]h(xk,uk),∀ k ∈ [N − 1], (4.16)
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where
h(xk,uk) := Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk),∀ k ∈ [N − 1]. (4.17)
The function h is nonlinear and represents the discretized source-minus-sink terms.
Starting from equations (4.16) and (4.17), the linearization of the model about selected
reference trajectories of the state and the control are used. For the reference control, we
choose the parameter vector u0 = (u1,0, u2,0, . . . , u12,0)> (see Table 4.1). The reference
state trajectory will be based on the given measurement data
x(obs) = (x(N,obs), x(P,obs), x(Z,obs), x(D,obs))>.
Since the data for the difference tracers are not given for the same instances of time,
we only use those instances where data for all tracers are available. For this purpose we
define
• n(l) denotes the number of data for x(l,obs), l = N,P,Z,D.
• x(l,obs)i denotes the i-th measurement data, i = 1, . . . , n
(l)
• t(l)i : denotes the instance of time of x
(l,obs)
i , i = 1, . . . , n
(l) (rounded to an integer
number)
• I: denotes the set of instances where data for all tracers are available:
I :=
⋂
l∈{N,P,Z,D}
{t(l)i }i=1,...,n(l) =: {ti}i=1,...,n˜,
where n˜ denotes the number of elements in this intersection.
Now we define the n˜+1 discrete time intervals between the subsequent instances of time
defined above
Ti := [ti, ti+1]
⋂
N, i = 0, 1, . . . , n˜,
:= {ti, ti + 1, ti + 2, . . . , ti+1 − 1, ti+1}
T˜i := [ti, ti+1 − 1]
⋂
N, i = 0, 1, . . . , n˜,
:= {ti, ti + 1, ti + 2, . . . , ti+1 − 1}
t0 := 1, and tn˜+1 := N.
Where ti and k ∈ [ti, ti+1], for i = 0, 1, . . . , n˜ are in N.
For example, for the first year, n˜ = 10 (the number of measurement data that we have
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in the first year)
T0 := {1, 2, . . . , t1}, for i = 0,
(4.18)
T1 := {t1, t1 + 1, t1 + 2, . . . , t2}, for i = 1,
The idea is that, one year (8760h) will be devided into n˜ + 1 intervals, where we only
have number from N. For more accuracy, we have defined the intervals T˜i, i = 0, 1, . . . , n˜,
this means that the defined k in 4.19 do not go until ti+1, but only up ti+1 − 1.
On the other hand, the vertical grid layer consists of 32 layer with thickness increasing
with depth.
z = (z1, z2, . . . , zm)
> , m = 32,
since there are not necessary measurement data (x(l,obs))l=N,P,Z,D for every vertical layer
(zj)j=1,...,m, we additionally interpolate the data linearly in space to obtain a reference
trajectory in every grid point zj for each measurement data x(l,obs).
For that we use the function interp1 (Matlabr function interp1) for the 1D interpolation
between given data points (z, x(l,obs))
x
(l,obs)
j = interp1(z, x
(l,obs), zj ,
′ linear′),
this function predicts the value of x(l,obs) at a given zj using linear interpolation between
the original data points (z, x(l,obs)). The variable zj represents the point(s) at which the
x
(l,obs)
j need to be predicted. The output x
(l,obs)
j represents the interpolated value at the
corresponding point zj . The string ’linear’ represents the interpolation method to will
be used.
And at the end we get fully staffed vectors x(l,obs)i =
(
x
(l,obs)
1,i , . . . , x
(l,obs)
m,i
)>
, for all
i = 1, . . . , n˜, and l = N,P,Z,D.
Finally, we use the relation between model variables and measurement data described
in Section 2.3 in paper 1 (Appendix A.1) to define the reference trajectory x(ref)i , i =
0, 1, . . . , n˜. They are defined as x(ref)i := x
(obs)
i+1 , i = 0, 1, . . . , n˜ (in our considered NPZD
model n˜ = 10). Since we have no reference value x(ref) at time step tn˜+1, we use linear
interpolation between the data x(obs)n˜ and x˘
(obs) (the first measurement in the next year)
to generate such value, denoted by x(obs)n˜+1 . We want to linearize the function h (4.17)
about a constant operating point (x(ref)i ,u0) on every interval Ti, i = 0, 1, . . . , n˜. Since
the goal of the LQOC applied on each interval Ti, i = 0, 1, . . . , n˜ lies in the fact that the
controller leads to transfer the state from a known initial state xti to a specified fixed final
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state xti+1 = x
(ref)
i at a specified time ti+1, i = 0, 1, . . . , n˜. Thereby, The final states
x
(ref)
i , i = 0, 1, . . . , n˜, represents the operating points of the system on each interval
Ti. This means that we obtain on each interval Ti constant matrices Ai = Dxh(x(ref)i ,u0)
and Bi = Duh(x(ref)i ,u0). For this example, they were generated by Algorithmic or
Automatic Differentiation (AD), see Griewank (2000). Here we used the software TAF
(Transformations of Algorithms in Fortran), see Giering and Kaminski (1998).
The linearized state equation on every interval Ti reads:
x˜k+1 = A˜kx˜k + B˜ku˜k ∀k ∈ T˜i,
x˜ti the given initial state,
(4.19)
where for all k ∈ T˜i
A˜k = [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Ai, Ai = Dxh(x(ref)i ,u0),
B˜k = [In −∆tH˜diffk ]−1[Im + ∆tH˜sink]Bi, Bi = Duh(x(ref)i ,u0),
x˜k = xk − x(ref)i , u˜k = uk − u0,
x˜ti = xti − x(ref)i , i = 0, . . . , n˜.
The linearization of a nonlinear state equation of the form (4.17) about a given operat-
ing state yields a linear system which, in general, will be time-invariant. But the diffu-
sion matrix is time-varying. Therefore the linearized state equation (4.19) will be time-
varying. Since stability is a local property one might expect that the linearization pro-
vides sufficient information to determine whether or not the trajectory is stable. Actually,
our considered NPZD model is only defined over a finite time interval. Therefore, we in-
vestigate finite-time boundedness of the time-varying state equation (4.19) on each finite
time interval Ti, i = 0, . . . , n˜, and give a sufficient and necessary condition of Finite-
Time Stability (FTS). For certain systems, FTS is the only useful definition of stability.
In contrast to classical stability concept, FTS enables the examination of the stability of
systems which are defined on a finite interval of time, (see., Dorato (2006)). A system (or
state equation) is said to be finite-time stable if, given a bound on the initial condition,
its state does not exceed a certain threshold during a specified time interval. FTS is a
more practical concept, useful to study the behavior of the system within a finite inter-
val. Therefore it is applied whenever it is desired that the state variables do not exceed
a given threshold during the time horizon. It is worth noting that the term finite-time
stability has also been used to refer to systems that converge to their operating states in
a finite time, (see., Amato et al. (2006); Amato and Carbone et al. (2004); Amato and
Ariola et al. (2010); Amato and Carbone et al. (2004); Dorato (1996); Su et al. (2013)).
40
NUMERICAL ANALYSIS
The definition of state stability refers to an uncontrolled system (u0 = 0) with initial
state value x˜ti ∈ Rn. We are concerned with the stability of a zero input discrete-time
linear state equation
x˜k+1 = A˜kx˜k ∀ k ∈ T˜i,
x˜ti = xti − x(ref)i the given initial state.
(4.20)
Definition 1. The state equation (4.20) is finite-time stable (FTS) with respect to the
5-tuple (α, γ, ti, ti+1, ‖.‖) , where α ≤ γ, ‖.‖ is any norm, if for every trajectory x˜k, the
condition ‖x˜ti‖ = ‖xti − x(ref)i ‖ ≤ α implies ‖x˜k‖ = ‖xk − x(ref)i ‖ ≤ γ for all k ∈ Ti
We consider three classes of systems described in Figures (4.3), (4.4), (4.5): Systems for
which the state trajectories always decrease in the norm (Figure 4.3), systems for which
states always increase in the norm (Figure 4.4), and systems whose state trajectories
behavior’s is mixed (Figure 4.5). If the state trajectory is always decreasing (in the
norm) and it starts inside the bound, the FTS is guaranteed. In the case where the
trajectory is always increasing during the time interval of interest, it suffices to verify
that the state at the last time of the interval does not exceed the bound. In the case of
a mixed behavior, it is necessary to verify if the trajectory is bounded at each time step.
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Figure 4.3: Decreasing state trajectory.
ti ti+1
‖x˜ti‖
γ
bound
‖x˜k‖
Figure 4.4: Increasing state trajectory.
ti ti+1
‖x˜ti‖
γ
bound
‖x˜k‖
Figure 4.5: Mixed state trajectory.
ti ti+1
‖x˜ti‖
γ
bound
‖x˜k‖
Definition 2. The state equation (4.20) is said to be contractively stable with respect to
the 5-tuple (α, β, γ, ti, ti+1, ‖.‖) where β < α ≤ γ, ‖.‖ is any norm, if for every trajectory
x˜k with the initial condition ‖x˜ti‖ ≤ α
1. the state equation (4.20) is finite-time stable with respect to the set (α, γ, ti, ti+1, ‖.‖),
2. there exists a tp ∈ T˜i such that ‖x˜k‖ ≤ β for all k ∈ {tp, tp + 1, . . . , ti+1}
Remark 2. • It is strongly emphasized that the numbers α, β, ti, ti+1 and the norm
‖.‖ are almost always specified a priori in a given problem.
• Although there is some analogy between the usual classical definition of stability
and the above definitions, we point out that a system which is stable in the classical
sense may be unstable in the sense of the above definitions, and vice versa.
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Figure 4.6: Illustration concerning contractive stability.
ti tp ti+1
β
‖x˜ti‖
α
γ
bound α
bound γ
bound β
‖x˜k‖
• Definition 2 are finite-time analogue of asymptotic stability. Since
the term "asymptotic" has little meaning in the context of a finite-time interval,
the word "contractive" is utilized instead.
The state transition sequence to state equation (4.20) is given by:
x˜k =
k−1∏
l=ti
A˜l
 x˜ti , where A˜l = [In −∆tH˜diffl ]−1[In + ∆tH˜sink]Ai,
Theorem 2. Let x˜k be an arbitrary trajectory of (4.20) with k ∈ T˜i. There exists a
constant γ > 0, such that
‖x˜k‖∞ ≤ γk−ti‖x˜ti‖∞ ∀ k ∈ T˜i,
where
γ := [(1 + ∆tb1)‖Ai‖∞] .
Proof. We have for all k ∈ T˜i
‖x˜k‖∞ = ‖
k−1∏
l=ti
A˜l
 x˜ti‖∞,
≤
k−1∏
l=ti
‖[In −∆tH˜diffl ]−1‖∞‖[In + ∆tH˜sink]‖∞‖Ai‖∞
 ‖x˜ti‖∞
≤
k−1∏
l=ti
‖[In −∆tH˜diffl ]−1‖∞
(‖[In + ∆tH˜sink]‖∞)k−ti (‖Ai‖∞)k−ti ‖x˜ti‖∞.
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It is sufficient to show that
‖[In −∆tH˜diffl ]−1‖∞ ≤ 1, ∀ ti ≤ l ≤ k − 1,
‖In + ∆tH˜sink‖∞ ≤ 1 + ∆tb1,
Proof of ‖[In −∆tH˜diffl ]−1‖∞ ≤ 1.
According to equation (4.14), the matrix (In − ∆tH˜diffl ) contains only the sub-matrix
(Im−∆tHdiffl ) on the block-diagonal. The matrix (Im−∆tHdiffl ) is a tridiagonal matrix
and their entries satisfy:
ri
(
Im −∆tHdiffl
)
=

|∆td1,l| for i = 1,
|∆t(ci,l + di,l)| for 2 ≤ i ≤ m− 1,
|∆tcm,l| for i = m,
(4.21)
|aii| =

|1 + ∆td1,l| for i = 1,
|1 + ∆t(ci,l + di,l)| for 2 ≤ i ≤ m− 1,
|1 + ∆tcm,l| for i = m,
(4.22)
(4.23)
where for a given matrix A = (aij)16i,j6m, ri(A) is given as
ri(A) =
m∑
j=1
j 6=i
|aij |, deleted ith row sum.
Since, for our considered NPZD model, we have for all ti ≤ l ≤ k − 1, k ∈ T˜i and
1 ≤ i ≤ m, ci,l ≥ 0, di,l ≥ 0, this implies
ri
(
Im −∆tHdiffl
)
< |aii|, ∀ 1 ≤ i ≤ m.
Definition 3. (Quarteroni et al. (2007); Moraca (2007); Li (2008))
A matrix A = (aij)16i,j6m is called strictly diagonal dominant (SDD) if
m∑
j=1
j 6=i
|aij | < |aii|, ∀ 1 ≤ i ≤ m.
Theorem 3. (Moraca (2007); Li (2008); Varah (1975))
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If A is an (SDD) matrix, then
‖A−1‖∞ ≤ 1
min
1≤i≤m
(|aii| − ri(A)) , ri(A) =
m∑
j=1
j 6=i
|ai,j |. (4.24)
Thereby the matrix (Im−∆tHdiffl ) is strictly diagonal dominant. According to Theorem
3, the following upper bound for the norm of the inverse of the matrix (Im−∆tHdiffl ) is
given as
‖[Im −∆tHdiffl ]−1‖∞ ≤
1
min
1≤i≤m
(|aii| − ri (Im −∆tHdiffl )) .
Since
min
1≤i≤m
(|aii| − ri (Im −∆tHdiffl )) = min
1≤i≤m

1 for i = 1,
1 for 2 ≤ i ≤ m− 1,
1 for i = m,
= 1,
we obtain
‖[Im −∆tHdiffl ]−1‖∞ ≤ 1, ∀ ti ≤ l ≤ k − 1,
and, thus,
‖[In −∆tH˜diffl ]−1‖∞ ≤ 1, ∀ ti ≤ l ≤ k − 1.
Proof of ‖In + ∆tH˜sink‖∞ ≤ 1 + ∆tb1.
According to equation (4.9), the matrix (In + ∆tH˜sink) is a 4 × 4 block-diagonal and
contains the sub-matrix (Im + ∆tHsink) and all other sub-matrices are equal to the zero
matrix.
For all 1 ≤ i ≤ m, the entries of the matrix (Im + ∆tHsink) satisfy:
m∑
j=1
|aij | = |1 + ∆tbi|, where bi = ws
hi−1
.
Since in the implementation of our model, bi satisfy 0 ≤ ∆tbi ≤ 1 and the sequence
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b1, b2, . . . , bm fulfils the condition bm 6 bm−1 6 . . . 6 b1, it follows that
‖Im + ∆tHsink‖∞ = max
1≤i≤m
 m∑
j=1
|aij |

= max
1≤i≤m
(|1 + ∆tbi|)
= 1 + ∆tb1,
and thus,
‖In + ∆H˜sink‖∞ = 1 + ∆tb1.
For our NPZD model, the value of b1 is given as b1 = wsh0 ≈ 0.03, where ws ≈ 5m/d and
h0 ≈ 5.37m.
Concerning the time-varying state equation (4.20) on each finite time interval Ti, i =
0, . . . , n˜, we can only give sufficient conditions for the finite-time stability terms.
Let k ∈ Ti, and let x˜k be an arbitrary trajectory of state equation (4.20) with initial
conditions ‖x˜ti‖∞ ≤ α. Then we have
x˜k =
k−1∏
l=ti
A˜l
 x˜ti which implies ‖x˜k‖∞ = ‖
k−1∏
l=ti
A˜l
 x˜ti‖∞
≤
k−1∏
l=ti
‖A˜l‖∞‖x˜ti‖∞
≤ α
k−1∏
l=ti
((1 + ∆tb1)‖Ai‖∞)
≤ α ((1 + ∆tb1)‖Ai‖∞)k−ti .
If ‖Ai‖∞ ≤ 11+∆tb1 , then ‖x˜k‖∞ ≤ β = α. This implies that (‖x˜k‖∞)k∈Ti is
always monotonically decreasing and converging to 0. Thus, the state equa-
tion (4.20) is finite-time stable over the 5-tuple (1, 1, ti, ti+1, ‖.‖∞).
If 11+∆tb1 ≤ ‖Ai‖∞ ≤ 1, the assertion holds for β = α(1 + ∆tb1), the state
equation (4.20) is finite-time stable over the 5-tuple (α, α(1+∆tb1), ti, ti+1, ‖.‖).
Otherwise, we set β = α ((1 + ∆tb1)‖Ai‖∞)k−ti .
We note that we actually have a time varying state equation (4.20), but since the norm
of the time varying diffusion matrix is smaller as 1, the finite-time stability over each
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interval Ti, i = 0, . . . , n˜ is strongly dependent on the matrices Ai, which are results of
the linearization of the function h (4.17) about a constant operating point (x(ref)i ,u0).
For the contractive stability given in Definition 2, we have to ensure the existence of
tp ∈ T˜i such that ‖x˜k‖∞ ≤ β for all k ∈ {tp, . . . , ti+1}. Let x˜k be an arbitrary trajectory
of state equation (4.20) with initial condition ‖x˜ti‖∞ ≤ α and ‖x˜k‖∞ ≤ γ for all k ∈ Ti
(finite-time stable over (α, γ, ti, ti+1, ‖.‖∞)).
Then, there exists a tp ∈ Ti with ‖x˜tp‖∞ = min
k∈{ti,...,tp}
‖x˜k‖∞. Therefore, for all k ∈
{tp, . . . , ti+1}, we have
x˜k =
k−1∏
l=tp
A˜l
 x˜tp which implies ‖x˜k‖∞ = ‖
k−1∏
l=tp
A˜l
 x˜tp‖∞
≤
k−1∏
l=tp
‖A˜l‖∞‖x˜tp‖∞
‖x˜tp‖∞≤α≤ α
k−1∏
l=tp
((1 + ∆tb1)‖Ai‖∞)
≤ α ((1 + ∆tb1)‖Ai‖∞)k−tp ,
If ‖Ai‖∞ < 11+∆tb1 , then the assertion holds for β = α ((1 + ∆tb1)‖Ai‖∞) < α.
Now, given the state equation (4.19), we consider the time varying state feedback con-
troller
u˜k = Gkx˜k, ∀ k ∈ T˜i. (4.25)
Therefore, a sufficient condition which guaranteeing that the state equation (4.19) with
the controller (4.25) is stable over a finite-time interval Ti, i = 0, . . . , n˜, will be de-
rived. The goal is to find a state feedback controller (4.25) so that the closed loop state
equation
x˜k+1 = (A˜k + B˜kGk)x˜k, ∀ k ∈ T˜i (4.26)
is finite-time stable with respect to (α, β,R, ti+1). First, the above given definition of
the finite stability (Definition 1) can also be written as follows
Definition 4. (Amato and Ariola et al. (2003))
The state equation (4.20) is said to be finite-time stable with respect to the 4-tuple
(α, β,Γ, ti+1), where Γ ∈ Rn×n is a positive definite matrix, 0 < α ≤ γ, if
x˜>tiΓx˜ti ≤ α implies x˜>k Γx˜k ≤ γ, ∀ k ∈ Ti. (4.27)
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We point out that with the norm ‖x˜‖Γ = x˜>Γx˜, the inequality in Definition 1 holds. We
note, given a n×n-matrix Γ, we write Γ > 0 (Γ ≥ 0) meaning that Γ is positive definite
(semidefinite), i.e., that there exists α > 0 such that for all x ∈ Rn:
x>Γx ≥ α‖x‖2
(
x>Γx ≥ 0
)
.
Given two matrices Γ1 and Γ2, the notation Γ1 > Γ2 (Γ1 ≥ Γ2) means that Γ1 − Γ2 > 0
(Γ1 − Γ2 ≥ 0).
Definition 5. (Finite-time stability via state feedback)(Amato and Abdallah et al. (2003))
The state equation (4.26) is finite-time stable via state feedback with respect to the set
(α, γ,Γ, ti+1) if there exists a sequence of symmetric matrices (Pk)k∈T˜i and a sequence
of symmetric matrices (Gk)k∈T˜i such that
−PN−k + (A˜N−k + B˜N−kGN−k)>PN−k+1(A˜N−k + B˜N−kGN−k) < 0
∀ k ∈ T˜i, (4.28)
Pk ≥ Γ, ∀ k ∈ T˜i, (4.29)
P1 <
α
γΓ, (4.30)
Let V (x˜k) = x˜>k Pkx˜k, k ∈ Ti, a quadratic function. Then, we have for all k ∈ T˜i
∆V (x˜k) = V (x˜k+1)− V (x˜k)
= x˜>k+1Pk+1x˜k+1 − x˜>k Pkx˜k
= x˜>k (A˜k + B˜kGk)
>Pk+1(A˜k + B˜kGk)x˜k − x˜>k Pkx˜k
= x˜>k {−Pk + (A˜k + B˜kGk)>Pk+1(A˜k + B˜kGk)}x˜k. (4.31)
According to Theorem 3.4, there exists a unique solution of the closed loop discrete time
linear quadratic optimal control. The optimal control is given by (4.25) and the state
feedback equation is given by (4.26). The feedback matrix is given as
Gk := −(Rk + B˜>k Pk+1B˜k)−1B˜>k Pk+1A˜k, ∀ k ∈ T˜i,
where Pk, is the unique symmetric solution of the Discrete Riccati Equation.
−PN−k + (A˜N−k + B˜N−kGN−k)>PN−k+1(A˜N−k + B˜N−kGN−k)
= −G>N−kPN−k+1GN−k −QN−k (4.32)
48
with terminal condition PN = QN ≥ In, (Qk)k∈Ti , are positive semi-definite and
(Rk)k∈T˜i , are positive definite.
Using (4.31) and (4.32), we have
∆V (x˜k) = −x˜>k {G>N−kPN−k+1GN−k + QN−k}x˜k.
Thus, the assertion (4.28) hold when the sequence of matrices (Qk)k∈Ti , are positive
definite. We note that the quadratic function V is named by the stability of the infinite
time Lyapunov function. moreover the sequence matrices (pk)k∈Ti are non-increasing,
we have for Γ = In
Pk ≥ PN ≥ In, ∀ k ∈ T˜i.
The inequality (4.30) yields through the definition 4 of the finite-time stability (see,
e.g. Amato et al. (2006); Amato and Carbone et al. (2004); Amato and Ariola et al.
(2010)). We can see, that the finite-time stability via state feedback will be guaranteed
over each interval Ti, i = 0, . . . , n˜ if we choose positive definite weighting matrices Qk
and Rk, k ∈ Ti, i.e., Qk > 0 and Rk > 0 for all k ∈ T˜i.
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5 Study Design and Results
The aim of this work is to examine the application of Discrete Linear Quadratic Optimal
Control with both closed loop (LQOC) and open loop (DOLOC) and the Extended
Kalman Filter (EKF) to parameter optimization and state estimation. The two proposed
methodologies LQOC and EKF were introduced in Chapter 3, DOLOC in Paper 3
(Appendix A.3), and are applied for a nitrogen ecosystem model, namely the NPZD
model that has been introduced in Section 4.1.
The considered NPZD model has been previously used for parameter optimization by
local, gradient-based algorithms as well as global genetic algorithms (see,e.g., Schartau
and Oschlies (2003a); Rückelt et al. (2010); Schartau (2001)). Further, surrogate-based
optimization methodologies employing a physics-based low-fidelity model (see Prieß et al.
(2011)) have been applied. In all these studies, the quality of the model fit to measure-
ment data has not been optimal and it was difficult to identify the parameters uniquely
(see also Ward (2009)). The parameters of the marine ecosystem model (NPZD model)
were assumed to be temporally constant. In this chapter we analyze the application of
the three above mentioned methodologies. The chapter is organized as follows: As a first
case study, we present the application of the LQOC method to the NPZD model (This
method is covered in Papers 1 and 4 (Appendix A.1 and Appendix A.4)). Below, we
discuss the structure and the main goal of this method. As a second case study, the
application of the EKF will be presented (this method is covered in Paper 2 (Appendix
A.2)). We investigate two kinds of state estimation to the NPZD model, using opti-
mal periodic parameters, which are obtained in the first case study, and using optimal
constant parameters, which have been obtained by using a sequential quadratic pro-
gramming (SQP) method (see Rückelt et al. (2010)). As a third case study, we present
the application of the DOLOC method (this method is covered in Paper 3 (Appendix
A.3)). We investigate the impact of the linearization scheme about the state variables,
which have been used to linearize the non-linear NPZD model, on the quality of the
model-data misfit of the original non-linear NPZD model. The focus of this three stud-
ies is on the applicability of the proposed methodologies to the considered models to
improve the model-data fit using periodic parameters.
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Closed Loop Discrete Linear Quadratic Optimal Control
In this Section, we introduce the application of closed loop discrete linear quadratic
optimal control (LQOC). We investigate the applicability of this approach to achieve a
good model-data fit and efficient periodic parameters of the NPZD model.
The discretized NPZD model can be summarized as (cf. (4.1), (4.16), (4.17) in Section
4.1):
xk+1 = [In −∆tH˜diffk ]−1[In + ∆tH˜sink]h(xk,uk),∀k ∈ [M − 1],
h(xk,uk) := Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk), ∀k ∈ [M − 1].
Lk := xk + ∆t4 S(xk,uk),
M := jmaxN,
 (5.1)
where jmax is the number of all years, and N denotes the number of hours in a year. For
each tracer l ∈ {N,P,Z,D} and each year j ∈ [jmax] of the considered time horizon we
denote with n(l)j the number of available measurements and with t
l
j,i, i = 1, . . . , n
(l)
j , the
corresponding times, which are measured in integral hours counted from the beginning
of the time horizon.
Now, we introduce similar intervals as defined in Section 4.1 for all years j = 1, . . . , jmax:
Ij :=
⋂
l∈{N,P,Z,D}
{tlj,i}i=1,...,n(l)j =: {tj,i}i=1,...,n˜j ,
where n˜j denotes the number of elements in this intersection. For all j = 1, . . . , jmax and
for all i = 0, . . . , n˜j the n˜j + 1 discrete time intervals between the subsequent instances
of time {tj,i} are given as
• Tj,i := [tj,i, tj,i+1]
⋂
N,
• T˜j,i := [tj,i, tj,i+1 − 1]
⋂
N,
• t1,0 := 1, and t1,n˜1+1 := N .
• tj,0 := (j − 1)N , and tj,n˜1+1 := jN , j = 2, . . . , jmax
We apply the linearization on each time interval [tj,i, tj,i+1] separately. For this purpose,
we split the interval into sections of the length ∆t (here ∆t = 1h), as shown in Figure
5.1.
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Figure 5.1: Example for an interval on which the linearization is applied.
tj,i tj,i+1τk
-ﬀ
∆t
τk+1
The discrete time steps τk in this interval are
τtj,i = tj,i,
τk+1 = τk + ∆t, k = tj,i, tj,i + 1, . . . , tj,i+1.
Next, we try to linearize the nonlinear function h on every interval Tj,i, j = 1, . . . , jmax,
i = 0, . . . , n˜j . The linearization will be done about a given reference trajectory (x(ref),u(ref)),
which we define below in detail.
We start with the first year (j = 1):
Let i ∈ {0, . . . , n˜1}. The goal of applying the LQOC on T1,i is to lead the system from
a given initial state xt1,i to a fixed final state xt1,i+1 = x
(obs)
i+1 =: x
(ref)
i , which together
with the given constant control u(ref) = u0 is the operating point of the system on T1,i.
Since we have no reference value x(ref) at the end of each year, we use linear interpola-
tion between the data x(obs)1,n˜j and x
(obs)
2,1 to generate such value, denoted by x
(obs)
1,n˜1+1
(this
will also be applied for j = 2, . . . , jmax).
The linearized state equation on T1,i reads:
x˜k+1 = A˜kx˜k + B˜ku˜k, ∀ k ∈ T˜1,i,
x˜t1,i = xt1,i − x(ref)i the given initial state,
(5.2)
where
A˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Ai, Ai := Dxh(x(ref)i ,u0), (5.3)
B˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Bi, Bi := Duh(x(ref)i ,u0), (5.4)
x˜k := xk − x(ref)i , u˜k := uk − u0. (5.5)
We note that the matrices Ai and Bi are constant on T1,i. The optimization problem
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on T1,i is defined as
min
u˜
J (u˜) where J (u˜) = 1
2
t1,i+1−1∑
k=t1,i
(
x˜>k Qix˜k + u˜
>
k Riu˜k
)
,
subject to (5.2)
where the matrices Qi and Ri are constant on T1,i. Since the system is supposed to reach
the steady final value which corresponds to the operating point, the first term of (3.3)
can be neglected due to x˜t1,i+1 = 0. The choice of both matrices is given in section 3.6
in paper 1 (Appendix A1).
Now, we consider all further years. Let j ∈ {2, . . . , jmax}:
From the second year on, the main goal is to enforce periodicity of the parameters. To
obtain annually period parameters, we choose the period T = N (which in our case is
one year).
Let i ∈ {0, 1, . . . , n˜j}. The choice of the reference trajectories (x(ref),u(ref)) on Tj,i is
given as
x(ref) := (xk−T )k∈Tj,i
u(ref) := (uk−T )k∈T˜j,i
The linearized state equation on Tj,i reads
x˜k+1 = A˜kx˜k + B˜ku˜k, ∀ k ∈ T˜j,i,
x˜tj,i = xtj,i − x(ref)tj,i+1 the given initial state,
(5.6)
where
A˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Ak, Ak := Dxh(x(ref)k ,u(ref)k )
B˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Bk, Bk := Duh(x(ref)k ,u(ref)k )
x˜k := xk − x(ref)k , u˜k := uk − u(ref)k ,
We note that contrarily to the first year, the above defined matrices Ak and Bk are time
dependent matrices.
The optimization problem is defined on Tj,i as follows
min
u˜
J (u˜) where J (u˜) = 1
2
x˜>tj,i+1Qtj,i+1 x˜tj,i+1 +
1
2
tj,i+1−1∑
k=tj,i
(
x˜>k Qkx˜k + u˜
>
k Rku˜k
)
,
subject to (5.6). (5.7)
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Since the second goal here is to obtain control vector which transfer the state equation
x = (xk)k∈Tj,i from the initial state xtj,i to the imposed fixed final state xtj,i+1 = x
(obs)
tj,i+1
,
we can perform a translation and introduce the deviation of the state vector:
x¯k = x˜k − x(d)tj,i+1 ,
x
(d)
tj,i+1
:= x
(obs)
tj,i+1
− x(ref)tj,i+1 ,
which gives:
x¯tj,i+1 = x˜tj,i+1 − x(d)tj,i+1
= (xtj,i+1 − x(ref)tj,i+1)− (x
(obs)
tj,i+1
− x(ref)tj,i+1)
= xtj,i+1 − x(obs)tj,i+1
the state equation (5.6) becomes:
x¯k+1 = A˜kx¯k + B˜ku˜k + rk,
x¯tj,i = x˜tj,i − xdtj,i+1 ,
rk = A˜kx
d
tj,i+1 − xdtj,i+1 ,
(5.8)
then, we set:
zk =
[
x¯k
1
]
, A¯k =
[
A˜k rk
0 1
]
, B¯k =
[
Bk
0
]
, Q¯k =
[
Qk 0
0 0
]
,
then, the state equation (5.8) becomes
zk+1 = A¯kzk + B¯ku˜k, ∀ k ∈ T˜j,i
ztj,i =
[
x¯tj,i
1
]
.
(5.9)
The optimization problem is defined on Tj,i as follows
min
u˜
J (u˜) where J (u˜) = 1
2
z>tj,i+1Q¯tj,i+1ztj,i+1 +
1
2
tj,i+1−1∑
k=tj,i
(
z>k Q¯kzk + u˜
>
k Rku˜k
)
,
subject to (5.9). (5.10)
Thus, the closed loop discrete linear quadratic optimal control as outlined in Table 3.1
can be applied (paper 1 and 4 (Appendix A1, A4)) to keep the new state z = (z)k∈Tj,i at
the final time step tj,i+1 close to 0. We point out that if we want to obtain time-varying
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parameters that not need to be periodic, then the linearization scheme in the first year
will be applicable for all years, i.e., j = 2, . . . , jmax.
Here, the choice of the the matrices Qk and Rk are given on each interval Tj,i in section
3.6 in paper 1 (Appendix A1).
It can be seen from the discussion about the weighing matrices in section 3.1.3 that the
cost function defined in the LQOC approach is heavily dependent upon the selection of
these matrices. So, more precisely, we should say that the LQOC method is optimal with
respect to the choice of Q = (Qk)k∈T˜j,i and R = (Rk)k∈T˜j,i . Thus, an LQOC solution
which is optimal for one choice of Q and R will usually not be optimal for other choices
of Q and R.
For our case here, we are interested in the control complexity. As mentioned above, the
cost function is defined as
min
u
12‖ztj,i+1‖Qtj,i+1 +
tj,i+1−1∑
k=tj,i
‖zk‖Qk + ‖uk − u(ref)k ‖Rk
 ,
where the norm ‖.‖Q is defined as ‖x‖Q = 12x>Qx.
Our main objective is to enforce the periodicity of the parameters. For this reason, the
minimization of the expression ‖uk − u(ref)k ‖Rk = ‖uk − uk−T ‖Rk stands in the fore-
ground. By choosing Rk  Qk for all k ∈ T˜j,i, the expression ‖uk − uk−T ‖Rk will be
weighted more heavily which leads to a solution uk ' uk−T . For the state vector z, it is
important that only the final values ztj,i+1 will to be zero or closer to zero on each inter-
val Tj,i, j = 2, . . . , jmax, i = 0, . . . , n˜j . On the other hand, the expression ‖uk−u0‖Rk in
the first year needs not necessarily to be overweighted. However, it is important to keep
the parameters in the admissible bounds and in the vicinity of the initial guess (u0). To
examine the effect of the weighing matrices Rk on the behavior of the parameters in the
first year, we have additionally performed sensitivity experiments with different entries
of the weighing matrices Rk for all k 6 T .
Finally, we point out that for our NPZD model the output matrices Ck are identity
matrices. At the end of the optimization with the closed loop linear quadratic optimal
control (LQOC) method, we obtain a periodic parameter vector u = (uk)k∈[N−1], i.e,
uk ' uk−T for all k ∈ [N − 1], and a model output vector x = (xk)k∈[M ].
In order to compare the model output values x :=
(
x(N), x(P ), x(Z), x(D)
)> to the given
measurement data x(obs) :=
(
x(N,obs), x(P,obs), x(Z,obs), x(D,obs)
)>, the actual model out-
put x is transformed to aggregated values denoted by x¯ :=
(
x¯(N), x¯(P ), x¯(Z), x¯(D)
)>,
which are commensurable with the given measurements data (see, section 2.1, Paper 1
(Appendix A.1)).
We demonstrate that the LQOC method can be applied to the considered parameter op-
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timization for a non-linear NPZD model using a linearization technique around reference
trajectories of model variables and parameters (Papers 1 (Appendix A.1)). The obtained
linearized model gives a very good model-data fit with almost perfect annually periodic
parameters (Figure 2 and Figure 6 in Paper 1 (Appendix A.1)). Even with the available
small number of observational data typical to oceanographic time series sites, the quality
of the fit is very high. Specifically, it is much better than the one previously obtained by
optimization of the non-linear model with fixed model parameters (Optimization with a
Sequential Quadratic Programming (SQP), Figure 2 in Papers 1 (Appendix A.1)). Even
substantial concentration changes that occur between some neighboring observational
data points (e.g., for x¯(N), in 1994, 1995 or 1997, Figure 2 in Paper 1 (Appendix A.1))
can be captured by the optimized trajectory.
Furthermore, to assess the goodness of the periodic parameters (u∗k)k∈[N−1] obtained
by applying the LQOC method, a validation experiment will be performed. We run the
original non-linear model (5.1) using these parameters without further optimization. The
use of periodic parameters in comparison to constant parameters results in a significantly
better model-data fit. The results for x¯(P ) and x¯(D) are almost perfect, whereas for the
other two tracers they are slightly worse (Figure 8 in Paper 1 (Appendix A.1)). The
quality of the obtained periodic parameters depends on the length of the time intervals
Tj,i on which the linearization is applied. If no data are available as reference x
(ref)
k , these
intervals have to be enlarged, which presumably will reduce the quality of the optimized
parameters. This in turn will influence the quality of the validation. Moreover, to allow
for a quantitative comparison between our results and those obtained with constant
parameters by Rückelt et al. (2010), we give the corresponding values of the original
cost function (Section 2.2, Eq. 4 and Table 3 in Paper 1 (Appendix A.1)).
With regard to the application of the LQOC method on the NPZD model, two important
points should be mentioned:
• Suppose, we have many measurement data per year. Then, we obtain a series
(Tj,i) i=0,...,n˜j ,
j=1,...,jmax
of very small intervals between subsequent measurement data. This
leads to better results, i.e., the obtained linearized model gives even higher model-
data fit. The same will also hold for the original nonlinear model using the obtained
periodic parameters.
• Suppose, we would not restrict ourselves to periodic parameters but use general
time-dependent parameters. Then the linearization of the NPZD model on each
interval Tj,i, i = 0, . . . , n˜j , j = 1, . . . , jmax will be done about the operating points
x
(obs)
j,i+1, i = 0, . . . , n˜j , j = 1, . . . , jmax. Furthermore, throughout the application of
the closed loop discrete-time linear quadratic optimal control, the controller leads
the system from any given initial state to a fixed final state denoted by x(obs)j,i+1,
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i = 0, . . . , n˜j , j = 1, . . . , jmax. Thus, the model-data-fit would be closer to perfect
for both the obtained linearized model and the original nonlinear model. The
disadvantage of this application lies in the fact that the validation experiment
will be available only for the years, in which we have applied the optimization
method, i.e., we run the original nonlinear model using the obtained parameter set
(u∗k)k∈[M−1]. It is impossible to run them for an indefinite year. On the contrary,
with periodic parameters (u∗k)k∈[N−1], one can do the validation experiment for all
years.
Extended Kalman Filter
In this section, we investigate the application of the extended Kalman filter (EKF)
to achieve a computationally efficient state estimation of the NPZD model. Again, in
order to initially verify the approach, we first apply the EKF with model-generated
measurement data yk = (y
(N)
k , y
(P )
k , y
(Z)
k , y
(D)
k )
>. The main goal here is to compare the
estimated state xa := (xak)k∈[1,M ] that is obtained by applying the EKF with periodic
parameters which are obtained by using the LQOC method with the estimated state
x˜a := (x˜ak)k∈[1,M ] that is obtained by applying the EKF with constant parameters which
are obtained by using the SQP method. Our approach to apply the EKF to the NPZD
model is as follows. We start with the discretized scheme of the NPZD model
xk+1 = F (xk,uk) + qk, ∀k ∈ [M − 1],
x1 = x
∗
1, the given initial value,
yk = Cxk + k,∀k ∈ [M − 1],
where
F (xk,uk) := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk),
C :=

Im 0 0 0
0 1.59.Im 0 0
0 0 Im 0
0 Im Im Im
 ,
qk ' N (0,Qk),
k ' N (0,Rk).
Remark 3. The main objective here is to examine how the state estimation is influ-
enced by the parameters used in the EKF approach. To satisfy this purpose, two types of
assimilation experiments with model-generated data are conducted.
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We first apply the EKF with periodic parameters u = (uk)k∈[1,M−1] which are obtained
by using the LQOC method:
xk+1 = F (xk,uk) + qk,∀k ∈ [M − 1],
x1 = x
∗
1, the given initial value,
yk = Cxk + k,∀k ∈ [M − 1].
(5.11)
On the other hand, we apply the EKF with constant parameters u˜∗ which are obtained
by using the SQP method:
xk+1 = F (xk, u˜
∗) + qk,∀k ∈ [M − 1],
x1 = x
∗
1, the given initial value,
yk = Cxk + k, ∀k ∈ [M − 1].
(5.12)
We point out that the matrix C does not imply that all states are available. But in our
case, we only want to examine how quickly estimated states converge to the true state
x. Regarding this matter, we compare both estimated states xa (obtained by model (5.11))
and x˜a (obtained by model (5.12)) under the same precondition (the same process noise
vector q and Measurement noise vector ). For this purpose and for simplicity, the ma-
trix C is chosen such that all states are available. This section is a motivation for the
application of the EKF on the NPZD model with real data.
For our test with the model-generated measurement data yk, the matrix C produced
by:
y
(N)
k := x
(N)
k ,
y
(P )
k := 1.59.x
(P )
k ,
y
(Z)
k := x
(Z)
k ,
y
(D)
k := x
(P )
k + x
(Z)
k + x
(D)
k .
As mentioned above, we test the extended Kalman filter approach by using synthetic
data (model-generated measurement data). The model noise covariance matrices Qk and
the measurement noise covariance matrices Rk are calculated by using the standard de-
viation (Table 2 in Paper 2 (Appendix A.2)).
First, we assume that the optimal periodic parameters u∗ = (u∗k)k∈[N−1] obtained by
applying the LQOC and the optimal constant parameters u˜∗ obtained by applying the
SQP method are available.
We outline the EKF equations for both cases:
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• compute the next predicted state (the a priori state)
– for the estimation state with optimal periodic parameters
xfk+1 = F (x
a
k,u
∗
k), k ∈ [M − 1]
xa = E[x1]
– for the estimation state with optimal constant parameters
x˜fk+1 = F (x˜
a
k, u˜
∗), k ∈ [M − 1]
x˜a = E[x1]
• compute the next predicted error covariance
– for the estimation state with optimal periodic parameters
Pfk+1 = AkP
a
kA
>
k + Qk, k ∈ [M − 1]
Ak := DxF (xak,u∗k), k ∈ [M − 1]
– for the estimation state with optimal constant parameters
P˜fk+1 = A˜kP˜
a
kA˜
>
k + Qk, k ∈ [M − 1]
A˜k = DxF (x˜ak, u˜∗)
• obtain measurements yk+1
• calculate the Kalman gain
– for the estimation state with optimal periodic parameters
Gk+1 = P
f
k+1C
(
CPfk+1C
> + Rk+1
)−1
, k ∈ [M − 1]
– for the estimation state with optimal constant parameters
G˜k+1 = P˜
f
k+1C
(
CP˜fk+1C
>
k+1 + Rk+1
)−1
, k ∈ [M − 1]
• update the a posteriori state
– for the estimation state with optimal periodic parameters
xak+1 = x
f
k+1 + Gk+1
(
yk+1 −Cxfk+1
)
, k ∈ [M − 1]
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– for the estimation state with optimal constant parameters
x˜ak+1 = x˜
f
k+1 + G˜k+1
(
yk+1 −Cx˜fk+1
)
, k ∈ [M − 1]
In order to compare the assimilation with optimal periodic parameters to the assim-
ilation with optimal constant parameters, we perform two different data assimilation
experiments. We calculate the model and measurement noise covariance matrices and,
additionally, we investigate the impact of noise in the data used for the assimilation of
the system. For this purpose, we conduct two types of assimilation experiments. First,
we assume that the entries of the measurement covariance matrix have very small values
compared to the model covariance matrix. In a second experiment, a low model noise
compared to the measurement noise is investigated.
For all experiments mentioned above, we demonstrate that the obtained estimated model
output is closer to the measurements if periodic parameters instead of constant param-
eters are used in the assimilation scheme. Furthermore, we assess the data-fit quality of
the estimated model output by calculating statistical metrics of the model/data (Paper
2 (Appendix A.2)).
Open Loop Discrete Linear Quadratic Optimal Control
In this section, the Discrete Open Loop Optimal Control (DOLOC) will be discussed
(the method is outlined in Paper 3 (Appendix A.3)). We investigate the applicability of
this approach to analyze the impact of the linearization scheme on the model-data fit of
the nonlinear NPZD model. The idea of this method is to first obtain a linear equation
system as (5.2). To achieve this, we introduce a linearization about a given reference tra-
jectories of the discretized scheme of the NPZD model (5.1). On one hand, the reference
trajectory for the state variable will be based on available real measurement data. On
the other hand, it will be based on synthetic data, which is substituted by model results,
that were produced with a reference parameter set (u0) (model-generated measurements
data). Then, we apply the DOLOC method for the two linearization schemas, this yields
us two periodic parameter sequences (uk)k∈[N−1] and (u¯k)k∈[N−1]. Then, a validation
experiment employing the two optimized periodic parameter sequence in the original
non-linear NPZD model will be introduced.
For the first case, we use the same strategy as for the closed loop method. For the second
case, the model-generated measurement data is given for all k ∈ [M ] (five years). The
following strategy will be used:
• For the first year (j = 1)
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– The reference trajectories for the state and the control vector are defined as
u(ref) := u0,
x
(ref)
k := x
synt
k ,∀ k ∈ [N ].
– The linearized state equation reads
x˜k+1 = A˜kx˜k + B˜ku˜k, ∀ k ∈ [N − 1],
x˜1 = x¯1 − x(ref)1 ,
where
A˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Ak, Ak := DxG(x(ref)k ,u0),
B˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Bk, Bk := DuG(x(ref)k ,u0),
x˜k := x¯k − x(ref)k , u˜k := u¯k − u0.
– Then, we apply the DOLOC method (Paper 3 (Appendix A.3)) to determine
the model output vector x¯ := (x¯k)k∈[N ] and model parameter vector u¯ :=
(u¯k)k∈[N−1].
• For all further years (j = 2, . . . , jmax)
– The reference trajectories for the state vector and the control vector are de-
fined as
u
(ref)
k := u¯k−N , ∀ k ∈ {(j − 1)N + 1, . . . , jN − 1},
x
(ref)
k := x¯k−N , ∀ k ∈ {(j − 1)N + 1, . . . , jN}.
– The linearized state equation reads
x˜k+1 = A˜kx˜k + B˜ku˜k, ∀ k{(j − 1)N, . . . , jN − 1},
x˜(j−1)N = x¯(j−1)N − x(ref)(j−1)N+1, the given initial state,
where
A˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Ak, Ak := Dxh(x(ref)k ,u(ref)k ),
B˜k := [In −∆tH˜diffk ]−1[In + ∆tH˜sink]Bk, Bk := Duh(x(ref)k ,u(ref)k ),
x˜k := x¯k − x(ref)k , u˜k := u¯k − u(ref)k .
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– Then, we apply the DOLOC method to determine the model output vector
x¯ := (x¯k)k∈{N+1,...,M} and the parameter vector u¯ := (u¯k)k∈{N+1,...,M−1}.
We point out that the main goal of this work (DOLOC, Paper 3 Appendix A.3) is
to analyze the impact of the linearization scheme on the model-data-fit of the original
nonlinear NPZD model. For this reason, we compute two periodic control sequences
for both above defined linearization schemes, namely one sequence (uk)k∈[N−1] for the
linearization about real measurements data and another sequence (u¯k)k∈[1,N−1] for the
linearization about synthetic data (model-generated measurements data).
As a validation experiment we run the original non-linear model using the obtained
periodic parameters (uk)k∈[N−1] as well as (u¯k)k∈[N−1] without further optimization.
We demonstrate that the use of periodic parameters obtained via linearization around
measurement data results in a significantly better model-data fit than the use of peri-
odic parameters obtained via linearization around synthetic data (Figure 5 in Paper 3
(Appendix A.3)). One can say that the use of measurement data in the linearization
scheme makes sense, since the obtained periodic parameters have an impact not only on
the linearized model, but also on the original nonlinear NPZD model. Moreover, though
the periodic parameters obtained by using the synthetic data in the linearization scheme
provides not very acceptable results, if we run the original nonlinear model using these
parameters, but we can introduce periodic parameter optimization with variable coeffi-
cients and optimizing them may well be a starting point for further model development
and improvement.
STUDY DESIGN AND RESULTS
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Summary and Outlook
The proposed methodologies in the framework of optimal control theory using Discrete
Linear Quadratic Optimal Control with both closed loop and open loop and Kalman
filter, turned out to have great potential for an enhancement and improvement of a
climate model.
The here proposed work is devoted to the optimal control problem for a non-linear sys-
tem. It is based on the results obtained for a typical marine ecosystem model, namely a
one dimensional non-linear model of the NPZD type introduced by Oschlies and Garçon
(1999). The primary question of this work was to study the impact of the time de-
pendent parameters on the model-data fit. To achieve this, two parameter optimization
methods, discrete linear quadratic optimal control with both closed loop (LQOC) and
open loop (DOLOC), and a state estimation method (EKF), for specifying the influence
of the periodic parameters have been considered. More precisely, the quality of the model
fit to measurement data was not optimal and it was difficult to identify the parameters
by optimization of the non-linear model with fixed model parameters. This reflect the
aim to obtain a model that is applicable for arbitrary time intervals. This happens by the
application of the linear quadratic optimal control (LQOC) method on the non-linear
NPZD model.
In the first step, in order to apply the (LQOC) method, the linearization of the ma-
rine ecosystem model was essential. For this purpose, a reference trajectory of the model
variables and the parameters was performed. The reference trajectory for the model
variables was based on the available measurement data. The linearized model obtained
in this gave a very good model-data fit with almost perfect annually periodic param-
eters. The obtained periodic parameters were used to improve the original non-linear
model. Furthermore, the extended model was able to reproduce and predict the real data
much better than the non-linear model with optimized constant parameters. Regarding
the results obtained by the application of the (LQOC) method on the NPZD model, a
better understanding of model deficiency should be contributed and eventually help to
improve marine ecosystem models. In the second step, to verify the impact of the periodic
parameters on the model-data fit, an extended Kalman filter method was used. The pro-
posed method provided very reasonable results with the periodic parameters compared
to those with fixed parameters.
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SUMMARY AND OUTLOOK
In the third step, an application of open loop discrete linear optimal control (DOLOC)
was used. The aim was to investigate the impact of the linearization scheme on the
model-data fit of the original nonlinear NPZD model. For this purpose, a given synthetic
data instead measurement data was used in the linearization scheme. The results of the
model-data fit remained still better than the one previously obtained by optimization of
the non-linear model with fixed model parameters. In contrast to the results obtained
by using the measurement data in the linearization scheme, the extended model was
not able to reproduce the real data in a better way. As a consequence the linearization
scheme has an impact not only on the linearized model, but also on the original nonlinear
model. This happens at the quality of the obtained parameters.
It can be concluded that the application of the proposed methodologies on different
marine ecosystem model for constant-periodic parameters comparison studies will be
useful to demonstrate the capabilities of the introduced approaches. On the other hand,
further analysis of the temporal deviations of individual parameters about the annual
mean may help making inferences about processes that the model cannot describe well
when constant parameters are used.
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Abstract. This paper presents the application of the Linear
Quadratic Optimal Control (LQOC) method to a parameter
optimization problem for a one-dimensional marine ecosys-
tem model of NPZD (N for dissolved inorganic nitrogen,
P for phytoplankton, Z for zooplankton and D for detritus)
type. This ecosystem model, developed by Oschlies and Gar-
con, simulates the distribution of nitrogen, phytoplankton,
zooplankton and detritus in a water column and is driven by
ocean circulation data. The LQOC method is used to intro-
duce annually periodic model parameters in a linearized ver-
sion of the model. We show that the obtained version of the
model gives a significant reduction of the model-data mis-
fit, compared to the one obtained for the original model with
optimized constant parameters. The found inner-annual vari-
ability of the optimized parameters provides hints for im-
provement of the original model. We use the obtained opti-
mal periodic parameters also in validation and prediction ex-
periments with the original non-linear version of the model.
In both cases, the results are significantly better than those
obtained with optimized constant parameters.
1 Introduction
In this paper we present an application of the LQOC (Lin-
ear Quadratic Optimal Control) method on a parameter opti-
mization in a marine ecosystem model. This method (see for
example Kwakernaak and Sivan, 1972; Lewis and Syrmos,
1995) is a mathematical technique to compute time depen-
dent parameters (in some applications also called controls)
in linear dynamical systems. The key goal of the method is
to minimize a given quadratic cost function subject to a lin-
ear system. For the cost function, a model-data fit in least-
squares formulation can be used, and thus the method is ap-
plicable to parameter optimization r model calibration prob-
lems. The optimal time-dependent parameters are obtained
via an algorithm that basically uses the system matrices of
the underlying linear model. When applying the method to
a non-linear dynamical system (as most marine ecosystem
models), the linearization of the system is essential. For this
purpose, a reference trajectory of model variables and param-
eters is needed, which can be based on observational data and
parameter guesses. By an appropriate choice of the parame-
ter trajectory, periodic parameters can be obtained. These can
then be used to improve the original non-linear model.
Marine ecosystem models describe biogeochemical pro-
cesses in the ocean and are used, e.g., for calculating the
effect of marine photosynthesis on the global carbon cycle.
Typically, such kind of models have several parameters, for
example, growth and mortality rates for the different types of
plankton taken into account. Since most of these parameters
are not known exactly and are difficult to measure, parameter
identification or estimation is an important tool to calibrate a
model. Parameter identification or estimation is usually done
by performing a parameter optimization in order to minimize
the misfit between model output and given data, commonly
represented by a least-squares type cost functional. Addi-
tionally, uncertainty estimates corresponding to data errors
may be computed. A parameter optimization may improve a
model’s quality also to another extent: If a model still shows
deficiencies after the parameters have been optimized, rea-
sons other than inappropriate parameter values are likely to
be responsible for remaining poor model behavior, see for
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example Fasham and Evans (1995), Hurtt and Armstromg
(1996), Fennel et al. (2001), Prunet et al. (1996).
The computational effort to perform such kind of opti-
mization runs for the coupled system of ocean circulation and
marine biogeochemistry that describes a marine ecosystem is
quite high, especially in three space dimensions. Thus, sev-
eral simplifications may be used: One of them is to compute
the marine biogeochemistry in a so-called offline mode, i.e.,
to solve the transport equations for the tracers with precom-
puted ocean circulation fields (velocity, temperature, salin-
ity) as forcing or input. Another approach is to use one-
dimensional models, which simulate a single water column
only. This simplification is motivated by the fact that most
of the ecosystem processes (as for example growth and dy-
ing) are happening locally in space and that the main spatial
interactions are vertical mixing and sinking of organic mat-
ter. Moreover, it has been shown that parameters obtained in
a one-dimensional optimization can also be beneficial when
used in three-dimensional computations, see Oschlies and
Schartau (2005).
The motivation for this paper is based on the results ob-
tained for a typical marine ecosystem model, namely an
NPZD model (N for dissolved inorganic nitrogen, P for phy-
toplankton, Z for zooplankton and D for detritus) introduced
in Oschlies and Garc¸on (1999). As was reported in sev-
eral publications with different optimization algorithms, the
quality of the model fit to observations was not optimal,
and in some cases it was difficult to identify the parameters
uniquely, see for example Ward (2009), Ward et al. (2010),
Ru¨ckelt et al. (2010b). In most cases (and in all these studies),
the parameters of the marine ecosystem models are assumed
to be temporally constant. This reflects the aim to obtain a
model that is applicable for arbitrary time intervals. In con-
trast, in our work we allow the parameters to vary temporally
over the year while remaining periodic over all years of the
considered time interval.
Our main research question is if such kind of relaxation
is able to significantly improve the model-to-data fit. Eknes
and Evensen (2002) and Schartau et al. (2001) have exam-
ined the possibility of using a sequential data assimilation
method for state estimation in a biological model. On the
other hand, there are several papers on parameter estimation
only, see Schartau et al. (2001), Fasham and Evans (1995),
Hurtt and Armstromg (1996), Fennel et al. (2001), Prunet
et al. (1996), Matear (1995), Spitz et al. (1998). Work by
Losa et al. (2003) combined state and parameter estimation
using a sequential weak constraint parameter estimation in an
ecosystem model. An example for time-dependent parame-
ters is introduced in the work by Mattern (2012), where a sta-
tistical emulator technique to estimate time-dependent val-
ues for two parameters of a 3-dimensional biological ocean
model is used. The author demonstrated that emulator tech-
niques are valuable tools for data assimilation and for ana-
lyzing and improving biological ocean models. He also used
temporally changing parameters, but without imposing an-
nual periodicity.
We use the annual periodicity constraint on the parameters
in order to allow for some temporal flexibility of the parame-
ters but at the same time to retain the temporal universality of
the optimized model, e.g., for application to time periods out-
side the range of observations. The LQOC used here does not
require a prescribed periodic parameterization of the parame-
ters, it will automatically generate an optimal periodic func-
tion for each parameter. Moreover, it allows to balance the
two aims of a good model–data fit on one hand and parameter
periodicity on the other by introducing weighting matrices.
We verify our approach in validation and prediction ex-
periments employing the optimized periodic parameters in
the original non-linear model.
The structure of the paper is as follows: in Sect. 2 we
briefly describe the model, the data and the cost function
which we use for optimization. In Sect. 3 we briefly describe
the LQOC method and its application on the NPZD model.
In Sect. 4 we present our results obtained by the LQOC
method with respect to the quality of the model–data misfit
and the periodicity of the parameters. We furthermore show
results for validation and prediction with the original non-
linear model using the optimized periodic parameters. Sec-
tion 5 ends the paper with some conclusions.
2 Model equation and optimization problem
The model used here, as example, is a one-dimensional ma-
rine ecosystem model presented in Oschlies and Garc¸on
(1999). It is of NPZD type, i.e., it simulates the inter-
action of dissolved inorganic nitrogen (N), phytoplankton
(P), zooplankton (Z) and detritus (D), whose concentra-
tions (in mmol N m−3) are denoted by the model variables
(yl)l=N, P, Z, D =: y. These four variables are functions yl :
[0, te]×[−H,0] → R of space and time, with H denoting the
depth of the water column and te the total integration time.
The model is then given as the following system of partial
differential equations:
∂yl
∂t
= −ωl ∂y
l
∂z
+ ∂
∂z
(
κ
∂yl
∂z
)
+ q l(y,u), l = N, P, Z, D,(1)
here z denotes the vertical spatial coordinate. The q l are the
biogeochemical coupling terms which depend on space and
time via light intensity and also on temperature, and on most
of the parameters summarized in the vector u.
In this spatially one-dimensional setting, the only phys-
ical process taken into account is vertical diffusion, which
appears as a space and time-dependent mixing coefficient
κ , taken (as well as temperature) from the Ocean Circula-
tion and Climate Advanced Model OCCAM (see Sinha and
Yool, 2006) in hourly profiles. The equation for detritus also
contains a sinking term with constant speed ωD > 0, which
is also optimized as u12, whereas ωN = ωP = ωZ = 0 in
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Eq. (1). In total, we have p = 12 parameters u= (u1, . . . ,up)
to be optimized.
The biogeochemical coupling (or source-minus-sink)
terms are taken from Oschlies and Garc¸on (1999) and read
qN(y,u) = −J¯ (yN)yP + u4yZ + u10yD,
qP(y,u) = J¯ (yN)yP − u8yP −G(u6,u7)yZ,
qZ(y,u) = u1G(u6,u7)yZ − u4yZ − u9yZ2,
qD(y,u) = (1− u1)G(u6,u7)yZ + u9yZ2 + u8yP − u10yD.
(2)
Here J¯ is the daily averaged phytoplankton growth rate as a
function of depth z and time t , and G is the grazing function:
J¯ (yN) = min
(
J¯ (z, t),u2cT
yN
u12+yN
)
,
G(u6,u7) = u7u6yP
2
u7+u6yP2
.
The circulation data (taken from an ocean model) are the
turbulent mixing coefficient κ = κ(z, t) and the temperature
T = T (z, t), which is used in the non-linear term cT where
c = 1.066 is kept constant. Table 1 lists the model parameters
with their original symbols as in Oschlies and Garc¸on (1999).
For more details see also Schartau and Oschlies (2003a).
2.1 Observational data and corresponding model
output
The observational data used here, denoted by yobs, is taken
from the Bermuda Atlantic Time-series Study (called BATS)
as a part of the US Joint Global Ocean Flux Study, see
Michaels and Knap (1996).
The BATS data are provided by the Bermuda Biological
Station for Research (BBSR) situated in the Atlantic Ocean,
700 miles from the East Coast of the US at coordinates 31◦ N
64◦ W (see http://bats.bios.edu/).
In this work, each observational data has to be compared
to an equivalent value generated by the model. For this pur-
pose, the model output is interpolated in time and space to
match the observational data. In addition, some transforma-
tions have to be done: modeled zooplankton has to be inte-
grated in space, and chlorophyll a values are calculated by
multiplying the nitrogen-based concentration of the modeled
phytoplankton by a factor of 1.59 mg Chl/(mmol N), which
corresponds to a chlorophyll to carbon mass ratio of 1 : 50
and a C : N mole ratio of 106 : 16. For more details see Ward
(2009).
Summarizing, there are five types of observational data
yobs := (yl,obs)l=N, P, Z, D, PP, which correspond to aggre-
gated values y¯ := (y¯l)l=N, P, Z, D, PP of the model output. The
used data and their corresponding model variables are
1. Dissolved inorganic nitrogen yN, obs (mmol m−3) corre-
sponding to model variable yN =: y¯N.
2. Chlorophyll a yP, obs (mg m−3) corresponding to the
scaled model variable yP/1.59 =: y¯P.
Here using a constant conversion factor of
1.59 mg (Chl a)/(mmol N).
3. Vertically integrated mesozooplankton biomass yZ, obs
(mmol m−2) corresponding to∫
yZ − 0.096504
1.2344
dz=: y¯Z. (3)
Here, an additional assumption about the relation of
mesozooplankton biomass yZ, meso to total zooplankton
biomass y¯Z according to the formula
yZ = 1.2344 · yZ, meso + 0.096504.
4. Particulate organic nitrogen yD, obs (mmol N m−3) cor-
responding to yP + yZ + yD =: y¯D.
5. Carbon fixation or primary production (PP) as carbon
uptake yPP, obs in mmol C m−3 d−1. As modeled primary
production, the temporal mean of the model output yP
multiplied by the phytoplankton growth rate J¯ (yN)yP.
2.2 The optimization problem
The aim of the optimization is to fit the model output y¯ that
was aggregated, in the above mentioned way, to the given
observational data yobs over a chosen time interval of jmax
years. We denote by Nl,j the number of observational data
for yl,obs for each observed quantity l = N, P, Z, D, PP in
year j = 1, . . . , jmax. These numbers may be different for
each l and j . The i-th observational in year j of yl,obs is
denoted by yl,obsj,i , and the corresponding aggregated model
output value by (y¯lj,i). We now firstly compute the averaged
annual misfit per model output/tracer, weighted using the in-
verse of the standard deviations taken from Schartau and Os-
chlies (2003a) and summarized in the vector
σ = (σl)l=N, P, Z, D, PP = (0.1,0.01,0.01,0.0357,0.025),
and by the number Nl,j of observational per tracer and year:
Fl,j :=
Nl,j∑
i=1
(y¯lj,i − yl,obsj,i )2
σ 2l Nl,j
, l = N, P, Z, D, PP,j = 1, . . . , jmax.
If there are no observational data for a state variable/tracer in
a year (i.e., Nl,j = 0), the sum is set to zero. The overall cost
function is then calculated as
F = 1
Ntotal
jmax∑
j=1
PP∑
l=N
Fl,j , (4)
where Ntotal is the total number of non-zero terms Fl,j actu-
ally occurring in the sum. In the usual case we have Ntotal =
5jmax. If everNl,j = 0 and thus Fl,j = 0 for a year and tracer,
Ntotal is decreased accordingly.
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Table 1. Parameters of the ecosystem model to be optimized with the LQOC method. Here u0 = (u0,i)i=1,...,12 is the vector of parameters
taken from Oschlies and Garc¸on (1999), min(ui) and max(ui) their respective upper and lower bounds used in Schartau and Oschlies (2003a).
Parameter ui u0,i Units Min(ui) Max(ui)
Assimilation efficiency of zooplankton γ1 0.75 0.3 0.93
Growth rate parameter a 0.6 day−1 0.2 1.46
Initial slop of P-I Curve α 0.025 m2 W−2 d−1 0.001 0.256
Zooplankton excretion γ2 0.03 day−1 0.01 0.955
Light attenuation by phytoplankton kc 0.03 m−1(mmol m−3)−1 0.01 0.073
Pry capture efficiency  1 (mmol m−3)−2 d−1 0.025 1.6
Maximum grazing rate g 2 d−1 0.04 2.56
Specific mortality rate µp 0.03 day−1 0.01 0.635
Zooplankton quadratic mortality µz 0.2 (mmol m−3)−1 d−1 0.01 0.955
Remineralization rate parameter of detritus µD 0.05 day−1 0.02 0.146
Sinking velocity of detritus ws 5 m day−1 1 128
Half-saturation constant for N uptake rate KN 0.5 mmol m−3 0.1 0.730
3 Application of linear quadratic optimal control to the
NPZD model
In this section we apply the LQOC method to the discretized
version of the NPZD model. The LQOC method is widely
used in engineering applications and well studied from the
mathematical side, see e.g., Anderson and Moore (1971),
Casti (1987), Lunze (1997), Sima (1996). Non-linear prob-
lems can be treated by linearization, see Clemens (1993).We
present the details of the linearization and enforcement of the
periodicity of the parameters.
3.1 Discretization scheme
We here give a brief description of the temporal and spatial
discretization of the model equations described in Eq. (1).
The vertical grid consists of 32 layers with thickness increas-
ing with depth. In Ru¨ckelt et al. (2010a) it has already been
demonstrated that, at least from the point of view of the opti-
mization results, the vertical model grid can be reduced to
this number instead of the originally employed 66. It has
been demonstrated that optimization of the model yield prac-
tically identical results w.r.t. parameter match and quality of
the optimal solution. Anyhow, the method used here can as
well be applied for the original 66 layers.
The model is discretized in time using an operator splitting
method: given a time-step size 1t (one hour in the model),
the discretized scheme reads
[I−1tLdiffk ]yk+1 = [I+1tLsinkk ]Bqk ◦Bqk ◦Bqk ◦Bqk (yk,uk),
k = 1, . . . ,M − 1. (5)
Here yk = (yNk ,yPk ,yZk ,yDk ) is the vector of all four tracers
and uk the parameter vector (which is here already assumed
to be time-varying), both at the current time step k. The total
number of time steps is M . The matrices Ldiffk , L
sink
k are 4×4
block-diagonal and represent the discretization of diffusion
(discretized by second order central differences) and sinking
(discretized by an upstream scheme), respectively, and I is
the identity matrix.
The interpretation of the scheme (Eq. 5) is the following:
In every time step k→ k+ 1, at first the non-linear coupling
terms qk = (qNk ,qPk ,qZk ,qDk ) are computed at every spatial
grid point and integrated by four explicit Euler steps with
step size 1t4 , each of which is described by the operator
Bqk (yk,uk) :=
[
I+ 1t
4
qk(yk,uk)
]
. (6)
Then, an explicit Euler step with full step-size 1t is formed
for the sinking term, represented by the matrix [I+1tLsinkk ].
This matrix does only depend on the time step k if the sinking
velocity ws is to be optimized. Finally, an implicit Euler step
is applied for the diffusion operator, discretized with second
order central differences. Due to κ = κ(z, t) the resulting ma-
trix [I−1tLdiffk ] depends on the current time step k.
The discrete system can now be formally written as
yk+1 = [I−1tLdiffk ]−1[I+1tLsinkk ]Bqk ◦Bqk ◦Bqk ◦Bqk (yk,uk),
=: f (yk,uk), k = 1, ...,M − 1, (7)
where f is a non-linear function.
3.2 Reference tracer trajectory
In order to apply the LQOC method to the discretized non-
linear system (Eq. 7), we perform a linearization around ref-
erence trajectories of state yref and control uref. The latter is
described in Sect. 3.5. The relation between model variables
and observational data described in Sect. 2.1 can be used to
define the reference trajectory yref as follows
1. yN, ref := yN, obs.
2. yP, ref := yP, obs · 1.59.
3. yZ, ref is taken as constant over the whole water col-
umn such that the integral equals the value of the
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observational data yZ, obs (which is a mean value). Here
the formula (Eq. 3) is used.
4. yD, ref := yD, obs − yZ, ref − yP, obs.
Because the data for the different tracers are not given for the
same instances of time, we only use those instances where
data for all four tracers are available. Only for those instances
reference values for all tracers can be computed by the above
transformations. To describe this procedure, we define for ev-
ery year j = 1, . . . , jmax:
– Nl,j : number of data for yl,obs, l = N, P, Z, D.
– y
l,obs
j,i : the i-th observational data, i = 1, . . . ,Nl,j .
– t lj,i : instance of time of y
l,obs
j,i , i = 1, . . . ,Nl,j , rounded
to an integer number.
– Ij : set of instances where data for all tracers are avail-
able:
Ij := {tj,i}i=1,...,Nj :=
⋂
l
{t lj,i}i=1,...,Nl,j ,
– Nj : number of elements in this intersection.
Because we have no reference value yref at the end of each
year, we use linear interpolation between the data yobsj,Nj and
yobsj+1,1 to generate such value, denoted by y
ref
j,Nj+1.
Since there are no data for every vertical layer, we addi-
tionally interpolate the data linearly in space to obtain a ref-
erence trajectory in every grid point.
3.3 Linearization
We apply the linearization on each time interval [tj,i, tj,i+1]
separately. For this purpose, we split the interval into sections
of the length 1t (here 1t = 1 h), as shown in Fig. 1.
The discrete time steps τk in this interval are
τtj,i = tj,i,
τk+1 = τk +1t, k = tj,i, . . . , tj,i+1.
They correspond to the steps used in the temporal discretiza-
tion, see Sect. 3.
Now we linearize the model around the data yrefj,i+1 and the
parameter vector urefk (described below in Sect. 3.5). For this
purpose, we introduce
Ak := ∂f
∂y
(yrefj,i+1,u
ref
k ),
Bk := ∂f
∂u
(yrefj,i+1,u
ref
k ),
bk := f (yrefj,i+1,urefk )− yrefj,i+1,
xk := yk − yrefj,i+1,
vk := uk −urefk .
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number of time steps is M . The matrices Ldiffk , L
sink
k are 4×4
block-diagonal and represent the discretization of diffusion
(discretized by second order central differences) and sinking
(discretized by an upstream scheme), respectively, and I is
the identity matrix.
The interpretation of the scheme (5) is the following: In
every time step k→ k+ 1, at first the non-linear coupling
terms qk = (q
N
k ,q
P
k ,q
Z
k ,q
D
k ) are computed at every spatial
grid point and integrated by four explicit Euler steps with
stepsize ∆t4 , each of which is described by the operator
Bqk(yk,uk) :=
[
I+
∆t
4
qk(yk,uk)
]
. (6)
Then, an explicit Euler step with full step-size ∆t is formed
for the sinking term, represented by the matrix [I+∆tLsinkk ].
This matrix does only depend on the time step k if the sink-
ing velocity ws is to be optimized. Finally, an implicit Euler
step is applied for the diffusion operator, discretized with sec-
ond order central differences. Due to κ=κ(z,t) the resulting
matrix [I−∆tLdiffk ] depends on the current time step k.
The discrete system can now be formally written as
yk+1 = [I−∆tLdiffk ]−1[I+∆tLsinkk ]Bqk ◦Bqk ◦Bqk ◦Bqk(yk,uk),
=: f(yk,uk), k= 1,...,M−1, (7)
where f is a non-linear function.
3.2 Reference Tracer Trajectory
In order to apply the LQOC method to the discretized non-
linear system (7), we perform a linearization around refer-
ence trajectories of state yref and control uref . The latter is
described in Section 3.5. The relation between model vari-
ables and observational data described in Section 2.1 can be
used to define the reference trajectory yref as follows:
1. yN,ref := yN,obs.
2. yP,ref := yP,obs ·1.59.
3. yZ,ref is taken as constant over the whole water column
such that the integral equals he valu of the observa-
tional data yZ,obs (which is a mean value). Here the
formula (3) is used.
4. yD,ref := yD,obs−yZ,ref −yP,obs.
Because the data for the different tracers are not given for the
same instances of time, we only use those instances where
data for all four tracers are available. Only for those instances
reference values for all tracers can be computed by the above
transformations. To describe this procedure, we define for
every year j= 1,...,jmax:
• Nl,j : number of data for yl,obs,l=N,P,Z,D.
• yl,obsj,i : the i-th observational data, i= 1,...,Nl,j .
• tlj,i: instance of time of yl,obsj,i , i= 1,...,Nl,j , rounded to
an integer number.
• Ij : set of instances where data for all tracers are avail-
able:
Ij := {tj,i}i=1,...,Nj :=
⋂
l
{tlj,i}i=1,...,Nl,j ,
• Nj : number of elements in this intersection.
Because we have no reference value yref at the end of each
year, we use linear interpolation between the data yobsj,Nj and
yobsj+1,1 to generate such value, denoted by y
ref
j,Nj+1
.
Since there are no data for every vertical layer, we addi-
tionally interpolate the data linearly in space to obtain a ref-
erence trajectory in every grid point.
3.3 Linearization
We apply the linearization on each time interval [tj,i,tj,i+1]
separately. For this purpose, we split the interval into sections
of the length ∆t (here ∆t = 1h), as shown in Figure 1. The
tj,i tj,i+1τk
-ﬀ
∆t
τk+1
Fig. 1. Example for an interval on which the linearization is ap-
plied.
discrete time steps τk in this interval are
τtj,i = tj,i,
τk+1 = τk+∆t, k= tj,i,...,tj,i+1.
They correspond to the steps used in the temporal discretiza-
tion, see Section 3.
Fig. 1. Example for an interval on which the linearization is applied.
Here
– xk ∈ Rm is the deviation of the model output (i.e., all
tracers over the whole water column) from the reference
trajectory,
– vk ∈ Rp is the deviation of the actual parameters from
the reference parameter trajectory.
The dimension m of xk is determined by the number of trac-
ers (in our case 4) and the numbers of grid cells in the wa-
ter column (in our case 32), which results in m= 4 · 32. The
dimension p of vk is determined by the number of model
parameters, here p = 12.
The matrices Ak ∈ Rm×m and Bk ∈ Rm×p are called sys-
tem matrix and input matrix, respectively. For this example,
they were generated by Algorithmic or Automatic Differenti-
ation (AD), see Griewank (2000). Here we used the software
TAF (Transformations of Algorithms in Fortran), see Giering
and Kaminski (1998).
Summarizing, the state equation reads
xk+1 = Akxk +Bkvk + bk, k = tj,i, tj,i + 1, . . . , tj,i+1. (8)
This is the typical form of a discrete linear system with state
variable xk and parameter (or control) vk .
3.4 Application of the LQOC theory
The theory of linear quadratic optimal control gives a for-
mula for the optimal parameter trajectory v that minimizes
the cost function
J (v)= 1
2
tj,i+1∑
k=tj,i
x>k Qkxk + v>k Rkvk (9)
under the constraint Eq. (8). Here for every k
– Qk ∈ Rm×m is a positive semi-definite diagonal weight-
ing matrix for the state vector,
– Rk ∈ Rp×p is a positive definite diagonal weighting ma-
trix for the parameter vector.
The matrices Qk and Rk are usually chosen to be diago-
nal. They reflect the relative importance of keeping tracer
variables and parameters, respectively, close to their refer-
ence trajectories. In our case, this translates to quality of
the model-to-data fit and periodicity of the parameters, see
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the next subsection. Selecting large elements of either matrix
will emphasize the corresponding effect.
At end of the optimization on all intervals [tj,i, tj,i+1],j =
1, . . . , jmax, i = 1, . . . ,Nj , we obtain the optimal state vari-
able and the optimal periodic parameters (y∗k,u∗k), for k =
1, . . . ,M − 1. The realization of the LQOC method is pre-
sented in algorithm 1.
3.5 Choice of the reference parameter trajectory
A main objective of this work is to enforce periodicity of
the parameters. To obtain annually periodic parameters, we
denote the length of a time period – which in our case is
one year – measured in time steps by T = t1,N1+1. We now
choose the reference trajectory for the parameter to be
urefk :=
{
u0, k ≤ T
uk−T , k > T .
(10)
Here u0 ∈ Rp is an initial guess, in our case we took the
values from Oschlies and Garc¸on (1999), compare Table 1.
These values are used in the first year (k ≤ T ) only. As a re-
sult, in the first year the choice of the cost function (Eq. 9)
will force periodicity to the constant reference parameters.
This effect can be reduced by choosing appropriate small val-
ues in the matrices Rk in the first year. In the following years,
the difference of the current parameter uk to its counterpart
from the year before is minimized. This enforces periodicity.
Thus the crucial point in adjusting the matrices Rk through-
out an optimization run is to allow both:
– for sufficiently large deviation from the constant refer-
ence parameters in the first year, to enable their tempo-
ral variation,
– and for smaller deviation and thus more or less strict
periodicity in the following years.
3.6 Particular choice of Qk,Rk
In our example, the weighting matrices Qk are taken as con-
stant for all k, namely
Qk = Q = diag( 1
σ 2l
)l=N, P, Z, D, PP, k = 1, . . . ,M,
where σl are the standard deviations taken from the original
cost function (Eq. 4). The matrices Rk are taken as
Rk = diag(rkn)n=1,...,p, rkn > 0.
These values are chosen differently in the first year (on
one hand) and in all subsequent years (on the other hand). In
all years except the first one (i.e., k ≥ T ), the Rk are used to
enforce periodicity of the parameters. The bigger the rkn for
these years are, the better periodicity of the parameters is ex-
pected. Following this idea, the optimal choice for the Rk in
the first year would be just zero matrices. But, by this choice,
the requirements for the LQOC method and algorithm 1 –
where the Rk have to be positive definite – are not satisfied.
As a consequence, it is desirable to chose the rkn for the first
year as small as possible.
On the other hand, the choice of the rkn in the first year
can be used to keep the parameters in the admissible bounds:
Since they can be forced to keep in the vicinity of the initial
guess in the first year and to stay close due to the periodicity
enforcement in the following years, by a careful setting of the
rkn in the first year both aims (periodicity and boundedness)
can be balanced. This effect is not guaranteed by the LQOC
method, but turned out to be realizable in our case, see the
next section.
Summarizing, for our computations we chose for n=
1, . . . ,p, the values
rkn =
{ 1
|(u0,n)|2 , k ≤ T
1
|(uk−T ,n)|2 , k ≥ T + 1,
(11)
where u0 is as listed in Table 1.
4 Optimization results
In this section we present the results of the parameter opti-
mization runs performed with the LQOC method. We show
both the obtained fit of the linearized model output (with op-
timal parameters) to the data and the annual periodicity of
the obtained parameters. Note that we only compare values
of the original cost function F , the function J actually mini-
mized in the LQOC setting is just a tool of the method.
4.1 Fit of linear model output to observational data
This section shows a comparison between the optimized
model output, obtained by the LQOC method with peri-
odic parameters, and the observational data. As a reference
we also compare the results to those obtained by a direct
optimization of the original non-linear model using con-
stant parameters with a Sequential Quadratic Programming
(SQP) method that takes into account parameter bounds. This
method was used in Ru¨ckelt et al. (2010b).
Figure 2 shows the model results, obtained by the LQOC
method with periodic parameters, for aggregated model out-
put y¯ and the observational data yobs for the years 1994 to
1998 for the uppermost layer at depths z≈ 5 m. Shown are
results for a part of the whole time interval at some distinct
depth layers only. The total number of depth layers consid-
ered in the optimization process is 32 and the total number
of time steps is 43 800. In contrast to the results obtained
for constant model parameters with the original non-linear
model, the LQOC method with periodic parameters gives a
nearly perfect fit of the data. Even substantial concentration
changes that occur between some neighboring observational
data points (e.g., for yN, mod, in 1994, 1995 or 1997) can
be captured by the optimized trajectory. We performed the
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Algorithm 1. Algorithm of the LQOC method.
for j = 1, . . . , jmax do
for i = 1, . . . ,Nj do
(a) Given the equation system as
xk+1 = Akxk +Bkvk + bk, k = tj,i , tj,i + 1, . . . , tj,i+1,
and the cost function as
J (v)= 12
tj,i+1∑
k=tj,i
x>
k
Qkxk + v>k Rkvk .
1. Solve the first matrix difference Riccati equation
Pk = Qk +A>k Pk+1Ak −A>k Pk+1Bk(Rk +B>k Pk+1Bk)−1AkB>k Ak, k = tj,i+1 − 1, . . . , tj,i
with final condition Ptj,i+1 = Qtj,i+1 .
2. Solve the second matrix difference Riccati equation
hk = A>k (Pk+1bk +hk+1)A>k Pk+1Bk(Rk;+B>k Pk+1Bk)−1B>k (Pk+1bk +hk+1), k = tj,i+1 − 1, . . . , tj,i
with final condition htj,i+1 = 0.
3. Solve the two auxiliary matrix difference equations
Kk =−(Rk +B>k Pk+1Bk)−1B>k Pk+1Ak, k = tj,i , . . . , tj,i+1 − 1.
Sk =−(Rk +B>k Pk+1Bk)−1B>k (Pk+1bk +hk+1), k = tj,i , . . . , tj,i+1 − 1.
4. Compute the optimal state y∗
k
from
y∗
k+1 := x∗k+1 + yrefj,i+1
= yref
j,i+1 + (Ak +BkKk)(y∗k − yrefj,i+1)+BkSk, k = tj,i , . . . , tj,i+1 − 1.
5. Obtain the optimal parameters vector u∗
k
from
u∗
k
:= vk +urefk
= uref
k
+Kk(y∗k − yrefj,i+1)+Sk, k = tj,i , . . . , tj,i+1 − 1.
end
end
optimization for the years 1994 to 1998, in contrast to the
years 1991 to 1996 that were used in Ru¨ckelt et al. (2010b),
since no zooplankton data are available at BATS for the years
1991 to 1993. This would be disadvantageous for the lin-
earization procedure in the LQOC method.
In Ru¨ckelt et al. (2010b), a minimum value of the cost
function (Eq. 4) of F ≈ 70 was obtained for optimized con-
stant parameters for the time 1991 to 1996. For the time 1994
to 1998, the value obtained by the SQP method and constant
parameters is very similar. Also the quality of the fit – de-
picted in Fig. 2 – is comparable. The better fit obtained by
the LQOC method also results in a significantly lower value
(F ≈ 1.35) of the original cost function (Eq. 4). Figure 3
shows the mismatch between model output and the reference
data – which are interpolated values of the sparse observa-
tional data – for all points in time and space.
Figure 3 also shows – except for dissolved inorganic ni-
trogen y¯N – a better fit at the surface than in deeper layer.
The possible reason for this is the lack of observational data
on the lower layers, which requires interpolation over rela-
tively large space intervals. Thus, the interpolation error there
is bigger than in upper layers where the database is denser.
This, naturally, affects the quality of the reference trajectory,
and thus also of the linearized model and the obtained opti-
mal parameters.
Figure 4 shows the LQOC results with periodic parameters
and the observational data yobs for the years 1994 to 1998
for the lower layer at depths z≈ 184.32 m. Here the LQOC
method with the periodic parameters provides a nearly per-
fect fit, in contrast to the one obtained with constant parame-
ters.
4.2 Sensitivity with respect to the weighting matrices Rk
To examine the effect of the weighting matrices Rk in the
first year, on the behavior of the parameters and the cost
function F , we have additionally performed sensitivity ex-
periments with different entries rki of the weighting matri-
ces Rk for k ≤ T . We present two additional experiments for
n= 1, . . . ,p with
rkn =
{ 1
|min(un)|2 , k ≤ T
1
|max(un)|2 , k ≥ T .
The values of min(un) and max(un) are listed in Table 1. The
corresponding values of the rkn for these two choices and the
rkn from Eq. (11) (here called reference simulation) are shown
www.biogeosciences.net/10/1/2013/ Biogeosciences, 10, 1–14, 2013
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Fig. 2. Observational data yl,obs,l=N,P,Z,D and aggregated model trajectories y¯l,l=N,P,Z,D , optimized with periodic parameters
obtained by the LQOC method and with a Sequential Quadratic Programming (SQP)method. Values are shown for the upper layer at depth
z≈ 5m and years 1994-1998.
Fig. 2. Observational data yl,obs, l = N, P, Z, D, and aggregated model trajectories y¯l, l = N, P, Z, D, optimized with periodic parameters
obtained by the LQOC method and with a sequential quadratic programming (SQP)method. Values are shown for the upper layer at depth
z≈ 5 m and years 1994–1998.
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Fig. 3. Model-to-data misfit for four tracers with respect to space and time obtained by the LQOC method.
Fig. 3. Model-to-data misfit for four tracers with respect to space and time obtained by the LQOC method.
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Fig. 4. Observational data yl,obs,l=N,P,Z,D and aggregated model trajectories y¯l,l=N,P,Z,D , optimized with periodic parameters
obtained by the LQOC method. Values are shown for the lower layer at depths z≈ 184.32m.
Fig. 4. Observational data yl,obs, l = N, P, Z, D, and aggregated model trajectories y¯l, l = N, P, Z, D, optimized with periodic parameters
obtained by the LQOC method. Values are shown for the lower layer at depths z≈ 184.32 m.
in Table 2. The trajectories of the tracers y, the parameters u,
and the value of the cost function F , depend heavily on the
choice of the corresponding entries rkn in the matrix Rk . Fig-
ure 5 shows the trajectories for three tracers and different rkn .
All experiments show only minor differences from the refer-
ence simulation with the rkn from Eq. (11). The results show
that a decrease in the entry rkn can lead to a small decrease
in the cost function. The sensitivities of the parameters with
respect to the choice of rkn can be seen in Fig. 6. It is obvious
that for smaller values of rkn the variability of the parameters
is getting larger.
4.3 Periodicity of the parameters
In this section we show that the above model-to-data fit can
be achieved with parameters that are almost annually pe-
riodic. Enforcement of periodicity was achieved by an ap-
propriate adjustment of the matrices Rk in the cost function
(Eq. 9) used in the LQOC framework, see Sect. 3. It was
also possible to keep the parameters in their desired bounds
(see Table 1), although the LQOC method does not to impose
these bounds explicitly.
Figures 6 illustrates the temporal behavior of the param-
eters that were optimized with the LQOC method. Depicted
are only the ten that show a temporal variation. Two param-
eters remain constant in time. These figures show different
trajectories for each parameter for two years with the differ-
ent choices of the rkn , compare Table 2. As mentioned above,
Table 2. Values of rn
i
for the reference simulation (second column)
and the two additional sensitivity experiments.
i rn
i
= 1|(u0,i )|2 r
n
i
= 1|min(ui )|2 r
n
i
= 1|max(ui )|2
1 1.77 11 1.15
2 2.77 25 0.469
3 1600 104 15.25
4 1111 104 1.09
5 1111 104 187
6 1 1600 0.39
7 0.25 625 0.152
8 1111 104 42.48
9 25 104 1.09
10 400 2500 46
11 0.04 1 6.101−5
12 4 100 1.876
cost F 1.35 1.9 0.95
see Eq. (4)
it is obvious that for a smaller rkn , the amplitude of the param-
eters increases, but it always remains almost periodic. Since
the periodicity of the parameters is nearly perfect, then it is
enough to plot for 2 yr.
The parameters controlling growth of phytoplankton,
namely the maximum growth rate a and the initial slope of
the P-I curve α, show in Fig. 6 both maximum values in
early summer and in winter, with a clear minimum value
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Fig. 5. Model output trajectories with different rkn, the reference simulation (dashed), with larger rkn (solid) and with smaller rkn (dotted) for
the upper layer at depth z≈ 5m and years 1994-1998.
Fig. 5. Model output trajectories with different rkn , the reference
simulation (dashed), with larger rkn (solid) and with smaller rkn (dot-
ted) for the upper layer at depth z≈ 5 m and years 1994–1998.
in spring during the peak of the annual chlorophyll signal.
This is consistent with earlier assimilation studies that, for
assumed constant parameters, tended to overestimate plank-
ton production at BATS during the bloom end of winter and,
at the same time, tended to underestimate production in olig-
otrophic summer conditions and in early winter, see Schar-
tau et al. (2001). Such a trend to relatively high values of
α has also been found in earlier studies that optimized pa-
rameter values by data assimilation, see Fasham and Evans
(1995), Schartau et al. (2001). Earlier studies assuming time-
independent parameter values have attributed relatively high
values of α to the absence of a dial cycle in the turbulent mix-
ing, which might allow for substantial phytoplankton growth
even in winter during reduced daytime mixing, see Schar-
tau and Oschlies (2003a). This is consistent with the find-
ings of the current study, that also suggest high values of
α during the period of deep mixing in winter. In addition,
our optimized model predicts even higher values of the ini-
tial slope parameters α for late spring and early summer,
where the mixed layer is usually shallow and growth is lim-
ited by nutrients rather than light in the surface mixed layer.
A large value of α can, however, help to establish a sub-
surface chlorophyll maximum in better agreement with the
observations. This was also noted by Schartau and Oschlies
(2003b). Our results reported here indicate that high values
of α may, at BATS, be more important for the establishment
of the deep chlorophyll in late spring than for the mainte-
nance of phytoplankton production during periods of deep
mixing in winter. Maintenance of high primary production
during summer has been difficult to achieve by earlier mod-
els run at BATS (Schartau et al., 2001). As nutrient supply to
the surface waters is low during the stratified season, mod-
els with fixed carbon-to-nutrient stoichiometry and constant
model parameters do not seem to be able to reach observed
levels of primary production in the surface layer, see Schar-
tau and Oschlies (2003b). In the current study, the carbon-
to-nutrient factor used to convert simulated (nitrogen-based)
primary production to observed (carbon-based) primary pro-
duction is constant as well. However, the seasonally varying
parameters can contribute to maintain high levels of primary
production during summer in the absence of substantial in-
puts of new nutrients. This is realized by enhanced recycling
of biomass, evident by high maximum grazing rates, high
assimilation efficiencies, high prey capture efficiencies and
high zooplankton excretion in late spring and early summer.
Similarly, remineralization of detritus is highest in late spring
as well. These high rates all contribute to fast recycling of
nutrients in the surface ocean, which helps to maintain ob-
served high rates of primary production and thereby reduces
the model–data misfit function. The relative deviations of the
calculated parameters are shown in Fig. 7.
4.4 Validation of the non-linear model with periodic
parameters
In this section, the periodic parameters obtained by the
LQOC method are used in a validation experiment using the
original non-linear NPZD model. We run the original non-
linear model using these parameters without further opti-
mization for the years 1994 to 1998 and analyze the corre-
sponding model–data misfit.
Figure 8 shows a comparison of the model output using
optimal periodic parameters and optimal constant parameters
(obtained by the SQP method), as well as the observational
data in the uppermost layer. The use of periodic parameters in
comparison to constant parameters results in a significantly
better model–data fit. The results for yP and yD are almost
perfect, whereas for the other two tracers they are slightly
worse. The results look similar for all layers.
In order to allow for a quantitative comparison between
our results and those obtained with constant parameters by
Ru¨ckelt et al. (2010b), we give the corresponding values of
the original cost function (Eq. 4) in Table 3. The better fit
with periodic parameters also results in a significantly re-
duced value F ≈ 15.05 of the cost function (Eq. 4). We are
not able to obtain the same value of the cost function as with
the linearized model, see Sect. 4.1, which is reasonable since
there we have used the observational data for the reference
trajectory.
The quality of the obtained periodic parameters depends
on the length of the time intervals [tj,i, tj,i+1] on which the
linearization (with a constant reference value for the model
output) is applied. If no data are available as reference yrefk ,
these intervals have to be enlarged, which presumably will
reduce the quality of the optimized parameters. This in turn
will influence the quality of the validation.
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bounds listed in table 1, uopt is the optimal parameter obtained by Ru¨ckelt et al. (2010). We point out that min(u) and max(u) are not shown
in all plots. Because the values are very low or high.
Fig. 6. Periodicity of optimal parameters (uk,n)n=1,...,10 obtained by the LQOC method, min(u),max(u) are, respectively, the upper and
lower bounds listed in Table 1, uopt is the optimal parameter obtained by Ru¨ckelt et al. (2010b). We point out that min(u) and max(u) are
not shown in all plots. Because the values are very low or high.
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Table 3. Values of the cost function for each year: for the optimization (with constant and periodic parameters), the validation presented in
Sect. 4.4, and the prediction presented in Sect. 4.5.
Experiment Model Parameters 1994 1995 1996 1997 1998 Total cost F
Optimization (SQP) non-linear constant 71.91 68.50 64.14 65.39 80.06 70
Optimization (LQOC) linear periodic 2.09 1.18 1.94 0.53 0.98 1.35
Validation non-linear periodic 9.77 9.82 15.37 24.66 15.62 15.05
Prediction non-linear periodic – – 16.7 20.8 30.15 22.55
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Fig. 8. Observational BATS data yl,obs,l=N,P,Z,D and aggregated model trajectories y¯l,l=N,P,Z,D, obtained by using the optimal
periodic parameters in the non-linear model, and the optimal trajectories for the constant parameters with a Sequential Quadratic Programming
(SQP) method at depth z≈ 5m for the years 1994 -1998.
Fig. 8. Observational BATS data yl,obs, l = N, P, Z, D, and aggregated model trajectories y¯l, l = N, P, Z, D, obtained by using the optimal
periodic parameters in the non-linear m del, and the optimal trajectories for the constant parameters with a sequential quadratic programming
(SQP) method at depth z≈ 5 m for the years 1994–1998.
4.5 Prediction experiment
In this section we present a prediction experiment with the
optimal periodic parameters in the original non-linear NPZD
model. We now use only a part (two years, 1994 and 1995)
of the time interval to determine optimal periodic parameters
using the LQOC method. Then we use these parameters on
the remaining part (three years, 1996 to 1998) of the time in-
terval. In these three years, the periodic parameters obtained
during the first two years are applied without further opti-
mization.
Figure 9 shows a comparison between the predicted model
output and the observational data for the years 1996 to 1998
in the uppermost layer. The fit is quite good. The qualitative
behavior of the tracers at different times and spatial layers is
similar. Table 3 shows the resulting values of the cost func-
tion.
The fit of the predicted output is slightly worse than for the
output in the validation experiment described in Sect. 4.4, but
still much better than the results obtained with the optimized
constant parameters.
5 Conclusions
In this paper, we use the method of linear quadratic optimal
control (LQOC) to determine optimal periodic parameters
in a one-dimensional marine ecosystem model. We demon-
strate that the LQOC method can be applied on the consid-
ered parameter optimization problem for a non-linear NPZD
type model using a linearization technique around reference
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Fig. 9. Observational BATS data yl,obs,l=N,P,Z,D and aggregated model trajectories y¯l,l=N,P,Z,D, obtained by using the optimal
periodic parameters in the non-linear model as a prediction at depth z≈ 5m for the years 1996 -1998.
Fig. 9. Observational BATS data yl,obs, l = N, P, Z, D, and aggregated model trajectories y¯l, l = N, P, Z, D, obtained by using the optimal
periodic parameters in the non-linear model as a prediction at depth z≈ 5 m for the years 1996–1998.
trajectories of model variables (biogeochemical tracers) and
parameters, where the system matrices were obtained by au-
tomatic differentiation.
We show how a reference tracer trajectory can be built
from sparse data, and how an appropriate choice of reference
parameter trajectory can be used to obtain annual periodic
parameters that additionally stay in prescribed bounds.
The linearized model obtained in this way gives a very
good model–data fit with almost perfect annually periodic
parameters. Even with the available small number of obser-
vational data typical to oceanographic time series sites, the
quality of the fit is very high. Specifically, it is much better
than the one previously obtained by optimization of the non-
linear model with fixed model parameters.
The obtained periodic parameters are used in the original
non-linear model. Using them, the model is able to repro-
duce and predict the real data much better than the non-linear
model with optimized constant parameters.
The method allows to further analyze temporal deviations
of individual parameters about the annual mean. This may
help in making inferences about processes that the model
cannot describe well when constant parameters are used.
This latter analysis should contribute to a better understand-
ing of model deficiencies and, eventually, help to improve
marine ecosystem models.
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Abstract
The Purpose of this paper is to provide a comprehensive presentation and interpretation of
the Extended Kalman Filter (EKF) and its numerical implementation. The extended Kalman
filter is an approximate filter for non-linear systems, based on first-order linearization. Its
use for the state estimation problem for linear systems. The EKF is essentially a predictor-
corrector algorithm that is optimal in the sense of minimizing the trace of the covariance
matrix of the errors. We examine the extended Kalman filter in data assimilation for a one-
dimensional ecosystem model of NPZD (N for dissolved inorganic nitrogen, P for phyto-
plankton, Z for zooplankton and D for detritus) type. The ecosystem model has been de-
veloped by Oschlies and Garcon. It simulates the distribution of nitrogen, phytoplankton,
zooplankton and detritus in a water column and is driven by ocean circulation data.
The main goal here is to compare the estimated state that obtained by an EKF with time-
dependent parameters to the one obtained with constant parameters. For each case, three
statistical metrics are computed and analyzed. We show that the EKF provide a significantly
better results with time-dependent parameters compared to the one with constant parameters.
Keywords: Biogeochemical Models, NPZD Model, Parameter Optimization, Linear
Quadratic Optimal Control, Periodic Parameters.
1. Introduction
An estimation or prediction on the state of a system is a critical problem in many areas,
particularly in the fields of meteorology, oceanography and telecommunication. In meteorol-
ogy and oceanography, one has different kinds of measurements: Radio-surveys, meteorolog-
ical station, oceanic buoys, etc. These measurements are generally incomplete, intermittent
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and not identically distributed, whereas for most applications, it is useful to have data on
regular grids in space and time. These data can be used to initialize the forecasting models.
Data assimilation technique have been used in several studies, on one hand, for estimating
poorly known parameters in marine ecosystem models by essentially trying to minimize the
misfit between model simulations and observed data [6, 7, 11, 18, 23, 29, 32]. On the other
hand, data assimilation can be further used for the model’s state estimation [2, 4, 5, 17, 29].
Thus, one consider the problem of estimating the model state over some time period by
simultaneously extracting a maximum amount of information out of a dynamical model and a
set of measurements. Data assimilation systems of coupled physical-biogeochemical models
provide a new perspective regarding the forecasting of ecosystems.
The Kalman filter is a statistical data assimilation scheme which provides the best es-
timate, in the sense last-squares of a linear system using only observations available up to
the analysis time. It is a set of of mathematical equations that combine information from a
model output and measurements to produce a better estimation of the dynamical system. Es-
sentially, it implements a predictor-corrector type estimator that is optimal in the sense, that
it minimizes the estimated error covariance under some hypotheses. The state and the co-
variance matrix of forecast errors are predicted (using the model) and, if measurement data
is available, a correction step is performed (see [35]). The extended Kalman Filter (EKF)
used in this paper, implements a Kalman filter for a system dynamics that results from the
linearization of the original non-linear model around previous state estimates.
In this paper a four-component one-dimensional ecosystem model, namely an NPZD
model (N for dissolved inorganic nitrogen, P for phytoplankton, Z for zooplankton and D for
detritus), introduced in [21], is used in data assimilation experiments. The main objective
of this paper is to compare state estimation using constant parameters with state estimation
using time-dependent parameters. In order to achieve this, two groups of data assimilation
experiments are carried out. Firstly, the importance of noise in the data and in the model
on the state assimilation is examined. Secondly, to verify our approach and assess its data-
fit quality, statistical model/data comparison is introduced. The structure of the paper is as
follows: In Section 2, we briefly describe both, the general structure of the marine ecosystem
model and the ”synthetic” measurement data that we consider for the data assimilation. The
equations of the Kalman filter method used for the state assimilation are described in Section
2
3, highlighting the extensions of the classical filter. In Section 4, the different assimilation
experiments and the Kalman filter strategy are described. The importance of noise in the
assimilation data is documented. In Section 5, formal quantitative metrics of model skill that
measure agreement between the estimated output and the used measurement are proposed.
Finally, we discuss our results and summarize our main findings.
2. Materials and Methods
2.1. The Model
The model under consideration is a coupled system of four tracers, namely dissolved
inorganic nitrogen (N), phytoplankton (P), zooplankton (Z) and detritus (D), thus also called
NPZD model, in the following summarized in the state vector x = (xi)i=N,P,Z,D and described
by the following coupled PDE system
∂xi
∂t
= −ωi ∂x
i
∂z
+
∂
∂z
(
κρ
∂xi
∂z
)
+ S i(x,u), (1)
i = N, P,Z,D.
with xi ∈ (−H, 0) × (0,T ) and additional appropriate initial values. Here xi(t, z) denotes
the concentration of tracer i at time t and the vertical spatial location z, H the depth of
the water column and T the time horizon. The terms S i are the biogeochemical coupling
(or source-minus-sink) terms for the four tracers and u = (u1, u2, . . . , un) is the vector of
unknown physical and biological parameters - with n = 12 in this model- and that are subject
to optimization. We briefly present the coupling terms [more details can be found in [21]]:
SN(x,u) = −min
(
µ(xP), u2cθ x
N
u11+xN
)
xP + u10xD + u4xZ ,
SP(x,u) = min
(
µ(xP), u2cθ x
N
u11+xN
)
xP − u6u7xP2
u7+u6xP
2 xZ − u8xP,
SZ(x,u) = u1 u6u7x
P2
u7+u6xP
2 xZ − u4xZ − u9xZ2,
SD(x,u) = (1 − u1) u6u7xP
2
u7+u6xP
2 xZ + u9xZ
2
+ u8xP − u9xD.
(2)
The function µ describes the dependency of photosynthesis on the amount of light at depth z.
It depends on the value of phytoplankton xP by a non-local (integral) relation over the water
column. Here two additional parameters u3 and u5 are involved. The circulation data (taken
from an ocean model) are the turbulent mixing coefficient κρ = κρ(t, z) and the temperature
3
θ = θ(t, z), which is used in the non-linear term cθ where c = 1.066 is kept constant. Table
1 lists the model parameters with their original symbols as in [21] and the optimal constant
parameter values obtained by using the SQP method in [25].
Table 1: Optimal constant parameters u∗i of the NPZD model obtained by using the SQP method in [25]. We give
their original symbols ui as in[21] and units.
parameter ui u∗i units
Assimilation efficiency of zooplankton β 1.0 1
Phytoplankton growth rate parameter µm 0.946 day−1
Slope of photosynthesis vs light intensity α 0.105 m2 W−2 d−1
Zooplankton loss rate φZm 0.051 day
−1
Light attenuation by phytoplankton k 0.073 m2(mmol N)−1
Grazing encounter rate  4 m6(mmol N)−2 d−1
Maximum grazing rate g 4 d−1
Phytoplankton linear mortality φPm 0.004 day
−1
Zooplankton quadratic mortality φ∗Z 0.04 m
3(mmol N)−1 d−1
Detritus remineralization rate µm 0.15 day−1
Half saturation for NO3 uptake KN 0.1 mmol N m−3
Sinking velocity of detritus ws 105 m day−1
2.2. Synthetic Data
To reduce the number of uncertainties when dealing with real measurement data, it is
essential to initially prove feasibility of the proposed estimation approach by considering a
”Twin-experiment” mode in a first step.
A twin experiment is just a notation for data assimilation experiments where the data are
simulated using the model rather than using real data. The only reason for using simulated
data is to examine the properties of the assimilation methodology. The motivation is that
unless the method works fine in the twin experiment, there is no point using it with real data.
The model output is considered as a reference providing synthetic data that can be used to
access the performance of the Kalman filter implemented in the model. The synthetic data
4
(or observations) yd are substituted by model results, that were produced with a reference
parameter set. We assume that the entire state vector yd is given for all time steps during an
annual cycle.
3. The Kalman Filter
The Kalman filter was introduced By Rudolf Emil Kalman, see [13]. The Kalman filter
is a recursive procedure. In each calculation step it delivers an estimate of the current state of
the system based on an erroneous measurement of the system state and the previous state. The
current state of the process to be estimated is indicated by a state vector xk+1. The previous
state is indicated by xk. A matrix Ak that converts the previous state to the current state is
needed. Furthermore, the system can be influenced from the outside. This effect is referred
with the variable control input uk and the matrix Bk. Table 2 lists all the symbols used in the
Kalman filter description. Formally, Consider a linear stochastic difference equation, which
Table 2: List of symbols used in the Kalman filter description.
Variables Description
xk n × 1 - System state vector at time k
x fk n × 1- A priori estimate state at time k
xak n × 1 - A posteriori estimate state at time k
uk m × 1 - Input/control vector
qk n × 1 - Process noise vector
yk p × 1 - Measurement vector
k p × 1 - Measurement noise vector
Ak n × n - State transition matrix
Bk n × m - Input/control matrix
Hk p × n - Measurement matrix
Qk n × n - Model noise covariance matrix
Rk p × p - Measurement noise covariance matrix
5
is written in a state space form (see e.g. [1, 9, 33, 35, 36]),
xk+1 = Akxk + Bkuk−1 + qk, k = 1, . . . ,M − 1, (3a)
x1 is the given initial state (3b)
with a measurement yk ∈ Rm, given as
yk = Hkxk + k, k = 1, . . . ,M − 1. (4)
The random variables qk and k represent the process and the measurement noise, respec-
tively. They are assumed to be independent, normally distributed with zero mean, and with
covariance as specified in covariance matrices Qk for the stochastic model term qk and Rk for
the observation noise term k, respectively.
The Kalman filter algorithm has two main steps: the forecast step (prediction) using the
model difference equations which are responsible for projecting forward (in time) the current
state and error covariance estimates to obtain the a priori estimates for the next time step,
and the data assimilation step (correction) using the measurement update equations which
are responsible for incorporating a new measurement into the a priori estimate to obtain an
improved a posteriori estimate. Hence the Kalman filter has a ”predictor-corrector” structure.
Model Forecast Step (Prediction)
The prediction is the first step of the Kalman filter. The predicted state or better the a
priori state is calculated by neglecting the dynamic noise (process noise) and solving the
difference equation
x fk+1 = Akx
a
k + Bkuk, (5a)
xa1 = E[xa], (5b)
where x1 is the given initial state and E[.] means the expected value. The forecast error
covariance is given by
P fk+1 = AkP
a
kA
>
k + Qk, (6a)
Pa1 is the given initial error covariance. (6b)
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Data Assimilation Step
The model and data are blended to obtain an improved estimate. We begin with the goal
of finding an equation that computes an a posteriori state estimate xak as a linear combination
of an a priori estimate x fk and a weighted difference between an actual measurement yk and a
measurement prediction Hkx fk :
xak+1 = x
f
k+1 + Gk+1
(
yk+1 −Hk+1x fk+1
)
. (7)
In equation (7) , Gk+1 is a n × m matrix called the Kalman Gain and the difference yk+1 −
Hk+1x fk+1 is called the measurement innovation, or the residual. This residual reflects the
discrepancy between the predicted measurement Hk+1x fk+1 and the actual measurement yk+1.
The Kalman gain matrix Gk+1 is calculated such that the a posteriori error covariance is
minimized (Kalman 1960). It is given by
Gk+1 = P fk+1Hk+1
(
Hk+1P fk+1C
>
k+1 + Rk+1
)−1
, (8)
And the a posteriori error covariance Pak+1 is calculated as follows:
Pak+1 = (In −Gk+1Hk+1)P fk+1, (9)
where In denotes the identity matrix.
3.1. the Extended Kalman Filter
The Extended kalman Filter (EKF) deals with the non-linear process model and non-
linear measurement model.
the non-linear process model is described as
xk+1 = f (xk,uk) + qk, k = 1, . . . ,M − 1, (10a)
x1 is the given initial state (10b)
and the measurement model is given by
yk = h(xk) + k, k = 1, . . .M − 1. (11)
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Model Forecast Step (Prediction)
Using process model:
x fk+1 = f (x
a
k ,uk), (12a)
P fk+1 = Ak+1P
a
k+1A
>
k+1 + Qk, (12b)
where Ak+1 = Dx f (x fk+1,uk+1),Dx f is the Jacobian of function f with respect to x evaluated
at x fk+1
Data Assimilation Step
Using the measurement:
xak+1 = x
f
k+1 + Gk+1
(
yk+1 − h(x fk+1)
)
, (13a)
Gk+1 = P fk+1Hk+1
(
Hk+1P fk+1C
>
k+1 + Rk+1
)−1
, (13b)
Pak+1 = (In −Gk+1Hk+1)P fk+1, (13c)
where Hk+1 = Dh(xak+1),Dh is the Jacobian of function h with respect to x evaluated at xak+1
4. Assimilation Experiments
4.1. Kalman Filter Protocol
In an attempt to explore the assimilation performance of the ecosystem model, the process
and measurement noise covariance matrices Qk and Rk, respectively, and the initial error
covariance matrix Pa1 are necessary. We initialize P
a
1 by assigning very small initial variances
on the diagonal, see Table 3.
The measurement noise covariance matrix Rk specified in equation (8) and the process
noise covariance matrix Qk specified in equation (6a) are assumed to be homogenous and
uncorrelated in space, and parameterized accordingly as diagonal matrix of the form σ2dIn
and σ2aIn where σ2d and σ
2
a are the Measurement error variance and process error variance
(the standard deviation), respectively (see Table 3). The two matrices assumed to be constant
and are defined as follows
Rk = R = diag(σ2d)d=N,P,Z,D Qk = Q = diag(σ
2
a)a=N,P,Z,D (14)
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Table 3: The variances used in the assimilation experiments.
Description N P Z D
Model error variance
(mmol N m−3)2 1.12 · 10−3 2.18 · 10−3 6.69 · 10−4 1.76 · 10−3
Measurement error variance
(mmol N m−3)2 5.42 · 10−2 2.85 · 10−4 4.5 · 10−5 4.48 · 10−4
Initial error covariance
(mmol N m−3)2 1 · 10−2 1 · 10−4 1 · 10−4 1 · 10−4
A main objective of the this work is to investigate the effect of the parameters which have
been used in the EKF approach, on the model-data misfit. To satisfy this purpose, two types
of assimilation experiments are conducted:
• EKF method with periodic parameters,
• EKF method with constant parameters.
The periodic parameters used here are obtained by using the linear quadratic optimal control
method. This method was used in [3]. On the other side, the constant parameters used here
were obtained by using a sequential quadratic programming (SQP) method. This method
was used in [25].
4.2. Discussion of the Covariance Matrices
In this section we examine some special cases of the process noise covariance matrix Q
and the measurement noise covariance matrix R. From Equation 8, Gk is decreases with
R and increases with Q. Thus the convergence properties are dependent on the relative
magnitudes of the process and measurement noise. Moreover, the estimated output Hkxak
tend to follow the measurement value quite closely. Indeed sinceGk+1 is a weighting function
acting on the measurement it is clear that this effect is more prominent when Gk is high.
Furthermore, we discuss the two cases σa > σd and σa < σd.
• σa > σd: If the intensity of the measurement noise is smaller than the intensity of the
process noise, then the estimator interprets a large deviation from the model output yk
9
to the estimated output Hkxa as an indication that the estimate state is bad and needs
to be corrected. Since R−1 has large entries we obtain large Kalman gain matrices Gk.
Thus, the difference between the model output and the estimated output is forced to
get small since this is not caused by measurement errors.
• σa < σd : If the measurement noise is larger than the process noise, then the entries
in R are large too and the optimal estimator is much more conservative in reacting
to deviations of the estimated output Hkxa to the measured output yk. This leads to
smaller Kalman gain matrices Gk. With a small Kalman gain matrix Gk the difference
between the model output and the estimated output will not be penalized as hard as it
is done for a large Kalman gain matrix Gk, since these deviations are mostly caused by
larger measurement errors.
To confirm the above discussion, we perform two experiments which assess the effect that
changes in the values of the noise sources have on the overall performance of a extended
Kalman filter approach. Two types of assimilation experiments are conducted:
• assuming that the elements of the measurement error matrix have very small values
compared to the model error,
• perturbing the assimilated measurements in order to take into account the presence of
noise in the data.
4.3. Implementation
4.3.1. Discretization scheme of NPZD Model
The continuous model (1) is discretized and solved using an operator splitting method,
which is explain in this section. Let a time τ > 0 be given. Then, at first the non-linear
coupling operators Sk = (S Nk , S
P
k , S
Z
k , S
D
k ) [cf,. (2)] are computed at every spatial grid point
and integrated by four explicit Euler steps with step size ∆t4 , each of which is described by
the operator
Tk(xk,uk) :=
[
xk +
∆t
4
S k(xk,uk)
]
. (15)
Then, an explicit Euler step with full step-size ∆t is formed for the sinking term which is
spatially discretized by upstream scheme. This step is summarized in a matrix, denoted
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by Lsink which only depends on the time step k if the sinking velocity ws is time-dependent.
Finally, an implicit Euler step for the diffusion operator, discretized with second order central
differences is applied. Due to κρ = κρ(z, t) the resulting matrix denoted by Ldiffk depends on k.
Thus, the operator splitting method can be summarized by the following operator equation:
xk+1 = (Ldiffk )
−1LsinkTk ◦ Tk ◦ Tk ◦ Tk(xk,uk),
k = 1, . . . ,M − 1. (16)
5. Statistical Metrics of Model/Data
We calculate three statistical metrics that are used to quantify model-data misfit: model
bias (bias), root mean squared error (RMSE) and model efficiency (ME).
The model bias measures the mean deviation between model-output ya (results, esti-
mated) and the measurements yd:
bk =
1
n
n∑
j=1
(
yaj,k − ydj,k
)
, (17)
where M represents the number of model/data pairs and j and k are the spatial and temporal
indices, respectively. The bias bk is negative if the model underestimates the measurements,
while a positive bias reflects an overestimation of measurements by the model. The main
purpose of bias is to indicate a persistent error in magnitude of the modeled variable.
The root-mean-square error (RMSE) is a frequently used measure of the differences be-
tween values predicted by a model (an estimator) and the values actually observed. The
RMSE is defined as the square root of the mean square error
RMk =
√
1
n
n∑
j=1
(
yaj,k − ydj,k
)2
. (18)
The smaller the absolute values of RMSE, the better the model/data fit.
The model efficiency (ME) measures the deviations between model and measurements
relative to the variability in the measurements
MEk = 1 −
n∑
j=1
(
yaj,k − ydj,k
)2
n∑
j=1
ydj,k − n∑
j=1
ydj,k
2
(19)
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ME is always less than or equal to one, i.e., MEk = 1 indicates a perfect match between
model and measurements, MEk > 0 indicates that the model is a better prediction than the
measurement climatology, while ME < 0 implies that the observant observational climatol-
ogy is a better predictor than the model.
6. Results and Discussion
In order to discuss the comparison between the assimilation with periodic and constant
parameters, different data assimilation experiments are performed. The aim here is to (1)
assimilate with the given measurement noise and model noise errors (see Table 3), (2) obtain
high values for the entries of the model error matrix and low values for the entries of the
measurement error matrix (see Table 4). A comparison between assimilation with periodic
and constant parameters will be performed for both experimental settings.
6.1. First Data Assimilation Experiment: Using Calculated Noise Matrices
In this Section we highlight the role of the parameters used for the assimilation exper-
iments with the extended Kalman filter. We use fix ratios of the process noise covariance
matrices and measurement noise covariance matrices, respectively (see Table 2).
The assimilation will be done with both periodic parameters and constant parameters.
As mentioned in Section 4.1, the periodic parameters are taken from [3] and the constant
parameters are taken from [25].
We only present the results obtained by the EKF. Figure 1 illustrates the results by using
both periodic parameters and constant parameters. For both cases, we compare the estimated
output data and the synthetic data (twin data) of dissolved inorganic nitrogen (N), phyto-
plankton (P), zooplankton (Z) and detritus (D), for the years 1994 to 1998 in the uppermost
layer at depth z ' 5m. The total number of depth layers considered in the assimilation is
n = 32 and the total number of time steps is M = 43800. For all four tracers, the green line
corresponds to the estimated output with constant parameters, the red line is the estimated
output with periodic parameters and the black line presents the synthetic data. We can see
that, for all four tracers, the estimated output with periodic parameters is often smaller than
the estimated output with constant parameters. It is indeed recognizable, that the estimated
12
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Figure 1: Output ya for N, P,Z,D, estimated with periodic parameters (red line) and with constant parameters with
(green line), and Synthetic data yd (black line). Each plot is given for the upper layer at depth z ≈ 5m and years
1994-1998.
output with periodic parameters is similar to that with constant parameters, but for all four
tracers the deviation from the synthetic data to the estimated output with periodic parameters
is smaller than the deviation to the estimated output with constant parameters.
We point out that the result of this test with the given error variances in Table 3 doesn’t
clearly implicate that the solution with periodic parameters follows the synthetic data much
better than the solution with constant parameters. But this becomes clear in the following
Section, if we make the intensity of the measurement noise smaller than the intensity of the
model noise and vice versa. It becomes clearer, if we regard the mean deviation between the
estimated output with periodic parameters, the estimated output with constant parameters,
and the synthetic data.
6.2. Second Data Assimilation Experiment: Using Noise Matrices with High/Low Values
This Section presents the ratios between the process and measurement noise covariance
matrix Q and R, respectively and its effect on the overall performance of the EKF approach
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Table 4: The variances used in the assimilation experiments.
Description N P Z D
Model error variance
(mmol N m−3)2 1.12 · 10−1 2.18 · 10−1 6.69 · 10−2 1.76 · 10−1
Measurement error variance
(mmol N m−3)2 5.42 · 10−2 2.85 · 10−4 4.5 · 10−5 4.48 · 10−4
both with optimal periodic parameters as well as with optimal constant parameters. We refer
to the experiments as:
(A) Experiment being characterized by a high model error compared to the measurement
error (Fig. 2).
(B) Experiment being characterized by a low model error compared to the measurement
error (Fig. 3).
As it was mentioned in Section 4.2 the Kalman gain matrix Gk depends on the choice of the
intensity matrices R and Q. So we want to analyze them for different choices of the error
noise. Table 4 shows the chosen values for R and Q.
Figure 2 presents the results of the first experiment (A) by showing the estimated output
with periodic parameters (red line), the estimated output with constant parameters (green
line) and the synthetic data (black line). We can see that the solution here is better than the
solution presented above. Figure 2 shows that the estimated output with periodic parameters
is smaller than that with constant parameters. For all four tracers, we observe that the results
with periodic parameters are nearly the same. But the estimated output with constant param-
eters is also much better compared to those obtained in Subsection 6.1. One can see that the
deviation from the synthetic data is smaller.
Figure 3 shows the results of the second experiment (B). In this Figure, it is quite obvious
that, for all four tracers, the deviations between the estimated output and the synthetic data
will be too high. We can see that with both, periodic parameters and constant parameters, the
EKF method presented here tends to provide poor estimates for all four tracers, especially
14
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Figure 2: Output ya for N, P,Z,D at high and low ratios of Q and R, estimated with periodic parameters (red line)
and with constant parameters (green line), and Synthetic data yd (black line). Each plot is given for the upper layer
at depth z ≈ 5m and years 1994-1998.
for zooplankton and detritus. As a summary we can say, that if we choose different values
for σd and σa, the Kalman gain matrix changes depending on the difference of both standard
deviations. If we have small measurement errors, the EKF method tries to improve the differ-
ence between the estimated output and the synthetic data much more, which leads to larger
deviations from the reference since it has to react to larger model noise.
6.3. Statistical Model/Data Comparison
In order to assess the fit of the estimated data to the synthetic data (twin data), model bias,
the RMSE and the ME [cf., (17), (18), (19)] were calculated for dissolved inorganic nitrogen
(N), phytoplankton (P), zooplankton (Z) and detritus (D) with both periodic parameters and
constant parameters. We point out that for the synthetic data, the estimated state is closer to
the data, yielding smaller RMSE and larger ME values. Figures 4 to 7 show the results of
model bias, RMSE and ME for all four tracers and for both experiments (periodic parameters
and constant parameters). All values concerning the seasonal mean of the estimated and
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Figure 3: Estimated output ya for N, P,Z,D at low and high ratios of Q and R, estimated with periodic parameters
(red line) and with constant parameters (green line), and Synthetic data yd (black line). Each plot is given for the
upper layer at depth z ≈ 5m and years 1994-1998.
synthetic variables of the four tracers are shown in Table 5 for the assimilation with periodic
parameters (first experiment) and in Table 6 for the constant parameters (second experiment),
respectively. It becomes clear that the assimilation with periodic parameters provides fairly
good estimates of all four tracers compared to the assimilation with constant parameters.
The bias (17) describes the systematic errors. It has the same unit as the dependent
variable. According to formula (17), a positive bias error indicates a predisposition of the
model output (estimated data) to the synthetic data. Conversely, a negative bias error implies
a tendency of the model to synthetic data. The bias values fluctuate for all tracers except for
particulate organic nitrogen (D) between positive and negative values (Fig. 4 to 7). But as
shown in Tables 5 and 6, for both experiments the bias is close to 0 as expected. While for
the first experiment, the bias of all tracers is located between 0.045 and 0.067 (Table 5), the
corresponding ranges for the second experiment are 0.07 to 0.1.
The RMSE (18) error measures the typical model output (estimated data) magnitude in
units of the synthetic data. By squaring the difference term, it tends to give more weight to
16
Table 5: Bias, RMSE and ME for assimilation with periodic parameters.
N (mmolm−3) P (mgm−3) Z (mmolm−2) D (mmolNm−3)
Bias 0.045 0.055 0.046 0.067
RMSE 0.18 0.22 0.23 0.24
ME 0.91 0.97 0.89 0.87
Table 6: Bias, RMSE and ME for assimilation with constant parameters.
N mmol N P mgm−3 Z mmol m−2 D mmol N m−3
Bias 0.09 0.07 0.08 0.09
RMSE 0.25 0.30 0.32 0.35
ME 0.77 0.87 0.76 0.71
large discrepancies between estimated fields and synthetic data.
It has the same unit as the dependent variable. It can take only values> 0. For all tracers,
the RMSE is 6 0.25 for the first experiment (Table 5), while it is 6 0.35 for the second
experiment (Table 6).
The ME (19) evaluates the predictive skill of the model relative to the predictive skill of
a climatology; positive values of ME indicate that the model represents an improvement over
climatology, while negative values indicate that climatology is a better predictor of the obser-
vation. Figures 4 to 7 show that ME is positive for all tracers and for both experiments. The
ME for the first experiment (Table 5) is relatively large compared to the second experiment
(Table 6). The values range from 0.87 to 0.91 for the first experiment and from 0.71 to 0.87
for the second experiment. ME for the dissolved inorganic nitrogen (N) and chlorophyll a
(P) has values near one, indicating that the model predicts observations (here synthetic data)
much better than climatology (Table 5).
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Figure 4: Model bias, root mean square error (RMSE) and model efficiency (ME) between estimated model-output
ya and the measurements yd (synthetic data) for dissolved inorganic nitrogen (N), estimated with periodic parameters
(red line) and with constant parameters (green line). Runs from January to December of 1994.
7. Conclusion
An extended Kalman filter has been used with a simple four-component marine ecosys-
tem model which is a one-dimensional NPZD model developed by Oschlies and Garcon.
The main objective of this paper was to compare the performance of the Kalman filter for
time-dependent parameters and constant parameters.
First, two assimilation experiments were described. One where the measurement error
and the model error were parameterized as diagonal matrices with the standard deviations
around mean distribution as their entries. And a second where the importance of the noise in
the data and in the model on the assimilation results were presented. Both experiments show
that the estimated output for all four tracers is much better with time-dependent parameters
as with constant parameters.
Additionally, to quantify model-data misfit, three statistics (Bias, RMSE and ME) were
calculated. For all four tracers, the Bias and RMSE for the estimation with periodic parame-
ters are less than those obtained with constant parameters. Time-series of all three statistics
were frequently useful as well. We demonstrated, that using time-dependent parameters in-
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Figure 5: Model bias, root mean square error (RMSE) and model efficiency (ME) between estimated model-output
ya and the measurements yd (synthetic data) for phytoplankton (P), estimated with periodic parameters (red line)
and with constant parameters (green line). Runs from January to December of 1994.
stead of constant parameters results in better state estimation and is quite suitable for the
considered problem.
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Figure 6: Model bias, root mean square error (RMSE) and model efficiency (ME) between estimated model-output
ya and the measurements yd (synthetic data) for zooplankton (Z), estimated with periodic parameters (red line) and
with constant parameters (green line)runs from January to December of 1994.
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Figure 7: Model bias, root mean square error (RMSE) and model efficiency (ME) between estimated model-output
ya and the measurements yd (synthetic data) for detritus (D), estimated with periodic parameters (red line) and with
constant parameters (green line). Runs from January to December of 1994.
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2 DOLOC for Optimization of a Marine Ecosystem Model
1 Introduction
The one-dimensional marine ecosystem model under consideration simulates
the interaction of dissolved inorganic nitrogen, phytoplankton, zooplankton and
detritus (dead material), thus is of so-called NPZD type (Oschlies and Garcon,
1999), whose concentrations (in mmol N m−3) are denoted by the model variables
(x(l))l=N,P,Z,D =: x.
The model is given by the following system of partial differential equations:
∂x(l)
∂t
= −ω(l) ∂x
(l)
∂z
+
∂
∂z
(
νρ
∂x(l)
∂z
)
+ S(l)(x,u), l = N,P,Z,D, (1)
with x(l) : [0, T ]× [−H, 0] −→ R, where T is the time horizon and H the maximum
depth (the height of the water column). The variable z denotes the only remaining,
vertical spatial coordinate. The S(l) are biogeochemical coupling terms for the
four tracer and u = (u1, . . . , up) is the vector of unknown physical and biological
parameters, with p = 12 for this specific model. The equation for detritus also
contains a sinking term with total speed ω(D) = ωs > 0 which is also optimized as
u12, whereas ω
(N) = ω(P ) = ω(Z) = 0 in (1).
A open loop optimal control problem is defined as
min
u
J (u) subject to (1), (2)
where J is a cost functional which will be introduced later.
The main objective of this paper is first to obtain periodic parameters by
applying open loop discrete linear optimal control DOLOC using linearization of
the model and to investigate the impact of the linearization scheme on the fit
of model-data fit by using the obtained periodic parameters in the original non-
linear NPZD model. In order to achieve this, two groups of parameter optimization
experiments are carried out. First, a linearization about synthetic data for the
state is performed. Second, a linearization based on available measurement data is
introduced. In order to verify our approach and assess the goodness of the obtained
periodic parameters for both experiments, an additional validation experiment is
carried out, too. We demonstrate that by introduction of time varying parameters,
we have enhanced the original non-linear NPZD model. Using measurement data in
the linearization scheme it delivers very good results and it still provides reasonable
results if synthetic data is used instead.
The work presented in this paper is motivated by results obtained for a typical
marine ecosystem model, namely the NPZD model introduced in (Oschlies and
Garcon, 1999; Schartau and Oschlies, 2003a). As reported in several publications
regarding different optimization algorithms, the quality of the model-to-data fit
was not optimal, and in some cases it was difficult to identify the parameters
uniquely, see for example (Fasham and Evans, 1995; Losa et al., 2003; Matear,
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1995; Prunet et al., 1996; Ward et al., 2010; Ru¨ckelt et al., 2010). In most cases
(and in all these studies), the parameters of the marine ecosystem models are
assumed to be temporally constant. This reflects the aim to obtain a model that
is applicable for arbitrary time intervals. In contrast, in our work we allow the
parameters to vary temporally over the year while remaining periodic over all years
of the considered time interval.
To obtain our model, we discretize and linearize the non-linear state (1) about
a reference trajectory and apply a Discrete Open Loop Optimal Control DOLOC
problem. An Open Loop discrete linear optimal control, also called a non-feedback
controller, is a type of controller that computes its input (control, parameter
vector) into a system using only the current state and its model of the system.
A characteristic of the open loop controller is that it does not use feedback to
determine if its output has achieved the desired goal of the input (control). This
means that the system does not observe the output of the process it controls.
Consequently, a true open loop system can not correct any error it makes. We
allow the parameters to be time-dependent, apply a well-established method for
optimal control, and additionally impose the constraint of annual periodicity.
The structure of our paper is as follows: In Section 2 we briefly describe the
model and the cost function to be optimized. In Section 2.4 we briefly describe the
DOLOC method. Its application to the NPZD model and the reference trajectory
are presented in Section 3. In Section 4 we present our results obtained by the
DOLOC method with respect to the quality of the model-data misfit and the
periodicity of the parameters. We furthermore show results for validation with the
original non-linear model using the optimized periodic parameters. Section 5 ends
the paper with some conclusions.
2 One-Dimensional NPZD-Model
In this section we briefly describe the NPZD model in the continuous form, see
(1), as well as in the discrete form that we use to apply the DOLOC approach.
The considered model (1) is a one-dimensional marine ecosystem model driven by
pre-computed ocean circulation data (Oschlies and Garcon, 1999). It simulates the
interaction of dissolved inorganic nitrogen (N), phytoplankton (P), zooplankton
(Z) and detritus (D).
2.1 Model Equations
The model is given as a system of partial differential equations (1). The
biogeochemical coupling (or source-minus-sink) terms are taken from (Oschlies and
Garcon, 1999) (with model parameters stated in Table 1) and read:
S(N)(x,u) =−J¯(x(N), z, t)x(P ) + u4x(Z) + u10x(D),
S(P )(x,u) = J¯(x(N), z, t)x(P ) − u8x(P ) −G(u6, u7)x(Z),
S(Z)(x,u) = u1G(u6, u7)x
(Z) − u4x(Z) − u9x(Z)2,
S(D)(x,u) = (1− u1)G(u6, u7)x(Z) + u9x(Z)2,+u8x(P ) − u10x(D).
(3)
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Here, J¯ is the daily averaged phytoplankton growth rate as a function of depth z
and time t, and G is the grazing function:
J¯(x(N), z, t) = min
(
J¯(z, t), u2c
T x
(N)
u12 + x(N)
)
, G(u6, u7) =
u7u6x
(P )2
u7 + u6x(P )
2 .
The zooplankton grazing function G describes the transfer from phytoplankton
to zooplankton and detritus. The circulation data are the turbulent mixing
coefficient κ = κ(z, t) and the temperature T = T (z, t) which is used in the non-
linear term cT where c = 1.066 is a constant. In total, there are twelve model
parameters subject to optimization, all of them being summarized in Table 1. For
more details on the model and the involved parameters we refer the reader to
(Oschlies and Garcon, 1999; Schartau and Oschlies, 2003a) for a more thorough
description.
Table 1 Parameters of the ecosystem model to be optimized with the DOLOC
method. Here u0 = (u0,i)i=1,...,12 is the vector of parameters taken from
(Oschlies and Garcon, 1999)
parameter ui u0,i units
Assimilation efficiency of zooplankton γ1 0.75
Growth rate parameter a 0.6 day−1
Initial slop of P-I Curve α 0.025 m2 W−2 d−1
Zooplankton excretion γ2 0.03 day
−1
Light attenuation by phytoplankton kc 0.03 m
−1(mmol m−3)−1
Prey capture efficiency  1 (mmol m−3)−2 d−1
Maximum grazing rate g 2 d−1
Specific mortality rate µp 0.03 day
−1
Zooplankton quadratic mortality µz 0.2 (mmol m
−3)−1 d−1
Remineralization rate parameter of detritus µD 0.05 day
−1
Sinking velocity of detritus ws 5 m day
−1
Half-saturation constant for N uptake rate KN 0.5 mmol m
−3
Carbon Primary Production
In addition to the tracers N, P, Z and D, the so-called carbon fixation or carbon
primary production measured as carbon uptake (denoted as PP in the following)
is additionally taken into account in the optimization process for this model
(Schartau and Oschlies, 2003a; Ru¨ckelt et al., 2010). For a given depth z and time
t, it can be formulated as
y(PP) := J¯(x(N), z, t) · x(P ) · R, (4)
where R denotes the Redfield ratio, see, e.g., (Redfield et al., 1963). It depends
non-linearly on the states x(N) and x(P ), i.e., the tracers dissolved inorganic
nitrogen (N) and phytoplankton (P). The relation between carbon (C), nitrogen
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(N) and phosphorus (P) in marine phytoplankton is given as C : N : P = 106 : 16 :
1. Thus, N can be used as a model state from which the potential uptake of CO2
can be estimated (assuming that there is no limit on phosphorus P and carbon
dioxide CO2 in the water). The state PP is calculated internally in the model
simulation and provided as an additional state y(PP) of the full model output y.
Measurement Data and Model Output
The measurement data used here, denoted by y(mes) := (y(l,mes))l=N,P,Z,D,PP, are
taken from the Bermuda Atlantic Time-series Study (called BATS) as a part
of the US Joint Global Ocean Flux Study, see (Michaels and Knap, 1996). The
BATS data are provided by the Bermuda Biological Station for Research (BBSR)
situated in the Atlantic Ocean 700 miles from the East Coast of the U.S. at
coordinates 31N 64W (see http://www.bbsr.edu/users/ctd/). In this work each
measurement value has to be compared to a corresponding value generated by the
model y := (y(l))l=N,P,Z,D,PP. For this purpose, some transformations have to be
done as follows
1. A linear transformation to chlorophyll a (denoted as CHL) as a function of
phytoplankton x(P ), using a constant conversion factor.
2. A linear transformation to particulate organic nitrogen (denoted as PON),
calculated as the sum of phytoplankton x(P ), zooplankton x(Z) and detritus
x(D).
3. For zooplankton, a vertically averaged concentration in the water column
down to the given depth of the measurement point (which is approximately
200 meters) is calculated.
4. Vertically integrated mesozooplankton biomass y(Z,mes) in (mmol m−2)
corresponding to
∫
x(Z) − 0.096504
1.2344
dz =: y(Z) (5)
Here, an additional assumption about the relation of mesozooplankton
biomass y(Z,meso) to total zooplankton biomass y(Z) according to the formula
y(Z) = 1.2344 · y(Z,meso) + 0.096504
is incorporated.
5. A 24-hourly temporal mean of the modeled carbon primary production CUP
is calculated to make it commensurable with observations from 24-hourly
incubation measurements.
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2.2 Optimization Problem
In this work, we consider five types of measurement data y(mes) :=
(y(l,mes))l=N,P,Z,D,PP, which correspond to aggregated values y :=
(y(l))l=N,P,Z,D,PP of the model output.
The aim of the optimization is to fit the model output y to the given
measurement data y(mes) over a chosen time interval of jmax years.
We denote by Nl,j the number of measurement data for y
(l,mes) for each
observed quantity l = N,P,Z,D,PP and each year j = 1, . . . , jmax.
These numbers may be different for each l and j.
The i-th measurement in year j of y(l,mes) is denoted by y
(l,mes)
i,j , and the
corresponding aggregated model output value by y
(l)
i,j .
We now firstly compute the averaged annual misfit per model output/tracer,
each weighted with the inverse of its standard deviation taken from (Schartau and
Oschlies, 2003a) and summarized in the vector
σ = (σl)l=N,P,Z,D,PP = (0.1, 0.01, 0.01, 0.0357, 0.025),
and with the inverse of the number Nl,j of measurements per tracer and year:
Fl,j :=
Nl,j∑
i=1
(y
(l)
i,j − y(l,mes)i,j )2
σ2lNl,j
, l = N,P,Z,D,PP, j = 1, . . . , jmax.
If there are no measurement data for a state variable/tracer in a year (i.e.,
Nl,j = 0), the sum is set to zero.
The overall cost function is then calculated as
F = 1
Ntotal
jmax∑
j=1
PP∑
l=N
Fl,j , (6)
where Ntotal is the total numbers of non-zero terms Fl,j actually occurring in
the sum.
In the usual case we have Ntotal = 5jmax.
Whenever Ni,j = 0 (and thus Fl,j = 0) for a year and tracer, Ntotal is decreased
accordingly.
2.3 Discretization Scheme
The continuous model (1) is discretized and solved using an operator splitting
method, which for a given time step ∆t reads
[I−∆tHdiffk ]xk+1 =[I+ ∆tHsink]Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk),
k = 1, . . . ,M − 1. (7)
Here xk = (x
(N)
k , x
(P )
k , x
(Z)
k , x
(D)
k ) is the vector of all four tracers and uk the
parameter vector (which is already assumed to be time-varying, here), both at the
current time step k.
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The total number of time steps is M .
The matrices Hdiffk , H
sink are 4× 4 block-diagonal and represent the
discretization of diffusion (discretized by second order central differences) and
sinking (discretized by an upstream scheme), respectively, I is the identity matrix
and Lk is a nonlinear operator which will be introduced below.
The interpretation of the scheme (7) is the following: In every time step
k → k + 1, at first the non-linear coupling terms Sk = (S(N)k , S(P )k , S(Z)k , S(D)k ) are
computed at every spatial grid point and integrated by four explicit Euler steps
with stepsize ∆t4 , each of which is described by the operator
Lk(xk,uk) :=
[
I +
∆t
4
Sk(xk,uk)
]
. (8)
Then, an explicit Euler step with full step-size ∆t is performed for the sinking
term, represented by the matrix [I+ ∆tHsink].
Finally, an implicit Euler step is applied for the diffusion operator, discretized
with second order central differences.
Due to κ = κ(z, t) the resulting matrix [I−∆tHdiffk ] depends on the current
time step k.
The discrete system can now be formally written as
xk+1 = [I−∆tHdiffk ]−1[I+ ∆tHsinkk ]Lk ◦ Lk ◦ Lk ◦ Lk(xk,uk)
=: f(xk,uk), k = 1, . . . ,M − 1, (9)
where f is a non-linear function.
2.4 Discrete Open Loop Optimal Control
In this section we briefly describe the usage of the Discrete Open Loop Optimal
Control DOLOC method. It is a mathematical technique to compute optimal
controls in linear dynamical systems. The general aim of the DOLOC method is
to influence the state of a system by using controls to obtain a desired or optimal
state related to a cost functional. Discrete Open Loop Optimal Control is a non-
feedback system in which the control input to the system is determined using only
the current state of the system and a model of the system. There is no feedback
to determine if the system is achieving the desired output based on the reference
input or set point. In contrast to a closed loop control system, DOLOC does not
observe itself to correct itself. DOLOC is thus more prone to errors and cannot
compensate for disturbances to the system.
Usually, also the control variables or parameters are time-dependent.
The method is widely used in engineering applications and well-studied from
the mathematical point of view, see e.g. (Anderson and Moore, 1971; Casti, 1987;
Ghosh, 2004; Kwakernaak and Sivan, 1972); Lewis and Syrmos, 1995; Lunze,
1997; Nagrath, 2006; Rothwell and Cloud, 2002; Rugh, 1996; Shinners, 1998;
Sima, 1996). Extensions to non-linear problems are possible, in the first place by
linearizing the dynamical system of equations (Clemens, 1993). In this section
we provide a brief but self contained of the discrete linear open loop optimal
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control. We consider a discrete-time linear system described by the state space
representation:
xk+1 =Akxk +Bkuk, k = 1, . . . ,M − 1
x1 = x
∗
1.
}
(10)
Where x∗1 ia a given initial vector in Rn, xk ∈ Rn is the state vector, uk ∈ Rm is
the control vector, Ak ∈ Rn×n is the transition matrix, Bk ∈ Rn×m is the control
input matrix. The idea of the open loop optimal control method is to minimize
the following cost function
J (u) = 1
2
x>MQMxM +
1
2
M−1∑
k=1
x>k Qkxk + u
>
k Rkuk, (11)
subject to the constraints (10. Here for every k, Qk ∈ Rn×n is a positive semi-
definite diagonal weighting matrix for the state vector and Rk ∈ Rm×m is a
positive definite diagonal weighting matrix for the control vector. The matrices are
Qk and Rk are usually chosen to be diagonal. We will use the notations
x = (xk)k=1,...,M ∈ RM×n ∼= RMn,
u = (uk)k=1,...,M−1 ∈ R(M−1)×m ∼= R(M−1)m,
for the discrete trajectory of state, the control and the measurement vector,
respectively.
We will in the following find a sequence of control, u∗1, . . . ,u
∗
M−1, that
minimizes the cost function (11) for a given x∗1.
We can recursively use the first equation in (10) as:
for k =2, x2 = A1x
∗
1 +B1u1,
for k =3, x3 = A2A1x
∗
1 + (B2u2) +A2B1u1)
for k =4, x4 = A3A2A1x
∗
1 + (B3u3 +A3B2u2 +A2B2u2)
. . .
for k=M-1, xM = AM−1AM−2AM−3 . . . A1x∗1 + (BM−1uM−1 + . . .+AM−1AM−2AM−3 . . . A2B1u1).
Thus, this system can be written in matrix form as follows:
 x1...
xM

︸ ︷︷ ︸
X
=

In×n
A1
...
AM−1AM−2 · · ·A1

︸ ︷︷ ︸
Lx
x∗1 +

0 0 0 · · · 0
B1 0 0 · · · 0
A2B1 B2 0 · · · 0
...
...
...
...
...
AM−1 · · ·B1 AM−2 · · ·B1 BM−1

︸ ︷︷ ︸
Lu
 u1...
uM−1

︸ ︷︷ ︸
U
The above can be expressed as a system equation
X = Lxx∗1 + LuU (12)
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where X = (x1, . . . ,xM )> ∈ RMn, U = (u1, . . . ,uM−1)> ∈ R(M−1)m, Lx ∈
RMn×n,Lu ∈ RMn×(M−1)m and In×n is the identity matrix in Rn×n.
Using this relation, the quadratic time-dependant cost function (11) becomes:
J (U) = X TQX + UTRU
=
[
x∗1
U
]T [
(Lx)TQLx (Lx)TQLu
(Lu)TQLx R+ (Lu)TQLu
] [
x∗1
U
]
Where Q and R are block diagonal matrices and defined as follows
Q = [Q1, . . . , QM ] ∈ RMn×Mn,
R = [R1, . . . , RM−1] ∈ R(M−1)m×(M−1)m.
The derivative of J with respect to U in order to find the minimum gives:
∂J
∂U =
[
R+ (Lu)>QLu]U + (Lu)>QLxx∗1
and equating it to zero, we find
U∗ = − [R+ (Lu)>QLu]−1 (Lu)>QLux∗1 (13)
Now the state equation can be written as
X ∗ =
[
Lx − [R+ (Lu)TQLu]−1 (Lu)>QLu]x∗1 (14)
and for any initial value x∗1 the optimal cost is
J ∗ = (x∗1)>
[
(Lx)>QLx − (Lx)>QLu [R+ (Lu)TQLu]−1 (Lu)>QLx]x∗1.(15)
3 Implementation
The DOLOC approach is based on a linearization of (9) to obtain a linear
time-varying problem. The linearization is performed about reference trajectories
(x(r),u(r)). In order to discuss the impact of the linearization on the model
output, two different kinds of linearization are performed. The aim here is to 1.)
linearize about synthetic data, 2.) linearize about reference trajectory based on the
available measurement data. Moreover, a comparison between both experiments
and an optimization with constant parameters will be done.
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Reference Parameter Trajectory
A main objective of this work is to enforce periodicity of the parameters/controls.
For this purpose, let us assume that the length of a time period – measured in time
steps – is T > 0 and that M mod T = 0. We now chose the reference trajectory
for the control u(r) = (u
(r)
k )k=1,...,M−1 ∈ R(M−1)p to be
u
(r)
k :=
{
u0, if k ≤ T
uk−T , if k > T.
(16)
Therein, u0 is the parameter vector determined by optimization in (Oschlies
and Garcon, 1999). This vector was used as an initial guess, here. We enforce
periodicity of uk = u
(r)
k + vk = uk−T + vk for k ≥ T + 1.
Reference State Trajectory
For the reference state trajectory to the first experiment, we use synthetic data.
They are substituted by model results, that were produced with a reference
parameter set. We assume that the entire state vector x(r) is given for all time
steps during an annual cycle. The motivation here is that unless the method works
fine with the synthetic data, there is no point using it with real data. The model
output is considered as a reference providing synthetic data y(synt) that can be
used to access the performance of the DOLOC method implemented in the model.
For the second experiments, we use actually available measurement data y(mes).
The reference trajectory for the state will be given as:
for the first experiment:
x
(r)
k :=
{
x
(synt)
k , if k ≤ T
xk−T , if k > T.
(17)
For the second experiment, the reference trajectory x
(r)
k will be based on the
available measurement data. We use the same strategy described in (El Jarbi et
al., 2013)
Weighting Matrices Q and R
In our example, the weighting matrices Qk are taken as constant for all k, namely
Qk = Q = diag(
1
σ2l
)l=N,P,Z,D,PP , k = 1, . . . ,M,
where the σl are the standard deviations of the synthetic data around its mean
distribution. The matrices Rk are taken as
Rk = diag(r
(k)
n )n=1,...,p, r
(k)
n > 0.
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We choose different values in the first year and in all subsequent years, respectively.
In all years except for the first one (i.e. k ≥ T ), the Rk are used to enforce
periodicity of the parameters. The bigger the r
(k)
n for these years are, the better is
the expected periodicity of the parameters. Following this idea, the optimal choice
for the Rk in the first year would be just zero matrices.
But by this choice the requirements for the DOLOC method – where the Rk
have to be positive definite – are not satisfied.
As a consequence, it is desirable to choose the r
(k)
n for the first year as small as
possible.
On the other hand, the choice of the r
(k)
n in the first year can be used to keep
the parameters in the admissible bounds. Since they can be kept in vicinity of the
initial guess in the first year and forced to stay close to it due to the periodicity
enforcement in the following years, by a careful setting of the r
(k)
n in the first
year both aims (periodicity and boundedness) can be balanced. This effect is not
guaranteed by the DOLOC method, but turns out to be realizable in our case, as
we will see in the next section.
Summarizing, for our computations we chose for n = 1, . . . , p the values
r(k)n =

1
|(u0,n)|2 , k ≤ T
1
|(uk−T,n)|2 , k ≥ T + 1,
(18)
where u0 is as listed in Table 1.
4 Optimization Results
In this section we present the results of the parameter optimization runs performed
with the DOLOC method. We present the fit of the annual periodicity of the
obtained parameters for the two experiments . Additionally, we show how the
obtained periodic parameters of the linearized model validate with the original
non-linear model.
4.1 First Parameter Optimization Experiment: Linearization About the
Synthetic Data
In this subsection we examine the optimized model output obtained by the
DOLOC method with periodic parameters and synthetic data. Figure 1 shows
the model results obtained by the DOLOC method with periodic parameters for
aggregated model output y and synthetic data y(synt) for the years 1994 to 1998
for the uppermost layer at depths z ≈ 5m. The presented results concern a part
of the whole time interval at some distinct depth layer, only. The total number of
depth layers considered in the optimization process is 32 and the total number of
time steps is 43, 800. We can see, that the model output for all four tracers follows
the synthetic data in a better way. Moreover, the difference between both plots is
scarily recognizable.
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Figure 1 Synthetic data yl,(synt), l = N,P,Z,D and aggregated model trajectories
y(l), l = N,P,Z,D, optimized with periodic parameters obtained by the
DOLOC method. Values are shown for the upper layer at depth z ≈ 5m and
years 1994-1998.
Figures 2 illustrates the temporal behavior of the parameters that were
optimized with the DOLOC method. Depicted are only those ten parameters that
show a temporal variation. Two parameters remain constant in time. These figures
show different trajectories for each parameter for two years with the different
choices of the rkn (compare Table 1). As mentioned before, it is obvious that for a
smaller rkn, the amplitude of the parameters increases, but it always remains almost
periodic. Since the periodicity of the parameters is nearly perfect, it is enough to
show the plot for 2 years.
The parameters controlling the growth of phytoplankton, namely the maximum
growth rate a and the initial slope of the P-I curve α shown in Figure 2 both
take their maximum values in early summer and in winter and have a clear
minimum value in spring during the peak of the annual chlorophyll signal. This is
consistent with earlier assimilation studies that, for assumed constant parameters,
tended to overestimate plankton production at BATS during the bloom end of
winter and, at the same time, tended to underestimate production in oligotrophic
summer conditions and in early winter, see (Schartau et al., 2001). Such a trend
to relatively high values of α has also been found in earlier studies that optimized
M. El Jarbi and T. Slawig 13
1994 1994.5 1995 1995.5 1996
0.65
0.7
0.75
0.8
0.85
0.9
Assimilation Efficiency (γ1)
u
k,
 1
 
 
1994 1994.5 1995 1995.5 1996
0
0.5
1
1.5
Growth rate of Phytoplankton (a)
u
k,
2
 
 
1994 1994.5 1995 1995.5 1996
0.02
0.04
0.06
0.08
0.1
0.12
Initial slope of P−I curve (α)
u
k,
3
 
 
1994 1994.5 1995 1995.5 1996
0.02
0.04
0.06
0.08
0.1
0.12
Zooplankton excretion (γ2)
u
k,
4
 
 
1994 1994.5 1995 1995.5 1996
0.01
0.02
0.03
0.04
0.05
0.06
u
k,
5
Light attenuation (K
c
)
 
 
1994 1994.5 1995 1995.5 1996
0.5
1
1.5
u
k,
6
Prey capture efficiency (ε)
 
 
1994 1994.5 1995 1995.5 1996
1.9
2
2.1
2.2
2.3
2.4
u
k,
7
maximum grazing rate (g)
 
 
1994 1994.5 1995 1995.5 1996
0
0.1
0.2
0.3
0.4
0.5
u
k,
8
Specific mortality rate (µp)
 
 
1994 1994.5 1995 1995.5 1996
0
0.2
0.4
0.6
0.8
1
u
k,
9
time [years]
quadratic mortality (µZ)
 
 
1994 1994.5 1995 1995.5 1996
0.02
0.04
0.06
0.08
0.1
0.12
time [years]
u
k,
10
Remineralization rate  (µD)
 
 
Figure 2 Periodicity of optimal parameters (uk,n)n=1,...,10 obtained by the DOLOC
method using the synthetic data in the linearization scheme.
parameter values by data assimilation, see (Fasham and Evans, 1995; Schartau
et al., 2001). Earlier studies assuming time-independent parameter values have
attributed relatively high values of α to the absence of a dial cycle in the
turbulent mixing, which might allow for substantial phytoplankton growth even in
winter during reduced daytime mixing, see (Schartau and Oschlies, 2003a). This is
consistent with the findings of the current study, that also suggests high values of
α during the period of deep mixing in winter.
In addition, our optimized model predicts even higher values of the initial
slope parameters α for late spring and early summer, where the mixed layer is
usually shallow and growth is limited by nutrients rather than light in the surface
mixed layer. A large value of α can, however, help to establish a subsurface
chlorophyll maximum in better agreement with the observations. Our results
reported here indicate that, at BATS, high values of α may be more important for
the establishment of deep chlorophyll in late spring than for the maintenance of
phytoplankton production during periods of deep mixing in winter. Maintenance
of high primary production during summer has been difficult to achieve by earlier
models run at BATS (Schartau et al., 2001). As nutrient supply to the surface
waters is low during the stratified season, models with fixed carbon-to-nutrient
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stoichiometry and constant model parameters do not seem to be able to reach
observed levels of primary production in the surface layer, see (Schartau and
Oschlies, 2003b).
In the current study, the carbon-to-nutrient factor used to convert simulated
(nitrogen-based) primary production into observed (carbon-based) primary
production is constant as well. However, the seasonally varying parameters can
contribute to maintain high levels of primary production during summer in the
absence of substantial inputs of new nutrients. This is realized by enhanced
recycling of biomass, evident by high maximum grazing rates, high assimilation
efficiencies, high prey capture efficiencies and high zooplankton excretion in late
spring and early summer. Similarly, remineralization of detritus is highest in late
spring as well. These high rates all contribute to fast recycling of nutrients in the
ocean surface, which helps to maintain observed high rates of primary production
and thereby reduces the model-data misfit function.
4.2 Second Parameter Optimization Experiment: Linearization About the
Measurement Data
As s second case, this Section presents a comparison between the optimized model
output obtained by the (DOLOC) with periodic parameters and the measurement
data.
Figure 3 shows the model results obtained by the DOLOC method with
periodic parameters for aggregated model output y and the measurement data
y(mes) for the years 1994 to 1998 for the uppermost layer at depths z ≈ 5m. The
DOLOC method with periodic parameters gives a nearly perfect fit of the data. It
is recognizable, that the model output for all four tracers almost exactly hits the
measurement data. We point out that it is not an accident that the results are very
nice with both synthetic data and measurement data. The aim of the method is to
minimize the error ek = yk − y(r)k , where y denotes the model output and y(r)k is
the available reference trajectory (e.g., the measurement and the synthetic data).
For this reason, if we use reference trajectory for the linearization about the state,
we will reach a nearly perfect fit of the data. Moreover, the error defined above
also depends on the choice of Q and R. If we choose a larger R, the control (e.g.,
uk − u(r)k ) is forced to get smaller and so the state (e.g., here, the error) tends to
zero more slowly. If we take a smaller R, larger values for the control are allowed
which leads to a faster decay to zero of the state.
Figure 4 illustrates the temporal behavior of the parameters that were
optimized with the DOLOC method. This figure shows different trajectories for
each parameter for two years. One can see that the above model-to-data fit can
be achieved with parameters that are almost annually periodic. In comparison to
Figure 2, which is obtained using the linearization about the synthetic data, we
observe that the deviation to the reference parameters (see Table 1) is smaller
when using the measurement data in the linearization scheme. What that means
and what effect it has to the model output in relation to the measurement data if
the original non-linear NPZD model is used will be studied in the next section.
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Figure 3 Observational BATS data y(l,mes), l = N,P,Z,D and aggregated model
trajectories y(l), l = N,P,Z,D, optimized with periodic parameters obtained
by the DOLOC method. Values are shown for the upper layer at depth
z ≈ 5m and years 1994-1998.
4.3 Validation of the Non-Linear Model with Periodic Parameters
In this section, we examine the importance of the linearization scheme for the
parameter optimization using the DOLOC method. The periodic parameters
obtained by the DOLOC method are validated by an experiment using the original
non-linear NPZD model. We run the original non-linear model with the parameters
obtained by using the linearization about synthetic data, as well as with the
parameters obtained by using the linearization about measurement data. We do
both runs for the years 1994 to 1998 without further parameter optimization and
analyze the corresponding model-data misfit.
Figure 5 shows a comparison of the model output using the obtained optimal
periodic parameters by the first and second experiment, respectively, along with
the measurement data in the uppermost layer. The use of periodic parameters
obtained by the linearization about the measurement data in comparison to those
obtained by the linearization about the synthetic data results in a significantly
better model-data fit. The results for y(P ) and y(D) are almost perfect, whereas
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Figure 4 Periodicity of optimal parameters (uk,n)n=1,...,10 obtained by the DOLOC
method using the measurement data in the linearization scheme.
for the other two tracers they are slightly worse. The results look similar for all
layers.
We point out that the quality of the obtained periodic parameters depends
on the selection of the reference trajectory of the state. The periodic parameters
obtained by using the measurement data in the linearization scheme are not
so large and they need not react in such a way as for the other linearization
scheme, in which the periodic parameters react more to deviations. Figure 6
shows the absolute deviation to the reference parameters (see, Table 1) for both
linearization schemes. The periodic parameters obtained by using the measurement
data interpret a small deviation from the measurement data to the model output
of the non-linear NPZD model. Thus the difference (y − y(mes)) is forced to get
small since larger parameter values would not improve the results in a justifiable
way. Figure 6 confirms the better solution behavior of the second experimental
setting.
Summarizing the results, one can say that relatively large parameters do not
yield a better validation. It seems that a linearization about measurement data is
much more meaningful than a linearization about synthetic data.
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Figure 5 Observational BATS data y(l,mes), l = N,P,Z,D and aggregated model
trajectories y(l), l = N,P,Z,D obtained by incorporating optimal periodic
parameters from the DOLOC experiments into the original non-linear model.
The results are given for depth z ≈ 5m and for the years 1994 - 1998. One
result is obtained by taking the optimal periodic parameters that were
derived with DOLOC using synthetic data in the linearization scheme. The
other result is obtained by taking the optimal periodic parameters that were
derived with DOLOC using measurement data in the linearization scheme. In
both cases the optimization with DOLOC was initialized with constant
parameters obtained by a Sequential Quadratic Programming (SQP) method.
5 Conclusion
In this paper, we used the method of Discrete Open Loop Optimal Control
DOLOC to determine optimal periodic parameters in a one-dimensional marine
ecosystem model for two optimization experiments.
We demonstrated that the DOLOC method can be applied on the considered
parameter optimization problem for a non-linear NPZD type ecosystem model
using a linearization technique about reference trajectories of model variables
(biogeochemical tracers and synthetic data) and parameters, where the system
matrices were obtained by automatic differentiation.
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Figure 6 Periodicity of optimal parameters (uk,n)n=1,...,10 obtained by the DOLOC
method.
We have shown how the fit of the model output to measurement data can be
affected by selecting the reference tracer trajectory, and how an appropriate choice
of reference parameter trajectory can be used to obtain annual periodicity.
We have shown that the linearized model obtained by using measurement
data gives a very good model-to-data fit with almost perfect annually periodic
parameters. Even if we use synthetic data in the linearization scheme, the quality
of the fit is also reasonable. Especially, it is much better than the one previously
obtained by optimization of the non-linear model with time constant parameters.
We see that the use of measurement data for the reference trajectory in the
linearization scheme makes sense, since the obtained periodic parameters have an
impact not only on the linearized model, but also on the original non-linear NPZD
model. So a suitable periodic parameter set can lead to very good results.
For both linearization schemes the method allows to further analyze temporal
deviations of individual parameters about the annual mean. This may help
making inferences about processes that the model cannot describe well when
constant parameters are used. The latter analysis should contribute to a better
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understanding of model deficiencies and, eventually, help to improve marine
ecosystem models.
Moreover, the periodic parameters obtained by using the synthetic data in the
linearization scheme may be used in the original non-linear model. Introducing
periodic parameterizations with variable coefficients and optimizing them may as
well be a starting point for further model development and improvement.
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Abstract. This paper presents the application of the Discrete Linear
Quadratic Control (DLQC) method for a parameter optimization prob-
lem in a marine ecosystem model. The ecosystem model simulates the
distribution of nitrogen, phytoplankton, zooplankton and detritus in a
water column with temperature and turbulent diffusivity profiles taken
from a three-dimensional ocean circulation model. We present the lin-
earization method which is based on the available observations. The lin-
earization is necessary to apply the DLQC method on the nonlinear sys-
tem of state equations. We show the form of the linearized time-variant
problems and the resulting two algebraic Riccati Equations. By using
the DLQC method, we are able to introduce temporally varying periodic
model parameters and to significantly improve – compared to the use of
constant parameters – the fit of the model output to given observational
data.
Keywords: Optimal Control, Non-linear Systems, Parameter Optimiza-
tion, Biogeochemical Modelling, Discrete Linear Quadratic Regulator
Problem, Periodic Parameter, Discrete Riccati Equation
1 Introduction
We consider nonlinear partial differential diffusion-advection systems of the form
∂xi
∂t
= −wi ∂x
i
∂z
+
∂
∂z
(
νρ
∂xi
∂z
)
+ qi(x,u), i = 1, 2, 3, 4 (1)
xi : [0, T ]× [−H, 0] −→ R.
Here z denotes the vertical spatial coordinate, H the depth in the water col-
umn, qi represents the biogeochemical coupling terms for the four species and
u = (u1, . . . , up) is the vector of unknown physical and biological parameters.
The circulation data are the turbulent mixing coefficient νρ = νρ(z, t) and the
temperature Θ = Θ(z, t), which goes into the non-linear coupling terms qi, see
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(3). The vertical sinking velocity wi is a parameter of the biological model that
is nonzero only for x4, i.e. w1 = w2 = w3 = 0, w4 = ws > 0.
The state of the system is denoted by x = (x1, x2, x3, x4)> and the control by
u. A control problem is defined as
min
u
F(x,u) subject to (1), (2)
where F is a cost functional which will be introduced later.
Our main goals are:
– to minimize a least-squares type cost functional,
– to allow the parameters to vary temporally over the year while remaining
periodic over all years of the considered time interval.
The work presented in this paper is motivated by results obtained for a typical
marine ecosystem model, namely the NPZD model introduced in [1], [2]. As was
reported in several publications with different optimization algorithms, the qual-
ity of the model-to-dat fit was not optimal, and in some cases it was difficult
to identify the parameters uniquely, see for example [3],[5],[4]. In most cases,
the parameters of the marine ecosystem models are assumed to be temporally
constant. This reflects the aim to obtain a model that is applicable for arbitrary
time intervals. To solve this problems, we discretize and linearize the nonlinear
state (1) around a reference trajectories and we interpret it as a Discrete Linear
Quadratic Control (DLQC) problem. Therein, we allow the parameters to be
time-dependent, apply a well-established method for optimal control, and addi-
tionally impose the constraint of annual periodicity. This avoids the process of
parametrization in the sense that we do not have to know or assume how the
above mentioned periodic functions look like. In contrast, the method itself will
generate an optimal periodic function for each parameter. Moreover, it allows
to balance the two aims that we have: By introducing weight matrices we can
choose if it is more important to obtain a very good fit or nearly perfect peri-
odicity. The method requires a reference trajectory and a reference control, i.e.,
the vector of model parameters. The former can be taken from the measurement
data, and for the latter we use an initial guess for the parameters which can
be the output of an optimization with constant parameters. The outline of this
paper is as follows. In the next section we briefly described the model Equation
and optimization problem (2), the DLQC problem formulation in section 3. A
application of the DLQC method on the NPZD model is presented in section
4.3. Afterwards, we present our results with respect to the quality of the fit and
the periodicity of the parameters and end the paper with some conclusions.
2 Model Equations and Optimization Problem
In this section we give the formulations of the NPZD model and of the corre-
sponding parameter optimization problem and we formulate the optimization
problem for the discrete model.
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2.1 Model Equations
This section describes the ecosystem model. The considered system (1) is a
spatially one-dimensional marine biogechemical model, that simulates the inter-
action of dissolved inorganic nitrogen N, phytoplankton P, zooplankton Z and
detritus D. It was developed with the aim of simultaneously reproducing obser-
vations at three North Atlantic locations by the optimization of free parameters
within credible limits, see [4]. The model uses the ocean circulation and tempera-
ture field in an off-line modus, i.e. these are used only as forcing, but no feedback
on them is modeled. The model simulates one water column at a given horizontal
position, which is motivated by the fact that there have been special time series
studies at fixed locations, one of which was used here. In the model, the concen-
trations (in mmol N m−3) of dissolved inorganic nitrogen N, phytoplankton P,
zooplankton Z, and detritus D, denoted by x = (xi)i=1,...,4 = (N,P,Z,D) are
described by the PDE system (1).
The biogeochemical source-minus-sink terms q = (qi)i=1,...,4 are explicit by given
in [1]:
q1(x,u) = −J¯(z, t,N)P + γ2Z + µDD,
q2(x,u) = J¯(z, t,N)P − µXP −G(P )Z,
q3(x,u) = γ1G(P )Z − γ2Z − µZZ2,
q4(x,u) = (1− γ1)G(P )Z − µZZ2 + µXP − µDD − ws ∂D∂z
 (3)
where J¯ is the daily averaged phytoplankton growth rate as a function of depth z
and time t, and G is the grazing function (see below). The remaining parameter
in the above equations are defined in [1],
G(, g) =
gP 2
g + P 2
J¯(z, t,N) = min
(
L(z, t), Jmax
N
K1 +N
)
, (4)
where L denotes the purely light-limited growth rate, and Jmax is the light-
saturated growth. For more details of J¯ , L and the parameters see [1], [4].
2.2 The Optimization Problem
The aim of the optimization is to fit the aggregated model output y = Cx
(C is called the output matrix) to the given observational data yobs. There
are five types of measurement data yobs = (yobsm )m=1,...,5, which correspond to
aggregated values y := (ym)m=1,...,5 of the model output see also [3]. Thus the
cost function can be written as:
F(x,u) := ‖Cx− yobs‖2,σ, (5)
where ‖‖2,σ is a Euclidean norm weighted using the vector
σ = (σl)l=1,...,5 = (0.1, 0.01, 0.01, 0.0357, 0.025)
of uncertainties corresponding to the five types of measurement data.
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3 DLQC Problem Formulation
We use a discrete linear time-varying (LTV) system, i.e. we assume that the
dynamical system is already discretized in time, namely at discrete times tk, k =
1, . . . ,M . In the context of the DLQC, one usually considers a discrete-time
system of the form:
xk+1 = Akxk +Bkuk, k = 1, 2, ...,M − 1
x1 (the given initial value), (6)
where in every time step k
– xk = x(tk) ∈ Rn is called the state vector (here the model output),
– uk = u(tk) ∈ Rp is the control (here the model parameter) vector, with the
parameter vector from the model (3).
– The matrix Ak ∈ Rn×n and Bk ∈ Rn×p are called the system matrix and
the input matrix, respectively.
We will use the notations
x = (xk)k=1,...,M ∈ RM×n ∼= RMn,
u = (uk)k=1,...,M−1 ∈ R(M−1)×p ∼= R(M−1)p
for the whole discrete trajectories of state and control vector, respectively. The
quadratic cost function of this optimal control problem is defined by:
J (u) = 1
2
x>MQMxM +
1
2
M−1∑
k=1
x>k Qkxk + u
>
k Rkuk, (7)
where in every time step k
– Qk is a positive semidefinite diagonal weighting matrix for the state vector
for every model time step k = 1, . . . ,M ,
– Rk is a positive definite diagonal weighting matrix for the control vector for
every model time step k = 1, . . . ,M − 1.
For the solution of a discrete linear quadratic optimal control problem with LTV
systems, there exists the following theorem, see [6].
Theorem 1 If the Qk, k = 1, . . . ,M, are positive semi-definite and the Rk, k =
1, . . . ,M − 1, are positive definite, then there exists a unique solution of the
DLQC (6), (7). The optimal control is given by the feedback law
uk = −Kkxk, k = 1, . . . ,M − 1.
Kk := (Rk +B
>
k Xk+1Bk)
−1B>k Xk+1Ak, k = 1, . . . ,M − 1
xk+1 = (Ak −BkKk)xk, k = 1, . . . ,M − 1.
where the (Xk)k=1,...,M−1, is the unique symmetric solution of the Discrete Ric-
cati Equation (DRE).
Xk = Qk +A
>
kXk+1Ak −A>kXk+1Bk(Rk +B>k Xk+1Bk)−1B>k Xk+1Ak,
k = 1, . . . ,M − 1.
}
(8)
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4 Application of DLQC to the NPZD Model
In this section we apply the LQOC method to the discretized version of the
NPZD model. We present the details of discretization, linearization and the
enforcement of the periodicity of the parameters (controls).
4.1 Discretization Scheme
We use a discrete linear quadratic control (DLQC). For this purpose we present
the original discretization scheme of the model.
The NPZD model is forced by output from the OCCAM global circulation model,
namely the hourly vertical profiles of temperature t and vertical diffusivity νρ.
The vertical grid consists of 32 layers with thickness increasing with depth. The
time integration of the system (1) is performed by an operator splitting method:
– At first, the nonlinear coupling operators qk = (q
1
k, q
2
k, q
3
k, q
4
k)
>
k=1,...,M−1 are
computed at every spatial grid point and integrated by four explicit Euler
steps, each of which is described by the operator:
Bk(xk,uk) := (xk +
τ
4
qk(xk,uk)). (9)
This gives an intermediate iterate
xˆk := Bk ◦Bk ◦Bk ◦Bk(xk,uk).
– Then, an explicit Euler step with full step-size τ is performed for the sinking
term, which is spatially discretized by an upstream scheme. This step is
summarized in a matrix S. Since the sinking velocity is temporally constant,
this matrix does not depend on the time step k. Thus, at the end of this
step, an intermediate tracer vector x˜k is computed as
x˜k := Sxˆk, (10)
where S = (Ik + τA
adv).
– Finally, an implicit Euler step is applied for the diffusion operator discretized
with second order central differences. The resulting matrix Dk for the diffu-
sion depends on k since the diffusion coefficient depends on time. The matrix
is tridiagonal, and the system is solved directly for xk+1
D˜kxk+1 = x˜k, (11)
where D˜k = (Ik − τDk)xk+1.
Summarizing, the discrete system can be written as
xk+1 = D˜
−1
k SBk ◦Bk ◦Bk ◦Bk(xk,uk)
= D˜−1k SG(xk,uk), k = 1, ...,M − 1, (12)
The function G is nonlinear and represents the discretized source minus sink
terms.
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4.2 Linearization of the Model
The LDQC approach is based on a linearization of (12) to obtain a linear time-
varying problem. The linearization is performed around reference trajectories
(xrk,u
r
k)k=1,...,M−1. For the reference state trajectory we take available the ob-
servational data, is taken from the Bermura Atlantic Time-series Study (BATS)
see also [7], the choice of the reference control trajectory is described in below.
The linearized state equation now reads
x˜k+1 = Akx˜k +Bkvk + rk, k = 1, . . . ,M − 1, (13)
where
Ak = D˜
−1
k S
∂G
∂x
(xrk,u
r
k), Ak ∈ Rn×n
Bk = D˜
−1
k S
∂G
∂u
(xrk,u
r
k) Bk ∈ Rn×p,
rk = D˜
−1
k SG(x
r
k,u
r
k)− xrk+1, rk ∈ Rn
x˜k = xk − xrk, vk = uk − urk, x˜k ∈ Rn, vk ∈ Rp.
Now we write the linearized problem in the form of a (LDQC) problem, therefore
we set:
xˆk :=
(
x˜k
1
)
, Aˆk =
(
Ak rk
0 1
)
, Bˆk =
(
Bk
0
)
, Qˆk =
(
Qk 0
0 0
)
where xˆk ∈ Rn+1, Aˆk ∈ R(n+1)×(n+1), Bˆk ∈ R(n+1)×p, Qˆk ∈ R(n+1)×(n+1). The
linearized state equation (13) can be written in a form similar to (6), namely as:
xˆk+1 = Aˆkxˆ + Bˆkvk k = 1, ...,M − 1. (14)
Enforcing Periodicity of the Parameters. A main objective of this work
is to enforce periodicity of the parameters/controls. For this purpose, let us
assume that the length of a time period – measured in time steps – is T > 0
and that M mod T = 0. We now chose the reference trajectory for the control
ur = (urk)k=1,...,M−1 ∈ R(M−1)p to be
urk :=
{
u0, if k ≤ T
uk−T , if k > T.
(15)
Where u0 is the parameter vector determined by optimization in [1], that was
used as an initial guess here. we will enforce periodicity of uk = u
r
k + vk =
uk−T + vk for k ≥ T + 1.
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4.3 Application to NPZD Model
From Theorem 1 in section 3, the optimal control is given by
vk = −(Rk + Bˆ>k Xˆk+1Bˆk)−1Bˆ>k Xˆk+1Aˆkxˆk, k = 1, . . . ,M − 1.
According to (15), we find
uk =
{
u0 − (R + Bˆ>k Xˆk+1Bˆk)−1Bˆ>k Xˆk+1Aˆkxˆk, if k ≤ T,
uk−T − (Rk + B˜>k Xˆk+1Bˆk)−1Bˆ>k Xˆk+1Aˆkxˆk, if k > T.
Here the Xˆk can be computed backwards in discrete time, starting from
XˆM = QˆM , (16)
as the unique symmetric solutions of the Discrete Riccati equations (8). We set
Xˆk =
[
Xk hk
h>k αk
]
(17)
with hk ∈ Rn and αk ∈ R for k = 1, . . . ,M − 1. we easily get
uk =
{
u0 +Kkzk + Sk, if k ≤ T,
uk−T +Kkzk + Sk, if k > T,
where Kk and Sk are given by
Kk = −(Rk +B>k Xk+1Bk)−1B>k Xk+1Ak, k = M − 1, . . . , 1
Sk = −(Rk +B>k Xk+1Bk)−1B>k (Xk+1rk + hk+1), k = M − 1, . . . , 1.
Now, the system (16), (17) to compute the Xk can be separated into
XM = QM ,
Xk = Qk +A
>
kXkAk −A>kXk+1Bk(Rk +B>k Xk+1Bk)−1B>k Xk+1Ak, k = M − 1, . . . , 1.
To evaluate the Xk and an additional difference equation for the hk, namely
hM = 0,
hk = A
>
k (Xk+1rk + hk+1)−A>kXk+1Bk(Rk +B>k Xk+1Bk)−1B>k (Xk+1rk + hk+1),
k = M − 1, . . . , 1.
For the application on the NPZD Model, Qk is to be constant for all k, this can
be written as following
Qk = diag(
1
σ2l
)l=1,...,5, k = 1, . . . ,M − 1,
and the matrix Rk can be written as
Rk = diag

1
|(u0)i|2 , i = 1, . . . , p, k = 1, . . . , T
1
|(uk−T,i|2 , i = 1, . . . , p, k = T + 1, . . . ,M − 1
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5 Optimization Results
5.1 Fit of Model Output to Observational Data
This section shows a comparison between the optimized model output obtained
by the DLQC method with periodic parameters and the observational data. As a
reference we also compare the results to those obtained by a direct optimization
of the nonlinear model using constant parameters with a Sequential Quadratic
Programming (SQP) method that takes into account parameter bounds. This
method was used in [4]. We performed the optimization for the years 1994 to
1998, in contrast to the years 1991 to 1996 that were used in [4]. The reason
for this is that no zooplankton data are available at BATS for the years 1991
to 1993, which would be disadvantageous for the linearization procedure in the
DLQC method. In [4] a minimum value of the cost function (5) of F ≈ 70
was obtained for optimized constant parameters for the five year time interval
[1991, 1996]. For the time interval [1994, 1998] a comptation with the method
used in [4] gave a very similar value. In contrast to these and other (as in [3])
earlier results obtained for constant model parameters, the DLQC method gives
a nearly perfect fit of the data. Figure 1 shows the model results y obtained
with the DLQC method together with the observational data yobs for the years
1994 to 1998. The model-data fit for y2 = P (chlorophyll a) is nearly perfect.
Even substantial concentration changes that occur between some neighboring
measurement points (e.g. for y4 = P + Z +D (particulate organic nitrogen), in
1994, 1995 or 1997) can be captured by the optimized trajectory. There are only
some parts of the time interval where the trajectories are slightly farther away
from the data, for example in 1996 for zooplankton and in the last two years of
the simulated time interval for PON.
5.2 Periodicity of the Parameters
we show here that the above model-to-data fit can be achieved by almost annually
periodic parameters. This was possible due to an appropriate adjustment of the
matrices Qk and Rk,K = 1, . . . ,M−1, in the cost function (7) used in the DLQC
framework, see sectionl 4.3. Thus both the annual periodicity of the parameters.
Due to the choice of the reference values for the parameters in the first year, we
could also keep the parameters in their desired bounds, although these bounds
need not to be imposed explicity. Figures 2 illustrate the temporal behavior of
the selected four parameters that were optimized with the DLQC method. In
these figure, the temporal changes of the parameters are plotted against the
actual times of the linearization points which are determined by the available
measurements. Obviously, the DLQC method then leads to perfectly periodic
parameters.
6 Conclusion
In this paper, we successfully applied the method linear quadratic optimal control
to the optimization of an one-dimensional marine ecosystem model. The model
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Fig. 1: Observational data yobsi , i = 1, .., 4 and aggregated model trajectories
yi, i = 1, .., 4 , optimized with periodic parameters obtained by the DLQC
method. Values are shown for the upper layer (depth less than 5 meters) and
years 1994-1998.
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Fig. 2: Periodicity of the selected optimal parameters un,1 = γ1, un,4 = γ2, un,6 =
g, un,8 = µz, obtained by the DLQC method.
has to be linearized to fit in the LQOC frame work. The method permits perfect
periodic evolution of model parameters and additionally notably improves the
fit of the data in comparison with the solution with fixed model parameters. We
demonstrated that the LQOC optimization is suitable for the considered prob-
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lem and furthermore have shown that this method provides a very reasonable
solution. Even with the available small number of observational data, which is
typical to oceanographic time series sites, its quality is very high. Temporal devi-
ations of individual parameters about the annual mean can be analyzed further
to help making inferences about processes that the model cannot describe well
when constant parameters are used. This analysis should contribute to a better
understanding of model deficiencies and may improve marine ecosystem models.
A next step could be to use only a part of the time horizon to estimate the pe-
riodic parameters and verifying the model and the parameters on the remaining
part of the data.
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