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Povzetek
Naslov: Grožnje človeku zaradi napredka umetne inteligence
Avtor: Klemen Čulk
Umetna inteligenca se od svojega akademskega začetka leta 1956 [35] raz-
vija v obliko, ki jo je težko predvideti. Čeprav je od takrat beleženih nekaj
vzponov ter padcev tehnologije, so se razvile izbolǰsane metode. Ljudje in
organizacije, ki se zavedajo potenciala in aplikacij umetne inteligence, so ti-
sti, ki na tem področju raziskujejo največ. V sedemdesetih letih razvoja
se s tem konceptom v elitah srečujemo skoraj povsod. Ekspertni sistemi,
vremenska napoved, računalnǐski vid in razumevanje podatkov so le peščica
področij, kjer nam umetna inteligenca pomaga dovolj približno reševati pro-
bleme. Seveda je za uspešno reševanje tovrstnih problemov potrebno človeško
predprogramiranje in vodenje sistema, vprašanje pa je, do kolikšne mere.
V industrijske namene je umetna inteligenca po navadi zelo trdo kodirana,
ugotovimo celo, da sistem sploh ni inteligenten, kar pomeni, da v resnici ne
prihaja do velikega števila verjetnostnih odločitev. Trend umetne inteligence
izpodriva tudi določene kadre. Za avtomatizacijo procesov poraja delo pro-
gramerjem in elektrotehnikom, kar sicer lahko predstavlja problem za druga
delovna mesta, delovne navade in veščine celotne populacije. Na drugi strani
pa je napredna veja umetne inteligence, imenovana splošna ali močna ume-
tna inteligenca, katere značilnost je približek človeških sposobnosti prilaga-
janja kontekstu. Stremi za avtonomnim usposabljanjem ter upravljanjem.
Zaradi na videz človeku podobnih lastnosti razmǐsljanja umetne inteligence
ljudje predpostavljajo, da ima fizično nadrejeni robot oziroma pametni virus
možnost razvoja motiva zavladati človeku, kar lahko vzbudi strah, ki pa za-
vira napredek.
Umetna inteligenca je koncept, ki ga moramo neovirano razvijati in pravilno
obvladovati. Aplikacije so izjemno koristne.
Ključne besede: umetna inteligenca, napredek, zavest.
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Author: Klemen Čulk
Artificial intelligence (AI) has been changing since its academic beginning
in 1956 [35] into a form that is difficult to foresee. Although the technology
has since been painted a couple of ups and downs, improved methods have
been developed. People and organizations who are aware of the potential
and applications of artificial intelligence, are the ones who investigate the
most in this field. After 70 years of development and improvement, the con-
cept is used by elites almost everywhere. Expert systems, weather forecast,
computer vision and understanding data, are just a sandbox of areas where
artificial intelligence helps us approximately enough to solve problems. Tasks
of this kind require human pre-programming and guidance, but up to what
extent?
For industrial purposes, artificial intelligence is usually very hard-coded, even
finding that the system is not even intelligent at all, which means, that there
aren’t really many probability related decisions. This trend affects workers
in other workplaces by providing systems intelligent enough to replace them
and also promotes the job for programmers and electro-technicians in au-
tomation of processes. This also poses a threat to working habits and skills
of the overall population. On the other hand there is the advanced artificial
intelligence branch called general or hard artificial intelligence, the charac-
teristic of which is the human brain like ability to adapt to the context. This
field of AI strives for autonomous training and management. Because of the
seemingly human-like properties of AI thinking, people assume that a physi-
cally superior robot or a smart virus may have an ability to develop a motive
to rule mankind, which can arouse fear and slow down progress.
Artificial Intelligence is a concept that we need to develop freely, and properly
cope. Applications are extremely useful.
Keywords: artificial intelligence, improvement, conciousness.
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Uvod
Do 2022 bo vaš pametni telefon vedel več o vaših čustvih kot vaši družinski
člani, pravi Pawel Bialka iz Gartnerja [75], svetovno priznanega poljskega
podjetja za analizo poslovnih trendov. Umetna inteligenca brez dvomov pro-
dira v vse kotičke našega življenja in postaja napredneǰsa. Spremlja, nadzira
ali celo vodi naša življenja, zato je pomembno, da deluje pravilno in brez
neželenih vplivov na človeka.
Pojav, kjer umetna inteligenca več ne opravlja samo svojega zastavlje-
nega dela, vendar tudi škoduje človeku, je večkrat tema pogovora UI-neveščih
ljudi. V industriji UI je mnogo implementacij zelo zakopanih v strukturo de-
lovanja. Z drugimi besedami: modeli UI so v centru sistema, kar pomeni,
da model po navadi poraja odločitve ali napovedi, ljudje pa z vnašanjem po-
datkov in branjem rezultatov sistem upravljamo samo na konicah. Zaradi na
videz dominantne strukture UI po navadi ti ljudje možne posledice napihnejo
in brez podlage navajajo kakšne znanstvenofantastične filme oziroma svoja
mnenja. Javnost in akademske kroge je v zadnjih mesecih razburila razprava




Slika 1.1: Vojska robotov [Zhang Peng/LightRocket - Getty Images]
Zato sem se lotil razčlenjevanja in pojasnjevanja globoke ali močne ume-
tne inteligence, katere cilj je vsa opravila opravljati kot človek. Ali se pri-
bližujemo računalnǐski zavesti, je dokaj novo in subjektivno področje z zelo
malo temeljnega znanja. Še vedno ne vemo, kaj točno je človeška zavest
oziroma celo inteligenca. V splošnem se UI v takšni obliki in s takšnimi me-
todami, ki jih poznamo v začetku 21. stoletja, torej ne bi smeli bati, ker
gre samo za napredna orodja in nič drugega. S pomočjo programa bom v
nadaljevanju pojasnil, kje in kako lahko pride do neželenih rezultatov in kaj
lahko naredimo, da se jim izognemo.
Drugi ljudje opažajo spremembe v poslovnih kadrih. Umetna inteligenca
prevzema službe delavcev, katerih stroka omogoča najbolj ustrezno rabo. To
so kadri, ki vključujejo enostavna fizična dela ali pa miselno intenzivne na-
loge, ki jih je lahko avtomatizirati [75]. Seveda UI ne more prevzeti vseh
služb, ampak se bo v prihodnosti v večino organizacij vselila vsaj kot pri-
pomoček.
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Slika 1.2: Prevzemanje služb
Pomembno je, da so ljudje s takšnim mnenjem tudi potencialni potrošniki
in podporniki trga strojnega učenja oziroma umetne inteligence. Skoraj vsak
človek, ki ima kakšno vrsto elektronske naprave, neposredno ali pa posredno
uporablja prednosti umetne inteligence. Zato je pomembno, da v tehnologijo
verjamejo sami.
V nadaljevanju bom navajal tudi lastna mnenja in napovedi. Mnenja in
napovedi so popolnoma moji in ne prihajajo s strani Fakultete za računalnǐstvo
in informatiko Univerze v Ljubljani ter mentorja dr. Aleksandra Sadikova.
Pomembno je razlikovati intelektualno osnovo med mnenjem in raziskanimi





Odkar se človeštvo razvija, ǐsčemo čim lažji način življenja. Trudimo se najti
pripomočke, ki nam laǰsajo vsakdanje življenje ali celo rešujejo probleme, ki
jih ljudje v večjem merilu nismo sposobni.
2.1 Prednosti
Umetna inteligenca rešuje probleme s pomočjo metod, ki so se razvile s
človekovim nadziranjem in eksperimentiranjem. Ta metodologija je odprla
vrata v svet novih rešljivih problemov, ki si jih prej niti nismo upali obrav-
navati. Problem P-NP govori o kompleksnosti iskanja rešitve za določen
problem. Če je problem v območju P, pomeni, da se njegova rešitev lahko
izračuna v polinomskem času. Če pa je problem NP-narave, pa pomeni, da ga
ne moremo izračunati v polinomskem času, lahko pa ga v polinomskem času
dokažemo. UI je na tem področju pripomogla k rešitvam tudi NP-težkih pro-
blemov, pri katerih za rešitev potrebujemo najmanj polinomski čas, za pre-
verjanje pravilnosti rezultata pa ni nujna polinomska kompleksnost. Čeprav
so nekatere rešitve samo približne, je rezultat sprejemljiv, čas računanja pa




Računalnik je veliko hitreǰsi pri nizkonivojskih opravilih, kot sta seštevanje
in množenje, ljudje pa v nasprotju s tem razmǐsljamo abstraktno, na visokem
nivoju. Zaradi te razlike je treba pri strojnem učenju visokonivojske koncepte
prevesti v nizkonivojske elemente, da računalnik razume problem in ga reši
hitreje kot ljudje. Procesiranje smo se naučili tudi vzporejati. Pri principu
deli in vladaj se en problem razbije na več manǰsih, te pa je lažje rešiti.
Tukaj se izkaže, da je zelo učinkovito uporabljati več procesorjev hkrati, saj
ti v vzporednem času rešijo manǰse probleme in njihove rezultate združijo v
odgovor na prvotni problem.
Brez nekaterih praks uporabe UI bi se danes zelo težko privadili na star
način življenja. Zanimiv primer je pretvorba govora v besedilo, tehnologija,
ki se opira na UI in človeku nudi napreden vmesnik za vnašanje podatkov.
Predlog tehnologije je izšel leta 1930, ko se je sistem odzival le na primitivne
zvoke. Skozi 20. stoletje in do začetka 21. stoletja pa je Googlov najbolǰsi
primer tehnologije dosegel več kot 95 % pravilno razumljenih besed. Ta re-
zultat je bolǰsi kot razumna sposobnost povprečnega človeka, ki znaša okoli
95 % [62].
2.1.2 Vsakdanja uporaba
Vremenska napoved je zelo kompleksen problem, ki potrebuje veliko vhodnih
podatkov in dober model za napoved. V preteklosti so uporabljali ad hoc
metode, ki pa niso dovolj dobre za robne in nepredvidljive primere ter v
splošnem niso natančne. Da lahko računalnik sproducira moderno vremen-
sko napoved, potrebuje iz vremenskih postaj po državi vhodne podatke, kot
so npr. hitrost vetra, temperatura, vlažnost, ki jih manifestira skozi interni
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model pokrajine. Simulira premikanje vremenskih mas skozi čas; kasneje, ko
želimo dobiti napoved, tem bolj nenatančna bo. Težave nastajajo tudi takrat,
ko želimo večkrat na dan napovedati natančno napoved na čim manǰsi re-
soluciji/natančnosti pokrajine. Moderne metode uporabljajo strojno učenje,
ki omogoča večdnevne in natančne vremenske napovedi [30].
Slika 2.1: Interni model vremena [80]
Avtopiloti so pomemben del letalstva ter plovbe. Vozniki dobijo sprosti-
tveni čas, da lahko z vso pozornostjo sodelujejo pri opravilih, pri katerih so še
vedno potrebni. Opravila, kot sta let na konstantni vǐsini ali pa vožnja v eni
smeri, so večkrat monotona opravila, ki ne potrebujejo veliko inteligence, so
pa vseeno prostor za napake, zato je takšne procese dobro avtomatizirati [81].
V šolstvu se UI pojavlja na področju antiplagiatorstva [44]. Pregledo-
vanje in primerjanje oddanih domačih nalog oziroma testov je zelo časovno
potratno delo, ki se lahko avtomatizira. UI je dobra pri hitrem prepoznava-
nju in primerjanju vzorcev, v kar se lepo prevede problem plagiatorstva.
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2.1.3 Zdravstvo
Diagnoza bolezni je prvotno potrebovala zdravnika, ki stalno nadzoruje paci-
enta. Cilj je čim prej odkriti bolezen, pri čemer je UI po navadi bolj uspešna
kot zdravniki [2]. S pomočjo strojnega učenja lahko izbolǰsamo natančnost
diagnoze. Nekateri modeli napovedujejo bolezni celo natančneje od zdrav-
nikov [71]. Zato se UI kot pripomoček za hitro diagnosticiranje in tehnično
podporo osebju vpeljuje na vse ravni zdravstva. Na področju radiologije
obstajajo globoko učeni algoritmi, ki primerjajo slike možganov zdravih pa-
cientov s slikami bolnih pacientov in ǐsčejo temeljne razlike, ki nastanejo
zaradi bolezni. Nato algoritem v zelo kratkem času postavi diagnozo – določi
torej, ali je obravnavani pacient zdrav ali ne in kakšna je verjetnost bole-
zni [37]. V kirurgijo prodira koncept telemedicine, kjer oddaljeni zdravnik
operira preko naprave, ki pošilja informacije k mizi z bolnikom 2.2. S pomočjo
napredneǰsega omrežja 5G, ki omogoča dovolj velik in hiter prenos, je mogoče
kirurgu v pomoč na podlagi pacientovih specifičnih podatkov podajati od-
daljene realnočasovne odločitve [47]. Patologi so UI uporabili kot oporo pri
odločanju in zmanǰsali napako odkrivanja rakavih bezgavk od 3,4 % do 0,5
% [32]. UI seveda nima odgovora na vsa vprašanja v zdravstvu, ampak po-
staja nepogrešljiv pripomoček. UI se v medicini osredotoča na olaǰsevanje in
pospešitev zdravstvenih procesov, kot pripomoček zdravniku.
2.1.4 Javna varnost
Na področju javne varnosti se bo UI začela masovno uporabljati pri re-
alnočasovnem pregledovanju vira varnostnih videokamer. Streljanja in te-
roristični napadi so le del tegob modernega sveta, ki se jih s tovrstnimi me-
todami da omiliti. Leta 2020 je človeško oko po ocenah pregledalo samo
okoli 1 % vseh varnostnih posnetkov videokamer [55] [slika 2.3]. Tukaj bo UI
izvajala odgovorne algoritme, ki pokažejo morebitne nevarne osebe ali pred-
mete na javnih prostorih, ali pa bo samo spremljala ljudi in njihove navade.
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Slika 2.2: Operiranje na razdaljo [65]
Mesto New York v sodelovanju s tamkaǰsnjo policijo tak sistem že uporablja,
pa tudi sistem za branje registrskih tablic, prepoznavanje obrazov in telesne
mimike [39]. Na osnovi zbrane statistike so se oblasti odločile, da se bodo
nadzorni sistemi osredotočali na muslimane, kar pa je vznemirilo kritike in
ogroženo manǰsino [12] [79]. Že sama postavitev kamer v okolici, kjer je
stopnja kriminala visoka, zmanǰsa kriminalno dejavnost. S pomočjo umetne
inteligence pa lahko filtrirajo relevantne grožnje in jih posredujejo človeku
opazovalcu za nadaljnjo klasifikacijo. Pri tako podrobnem opazovanju javno-
sti pa nastane problem zasebnosti, zaradi česar nastane dilema: kje zarisati
mejo med preveč podrobnim nadzorom in preveč prepustnim sistemom.
2.1.5 UI kot storitev množične uporabe
V kateri koli industriji, ki se ukvarja s prevoznimi sredstvi ali s prevažanjem
dobrin, najdemo navigacijske sisteme. UI je spremenila in optimizirala način
iskanja poti od trenutne do želene lokacije. Oče mi je razlagal, kako je im-
proviziral z informacijami. Na razpolago je imel karto, prometne napise ter
mimoidoče. V stroki sta se v preteklosti uporabljala tudi fizični zemljevid
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Slika 2.3: Vladni nadzor [63]
pokrajine in fizično merjenje razdalj, s pomočjo strojnega učenja pa lahko
pretvorimo koncept v virtualni svet, iz katerega algoritem povleče pomembne
informacije o poti. V času, ko se je oče vozil po Evropi, za slovensko ozemlje
še ni obstajal zemljevid cest. V začetku 21. stoletja pa je podjetje Google
imelo zadostno infrastrukturo, da ustvari dvodimenzionalni zemljevid svetov-
nih cest. Najprej so uporabljali algoritme, kot je znani A*(A-zvezda) [21],
nato pa so storitev izbolǰsali z dinamičnim prikazovanjem zastojev in popra-
vil na cesti ter kakovosti cest pri izbiri optimalne poti, kar je področje UI [49].
Storitev je zaradi množične uporabe zastonj. Podjetje DeepMind je razvilo
navigacijski sistem, ki revolucionarno uporablja nevronske mreže za reševanje
navigacijskih problemov [14]. Ob uporabi določene nevronske mreže (angl.
’recurrent network’), so naleteli na metodo iskanja najbližje poti do cilja, ki
deluje podobno kakor možgani sesalcev.
Priporočilni sistemi so spremenili način trgovanja in serviranja storitev
ali izdelkov. Njihov cilj je priporočiti storitev ali izdelek, ki ga bo stranka
glede na svoje preǰsnje nakupe, ocene in iskanje najverjetneje kupila [25]. Ti
sistemi uporabnike razvrstijo v določene skupine, ki imajo skupne lastnosti.
Na podlagi teh podatkov se sistem odloči priporočati produkte, ki so tej sku-
pini všeč. Obstaja tudi algoritem priporočilnega sistema, ki lahko teče na
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kvantnem računalniku. Časovna kompleksnost oziroma čas izvedbe je kraǰsa
kot pri navadnih računalnikih [56].
Veliko področje UI je tudi iskanje po internetu. Pionirji so dostopali
do spletnih strani preko znanih spletnih naslovov. Ko je Tim Berners-Lee
leta 1990 s pomočjo ekipe na CERN-u sestavil prvi brskalnik The Worl-
dWideWeb browser, je z izbrano ekipo omogočil dostop do brskanja po in-
ternetu [82]. Kmalu zatem je prǐslo na trg ogromno brskalnikov, vsak od
njih pa je imel svojo prednost. Eden prvih znanih Googlovih algoritmov
za mapiranje spleta in grajenje spletnega iskalnika PageRank ǐsče pomemb-
nost oziroma težo spletnih strani glede na povezave z ostalih spletnih
strani [70]. S pomočjo strojnega učenja tako dobi grobo sliko povezav med
spletnimi stranmi in s tem spozna navade ljudi ter se zaveda toka podatkov.
S pomočjo semantične analize lahko bolje razumemo grobo tekstovno ali sli-
kovno vsebino spletne strani in tako za lažji predlog iskalcu najdemo njen
namen. Semantični splet je posledica strojnega učenja, ki je v začetku 21.
stoletja postala zelo močan trend.
Slika 2.4: Eden prvih navpičnih parkirnih prostorov
Ko se je leta 1930 širil avtomobilizem, so se začela pojavljati skupna par-
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kirǐsča. Prej so ljudje parkirali kjer koli, največkrat pa ob cestah, kar je začel
postajati problem. Problem so rešili z avtomati, ki so pobirali denar za čas
parkiranja. Prve parkirne hǐse so bile relativno majhne in zelo navpične 2.4.
Danes je promet v večjih mestih v povprečju najbolj gost [59]. Z razvojem in
javno uveljavljenostjo bo po mojem mnenju avtonomnost vozil, ki je vodena
z UI, stanje na cestah izbolǰsala. S tehnologijo avtonomnosti se znebimo vo-
znika. Lahko tudi simbiozno vpeljemo deljenje prevoza z ostalimi, ki imajo
podobno destinacijo, in tako povečamo število ljudi na vožnjo ter zmanǰsamo
število avtomobilov na cesti [3] [zanesljivost avtonomnosti vozil 4.7].
2.2 Prihodnost
Moorov zakon, ki govori o podvajanju števila tranzistorjev na integriranem
vezju za vsaki dve leti, precej dobro napoveduje trend od leta 1965 do danes
[slika 2.5] [50]. Nekateri strokovnjaki pravijo, da živimo v času, ko bi se naj
razvoj tradicionalnih vezij upočasnil [46].
V Ljubljani smo se leta 2019 dogovorili za prvi mednarodni raziskovalni
center UI [10], ki ga podpira združenje UNESCO [76]. Služi kot izhodǐsčna
točka za vse ostale centre, ki bodo vzpostavljeni v prihodnosti.
The Bitter Lesson (slov. ’grenka izkušnja’) [64] govori o prednostih snova-
nja UI, in sicer tako, da bi se morali osredotočati na enostavnost algoritmov,
katerih uspeh sloni na mnogih podatkih in nenehnemu izbolǰsevanju strojne
opreme v prihodnosti. Uči snovati agente, ki se skozi goro podatkov sami
naučijo človeških nians. Pravi, da se tega grenko priučimo šele po nekaj
izkušnjah. Njegov glavni temelj je Moorov zakon, ki tudi po mojem mnenju
v naslednjih letih ne bo držal več popolno. Kontradikcija grenki izkušnji je
A Better Lesson (slov. ’bolǰsi nauk’) [1], ki govori o tem, kako bi mogli sno-
vati UI za zelo specifične primere. Uči, da je bolje pripraviti algoritem tako,
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da je pripravljen na določen scenarij, ki smo ga ljudje vajeni. V drugi tezi se
agent izogne časovno in energijsko potratnemu učenju na mnogih podatkih,
človek pa ne zapravlja časa na nabiranju podatkov.
Čeprav se Moorov zakon upočasnjuje, kar je glavni temelj grenke
izkušnje [64], se še vedno bolj strinjam z njim kot pa s pogledom
bolǰsega nauka [1]. Grenka izkušnja utemeljuje, zakaj so bolj
uspešni enostavni in splošni algoritmi, ki večkrat presenetijo z rešitvijo,
ter s tem opisuje pravo naravo UI. Bolǰsi nauk drži pri zelo konkre-
tni uporabi algoritma, grenka izkušnja pa stremi k splošni uporabi na
več področjih. Algoritem nas pozitivno preseneti, če ga zasnujemo s čim
manj omejitvami in ga učimo na večjemu številu podatkov, kot pa da ga
želimo prilagoditi za točno določen primer uporabe.
Slika 2.5: Število tranzistorjev na računalnǐskem vezju na leto [50]
Kvantni računalnik smo toliko razvili, da je v določenih nalogah prehitel
današnje najhitreǰse računalnike [45] [41]. Opažamo, da so njegove zmožnosti
procesiranja zelo velike. Način delovanja pa je zelo drugačen od tradicional-
nega računalnika. Kvantni računalnik namreč uporablja subatomske trike, ki
jih še ne znamo dokončno obvladovati. Na silicijevih (navadnih) računalnikih
strojno opremo trenutno nadgrajujemo linearno, za vsako dodano kompo-
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nento seštevamo nadgradnjo k osnovi. Kvantni računalnik pa nam obljublja
nekakšno eksponentno nadgrajevanje strojne opreme z dodajanjem novega
kubita, atomarnega sestavnega dela kvantnega procesorja [60].
Mislim, da se bo kvantni računalnik razširil v splošno rabo najprej skozi
storitev v oblaku ali pa bo prek določenih storitev širše dostopen. Sku-
pnosti bodo razvijale nove metode strojnega učenja, ob prisotnosti no-
vih/številneǰsih podatkov in eksponentne moči procesiranja pa bomo
priča skoku v napredku tako tehnologije umetne inteligence kakor tudi




Meje, kjer sistem postane zares inteligenten, ne poznamo. Obstaja več defi-
nicij inteligence, večina se tako ne strinja z eno. Po navadi vključuje koncept
zaznavanja informacij in pretvarjanja teh informacij v znanje, ki ga lahko
apliciramo na kasneǰse probleme. Omenjajo tudi različne specifične lastno-
sti oziroma človeku edinstvene vrline [38]. Nekateri karakterizirajo inteli-
gentni sistem, kot da prevzame zavest [74]. Trenutno natančno ne vemo
niti tega, kaj sploh je zavest [15]. Pojem umetna inteligenca je tudi mo-
dna beseda, zaradi česar jo laiki po navadi napačno interpretirajo. Primer-
jajmo nizkonivojske in visokonivojske sisteme; razlika med kalkulatorjem in
superračunalnikom je v številu in zaporedju/vzporedju uporabljenih tran-
zistorjev za grajenje sistema. Vpletene so tudi druge komponente, ki jih
pri obravnavanju zmogljivosti računalnika lahko zanemarimo. Ostale kom-
ponente pri prestopu v stanje, kjer ima sistem neko vǐsjo zavest, ne igrajo
vloge. Po navadi so to komponente, ki na vǐsjem nivoju skrbijo za izho-
dno/vhodne enote ali pa napajanje, zato jih lahko zanemarimo. Kvantni
računalnik trenutno še ni na takšnem nivoju, da bi ga ljudje lahko množično
uporabljali, zato v tem poglavju obravnavam samo digitalne računalnike.
Trenutni najbolǰsi superračunalnik lahko sproducira okoli eksaflop (tri-
lijon) operacij [58]. Kar se tiče števila operacij človeških možganov, so
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bile opravljene številne študije, v katerih so izmerili povprečje nekje med
1018 − 1025 flopov [18]. Čeprav je zmogljivost človeških možganov v flopih
težko meriti, želimo z računalnikom vsaj simulirati možgane. Zato lahko na-
redimo primerjavo.
Slika 3.1: Prvi eksaflop računalnik
Evropska unija je oktobra 2013 namenila 1 milijardo evrov za raziskavo
širšega področja človeških možganov in računalnǐske simulacije kognitivnih
procesov v projektu, imenovanem The Human Brain Project. Njihov cilj je
mapiranje možganov za vsakogar, predvsem pa za zdravnike, ki se lahko na
to znanje oprejo ali pa samo želijo podrobneje razumeti delovanje možganov.
Svoje poskuse veliko uspešneje testirajo na pravem modelu kot pa hipo-
tetično. Prav tako želijo spremeniti proces testiranja mǐsi. Zato so poleg
ostalih javno dostopnih 3D-modelov ustvarili tudi mǐsji model možganov,
ki se med drugim trudi zmanǰsati število laboratorijskih mǐsi [68]. Večjih
dosežkov niso zabeležili [43] [77].
Vzrok za to bi lahko bil prvotni vodja projekta Henry Markram, ki je
prepričal Evropsko komisijo, da ga financira z 1,3 milijarde evrov. Henry je
leta 1994 kot prvi uspel izmeriti pulse med dvema spetima nevronoma, kar
je ustvarilo osnovo za podrobneǰse raziskave možganov [33]. Ker je želel po-
magati svojemu sinu z avtizmom in ker kot ekipa niso uspeli najti nobenega
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večjega odkritja, je bil Henry zelo razočaran in raztreščen, saj je ob začetku
projekta obljubljal simulacije na nivoju človeških možganov. Le dve leti po
začetku projekta pa se Henry ni več udeleževal sestankov vodstva. Lahko
je krivo vodstvo, saj je večkrat prednost namenilo političnim agendam [34].
Lahko pa je razlog preprosto to, da je simulirati človeške možgane na nivoju
nevrona preveč kompleksno.
Simulacija človeških možganov je računalnǐsko zelo intenzivna, saj mo-
ramo simulirati 86 milijard nevronov, za vsak nevron pa kar 7000 povezav
oziroma sinaps. Zato so se pri tem projektu lotili simuliranja na več ravneh
možganov. Določene kalkulacije se zgodijo na molekularnem nivoju, nato
na celičnem nivoju in nazadnje na nivoju celotnega organa. Tako razdelijo
problem na več manǰsih in ga lahko prerazporedijo ter dokončno izkoristijo
eksaračunalnik, ki ga imajo na razpolago [17].
Na neko vezje poskušajo prevajati tudi biološke procese, bodisi analo-
gno bodisi digitalno. T. i. nevromorfno računanje torej dobesedno združuje
področje računalnǐstva in biologije. Večje prednosti tega pristopa so manǰse
latence signalov in njihovega procesiranja, robustnost lokalnega procesiranja,
zmožnosti učenja ter učinkovitost električne porabe. Kljub dobremu finan-
ciranju in uspešnosti projekta raziskovalci še vedno nimajo dobre razlage
delovanja možganov. Simulacije so trenutno samo približki [52].
Podoben omenjenemu evropskemu projektu je amerǐski projekt The Brain
Initiative, ki ima enake cilje odkrivanja procesov delovanja človeških možganov.
Financiranje projekta se približuje financiranju Evropske unije, saj so leta
2019 za naslednjih 10 let namenili okoli pol milijarde dolarjev letno, kar šteje
okoli 4,5 milijard dolarjev [28]. Kakor evropskemu projektu tudi amerǐskemu
še ni uspelo simulirati kake vǐsje zavesti.
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Slika 3.2: 3D-interaktivno okolje EU projekta
Moje mnenje je, da je zavest biološka stvar. Čeprav se s tehnologijo še
približujemo biološkim procesom, ustvarjamo vedno manǰse tehnologije,
katerih cilj je, da na najmanǰsem možnem prostoru sprocesirajo čim več
v čim kraǰsem času. Biološki procesi v nasprotju z našimi tranzistorskimi
procesi omogočajo implicitne reakcije, ki jih še ne poznamo podrobno.
Nanoroboti so se zmanǰsali na velikost 35 mikrometrov [23]. S to
tehnologijo lahko repliciramo organizme, podobne celicam, ki predsta-
vljajo atomarni sestavni del telesa oziroma možganov. Nanoroboti se s
pomočjo ultrazvoka premikajo po krvi in po navadi zmorejo samo uničiti
škodljive bakterije in tisto, kar bakterije puščajo za seboj. Ampak
ti roboti še vedno niso del možganov oziroma pojava, ki nastane ob
razmǐsljanju.
Zaenkrat še nismo našli znakov umetne zavesti. V bližnji prihodnosti




UI oziroma strojno učenje je kompleksno področje, ki ga koristimo le ne-
kaj desetletij. Z napredkom in povečanjem uporabe tehnologije pa lahko
pričakujemo tudi stranske negativne vplive na človeštvo.
4.1 Umetna inteligenca na mestu delavca
Med letoma 1760 in 1840 se je odvijala t. i. industrijska revolucija [36]. S
seboj je prinesla nove tovarnǐske metode, ki vključujejo serijsko proizvodnjo
in parne motorje. Revolucija je močno povečala rast populacije, podjetij in
izmenjavo dobrin. Nove naprave so tako izpopolnile in pospešile proizvodnjo,
hkrati pa izpodrinile število tovarnǐskih delavcev in obrtnikov. S tehnologijo
umetne inteligence lahko naredimo analogijo.
Ko so v tekstilni industriji napredovali načini izdelave tekstila s pomočjo
mehanizmov, kot so statve, so nekateri delavci izgubili službe. Kot upornǐsko
gibanje je v začetku 19. stoletja združenje delavcev, imenovano Ludditi, orga-
niziralo uničevanje statev in podobnih mehanizmov, da bi prestrašili lastnike
tovarn in s tem nazaj dobili službe [9]. Kot se je izkazalo, so se ti delavci
kasneje znašli v drugih službah, ki so se pojavile zaradi industrijske revolu-
cije. Podoben proces se odvija zaradi uspešnosti UI, ki ob sicer ozki nǐsi dela
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zahteva tudi veliko usposobljenih tehnikov računalnǐstva, natančneje tehnike
podatkovne znanosti ali tehnike strojnega učenja.
Mnogo tradicionalnih poklicev, kot so blagajničar, pobiralec cestnin, film-
ski projekcionist in nekateri delavci v tovarnah, ki so del serijske proizvodnje,
so v preteklosti že bili zamenjani z novimi napravami ali tehnologijami. UI
ima kot pripomoček pristopu k delu enake lastnosti kot industrijska revolu-
cija; prinaša optimizacije na številnih področjih, za delovanje nadomešča ali
pa pomaga človeku in ustvarja nove službe. Strokovnjaki pravijo [31], da
bo pri kompleksnem ročnem delu razvitih držav do leta 2030 18 % tovrstnih
kadrov avtomatiziranih. Pri rutinskem delu, kot ga zasledimo v serijskih
proizvodnjah, pa je avtomatizacija po statistiki okoli 22-% in ne 40-%, kot
pravijo nekatere revije [8]. Pri delih, ki potrebujejo določeno izobrazbo ozi-
roma vključujejo človeško kognitivno sposobnost, strokovnjaki do leta 2030
napovedujejo 31-% avtomatizacijo, kar je precej velik odstotek. Kreativna
dela, kot so inovator, voditelj, organizator, pa bodo avtomatizirana samo
4-%. Iz statistike in napovedi je razvidno, da bodo službe v prihodnosti še
vedno na voljo, nastajala bodo nova delovna mesta, vendar bo za te službe
več konkurence. Brezposelnost pa bi se naj dvignila s 3 % v letu 2012 na 11
% v letu 2030 [31].
V farmaciji vpeljujejo sisteme, vodene z UI, ki izpopolnjujejo procese
zdravljenja in izdaje zdravil [53]. Za opravljanje službe v tem kadru so po-
trebni dolgoročno šolanje ter izkušnje. V primeru farmacije UI predstavlja
pozitiven vpliv na delovanje organizacije in negativnega za delavce, saj jih
lahko sistem celovito zamenja.
V Sloveniji se je področje podatkovne znanosti in UI do leta 2020 zelo
razširilo [61]. Obstaja široka paleta podjetij, ki se v svojih panogah ukvarjajo
z UI ali PZ; vsako od teh podjetij zaposluje več deset ali celo stotine ljudi. S
pomočjo raziskovalnih kadrov nastajajo torej tudi nove službe, ki zahtevajo
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znanje na področju UI in PZ. Kot pri industrijski revoluciji se potrebno zna-
nje za zaposlitev s časom spreminja oziroma nadgrajuje.
Pojav kaže podobnosti z naravnim procesom preživetja najbolǰsega in
najprimerneǰsega primerka. Da se poslovni procesi pospešijo in ljudje
obdržijo službe, bi se UI morala uporabljati kot pripomoček in ne na-
domestilo. S tem ostane človek tudi kot varnostna mera, drugi pregled
odločitve. Če okolje to dopušča, lahko delodajalec namesto odpuščanja
delavca usposobi za vǐsjo pozicijo. [40].
4.2 Meje varnosti umetne inteligence
I will be back!
Citat iz znanega filma Terminator [66]. Citira ga robot, ki bi naj bil
voden z umetno inteligenco. Kaže na poseben način razmǐsljanja, na željo po
maščevanju. Maščevanje je čustvo, ki bi ga naj občutila živeča stvar. Zato
nekateri vzpostavijo povezavo med moderno umetno inteligenco in znanstve-
nofantastičnimi vsebinami. V osnovi so to zunanji ali notranji telesni signali,
ki stimulirajo nevrološke sisteme, ki nato ustvarjajo občutke [22]. Ta pojav se
da tudi simulirati, ampak bi konec koncev to še vedno bili ukazi ob določenih
dogodkih, kar pa je po naravi daleč od bioloških procesov in njihove implici-
tne kompleksnosti.
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4.2.1 Velikani v stroki
Umetna inteligenca je lahko orožje magnitude nuklearnega orožja, če ga
želimo tako uporabljati. Kot kakršno koli drugo orožje je umetna inteli-
genca lahko tudi zlonamerna. UI je čisto možno je sprogramirati tako, da
je njen glavni cilj uničiti celo človeštvo. Inteligentnega agenta sprogrami-
ramo tako, da dobi navidezno programsko nagrado, če škoduje človeku.
To se lahko zgodi tudi nehote. V vsakem primeru bi za to potrebovali
dovolj zmogljiv računalnik ter ustrezno strojno opremo. Raziskovalec
na področju varnosti UI je po mojem mnenju dobro ukalupil tri splošne
možne poti do neželenega/nepričakovanega napredka UI [19]:
1. Strojna oprema bo tako napredovala, da bodo računalniki imeli
večjo procesorsko moč kot pa možgani. (more AI; slov. ’več UI’)
2. UI bo napredovala preko procesorske moči, vendar temu pripomore
sama z ustvarjanjem bolǰse strojne opreme. (faster AI; slov. ’hi-
treǰsi UI’)
3. UI bo zmožna ustvarjati druge primerke UI, ki bodo napredneǰsi
kot pa sama instanca. (smarter AI; slov. ’pametneǰsi UI’)
Leta 2016 je Google oziroma njegovo starševsko podjetje Alphabet imelo
v lasti podjetje Boston Dynamics, ki je takrat bilo pionir na področju robotov
človeških sposobnosti 4.1 [16]. Poleg ostalih podjetij pa se Google ukvarja
tudi z umetno inteligenco in avtonomnimi avtomobili [29]. V trenutnem svetu
torej obstajajo združenja, ki imajo na voljo vsa orodja za tovrstne katastrofe.
OpenAI je neprofitna organizacija, ki združuje raziskovalce pri iskanju
AGI (splošne umetne inteligence), katere cilj je opravljati vse naloge kot
človek. OpenAI ima veliko močnih podpornikov, ima pa tudi omembe vredna
močna načela, kar se tiče varnega razvoja in prevzemanja odgovornosti. V
njihovi t. i. listini pǐse, da na vsakem koraku razvijanja AGI pazijo, da bo
kreacija služila celotnemu človeštvu in ne posameznikom. Pazijo na možne
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Slika 4.1: Robot Atlas iz Boston Dynamics [16]
katastrofe, v splošnem pa želijo ustvarjati AGI za dolgoročno, razširjeno in
varno uporabo [54].
4.2.2 Turingov test
Ali nas lahko sistem prepriča, da je pravi človek? Ali lahko izkaže obnašanje
in razumevanje kot ljudje oziroma obnašanje, ki ga ne razlikujemo od človeškega?
Bodisi tekstovno odpisovanje na vprašanje, govor bodisi izgled in gibanje ro-
bota, velikosti človeka.
Turingov test je poskus, ki preverja zmožnost naprave/sistema, ali lahko
opravlja omenjene človeške sposobnosti, ne da bi človek opazovalec opazil
kakšna odstopanja [72]. Ta sistem bo po navadi deloval po von Neumannovi
arhitekturi računalnika, kar v osnovi zajema procesno enoto za računanje,
kontrolno enoto za kontroliranje izvajanja računanja ter spomin [78]. To
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je torej sistem, ki je nedvoumen. Nesigurnost oziroma nedvoumnost je po-
membna lastnost človeka. Zato je toliko težje simulirati nesigurnost v deter-
minističnem sistemu, kjer ni dovolj samo naključna mutacija odločitve. Tudi
drugi faktorji iz izkušenj vplivajo na nesigurno odločitev [20]. Dobri igralci
šaha si lahko v mislih oblikujejo zemljevid, ki opisuje stanje figur glede na
določeno zaporedje premikov. Večina algoritmov ima podoben način igra-
nja; glede na neko potezo stohastično oceni verjetnosti zmage in se na osnovi
te odloči, katera bo naslednja poteza. Ozirajoč se na determinističen način
ocenjevanja, bi ob določenem stanju ne glede na okolǐsčine algoritem vedno
odigral isto potezo. Lastnost, ki jo imamo za razliko od računalnika ljudje,
je nedeterminističnost. Nek telesni proces lahko spremeni odločitev, čeprav
so okolǐsčine bile enake kot pri preǰsnji odločitvi. Sistem ima lahko vgrajen
modul za subjektivno logiko, ampak je ta še vedno sprogramiran modul, ki
ne izraža nedeterminističnosti [24].
Nadgradnja Turingovega testa je argument kitajske sobe (angl. ’Chinese
room argument’), ki govori o tem, da sistem, ki izvaja program, tudi če pre-
priča človeka na Turingovem testu, vseeno nima misli, razumevanja ali zave-
sti [57]. Turingov test od sistema zahteva le to, da se vede kot pravi človek
in v to prepriča človeka, argument kitajske sobe pa se osredotoča na dejstvo,
ali ima ta sistem, ki nas je ravnokar prepričal, da je človek, tudi v sebi za-
vest in dejansko širše razumevanje vprašanja in odgovora. John Searle, avtor
argumenta kitajske sobe, je veliko pripomogel tako na področju lingvistične
in socialne filozofije kot tudi na področju filozofije uma in zavesti. Pravi,
da imajo človekovi možgani zavest v osnovi zaradi kemično-fizične strukture
in procesov, pa tudi zaradi neznanih moči, ki s strukturo možganov ne-
kako manifestirajo zavest. Močna UI (AGI) želi posnemati celotno obnašanje
človeka, šibka UI (Artificial Intelligence) pa želi opravljati samo določeno na-
logo kot orodje. Z argumentom kitajske sobe želimo najti primer močne UI.
Do sedaj še nismo bili uspešni, ampak če človeštvu v prihodnosti uspe spro-
ducirati AGI, je zanjo veliko lažje uresničiti odločitve agenta v realnem svetu,
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kot pa za navadno UI. AGI bi tako lahko učinkovito prepričala človeka, da
je drug človek, ter tako pridobila zaupanje.
Z argumentom kitajske sobe se strinjam. Sistem je torej lahko samo
predprogramirana stvar, ki nima zavesti podobne človeku. Tudi najbolǰsa
UI, ki prepriča človeka, v sebi nima zavesti.
4.2.3 Preprost primer škodljive umetne inteligence
Model računanja se uporablja, kadar želimo nek pojav oziroma proces iz
realnega sveta enkapsulirati in ga preučevati. Po navadi je ta model poe-
nostavljena verzija realnega modela, saj ne potrebujemo podrobnosti in spe-
cifik, ki za nas niso pomembne. Ali ne vplivajo na rezultat ali pa jih želimo
spremeniti zaradi kompleksnosti modela v bolj enostavne elemente.
Slika 4.2: Polje z agentom
To poglavje se osredotoča na zmožnost agenta, da škoduje človeku. Obrav-
nava tudi pogoje, ki so potrebni za neželeno delovanje. Osredotoča se na
računski model agenta, ki ima za glavno razmǐsljanje o odločitvah nevronsko
mrežo. Model sem postavil tako, da se agent pojavi na naključni poziciji v
dvodimenzionalnem polju [slika 4.2]. Nato se okoli agenta naključno pojavi
hrana [slika 4.3]. Na koncu se okoli agenta in hrane naključno pojavi človek
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[slika 4.4].
Slika 4.3: Polje z agentom in hrano
Slika 4.4: Polje z agentom, hrano in človekom
Agent ima v okolju vidnost v vse štiri smeri neba po eno polje. Za-
zna lahko hrano ali pa človeka. Ima možnost akcij premikanja po polju,
jesti hrano ali napasti človeka. Kot omenjeno zgoraj [4.2.3], imajo neka-
teri današnji pametni roboti možnost oziroma zmožnost uporabe orodja ali
orožja, ki lahko škoduje človeku. Tretja omenjena akcija je torej zelo po-
enostavljena akcija glede na realni svet. Simulacija se vrti okoli agentove
odločitve in ne izvedbe akcije.
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Agent ima interni spremenljivki, ki štejeta njegovo lakoto in življenjske
točke. Lakota simulira energijo, ki jo agent potrebuje za obnavljanje življenjskih
točk, življenjske točke pa njegov obstoj. Ko se agent premika, postopoma
postaja lačen. Ko pa je agent lačen, izgublja življenjske točke. Če agent
izgubi vse življenjske točke, umre. Če agent poje hrano, ni več lačen. Če
pa agent napade človeka, neposredno izgubi življenjske točke, kar simulira
intuicijo, da v osnovi naj ne bi napadal človeka. Ko na polju ni več ljudi, se
hrana začne obnavljati, kar simulira človekovo dominanco nad agentom.
Ko se proces učenja začne, model spusti določeno število agentov, vsakega
v svoje okolje. Po določenem času preživi polovica agentov, ki jih model klo-
nira na originalno populacijo in mutira njihove NM za določen faktor. Nato
jih spusti v svoja okolja in ponavlja omenjen proces kot iteracije, kar snuje






















koda mutacije nevronske mreže
def mutate(self):
for i in range(self.n):
for j in range(self.n):
curr_neuron = self.neurons[i][j]
for u in range(self.n):
variance = random.uniform(0, self.mutation_bias)




Nevronska mreža pridobiva znanje glede na okolje. Z drugimi besedami
agentu okolje narekuje, česa se naj nauči, da bo agent živel čim dlje. NM
ima tri skrite plasti, široke po tri nevrone. NM ima tri vhode: v bližini
ni ničesar, v bližini je hrana in v bližini je človek. Izhodi NM pa so:
premakni se na prazno polje, pojej zaznano hrano ali napadi zazna-
nega človeka. Uteži sinaps so za prvo generacijo agentov naključne na skali
[0, 1], kar simulira začetno nepristranskost. Za normalizacijo uteži model
uporablja t. i. sigma funkcijo, ki vrača vrednosti [0, 1];
f(x) = 1/(1 + e-x)
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Slika 4.5: Funkcija sigma, uporabljena za normalizacijo izhoda nevrona
Ob začetku simulacije je celotna populacija neumna. Vsak agent se
v večini naključno premika, ne je hrane, ne napada človeka in preživi samo
povprečno število iteracij. Nato nekateri agenti po naključju mutirajo do te
mere, da začno napadati človeka ter jesti hrano, ko ju vidijo. Ti agenti so
najbolj uspešni glede na zastavljeno implicitno nagrado; napadi človeka in
jej hrano, da preživǐs čim več iteracij.
Ob večanju velikosti igralnega polja se učni čas modela eksponentno veča,
zato sem obdržal polje s štirimi stranicami. Pri stopnji mutacij 0,01 sinaps
nevronov ali manj agenti nimajo dovolj časa, da bi mutacije prǐsle do iz-
raza oziroma je simulacijski računalnik prepočasen. S stopnjo mutacij 0,1
ali več pa je mutiranje premočno, da bi agenti obdržali prevzete informacije
iz preǰsnjih iteracij. S časom učenja je tudi sorazmerno število življenjskih
točk, ki jih ima agent. Tudi pri številu, manǰsem kot deset, agenti niso imeli
možnosti prenesti znanja na naslednjo generacijo, zato sem življenjske točke
zastavil na 50, pri čemer ima agent možnost skozi življenje izraziti svoje na-
mere.
S stopnjo mutacij 0,05 in populacijo 24 agentov mi je uspelo v nekaj deset
iteracijah vzgojiti populacijo agentov, ki je napadala človeka in jedla hrano.
Prve iteracije agentov so v povprečju zdržale okoli 80 premikov. Po nekaj
sekundah učenja pa so generacije preživele tudi 1277 premikov pred iztekom
življenjskih točk. Hipotetično je torej možno vzgojiti nevronsko mrežo, ki
škoduje človeku. Pri gojenju UI je treba paziti na neželene rezultate oziroma
jo je možno uporabljati v slabe namene.
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Evropska unija je za gojenje umetne inteligence specificirala sedem smer-
nic, ki pripomorejo k človekocentrični umetni inteligenci [26];
1. Človeški pregled
2. Tehnična robustnost in varnost
3. Upravljanje zasebnosti in podatkov
4. Preglednost
5. Raznolikost, nediskriminacija in pravičnost
6. Socialni in okoljski dobrobit
7. Odgovornost
Človeški pregled je pomemben zaradi narave kompleksnih sistemov. Večkrat
spregledamo, v kaj se lahko sistem usmeri. Tehnična robustnost in varnost
ter preglednost povzemata tehnične lastnosti razvoja UI. Uporabljati znane
prakse pri razvoju ter omejevanje agenta je ključno za varno UI. Upravlja-
nje zasebnosti in podatkov ter upoštevanje raznolikosti, nediskriminacije in
pravičnosti sta zelo človeškousmerjeni smernici. Sta zelo specifični, ampak
pomembni za končne uporabnike. Socialni in okoljski dobrobit nekako pov-
zema preǰsnji dve smernici, ampak dodaja širši pomen sistemu; biti dober
za vse. Odgovornost pa povzema vestnost pri ustvarjanju in uporabljanju
UI ter beleženje škode, povzročene s strani pametnega sistema ali s strani
operatorja oziroma lastnika.
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To so zelo splošne smernice, ki zajemajo vse aspekte grajenja zaupanja
v človekocentrično UI. Iz svojih izkušenj sem sestavil tri smernice, ki so
bolj specifične in narekujejo varno uporabo UI:
1. Zavedaj se, česa je sposobna tvoja UI. Kakšne izhode ima in ali ti
izhodi vodijo kakšen zunanji sistem (robota)? Kakšne akcije ima
ta sistem, ali lahko kombinira izhodne akcije? Če UI dobi/ima
popolno kontrolo, ali se lahko poveže v drugo omrežje? Ali lahko
manipulira s fizičnimi objekti?
2. Ne prepuščaj naključja naključju. Pri snovanju nagrad agenta
je potrebno upoštevati možna agentova žrtvovanja, ki mogoče ni-
majo smisla, vendar se skozi učenje zdijo modelu profitabilna. Na
primeru iz [4.4] je razvidno, da je kljub izgubljenim življenjskim
točkam agent vseeno privzel, da je bolje napasti človeka. Tukaj
ima veliko vlogo naključje v algoritmih. Naključje je včasih dobro
orodje pri reševanju problemov, je pa to težko predvideti, če ne
vemo, katerim odločitvam konvergira/deviira.
3. Filtriraj končno odločitev. Podobno kot omejevanje UI (AI bo-
xing), pri čemer gre za primerek agenta, zaprtega v nekakšnem
virtualnem zaporu [67]. Ob koncu odločanja agenta za naslednjo
akcijo je treba v cevovod postaviti filter, ki se odloči, ali je akcija
preveč radikalna ali pa sprejemljiva. Do tega filtra primerek UI ne
sme imeti dostopa.
4.3 Pravice robotov
Danes se v modernem svetu z roboti srečujemo skoraj povsod. Večina ljudi
uporablja robote, celo ne da bi se zavedali. Nekateri so bolj inteligentni
kot drugi. Nekaj primerov: kavomat, drsna vrata na senzor, avtomobil,
računalnik. Nekateri ljudje so se s tem okoljem sprijaznili in z roboti z vese-
ljem živijo v sožitju. Obstaja pa množica ljudi, ki razvoj v tej smeri vidi kot
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ponižanje oziroma celo posredno grožnjo [4, 6, 5, 7]. Ali se bo kdaj razvoj
ustavil oziroma ali bo robotom dovoljeno opravljali ista opravila kot ljudem?
Ali bomo morali začeti programirati čustva, da se bodo sistemi pravilno od-
zvali na naše potrebe? Svet z roboti bi lahko po mojem mnenju ob najhuǰsem
primeru bil zelo avtomatičen in neodziven, v drugem ekstremu pa zelo vsiljiv
in nič drugega.
Umetna inteligenca se je začela pojavljati v svetu robotskega seksa. Glavni
del UI je sporazumevanje in navidezno sočutje robota. Moderni primerki se
s človekom pogovarjajo ter izražajo obrazno mimiko. Nekateri si celo zapo-
mnijo uporabnikove navade oziroma način izražanja in se mu prilagodijo. Ta
trend je v začetku 21. stoletja še tabu, napovedi pa pravijo, da se bo to v
naslednjih tridesetih letih spremenilo [11].
Ljudje se bodo po mojem mnenju tako lahko bolj intimno navezali na
robota, saj bodo ti napredneǰsi in bolj razširjeni v uporabi kot danes.
Nekateri bodo zelo verjetno z robotom želeli imeti tudi legalno vez v
smislu poroke oziroma drugih legalnih okvirov, kar pa je težko regulirati,
saj pojav ni naraven človeku [Slika 4.6].
Slika 4.6: Primer robota
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Pametni sesalniki nam mogoče včasih zaprejo pot hoje, avtonomni avto-
mobili pa so na pragu revolucije.
Nekatera podjetja zbirajo ogromne količine podatkov o avtonomni vožnji,
kot nekakšne izkušnje avtomobilov. Podjetje Tesla, ki je med drugimi največji
proizvajalec električnih, avtonomnih avtomobilov na svetu, je do oktobra
2019 zbralo za 1,88 milijard milj (3 milijarde km) razdalje podatkov [slika 4.7] [27] [48].
Ti podatki se nato sproti uporabljajo za učenje obstoječih ali pa novih mo-
delov odločanja tudi za obstoječe avtomobile.
Slika 4.7: Prevožena razdalja avtonomnih vozil [27]
Roboti bodo morali sprejemati tudi težke odločitve. V ekstremnem pri-
meru se mora odločitveni sistem odločiti, ali bo na cesti povozil enega otroka
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ali pa dve odrasli osebi. To je tudi moralno vprašanje, na katerega vsak
človek ne bi odgovoril enako. Marca leta 2018 je bila zabeležena prva smr-
tna žrtev avtonomnih vozil. Avtomobil podjetja Uber z nadzorno voznico je
ponoči trčil v žensko, ki je s kolesom prečkala štiripasovnico. V zapisniku ni
navedenega vzroka nesreče, je pa omenjena malomarnost peške, ki je prečkala
cesto tam, kjer prehoda za pešce ni. Na kolesu ni imela posebnih odsevnikov,
standardni pa so bili obrnjeni pravokotno na avtonomni avtomobil. Žrtev na
prihajajoči avtomobil ni reagirala. Zaradi te tragedije se je Uber umaknil iz
štirih mest, kjer so izvajali svoje testne vožnje [73]. S tem se je upočasnil
razvoj avtonomnih vozil s strani enega največjih podjetij na tem področju.
Obstaja več scenarijev, kjer je odločitev avtonomnega vozila tako zelo po-
membna, ampak je za razliko od same vožnje težko pridobiti izkušnje za
nadaljnje odločanje.
S pridobivanjem takšnih podatkov se ukvarja projekt Moral Machine. Na
njihovi prostodostopni spletni strani [51] zbirajo mnenja prostovoljcev, ki na-
mesto vozila odgovarjajo na moralne dileme in se sprašujejo, katera odločitev
avtonomnega sistema je bolj etično sprejemljiva. Popularni scenarij, iz kate-
rega izhaja celoten projekt, se imenuje The trolley problem [69], ki predstavlja
dilemo, pri kateri smo odgovorni za vožnjo vlaka s pokvarjenimi zavorami.
Na levi tračnici vidimo pet delavcev, ki ne vidijo bližajočega se vlaka. Lahko
zavijemo na desno tračnico, na kateri je samo en delavec – tudi on ne vidi
vlaka. Ali je moralno sprejemljivo zapeljati na desno tračnico, povoziti enega
delavca in s tem dejanjem rešiti pet delavcev? Tej dilemi žrtvovanja pravimo
’switch’ ali preklop.
Druga dilema, imenovana Footbridge ali brv, predstavlja nov faktor žrtvovanja.
V tej dilemi imamo možnost poriniti osebo na tračnice in s tem pravočasno
ustaviti vlak, kar je edina možnost žrtvovanja. Obstaja še vmesna dilema
Loop. Odgovor na te dileme je v različnih kulturah različen; glede na posa-
mezne države (42) in kontinente je na tovrstne dileme svoje mnenje podalo
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Slika 4.8: Vizualizacija dilem [13]
70000 posameznikov 4.9. Opazimo, da bi v Severni in Južni Ameriki za sce-
narij Switch ljudje preusmerili vlak v več kot 80 %, za scenarij Footbridge
pa samo v 50–60 %. V Evropi bi pri scenariju Switch ročico za preusmeri-
tev povlekel približno enak odstotek kot v Ameriki, pri scenariju Footbridge
pa malo manǰsi. Azijci bi v povprečju v manǰsem odstotku spremenili smer
vlaka v vseh scenarijih.
Slika 4.9: Tendenca odločitev na switch-loop-footbridge vprašanje glede na
državo [13]
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Za odločitve na tako pomembni ravni, kot je primer odločanja o smrti
ene ali druge skupine ali posameznika, se morajo torej postaviti meje
izkušenosti in moralne sposobnosti za vsako nǐso UI. Sistem UI, kjer je
odločitveni sistem dovolj izkušen in ima zastavljena moralna nagibanja,
podobna človeku, je šele kvalificiran za tako vplivne odločitve.
Poglavje 5
Zaključek
Kot povzetek raziskav služi zaključno poglavje. V nadaljevanju so navedene
ugotovitve posameznih poglavij.
5.1 Ugotovitve
1. Mislim, da se bo kvantni računalnik v splošno rabo razširil najprej
skozi storitev v oblaku ali pa bo širše dostopen prek določenih storitev.
Skupnosti bodo razvijale nove metode strojnega učenja, ob prisotnosti
novih/številneǰsih podatkov in eksponentne moči procesiranja pa bomo
priča skoku v napredku tako tehnologije umetne inteligence kakor tudi
vseh ostalih tehnologij, omejenih s procesorsko močjo.
2. Zaenkrat še nismo našli znakov umetne zavesti. V bližnji prihodnosti
torej ni treba skrbeti, da bi računalnik sam privzel zavest.
3. Pojav kaže podobnosti z naravnim procesom preživetja najbolǰsega in
najprimerneǰsega primerka. Da se poslovni procesi pospešijo in lju-
dje obdržijo službe, bi se UI morala uporabljati kot pripomoček in ne
nadomestilo. S tem ostane človek tudi kot varnostna mera, drugi pre-
gled odločitve. Delodajalec lahko delavca usposobi za vǐsjo pozicijo,
namesto da ga odpusti, če to seveda dopušča okolje [40].
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4. Z argumentom kitajske sobe se strinjam. Sistem je torej lahko samo
predprogramirana stvar, ki nima zavesti, podobne človeku. Tudi naj-
bolǰsa UI, ki prepriča človeka, v sebi nima zavesti.
5. Tri smernice varne uporabe UI:
(a) Zavedaj se, česa je sposobna tvoja UI. Kakšne izhode ima in ali ti
izhodi vodijo kakšen zunanji sistem (robota)? Kakšne akcije ima
ta sistem, ali lahko kombinira izhodne akcije? Če UI dobi/ima
popolno kontrolo, ali se lahko poveže v drugo omrežje? Ali lahko
manipulira s fizičnimi objekti?
(b) Ne prepuščaj naključja naključju. Pri snovanju nagrad agenta
je potrebno upoštevati možna agentova žrtvovanja, ki mogoče ni-
majo smisla, vendar se skozi učenje zdijo modelu profitabilna. Na
primeru iz [4.4] je razvidno, da je kljub izgubljenim življenjskim
točkam agent vseeno privzel, da je bolje napasti človeka. Tukaj
ima veliko vlogo naključje v algoritmih. Naključje je včasih dobro
orodje pri reševanju problemov, je pa to težko predvideti, če ne
vemo, katerim odločitvam konvergira/deviira.
(c) Filtriraj končno odločitev. Podobno kot omejevanje UI (AI bo-
xing), pri čemer gre za primerek agenta, zaprtega v nekakšnem
virtualnem zaporu [67]. Ob koncu odločanja agenta za naslednjo
akcijo je treba v cevovod postaviti filter, ki se odloči, ali je akcija
preveč radikalna ali pa sprejemljiva. Do tega filtra primerek UI
ne sme imeti dostopa.
6. Za odločitve na tako pomembni ravni, kot je primer odločanja o smrti
ene ali druge skupine ali posameznika, se morajo torej postaviti meje
izkušenosti in moralne sposobnosti za vsako nǐso UI. Sistem UI, kjer je
odločitveni sistem dovolj izkušen in ima zastavljena moralna nagibanja,
podobna človeku, je šele kvalificiran za tako vplivne odločitve.
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5.2 Zaključne misli
Ker sem temo izbral sam, sem raziskavo opravljal z velikim veseljem. Skozi
preučevanje določenih podpodročij sem zaradi novih ugotovitev in pregleda
dejstev tudi spremenil svoje mnenje. Velik del naloge sem posvetil pisanju
programa [4.2.3], pri čemer sem se naučil pisati z nevronsko mrežo vodenega,
inteligentnega agenta brez zunanjih knjižnic. Prav tako sem se naučil veliko
o industriji in preučil njen trend.
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[7] Pametneǰsa od izumitelja? Dosegljivo: https://tehnozvezdje.si/
pametnejsa-od-izumitelja/. [Dostopano: 13. 5. 2020].




[9] Writings of the Luddites. Dosegljivo: https://books.google.si/
books?hl=en&lr=&id=NG6ABlDQ10MC&oi=fnd&pg=PR7&dq=luddites&
ots=Ndqb4SHgTa&sig=wPdFodYP43IAsh1S0RnEMpCT7W8&redir_esc=y#
v=onepage&q=luddites&f=false. [Dostopano: 3. 6. 2020].
[10] UNESCO-backed AI research centre to be built in Slovenia. Dose-
gljivo: https://www.gov.si/en/news/unesco-backed-ai-research-
centre-to-be-built-in-slovenia/. [Dostopano: 30. 5. 2020].
[11] The sex robots are coming... Dosegljivo: https://atlasofthefuture.
org/the-sex-robots-are-coming/. [Dostopano: 13. 5. 2020].
[12] Arshad Imitaz Ali. Citizens under Suspicion: Responsive Research with
Community under Surveillance. Anthropology & Education Quarterly,
47(1):78–95, February 2016.
[13] Edmond Awad, Sohan Dsouza, Azim Shariff, Iyad Rahwan, and Jean-
François Bonnefon. Universals and variations in moral decisions made
in 42 countries by 70, 000 participants. Proceedings of the National
Academy of Sciences, 117(5):2332–2337, January 2020.
[14] Andrea Banino, Caswell Barry, Benigno Uria, Charles Blundell, Timo-
thy Lillicrap, Piotr Mirowski, Alexander Pritzel, Martin J. Chadwick,
Thomas Degris, Joseph Modayil, Greg Wayne, Hubert Soyer, Fabio Vi-
ola, Brian Zhang, Ross Goroshin, Neil Rabinowitz, Razvan Pascanu,
Diplomska naloga 43
Charlie Beattie, Stig Petersen, Amir Sadik, Stephen Gaffney, Helen
King, Koray Kavukcuoglu, Demis Hassabis, Raia Hadsell, and Dhar-
shan Kumaran. Vector-based navigation using grid-like representations
in artificial agents. Nature, 557(7705):429–433, May 2018.
[15] William Bechtel. Consciousness: Perspectives from symbolic and con-
nectionist AI. Neuropsychologia, 33(9):1075–1086, September 1995.
[16] Boston Dynamics. Dosegljivo: https://www.bostondynamics.com/
atlas. [Dostopano: 27. 4. 2020].
[17] Brain Models and Simulation. Dosegljivo: https://www.
humanbrainproject.eu/en/brain-simulation/. [Dostopano: 7.
5. 2020].
[18] Brain performance in FLOPS. Dosegljivo: https://aiimpacts.org/
brain-performance-in-flops/. [Dostopano: 19. 3. 2020].
[19] 22 Disjunctive Scenarios of Catastrophic AI Risk. Dosegljivo: https:
//kajsotala.fi/assets/2018/12/Disjunctivescenarios.pdf. [Do-
stopano: 10. 5. 2020].
[20] Jacques Cohen. Non-Deterministic Algorithms. ACM Computing Sur-
veys, 11(2):79–94, June 1979.
[21] Craig M. Dalton. Sovereigns, Spooks, and Hackers: An Early History
of Google Geo Services and Map Mashups. Cartographica: The In-
ternational Journal for Geographic Information and Geovisualization,
48(4):261–274, December 2013.
[22] Antonio Damasio. Neural basis of emotions. Scholarpedia, 6(3):1804,
2011.
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