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THESIS ABSTRACT
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DATE OF DEGREE: MAY 2010
The least-mean square (LMS)and the least-mean fourth (LMF)are the two impor-
tant adaptive schemes. They have several advantages and disadvantages, these are
combined together in one which is named as the least-mean mixed norm (LMMN)
in order to utilize the beneﬁts of both the algorithms in which mixing parameter
is ﬁxed. The aim of this thesis is to derive the Leaky Least Mean Mixed Norm
algorithm and asses its performance using the energy conservation concept. The
performance evaluation includes the steady state, tracking and the transient anal-
ysis of the proposed algorithmand then a new weighted sum of LMS and LMF has
been proposed in which the mixing parameter is time varying and has the ability to
adapt the variations in the environment. A number of simulations will be carried
out to experimentally verify the theoretical ﬁndings.
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CHAPTER 1
INTRODUCTION
Adaptive systems play a vital role in the development of modern communica-
tions. Whenever there is a requirement of processing a signal that results from
an unknown statistics, then adaptive ﬁlter proves out to be a best solution to the
problem. Because of their ability to achieve high eﬃciency and high reliability
they are widely used in variety of applications such as equalization [1], noise can-
celation, linear prediction [2] and in system identiﬁcation[3], [4], just to name a
few.
The theory, beneﬁts and applications of adaptive ﬁlters have been widely de-
scribed in literature (see [3], [4] and references therein). We will go into more detail
into the aforementioned applications of adaptive ﬁltering in the next section.
The most important motivation for the development of adaptive ﬁlter theory
has been the tracking of changes in parameters of the environment in which the
ﬁlter is being used. Of course, with changes in the environment, the parameters
of the ﬁlters being used will also change to keep the behavior of the overall system
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of the ﬁlter and the environment to continue to be agreeable to our purposes.
As an example, consider the use of adaptive ﬁlters in wireless communication
systems. An inherent property of wireless communication channels is their time-
varying behavior which is shown by their changing amplitude and phase response
characteristics. In order to combat the Inter Symbol Interference (ISI) occurring
due to the multipath property of these channels, the inverse ﬁlter of the channel to
remove the ISI, requires the capability to change its parameters in accordance with
changes in the wireless channels so that the behavior of the overall system of the
channels and inverse ﬁlter, i.e., minimum ISI, is maintained. In communication
literature, such an inverse ﬁlter is known as an ”equalizer” and equalizers which
have the property of adapting themselves to the channel are known as ”adaptive
equalizers” [5].
An adaptive ﬁlter is characterized by the adaptive algorithm that is imple-
mented therein. These adaptive ﬁlter algorithms can be classiﬁed in a number of
ways. For example, we can classify them according to batch-processing algorithms
which process a collection of data inputs at the same time or online algorithms
which process the input data as it arrives i.e in real time. They can also be
categorized according to supervised and unsupervised adaptive ﬁlters where the
former use a training sequence to adjust its parameters in the beginning and then
switch to decision directed mode at the steady state to track variations in the
environment whereas the latter do not use a training sequence at all and instead
use the statistical properties of the signals.
2
The common property that all these algorithms share is the use of a cost
function which describes the deviation of the actual behavior of the ﬁlter from the
behavior that is needed. The algorithm then processes the signals with the aim
of reducing this deviation, or equivalently, minimizing the cost function.
The two most widely used algorithms for adaptive ﬁlters are the Least Mean
Squares(LMS) and the Recursive Least Squares(RLS) algorihtms ([4], [3]). There
are many other algorithms derived from the LMS algorithm such as the sign LMS,
Leaky LMS algorithms to name a few. It belongs to the gradient type algorithmic
schemes inheriting low computational complexity and slow convergence but min-
imizing the mean square value of the error in a stochastic approximation sense.
Another approach to improve the performance of the LMS is by employing a time
varying step size in the standard LMS [6]. Thus large step size is used when the
algorithm is far away from the optimal solution speeding up the convergence rate
and small step size is used to improve the overall performance. To serve this pur-
pose several criteria have been used, such as squared instantaneous error [6], sign
changes of successive samples of the gradient [7]. Whereas a new variable step size
LMS algorithm was proposed in [8], in which step size is adjusted according to
the squared of the time averaged estimate of the error. Thus from the discussion
above it can inferred that LMS is well established in adaptive ﬁltering while the
LMF has gained attention recently ([9],[14]).
From this point onwards, we will only consider the supervised adaptive ﬁltering
category.
3
1.1 Adaptive Filters
The Wiener ﬁlter provides the optimum solution in the mean square sense. How-
ever an adaptive ﬁlter provides an elegant solution if the ﬁlter is required to
operate in the non-stationary environment or in an environment whose statistics
are not known to us. Thus adaptive ﬁlters are deﬁned as the ﬁlters whose char-
acteristics can be changed or modiﬁed in accordance to our objectives and which
can accomodate themselves to the changes in the environment without any user
intervention.
There are diﬀerent ways of classifying the adaptive ﬁlters. When our sub-
ject of interest is input-output mapping adaptive ﬁlters can be classiﬁed as linear
and non-linear groups. Where linear adaptive ﬁlters compute an estimate of the
desired response by using a linear combination of the available set of the obser-
vations applied to the input. On the contrary, when the mapping between the
input-output is required to be non-linear we make use of an non-linear adaptive
ﬁlters.
The adaptive ﬁlters generally rely on a recursive algorithms for its operation,
which makes it possible for the ﬁlter to track the changes in the environment
where complete knowledge of the relevant signal is not available. To begin with
the algorithm starts with some predetermined set of initial conditions that are
completely ignorant about the environment. In a stationary environment after
successive iterations the algorithm tries to converge to an optimum solution.
4
1.1.1 System Model for Adaptive Filters
Before proceeding to give a general overview of the prominent online adaptive
algorithms, it is instructive that we formulate the problem that is solved using
the theory of the adaptive ﬁlters. Considering the case of an adaptive system
identiﬁcation as shown in Fig. 1.1. The output dn is given by
dn = unc+ vn, (1.1)
where
c = [c1, c2, ......, cN ]
T (1.2)
is the vector of the unknown system parameters and
un = [u1, u2, ...., uN ] (1.3)
is the input data vector at time n, vn is the plant noise, N is the number of plant
parameters and [.]T is the transpose operation. The inputs u1, u2..., uN may be
successive samples of some signal, such as in the case of adaptive echo cancelation
and adaptive line enhancement. They may also be the instantaneous outputs of M
parallel sensors, such as in the case of adaptive beamforming. The identiﬁcation of
the plant is performed by an adaptive FIR ﬁlter whose weight vector wn, assumed
of dimension M , is adapted on the basis of error en given by
en = dn − unwn. (1.4)
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It is important to note at this point that regardless of whether the problem to
be solved using adaptive ﬁlters is a system identiﬁcation problem, a channel esti-
mation problem or an inverse system estimation problem etc., the same adaptive
ﬁlter algorithm can be used. The only diﬀerence between the diﬀerent problems
is the deﬁnition of en. For example en deﬁned above for the plant identiﬁcation
problem is the diﬀerence between the known output of the unknown system and
the output of the FIR adaptive ﬁlter whereas for the inverse system estimation
problem, en is deﬁned as the diﬀerence between the output of the inverse system
and the known input dn at time n to the system whose inverse system is to be
estimated.
It is this error en which is used as the independent variable in the objective
function for adaptive ﬁltering. But since en is a function of the weight vector
wn, the objective function can, therefore, be formulated as function of this weight
vector and minimization of the cost function will give us the optimal weight vector
in the sense of the objective function used. This important observation will be
useful when we review some of the more important and prominent applications of
adaptive ﬁltering in the coming section.
1.2 Applications of Adaptive Filters
Adaptive ﬁltering has a wide variety of applications in diﬀerent ﬁelds. Although
these applications are quite diﬀerent in nature but they have one basic common
feature: an input signal and a desired response to compute the error which in
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Figure 1.1: Adaptive ﬁlter.
turn is used to control a set of adjustable ﬁlter coeﬃcients. However adaptive
ﬁlters can be classiﬁed into four categories based on the way the desired response
is extracted as :
• Inverse modeling or equalization
• Noise or echo cancelation
• System Identiﬁcation
• Prediction
These applications are detailed next.
1.2.1 Inverse modeling or equalization
Adaptive ﬁlters that make use of an inverse model that best ﬁts the unknown
system come under this part of application. Thus at convergence inverse of the
transfer function of the unknown system is approximated by the adaptive ﬁlter
as shown in Fig. 1.2. In order to ensure that the input to the adaptive ﬁlter
7
Figure 1.2: Inverse modeling problem.
has a minimum phase and suitable for equalization we introduce a delay into the
desired response path. The primary use of the inverse modeling is to reduce the
Inter Symbol Interference(ISI) in digital receivers which is achieved through the
use of channel equalization for digital communication.
1.2.2 Noise or echo cancelation
In this type of application adaptive ﬁlter is used to cancel the unknown interfer-
ence in a primary signal. This type of application is generally used in adaptive
noise cancelation or echo cancelation. As we know echo cancelation is one of the
important task to be performed by an adaptive algorithm in wireless communi-
cation systems. Thus LMMN algorithm is found to be useful in an long echo
cancelers with two sections(the near end and the far end) separated by a bulk
delay to reduce the number of coeﬃcients [9]. The system model consists of an
input signal and an unknown system, the same input is fed to the system and an
adaptive ﬁlter. In the proposed plan it consists of applying the LMS algorithm in
the near end and the LMF algorithm at far end section of the echo canceler which
8
Figure 1.3: Noise Cancelation Problem.
is called as the LMMN algorithm. Thus using the LMMN algorithm we lead to
a lower minimum mean square error which in turn results in less misadjustment
and a faster convergence compared to other standard algorithms[3] [4].
1.2.3 System Identiﬁcation
This part of application comes into picture when we want to model a certain
system whose parameters are unknown to us and may be time-varying. In such
a case we feed the same known input to both the system and the adaptive ﬁlter.
The responses of the adaptive ﬁlter and the system are then compared and the
diﬀerence between them i.e error is then used to adjust the parameters of the
ﬁlter. As the number of iterations increase, the parameters of the adaptive ﬁlter
approach those of the system.
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1.2.4 Prediction
In this application the adaptive ﬁlter is used to provide the best prediction of
the present values of the input signal from its previous values. The conﬁguration
shown in the ﬁgure is used for this purpose, where the desired signal dn is the
instantaneous value and the input to the adaptive ﬁlter is the delayed version of
the same signal.
1.3 Adaptive Filter Theory
We will now brieﬂy describe the fundamental ideas that are most widely used
in the design of adaptive algorithms. First we will describe what is meant by
steepest descent and Newton’s methods and then we will talk about stochastic
gradient methods in the context of adaptive ﬁltering. Finally, we will list some of
the prominent stochastic gradient algorithms that have been developed.
1.3.1 Steepest Descent Method
The steepest descent method [3], [4] is a popular method used in unconstrained
optimization. The basic idea of the steepest descent method is to use a scalar
cost function of a variable, be it scalar-valued, vector-valued or matrix-valued,
and iteratively ﬁnd the optimum value of this independent variable such that the
cost function is minimum at that optimal value.
This can be put in mathematical form as, considering a cost function J(w)
which is continuously diﬀerentiable function of some unknown weight vector w.
10
Thus we want to ﬁnd an optimal solution w0 that satisﬁes the following condition:
J(w0) ≤ J(w). (1.5)
In the steepest descent method, we start with an initial guess for w0 and
denote it by w(0) and generate a sequence of weight vectors w1,w2, ..., such that
the cost function J(w) comes closer to a local minimum at each iteration that is
J(wn+1) < J(wn). (1.6)
Before proceeding further, it is necessary that the reason for stating that the
cost function reaches it local minimum value be understood. The reason is that
the function may not be a convex function in which case the only local minimum is
the global minimum. This brings forth a drawback of the steepest descent method,
that is, this method does not distinguish between local and global minima and
hence, depending on the choice of the initial guess, the cost function could converge
to diﬀerent values.
We can represent the steepest descent recursive equation in more explicit form
as
wn+1 = wn + μp (1.7)
where wn+1 is the updated weight vector at time n + 1, wn is the current weight
vector, μ is the step size,n is the time index and p is the update direction vector.
It is shown in [4] that a proper choice for p such that w converges to the proper
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value is given by
p = −B[∇wJ(wn)] (1.8)
where B is any positive-deﬁnite matrix and
∇wJ(w) = dJ
dw
| w = wn. (1.9)
This value for p has an interesting interpretation. The direction of p at a point is
opposite to the direction in which the cost function is increasing, which incidently,
is the direction of the gradient vector of the function at that point.Therefore, we
move along the surface of the cost function in towards its minimum (1.8). When
the cost function value reaches it local minimum, relative to the initial guess, the
gradient will become zero and the weight vector converges to a ﬁnite value.
Another important aspect of the steepest descent method is the selection of
a proper step size μ. A value too small will lead to slow convergence whereas a
value too large might make the method unstable. It can be shown that the range
of values μ can take while keeping the algorithm stable are between 0 and 2
λmax
where λmax is the largest eigenvalue of the correlation matrix Ru of the input
vector u given as
Ru = E[unu
T
n ]. (1.10)
The main advantage of the steepest descent method is its simplicity. However, the
convergence rate may be too slow in the case of steepest descent method. This
is due to the fact that this method is based on the ﬁrst order approximation of
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the error-performance surface around the current point in that it only uses the
ﬁrst-order derivatives i.e. the gradient, in its update equation.
A faster rate of convergence can be achieved by using a second-order approxi-
mation of the error-performance surface around the current point, which translates
to assigning to B the value of inverse of the Hessian matrix H of Ru. This method
is known as Newton’s method.
Stochastic Gradient Methods
There are two types of objective functions used in adaptive ﬁltering- stochastic
and deterministic. Objective functions which are given in terms of statistics of the
input signals are known as stochastic random variables whereas functions which
act on the actual values of the signals are known as deterministic.
When using the steepest descent method to optimize stochastic cost functions,
the gradient and the Hessian matrices of the stochastic cost function with respect
to the weight vector are also stochastic in nature. However, in practice, we do not
have information about the stochastic properties of the signal and only have the
instantaneous values. For this reason, when using the steepest descent method
in this case, we try to approximate the gradient and/or the Hessian Matrix using
functions. The resulting algorithms are known as Stochastic gradient algorithms.
Because we are using approximations to the true gradient and/or Hessian
matrix, there will be a diﬀerence in the successive values of weight vector ob-
tained using the steepest descent method and the corresponding stochastic gradi-
ent method. This diﬀerence is termed as gradient noise. The more accurate the
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approximation functions, the closer the performance of the stochastic gradient al-
gorithm will be to the corresponding steepest descent algorithm and smaller will
be the gradient noise [4].
A stochastic gradient algorithm based on the steepest descent method to min-
imize the mean square error criterion is the Least Mean Square (LMS) algorithm
and the stochastic gradient algorithm for the least mean fourth criterion is the
Least Mean Fourth (LMF) [15] algorithm, the combination of which gives us the
Least Mean Mixed Norm algorithm(LMMN) which will be the subject of interest
in this thesis.
1.4 Least Mean Algorithms
This type of algorithms minimize the statistical average of the error i.e E[f(en)]
which is a convex function of the ﬁlter coeﬃcients wn. Thus wn can be adapted
using steepest descent algorithm as :
wn+1 = wn − μ∇E[f(en)] (1.11)
where ∇E[f(en)] represents the gradient of E[f(en)] with respect to wn. Thus
diﬀerent least mean algorithms can be obtained with suitable choice of function
some of them are:
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1.4.1 Least Mean Square Algorithm
If f(en) = e
2
n the least mean square algorithm is obtained which is one of the
most important algorithm in adaptive ﬁltering. Filter coeﬃcients are updated
according to the following equation.
wn+1 = wn + μenun (1.12)
where the error signal en is deﬁned as en = dn − yn, un is the tap input vector,
and wn represents the tap weights of the adaptive ﬁlter. The parameter μ is a
positive constant called step size which is used to control size of the correction
applied to the tap weights.
The LMS is very simple to implement and yet capable of achieving satisfactory
performance under right conditions. The major limitation in working with LMS
algorithm is its slow convergence and its sensitivity to variations in the input
signal correlation matrix.
In a non-stationary environment, the orientation of the error performance
varies continuously with time. In this case the LMS algorithm has a added task
of continuously tracking the bottom of the error surface [4].
1.4.2 Least Mean Fourth Algorithm
In this algorithm we minimize the fourth power of the error. It is a general case
of family of the steepest descent algorithms [4] and its weight update equation is
given by
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wn+1 = wn + μe
3
nun (1.13)
The LMF algorithm has a faster convergence as compared to the LMS algo-
rithm but has higher steady state error. The complexity of the LMF algorithm
is more compared to the LMS algorithm because of the higher power of the en
involved in the adaption of the weights.
1.4.3 Least Mean Mixed Norm Algorithm
As we know that LMS algorithm can achieve low steady state error than the
LMF algorithm but the convergence speed is slower. So keeping the fact in view
that convex addition of two convex function is also a convex function, a class of
mixed norm was developed [10]. The cost function of LMMN is linear mixture of
J2(n) = E[e
2
n] and J4(n) = E[e
4
n] which is given as:
Jn =
δ
2
J2(n) +
(1− δ)
4
J4(n) (1.14)
where δ[0, 1] controls the mixture. The gradient vector which deﬁnes the search
direction is
∇Jn = −E{en{δ + (1− δ)e2n}x(n)} (1.15)
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than we deﬁne a stochastic gradient algorithm based on an instantaneous estimate
of ∇Jn. Finally the update equation of the LMMN algorithm is
wn+1 = wn + μen{δ + (1− δ)e2n}x(n) (1.16)
where μ is the step size. The adaptation algorithm reduces to LMS and LMF
algorithm respectively for δ = 1 and δ = 0.
1.5 The Weight drift problem
To begin with discussing the weight drift problem in the basic algorithm i.e. LMS
algorithm, we will start with the LMS recursion which is given by
wn+1 = wn + μenun (1.17)
en = dn −wTnun (1.18)
where dn can be taken from the basic model as
dn = u
T
nc+ vn, (1.19)
where c is a weight vector and vn is the noise.
The weight drift problem can be understood by the following example. As-
sume, that at iteration n, the input vector xn is orthogonal to the weight error
vector ˜wn+1 = c−wn+1. It then follows that vn = dn−uTnwn. Consequently, the
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weight error vector satisﬁes the update equation
w˜n = w˜n + μunvn (1.20)
Taking norms of the above equation we get
‖ ˜wn+1 ‖2=‖ w˜n ‖2 +μ2 ‖ un ‖2 v2n (1.21)
solving this equation at N samples we get
‖ w˜N ‖2=‖ w˜0 ‖2 +
N∑
n=1
μ2 ‖ un ‖2 v2n (1.22)
Thus it can be conveyed from this relation that as ‖ w˜N ‖2→ ∞ as N → ∞,
if μunvn is not a ﬁnite energy sequence. This problem does not occur with the
Leaky LMS algorithm [11], the recursive equation of which is given by :
wn+1 = (1− μα)wn + μunen (1.23)
where α is the leakage parameter. The term leakage stems from the fact that, un-
like the conventional LMS, where the weights remain stationary in case of stalling,
in Leaky LMS, the weights ”leak out” in case stalling occurs i.e. the input se-
quence becomes zeros. To see how Leaky LMS mitigates the drift problem in LMS
18
algorithm, using the same example and by the same steps of computation, we get
‖ ˜wn+1 ‖2= (1− μα)2 ‖ w˜n ‖2 +μ2 ‖ un ‖2 v2n (1.24)
so that ‖ w˜n ‖2 remains bounded for 0 < μα < 1. However, the Leaky LMS does
add bias to the solution and ‖ w˜n ‖ does not reach 0 except for the case α = 0
which is the case for LMS [22].
1.6 Motivation for Leaky LMMN
The description and the use of the basic adaptive ﬁltering algorithm i.e. the LMS
algorithm has been described in the previous section. The LMMN algorithm just
like the LMS algorithm suﬀers from the weight drift problem. Taking this fact
into consideration we shall employ the leakage technique to the LMMN algorithm
and refer it as Leaky-LMMN, the basic cost function of which is given as
J(w) = α||w||2 + {δE[e2n] + (1− δ)E[e4n]}. (1.25)
For the algorithm deﬁned in the above equation we will make use of a ﬁxed mixing
or a weighted factor that is predetermined. But instead in this work we make use
of an self-adapting time variable weighting factor ”αn” [13]. This factor is then
updated every iteration so it is large when we are away from the optimum and
decreases as we approach the optimum.
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1.7 Thesis Objectives
The aim of this thesis is to derive the Leaky-LMMN algorithm taking Leaky-LMS
as the counterpart, than establishing the condition for convergence and compare
the performance of the proposed algorithm in terms of the steady state, transient
and the tracking analysis and then we compare the performance of the Leaky
LMMN and the traditional LMMN with time varying mixing parameter.
The objectives of the thesis can be outlined as :
1. To examine the convergence properties of the proposed algorithm (Leaky
LMMN) and to derive suﬃcient and necessary condition for the convergence
in the mean and to ﬁnd the weight error vector recursion in the mean square
sense.
2. To analyze the steady-state performance of the proposed algorithm and to
derive the expression for excess mean square error at the steady-state.
3. To present the simulation scenario in support of the analytical analysis.
4. To derive tracking analysis of Leaky-LMMN, to show how capable is newly
proposed algorithm in tracking changes in the environment.
5. To derive transient analysis of the proposed algorithm.
6. To compare the convergence speed of the Variable Leaky LMMN algorithm
with the traditional LMMN algorithm.
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7. To compare Variable weight mixed norm algorithm with the Fixed Mixed
norm algorithm.
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CHAPTER 2
PROPOSED LEAKY LEAST
MEAN MIXED NORM
ADAPTIVE ALGORITHM
2.1 Introduction
In this chapter we will make use of the cost function in the development of the
proposed algorithm which will lead to the derivations of the steepest descent algo-
rithm and the stochastic gradient algorithms. Then making use of this stochastic
gradient update equation we will formulate the proposed leaky least mean mixed
norm algorithm. In the process we will ﬁrst derive the fundamental weighted en-
ergy relation making appropriate assumptions when required, than this weighted
energy relation will be used in the steady state, transient and the tracking analysis
of the Leaky Least Mean Mixed Norm algorithm.
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2.2 The Leaky Least Mean Mixed Norm Algo-
rithm
The Least Mean Squares(LMS) algorithm is one of the most widely used adaptive
scheme. It has several desirable features and at the same time some limitations.
As such several LMS variants have been produced that trade oﬀ some of the LMS
features and enhances its performance. In here we deal with the class of least
mean square algorithms that employ an error nonlinearity f(en) instead of the
error term in LMS adaptation ([17], [18], [19], [20]). Like example Least Mean
Fourth algorithm [15] and the Least Mean Mixed Norm Algorithm [21]. The error
nonlinearity used in the mixed norm algorithm is given by
f(en) = α ∗ en + (1− α) ∗ (en)3 (2.1)
with α as the mixing parameter [13], [21]. This algorithm is found to provide a
better performance in both Gaussian and Non-Gaussian environments than either
LMS or the LMF.
Following the discussion above we will derive the Leaky Least Mean Mixed
Norm algorithm. The assupmtions that are useful for the analysis can be stated
as :
A1 There exists a vector c such that dn = unc+ vn.
A2 The noise sequence {vn} is i.i.d. with zero odd order moments and variance
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σ2v = E[vn]
2.
A3 The sequence vn is independent of uj,wk for all j,k.
A4 The regressor covariance matrix is Ru = E[u
T
nun] > 0.
We will make use of a system identiﬁcation model given by (1.1) in developing
the proposed algorithm. The desired response and the cost function that will be
used as then basis in the development of the proposed algorithm are given as:
d(n) =
M−1∑
i=0
uici + v(n)
= unc+ v(n) (2.2)
The stochastic cost function which is used as a basis for the proposed algorithm
is given as
J(w) = δE[e2n] + (1− δ)E[e4n] + α ‖ w2n ‖ (2.3)
where α is the leakage factor. Now we get the direction vector p from equation
(1.8) as:
P = −en[δ + (1− δ)e2n]](−uT )− 2αwn (2.4)
substituting this in (1.7), the resulting steepest descent update equation min-
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imizes as:
wn+1 = wn + μP
= wn + μ[u
T en[δ + (1− δ) ‖ en ‖2]− 2αwn] (2.5)
wn+1 = (1− 2μα)wn + μuTnen[δ + (1− δ) ‖ en ‖2] (2.6)
where we have used the equation (1.18). Now to minimize the equation (2.3)
we just remove the expectation operator and the factor 2 gets absorbed into ′μ′
and the resulting equation is given as:
wn+1 = (1− μα)wn + μuTnen[δ + (1− δ) ‖ en ‖2] (2.7)
The resulting equation given by (2.7) helps in preventing the weight drift
problem caused either by the inadequacy due to excitation in the input sequence
or due to the ﬁnite precision eﬀects.
2.3 Fundamental Energy Conservation Relation
To study the performance behaviour of the Leaky Least Mean Mixed Norm al-
gorithm we make use of the basic fundamental energy conservation relation [4],
[23]-[25], proves out to be a useful framework in the analysis of adaptive ﬁlters in
this thesis. Because of its wide spread application it can used in diﬀerent adaptive
algorithms without resorting to any restrictive assumptions that are generally en-
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countered in the literature review of adaptive ﬁltering algorithms. Some of them
being the gaussianity assumption on the noise and the independent assumption to
name a few. Even the general nature allows us for the easy comparison between
the diﬀerent algorithms. The weighted squared Euclidean norm of a vector x is
deﬁned as
||x||2A = xTAx, (2.8)
where A is some positive-deﬁnite symmetric weighting matrix. The choice A = I
results in the standard Euclidean norm of x
||x||2 = xTx. (2.9)
To start with the energy conservation relation for the Leaky LMMN, we will begin
with the Leaky LMMN update equation which is given by (2.7). Now subtracting
both sides of the equation (2.7) from c, we get
wn = c− w˜n (2.10)
c− ˜wn+1 = c− (1− μα)wn − μuTnen[δ + (1− δ) ‖ en ‖2] (2.11)
˜wn+1 = (1− μα)w˜n + μαc− μuTnen[δ + (1− δ) ‖ en ‖2] (2.12)
Now taking the Euclidean norm of both sides of equation (2.12) and using
some positive deﬁnite weighting matrix A, we get the following weighted energy
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conservation relation:
‖ ˜wn+1 ‖2 = (1− μα)2 ‖ w˜n ‖2Σ + ‖ μαc ‖2Σ +μ2 ‖ un ‖2‖ en ‖2 [δ + (1− δ) ‖ en ‖2]
+2μα(1− μα)cT
∑
w˜n − 2μ(1− μα)en[δ + (1− δ) ‖ en ‖2]un
∑
w˜n
−2μ2αcT
∑
en[δ + (1− δ) ‖ en ‖2]un (2.13)
‖ ˜wn+1 ‖2 = (1− μα)2 ‖ w˜n ‖2Σ + ‖ μαc ‖2Σ +μ2 ‖ un ‖2‖ en ‖2 [δ + (1− δ) ‖ en ‖2]
−2μ(1− μα)en[δ + (1− δ) ‖ en ‖2]eΣa (n)
+2μαcT
∑
[(1− μα) ˜wn − μen[δ + (1− δ) ‖ en ‖2]un] (2.14)
where eAa (n) = unAwn is the weighted a-priori estimation error. For A =
I , we have the standard a-priori estimation error ea(n).Thus weighted energy
conservation relation given by equation (2.14) will be used in the coming chapters
to study the performance of the Leaky LMMN adaptive algorithm in terms of
Steady State Analysis, which relates to determining the steady state values of
E[||wn||2], E[e2a(n)] and E[e2n].
Stability, which relates to determining the range of values of the step-size over
which E[||wn||2] and E[e2a(n)] remain bounded.
Transient Analysis, which is concerned with studying the time evolution of
E[||wn||2] and E[e2a(n)].
27
2.4 Performance Analysis of the Proposed
Leaky LMMN Algorithm
In this chapter, the results of the computer simulations are presented in order to
investigate the performance behaviors of the proposed Leaky LMMN algorithm.
A number of simulation results are carried out to support the theoretical ﬁndings.
In order to start our discussion we will ﬁrst bring into light that the conven-
tional LMMN algorithm suﬀers from weight drift problem, thus we will make use
of the Leaky LMMN algorithm to overcome this weight drift problem. Then we
will proceed our discussion with showing a good comparison between the theorit-
ical ﬁndings of the proposed Leaky LMMN algorithm and the simulation results.
Then we will compare the convergence speed of the traditional LMMN algorithm
with the proposed Leaky LMMN algorithm. Finally we will conclude our simu-
lations with comparison of variable weight Leaky LMMN and the Fixed mixed
norm algorithm. These simulations can be divided into the following categories:
1. The Leaky LMMN mitigates the weight drift problem that is encountered
in the conventional LMMN algorithm.
2. Comparison of the transient performance of the Leaky LMMN and the sim-
ulation results for Gaussian, Uniform and Laplacian noise environments at
noise variance of 0.1, 0.01 and 0.001.
3. Comparison of the tracking performance of the Leaky LMMN and the simu-
lation results for Gaussian and Uniform noise environments at noise variance
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of 0.1, 0.01 and 0.001.
4. Comparison of the convergence speed of LMMN algorithm and the proposed
Leaky LMMN algorithm in achieving the same steady state error.
5. Comparison of the variable Leaky LMMN algorithm with the Fixed Mixed
Norm algorithm.
2.4.1 Comparison of LMMN and Leaky LMMN in Weight
Drift Environment
In this section, we will present the simulation to show how weight drift problem
occurs in the LMMN algorithm and how it can be prevented from happening using
the Leaky LMMN. In this simulation, the parameters have been chosen to speed
up the weight drift phenomenon as was done in [22]. The true weight error vector
is given by [0.7071 −0.7071]T while the input regressor vector is randomly assigned
values of ±[0.5 − 0.5] with equal probability so that the input covariance matrix
is singular. The output noise and the quantization noise are grouped together and
modeled as a Gaussian random vector with mean [0.49 − 0.49]T whose elements
are independent of each other and have a variance of 10−3 . The number of
quantization bits for the adaptive ﬁlter coeﬃcients and the regressor values are
set to 10. The step size was taken to be 0.0156 and the product of the step size
and the leakage factor was set at 0.002. We make a single run over 104 samples
and have taken the inﬁnite norms of the updated weight vectors in case of both
the LMMN and the Leaky LMMN.
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As can be seen from Fig. 2.1, we see that in the case of LMMN, the parameter
drift causes the adaptive ﬁlter weights to blow up while in the case of the Leaky
LMMN, the adaptive ﬁlter weights are bounded.
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Figure 2.1: Parameter drift situation.
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CHAPTER 3
TRANSIENT ANALYSIS OF
THE PROPOSED LEAKY
LMMN ADAPTIVE
ALGORITHM
3.1 Introduction
As we now that the adaptive ﬁlters are time invariant and have the inherent ability
to track the changes in the environment. Their function can best be analyzed in
terms of how fast they adapt changes in the signal statistics this is what termed
as the transient performance of the adaptive ﬁlter. Thus in our further discussion
we will be making use of the fundamental energy conservation relation for our
analysis.
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3.2 Transient Analysis
The transient analysis carried out in this chapter will basically concentrate on the
ranges of the step size for which the ||w˜n|| and en remain bounded in terms of
both mean and mean-square sense. Then the analysis will be carried out to ﬁnd
how E[||w˜n||2] and E[e2n] evolve with time.
3.2.1 Mean Convergence Behavior
We will start with the 2.12 Leaky LMMN weight error vector recursion and taking
the expectation of the same, we get
E[ ˜wn+1] = (1− μα)E[w˜n] + μαc− μE[uTnen[δ + (1− δ) ‖ en ‖2]] (3.1)
To solve for E[uTnen[δ+(1− δ) ‖ en ‖2]], we will use the following assumption:
A6 The regressors un are Gaussian distributed.
To make the analysis more tractable for performance comparisons we make use
of the assumption A6 though it is not practical in communication scenarios [26].
Thus making use of this assumption we can ﬁnd out the simpliﬁed expression as:
E[uTnen[δ + (1− δ) ‖ en ‖2]] = δE[uTnen] + (1− δ)E[uTne3n]
= δRE[w˜n] + 3(1− δ)(σ2v + ζ)RE[w˜n]
= {δ + 3(1− δ)(σ2v + ζ)}RE[w˜n] (3.2)
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now putting this in equation (3.1) we get ﬁnal weight error recursion as:
E[ ˜wn+1] = [I − μ[αI + (δ + 3(1− δ)(σ2v + ζ)R]]E[w˜n] + μαc (3.3)
where ζ = E[e2an].
Now to ﬁnd the mean convergence condition on the step-size we will make
use of the Cramer-Rao bound which is given by ϑ ≤ ζ, this approach is taken
from [27], where it is associated with estimating the unc by unwn, then from
(3.1) we acknowledge that w˜n is convergent in the mean if the eigenvalues of
[I − μ[αI + (δ + 3(1− δ)(σ2v + ζ)R]] lie between -1 and 1. From this we can ﬁnd
out the range of step-size values for which w˜n remains bounded which is given as
−1 < 1− μ[α + (δ + 3(1− δ)(σ2v + ζ)R)] < 1 (3.4)
−2 < −μ[α + (δ + 3(1− δ)(σ2v + ζ)R)] < 0 (3.5)
0 < μ <
2
α + [δ + 3(1− δ)(σ2v + ζ)R]
(3.6)
3.2.2 Constructing the Learning Curves
Now after ﬁnding the range of step-sizes for which the weight vector w˜n remains
bounded, we will move on to construct the state space model that describes the
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time evolution of E[||wn||2] and E[e2an]. Taking expectation of (2.14), we get
E[‖ wn+1 ‖2] = (1− μα)2E[‖ w˜n ‖2]+ ‖ μαc ‖2 +μ2E[‖ un ‖2 e2n(δ + (1− δ)e2n)2]
−2μ(1− μα)E[en(δ + (1− δ)e2n)eΣan]
+2μαcTΣ[(1− μα)E[w˜n]− μE[en(δ + (1− δ)e2n)un]] (3.7)
Now to proceed further we have to evaluate the terms
E[‖ un ‖2 e2n(δ+(1−δ)e2n)2], E[en(δ+(1−δ)e2n)eΣan] and E[en(δ+(1−δ)e2n)un].
Evaluation of Term E
[
en(δ + (1− δ)e2n)eΣa n)
]
Making use of the assumption that ea(n) and e
Σ
a (n) are jointly gaussian by A6
and making use of the independent assumption of v(n) by A2, then using the
Price’s theorem [4] we can evaluate E [en(δ + (1− δ)e2n)eΣan] as
E[en[δ + (1− δ) ‖ en ‖2]eΣa n] = δE[eaneΣa (n)] + (1− δ)E[e3neΣa (n)] (3.8)
using the Price Theorem
E[eΣa (n)g[en]] = Eea(n)e
Σ
a (n)(
Ee∗a(n)g[en]
E||ea(n)||2 ) (3.9)
here g[en] = en but en = ea(n) + vn
E[ea(n)e
Σ
a (n)] = E[ea(n)e
Σ
a (n)] ∗HG (3.10)
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where
HG =
Ee∗a(n)ea(n)
E[| eΣa (n)]2
(3.11)
and E[e3(n)eΣa (n)] = E[ea(n)e
Σ
a (n)] ∗ HG here HG = 3[E[||ea(n)||2] + σ2v ] further
we can write this equation as HG = 3[σ
2
v + ζ]
Evaluation of Term E [‖ un ‖2 e2n(δ + (1− δ)e2n)2]
To evaluate this term, we will the following approximation [4]
A7 The adaptive ﬁlter is long enough so that ||un||2A is independent of en.
This assumption allows us to write E [‖ un ‖2 e2n(δ + (1− δ)e2n)2] as
E[‖ un ‖2Σ e2n[δ + (1− δ)e2n]2] = δ2E[‖ un ‖2Σ e2n] + (1− δ)2E[‖ un ‖2Σ e6n]
+2δ(1− δ)E[‖ un ‖2Σ e4n] (3.12)
and substituting en = ea(n) + vn we get
E[‖ un ‖2Σ e2n] = tr(RΣ)E[e2a(n) + v2n]
= tr(RΣ)(ζ + σ2v)
E[‖ un ‖2Σ e6n] = tr(RΣ)E[e6n]
= tr(RΣ) ∗HU
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here HU = 15ζ
3 + 45ζ2σ2v + 15ζξ
4
v + ξ
6
v
E[‖ un ‖2Σ e4n] = tr(RΣ) ∗HU (3.13)
here HU = 6ζ
3 + 18ζ2σ2v + 9ζ
2ξ4v + ξ
6
v Using (3.18),(3.11) and (3.13) in (3.7) and
some algebraic manipulation, we get the following result:
E[‖ ˜wn+1 ‖2Σ] = (1− μα)2E[‖ w˜n ‖2Σ]+ ‖ μαc ‖2Σ +μ2[δ2HLMSU + (1− δ)2HLMFU
+2δ(1− δ)E[‖ en ‖4]] + 2μ(1− μα)E[ea(n)eΣa (n)]HG
+2μαcTΣJE[w˜n] (3.14)
where HU = δ
2hLMSU + (1− δ)2hLMFU + 2δ(1− δ)[3ζ2 + 4ζ2σ2v + ξ4v ] and
HG = δh
LMS
G + (1 − δ)hLMFG with ξ4v and ξ6v are the fourth and sixth order
moments of vn.
Evaluation of Term E [en(δ + (1− δ)e2n)un]
Here we make use of A6 stating that un are Gaussian Regressors we have
E[enun] = RE[w˜n] substituting this in the third term we get as :
(1−μα)E[w˜n]−μE[en(δ+(1−δ)e2n)un] = [I−μ{αI+[δ+3(1−δ)(σ2v+ζ)]R}]E[w˜n]
(3.15)
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Finally substituting the above equations in (3.14)
E[‖ ˜wn+1 ‖2Σ] = (1− μα)2E[‖ w˜n ‖2Σ]+ ‖ μαc ‖2Σ +μ2tr(R)HU
−2μ(1− μα)E[ea(n)eΣa (n)]HG
+2μαcTΣJE[w˜n] (3.16)
where
J = [I − μ{αI + [δ + 3(1− δ)(σ2v + ζ)]R}] (3.17)
More is needed in order to evaluate (3.16) since it is hard to evaluate
E
[
ea(n)e
Σ
a (n)
]
due to the dependencies among the regressors un. Therefore, will
make the following assumption [4],[23] making use of the assumption that, the
sequence of vectors un are independent and identically distributed. un and w˜n
become independent since now w˜n depends only on un−1 . Therefore, we can
express E
[
ea(n)e
Σ
a (n)
]
as
E[ea(n)e
Σ
a (n)] = E[w˜n
TuTnunΣw˜n]
= E[w˜TnE[u
T
nun/w˜n]Σw˜n]
= E[w˜TnE[u
T
nun]Σw˜n]
= E[w˜nRΣw˜n]
= E[‖ w˜n ‖2RΣ ]. (3.18)
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From (3.18) we can see that for
∑
= I, (3.18) results in
E[‖ w˜n ‖2RΣ ] = E[ea(n)ea(n)]
= ζ. (3.19)
Now, E
[
ea(n)e
Σ
a (n)
]
, HU , and HG are functions of w˜n, so that (3.16) becomes
E[‖ ˜wn+1 ‖2Σ] = (1− μα)2E[‖ w˜n ‖2Σ]+ ‖ μαc ‖2Σ +
μ2tr(R)HU − 2μ(1− μα)E[‖ w˜n ‖2RΣ ]HG
+2μαcTΣJE[w˜n] (3.20)
We can now use the above relation to study the transient behavior of the
proposed Leaky LMMN adaptive algorithm for both white as well as correlated
input data. We will now develop a state-space model for both cases.
3.2.3 Transient Analysis for White Input Data
For white input data i.e R = σ2uI, using (3.19), we get
ζ = E[‖ w˜n ‖2R]
= σ2uE[‖ w˜n ‖2] (3.21)
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From this, we can see that for white input data,
HG = δ + 3(1− δ)(σ2v + ζ)
= δ + 3(1− δ)(σ2v + σ2uE[‖ w˜n ‖2]) (3.22)
HU = δ
2[ζ + σ2v ] + (1− δ)2[15ζ3 + 45σ2vζ2 + 15ξ4vζ + ξ6v ]
+2δ(1− δ)[3ζ2 + 4σ2vζ + ξ4v ]
= δ2[σ2uE[‖ w˜n ‖2] + σ2v ] + (1− δ)2[15[σ2uE[‖ w˜n ‖2]]3
+45σ2v [σ
2
uE[‖ w˜n ‖2]]2 + 15ξ4vσ2uE[‖ w˜n ‖2] + ξ6v ]
+2δ(1− δ)[3[σ2uE[‖ w˜n ‖2]]2 + 4σ2vσ2uE[‖ w˜n ‖2] + ξ4v ] (3.23)
tr(R) = Mσ2u (3.24)
J = 1− μ{α + [δ + 3(1− δ)(σ2v + σ2uE[‖ w˜n ‖2])σ2u]} (3.25)
Using (3.3) and (3.22)-(3.25), we can compactly represent the evolution of the
E [w˜n] and E [||w˜n||2] by the following state space equation:
⎡
⎢⎢⎣
E [||wn+1||2]
E [wn+1]
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
f1 f2
0 J
⎤
⎥⎥⎦
⎡
⎢⎢⎣
E [||wn||2]
E [wn]
⎤
⎥⎥⎦
+μ
⎡
⎢⎢⎣
μα2||c||2 + μMσ2uδ2σ2v + μMσ2u(1− δ)2ξ6v + 2μMσ2uδ(1− δ)ξ4v
αc
⎤
⎥⎥⎦
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where
f1 = (1− μα)2 + μ2Mσ4uδ2 + 15(1− δ)2μ2Mσ8uE
[‖ w˜n ‖2]2
+45(1− δ)2Mσ6uσ2vE
[‖ w˜n ‖2]+ 15(1− δ)2μ2Mσ4uξ4v
+6δ(1− δ)μ2Mσ6uE
[‖ w˜n ‖2]+ 8δ(1− δ)μ2Mσ4uσ2v − 2δμ(1− μα)σ2u
−6(1− δ)μ(1− μα)σ2uσ2v − 6(1− δ)μ(1− μα)σ4uE
[‖ w˜n ‖2] (3.26)
and
f2 = 2μαJc
T (3.27)
The time evolution of E[e2a(n)] can be found using (3.21) and (3.26). The time
evolution of E[e2n] is then found by using
E[e2n] = E[e
2
a(n)] + σ
2
n. (3.28)
3.2.4 Transient Analysis for Correlated Data
For uncorrelated data, we see from (3.20) that only unweighted norms of wn
and wn+1 appear on both sides of the equation. However, when the input data
is correlated i.e. R is a non-diagonal matrix, diﬀerent weighting matrices will
appear on both sides of the equation. To solve this problem, we shall start with
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(3.20) and for
∑
= I, we get
E
[||wn+1||2Σ] = (1− μα)2E [||wn||2Σ]+ ||μαc||2Σ + μ2tr(RΣ)HU
−2μ(1− μα)HGE
[||wn||2RΣ]+ 2μαcTΣJE [wn] (3.29)
It can be seen that a weighted norm of wn appears with a weighting matrix .
This can be inferred from (3.20) for
∑
= R, which leads to
E
[||wn+1||2Σ] = (1− μα)2E [||wn||2]+ ||μαc||2R + μ2tr(R)HU
−2μ(1− μα)HGE
[||wn||2R]+ 2μαcTJE [wn] (3.30)
We see that a weighted norm of w˜n appears again, this time with a weighting
matrix
∑
= R2, which can then in turn be inferred from (3.20) for
∑
= R3.
Continuing in this fashion, (3.20) for
∑
= RM−1 becomes
E
[||wn+1||2R] = (1− μα)2E [||wn||2R]+ ||μαc||2R + μ2tr(R2)HU
−2μ(1− μα)HGE
[||wn||2R2]+ 2μαcTRJE [wn] (3.31)
E
[||wn+1||2RM−1
]
= (1− μα)2E [||wn||2RM−1
]
+ ||μαc||2RM−1 + μ2tr(RM)HU
−2μ(1− μα)HGE
[||wn||2RM
]
+2μαcTRM−1JE [wn] (3.32)
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where we see now that a weighted norm of wn appears again, this time with a
weighting matrix
∑
= RM .
Using the Cayley-Hamilton theorem [4], we can write RM as
RM = −pM−1RM−1 − pM−2RM−2 − . . .− p1R− p0I, (3.33)
where p0,p1,. . .,pM−1are the coeﬃcients of the characteristic polynomial of R,
given as
p(x) = det(xI−R). (3.34)
Using (3.33), we have
E
[||wn||2RM
]
= −pM−1E
[||wn||2RM−1
]−pM−2E [||wn||2RM−2
]−. . .−p1E [||wn||2R]−p0E [||wn||2] .
(3.35)
Ultimately, we can combine (3.3) and (3.29)-(3.32) as
⎡
⎢⎢⎣
An+1
E [wn+1]
⎤
⎥⎥⎦
︸ ︷︷ ︸
Wn+1
=
⎡
⎢⎢⎣
F1 F2
0 J
⎤
⎥⎥⎦
︸ ︷︷ ︸
Fn
⎡
⎢⎢⎣
An
E [wn]
⎤
⎥⎥⎦
︸ ︷︷ ︸
Wn
+μ
⎡
⎢⎢⎣
Ln
αc
⎤
⎥⎥⎦
︸ ︷︷ ︸
Yn
(3.36)
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with An,Ln,F2,F1 are given as
An =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
E [||wn||2]
E [||wn||2R]
E
[||wn||2R2
]
...
E
[||wn||2RM−2
]
E
[||wn||2RM−1
]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.37)
Ln = μHU
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
tr(R)
tr(R2)
tr(R3)
...
tr(RM)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ μα2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
||c||2
||c||2R
||c||2R2
...
||c||2RM−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.38)
F2 = 2μαc
TJ
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I
R
R2
...
RM−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.39)
where HU = μMδ
2σ2v +μM(1− δ)2ξ6v +2μMδ(1− δ)ξ4v where J comes from (3.17)
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and
F1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
k1 −k2 0 0 · · · 0
0 k1 −k2 0 · · · 0
0 0
. . . . . . . . .
...
...
...
. . . . . .
. . . 0
0 0 · · · 0 k1 −k2
k2p0 k2p1 · · · · · · k2pM−2 k1 + k2pM−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.40)
where
k1 = (1− μα)2 (3.41)
and
k2 = 2μ(1− μα)HG (3.42)
From this, we can see that that the evolution of E[||wn||2] and E[e2an] can be
described by the ﬁrst and second entries of the state vector wn+1, respectively.
The resulting learning curve of the ﬁlter is then
E[e2(n)] = E[e2a(n)] + σ
2
v . (3.43)
We can also see that for R = σ2uI, (3.36) degenerates to (3.26).
3.2.5 Mean Square Stability
As can be seen from the block triangular structure of Fn in (3.36), we ﬁnd that
one of the conditions for the mean-square stability of the Leaky LMMN algorithm
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is that it be mean convergent. The mean convergence condition was found before
and shown in (3.6). To ﬁnd the second condition for the mean-square stability of
the Leaky LMMN to hold, we will use the same approach as was done for ﬁnding
the mean convergence on the step size.
Therefore, let ϑ ≤ ζ be the Cramer-Rao bound associated with estimating unc
by unwn; then H
∗
G and H
∗
U are deﬁned as
H∗G = δ + 3(1− δ){σ2v + ϑ} (3.44)
H∗U = δ
2[ϑ + σ2v ] + (1− δ)2[15ϑ3 + 45σ2vϑ2 + 15ξ4vϑ + ξ4v ]
+2δ(1− δ)[3ϑ2 + 4σ2vϑ + ξ4v ] (3.45)
Using this, let us deﬁne F∗1 and L
∗ as follows
F∗1 = F1|HG=H∗G , (3.46)
L∗ = Ln|HU=H∗U . (3.47)
F∗1 can then be written as
F∗1 = I− μG1 + μ2G2, (3.48)
where
G1 = 2(αI+H∗GB), (3.49)
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and
G2 = α(αI + 2H∗GB), (3.50)
where in (3.49) and (3.50),
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0
. . . . . . . . .
...
...
...
. . . . . . . . . 0
0 0 · · · 0 0 1
−p0 −p1 · · · · · · −pM−2 −pM−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.51)
From [4], a suﬃcient condition for F1 to be stable, and thus constitute the second
condition for the mean square stability of the proposed algorithm is that the step
size lies in the following range:
0 < μ <
1
λmax(G
−1
1 G2)
(3.52)
Combining (3.6) and (3.52), we ﬁnd that the condition for wn to converge in both
the mean and mean square sense is
0 < μ < min(
2
α +H∗GλmaxR
,
1
λmax(G
−1
1 G2)
) (3.53)
To be more explicit, we ﬁrst note from (3.51) that B is a companion form matrix
of R. Therefore it has the same eigenvalues as R. Let λi,λ
′
i, and λ
′′
i be the i
th
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eigenvalues of B, G1, and G2, repectively. Then, from using the matrix eigenvalue
properties [28] and (3.49)-(3.51), the relations between them are given as,
λ′i = 2(α +HG∗λi),
λ′′i = α(α + 2HG∗λi).
Furthermore, G1, G2 and B will have the same eigenvectors.
Using this, we ﬁnd that the ith eigenvalue of G−11 G2 is given by
λ
G−11 G2
i =
λ′′i
λ′i
=
α(α + 2HG∗λi)
2(α +HG∗λi)
= α− α
2
2(α +HG∗λi) . (3.54)
Furthermore
λG
−1
1 G2
max = α−
α2
2(α +HG∗λmax(R))
=
α(α + 2HG∗λmax(R))
2(α +HG∗λmax(R)) , (3.55)
and
1
λ
G−11 G2
max
=
2(α +HG∗λmax(R))
α(α + 2HG∗λmax(R)) (3.56)
Now, by comparing (3.6) and (3.56) and after some algebraic manipulation, we
get the following result for the upper bound μmax on the step size to ensure mean
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and mean square stability:
μmax=
⎧⎪⎪⎨
⎪⎪⎩
2
α+H∗Gλmax(R) , α >
H∗Gλmax(R)
4
,
1
λmax(G
−1
1 G2)
, otherwise.
(3.57)
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3.3 Comparison of the Theoretical and Simula-
tion Results For Transient Analysis
In this section we will compare the theoritical ﬁndings relating to the transient
analysis of the proposed Leaky LMMN algorithm with that to the simulation
results. For the speciﬁc purpose we generate a randomly normalized weight vector
with number of taps set at 5. Keeping the step size and the leakage factor at 0.01
and 0.001 respectively, and the number of trials at 500 while the number of samples
used were set at 104.
The transient analysis was carried out for two cases:
1. White input data, where the variance of the regressors was set to unity.
2. Correlated input data, where the eigen value spread of the regressor covari-
ance matrix was set to 5.
Now keeping in view of this two variations in the input data and maintaining
all other parameters the same, the simulations were performed for Uniform and
Gaussian noise environments with the noise variance value set at 0.1, 0.01 and
0.001. The theoretical curves were generated by using (3.36).
As we can see from the Fig.3.1-3.24, there is a very good match between theory
and simulation results.
We can see that the rate of convergence is must more in a given noise en-
vironment i.e. type of noise and variance value, for white data as compared to
correlated data. The reason for this is that the increase in the eigen spread value
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of R decreases the speed of convergence [4].
We also note that for the same nature of input data i.e. correlated or white,
and noise variance, the MSE performance of
the Leaky LMMN is much better in uniform noise than gaussian noise. This
is to be expected as the conventional LMMN also performs better in non-gaussian
noise scenarios [15],[9].
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Figure 3.1: Leaky LMMN MSD in Gaussian noise with white data and noise
variance 0.1.
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Figure 3.2: Leaky LMMN MSE in Gaussian noise with white data and noise
variance 0.1.
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Figure 3.3: Leaky LMMN MSD in Gaussian noise with white data and noise
variance 0.2.
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Figure 3.4: Leaky LMMN MSE in Gaussian noise with white data and noise
variance 0.2.
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Figure 3.5: Leaky LMMN MSD in Gaussian noise with white data and noise
variance 0.3.
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Figure 3.6: Leaky LMMN MSE in Gaussian noise with white data and noise
variance 0.3.
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Figure 3.7: Leaky LMMN MSD in Gaussian noise with correlated data and noise
variance 0.1.
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Figure 3.8: Leaky LMMN MSE in Gaussian noise with correlated data and noise
variance 0.1.
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Figure 3.9: Leaky LMMN MSD in Gaussian noise with correlated data and noise
variance 0.2.
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Figure 3.10: Leaky LMMN MSE in Gaussian noise with correlated data and noise
variance 0.2.
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Figure 3.11: Leaky LMMN MSD in Gaussian noise with correlated data and noise
variance 0.3.
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Figure 3.12: Leaky LMMN MSE in Gaussian noise with correlated data and noise
variance 0.3.
63
0 1000 2000 3000 4000 5000
−30
−25
−20
−15
−10
−5
0
iterations
M
S
D
 (d
B
)
Simulation
Theory
Figure 3.13: Leaky LMMN MSD in Uniform noise with white data and noise
variance 0.1.
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Figure 3.14: Leaky LMMN MSE in Uniform noise with white data and noise
variance 0.1.
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Figure 3.15: Leaky LMMN MSD in Uniform noise with white data and noise
variance 0.2.
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Figure 3.16: Leaky LMMN MSE in Uniform noise with white data and noise
variance 0.2.
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Figure 3.17: Leaky LMMN MSD in Uniform noise with white data and noise
variance 0.3.
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Figure 3.18: Leaky LMMN MSE in Uniform noise with white data and noise
variance 0.3.
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Figure 3.19: Leaky LMMN MSD in Uniform noise with correlated data and noise
variance 0.1.
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Figure 3.20: Leaky LMMN MSE in Uniform noise with correlated data and noise
variance 0.1.
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Figure 3.21: Leaky LMMN MSD in Uniform noise with correlated data and noise
variance 0.2.
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Figure 3.22: Leaky LMMN MSE in Uniform noise with correlated data and noise
variance 0.2.
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Figure 3.23: Leaky LMMN MSD in Uniform noise with correlated data and noise
variance 0.3.
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Figure 3.24: Leaky LMMN MSE in Uniform noise with correlated data and noise
variance 0.3.
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CHAPTER 4
STEADY STATE ANALYSIS OF
LEAKY LMMN
In this chapter, the steady state analysis of the proposed Leaky LMMN algorithm
is carried out. We will be using the assumptions used in the previous chapter in
addition to the following assumption: the regressors un have covariance matrix
R = σ2uI.
The reason for using this restrictive assumption is to make the analysis more
tractable. For the case of correlated regressors, we end up with a single equation
with two variables E[||wn||2] and E[e2a(n)] which do not have a linear relation
between them, thus we end up with an under-determined system. However, for
white Gaussian regressors, we have an additional equation that relates E[||wn||2]
and E[e2a(n)] given by (3.21).
Therefore, we will use (3.21) and (3.26) in our study of the steady-state be-
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havior of the Leaky LMMN. To begin with, we use (3.26) to get
⎡
⎢⎢⎣
E [||wn+1||2]
E [wn+1]
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
f1 f2
0 J
⎤
⎥⎥⎦
⎡
⎢⎢⎣
E [||wn||2]
E [wn]
⎤
⎥⎥⎦
+μ
⎡
⎢⎢⎣
μα2||c||2 + μMσ2uδ2σ2v + μMσ2u(1− δ)2ξ6v + 2μMσ2uδ(1− δ)ξ4v
αc
⎤
⎥⎥⎦
E[‖ ˜wn+1 ‖2] = f1E[‖ w˜n ‖2] + f2E[w˜n] + μ2α2 ‖ c ‖2
+μ2σ2u[Mδ
2σ2v + M(1− δ)2ξ6v + 2Mδ(1− δ)ξ4v ] (4.1)
E [wn+1] = HE [wn] + μαwo (4.2)
where HU , HG and J are all deﬁned previously and the terms inside the equations
are given by (3.22)-(3.25).
Assuming the step size satisﬁes the mean and mean square convergence con-
ditions, then at steady state (as n →∞), we have
lim
n→∞
E
[||wn+1||2] = lim
n→∞
E
[||wn||2] = E [||w∞||2] (4.3)
lim
n→∞
E [wn+1] = lim
n→∞
E [wn] = E [w∞] (4.4)
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Then, taking the limit as n →∞ on both sides of (4.1)-(4.2), we have
E
[||w∞||2] = f1∞E [||w∞||2]+ f2∞E [w∞] + μ2α2 ‖ c ‖2
+μ2σ2u[Mδ
2σ2v + M(1− δ)2ξ6v + 2Mδ(1− δ)ξ4v ] (4.5)
E [w∞] = J∞E [w∞] + μαc (4.6)
where
f1∞ = (1− μα)2 + μ2Mσ4uδ2 + 15(1− δ)2Mσ8uE[‖ w˜∞ ‖2]2
+45(1− δ)2μ2Mσ6uσ2vE[‖ w˜∞ ‖2] + 15(1− δ)2μ2Mσ4uξ4v
+6δ(1− δ)μ2Mσ6uE[‖ w˜∞ ‖2] + 8δ(1− δ)μ2Mσ4uσ2v
−2δμ(1− μα)σ2u − 6(1− δ)μ(1− μα)σ2uσ2v
−6(1− δ)μ(1− μα)σ4uE[‖ w˜∞ ‖2] (4.7)
f2∞ = 2μαJ∞cT (4.8)
J∞ = 1− μ{α + [δ + 3(1− δ)(σ2v + σ2uE[‖ w˜∞ ‖2])]σ2u} (4.9)
From (4.6) and using (4.9), we get
E [w∞] = J∞E [w∞] + μαc (4.10)
E [w∞] = [1− μ{α + [δ + 3(1− δ)(σ2v + σ2uE[‖ w˜∞ ‖2])]σ2u}]E[w˜∞] + μαc (4.11)
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E[w˜∞] =
αc
α + [δ + 3(1− δ)(σ2v + σ2uE[‖ w˜∞ ‖2])]σ2u
(4.12)
Let
C = α + [δ + 3(1− δ)(σ2v + σ2uE[‖ w˜∞ ‖2])]σ2u (4.13)
Then using (4.12) in (4.5), we get
E[‖ w˜∞ ‖2] = f1∞E[‖ w˜∞ ‖2] + 2μα
2(1−C) ‖ c ‖2
C
+ μ2α2 ‖ c ‖2
+μ2Mσ2u[δ
2σ2v + (1− δ)2ξ6v + 2δ(1− δ)ξ4v ] (4.14)
Multiplying both sides of (4.14) by C, we get
CE[‖ w˜∞ ‖2] = Cf1∞E[‖ w˜∞ ‖2] + 2μα2(1−C) ‖ c ‖2 +Cμ2α2 ‖ c ‖2
+μ2MCσ2u[δ
2σ2v + (1− δ)2ξ6v + 2δ(1− δ)ξ4v ] (4.15)
Opening this expression and grouping together coeﬃcients of diﬀerent powers
of E [||w∞||2] together, then after some algebra, we get the following quartic
polynomial in E [||w∞||2]:
4∑
j=0
βj(E
[||w∞||2
]
)j = 0, (4.16)
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where
β0 = 2μα
2 ‖ c ‖2 −2μα3 ‖ c ‖2 −2μα2 ‖ c ‖2 δσ2u
−6(1− δ)μα2 ‖ c ‖2 σ2uσ2v + μ2α3 ‖ c ‖2 +μ2α2 ‖ c ‖2 δσ2u
+3(1− δ)μ2α2 ‖ c ‖2 σ2uσ2v + δ2μ2Mσ2uσ2vα
+δ3μ2Mσ4uσ
2
v + 3(1− δ)δ2μ2Mσ4uξ4v
+(1− δ)2μ2Mασ2uξ6v + δ(1− δ)2μ2Mσ4uξ6v
+3(1− δ)3μ2Mσ4uξ8v + 2δ(1− δ)μ2Mασ2uξ4v
+2δ2(1− δ)μ2Mσ4uξ4v + 6δ(1− δ)2μ2Mσ4uξ6v (4.17)
β1 = α(1− μα)2 + δ(1− μα)2σ2u + 3(1− δ)(1− μα)2σ2uσ2v
+αδ2μ2Mσ4u + δ
3μ2Mσ6u + 3(1− δ)δ2μ2Mσ6uσ2v
+15α(1− δ)2μ2Mσ4uξ4v + 15δ(1− δ)2μ2Mσ6uξ4v
+45(1− δ)3μ2Mσ6uξ6v + 8αδ(1− δ)μ2Mσ4uσ2v
+8δ2(1− δ)μ2Mσ6uσ2v + 24δ(1− δ)2μ2Mσ6uσ2v
−2αδμ(1− μα)Mσ2u − 2δ2μ(1− μα)Mσ4u − 6δ(1− δ)μ(1− μα)Mσ4uσ2v
−6α(1− δ)μ(1− μα)σ2uσ2v − 6δ(1− δ)μ(1− μα)σ4uσ2v
−18(1− δ)2μ(1− μα)σ4uξ4v − 6α2(1− δ)μ ‖ c ‖2 σ4u
+3α2(1− δ)μ2 ‖ c ‖2 σ4u + 3δ2(1− δ)μ2Mσ6uσ2v
+3(1− δ)3μ2Mσ6u + 6δ(1− δ)2μ2Mσ6uξ4v (4.18)
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β2 = 3(1− δ)(1− μα)2σ4u + 3δ2(1− δ)μ2Mσ8u
+45α(1− δ)2μ2Mσ6uσ2v + 45δ(1− δ)2μ2Mσ8uσ2v
+135(1− δ)3μ2Mσ8uξ4v + 45(1− δ)3μ2Mσ8uξ4v
+6αδ(1− δ)μ2Mσ6u + 6δ2(1− δ)μ2Mσ8u
+18δ(1− δ)2μ2Mσ8uσ2v + 24δ(1− δ)2μ2Mσ8uσ2v
−6δ(1− δ)μ(1− μα)σ6u − 18(1− δ)2μ(1− μα)σ6uσ2v
−6α(1− δ)μ(1− μα)σ4u − 6δ(1− δ)μ(1− μα)σ6u
−18(1− δ)2μ(1− μα)σ6uσ2v (4.19)
β3 = 15α(1− δ)2μ2Mσ8u + 15δ(1− δ)2μ2Mσ10u
+45(1− δ)3μ2Mσ10u σ2v + 135(1− δ)3μ2Mσ10u σ2v
+18δ(1− δ)2μ2Mσ10u − 18(1− δ)2μ(1− μα)σ8u (4.20)
β4 = 45(1− δ)3μ2Mσ12u (4.21)
Since E [||w∞||2] will be very small, we can assume (E [||w∞||2])4 to be negli-
gible and the problem of ﬁnding E [||w∞||2] is now solved by ﬁnding the roots of
the following polynomial equation:
3∑
j=0
χj(E
[||w∞||2
]
)j = 0, (4.22)
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where
χj =
βj
β4
. (4.23)
Equation (4.22) has three roots [28]. From simulations, we found that the smallest
positive square root of the polynomial gives E [||w∞||2].
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4.1 Comparison of the convergence speed of the
LMMN algorithm and the proposed algo-
rithm in achieving the same steady-state er-
ror with white input sequence
In this section the LMMN algorithm and the proposed time-varying Leaky LMMN
algorithm are compared in terms of the convergence time when the input is white.
In ﬁgure 4.1, 4.3, 4.5 and 4.7 it is clear that the proposed algorithm has achieved
the same steady state error in lesser number of iterations as compared to the
LMMN algorithm. Now considering the Figure 4.1 it is shown that in 20 dB SNR
and uniform environment the proposed algorithm achieved the same steady-state
error in 4000 iterations earlier than the LMMN algorithm, while considering the
case of 30 dB SNR in Uniform environment the proposed algorithm converged
almost 7000 iterations earlier than the LMMN algorithm as shown in Figure 4.3.
Thus it can inferred from the above discussion that in uniform environment with
30 dB SNR the proposed algorithm performs better than in the case of 20 dB
SNR.
In Figure 4.5 and Figure 4.7 the proposed algorithm is compared to the LMMN
algorithm in the gaussian enviromment. In Figure 4.5 it is shown that both the
algorithms have almost the same convergence time in the case of 20 dB SNR,
while from Figure 4.7 it can be inferred that there is a diﬀerence of 1000 iterations
between the proposed and the LMMN algorithm at 30 dB SNR. Thus it can be
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concluded that the proposed algorithm performs better at 30 dB SNR in gaussian
environment.
The behavior of time varying mixing parameter is also plotted for the respec-
tive cases with the corresponding SNR. The curves for the mixing parameter in the
case of gaussian environment have slower convergence speed as compared to that
of uniform environment as shown in Figure 4.6 and Figure 4.8. Thus the mixing
parameter has the better convergence ability in the case of uniform environment.
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Figure 4.1: Comparison of the convergence speed of the LMMN and proposed
algorithm with SNR = 20 dB in uniform environment.
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Figure 4.2: Behavior of time varying mixing parameter for the respective case.
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Figure 4.3: Comparison of the convergence speed of the LMMN and proposed
algorithm with SNR = 30 dB in uniform environment.
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Figure 4.4: Behavior of time varying mixing parameter for the respective case.
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Figure 4.5: Comparison of the convergence speed of the LMMN and proposed
algorithm with SNR = 20 dB in gaussian environment.
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Figure 4.6: Behavior of time varying mixing parameter for the respective case.
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Figure 4.7: Comparison of the convergence speed of the LMMN and proposed
algorithm with SNR = 30 dB in gaussian environment.
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Figure 4.8: Behavior of time varying mixing parameter for the respective case.
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CHAPTER 5
TRACKING ANALYSIS OF
LEAKY LMMN
The aim of tracking analysis of an adaptive ﬁlter is to provide a quantitative
measure of how well the adaptive algorithm is able to track variations in the
signal statistics. In this chapter, the tracking analysis of the proposed algorithm
is carried out. Both the random walk model and the Rayleigh fading model (single
path and multipath) to model the time varying channels and the analysis is carried
out in the same way as was done for the steady state analysis.
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5.1 Random Walk Model
The ﬁrst order random-walk model for a channel is given as
cn+1 = cn + qn (5.1)
where cn is the time-varying wide-sense stationary unknown system that is to be
tracked and qn is assumed to be a zero-mean stationary random vector process
with a positive-deﬁnite covariance matrix Q. It is also statistically independent
of all other parameters of the adaptive ﬁlter. The noisy measurement that arises
from the random walk model is given by
dn = uncn + vn (5.2)
It can be seen from the assumptions used for qn and (5.1) that
E[cn+1] = E[cn]
= c (5.3)
90
Now it was observed in [4] that the covariance matrix of cn+1 i.e Cn+1 is given by
Cn+1 = E[(cn+1 − c)(cn+1 − c)T ]
= E[(cn + qn − c)(cn + qn − c)T ]
= E[(cn − c)(cn − c)T ] + E[qnqTn ]
= Cn+1 +Q (5.4)
We see that a positive-deﬁnite matrix is added to the covariance matrix of the
the unknown system vector at each iteration and thus grows unbounded. A more
practical model that can be used is by replacing (5.1) by
cn+1 − c = (cn − c) + qn (5.5)
for some scalar || < 1. In this case, the covariance matrix of cn+1 would tend to
a ﬁnite steady-state value given by
lim
n→∞
Cn+1 =
Q
1− ||2 (5.6)
However, the tracking analysis of this model is more demanding. As mentioned
in [4], it was found that in the literature it is a convention to assume the value of
 to be suﬃciently close to 1 to warrant the use of model (5.1) which simpliﬁes
our analysis greatly.For this reason , we have used the model (5.1) for tracking
analysis of the Leaky LMMN.
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5.2 Tracking Analysis of Leaky LMMN for Ran-
dom Walk Model
To begin with, we shall rewrite the Leaky LMMN update equation, taking the
non-stationarity of the channel into account, we get the following recursion:
wn+1 = (1− μα)wn + μuTnen{δ + (1− δ)||en||2}. (5.7)
Let w˜j = cj −wj, then
cn+1 −wn+1 = cn+1 − [(1− μα)wn + μuTnen{δ + (1− δ)||en||2}]
= cn+1 − (1− μα)wn − μuTnen{δ + (1− δ)||en||2}
= cn+1 −wn + μαwn − μuTnen{δ + (1− δ)||en||2}
= cn+1 −wn + μα(cn − w˜n)− μuTnen{δ + (1− δ)||en||2}
= cn + qn −wn + μα(cn − w˜n)− μuTnen{δ + (1− δ)||en||2}
= (cn −wn) + qn + μαcn − μαw˜n − μuTnen{δ + (1− δ)||en||2}
= w˜n + qn + μαcn − μαw˜n − μuTnen{δ + (1− δ)||en||2} (5.8)
w˜n+1 = (1− μα)w˜n + μαcn − μuTnen{δ + (1− δ)||en||2}+ qn. (5.9)
Taking the weighted norms of both sides of (5.8), with A being the symmetric
weighting matrix, and using A1-A6 along with the assumptions on the statistics
92
of qn, we get
E[||w˜n+1||2∑ ] = (1− μα)2E[||w˜n||2∑ ] + ||μαc||2∑ + μ2tr(R
∑
)HU
−2μ(1− μα)HGE[||w˜n||2R∑ ] + 2μαcT
∑
JE[w˜n]
+tr(Q
∑
) (5.10)
We see that the only diﬀerence between (3.20) and (5.10) is the addition term
tr (QA). Using this fact, we can approach the problem of tracking analysis of the
Leaky LMMN in the same way as was done for the steady state analysis for white
gaussian data.
Furthermore, after applying the same steps and assumptions done for transient
analysis of stationary environment to non-stationary environment expressed by the
random walk model, we get the following state space equation representing the
evolution of E[||wn||2] and E[e2a(n)] in a random walk model:
⎡
⎢⎢⎣
Ak+1
E [vk+1]
⎤
⎥⎥⎦
︸ ︷︷ ︸
Wk+1
=
⎡
⎢⎢⎣
F1 F2
0 H
⎤
⎥⎥⎦
︸ ︷︷ ︸
Fk
⎡
⎢⎢⎣
Ak
E [vk]
⎤
⎥⎥⎦
︸ ︷︷ ︸
Wk
+
⎡
⎢⎢⎣
Mk
μαc
⎤
⎥⎥⎦
︸ ︷︷ ︸
Y
k
(5.11)
where the only diﬀerence between (3.36) and (5.11) is the term Mk given by
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Mk = μ
2Zk
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
tr(R)
tr(R2)
tr(R3)
...
tr(RM)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ μ2α2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
||c||2
||c||2R
||c||2R2
...
||c||2RM−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
tr(Q)
tr(QR)
tr(QR2)
...
tr(QRM−1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.12)
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5.3 Comparison of the Theoretical and Simula-
tion Results For Tracking Analysis
In this part of the simulations we will consider a non-stationary environment and
observe the behavior of the proposed Leaky LMMN algorithm. For this purpose
we will make use of random walk model with the step size, leakage factor and
the noise variance set at 0.01, 0.001 and 0.001 respectively. As was done in the
transient analysis of the proposed Leaky LMMN algorithm, even here we make
use of a randomly generated weight vector with the number of taps set at 5.
The number of samples were set at 104 and the number of trials at 800. During
the simulations of the tracking analysis the noise variances of the weight vector
elements were set at 10−5,10−6 and 10−7 and carried out for both the cases of
Uniform and Gaussian. Theoretical results were generated using (5.11).
We see from the Fig. 5.1-5.12 that the theoretical and the simulation results
match.
Moreover, as expected, it is observed that as the variance of the true weight
vector decreases from 10−5 to 10−7, the MSE performance of the Leaky LMMN
improves.
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Figure 5.1: Tracking MSD of leaky LMMN in Gaussian noise with weight variance
10−5.
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Figure 5.2: Tracking MSE of leaky LMMN in Gaussian noise with weight variance
10−5.
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Figure 5.3: Tracking MSD of leaky LMMN in Gaussian noise with weight variance
10−6.
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Figure 5.4: Tracking MSE of leaky LMMN in Gaussian noise with weight variance
10−6.
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Figure 5.5: Tracking MSD of leaky LMMN in Gaussian noise with weight variance
10−7.
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Figure 5.6: Tracking MSE of leaky LMMN in Gaussian noise with weight variance
10−7.
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Figure 5.7: Tracking MSD of leaky LMMN in Uniform noise with weight variance
10−5.
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Figure 5.8: Tracking MSE of leaky LMMN in Uniform noise with weight variance
10−5.
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Figure 5.9: Tracking MSD of leaky LMMN in Uniform noise with weight variance
10−6.
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Figure 5.10: Tracking MSE of leaky LMMN in Uniform noise with weight variance
10−6.
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Figure 5.11: Tracking MSD of leaky LMMN in Uniform noise with weight variance
10−7.
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Figure 5.12: Tracking MSE of leaky LMMN in Uniform noise with weight variance
10−7.
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5.4 Comparison of the Variable Weight Mixed
Norm algorithm with the Fixed Mixed
Norm algorithm
As we are aware of the fact that the LMF algorithm has a faster convergence
compared to the LMS whereas the later has desirable characteristics in the neigh-
borhood of the optimum. Recently the utilization of a weighted sum of the two
performance measures was proposed to combine the advantages of both in the
mixed-norm algorithm [10]. The mixed norm LMS-LMF algorithm is dened by
the following cost function:
Jn = αE[e
2
n] + (1− α)E[e4n] (5.13)
where the error is deﬁned as
en = dn − uTnwn (5.14)
The algorithm deﬁned in Equation 5.15 has a ﬁxed mixing parameter that is
predetermined by the designer and hence will be unable to track variations in the
environment. To overcome this diﬃculty, a time variation in the weight parameters
is proposed [13] and its cost function is deﬁned as:
Jn = αE[e
2
n] + (1− α)E[e4n] (5.15)
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where αn is the time varying mixing parameter which changes in accordance
to the square of the time averaged estimate of the auto correlation of the en and
en−1 i.e.it is updated as follows [8]:
αn+1 = δαn + γp
2
n (5.16)
pn = βpn−1 + (1− β)enen−1 (5.17)
where δ, β and γ are constants.The parameters δ and β, conﬁned to the interval
[0, 1], are exponential weighting parameters that govern the quality of estimation
and γ > 0.
Following the above discussion in this section the time-varying Leaky LMMN
algorithm is compared to the Fixed Mixed Norm(FMN) LMS and LMF algorithms
in both Uniform and Gaussian environments with a signal to noise ratio set at
10dB and 20dB respectively. The performance measure considered is the normal-
ized weight error norm 10∗log10||wn−wo||2/||wo||2 and the results are obtained by
averaging over 100 samples. In this we compare the time varying algorithm to the
ﬁxed mixed-norm algorithm for diﬀerent values of mixing parameter α(constant).
In this the ﬁxed mixed norm algorithm is considered with α = 0.8 and α =
0.2. The FMN algorithm with α = 0.8 behaves almost similarly to the LMS
algorithm whereas the FMN algorithm with α = 0.2 gives a close relation to
the LMF algorithm. It can be inferred from the Figures(5.13 - 5.16) that the
109
proposed algorithm results in superior performance over the two versions of the
FMN algorithm.This is a result of the fact that the mixing parameter for the
proposed algorithm is time varying, which accomodates itself according to changes
in the environment.
When we compare the proposed algorithm with the FMN algorithm with α =
0.8, we observe that the later has the same convergence rate as that of the proposed
algorithm but results in larger excess steady state MSE. On the other hand, when
α = 0.2 is considered for the FMN algorithm, this results in the same excess
steady state MSE as the proposed algorithm, where the later has a faster speed
of convergence.
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Figure 5.13: Behavior of the proposed algorithm and the FMN algorithm in Uni-
form noise and noise variance 0.1.
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Figure 5.14: Behavior of the proposed algorithm and the FMN algorithm in Uni-
form noise and noise variance 0.2.
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Figure 5.15: Behavior of the proposed algorithm and the FMN algorithm in Gaus-
sian noise and noise variance 0.1.
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Figure 5.16: Behavior of the proposed algorithm and the FMN algorithm in Gaus-
sian noise and noise variance 0.2.
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CHAPTER 6
THESIS CONTRIBUTIONS
AND RECOMMENDATIONS
FOR FUTURE WORK
6.1 Thesis Contributions
This work successfully presented the Leaky LMMN algorithm. This algorithm was
analyzed in terms of its convergence properties, steady-state and tracking perfor-
mances and transient behavior. The performance of the proposed algorithm has
been supported by presenting the simulation scenarios. the major contributions
of this thesis work are as follows:
1. A new LMMN variant with a leakage factor which mitigates weight drift.
2. The convergence analysis of the proposed algorithm derived in terms of the
mean and mean square sense and as well as a model for estimating the time
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evolution of the mean square error and the mean square deviation for the
algorithm.
3. The steady state analysis of the algorithm carried as the limiting case of the
transient behavior of the algorithm.
4. Tracking ability of the algorithm analyzed and the model for the time evo-
lution of the algorithm in a non-stationary environment derived.
5. The analytical results compared with the experimental results which support
the analysis.
6. The time varying Leaky LMMN algorithm is compared to the traditional
LMMN in terms of the convergence speed in achieving the same steady state
error.
7. Finally, the time varying Leaky LMMN algorithm is compared to the Fixed
Mixed Norm algorithm with variable mixing parameter.
6.2 Recommendations for Future Work
There are a few suggestions regarding future work. In this thesis, a constant
leakage factor was used which caused bias in the mean square error. However,
by using the various techniques used for removing the bias in the case of Leaky
LMS, we can ﬁnd even better variants of the Leaky LMF that mitigate the weight
drift problem without causing a bias. Furthermore, these variants are expected
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to perform better than their LMF counterparts in terms of steady state misad-
justment. The work can even be extended to the subspace model which provides
a leakage only in the unexcited modes thus introducing bias while retaining the
low computational complexity.
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