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Abstract
Model-Based Reinforcement Learning (MBRL) is
one category of Reinforcement Learning (RL)
methods which can improve sampling efficiency by
modeling and approximating system dynamics. It
has been widely adopted in the research of robotics,
autonomous driving, etc. Despite its popularity,
there still lacks some sophisticated and reusable
opensource frameworks to facilitate MBRL re-
search and experiments. To fill this gap, we de-
velop a flexible and modularized framework, Baco-
nian, which allows researchers to easily implement
a MBRL testbed by customizing or building upon
our provided modules and algorithms. Our frame-
work can free the users from re-implementing pop-
ular MBRL algorithms from scratch thus greatly
saves the users’ efforts.
1 Introduction
Model-Based Reinforcement Learning (MBRL) is proposed
to reduce sample complexity introduced by model-free Deep
Reinforcement Learning (DRL) methods [Nagabandi et al.,
2018]. Specifically, MBRL approximate the system dynam-
ics with a parameterized model, which can be utilized for pol-
icy evaluation and improvement when the training data is very
limited and costly to obtain in real world.
Implementing a DRL testbed from scratch can be tedious
and bug-introducing. Luckily, many opensource frameworks
have been released to facilitate DRL-related research, in-
cluding baselines [Dhariwal et al., 2017], rllab [Duan et al.,
2016], Coach [Caspi et al., 2017], and Horizon [Gauci et
al., 2018]. These frameworks, however, are mainly imple-
mented for model- free DRL methods and a unified MBRL
opensource framework is in need
The challenges for implementing a MBRL framework are
mainly twofold. First, the methods for modeling the dynam-
ics are different from case to case [Polydoros and Nalpantidis,
2017; Deisenroth et al., 2013]. The dynamics model can be
classified into stochastic dynamics model and deterministic
dynamics model, or global dynamics model and local dy-
namics model respectively from different aspects of views.
In implementation, dynamics model can be approximated by
different methods, including Gaussian Process (GP), Gaus-
sian Mixture Model (GMM), Neural Network (NN), Linear
Regression. Second, the control flow of MBRL can vary a lot
from model-free RL and even vary for different MBRL algo-
rithms [Sutton, 1991]. To develop a general framework that
can capture the major MBRL algorithms is not a trivial task.
To fill this gap, we design and implement a unified MBRL
framework, Baconian, by trading off the diversity of MBRL
algorithms included against the complexity of the framework.
To the best of our knowledge, this is the first opensource
MBRL framework.1
2 System Overview
The system overview of Baconian is shown in Figure 1. We
design Baconian with the objective to minimize users’ coding
efforts on developing and testing MBRL algorithms. With
Baconian, the user can easily setup a MBRL experiment by
configuring the target algorithms and modules without the
need for understanding the inner mechanisms. Some usage
examples of Baconian are given in our project website.2
Experiment Configuration. The Experiment Configura-
tion layer consists of Experiments Configurator, Status Col-
lector, and Experiment Recorder. Experiments Configurator
manages the initialization of the modules. Status Collector
controls the status information collected from different mod-
ules including agent, environment, and algorithms to format
a globally shared status. Experiment Recorder will record
the information generated from the experiment, such as train-
ing loss, rewards, model checkpoints. These records will be
handed to the Logging/Visualization layer for rendering.
MBRL Training Flow. In the MBRL Training Flow layer,
the agent interacts with the environment to collect the training
samples which are then used to update the dynamics model
and value function/policy. The training flows, including the
sampling process from environment, training, and testing pro-
cess both for value function/policy and dynamics model, are
controlled according to user’s configuration.
Logging and Visualization. The Logging and Visualiza-
tion layer handles the records obtained from Experiment
1https://github.com/Lukeeeeee/baconian-project
2https://baconian-public.readthedocs.io/en/latest/examples.html
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Figure 1: The system design of Baconian
Recorder for further processing and rendering, including log-
ging, visualization and analysis.
3 Implementation
Baconian follows the Object-Oriented Design (OOD) and
applies design patterns including strategy method, observer
method, singleton method, and decorator method to build a
flexible and reusable framework. The simplified system im-
plementation diagram is shown in Figure 2.
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Figure 2: Simplified system UML diagram.
Algorithm Module. Most popular MBRL algorithms with
various dynamics models are implemented in Baconian. For
example, we implement MBRL methods such as Dyna,
iLQR, LQR, and MPC, as well as the model-free DRL meth-
ods including DQN, DDPG, and PPO as the supporting train-
ing algorithms for MBRL. These algorithms are implemented
in a modularized manner. Different kinds of dynamics mod-
els are implemented such as Gaussian Process, Multi-Layer
Neural Network, and Linear Regression. We also provide
APIs to support user-defined dynamics model, terminal func-
tion and reward function.
Control Flow Module. In Baconian, the control flow of
MBRL is delegated to an independent module, which can im-
prove the flexibility and extensibility of framework. We ab-
Algorithms Cumulative Reward
DDPG (baselines) -499.89
DDPG -417.67
Dyna (DDPG, global MLP dynamics) -1076.82
MPC (global MLP dynamics) -618.72
Table 1: Preliminary benchmark of continuous task: Pendulum-v0.
DDPG(baselines) result is obtained by baselines [Dhariwal et al.,
2017] with same hyper-parameters for comparison.
stract and implement two commonly used control flows, one
is the model-free DRL flow including sampling, policy eval-
uation, and policy improvement. The other one is Dyna-like
control flow [Sutton, 1991], which is used in model-based
algorithms. Furthermore, users can define control flows by
inheriting the control flow module without extra changes to
other modules.
Status Control. Status control is a must for DRL experi-
ments. For instance, off-policy DRL methods need to switch
between behavior policy and target policy during sampling
and testing or decay the exploration action noise w.r.t the
training progress status. To reduce the users’ effort to deal
with such issues, we develop a hierarchical status system
which can be utilized by agent and algorithm to dynamically
control their behaviors. We further develop a global status
collector module which collect and share the status informa-
tion collected from other modules during running time, such
as the total number of samples obtained by an agent, total
training steps.
Parameter Management. To facilitate hyper-parameters
setting, tuning, and model storage/reload functions, we uni-
fied the parameter management in a single module which is
composed into other modules that demand parameter man-
agement. Extra support for operations on Tensorflow vari-
ables and graphs is also included.
4 Benchmark Results
We conduct the benchmark on continuous task Pendulum-v0
of gym. The results are given in Table 1. In all experiments,
10,000 samples are used in training and the cumulative re-
ward is averaged over 10 times independent tests for each al-
gorithm with different random seeds. The benchmark codes
and hyper-parameters setting are also included in the project
website.3
5 Conclusion
In this paper, we presented a unified, reusable, and flexi-
ble framework, Baconian, for MBRL research. We aim to
drive the development of MBRL by helping users to conduct
MBRL experiments effortlessly. In the future, we will con-
tinue the development of Baconian including implementing
additional state-of-art MBRL algorithms, e.g., E2C [Watter et
al., 2015], GPS [Levine and Koltun, 2013] and their bench-
mark results on different tasks.
3https://github.com/Lukeeeeee/baconian-project/tree/master/
benchmark
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