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We investigate steady states of macroscopic quantum systems under dissipation not obeying the detailed
balance condition. We argue that the Gibbs state at an effective temperature gives a good description of the
steady state provided that the system Hamiltonian obeys the eigenstate thermalization hypothesis (ETH) and the
perturbation theory in the weak system-environment coupling is valid in the thermodynamic limit. We derive
the criterion to guarantee the validity of the perturbation theory, which is satisfied in the thermodynamic limit for
sufficiently weak dissipation when the Liouvillian is gapped for bulk-dissipated systems. While, the perturbation
theory breaks down in boundary-dissipated chaotic systems due to the presence of diffusive transports. We
numerically confirm these theoretical predictions. This work suggests a connection between steady states of
macroscopic open quantum systems and the ETH.
Introduction.— A quantum system that is weakly coupled
to a large environment usually relaxes to a steady state due
to dissipation [1–3]. When the environment is in thermal
equilibrium, the steady state is universally described by the
Gibbs state by virtue of the detailed balance condition [4].
In contrast, when the environment is out of equilibrium, the
detailed balance condition is violated and there is no simple
criterion to determine the steady state. It is a challenge in
statistical physics to predict the steady state in such a nonequi-
librium situation [5–13]. Recent experimental progress using
ultracold atoms and trapped ions has enabled us to introduce
controlled dissipation [14–17], which leads us to the possibil-
ity of designing dissipation so that the steady state has desired
properties [18, 19]. This experimental background also moti-
vates us to theoretically study steady states of quantum systems
under dissipation not obeying the detailed balance condition.
In this Letter, the steady state of a quantum many-body sys-
tem in a weak contact with an out-of-equilibrium environment
is investigated. It turns out that the Gibbs state at a certain
effective temperature well describes the steady state in some
open quantum systems despite the violation of the detailed
balance condition. We theoretically argue that there are two
ingredients in the realization of a Gibbs steady state, i.e., the
validity of the perturbation theory in weak dissipation and the
eigenstate thermalization hypothesis (ETH), which is recog-
nized as an important property of the Hamiltonian in explain-
ing the approach to thermal equilibrium in isolated quantum
systems [20–23].
The ETH consists of the two parts; the diagonal ETH and the
off-diagonal ETH. The diagonal ETH states that the diagonal
elements of a local operator in the energy basis is a smooth
function of the energy. The off-diagonal ETH states that off-
diagonal elements are irregularly fluctuating and exponentially
small with respect to the system size. The ETH is expected to
hold in a wide class of nonintegrable Hamiltonians.
On the other hand, the validity of the weak-dissipation per-
turbation theory in macroscopic systems is highly nontrivial
because it is known that its convergence radius quickly shrinks
in the thermodynamic limit [24, 25]. In this Letter, we derive a
theoretical criterion (Eq. (19) below) of the validity of the per-
turbation theory by using the off-diagonal ETH, and then the
diagonal ETH ensures that the steady state is well described
by a Gibbs state if this criterion is satisfied.
In this way, this work suggests a connection between steady
states of macroscopic open quantum systems and the ETH. In
a recent work [26], it was shown that a Gibbs state with a time-
dependent temperature emerges in the transient dynamics of an
open quantum system in which the system of interest is finite
and obeys the ETH. Our result should be distinguished from
this recent result since we here focus on the steady state (i.e.,
the long-time limit) in a macroscopic open quantum system
(i.e., the thermodynamic limit).
Perturbative expansion and ETH.— We consider a macro-
scopic system of the volume V on d-dimensional cubic lattice
that is in contact with an environmental system. We denote
by H and ρ the Hamiltonian and the reduced density matrix
of the system of interest, respectively. The dynamics of ρ is
assumed to be described by the Lindblad equation [1, 27]
dρ
dt
= Lρ = −i[H, ρ] + γDρ,
Dρ =
VD∑
a=1
(
LaρL†a −
1
2
{L†aLa, ρ}
)
,
(1)
Here, [·, ·] and {·, ·} denote the commutator and the anti-
commutator, respectively, and we put ~ = 1. The dissipatorD
is characterized by the VD Lindblad operators {La}a=1,2,...,VD .
When all the sites are subject to dissipation, VD ∝ V , while
dissipation acts only at the boundaries, VD ∝ V (d−1)/d . The
superoperatorL is referred to as the Liouvillian. In this Letter,
we consider the weak dissipation regime, i.e., small γ.
We assume that H =
∑
n En |n〉 〈n| obeys the ETH. The
ETH states that matrix elements Onm = 〈n|O |m〉 of any local
operator O takes the following form with E¯nm = (En + Em)/2
and ωnm = En − Em:
Onm = 〈O〉βn δnm +
rnm√
DE¯nm
fO(E¯nm, ωnm), (2)
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2where fO(E¯nm, ωnm) is a smooth function of the argument
and decays exponentially fast for |ωnm | & Λ with a cutoff
frequency Λ, which is independent of V . The equilibrium
expectation value ofO at the inverse temperature βn is denoted
by 〈O〉βn , where βn is determined by the condition En =〈H〉βn . The quantity DE is the number of energy eigenstates
with eigenvalues between E −∆E and E with some width ∆E ,
and it scales as DE ∼ eO(V ) with volume V . The last term of
Eq. (2) expresses a small fluctuating part, and {rnm} behave
as if their real and imaginary parts were random variables of
mean 0 and variance unity.
The steady state ρs is defined by Lρs = 0. Since γ is
assumed to be small, we perform the perturbative expansion
of ρs in γ:
ρs =
∞∑
n=0
γnρ
(n)
s . (3)
By substituting this expression into Lρs and requiring that it
vanishes in each order in γ, we obtain
[H, ρ(0)s ] = 0 (4)
for O(γ0), and
−i[H, ρ(1)s ] +
∑
a
[
Laρ
(0)
s L
†
a −
1
2
{L†aLa, ρ(0)s }
]
= 0 (5)
for O(γ1). Equation (4) implies that ρ(0)s is diagonal in the
energy basis, i.e.
ρ
(0)
s =
∑
n
Pn |n〉 〈n| . (6)
By looking at nth diagonal element of Eq. (5) in the energy
basis, we obtain ∑
m
(WnmPm −WmnPn) = 0, (7)
whereWnm =
∑
a | 〈n|La |m〉 |2 [28]. Equation (7) determines
the diagonal elements of ρ(0)s , i.e., {Pn}. It is noted thatWnm
can be interpreted as the transition rate from the state m to n.
The transition rates satisfy the detailed balance condition
Wnm
Wmn
= e−β(En−Em) (8)
when the environment is in thermal equilibrium at the inverse
temperature β [4, 29, 30]. As a result, the steady state is
given by the Gibbs state Pn = e−βEn/Z(β) with the partition
function Z(β) = ∑n e−βEn .
When the environment is out of equilibrium, the detailed
balance condition is violated, and hence {Pn} is not necessarily
of the Gibbs form. Nevertheless, ρ(0)s is indistinguishable from
the Gibbs state if the system Hamiltonian H obeys the ETH.
Since βn in Eq. (2) is almost constant, βn ≈ β, as long as the
energy fluctuation in ρ(0)s is subextensive, we have
TrOρ(0)s ≈ 〈O〉β . (9)
In [31], we show that the inverse effective temperature β can
be determined by numerically solving the following equation,
C(β) ≡
∑
a
〈[L†a,H]La〉β = 0. (10)
Since C(β) only depends on equilibrium values of local oper-
ators [L†a,H]La, numerical methods for thermal equilibrium
states, e.g. quantum Monte Carlo method, can be used to cal-
culate C(β). In this way, the steady state is well described by
the Gibbs state for small γ as long as the naive perturbation
theory is valid.
Validity of perturbation theory.— In Ref. [25], it is numer-
ically shown that the convergence radius of the perturbative
expansion of Eq. (3) shrinks to zero in the thermodynamic
limit, V →∞. This means that it is a nontrivial issue whether
the thermodynamic limit commutes with the weak-dissipation
limit. If they are commutable in evaluating the expectation
value of an operator O, we have
lim
γ→0
lim
V→∞TrOρs = limV→∞ limγ→0 TrOρs = limV→∞TrOρ
(0)
s . (11)
For macroscopic systems, the thermodynamic limit should be
taken before the weak-dissipation limit, and hence, the left-
hand side of Eq. (11) is a quantity what we want. On the other
hand, the most right-hand side of Eq. (11) corresponds to the
solution in the leading-order perturbation theory.
In this Letter, we discuss whether Eq. (11) holds by investi-
gating the relative entropy density
s ≡ 1
V
S(ρs ‖ρ(0)s ) = 1V Tr
[
ρs(ln ρs − ln ρ(0)s )
]
. (12)
If limγ→0 limV→∞ s = 0, we can conclude the macrostate
equivalence between ρs and ρ(0)s [32], i.e., Eq. (11) holds
for intensive macroscopic observables O that obey the large-
deviation principle in the steady state [33].
Now we derive a criterion of the validity of the perturbation
theory, i.e. Eq. (11). We assume the open boundary condition
for simplicity, but we can also derive the identical result for
the periodic boundary condition. The exact steady state ρs is
decomposed as ρs = ρ(0)s + δρ. Then, the equality Lρs = 0 is
rewritten as
δρ = −L˜−1Lρ(0)s = −γL˜−1Dρ(0)s , (13)
where L˜−1 is the pseudo-inverse of L. From the definition of
D and Eq. (6), we obtain
Dρ(0)s =
∑
n,m
VD∑
a=1
[∑
l
〈n|La |l〉 〈l |L†a |m〉 Pl
−1
2
〈n|L†aLa |m〉 (Pn + Pm)
]
. (14)
Since the Lindblad operators are assumed to be local, they
obey the ETH (2). We consider an energy shell that consists
of the energy eigenstates {|n〉} with En ∈ [E¯ − δE/2, E¯ +
3δE/2]. Here, E¯ = Tr Hρ(0)s and δE is chosen so that it is
macroscopically small δE = o(V) but large enough to ensure∑
n:En ∈[E¯−δE/2,E¯+δE/2] Pn ≈ 1. Then, each Pn is roughly
equal to 1/D, where D is the number of eigenstates within the
energy shell. We can then evaluate the order of magnitude of
Dρ(0)s as
Dρ(0)s ∼
∑
n,m, |En−Em |.Λ
V1/2D Rnm
D3/2
|n〉 〈m| , (15)
where {Rnm} behave as random variables of mean 0 and vari-
ance of O(1), and Λ is a cutoff frequency that is independent
of V .
Next, we multiply L˜−1. Let us define the gap γ∆ of the Li-
ouvillian as the nonzero smallest absolute value of the eigen-
values of L. Then, the dominant contribution in multiplying
L˜−1 comes from eigenmodes with eigenvalues close to γ∆,
so we only consider such slow eigenmodes. It is expected
that matrix elements corresponding to fast oscillations, i.e.
|En − Em | & γ∆, do not contribute to slow eigenmodes near
the gap γ∆, and hence we can roughly evaluate the Frobenius
norm of δρ by using Eqs. (13) and (15) as follows:
‖δρ‖F :=
√∑
nm
| 〈n|δρ|m〉 |2
∼ V
1/2
D
∆D3/2
√ ∑
n,m: |En−Em |.γ∆
1 ∼
√
VD
D
βγ
∆
. (16)
Here, let us consider a macroscopic quantity M =
(1/V)∑Vi=1 Oi , where i is an index of the lattice sites and
Oi is a local operator acting to sites near i. In an energy shell,
the diagonal elements of M are roughly constant due to the
ETH, so without loss of generality we put 〈M〉β = 0. Then,
the Frobenius norm of M within the energy shell is evaluated
as ‖M ‖F ≈
√
D/V . As a result, δM := Tr Mδρ is evaluated
as follows:
|δM | ≤ ‖M ‖F ‖δρ‖F ∼
√
VD
V
βγ
∆
. (17)
Since the relative entropy density s = S(ρs ‖ρ(0)s )/V is related
to δM by s . |δM |1/2 [33], Eq. (17) implies
s ∼ VD
V
βγ
∆
. (18)
Equation (17) or (18) gives the following criterion of the
validity of the perturbation theory:
VD
V
βγ
∆
 1. (19)
This is a main result of our work. In the case of bulk dissipa-
tion, i.e. VD ∝ V , as long as the Liouvillian is gapped ∆ > 0
in the thermodynamic limit, the criterion (19) is satisfied for a
small but finite γ in the thermodynamic limit. The Liouvillian
is expected to be gapped for a wide class of nonintegrable sys-
tems under bulk dissipation with no conserved quantity [34],
and hence Eq. (19) implies that the steady state is described by
a Gibbs state for an equally wide class of open systems. On the
other hand, in the case of boundary dissipation, VD ∝ V (d−1)/d
and the criterion reads βγ/(V1/d∆)  1. The Liouvillian gap
in a boundary-dissipated chaotic system typically behaves as
∆ ∼ V−θ/d with an exponent θ ≥ 1 [24]. In many cases θ > 1,
and then our theory predicts that the perturbation theory may
break down for an arbitrarily small γ in the thermodynamic
limit [35]. Below, theoretical predictions discussed here will
be numerically confirmed.
Bulk dissipation without conserved currents.—We consider
the following dissipative Ising chain under the periodic bound-
ary condition:
H =
V∑
i=1
(hzSzi + hxSxi + gSzi Szi+1),
Li = S−i (i = 1, · · · ,V),
(20)
where { ®Si}Vi=1 are spin-1/2 operators and S±i ≡ Sxi ± iSyi .
The parameters of the Hamiltonian are set as (hz, hx, g) =
(1.809, 1.618, 4), with which the ETH has been numerically
shown to hold [36]. This open quantum system has been im-
plemented using Rydberg atoms [37, 38] and non-equilibrium
phase transitions have been theoretically discussed [39]. In
this system the up and down spin states correspond to the
Rydberg state and the ground state of an atom, respectively,
and {Li} describes the spontaneous emission in each atom. It
is noted that the detailed balance condition is not satisfied in
this model. In [31], the microscopic derivation of the Lind-
blad equation is given and the violation of the detailed balance
condition is demonstrated.
We show the system-size dependence of s [Fig. 1 (a)] at γ =
0.01, 0.03 and 0.05 for 4 ≤ V ≤ 14. In the figure, we find the
linear dependence of the distances on 1/V for large V (V ≥ 9).
By using this linear dependence, we extrapolate the data for
each γ to the thermodynamic limit. In this way we calculate
limV→∞ s for several small values of γ, which are presented
in Fig. 1 (b). We find limV→∞ s ∝ γ for γ . 0.02, which
is consistent with Eq. (18) with VD = V . This conclusion is
independent of the choice of the parameters (hz, hx, g) as far
as we have calculated. In [31], we provide another example
showing the same γ-dependence of s.
Boundary dissipation.— As we have already argued, our
criterion (19) tells us that the perturbation theory would break
down and the steady state is not described by a Gibbs state
in a boundary-dissipated system. In order to understand this
result more intuitively, suppose a one-dimensional system in
contact with two particle reservoirs with different chemical
potentials at each end. The chemical potential difference drives
the system, and particles will flow diffusively in the bulk.
Such diffusive transports result in a gradient in the particle
density profile. On the other hand, if the system Hamiltonian
possesses the translation invariance in the bulk, an individual
energy eigenstate shows a uniform density profile, and hence
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FIG. 1. (a) System-size dependence of s for the dissipative spin
system [Eq. (20)]. Points are numerical data: γ = 0.01(circle),
0.03(triangle), and 0.05(square). The data for each γ shows linear de-
pendence on 1/V for largeV(V ≥ 9). (b) γ-dependence of limV→∞ s,
which is estimated by the linear fitting in (a). Full curve is a guide to
show the dependence for small γ (γ ≤ 0.02), limV→∞ s ∝ γ.
its mixture like ρ(0)s cannot reproduce the expected gradient of
the density profile in the steady state. This argument can be
generalized to other conserved currents (e.g., an energy current
between two thermal reservoirs at different temperatures). The
perturbation theory fails in such a situation.
The failure of the perturbation theory is demonstrated for the
hard-core Bose-Hubbard model driven by two environments
with different chemical potentials:
H =
V−1∑
i=1
[
−h(bib†i+1 + b†i bi+1) + Jnini+1
]
+
V−2∑
i=1
[
−h′(bib†i+2 + b†i bi+2) + J ′nini+2
]
,
(21)
and
L1 =
√
1 + µb†1, L2 =
√
1 − µb1,
L3 =
√
1 − µb†V , L4 =
√
1 + µbV ,
(22)
where bi and b†i are annihilation and creation operators of a bo-
son at site i, and ni = b†i bi = 0 or 1. The parameters of Hamil-
tonian are given by (h, h′, J, J ′) = (0.9167, 0.2449, 4, 0.9045).
The Lindblad operators {La}4a=1 act on the boundaries of the
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FIG. 2. (a) System-size dependence of s for the dissipative Bose-
Hubbard model [Eq. (21) and (22)]. Points are numerical data: γ =
0.01(circle), 0.03(triangle), and 0.05(square). The data for each
γ shows linear dependence on 1/V for large V(V ≥ 9). (b) γ-
dependence of limV→∞ s, which is estimated by the linear fitting in
Fig. 2. The data shows that the distance is finite in the limit of γ → 0.
lattice and µ effectively controls the chemical potential of the
environments. We set µ = 0.1. In the steady state, we have a
nonuniform particle density profile.
The system-size dependences of s at γ = 0.01, 0.03 and 0.05
are shown in Fig. 2 (a). Again, we find linear dependence on
1/V , so the value in the thermodynamic limit is estimated by
extrapolating the data. In this way, we obtain the γ-dependence
of limV→∞ s [Fig. 2 (b)], showing that the distance is finite in
the limit of γ → 0: limγ→0 limV→∞ s , 0. This result clearly
shows the failure of the perturbation theory in a boundary-
dissipated system.
Summary.— In this Letter, we have investigated steady states
of macroscopic quantum systems under dissipation not obey-
ing the detailed balance condition. We have theoretically ar-
gued that even in such non-equilibrium situations, the Gibbs
state at effective temperature is a good description of the steady
states. There are two ingredients in emergence of the Gibbs
state: the validity of the weak-dissipation perturbation theory
and the ETH.
We have derived a criterion of the validity of the pertur-
bation theory beyond the convergence radius, which shrinks
to zero in the thermodynamic limit [24, 25]. It tells us that
the perturbation theory works well for sufficiently weak bulk
dissipation as long as the Liouvillian is gapped. On the other
5hand, the perturbation theory breaks down for an arbitrarily
weak boundary dissipation because of the vanishing gap of
the Liouvillian due to the presence of diffusive transport. Our
numerical calculations have confirmed those theoretical pre-
dictions.
There remain some issues to be studied. The effect of
extensive number of conserved quantities in integrable models
on the steady states should be studied. Our theoretical criterion
(19) has been derived by using the off-diagonal ETH, which
is not valid in integrable systems. It is expected that the
steady state is well described by a generalized Gibbs ensemble
under a certain condition [40]. The extension of our theory
to systems with finite dissipation strength are also important
open problems.
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A. CONVERGENCE RADIUS OF PERTURBATIVE SERIES
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FIG. 3. (a) System-size dependence of the convergence radius γc . (b) Expectation values of
∑V
i=1 S
x
i
/V over the 4th-order (bold) and the
6th-order (dotted) perturbative solution are presented for various system size, 5 ≤ V ≤ 9. The vertical dotted line represents γc for V = 5.
Lemos and Prosen [25] developed a numerical method to estimate the convergence radius of the perturbative expansion, γc , and
they argued that γc shrinks to zero with the system size for generic open quantum systems. In the main text, we have performed
the linear fitting of the numerical data for large system size at different values of γ to obtain limV→∞ s. In the argument, we have
assumed that γ = 0.005 is greater than γc for V = 9. Here, we show that it is true for our model [Eq. (20)].
In Fig. 3(a), the system-size dependence of γc is presented up to V = 5. The convergence radius γc shows the exponential
decay with the system size, and it suggests that γc shrinks to zero in the thermodynamic limit. However, as in Ref. [25] we could
not obtain γc for larger system size.
In order to estimate γc for larger system size (V ≥ 6), we compare two perturbative solutions, which are obtained by truncation
of the perturbation series [Eq. (3)] up to 4th order and 6th order. In Fig. 3(b), we plot the expectation values of
∑V
i=1 S
x
i /V over
each perturbative solution by solid curve (4th order) and dotted curve (6th order), respectively. We found that two curves start to
deviate at a certain value of γ, and the value is close to γc for V = 5. We use this relation to estimate the approximated values
of γc for larger system size. In Fig. 3(b), we found the approximated value of γc decreases with the system size and it is smaller
than 0.005 for V = 9.
B. DERIVATION OF THE LINDBLAD EQUATION
We give a microscopic derivation of the Lindblad equation, Eq. (20). The following derivation is essentially the same as the
one found in Refs. [41, 42] although the model is different. Our microscopic model consists of a chain of laser-driven Rydberg
atoms in contact with a bath of harmonic oscillators [37–39]. Each atom is regarded as a spin-1/2 (a two-level system). The up
and down spin states correspond to an excited Rydberg state and the ground state, respectively. Let us denote by hx and ω the
amplitude and the frequency of the laser driving. Then, the Hamiltonian of the Rydberg atoms alone is given by
HS(t) =
V∑
i=1
(
(hz + ω)Szi +
hx
2
(S+i e−iωt + S−i eiωt ) + gSzi Szi+1
)
, (B.1)
where hz is the detuning frequency and g is the strength of interactions between neighboring atoms.
The Hamiltonian of the total system, including the bath, can be written as
HT (t) = HS(t) + λHI + HB, (B.2)
7where HB and HI are the Hamiltonians of the bath and the interaction between the Rydberg atoms and the bath, respectively.
Here, λ represents the interaction strength, which is assumed to be small. The explicit forms of the Hamiltonians HB and HI are
given by

HB =
V∑
i=1
∑
α
ωαa
†
i,αai,α,
HI =
V∑
i=1
∑
α
(S+i ai,α + S−i a†i,α),
(B.3)
where ai,α and a†i,α are bosonic annihilation and creation operators of the bath modes, respectively. It is assumed that each spin
is coupled to its own thermal bath independently.
The time dependence of the Hamiltonian can be eliminated by moving to a rotating frame. For this purpose, we introduce a
unitary operator,
U(t) = e−iωt
∑V
i=1(Szi +
∑
α a
†
i,αai,α ). (B.4)
The total Hamilton in the rotating frame reads
HRT = U
†(t)
(
HT (t) − i ∂
∂t
)
U(t) = H + λHI + HRB , (B.5)
where H and HRB are given by Eq. (20) and
HRB =
V∑
i=1
∑
α
(ωα − ω)a†i,αai,α, (B.6)
respectively. It should be noted that the bath is in thermal equilibrium in the original frame but not in the rotating frame.
Therefore, in the rotating frame, the problem is equivalent to that of an open quantum system in contact with an out-of-equilibrium
environment.
The relaxation dynamics of the system of interest with a weak system-bath coupling is described by a Markovian quantum
master equation. By applying the Born-Markov approximation, we obtain the following master equation [1, 43],
dρ
dt
= − i[H, ρ] + λ2
V∑
i=1
∫ ∞
−∞
d lim
δ→+0
∫ ∞
0
du
[([S−i , ρS+i (−u)]e−iu − [S+i , S−i (−u)ρ]eiu)e−δuG(1)( − ω)
+ ([S+i , ρS−i (−u)]e−iu − [S−i , S+i (−u)ρ]eiu)e−δuG(2)( + ω)
]
, (B.7)
where ρ is the density matrix of the system of interest and S±i (u) = eiHuS±i e−iHu . The property of the thermal baths is encoded
in the correlation functions,

G(1)() ≡
∑
α
∫ ∞
−∞
Tr(eiHB tai,αe−iHB ta†i,αρB)e−i t
dt
2pi
,
G(2)() ≡
∑
α
∫ ∞
−∞
Tr(eiHB ta†i,αe−iHB tai,αρB)e−i t
dt
2pi
,
(B.8)
where ρB is a Gibbs state at inverse bath temperature βB: ρB = e−βBHB/Tre−βBHB . The correlation functions satisfy the
Kubo-Martin-Schwinger (KMS) relation [44],
G(1)() = G(2)(−)eβB . (B.9)
8The integration over u in Eq. (B.7) gives
dρ
dt
= −i[H, ρ] + λ2
V∑
i=1
∑
n,m
∫ ∞
−∞
d
[(
[S−i , ρ |n〉 〈n| S+i |m〉 〈m|]
(
piδ( + En − Em) − iP
(
1
 + En − Em
))
−[S+i , |m〉 〈m| S−i |n〉 〈n| ρ]
(
piδ( + En − Em) + iP
(
1
 + En − Em
)))
G(1)( − ω)
+
(
[S+i , ρ |n〉 〈n| S−i |m〉 〈m|]
(
piδ( + En − Em) − iP
(
1
 + En − Em
))
−[S−i , |m〉 〈m| S+i |n〉 〈n| ρ]
(
piδ( + En − Em) + iP
(
1
 + En − Em
)))
G(2)( + ω)
]
, (B.10)
where H |n〉 = En |n〉 and P denotes the Cauchy principal value. Let us denote by D[ρ] the dissipation part of Eq. (B.10). Then
Eq. (B.10) is written as dρ/dt = −i[H, ρ] + λ2D[ρ]
The master equation, Eq. (B.10), is simplified under the assumptions that ω  max{hz, hx, g}. It is proved that matrix
elements 〈n|S±i |m〉 decay exponentially in |En − Em |, and the dominant contribution in the integral over  in Eq. (B.10) comes
from | | . max{hz, hx, g}  ω. Therefore, we can neglect the dependences of correlation functions on  ,
G(1)( − ω) ' G(1)(−ω) and G(2)( + ω) ' G(2)(ω). (B.11)
In this approximation, the Cauchy principal integrals become zero, and thus the dissipation part of Eq. (B.10) reads
D[ρ] ' 2piG(1)(−ω)
V∑
i=1
[
S−i ρS
+
i −
1
2
{S+i S−i , ρ} + e−βBω
(
S+i ρS
−
i −
1
2
{S−i S+i , ρ}
)]
, (B.12)
where we have used the KMS condition, Eq. (B.9). If we further assume that ω  1/βB, we obtain
λ2D[ρ] ' γ
V∑
i=1
(
S−i ρS
+
i −
1
2
{S+i S−i , ρ}
)
, (B.13)
where γ ≡ 2piλ2G(1)(−ω). This is identical to the Lindblad form in main text, Eq. (20). The Lindblad operators {S−i } describe
the transition from the up spin state to the down spin state due to dissipation.
C. EFFECTIVE TEMPERATURE
We have shown in the main text that the steady state is locally indistinguishable from the Gibbs state ρβ = e−βH/Tr e−βH for
some open quantum systems that obey the Lindblad equation
dρ
dt
= −i[H, ρ] + γ
∑
a
(
LaρL†a −
1
2
{L†aLa, ρ}
)
. (C.1)
Here, β is an inverse effective temperature that characterizes the steady state.
We provide a method to estimate β. The steady state of the Lindblad equation ρs is obtained by setting the RHS of Eq. (C.1)
to zero. By multiplying it by H from the left and then taking its trace, we obtain the following equation:
Re
∑
a
Tr [L†a,H]Laρs = 0. (C.2)
Since [L†a,H]La is a local operator, ρs in Eq. (C.2) can be replaced by ρβ . Then, we obtain Eq. (10) in the main text, i.e.,
C(β) ≡
∑
a
Tr([L†a,H]Laρβ) = 0, (C.3)
where Re has been omitted since Tr [L†a,H]Laρβ is always real. We can estimate the value of β by using Eq. (C.3).
9There exists at least one solution because C(β) is a continuous function of β and satisfies C(+∞) ≥ 0 and C(−∞) ≤ 0. We
can prove C(+∞) ≥ 0 as follows. At β = +∞, ρβ = |Ψmin〉 〈Ψmin | where |Ψmin〉 is the ground state of H with energy Emin. Then,
C(+∞) =
∑
a
〈Ψmin | [L†a,H]La |Ψmin〉 ,
=
∑
a
〈Ψmin | L†aHLa |Ψmin〉 − Emin 〈Ψmin | L†aLa |Ψmin〉 ,
=
∑
a
〈Ψmin | L†aLa |Ψmin〉 (〈Φa | H |Φa〉 − Emin) ,
≥ 0, (C.4)
where
|Φa〉 = La |Ψmin〉√
〈Ψmin | L†aLa |Ψmin〉
. (C.5)
We can also prove C(−∞) ≤ 0 in the similar way.
We apply this method to the Lindblad equation in main text [see Eq. (20)]. In Fig. 4 (a), we plot C(β) for the system size
V = 4. As it is mentioned above, C(β) is negative at β = −∞ [C(−∞) ' −22.6] and positive at β = +∞ [C(+∞) ' 3.83].
Between them, C(β) has a maximum around β ' 2.46, and thus it is not a monotonic function of β. In the present case, there is
only one solution for C(β) = 0, that determines the inverse effective temperature β. In Fig. 4 (b), the system-size dependence of
β is depicted by red circles. The estimated values of β show a weak system-size dependence, and they are almost converged to
β ' 0.256 for V ≥ 7.
The inverse effective temperature β is also evaluated by comparing the expectation values of the energy between ρ(0)s and ρβ:
TrHρ(0)s = TrHρβ . (C.6)
In Fig. 4 (b), we also plot the system-size dependence of β obtained in this method by black squares. The estimated values of β
in two methods approach each other with increasing system size. It seems that β obtained by C(β) = 0 quickly converges to the
value in the thermodynamic limit. It should be emphasized that the estimation of β using Eq. (C.6) is a numerically hard task
since it requires the evaluation of the transition ratesWi j for all the pairs of energy eigenstates (to do so, we have to diagonalize
the Hamiltonian). While, solving Eq. (C.3) is much easier since it only requires the calculation of the equilibrium expectation
values of [L†a,H]La.
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FIG. 4. (a) C(β) for system size V = 4. The crossing point of C(β) (red solid curve) and 0 (black dotted line) marks the inverse effective
temperature β. Inset: Magnification of C(β) around a maximum (β ' 2.46). (b) System-size dependences of inverse effective temperature β,
which are obtained by two different methods: C(β) = 0 (red circles) and TrHρ(0)s = TrHρβ (black squares).
10
D. VIOLATION OF THE DETAILED BALANCE CONDITION
In this section, we demonstrate the violation of the detailed balance condition in the model given by Eq. (20) in the main text.
The “transition rate” calculated by applying the perturbation theory is given by
Wnm =
∑
a
| 〈n|La |m〉 |2, (D.1)
and the detailed balance condition with respect to the Gibbs state is expressed by WnmWmn = e
−β(En−Em) or equivalently,
ln
Wnm
Wmn
+ β(En − Em) = 0 (D.2)
for any pair of eigenstates n and m.
In order to judge whether the detailed balance condition holds in the model given by Eq. (20) in the main text, we make a
scaled histogram for all the pairs of n and m,
hall(`) = 12V (2V − 1)
∑
n,m
(n,m)
∫ (`+1/2)∆d
(`−1/2)∆d
δ
(
y − ln Wnm
Wmn
− β(En − Em)
)
dy (` ∈ Z), (D.3)
where ∆d = 0.1 is the bin size of the histogram and β = 0.256 is the inverse effective temperature [see supplemental material
C]. The detailed balance condition holds when hall(`) = δ`,0. In Fig. 5(a), we plot the scaled histogram for different system sizes,
V = 10 (red solid line) and V = 16 (blue dotted line). They are almost overlapped with each other, and has a peak at ` = 0 with
finite width. Thus, the detailed balance condition is violated irrespective of the system size.
In the histogram hall(`), all the transition rates between the energy eigenstates are taken into account, but transition rates
between the states with macroscopically different energies will be irrelevant to determine the steady state. Thus, we produce
another scaled histogram that omit such irrelevant contributions:
hpart(`) = 1N

∑
n
E¯−∆E≤En≤E¯+∆E

∑
m(m,n)
E¯−∆E≤Em≤E¯+∆E
∫ (`+1/2)∆d
(`−1/2)∆d
δ
(
y − ln Wnm
Wmn
− β(En − Em)
)
dy

 (` ∈ Z), (D.4)
where E¯ = TrHρ(0)s and ∆E = 4 ' 1/β. Normalization constant N is determined from the condition that
∑
` hpart(`) = 1. In
Fig. 5(b), we plot the scaled histogram hpart(`) for different system sizes. As in Fig. 5(a), it implies the violation of the detailed
balance condition irrespective of the system size.
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FIG. 5. The scaled histograms for different system sizes, V = 10 (red solid line) and V = 16 (blue dotted line): (a) hall(`) and (b) hpart(`).
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We also study the detailed balance condition with respect to {Pn} in Eq. (6). We make the corresponding scaled histograms,
h(0)all (`) =
1
2V (2V − 1)
∑
n,m
(n,m)
∫ (`+1/2)∆d
(`−1/2)∆d
δ
(
y − ln WnmPm
WmnPn
)
dy (` ∈ Z),
h(0)part(`) =
1
N (0)

∑
n
E¯−∆E≤En≤E¯+∆E

∑
m(m,n)
E¯−∆E≤Em≤E¯+∆E
∫ (`+1/2)∆d
(`−1/2)∆d
δ
(
y − ln WnmPm
WmnPn
)
dy

 (` ∈ Z),
(D.5)
where N (0) is the normalization constant determined by ∑` h(0)part(`) = 1. In Fig. (6), we plot the scaled histograms h(0)all (`) and
h(0)part(`) for different system sizes, which also implies the violation of the detailed balance condition with respect to {Pn}.
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FIG. 6. The scaled histograms for different system sizes, V = 10 (red solid line) and V = 16 (blue dotted line): (a) h(0)all (`) and (b) h
(0)
part(`).
E. EMERGENCE OF THE GIBBS STATE IN ANOTHER DISSIPATIVE SPIN SYSTEM
We provide another dissipative model that shows the same γ-dependence of limV→∞ s as the model in the main text. The
Hamiltonian and the Lindblad operators are given by
H =
V∑
i=1
(hzSzi + hxSxi + gSzi Szi+1 + g′Szi Szi+2), ®SV+i = ®Si,
Li = S−i for i = 1, · · · ,V,
(E.1)
where (hz, hx, g, g′) = (−1.809, 3.236,−4,−2).
In Fig. 7 (a), we show the system-size dependences of s at γ = 0.01, 0.03, and 0.05. We find the linear dependence of the
distance on 1/V for large V (V ≥ 9), and again we extrapolate the data for each γ to the thermodynamic limit. In Fig. 7 (b), we
present limV→∞ s as a function of γ. The figure shows limV→∞ s ∝ γ, which is the same dependence as the model of the main
text.
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FIG. 7. (a) System-size dependence of s for the dissipative model [Eq. (E.1)], in which no stationary current exists in the steady state. Points
are numerical data: γ = 0.01(circle) 0.03(triangle), and 0.05(square). The data for each γ shows linear dependence on 1/V for large V(V ≥ 9).
(b) γ-dependence of limV→∞ s. Full curve is a guide to show the dependence for small γ (γ ≤ 0.05), limV→∞ s ∝ γ.
