

























































































immune	related	genes	while	other	genes	are	 turned	off	 to	efficiently	 let	 the	organism	 fight	 the	
pathogen.	Alternative	splicing	plays	a	major	role	in	the	fine-tuning	of	messenger	RNA	expression.	
Recent	researches	have	shown	that	there	were	major	shifts	of	RNA	splicing	following	infection	by	




isoform	usage.	Unlike	 researches	 focusing	on	 the	proportion	of	annotated	 transcripts,	we	could	















moléculaires	 qui	 permettent	 une	 défense	 appropriée	 contre	 la	 menace	 détectée.	 Ces	
changements	affectent	 la	transcription	de	gènes	 impliqués	dans	 l’immunité	de	 l’organisme.	





d’événements	 distincts	 de	 traitement	 d’exons	 pour	 lesquels	 nous	 pouvions	 obtenir	 le	
pourcentage	d’inclusion	(valeur	PSI).	Ce	phénotype	fût	utilisé	pour	étudier	 le	traitement	de	
l’ARNm.	Contrairement	aux	études	qui	traitent	chaque	isoforme	séparément,	notre	approche	




l’infection.	 L’analyse	 des	 variants	montre	 une	 indépendance	 entre	 l’effet	 du	 génotype	 sur	
l’expression	(eQTL)	et	sur	le	traitement	des	exons	lors	de	l’épissage	d’un	transcrit	(rpQTL).	Nos	
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Le	 système	 immunitaire	 est	 la	 première	 ligne	 de	 défense	 contre	 les	 menaces	
extérieures	aux	organismes	eucaryotes.	Il	permet	à	l’hôte	de	se	défendre	et	de	réagir	lorsque	
l’organisme	 est	 attaqué	 par	 différents	 pathogènes	 comme	 les	 virus,	 les	 bactéries	 ou	 les	
parasites.	 Ainsi,	 la	 réponse	 immunitaire	 comprend	 l’ensemble	 des	 réactions	 biochimiques	
cellulaires	qui	se	produisent	au	moment	de	la	reconnaissance	d’une	menace	externe,	jusqu’au	
retour	du	système	à	son	état	basal.	Ce	phénotype	est	crucial	à	l’adaptation	de	l’organisme	à	




multicellulaires	 est	 l’établissement	 d’un	 système	 de	 cellules	 sentinelles	 dont	 le	 rôle	 est	
spécifiquement	 la	 reconnaissance	 et	 la	 réaction	 aux	 menaces	 extérieures	 (2).	 Chez	 les	
organismes	unicellulaires,	le	processus	de	défense	s’opère	via	certains	processus	moléculaires	























Ces	 motifs	 sont	 conservés	 parmi	 les	 classes	 microbiennes,	 ce	 qui	 permet	 une	 réponse	
générique	et	rapide	par	l’activation	de	facteurs	de	transcription	(ex.	NKFB,	iRF5,	IRF3,	IRF7)	qui	
moduleront	l’expression	de	gènes	impliqués	dans	l’absorption	et	la	destruction	du	pathogène	
(5).	 La	 réponse	 immunitaire	 innée	 implique	 donc	 des	 changements	 importants	 dans	 la	
régulation	des	gènes	au	moment	de	la	détection	et	la	réaction	aux	pathogènes.		
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En	 plus	 d’initier	 la	 réponse	 immunitaire	 innée,	 les	 macrophages	 ont	 un	 rôle	
communicateur	avec	la	réponse	adaptative.	En	effet,	avec	les	cellules	dendritiques,	ils	sont	les	
principaux	présentateurs	d’antigènes	aux	lymphocytes	T.	Après	la	phagocytose	du	pathogène,	
les	 macrophages	 intègrent	 les	 antigènes	 à	 leurs	 membranes	 couplés	 aux	 protéines	





















Diagramme	 schématique	 représentant	 le	 déclenchement	 de	 la	 réponse	 immunitaire	 via	 la	
reconnaissance	des	pathogènes	par	une	cellule	effectrice	du	système	immunitaire.	La	détection	des	
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la	 présence	 des	 pathogènes.	 L’étude	 de	 la	 génétique	 des	 populations	 humaines	 permet	
d’observer	 cet	 effet	 sur	 la	 susceptibilité	 aux	 infections	 bactériennes.	 Il	 fut	 récemment	
démontré	qu’il	existait	des	différences	immunitaires	marquées	entre	des	individus	d’origines	
africaines	et	des	 individus	d’origines	européennes	et	que	ces	différences	étaient	en	grande	
partie	 attribuables	 à	 la	 variabilité	 génétique	 interindividuelle	 (13,	 14).	 L’hypothèse	 la	 plus	









importante	 aurait	 défavorisé	 les	 désordres	 auto-immunitaires	 chez	 les	 populations	
européennes.	 Les	 polymorphismes	 sont	 des	 régions	 variables	 de	 l’ADN	 et	 incluent	 les	
changements	de	nucléotides	uniques	(SNP),	les	délétions,	les	insertions	ou	les	duplications	de	
séquences.	 Les	 SNP	 sont	 les	 polymorphismes	 les	 mieux	 catégorisés,	 principalement	 parce	
qu’ils	 n’impliquent	 qu’un	 seul	 changement	 moléculaire	 et	 qu’ils	 sont	 donc	 plus	 facile	 à	
identifier	 et	 plus	 constant	 chez	 une	 cohorte	 donnée.	 Ces	 derniers	 peuvent	 avoir	 des	
conséquences	 importantes	 s’ils	 modifient	 la	 séquence	 codante	 d’un	 gène	 mais	 peuvent	
également	 avoir	 un	 effet	 plus	 subtil,	 affectant	 plutôt	 les	 processus	 de	 régulation	 génique	
comme	 la	 transcription	ou	 l’épissage	alternatif	des	gènes.	 	Les	variants	génétiques	ont	une	














fine	 régulation	 de	 l’expression	 génique.	 Les	 organismes	 eucaryotes	 ont	 développé	 des	








alternative	 (16).	 L’épissage	 alternatif	 est	 impliqué	 dans	 un	 grand	 nombre	 de	 fonctions	














en	 retirer	 les	 introns	 et	 assembler	 les	 exons.	 La	 fonction	 régulatrice	 du	 spliceosome	 est	
évolutivement	 conservée	 chez	 les	 eucaryotes.	 La	 formation	 de	 ce	 complexe	 nécessite	 la	
présence	 de	 cinq	 particules	 ribonucléiques	 (snRNPs	 :	 U1,	 U2,	 U4,	 U5,	 U6)	 ainsi	 qu’une	
multitude	de	 facteurs	protéiques	 (20)	 (Figure	2;	page	10).	 Il	existe	deux	grandes	classes	de	
spliceosome	:	la	classe	majeure,	la	plus	commune,	et	la	classe	mineure,	impliquée	dans	environ	
0.5%	des	évènements	d’épissage	alternatif.	Dans	le	cas	de	la	classe	majeure,	l’épissage	d’exon	
débute	par	 l’association	respective	de	U1	et	U2	avec	 les	 jonctions	5’	et	3’	d’un	 intron.	Une	































L’analyse	 approfondie	 de	 l’épissage	 alternatif	 permet	 de	 différencier	 certains	 types	
d’évènements	de	traitement	d’ARN	selon	leur	conséquence	dans	l’isoforme	finale	(Figure	3;	
page	12).	La	catégorie	la	plus	commune	est	l’exclusion	alternative	d’un	exon	intragénique	(23).	
Il	 existe	 plusieurs	 autres	 classes	 comme	 la	 rétention	 d’un	 intron,	 l’usage	 d’une	 jonction	
alternative	(5’	ou	3’),	l’usage	d’un	premier	ou	dernier	exon	alternatif,	des	exons	mutuellement	
exclusifs	ainsi	qu’une	 longueur	variable	de	 la	région	non-transcrite	en	3’	 (3’UTR)	 (24).	 Il	 fût	





région	 3’UTR	 raccourcie	 minimise	 la	 disponibilité	 de	 ces	 sites	 de	 liaison	 et	 permet	 une	
augmentation	 de	 transcrits	 matures	 et	 fonctionnels.	 Les	 autres	 types	 d’évènements	 de	
traitement	de	l’ARN	sont	également	associés	à	différentes	fonctions	biochimiques.	En	effet,	
l’usage	 alternatif	 d’un	 premier	 exon	 est	 associé	 avec	 l’usage	 de	 régions	 promotrices	
alternatives	 (27).	 La	 rétention	 d’intron	 est	 associée	 avec	 la	 régulation	 négative	 d’un	 gène.	
L’insertion	 d’une	 région	 intronique	 dans	 un	 transcrit	 intègre	 souvent	 un	 codon	 d’arrêt	
prématuré	qui	génère	un	produit	dégénéré	du	gène	qui	sera	ensuite	dégradé	(entres	autres	
par	NMD)	(28).	Le	rôle	de	la	rétention	d’intron	ne	se	limite	évidemment	pas	qu’à	la	dégradation	
d’ARNm	 non-sens	 et	 peut	 aussi	 affecter	 l’efficacité	 de	 la	 traduction	 de	 l’ARNm	 ou	même	
amener	 la	 production	 de	 protéines	 tronquées.	 Les	 différentes	 catégories	 d’évènement	
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d’épissage	 alternatif	 peuvent	 donc	 avoir	 des	 conséquences	 fonctionnelles	 distinctes	 sur	 la	
production	et	l’efficacité	de	l’ARNm.	
	

















et	 l’identification	 de	 nombreux	 évènements	 de	 traitement	 d’ARN	 (30).	 Cependant,	 les	
avancées	 en	 séquençage	 de	 nouvelle	 génération	 (Next	 generation	 sequencing;	 NGS)	 ont	





bases	 (bp)	 puis	 convertis	 en	 ADNc.	 Ces	 courtes	 séquences	 sont	 bordées	 d’amorces	
moléculaires	qui	permettent	de	les	séquencer	d’un	sens	(single-end	sequencing)	ou	des	deux	
sens	 (paired-end	 sequencing).	 L’alignement	 de	 ces	 courtes	 séquences	 sur	 le	 génome	 de	
référence	 permet	 d’avoir	 une	 vue	 globale	 sur	 le	 transcriptome	 (Figure	 4A;	 page	 15).	 En	




l’hybridation	 croisée	 qui	 se	 produit	 à	 cause	 d’appariements	 non-spécifiques	 aux	 sondes	
présentes	 sur	 la	 puce.	 Ainsi,	 les	 micropuces	 permettent	 difficilement	 de	 différencier	 des	
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isoformes	très	similaires	(16).	L’avantage	principal	de	cette	méthode	NGS	est	de	fournir	une	




l’ARN	 alors	 que	 la	 méthode	 centrée	 sur	 l’isoforme	 permet	 plutôt	 de	 considérer	 chaque	
isoforme	séparément,	en	incluant	tous	les	évènements	qui	permettent	la	formation	de	cette	
dernière.	 Ainsi,	 en	 considérant	 chaque	 exon	 séparément,	 il	 est	 possible	 d’analyser	 les	
différents	 types	de	 traitement	de	 l’ARN.	 L’avantage	de	 l’analyse	 centrée	 sur	 l’exon	permet	
d’analyser	 l’épissage	alternatif	 de	manière	plus	 réaliste,	 en	 considérant	 la	 formation	d’une	
isoforme	comme	un	collectif	d’évènements	de	 traitement	d’ARN	messager.	Ainsi	plus	d’un	
évènement	pourrait	expliquer	la	variabilité	d’une	isoforme	données	à	travers	la	population.	En	
considérant	 chaque	 exon	 séparément,	 il	 est	 possible	 de	 comprendre	 quels	 sont	 les	
mécanismes	précis	qui	affectent	cette	variabilité.		La	métrique	utilisée	dans	ce	genre	d’analyse	
est	 la	 valeur	 Percent	 Spliced	 In	 (PSI)	 (33).	 Plusieurs	 outils	 bio-informatiques	 permettent	




















A)	 Schéma	 représentant	 la	 technique	 de	 séquençage	 de	 l’ARN	 RNA-Seq.	 Les	 différentes	 étapes	 de	 caractérisation	 sont	
montrées.	Dans	 le	cas	d’analyses	sur	 l’humain,	 l’accès	au	génome	de	référence	permet	une	analyse	précise	des	 jonctions	
d’épissage	(31)	B)	Diagramme	présentant	les	reads	utilisé	pour	estimer	la	valeur	PSI	par	MISO.	Les	reads	notés	[1,1]	sont	dit	
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d’excision	 aux	 extrémités	 5’	 et	 3’	 des	 exons.	 Ces	 éléments	 sont	 facilement	 identifiables	
grâce	 à	 l’annotation	 disponible	 des	 gènes	 car	 ils	 bordent	 les	 régions	 transcrites.	
L’interaction	 entre	 le	 spliceosome	 et	 les	 jonctions	 d’épissage	 se	 fait	 par	 l’entremise	 de	
séquences	 spécifiques.	 En	 effet,	 la	majorité	 des	 jonctions	 d’épissage	 présentes	 chez	 les	
gènes	 humains	 portent	 le	 motif	 canonique	 (5’:	 GU---AG	 :3’).	 La	 liaison	 du	 spliceosome	
implique	de	plus	longs	motifs	périphériques	qui	permettent	une	plus	grande	flexibilité	de	
l’épissage	en	modulant	la	spécificité	et	l’efficacité	du	réarrangement.	En	plus	des	jonctions	
d’épissage,	 il	 existe	 également	 des	 éléments	 régulateurs	 d’épissage	 (Splicing	Regulatory	
Elements;	 SREs)	 qui	 permettent	 de	 moduler	 l’activité	 du	 spliceosome	 par	 la	 liaison	 de	
facteurs	 distants	 (39).	 Ces	 éléments	 sont	 dits	 locaux	 car	 ils	 se	 situent	 dans	 les	 régions	
introniques	 et	 exonique	 des	 gènes.	 Bien	 que	 plusieurs	 efforts	 expérimentaux	 aient	 été	
déployés	 pour	 identifier	 ces	 régions,	 l’effort	 conjoint	 de	 la	 bio-informatique,	 par	 la	
comparaison	 de	motifs,	 et	 de	 techniques	 de	 laboratoires	 ont	 permis	 l’identification	 de	
plusieurs	centaines	de	SREs.	Pour	comprendre	la	fonction	de	ces	régions,	une	approche	bio-
informatique	utilisant	un	réseau	Bayésien	a	permis	de	montrer	la	nature	co-évolutive	des	
SREs,	 soulignant	 ainsi	 leur	 importance	 fonctionnelle	 (39).	 Tout	 comme	 les	 jonctions	
d’épissage,	 les	SREs	sont	 liés	par	des	 facteurs	distants.	L’activité	de	ces	 facteurs	est	dite	
	 18	
indirecte	(en	trans).	Les	SREs	peuvent	se	situer	dans	des	régions	exoniques	ou	introniques	






pour	 tenter	 d’identifier	 la	 relation	 entre	 ces	 deux	 éléments.	 RNA	 Bind-N-Seq	 est	 une	
méthode	in	vitro	qui	permet	non	seulement	d’interroger	les	motifs	canoniques	connus	mais	
également	 d’identifier	 des	 motifs	 presqu’optimaux	 qui	 ont	 aussi	 une	 importance	


















du	 gène	 dans	 lequel	 ils	 se	 trouvent.	 Les	 éléments	 notés	 SR	 (protéines	 riches	 en	 Serine-Arginine)	 et	 hnRNP	
(Ribonucleoprotéines	nucléaires	hétérogènes)	sont	des	facteurs	d’épissage	pouvant	se	lier	aux	régulateurs	cis.	Leur	action	est	
dite	en	trans	car	ils	proviennent	généralement	de	régions	génomiques	éloignées	du	gène		






















facteurs	 environnementaux	 comme	 l’âge,	 le	 genre	 ou	 la	 période	 saisonnière	 peuvent	
grandement	 influencer	 la	 production	 de	 cytokines,	 importants	médiateurs	 du	 signalement	









années	 90,	 permet	 de	 caractériser	 un	 grand	 nombre	 de	 variants	 à	 travers	 l’ensemble	 du	
génome	 (48).	 L’information	 de	 génotypage	 est	 ensuite	 utilisée	 pour	 déterminer	 si	 certains	
variants	 sont	 statistiquement	 associés	 à	 divers	 traits	 discrets.	 Cette	 approche	 est	
abondamment	 utilisée	 dans	 l’optique	 d’identifier	 les	 facteurs	 génétiques	 liés	 aux	maladies	




gènes	 (50,	 51).	 	 Une	 des	 limitations	 de	 l’approche	 GWAS	 est	 qu’il	 est	 difficile	 de	 lier	 les	








Carte	génomique	indiquant	des	 loci	associés	à	des	désordres	 immunitaires	par	une	approche	GWAS.	Bien	que	 la	variation	









régulation	 des	 gènes	 car	 elles	 peuvent	 entrainer	 des	 conséquences	 importantes	 aux	
différentes	étapes	de	la	transcription	et	de	la	traduction	d’un	gène.	En	affectant	les	régions	





affecter	 le	 processus	 d’épissage	 alternatif	 en	 modifiant	 l’affinité	 du	 spliceosome	 pour	 les	








association	quantitative	entre	un	phénotype	et	 le	génotype	Quantitative	trait	 loci	 (QTL).	Le	
niveau	d’expression	des	gènes	est	un	phénotype	très	étudié	avec	cette	approche	analytique.	
Lorsque	la	variation	génétique	est	associée	au	niveau	d’expression	d’un	gène,	on	parle	d’eQTL	







concept	mathématique	de	 régression	 linéaire	 (54,	55).	En	effet,	 cette	approche	assume	un	
effet	additif	du	génotype.	Un	individu	hétérozygote	n’aura	qu’une	des	deux	copies	du	gène	qui	
sera	affecté	par	le	variant	alors	que	les	deux	copies	du	gènes	d’un	individu	homozygote	pour	
l’allèle	mutée	 seront	 affectés	 par	 le	 polymorphisme.	 On	 parle	 d’un	 effet	 en	 cis	 lorsque	 le	
variant	affecte	localement	le	gène	se	trouvant	sur	le	même	brin.	Par	exemple,	la	modulation	
du	site	d’initiation	de	la	transcription	ou	de	la	région	de	liaison	du	spliceosome	serait	considéré	









































































Région codante du brin +












propriétés	 fonctionnelles	 des	 gènes.	 La	majorité	 des	mutations	 qui	 affectent	 le	 processus	
d’épissage	 sont	 des	 SNP	 se	 situant	 dans	 les	 jonctions	 introniques	 et	 exoniques	 d’épissage.	
L’épissage	 alternatif	 joue	 un	 rôle	 central	 dans	 diverses	 maladies	 comme	 la	 dystrophie	























cellules	 immunitaires	activées,	une	étude	 collaborative	 récente	a	permis	 leur	 identification	
dans	différents	types	cellulaires	liés	à	l’immunité	:	monocytes,	neutrophiles	et	cellules	T	(70).	
Les	auteurs	ont	pu	 identifier	plusieurs	milliers	de	gènes	dont	 l’épissage	était	 affecté	par	 la	
variation	génétique	 interindividuelle.	 Ils	ont	observé	que	 le	 contrôle	de	 l’épissage	 semblait	









































vue	 globale	 et	 générale	 de	 la	 réponse	 immunitaire,	 les	 deux	 espèces	 ont	 été	 choisies	 en	
fonction	 de	 leur	 composition	membranaire.	 En	 effet,	 les	 bactéries	 peuvent	 être	 classifiées	
selon	 deux	 grand	 groupes	 :	 Les	 gram-	 et	 gram+.	 Dans	 le	 cadre	 du	 projet,	 Listeria	
monocytogenes	 (gram+)	et	Salmonella	 typhimirium	 (gram-)	ont	été	utilisés	pour	provoquer	
deux	conditions	distinctes	d’infection	chez	les	macrophages	humains.	L’objectif	du	projet	visait	
à	 caractériser	 les	 différences	 immunitaires	 en	 comparant	 les	 profils	 transcriptomiques	
d’individus	 d’origines	 africaines	 et	 d’origines	 européennes.	 En	 utilisant	 la	 technologie	 NGS	
RNA-Seq,	l’équipe	de	recherche	a	pu	identifier	des	milliers	de	gènes	montrant	des	différences	
populationnelles	 lors	 de	 l’infection	 bactérienne.	 Considérant	 la	 forte	 pression	 évolutive	
exercée	 par	 les	 pathogènes	 sur	 le	 système	 immunitaire,	 les	 auteurs	 ont	 voulu	 identifier	
l’apport	génétique	contribuant	à	 ces	différences.	Une	analyse	eQTL	a	permis	d’identifier	 la	
variabilité	génétique	comme	source	majeure	des	différences	populationnelles	observées	pour	
804	gènes.	En	plus	de	 l’influence	de	 la	 variabilité	génétique	 sur	 l’expression	des	gènes,	 les	



















La	 réponse	 immunitaire	 induit	 des	 changements	 importants	 dans	 la	 régulation	 des	
gènes	 des	macrophages	 lors	 de	 la	 rencontre	 d’un	 pathogène.	 Plusieurs	 études	 ont	mis	 en	
évidence	 le	 rôle	 de	 la	 variabilité	 génétique	 sur	 le	 niveau	 d’expression	 des	 gènes	 dans	 un	
contexte	 immunitaire.	 L’épissage	 est	 un	 processus	 faisant	 intervenir	 un	 grand	 nombre	
d’interactions	entre	la	machinerie	de	la	cellule	et	la	séquence	primaire	de	l’ADN.	L’implication	
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associated	molecular	 patterns	 and	 discriminate	 between	 self	 and	 non-self	molecules	 (72).	
Recognition	 of	 immune	 stimuli	 activates	 downstream	 molecular	 signaling	 pathways	 that	
























health	 disorders.	 The	 QTL	 approach	 allows	 to	 identify	 sets	 of	 polymorphisms	 that	 affect	
specific	 events	 of	 RNA	 splicing	 and	 highlight	 variations	 that	 could	 play	 a	 role	 in	 disease	





lymphoblastoid	cell	 lines	 (LCLs)	 (67,	69,	81,	82).	While	 there	usually	 is	an	overlap	between	
genetic-linked	variation	of	expression	and	alternative	splicing,	splicing	QTLs	have	been	shown	






Here,	 we	 analyzed	 RNA-seq	 data	 of	 non-infected	 and	 infected	 macrophages	 (with	
either	 Listeria	 monocytogenes	 and	 Salmonella	 typhimurium)	 from	 140	 individuals	 in	
combination	 with	 their	 microarray-based	 genotype	 data.	 We	 observed	 the	 influence	 of	
thousands	 of	 genetic	 variants	 in	 local	 RNA	 processing	 events	 (rpQTLs)	 and	 that	 infection-
specific	 rpQTLs	 are	 independent	 from	 the	 effect	 of	 mapped	 eQTLs.	 We	 refer	 to	 these	




















from		 the	 Indiana	 Blood	 Center.	 The	 population	 of	 individuals	 was	 composed	 of	 African-
Americans	(n=76)	and	European-Americans	(n=99).	The	choice	of	studying	only	male	subjects	
allows	 to	 avoid	 the	 confounding	 effect	 of	 sex-specific	 differences	 in	 immune	 response.	
Monocytes	 were	 isolated	 from	 peripheral	 blood	 mononuclear	 cells	 and	 derived	 into	






missing	 data	 and	 violating	 Hardy-Weinberg	 equilibrium	 were	 excluded	 from	 the	 analysis		
(P	<	10-5).	In	total,	4	452	246	SNP	passed	the	quality	control.	Imputation	was	done	with	Impute2	




the	 miRNeasy	 kit	 (QIAGEN).	 Samples	 that	 did	 not	 show	 RNA	 degradation	 were	 kept.	 The	
Illumina	TruSeq	protocol	was	used	to	prepare	RNA-sequencing	 libraries.	The	cDNA	 libraries	




using	 default	 settings	 and	 hg19	 version	 1	 annotation	 (from	 MISO	 website,	
http://miso.readthedocs.org/en/fastmiso/annotation.html).	 The	 software	 provides	 one	 PSI-
value	 per	 annotated	 RNA	 processing	 event	 per	 sample.	We	 could	 accurately	 estimate	 PSI-
values	for	140	of	the	175	individuals.	Indeed,	35	samples	presented	a	high	rate	of	missing	data.	
Events	 were	 used	 in	 downstream	 analysis	 if	 enough	 informative	 reads	 detected	 in	 both	
infected	and	non-infected	macrophages	across	at	least	90%	of	samples.		These	events	were	










2.5.4	 Principal	 component	 analysis.	 To	 explore	 the	 variation	 in	 the	 PSI	 values,	 we	 used	
prcomp,	 an	 R	 package	 made	 to	 conduct	 a	 PCA	 analysis.	 Batch	 and	 Individual	 effects	 are	
regressed	 out	 of	 the	 values.	 Preliminary	 analysis	 showed	 sequencing	 center	 clustering	






















2.5.7	 FDR	 correction.	 Throughout	 the	 analysis,	 FDRs	 were	 calculated	 following	 the	 idea	
proposed	by	 Storey	 et	 Tibshirani	 (86).	Our	 approach	 is	 a	 two-component	modelling	of	 the	






2.5.8	 PSI	 filtering	and	normalization.	With	the	PSI	estimates	obtained	 from	MISO,	we	 first	
removed	all	events	that	had	no	variance	across	samples.	We	then	needed	to	filter	out	events	





phenotype	 (PSI).	We	 tested	SNP	within	100-kb	 flanking	 the	gene	containing	 the	event.	We	
conditioned	 the	window	 according	 to	 the	 gene	 instead	 of	 the	 splicing	 event	 itself	 so	 that	
multiple	events	within	a	given	gene	were	tested	against	the	same	set	of	SNP.	We	also	used	the	
first	5	principal	components	of	the	genotyping	data	to	account	for	population	structures	in	the	
















2.5.11	 Comparing	 Pathway	 enrichment	 across	 conditions.	 To	 characterize	 the	 pathway	
enrichments	of	rpQTLs	we	performed	a	GO	enrichment	analysis	using	the	online	tool	GOrilla	
(89).	 Unlike	 recursiveGO,	 this	 approach	 yields	more	 redundant	 categories	which	 allows	 to	
better	compare	the	enriched	terms	across	conditions	as	genes	are	not	dismissed	if	used	in	a	
given	GO	term.	Therefore,	the	overall	set	of	GO	categories	may	contain	redundant	terms,	but	



















of	 integrating	 eQTL	 into	 rpQTL	mapping,	we	 simply	 calculate	 the	 difference	 in	 effect	 sizes	
before	and	after	integrating	the	eQTL	SNP	and	divide	it	by	the	initial	effect	size	found	without	
considering	 the	eQTL.	 This	 allows	us	 to	determine	a	percentage	of	 change	 in	effect	 size	 in	
respect	to	initial	effect	of	the	rpQTL	SNP.		
	
2.5.14	 Comparing	 rpQTL-SNP	 locations.	 Since	we	 are	 as	 interested	 in	 SNP	 falling	 in	 the	 3’	
downstream	 region	 as	 in	 SNP	 falling	 in	 the	 5’	 upstream,	 we	 used	 a	 binning	 approach	 to	
compare	the	location	of	SNP	associated	with	splicing.	This	approach	was	used	so	that	we	can	
easily	 compare	 3’	 SNP	 versus	 5’	 SNP.	 Gene	 bodies	 and	 20-kb	 regions	 upstream	 and	
downstream	were	each	divided	 into	200	 intervals.	We	gathered	data	 from	windows	within	






by	 comparing	 the	polymorphisms	affecting	different	 events	within	 the	 same	gene.	 Linkage	
disequilibrium	 is	 calculated	 for	 all	 pairs	 of	 SNP	using	 plink	 v2.0	 beta	 (90).	 To	 compare	 the	




2.5.16	 Enrichments.	 All	 following	 enrichment	 analysis	 are	 done	 using	 a	 multiple	 logistic	
















we	used	 the	 online	 tool	MEME	 (http://meme-suite.org/tools/meme-chip).	 The	MEME-Chip	
tool	was	used	with	 the	Differential	 Enrichment	mode.	 The	 reference	motifs	were	 from	 the	
Ray2003	 Homo	 sapiens	 (DNA-encoded)	 database	 under	 the	 RNA	 (DNA-encoded)	 category.	





















In	 order	 to	 identify	 infection-induced	 changes	 in	 RNA	 processing,	 we	 utilized	 the	





filtering	 of	 the	 PSI-values	 we	 kept	 37	 470	 events	 spanning	 8	 370	 unique	 genes.	 Principal	





component	were	strongly	enriched	among	 functional	GO	terms	directly	 related	 to	 immune	
function,	 including	 defense	 response	 to	 other	 organisms	 (GO:0098542;	 P	 =	 5.62	 x	 10-6,	
OR=3.55)	and	cytoskeleton	organization	(GO:0007010;	P	=	5.52e-5,	OR=1.93).	
We	 next	 used	 a	 linear	 model	 framework	 to	 identify	 RNA	 processing	 events	 that	
significantly	differ	between	Listeria-	or	Salmonella-infected	macrophages	versus	non-infected	
controls.	We	 found	evidence	 for	 substantial	differential	RNA	processing	 in	 immune-related	
genes	after	infection	(Figure	8C,	page	47;	FDR	<	1%	and	|β|	>	0.05),	corroborating	our	previous	





14%	 [P=9.1	 x	 10-25	 Fisher],	 and	 TandemUTR:	 28%	 versus	 12%	 [P=7.62e	 x	 10-31	 Fisher]	







after	 infection	with	bacterial	pathogens,	 it	 is	 less	 clear	which	 transcriptome	changes	might	
underlie	 inter-individual	 variation	 in	 susceptibility	 to	 infection	 and	 the	 resulting	 immune	
response.	 Indeed,	 there	 is	 substantial	 variability	 in	 exon	 usage	 across	 individuals,	 in	 all	










for	 all	 categories.	On	 the	 left	 side,	 boxplots	 showing	 the	PSI-values,	 separated	by	 condition;	 on	 the	 right	 side,	 schematic	













a	 100	 kb	 cis-window	 around	 the	 gene	 containing	 the	 event.	 Significant	 associations	 were	
independently	assessed	within	each	event	type-condition	context	(Figure	9A,	page	51).	Across	
all	conditions	and	events,	we	identified	1	860	significant	RNA	processing	QTLs	(rpQTLs;	FDR	<	
5%),	 which	 represent	 5%	 of	 the	 37	 470	 events	 that	 were	 tested.	 The	 number	 of	 rpQTLs	





In	 order	 to	 identify	 genetic	 variants	 that	 may	 be	 specifically	 responsible	 for	 the	
regulation	of	RNA	processing	upon	 immune	response,	we	 looked	 for	 the	overlaps	between	
rpQTLs	occurring	in	non-infected	and	infected	conditions	(Figure	9B,	page	51).	To	account	for	






QTLs	 have	 the	 greatest	 amount	 of	 overlap	 across	 conditions,	while	ALEs	 and	 SEs	 have	 the	
greatest	proportion	of	infection-specific	QTLs.	Gene	ontology	analysis	of	rpQTLs	within	each	
condition	 indicate	 that	 rpQTLs	 in	 the	Listeria	 and	Salmonella	 infection	conditions	are	more	
enriched	 in	genes	with	 immune	activation	and	 immune-cell	 specific	 functions	 than	 in	Non-
infected	 (Figure	9C;	 page	51).	 In	 line	with	 this,	 there	 are	many	 infection-specific	 rpQTLs	 in	








values	 representing	 the	 change	 in	 exon	 usage	 between	 the	 non-infected	 and	 Listeria	 or	
Salmonella	conditions.	These	represented	a	very	low	proportion	of	all	tested	events	(0.15%;	
FDR	<	5%;	Supplementary	Figure	7,	page	LXXVI).	Of	these	events,	21	were	also	had	significant	
differential	 RNA	 processing	 between	 non-infected	 and	 infected	 conditions	 and	 11	 had	
infection-specific	rpQTLs	(e.g.	TNFSF13B;	Supplementary	Figure	8,	page	LXXVII).		
Lastly,	we	compared	every	splicing	class	with	one	another	to	test	if	different	types	of	




































It	 is	unclear	how	much	of	 the	observed	rpQTLs	might	be	 linked	 to	genetic	variation	
influencing	 expression	 levels.	 To	 answer	 this	 question,	 we	 first	 used	 a	 logistic	 regression	
approach	 to	 test	 the	 enrichment	 of	 rpQTL	 genes	 for	 eQTL	 genes	 (Figure	 10A,	 page	 54).	
Generally,	we	see	a	significant	enrichment	of	eQTL	genes	among	rpQTL	genes	suggesting	that	
genetic	cis-regulation	of	RNA	processing	is	linked	with	genetic	cis-regulation	of	expression.	We	
then	 sought	 to	 quantify	 the	 influence	 of	 the	 best	 eQTL	 SNP	 on	 the	 effect	 of	 the	 rpQTL	
association.	 To	 do	 so,	we	 used	 a	 linear	 regression	model	 that	 recalculates	 the	 association	
between	the	best	rpQTL	SNP	and	the	PSI-value	while	accounting	for	the	effects	of	the	best	
eQTL	SNP	associated	with	the	same	gene	as	 identified	 in	Nédélec	et	al	 (13).	Comparing	the	
effect	sizes	of	the	rpQTL	before	and	after	accounting	for	the	eQTL	SNP	allows	to	identify	events	




strongly	 affected	 by	 eQTLs	 (change	 >	 40%)	 (Supplementary	 Figure	 9,	 page	 LXXIX).	 When	
considering	this	threshold,	we	see	that	only	13%	of	rpQTLs	have	a	significant	 impact	of	the	
eQTL	on	the	genetic	regulation	of	RNA	processing.	Our	results	are	consistent	with	other	studies	
that	 suggested	 that	 rpQTLs	has	an	 independent	effect	 from	eQTLs	but	 there	 still	 is	a	 small	
fraction	of	rpQTL	where	the	variation	of	expression	and	the	variation	of	splicing	is	linked	to	
similar	genetic	variation.	By	stratifying	our	model	by	event	type,	we	see	that	AFEs	have	a	higher	






(e.g.	 type	 I	 interferon	 signaling	 pathway	 (GO:0060337;	 P=1.12	 x	 10-4,	 OR=4.32),	 negative	
regulation	of	leukocyte	activation	(GO:1902106;	P=8.12	x	10-4,	OR=4.21)	(Figure	10D,	page	54).	
These	results	suggest	that	rpQTLs	are	functionally	relevant	to	the	immune	response	and	that	



















































polymorphisms.	When	 looking	 at	 the	 ambiguous	 set,	 we	 see	 that	 eQTLs	 are	 enriched	 for	
splicing	junctions,	which	might	indicate	that	some	of	the	variation	found	in	expression	among	
eQTLs	 is	 potentially	 due	 to	 alteration	 of	 the	 RNA	 processing	 mechanisms.	 Interestingly,	
ambiguous	 rpQTLs	 are	 mostly	 enriched	 for	 stop	 lost	 and	 miRNA	 binding	 sites.	 These	
consequences	 are	 likely	 to	 affect	 the	 overall	 level	 of	 transcripts,	 indicating	 that	 splicing	
regulating	the	inclusion	of	these	features	might	often	be	the	cause	of	variation	in	expression.		














localization	 and	 transport	 of	 the	mRNA,	 therefore	 affecting	 the	 overall	 level	 of	 transcripts	
without	 interfering	 with	 initiation	 of	 the	 transcriptional	 program.	 These	 analyses	 help	 to	








































number	of	 available	 samples	 allowed	 to	 confirm	 the	 consistent	 changes	 that	occurs	 in	 the	
alternative	splicing	landscape	of	macrophages	when	stimulated	with	bacterial	agents.	We	used	
MISO	 to	 analyze	 different	 classes	 of	 events	 separately	 and	 found	 that	 TandemUTRs	 and	
retained	introns	are	the	most	affected	by	infection.	While	these	changes	have	already	been	
shown	in	previous	publications,	the	association	of	genetic	variation	and	variation	in	splicing	in	












enriched	 for	 splicing	 junctions,	 suggesting	 that	 the	 overlapping	 genetic	 variation	 between	









transcription,	RNA	transport	and	 localization.	Alteration	of	 the	binding	sites	of	 those	trans-
acting	factors	is	likely	to	affect	the	overall	quantity	of	mature	transcripts.		
Stratifying	 the	 analysis	 by	 categories	 of	 splicing	 events	 highlights	 the	 combinatory	
process	 of	 RNA	 splicing	 as	 downstream	 events	 show	 significant	 differences	with	 upstream	
events	in	the	context	of	genetic	association.	Indeed,	we	showed	that	inter-individual	variation	
in	 AFEs	 was	 proportionally	 less	 prone	 to	 SNP-related	 effects	 than	 ALEs	 and	 TandemUTRs.	
Interestingly,	we	observed	that	AFEs	were	the	most	eQTL-driven	events.	This	might	be	linked	
to	 alternative	 promoter	 usage,	which	would	 explain	 the	 strong	 enrichment	 of	 eQTL	 genes	
among	AFE-rpQTLs.		
Overall,	 our	 results	 suggest	 that	 genetic	 variation	 plays	 an	 important	 role	 in	 the	
regulation	of	the	immune	response.	Indeed,	we	also	showed	that	polymorphisms	associated	









































	 	Dans	 le	cadre	de	ce	projet	de	maitrise,	nous	avons	ainsi	pu	mettre	en	évidence	 les	
changements	qui	 se	produisent	 au	niveau	de	 l’épissage	 alternatif	 lors	 d’une	 activation	des	
macrophages.	En	effet,	la	principale	source	de	variation	des	proportions	d’inclusion	exonique	





Ces	 résultats	 concordent	 avec	 les	 travaux	montrant	 la	 tendance	 des	 transcrits	 à	 limiter	 le	
ciblage	par	les	miARN.	La	première	partie	du	projet	nous	a	permis	de	confirmer	les	résultats	
obtenus	 par	Pai	 et	 al.	 En	 bénéficiant	 du	 nombre	 accru	 d’échantillons,	 nous	 avons	 ainsi	 pu	





ainsi	 pu	 identifier	 1	 860	 rpQTL	 (RNA	 processing	QTL)	 unique	 à	 travers	 les	 trois	 conditions	
étudiées.	Nous	avons	également	identifié	plusieurs	QTLs	spécifiques	à	l’infection	bactérienne	
(427	rpQTL).	Ces	associations	 impliquent	des	gènes	 importants	dans	 le	cadre	de	 la	réponse	
	 64	
immunitaire.	De	plus,	en	considérant	l’épissage	alternatif	comme	une	mosaïque	d’évènements	
de	 traitement	de	 l’ARN,	nous	avons	pu	démontré	que	 l’usage	alternatif	d’un	premier	exon	
étaient	moins	 sujet	 au	 contrôle	 génétique	que	 les	 évènements	 impliquant	 la	 région	3’	 des	
transcrits	dans	les	macrophages	humains.		






promotrices	 alternatives	 qui	 auraient	 comme	 effet	 la	 modulation	 différentielle	 des	 TFs.	
L’intégration	des	eQTL	dans	l’identification	des	rpQTL	permet	d’identifier	un	ensemble	de	SNP	
dont	l’effet	sur	l’épissage	est	indépendant	de	l’effet	de	SNP	locaux	sur	l’expression.	Les	gènes	




qui	 entraine	 un	 effet	 sur	 l’épissage	 ou	 si	 la	 régulation	 de	 l’épissage	 alternatif	 affecte	 la	
production	 de	 transcrits	 mature,	 affectant	 ainsi	 le	 niveau	 d’expression.	 Il	 est	 également	
possible	qu’un	évènement	d’épissage	alternatif	(ex.	rétention	d’un	intron	contenant	un	codon	












mécanismes	 génétiques	 responsables	 de	 la	 variation	 de	 l’expression	 sont	 plutôt	 liés	 à	 la	







l’altération	 des	 processus	 de	 maturation	 des	 transcrits	 d’ARN	 immatures.	 Les	 eQTLs	 sont	
généralement	dus	à	l’altération	de	la	transcription	en	soi	mais	également	de	ce	processus	de	














De	 plus	 en	 plus	 d’évidences	 placent	 la	 régulation	 des	 gènes	 au	 cœur	 de	 la	
compréhension	des	maladies.	L’épissage	alternatif	est	un	aspect	majeur	de	la	régulation	des	
gènes	eucaryotes	et	son	implication	dans	la	défense	de	l’organisme	contre	les	pathogènes	est	






impliquées	 dans	 la	 susceptibilité	 aux	 maladies.	 L’identification	 de	 rpQTLs	 propres	 aux	














la	variabilité	génétique	dans	 le	traitement	post-transcriptionnel	de	 l’ARN	lors	de	 la	réponse	
immunitaire.	 Nous	 avons	 choisi	 une	 modélisation	 linéaire	 pour	 associer	 le	 génotype	 à	 la	
variation	 d’épissage	 des	 exons	 pour	 faciliter	 la	 comparaison	 avec	 les	 résultats	 publiés	 par	









l’analyse.	De	nouvelles	 techniques	permettent	 l’utilisation	de	 reads	beaucoup	plus	 long	qui	
permettent	un	alignement	présentant	une	précision	accrue.	Moins	de	reads	sont	rejetés	car	il	




grand	 échantillonnage	 permettrait	 d’identifier	 des	 trans-QTL	 d’épissage.	 En	 effet,	
l’identification	de	trans-QTL	demeure	un	défi	de	par	le	grand	nombre	de	tests	requis.	De	plus,	
l’effet	indirect	des	variants	a	généralement	un	effet	moins	important	sur	le	phénotype	qu’un	
variant	 en	 cis	 (101).	 	 Peu	 d’études	 se	 sont	 penchées	 sur	 la	 caractérisation	 des	 trans-QTL	
d’épissage	 vu	 les	 défis	 statistiques	 que	 cette	 analyse	 soulève.	 Les	 facteurs	 d’épissages	 ont	
cependant	un	rôle	primordial	dans	 la	maturation	des	ARN	messagers.	Des	polymorphismes	




produisant	 dans	 les	 macrophages	 humains.	 Nos	 résultats	 présentent	 un	 portrait	 de	 ce	
phénotype	dans	le	cadre	de	l’infection	bactérienne	in	vitro	et	permettent	de	comprendre	quels	
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FDR<1% & |Beta|>0.05 
Graphique	en	volcan	montrant	la	relation	entre	le	coefficient	lié	à	la	condition	et	la	valeur	P.	Les	évènements	dont	le	
changement	d’épissage	suite	à	l’infection	est	significatif	sont	indiqués	en	rouge.	La	direction	observée	dans	la	section	































































































Event category AFE ALE RI SE TandemUTR






























































A)	 Exemple	 d’un	 rpQTL	 infection-spécifique	 où	 l’effet	 du	 SNP	 n’est	 significatif	 que	 dans	 au	 moins	 une	 condition	
d’infection.	Dans	le	cas	présenté	ici,	l’association	n’est	pas	significative	dans	les	macrophages	sains	(FDR=0.52)	mais	l’est	
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QTL type expression RNA processing
−200 −100 0 100 200 300
Relative position to gene
5’ (upstream) gene body 3’ (downstream)
Distribution	de	la	localisation	des	variants	impliqués	dans	les	associations	rpQTL	et	eQTL.	Les	associations	sont	séparés	
en	deux	 catégories	 :	 indépendants	 (L’effet	 rpQTL	 et	 eQTL	 sont	distincts)	et	ambiguës	 (L’intégration	du	eQTL	affecte	
significativement	l’effet	du	rpQTL).	Les	eQTL	ambiguës	sont	représentés	par	les	gènes	comportant	au	moins	un	rpQTL	







































Enrichment of GWAS-SNP among rpQTLs
Enrichissiment	des	rpQTLs	pour	des	polymorphismes	associés	à	des	traits	par	des	études	GWAS.	Dans	ce	graphique,	les	























 AFE ALE SE RI TandemUTR 
NI>L 820 (9.7%) 483 (8.3%) 1 615 (9.1%) 499 (14.7%) 201 (10.9%) 
NI>S 1 496 (17.5%) 1 005 (17.3%) 4 197 (23.4%) 929 (27.2%) 540 (29.1%) 
 AFE ALE SE RI TandemUTR 
Non-Infected 80 (7 819) 295 (5 437) 600 (17 183) 137 (3 311) 76 (1 798) 
Listeria 95 (7 735) 283 (5 417) 602 (16 956) 103 (3 284) 72 (1 792) 
Salmonella 86 (7 827) 217 (5 467) 665 (17 193) 95 (3 311) 74 (1 802) 
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Table	III	MEME	motif	analysis	output	for	rpQTLs	
Consensus Motif Motif width E-value RBP associated with motif 
CCAHACCC 8 1.7E-06 RNCMPT00026 (HNRNPK) 
AMCCCGTC 8 2.8E-06 RNCMPT00020 (FXR2) 
ATAAMGC 7 1.7E-05 RNCMPT00034 (KHDRBS3) 
TGKSKGGGG 9 2.2E-05 RNCMPT00160 (HNRNPH2) 
GTCTTCAK 8 3.8E-05 RNCMPT00157 (PABPN1) 
GCCKACC 7 0.00012 RNCMPT00241 (RBM45) 
CTTSCAC 7 0.00015 RNCMPT00071 (SNRPA) 
AAAMAGCT 8 0.00022 RNCMPT00158 (CPEB4) 
CCCCCYAC 8 4E-04 RNCMPT00187 (BRUNOL6) 
AGSCTGAA 8 0.00055 RNCMPT00021 (G3BP2) 
ACGYGCCC 8 8E-04 RNCMPT00045 (PPRC1) 
CAAAAATC 8 0.0013 RNCMPT00025 (HNRNPC) 
AGACAWCT 8 0.0013 RNCMPT00084 (YBX2) 
CCCGTCT 7 0.0017 RNCMPT00020 (FXR2) 
ACTMCTGC 8 0.0041 RNCMPT00154 (RBM5) 
GCGCCRCA 8 0.0062 RNCMPT00085 (ZC3H10) 
GAGGAAGA 8 0.016 RNCMPT00021 (G3BP2) 
AYAAAGG 7 0.027 RNCMPT00169 (KHDRBS1) 
















## READ ME  
There are actually two different analysis scripts and a helper module, which are described below. 
 
The gene_ontology.py is a module that is imported by the other scripts. It contains some functions 
for parsing 'obo' and 'goa' files that you can download from the GO website. 
 
The go_cat_fisher_test.py script tests for enrichment of GO categories using Fisher's exact test. 
This assumes that you have two sets of genes: a "foreground" set and a "background" set. (You 
could also consider "foreground" to mean "present" and "background" to mean "absent"). Using 
Fisher's exact test should be equivalent to using the hypergeometric test that is employed by 
some of the GO analysis packages. 
 
The go_cat_probeset_ranks.py script assumes that you have a single list of genes that have a 
numeric score associated with them. It then does a t-test to compare genes within each GO category 
against genes from all other GO categories. You can also specify that you want to convert the 
scores for the genes to ranks before performing the test, in which case I think that the test is 
equivalent to a Mann-Whitney U test. (The "probeset" in the script name is just there because I 
originally used the script for analyzing microarray data). 
 
Both programs work iteratively and report the GO category that is most significant in each 
iteration. They then remove all genes that are part of this category and repeat the procedure 
again. This helps remove redundancy in the reported results that is caused by GO categories that 
are highly similar to each other. 
 
I believe that the scripts currently use the swissprot (aka uniprot) identifiers  parsed from GO 







    def __init__(self): 
        self.id = None 
        self.name = None 
        self.namespace = None 
        self.definition = None 
        self.children = set([]) 
        self.swiss_ids = set([]) 
        self.score_ids = set([]) 
        self.ids_propogated = False 
 
    def __str__(self): 
        return self.id + "\t" + self.name 
 
    def add_child(self, child): 
        self.children.add(child) 
 
def read_go_terms(obo_file): 
    term = None 
 
    term_dict = {} 
    f = open(obo_file) 
 
    child_dict = {} 
 
    for l in f: 
        line = l.rstrip() 
        if term == None: 
            if line == "[Term]": 
                # start of a new GO term 
                term = GoTerm() 
             
        else: 
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            if line == "": 
                # end of current term 
                term_dict[term.id] = term 
                term = None 
            elif line.startswith("id:"): 
                term.id = line[4:] 
            elif line.startswith("name:"): 
                term.name = line[6:] 
            elif line.startswith("namespace:"): 
                term.namespace = line[11:] 
            elif line.startswith("def:"): 
                # get the definition contained within quotes 
                term.definition = line[6:line.index('"',6)] 
            elif line.startswith("is_a:"): 
                cols = line.split(" ") 
                parent_id = cols[1] 
                if parent_id in child_dict: 
                    child_dict[parent_id].add(77) 
                else: 
                    child_dict[parent_id] = set([term]) 
    f.close() 
 
    # set children 
    for parent_id in child_dict: 
        parent_term = term_dict[parent_id] 
 
        for child_term in child_dict[parent_id]: 
            parent_term.add_child(child_term) 
     
    return term_dict 
 
def prop_swiss_ids(go_term): 
    if go_term.ids_propogated: 
        return 
 
    before = len(go_term.swiss_ids) 
 
    for child in go_term.children: 
        # propogate ids up from child's children 
        prop_swiss_ids(child) 
        # add child's ids to this term's ids 
        go_term.swiss_ids.update(child.swiss_ids) 
 
    after = len(go_term.swiss_ids) 
    go_term.ids_propogated = True 
 
def propogate_swiss_terms(go_term_dict): 
    for go_term in go_term_dict.values(): 
        prop_swiss_ids(go_term) 
 
def read_go_annotation(go_annot_file, go_term_dict): 
    """Sets the swissprot identifiers for the GO terms""" 
    f = open(go_annot_file) 
 
    go_swiss_mapping = {} 
 
    for l in f: 
        if l.startswith("!"): 
            # skip comment lines 
            continue 
 
        cols = l.rstrip().split("\t") 
        swiss_id = cols[1].strip() 
        go_id = cols[4].strip() 
 
        go_term = go_term_dict[go_id] 
 
        go_term.swiss_ids.add(swiss_id) 
 
    f.close() 
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import gene_ontology as go 
import numpy as np 
from scipy import stats 
import sys 
import os 
from optparse import OptionParser 
 
 
GO_DIR = "/Users/oliviertastet/Downloads/geneontology_McVickerGeorge/databases" 
 
def filter_go_terms(go_terms, namespace="all", min_genes=1): 
    """filters out GO terms that do not match criteria 
    and only retains score ids (for null distribution) 
    that are contained in these GO terms""" 
    kept_go_terms = [] 
    for go_term in go_terms: 
        if namespace != "all" and namespace != go_term.namespace: 
            # skip term: from different namespace 
            continue       
        if go_term.n_ids >= min_genes: 
            kept_go_terms.append(go_term) 




    """Reads swiss prot ids from a file""" 
    f = open(filename, "r")     
    swiss_ids = set([])     
    for line in f: 
        words = line.strip().split()         
        if len(words) != 1: 
            raise ValueError("expected line to have single identifier, " 
                             "got %d: '%s'" % (len(words), line))         
        swiss_ids.add(words[0]) 
    return swiss_ids 
         
 
 
def assign_go_genes(go_terms, fg_swiss_ids, bg_swiss_ids):     
    for go_term in go_terms.values(): 
        go_term.fg_ids = set([]) 
        go_term.bg_ids = set([])         
        for swiss_id in go_term.swiss_ids: 
            if swiss_id in fg_swiss_ids: 
                go_term.fg_ids.add(swiss_id) 
            if swiss_id in bg_swiss_ids: 
                go_term.bg_ids.add(swiss_id)            
        go_term.n_ids = len(go_term.fg_ids) + len(go_term.bg_ids) 
 
 
     
 
def update_go_terms(go_terms, removed_term): 
    for term in go_terms: 
        if term.id != removed_term.id: 
            term.fg_ids = term.fg_ids - removed_term.fg_ids 
            term.bg_ids = term.bg_ids - removed_term.bg_ids 
            term.n_ids = len(term.fg_ids) + len(term.bg_ids) 
 
    removed_term.fg_ids = set([]) 
    removed_term.bg_ids = set([]) 
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    removed_term.n_ids = 0 
         
 
 
def get_go_terms(fg_swiss_ids, bg_swiss_ids, 
                 namespace="all", min_genes=1): 
    sys.stderr.write("reading GO terms\n") 
    # read go terms 
    go_terms = go.read_go_terms(GO_DIR + "/gene_ontology.obo") 
    # read swissprot ids for GO categories 
    sys.stderr.write("reading GO annotation\n") 
    go.read_go_annotation(GO_DIR + "/gene_association.goa_ref_human", 
                          go_terms) 
    assign_go_genes(go_terms, fg_swiss_ids, bg_swiss_ids) 
    # drop GO terms which have no associated score identifiers 
    return filter_go_terms(go_terms.values(), 
                           namespace=namespace, 
                           min_genes=min_genes) 
             
     
 
def get_genes(fg_gene_filename, bg_gene_filename): 
    sys.stderr.write("reading foreground genes from file %s\n" % 
                     fg_gene_filename) 
    fg_swiss_ids = read_genes(fg_gene_filename) 
    sys.stderr.write("reading background genes from file %s\n" % 
                     bg_gene_filename) 
    bg_swiss_ids = read_genes(bg_gene_filename) 
    fg_bg_intersect = fg_swiss_ids.intersection(bg_swiss_ids) 
    if len(fg_bg_intersect) != 0: 
        sys.stderr.write("WARNING: removing %d genes that are in both " 
                         "foreground and background datasets\n" % 
                         len(fg_bg_intersect)) 
        fg_swiss_ids = fg_swiss_ids - fg_bg_intersect 
        bg_swiss_ids = bg_swiss_ids - fg_bg_intersect 
    sys.stderr.write("there are %d genes in the FG set, and %d genes " 
                     "in the background set\n" % 
                     (len(fg_swiss_ids), len(bg_swiss_ids))) 




    fg_remain_set = set([]) 
    bg_remain_set = set([]) 
 
    for term in go_terms: 
        fg_remain_set.update(term.fg_ids) 
        bg_remain_set.update(term.bg_ids) 
 
    return (fg_remain_set, bg_remain_set) 
         
     
 
 
MAX_ITER = 100 
 
NAMESPACES = ["all", "biological_process", "cellular_component", 
              "molecular_function"] 
 
                
def main(): 
    usage = "usage: %prog [options] <fg_swiss_file> <bg_swiss_file>" 
    parser = OptionParser(usage=usage) 
 
    parser.add_option("-n", "--namespace", 
                      type="choice", action="store", dest="namespace", 
                      default="all", 
                      choices=NAMESPACES, 
                      help="the GO namespace to use: " + ", ".join(NAMESPACES)) 
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    parser.add_option("-l", "--lower", 
                      action="store_true", dest="lower_tail", 
                      default=False, 
                      help="use the lower tail of the test statistic " 
                      "distribution") 
 
    parser.add_option("-m", "--mingenes", 
                      action="store", type="int", dest="mingenes", 
                      default=10, 
                      help="only consider GO categories with at least this " 
                      "many genes") 
 
    parser.add_option("-s", "--signif", 
                      action="store", type="float", dest="signif", 
                      default=0.05, 
                      help="only include GO categories with " 
                      "bonferroni corrected p-values <= this value level" 
                      "in ranking (use 1.0 to include all categories)") 
 
    (options, args) = parser.parse_args() 
 
    if options.namespace not in NAMESPACES: 
        parser.error("NAMESPACE must be one of: "+", ".join(NAMESPACES)) 
 
    if len(args) != 2: 
        parser.print_help() 
        exit(2) 
 
    (fg_swiss_ids, bg_swiss_ids) = get_genes(args[0], args[1])     
 
    go_terms = get_go_terms(fg_swiss_ids, bg_swiss_ids, 
                            namespace=options.namespace, 
                            min_genes=options.mingenes) 
 
    if len(go_terms) == 0: 
        raise Exception("no GO terms for namespace: " + options.namespace) 
 
    print "\t".join(["GO.ID", "GO.NAMESPACE", "GO.NAME",  "N.TEST", 
                     "CAT.N.FG.GENE", "CAT.N.BG.GENE", 
                     "N.FG.GENE", "N.BG.GENE", "P", "ODDS.RATIO", "GENES"]) 
 
    for i in range(0, MAX_ITER): 
        min_p = 1 
        min_go_term = None 
        n_test = 0 
 
        (remain_fg_ids, remain_bg_ids) = get_remaining_gene_sets(go_terms) 
        total_n_fg = len(remain_fg_ids) 
        total_n_bg = len(remain_bg_ids) 
 
        for go_term in go_terms: 
            if go_term.n_ids >= options.mingenes: 
                go_term.n_fg = len(go_term.fg_ids) 
                go_term.n_bg = len(go_term.bg_ids) 
 
                table = [[go_term.n_fg, go_term.n_bg], 
                         [total_n_fg, total_n_bg]] 
 
                (odds_ratio, p) = stats.fisher_exact(table) 
                                                       
                 
                n_test += 1 
                go_term.odds_ratio = odds_ratio 
                go_term.p = p 
            else: 
                go_term.p = None 
                go_term.odds_ratio = None 
 
        ranked = sorted(go_terms, key=lambda term: term.p) 
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        if len(ranked) < 1: 
            break 
 
        min_go_term = ranked[0] 
 
        print "\t".join([min_go_term.id, min_go_term.namespace, 
                         '"' + min_go_term.name + '"', 
                         str(n_test), 
                         str(min_go_term.n_fg), 
                         str(min_go_term.n_bg), 
                         str(total_n_fg), 
                         str(total_n_bg), 
                         "%.3g" % min_go_term.p, 
                         "%.3g" % min_go_term.odds_ratio, 
                         ",".join(min_go_term.fg_ids)]) 
         
        # update terms, remaining genes 
        update_go_terms(go_terms, min_go_term) 
 
        go_terms = filter_go_terms(go_terms, 
                                   namespace=options.namespace, 
                                   min_genes=options.mingenes) 
 
 
if __name__ == "__main__": 

















## READ ME  
 
A logistic regression is implemented to estimate enrichment of certain features among the set 
of significant QTLs. A matrix where each row is a different SNP is passed to the logreg 
function which will call the other defined function, performing the logistic regression. The 
first column of the matrix is binary (0/1) where 0 is not involved in a rpQTL and 1 is involved 
in an rpQTL. Each other column of the matrix is a feature to investigate. It can be general (TF 
binding site) or more specific (NFKB binding site). This information also needs to be binary. 
Either the SNP is or is not a feature. The output is a matrix providing P-value and Odds ratios 
for every investigated feature.   
 
error.bar <- function(x, y, upper, lower=upper, length=0.1,vertical=T,...){ 
  if(length(x) != length(y) | length(y) !=length(lower) | length(lower) != length(upper)) 
    stop("vectors must be same length") 
  if(vertical){ 
    arrows(x,y+upper, x, y-lower, angle=90, code=3, length=length, ...) 
  }else{ 
    arrows(y+upper,x,y-lower,x, angle=90, code=3, length=length, ...) 
  }} 
fLogit <- function(BetaLogit,anno,Prob){ 
    -sum(Prob*(anno %*% BetaLogit) - log(1+exp(anno %*% BetaLogit))) 
  } 
gLogit <- function(BetaLogit,anno,Prob){ 
    myPi <- plogis(anno %*% BetaLogit) 
    -t(Prob-myPi) %*% anno 
  } 
simpleLogistic <- function(anno,Prob){ 
 aux <- cbind(Ict=1,anno) 
 BetaFit <- 
optim(rep(0,ncol(anno)+1),fLogit,gLogit,anno=as.matrix(aux),Prob=Prob,method="BFGS",control=lis
t(maxit=500),hessian=TRUE); 
 save(BetaFit, file="betaFit.rda") 
 r <- 
as.matrix(replicate(nrow(BetaFit$hessian),sample.int(10,nrow(BetaFit$hessian),rep=TRUE)-
1)/10000) 
 BetaFit$hessian = BetaFit$hessian + r 
 logitSE <- sqrt(diag(solve(as.matrix(BetaFit$hessian)))) 
 Zlogit <- BetaFit$par/logitSE 
 pval <- pnorm(-abs(Zlogit))*2 
 res <- data.frame(Beta=BetaFit$par,SE=logitSE,Z=Zlogit,pval=pval) 
 row.names(res) <- colnames(aux) 
 res[,"fdr"] = c(0,p.adjust(res[-1,"pval"], "fdr")) 
 res = res[order(res$fdr),]} 
logreg<-function(mat,group){ 
 logreg.data = mat 
 logreg.data[is.na(logreg.data)]=0 
 Prob = as.numeric(as.character(logreg.data[,1])) 
 anno = data.frame(logreg.data[,2:(ncol(logreg.data)-1)]) 
 res <- simpleLogistic(anno, Prob) 
 res = res[-1,] 



















##SUMMARY: Compile and load the C libraries for faster core routines. 





##SUMMARY: df or path_to_file containing true p-values 
full_data, 
##SUMMARY: column of full_data where actual p_values are. 
full_column_id, 
##SUMMARY: df or path_to_file containing permuted p_values 
perm_data, 
##SUMMARY: column or columns of perm_data where permuted p_values are 
perm_column_ids, 
##SUMMARY: list with alternative methods to present in output 
alt_methods, 
##SUMMARY:Number of knots used for the splines fit (minimum 3, maximum: 
min(3,number_of_points_to_fit/100)). If missing the number of knots that will be used is 
max(5,min(20,number_of_points_to_fit/1000)) 
pi_o_knots, 
##SUMMARY:Minimum and maximum knopt sizes for the splines fit (relative to the total x-axis 
range (p-values) in the fit). 
pi_o_knots_range, 
##SUMMARY:Number of iterations to be used by the splines fit. 
pi_o_iters=10000, 
##SUMMARY: Method for estimating p_star: if FALSE: p_star is quickly estimated as the argmin of 
the quotient of the local grenander p-value densities estimators; if TRUE, it is identified 
from a thorough sweep (computationally exhaustive). 
p_star_exhaustive_sweep=FALSE, 
##SUMMARY: whether the summary plot is wanted or not. 
plot=TRUE, 
##SUMMARY: threshold for significance assessments 
significance_threshold=0.05, 
##SUMMARY: report_threshold in final files and axis limit in fdrs.pdf figure. 
report_threshold=1, 
##SUMMARY: a folder with such name will be created to store results in working directory. 
output_name="outputs_PermFDR", 
##SUMMARY: whether progress messages are wanted or not 
print_messages=TRUE) 
{ 
    { 
        if(print_messages) 
        { 
            
cat("\n\n######################################################################################
#######################","\n") 
            cat("################### Sanz-Arregui-Barreiro method for controlling FDRs from a 
permuted null ##################","\n") 
            
cat("##########################################################################################
###################","\n") 
            cat("\n_______________________________STEP 1: Check & load input 
data_______________________________________________\n") 
            cat("\nChecking inputs...\n") 
        } 
         
        flag_debug_august=1 
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        ##1. Declare check_error_vector, perm_fdr_plot & pi_o_fit internal functions. 
       perm_fdr_plot=function (plots){ 
             
            rel_heights <- c(1,1,1,1) 
            rel_widths <- 1 
            scale <- c(1,1,1,1) 
            rows = 4 
            cols = 1 
             
            grobs <- lapply(plots, function(x) {ggplot2::ggplotGrob(x)}) 
            num_widths <- unique(lapply(grobs, function(x) { 
                length(x$widths) 
            })) 
            num_widths[num_widths == 0] <- NULL 
            max_widths <- do.call(grid::unit.pmax, lapply(grobs, 
            function(x) { 
                x$widths 
            })) 
             
            for (i in 1:4) { 
                grobs[[i]]$widths <- max_widths 
            } 
            
            x_deltas <- rel_widths/sum(rel_widths) 
            y_deltas <- rel_heights/sum(rel_heights) 
            xs <- cumsum(rel_widths)/sum(rel_widths) - x_deltas 
            ys <- 1 - cumsum(rel_heights)/sum(rel_heights) 
            ggdraw=function (plot = NULL) 
            { 
                theme_nothing=function(base_size = 12, base_family = "") 
                { 
                    theme_grey(base_size = 12, base_family = "") %+replace% 
                    theme(rect = element_rect(fill = "transparent", colour = NA, 
                    color = NA, size = 0, linetype = 0), line = element_blank(), 
                    text = element_blank(), title = element_blank(), 
                    panel.background = element_blank(), axis.ticks.length = grid::unit(0, 
                    "lines"), legend.position = "none", panel.margin = grid::unit(c(0, 
                    0, 0, 0), "lines"), plot.margin = grid::unit(c(0, 
                    0, 0, 0), "lines")) 
                } 
                 
                d <- data.frame(x = 0:1, y = 0:1) 
                p <- ggplot(d, aes_string(x = "x", y = "y")) + scale_x_continuous(limits = c(0, 
                1), expand = c(0, 0)) + scale_y_continuous(limits = c(0, 
                1), expand = c(0, 0)) + theme_nothing() + labs(x = NULL,y = NULL) 
                if (!is.null(plot)) { 
                    if (methods::is(plot, "ggplot")){ 
                        g<-ggplot2::ggplotGrob(plot) 
                    }else if (methods::is(plot, "gtable")){ 
                        g<-plot 
                    }else{ 
                        stop('Argument needs to be of class "ggplot" or "gtable"' ) 
                    } 
                    plot.grob <- grid::grobTree(g) 
                    p <- p + annotation_custom(plot.grob) 
                } 
                p 
            } 
            p <- ggdraw() 
            col_count <- 0 
            row_count <- 1 
            for (i in 1:(rows * cols)) { 
                if (i > 4) 
                break 
                x_delta <- x_deltas[col_count + 1] 
                y_delta <- y_deltas[row_count] 
                width <- x_delta * scale[i] 
                height <- y_delta * scale[i] 
                x_off <- (x_delta - width)/2 
	 XCIV	
                y_off <- (y_delta - height)/2 
                x <- xs[col_count + 1] + x_off 
                y <- ys[row_count] + y_off 
                draw_grob=function (grob, x = 0, y = 0, width = 1, height = 1) 
                { 
                    annotation_custom(grid::grobTree(grob), xmin = x, xmax = x + width, ymin = 
y, ymax = y + height) 
                } 
                 
                p <- p + draw_grob(grid::grobTree(grobs[[i]]),x,y,width,height) 
                col_count <- col_count + 1 
                if (col_count >= cols) { 
                    col_count <- 0 
                    row_count <- row_count + 1 
                } 
            } 
            p 
        } 
        
pi_o_fit=function(stats_array,pi_hat,pi_o_knots,pi_o_iters,pi_o_knots_range,trend,full_number,p
erm_number,silent=FALSE,constraint_matrix=NULL){ 
             
            if(pi_o_knots==0){ 
                #pi_o_knots=min(30,as.integer(2+(28/3)*log(length(stats_array)/10))) 
                pi_o_knots=min(20,as.integer(2+3*log10(length(stats_array)/10))) 
                if(silent==FALSE)cat("Fitting pi_o with ",pi_o_knots," knots") 
            } 
            if(all(pi_o_knots_range==c(0,0))){ 
                #pi_o_knots_range=c(1e-12,1) 
                pi_o_knots_range=c(0,1) 
 
            } 
             
            p_star=stats_array[length(stats_array)] 
            p_star_index=length(stats_array) 
             
            if(trend=="decrease"|trend=="none_left") 
            { 
                if(missing(constraint_matrix)) 
                
#constraint_matrix=as.matrix(data.frame(c(0,2),c(0,p_star),c((full_number/perm_number),0))) 
                constraint_matrix=as.matrix(data.frame(c(2),c(p_star),c(0))) 
 
                width_last_one_per_thousand_quantile=p_star-
stats_array[as.integer(length(stats_array)*0.999)] 
            }else if(trend=="increase"|trend=="none_right"){ 
                 
                if(missing(constraint_matrix)) 
                #constraint_matrix=as.matrix(data.frame(c(0,2),c(1,stats_array[1]),c((1-
full_number)/(1-perm_number),0))) 
                constraint_matrix=as.matrix(data.frame(c(2),c(stats_array[1]),c(0))) 
                
width_last_one_per_thousand_quantile=stats_array[as.integer(length(stats_array)*0.001)]-
stats_array[1] 
            } else{ 
                if(missing(constraint_matrix)) 
                #constraint_matrix=as.matrix(data.frame(c(2),c(p_star),c(0))) 
                
constraint_matrix=as.matrix(data.frame(c(0,2),c(stats_array[1],p_star),c((full_number/perm_numb
er),0))) 
                width_last_one_per_thousand_quantile=p_star-
stats_array[as.integer(length(stats_array)*0.999)] 
            } 
             
             
            if(trend %in% c("none_left","none_right")) trend="none" 
             
            df<-data.frame(stats_array,pi_hat) 
            write.table(df,paste0(output_name,"/cobs_input.txt")) 
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            range=abs(stats_array[1]-stats_array[length(stats_array)]) 
            max_res=range*max(pi_o_knots_range) 
            min_res=range*min(pi_o_knots_range) 
             
            if((trend %in% c("decrease","increase")) & 
max_res<width_last_one_per_thousand_quantile) 
            { 
                max_res=width_last_one_per_thousand_quantile 
                if(silent==FALSE)cat(paste0("Fitting true null fraction to a spline with knots 
in a range between ",min_res," and ",max_res,"\n")) 
                if(silent==FALSE)cat(paste0("(Note: maximum knot size augmented to ",max_res," 
from proposed input to allow the closest knot to p_star to cover the 1 per 1000 of the data at 
least)"),"\n") 
            }else{ 
                if(silent==FALSE)cat(paste0("Fitting true null fraction to a spline with knots 
in a range between ",min_res," and ",max_res,"\n")) 
            } 
            nknots=pi_o_knots 
             
            repeat{ 
                knots=stats_array[1] 
                index_last_knot=1 
                step=as.integer(p_star_index/nknots) 
                 
                repeat 
                { 
                    past_index=index_last_knot 
                    keep_going=(index_last_knot+step)<p_star_index 
                    if(keep_going==1){ 
                        anchura_quantile=stats_array[as.integer(index_last_knot+step)]-
knots[length(knots)] 
                        end=stats_array[index_last_knot+step] 
                        end_index=index_last_knot+step 
                    }else{ 
                        anchura_quantile=p_star-knots[length(knots)] 
                        end=p_star 
                        end_index=p_star_index 
                    } 
                    if(anchura_quantile<min_res){ 
                        knots=c(knots,min(knots[length(knots)]+min_res,p_star)) 
                        if(length(which(stats_array>=knots[length(knots)]))>0) 
                        { 
                            index_last_knot=which(stats_array>=knots[length(knots)])[1] 
                        }else{ 
                            index_last_knot=p_star_index 
                            break; 
                        } 
                    }else{ 
                        if(anchura_quantile>max_res){ 
                            knots=c(knots,knots[length(knots)]+max_res) 
                            if(length(which(stats_array>=knots[length(knots)]))>0) 
                            { 
                                index_last_knot=which(stats_array>=knots[length(knots)])[1] 
                            }else{ 
                                index_last_knot=p_star_index 
                                break; 
                            } 
                        }else{ 
                            knots<-c(knots,end) 
                            index_last_knot=end_index 
                            if(end==1){break} 
                        } 
                    } 
                    if((p_star-knots[length(knots)])<0.2*(knots[length(knots)]-
knots[length(knots)-1])) 
                    { 
                        knots[length(knots)]=p_star 
                        index_last_knot=length(knots) 
                        break 
                    } 
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                } 
                if(length(knots)>=pi_o_knots){ 
                    break 
                }else{nknots=nknots+1} 
            } 
         
            if(silent==FALSE){ 
                f_hat<-
cobs(stats_array,pi_hat,knots=knots,constraint=trend,pointwise=constraint_matrix,maxiter=pi_o_i
ters,print.warn=FALSE,print.mesg=FALSE) 
            }else{ 
                f_hat<-
suppressWarnings(cobs(stats_array,pi_hat,knots=knots,constraint=trend,pointwise=constraint_matr
ix,maxiter=pi_o_iters,print.warn=FALSE,print.mesg=FALSE)) 
            } 
            return(f_hat) 
        } 
        check_error_vector=function(error_vector,flag_error){ 
            for(i in 1:length(error_vector)) 
            { 
                if(nchar(error_vector[i])>0) 
                { 
                    cat(error_vector[i]) 
                    flag_error=1 
                } 
            } 
        } 
         
        ##SUMMARY 2. Check plot output_name format: possible warning: it's not a single logical 
value: will be set to TRUE then. 
        { 
            warning_output_name=vector(mode = "character", length = 1) 
            if(typeof(output_name)!="character"| length(output_name)!=1) 
            { 
                warning_output_name[1]=paste0("WARNING: Invalid argument output_name: Outputs 
will be saved in: ",getwd(),"/outputs_PermFDR\n") 
                output_name="outputs_PermFDR" 
            } 
            if(output_name==""){ 
                command="mkdir -p outputs_PermFDR" 
                output_name="outputs_PermFDR" 
                warning_output_name[1]=paste0("WARNING: Invalid argument output_name: Outputs 
will be saved in: ",getwd(),"/outputs_PermFDR\n") 
                system(command) 
            }else{ 
                command=paste0("mkdir -p ",output_name) 
                system(command) 
            } 
            if(nchar(warning_output_name)>0) cat(warning_output_name) 
        } 
        ##SUMMARY: 3. Check full_data & full_column_id inputs formats: 
        ##For full_data: possible errors: 
        ##1. Missing argument. 
        ##2. Bad-format argument (neither df nor file). 
        ##3. If file, and the file is absent or impossible to load: invalid file. 
        ##4: if file: bad parsing. 
        ##5: Not numeric, or values outside interval [0,1] in tests column (invalid p-values). 
        ##For full_column_id: possible errors. 
        ##1. Missing argument. 
        ##2. Bad-format argument (neither column name or ordinal). 
        ##3. Out-of-range argument(column name or ordinal that doesn't match with present 
columns ids in full_data 
        { 
            error_full_data=vector(mode = "character", length = 1) 
            error_full_column_id=vector(mode = "character", length = 1) 
            if(missing(full_data)){ 
                error_full_data[1]="ERROR: Absent argument full_data.\n" 
            }else if((typeof(full_data)!="character"|(typeof(full_data)=="character" & 
length(full_data)>1)) & is.data.frame(full_data)==FALSE){ 
	 XCVII	
                error_full_data[1]="ERROR: Invalid argument full_data: must be a data frame or 
a path to a file.\n" 
            }else if(typeof(full_data)=="character"){ 
                full_data_is_file=1 
                #Check wether a rownames column is present: NOTE that a colnames row is needed 
                head=try(read.table(full_data,nrows=2,header=TRUE),silent=TRUE) 
                head_2=try(read.table(full_data,nrows=2,header=FALSE),silent=TRUE) 
                if(is(head,"try-error")) 
                {error_full_data[1]=paste0("ERROR: Invalid argument full_data: file: 
",full_data," is missing or bad formatted.\n") 
                }else{ 
                    if(is(head_2,"try-error")) { 
                        rownames_flag_full=1 
                    }else{ 
                        rownames_flag_full=0 
                    } 
                    columns_full_data=ncol(head)+rownames_flag_full 
                } 
                 
                #Check if full_column_id argument matches a column in full_data file 
                if(nchar(error_full_data[1])==0) 
                { 
                    if(missing(full_column_id)){ 
                        error_full_column_id[1]="ERROR: Absent argument full_column_id.\n" 
                    }else if((typeof(full_column_id)!="character" & 
typeof(full_column_id)!="double") | length(full_column_id)>1){ 
                        error_full_column_id[1]="ERROR: Invalid argument full_column_id: must 
be a valid column identificator (column name or integer ordinal index)\n" 
                    }else if(typeof(full_column_id)=="character"){ 
                        buffer=which(colnames(head) %in% full_column_id) 
                        if(length(buffer)!=1) error_full_column_id[1]=paste0("ERROR: Invalid 
argument full_column_id:\n","Column name introduced: ",full_column_id," was not found in 
full_data file: ",full_data,".\n") 
                    }else if(full_column_id%%1!=0){ 
                        error_full_column_id[1]="ERROR: Invalid argument full_column_id: must 
be a valid column identificator (column name or integer ordinal index)\n" 
                    }else if(full_column_id<1 | full_column_id>ncol(head)) 
                    { 
                        error_full_column_id[1]=paste0("ERROR:  Invalid argument 
full_column_id:\nColumn ordinal: ",full_column_id," is out of range: full_data file contains 
",ncol(head)," columns.\n") 
                    }else{ 
                        buffer=full_column_id 
                    } 
                    full_column_id=buffer+rownames_flag_full 
                } 
                 
                #If everything is yet, now check file parsing and get number of rows: 
                if(nchar(error_full_data[1])==0 & nchar(error_full_column_id[1])==0) 
                { 
                    fields=ncol(head) 
                    if(rownames_flag_full==1) fields=fields+1 
                    if(print_messages){cat("Checking full_data file...\n")} 
                    ##This will do the following: 
                    ##Keep track of max_p and min_p 
                    ##Print one line per bad-parsed line. 
                    ## IF any value outside interval [0,1] is found standing for a p-value: 
flag_badp=1 
                    ## Print a final 4 lines with NR (number of rows in file (number of tests 
plus one for the colnames)) min_p, max_p, flag_badp 
                     
                    command=paste0("awk 'BEGIN{RS=\"\\r\";print 1;}{if(NR>1){print NR; exit 
0;}}' ",full_data,"> parsing_full1_",output_name,".txt") 
                    system(command) 
                    full_parsing_name<-paste0("parsing_full1_",output_name,".txt") 
                    parsing=read.table(full_parsing_name,header=FALSE) 
                    if(nrow(parsing)==2){ 
                        command=paste0("awk 'BEGIN 
{max=",fields,";flag_bad_p=0;RS=\"\\r\";min_stat=1;max_stat=0} {if(NF!=max) {print 
NR;}if(NR>1){if(($",full_column_id,"<0)||($",full_column_id,"!~ '/^[0-9.eE+'-
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']*$/')||($",full_column_id,">1))  {flag_bad_p=1; exit 0;}} if(NR>1) 
{if(($",full_column_id,"<min_stat)&&($",full_column_id,">0))  
min_stat=$",full_column_id,";if($",full_column_id,">max_stat) max_stat=$",full_column_id,";}} 
END{print NR; print min_stat; print max_stat; print flag_bad_p}' ",full_data," > 
parsing_full_",output_name,".txt\n") 
                        system(command) 
                    }else{ 
                        command=paste0("awk 'BEGIN{RS=\"\\n\";print 1;}{if(NR>1){print NR; exit 
0;}}' ",full_data,"> parsing_full2_",output_name,".txt") 
                        system(command) 
                        full_parsing_name<-paste0("parsing_full2_",output_name,".txt") 
                        parsing=read.table(full_parsing_name,header=FALSE) 
                        if(nrow(parsing)==2){ 
                           command=paste0("awk 'BEGIN 
{max=",fields,";flag_bad_p=0;RS=\"\\n\";min_stat=1;max_stat=0} {if(NF!=max) {print 
NR;}if(NR>1){if(($",full_column_id,"<0)||($",full_column_id,"!~ '/^[0-9.eE+'-
']*$/')||($",full_column_id,">1))  {flag_bad_p=1; exit 0;}} if(NR>1) 
{if(($",full_column_id,"<min_stat)&&($",full_column_id,">0))  
min_stat=$",full_column_id,";if($",full_column_id,">max_stat) max_stat=$",full_column_id,";}} 
END{print NR; print min_stat; print max_stat; print flag_bad_p}' ",full_data," > 
parsing_full_",output_name,".txt\n") 
                           system(command) 
                        }else{ 
                            error_full_data[1]="ERROR: Invalid argument full_data\n" 
                        } 
                    } 
                    full_parsing_name<-paste0("parsing_full_",output_name,".txt") 
                    parsing=read.table(full_parsing_name,header=FALSE) 
                    ##Lines that the file will have by default: the final 4 lines plus another 
one (indicating that the first row contains one field less than the default) if a rownames 
column is present. 
                    parsing_lines=4+rownames_flag_full 
                    if(nrow(parsing)>parsing_lines) 
                    {error_full_data[1]="ERROR: Invalid argument full_data: bad parsing.\n" 
                    }else{ 
                        full_tests=as.double(parsing[nrow(parsing)-3,1])-1 
                        processed_tests=full_tests 
                         
                        min_stat=parsing[nrow(parsing)-2,1] 
                        max_stat=parsing[nrow(parsing)-1,1] 
                        if(parsing[nrow(parsing),1]==1) 
                        {error_full_data[1]=paste0("ERROR: Invalid p-values (non-numeric and/or 
out of range) at full_data file:",full_data,".\n")} 
                    } 
                    rm(parsing) 
                } 
            }else if (is.data.frame(full_data)==TRUE){ 
                 
                full_data_is_file=0 
                 
                #Check if full_column_id argument matches a column in full_data dataframe 
                if(missing(full_column_id)){ 
                    error_full_column_id[1]="ERROR: Absent argument full_column_id.\n" 
                }else if((typeof(full_column_id)!="character" & 
typeof(full_column_id)!="double") | length(full_column_id)>1){ 
                    error_full_column_id[1]="ERROR: Invalid argument full_column_id: must be a 
valid column identificator (column name or integer ordinal index)\n" 
                }else if(typeof(full_column_id)=="character") 
                { 
                    buffer=which(colnames(full_data) %in% full_column_id) 
                    if(length(buffer)!=1) 
                    error_full_column_id[1]=paste0("ERROR: Invalid argument 
full_column_id:\nColumn name introduced: ",full_column_id," was not found in full_data 
dataframe.\n") 
                }else if(full_column_id%%1!=0){ 
                    error_full_column_id[1]="ERROR: Invalid argument full_column_id: must be a 
valid column identificator (column name or integer ordinal index)\n" 
                }else if(full_column_id<1 | full_column_id>ncol(full_data)) 
                { 
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                    error_full_column_id[1]=paste0("ERROR:  Invalid argument 
full_column_id:\nColumn ordinal: ",full_column_id," is out of range: full_data file contains 
",ncol(full_data)," columns.\n") 
                }else{ 
                    buffer=full_column_id 
                } 
                 
                if(nchar(error_full_column_id[1])==0) 
                { 
                    full_column_id=buffer 
                    failed_full_entries=length(which(is.na(full_data[,full_column_id]) | 
(full_data[,full_column_id]<0) | (full_data[,full_column_id]>1))) 
                    if(failed_full_entries>0) {error_full_data[1]="ERROR: Invalid p-values at 
full_data dataframe (non-numeric and/or out of range).\n"} 
                } 
                 
                if(nchar(error_full_column_id[1])==0 & nchar(error_full_data[1])==0) 
                { 
                    full_tests=nrow(full_data) 
                    processed_tests=full_tests 
                } 
            } 
            check_error_vector(error_full_data,flag_error) 
            check_error_vector(error_full_column_id,flag_error) 
        } 
        ##SUMMARY: 4 Check perm_data & perm_column_ids inputs formats: 
        ##For perm_data: possible errors: 
        ##1. Missing argument. 
        ##2. Bad-format argument (neither df nor file). 
        ##3. If file, and the file is absent or impossible to load: invalid file. 
        ##4: if file: bad parsing. 
        ##5: Not numeric, or values outside interval [0,1] in tests column (invalid p-values). 
        ##For perm_column_ids: possible errors. 
        ##1. Missing argument. 
        ##2. Bad-format argument (neither vector of column names or ordinals or atring "all"). 
        ##3. The argument contains out-of-range entries (column name or ordinal that doesn't 
match with present columns ids in perm_data 
        { 
            error_perm_data=vector(mode = "character", length = 1) 
            error_perm_column_id=vector(mode = "character", length = 1) 
            if(missing(perm_data)){ 
                error_perm_data[1]="ERROR: Absent argument perm_data.\n" 
            }else if((typeof(perm_data)!="character"|(typeof(perm_data)=="character" & 
length(perm_data)>1)) & is.data.frame(perm_data)==FALSE){ 
                error_perm_data[1]="ERROR: Invalid argument perm_data: must be a data frame or 
a path to a file.\n" 
            }else if(typeof(perm_data)=="character"){ 
                perm_data_is_file=1 
                #Check wether a rownames column is present: NOTE that a colnames row is needed 
                head=try(read.table(perm_data,nrows=2,header=TRUE),silent=TRUE) 
                head_2=try(read.table(perm_data,nrows=2,header=FALSE),silent=TRUE) 
                if(is(head,"try-error")) 
                {error_perm_data[1]=paste0("ERROR: Invalid argument perm_data: file: 
",perm_data,"missing file or bad formatted.\n") 
                }else{ 
                    if(is(head_2,"try-error")){ 
                        rownames_flag_perm=1 
                    }else{ 
                        rownames_flag_perm=0 
                    } 
                    columns_perm_data=ncol(head)+rownames_flag_perm 
                } 
                 
                #Check if all entries in perm_column_id argument match columns in perm_data 
file 
                if(nchar(error_perm_data[1])==0) 
                { 
                    if(missing(perm_column_ids)){ 
                        error_perm_column_ids[1]="ERROR: Absent argument perm_column_ids.\n" 
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                    }else if(typeof(perm_column_ids)!="character" & 
(typeof(perm_column_ids)!="double")){ 
                        error_perm_column_ids[1]="ERROR: Invalid argument perm_column_ids: must 
be a vector of valid column identificators (column names, integer ordinal indexes or 
\"all\")\n" 
                    }else if(typeof(perm_column_ids)=="character") 
                    { 
                        if(perm_column_ids=="all") 
                        {buffer=c(1:(columns_perm_data-rownames_flag_perm)) 
                        }else{ 
                            buffer=which(colnames(head) %in% perm_column_ids) 
                            not_found=which(!(perm_column_ids %in% colnames(head))) 
                            if(length(not_found)>0) 
                            error_perm_column_id[1]="ERROR: Invalid entries at perm_column_ids: 
names of columns introduced not found in perm_data.\n" 
                        } 
                    }else if(sum(perm_column_ids%%1)!=0){ 
                        error_perm_column_id[1]="ERROR: Invalid argument perm_column_ids: must 
be a vector of valid column identificators (column names, integer ordinal indexes or 
\"all\")\n" 
                    }else{ 
                        valid_set=which((perm_column_ids>0)&(perm_column_ids<(ncol(head)+1))) 
                        buffer=perm_column_ids[valid_set] 
                        if(length(valid_set)<length(perm_column_ids)) 
                        error_perm_column_id[1]="ERROR: Invalid entries at perm_column_ids: out 
of range column ordinals introduced.\n" 
                    } 
                    perm_column_ids=buffer+rownames_flag_perm 
                } 
                 
                #Check file parsing and get number of rows: 
                if(nchar(error_perm_data[1])==0 & nchar(error_perm_column_id[1])==0) 
                { 
                    fields=ncol(head) 
                    if(rownames_flag_perm==1) fields=fields+1 
                    if(print_messages){cat("Checking perm_data file...\n")} 
                     
                    command=paste0("awk 'BEGIN{RS=\"\\r\";print 1;}{if(NR>1){print NR; exit 
0;}}' ",perm_data,"> parsing_perm1_",output_name,".txt") 
                    system(command) 
                    perm_parsing_name<-paste0("parsing_perm1_",output_name,".txt") 
                    parsing=read.table(perm_parsing_name,header=FALSE) 
                    if(nrow(parsing)==2){ 
                        command=paste0("awk 'BEGIN {max=",fields,";flag_bad_p=0;RS=\"\\r\";} 
{if(NF!=max) {print NR;}if(NR>1){if(($",perm_column_ids[1],"<0)||($",perm_column_ids[1],"!~ 
'/^[0-9.eE+'-']*$/')||($",perm_column_ids[1],">1)") 
                        if(length(perm_column_ids)>1){ 
                            for(i in 2:length(perm_column_ids)) 
                            
command=paste0(command,"||($",perm_column_ids[i],"<0)||($",perm_column_ids[i],"!~ '/^[0-9.e+'-
']*$/')||($",perm_column_ids[i],">1) ") 
                        } 
                        command=paste0(command,"){flag_bad_p=1; exit 0;}}} END{print NR; print 
flag_bad_p}' ",perm_data," > parsing_perm_",output_name,".txt\n") 
                        system(command) 
                    }else{ 
                        command=paste0("awk 'BEGIN{RS=\"\\n\";print 1;}{if(NR>1){print NR; exit 
0;}}' ",perm_data,"> parsing_perm2_",output_name,".txt") 
                        system(command) 
                        perm_parsing_name<-paste0("parsing_perm2_",output_name,".txt") 
                        parsing=read.table(perm_parsing_name,header=FALSE) 
                        if(nrow(parsing)==2){ 
                            command=paste0("awk 'BEGIN 
{max=",fields,";flag_bad_p=0;RS=\"\\n\";} {if(NF!=max) {print 
NR;}if(NR>1){if(($",perm_column_ids[1],"<0)||($",perm_column_ids[1],"!~ '/^[0-9.eE+'-
']*$/')||($",perm_column_ids[1],">1)") 
                            if(length(perm_column_ids)>1){ 
                                for(i in 2:length(perm_column_ids)) 
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command=paste0(command,"||($",perm_column_ids[i],"<0)||($",perm_column_ids[i],"!~ '/^[0-9.e+'-
']*$/')||($",perm_column_ids[i],">1) ") 
                            } 
                            command=paste0(command,"){flag_bad_p=1; exit 0;}}} END{print NR; 
print flag_bad_p}' ",perm_data," > parsing_perm_",output_name,".txt\n") 
                            system(command) 
                        }else{ 
                            error_perm_data[1]="ERROR: Invalid argument perm_data\n" 
                        } 
                    } 
                     
                    perm_parsing_name<-paste0("parsing_perm_",output_name,".txt") 
                    parsing=read.table(perm_parsing_name,header=FALSE) 
                    parsing_lines=2+rownames_flag_perm 
                    if(nrow(parsing)>parsing_lines) 
                    { 
                        error_perm_data[1]="ERROR: Invalid argument perm_data: bad parsing.\n" 
                        return(0) 
                    }else 
                    { 
                        perm_tests=(parsing[nrow(parsing)-1,1]-1)*length(buffer) 
                        processed_perm_tests=perm_tests 
                         
                        if(parsing[nrow(parsing),1]==1) 
                        {error_perm_data[1]="ERROR: Invalid p-values at perm_data file (non-
numeric and/or out of range).\n"} 
                         
                        rm(parsing) 
                    } 
                } 
            } else if (is.data.frame(perm_data)==TRUE){ 
                perm_data_is_file=0 
                #Check if all entries in perm_column_id argument match columns in perm_data 
dataframe 
                if(missing(perm_column_ids)){ 
                    error_perm_column_ids[1]="ERROR: Absent argument perm_column_ids.\n" 
                }else if(typeof(perm_column_ids)!="character" & 
(typeof(perm_column_ids)!="double")){ 
                    error_perm_column_ids[1]="ERROR: Invalid argument perm_column_ids: must be 
a vector of valid column identificators (column names, integer ordinal indexes or \"all\")\n" 
                }else if(typeof(perm_column_ids)=="character") 
                { 
                    if(perm_column_ids=="all") 
                    { 
                        buffer=c(1:ncol(perm_data)) 
                    }else{ 
                        buffer=which(colnames(perm_data) %in% perm_column_ids) 
                        not_found=which(!(perm_column_ids %in% colnames(perm_data))) 
                        if(length(buffer)==0 | length(not_found)>0) 
                        error_perm_column_id[1]="ERROR: Invalid entries at perm_column_ids: 
names of columns introduced not found in perm_data.\n" 
                    } 
                     
                }else if(sum(perm_column_ids%%1)!=0){ 
                    error_perm_column_id[1]="ERROR: Invalid argument perm_column_ids: must be a 
vector of valid column identificators (column names, integer ordinal indexes or \"all\")\n" 
                }else 
                { 
                    valid_set=which((perm_column_ids>0)&(perm_column_ids<(ncol(perm_data)+1))) 
                    buffer=perm_column_ids[valid_set] 
                    if(length(valid_set)<length(perm_column_ids)) 
                    error_perm_column_id[1]="ERROR: Invalid entries at perm_column_ids:out of 
range column ordinals introduced.\n" 
                } 
                perm_column_ids=buffer 
                 
                failed_perm_entries=length(which(is.na(perm_data[,perm_column_ids]) | 
(perm_data[,perm_column_ids]<0) | (perm_data[,perm_column_ids]>1))) 
	 CII	
                if(failed_perm_entries>0) {error_perm_data[1]="ERROR: Invalid p-values at full 
data file (non-numeric and/or out of range).\n"} 
                 
                if(nchar(error_perm_column_id[1])==0 & nchar(error_perm_data[1])==0) 
                { 
                    #when a df is provided all data is sampled: 
                    #load only columns of interest in perm_data into a vector 
                    perm_data=unlist(perm_data[,perm_column_ids]) 
                    perm_tests=length(perm_data) 
                    processed_perm_tests=perm_tests 
                    perm_data=perm_data[order(as.double(perm_data))] 
                    perm_data<-as.double(as.character(perm_data)) 
                } 
            } 
            check_error_vector(error_perm_data,flag_error) 
            check_error_vector(error_perm_column_id,flag_error) 
        } 
         
        ##SUMMARY: 5 Check alt_methods input format: possible warning: bad format, none or some 
of the entries do not match one of the possible values: alt_methods set to the subset of valid 
entries, if any. 
        { 
            warning_alt_methods=vector(mode = "character", length = 1) 
            valid_alt_methods=c("Fdr_ST","Fndr_ST","Fdr_BH_unif","Fdr_BH_perm","Fdr_MV","BF") 
            if(missing(alt_methods)){alt_methods="none"} 
            set_alt_methods=which(alt_methods %in% valid_alt_methods) 
            if(typeof(alt_methods)!="character") 
            { 
                alt_methods="none" 
                warning_alt_methods[1]="WARNING: Invalid argument alt_methods: if any, it must 
be a vector containing some of the alternative methods ids: 
'Fdr_ST','Fndr_ST','Fdr_BH_unif','Fdr_BH_perm','Fdr_MV','BF'; no alternative fdrs estimator 
will be computed.\n" 
            }else if(length(alt_methods)>length(set_alt_methods)){ 
                if(length(set_alt_methods)==0){ 
                    alt_methods="none" 
                    warning_alt_methods[1]="WARNING: Invalid entries at alt_methods: 
alt_methods set to 'none'\n" 
                }else{ 
                    alt_methods=alt_methods[set_alt_methods] 
                    warning_alt_methods[1]="WARNING: Invalid entries at alt_methods; 
alt_methods set to:" 
                    for(i in 1:length(alt_methods)) 
                    warning_alt_methods[1]=paste0(warning_alt_methods[1],"'",alt_methods[i],"' 
") 
                    warning_alt_methods[1]=paste0(warning_alt_methods[1],".\n") 
                } 
            } 
            if(nchar(warning_alt_methods)>0) cat(warning_alt_methods) 
        } 
        ##SUMMARY: 6 Check pi_o_knot and pi_o_knots_range formats: possible warnings: 
        ## pi_o_knots it's not a single integer value: will be set to 0 then (to be chose 
authomatically) 
        ##And or pi_o_knots_range is not a vector of two numbers between 0 and 1: set to zero 
then (to be chose authomatically) 
         
        warning_pi_o_knots=vector(mode = "character", length = 1) 
         
        if(missing(pi_o_knots)){pi_o_knots=0}else{ 
            if(!is.numeric(pi_o_knots)|length(pi_o_knots)!=1|pi_o_knots%%1!=0) 
            { 
                warning_pi_o_knots[1]=paste0("WARNING: invalid argument pi_o_knots: must be a 
single integer value. The number of knots will be calculated automatically\n") 
                pi_o_knots=0 
            }else if(pi_o_knots<2|pi_o_knots>processed_tests/10) 
            { 
                warning_pi_o_knots[1]=paste0("WARNING: invalid argument pi_o_knots (out of 
range): The number of knots will be calculated automatically\n") 
                pi_o_knots=0 
            } 
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        } 
         
         
        if(!missing(pi_o_knots_range)){ 
            if(!is.numeric(pi_o_knots_range)| length(pi_o_knots_range)!=2 | 
length(which(pi_o_knots_range<0|pi_o_knots_range>1))>0){ 
                if(length(warning_pi_o_knots)>1) 
                { 
                    warning_pi_o_knots[1]="WARNING: Invalid pi_o_knot and pi_o_knots_range 
arguments: the number and sizes of knots for pi_o fit will be chosen automatically.\n" 
                }else{ 
                    warning_pi_o_knots[1]="WARNING: Invalid pi_o_knots_range argument: the 
allowed knot range for pi_o fit will be chosen automatically.\n"} 
                pi_o_knots_range=c(0,0) 
            } 
        }else{pi_o_knots_range=c(0,0)} 
        if(nchar(warning_pi_o_knots)>0) cat(warning_pi_o_knots) 
         
        warning_pi_o_knots=vector(mode = "character", length = 1) 
        flag=0 
        if(missing(pi_o_knots)){pi_o_knots=0}else{ 
            if(!is.numeric(pi_o_knots)|length(pi_o_knots)!=1|pi_o_knots%%1!=0) 
            { 
                warning_pi_o_knots[1]=paste0("WARNING: invalid argument pi_o_knots: must be a 
single integer value. The number of knots will be calculated automatically\n") 
                pi_o_knots=0 
            }else if(pi_o_knots<3|pi_o_knots>processed_tests/100) 
            { 
                warning_pi_o_knots[1]=paste0("WARNING: invalid argument pi_o_knots (out of 
range): The number of knots will be calculated automatically\n") 
                pi_o_knots=0 
            } 
            if(nchar(warning_pi_o_knots)>0) cat(warning_pi_o_knots) 
        } 
         
        ##SUMMARY: 7 Check pi_o_iters input format: possible warning: it's not a single numeric 
value, or it is not integer. In that case, put to 10000. 
        { 
            warning_pi_o_iters=vector(mode = "character", length = 1) 
            if(!is.numeric(pi_o_iters)|length(pi_o_iters)!=1|pi_o_iters%%1!=0) 
            { 
                warning_pi_o_iters[1]=paste0("WARNING: invalid argument pi_o_iters: must be a 
single integer value. Set to 10000\n") 
                pi_o_iters=10000 
            } 
            if(nchar(warning_pi_o_iters)>0) cat(warning_pi_o_iters) 
        } 
        ##SUMMARY: 8 Check p_star_exhaustive_sweep input format: possible warning: it's not a 
single logical value: will be set to TRUE then. 
        { 
            warning_p_star_exhaustive_sweep=vector(mode = "character", length = 1) 
            if(typeof(p_star_exhaustive_sweep)!="logical"| length(p_star_exhaustive_sweep)!=1) 
            { 
                warning_p_star_exhaustive_sweep[1]=paste0("WARNING: invalid argument 
p_star_exhaustive_sweep: must be a logical variable, set to FALSE.\n") 
                p_star_exhaustive_sweep=FALSE 
            } 
            if(nchar(warning_p_star_exhaustive_sweep)>0) cat(warning_p_star_exhaustive_sweep) 
        } 
        ##SUMMARY: 9 Check plot input format: possible warning: it's not a single logical 
value: will be set to TRUE then. 
        { 
            warning_plot=vector(mode = "character", length = 1) 
            if(typeof(plot)!="logical"| length(plot)!=1) 
            { 
                warning_plot[1]=paste0("WARNING: invalid argument plot: must be a logical 
variable, set to TRUE.\n") 
                plot=TRUE 
            } 
            if(nchar(warning_plot)>0) cat(warning_plot) 
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        } 
        ##SUMMARY: 10 Check significance_threshold input format: possible warning: it's not a 
single numeric value value or it is not within (0,1]. Set to 0.05 then 
        { 
            warning_significance_threshold=vector(mode = "character", length = 1) 
            if(!is.numeric(significance_threshold)|length(significance_threshold)!=1) 
            { 
                warning_significance_threshold[1]=paste0("ERROR: invalid argument 
significance_threshold: must be a single numeric value in (0,1]. Set to 0.05\n") 
                significance_threshold=0.05 
            }else if(significance_threshold<=0 |significance_threshold>1){ 
                warning_significance_threshold[1]=paste0("ERROR: invalid argument 
significance_threshold: out of range: it must be a numeric value in (0,1]. Set to 0.05\n") 
                significance_threshold=0.05 
            } 
            if(nchar(warning_significance_threshold)>0) cat(warning_significance_threshold) 
        } 
        ##SUMMARY: 11 Check report_threshold input format: possible warning: it's not a single 
numeric value value or it is not within (0,1]. Set to 1 then. 
        { 
            warning_report_threshold=vector(mode = "character", length = 1) 
            if(!is.numeric(report_threshold)|length(report_threshold)!=1) 
            { 
                warning_report_threshold[1]=paste0("ERROR: invalid argument report_threshold: 
must be a single numeric value in (0,1]. Set to 1\n") 
                report_threshold=1 
            }else if(report_threshold<=0 |report_threshold>1){ 
                warning_report_threshold[1]=paste0("ERROR: invalid argument report_threshold: 
out of range: it must be a numeric value in (0,1]. Set to 1\n") 
                report_threshold=1 
            } 
            if(nchar(warning_report_threshold)>0) cat(warning_report_threshold) 
        } 
        ##SUMMARY: 12 Check print_messages input format: possible warning: it's not a single 
logical value: will be set to TRUE then. 
        { 
            warning_print_messages=vector(mode = "character", length = 1) 
            if(typeof(print_messages)!="logical"| length(print_messages)!=1) 
            { 
                warning_output_name[1]=paste0("WARNING: invalid argument print_messages: must 
be a logical variable, set to TRUE.\n") 
                print_messages=TRUE 
            } 
            if(nchar(warning_print_messages)>0) cat(warning_print_messages) 
        } 
         
        if(exists("flag_error")) return(0) 
        reference_size=min(processed_tests,100000) 
         
        #Other warnings: 
        warning_full_size=vector(mode = "character", length = 1) 
        warning_perm_size=vector(mode = "character", length = 1) 
         
        ##There are less than 1000 tests (pi_o estimation loses roboustness, makes little sense 
to run the algorithm on files) 
        if(typeof(full_data)=="character") 
        { 
            if(processed_tests<1000) 
            { 
                if(plot==FALSE) 
                { 
                    plot=TRUE 
                    warning_full_size[1]=paste0("WARNING: few tests, you might want to load 
full_data from data.frame for non-interpolated fdr calculations.\nWARNING: pi_o stimations are 
more robust for larger number of tests. Check distributions plots. (plot set to TRUE).\n") 
                }else{ 
                    warning_full_size[1]=paste0("WARNING: few tests, you might want to load 
full_data from data.frame for non-interpolated fdr calculations.\nWARNING: pi_o stimations are 
more robust for larger number of tests. Check distributions plots.\n") 
                } 
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            }else if(processed_tests<100000){ 
                { 
                    warning_full_size[1]=paste0("WARNING: moderate number of tests: you might 
want to load full_data from data.frame for non-interpolated fdr calculations.\n") 
                } 
            } 
        }else if(processed_tests<1000) 
        { 
            if(plot==FALSE) 
            { 
                plot=TRUE 
                warning_full_size[1]=paste0("WARNING: pi_o stimations are more robust for 
larger number of tests. Check distributions plots (plot set to TRUE).\n") 
            }else{ 
                warning_full_size[1]=paste0("WARNING: few tests, pi_o stimations are more 
robust for larger number of tests. Check distributions plots.\n") 
            } 
        } 
        ##There are less than 10 permutations of the true data (might not be enough: 
fdr_Bootstrap recommended) 
        if(processed_perm_tests<10*processed_tests) 
        { 
            warning_perm_size[1]=paste0("WARNING: too few permutations: typically result in 
poor fdr resolution. You might want to run fdr_Bootstrap.\n") 
        } 
        if(nchar(warning_full_size)>0) cat(warning_full_size) 
        if(nchar(warning_perm_size)>0) cat(warning_perm_size) 
         
    } 
    if(print_messages) 
    { 
        cat("\n_______________________________STEP 2: Obtain full and permuted statistics 
distibutions______________________\n") 
    } 
     
    if(full_data_is_file) 
    { 
        grid_unif=vector(mode = "double", length = reference_size) 
        grid_log=vector(mode = "double", length = reference_size) 
        F_unif=vector(mode = "double", length = reference_size) 
        f_unif=vector(mode = "double", length = reference_size) 
        F_log=vector(mode = "double", length = reference_size) 
        f_log=vector(mode = "double", length = reference_size) 
         
        if(print_messages){cat("\nLoading actual tests distributions...\n")} 
        grids_full=.C("get_grids_full", 
        file=full_data, 
        columns=as.integer(columns_full_data), 
        full_tests=as.double(full_tests), 
        rows=as.double(processed_tests), 
        stat_column=as.integer(full_column_id), 
        grid_size=as.integer(reference_size), 
        grid_unif=grid_unif, 
        grid_log=grid_log, 
        F_log=F_log, 
        f_log=f_log, 
        F_unif=F_unif, 
        f_unif=f_unif, 
        min_stat=min_stat, 
        max_stat=max_stat, 
        zero_count=as.integer(0), 
        print_messages=print_messages, 
        rownames_flag=as.integer(rownames_flag_full)) 
         
        grid_unif<-grids_full$grid_unif 
        grid_log<-grids_full$grid_log 
        f_log<-grids_full$f_log 
        F_log<-grids_full$F_log 
        f_unif<-grids_full$f_unif 
        F_unif<-grids_full$F_unif 
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        zero_count_full<-grids_full$zero_count 
        rm(grids_full) 
         
        if(flag_debug_august==TRUE){ 
            df=data.frame(grid_unif,f_unif,F_unif,grid_log,f_log,F_log) 
            write.table(df,paste0(output_name,"/file_full_dist.txt")) 
        } 
         
    }else{ 
         
        full_data[,full_column_id]=as.double(as.matrix(full_data[,full_column_id])) 
        if(length(full_data)>1){full_data=full_data[order(full_data[,full_column_id]),]} 
        else{full_data=as.matrix(full_data[order(full_data[,full_column_id]),])} 
        zero_count_full=length(which(full_data[,full_column_id]==0)) 
        data=full_data[1:processed_tests,full_column_id] 
        grid=unique(data) 
        F=vector(mode = "double", length = length(grid)) 
        f=vector(mode = "double", length = length(grid)) 
        min_stat=grid[1] 
        max_stat=grid[length(grid)] 
         
        dist=.C("get_distribution_df", 
        data=as.double(data), 
        data_size=as.integer(full_tests), 
        processed_data_size=as.integer(processed_tests), 
        grid=as.double(grid), 
        grid_size=as.integer(length(grid)), 
        f=f, 
        F=F) 
         
        f<-dist$f 
        F<-dist$F 
        rm(dist) 
         
        if(flag_debug_august==TRUE){ 
            df=data.frame(grid,f,F) 
            write.table(df,paste0(output_name,"/df_full_dist.txt")) 
             
        } 
    } 
     
    if(perm_data_is_file) 
    { 
        if(full_data_is_file) 
        { 
            F_o_unif=vector(mode = "double", length = reference_size) 
            f_o_unif=vector(mode = "double", length = reference_size) 
            F_o_log=vector(mode = "double", length = reference_size) 
            f_o_log=vector(mode = "double", length = reference_size) 
             
            if(print_messages){cat("\nLoading permutation tests distributions...\n")} 
             
            grids_perm=.C("get_grids_perm", 
            file=perm_data, 
            columns=as.integer(columns_perm_data), 
            perm_tests=as.double(perm_tests), 
            rows=as.double(processed_perm_tests), 
            stat_columns=length(perm_column_ids), 
            stat_columns_array=as.integer(perm_column_ids), 
            grid_size=as.integer(reference_size), 
            grid_unif=grid_unif, 
            grid_log=grid_log, 
            F_o_log=F_o_log, 
            f_o_log=f_o_log, 
            F_o_unif=F_o_unif, 
            f_o_unif=f_o_unif, 
            zero_count=as.integer(0), 
            print_messages=print_messages, 
            rownames_flag=as.integer(rownames_flag_perm)) 
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            f_o_log<-grids_perm$f_o_log 
            F_o_log<-grids_perm$F_o_log 
            f_o_unif<-grids_perm$f_o_unif 
            F_o_unif<-grids_perm$F_o_unif 
            zero_count_perm<-grids_perm$zero_count 
            rm(grids_perm) 
             
            if(flag_debug_august==TRUE){ 
                df=data.frame(grid_unif,f_o_unif,F_o_unif,grid_log,f_o_log,F_o_log) 
                write.table(df,paste0(output_name,"/file_file_perm_dist.txt")) 
            } 
        }else{ 
            F_o=vector(mode = "double", length = length(grid)) 
            f_o=vector(mode = "double", length = length(grid)) 
             
            grids_perm=.C("get_grids_perm_from_data", 
            file=perm_data, 
            columns=as.integer(columns_perm_data), 
            perm_tests=as.double(perm_tests), 
            rows=as.double(processed_perm_tests), 
            stat_columns=length(perm_column_ids), 
            stat_columns_array=as.integer(perm_column_ids), 
            grid_size=as.integer(length(grid)), 
            grid=grid, 
            F_o=F_o, 
            f_o=f_o, 
            zero_count=as.integer(0), 
            print_messages=print_messages, 
            rownames_flag=as.integer(rownames_flag_perm)) 
             
            f_o<-grids_perm$f_o 
            F_o<-grids_perm$F_o 
            zero_count_perm<-grids_perm$zero_count 
            rm(grids_perm) 
             
            if(flag_debug_august==TRUE){ 
                df=data.frame(grid,f_o,F_o) 
                write.table(df,paste0(output_name,"/df_file_perm_dist.txt")) 
            } 
        } 
    }else{ 
        perm_data=perm_data[order(perm_data)] 
        zero_count_perm=length(which(perm_data==0)) 
         
        if(full_data_is_file) 
        { 
            F_o_log=vector(mode = "double", length = reference_size) 
            f_o_log=vector(mode = "double", length = reference_size) 
            F_o_unif=vector(mode = "double", length = reference_size) 
            f_o_unif=vector(mode = "double", length = reference_size) 
             
            dist_perm=.C("get_grids_perm_df", 
            perm_tests_array=as.double(as.matrix(perm_data)), 
            perm_tests=as.integer(perm_tests), 
            processed_perm_tests=as.integer(processed_perm_tests), 
            grid_size=as.integer(reference_size), 
            grid_log=grid_log, 
            grid_unif=grid_unif, 
            F_o_log=F_o_log, 
            f_o_log=f_o_log, 
            F_o_unif=F_o_unif, 
            f_o_unif=f_o_unif, 
            zero_count=as.integer(0)) 
             
            F_o_log=as.double(dist_perm$F_o_log) 
            F_o_unif=as.double(dist_perm$F_o_unif) 
            f_o_log=as.double(dist_perm$f_o_log) 
            f_o_unif=as.double(dist_perm$f_o_unif) 
            zero_count_perm<-dist_perm$zero_count 
            rm(dist_perm) 
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            if(flag_debug_august==TRUE){ 
                df=data.frame(grid_unif,f_o_unif,F_o_unif,grid_log,f_o_log,F_o_log) 
                write.table(df,paste0(output_name,"/file_df_perm_dist.txt")) 
            } 
             
        }else{ 
            F_o=vector(mode = "double", length = length(grid)) 
            f_o=vector(mode = "double", length = length(grid)) 
             
            dist_perm=.C("get_distribution_df", 
            data=as.double(perm_data), 
            data_size=as.integer(perm_tests), 
            processed_data_size=as.integer(processed_perm_tests), 
            grid=as.double(grid), 
            grid_size=as.integer(length(grid)), 
            f=f_o, 
            F=F_o) 
             
            f_o<-dist_perm$f 
            F_o<-dist_perm$F 
            rm(dist_perm) 
             
            if(flag_debug_august==TRUE){ 
                df=data.frame(grid,f_o,F_o) 
                write.table(df,paste0(output_name,"/df_df_perm_dist.txt")) 
            } 
        } 
    } 
     
    if(print_messages) 
    { 
        cat("\n_______________________________STEP 3: Obtain fraction of true negatives 
pi_o________________________________\n\n") 
    } 
     
    if(full_data_is_file) 
    { 
        F_g=vector(mode = "double", length = reference_size) 
        F_o_g=vector(mode = "double", length = reference_size) 
        f_g=vector(mode = "double", length = reference_size) 
        f_o_g=vector(mode = "double", length = reference_size) 
        fitting_goodness=vector(mode = "double", length = 2) 
        flag_grenander_choice=vector(mode = "integer", length = 2) 
         
        grid=grid_unif 
        F=F_unif 
        F_o=F_o_unif 
        f=f_unif 
        f_o=f_o_unif 
         
        if(flag_debug_august){ 
            df=data.frame(grid,F,F_o,f,f_o) 
            write.table(df,"grenander_input.txt") 
        } 
         
        if(print_messages){ cat("Estimating scaling point p*...\n")} 
         
        grenander=.C("estimate_p_star", 
        grid=grid, 
        grid_size=as.integer(reference_size), 
        F=F, 
        F_o=F_o, 
        f=f, 
        f_o=f_o, 
        F_g=F_g, 
        F_o_g=F_o_g, 
        f_g=f_g, 
        f_o_g=f_o_g, 
        index_p_star=as.integer(1), 
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        index_p_prime=as.integer(c(-1,-1)), 
        fitting_goodness=fitting_goodness, 
        flag_grenander_choice=flag_grenander_choice) 
         
         
        F_g=grenander$F_g 
        F_o_g=grenander$F_o_g 
        f_g=grenander$f_g 
        f_o_g=grenander$f_o_g 
        index_p_star_unif=grenander$index_p_star 
        index_p_prime=grenander$index_p_prime 
        fitting_goodness=grenander$fitting_goodness 
        flag_grenander_choice=grenander$flag_grenander_choice 
        rm(grenander) 
         
        p_star=grid_unif[index_p_star_unif] 
        log_max_ratio=log10(max_stat/min_stat) 
        delta_log=log_max_ratio/(reference_size-1) 
        index_p_star_log=(as.integer)(log10(p_star/min_stat)/delta_log+1) 
         
        #if(flag_debug_august) 
        #{ 
        # df=data.frame(grid,F_g,f_g,F_o_g,f_o_g) 
        # write.table(df,paste0(output_name,"/grenander.txt")) 
        #} 
    }else{ 
        F_g=vector(mode = "double", length = length(grid)) 
        F_o_g=vector(mode = "double", length = length(grid)) 
        f_g=vector(mode = "double", length = length(grid)) 
        f_o_g=vector(mode = "double", length = length(grid)) 
        fitting_goodness=vector(mode = "double", length = 2) 
        flag_grenander_choice=vector(mode = "integer", length = 2) 
        if(print_messages){cat("Estimating scaling point p*...\n")} 
        grenander=.C("estimate_p_star", 
        grid=grid, 
        grid_size=as.integer(length(grid)), 
        F=F, 
        F_o=F_o, 
        f=f, 
        f_o=f_o, 
        F_g=F_g, 
        F_o_g=F_o_g, 
        f_g=f_g, 
        f_o_g=f_o_g, 
        index_p_star=as.integer(1), 
        index_p_prime=as.integer(c(-1,-1)), 
        fitting_goodness=fitting_goodness, 
        flag_grenander_choice=flag_grenander_choice) 
         
        F_g=grenander$F_g 
        F_o_g=grenander$F_o_g 
        f_g=grenander$f_g 
        f_o_g=grenander$f_o_g 
        index_p_star=grenander$index_p_star 
        index_p_prime=grenander$index_p_prime 
        fitting_goodness=grenander$fitting_goodness 
        flag_grenander_choice=grenander$flag_grenander_choice 
        rm(grenander) 
         
        p_star=grid[index_p_star] 
    } 
     
    if(full_data_is_file){ 
        grid<-grid_unif 
        F<-F_unif 
        F_o<-F_o_unif 
        index_p_star=index_p_star_unif 
    } 
     
    #cat("debug\n"); 
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    if(flag_debug_august==TRUE) 
    { 
        df=data.frame(grid,F_g,f_g,F_o_g,f_o_g) 
        write.table(df,paste0(output_name,"/grenander.txt")) 
    } 
     
    #df=data.frame(c(1,2),fitting_goodness) 
    write.table(fitting_goodness,paste0(output_name,"/fitting_goodness.txt")) 
     
    
if(((fitting_goodness[1]<0.9)||(fitting_goodness[2]<0.9))&&(p_star_exhaustive_sweep==FALSE)){ 
        cat("WARNING: \n") 
        if(fitting_goodness[1]<0.9){cat("   True data distribution fitting goodness is 
",fitting_goodness[1],"\n")} 
        if(fitting_goodness[2]<0.9){cat("   Perm. data distribution fitting goodness is 
",fitting_goodness[2],"\n")} 
         
        cat("You might want to use p_star_exhaustive_sweep=TRUE\n") 
    } 
     
     
    if(p_star_exhaustive_sweep==FALSE) 
    { 
        if(index_p_star>length(F)/2) 
        { 
            pi_hat=vector(mode = "double", length = index_p_star) 
            pi_hat_fitted=vector(mode = "double", length = index_p_star) 
            #Introducir F_g? 
            pi_hat=(F[index_p_star]-F[1:index_p_star])/(F_o[index_p_star]-F_o[1:index_p_star]) 
            end_plateau=which(F_o==F_o[index_p_star]) 
            end_plateau=end_plateau[which(end_plateau<=index_p_star)] 
            pi_hat[end_plateau]=pi_hat[end_plateau[1]-1] 
            finite_set=which(is.finite(as.numeric(as.character(pi_hat)))) 
             
            if(flag_debug_august==TRUE){ 
                df=data.frame(x=grid[finite_set],y=pi_hat[finite_set]) 
                write.table(df,paste0(output_name,"/pi_o_fit_input.txt")) 
            } 
            
f_hat=pi_o_fit(grid[finite_set],pi_hat[finite_set],pi_o_knots,pi_o_iters,pi_o_knots_range,trend
="decrease",full_number=F[index_p_star],perm_number=F_o[index_p_star]) 
            pi_hat_fitted<-f_hat$fitted 
            if(flag_debug_august==TRUE){ 
                df=data.frame(x=grid[finite_set],y=pi_hat[finite_set],yfit=pi_hat_fitted) 
                write.table(df,paste0(output_name,"/sweep_debug.txt")) 
                p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
                pdf(paste0("NOSweep_left_fit.pdf")) 
                print(p) 
                dev.off() 
            } 
            pi_o_scaling=pi_hat_fitted[length(pi_hat_fitted)] 
            pi_o_scaling=min(pi_o_scaling,1) 
            pi_o_scaling=max(pi_o_scaling,0) 
            rm(f_hat) 
        }else{ 
            pi_hat=vector(mode = "double", length = (length(F)-index_p_star+1)) 
            pi_hat_fitted=vector(mode = "double", length = (length(F)-index_p_star+1)) 
             
            pi_hat=(F[index_p_star]-F[index_p_star:length(F)])/(F_o[index_p_star]-
F_o[index_p_star:length(F_o)]) 
            begin_plateau=which(F_o==F_o[index_p_star]) 
            begin_plateau=begin_plateau[which(begin_plateau>=index_p_star)] 
            pi_hat[begin_plateau]=pi_hat[begin_plateau[length(begin_plateau)]+1] 
            finite_set=which(is.finite(as.numeric(as.character(pi_hat)))) 
            finite_set_grid=finite_set+index_p_star-1 
            
f_hat=pi_o_fit(grid[finite_set_grid],pi_hat[finite_set],pi_o_knots,pi_o_iters,pi_o_knots_range,
trend="increase",full_number=F[index_p_star],perm_number=F_o[index_p_star]) 
             
            pi_hat_fitted<-f_hat$fitted 
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            if(flag_debug_august==TRUE){ 
                df=data.frame(x=grid[finite_set_grid],y=pi_hat[finite_set],yfit=pi_hat_fitted) 
                #write.table(df,paste0(output_name,"/sweep_debug.txt")) 
                p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
                pdf(paste0("NOSweep_right_fit.pdf")) 
                print(p) 
                dev.off() 
            } 
            pi_o_scaling=pi_hat_fitted[1] 
            pi_o_scaling=min(pi_o_scaling,1) 
            pi_o_scaling=max(pi_o_scaling,0) 
            rm(f_hat) 
        } 
    }else{ 
        reduction_factor=(length(F))/100 
         
        if(full_data_is_file){ 
            p_star_indexes_array=seq(1,(length(F)),as.integer(reduction_factor)) 
            p_star_indexes_array=c(1,p_star_indexes_array,(length(F))) 
            p_star_indexes_array=unique(p_star_indexes_array) 
        }else{ 
            v_aux=vector(mode = "double", length = as.integer(length(grid)/reduction_factor+1)) 
            delta=as.double((max_stat-min_stat)/(length(grid))*reduction_factor) 
            grid_aux=seq(min_stat,max_stat,delta) 
            index_aux=1 
            #print(head(grid_aux)) 
            for(i in 2:length(v_aux)) 
            { 
                while(grid_aux[i]>grid[index_aux]) {index_aux=index_aux+1} 
                 
                v_aux[i]=index_aux 
                 
            } 
            v_aux=c(v_aux[2:length(v_aux)],length(grid)) 
            p_star_indexes_array=unique(v_aux) 
        } 
         
        #print(head(p_star_indexes_array)) 
       
        pi_o_scalingloop=p_star_indexes_array 
        pi_o_loop=p_star_indexes_array 
         
        min=2 
        for(i in 1:length(p_star_indexes_array)) 
        { 
            if(print_messages) 
            { 
                cat("Iteration ",i," over ",length(p_star_indexes_array)," of pi_o_fit loop\n") 
            } 
            if(p_star_indexes_array[i]>length(F)/2) 
            { 
                pi_hat_aux=vector(mode = "double", length = p_star_indexes_array[i]) 
                pi_hat_fitted_aux=vector(mode = "double", length = p_star_indexes_array[i]) 
                 
                pi_hat_aux=(F[p_star_indexes_array[i]]-
F[1:p_star_indexes_array[i]])/(F_o[p_star_indexes_array[i]]-F_o[1:p_star_indexes_array[i]]) 
                end_plateau=which(F_o==F_o[p_star_indexes_array[i]]) 
                                                 
                end_plateau=end_plateau[which(end_plateau<=p_star_indexes_array[i])] 
                pi_hat_aux[end_plateau]=pi_hat_aux[end_plateau[1]-1] 
                finite_set=which(is.finite(as.numeric(as.character(pi_hat_aux)))) 
                 




                 
                pi_hat_fitted_aux<-f_hat$fitted 
                 
                if(flag_debug_august==TRUE){ 
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df=data.frame(x=grid[finite_set],y=pi_hat_aux[finite_set],yfit=pi_hat_fitted_aux) 
                    #write.table(df,paste0(output_name,"/sweep_debug.txt")) 
                    p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
                    pdf(paste0("Sweep_left_fit_",i,".pdf")) 
                    print(p) 
                    dev.off() 
                } 
                pi_o_scalingloop[i]=pi_hat_fitted_aux[length(pi_hat_fitted_aux)] 
                pi_o_scalingloop[i]=min(pi_o_scalingloop[i],1) 
                pi_o_scalingloop[i]=max(pi_o_scalingloop[i],0) 
                 
                #Introducir F_g? 
                pi_o_loop[i]=1+pi_o_scalingloop[i]*F_o[p_star_indexes_array[i]]-
F[p_star_indexes_array[i]] 
                pi_o_loop[i]=min(pi_o_loop[i],1) 
                pi_o_loop[i]=max(pi_o_loop[i],0) 
                 
                rm(f_hat) 
            }else{ 
                pi_hat_aux=vector(mode = "double", length = (length(grid)-
p_star_indexes_array[i]+1)) 
                pi_hat_fitted_aux=vector(mode = "double", length = (length(grid)-
p_star_indexes_array[i]+1)) 
                 
                pi_hat_aux=(F[p_star_indexes_array[i]]-
F[p_star_indexes_array[i]:length(F)])/(F_o[p_star_indexes_array[i]]-
F_o[p_star_indexes_array[i]:length(F_o)]) 
                begin_plateau=which(F_o==F_o[p_star_indexes_array[i]]) 
                
                begin_plateau=begin_plateau[which(begin_plateau>=p_star_indexes_array[i])] 
                pi_hat_aux[begin_plateau]=pi_hat_aux[begin_plateau[length(begin_plateau)]+1] 
                finite_set=which(is.finite(as.numeric(as.character(pi_hat_aux)))) 
                finite_set_grid=finite_set+p_star_indexes_array[i]-1 
                 
                #cat("Fit\n") 




                #cat("End fit\n") 
                 
                pi_hat_fitted_aux<-f_hat$fitted 
                pi_o_scalingloop[i]=pi_hat_fitted_aux[1] 
                pi_o_scalingloop[i]=min(pi_o_scalingloop[i],1) 
                pi_o_scalingloop[i]=max(pi_o_scalingloop[i],0) 
                 
                if(flag_debug_august==TRUE){ 
                    
df=data.frame(x=grid[finite_set_grid],y=pi_hat_aux[finite_set],yfit=pi_hat_fitted_aux) 
                    #write.table(df,paste0(output_name,"/sweep_debug.txt")) 
                    p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
                    pdf(paste0("Sweep_right_fit_",i,".pdf")) 
                    print(p) 
                    dev.off() 
                } 
                 
                pi_o_loop[i]=1+pi_o_scalingloop[i]*F_o[p_star_indexes_array[i]]-
F[p_star_indexes_array[i]] 
                pi_o_loop[i]=min(pi_o_loop[i],1) 
                pi_o_loop[i]=max(pi_o_loop[i],0) 
                 
                rm(f_hat) 
            } 
            print(pi_o_scalingloop[i]) 
            if(pi_o_scalingloop[i]<min) 
            { 
                if(p_star_indexes_array[i]<=length(F)/2) 
                { 
                    finite_set_grid_min<-finite_set_grid 
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                } 
                finite_set_min<-finite_set 
                pi_hat_min<-pi_hat_aux 
                pi_hat_fitted_min<-pi_hat_fitted_aux 
                min=pi_o_scalingloop[i] 
            } 
        } 
        if(print_messages) 
        { 
            cat("\n") 
        } 
        if(p_star_indexes_array[which.min(pi_o_scalingloop)]<=length(F)/2) 
        { 
            finite_set_grid<-finite_set_grid_min 
            rm(finite_set_grid_min) 
        } 
         
        finite_set<-finite_set_min 
        rm(finite_set_min) 
        pi_hat<-pi_hat_min[finite_set] 
        rm(pi_hat_min) 
        pi_hat_fitted<-pi_hat_fitted_min 
        rm(pi_hat_fitted_min) 
         
        pi_o_scaling=min(pi_o_scalingloop) 
         
         
        if(full_data_is_file){ 
            index_p_star_unif=p_star_indexes_array[which.min(pi_o_scalingloop)] 
            index_p_star=index_p_star_unif 
             
            p_star=grid_unif[index_p_star_unif] 
            log_max_ratio=log10(max_stat/min_stat) 
            delta_log=log_max_ratio/(reference_size-1) 
            index_p_star_log=(as.integer)(log10(p_star/min_stat)/delta_log) 
        }else{ 
            index_p_star=p_star_indexes_array[which.min(pi_o_scalingloop)] 
        } 
         
        p_star=grid[index_p_star] 
        ##DECLARE pi_o_plot df to be plotted later on 
        
pi_o_plot=data.frame(statistic=grid[p_star_indexes_array],variable="pi_o_scalingloop",value=pi_
o_scalingloop) 
    } 
     
    if(print_messages) 
    { 
        cat("\n_______________________________STEP 4: Obtain false discovery rates: SAB 
method______________________________\n") 
    } 
     
    if(full_data_is_file) 
    { 
        grid=grid_log 
        F=F_log 
        F_o=F_o_log 
        index_p_star=index_p_star_log 
    } 
     
    pi_o=1+pi_o_scaling*F_o[index_p_star]-F[index_p_star] 
    pi_o=min(pi_o,1) 
    pi_o=max(pi_o,0) 
    if(pi_o!=0){ 
        F_null=F_o*pi_o_scaling/pi_o 
        
if(full_data_is_file){F_null[index_p_star:reference_size]=(F_o[index_p_star]*pi_o_scaling+F[ind
ex_p_star:reference_size]-F[index_p_star])/pi_o 
        }else{ 
	 CXIV	
            
F_null[index_p_star:length(grid)]=(F_o[index_p_star]*pi_o_scaling+F[index_p_star:length(grid)]-
F[index_p_star])/pi_o 
        } 
    }else{ 
        F_null=rep(0,reference_size) 
    } 
    Fdr=pi_o*F_null/F 
    Fndr=(1-F-pi_o*(1-F_null))/(1-F) 
    Fndr[length(Fndr)]=Fndr[length(Fndr)-1] 
    if(zero_count_full!=0) 
    { 
        zero_Fdr=pi_o*zero_count_perm/zero_count_full 
    }else{ 
        zero_Fdr=pi_o 
    } 
     
    alt_methods_aux=as.integer(valid_alt_methods %in% alt_methods) 
     
    #### Comprobar que F_null<F### 
    null_check=which(F<F_null) 
    if(length(null_check)>0){ 
        cat("WARNING: No se cumple F>F_null en todo el rango\n") 
        df=data.frame(grid,F,F_null) 
        write.table(df,"F_vs_Fnull.txt") 
    } 
    ################### 
     
    Fdr_ST=0 
    Fndr_ST=0 
    Fdr_BH_unif=0 
    Fdr_BH_perm=0 
    Fdr_MV=0 
    BF=0 
     
    if(length(which(alt_methods_aux==1))>0 & print_messages) 
    { 
        cat("\n_______________________________STEP 5: Obtain false discovery rates: Alternative 
methods_____________________\n\n") 
    } 
     
    if(full_data_is_file) 
    { 
  F=F_unif 
  F_o=F_o_unif 
  grid=grid_unif 
    } 
     
    discard_methods=0 
    threshold=0.15 
    threshold_2=0.8 
    threshold_3=0.5 
     
    if((flag_grenander_choice[1]==2)||(flag_grenander_choice[1]==4)){ 
  cat("For the full: left ",F[index_p_prime[1]]) 
  cat(" right",(1-F[index_p_prime[1]]),"\n") 
  if((F[index_p_prime[1]]>threshold)&&((1-F[index_p_prime[1]])>threshold)){ 
   cv_left=2*abs(f_g[1]-
f_g[index_p_prime[1]])/(f_g[1]+f_g[index_p_prime[1]]) 
   cv_right=2*abs(f_g[length(f_g)]-
f_g[index_p_prime[1]])/(f_g[length(f_g)]+f_g[index_p_prime[1]])    
   cat("cvs: ",cv_left," ",cv_right,"\n") 
   if((cv_left>threshold_3)&&(cv_right>threshold_3)){discard_methods=1}
   
  } 
    } 
    cat("Discard methods full: ",discard_methods,"\n"); 
     
    if(discard_methods==0){ 
  if((flag_grenander_choice[2]==2)||(flag_grenander_choice[2]==4)){ 
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   cat("For the perm: left ",F_o[index_p_prime[2]]) 
   cat(" right",(1-F_o[index_p_prime[2]]),"\n") 
   if((F_o[index_p_prime[2]]>threshold)&&((1-
F_o[index_p_prime[2]])>threshold)){ 
    cv_left=2*abs(f_o_g[1]-
f_o_g[index_p_prime[2]])/(f_o_g[1]+f_o_g[index_p_prime[2]]) 
    cv_right=2*abs(f_o_g[length(f_o_g)]-
f_o_g[index_p_prime[2]])/(f_o_g[length(f_o_g)]+f_o_g[index_p_prime[2]])    
    cat("cvs: ",cv_left," ",cv_right,"\n") 
   
 if((cv_left>threshold_3)&&(cv_right>threshold_3)){discard_methods=1} 
   } 
  }      
    } 
    cat("Discard methods perm: ",discard_methods,"\n"); 
     
    #Up-down situation 
    if(discard_methods==0){ 




   if(flag_grenander_choice[1]==3){cv_inc=2*abs(f_g[length(f_g)]-
f_g[1])/(f_g[length(f_g)]+f_g[1])} 
   if(flag_grenander_choice[1]==4){cv_inc=2*abs(f_g[index_p_prime[1]]-
f_g[1])/(f_g[index_p_prime[1]]+f_g[1])} 
   if(flag_grenander_choice[1]==2){cv_inc=2*abs(f_g[length(f_g)]-
f_g[index_p_prime[1]])/(f_g[length(f_g)]+f_g[index_p_prime[1]])} 
   print(cv_inc) 
   if(cv_inc>threshold_3){ 
    print(flag_grenander_choice[2]) 
    if(flag_grenander_choice[2]==1){discard_methods=1} 
    else{      
    
 if((flag_grenander_choice[2]==3)||((flag_grenander_choice[2]==4)&&(F_o[index_p_prime[2]
]>threshold_2))||(((flag_grenander_choice[2]==2)&&((1-F_o[index_p_prime[2]])>threshold_2)))){ 
     
 if(flag_grenander_choice[2]==3){cv_inc=2*abs(f_o_g[length(f_o_g)]-
f_o_g[1])/(f_o_g[length(f_o_g)]+f_o_g[1])} 
     
 if(flag_grenander_choice[2]==4){cv_inc=2*abs(f_o_g[index_p_prime[2]]-
f_o_g[1])/(f_o_g[index_p_prime[2]]+f_o_g[1])} 
     
 if(flag_grenander_choice[2]==2){cv_inc=2*abs(f_o_g[length(f_o_g)]-
f_o_g[index_p_prime[2]])/(f_o_g[length(f_o_g)]+f_o_g[index_p_prime[2]])}   
   
     print(cv_inc) 
     if(cv_inc<threshold_3){discard_methods=1}  
         
     } 
     else{discard_methods=1} 
    } 
    
   
 #if((flag_grenander_choice[2]==1)||((flag_grenander_choice[2]==2)&&(F_o[index_p_prime[2
]]>threshold_2))||(((flag_grenander_choice[2]==4)&&((1-F_o[index_p_prime[2]])>threshold_2)))){ 
    #
 if(flag_grenander_choice[2]==1){cv_dec=2*abs(f_o_g[length(f_o_g)]-
f_o_g[1])/(f_o_g[length(f_o_g)]+f_o_g[1])} 
    #
 if(flag_grenander_choice[2]==2){cv_dec=2*abs(f_o_g[index_p_prime[1]]-
f_o_g[1])/(f_o_g[index_p_prime[1]]+f_o_g[1])} 
    #
 if(flag_grenander_choice[2]==4){cv_dec=2*abs(f_o_g[length(f_o_g)]-
f_o_g[index_p_prime[1]])/(f_o_g[length(f_o_g)]+f_o_g[index_p_prime[1]])} 
       
    # if(cv_dec>threshold_3){discard_methods=1} 
    #} 
   } 
  } 
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    } 
    cat("Discard methods up-down: ",discard_methods,"\n"); 
    print(flag_grenander_choice) 
         
    if(full_data_is_file) 
    { 
  F=F_log 
  F_o=F_o_log 
  grid=grid_log 
    } 
         
    if(length(which(alt_methods_aux==1))>0) 
    { 
        if("Fdr_ST" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Storey-Tibshinari FDRs...\n")} 
                
            if(discard_methods==1){ 
    cat("Storey-Tibshirani not suitable for these 
distributions...\n"); 
    alt_methods_aux[1]=0; 
    alt_methods=alt_methods[which(alt_methods!="Fdr_ST")] 
   }else{ 
             
    if(full_data_is_file) 
    { 
     grid=grid_unif 
     F=F_unif 
     F_o=F_o_unif 
    } 
             
    ##if(flag_debug_august==TRUE){ 
    ## x=read.table("perm_dist.txt",header=TRUE) 
    ## F_o_new=x$F_o 
    ## df=data.frame(grid,F_o,F_o_new) 
    ## write.table(df,paste0(output_name,"/perm_dist.txt")) 
    ## F_o=F_o_new 
    ##} 
             
    pi_hat_ST=(1-F)/(1-F_o) 
    end_plateau_ST=which(F_o==1) 
    pi_hat_ST[end_plateau_ST]=pi_hat_ST[end_plateau_ST[1]-1] 
   
 finite_set_ST=which(is.finite(as.numeric(as.character(pi_hat_ST)))) 
             
   
 f_hat_ST=pi_o_fit(grid[finite_set_ST],pi_hat_ST[finite_set_ST],pi_o_knots,pi_o_iters,pi
_o_knots_range,trend="decrease",full_number=1,perm_number=1,silent=TRUE) 
             
    pi_hat_fitted_ST<-f_hat_ST$fitted 
    pi_o_ST=pi_hat_fitted_ST[length(pi_hat_fitted_ST)] 
    pi_o_ST=min(pi_o_ST,1) 
    pi_o_ST=max(pi_o_ST,0) 
    rm(f_hat_ST) 
             
    if(flag_debug_august==TRUE){ 
    
 df=data.frame(x=grid[finite_set_ST],y=pi_hat_ST[finite_set_ST],yfit=pi_hat_fitted_ST) 
     #write.table(df,paste0(output_name,"/ST_debug.txt")) 
    
 p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
     pdf("ST_fit.pdf") 
     print(p) 
     dev.off() 
    } 
             
    if(full_data_is_file) 
    { 
     grid=grid_log 
     F=F_log 
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     F_o=F_o_log 
    } 
             
    Fdr_ST=pi_o_ST*grid/F 
   } 
        } 
        if("Fndr_ST" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Storey-Tibshinari FNDRs...\n")} 
             
            if(discard_methods==1){ 
             cat("Storey-Tibshirani not suitable for these distributions...\n"); 
    alt_methods_aux[2]=0; 
    alt_methods=alt_methods[which(alt_methods!="Fndr_ST")] 
   }else{ 
             
    if(!("Fdr_ST" %in% alt_methods)) 
    { 
     if(full_data_is_file) 
     { 
      grid=grid_unif 
      F=F_unif 
      F_o=F_o_unif 
     } 
                 
     pi_hat_ST=(1-F)/(1-F_o) 
     end_plateau_ST=which(F_o==1) 
     pi_hat_ST[end_plateau_ST]=pi_hat[end_plateau_ST[1]-1] 
    
 finite_set_ST=which(is.finite(as.numeric(as.character(pi_hat_ST)))) 
    
 f_hat_ST=pi_o_fit(grid[finite_set_ST],pi_hat_ST[finite_set_ST],pi_o_knots,pi_o_iters,pi
_o_knots_range,trend="decrease",full_number=1,perm_number=1,silent=TRUE) 
                 
     pi_hat_fitted_ST<-f_hat_ST$fitted 
     if(flag_debug_august==TRUE){ 
     
 df=data.frame(x=grid[finite_set_ST],y=pi_hat_ST[finite_set_ST],yfit=pi_hat_fitted_ST) 
     
 p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
      pdf("ST_when_entering_by_fndr_fit.pdf") 
      print(p) 
      dev.off() 
     } 
     pi_o_ST=pi_hat_fitted_ST[length(pi_hat_fitted_ST)] 
     pi_o_ST=min(pi_o_ST,1) 
     pi_o_ST=max(pi_o_ST,0) 
     rm(f_hat_ST) 
    } 
             
    if(full_data_is_file) 
    { 
     grid=grid_log 
     F=F_log 
     F_o=F_o_log 
    } 
             
    Fndr_ST=(1-F-pi_o_ST*(1-grid))/(1-F) 
    Fndr_ST[length(Fndr_ST)]=Fndr_ST[length(Fndr_ST)-1] 
   } 
  } 
        if("Fdr_BH_unif" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Benjamini-Hochberg FDRs (uniform null)...\n")} 
            Fdr_BH_unif=grid/F 
        } 
        if("Fdr_BH_perm" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Benjamini-Hochberg FDRs (permutations-based 
null)...\n")} 
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            Fdr_BH_perm=F_o/F 
        } 
        if("Fdr_MV" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Millstein-Volfson FDRs...\n")} 
             
            if(discard_methods==1){ 
    cat("Storey-Tibshirani not suitable for these 
distributions...\n"); 
    alt_methods_aux[5]=0; 
    alt_methods=alt_methods[which(alt_methods!="Fdr_MV")] 
   }else{ 
             
    pi_hat_MV=(1-F)/(1-F_o) 
    end_plateau_MV=which(F_o==1) 
    pi_hat_MV[end_plateau_MV]=pi_hat_MV[end_plateau_MV[1]-1] 
             
    if((flag_debug_august==TRUE)&&(full_data_is_file)){ 
     df=data.frame(grid_log,grid_unif,pi_hat_MV) 
     write.table(df,paste0(output_name,"/MV_fit_input.txt")) 
    } 
    if((flag_debug_august==TRUE)&&(full_data_is_file==0)){ 
     df=data.frame(grid,pi_hat_MV) 
     write.table(df,paste0(output_name,"/MV_fit_input.txt")) 
    } 
             
    grid_aux_2=grid[which(grid<1e-50)] 
    if(length(grid_aux_2)>0){ 
     peak=F[length(grid_aux_2)] 
    }else{peak=0} 
    if(peak>0.10) #Si hay un 10% de los datos por debajo de 1e-50 
    { 
    
 pi_o_knots=min(30,as.integer(2+(28/3)*log(length(grid)/10))) 
     if(grid[1]==0){ 
      grid_aux=grid[2:length(grid)] 
      pi_hat_MV_aux=pi_hat_MV[2:length(grid)] 
     
 constraint_matrix=as.matrix(data.frame(c(0),c(log10(grid_aux)[1]),c(pi_hat_MV_aux[1]))) 
     
 f_hat_MV_aux=pi_o_fit(log10(grid_aux),pi_hat_MV_aux,pi_o_knots,pi_o_iters,pi_o_knots_ra
nge,trend="none",full_number=1,perm_number=1,silent=FALSE,constraint_matrix=constraint_matrix) 
      pi_hat_fitted_MV_aux<-f_hat_MV_aux$fitted 
     
 pi_hat_fitted_MV=c(pi_hat_MV[1],pi_hat_fitted_MV_aux) 
      pi_hat_long<-pi_hat_fitted_MV 
     }else{   
     
 constraint_matrix=as.matrix(data.frame(c(0),c(log10(grid)[1]),c(pi_hat_MV[1]))) 
     
 f_hat_MV=pi_o_fit(log10(grid),pi_hat_MV,pi_o_knots,pi_o_iters,pi_o_knots_range,trend="n
one",full_number=1,perm_number=1,silent=FALSE,constraint_matrix=constraint_matrix) 
      pi_hat_fitted_MV<-f_hat_MV$fitted 
      pi_hat_long<-pi_hat_fitted_MV 
     } 
    }else{ 
    
 f_hat_MV=pi_o_fit(grid,pi_hat_MV,pi_o_knots,pi_o_iters,pi_o_knots_range,trend="none",fu
ll_number=1,perm_number=1,silent=FALSE) 
     pi_hat_fitted_MV<-f_hat_MV$fitted 
     pi_hat_long<-pi_hat_fitted_MV 
    }             
             
    if(flag_debug_august==TRUE){ 
     df=data.frame(x=grid,y=pi_hat_MV,yfit=pi_hat_long) 
     write.table(df,paste0(output_name,"/MV_fit_output.txt")) 
    
 p=ggplot(df)+geom_point(aes(x=x,y=y))+geom_line(aes(x=x,y=yfit)) 
    
 pp=ggplot(df)+geom_point(aes(x=log10(x),y=y))+geom_line(aes(x=log10(x),y=yfit)) 
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     pdf("MV_fit.pdf") 
     print(p) 
     dev.off() 
     pdf("MV_fit_log.pdf") 
     print(pp) 
     dev.off() 
    } 
             
    Fdr_MV=pi_hat_long*F_o/F 
   } 
        } 
        if("BF" %in% alt_methods) 
        { 
            if(print_messages){cat("Calculating Bonferroni adjusted p-values...\n")} 
             
            if(full_data_is_file){ 
                BF=grid*full_tests 
            }else{ 
                BF=grid*length(grid) 
            } 
            BF[which(BF>1)]=1 
        } 
    } 
     
    if(full_data_is_file){ 
        significant_tests=vector(mode = "double", length = (2+sum(alt_methods_aux))) 
        if(print_messages){cat("Interpolating FDRs from grid p-values...\n")} 
        result=.C("interpolate_fdrs", 
        file=full_data, 
        columns=as.integer(columns_full_data), 
        flag_rownames=as.integer(rownames_flag_full), 
        rows=as.double(full_tests), 
        stat_column=as.integer(full_column_id), 
        sampled_stats=as.integer(reference_size), 
        sampled_stats_array=grid_log, 
        Fdr=Fdr, 
        Fndr=Fndr, 
        Fdr_ST=Fdr_ST, 
        Fndr_ST=Fndr_ST, 
        Fdr_BH_unif=Fdr_BH_unif, 
        Fdr_BH_perm=Fdr_BH_perm, 
        Fdr_MV=Fdr_MV, 
        BF=BF, 
        name=output_name, 
        alt_methods=as.integer(alt_methods_aux), 
        zero_Fdr=as.double(zero_Fdr), 
        report_threshold=as.double(report_threshold), 
        print_messages=print_messages, 
        significance_threshold=significance_threshold, 
        significant_tests=as.double(significant_tests)) 
        significant_tests_vector=as.double(result$significant_tests) 
         
        Fdr<-as.double(result$Fdr) 
        Fndr<-as.double(result$Fndr) 
        Fdr_ST<-as.double(result$Fdr_ST) 
        Fndr_ST<-as.double(result$Fndr_ST) 
        Fdr_BH_unif<-as.double(result$Fdr_BH_unif) 
        Fdr_BH_perm<-as.double(result$Fdr_BH_perm) 
        Fdr_MV<-as.double(result$Fdr_MV) 
        BF<-as.double(result$BF) 
         
        significant_tests=data.frame(significant_tests_vector[1],significant_tests_vector[2]) 
        cont=1 
        for(i in 1:length(alt_methods_aux)) 
        { 
            if(alt_methods_aux[i]==1) 
            { 
                significant_tests=cbind(significant_tests,significant_tests_vector[cont+2]) 
                cont=cont+1 
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            } 
        } 
        
if(sum(alt_methods_aux)>0){colnames(significant_tests)=c("Fdr_SAB","Fndr_SAB",alt_methods)} 
        else{colnames(significant_tests)=c("Fdr_SAB","Fndr_SAB")} 
    }else{ 
        result=.C("monotone_fdrs",Fdr=Fdr,Fndr=Fndr, 
        Fdr_ST=Fdr_ST, 
        Fndr_ST=Fndr_ST, 
        Fdr_BH_unif=Fdr_BH_unif, 
        Fdr_BH_perm=Fdr_BH_perm, 
        Fdr_MV=Fdr_MV, 
        alt_methods=as.integer(alt_methods_aux), 
        sampled_stats=as.integer(length(grid))) 
         
        Fdr<-as.double(result$Fdr) 
        Fndr<-as.double(result$Fndr) 
        Fdr_ST<-as.double(result$Fdr_ST) 
        Fndr_ST<-as.double(result$Fndr_ST) 
        Fdr_BH_unif<-as.double(result$Fdr_BH_unif) 
        Fdr_BH_perm<-as.double(result$Fdr_BH_perm) 
        Fdr_MV<-as.double(result$Fdr_MV) 
         
        significant_tests=data.frame(0,0) 
        if(sum(alt_methods_aux)>0){ 
            for(i in 1:sum(alt_methods_aux)) 
            { 
                significant_tests=cbind(significant_tests,0) 
            } 
        } 
        
if(sum(alt_methods_aux)>0){colnames(significant_tests)=c("Fdr_SAB","Fndr_SAB",alt_methods)} 
        else{colnames(significant_tests)=c("Fdr_SAB","Fndr_SAB")} 
         
        significant_tests$Fdr_SAB=length(which(Fdr<=significance_threshold)) 
        significant_tests$Fndr_SAB=length(which(Fndr<=significance_threshold)) 
        if("Fdr_ST" %in% alt_methods){  
significant_tests$Fdr_ST=length(which(Fdr_ST<=significance_threshold))  } 
        if("Fndr_ST" %in% alt_methods){  
significant_tests$Fndr_ST=length(which(Fndr_ST<=significance_threshold))  } 
        if("Fdr_BH_unif" %in% alt_methods){  
significant_tests$Fdr_BH_unif=length(which(Fdr_BH_unif<=significance_threshold))  } 
        if("Fdr_BH_perm" %in% alt_methods){  
significant_tests$Fdr_BH_perm=length(which(Fdr_BH_perm<=significance_threshold))  } 
        if("Fdr_MV" %in% alt_methods){  
significant_tests$Fdr_MV=length(which(Fdr_MV<=significance_threshold))  } 
        if("BF" %in% alt_methods){  
significant_tests$BF=length(which(BF<=significance_threshold))  } 
    } 
     
    if(print_messages) 
    { 
        if(length(which(alt_methods_aux==1))>0) 
        { 
            cat("\n_______________________________STEP 6: Print 
outputs_________________________________________________________\n") 
        }else{ 
            cat("\n_______________________________STEP 5: Print 
outputs_________________________________________________________\n") 
        } 
    } 
    
output=list(full_tests,perm_tests,pi_o,p_star,significant_tests,fitting_goodness,call=deparse(m
atch.call())) 
    names(output)=c("full_tests","perm_tests","pi_o","p_star","hits","fitting_goodness","call") 
     
    if("Fdr_ST" %in% alt_methods | "Fndr_ST" %in% alt_methods) 
    { 
        names=c(names(output),"pi_o_ST") 
        output[[length(output)+1]]=pi_o_ST 
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        names(output)=names 
    } 
     
     
    if(full_data_is_file==0) 
    { 
        fdrs=data.frame(full_data,Fdr_SAB=-1,Fndr_SAB=-1) 
        first_entries=which(!duplicated(fdrs[,full_column_id])) 
        duplicated_entries=which(duplicated(fdrs[,full_column_id])) 
         
        fdrs$Fdr_SAB[first_entries]=Fdr 
        fdrs$Fndr_SAB[first_entries]=Fndr 
         
        for(i in 1:length(duplicated_entries)) 
        { 
            fdrs$Fdr_SAB[duplicated_entries[i]]=fdrs$Fdr_SAB[duplicated_entries[i]-1] 
            fdrs$Fndr_SAB[duplicated_entries[i]]=fdrs$Fndr_SAB[duplicated_entries[i]-1] 
        } 
         
        if(alt_methods_aux[1]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_ST=0) 
            fdrs$Fdr_ST[first_entries]=Fdr_ST 
             
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$Fdr_ST[duplicated_entries[i]]=fdrs$Fdr_ST[duplicated_entries[i]-1] 
            } 
        } 
         
        if(alt_methods_aux[2]==1) 
        { 
            fdrs=data.frame(fdrs,Fndr_ST=0) 
            fdrs$Fndr_ST[first_entries]=Fndr_ST 
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$Fndr_ST[duplicated_entries[i]]=fdrs$Fndr_ST[duplicated_entries[i]-1] 
            } 
        } 
         
        if(alt_methods_aux[3]==1) 
        { 
   fdrs=data.frame(fdrs,Fdr_BH_unif=0) 
            fdrs$Fdr_BH_unif[first_entries]=Fdr_BH_unif 
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$Fdr_BH_unif[duplicated_entries[i]]=fdrs$Fdr_BH_unif[duplicated_entries[i]-
1] 
            } 
        } 
         
        if(alt_methods_aux[4]==1) 
        { 
   fdrs=data.frame(fdrs,Fdr_BH_perm=0) 
            fdrs$Fdr_BH_perm[first_entries]=Fdr_BH_perm 
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$Fdr_BH_perm[duplicated_entries[i]]=fdrs$Fdr_BH_perm[duplicated_entries[i]-
1] 
            } 
        } 
         
        if(alt_methods_aux[5]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_MV=0) 
            fdrs$Fdr_MV[first_entries]=Fdr_MV 
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$Fdr_MV[duplicated_entries[i]]=fdrs$Fdr_MV[duplicated_entries[i]-1] 
            } 
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        } 
         
        if(alt_methods_aux[6]==1) 
        { 
            fdrs=data.frame(fdrs,BF=0) 
            fdrs$BF[first_entries]=BF 
            for(i in 1:length(duplicated_entries)) 
            { 
                fdrs$BF[duplicated_entries[i]]=fdrs$BF[duplicated_entries[i]-1] 
            } 
        } 
         
        names=c(names(output),"fdrs") 
        output[[length(output)+1]]=fdrs 
        names(output)=names 
    } 
     
   if(plot==TRUE) 
    { 
        ###Build data.frames to plot: 1) local distributions 2) Grenander (local) 
distributions. 3) ECDFs 4)fdrs 
         
        if(full_data_is_file) 
        { 
            grid=grid_log 
            F=F_log 
        } 
         
         
        ##1. Load fdrs table 
        
fdrs=data.frame(statistic=grid,quantile=(F/F[length(F)])*processed_tests,Fdr=Fdr,Fndr=Fndr) 
        labels_fdr=c(expression(Fdr[{SAB}]),expression(Fndr[{SAB}])) 
         
        if(alt_methods_aux[1]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_ST=Fdr_ST) 
            labels_fdr=c(labels_fdr,expression(Fdr[{ST}])) 
        } 
         
        if(alt_methods_aux[2]==1) 
        { 
            fdrs=data.frame(fdrs,Fndr_ST=Fndr_ST) 
            labels_fdr=c(labels_fdr,expression(Fndr[{ST}])) 
        } 
         
        if(alt_methods_aux[3]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_BH_unif=Fdr_BH_unif) 
            labels_fdr=c(labels_fdr,expression(Fdr[{BH(unif)}])) 
        } 
         
        if(alt_methods_aux[4]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_BH_perm=Fdr_BH_perm) 
            labels_fdr=c(labels_fdr,expression(Fdr[{BH(perm)}])) 
        } 
         
        if(alt_methods_aux[5]==1) 
        { 
            fdrs=data.frame(fdrs,Fdr_MV=Fdr_MV) 
            labels_fdr=c(labels_fdr,expression(Fdr[{MV}])) 
        } 
         
        if(alt_methods_aux[6]==1) 
        { 
            fdrs=data.frame(fdrs,BF=BF) 
            labels_fdr=c(labels_fdr,expression(BF)) 
        } 
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        ## Restrict it to the segment of interest 
        if(report_threshold<max_stat) 
        { 
            end=fdrs$statistic[which(fdrs$Fdr>=report_threshold)][1] 
            if("Fdr_ST" %in% alt_methods) 
end=max(end,fdrs$statistic[which(fdrs$Fdr_ST>=report_threshold)][1]) 
            if("Fdr_BH_perm" %in% alt_methods) 
end=max(end,fdrs$statistic[which(fdrs$Fdr_BH_perm>=report_threshold)][1]) 
            if("Fdr_BH_unif" %in% alt_methods) 
end=max(end,fdrs$statistic[which(fdrs$Fdr_BH_unif>=report_threshold)][1]) 
            if("Fdr_MV" %in% alt_methods) 
end=max(end,fdrs$statistic[which(fdrs$Fdr_MV>=report_threshold)][1]) 
            if(is.na(end)) end=max_stat 
        }else{ 
            end=max_stat 
        } 
         
        ##Load tab: dataframe with distributions, both local and cumulative (some are still 
provisional) 
        if(full_data_is_file==0) 
        { 
            F_null_g=F_o_g*pi_o_scaling 
            
F_null_g[index_p_star:length(grid)]=(F_o_g[index_p_star]*pi_o_scaling+F_g[index_p_star:length(g
rid)]-F_g[index_p_star]) 
            pi_o_g=F_null_g[length(F_null_g)] 
            F_null_g=F_null_g/F_null_g[length(F_null_g)] 
            tab<-
data.frame(statistic=grid,f_o=f_o,f=f,f_o_g=f_o_g,f_g=f_g,F_o=F_o,F=F,F_o_g=F_o_g,F_g=F_g,pi_o_
F_null=pi_o_g*F_null_g,pi_o_f_null=pi_o_g*F_null_g) 
        }else{ 
            F_null_unif=F_o_g*pi_o_scaling 
            
F_null_unif[index_p_star_unif:reference_size]=(F_o_g[index_p_star_unif]*pi_o_scaling+F_g[index_
p_star_unif:reference_size]-F_g[index_p_star_unif]) 
            pi_o_g=F_null_unif[length(F_null_unif)] 
            F_null_unif=F_null_unif/F_null_unif[length(F_null_unif)] 
            tab<-
data.frame(statistic=grid_unif,f_o=f_o_unif,f=f_unif,f_o_g=f_o_g,f_g=f_g,F_o=F_o_unif,F=F_unif,
F_o_g=F_o_g,F_g=F_g,pi_o_F_null=pi_o_g*F_null_unif,pi_o_f_null=pi_o_g*F_null_unif) 
        } 
         
        cut=which(tab$statistic>=end*0.999999)[1] 
        tab=tab[1:cut,] 
         
         
        ###Reduce points/bins to plot to a constant number (to avoid generating pdfs with as 
many points as tests, which might be a lot) and get correct versions of the distributions. 
Report threshold will be accepted only if allows plotting 20 points. 
         
        bins_array=c(500,450,400,350,300,250,200,150,100,50,20) 
        enough_bins=0; 
        for(bins_number in c(500,450,400,350,300,250,200,150,100,50,20)) 
        { 
            if(nrow(tab)>bins_number) 
            { 
                enough_bins=1 
                break 
            }else{ 
                bins_array=bins_array[(which(bins_array==bins_number)+1):length(bins_array)] 
            } 
        } 
        if(enough_bins==0) 
        { 
            end=max_stat 
            bins_array=c(500,450,400,350,300,250,200,150,100,50,20) 
            if(full_data_is_file){ 




            }else{ 
                tab<-
data.frame(statistic=grid,f_o=f_o,f=f,f_o_g=f_o_g,f_g=f_g,F_o=F_o,F=F,F_o_g=F_o_g,F_g=F_g,pi_o_
F_null=pi_o_g*F_null_g,pi_o_f_null=pi_o_g*F_null_g) 
            } 
            cut=which(tab$statistic>=end*0.999999)[1] 
            tab=tab[1:cut,] 
            cat("WARNING: Not enough resolution for this report_threshold. Set to 1 in the 
plot\n") 
        } 
         
        for(bins_number in bins_array) 
        { 
            if(full_data_is_file) 
            { 
                reduction_factor=as.integer(nrow(tab)/bins_number) 
                v_aux=seq(1,nrow(tab),reduction_factor) 
                v_aux=c(v_aux[2:length(v_aux)],nrow(tab)) 
                v_aux=unique(v_aux) 
            }else{ 
                reduction_factor=as.integer(nrow(tab)/bins_number) 
                v_aux=vector(mode = "double", length = bins_number) 
                delta=as.double((end-min_stat)/bins_number) 
                grid_aux=seq(min_stat,end,delta) 
                 
                index_aux=1 
                for(i in 2:length(v_aux)) 
                { 
                    while(grid_aux[i]>grid[index_aux]) 
                    index_aux=index_aux+1 
                    v_aux[i]=index_aux 
                } 
                v_aux=c(v_aux[2:length(v_aux)],nrow(tab)) 
                v_aux=unique(v_aux) 
            } 
             
            v=v_aux 
            rm(v_aux) 
             
            tab_reduced=tab[v,] 
            tab_reduced$f_o[1]=tab_reduced$F_o[1]/(tab_reduced$statistic[1]-min_stat) 
            tab_reduced$f_o_g[1]=tab_reduced$F_o_g[1]/(tab_reduced$statistic[1]-min_stat) 
            tab_reduced$f[1]=tab_reduced$F[1]/(tab_reduced$statistic[1]-min_stat) 
            tab_reduced$f_g[1]=tab_reduced$F_g[1]/(tab_reduced$statistic[1]-min_stat) 
            tab_reduced$pi_o_f_null[1]=tab_reduced$pi_o_F_null[1]/(tab_reduced$statistic[1]-
min_stat) 
             
            for(i in 2:nrow(tab_reduced)) 
            { 
                tab_reduced$f_o[i]=(tab_reduced$F_o[i]-tab_reduced$F_o[i-
1])/(tab_reduced$statistic[i]-tab_reduced$statistic[i-1]) 
                tab_reduced$f_o_g[i]=(tab_reduced$F_o_g[i]-tab_reduced$F_o_g[i-
1])/(tab_reduced$statistic[i]-tab_reduced$statistic[i-1]) 
                tab_reduced$f[i]=(tab_reduced$F[i]-tab_reduced$F[i-
1])/(tab_reduced$statistic[i]-tab_reduced$statistic[i-1]) 
                tab_reduced$f_g[i]=(tab_reduced$F_g[i]-tab_reduced$F_g[i-
1])/(tab_reduced$statistic[i]-tab_reduced$statistic[i-1]) 
                tab_reduced$pi_o_f_null[i]=(tab_reduced$pi_o_F_null[i]-
tab_reduced$pi_o_F_null[i-1])/(tab_reduced$statistic[i]-tab_reduced$statistic[i-1]) 
            } 
            
maxim=max(tab_reduced$f_o,tab_reduced$f,tab_reduced$f_o_g,tab_reduced$f_g,tab_reduced$pi_o_f_nu
ll) 
            if(maxim<10) 
            {break} 
        } 
        tab_reduced=rbind(tab_reduced[1,],tab_reduced) 
        tab_reduced[1,1]=min_stat 
         
        tab_1=data.frame(tab_reduced[,c(1,2)],Data="Permuted") 
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        colnames(tab_1)=c("statistic","series","Data") 
         
        tab_2=data.frame(tab_reduced[,c(1,3)],Data="Full") 
        colnames(tab_2)=c("statistic","series","Data") 
         
        tab_hists=rbind(tab_1,tab_2) 
         
        tab_3=data.frame(tab_reduced[,c(1,4)],Estimated_distribution="f_perm") 
        colnames(tab_3)=c("statistic","series","Estimated_distribution") 
         
        tab_4=data.frame(tab_reduced[,c(1,5)],Estimated_distribution="f_full") 
        colnames(tab_4)=c("statistic","series","Estimated_distribution") 
         
        tab_5=data.frame(tab_reduced[,c(1,11)],Estimated_distribution="pi_o_f_null") 
        colnames(tab_5)=c("statistic","series","Estimated_distribution") 
         
        tab_lines=rbind(tab_3,tab_4,tab_5) 
         
        maxim_entry_hists=max(tab_hists$series) 
        maxim_entry_lines=max(tab_lines$series) 
         
         
        ### Generate X axis tickmarks: Intercalate among x axis tickmarks one at p* 
      
        if(10^(-2)<p_star) 
        { 
            p_star_write=format(round(p_star, 2)) 
            if(p_star==1) {p_star_write=1} 
        }else{ 
            p_star_write=format(p_star,scientific=TRUE) 
            if(p_star==0) {p_star_write=0} 
        } 
         
        if(10^(-2)<pi_o_scaling) 
        { 
            rho_o_write=round(pi_o_scaling,2) 
            if(pi_o_scaling==1) {rho_o_write=1} 
 
        }else{ 
            rho_o_write=format(pi_o_scaling,digits=2,scientific=TRUE) 
            if(pi_o_scaling==0) {rho_o_write=0} 
        } 
         
        if(10^(-2)<pi_o) 
        { 
            pi_o_write=round(pi_o,2) 
            if(pi_o==1) {pi_o_write=1} 
        }else{ 
            pi_o_write=format(pi_o,digits=2,scientific=TRUE) 
            if(pi_o==0) {pi_o_write=0} 
        } 
         
         
        tickmarks_seq=seq(min_stat,end,(end-min_stat)/5) 
         
        index_p_star_ticks=which.min(abs(tickmarks_seq-p_star)) 
        tickmarks_length=length(tickmarks_seq) 
         
        if(tickmarks_seq[index_p_star_ticks]>p_star) 
        { 
            if(min(abs(tickmarks_seq-p_star))>0.09*(end-min_stat)) 
            { 
                tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks:length(tickmarks_seq)]) 
                tickmarks_length=tickmarks_length+1 
            }else{ 
                if(index_p_star_ticks<length(tickmarks_seq)) 
                { 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks+1:length(tickmarks_seq)]) 
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                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-1],p_star) 
                } 
            } 
        }else{ 
            if(min(abs(tickmarks_seq-p_star))>0.09*(end-min_stat)) 
            { 
                if(index_p_star_ticks<length(tickmarks_seq)) 
                { 
                    
tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks],p_star,tickmarks_seq[(index_p_star_ticks+1)
:length(tickmarks_seq)]) 
                    tickmarks_length=tickmarks_length+1 
                    index_p_star_ticks=index_p_star_ticks+1 
                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks],p_star) 
                    tickmarks_length=tickmarks_length+1 
                    index_p_star_ticks=index_p_star_ticks+1 
                } 
            }else{ 
                if(index_p_star_ticks<length(tickmarks_seq)) 
                { 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks+1:length(tickmarks_seq)]) 
                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:(index_p_star_ticks-1)],p_star) 
                } 
            } 
        } 
         
        if(end>0.1) 
        { 
            labels_tickmarks=round(tickmarks_seq,2) 
        }else{ 
            labels_tickmarks=format(tickmarks_seq,digits=3,scientific=TRUE) 
        } 
        
        labels_tickmarks[index_p_star_ticks]=paste0(p_star_write) 
        #labels_tickmarks[index_p_star_ticks]=paste0("p*=\n",p_star_write) 
         
        if(all(flag_grenander_choice==c(1,4))|all(flag_grenander_choice==c(4,1))) 
        { 
            x_annotation=(end-min_stat)*0.7 
        }else 
if(all(flag_grenander_choice==c(3,4))|all(flag_grenander_choice==c(4,3))|all(flag_grenander_cho
ice==c(4,4))){ 
            x_annotation=(end-min_stat)*0.3 
        }else{ 
            x_annotation=(end-min_stat)*0.5} 
         
        p1<-ggplot() + 
        geom_area(data=tab_hists, 
aes(x=statistic,y=series,fill=Data),alpha=0.5,position="identity", na.rm=TRUE)+ 
        
geom_line(data=tab_lines,aes(x=statistic,y=series,colour=Estimated_distribution),size=0.7,posit
ion="identity", na.rm=TRUE)+ 
        scale_fill_manual(values=c("firebrick2","dodgerblue1"),labels=c("Full"="Actual 
tests","Permuted"="Permut. tests"))+ 
        
scale_colour_manual(values=c("firebrick","dodgerblue1","grey50"),labels=c("f_full"=expression(p
aste("Actual tests ",f)),"f_perm"=expression(paste("Permut. tests 
",f[{o}])),"pi_o_f_null"=expression(paste("Estimated null ",pi[{o}],"·",f[{null}]))))+ 
        ylab("Local densities")+ 
        xlab("P-value")+ 
        guides(colour=guide_legend(title="Local densities",label.hjust = 0, label.vjust = 0, 
override.aes = list(size=1.5)))+ 
        guides(fill=FALSE)+ 
        #guides(fill=guide_legend(title="Local densities",override.aes = list(size=3)))+ 
        theme(axis.text.y   = element_text(size=10), 
        axis.text.x   = element_text(size=10), 
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        axis.title.x  = element_text(size=10), 
        axis.title.y  = element_text(size=10), 
        panel.background = element_blank(), 
        panel.grid.major = element_blank(), 
        panel.grid.minor = element_blank(), 
        axis.line = element_line(colour = "black"), 
        panel.border = element_rect(colour = "black", fill=NA, size=1), 
        legend.title=element_text(size=12), 
        legend.text=element_text(size=12))+ 
        scale_x_continuous(breaks=tickmarks_seq,labels=labels_tickmarks,limits = 
c(min_stat*0.999,end))+ 
        geom_vline(xintercept=p_star, colour="grey", linetype = "longdash", na.rm=TRUE)+ 
        annotate("text", x = x_annotation, y=maxim*0.9, label =paste("f", "== 
paste(pi[{o}],f[{null}],+(1-pi[{o}]),f[{alt}])"),parse=TRUE) 
         
        #################### 
         
        if(full_data_is_file){ 
            if(index_p_star_unif>length(F)/2) 
            { 
                x=data.frame(statistic=grid_unif,F=F_unif,F_o=F_o_unif) 
                
y=data.frame(statistic=grid_unif[finite_set],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitted) 
            } 
            else 
            { 
                x=data.frame(statistic=grid_unif,F=F_unif,F_o=F_o_unif) 
                
y=data.frame(statistic=grid_unif[finite_set_grid],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitte
d) 
            } 
            x=x[which(x$statistic<end),] 
        }else{ 
            if(index_p_star>length(F)/2) 
            { 
                x=data.frame(statistic=grid,F=F,F_o=F_o) 
                
y=data.frame(statistic=grid[finite_set],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitted) 
            }else{ 
                x=data.frame(statistic=grid,F=F,F_o=F_o) 
                
y=data.frame(statistic=grid[finite_set_grid],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitted) 
            } 
            x=x[which(x$statistic<end),] 
        } 
        #ECDFs 
        x=melt(x,id="statistic") 
        #pi_o_fit_data 
        y=melt(y,id="statistic") 
         
        #pi_o_fit_data:just the dots 
        z=y[which(y$variable=="pi_hat"),] 
        fact=100 
        if(nrow(z)>fact) 
        { 
            set_step=as.integer(nrow(z)/fact) 
            z=z[seq(1,nrow(z),set_step),] 
        } 
         
        #pi_o_fit_data:just the fit 
        zz=y[which(y$variable=="pi_fit"),] 
         
        #x=rbind(x,zz) 
        x$variable=factor(x$variable) 
         
        maxim_cumulative=max(x$value[which(x$statistic<=end)]) 
         
        tickmarks_seq_y_distributions=seq(0,maxim_cumulative*1.01,maxim_cumulative/5) 
        labels_tickmarks_seq_y_distributions=round(tickmarks_seq_y_distributions,2) 
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        p2<-ggplot() + 
        geom_line(data=x, aes(x=statistic,y=value,colour=variable),size=0.7, na.rm=TRUE)+ 
        
scale_colour_manual(values=c("dodgerblue1","firebrick","mediumpurple4"),labels=c("F"=expression
(F),"F_o"=expression(F[{o}]),"pi_fit"=expression(paste(tilde(pi)[{o}],"  fit"))))+ 
        ylab("Cumulative distributions")+ 
        xlab("P-value")+ 
        guides(colour=guide_legend(title="CDFs",label.hjust = 0, label.vjust = 0,override.aes = 
list(size=1.5),order = 1), 
        fill=guide_legend(title="",override.aes = list(size=2),order = 2))+ 
        theme(axis.text.y   = element_text(size=10), 
        axis.text.x   = element_text(size=10), 
        axis.title.y  = element_text(size=10), 
        axis.title.x  = element_text(size=10), 
        panel.background = element_blank(), 
        panel.grid.major = element_blank(), 
        panel.grid.minor = element_blank(), 
        axis.line = element_line(colour = "black"), 
        panel.border = element_rect(colour = "black", fill=NA, size=1), 
        legend.title=element_text(size=12), 
        legend.text=element_text(size=12))+ 
        scale_x_continuous(breaks=tickmarks_seq,labels=labels_tickmarks,limits = 
c(min_stat*0.999,end))+ 
        
scale_y_continuous(breaks=tickmarks_seq_y_distributions,labels=labels_tickmarks_seq_y_distribut
ions,limits = c(-0.0001,maxim_cumulative*1.01))+ 
        geom_vline(xintercept=p_star, colour="grey", linetype = "longdash", na.rm=TRUE) 
         
        ########################################################################## 
         
        rm(tickmarks_seq) 
        #end_pi_o_x_axis=(max(p_star,end,as.numeric(p_star_exhaustive_sweep==FALSE)*max_stat)) 
        end_pi_o_x_axis=max_stat 
        tickmarks_seq=seq(min_stat,end_pi_o_x_axis,(end_pi_o_x_axis-min_stat)/5) 
        index_p_star_ticks=which.min(abs(tickmarks_seq-p_star)) 
        tickmarks_length=length(tickmarks_seq) 
         
        if(tickmarks_seq[index_p_star_ticks]>p_star) 
        { 
            if(min(abs(tickmarks_seq-p_star))>0.1*(end_pi_o_x_axis-min_stat)) 
            { 
                tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks:length(tickmarks_seq)]) 
                tickmarks_length=tickmarks_length+1 
            }else{ 
                if(index_p_star_ticks<length(tickmarks_seq)) 
                { 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks+1:length(tickmarks_seq)]) 
                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-1],p_star) 
                } 
            } 
        }else{ 
            if(min(abs(tickmarks_seq-p_star))>0.1*(end_pi_o_x_axis-min_stat)) 
            { 
                if(index_p_star_ticks<length(tickmarks_seq)) 
                { 
                    
tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks],p_star,tickmarks_seq[(index_p_star_ticks+1)
:length(tickmarks_seq)]) 
                    tickmarks_length=tickmarks_length+1 
                    index_p_star_ticks=index_p_star_ticks+1 
                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks],p_star) 
                    tickmarks_length=tickmarks_length+1 
                    index_p_star_ticks=index_p_star_ticks+1 
                } 
            }else{ 
                if(index_p_star_ticks<length(tickmarks_seq)) 
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                { 
                    tickmarks_seq=c(tickmarks_seq[1:index_p_star_ticks-
1],p_star,tickmarks_seq[index_p_star_ticks+1:length(tickmarks_seq)]) 
                }else{ 
                    tickmarks_seq=c(tickmarks_seq[1:(index_p_star_ticks-1)],p_star) 
                } 
            } 
        } 
         
        if(end_pi_o_x_axis>0.1) 
        { 
            labels_tickmarks=round(tickmarks_seq,2) 
        }else{ 
            labels_tickmarks=format(tickmarks_seq,digits=3,scientific=TRUE) 
        } 
        labels_tickmarks[index_p_star_ticks]=paste0(p_star_write) 
         
        tickmarks_seq_y=c(0,0.25,0.50,0.75,1.00) 
        index_pi_o_ticks=which.min(abs(tickmarks_seq_y-pi_o_scaling)) 
         
        if(tickmarks_seq_y[index_pi_o_ticks]>pi_o_scaling) 
        { 
            if(min(abs(tickmarks_seq_y-pi_o_scaling))>0.1) 
            { 
                tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],pi_o_scaling,tickmarks_seq_y[index_pi_o_ticks:length(tickmarks_seq_y)]) 
            }else{ 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],pi_o_scaling,tickmarks_seq_y[index_pi_o_ticks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-1],pi_o_scaling) 
                } 
            } 
        }else{ 
            if(min(abs(tickmarks_seq_y-pi_o_scaling))>0.1) 
            { 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    
tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks],pi_o_scaling,tickmarks_seq_y[index_pi_o_t
icks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks],pi_o_scaling) 
                } 
                 
            }else{ 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],pi_o_scaling,tickmarks_seq_y[index_pi_o_ticks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-1],pi_o_scaling) 
                } 
            } 
        } 
        labels_tickmarks_seq_y=round(tickmarks_seq_y,2) 
        index_pi_o_ticks=which.min(abs(tickmarks_seq_y-pi_o_scaling)) 
        
eval(parse(text=paste0("labels_tickmarks_seq_y[index_pi_o_ticks]=expression(rho[{o}]==",rho_o_w
rite,")"))) 
         
        if(pi_o_scaling<0.5){ 
            x_legend=0.55 
            y_legend=0.95 
        }else if(p_star>0.5) 
        { 
            x_legend=0.4 
            y_legend=0.4 
        }else{ 
            x_legend=0.55 
            y_legend=0.4 
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        } 
         
        if(p_star_exhaustive_sweep==TRUE){ 
            z=rbind(z,pi_o_plot) 
            lbl_o=paste0('paste("Scaling p-value 
",p^symbol("\052")==arg.min(rho[{o}](p)),"=',p_star_write,'")') 
            #Permuted distribution scaling factor ",rho[{o}]==min(rho[{o}](p)))' 
 
            lbl=paste0('paste("Permuted distribution scaling factor 
",rho[{o}]==min(rho[{o}](p)),"=',rho_o_write,'")') 
            lbl_2=paste0('paste("Fraction of true null tests 
",pi[{o}]==rho[{o}]*F[{o}](p^symbol("\052"))+(1-F(p^symbol("\052"))),"=',pi_o_write,'")') 
             
            #lbl_o='paste("Scaling p-value ",p^symbol("\052")==arg.min(rho[{o}](p)))' 
            #Permuted distribution scaling factor ",rho[{o}]==min(rho[{o}](p)))' 
             
            #lbl='paste("Permuted distribution scaling factor ",rho[{o}]==min(rho[{o}](p)))' 
            #lbl_2=paste0('paste("Fraction of true null tests 
",pi[{o}]==rho[{o}]*F[{o}](p^symbol("\052"))+(1-F(p^symbol("\052"))),"=',pi_o,'")') 
             
             
            p3<-ggplot() + 
            geom_line(data=zz, aes(x=statistic,y=value),size=0.7,colour="dodgerblue1", 
na.rm=TRUE)+ 
            geom_point(data=z, aes(x=statistic,y=value,fill=variable),shape=21,size=0.8, 
na.rm=TRUE)+ 
            scale_colour_continuous(guide = FALSE)+ 




\242"),p), p*symbol("\242") %->% p)))))+ 
            ylab(expression(paste("Scaling factors  ",tilde(rho)[{o}]," , ",rho[{o}])))+ 
            xlab("P-value")+ 
            guides(fill=guide_legend(title="",override.aes = list(size=2),label.hjust = 0, 
order = 2))+ 
            theme(axis.text.y   = element_text(size=10), 
            axis.text.x   = element_text(size=10), 
            axis.title.y  = element_text(size=10), 
            axis.title.x  = element_text(size=10), 
            #legend.position = c(x_legend, y_legend), 
            panel.background = element_blank(), 
            panel.grid.major = element_blank(), 
            panel.grid.minor = element_blank(), 
            axis.line = element_line(colour = "black"), 
            panel.border = element_rect(colour = "black", fill=NA, size=1), 
            legend.title=element_text(size=12), 
            legend.key.size = unit(3, "lines"), 
            legend.text=element_text(size=12))+ 
            scale_x_continuous(breaks=tickmarks_seq,labels=labels_tickmarks,limits = 
c(min_stat*0.999,end_pi_o_x_axis))+ 
            scale_y_continuous(breaks=tickmarks_seq_y,labels=labels_tickmarks_seq_y,limits = 
c(-0.0001,1.0001))+ 
            geom_vline(xintercept=p_star, colour="grey", linetype = "longdash", na.rm=TRUE)+ 
            geom_hline(yintercept=pi_o_scaling, colour="grey", linetype = "longdash", 
na.rm=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend, label =lbl_o,size=3,parse=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend-0.17, label =lbl,size=3,parse=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend-0.3, label =lbl_2,size=3,parse=TRUE) 
        }else{ 
             
            lbl_o=paste0('paste("Scaling p value 
",p^symbol("\052")==arg.min(f(p)/f[{o}](p)),"=',p_star_write,'")') 
            lbl=paste0('paste("Permuted distribution scaling factor 
",rho[{o}](p^symbol("\052"))==lim(tilde(rho)[{o}](p,p^symbol("\052")), p %->% 
p^symbol("\052")),"=',rho_o_write,'")') 
            lbl_2=paste0('paste("Fraction of true null tests 
",pi[{o}](p^symbol("\052"))==rho[{o}](p^symbol("\052"))*F[{o}](p^symbol("\052"))+(1-
F(p^symbol("\052"))),"=',pi_o_write,'")') 
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            p3<-ggplot() + 
            geom_line(data=zz, aes(x=statistic,y=value),size=0.7,colour="dodgerblue1", 
na.rm=TRUE)+ 
            geom_point(data=z, 
aes(x=statistic,y=value,fill=variable),shape=21,color="grey95",size=0.8, na.rm=TRUE)+ 
            scale_colour_continuous(guide = FALSE)+ 
            
scale_fill_manual(values=c("dodgerblue1"),labels=c("pi_hat"=expression(paste(tilde(rho)[{o}](p,
p^symbol("\052"))==frac(F(p^symbol("\052"))-F(p),F[{o}](p^symbol("\052"))-F[{o}](p))))))+ 
            ylab(expression(paste("Scaling factors  ",tilde(rho)[{o}]," , ",rho[{o}])))+ 
            xlab("P-value")+ 
            guides(fill=guide_legend(title="",override.aes = list(size=2),label.hjust = 0, 
order = 2))+ 
            theme(axis.text.y   = element_text(size=10), 
            axis.text.x   = element_text(size=10), 
            axis.title.y  = element_text(size=10), 
            axis.title.x  = element_text(size=10), 
            #legend.position = c(x_legend, y_legend), 
            panel.background = element_blank(), 
            panel.grid.major = element_blank(), 
            panel.grid.minor = element_blank(), 
            axis.line = element_line(colour = "black"), 
            panel.border = element_rect(colour = "black", fill=NA, size=1), 
            legend.title=element_text(size=12), 
            legend.key.size = unit(3, "lines"), 
            legend.text=element_text(size=12))+ 
            scale_x_continuous(breaks=tickmarks_seq,labels=labels_tickmarks,limits = 
c(min_stat*0.999,end_pi_o_x_axis))+ 
            scale_y_continuous(breaks=tickmarks_seq_y,labels=labels_tickmarks_seq_y,limits = 
c(-0.0001,1.0001))+ 
            geom_vline(xintercept=p_star, colour="grey", linetype = "longdash", na.rm=TRUE)+ 
            geom_hline(yintercept=pi_o_scaling, colour="grey", linetype = "longdash", 
na.rm=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend, label =lbl_o,size=3,parse=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend-0.17, label =lbl,size=3,parse=TRUE)+ 
            annotate("text", x = x_legend, y=y_legend-0.3, label =lbl_2,size=3,parse=TRUE) 
             
             
             
        } 
        ############################ 
        ############################ 
         
        cut=which(fdrs$statistic>=end*0.999999)[1] 
        fdrs=fdrs[1:cut,c(1,(ncol(fdrs):2))] 
        tab=tab[1:cut,] 
         
        labels_fdr=labels_fdr[length(labels_fdr):1] 
         
        colors_number=ncol(fdrs)-2 
        
palette_set_1=c("dodgerblue1","firebrick","mediumpurple4","#4DAF4A","#FF7F00","#FFFF33","#A6562
8","#F781BF") 
        palette=palette_set_1[colors_number:1] 
         
        fdrs=fdrs[which(fdrs$statistic<end),] 
        fdrs=fdrs[,c(2:ncol(fdrs))] 
        fdrs=melt(fdrs,id="quantile") 
         
        maxim_fdrs=max(fdrs$value[which(fdrs$variable %in% 
c("Fdr_MV","Fdr_BH_perm","Fdr_BH_unif","Fdr_ST","Fdr"))]) 
         
         
        threshold_tick=significance_threshold 
        tickmarks_seq_y=c(0,0.25,0.50,0.75,1.00) 
        index_pi_o_ticks=which.min(abs(tickmarks_seq_y-threshold_tick)) 
         
        if(tickmarks_seq_y[index_pi_o_ticks]>threshold_tick) 
        { 
            if(min(abs(tickmarks_seq_y-threshold_tick))>0.1) 
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            { 
                tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],threshold_tick,tickmarks_seq_y[index_pi_o_ticks:length(tickmarks_seq_y)]) 
            }else{ 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],threshold_tick,tickmarks_seq_y[index_pi_o_ticks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-1],threshold_tick) 
                } 
            } 
        }else{ 
            if(min(abs(tickmarks_seq_y-threshold_tick))>0.1) 
            { 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    
tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks],threshold_tick,tickmarks_seq_y[index_pi_o
_ticks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks],threshold_tick) 
                } 
                 
            }else{ 
                if(index_pi_o_ticks<length(tickmarks_seq_y)){ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-
1],threshold_tick,tickmarks_seq_y[index_pi_o_ticks+1:length(tickmarks_seq_y)]) 
                }else{ 
                    tickmarks_seq_y=c(tickmarks_seq_y[1:index_pi_o_ticks-1],threshold_tick) 
                } 
            } 
        } 
         
        if(maxim_fdrs>0.1) 
        { 
            labels_tickmarks_seq_y=round(tickmarks_seq_y,2) 
        }else{ 
            labels_tickmarks_seq_y=format(tickmarks_seq_y,digits=3,scientific=TRUE) 
        } 
         
         
         
        #tickmarks_seq_y_fdrs=seq(0,maxim_fdrs*1.01,maxim_fdrs/5) 
        #labels_tickmarks_seq_y_fdrs=round(tickmarks_seq_y_fdrs,2) 
        p4<-ggplot() + 
        geom_line(data=fdrs, aes(x=quantile,y=value,colour=variable),size=0.7, na.rm=TRUE)+ 
        scale_colour_manual(values=palette,labels=labels_fdr)+ 
        ylab("Fdr & Fndr")+ 
        guides(colour=guide_legend(title="Methods",label.hjust = 0, label.vjust = 
0,override.aes = list(size=1.5),order = 1))+ 
        ylab("Fdr & Fndr")+ 
        xlab("Number of tests")+ 
        theme(axis.text.y   = element_text(size=10), 
        axis.text.x   = element_text(size=10), 
        axis.title.y  = element_text(size=10), 
        axis.title.x  = element_text(size=10), 
        panel.background = element_blank(), 
        panel.grid.major = element_blank(), 
        panel.grid.minor = element_blank(), 
        axis.line = element_line(colour = "black"), 
        panel.border = element_rect(colour = "black", fill=NA, size=1), 
        legend.title=element_text(size=12), 
        legend.text=element_text(size=12))+ 
        scale_y_continuous(breaks=labels_tickmarks_seq_y,labels=labels_tickmarks_seq_y,limits = 
c(-0.0001,maxim_fdrs*1.01))+ 
        geom_vline(xintercept=p_star, colour="grey", linetype = "longdash", na.rm=TRUE)+ 
        geom_hline(yintercept=significance_threshold, colour="grey", linetype = "longdash", 
na.rm=TRUE) 




         
        pdf(paste0(output_name,"/fdrs.pdf"),height=9,width=8,onefile=FALSE) 
        print(perm_fdr_plot(list(p1,p2,p3,p4))) 
        graphics.off() 
    } 
   ########################################## QUITAR 
################################################################ 
    if(flag_debug_august==TRUE) 
    { 
        if(full_data_is_file==1) 
        { 
            
distributions_and_fdrs_at_grid=data.frame(p_value=grid_log,F_perm=F_o_log,F=F_log,f_perm=f_o_lo
g,f=f_log,Fdr_SAB=Fdr,Fndr_SAB=Fndr) 
            
pi_hat_fit=data.frame(p=grid_unif[finite_set],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitted) 
            
write.table(distributions_and_fdrs_at_grid,paste0(output_name,"/distributions_and_fdrs_at_grid.
txt")) 
            write.table(pi_hat_fit,paste0(output_name,"/pi_hat_fit.txt")) 
        }else{ 
            
distributions=data.frame(p=grid,F_perm=F_o,F_null=F_null,F=F,f_perm=f_o,f=f,F_perm_g=F_o_g,F_g=
F_g,f_perm_g=F_o_g,f_g=f_g) 
            
pi_hat_fit=data.frame(p=grid[finite_set],pi_hat=pi_hat[finite_set],pi_fit=pi_hat_fitted) 
            
distributions_all=data.frame(p=full_data[,full_column_id],F_perm=0,F_null=0,F=0,f_perm=0,f=0,F_
perm_g=0,F_g=0,f_perm_g=0,f_g=0) 
            finite_ps_indexes=which(full_data[,full_column_id] %in% grid[finite_set]) 
            finite_ps_indexes=finite_ps_indexes[order(finite_ps_indexes)] 
             
            
pi_hat_fit_all=data.frame(p=full_data[finite_ps_indexes,full_column_id],pi_hat=0,pi_fit=0) 
            for(i in 1:nrow(pi_hat_fit_all)) 
            { 
                index=which(pi_hat_fit[,1]==pi_hat_fit_all[i,1]) 
                pi_hat_fit_all[index,]=pi_hat_fit[index,] 
            } 
             
            write.table(distributions_all,paste0(output_name,"/distributions.txt")) 
            write.table(pi_hat_fit_all,paste0(output_name,"/pi_hat_fit.txt")) 
        } 
    } 
    ########################################## CIERRO QUITAR 
######################################################### 
     
    if(print_messages) 
    { 
        
cat("\n\n######################################################################################
#######################","\n") 
        cat("###################                                  Done!                                 
##################","\n") 
        
cat("##########################################################################################
###################","\n") 
    } 
     
    return(output) 
} 
	
