How do synaptic weights emerge? In the cortex most neurons are inner neurons. What synapses emerge from the local Hebb rule together with a global success valuation? The permanent stimulation of the cortex by its environment is modelled. It turns out that stable steady synaptic states emerge. These exhibit a correspondence between the inner degrees of freedom of the environment and the inner neurons. Biologically reasonable anatomical, physiological, psychological and ecological conditions for complete and partial correspondence are analyzed.
Introduction
The brain is permanently stimulated by its environment. What synapses emerge as a result?
This question is usually modelled with neural networks that have a neuronal dynamics and a coupling dynamics. This pair of dynamics exhibits problematic properties; adaptation is typically chaotic rather than successful (van der Maas, Verschure and Molenaar 1990) and it is not stable, see Grossberg's plasticity -stability dilemma (1976) . These problems are often avoided rather than addressed. For instance, Hop eld networks replace the coupling dynamics by a de nition of couplings (see e.g. Domany, van Hemmen and Schulten 1991; Rojas 1993) , Kohonen networks restrict the adaptation to (sometimes abstract) neighbourship relations (Kohonen 1989) , back propagation is technical rather than biologically reasonable (see e.g. Pineda 1987) . Anstze that address the problem are still hardly developed; accordingly, they do not concentrate on the essential anatomical, physiological, psychological and ecological conditions of adaptation (Barto, Sutton and Anderson 1983; Levy and Burger 1987; Edelman, Recke, Gall and Tononi 1992) , for a review cf. Brown, Kairiss and Keenan (1990) .
The present study is characterized as follows. The local mechanism of synaptic change is modelled with the Hebb rule (Hebb 1949) . But the Hebb rule is applied only, when a global valuation is positive (Thorndike 1913 ). This valuation is presumably provided by the limbic system (Kahle 1986) .
Further essential ingredients of the model are a di erentiated network anatomy (see Fig. (1) ), a separate inhibitory system of neurons, multilinear couplings as a model for neuropils (Carmesin 1991; Carmesin 1993bcd) , neuronal uctuations and three classes of environments with corresponding valuations. The emergent synaptic weights are stable steady states. It is shown with twelve theorems, how anatomical, physiological, psychological and ecological conditions are essential for adaptation. All theorems are explained verbally, proven in common terms and illustrated by simple examples. Numerical studies of xed -point equations and computer simulations are given. Several physiological and psychological experiments are suggested. We consider N neurons s i with couplings J ij . At discrete times t = 1; 2; 3; : : :, each neuron takes either the value 1 or ?1, i.e., s i (t) = 1. The network consists of S sensor neurons, M motor neurons and I inner neurons, i.e., N = S + I + M. Additionally, the network contains a valuation (see gure (1)). The network is permanently stimulated by its environment. What neuronal and adaptive capabilities are inherent to this network anatomy?
Neuronal Capabilities
Degrees of freedom. Neural networks exhibit capabilities, due to their neuronal degrees of freedom (Pineda 1987) . That is, if a network has many neurons, then it can take many di erent states. The resulting capability is the process of taking these states. What can the network do? As a consequence of its neuronal dynamics (see (8)), the network establishes the process of taking states.
Instrumental capabilities. Let us consider a biological example. A bat has sensor neurons that indicate acoustic signals. Its motor neurons cause the production of such signals. So its anatomy allows the navigation that uses an echo, due to the capabilities of the sensor neurons and motor neurons. But in order to establish such a navigation, the above capability of all neurons (to take states) is needed too. By the instrumental capabilities we understand the additional capabilities of sensor neurons and motor neurons. Formally, particular environmental degrees of freedom e i = 1 correspond to those of the sensor and motor neurons s sensor i (t) = e sensor i (t) and s motor j (t) = e motor j (t):
(1)
In the above example of the bat, a received acoustic signal e sensor i corresponds to the ring of a neuron s sensor i and a produced acoustic signal e motor j corresponds to the ring of a neuron s motor j .
Adaptive Capabilities
In addition to the neuronal capabilities, the network exhibits adaptive capabilities. Let us consider a biological example. If a frog desires to catch a y, then it valuates positively the stimulation of sensor neurons that is followed by the ring of inner neurons and motor neurons that is followed by a y in the mouth. By the adaptive capability of a network we understand its ability to learn to perform neuronal states in a desired manner. In order to establish such a desire, the network has its valuation (see Fig. (1) ).
Anatomical Classes of Environmental Situations
1. Consistent Tasks. By an elementary task we understand a desired mapping from one con guration of sensor neurons to one con guration of motor neurons, as it is described by the pair = (s sensor 1 (t); : : : ; s sensor S (t)); (s motor 1 (t + 1); : : : ; s motor M (t + 1))]:
(2) By a consistent 1 task~ we understand a desired mapping that maps each con guration of sensor neurons, to a con guration of motor neurons. So a consistent task~ consists of 2 S elementary tasks , one for each con guration of sensor neurons.
Let us consider a biological example. Pigeons have been trained to peck to a key, if they are in a Skinner box and if the symbol A is presented (von Fersen, Wynne, Staddon and Delius 1991) . What has been trained is an elementary task. The sensor neurons detected the Skinner box and the symbol. The motor neurons generated the pecking to the key. For another example see Fig. (3) . Consistent tasks are an essential ingredient of the present model as follows. By definition, a consistent task corresponds to a desired manner of taking neuronal states without inner neurons. In contrast, the network has inner neurons, so it generates values of motor neurons that depend on values of inner neurons; the generated values of motor neurons are compared with the desired values of motor neurons by the valuation (see (6) ). The result of this comparison enters the coupling dynamics (see (12)).
The above example can be expressed within the paradigm of behaviourism. More generally, all consistent tasks can be expressed within that paradigm. In contrast, neural networks can perform neuronal states more exibly. In this manner, neural networks go beyond behaviourism. What classes of environments go beyond behaviourism?
2. Challenges. In order to generalize consistent tasks, we proceed as follows. First, we rewrite consistent tasks in terms of environmental degrees of freedom (see (1) and (2)) = (e sensor 1 (t); : : : ; e sensor S (t)); (e motor 1 (t + 1); : : : ; e motor M (t + 1))]:
Second, we allow E inner degrees of freedom of the environment e inner i , additionally.
For instance, we model a frog watching a bug, then the bug is described by a e sensor i ; if the bug hides behind a stone, then the bug is described by an inner degree of freedom of the environment e inner i .
By an elementary challenge we understand the following. To a con guration of environmental degrees of freedom at a time t, the values e sensor i (t + 1) and e inner i (t + 1) are produced by the environment, while the values e motor i (t + 1) are required by the environment. A complete correspondence of neuronal and (modelled) environmental degrees of freedom is desired, in particular, I=E is desired. So, an elementary challenge is described as follows = (e 1 (t); : : : ; e N (t)); (e 1 (t + 1); : : : ; e N (t + 1))] with s i (t + 1) = e i (t + 1): (4)
By a challenge~ we understand a set of 2 N elementary challenges, one for each old environmental state. The mailbox challenge is an example (see Fig. (2) ). This example has been applied to pathological and non -pathological psychological settings (see Kruse, Carmesin, Stadler 1993). 3. Requirements. In a consistent task, the desired performance of neuronal states is restricted to the peripheral neurons, that is, to the sensor and motor neurons. Next, we restrict the desire to the peripheral part of a challenge.
By a requirement R(~ ) of a challenge~ we understand the desire to establish a correspondence of the peripheral neurons and the corresponding degrees of freedom of 1 Inconsistent tasks have di erent elementary tasks at di erent times and are not studied here (see Stopher and Kirsner 1981; Carmesin 1994) . the challenge~ . Accordingly, an elementary requirement is described as follows R( ) = (e 1 (t); : : : ; e N (t)); (e 1 (t + 1); : : : ; e N (t + 1))] with s motor i (t + 1) = e motor i (t + 1):
The three anatomical classes of environments can be compared according to the desired mappings. A consistent task is a mapping from sensor degrees of freedom e sensor i (t) to motor degrees of freedom e motor j (t + 1). A challenge is a mapping from all degrees of freedom e i (t) to all degrees of freedom e j (t+1). A requirement is a mapping from all degrees of freedom e i (t) to motor degrees of freedom e motor j (t+1); consequently, the same sensor degrees of freedom e sensor i (t) are mapped to di erent motor degrees of freedom e motor j (t + 1), depending on the inner degrees of freedom e inner i (t) of the environment, cf. Carmesin (1994 We use the convention e i = 1, if the indicated question has the answer yes. e 1 and e 2 correspond to sensor neurons, s 4 corresponds to a motor neuron. In addition, the environment has the inner degree of freedom e 3 . It is the inner degree of freedom of the mailbox, namely, to contain letters invisibly.
An elementary mailbox challenge is speci ed by the octuple (e 1 (t); e 2 (t); e 3 (t); e 4 (t); e 1 (t+1); e 2 (t+1); e 3 (t+1); e 4 (t+1)). 2 N = 2 4 = 16 octuples establish the mailbox challenge. Thereby, the old answer e 4 (t) and the new sensor states e 1 (t+1); e 2 (t+1) are irrelevant for the new values e 3 (t+1); e 4 (t+1). So 8 relevant quintuples (e 1 (t); e 2 (t); e 3 (t); e 3 (t + 1); e 4 (t + 1)) remain to be speci ed. We exclude, that letters are taken out and put in at the same time.
( 1; ?1; 1; 1; 1) : If no letters are taken out and letters are inside at t, then a letter is inside at t + 1, so s 3 (t + 1) = 1 and the answer is yes, so s 4 (t + 1) = 1.
(1; ?1; ?1; 1; ?1) : Because a letter is put inside at the time t, a letter is inside at the time t + 1, so s 3 (t + 1) = 1. Because no letter was inside at the time t, the answer is no, so s 4 (t + 1) = ?1. ( (Resnick and Ford 1981; Barto, Sutton and Anderson 1983) .
Dynamics
The full dynamics of a network that adapts to its environment is established by the environmental, neuronal and synaptic dynamics.
Environmental Dynamics
We model the environment so that the neuronal con gurations at a time t occur in a statistical order and uniformly distributed. That is P environment (fs i (t)g) = 2 ?N :
Thereby a curly bracket indicates a con guration, i.e., fs i g = (s 1 ; s 2 ; : : : ; s N ). This is biologically reasonable, if there occurs repeated stimulation. Repeated stimulation can occur in the environment or indirectly: When the hippocampus exhibits long term potentiation (LTP) (see e.g. Kahle 1986), then it repeatedly provides other parts of the brain with neuronal activities (see Carmesin 1993a).
Neuronal Dynamics
For the Hebb rule it is essential which neuronal con gurations fs i g are taken frequently.
So it is adequate to model the neuronal dynamics statistically. (see (8)). In particular, by h i we denote the signals that enter a neuron s i ; and we model the probability function P i (t + 1) for s i (t + 1) by using an arbitrary probability function p of a variable x = 1, that is p(x) + p(?x) = 1 (see eq. (8)). Later (section 5), we specialize p to a Boltzmann form, see (9).
Furthermore, we model bilinear couplings J ij , trilinear couplings J ijk and so for.
Such couplings are called multilinear. For instance, a multilinear network is a model for a neuropil: Anatomically, a synapse in a neuropil connects several neurons (see Kahle 1986) . Functionally, a synapse in a neuropil peforms complex signal transfers (see van Hateren 1992) . A multilinear coupling models the anatomical property, because it connects several neurons. In addition, it models any complicated interaction that may be established in a neuropil; because the value of a postsynaptic neuron can be any function of any con guration of values of presynaptic neurons (see below or Carmesin 1991) . Altogether, the neuronal dynamics is described by
In the Boltzmann case we get the compound probability (see Korn 1961) for the total neuronal con guration: P B (fs i (t)g; fs i (t + 1)g) = exp(? H) 
Thereby, the intensity of the uctuations exhibited by the neurons is proportional to a parameter T = 1= . The rst term J ij s j describes the usual deterministic model for couplings between pairs of neurons.
Coupling Dynamics
Excitatory synaptic weights. We model Hebb's "neurophysiological postulate".
When an axon of cell A is near enough to excite a cell B and repeatedly or persitently takes part in ring it, some growth process or metabolic change takes place in one or both cells such that A's e ciency, as one of the cells ring B, is increased (Hebb 1949) . In addition we model reinforcement (see (6)) (Thorndike 1913 J ij (t) = a( f n i (t + 1)n j (t) ? bJ ij (t)) and analogously J ijk (t) = a( f n i (t + 1)n j (t)n k (t) ? bJ ijk (t)) : : : :
Here, denotes the Heaviside step function: If x > 0, then (x) = 1, otherwise (x) = 0. The coupling dynamics is generalized for multilinear couplings in the spirit of the Hebb rule (see also Carmesin 1991).
Stationary Synaptic States
In this subsection we use the space that is formed by all couplings J ij:::k , we call it coupling space and by J we denote a point in this coupling space. In this subsection we study: the time development of the (ensemble averaged) synaptic distribution function (J; t), the existence and stability of stationary synaptic densities (J), the existence and stability of steady states J , the possibility that a phase is instantiated by a steady state. Accordingly, the considerations are technical and are not necessary for a rst understanding of the paper; the reader is advised to continue (his rst reading) with section 5.
In general, equations like (12) exhibit xed -points, cycles and chaotic trajectories. Nevertheless, the modelled network exhibits relatively successful (valuation =1), regular and stable synaptic states in the following averages.
Stochastic Kernel of a Markov Operator
The triple environmental, neuronal and coupling dynamics establishes a transition probability K(J 0 ; J) from a coupling state J to a coupling state J 0 . K is obtained by inserting (8), (12) and (7) 
Stationary Synaptic Density
First we study the time average < (J; t 0 ) > t of the synaptic distribution function (see e.g. Lasota and Mackey 1985) < (J; t 0 ) > t = 1 t t?1 X n=0 P n (J; 1):
Stationary density by time average theorem. The time average < (J; t 0 ) > t converges to a stationary coupling density (J) that obeys a xed -point equation as follows.
lim t!1 < (J; t 0 ) > t = (J) with P (J) = (J):
(16) The theorem is proven in Appendix I and holds for the following reasons. Possible di erences between < (J; t 0 ) > t and < (J; t 0 ) > t+1 decay like 1=t. Further di erences 2 This is biologically reasonable in the following sense. Neurons in networks are easily chaotic (see Diez, Perez, Budelli and Segundo 1988) . For the present purpose this is adequately idealized by random uctuations (Lasota and Mackey 1985) . It has been shown, that the form of the distribution function of the random uctuations is irrelevant for the studied phenomena of symmetry breaking during the emergence of networks (Carmesin 1993a) . A model for random uctuations is presented in Appendix VII.
are excluded as a consequence of properties of spaces of functions (see Hahn -Banach theorem or Lasota and Mackey 1985) .
Second we study the stationarity properties of the synaptic distribution function (J; t).
For that purpose, we assume that any synaptic state with an Euclidean distance to the origin that is smaller than a10 ?20 decays immediately to the origin. This is biologically reasonable, because synaptic e ciencies cannot become arbitrarily small. Furthermore, it is usually obeyed in a computer simulation with a precision of 16 or less decimal digits.
Stationary density theorem. At nonzero uctuations T 6 = 0, the synaptic distribution function < (J; t) > t converges to a uniquely determined, asymptotically stable and stationary coupling density (J) that obeys a xed -point equation as follows lim t!1 (J; t) = (J) with P (J) = (J): (17) The theorem holds for the following reasons. For any initial synaptic state J, there is a nonzero probability that f = 0 for a sequence t; t + 1; : : : ; t 1 of times so that the synaptic state J is zero at t 1 . Roughly speaking, from the xed -points mentioned in the stationary density by time average theorem, only the most stable one can remain. Precisely speaking, the corollary 5.7.1 in Lasota and Mackey (1985) is applicable, because there is some m and a synaptic state (the origin) that is reached with a nonzero probability by an m-fold application of the Markov operator P. (20) That is, the argument of the large bracket is zero. By using (8) This theorem has been derived with the above ve equations. Next we turn to the question, whether steady states are stable. Examples are discussed below the following theorem.
For a small learning rate a, the full dynamics exhibits small uctuations around a steady state. First, we prove this. Then we illustrate it for experiments with animals and humans (see Siemann and Delius 1993) in a rough and incomplete manner.
Steady state stability theorem. (1) The coupling space consists of sectors, in which the deterministic neuronal dynamics is the same. We call such sectors phases (per de nition). (2) There is at most one steady state in a phase. (3) There are phases that correspond to successful networks (valuation = 1), but that contain no steady state.
(4) In the limit in which the learning rate a goes to zero, the steady states are stable.
This theorem holds for the following reasons.
(1) If all couplings are rescaled by the same factor, then the deterministic neuronal dynamics remains unchanged (see (10. So the coupling space consists of phases.
(2) All points of a phase that have the same distance to the origin exhibit the same (stochastic) neuronal dynamics. So the right hand side of the xed -point eq. is the same for all such points. Thus, the left hand side is the same. So there is at most one xed -point with the same distance to the origin. A change of the distance from the origin is equivalent to a change of the strength T of the uctuations. If there were two steady states at two distances, then there were the same steady state for two di erent T. That cannot be, because the distance from the origin changes monotonically with T.
(3) The network in Fig. (3) that has two invented neurons is not a steady state at T > 2 (see below).
(4) The coupling state of the full dynamics changes due to neuronal uctuations. These changes add up to a trajectory. When a is small, then these changes are small. These changes are symmetric, because otherwise the steady state were no xed -point of (17). So the distribution function of the points of the trajectory exhibits a maximum at the steady state. The smaller a, the smaller are the pieces that add up to form the trajectory. The smaller these pieces, the more such pieces establish the same distance from the steady state. The more such pieces, the smaller is the width of the distribution function (central limit theorem). The smaller that width, the less probable is it that a trajectory leaves the vicinity of the steady state. So, steady states are stable in the limit a to zero. q.e.d.
An immediate consequence is, that the valuation solves the stability -plasticitydilemma of adaptation (Grossberg 1976) ; in that study there occur rough analogues of steady states; those analogues drift; in contrast, the present steady states do not drift.
Next, we estimate the regularity for experiments with humans and pigeons (Siemann and Delius 1993) . The subjects learn 10 elementary tasks. For it, humans need roughly 300 trials. In a rough approximation, the speci cities of the couplings grow linearly during the trials. So, at each trial the speci cities grow by 0.333 per cent of the su cient amount. On the other hand, the couplings may form regions, in which they may vary by roughly 10 per cent, before the network is not successful . Altogether, the couplings may change at each trial by a thirteeth of the size of the region. Pigeons learn even slower (see Siemann and Delius 1993) .
Adaptation with cyclic and chaotic changes of couplings is regarded as pathological, because a nonzero valuation is achieved only by chance. I.e., success is achieved only by chance. Such pathological adaptation is not investigated in this paper 3
. As a result of the restriction to slow synaptic change, the emerging networks are stable steady states. This is also con rmed by computer simulations (see Fig. (3) ). Practically, at critical points the steady states are not very stable with respect to uctuations; instead they exhibit hysteresis (see T=0.8 in Fig. (3) ). The computer simulations (data points) are performed with a nite learning rate a, so we see the uctuations; the solid line is calculated from the xed -point equation and corresponds to a = 0. Away from such critical points, the steady states are also practically 4 stable with respect to uctuations.
Scenario of Regular Stationary Synaptic States
In this section, the following scenario has been proven. Irregular stochastic motion of neurons leads to a synaptic distribution function (J; t) (ensemble average at each time). Its time average converges to a stationary synaptic density (J). For a small learning rate a, steady states J are stable local maxima of (J). Such local maxima instantiate phases; but not each successful phase is a steady state, let alone each phase.
Steady States
In the rest of the paper, the properties of steady states are studied.
Fixed -Points
In order to calculate a steady state, we sum all J ij:::k that occur after performing all 2 N elementary frameworks. Thereby we take a con guration at time t + 1 with its probability (see (8) and (9)). Then we look for couplings with J ij:::k = 0. This theorem is a special case of (22) and it holds for these reasons. The permanent stimulation by the environment is taken into account as follows. We sum all J ij:::k that occur after performing all 2 N con gurations at the time t. Thereby, each of the 2 N con gurations fn q (t + 1)g at time t + 1 is taken with its probability 
In order to calculate the steady state, we search stationary coupling matrices, i. e., J ij:::k = 0. So we get the above xed -point equation. An example for the theorem is this: A subject improves its performance of a consistent task by training. Thereby the improvement is large at the beginning, but after a while the subject does not improve further. That is, the subject reaches a steady state. For example, such steady states have been observed in humans (Piaget 1928) and pigeons (von Fersen, Wynne, Staddon and Delius 1991).
Correlations
We interprete the xed -point equation in terms of the following correlations, called successful usage f ij:::k =< n i (t + 1)n j (t):::n k (t) f > p : (25) Thereby the average is performed according to the neuronal distribution P i and over the states at t + 1. By de nition, f ij:::k is a correlation of the usage of the neurons n j :::n k followed by n i and by success f = 1. With it, the xed -point equation reads 
Adaptation Procedures
At the beginning, no inner neuron has a coupling. In other words, all inner neurons have the same couplings. This need not be so in the steady state. For it, uctuations are essential. Accordingly, we study steady states with large uctuations ( = 0).
As the breaking of symmetry is very sensitive, we study it for the following three learning procedures. By supervised learning we understand an adaptation procedure with the correct answer xed at the motor neurons. This procedure appears biologically unrealistic, because there is no instance that could x the values of the motor neurons. By selfsupervised learning we understand the studied Hebb rule with valuations f (see (12)). This procedure appears more realistic, but why should the motor neurons exhibit uctuations? By selfsupervised learning with inner uctuations we understand a selfsupervised learning procedure modi ed so that uctuations occur at inner neurons only. That is, there are no uctuations at the sensor neurons by de nition of elementary frameworks. Additionally, there are no uctuations at motor neurons. This last procedure appears most realistic, because the motor system should perform reliably, whereas inner neurons may exhibit exploratory, less regular, random -like activities. Formally, the values of the motor neurons are determined by (10).
By a low successful usage we understand an averaged successful usage f ij:::k of the indicated neurons, one of which is an inner neuron without couplings. There occur inner neurons that form pairs with high successful usage. We call such neurons invented (see e.g. Fig. (3) ); as they are used especially often and emerge spontaneously.
Inner uctuation theorem. At = 0, some (i.e. not arbitrarily many) invented neurons can emerge as a result of selfsupervised learning with inner uctuations. In contrast, this does neither occur for supervised learning nor for selfsupervised learning.
For a proof see appendix II. This theorem holds for the following reasons. The steady state is achieved by the following feedback loop: The neurons achieve success according to the neuronal dynamics, the success is valuated, the valuation enters the coupling dynamics, the coupling dynamics changes the couplings, the couplings and uctuations establish the neuronal dynamics. If the motor neurons obey a deterministic function (see (10)), then a motor neuron can depend deterministically on a single neuron. In such a case the feedback loop stabilizes the corresponding coupling. If the motor neurons uctuate (with ), then such a dependence is impossible. The above feedback loop does not occur with supervised learning. Because the success is not achieved by neurons, instead it is xed.
Far and successful association example: By a far association we understand an association between two neurons that are not connected with a synapse. For instance, we consider a network with the sensor neuron s 1 , the motor neuron s 2 and two inner neurons s 3 and s 4 . The task is s 2 (t + 1) = s 1 (t). Additionally, no couplings between sensor and motor neuron are allowed (far association), and only bilinear couplings are considered. By chance, at some time the couplings of one inner neuron are larger than those of the other. For instance, let the couplings of s 3 be larger. Then the motor neuron 5 takes the same value as s 3 (see (10)), i.e., s 3 (t + 1) = s 2 (t + 2). Altogether we get (see (25) and (26) 
So, s 3 is invented in the steady state. In contrast, s 4 is not invented.
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Here the answer is generated at the time t + 2. Accordingly, we consider a generalized valuation here as follows. The motor signal of a consistent task should be given at a time later than the sensor signal and before the comparison by the valuation (see (6) ). This is biologically reasonable. So far, we did not consider inhibitory synapses. In general, this may lead to steady states that are not very successful, i.e., < f > p << 1. For instance, this may lead to steady states with too many excitatory synapses. In order to compensate such e ects, we use another version of the Hebb rule: A coupling is increased, if presynaptic and postsynaptic neurons re successively; and a coupling is increased, if presynaptic and postsynaptic neurons are silent successively (see e. g. Brown, Kairiss and Keenan (1990) ). In order to model it, we modify h in (8) and we replace (12) In addition, we assume a neuron s 0 that takes the value 1 at any time and that is connected with bilinear couplings only. E ectively, couplings with this neuron correspond to thresholds.
Translation theorem. The xed -point equation (23) 
Analogously, all results obtained so far can be translated.
The proofs are formally identical, if one replaces in all equations the occuring J by W, the n i by s i , and the by sgn. This analogy does not hold for the results to be derived in the following.
Reducible Invention
Reducibility. In the remaining sections, we study under what conditions the emerging steady states are successful. We study the quality of a coupling state, by investigating how it performs without neuronal uctuations. Accordingly, by a solution network of a consistent task, a challenge or a requirement we understand a network that performs successfully (see (6) ), at vanishing uctuations (T = 0). We call the number of invented neurons of a solution network reducible, if another solution network has less invented neurons. If the number of invented neurons is irreducible, then we call the invented neurons irreducible.
Reducibility Theorem. A network that adapted to a consistent task contains no irreducibly invented neuron. That is, if it contains invented neurons, then these are reducible.
For a proof see appendix IV. This theorem holds for the following reasons. A consistent task is an input/output mapping. It can be achieved by multilinear couplings, because these correspond to a Taylor expansion of such a mapping. The expansion has only nitely many terms, because s 2 i = 1. Consequently, a network with a nite number of couplings and without inner neurons instantiates the consistent task.
For instance, the invented neuron s 3 in Fig. (3) is reducible, if one allows a direct coupling between sensor neurons to motor neurons. Another example is the exclusive or. This is a consistent task with two sensor neurons s 1 and s 2 and one motor neuron s 3 . The motor neuron shall take the value s 3 = s 1 s 2 . A bilinear network needs invented neurons (see e.g. Rojas 1993) . In contrast, a multilinear network needs only the coupling J 312 = 1. So the inner neurons that are invented in a bilinear network are reducible.
9 Irreducible Invention 9.1 Irreducible Adaptation Irreducible adaptation theorem. If a network (see (8) and (28)) is stimulated at = 0 with challenge -valuation, then the emerging steady state is a solution network without reducible neurons.
For a proof see appendix V. This theorem holds for the following reasons. At = 0, the function p (see (8)) is 2 ?1 . So, each neuronal con guration enters the averaged successful usage f li:::j with the weight 0 or 2 ?N . Because the full knowledge of the challenge enters through the challenge -valuation, exactly the correct neuronal con gurations inuence the coupling dynamics. As a matter of fact, correct con gurations yield the coe cients of the above mentioned Taylor series. For redundant neurons, the couplings vanish.
For an example, we study the mailbox challenge (see Fig. (2) ). Here, it su ces to consider bilinear couplings. The couplings are determined with the xed -point equation at = 0 (see (23) Consequently, at T = 0 the network performs as follows (see (10)) s 3 (t + 1) = sgn(4s 1 (t) ? 4s 2 (t) + 2s 3 (t)); s 4 (t + 1) = sgn(s 3 (t)):
This performance is in full accordance with the challenge (see Fig. (2) ). Another formulation of the irreducible adaptation theorem is: At = 0 and with challenge -valuation, the steady state is a solution network with a minimal number of inner neurons.
Complete Correspondence by Cues
We consider a situation in which the inner degrees of freedom of the environment are recognized by the valuation via cues. For instance, we revisite the example of a bug that hides behind a stone. If the bug makes noise or if another frog sees the bug and moves towards it or if any other cues can be used, then we model it so that the valuation knows about the bug.
Complete correspondence by cues theorem.If a network (see (8) and (28)) is stimulated at = 0 with requirement -valuation, and if the valuation uses cues, then the steady state is a solution network without reducible neurons.
This theorem holds for the following reason. With challenge -valuation, exactly the correct neuronal con gurations in uence the coupling dynamics. The same is the case with cues. The correct con gurations take the weight 2 ?N at = 0. So, the couplings of the steady state are the same as those that emerge with challenge -valuation.
Invention Stability
The steady state that is achieved with the requirement -valuation need not be a solution network. Because inner neurons must be invented, though they do not take part in the valuation.
Invention stability theorem.The solution network that emerges with challengevaluation at = 0 is a steady state without uctuations (T=0), even without any valuation.
This theorem holds for the following reason. At T=0, only those con gurations are taken, that correspond to the challenge -valuation. Because the network is adapted to the requirement and no uctuations occur. Furthermore, these con gurations are taken with probability 1. The same probabilities are relevant for the case with the challenge -valuation at = 0. Because the contribution to the couplings that come from all uctuations add up to zero. This fact can be checked arithmetically; it is ultimately acchieved by the inhibitory sytem via (s i = 1) + (s i = ?1) = 0. So the Hebb rule is applied with the same events. So the steady states are the same. A conceivable example is this. A valuation may be provided by a network that is itself a steady state at T=0 so that it requires no further valuation. Another conceivable example is this. After an environment stabilized the emergence of a steady state, the uctuations can be decreased so that the environment's valuation is no longer needed; initially, with uctuations, the network is sensitive, later it is not.
Correspondence by Invention
How can an invention emerge for the rst time?
Correspondence by invention theorem.A challenge that has only irreducible inner neurons is considered. With the requirement -valuation, at T=0 and with an additional mechanism that makes T 6 = 0 if the network is not successful, only solution networks are steady states at T=0. A steady state at T=0 has at least one inner neuron for each inner neuron of the challenge.
This holds for the following reasons. If the network is not a solution network that is a steady state at T = 0, then it is changed via uctuations. By the de nition of irreducible inner neurons, the steady state must have corresponding inner neurons. For instance, the network that emerges with challenge -valuation at = 0 is a steady state solution network at T=0, due to the invention stability theorem.
The correspondence by invention theorem shows how the Hebb rule can yield steady state networks in which the irreducible inner degrees of freedom of a challenge correspond to inner neurons of the network. It is beyond the scope of this study, to investigate under what conditions the Hebb rule is relatively e cient in irreducible invention, if compared with more technical rules like back propagation (Pineda 1987) .
Suggested Experiments
The mailbox challenge appears to be appropriate for humans and animals like pigeons, as is indicated from prior experience (Siemann and Delius 1993; Carmesin and Schwegler 1993) . Experiments concerning the following questions are conceivable. 1. Does the subject adapt to the mailbox challenge, if the challenge is presented visually, i.e., with moved letters like in Fig. (2) ? 2. Does the subject adapt to the challenge, if the challenge is presented abstractly, i.e., with pure reward and punishment (see e.g. von Fersen, Wynne, Staddon and Delius 1991; Siemann and Delius 1993) ? 3. How does the subject adapt to the requirement, if it is presented abstractly but with cues for the values of s 3 ?
By comparing the results of 2. and 3., one can measure quantitatively the usefulness of cues. This experiment can as well be performed with animals. For instance, a pigeon can be studied with the mailbox -requirement. Without cues, the pigeon pecks on two keys that represent s 4 and not s 4 . With cues, the pigeon pecks on four keys that represent s 4 , not s 4 , s 3 , and not s 3 . It is expected, that the pigeon performs better with cues. 4. The activity of s 3 in Fig. (2) should be measured physiologically, for instance, with an EEG. Such EEG measurements are expected to be feasible, because disturbances in the EEG can be eliminated by using event related potentials. Here, s 3 corresponds to no sensor or motor signal, it is a construct of the subject, so the goal is to measure the construct related potential of s 3 analogously to event related potentials. It is expected that a neuron s i of the present study corresponds to a module of neurons in the brain (see e.g. Birbaumer and Schmidt 1990) ; such a correspondence is not expected to be problematic, due to universal properties (Gerstner, Ritz and van Hemmen 1993) .
Conclusion
Three essential classes of environments are consistent tasks (see Fig. (3) ), challenges, and requirements (see Fig. (2) ). Thereby, consistent tasks are within the paradigm of behaviourism, whereas challenges and requirements are not. Consistent tasks are reducible to networks without inner neurons. For comparison, a network with the multilinear Hop eld -rule adapts to any consistent task without inner neurons, because multilinear networks exhibit in nite storage capacity (see Carmesin 1991) ; the multilinear perceptron learning rule converges for each consistent task (see Carmesin 1993b); the multilinear back -propagation learning rule converges for each consistent task (see Carmesin 1993c); requirements and challenges are instantiated by automata and computers (see Gerber 1979; Carmesin 1993d; Carmesin 1994 ) but automata and computers are not adaptive, in contrast to the networks modelled here.
Stable steady states emerge so that they can be determined from a xed -point equation. As a result of the valuation, these states do not drift; accordingly, the plasticity -stability -dilemma is solved via the valuation. Necessary couplings are large in the steady state. Far and successful associations emerge, due to uctuations of inner neurons.
The network adapts to each challenge, thereby its inner neurons correspond completely to the degrees of freedom of the environment. The network adapts to each requirement, if cues are used by the valuation. If the network did already adapt to a requirement, then the network is a stable steady state (without uctuations). The network can eventually adapt to each requirement, due to its neuronal uctuations; in this manner the network can know what it cannot perceive (see Wittgenstein 1990) .
Altogether, the present study shows how anatomical, physiological, psychological and ecological conditions are relevant for adaptation. Thereby, essential insights and experiments are obtained.
Appendices
We add (35) and (12) to get W ij (t) = f an i (t + 1)n j (t) + añ i (t + 1)ñ j (t) ? abW ij (t):
Typically, inhibitory synapses are very e cient (see Kahle 1986) . Additionally, excitatory and inhibitory neurons establish separate systems so that inhibitory neurons are near excitatory ones and a fast inhibition is possible (see Kahle 1986) . Inhibitory partner neurons are biologically motivated (see Kahle 1986; Gerstner, Ritz and van Hemmen 1993) . In this sense, the model is an idealization of nerveous systems.
Mapping to neuron -pair -variables s i . The information of a neuron n i and its partner is completely represented in n i . Accordingly, we eliminateñ i as follows. We use the variables s i (see 12)) s i = n i ?ñ i : (38) With it, the neuronal dynamics remains unchanged (see (8)), and the coupling dynamics (37) becomes W ij (t) = f 2as i (t + 1)s j (t) ? abW ij (t):
In the text, we neglect the factor 2 by an appropriate rescaling, and we proceed analogously for multilinear couplings.
Appendix IV: Reducibility Theorem. We consider any given consistent task~ . 
The term h l (t + 1) is the same as f~ with the values of the sensor neurons taken at the time t. So it is the same as s motor l (correct) (see (40)). Thus the potential takes the form (see (43) 
To check whether the constructed network is a solution network, we consider zero uctuations, T = 0. Then the potential takes its minimal value. So, all motor neurons take the correct value at the time t + 1 (see (44) For each elementary framework, twice the corresponding successful usage ij is calculated (see (25)). For short, 2 ij = ij . As a result, ij = 1, because at = 0 the function p takse the value 1=2 (see (8)). Twice the sum of the successful usages over the elementary frameworks is calculated in the lowest line. A coupling is 0 =2 times this sum (see (26)). We choose a and b so that 0 = 2. In this manner, we calculate the steady state explicated in (30). From the table, the adaptive nature of the coupling dynamics can be easily appreciated: Though the coupling dynamics merely instantiates a summation, it achieves a robust and perfectly processing solution network including an irreducible inner neuron.
Appendix VII: Modelling Random Fluctuations with Neurons. The neuronal dynamics is stochastic. This is not essential, because the same stationary synaptic states are obtained by modelling the random uctuations with an additional deterministic network: We model one neuron r(t) that takes values from the interval 0; 1]. Its dynamics is not adaptive and reads r(t + 1) = 2r(t) ? (2r(t) ? 1). Additionally, we model the e ect of r to a neuron s i as follows s i (t + 1) = sgn(P i (t + 1) ? r(t + 1)):
(51) So, r instantiates a dyadic mapping (see e.g. Lasota and Mackey 1985) . Consequently, the values of r are uniformly distributed (see e.g. Lasota and Mackey 1985) . (In essence, r instantiates the usual modulo random number generator.) Consequently, s i (t + 1) takes the value i (t + 1) with the probability P i (t + 1) and in the deterministic manner of r. So, r instantiates exactly those probabilities that have been modelled above 6 .
