We consider the existence of multiple positive solutions of a nonlinear two-point boundary value problem by modifying a "time map" technique introduced by J. Smoller and A. Wasserman. We count the number of positive solutions and find their Conley indices and thus determine their stabilities.
Introduction
In this paper, we consider the local bifurcation of positive solutions of the two-point boundary value problem where 2L > 0, the interval length, is a real bifurcation parameter. Throughout this paper, we assume that / e C 2 [0, 1] and satisfies (1.2) / ( x ) > 0 o n ( 0 , l ) , /(l) = 0, [2] Bifurcation and stability of positive solutions 335
and there exists a S > 0 such that f'(x) < 0 on (1 -8, 1) . We obtain local bifurcation diagrams of positive solutions u of (1.1) satisfying
that is, we count the exact number of positive solutions in the order interval (0, 1). Notice that if /(0) = 0, then u = 0 is a solution, and the strong maximum principle shows /(w max ) > 0 [2, Lemma 6.2] . We are interested in nonconstant positive solutions. Equation (1.1) with / satisfying (1.2) is related to the classic Kolmogoroff equation u t = \u xx +f(u) which arose in the context of a genetics model for the spread of an advantageous gene through a population [4] . In addition to (1.2), the function / in the classic Kolmogoroff equation satisfies /(0) = 0 and / ' ( 0 ) > f'{u) for 0 < u < 1 [4, 8] . The research in this paper is motivated by papers of T. I. Seidman [10] , D. G. de Figueiredo [6] , and H. Berestycki [3] satisfying (1.3) were obtained for some particular / ' s . In addition to (1.2), they assumed that / satisfies (1.5) / G C and is nonincreasing on (0, 1) ( T. I. Seidman [10] ) or (1.6) / e C 2 a n d / " ( j c ) < 0 o n ( 0 , 1) (D. G. de Figueiredo [6] and H. Berestycki [3] ). Therefore, it is of interest to study the multiplicity problem if / is neither nonincreasing nor concave. Among the papers related to this question are [1] by Ambrosetti, [5] by Dancer, and [7] by Gelfand.
We note that if we make the change of variable y -x/L, then (1.1) becomes
, we obtain a problem of the familiar type. We prefer, however, to consider the equation (1.1) because as we shall see, its solutions can be given a nice geometrical interpretation (see [11, p. 185] ).
We study (1.1) through an approach due to J. Smoller and A. Wasserman [12] who studied (1.1) by the technique of "time map" T(a) to count the exact number of solutions of (1.1) for / a cubic polynomial. As in [12] , we rewrite (1.1) as a first order system
and we consider the phase plane for (1.8) locally illustrated in Figure 1 . It is clear that positive solutions of (1.1) satisfying (1.3) correspond to those orbits of (1.8) which "begin" on the interval (0, A) (A>0, A 2 /2 = F(l), where F(s) = J^ f{u) du) on the v-axis, and "end" on the w-axis, and take "time" (parameter length) 2L to make the journey. Note that (1.8) is a reversible system; see M. B. Sevryuk [9] . Then, as in [12] , we define the time map
Notice that, solutions of (1.8) correspond to curves for which T(a) = L. This led us to investigate the shape of the graph of T (see [11, pp. 186-187] where AF = F(a) -F(u), and
Hence, (1.11) gives
Also, we have
REMARK. NO analysis on d" was used in [12] ; but it is of importance in our analysis (also see [14, 15] ). Z (k > 0) denotes the homotopy type of the pointed k-sphere) . Figure 2) , then ( 
Main Result
Similarly, in case 2 (/'(0) > 0): if L > L x (see
Proof
First, through asymptotic expansion of the integrand and direct computation, we have the following propositions. PROPOSITION 2. Suppose f satisfies (1.2), and let T be defined by (1.9) . Then We are now in a position to prove the theorem. PROOF OF THE THEOREM. The conclusions (2.4) and (2.5) are obtained in Propositions 2 and 3. We now prove (2.3) as follows.
In (1.10), we have Hence, by (3.5) and (3.6),
Thus, by (3.6),
Hence, for (3.1),
In addition, 7"( 1) = oo, so T has at least one critical point. Thus, to show T has exactly one critical point, we need only consider a > q . In (1.14), we have
where t\>(x) = xd\x) -6{x). So, by differentiating <f> and (1.13), we get
Now, by (2.2), (3.5), (3.6), and (3.11), we have ^(0) = 0, <fr'(0) = 0, use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700035060
So <f>{a) -<j>(u) > 0 if q < a < 1 and u < a, (3.14)
4>(a) -4>{u) > 0 if q < a < 1 and u < a.
Hence, for (1.14), the integrand is always nonnegative if 0 < a < q and 0 < u < a and is always positive if q < a < 1 and 0 < u < a. Thus (3.
15) T"(a) + -T'(a)>0
in q < a < 1. a If T'{a) = 0 for some a, q < a < 1, then T"(a) > 0. Hence T has exactly one critical point, a minimum at a 0 , for some a 0 in (0, 1). Moreover, by (3.9) and (3.15), it follows that T is strictly decreasing in ( 0 , a Q ) , and aT'(a) + T(a) is strictly increasing in (a 0 , 1). This completes the proof of the theorem.
