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ON A THEOREM BY KIPPENHAHN
STEPHAN WEIS
Abstract. Kippenhahn discovered a real algebraic plane curve whose convex
hull is the numerical range of a matrix. The correctness of this theorem was
called into question when Chien and Nakazato found an example where the spatial
analogue fails. They showed that the mentioned plane curve indeed lies inside the
numerical range. We prove the easier converse direction of the theorem. Finding
higher-dimensional generalizations of Kippenhahn’s theorem is a challenge in real
algebraic geometry.
1. Introduction
Geometric methods play a major role in the theory of the numerical range1
{〈ψ|Aψ〉 : |ψ〉 ∈ Cd, 〈ψ|ψ〉 = 1}
of a complex d-by-d matrix A. Already Toeplitz and Hausdorff [40, 20] showed
that the numerical range is a convex subset of the complex plane C. Kippenhahn’s
theorem [26] 2 affirms that the numerical range is the convex hull of an algebraic
curve. His theorem has been very influential for decades, see for example [17, 25, 24,
28, 10, 4], and it is an early example of the young field of convex algebraic geometry
[8, 30, 37]. His theorem is fundamental also for geometric approaches to quantum
mechanics because the numerical range is a linear image of the set of quantum states
[6, 15]. Therefore, the numerical range is a reduced statistical model of quantum
mechanics [23]. Higher-dimensional linear images of the set of quantum states can
represent quantum marginals, which are essential for the theory of quantum many-
body systems [14, 16].
Higher-dimensional generalizations of the numerical range were studied in oper-
ator theory. We introduce them from an algebraic view and consider the *-algebra
of complex d-by-d matrices Md, d ∈ N, endowed with the Hilbert-Schmidt inner
product 〈A,B〉 = tr(A∗B) of A,B ∈Md. We define
(1.1) B = {ρ ∈Md : tr(ρ) = 1, ρ  0},
where A  0 means that A ∈Md is positive semi-definite. Elements of B are called
density matrices or mixed states [5]. The set B is a convex and compact set called
state space [1] of Md. For k ∈ N hermitian matrices F1, . . . , Fk ∈Md, the convex set
W = WF1,...,Fk := {(〈F1, A〉, . . . , 〈Fk, ρ〉) : ρ ∈ B} ⊂ Rk,
is known as the joint algebraic numerical range [29] of F1, . . . , Fk, which we call
convex support [41] in analogy with statistics [3].
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1We use Dirac’s notation [31] for the inner product of Cd.
2The article [26] is translated into English [42]. The name of the beautiful town and UNESCO
World Heritage Site which is misspelled in the title of [42] is Bamberg.
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2 On a theorem by Kippenhahn
To get in touch with the work [11] by Chien and Nakazato we define the joint
numerical range of F1, . . . , Fk by
{(〈ψ|F1ψ〉, . . . , 〈ψ|Fkψ〉) : |ψ〉 ∈ Cd, 〈ψ|ψ〉 = 1} ⊂ Rk.
For k = 2, if we identify R2 ∼= C, then the joint numerical range is the numerical
range of F1 + iF2, which is convex by the Toeplitz-Hausdorff result. For k = 3 and
d ≥ 3 the joint numerical range is also convex [2], but there is no simple rule of
convexity for k ≥ 4, see for example [27]. However, for all d, k ∈ N and hermitian
matrices F1, . . . , Fk ∈Md, the convex hull of the joint numerical range is the convex
support WF1,...,Fk , see for example [29, 39]. For k = 2 this means [6] that the
numerical range of F1 + iF2 is WF1,F2 .
Algebraic geometry is a natural part of the geometry of W because the determi-
nant of a linear matrix polynomial vanishes on the boundary of the convex dual of
W (see the appendix). More specifically, by reconstructingW from this determinant
polynomial, which is our declared goal, we enter the field of real algebraic geometry
[13]. For u = (u0, . . . , uk) ∈ Ck+1 let
(1.2) L(u) = LF1,...,Fk(u) := u01+ u1F1 + · · ·+ ukFk,
where 1 ∈ Md is the identity matrix. The polynomial det(L(u)) is homogeneous in
u and defines the complex projective variety
(1.3) V = VF1,...,Fk := {(u0 : u1 : . . . : uk) ∈ Pk(C) | det(L(u)) = 0}.
The boundary generating hypersurface [11] of F1, . . . , Fk is defined by
V ∨R = V
∨
R,F1,...,Fk = {(x1, . . . , xk) ∈ Rk | (1 : x1 : . . . : xk) ∈ V ∨},
where V ∨ = V ∨F1,...,Fk ⊂ Pk(C)∗ is the projective dual [19] of V . If k = 2 then VF1,F2
is an algebraic curve, its projective dual V ∨F1,F2 is the dual curve [18] of VF1,F2 , and
the real algebraic set V ∨R,F1,F2 is the boundary generating curve [26] of F1 + iF2.
The inclusion V ∨R,F1,F2 ⊂ WF1,F2 is proved in Corollary 2.5 of [11] using Puiseux
series. Together with the inclusion WF1,F2 ⊂ conv(V ∨R,F1,F2), which we show in
Lemma 2.1, Kippenhahn’s theorem [26] follows:
Theorem 1.1. Let d ∈ N and F1, F2 ∈ Md be hermitian matrices. Then WF1,F2 =
conv(V ∨R,F1,F2).
The boundary generating hypersurface V ∨R,F1,...,Fk becomes more interesting for
k ≥ 3. Indeed, an example from [11] with k = 3 hermitian 3-by-3 matrices
F1, F2, F3 ∈ M3 shows that V ∨R,F1,F2,F3 can contain lines. This makes the inclusion
V ∨R,F1,F2,F3 ⊂ WF1,F2,F3 impossible becauseWF1,F2,F3 is compact. Further, V ∨R,F1,F2,F3 is
an irreducible surface of dimension two and the line has local dimension one. So the
failure is a phenomenon of real algebraic geometry because an irreducible complex
algebraic subset of Ck has constant local dimension, see Section 3.1 of [13].
Example 1.2. The boundary generating surface of the matrices
F1 :=
1
2
(
0 1 0
1 0 0
0 0 0
)
, F2 :=
1
2
(
0 0 1
0 0 0
1 0 0
)
, F3 :=
1
2
(
0 0 0
0 0 1
0 1 0
)
is the Roman surface {(x1, x2, x3) ∈ R3 : x1x2x3 − x21x22 − x21x23 − x22x23 = 0}, which
contains the three coordinate axes.
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Example 1.2 is taken from the collection of examples in Section 6 of [39], which
suggests that all unbounded Zariski closed proper subsets of V ∨R,F1,F2,F3 are lines for
d = 3. Towards a generalization of Theorem 1.1 from k = 2 to d = k = 3, a natural
question would be whether the remainder of V ∨R,F1,F2,F3 without lines is included in
WF1,F2,F3 . It could also be helpful to clarify relationships between V ∨R,F1,F2,F3 and the
algebraic boundary [35, 37] of WF1,F2,F3 , the smallest complex algebraic variety that
contains the boundary of WF1,F2,F3 in the topology of R3.
2. Algebraic duality
We prove the inclusion of the numerical range into the convex hull of the boundary
generating curve.
The real part of a matrix A ∈ Md is Re(A) = 12(A + A∗), the imaginary part is
Im(A) = 1
2 i
(A−A∗). Let F1, F2 ∈Md be hermitian matrices and put A = F1+ iF2.
Let
A(θ) := Re(e− i θA) = cos(θ)F1 + sin(θ)F2, θ ∈ R,
and let S(Cd) := {|ψ〉 ∈ Cd : 〈ψ|ψ〉 = 1} denote the unit sphere. The numerical
range map of A is defined by fA : S(Cd) → C, |ψ〉 7→ 〈ψ|Aψ〉. An easy calculation
shows
(2.1) fA(|ψ〉) = ei θ[fA(θ)(|ψ〉) + i fA′(θ)(|ψ〉)], |ψ〉 ∈ S(Cd), θ ∈ R,
where A′(θ) denotes derivative with respect to θ (notice that A′(θ) = Im(e− i θA)).
An extreme point z ofW is a point ofW which cannot be written as a proper convex
combination of other points ofW , that is if x, y ∈ W , s ∈ (0, 1), and z = (1−s)x+sy,
then x = y = z.
Lemma 2.1. Let d ∈ N and F1, F2 ∈ Md be hermitian matrices. Then WF1,F2 ⊂
conv(V ∨R,F1,F2).
Proof: As a compact convex set is the convex hull of its extreme points, see for
example Section 18 of [34], it suffices to show that every extreme point z = z1+ i z2
of W = WF1,F2 lies on the boundary generating curve V ∨R = V ∨R,F1,F2 .
Without loss of generality we assume that z lies on the supporting line ofW which
is parallel to the imaginary axis and which meetsW on the left (notice that 1 ∈ C is
an inner normal vector ofW at z). Under these assumptions, Corollaries 2.4 and 2.5
of [38] show that there exist
|ψ(θ)〉 ∈ S(Cd) and λ(θ) ∈ R, θ ∈ R,
both analytic in θ, such that
(2.2) fA(|ψ(0)〉) = z
and for all θ ∈ R
(2.3) A(θ)|ψ(θ)〉 = λ(θ)|ψ(θ)〉.
The proof of (2.2) and (2.3) uses perturbation theory [33] and properties of the
support function [36], which denotes the scaled distance of the origin from the sup-
porting line of W with inner normal vector u ∈ C. Equation (2.3) shows
det[−λ(θ)1+ cos(θ)F1 + sin(θ)F2] = 0,
so
u(θ) := [−λ(θ) : cos(θ) : sin(θ)]
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lies on the algebraic curve V = VF1,F2 defined in (1.3). If u(θ) is a smooth point of
V then the tangent space of V at u(θ) is represented by
x(θ) := [1 : λ(θ) cos(θ)− λ′(θ) sin(θ) : λ(θ) sin(θ) + λ′(θ) cos(θ)] ∈ P2(C)∗.
Since u(θ) is nowhere locally constant, we get x(0) ∈ V ∨ = V ∨F1,F2 . Indeed, the dual
curve V ∨ is the closure of the set of tangent spaces at smooth points of the algebraic
curve V , and V has at most finitely many singular points, see Section 3.2 of [18].
We observe that
λ(0) = fA(0)(|ψ(0)〉)
and cite from Lemma 3.2 of [24] the equation
λ′(0) = fA′(0)(|ψ(0)〉).
So (2.1) and (2.2) show
x(0) = [1 : λ(0) : λ′(0)] = [1 : Re(z) : Im(z)].
This shows z ∈ V ∨R,F1,F2 and finishes the proof. 
We remark that the representation of extreme points of W , provided in [38], can
be replaced in the proof of Lemma 2.1 with the simpler and more well-known rep-
resentation of exposed points of W . In fact, W is closed and Straszewicz’s theorem
[36] shows that the extreme points of W are covered by the closure of the set of
exposed points of W .
3. Appendix: Convex duality
We discuss (partial) dualities for convex sets constructed from a self-dual convex
cone. As a special case we explain the convex duality between convex support sets
and spectrahedra. Some definitions from earlier section are renewed.
Let E be a Euclidean vector space with scalar product 〈x, y〉 of x, y ∈ E and norm
‖x‖ = √〈x, x〉. We use the scalar product 〈u, x〉 = u1x1 + · · · + ukxk of u, x ∈ Rk,
where u = (u1, . . . , uk) and x = (x1, . . . , xk). For any subset X ⊂ E, the (convex)
dual of X is defined by
X ∗ := {A ∈ E : ∀B ∈ X , 1 + 〈A,B〉 ≥ 0}.
Recall that X ∗ is a closed convex subset of E including the origin. We assume that
C ⊂ E is a self-dual convex cone, that is
C = {A ∈ E : ∀B ∈ C, 〈A,B〉 ≥ 0}
(then C∗ = C holds and C has non-empty interior). For F0 ∈ E we define
B := {A ∈ C : 〈F0, A〉 = 1}.
For k ∈ N and F1, . . . , Fk ∈ E we consider the linear E-polynomial
L(u) := F0 + u1F1 + · · ·+ ukFk, u ∈ Rk.
Let
(3.1) S = SF1,...,Fk := {u ∈ Rk : L(u) ∈ C} ⊂ Rk
and
(3.2) W = WF1,...,Fk := {(〈F1, A〉, . . . , 〈Fk, A〉) : A ∈ B} ⊂ Rk.
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Observe that S is closed and convex. Since B ⊂ C, we have
S ⊂ {u ∈ Rk : ∀A ∈ B, 〈L(u), A〉 ≥ 0}(3.3)
= {u ∈ Rk : ∀A ∈ B, 1 + u1〈F1, A〉+ · · ·+ uk〈Fk, A〉 ≥ 0}
= {u ∈ Rk : ∀x ∈ W, 1 + 〈u, x〉 ≥ 0}
= W ∗.
We remark that (3.3) and general properties of convex duals [34] show
(3.4) conv(0,W ) ⊂ S∗.
The inclusion (3.4) follows also, analogous to the last inequality on page 45 of [32],
from weak duality of linear programming. By this we mean that for all x ∈ Rk
sup{〈x,−u〉 : u ∈ S} ≤ inf{〈F0, A〉 : xi = 〈Fi, A〉, i = 1, . . . , k, A ∈ C}.
Thereby, in (3.3) and (3.4) the vector F0 ∈ Emay be arbitrary, B may be unbounded,
and W and conv(0,W ) may be neither closed nor bounded.
To return to the subject of convex support sets, we assume that F0 is an interior
point of C. Then B is a non-empty compact and convex subset of C. It is easy to
show3 that B is a base of C, so (3.3) gives
(3.5) S = W ∗ if F0 is an interior point of C.
We remark that since W is bounded, the origin is an interior point of S, but S may
be unbounded. Since W is closed, one has W = S∗ if W contains the origin [34].
In the context of the numerical range, the equation (3.5) is well-known [11, 21].
Let E ⊂Md denote the subspace of hermitian matrices. The cone C ⊂ E of positive
semi-definite matrices is self-dual [7]. If F0 = 1 then B is the set of density matrices
(1.1) and W = WF1,...,Fk is the convex support of F1, . . . , Fk. The polynomial L is
the linear matrix polynomial (1.2) with u0 = 1 and
S = {u ∈ Rk : L(u)  0} ⊂ Rk
is known as a spectrahedron [32]. Clearly, the determinant of L(u) is strictly positive
in the interior of S and vanishes on the boundary of S.
Acknowledgements. The author thanks Ilya Spitkovsky for feedback to a draft of the manuscript.
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