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CONTINUOUS DATA ASSIMILATION FOR THE
THREE-DIMENSIONAL
BRINKMAN-FORCHHEIMER-EXTENDED DARCY MODEL
PETER A. MARKOWICH, EDRISS S. TITI, AND SABER TRABELSI
Abstract. In this paper we introduce and analyze an algorithm for continu-
ous data assimilation for a three-dimensional Brinkman-Forchheimer-extended
Darcy (3D BFeD) model of porous media. This model is believed to be accurate
when the flow velocity is too large for Darcy’s law to be valid, and additionally
the porosity is not too small. The algorithm is inspired by ideas developed for
designing finite-parameters feedback control for dissipative systems. It aims
to obtaining improved estimates of the state of the physical system by incor-
porating deterministic or noisy measurements and observations. Specifically,
the algorithm involves a feedback control that nudges the large scales of the
approximate solution toward those of the reference solution associated with
the spatial measurements. In the first part of the paper, we present few re-
sults of existence and uniqueness of weak and strong solutions of the 3D BFeD
system. The second part is devoted to the setting and convergence analysis of
the data assimilation algorithm.
MSC Subject Classifications: 35Q35, 76B03, 86A10.
Keywords: Brinkman-Forchheimer-extended Darcy model, data assimilation.
1. Introduction
The mathematical modeling and analysis of nonlinear flows and transport pro-
cesses through a porous media is a very active field of research in mathematics and
physics due to the challenging problems in engineering and applied sciences it cov-
ers. Most models of porous media are based on Darcy’s law so “Darcy’s equation
has become the model of choice for the study of the flow of fluids through porous
solids due to the pressure gradients, so much that it has now been elevated to the
status of a law in physics” (see, e.g., [27]). Darcy’s empirical flow model represents
a simple linear relationship between flow rate and the pressure drop in a porous
media
uf = −k
µ
∇p,
where uf is the Darcy velocity, k is the permeability of the porous medium, µ is
the dynamic viscosity of the fluid, and p the pressure. Any deviation from this
scenario is termed non-Darcy flow. Roughly speaking, this law neglects the inertia
or the acceleration forces in the fluid when compared to the classical Navier-Stokes
equations. Also, it assumes that in a porous medium, a large body with large surface
area of the pores, is exposed to the fluid flow so that the viscous resistance will
greatly exceed acceleration forces in the fluid unless turbulence sets in. However,
there are several situations where nature deviates from Darcy’s law, for instance
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when one deals with high velocity, molecular and ionic effects or in the presence
of some non-Newtonian fluids phenomena. In these situations, it is imperative
to develop a more adequate models than the classical models based on Darcy’s
law. In practice, this can be achieved using Forchheimer equation based on an
observation of P. Forchheimer which states that the relationship between the flow
rate and pressure gradient is nonlinear at sufficiently high velocity and that this
nonlinearity increases with flow rate. The Darcy-Forchheimer law states
∇p = −µ
k
vf − γρf |vf |2 vf ,
where γ > 0 is the so-called Forchheimer coefficient and vf stands for the Forch-
heimer velocity and ρf the density. In other words, Forchheimer law assumes that
Darcy’s law is still valid up to an additional nonlinear term to account for the
increased pressure drop.
The BFeD model is then based on a Darcy-Forchheimer law. It was originally
derived in its classical configuration (α = 12 , β = 0, a > 0, and b > 0, see equation
(1) below) in the framework of thermal dispersion in a porous medium using the
method of volume averaging of the velocity and temperature deviations in the
pores (see e.g. [17]). A discussion of the formulation, validity and limitation of
the BFD system can be found in [33, 24]. In this paper, we consider the following
mathematical generalization of the BFeD model

∂t u− ν∆u+ (u · ∇)u+∇ p+ a |u|2αu+ b |u|2βu = f,
∇ · u = 0, , u|t=0 = u0,
(1)
subjected either to periodic boundary conditions, with period L, and Ω = [0, L]3 is
the basic periodic domain

u(x+ L, y, z, t) = u(x, y + L, z, t) = u(x, y, z + L, t) = u(x, y, z, t),
p(x+ L, y, z, t) = p(x, y + L, z, t) = p(x, y, z + L, t) = p(x, y, z, t),
(2)
or Dirichlet no-slip boundary conditions
u|∂Ω = 0, (3)
where ∂Ω denotes the boundary of a smooth domain Ω, α > β ≥ 0 are constants,
and a and b are real numbers. The unknowns are the velocity field, u, and the
pressure, p and f is a given forcing term. In system (1), we introduced the extra
term b |u|2βu to model a pumping, when b < 0, by opposition to the damping
modeled through the term a |u|2αu when a > 0. Notice that in the limit case
a = b = 0, we obtain the classical Navier-Stokes system. To our knowledge, there
are only few mathematical results concerning this model and most of them focus
on the case 12 ≤ α ≤ 1 and β = 0. The continuous dependence on Brinkman and
Forchheimer coefficients and the convergence as ν → 0 of solutions of DBF equation
to the solutions of
∂t u+ (u · ∇)u+∇ p+ a |u|2αu+ b |u|u = f,
are studied in [8, 9, 22, 23, 26, 29] and references therein. The long time behavior of
solutions and the existence of global attractor to (1) has been studied in [25, 32, 34,
35] for very restrictive values and ranges of parameters α and β. Also, existence,
decay rates and some qualitative properties of weak solutions are shown in [3].
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Recently, we also become aware of the works [7, 20]. In [7], the system (1) is shown
to be well-posed (with b = 0) in the whole space for a smaller range of powers α
than the our. Our result, with periodic boundary conditions, obviously generalizes
their result. In [20], the system (1) is investigated. The authors show existence and
uniqueness of solutions for all α > 1, with Dirichlet boundary conditions and regular
enough initial data. Their argument relies on the maximal regularity estimate
for the corresponding semi-linear stationary Stokes problem proved using some
modification of the nonlinear localization technique.
Next, we introduce a few commonly used function spaces. By abuse of notation,
V will refer in the case of Dirichlet boundary conditions (3), to the space {u ∈
C∞c (Ω) : ∇ · u = 0} and to {u is a trigonometric polynomial : ∇ · u = 0}, in the
case of periodic boundary conditions (2). Furthermore, we introduce
H := closure of V in L2(Ω) and V := closure of V in H1(Ω).
The space H is endowed with the scalar product, 〈·, ·〉H induced by L2(Ω). The
Hilbert space V is equipped with the scalar product 〈u, v〉V =
∑3
i=1〈Di u,Di v〉H
in the Dirichlet case, and 〈u, v〉V = 〈u, v〉H +
∑3
i=1〈Di u,Di v〉H in the periodic
case. In particular, it is well known that V ⊂ H ≡ H′ ⊂ V′, with dense inclusions
and continuous injections, see, e.g., [10, 30]. From now on we will use the notation
|| · ||p for all p ≥ 1 instead of || · ||Lp(Ω) and || · ||∞,2 instead of || · ||L∞(R+,L2(Ω)) for
lightness of the notation. In the sequel, several inequalities will involve ǫi for i =
0, 1, . . . originating from the application of Young’s inequality. These inequalities
will be valid for all ǫ, ǫi > 0 for all i = 0, 1, . . . and we will omit mentioning this.
Eventually, let us recall the Ladyzˇhenskaya, Agmon’s, and Sobolev inequalities (see,
e.g., [10, 21, 30, 31])
||u||4 ≤ κ1 ||u||
1
4
2 ||u||
3
4
H1
, for all u ∈ H1(Ω),
||u||∞ ≤ κ2 ||u||
1
2
H1
||u||
1
2
H2
, for all u ∈ H2(Ω),
||u||6 ≤ κ3 ||u||H1 , for all u ∈ H1(Ω),
where κ1, κ2, κ3 > 0, denote dimensionless scale invariant constants that depend
only on the shape of the domain Ω. These inequalities will be used tacitly in the
estimates we will establish in this paper.
Our starting point is the existence and uniqueness of weak solutions to system
(1),(2). More precisely, we have the following
Theorem 1.1. Let f ∈ L∞(R+;H) and u0 ∈ H. Assume α > β ≥ 0, a > 0 and
b ∈ R, then systems (1),(2) and (1),(3) have a weak solution satisfying
u ∈ C0(R+;Hweak) ∩ L∞loc(R+;H) ∩ L2loc(R+;V) ∩ L2α+2loc (R+;L2α+2(Ω)),
and
lim sup
t→+∞
||u(t)||2 ≤ ρ0,
where
ρ0 =
[
1
2ν
(
||f ||2∞,2 +
{[
2(1 + 1{b<0})
a
] 1
α
+ 1{b<0}
[
4
a
] β+1
α−β
+ 2
[ν
a
]α+1
α
}
|Ω|
)] 1
2
,
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and 1{b<0} stands for the characteristic function of the set {b < 0}. Moreover,
if 2α ≥ 3, then the weak solutions depend continuously on the initial data, in
particular they are unique.
This Theorem ensures the existence and uniqueness of weak solutions to system (1)
with Dirichlet type boundary condition (3) or periodic boundary conditions (2) if
α ≥ 32 . This result was already obtained in [3, 20]. It is rather easy to extend
the existence to the range α > − 12 but not the uniqueness. Furthermore, one can
also show the so-called finite-time extinction of the solutions if − 12 < α < 12 , using
Gagliardo-Nirenberg-Sobolev inequality and we refer the reader to [3]. Let us also
mention that the assumption f ∈ L∞(R+;H) can be weakened by assuming only
the local integrability of time of ||f ||2
H
.
For more regular solutions of system (1),(2) we have:
Theorem 1.2. Let f ∈ L∞(R+;H) and u0 ∈ V. Assume α > 1, 0 ≤ β < α, a > 0
and b ∈ R. Then system (1),(2) has a unique global strong solution satisfying
u ∈ C0b(R+;V) ∩ L2loc(R+;H2(Ω) ∩V) ∩ L2α+2loc (R+;L2α+2(Ω)),
and lim supt→+∞ ||∇u(t)||2 ≤ ρ1, where
ρ1 :=
[
1
ν
{(
2 + (A1 + 1)
[
1 +
1
ν
])
||f ||2∞,2 + (A1 + 1)
[
η0 +
η1
ν
]}] 12
,
with
A1 := 2
{[
να(1 + 2α)
2(1 + 1{b<0})
] 1
1−α
+ 1{b<0}
[
4β[|b|(1 + 2β)]α
[a(1 + 2α)]β
] 1
α−β
}
,
and
η0 =
{[
2(1 + 1{b<0})
a
] 1
α
+ 1{b<0} |b|
[
4|b|
a
] β+1
α−β
}
|Ω|, η1 := η0 + a
2
[ν
a
]α+1
α |Ω|.
Furthermore, the solution depends continuously on the initial data. If in addition,
if u0 ∈ L2α+2(Ω) then u ∈ L∞loc(R+;L2α+2(Ω)) and ∂tu ∈ L2loc(R+;L2(Ω)).
In particular, Theorem 1.2 ensures the global well-posedness of the traditional 3D
BFeD system with periodic boundary conditions. Let us mention that we use here
periodic boundary conditions instead of the Dirichlet ones to avoid technicalities
and present a clear picture of the data assimilation algorithm (see below). However,
our results remain valid with Dirichlet boundary condition as it will be done in a
follow-up paper. In addition, we observe that these strong solutions are unique
within the class of weak solutions as it will be described below. Observe, however,
that as a consequence of Theorem 1.1 it follows that system (1),(2) has an absorbing
ball in L2(Ω), and by the regularity properties guaranteed by Theorem 1.2 (for
α > 1) one is able to show that our system has a finite-dimensional global attractor,
provided f ∈ H is time independent (cf. [10, 31]).
Remark 1.3. Let us mention that in the paper [20], there is no result concerning
global existence and uniqueness of strong solutions with initial data in H1. However,
using the maximal regularity technique, the authors showed global existence and
uniqueness for initial data in u0 ∈ H2. This implies in turn that the solution
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belongs to L∞(R+;L∞(Ω)) which yields simpler estimates concerning the nonlinear
terms.
Theorem 1.2 and Theorem 1.1 show that the nonlinear damping term, when a > 0,
dominates the pumping term for all b ∈ R. However, when a < 0, we can show that
the pumping term may dominate in some particular situations, for large enough
initial data, a finite-time blow-up of the solutions occurs. In other words, we show
that it is possible to construct a finite-time blowing up solutions when a < 0
regardless the value of b. For that purpose, we consider system (1) in the periodic
channel
Ω = {(x, y, z) : x ∈ T, y ∈ T, 0 ≤ z ≤ L} , (4)
for a given L > 0, subject to the mixed periodic and Dirichlet boundary conditions

u(x, y, z, t) = u(x+ L, y, z, t) = u(x, y + L, z, t) = u(x+ L, y + L, z, t),
u(x, y, 0, t) = u(x, y, L, t) = 0, for all x, y ∈ T and z ∈ [0, L].
(5)
Then, we have the following:
Theorem 1.4. Let Ω be as in (4), a < 0 and b ∈ R. Assume that α > β ≥ 0.
Then, there exists an initial data u0 for which the corresponding solution of system
(1),(5) blows up in finite time.
Basically, the idea of data assimilation is to incorporate spatially discrete measure-
ments and observations into the physical or numerical model. The main motivation
of data assimilation is that deterministic models are imperfect, most of the time
incomplete because of the inability to account for all relevant process. In particu-
lar, it has played a central role in the improvement of weather forecast and there
is a growing interest in applying data assimilation to problems arising from sev-
eral applications. At the mathematical level and in the case of our model (1), the
method of continuous data assimilation was introduced first in [4] in the context of
the 2D Navier-Stokes equations. A follow-up work was done in [2] and [12] (see also
references therein, in particular [6] for the case of stochastically noisy data). The
algorithm can be described as follows. Assume the initial data u0 of system (1),(2)
is missing. Also, assume that discret spatial observations of u(t) can be used to
construct an interpolation operator Ih(u) where h denotes spatial resolution of the
collected measurements. For instance, Ih(u) can represent an interpolant operator
based on spatial observations of the reference solution of (1) at a coarse spatial
resolution of size h. Now, Let µ > 0 be a nudging parameter, to be fixed later on,
and consider the following data assimilation algorithm

∂t v − ν∆ v + (v · ∇) v +∇ q + a |v|2α v + b |v|2β v = f + µ (Ih(u)− Ih(v)) ,
∇ · v = 0, v|t=0 = v0,
(6)
where v0 is arbitrary (to be specified in the statement of the Theorems) with the
periodic boundary conditions

v(x+ L, y, z, t) = v(x, y + L, z, t) = v(x, y, z + L, t) = v(x, y, z, t),
q(x+ L, y, z, t) = q(x, y + L, z, t) = p(x, y, z + L, t) = q(x, y, z, t),
(7)
6 P. A. MARKOWICH, E.S. TITI, AND S. TRABELSI
Then, we can obtain the original unknown solution u(t) of system (1), asymp-
totically in time, as the limit of v(t), the solution of (6), provided the nudging
parameter µ is large enough and the resolution parameter h of the measurements
of u(t) is small enough. Furthermore, the convergence holds at an exponential rate.
In this paper, we will consider the following types of interpolant operators. The
first is a linear operator that approximates identity, I1h : H1(Ω) → L2(Ω), such
that
||ψ − I1h(ψ)||22 ≤ c0 h2 ||∇ψ||22, (8)
for every ψ ∈ H1(Ω), where c0 > 0 is a dimensionless constant. The second inter-
polant operator, I2h : H2(Ω)→ L2(Ω), is also a linear operator that approximates
identity such that
||ψ − I2h(ψ)||22 ≤ c0 h2 ||∇ψ||22 + c1 h4 ||∆ψ||22, (9)
for every ψ ∈ H2(Ω), where c0 > 0 and c1 > 0 are dimensionless constants.
Before we state our results concerning system (6),(7), let us give examples of such
interpolant operators. For instance, let φk(x) =
1
L3
e
2πi
L3
k·x, for k ∈ Z3. The
projector onto the low Fourier modes, up to wave numbers |k| such that |k| ≤ ⌊ L2πh⌋
defined as
I1h(ψ)(x) = Pkψ =
∑
|k|≤⌊ L2πh ⌋
ψˆk φk(x),
where ψ(x) =
∑
k∈Z3 ψˆk φk(x), is an interpolant of the first type. We leave the
exercise of showing that this interpolant satisfies the functional inequality ||ψ −
I1h(ψ)||22 ≤ c0 h2 ||∇ψ||22 to the reader. The volume element operator is also an
interpolant of the first kind. More precisely, if we divide Ω in cubes Ωk, for all
k = 1, . . . , N , with edge LN−
1
3 so that |Ωk| = N−1 L3, then
I1h(ψ)(x) =
N∑
k=1
1{Ωk}(x)
|Ωk|
∫
Ωk
ψ(y) dy, h = LN−
1
3 .
That is, we consider that the average of the function ψ on each cube Ωk is given,
and we refer to [2, 4] for a proof of (8) when ψ ∈ H1(Ω). Eventually, the interpolant
operator obtained by using measurement at a discrete set of nodal points in Ω =
[0, L]3. Let xi ∈ Ωi, where Ωi denotes the ith cube introduce above, be the points
where the measurement of the velocity of the flow is taken. Therefore, the nodal
point interpolant operator can be defined as
I2h(ψ(x)) =
N∑
k=1
ψ(xk)1{Ωk}(x).
We refer the reader to [4, 2] for a proof showing that I2h satisfies ||ψ − I2h(ψ)||22 ≤
c0 h
2 ||∇ψ||22 + c1 h4 ||∆ψ||22.
Now, we turn to the statement of our results about system (6),(7). Concerning the
first interpolant, we have
Theorem 1.5. Let f ∈ L∞(R+;H) and v0 ∈ V. Assume α > 1, 0 ≤ β < α, a > 0,
b ∈ R, and 2µ c0 h2 ≤ ν. Then system (6-7) with interpolant I1h has a unique global
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strong solution satisfying
v ∈ C0b(R+;V) ∩ L2loc(R+;H2(Ω) ∩V) ∩ L2α+2loc (R+;L2α+2(Ω)).
Moreover, if v0 ∈ L2α+2(Ω), then v ∈ L∞loc(R+;L2α+2(Ω)) and ∂tv ∈ L2loc(R+;L2(Ω)).
Furthermore, the solution depends continuously on the initial data v0 in V norm.
This Theorem ensures the well-posdness of the data assimilation algorithm when
an interpolant of the first kind is used for all relaxation (nudging) parameter µ > 0
provided that h is small enough. Furthermore, if µ is large enough, then we have
Theorem 1.6. Let f ∈ L∞(R+;H), v0 ∈ V, α > 1, 0 ≤ β < α, a > 0, and b ∈ R.
Let µ large enough such that
µ > 2
{
1
2
ν +
27κ81
ν3
K4 + 1{b<0}
[
(2κ˜0 |b|)α
(a κ0)β
] 1
α−β
}
,
where K is given in Proposition 2.1 below. Let h be small enough such that
2µ c0 h
2 ≤ ν, and u(t) be the global unique strong solution of system (1),(2) given
by Theorem 1.2. Then the global unique strong solution of system (6),(7), with in-
terpolant Ih = I1h, given by Theorem 1.5 satisfies ||u(t)−v(t)||2 → 0, as t→ +∞, at
an exponential rate. Furthermore, if u0, v0 ∈ V satisfying ||v0||H1 ≤ K˜, ||u0||H1 ≤ K˜
with K˜ >
√
ρ20 + ρ
2
1, 1 < α < 2, and µ is large enough so that (74) or (78) holds if
1 < α ≤ 32 or 32 < α < 2, respectively, then ||u(t)− v(t)||H1(Ω) → 0, as t→ +∞, at
an exponential rate
Theorem 1.6 shows that our algorithm converges toward the solution of the original
system (1),(2) in L2 norm, Moreover, Theorem 1.6 shows the convergence in the
H1 norm if 1 < α < 2 for restricted initial data v0 to be inside the absorbing ball
of the solution of the original system. Notice that the restriction on the initial data
v0 does not limit the applicability of our algorithm. Indeed, K˜ depends on the size
of the absorbing ball of u(t),
√
ρ20 + ρ
2
1, which is given a priori. This restriction is
a consequence of the fact that we are enable to control uniformly with respect to µ
the H1 norm of v(t) for all initial data v0. When, the second interpolant is used,
we have
Theorem 1.7. Let f ∈ L∞(R+;H) and let u0, v0 ∈ V such that ||v0||H1 ≤ K˜,
||u0||H1 ≤ K˜, with K˜ >
√
ρ20 + ρ
2
1. Assume 1 < α < 2, 0 ≤ β < α, a > 0, and b ∈ R.
Let u(t) be the global unique strong solution of system (1),(2) given by Theorem 1.2.
Let µ be large enough such that (83) holds if 1 < α < 32 , or (86) holds if
3
2 ≤ α < 2,
and h be small enough such that 15µmax{c0,√c1} h2 ≤ ν. Then system (6-7), with
interpolant operator Ih = I2h has a global unique strong solution satisfying
v ∈ C0b(R+;V) ∩ L2loc(R+;H2(Ω) ∩V) ∩ L∞loc(R+;L2α+2(Ω)),
and
∂tv ∈ L2loc(R+;L2(Ω)).
Furthermore, the solution depends continuously on the initial data and satisfies
||u(t)− v(t)||H1(Ω) → 0, as t→ +∞, at an exponential rate.
Observe that in this Theorem, we do not assume the initial data v0 to be in V ∩
L2α+2(Ω) as in Theorem 1.5. This is because we restrict the range of α to 1 < α < 2,
so that by Sobolev embedding v0 ∈ V implies that L2α+2(Ω).
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2. Proof of Theorems 1.1 and 1.2
In this section, we prove Theorem 1.1 and Theorem 1.2. The global (in time)
existence of solutions is shown in a classical way by proceeding in three steps. First,
we use a Faedo-Galerkin approximation procedure to show the short time existence
of solutions. The reader is referred to, for example, [10, 30, 31] for details. Next,
we obtain the necessarya priori bounds that allow to extend the solution of the
Faedo-Galerkin system globally in time. Eventually, we pass to the limit in the
approximation procedure using the Aubin compactness Theorem, relying on the
established a priori bounds.
2.1. Existence of local solutions: LetWk(x) be the eigenfunctions of the Stokes
operator, corresponding to the eigenvalues λk, for k = 1, 2, . . ., repeated according
to their multiplicities such that 0 < λ1 ≤ λ2 ≤ · · · ≤ λn ≤ λn+1 ≤ · · · and
Vm := Span {W1, . . . ,Wm}. It is well known that the family {Wk}∞k=1 forms an
orthonormal basis of H (see [10, 13, 30, 31]). Now, let T > 0, be an arbitrary time,
and consider the Faedo-Galerkin approximate function
um(x, t) =
m∑
k=1
gim(t)Wi(x) ∈ Vm. (10)
Using system (1),(2), the unknown coefficients gim =
∫
Ω um·Wi dx, for i = 1, 2, . . . ,m
solve the following system of ordinary differential equations in Vm
d
dt
∫
Ω
um · Wk dx + ν
∫
Ω
∇um · ∇Wk dx+
∫
Ω
(um · ∇)um · Wk dx
+ a
∫
Ω
|um|2αum · Wk dx+ b
∫
Ω
|um|2βum · Wk dx =
∫
Ω
f · Wk dx, (11)
gkm(t = 0) =
∫
u0 · Wk dx, (12)
for all k = 1, . . . ,m. Since the vector field in system (10),(12) is locally Lipschitz,
the system admits a unique solution gkm(t) ∈ C1([0, Tm]), for some small interval
[0, Tm] ⊂ [0, T ].
The solutions of system (1),(2) are obtained as the limit of a subsequence umj (as
j → ∞) of the sequence of solutions um of the Faedo-Galerkin system (10),(12).
Specifically, this will be achieved by the means of the Aubin compactness Theorem,
and the corresponding bounds are reached by Banach-Alaoglu Theorem. Also, let
us mention that for clarity of the presentation, we will not introduce explicitly
the Leray projector and the Stokes operator in (1-2), which is usually used in the
analysis of the Navier-Stokes equation to get rid of the pressure. We will also omit
the exercise of passing to the limit to the reader in (10-12) using thea priori bounds.
2.2. Energy Estimates: In this paragraph, we show that u(t) is uniformly bounded
in L2(Ω) with respect to time, ∇u ∈ L2(0, T ;L2(Ω)) and u ∈ L2α+2(0, T ;L2(Ω)).
Let us mention that since the average of u is not zero, we cannot rely on Poincare´
inequality, as it is usually used in the theory of Navier-Stokes. Instead, we rely
strongly on the damping nonlinear term as it will be clear in the sequel. For this
purpose, we multiply the first equation of (1) by u and integrate over Ω. Integrating
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by parts, we obtain
1
2
d
dt
||u||22 + ν ||∇u||22 + a ||u||2α+22α+2 + b ||u||2β+22β+2 =
∫
Ω
f(t, x) · u(t, x) dx. (13)
Since 0 < β < α, we use Ho¨lder and Young inequalities to get
||u||22 ≤ ǫ ||u||2α+22α+2 +
[
1
ǫ
] 1
α
|Ω|, (14)
||u||2β+22β+2 ≤ ǫ ||u||2α+22α+2 +
[
1
ǫ
] β+1
α−β
|Ω|, (15)
∫
Ω
f · u dx ≤ ǫ ||u||2α+22α+2 +
[
1
ǫ
] 1
2α+1
||f ||1+
1
2α+1
1+ 12α+1
≤ ǫ ||u||2α+22α+2 + ||f ||22 +
[
1
ǫ
] 1
α
|Ω|. (16)
Plugging (15) and (16) in (13) and optimizing in ǫ leads to
d
dt
||u||22 + 2ν ||∇u||22 + a ||u||2α+22α+2 ≤ 2
(
||f ||22 + η0
)
, (17)
where we set
η0 :=
{[
2(1 + 1{b<0})
a
] 1
α
+ 1{b<0} |b|
[
4|b|
a
] β+1
α−β
}
|Ω|.
Thanks to (14), we get (for a different choice of ǫ)
d
dt
||u||22 + 2ν ||∇u||22 + ν ||u||22 ≤ 2
(
||f ||22 + η1
)
, (18)
where
η1 := η0 +
a
2
[ν
a
]α+1
α |Ω|.
In particular,
d
dt
||u||22 + ν ||u||22 ≤ 2
(
||f ||22 + η1
)
.
Using Gronwall’s inequality, we end up with the following uniform bound with
respect to time
||u(t)||22 ≤ ||u0||22 e−ν t +
2
ν
(
||f ||2∞,2 + η1
)
. (19)
Now, integrating (17) with respect to time, we obtain
2 ν
∫ t
0
||∇u(s)||22 ds+ a
∫ t
0
||u(s)||2α+22α+2(Ω) ds ≤ ||u0||22 + 2
(
||f ||2∞,2 + η0
)
t. (20)
Obviously, this inequality gives the required estimates for the existence of weak
solutions for system (1),(2). Furthermore, (19) shows that
lim sup
t→+∞
||u(t)||22 ≤
2
ν
(
||f ||2∞,2 + η1
)
.
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2.3. Gradient Estimate: Next, we show that ∇u ∈ L2(0, T ;L2(Ω)) and that
∆u ∈ L2(0, T ;L2(Ω)). For this purpose, we multiply the first equation of (1) by
−∆u and integrate over Ω to get
1
2
d
dt
||∇u||22 + ν ||∆u||22 +
∫
Ω
(u · ∇)u · (−∆u) dx+ a (1 + 2α) |||u|α∇u||22
+b (1 + 2β) |||u|β∇u||22 ≤
1
ν
||f ||2∞,2 +
ν
4
||∆u||22. (21)
To obtain this inequality, we used the fact that
∫
Ω |u|2α u · (−∆u) dx = (1 +
2α) |||u|α∇u||22. Now, using Cauchy-Schwarz, Ho¨lder and Young inequalities and
assuming α > 1, we can write∣∣∣∣
∫
Ω
(u · ∇)u · (−∆u) dx
∣∣∣∣ ≤
∫
Ω
|u| |∇u| 1α |∇u|1− 1α |∆u| dx
≤ |||u| |∇u| 1α ||L2α(Ω) |||∇u|1−
1
α |||
L
2α
α−1 (Ω)
||∆u||2
≤ 1
4ǫ0
|||u|α |∇u||| 2α2 ||∇u||
2(1− 1
α
)
2 + ǫ0||∆u||22
≤ ǫ
4ǫ0
|||u|α∇u||22 +
ǫ
1
1−α
4ǫ0
||∇u||22 + ǫ0 ||∆u||22. (22)
In the sequel, we will need as well the following estimate
|||u|β ∇u||22 ≤ |||u|α∇u||
2β
α
2 ||∇u||2
α−β
α
2 ≤ ǫ |||u|α∇u||22 +
[
1
ǫ
] β
α−β
||∇u||22. (23)
Gathering both estimates, we get
d
dt
||∇u||22 + ν||∆u||22 + a (1 + 2α) |||u|α |∇u|||22 ≤
2
ν
||f ||22 +A1 ||∇u||22, (24)
where we set
A1 := 2
{[
να a (1 + 2α)
2(1 + 1{b<0})
] 1
1−α
+ 1{b<0}
[
4β[|b|(1 + 2β)]α
[a(1 + 2α)]β
] 1
α−β
}
.
In particular, we have
d
dt
||∇u||22 ≤
2
ν
||f ||22 +A1 ||∇u||22. (25)
Integrating (25) with respect to time, and using estimate (20) leads to
||∇u(t)||22 ≤
1
ν
[
(2 +A1) ||f ||2∞,2 +A1 η0
]
t+
A1
2ν
||u0||22 + ||∇u0||22. (26)
for all t ∈ [0, T ]. Now, we integrate (24) with respect to time, and obtain
ν
∫ t
0
||∆u(s)||22 ds+ a (1 + 2α)
∫ t
0
|||u(s)|α∇u(s)||22 ds
≤ 1
ν
[
(2 +A1) ||f ||2∞,2 +A1 η0
]
t+
A1
2ν
||u0||22 + ||∇u0||22. (27)
In summary, (19), and (27)) show that u ∈ L2loc(R+;H2(Ω)). In particular, we
conclude that ∆u ∈ L2loc(R+;L2(Ω)) and u ∈ L2loc(R+;L∞(Ω)), thanks to Sobolev
inequality. Before we show the continuous dependence on the initial data, the
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uniqueness, and the fact that ∂tu ∈ L2loc(R+;L2(Ω)), we first improve the bound
(27).
2.4. Uniform Gradient Estimate: Next, we show that∇u belongs to L∞(R+;L2(Ω)),
that is ||∇u||2 is uniformly bounded with respect to time. More precisely, we claim
Proposition 2.1. Let f ∈ L∞(R+;H) and u0 ∈ V. Assume α > 1, 0 ≤ β < α, a >
0, and b ∈ R. Then, the solutions of (1-2) satisfy
||∇u(t)||2 ≤ K :=
{
K1 if 0 ≤ t ≤ 1,
K2 if t > 1,
where K1 and K2 are given in (32) and (33), below, and A1 is defined in Theorem
1.2.
Proof. We start with the bound (26). On the one hand, for all t ∈ [0, 1], we have
||∇u(t)||22 ≤
1
ν
[
(2 +A1) ||f ||2∞,2 +A1 η0
]
+
A1
2ν
||u0||22 + ||∇u0||22. (28)
On the other hand, for all t > 1, we consider s ∈ [t− 1, t], and integrate (25) over
[s, t] to get
||∇u(t)||22 ≤ ||∇u(s)||22 +
2
ν
||f ||2∞,2 (t− s) +A1
∫ t
s
||∇u(τ)||22 dτ
≤ ||∇u(s)||22 +
2
ν
||f ||2∞,2 +A1
∫ t
t−1
||∇u(τ)||22 dτ. (29)
Notice that integrating (17) over [t− 1, t], and using (19) we obtain
||u(t)||22 + 2 ν
∫ t
t−1
||∇u(s)||22 ds ≤ 2
(
||f ||2∞,2 + η0
)
+ ||u(t− 1)||22
≤ 2
{(
1 +
1
ν
)
||f ||2∞,2 + η0 +
η1
ν
}
+ e−ν (t−1) ||u0||22. (30)
Plugging (30) into (29), we get for all s ∈ [t− 1, t] such that t > 1,
||∇u(t)||22 ≤ ||∇u(s)||22 +
A1
2ν
e−ν(t−1) ||u0||22
+
1
ν
{(
2 +A1
[
1 +
1
ν
])
||f ||2∞,2 +A1
[
η0 +
η1
ν
]}
.
Now, we integrate this inequality with respect to s over [t− 1, t] and obtain
||∇u(t)||22 ≤
∫ t
t−1
||∇u(s)||22 ds+
A1
2ν
e−ν(t−1) ||u0||22
+
1
ν
{(
2 +A1
[
1 +
1
ν
])
||f ||2∞,2 +A1
[
η0 +
η1
ν
]}
≤ 1
2ν
(1 +A1) e−ν(t−1) ||u0||22
+
1
ν
{(
2 + (A1 + 1)
[
1 +
1
ν
])
||f ||2∞,2 + (A1 + 1)
[
η0 +
η1
ν
]}
. (31)
Eventually, (28) and (31) show that
||∇u(t)||2 ≤ K1, for all 0 ≤ t ≤ 1,
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with
K1 :=
[
1
ν
[
(2 +A1) ||f ||2∞,2 +A1 η0
]
+
A1
2ν
||u0||22 + ||∇u0||22
] 1
2
, (32)
and
||∇u(t)||2 ≤ K2, for all t > 1,
with
K2 :=
[
1
ν
{(
2 + (A1 + 1)
[
1 +
1
ν
])
||f ||2∞,2 + (A1 + 1)
[
η0 +
η1
ν
]}
+
1
2ν
(1 +A1) ||u0||22
] 1
2
. (33)

It is worth noticing that this uniform bound is essential for establishing the existence
of a nonempty compact global attractor of system (1),(2) when f is independent
of time, and we refer to [20]. As we will see below, this bound will be crucial in
showing the convergence of the solution of the data assimilation algorithm to the
solution of (1-2). Eventually, observe that using (31), we obtain clearly the lim sup
bound of Theorem 1.2.
Now, integrating (24), leads to the following inequality for all t ≥ 0
ν
∫ t+1
t
||∆u(s)||22 ds+ a (1 + 2α)
∫ t+1
t
|||u(s)|α |∇u(s)|||2L2 ds
≤ 2
ν
||f ||2∞,2 + (A1 + 1)K2. (34)
Now, we show that if the initial data u0 ∈ V ∩ L2α+2(Ω), then we have u ∈
L∞loc(R
+;L2α+2(Ω)) and ∂tu ∈ L2loc(R+;L2(Ω)). For this purpose, we multiply the
first equation of (1) by ∂tu and integrate over Ω to get
∫
Ω
|∂tu|2 dx+
∫
Ω
∂tu u · ∇u dx+ ν
2
d
dt
∫
Ω
|∇u|2 dx+ a
2α+ 2
d
dt
∫
Ω
|u2α+2 dx
+
b
2β + 2
d
dt
∫
Ω
|u2β+2 dx =
∫
Ω
f ∂tu dx (35)
In particular, thanks to Cauchy-Schwarz and Young’s inequalities, we can write
1
2
∫
Ω
|∂tu|2 dx+
∫
Ω
∂tu u · ∇u dx+ ν
2
d
dt
∫
Ω
|∇u|2 dx+ a
2α+ 2
d
dt
∫
Ω
|u2α+2 dx
+
b
2β + 2
d
dt
∫
Ω
|u2β+2 dx ≤ ||f ||22 (36)
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Furthermore, we have∫
Ω
∂tu u · ∇u dx ≤ ||∂tu||2 ||u||∞ ||∇u||2 ≤
1
4
||∂tu||22 +K2||u||2∞
≤ 1
4
||∂tu||22 +
(
κ24K
4
4ν
+ ν
)
||u||2H1 + ν ||∆u||22
≤ 1
4
||∂tu||22 +
(
κ24K
4
4ν
+ ν
)(
||u0||22 +
2
ν
(
||f ||2∞,2 + η1
)
+K2
)
+ ν ||∆u||22
:=
1
4
||∂tu||22 + ν ||∆u||22 + ρ2 (37)
Thus, we can write now
1
4
||∂tu||22 +
ν
2
d
dt
||∇u||22 +
a
2α+ 2
d
dt
||u||2α+22α+2 +
b
2β + 2
d
dt
||u||2β+22β+2
≤ ν ||∆u||22 + ||f ||22 + ρ2.
Integrating this inequality with respect to time and using (15) (if b < 0) and (27),
we obtain clearly
u ∈ L∞loc(R+;L2α+2(Ω)), ∂tu ∈ L2loc(R+;L2(Ω)), for all u0 ∈ V ∩ L2α+2(Ω).
Now we turn to the proof of the continuous dependence on initial data and the
uniqueness.
Remark 2.2. As mentioned above, most of the calculation we presented are for-
mal, but can be done rigorously by performing them at the Faedo-Galerkin level and
passing to the limit. Nevertheless, the action of the equation on u makes sense, in
particular since we have clearly ∂tu ∈ L2loc(R+;H−1(Ω)) and u ∈ L2(R+;H1(Ω))
so that the function t 7→ ||u(t)||22 is absolutely continuos and the action 〈∂tu, u〉 =
1
2
d
dt
||u(t)||22(see e.g. [30, 31]). This operation is then rigorously defined when per-
formed on the continuous equation. However, when we multiply by −∆u, the action
〈∂tu,−∆u〉 is no longer equal to 12 ddt ||∇u(t)||
2
2, except for initial data in L
2α+2(Ω)
where we show that ∂tu and −∆u are both in L2loc(R+;L2(Ω)). Therefore, the mul-
tiplication by −∆u and the integration over Ω has to be done either on the Faedo-
Galerkin level, or using a regularization procedure like convolution with a mollifier,
and pass to the limit. Eventually, when the initial data is in V ∩ L2α+2(Ω), then
∂tu ∈ L2loc(R+;L2(Ω)) so that the multiplication of the equation by ∂tu makes sense.
This remark holds true for all the systems we consider below.
2.5. Continuous dependence on initial data and uniqueness of strong so-
lutions. Let u and v be two solutions of system (1),(2), corresponding to initial
data u0 and v0, respectively. Let w = u− v, then an easy calculation shows that w
satisfies
∂t w − ν∆w + (w · ∇)u+ (v · ∇)w +∇ (pu − pv) + a
(|u|2αu− |v|2αv)
+b
(|u|2βu− |v|2βv) = 0.
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The action of this equation on w leads to
1
2
d
dt
||w(t)||22 +
∫
Ω
[(w · ∇)u] · w + ν ||∇w||22 + a
∫
Ω
(|u|2αu− |v|2αv) · w dx
+b
∫
Ω
(|u|2βu− |v|2βv) · w dx = 0.
It is well known (see, e.g., [5]) that there exists a nonnegative constant κ0 = κ0(α)
such that
0 ≤ κ0 |u− v|2 (|u|+ |v|)2α ≤
(|u|2αu− |v|2αv) · (u − v). (38)
Moreover, we use the following classical inequality(|u|2βu− |v|2βv) ≤ κ˜0 (|u|+ |v|)2β |w|. (39)
Now, using Ho¨lder, Young and Ladyzˇhenskaya inequalities, we can write∫
Ω
[(w · ∇)u] · w ≤ ||∇u||2||w||2L4(Ω)
≤ κ21 ||∇u||2||w||
1
2
2 ||w||
3
2
H1
≤ ǫ ||∇w||22 +
(
ǫ+
κ81
ǫ3
||∇u||42
)
||w||22. (40)
Next, we use Ho¨lder and Young inequalities to get∫
Ω
(|u|2βu− |v|2βv) · w dx ≤ κ˜0
∫
Ω
(|u|+ |v|)2β |w|2 βα |w|2(1− βα )dx
≤ κ˜0 || (|u|+ |v|)α |w|||2
β
α
L2(Ω) ||w||
2α−β
α
L2(Ω)
≤ ǫ κ˜0 || (|u|+ |v|)α |w|||22 + κ˜0
[
1
ǫ
] β
α−β
||w||22. (41)
Now, we use (38–41), optimize in ǫ, and obtain
d
dt
||w(t)||22 + ν ||∇w||22 + (2− 1{b<0}) a κ0, || (|u|+ |v|)α |w|||22
≤
{
ν +
24κ81
ν3
K4 + 1{b<0}
[
(2κ˜0 |b|)α
(a κ0)β
] 1
α−β
}
||w(t)||22,
with K as in Proposition 2.1. In particular, it holds
d
dt
||w(t)||22 ≤
{
ν +
24κ81
ν3
K4 + 1{b<0}
[
(2κ˜0 |b|)α
(a κ0)β
] 1
α−β
}
||w(t)||22.
Using Gronwall’s inequality, we get
||w(t)||22 ≤ ||w(t = 0)||22 e
{
ν+
24κ81
ν3
K4+1{b<0}
[
(2κ˜0 |b|)
α
(aκ0)
β
] 1
α−β
}
t
,
which obviously leads to the desired result.
Remark 2.3. In order to show the continuous dependence on the initial data and
the uniqueness, we used the uniform bound given by Proposition 2.1. Nevertheless,
this fact can be shown without recourse to this bound by using the local integrability
(in time) of ||∇u(t)||22 given by (19) and the estimate (26). The proof we presented
using the uniform bound on ||∇u(t)||22 is simpler.
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Remark 2.4. Observe that if u0, v0 ∈ V ∩ L2α+2(Ω), then u, v ∈ L2loc(R+;L2(Ω))
so that ∂tw ∈ L2loc(R+;L2(Ω)) and the multiplication of the equation of ∂tw by
w makes sense rigorously. However, if the initial data u0 and v0 are only in V,
then ∂tw ∈ L2loc(R+;H−1(Ω)) and we have to consider the action of ∂tw on w ∈
L2loc(R
+;H1(Ω)).
3. Proof of Theorem 1.4
In this section, we prove Theorem 1.4 by seeking for a special solution of system
(1),(5) of the form u(x, y, z, t) = (φ(z, t), 0, 0), with φ(0, t) = φ(L, t) = 0, and p ≡ 0.
Plugging these requirements in equation (1), we find that φ(z, t) must satisfy

∂t φ− ν∂2z φ+ a|φ|2αφ+ b|φ|2βφ = 0,
φ(0, t) = φ(L, t) = 0.
(42)
For any smooth initial data, equation (42) has short time existence and uniqueness
of smooth enough solutions. In the sequel, we will show that for a special set of
initial data φ(z, 0) = φ0(z), the solution of equation (42) blows up in finite time.
For this purpose, we need the following
Lemma 3.1. Let a, b ∈ R, φ0(z) ≥ 0, be smooth enough initial data, and φ(z, t) be
the corresponding solution of (42). Let [0, T ) be the maximal interval of existence
for φ(z, t). Then, φ(z, t) ≥ 0 for all t ∈ [0, T ).
Proof. Let us denote by φ− = max{0,−φ}. We will show that φ− ≡ 0 for all
t ∈ [0, T ). We multiply (42) by φ− and integrate over (0, L) and obtain
1
2
d
dt
∫ L
0
|φ−|2 dz + ν
∫ L
0
∣∣∂zφ−∣∣2 dz + a
∫ L
0
|φ−|2α+2 dz + b
∫ L
0
|φ−|2β+2 dz = 0.
This equality implies that for all t ∈ [0, T )
d
dt
||φ−||2L2(0,L) ≤ 2
(
|a| ||φ−||2αL∞(0,L) + |b| ||φ−||2βL∞(0,L)
)
||φ−||2L2(0,L).
Therefore, by Gronwall’s inequality, we have
||φ−(t)||L2(0,L) ≤ e
2
∫
t
0
(
|a| ||φ−(τ)||2αL∞(0,L)+|b| ||φ
−(τ)||2β
L∞(0,L)
)
dτ ||φ−(0)||2L2(0,L).
Since ||φ−(0)||L2(0,L) = 0, and the exponential term is finite, we infer that ||φ−(t)||L2(0,L) =
0 for all t ∈ [0, T ). Consequently, φ(z, t) ≥ 0 for all t ∈ [0, T ). 
Now, let φ0(z) ≥ 0 be smooth enough to be chosen later. Let T > 0 be the
maximal time of existence of the solution φ of equation (42), corresponding to the
initial data φ0. Thanks to Lemma 3.1, φ(z, t) ≥ 0, for all t ∈ [0, T ). We aim to show
that T < +∞. We proceed by contradiction and assume that T = +∞. Then,
we multiply equation (42) by sin π z
L
≥ 0, and integrate over (0, L), to obtain, after
16 P. A. MARKOWICH, E.S. TITI, AND S. TRABELSI
integration by parts,
d
dt
∫ L
0
φ(z, t) sin
π z
L
dz + ν
(π
L
)2 ∫ L
0
φ(z, t) sin
π z
L
dz
+ a
∫ L
0
|φ(z, t)|2α sin π z
L
dz + b
∫ L
0
|φ(z, t)|2β sin π z
L
dz = 0.
(43)
Now, we need the following basic fact
Lemma 3.2. Let ψ ∈ L1(0, L) satisfying ψ(z) ≥ 0, a.e. on [0, L]; and let γ ≥ 1.
Then, there exists a constant cγ such that(∫ L
0
ψ(z) sin
π z
L
dz
)γ
≤ cγ
∫ L
0
ψ(z)γ sin
π z
L
dz.
Proof. The proof is a straightforward calculation. Indeed, we have∫ L
0
ψ(z) sin
π z
L
dz =
∫ L
0
ψ(z)
(
sin
π z
L
) 1
γ
(
sin
π z
L
)1− 1
γ
dz
≤
(∫ L
0
ψ(z)γ sin
π z
L
dz
) 1
γ
(∫ L
0
sin
π z
L
dz
)1− 1
γ
=
(
2L
π
)1− 1
γ
(∫ L
0
ψ(z)γ sin
π z
L
dz
) 1
γ
.
The proof is achieved by setting cγ =
(
2L
π
)γ−1
. 
Next, we introduce the notationm(t) :=
∫ L
0
φ(z, t) sin π z
L
dz ≥ 0. Since φ(z, t) ≥ 0,
by applying Lemma 3.2 to equation (43) and using the fact that a < 0, we obtain
d
dt
m(t) ≥ −ν
(π
L
)2
m(t) +
|a|
c2α+1
m(t)2α+1 − |b|
c2β+1
m(t)2β+1.
Since α > β ≥ 0, there exists m⋆ > 0, large enough, such that for all m ≥ m⋆ we
have
−ν
(π
L
)2
m(t) +
|a|
c2α+1
m(t)2α+1 − |b|
c2β+1
m(t)2β+1 >
|a|
4 c2α+1
m(t)2α+1.
Now, we choose m(0) ≥ 2m⋆. Therefore, by the continuity of m(t), one has for
short positive time that m(t) > m⋆. From the above, we have for short time
d
dt
m(t) ≥ |a|
4 c2α+1
m(t)2α+1. (44)
Thus, we are able to conclude that m(t) > m⋆ for all t ≥ 0 and as a result,
(44) also holds for all t ≥ 0. Since α > 0, then by integrating (44) we obtain
m(t) ≥ m(0) (1− α |a|2 c2α+1m(0)2α t)−
1
2α . Hence, there exists a finite time T ⋆ such
that lim supt→T⋆− m(t) = +∞. This shows the finite time blow-up and concludes
the proof of Theorem 1.4.
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4. Proof of Theorems 1.5
The proof follows the same line of the proof of Theorems 1.1 and 1.2 with the extra
difficulty that consists in dealing with the difference I1h(u)−I1h(v). From this point
onward, we will no longer split the proofs depending on the sign of b and use the
characteristic function 1{b<0} for shortness.
4.1. Local-in-time solutions. Let u be a strong solution of system (1),(2), our
goal is to prove the existence and uniqueness of strong solutions to the following
system
S1 :


∂t v − ν∆ v + (v · ∇) v +∇ q + a |v|2α v + b |v|2β v = ϕ− µ I1h(v),
∇ · v = 0, v|t=0 = v0,
v(x+ L, y, z, t) = v(x, y + L, z, t) = v(x, y, z + L, t) = v(x, y, z, t),
q(x+ L, y, z, t) = q(x, y + L, z, t) = p(x, y, z + L, t) = q(x, y, z, t),
where we set ϕ := f + µ Ih(u). Before going further, let us recall that u ∈
C0b(R
+;V), by Theorem 1.2, so that thanks to the triangular inequality and (8),
we have
||I1h(u)||2 ≤ ||u− I1h(u)||2 + ||u||2 ≤
√
c0 h ||∇u||2 + ||u||2. (45)
In particular, this shows that I1h(u) ∈ C0b(R+;H), which in turn implies that ϕ ∈
C0b(R
+;H), and that for all t ≥ 0 it holds thanks to (19) and Proposition 2.1
||ϕ||2 ≤
√
M := ||f ||∞,2 + µ
√
c0 hK + µ
(
||u0||22 +
2
ν
(
||f ||2∞,2 + η1
)) 12
. (46)
As in section 2.1, we start by showing the existence of local (in time) solution
to the system S1 by the mean of Faedo-Galerkin approximation procedure. More
precisely, as in (10), we expand v as follows
vm(x, t) =
m∑
k=1
gim(t)Wi(x) ∈ Vm, (47)
gim =
∫
Ω vm · Wi dx, for i = 1, 2, . . . ,m, are the unknown coefficients, solving the
following system of ordinary differential equations in Vm
d
dt
∫
Ω
vm · Wk dx+ ν
∫
Ω
∇vm · ∇Wk dx+
∫
Ω
(vm · ∇)vm · Wk dx
+ a
∫
Ω
|vm|2αvm · Wk dx+ b
∫
Ω
|vm|2βvm · Wk dx
=
∫
Ω
ϕ · Wk dx− µ
∫
Ω
I1h(vm) · Wk dx, (48)
gkm(t = 0) =
∫
v0 · Wk dx, (49)
for all k = 1, . . . ,m. The vector field in system (47),(49) being obviously locally
Lipschitz, the system admits a unique solution gkm(t) ∈ C1([0, Tm]), for some small
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interval [0, Tm] ⊂ [0, T ]. As in the previous section, we will perform formal estimates
using system S1 instead of the Fadeo-Galerkin system for simplicity.
4.2. Global-in-time solutions. We multiply the first equation of system S1 by v
and integrate over Ω. Using Cauchy-Schwarz and Young inequalities we obtain
1
2
d
dt
||v||22 + ν ||∇v||22 + a ||v||2α+22α+2 + b ||v||2β+22β+2
≤ 1
µ
||ϕ||22 −
3
4
µ ||v||22 + µ
∫
Ω
(
v(t, x) − I1h(v(t, x))
) · v(t, x) dx
≤ 1
µ
||ϕ||22 −
1
2
µ ||v||22 + µ c0 h2 ||∇v||22.
Now, thanks to (15), (46), and the fact that 2µ c0 h
2 ≤ ν, we obtain
d
dt
||v||22 + µ ||u||22 + ν ||∇v||22 + (2− 1{b<0}) a ||v||2α+22α+2 ≤ 2
(
M
µ
+ η2
)
, (50)
where we set η2 := 1{b<0} |b|
[
2|b|
a
] β+1
α−β |Ω|. In particular, we have
d
dt
||v||22 + µ ||v||22 ≤ 2
(
M
µ
+ η2
)
,
and by the virtue of Gronwall’s inequality we get
||v(t)||22 ≤ ||v0||22 e−µ t +
2
µ
(
M
µ
+ η2
)
. (51)
Notice that integrating (50) with respect to time, we obtain
ν
∫ t
0
||∇ v(s)||22 ds+ (2− 1{b<0}) a
∫ t
0
||v(s)||2α+22α+2 ds
≤ ||v0||22 + 2
(
M
µ
+ η2
)
t. (52)
Now, we find a bound on ||∇v||2. For this purpose, we multiply the first equation
of system S1 by −∆ v and integrate over Ω (see Remark 2.2). We obtain
1
2
d
dt
||∇v||22 + ν ||∆v||22 +
∫
Ω
(v · ∇) v · (−∆ v) dx + a (1 + 2α) |||v|α∇v||22
+ b (1 + 2β) |||v|β ∇v||22 =
∫
Ω
ϕ · (−∆ v) dx− µ
∫
Ω
I1h(v) · (−∆ v) dx.
Now, using Cauchy-Schwarz inequality and (8), we can write
−µ
∫
Ω
I1h(v) · (−∆ v) dx = µ
∫
Ω
(
v − I1h(v)
) · (−∆ v) dx− µ ∫
Ω
v · (−∆ v) dx
≤
(
µ2 c0 h
2
4ǫ
− µ
)
||∇ v||22 + ǫ ||∆v||22. (53)
Using this, and the fact that 2µ c0 h
2 ≤ ν, and proceeding as in the previous section,
by using (22) and (23), with different optimization in the ǫ′s, we get
d
dt
||∇v||22 + ν ||∆v||22 + a (1 + 2α) |||v|α∇v||22 ≤
2
ν
||ϕ||22 +A2 ||∇v||22, (54)
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where
A2 := −µ
2
+
{[
να a (1 + 2α)
3α (1 + 1{b<0})
] 1
1−α
+ 1{b<0}
[
4β[|b|(1 + 2β)]α
[a(1 + 2α)]β
] 1
α−β
}
. (55)
In particular, we have
d
dt
||∇v||22 ≤
2
ν
||ϕ||22 +A2 ||∇v||22.
Integrating this inequality with respect to time, and using (52) we obtain
||∇v(t)||22 ≤
A2
ν
||v0||22 + ||∇v0||22 +
2
ν
(
M
(
1 +
A2
µ
)
+A2 η2
)
t. (56)
Moreover, integrating (54) and using (52), we get
ν
∫ t
0
||∆v(s)||22 ds+ a(1 + 2α)
∫ t
0
|||v(s)|α∇v(s)||22
≤ A2
ν
||v0||22 + ||∇v0||22 +
2
ν
(
M
(
1 +
A2
µ
)
+A2 η2
)
t.
The global existence of solutions to S1 follows as for Theorem 1.2. Let us mention
that the calculation we performed in this proof is formal. Nevertheless, it can be
done rigorously using the Faedo-Galerkin system, especially when multiplying the
first equation of system S1 by −∆ v and integrating over Ω and we refer the reader
to Remark 2.2.
Before going further, we show the following
Proposition 4.1. Let f ∈ L∞(R+;H), u the strong solution of system (1),(2)
given by Theorem 1.2, v0 ∈ V, α > 1, 0 ≤ β < α, a > 0 and b ∈ R. If 2µ c0 h2 ≤ µ,
then, there exists P > 0 such that the solutions of (6-7) satisfy
||∇v(t)||2 ≤ P :=
{
P1 if 0 ≤ t ≤ 1,
P2 if t > 1,
where
P1 :=
[A2
ν
||v0||22 + ||∇v0||22 +
2
ν
(
M
(
1 +
A2
µ
)
+A2 η2
)] 1
2
,
P2 :=
[
1
ν
(A2 + 1) ||v0||22 +
2
ν
{
M + (A2 + 1)
(
1 +
1
µ
) (
M
µ
+ η2
)}] 1
2
.
and A2 is defined in (55) and η2 := 1{b<0} 2|b|
[
2|b|
a
] β+1
α−β |Ω|.
Proof. The proof is in the same spirit as the one of Proposition 2.1. On the one
side, if t ∈ [0, 1], then we use (56) to get
||∇v(t)||22 ≤
A2
ν
||v0||22 + ||∇v0||22 +
2
ν
(
M
(
1 +
A2
µ
)
+A2 η2
)
.
On the opposite side, let t > 1 and introduce s ∈ [t− 1, t]. Using (54), we have
||∇ v(t)||22 ≤ ||∇ v(s)||22 +
2M
ν
+A2
∫ t
t−1
||∇ v(τ)||22 dτ. (57)
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Now, we integrate (50) over [t− 1, t] and use (51) to get
ν
∫ t
t−1
||∇ v(s)||22 ds ≤ 2
(
1 +
1
µ
) (
M
µ
+ η2
)
+ e−µ(t−1) ||v0||22.
Therefore, (57) becomes now
||∇ v(t)||22 ≤ ||∇ v(s)||22 +
A2
ν
e−µ(t−1) ||v0||22
+
2
ν
{
M +A2
(
1 +
1
µ
) (
M
µ
+ η2
)}
.
Next, we integrate this inequality with respect to s to obtain
||∇ v(t)||22 ≤
∫ t
t−1
||∇ v(s)||22 ds+
A2
ν
e−µ(t−1) ||v0||22
+
2
ν
{
M +A2
(
1 +
1
µ
) (
M
µ
+ η2
)}
≤ 1
ν
(A2 + 1) e−µ(t−1) ||v0||22 +
2
ν
{
M + (A2 + 1)
(
1 +
1
µ
) (
M
µ
+ η2
)}
.
This leads to the desired result and achieves the proof of Proposition 4.1. 
Now, we show the fact that v ∈ L∞loc(R+;L2α+2(Ω)) and ∂tv ∈ L2loc(R+, L2(Ω))
if v0 ∈ V ∩ L2α+2(Ω). Actually, it follows the same argument as in the proof of
Theorem 1.2 in section 2 and the extra term to deal with is the following∫
Ω
I1h(v) ∂tv dx ≤ ǫ ||∂tv||22 +
1
4ǫ
||I1h(v)||22.
Now, optimizing in ǫ, the term ǫ ||∂tv||22 can be absorbed in the left hand side of the
equivalent expression of (36) for v. Eventually, inequality (45) shows clearly that
||I1h(v)||22 is integrable in time which leads to the desired result.
4.3. Continuous dependence on the initial data and uniqueness of solu-
tions. Equivalently to (1–2), before we show the continuous dependence on the
initial data and the uniqueness of such solutions, let us prove the following Now,
we turn to the proof of the continuous dependence of the solutions v(t), obtained
in the previous section, on the initial data and their uniqueness. We mention that
Remark 2.3 is still valid in the case of system S1. Let u be a strong solution of
system (1),(2) and v1 and v2 two solutions of (6–7). Furthermore, let w = v1 − v2,
then w satisfies
∂t w − ν∆w + (w · ∇) v1 + (v2 · ∇)w +∇ (pv1 − pv2) + a
(|v1|2αv1 − |v2|2αv2)
+b
(|v1|2βv1 − |v2|2βv2) = −µ I1h(w).
(58)
Now, clearly w ∈ L2(R+;H1(Ω)), and since ∂tv1, ∂tv2 ∈ L2loc(R+;H−1(Ω)), then
we have also ∂tw ∈ L2loc(R+;H−1(Ω)). Therefore, the action of the equation on w
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leads to
1
2
d
dt
||w(t)||22 +
∫
Ω
[(w · ∇) v1] · w dx+ ν ||∇w||22 + a
∫
Ω
(|v1|2αv1 − |v2|2αv2) · w dx
+b
∫
Ω
(|v1|2βv1 − |v2|2βv2) · w dx = −µ
∫
Ω
I1h(w) · w dx.
(59)
We will need
−µ
∫
Ω
I1h(w) · w dx ≤
µ c0 h
2
4ǫ
||∇w||22 + (µǫ − µ) ||w||22,
Now, gathering this inequality and (38–41), and optimizing in the ǫ′s, we obtain
d
dt
||w(t)||22 + ν ||∇w||22 + (2 − 1{b<0}) a κ0 || (|u|+ |v|)α |w|||22
≤
{
−µ+ 1
2
ν +
27κ81
ν3
P 4 + 1{b<0}
[
(2κ˜0 |b|)α
(a κ0)β
] 1
α−β
}
||w(t)||22, (60)
Gronwall’s inequality leads to the desired result. In particular, we have
ν
∫ t+T
t
||∆ v(s)||22 ds+ a (1 + 2α)
∫ t+T
t
|||v(s)|α∇ v(s)||2L2 ds
≤ 2
ν
||ϕ||2∞,2 + (A2 + 1)P 2. (61)
Observe that if v0 ∈ V ∩ L2α+2(Ω), then ∂tv1, ∂tv2 ∈ L2loc(R+;L2(Ω)) so that
∂tw ∈ L2loc(R+;L2(Ω)) and the inner L2 inner product of ∂tw with w is well defined
and no regularization is needed.
5. Proof of Theorem 1.6
5.1. Convergence in L2 norm. In this section, we show the convergence of the
difference u(t) − v(t) to zero as t → +∞ in the L2 norm where u(t) is a strong
solution of system (1),(2) ensured by Theorems 1.1 and 1.2 and v(t) the solution of
system S1 with an interpolant I1h. This will be achieved by suitable assumptions
and the smallness of h and that µ is large enough. Let w = u− v, then subtracting
the first equation of system S1 from the first equation of system (1),(2) leads to
equation (58) (with v1 replaced by u and v2 replaced by v). We multiply this
equation by w and integrate over Ω to get
1
2
d
dt
||w(t)||22 + ν ||∇w||22 +
∫
Ω
[(w · ∇)u] · w dx+ a
∫
Ω
(|u|2αu− |v|2αv) · w dx
+ b
∫
Ω
(|u|2βu− |v|2βv) · w dx = −µ ∫
Ω
I1h(w) · w dx.
Therefore, (60) still holds true with P replaced by K. Observe that K is indepen-
dent of µ. Therefore if we choose µ large enough such that
µ > 2
{
1
2
ν +
27κ81
ν3
K4 + 1{b<0}
[
(2κ˜0 |b|)α
(a κ0)β
] 1
α−β
}
,
then, using Gronwall’s inequality we obtain
||w(t)22 ≤ ||w(t = 0)||22 e−
µ
2 t.
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This shows the convergence of u(t)− v(t) to zero, as t→ +∞, in the L2 norm.
5.2. Convergence in H1 norm. In this section, we show the last assertion of
Theorem 1.5, namely the convergence of the difference u(t) − v(t) to zero, as t →
+∞, in the H1 norm where u(t) is a strong solution of system (1),(2) ensured by
Theorems 1.1 and 1.2 and v(t) the solution of system S1. Now, since we restrict the
range of α to 1 < α < 2, therefore we have ∂tu, ∂tv ∈ L2loc(R+;L2(Ω)), therefore
∂tw ∈ L2loc(R+;L2(Ω)) and −∆w ∈ L2loc(R+, L2(Ω)) so that the L2 inner product
of (58) with −∆w leads to
1
2
d
dt
||∇w(t)||22 + ν ||∆w||22 +
∫
Ω
[(w · ∇)u] · (−∆w) dx+
∫
Ω
[(v · ∇)w] · (−∆w) dx
+ a
∫
Ω
(|u|2αu− |v|2αv) · (−∆w) dx+ b ∫
Ω
(|u|2βu− |v|2βv) · (−∆w) dx
= −µ
∫
Ω
I1h(w) · (−∆w) dx. (62)
We need the following estimate∫
Ω
[(w · ∇)u] · (−∆w) dx ≤ ||∇u||2 ||w||∞ ||∆w||2 ≤ κ2 ||∇u||2 ||w||
1
2
H1
||w||
1
2
H2
||∆w||2
≤ κ2 ||∇u||2 ||w||
1
2
H1
||w||
3
2
H2
≤
[
κ42
ǫ3
||∇u||42 + ǫ
]
||w||2H1 + ǫ ||∆w||22. (63)
Also, we need∫
Ω
[(v · ∇)w] · (−∆w) dx ≤ ||v||∞ ||∇w||2 ||∆w||2
≤ κ2
(
1
4ǫ
||v||H1 + ǫ ||v||H2
)
||∇w||2 ||∆w||2
≤ κ
2
2
4ǫ1
(
1
16ǫ2
+ ǫ2
)
||v||2H1 ||∇w||22 + 2ǫ1||∆w||22 +
κ22ǫ
2
4ǫ1
||∆v||22 ||∇w||22. (64)
For later use (see below), it is crucial to avoid having the term ||∆v||22 in the right
hand side of this inequality. For this purpose, we use the triangular inequality to
get
||∆v||22 ||∇w||22 ≤ 2
(
||∆w||22 + ||∆u||22
)
||∇w||22
≤ 2||∆u||22 ||∇w||22 + 4
(
||∇u||22 + ||∇v||22
)
||∆w||22. (65)
Therefore, inequality (64) can be replaced by∫
Ω
[(v · ∇)w] · (−∆w) dx ≤
(
2ǫ1 +
κ22ǫ
2
ǫ1
[
||∇u||22 + ||∇v||22
])
||∆w||22
+
κ22
4ǫ1
(
1
16ǫ2
+ ǫ2
)
||v||2H1 ||∇w||22 +
κ22ǫ
2
2 ǫ1
||∆u||22 ||∇w||22. (66)
The difficulty in showing the convergence in the H1 norm, compared to the L2(Ω)
one, consists in dealing with the power terms. Indeed, on the one side, there exists
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κ4(α) such that∫
Ω
(|u|2αu− |v|2αv) · (−∆w) dx ≤ κ4(α)
∫
Ω
(|u|2α + |v|2α) |w|| −∆w| dx,
For simplicity, we set κ4 := κ4(α) ≥ κ4(β). In particular, using this and Young’s
inequality, we obtain
a
∫
Ω
(|u|2αu− |v|2αv) · (−∆w) dx + b ∫
Ω
(|u|2αu− |v|2αv) · (−∆w) dx
≤ κ4 (a+ ǫ|b|)
∫
Ω
(|u|2α + |v|2α) |w|| −∆w| dx + 2κ4 |b|
[
1
ǫ
] β
α−β
||∇w||22. (67)
In order to deal with the right hand side of this inequality, we will need to restrict
the range of α. In fact, on the one hand we have
κ4
∫
Ω
|u|2α|w|| −∆w| dx ≤ κ4 ||u||2α4α ||w||∞ ||∆w||2
≤ κ4 κ2||u||2α4α ||w||
1
2
H1
||w||
3
2
H2
≤
(
κ42 κ
4
4
4 ǫ3
||u||8α4α + ǫ
)
||w||2H1 + ǫ||∆w||22
≤
(
κ42 κ
4
4
4 ǫ3
|Ω|8α ||u||8α6 + ǫ
)
||w||2H1 + ǫ||∆w||22
≤
(
κ42 κ
8α
3 κ
4
4
4 ǫ3
|Ω|8α ||u||8αH1 + ǫ
)
||w||2H1 + ǫ||∆w||22. (68)
In order to pass from the third to the fourth line above, we used Ho¨lder inequality,
which requires α ≤ 32 . On the other hand, let α > 32 , then we can interpolate 4α
between 6 and +∞, that is
κ4
∫
Ω
|u|2α|w|| −∆w| dx ≤ κ
4
2 κ
4
4
4 ǫ3
||u||8α4α ||∇w||22 + ǫ||∆w||22
≤ κ
4
2 κ
4
4
4 ǫ3
||u||126 ||u||4 (2α−3)∞ ||∇w||22 + ǫ||∆w||22
≤ κ
(8(α−1))
2 κ
12
3 κ
4
4
4 ǫ3
||u||2(2α+3)
H1
||u||2(2α−3)
H2
||∇w||22 + ǫ||∆w||22.
Now, we use the fact that
||u||2(2α+3)
H1
||u||2(2α−3)
H2
≤
[
1
ǫ
] 2α−3
4−2α
||u||
2α+3
2−α
H1
+ ǫ||u||2H2 ,
which makes sense only when 2(2α− 3) < 2, that is α < 2 to get
κ4
∫
Ω
|u|2α|w|| −∆w| dx ≤ κ
8(α−1)
2 κ
12
3 κ
4
4
4 ǫ3
([
1
ǫ˜
] 2α−3
4−2α
||u||
2α+3
2−α
H1
+ ǫ˜||u||2H1
)
||∇w||22
+
κ
8(α−1)
2 κ
12
3 κ
4
4 ǫ˜
4 ǫ3
||∆u||22 ||∇w||22 + ǫ||∆w||22. (69)
Obviously estimates (68) and (69) hold if u is replaced by v and K replaced by
P . However, since P depends on µ (see Proposition 4.1 and (46)), we will have to
solve when 1 < α ≤ 32 an inequality of type µ > Constµ8α +Const 2µ2(2α+3) + ...
which does not have a solution most of the time. At least, in our case we cannot
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exhibit precisely the solution’s range if it exists. The hypothesis on the initial data
||u0||H1 ≤ K˜, ||v0||H1 ≤ K˜ is introduced in order to get over this difficulty. Indeed,
by continuity of ||v(t)||H1 , there exists a short time interval [0, T ) such that for all
t ∈ [0, T ), it holds ||v(t)||2H1 ≤ 3K˜2. In the sequel, arguing by contradiction, we
will show that, actually, we have T = +∞. Obviously, this assumption can be
removed by assuming ||∇v0||2 ≤ K since ||v(t)||2 is bounded. We work with the first
assumption for lightness of notation.
In the sequel, we will need the following version of Gronwall’s Lemma for which we
refer to [19]
Lemma 5.1. Let ζ(t) be an absolutely continuous and locally integrable function
satisfying d
dt
ζ(t) + ξ(t) ζ(t) ≤ 0. Assume that for a fixed s > 0
lim inf
t→∞
∫ t+s
t
ξ(s) ds ≥ δ and lim sup
t→∞
∫ t+s
t
ξ−(s) ds <∞,
where δ > 0 and ξ− = max{−α, 0}. Then, ζ(t)→ 0 exponentially, as t→∞.
Now, we assume that T is the the maximal finite time such that ||v(t)||2H1 ≤ 3K˜2 is
satisfied. We separate the proof to two parts depending on the range of α.
The case 1 < α ≤ 32 : On the one hand, gathering the estimates used in section 4.2
with (63–68) and (38–41), we obtain for all t ∈ [0, T )
1
2
d
dt
||∇w(t)||22 ≤
{
−ν + ǫ0 + ǫ3 + 2ǫ1 + 4aǫ4 + κ
2
2ǫ
2
2
ǫ1
[
3K˜2 +K2
]}
||∆w(t)||22
+
{
µ ν
23ǫ3
− µ+ 3κ
2
2
4ǫ1
[
1
24ǫ22
+ ǫ22
]
K˜2 + 2κ4|b|
[ |b|
a
] β
α−β
+
κ22ǫ
2
2
2ǫ1
||∆u(t)||22
}
||∇w(t)||22
+
{
κ42
ǫ33
K4 + ǫ0 + 4aǫ4 +
aκ42κ
8α
3 κ
4
4
2ǫ34
|Ω|8α
[
34αK˜8α +K
8α
2
]}
||w(t)||2H1 ,
where, thanks to (19) and Proposition 2.1, we set
||u(t)||H1 ≤
{
K2 + ||u0||22 +
2
ν
(
||f ||2∞,2 + η1
)} 12
:= K. (70)
Observe that K does not depend on µ. On the other hand, following paragraph
5.1, we have
1
2
d
dt
||w(t)||22 +
aκ0
2− 1{b<0}
||(|u|+ |v|)αw||22 ≤
(
ǫ5 − ν + ν
8ǫ6
)
||∇w(t)||22
+
(
ǫ5 + µǫ6 − µ+ κ
8
1K
4
ǫ35
+ |b|κ˜0
[
2|b|κ˜0
aκ0
] β
α−β
)
||w(t)||22. (71)
Summing the last two inequalities, using the fact that 2µc0h
2 ≤ ν, and optimizing
in the ǫ′s, we obtain for all t ∈ [0, T )
d
dt
||w(t)||2H1 + ν ||∆w||22 + (2− 1{b<0}) a κo ||(|u|+ |v|)α w||22
≤
[
δ3 − µ+max
{
δ1, δ2 +
ν
25(3K˜2 +K2)
||∆u||22
}]
||w||2H1 , (72)
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where
δ1 =
3
2
ν +
27κ81K
4
33ν3
+
[
(2|b|κ˜0)α
(aκ0)β
] 1
α−β
,
δ2 =
3νK˜2
26(K˜2 +K2)
+
2103κ42(K˜
2 +K2)K˜2
ν3
+ 4κ4|b|
[ |b|
a
] β
α−β
,
δ3 =
27κ42K
4
ν3
+
5
24
ν +
215a4κ42κ
8α
3 κ
4
4
ν3
|Ω|8α
(
34αK˜8α + K˜8α2
)
.
Now, we apply Lemma 5.1. We write (72) as follows
d
dt
||w(t)||2H1 + ξ(t) ||w||2H1 ≤ 0,
with
ξ(s) := µ− δ3 −max
{
δ1, δ2 +
ν
25(3K˜2 +K2)
||∆u(s)||22
}
.
Thanks to (34), it holds for all T > 0,
ν
T
∫ t+T
t
||∆u(s)||22 ds ≤
2
ν
||f ||2∞,2 + (A1 + 1) K2. (73)
Setting T = 1 leads to∫ t+1
t
ξ(s) ds ≥ µ− δ3 −max
{
δ1, δ2 +
2 ||f ||2∞,2 + ν(A1 + 1)K2
25ν(3K˜2 +K2)
}
.
Therefore, if we assume
µ > 2δ3 + 2max
{
δ1, δ2 +
2 ||f ||2∞,2 + ν(A1 + 1)K2
25ν(3K˜2 +K2)
}
, (74)
then, we have
lim inf
t→∞
∫ t+1
t
ξ(s) ds ≥ µ
2
> 0 and
∫ t+1
t
ξ(s) ds ≤ 3µ
2
< +∞. (75)
Thanks to Lemma 5.1, there exists a nonnegative constant η such that for all
t ∈ [0, T ), it holds
||w||2H1 ≤ ||w(t = 0)||2H1 e−η t. (76)
In particular, we infer that ||w(t)||H1 < 2 K˜ for all t ∈ [0, T ). This implies that
||v(t)||H1 < 3 K˜. We reach a contradiction with the fact that T is the maximal time
for which ||v(t)||2H1 < 3 K˜2 and shows that T = +∞. Clearly, the estimate (76)
shows the exponential convergence of v(t) toward u(t), as t→ +∞.
The case 32 < α < 2: The proof is similar to the previous one except the fact that
now we use the inequality (69) instead of (68). However, thanks (61), we have for
all T > 0,
ν
T
∫ t+T
t
||∆ v(s)||22 ds ≤
2
ν
||ϕ||2∞,2 + (A2 + 1)P 2,
The bound involves µ (through P ) and this will lead to the same kind of problem
we pointed out in the previous section about the powers of µ. To get over this
difficulty, we will use different estimate than (69) for v. Indeed, the only term one
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has to handle is the first one of the the last line of inequality (69). Using (65), it is
rather easy to see that
κ4
∫
Ω
|v|2α|w|| −∆w| dx ≤
(
κ
8(α−1)
2 κ
12
3 κ
4
4 ǫ0
ǫ3
(
||∇u||22 + ||∇v||22
)
+ ǫ
)
||∆w||22
κ
8(α−1)
2 κ
12
3 κ
4
4
4 ǫ3
([
1
ǫ0
] 2α−3
4−2α
||v||
2α+3
2−α
H1
+ ǫ0||v||2H1 + 2ǫ0
)
||∇w||22. (77)
Let θ := κ
8(α−1)
2 κ
12
3 κ
4
4. Therefore, collecting all the estimates and using (77), we
obtain
1
2
d
dt
||w(t)||2H1 +
aκ0
2− 1{b<0}
||(|u|+ |v|)αw||22 ≤
+
{
ǫ5 + ǫ0 + µǫ6 − µ+ κ
8
1K
4
ǫ35
+
κ42
ǫ33
K4 + |b|κ˜0
[
2|b|κ˜0
aκ0
] β
α−β
}
||w(t)||22.
+
{
−ν + ǫ0 + ǫ3 + 2ǫ1 + 4aǫ4 +
(
κ22ǫ
2
2
ǫ1
+
2aθǫ7
ǫ34
)[
3K˜2 +K2
]}
||∆w(t)||22
+
{
µ ν
23ǫ3
− µ+ 3κ
2
2
4ǫ1
[
1
24ǫ22
+ ǫ22
]
K˜2 + 2κ4|b|
[ |b|
a
] β
α−β
}
||∇w(t)||22
+
aθ
2ǫ34




[
3
1
2
ǫ7
] 2α−3
4−2α
K˜
2α+3
2−α + 3ǫ7K˜
2

+ [K 2α+32−α +K2]+

 ||∇w(t)||22
+
{
ǫ5 − ν + ν
8ǫ6
+
κ42
ǫ33
K4 + ǫ0 +
[
κ22ǫ
2
2
2ǫ1
+
aθ(1 + 2ǫ7)
2ǫ34
]
||∆u||22
}
||∇w(t)||22.
Summing-up this inequality with (71) and optimizing in the ǫ′s, we end up with
d
dt
||w(t)||2H1 + ν ||∆w||22 + (2− 1{b<0}) a κo ||(|u|+ |v|)α w||22
≤
[
−µ+max
{
δ1, δ2 + δ3 ||∆u||22
}]
||w||2H1 ,
where
δ1 = 2ν +
2(κ81 + 2
6κ42)K
4
ν3
+ 2|b|κ˜0
[
2|b|κ˜0
aκ0
] β
α−β
,
δ2 =
2 · 37κ42(3K˜2 +K2)K˜2
ν
+
νK˜2
3K˜2 +K2
+ K˜2 + 2κ4|b|
[ |b|
a
] β
α−β
+
2636θa4aθ
ν3


[
2
9
2 3
9
2 a2θ
1
2 (3K˜2 +K2)
1
2
ν2
] 2α−3
4−2α
K˜
2α+3
2−α +
ν2
a2θ
1
2 (3K˜2 +K2)
1
2
K˜2


+
2636θa4aθ
ν3
[
K
2α+3
2−α +K
2
]
+ ν +
27κ42K
4
ν3
,
δ3 =
2636(3K˜2 +K2)
ν3
[
κ42 + θa
4
(
1 +
ν2
a2θ
1
2 (3K˜2 +K2)
3
2
)]
.
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As done previously, we apply Lemma 5.1 by setting
ξ(s) := µ−max
{
δ1, δ2 + δ3 ||∆u||22
}
.
Now, we set T = 1 in (73) and obtain∫ t+1
t
ξ(s) ds ≥ µ−max
{
δ1, δ2 + δ3
(
2
ν
||f ||2∞,2 + (A1 + 1)K2
)}
.
In particular, the assumption on the size of µ,
µ > 2max
{
δ1, δ2 + δ3
(
2
ν
||f ||2∞,2 + (A1 + 1)K2
)}
, (78)
guarantees (75) and
d
dt
||w(t)||2H1 + ξ(t) ||w||2H1 ≤ 0.
Eventually, Lemma 5.1 allows to reach the contradiction with the hypothesis that
T < +∞ exactly as done for the case 1 < α ≤ 32 . As a matter of fact, we conclude
to the exponential convergence of v(t) toward u(t), as t→ +∞, with respect to the
H1 norm.
6. Proof of Theorem 1.7
6.1. Existence of solutions and convergence. In this section, we prove Theo-
rem 1.7. We are concerned with the following system
S2 :


∂t v − ν∆ v + (v · ∇) v +∇ q + a |v|2α v + b |v|2β v = f + µ(I2h(u)− I2h(v)),
∇ · v = 0, v|t=0 = v0,
v(x+ L, y, z, t) = v(x, y + L, z, t) = v(x, y, z + L, t) = v(x, y, z, t),
q(x+ L, y, z, t) = q(x, y + L, z, t) = p(x, y, z + L, t) = q(x, y, z, t).
Instead of S2, let us denote by v = w + u and consider the following equivalent
system for w
Sw :


∂t w − ν∆w + (w · ∇)u+ (v · ∇)w +∇ (pu − pv)
+a
(|u|2αu− |v|2αv)+ b (|u|2βu− |v|2βv) = −µ I2h(w),
∇ · w = 0, w|t=0 = u0 − v0,
with the associated periodic boundary conditions. The local (in time) existence is
readily obtained using Fadeo-Galerkin approximation (48–49) with interpolant I2h
instead of I1h, and observing that in the left hand side v can be replaced by u− w
and we leave the proof for the reader. Now, we establish the necessary a priori
estimates for the global existence of solution to system Sw which in turn implies
the global existence of solutions of S2. Again, we perform formal calculation using
Sw for simplicity.
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In the sequel, we will use the following estimate which is the analogue of (53) for
I2h instead of I1h
−µ
∫
Ω
I2h(ϕ) · (−∆ϕ) dx = µ
∫
Ω
(
ϕ− I2h(ϕ)
) · (−∆ϕ) dx − µ ∫
Ω
ϕ · (−∆ϕ) dx
≤
(
µ2 c0 h
2
4ǫ
− µ
)
||∇ϕ||22 +
(
µ2 c1 h
4
4ǫ
+ ǫ
)
||∆ϕ||22,
(79)
for all ϕ ∈ H2(Ω). In Theorem 1.7, we assume that ||u0||H1 ≤ K˜ and ||v0||H1 ≤ K˜ so
that ||w(t = 0)||H1 ≤ 2K˜. Again, by continuity of ||w(t)||H1 , there exists a short time
interval [0, T ) such that for all t ∈ [0, T ), it holds ||w(t)||2H1 ≤ 4K˜2. In particular,
it holds ||v(t)||H1 ≤ 3K˜ for all t ∈ [0, T ). In the sequel, arguing by contradiction,
we will show that, actually, we have T = +∞. Therefore, we assume that T is the
the maximal finite time such that ||v(t)||2H1 ≤ 9K˜2 is satisfied. On the one hand,
we multiply the first equation of system Sw by w and integrate over Ω. Thanks to
(59) with I2h instead of I1h, u instead of v1, v instead of v2, and (79), we get
1
2
d
dt
||w||22 +
aκ0
2
||(|u|+ |v|)αw||22 ≤
µ2c1h
4
4ǫ1
||∆w||22 +
[
ǫ0 +
µ2c0h
2
4ǫ1
− ν
]
||∇w||22
+
[
ǫ0 + ǫ1 +
κ81
ǫ30
||∇u||42 + 1{b<0}
[
2β(|b|κ˜0)α
(aκ0)β
] 1
α−β
− µ
]
||w||22. (80)
On the other hand, we use (63, 66 , 67, 68) and (79) and get for all 1 < α ≤ 32
1
2
d
dt
||∇w||22 ≤[
κ42K
4
ǫ32
+ ǫ2 +
2aǫ6ǫ8
ǫ7
+
aκ42κ
8α
3 κ
4
4 ǫ6
4ǫ7ǫ38
|Ω|8α
(
K
8α
+ (3K˜)8α
)]
||w||2H1
+
[
−µ+ µ
2c0h
2
4ǫ5
+
9κ22K˜
2
4ǫ3
(
1
16ǫ24
+ ǫ24
)
+ 2κ4|b|
[ |b|
a
] β
α−β
+
κ22ǫ
2
4
2ǫ3
||∆u||22
]
||∇w||22
+
[
−ν + ǫ2 + 2ǫ3 + ǫ5 + 2aκ4ǫ6 + 2aǫ6ǫ8
ǫ7
+
µ2c1h
4
4ǫ5
+
κ22ǫ
2
4
ǫ3
(
K2 + 9K˜2
)]
||∆w||22.
(81)
Now, using (87), the fact that 15µmax{c0,√c1} h2 ≤ ν, and optimizing in the ǫ′s,
we obtain
d
dt
||w(t)||2H1 + ν||∆w(t)||22
≤
[
δ3 − µ+max
{
δ2, δ3 +
ν
15(K2 + 9K˜2)
||∆u||22
}]
||w(t)||2H1 , (82)
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where
δ3 :=
4
15
ν +
2 · 153κ42K4
ν3
+
νκ42κ
8α
3 κ
4
4
2315
,
δ2 := 2ν +
2 · 153κ81K4
ν3
+ 1{b<0}
[
(2|b|κ˜0)α
(aκ0)β
] 1
α−β
,
δ1 := 4κ4|b|
[ |b|
a
] β
α−β
+
9 · 152κ42(K2 + 9K˜2)K˜2
25ν3
+
νK˜2
10(K2 + 9K˜2)
.
Next, we apply Lemma 5.1 by setting
ξ(s) := µ− δ3 −max
{
δ2, δ3 +
ν
15(K2 + 9K˜2)
||∆u||22
}
Thanks to (34), setting T = 1 leads to
∫ t+1
t
ξ(s) ds ≥ µ− δ3 −max
{
δ2, δ3 +
2 ||f ||2∞,2 + ν(A1 + 1)K2
15(K2 + 9K˜2)
}
This, if we assume
µ > 2δ3 + 2max
{
δ2, δ3 +
2 ||f ||2∞,2 + ν(A1 + 1)K2
15(K2 + 9K˜2)
}
, (83)
then (75) holds true. In particular, thanks to Lemma 5.1, the contradiction leading
to the fact that T = +∞ is obtained as in section 5.2. Thus, we conclude to
the global existence of solution to Sw which in turn infers the global existence of
solution to S2 since v = u − w. Moreover, the convergence at exponential rate of
v(t) toward u(t), as t goes to +∞, in the H1 norm follows.
Now, we handle the case 32 < α < 2. Using (63, 66 , 67, 68, 77) and (79), we get
1
2
d
dt
||∇w||22 ≤[
κ42K
4
ǫ32
+ ǫ2 +
aǫ6ǫ8
ǫ7
+
aκ42κ
8α
3 κ
4
4K
8α
ǫ6
4ǫ7ǫ38
|Ω|8α
]
||w||2H1
+
[
−µ+ µ
2c0h
2
4ǫ5
+
9κ22K˜
2
4ǫ3
(
1
16ǫ24
+ ǫ24
)
+ 2κ4|b|
[ |b|
a
] β
α−β
+
κ22ǫ
2
4
2ǫ3
||∆u||22
]
||∇w||22
+
aκ
8(α−1)
2 κ
12
3 κ
4
4ǫ6
4ǫ7ǫ310
([
1
ǫ9
] 2α−3
4−2α
(3K˜)
2α+3
2−α
H1
+ 3ǫ9K˜
2 + 2ǫ9||∆u||22
)
||∇w||22
+
[
aκ
8(α−1)
2 κ
12
3 κ
4
4ǫ6ǫ9
ǫ7ǫ
3
10
(
K2 + 9K˜2
)
+ ǫ10
]
||∆w||22
+
[
−ν + ǫ2 + 2ǫ3 + ǫ5 + 2aκ4ǫ6 + aǫ6ǫ8
ǫ7
+
µ2c1h
4
4ǫ5
+
κ22ǫ
2
4
ǫ3
(
K2 + 9K˜2
)]
||∆w||22.
(84)
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As in the previous case, using (87), and the fact that 15µmax{c0,√c1} h2 ≤ ν, and
optimizing in the ǫ′s, we obtain
d
dt
||w(t)||2H1 + ν||∆w(t)||22
≤
[
δ3 − µ+max
{
δ2, δ3 +
ν
15
(
1 +
1
2(K2 + 3K˜2)
)
||∆u||22
}]
||w(t)||2H1 , (85)
where
δ3 :=
4
15
ν +
2 · 153κ42K4
ν3
+
ν13K
8α
461512κ
4(8α−7)
2 κ
48
3 κ
12
4
,
δ2 := 2ν +
2 · 153κ81K4
ν3
+ 1{b<0}
[
(2|b|κ˜0)α
(aκ0)β
] 1
α−β
,
δ1 := 4κ4|b|
[ |b|
a
] β
α−β
+
6κ42(K
2 + 9K˜2)K˜2
ν3
+
νK˜2
6 · 53(K2 + 9K˜2) .
The rest of the proof is the same as in the previous case and leads to the following
condition on µ
µ > 2δ3 + 2max
{
δ2, δ3 +
ν
15
(
1 +
2ν ||f ||2∞,2 + ν(A1 + 1)K2
2ν(K2 + 9K˜2)
)}
. (86)
In the previous section, we used the fact that ∇u, ∇v ∈ L∞(R+;L2) in order to
show that ∂tu, ∂tv ∈ L2loc(R+;L2(Ω)) if the initial data is in L2α+2(Ω). In this
section, we need to use a different estimate instead of (37). Indeed, thanks to (22),
one can see that the following inequality holds∣∣∣∣
∫
Ω
∂tv v · ∇v dx
∣∣∣∣ ≤ ǫ4ǫ0 |||v|α∇ v||22 +
ǫ
1
1−α
4ǫ0
||∇ v||22 + ǫ0 ||∂tv||22.
Clearly, the term ǫ0 ||∂tv||22 can be absorbed in the left hand side of the equivalent
expression of (36) for v and the remaining terms are obviously integrable in time.
The other new term compared to the ones of (36) is∫
Ω
I2h(v) ∂tv dx ≤ ǫ ||∂tv||22 +
1
4ǫ
||I2h(v)||22.
But, thanks to (9), we know that
||I2h(v)||22 ≤ 2 ||v − I2h(v)||2 + 2 ||u||22 ≤ 2 c0 h2 ||∇u||22 + 2 c1 h4 ||∆u||22 + ||u||22.
Therefore, we deduce that ||I2h(v)||22 is integrable in time.
6.2. Continuous dependence on the initial data and uniqueness of solu-
tions. The last point to make clear is the uniqueness and the continuous depen-
dence on the initial data for system S2. This can be shown using either Sw or S2.
We use the latter system. Let u be a strong solution of system (1),(2) and v1 and v2
two solutions of S2 and w = v1 − v2. In order to prove the continuous dependence
of the solutions on the initial data, and therefore the uniqueness, we proceed as in
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section 5.2. Clearly, w satisfies (59) and (62) with I2h instead of I1h, and v1 and v2
instead of u and v respectively in (62). Therefore, we have clearly
1
2
d
dt
||w||22 +
aκ0
2
||(|v1|+ |v2|)αw||22 ≤
µ2c1h
4
4ǫ1
||∆w||22 +
[
ǫ0 +
µ2c0h
2
4ǫ1
− ν
]
||∇w||22
+
[
ǫ0 + ǫ1 +
κ81
ǫ30
||∇v1||42 + 1{b<0}
[
2β(|b|κ˜0)α
(aκ0)β
] 1
α−β
− µ
]
||w||22. (87)
Now, on the one hand, for all 1 < α ≤ 32 , using (63, 64 (with ǫ = 1), 67, 68) and
(79), we have
1
2
d
dt
||∇w||22 ≤[
κ42
ǫ32
||∇v1||42 + ǫ2 +
2aǫ6
ǫ5
+
aκ42κ
8α
3 κ
4
4
4ǫ5ǫ36
|Ω|8α
(
||v1||8αH1 + ||v2||8αH1
)]
||w||2H1
+
[
−µ+ µ
2c0h
2
4ǫ4
+
κ22
2ǫ3
||v2||2H1 + 2κ4|b|
[ |b|
a
] β
α−β
+
κ22
4ǫ3
||∆v2||22
]
||∇w||22
+
[
−ν + ǫ2 + 2aκ4ǫ5 + ǫ4 + 2ǫ3 + 2aǫ6
ǫ5
+
µ2c1h
4
4ǫ4
]
||∆w||22. (88)
On the other hand, for all 32 < α < 2, using (63, 64 (with ǫ = 1), 67, 69 (with
ǫ˜ = 1)) and (79), we obtain
1
2
d
dt
||∇w||22 ≤
[
κ42
ǫ32
||∇v1||42 + ǫ2
]
||w||2H1
+
[
−µ+ µ
2c0h
2
4ǫ4
+
κ22
2ǫ3
||v2||2H1 + 2κ4|b|
[ |b|
a
] β
α−β
+
κ22
4ǫ3
||∆v2||22
]
||∇w||22
+
aκ
8(α−1)
2 κ
12
3 κ
4
4
4ǫ5ǫ36
[
||v1||
2α+3
2−α
H1
+ ||v1||2H1 + ||v2||
2α+3
2−α
H1
+ ||v2||2H1
]
||∇w||22
+
aκ
8(α−1)
2 κ
12
3 κ
4
4
4ǫ5ǫ36
[
||∆v1||22 + ||∆v2||22
]
||∇w||22
+
[
−ν + ǫ2 + 2aκ4ǫ5 + ǫ4 + 2ǫ3 + 2aǫ6
ǫ5
+
µ2c1h
4
4ǫ4
]
||∆w||22. (89)
Therefore, adding (87) to (88) and (87) to (89), and optimizing in the ǫ′s, we obtain
using the fact that 15µmax{c0,√c1} h2 ≤ ν
d
dt
||w(t)||2H1 + ν ||∆w||22 +
aκ0
2
||(|v1|+ |v2|)αw||22
≤ [δ3(t)− µ+max{δ2(t), δ1(t)}] ||w(t)||2H1 ,
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where for all 1 < α ≤ 32 , we set
δ3(t) :=
2 · 153κ42
ν3
||∇v1(t)||42 +
2(1 + aκ4) ν
15
+
4 · 157a3κ42κ8α3 κ45
ν7
|Ω|8α
(
||v1(t)||8αH1 + ||v2(t)||8αH1
)
,
δ2(t) := 2ν +
2ν
15
+
2κ81
ν3
||∇v1(t)||42 + 1{b<0}
[
(2|b|κ˜0)α
(aκ0)β
] 1
α−β
,
δ1(t) :=
15κ22
ν
||v2(t)||2H1 +
15κ22
2ν
||∆v2(t)||22 + 4κ4|b|
[ |b|
a
] β
α−β
,
and for all 32 < α < 2,
δ3(t) :=
2 · 153κ42
ν3
||∇v1(t)||42 +
2ν
15
,
δ2(t) := 2ν +
2ν
15
+
2κ81
ν3
||∇v1(t)||42 + 1{b<0}
[
(2|b|κ˜0)α
(aκ0)β
] 1
α−β
,
δ1(t) :=
4 · 157a3κ8(α−1)2 κ123 κ54
ν7
[
||v1(t)||
2α+3
2−α
H1
+ ||v1(t)||2H1 + ||v2(t)||
2α+3
2−α
H1
+ ||v2(t)||2H1
]
+
4 · 157a3κ8(α−1)2 κ123 κ54
ν7
[
||∆v1(t)||22 + ||∆v2(t)||22
]
+
15κ22
ν
||v2(t)||2H1 +
15κ22
2ν
||∆v2(t)||22 + 4κ4|b|
[ |b|
a
] β
α−β
.
By virtue of Gronwall’s inequality, we can write
||w(t)||2H1 ≤ ||w(t = 0)||2H1 e
∫
t
0
[δ3(s)−µ+max{δ2(s),δ3(s)}]ds. (90)
Next, recall that ||v1(t)||H1 and ||v2(t)||H1 are uniformly bounded. Furthermore,
integrating (82) or (85) with respect to time, it is rather easy to see that∫ T
0
||∆w(s)||22 ds < +∞.
In particular, we infer that∫ T
0
||∆v1(s)||22 ds < +∞ and
∫ T
0
||∆v2(s)||22 ds < +∞.
The continuous dependence on the initial data and the uniqueness follow from (90).
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