Abstract-In this paper we present several nonlinear control designs for a single one-degree-of-freedom (1-DOF) Active Magnetic Bearing (AMB). The primary control objective is to globally asymptotically stabilize the mechanical states of an AMB while reducing the AMB power losses. This suggests operation with zero or low bias flux. We derive a flux-based model for an AMB using a generalized complementary flux condition. This condition is imposed both for zero and low bias operations. A convenient model structure results, in which the zero-bias mode is a special case of the more general low-bias mode of operation. We next derive control laws for low-and zero-bias AMB operation. The control designs borrow ideas from the theory of control Lyapunov functions (clf's) and passivity. The performance of each proposed control design is evaluated via numerical simulations with a highfidelity AMB model. Implementation issues are also discussed.
I. INTRODUCTION
A CTIVE magnetic bearings (AMBs) have several advantages over conventional ball bearings. Their main advantage is frictionless operation due to lack of contact between the rotor and the stator. Maintenance of AMBs is also reduced due to lack of lubrication. Moreover, their potential to provide high-speed, frictionless operation and active disturbance rejection makes AMBs ideal candidates for several industrial applications such as, vacuum pumps, hard disk drives, highspeed centrifuges, high-speed flywheels, turbomachinery, etc.
Most importantly, active magnetic bearings are indispensable for the recently proposed high-speed electromechanical flywheel batteries. These devices have been advocated as an alternative to replace on-board chemical batteries for orbiting satellites, as well as for terrestrial applications [1] , [2] , [3] . To be competitive with other energy storage methods they need to operate at very high-speeds (at the order of 60-80K rpm). A primary concern for efficient operation of such energy storage devices is minimization of mechanical, electrical and other losses. The use of magnetic bearings minimizes mechanical losses by eliminating contact friction. Electromagnetic (e.g., eddy current, ohmic) losses, on the other hand are proportional to the total flux at the bearings [4] , [5] , [6] . Minimization of the flux is thus essential for designing efficient AMBs for flywheel batteries.
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The force generated by an electromechanically activated bearing is a nonlinear function of the flux (or current). As a result, it is customary to linearize the force/flux characteristic by introducing a bias flux (or current). Typical values of the bias current are one-third to one-half of the maximum (saturation) current level for each electromagnet. Since electromagnetic losses at the bearings are proportional to the bias flux, operation with very small or zero bias is imperative for power efficiency. As it will be shown in the sequel, complete elimination of the bias flux results in a linearly uncontrollable system. Zero-bias operation thus calls for nonlinear control techniques. An additional complication arises from the fact that the AMB exhibits a deadzone-like characteristic with reduced force slew-rate capability [7] , [8] , [9] at zero bias. Standard control designs for a zero-bias AMB result in a singularity manifesting itself as infinite voltage commands when the flux is zero [10] , [11] .
Several authors have investigated the control problem of an AMB. A comparison between linear and nonlinear operation has been presented by Charara et al [12] , [10] and Smith and Weldon [13] . In [10] the authors reported power consumption figures from an experimental apparatus using linear (large bias) and nonlinear (zero bias) controllers. They claim that nonlinear control schemes typically provide dramatic power savings (at the order of 90%) over linear control schemes. Several other nonlinear methods have been investigated for the zero-bias AMB problem. Input-output linearization has been studied in [12] , [10] , [13] , [14] , [11] . Sliding mode controllers have been investigated in [10] , [15] and [16] . Lévine et al [17] developed an alternative zero-bias control method by studying the differential flatness properties of the system equations. Tsiotras et al [18] have studied stabilization of a zero-bias AMB using control Lyapunov functions. Low-bias techniques for control design have also been studied in [19] , [20] , [21] , [22] and [23] . In [19] the authors applied the integratorbackstepping method to a 2-DOF model and in [20] to a 6-DOF model. In these references a small bias is introduced in order to avoid the singularity when operating at zero bias. An application of the same approach to a large airgap magnetic bearing is given in [21] . Knospe and Yang [23] developed an innovative control scheme for the low-bias control of an AMB. In this approach, the nonlinear equations are quasi-linearized and the system is modelled as a linear parameter-varying (LPV) system. Standard gain-scheduled H ∞ techniques are then used to stabilize this system. More recently, Knospe [24] has proposed a nonlinear AMB benchmark problem in order to compare different nonlinear control methodologies. Several designs were reported in an invited session during the 2000 American Control Conference [25] , [26] , [27] , [6] . In [25] Lin and Knospe developed an output feedback approach using a high-gain observer. In [26] , the authors introduced a passivitybased control approach based on a port-controlled Hamiltonian model. Periodic disturbance rejection has been addressed using a learning control technique in [27] . Variable-bias designs have been investigated in [6] and [28] .
In this paper we revisit the zero-and low-bias operations for a 1-DOF AMB. Specifically, we concentrate on alleviating or removing the singularity of zero-bias, voltage-controlled designs when the control flux is zero. This is done by applying a novel integrator-backstepping design for a special class of cascade systems that was originally proposed in [29] . Furthermore, we improve upon current results in the literature by providing a singularity-free design using ideas from passivity theory. We show the improved performance and design flexibility of the proposed designs via numerical simulations. Implementation issues are also discussed at the end of the paper.
The contributions of this work can be summarized as follows: First, a new flux-based model of an AMB is derived using a generalized complementary flux condition. Although this constraint may be a bit more challenging to implement than standard ones, it results in a simple model that is valid both for zero and nonzero bias modes of operation. Second, a new class of zero-and low-bias control laws for AMBs is introduced. The proposed zero-bias control laws are either singularity-free or have a region of singularity that is much smaller than that of standard methods (i.e., using backstepping or feedback linearization).
The notation used in this paper is standard. R n denotes the n-dimensional vector space with Euclidean norm |x| = ( n x 2 i ) 1/2 . R + denotes the non-negative real numbers. C 0 is the space of continuous functions and C 1 is the space of continuously differentiable functions. A symmetric matrix P is positive definite if all its (real) eigenvalues are positive. This fact is denoted by P > 0. The directional derivative of the scalar function V : R n → R in the direction of the vector field f :
Basic properties of the function x [q] are given in the Appendix. Figure 1 shows a simple schematic of an one-degree-offreedom AMB. This simplified AMB model consists of two electromagnets used to move a mass m in one dimension. It is assumed that all motion takes place in the x direction and that gravity is not present. To regulate the position x of the mass to zero, the control designer uses the voltage inputs to the electromagnets V 1 and V 2 , in order to vary the forces acting on the mass. Since an electromagnet can only produce an attractive force, an electromagnet pair is required to generate forces in the positive and negative x direction. Let Φ i denote the total flux through the i-th electromagnet. The attractive force generated by each electromagnet is [30] 
II. THE AMB MODEL
where µ 0 is the permeability of free space (= 1.25×10 −6 H/m) and A g is the area of each electromagnet pole. From Newton's law one obtains
Assume for the moment that the electromagnets are operated with a constant, bias flux Φ 0 ≥ 0. The total flux produced by each electromagnet is
where φ i is the perturbation (control) flux for the i-th electromagnet. Since the electromagnets produce only an attractive force, there is nothing to be gained by using a "negative flux". Therefore, it will always be assumed that the electromagnets are operated such that φ i ≥ 0 for i = 1, 2. Nonetheless, contrary to what is customary done in practice, we do not assume that the bias Φ 0 is large (i.e., Φ 0 φ i is allowed). From (2) and (3) the equation of motion of the mass is given byẍ
where κ := mµ 0 A g . The electrical dynamics are given bẏ
where N is the number of turns of the coil of each electromagnet and V i is the total voltage applied to each electromagnet 1 . Let us now define the generalized control flux φ := φ 1 − φ 2 and introduce the following flux-dependent, voltage switching scheme
where v is a generalized control voltage such thaṫ
Rewrite now equation (4) as
and assume without loss of generality that φ 1 (0) ≥ φ 2 (0). Then φ(0) ≥ 0 and by (6) and (5) it follows that for t ≥ 0 we have that φ 2 = φ 2 (0) and φ 1 = φ + φ 2 (0). Subsequently, (8) can be written as
If at some point t 1 > 0 a switching occurs, then φ 1 (t 1 ) = φ 2 (t 1 ) = φ 2 (0). Moreover, from (6) and (5) and for t ≥ t 1 we have that φ 1 = φ 2 (0) and φ 2 = φ 2 (0) − φ. Subsequently, (8) can be written in this case as
The same arguments can be used if another switching occurs and so on.
From the previous simple analysis it follows that the equation of motion (8) under the switching strategy (6) and (5) takes the formẍ
whereΦ 0 := Φ 0 + min{φ 1 (0), φ 2 (0)}. As previously mentioned, physical considerations allow us to restrict the set of all realizable trajectories inside the set S :
The following proposition states that the switching scheme (6) is well-defined.
Proposition 1: The set S is invariant under the switching scheme (6) .
Proof: Let c(t) := min{φ 1 (t), φ 2 (t)}. Now notice that if φ 1 ≥ φ 2 then c = φ 2 and (6) and (5) implyφ 2 =ċ = 0. Similarly, if φ 2 ≥ φ 1 then c = φ 1 and (6) and (5) imply thaṫ
An immediate consequence of the previous result is that the flux for each electromagnet is never reduced belowΦ 0 and hence the minimum force generated by each electromagnet is
The introduction of the switching scheme in (6) is motivated from our desire to minimize the control fluxes φ 1 and φ 2 and hence, eddy and ohmic power losses [24] . When the generalized control flux φ is positive, only electromagnet 1 is controlled and when φ is negative only electromagnet 2 is controlled. One can think of φ as the "excess" flux that needs to be commanded in order to produce the required force. In particular, if at the initial time at least one of the control fluxes is zero, i.e., φ 1 (0)φ 2 (0) = 0 (as will be typically the case in practice when operation starts from rest) then at every instant of time at least one of the electromagnets is inactive (its flux is zero). We therefore have the following result as an immediate consequence of Proposition 1.
Proposition 2: The set S 0 := {(x,ẋ, φ 1 , φ 2 ) ∈ S : φ 1 φ 2 = 0} is invariant under the switching scheme (5)- (6) .
Proof:
The claim follows from the fact that
It is evident from Proposition 2 that for all initial conditions in S 0 the voltage-switching logic (5)- (6) reduces to the following generalized complementary flux condition (gcfc) at the flux level
This condition implies that the generalized control flux φ is generated by only one electromagnet at a time, depending on the direction of the force we need to apply, whereas the control flux in the other electromagnet remains zero. In this paper we are primarily interested in the stabilization of the AMB mechanical states (x,ẋ) under low-bias (LB) operation, i.e., whenΦ 0 is small. As a special case, one obtains a zero-bias (ZB) model by settingΦ 0 = 0 in (11) . For all subsequent control derivations we will use model (7)- (11) for designing the control law v. Once v is constructed, the voltage is distributed to the actual control inputs V 1 and V 2 activating each electromagnet according to (6) . Note that since operation at some non-zero bias is acceptable in this context, we will typically require asymptotic stability only with respect to the states x andẋ of the system (4)- (5) 2 . The following result clarifies the relation between equations (7)- (11) and the original AMB model, given by equations (4) and (5) .
Theorem 1: Any control law that renders the system (7)-(11) globally asymptotically stable, ensures that:
(i) For all initial conditions in S the system (4)- (5) is stable.
(ii) For all initial conditions in S, the system (4)- (5) is asymptotically stable with respect to the states (x,ẋ). Moreover, the fluxes φ 1 and φ 2 remain bounded and, in addition,
For all initial conditions in S 0 the system (4)- (5) is asymptotically stable. Proof: (i) Let any ε > 0. From the stability of the system (7) and (11) it follows that there existsδ =δ(ε) > 0 such that
Choose δ(ε) := min{δ(ε), ε/2} and notice that the switching scheme (5)- (6) implies that φ 1 = max{φ, 0} +c and φ 2 = − min{φ, 0}+c wherec := min{φ 1 (0), φ 2 (0)}. Hence, for all initial conditions such that |(
(ii) For all initial conditions in S asymptotic stability with respect to (x,ẋ) follows directly from Proposition 1 and the fact that (x,ẋ) → 0. Using the fact that φ 1 = max{φ, 0} +c and φ 2 = − min{φ, 0} +c and since φ is bounded, it follows that both φ 1 and φ 2 remain bounded. Moreover, since φ → 0 we have that lim t→∞ φ i (t) =c, for i = 1, 2.
(iii) First, recall from Proposition 2 that the set S 0 is invariant. Moreover, for all initial conditions in S 0 we have thatc = 0 and the states φ 1 and φ 2 are related to φ via φ 1 = max{φ, 0} and φ 2 = − min{φ, 0}. Since φ → 0 it follows that lim t→∞ φ i (t) = 0, for i = 1, 2.
Model (11) is similar to the one used in [33] , [23] . It is also somewhat similar to the model of [11] , although in [11] the current is used as the electrical state instead of the flux. Nonetheless, since the complementarity flux condition is imposed on the generalized control flux (as opposed to the total flux), our approach has the added advantage that it is valid both for zero-bias and low-bias operations.
III. THE ROLE OF BIAS FLUX IN AMB CONTROL DESIGN
The main sources of power losses in AMBs are eddy current and ohmic losses. These are directly proportional to the flux through the electromagnets [34] , [24] . One can eliminate the bias flux by imposing the following complementary flux condition (cfc) [17] , [23] , [11] 
where only one electromagnet is operated at a time. Here the bias flux Φ 0 is always zero. This is the standard approach for ZB operation in practice. The drawback of ZB operation stems from the fact that since the available force slew rate is controlled by
and our ability to change F is controlled by
∂F ∂Φ
3 , the cfc has zero slew rate at the origin.
On the other hand, in order to achieve sufficient force slew rate, a non-zero bias Φ 0 must be used. For a large bias (Φ 0 φ i ) equation (8) reduces tö
Thus, the use of a large bias flux leads to an (almost) linear model for the AMB. Consequently, well-established linear control design methodologies can be used. Alternatively, exact linearization of (8) is possible by imposing the constraint φ 1 = −φ 2 . This is the normal biasing or constant sum flux scheme; see [35] . In this case equation (11) reduces tö
In the latter case both fluxes are perturbed symmetrically rather than perturbing only a single flux as in the gcfc scheme. However, (16) fails to be controllable at zero bias. Thus, as the bias Φ 0 is reduced, performance of the normal biasing scheme is compromised. Our approach is somewhat different than the above. First, we do not assume that the bias flux is large compared to the control flux, and hence, the quadratic terms in (8) cannot be ignored. Second, we impose a generalized complementarity flux condition (on the generalized control flux) even in the case of a (small) non-zero bias flux. The scheme (6) was motivated by our desire to minimize power losses by operating at low-bias while at the same time being able to recover zero bias as a special case and still remain controllable. Although exact zero-bias operation is rarely desirable in applications due to the limitations already alluded to, we nonetheless insist on a biasing scheme that allows control designs that remain well-behaved as the bias tends to zero. Notice that for ZB operation (Φ 0 = 0), our AMB model reduces to the standard AMB model subject to the cfc constraint (13) and remains (nonlinearly) controllable. Moreover, the gcfc force F given by equation (11) has a slew rate ∂F ∂φ that is proportional to the bias level.
IV. PROBLEM STATEMENT
In order to work with a system having the minimum number of parameters, we find it convenient to introduce the following non-dimensionalized state and control variables along with a non-dimensionalized time
where g 0 is the nominal air-gap and Φ sat is the value of the saturation (maximum) flux. Notice that since (Flux) = (Flux density) × (Cross-sectional Area of Core), Φ sat can be readily calculated by the maximum flux density of the electromagnetic core (typically 1.2-2 Tesla).
In terms of these non-dimensionalized variables, the system (11)- (7) can be written in state-space form as follows
where := 2Φ 0 /Φ sat and where prime denotes differentiation with respect to τ . Notice that ≥ 0 for all initial conditions in S. Low-bias operation in this context therefore implies that 1, while zero bias implies that = 0. With a slight abuse of notation, we revert to the use of dot in (18) to denote differentiation with respect to the non-dimensionalized time and re-write equations (18) in the following control-affine forṁ
with vector fields f :
and where the notation x [2] 3 := sgn(x 3 )x 2 3 = x 3 |x 3 | has been adopted.
Our goal is to find a control law u :
has an isolated equilibrium at the origin (ii) the origin is asymptotically stable for all
is as large as possible According to the discussion in the previous section, in order to reduce the power losses one would like-ideally-to set = 0. However, this approach introduces several difficulties. First, from (20) it is seen that for = 0 the system is linearly uncontrollable. Second, for zero-bias, the AMB has no forceslew rate capability when the flux is zero [7] , [9] , [8] . The force vs. flux curve has a zero slope at φ = 0 and the AMB cannot respond fast enough to force commands. As a result, most control design techniques for zero-bias AMBs will command a very high (even infinite) voltage when the flux is zero. The ZB control design for a voltage-controlled AMB is thus far from trivial. It is the purpose of this paper to revisit the ZB control design for an AMB and propose a new class of control laws which are valid both for LB and ZB operation.
V. CONTROL DESIGN VIA STANDARD BACKSTEPPING
In the next section we propose a new class of control laws for LB/ZB operation of an AMB. From (20) it is evident that the linearization is not controllable for = 0. Purely nonlinear control techniques (i.e., techniques that do not depend on the linearization of (20)) must therefore be used instead. To better appreciate the contributions of the present work, we next briefly demonstrate the difficulties encountered when one applies a standard backstepping methodology to design a controller for a bearing without bias flux.
To this end, notice that the system of equations (19)- (20) have a simple cascaded structure as followṡ
where we partition the state variables x 1 , x 2 , and x 3 into the mechanical subsystem variables
T and the electrical subsystem variables y = x 3 . With these definitions, f 0 (z, y) := [z 2 , f 2 (y)] T and f 2 (y) = y + y [2] . A common technique for the stabilization of cascaded systems is backstepping. In this approach, one views the state-variable y as the control input to the f 0 (z, y) subsystem and then one assigns the dynamics for y via the integrator (21b). To this end, first note that if one chooses y such that
the z-subsystem is feedback linearized. In this case, the zsubsystem is given byż = Az where
For k 1 > 0 and k 2 > 0 the matrix A is Hurwitz. Let us now introduce the function u 0 :
It can be easily verified that
For = 0 this function reduces to
If one now tries to implement the virtual control law u 0 (z) via (21b) one immediately faces the problem of the non-Lipschitz continuity of the inverse of the function f 2 (y) at the origin when = 0. If, for instance, as usual one defines the error variable η = f 2 (y) − σ(z) one ends up with the backstepping control law
(26) where P > 0 satisfies the matrix inequality (such a P always exists since A is Hurwitz)
Using the Lyapunov function
it can be easily shown that this control law globally asymptotically stabilizes the complete system. However, the control law (26) is singular at y = 0 for = 0. Indeed, since
the control law (26) is not defined at x 3 = y = 0 for the case of zero-bias flux.
The issue of singularity with this standard backstepping control design approach is well-known in the literature. Several ad hoc methods to remedy this situation have been proposed. In [10] and [11] 4 , for instance, for the ZB case the authors replace 1/2|y| with 1/(2|y| + δ) where δ > 0 is a very small number in the calculation of (∂f 2 /∂y) −1 . A similar small bias term has been added in the backstepping designs of [19] and [20] to avoid this singularity.
It should come as no surprise that the singularity is still present even if one introduces an alternative definition for the error. If, for example, we let η = y − u 0 (z) the z-subsystem can be written asż
where
and where π(z, y)
Using the same Lyapunov function candidate as in (28) it can be shown that the choice of the control law
results in a globally asymptotically closed-loop system for all ≥ 0. The control law (32) is bounded for all > 0. For = 0 this control law exhibits a singularity when σ(z) = 0. 4 In these references the current is used instead of the flux as a state variable. However, the approach is essentially the same. 5 Notice that π(z, y) ∈ C 0 for all ≥ 0 since f 2 ∈ C 1 .
VI. LOW-AND ZERO-BIAS CONTROL DESIGN
In the sequel we use ideas from the theory of control Lyapunov functions (clf's) and the extended integrator backstepping techniques of [29] to design a stabilizing control law for (18) .
Definition 1: A function V : R n → R + is a control Lyapunov function (clf) for the systemẋ = f (x) + g(x)u if it satisfies the following properties: [36] and [37] ). Generally speaking, if a system has a clf, then there exists a control law (with certain smoothness properties) that renders the system asymptotically stable. Sontag [38] has proposed an explicit expression for such a control law that stabilizes a system using its clf. Sontag's formula is
This control law is smooth in R n \{0} and it is continuous at the origin if and only if the clf satisfies the small control property [36] .
A. Clf's for Cascaded Systems
The main drawback of the clf approach is that, generally, it is difficult to determine if a system possesses a clf. However, for systems that have a cascaded structure, there exist constructive algorithms to find clf's. To this end, consider a cascade system of the form as in (21) with z ∈ R n−1 and y ∈ R. Assume that there exists a control law u 0 (z) with corresponding Lyapunov function V 0 (z), so that z = 0 is a globally asymptotically stable (GAS) equilibrium of the closed-loop systemż = f 0 (z, u 0 (z)). Under some mild hypotheses, the function
is then a clf for the cascade system [36] . This construction may not work if the stabilizing control law u 0 (z) for the zdynamics is not smooth enough, since in this case the function V may not be C 1 ; see property (ii) of Definition 1. Notice that this is precisely the situation with the control u 0 (z) in (25) for the case of an AMB in ZB operation.
To remedy this difficulty, we use the results of extended backstepping design of Praly et al [29] . According to [29] , one introduces a "desingularizing" function ψ(z, y) ∈ C 0 so that V has the required smoothness properties. The function ψ(z, y) is chosen such that ψ(z, y) = 0 implies y = u 0 (z). Related to the function ψ(z, y) is the function Ψ ∈ C 1 defined by
where, for all z ∈ R n−1 , Ψ(z, y) → ∞ as |y| → ∞. The form of the clf is then given by
where α is such that V 0 (z) α ∈ C 1 . Assuming a Lyapunov function V 0 (z) for the z-subsystem in (21a) is known, the problem of finding a clf for (21) is reduced to one of finding a desingularizing function ψ. Once the clf is known, one may use Sontag's formula (33) to construct a controller. Alternatively, one may use the control law in the following lemma.
Lemma 1 ([29] ): Given a system as in (21), assume that u 0 (z) is a control law that asymptotically stabilizes (21a) and V 0 (z) is the corresponding Lyapunov function. Consider the positive definite function V (z, y) given in (36) . This function is a proper clf for (21) and the following choice of the control law will globally asymptotically stabilize (21)
where Θ(z, y) ∈ C 0 and has the same sign as ψ(z, y).
B. Low-and Zero-Bias Control of an AMB
Next, we apply the result of Lemma 1 in order to find a stabilizing control law for (18) . The first step is to find a stabilizing controller u 0 and a Lyapunov function V 0 for the zdynamics. Let us choose u 0 as in (24) and V 0 = z T P z where P as in (27) . With u 0 (z) and V 0 (z) in hand, one needs to determine the desingularizing function. Since u 0 (z)
[2p] ∈ C 1 for p ≥ 1 and for all ≥ 0, the following desingularizing function is proposed
It can be shown that ψ is continuous and that ψ(z, y) = 0 implies that y = u 0 (z). The function ψ(z, y) is integrated with respect to y to obtain Ψ(z, y) and Ψ(z, u 0 (z)). A simple calculation shows that
and
Inserting equations (39) and (40) into (36), one obtains
with p ≥ 1, β > 0, and α > 
T P z and consider the control law
, and where Θ(x) has the same sign as (
with u 0 (σ(z)) and σ(z) defined in (24) and (22), respectively. This control law globally asymptotically stabilizes system (18) .
Proof: The proposition follows from Lemma 1 by noticing that
Furthermore, the difference between the Lie derivative terms in (37) can be written as
Inserting the last two equations into (37) one obtains (42) . Since the function x [2p] is odd and one-to-one, a simple choice for Θ that satisfies the requirements of the previous proposition is
The control law in (42) simplifies to the one reported in [18] for zero-bias mode. Setting = 0 in (42) one obtains
3 )
where u 0 as in (25) . We remind the reader that once the clf (41) is known, one can also use (33) to construct a stabilizing control law. The added benefit of using (44) instead, is that one can ensure that the closed-loop system is homogeneous of degree zero with respect to the dilation 6 ∆ λ (x) = (λ 2 x 1 , λ 2 x 2 , λx 3 ) when α = (2p + 1)/4 and for all p ≥ 1. Moreover, the larger the p, the smoother the control law on R n \{0}. Thus, p can be used as a "tuning" parameter to smooth the control law away from the origin.
Remark 1: The control law in (44) is not defined on the set D 1 := {x ∈ R 3 | x 3 = u 0 (z) = 0}. By comparison, the standard backstepping controllers (26) and (32) (42) is always well-defined and D = R 3 . The next section shows that one may use passivity arguments to design ZB control laws that are nonsingular everywhere.
VII. PASSIVITY-BASED CONTROL DESIGN
In this section we show that the simple control law
where k 1 > 0, k 2 > 0, globally asymptotically stabilizes (21a) via the virtual input y. Since the control law in (45) is linear, it can be implemented directly via (21b) using standard backstepping. In order to show that (45) is a stabilizing control law for (21b) we use ideas from the theory of dissipative/passive systems [37] , [41] , [42] .
A. Stabilization of the Mechanical Subsystem
We first focus on the stabilization of the mechanical subsystem dynamics of the AMB which is described by the equationṡ [2] (46b) Lemma 2: Consider the z 2 -equation of the mechanical subsystem dynamics (46b) with
This system is dissipative with input r 1 and output z 2 with respect to the supply rate w 1 (r 1 , z 2 ) = z 2 f 2 (r 1 ). Equivalently, it is passive from input f 2 (r 1 ) to output z 2 . Proof: Consider the storage function S 1 (z 2 ) = 1 2 z 2 2 . Calculating its time derivative one obtainsṠ 1 = z 2ż2 = z 2 f 2 (r 1 − k 2 z 2 ). If z 2 = 0 thenṠ 1 = 0 and the system is trivially dissipative. If z 2 = 0 (assume without loss of generality that z 2 < 0), by the Mean Value Theorem [43] there exists ξ ∈ (r 1 , r 1 
For the zero-bias case, = 0 and δ(ξ) = 2|ξ| ≥ 0. Moreover, if z 2 = 0 then necessarily ξ = 0 and hence δ(ξ) > 0. To see this, assume instead that ξ = 0. Then f 2 (r 1 − k 2 z 2 ) = f 2 (r 1 ) and since the function f 2 is one-to-one, this implies that r 1 − k 2 z 2 = r 1 or that z 2 = 0, a contradiction.
Hence we have shown thaṫ
1 ) for all r 1 and z 2 . Therefore the system (46b)- (47) is passive from input f 2 (r 1 ) to output z 2 .
The integrator (46a) is clearly dissipative (in fact, lossless) from z 2 to z 1 with respect to the supply rate w(z 1 , z 2 ) = z 1 z 2 . Next, we show that dissipativity still holds if one chooses a slightly different supply rate.
Lemma 3: The system (46a) from input z 2 to output z 1 is dissipative (lossless) with respect to the supply rate
Proof: Let the storage function
This is positive definite since f 2 is an odd function. Calculating its derivative yieldṡ
which gives the desired result. Lemmas 2 and 3 motivate one to choose the following expression for the input r 1 in (47)
The previous choice for r 1 results in a negative feedback dissipative lossless
interconnection of a dissipative with a lossless system. The overall feedback interconnection is shown in Fig. 2 . Under some mild assumptions, it is expected that this interconnection will be GAS. This is indeed true as shown in the next proposition.
Proposition 4:
The system (46) with the control law
where k 1 > 0 and k 2 > 0 is globally asymptotically stable. Proof: Consider the Lyapunov function candidate
Clearly, this is a positive definite function. Calculating the time derivative of V 1 along the trajectories of (46) one obtains, following similar arguments as in the proof of Lemma 2 (46)- (49) is z 1 = z 2 = 0. Since V 1 is radially unbounded andV 1 ≤ 0, all system trajectories are bounded. Using LaSalle's Theorem [44] , it follows that the system is GAS.
Energy considerations lead to the following alternative proof of stability of the system (46b) with control law (49) . Consider the following positive-definite, radially unbounded Lyapunov function candidate
where u 0 (z) as in (49) . Calculating the time derivative of V 2 along the trajectories of (46) one obtains, 
B. Stabilization of the Cascade
To complete the stabilization of the overall system it suffices to implement the flux command (49) via the integrator (21b). To this end, let the new state variable η = y − u 0 (z) and rewrite the system dynamics as followṡ
Proposition 5: Consider the system (52) and let the control law
where k 1 , k 2 and γ are some positive constants. Then the closed-loop system is locally asymptotically stable. Proof: Using (53) the closed-loop system takes the forṁ
) and π(z, y) as in (31) . The result follows by linearizing the closed-loop system (52)- (53) and showing that the linearized system matrix is Hurwitz. Global asymptotic stability cannot be ensured with the control law (53) without extra conditions. For example, if one could show that the system (54a)-(54b) is Input-to-State Stable (ISS) from input η to the state z then global asymptotic stability would follow as a result of a cascade interconnection of the globally exponentially stable systemη = −γ η with an ISS system [37] .
Global asymptotic stability can still be ensured if one chooses a slightly different control law.
Proposition 6: The system (52) with the control law
where k 1 , k 2 , γ are positive constants, is GAS.
Proof: Consider the Lyapunov function
where V 1 as in equation (50). The derivative of V iṡ
Using the control law (55) the last inequality yields,
In case = 0 then δ(ξ) = 0 if and only if z 2 = 0. In either case, (56) implies that the origin is a stable equilibrium point and that all trajectories are bounded. To show asymptotic stability, assume that η = 0 and that z 2 = 0 over a nontrivial interval of time. Thenż 2 = 0 as well, and from (52b) it follows that u 0 (z) = 0. This, along with z 2 = 0 implies that z 1 = 0. Therefore, the only invariant subset inside the set {(z 1 , z 2 , η) ∈ R 3 :V = 0 } is the origin. From LaSalle, it follows that the origin is asymptotically stable. GAS follows from the radial unboundedness of V .
Alternatively, we have the following result using the Lyapunov function in (51) .
Proposition 7: The system (52) with the control law
where V 2 as in (51) . Calculating the derivative of V , yieldṡ
Letting u as in (57) 
It follows that the origin is stable in the sense of Lyapunov and that all trajectories are bounded. Global asymptotic stability follows using a standard LaSalle argument.
VIII. NUMERICAL EXAMPLES This section illustrates the performance of the above control laws when applied to a specific AMB modelled as in (18) . The specifications for this AMB are shown in Table I . The constant g 0 is the distance from each electromagnet to the rotor when the rotor is centered at x = 0; see Fig. 1 . These specifications were taken from [4] . Numerical simulations were conducted for various combinations of the control parameters. The initial conditions for all the simulations are (x(0),ẋ(0), φ(0)) = (x max , 0, 0). In all simulations it was assumed that both electromagnets start from rest and thus φ 1 (0) = φ 2 (0) = 0. This allows us to test the performance of the control laws in zero bias by settinḡ Φ 0 = Φ 0 = 0. Figure 3 shows the results for the ZB control law in equation (44) for several values of γ. In addition to γ, the control law depends on the parameters p and the gains k 1 , k 2 , β. The gains k 1 and k 2 were selected as k 1 = 1 and k 2 = 2. This choice places both poles of the mechanical subsystem (the eigenvalues of the matrix A) at −1. The parameter p in the control law (44) governs the degree of smoothness of the function u 0 (z) [2p] , hence also of the Lyapunov function itself. The states and control histories become smoother with increasing p. The parameter p can thus be used to control the smoothness and "aggressiveness" of the control law. The value of α in all simulations was chosen as α = (2p + 1)/4 in order to make the clf homogenous 8 (of degree 2p + 1) with respect to the dilation ∆ λ (x) = (λ 2 x 1 , λ 2 x 2 , λx 3 ). In all simulations, the parameter p was chosen as p = 1. From the figures, one concludes that larger values of γ lead to smaller settling times. Similarly, although not explicitly shown, if the gains k 1 and k 2 are selected so that the poles of the matrix A in (23) become more negative, the settling time also decreases. Figure 4 compares zero-and low-bias regulation using (42) for several values of the bias flux. Specifically, simulations for Φ 0 = 0, 20 and 100 µWb are shown. The gains for the first two cases were chosen as k 1 = 1 and k 2 = 2, whereas in the third case they were chosen as k 1 = 1.69 and k 2 = 2.6. This ensures that controllers use approximately the same energy (same area under control voltage signals). The results show that a larger bias results in smaller voltages and shorter settling times, as expected. The effect of the parameters γ, p, k 1 , and k 2 in low-bias mode were similar to those for the zero-bias mode and hence the results of these simulations are omitted.
Several simulations with the passivity-based controllers (53), (55), and (57) were also performed. Since the responses with control laws (53), (55), and (57) were similar, only the results with the control law (53) are shown here for illustration. Figure 5 shows the dependence of the system trajectories and the control input on the control gain γ for ZB operation. The control gains are chosen as k 1 = 1 and k 2 = 2. As observed in Fig. 5 , and similarly to Fig. 3 , the settling time decreases as γ increases. This is achieved at the expense of higher voltage commands. Although not explicitly shown, larger values of k 1 result in faster state convergence rates and larger values of k 2 result in more damped responses.
IX. IMPLEMENTATION ISSUES
In this section we discuss several issues that may arise when implementing the proposed control laws in practice. We also propose some ways to deal with these issues. Although only actual experiments will provide a definite answer to the implementation aspects of the proposed controllers, in lieu of actual experiments herein we present the results of numerical simulations with a high-fidelity AMB model developed by J. Lindlau and C. Knospe [46] . This model includes several 
A. Implementation of Actual Voltages
When introducing equation (5) it was assumed that the coil resistance is negligible. That is, in Faraday's law
the term denoting the voltage drop along the coil I i R i was assumed to be small and thus, it could be neglected. Alternatively, a preliminary feedback may be used to cancel this term,
instead. The latter approach can be used if a good estimate of the coil resistance R i is available. Otherwise, robustification of this feedback linearizing control law may be necessary [46] ; see also Section IX-D. Care should also be taken in interpreting the equatioṅ φ = v/N between the generalized control flux and the generalized control voltage. It is reminded that the generalized control voltage v is a fictitious control variable used to simplify the control design. The actual voltages applied to each electromagnet V i should be commanded according to the state-dependent switching (6) . As shown in Theorem 1 at steady-state the bearing will operate at a bias level which is determined by the sum of the actual bias Φ 0 and the minimum of the initial values of the control fluxes. Although typically the latter term will be very small (at least when starting the AMB operation from rest) spurious fluxes may still persist. Normally, these remaining spurious control fluxes will help improve the bearing force-slew rate characteristics. In cases where the elimination of these spurious steady-state fluxes is imperative one has several options:
(i) apply any control law to reduce the control flux in at least one of the electromagnets to zero and thus bring the state into the set S 0 . For, example, using
with λ > 0 instead of (6) one obtains system (11) withΦ 0 (t) := Φ 0 +e −λt min{φ 1 (0), φ 2 (0)}. A deadbeat controller may also be used to drive the trajectories to the set S 0 in finite time.
(ii) Do nothing. In this case, as shown in Theorem 1 the states (x,ẋ) → 0 while φ i (t) → min{φ 1 (0), φ 2 (0)}. So, stability of the mechanical states of AMB is still ensured, albeit the AMB will operate at a small additional bias. Nonetheless, in practice due to the coil resistance and the resulting dissipation of fluxes even at zero voltage, the AMB states will drift to the set S 0 . In that respect, the proposed gcfc switching scheme is forgiving in the presence of nonzero spurious fluxes. For the numerical simulations of the previous section, the switching strategy (6) was implemented using SIMULINK without any difficulty. Figure 6 shows the control voltages and fluxes for the simulation shown in Fig. 3 . It illustrates how the switching of the generalized control input v according to (6) implements the cfc on the total fluxes Φ 2 and Φ 1 (recall that the gcfc strategy (12) and the cfc strategy (13) coincide in this case). In Fig. 6 the flux Φ 1 and the negative of Φ 2 are shown for clarity. For comparison, Fig. 8 shows a simulation with a nonzero bias Φ 0 = 20µWb ( = 0.2) with the high-fidelity model. Figure 8 shows the total fluxes and the corresponding control voltages. It demonstrates how switching of the control input v in accordance with (6) imposes the gcfc constraints on the control fluxes φ 1 and φ 2 . One may verify that both electromagnets are biased, however, only one electromagnet is used at a time to produce a net control force on the rotor. 
B. Implementation of Bias Flux
Using a bias current I 0 has long been a common method for linearizing the AMB equations and achieve acceptable force slew-rate characteristics. While commanding a constant bias current via a transconductance amplifier is straightforward, commanding a constant flux Φ 0 may be not, because the flux depends both on the current as well as the airgap, as follows
With a power amplifier operating in current mode, a positionfeedback inner control loop may be used to control the current I in order to regulate the bias flux at Φ 0 . With a power amplifier operating in voltage mode a flux-feedback inner loop can be used to regulate the bias flux at Φ 0 . Alternatively, one may also use a permanent magnet or a separate coil to generate the bias flux Φ 0 . This however, will most likely complicate the overall mechanical design.
In Figures 7 and 8 we have assumed a voltage mode amplifier using a flux-feedback PI inner loop to implement the bias flux. Figure 7 , in particular, shows the results of the simulations using the high-fidelity AMB model of [46] (voltage saturation level set to V sat = 10 V). In the figures, the dashed line is the ideal model response, i.e., when the plant's flexible modes, coil resistance, flux leakage and voltage saturation are neglected. The solid line is the response of controller (42) the flux bias via a PI flux-feedback inner loop works well.
Observe that a bias of 20µWb is quickly established in both electromagnets.
C. Flux Feedback
All proposed control laws in this paper use flux measurements for feedback. Although several flux-sensors (Hall sensors) have been developed recently, accurate measurement of the flux still remains a difficult problem [48] . The simplest approach would be to simply use (59) and estimate the flux from current and position measurements. This method was used, for instance in [25] . See, also the discussion in [49] , [35] , [5] . If no flux sensor is available, a (nonlinear) flux observer can be designed to estimate the flux. For the lowbias case, such an observer has been proposed in [50] . The flux observer in [50] uses x 2 to estimate x 3 in (18b)-(18c). Because the separation principle does not hold for nonlinear systems, the stability of the overall observer/controller design must be explicitly established, however. Such an observer-based design for the low-bias mode has been reported in [47] , where voltage saturation is also explicitly taken into account.
D. Robustness to Parameter Uncertainty and Exogenous Disturbances
One of the well-known drawbacks of feedback linearizing controllers is their sensitivity to model uncertainty [51] . The control laws of Sections V and VI deal with an appropriate implementation of the feedback linearizing controller (22) via the integrator (21b). Exact feedback linearization of the mechanical subsystem requires accurate knowledge of the biasing parameter . In addition, prior to backstepping, these controllers cancel the coil resistance term (see Section IX-A). Thus, it is possible that these control laws may be prone to uncertainties in the AMB model parameters (e.g., coil resistance, bias level, etc.). The passivity-based designs of Section VII are expected to be more robust since they do not depend on the exact cancellation of the nonlinearity at the mechanical subsystem level. Instead, their stabilization properties depend on the monotonicity and oddness of the function f 2 in (18b). Such nonlinearities are considered to be "good" since they satisfy sector conditions in the first/third quadrants [37] . Figure 7 shows that even the control (42) appears to be robust to model uncertainty. In this figure the controller was designed using the ideal plant model (i.e. flexible modes, resistance, flux-leakage, voltage and magnetic material saturation neglected). Nonetheless, it is successfully applied to the highfidelity model which includes all these effects.
Robustness to parameter uncertainties should be less of an issue for stabilization/regulation problems (as in this paper). On the other hand, model uncertainty and exogenous disturbances could be a major obstacle requiring more close attention in tracking and disturbance rejection problems. For high-speed flywheel applications, for instance, equation (4) will be subject to periodic disturbances due to rotor imbalance or base motion that may cause stability problems. A compromise between low bias (to reduce power losses) and high bias (to achieve sufficient force slew rate) must be achieved. These conflicting performance objectives make disturbance rejection in low-and/or zero-bias mode a challenging problem, appropriate for future investigation.
X. CONCLUSIONS
Low loss operation is important in several AMB applications, such as in high-speed energy flywheel systems, artificial heart pump impellers, etc. Since eddy current and ohmic losses are proportional to the flux, low-bias (LB) and zero-bias (ZB) control schemes for AMBs are advantageous for low-loss operation of AMBs. The main obstacle in deriving LB/ZB control algorithms for an AMB is the nonlinearity of the associated mathematical model. In this paper we propose several schemes for low-bias and zero-bias control of active magnetic bearings. Using a flux-based, voltage-controlled AMB model, we propose a series of new control laws borrowing from a variety of tools available in modern nonlinear control theory: control Lyapunov functions, integrator backstepping, homogeneity and passivity. For the zero-bias case, in particular, our control designs emphasize the mitigation of the control singularity encountered in typical ZB designs. Comparison of simulation results between an ideal and a high-fidelity AMB model were very promising. Future work will concentrate on the experimental testing of the proposed control laws on an actual active magnetic bearing.
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APPENDIX Let the function x
[q] = sgn(x)x q where q is a positive integer. It is easy to verify that the above function has the following properties. 
