An Improved Method to Measure the Cosmic Curvature by Wei, Jun-Jie & Wu, Xue-Feng
ar
X
iv
:1
61
1.
00
90
4v
2 
 [a
str
o-
ph
.C
O]
  1
5 M
ar 
20
17
DRAFT VERSION JULY 10, 2018
Preprint typeset using LATEX style emulateapj v. 12/16/11
AN IMPROVED METHOD TO MEASURE THE COSMIC CURVATURE
JUN-JIE WEI1,2 AND XUE-FENG WU1,3,4
1 Purple Mountain Observatory, Chinese Academy of Sciences, Nanjing 210008, China; jjwei@pmo.ac.cn
2 Guangxi Key Laboratory for Relativistic Astrophysics, Nanning 530004, China
3School of Astronomy and Space Science, University of Science and Technology of China, Hefei, Anhui 230026, China
4 Joint Center for Particle, Nuclear Physics and Cosmology, Nanjing University-Purple Mountain Observatory, Nanjing 210008, China
Draft version July 10, 2018
ABSTRACT
In this paper, we propose an improved model-independent method to constrain the cosmic curvature by
combining the most recent Hubble parameter H(z) and supernovae Ia (SNe Ia) data. Based on the H(z) data, we
first use the model-independent smoothing technique, Gaussian processes, to construct distance modulusµH(z),
which is susceptible to the cosmic curvature parameterΩk. In contrary to previous studies, the light-curve fitting
parameters, which account for distance estimation of SN (µSN(z)), are set free to investigate whether Ωk has
a dependence on them. By comparing µH(z) to µSN(z), we put limits on Ωk. Our results confirm that Ωk is
independent of the SN light-curve parameters. Moreover, we show that the measured Ωk is in good agreement
with zero cosmic curvature, implying that there is no significant deviation from a flat Universe at the current
observational data level. We also test the influence of different H(z) samples and different Hubble constant
H0 values, finding that different H(z) samples do not present significant impact on the constraints. However,
different H0 priors can affect the constraints of Ωk in some degree. The prior of H0 = 73.24± 1.74 km s−1
Mpc−1 gives a value of Ωk a little bit above 1σ confidence level away from 0, but H0 = 69.6±0.7 km s−1 Mpc−1
gives it below 1σ.
Subject headings: cosmological parameters — cosmology: observations — supernovae: general — galaxies:
general
1. INTRODUCTION
The cosmic curvature is one of the fundamental parameters
in modern cosmology. The intriguing question of whether the
cosmic space is open, flat, or closed is closely related to many
important problems such as the evolution of our Universe, the
nature of dark energy, etc. A significant detection of a nonzero
curvature will have far-reaching consequences for mankind’s
views of fundamental physics and inflation theory, since a
flat Universe is supported by most of the observational data,
including the latest Plank result (Planck Collaboration et al.
2016).
However, as a result of the strong degeneracy between the
spatial curvature and the dark energy equation of state, it is
fairly difficult to constrain these two parameters simultane-
ously. The curvature parameter is generally treated as zero in
a dark energy analysis, or conversely, some specific models
of dark energy (e.g., the cosmological constant) are assumed
when constraining the curvature. It should be underlined that
a simple flatness assumption may leads to incorrect recon-
struction in the equation of state of dark energy even if the
real curvature is tiny (Clarkson et al. 2007), and some confu-
sions between the flat ΛCDM model and a dynamical dark
energy non-flat model may be caused by a cosmological con-
stant assumption (Virey et al. 2008). In order to overcome
the defects of a zero curvature assumption, a direct model-
independent method for determining the curvature by com-
bining measurements of the angular diameter distance DA(z)
(or the luminosity distance DL(z)) and the Hubble parameter
H(z) has been proposed (Clarkson et al. 2007, 2008):
Ωk =
[
H(z)D′(z)
]2
− c2
[H0D(z)]
2
, (1)
where c is the speed of light, H0 is the Hubble constant, D(z) =
(1+ z)DA(z) = DL(z)/(1+ z) is the comoving angular diameter
distance, and D′(z) = dD(z)/dz represents the derivative with
respect to the redshift z.
Since this method was proposed, it has been used to de-
termine the curvature parameter in several instances, includ-
ing the following representative cases: Shafieloo & Clarkson
(2010) used the luminosity distances derived from Type Ia su-
pernovae (SNe Ia) observations, Hubble rate measurements
inferred from passively evolving galaxies and from baryon
acoustic oscillation (BAO) data, and found no evidence for
deviation from flatness (see also Mortsell & Jonsson 2011);
Sapone et al. (2014) compared four different measurement
techniques to test the cosmic curvature from the most recent
Hubble rate and SNe Ia data; Li et al. (2014) determined the
curvature parameter by using H(z) and DA(z) pairs from BAO
measurements; Cai et al. (2016) used the model-independent
smoothing technique (i.e, Gaussian process) to reconstruct
H(z) from differential ages of galaxies and from radial BAO
data and DL(z) from the SNe Ia Union2.1 data sets and then
measure the curvature; L’Huillier & Shafieloo (2017) tested
the flatness of the Universe at redshifts 0.32 and 0.57 us-
ing the most recent BAO and SNe Ia data, and they found
that the current observations are compatible with a flat Uni-
verse; and Yu & Wang (2016) constrained the curvature to be
Ωk = −0.09± 0.19, combining the measurements of H(z) de-
rived from differential ages of galaxies and from radial BAO
data with DA(z) estimated from BAO data.
In principle, the nuisance parameters characterizing SN
light-curves should be optimized simultaneously with the cos-
mological parameters when using SNe Ia as standard can-
dles. But it is shown that the nuisance parameters have ex-
tremely little covariance with the cosmological parameters
(see Marriner et al. 2011). In previous works, the luminos-
ity distances of SNe Ia were obtained directly from Hubble
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diagrams where the light-curve fitting (nuisance) parameters
were inferred from global fitting within the context of a cos-
mological model. To confirm if the cosmic curvature parame-
ter has a dependence on the nuisance parameters or not, we
keep them free in our analysis. On the other hand, in the
method of Clarkson et al. (2007, 2008), one needs to esti-
mate the derivative function of D(z) from a fitting function
(see Equation (1)), which will introduce a large uncertainty
(Yu & Wang 2016). In order to avoid the shortcoming of this
method, we perform an improved model-independent method
to achieve a reasonable and compelling test of the cosmic cur-
vature. Moreover, we also investigate the impact of Hubble
constant H0 on this test.
The rest of this paper is arranged as follows. In Section 2,
we briefly describe the data used in our work, including the
most recent SNe Ia and H(z) data. In Section 3, we intro-
duce our improvedmethod for testing the curvature. The con-
straints on the curvature are shown in Section 4. Finally, we
summarize our conclusions in Section 5.
2. OBSERVATIONAL DATA
In the following, we describe the data sets that we will use
in the present analysis.
2.1. SNe Ia sample
We use a joint light-curve analysis (JLA) sample of 740
SNe Ia processed by Betoule et al. (2014). The observed dis-
tance modulus of each SN is given by
µSN = m
⋆
B +α ·X1 −β · C − MB , (2)
where m⋆B is the observed peak magnitude in rest frame B
band, X1 describes the time stretching of light-curve, and C
corresponds to the supernova color at maximum brightness.
The absolute B-band magnitude MB is assumed to be related
to the host stellar mass (Mstellar) by a simple step function
(Betoule et al. 2014):
MB =
{
M1B for Mstellar < 10
10M⊙,
M1B +∆M otherwise.
(3)
Notice that α, β, M1B, and ∆M are nuisance parameters in the
distance estimate, which should be fitted simultaneously with
the cosmological parameters. While, m⋆B, X1, and C are ob-
tained from the observed SN light-curve.
For each SN, the theoretical distance modulus µth can be
calculated from the measured redshift z by the definition:
µth ≡ 5log
[
DL(z)
Mpc
]
+25 , (4)
where DL(z) is the cosmology-dependent luminosity distance.
Betoule et al. (2014) fit a ΛCDM cosmology to the JLA sam-
ple by minimizing the χ2 statistic:
χ2 =∆µˆT ·Cov−1 ·∆µˆ , (5)
where∆µˆ = µˆSN(α, β, M
1
B, ∆M; z)− µˆ
ΛCDM
th (Ωm, H0; z) is the
data vector and Cov is the full covariance matrix, defined by
Cov = Dstat + Cstat + Csys . (6)
Here Dstat is the diagonal part of the statistical uncertainty,
given by
(Dstat)ii = σ
2
mB,i +α
2σ2X1,i +β
2σ2C,i
+2αCmB X1, i −2βCmB C, i −2αβCX1C, i
+σ2lens +
(
5σz,i
zi ln10
)2
+σ2int ,
(7)
where the last three terms stand for the variation of magni-
tudes arisen from gravitational lensing, the uncertainty in cos-
mological redshift caused by peculiar velocities, and the in-
trinsic variation in SN magnitude, respectively. σmB,i, σX1,i,
and σC,i represent the standard errors of the peak magni-
tude and light-curve parameters of the i-th SN. The terms
CmB X1, i, CmB C, i, and CX1 C, i denote the covariances among
mB, X1, C for the i-th SN. The statistical and systematic co-
variance matrices, Cstat and Csys, are given by
Cstat + Csys =V0 +α
2Va +β
2Vb +2αV0a −2βV0b −2αβVab , (8)
where V0, Va, Vb, V0a, V0b, and Vab are matrices available
in Betoule et al. (2014). Since the Hubble constant H0 is
degenerate with MB when constructing an SN Hubble dia-
gram, it is not free if MB is considered as one of the op-
timized variables. Betoule et al. (2014) fixed the value of
H0 = 70 km s
−1 Mpc−1, and they obtained (α,β,M1B,∆M) =
(0.141±0.006,3.101±0.075,−19.05±0.02,−0.070±0.023)
including both statistical and systematic errors.
In this work, we directly adopt the observational quanti-
ties (m⋆B, X1, C) from the JLA sample to constrain the curva-
ture. By marginalizing the nuisance parameters (α, β, M1B,
∆M), one can obtain a cosmology-independent constraint on
the curvature and justify whether the curvature has a depen-
dence on the nuisance parameters.
2.2. Hubble parameter data
The H(z) measurement can be obtained via two ways.
One is calculating the differential ages of passively evolv-
ing galaxies (e.g., Jimenez & Loeb 2002; Simon et al. 2005;
Stern et al. 2010), usually called cosmic chronometer (here-
after CC H(z)). The other is based on the detection of radial
BAO features (e.g., Gaztañaga et al. 2009; Blake et al. 2012;
Samushia et al. 2013). For convenience, we name this kind of
H(z) as BAO H(z). We compile the latest 41 H(z) data points
in Table 1, including 31 CC H(z) data and 10 BAO H(z) data.
These are all independent datasets and analyses.
3. NEWMODEL-INDEPENDENTMETHOD
Within the framework of Friedmann-Robertson-Walker
metric, the proper distance can be written as (Hogg 1999)
dP(z) =
c
H0
∫ z
0
dz′
E(z′)
, (9)
where E(z) = H(z)/H0. For the base ΛCDM model, E(z) has
the form of E(z) =
√
Ωm(1+ z)3 +ΩΛ +Ωk(1+ z)2.
Inspired by the work of Yu & Wang (2016), we employ an
improved approach to acquire proper distances that are in-
dependent of any specific cosmological model. The detailed
procedures of our approach are described as follows:
1. Since the proper distance dP only depends on the E(z)
function, one can reconstruct the model-independent
E(z) function from the H(z) measurements and then de-
rive dP with Equation (9).
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TABLE 1
THE LATEST H(z) MEASUREMENTS FROM THE DIFFERENTIAL AGE
METHOD (I) AND THE RADIAL BAO METHOD (II)
z H(z) Method References
(km s−1 Mpc−1)
0.09 69± 12 I Jimenez et al. (2003)
0.17 83± 8 I
0.27 77± 14 I
0.4 95± 17 I
0.9 117± 23 I Simon et al. (2005)
1.3 168± 17 I
1.43 177± 18 I
1.53 140± 14 I
1.75 202± 40 I
0.48 97± 62 I Stern et al. (2010)
0.88 90± 40 I
0.35 82.1± 4.9 I Chuang & Wang (2012)
0.179 75± 4 I
0.199 75± 5 I
0.352 83± 14 I
0.593 104± 13 I Moresco et al. (2012)
0.68 92± 8 I
0.781 105± 12 I
0.875 125± 17 I
1.037 154± 20 I
0.07 69± 19.6 I
0.12 68.6± 26.2 I Zhang et al. (2014)
0.2 72.9± 29.6 I
0.28 88.8± 36.6 I
1.363 160± 33.6 I Moresco (2015)
1.965 186.5± 50.4 I
0.3802 83± 13.5 I
0.4004 77± 10.2 I
0.4247 87.1± 11.2 I Moresco et al. (2016)
0.4497 92.8± 12.9 I
0.4783 80.9± 9 I
0.24 79.69± 2.65 II Gaztañaga et al. (2009)
0.43 86.45± 3.68 II
0.44 82.6± 7.8 II
0.6 87.9± 6.1 II Blake et al. (2012)
0.73 97.3± 7 II
0.35 84.4± 7 II Xu et al. (2013)
0.57 92.4± 4.5 II Samushia et al. (2013)
2.3 224± 8 II Busca et al. (2013)
2.36 226± 8 II Font-Ribera et al. (2014)
2.34 222± 7 II Delubac et al. (2015)
2. We use the model-independent method Gaussian pro-
cesses (GP) to reconstruct E(z). GP allow one to re-
construct a function from data directly without any
parametric assumption. In this process, the recon-
structed function f (z) at different points z and z˜ are
correlated by a covariance function k(z, z˜), which only
depends on two hyperparameters l and σ f . Both l
and σ f would be determined by GP with the observa-
tional data. Therefore, the GP method does not spec-
ify any form of f (z) and is model-independent. There
is a python package of GP developed by Seikel et al.
(2012a), which has been widely used in vari-
ous studies (e.g., Bilicki & Seikel 2012; Seikel et al.
2012b; Shafieloo et al. 2012; Seikel & Clarkson 2013;
Yahya et al. 2014; Busti et al. 2014; Yang et al. 2015;
Cai et al. 2016; Yu & Wang 2016; Zhang & Xia 2016).
We refer the reader to Seikel et al. (2012a) for more de-
tails on the GP method and the GP code.
3. We normalize the H(z) data using an independent mea-
surement of the local Hubble parameter H0; thus we get
the dimensionless Hubble parameter E(z) = H(z)/H0.
Note that the initial condition E(z = 0) = 1 should
be taken into account in our calculation. Consider-
ing the uncertainty of Hubble constant, the propagated
error of E(z) can be calculated by σ2E =
(
σ2H/H
2
0
)
+(
H2/H40
)
σ2H0 . To explore the influence of Hubble con-
stant on the reconstruction and then on the test of the
curvature parameter (more on this below), we follow
the treatment of Zhang & Xia (2016) and adopt two re-
cent measurements H0 = 69.6± 0.7 km s−1 Mpc−1 with
1% uncertainty (Bennett et al. 2014) and H0 = 73.24±
1.74 km s−1 Mpc−1 with 2.4% uncertainty (Riess et al.
2016), respectively. Moreover, we study the potential
impact on the results from different H(z) samples (i.e.,
the only CC H(z) data and the totalH(z) data). We show
the results in Figures 1 and 2.
Using the GP method, the reconstructions of E(z) for the
CC H(z) data with H0 = 69.6± 0.7 km s−1 Mpc−1 and with
H0 = 73.24± 1.74 km s−1 Mpc−1 are shown in Figures 1(a)
and 1(c), respectively. The solid lines are the means of the re-
constructions and the shaded regions are the 1σ and 2σ con-
fidence regions of the reconstructions. Because of the poor
quality of data at higher redshifts, the errors become larger.
For a comparison, we also fit the observational data points
of E(z) using the flat ΛCDM model (dashed lines). One can
see from these plots that the reconstructions of E(z) are well
consistent with the best-fit flat ΛCDM model within their 1σ
confidence regions, indicating that the GP method can give
a reliable reconstructed function from the observational data.
With the observations and reconstructions of E(z), we can use
Equation (9) to derive the observed dP(z) together with their
1σ errors and the reconstructed dP(z) together with the 1σ and
2σ confidence levels at a certain z, respectively. As shown in
Figures 1(b) and 1(d), both the observed (red points) and re-
constructed (solid lines) dP(z) are also consistent with those
determined from the best-fit flat ΛCDMmodel (dashed lines).
Not surprisingly, the comparison between the top and bottom
panels in Figure 1 shows that the best-fit values of Ωm for the
flat ΛCDM model are different, since different H0 priors are
adopted.
We follow the same procedure for the total H(z) data, first
considering a prior of H0 = 69.6± 0.7 km s−1 Mpc−1 (the
top row of Figure 2), followed by the other one of H0 =
73.24±1.74 km s−1 Mpc−1 (the bottom row of Figure 2). The
comparison between these two H(z) samples may be summa-
rized as follows: the reconstructions of E(z) and dP(z) are well
consistent with the flat ΛCDM model for both the CC H(z)
and total H(z) data, suggesting that the GP method can re-
construct the E(z) and dP(z) functions well; the errors of the
reconstructions for the total H(z) data become smaller owing
to the added BAO H(z) data.
By using the reconstructed dP(z) function together with its
1σ uncertainty σdP , the luminosity distance D
H
L from the H(z)
data can be expressed as
DHL (z)
(1+ z)
=


c
H0
1√
|Ωk|
sinh
[√
|Ωk|dP(z)H0c
]
for Ωk > 0
dP(z) for Ωk = 0 ,
c
H0
1√
|Ωk|
sin
[√
|Ωk|dP(z)H0c
]
for Ωk < 0
(10)
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FIG. 1.— Top row: Gaussian process reconstruction of E(z) (panel (a); solid line) for the CC H(z) data with H0 = 69.6± 0.7 km s
−1 Mpc−1 . The observed (red
points) and reconstructed (solid lines) dP(z) in panel (b) are derived from the observations and reconstructions of E(z), respectively. The shaded regions are the
1σ and 2σ confidence regions of the reconstruction. Bottom row: Same as Top row, except now for the CC H(z) data with H0 = 73.24±1.74 km s
−1 Mpc−1 . The
dashed lines correspond to the best-fit flat ΛCDM models with Ωm = 0.30 (Top row) and Ωm = 0.25 (Bottom row), respectively.
with its corresponding uncertainty
σDH
L
=


(1+ z)cosh
[√
|Ωk|dP(z)H0c
]
σdP for Ωk > 0
(1+ z)σdP for Ωk = 0 ,
(1+ z)cos
[√
|Ωk|dP(z)H0c
]
σdP for Ωk < 0
(11)
where we emphasize that the spatial curvature Ωk is the only
one free parameter. Then, we can further obtain the recon-
structed distance modulus µH(Ωk; z) from the H(z) data by
µH(Ωk; z) = 5 log
[
DHL (Ωk; z)
Mpc
]
+25 . (12)
The propagated uncertainty of µH(Ωk; z) is given by
σµH =
5
ln10
σDHL
DHL
. (13)
Now, we use a χ2 minimization to constrain Ωk,
χ2(α, β, M1B, ∆M, Ωk) =∆µˆ
T ·Cov−1 ·∆µˆ , (14)
where ∆µˆ = µˆSN(α, β, M
1
B, ∆M; z)− µˆH(Ωk; z) is the differ-
ence between the distance moduli µSN of SNe Ia derived from
Equation (2) and the constructed distance moduli µH from the
H(z) data, and Cov = D¯stat + Cstat + Csys is the full covariance
matrix. Here D¯stat is the diagonal part of the statistical uncer-
tainty, given by
(D¯stat)ii = (D
SN
stat)ii +σ
2
µH ,i , (15)
whereDSNstat of SNe Ia comes from Equation (7). The statistical
and systematic covariance matrices, Cstat and Csys, are given
by Equation (8).
The likelihood distributions of free parameters can be ob-
tained by L(α, β, M1B, ∆M, Ωk) ∝ exp(−χ2/2). We use the
Markov Chain Monte Carlo technique to generate sample
points distributed in parameter space according to the poste-
rior probability, using theMetropolis-Hastings algorithmwith
uniform prior distributions. Then we apply a public python
package “triangle.py” from Foreman-Mackey et al. (2013) to
plot our constraint contours.
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FIG. 2.— Same as Figure 1, except now for the total H(z) data. In this case, the dashed lines correspond to the best-fit flat ΛCDM models with Ωm = 0.26 (Top
row) and Ωm = 0.23 (Bottom row), respectively.
TABLE 2
BEST-FIT VALUES WITH 1σ AND 2σ STANDARD ERRORS FOR THE COSMIC CURVATUREΩk AND THE SN NUISANCE PARAMETERS (α, β, M
1
B, ∆M)
CC H(z) + SNe Ia total H(z) + SNe Ia
H0 = 69.6± 0.7 H0 = 73.24± 1.74 H0 = 69.6± 0.7 H0 = 73.24± 1.74
(km s−1 Mpc−1) (km s−1 Mpc−1) (km s−1 Mpc−1) (km s−1 Mpc−1)
Ωk 0.09± 0.25(1σ)± 0.49(2σ) −0.28± 0.22(1σ)± 0.43(2σ) −0.02± 0.24(1σ)± 0.47(2σ) −0.35± 0.22(1σ)± 0.43(2σ)
α 0.14± 0.01(1σ)± 0.02(2σ) 0.14± 0.01(1σ)± 0.02(2σ) 0.14± 0.01(1σ)± 0.02(2σ) 0.14± 0.01(1σ)± 0.02(2σ)
β 3.10± 0.09(1σ)± 0.18(2σ) 3.11± 0.09(1σ)± 0.18(2σ) 3.10± 0.09(1σ)± 0.18(2σ) 3.11± 0.09(1σ)± 0.18(2σ)
M1B −19.08± 0.02(1σ)± 0.04(2σ) −19.01± 0.02(1σ)± 0.04(2σ) −19.07± 0.02(1σ)± 0.04(2σ) −19.00± 0.02(1σ)± 0.04(2σ)
∆M −0.07± 0.03(1σ)± 0.06(2σ) −0.07± 0.03(1σ)± 0.06(2σ) −0.07± 0.03(1σ)± 0.06(2σ) −0.07± 0.03(1σ)± 0.06(2σ)
4. CONSTRAINTS ON THE COSMIC CURVATURE
To investigate the influence of Hubble constant H0 on the
reconstruction of E(z) and then on the test of the curvature
parameter, we take into account two priors of H0. We also
compare the tests from different H(z) samples (i.e., the only
CC H(z) data and the total H(z) data).
Applying the above χ2-minimization procedure, we find
that the best-fit curvature parameter using the CC H(z) +
JLA SNe Ia data with the prior of H0 = 69.6± 0.7 km s−1
Mpc−1 is Ωk = 0.09± 0.25(1σ)± 0.49(2σ). For the case of
H0 = 73.24± 1.74 km s−1 Mpc−1, we obtain Ωk = −0.28±
0.22(1σ)± 0.43(2σ). Our constraint results with these two
H0 priors are presented in Figures 3(a) and 3(b), respec-
tively. We give the 1-D distributions for each parameter
(Ωk, α, β, M
1
B, ∆M), and 1σ, 2σ contours for the joint dis-
tributions of any two parameters. The corresponding best-fit
parameters are summarized in Table 2, along with the 1σ and
2σ standard deviations for each. From Figures 3(a) and 3(b),
one can easily see that the measuredΩk is consistent with zero
cosmic curvature within the 1.3σ confidence level for both of
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the two H0 priors, implying that there is no significant devi-
ation from a flat Universe at the current observational data
[H(z) data and SNe Ia] level.1 However, a careful comparison
of Figure 3(a) and Figure 3(b) shows that different H0 priors
can affect the constraints on Ωk in some degree. The prior of
H0 = 73.24± 1.74 km s−1 Mpc−1 gives a value of Ωk a little
bit above 1σ away from 0, but H0 = 69.6± 0.7 km s−1 Mpc−1
gives it below 1σ. Note that SNe Ia data do not constrain
H0, so these different pulls on H0 are coming from the H(z)
constraints.
We show the constraints for the total H(z) + JLA SNe Ia
data in Figure 4. The best-fit values corresponding to the pri-
ors of H0 = 69.6± 0.7 km s−1 Mpc−1 and H0 = 73.24± 1.74
km s−1 Mpc−1 are Ωk = −0.02±0.24(1σ)±0.47(2σ) and Ωk =
−0.35± 0.22(1σ)± 0.43(2σ), respectively (see Table 2). Ev-
idence also shows that no significant deviation from flatness
is found. The best-fit Ωk is in full agreement with zero spa-
tial curvature at the 1.6σ confidence level, regardless of which
prior of H0 is adopted. However, the influence of H0 in this
type of data is still exist. That is, the prior ofH0 = 73.24±1.74
km s−1 Mpc−1 leads to a slightly bigger deviation from the flat
Universe. The comparison between Figure 3 and Figure 4 (see
also Table 2) shows that the best-fit results are more or less the
same for both the CC H(z) + SNe Ia and total H(z) + SNe Ia
data, for the same prior of H0.
5. SUMMARY AND DISCUSSION
Clarkson et al. (2007, 2008) have proposed a model-
independent method for measuring the cosmic curvature. Us-
ing this method, several studies have been done. How-
ever, we find that the luminosity distances of SNe Ia used
in past works were obtained directly from Hubble diagrams
where the SN light-curve fitting parameters were inferred
from global-fitting in the context of a cosmological model.
In contrary to previous studies, we keep the light-curve fitting
parameters free to investigate whether the curvature parameter
has a dependence on them. On the other hand, the estimation
of the derivative function of comoving distance D(z) in the
method of Clarkson et al. (2007, 2008) will introduce a large
uncertainty (Yu & Wang 2016).
In this work, we propose an improved model-independent
method to test the cosmic curvature. The main idea of our
method is to compare two kinds of distance moduli. One
distance modulus µH(Ωk) is constructed from the H(z) data,
which is susceptible to the curvature parameter Ωk. Based
on the measurements of H(z), we use the GP method to re-
construct the E(z) function and use Equation (9) to derive
the proper distance function dP(z). Using the reconstructed
dP(z) function, the luminosity distance D
H
L (Ωk) and the cor-
responding distance modulus µH(Ωk) from the H(z) data can
be further calculated at a certain z. The other distance mod-
ulus µSN(α, β, M
1
B, ∆M) is from the SNe Ia data, which is
inferred directly from the observed SN light-curve (i.e., the
original data m⋆B, X1, C), but with some nuisance parameters
(α, β, M1B, ∆M).
Our model-independent analysis suggests that the best-fit
curvature parameter is constrained to be Ωk = −0.02± 0.24,
which is in good agreement with a flat Universe. We also con-
sidered the impact of Hubble constant H0 on the constraints,
finding that different H0 priors can affect the measurements
1 Similar estimation of Ωk from the H(z) + SNe Ia data was given in
Li et al. (2016), which we received while working on this paper.
of Ωk in some degree, the prior of H0 = 73.24± 1.74 km s−1
Mpc−1 leads to a slightly bigger deviation from the zero cos-
mic curvature than the other one of H0 = 69.6± 0.7 km s−1
Mpc−1. In addition, we also compared the constraints from
different H(z) samples: (i) the only CC H(z) data; and (ii) the
total H(z) data. We found that the optimized curvature param-
eters change quantitatively, though the qualitative results and
conclusions remain the same, independent of which kind of
the sample is used.
In JLA (Betoule et al. 2014), the SN nuisance param-
eters (α, β, M1B, ∆M) are derived from a fit to the flat
ΛCDM model. In other words, Betoule et al. (2014) com-
pared µSN(α, β, M
1
B, ∆M) with µ
ΛCDM
th (Ωm) to find the best-
fit cosmological parameters and nuisance parameters, which
were Ωm = 0.30± 0.03, α = 0.14± 0.01, β = 3.10± 0.08,
M1B = −19.05± 0.02, and∆M = −0.07± 0.02. In our analysis,
we adopt the constructed µH(Ωk) from the H(z) data, instead
of the cosmology-dependent µΛCDMth (Ωm), and then derive the
best-fit curvature parameter and nuisance parameters by com-
paring µH(Ωk) with µSN(α, β, M
1
B, ∆M). We find that our
constraints on the nuisance parameters (see Table 2) are very
similar to those results of Betoule et al. (2014),2 not only at-
testing to the reliability of our calculation, but also confirming
that the curvature parameter is independent of the nuisance
parameters.
To check the validity and efficiency of our new method,
we also run the more conventional (non-Gaussian processes)
method and just leave the curvature parameter free to see what
value we get and if it is different. Following the conven-
tional method, we allow Ωk to be free along with the mat-
ter energy density Ωm in the ΛCDM model, and compare
µSN(α, β, M
1
B, ∆M) with µ
ΛCDM
th (Ωm, Ωk) (or compareHobs(z)
with HΛCDMth (z; Ωm, Ωk)). In Figure 5, we display the confi-
dence regions of (Ωk, Ωm) in the ΛCDM model determined
with the conventional method for CC H(z) (dark cyan dash-
dotted lines) and SNe Ia (blue dashed lines), respectively.
The contours show that at the 1σ confidence level, the best-
fits are (Ωk = 0.30± 0.39, Ωm = 0.20± 0.17) for SNe Ia and
(Ωk = 0.03
+0.64
−0.55, Ωm = 0.33
+0.19
−0.21) for CC H(z). The correspond-
ing contours of (Ωk, α) from our GP method for the CC H(z)
+ SNe Ia data (red solid lines) are also shown in Figure 5 for
comparisons. One can see that the determined Ωk from the
conventional method are also consistent with a flat Universe
within error limits. But, the errors on these measured Ωk are
at the levels of σΩk ≃ 0.39 and σΩk ≃ 0.64, which are not as
good as that of our GP method (σΩk ≃ 0.22). What’s more,
our constraint on Ωk with the GP method is more robust and
more widely applicable as it does not depend on the cosmo-
logical model. If in the future the quality of observational data
are much improved, the prospects for constraining the cosmic
curvature with this method will be very promising.
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2 Note that the only one parameter that different is M1B. Since it is degen-
erate with H0, it has to change if H0 changes.
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(a) H0 = 69.6± 0.7 km s
−1 Mpc−1
(b) H0 = 73.24± 1.74 km s
−1 Mpc−1
FIG. 3.— (a): One-D marginalized distributions and two-D joint distributions with the 1σ and 2σ contours corresponding to the cosmic curvature Ωk and the
SNe Ia nuisance parameters (α, β, M1B, ∆M), using the CC H(z) + SNe Ia data with the prior of H0 = 69.6± 0.7 km s
−1 Mpc−1 . The vertical solid lines denote
the best-fits, and the vertical dashed lines enclose the 1σ confidence region. (b): Same as panel (a), but now with the prior of H0 = 73.24± 1.74 km s
−1 Mpc−1 .
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(a) H0 = 69.6± 0.7 km s
−1 Mpc−1
(b) H0 = 73.24± 1.74 km s
−1 Mpc−1
FIG. 4.— Same as Figure 3, except now using the total H(z) + SNe Ia data.
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FIG. 5.— 1σ and 2σ constraint contours of (Ωk, Ωm) in the ΛCDM model determined with the conventional method for CC H(z) (dark cyan dash-dotted lines)
and SNe Ia (blue dashed lines), respectively. The red solid contours correspond to the confidence levels of (Ωk , α) for the CC H(z) + SNe Ia data, obtained from
the cosmological model-independent method (i.e., the GP method).
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