In this article we endow the group of bisections of a Lie groupoid with compact base with a natural locally convex Lie group structure. Moreover, we develop thoroughly the connection to the algebra of sections of the associated Lie algebroid and show for a large class of Lie groupoids that their groups of bisections are regular in the sense of Milnor.
Introduction
Infinite-dimensional and higher structures are amongst the important concepts in modern Lie theory. This comprises homotopical and higher Lie algebras (L ∞ -algebras) and Lie groups (group stacks and Kan simplicial manifolds), Lie algebroids, Lie groupoids and generalisations thereof (e.g., Courant algebroids) and infinitedimensional locally convex Lie groups and Lie algebras. This paper is a contribution to the heart of Lie theory in the sense that is connects two regimes, namely the theory of Lie groupoids, Lie algebroids and infinitedimensional Lie groups and Lie algebras. This connection is established by associating to a Lie groupoid its group of bisections and establishing a locally convex Lie group structure on this group.
After having constructed the Lie group structure on Bis(G) we show that a large variety of Lie groupoids admit adapted local additions, including all finite-dimensional Lie groupoids, all Banach Lie-groupoids with smoothly paracompact M and all locally trivial Lie groupoids with locally exponential vertex group.
We then determine the Lie algebra associated to Bis(G). Our investigation shows that the Lie algebra is closely connected to the Lie algebroid associated to the Lie groupoid. Explicitly, Theorem 3.4 may be subsumed as follows.
Theorem B. Suppose G is a Lie groupoid which satisfies the assumptions of Theorem A. Then the Lie algebra of the Lie group Bis(G) is naturally isomorphic (as a topological Lie algebra) to the Lie algebra of sections of the Lie algebroid associated to G, endowed with the negative of the usual bracket.
After this we briefly discuss some perspectives for further research. We then investigate regularity properties of the Lie group Bis(G). To this end, recall the notion of regularity for Lie groups:
Let H be a Lie group modelled on a locally convex space, with identity element 1, and r ∈ N 0 ∪ {∞}. We use the tangent map of the right translation ρ h : H → H, x → xh by h ∈ H to define v.h := T 1 ρ h (v) ∈ T h H for v ∈ T 1 (H) =: L(H). Following [Dah12] and [Glö12] , H is called 1) is smooth. If H is C r -regular and r ≤ s, then H is also C s -regular. A C ∞ -regular Lie group H is called regular (in the sense of Milnor ) -a property first defined in [Mil84] . Every finite dimensional Lie group is C 0 -regular (cf. [Nee06] ). Several important results in infinite-dimensional Lie theory are only available for regular Lie groups (see [Mil84] , [Nee06] , [Glö12] , cf. also [KM97] and the references therein). We prove the following result (Theorems 4.1 and 4.5):
Theorem C. Let G = (G ⇒ M ) be a Lie groupoid that admits a local addition and has compact space of objects M . Suppose either that G is a Banach-manifold or that G is locally trivial with locally exponential and C k -regular vertex group. Then the Lie group Bis(G) is C k -regular for each k ∈ N 0 ∪ {∞}. In particular, the group Bis(G) is regular in the sense of Milnor. Note that all assumptions that we will impose throughout this paper are satisfied for finite-dimensional Lie groupoids over compact manifolds. For this case, the above theorems may be subsumed as follows:
is a finite-dimensional Lie groupoid with compact M , then Bis(G) is a regular Fréchet-Lie group modelled on the space of sections Γ(L(G)) of the Lie algebroid L(G). Moreover, the Lie bracket on Γ(L(G)) induced from the Lie group structure on Bis(G) is the negative of the Lie bracket underlying L(G).
Locally convex Lie groupoids and Lie groups
In this section we recall the Lie theoretic notions and conventions that we are using in this paper. We refer to [Mac05] for an introduction to (finite-dimensional) Lie groupoids and the associated group of bisections. The notation for Lie groupoids and their structural maps also follows [Mac05] . However, we do not restrict our attention to finite dimensional Lie groupoids. Hence, we have to augment the usual definitions with several comments. Note that we will work all the time over a fixed base manifold M .
1.1. Let G = (G ⇒ M ) be a groupoid over M with source projection α : G → M and target projection β : G → M . Then G is a (locally convex and locally metrisable) Lie groupoid over M 2 if
• the objects M and the arrows G are locally convex and locally metrisable manifolds,
• the smooth structure turns α and β into surjective submersions, i.e., they are locally projections 3
• the partial multiplication m : G × α,β G → G, the object inclusion 1 : M → G and the inversion ι : G → G are smooth.
The group of bisections Bis(G) of G is given as the set of sections σ : M → G of α such that β • σ : M → M is a diffeomorphism. This is a group with respect to (σ ⋆ τ )(x) := σ((β • τ )(x))τ (x) for x ∈ M.
The object inclusion 1 : M → G is then the neutral element and the inverse element of σ is σ −1 (x) := ι(σ((β • σ) −1 (x))) for x ∈ M.
Remark 1.2.
a) The definition of bisection is not symmetric with respect to α and β. This lack of symmetry can be avoided by defining a bisection as a set (see [Mac05, p. 23] ). This point of view is important for instance in Poisson geometry, where one wants to restrict the image of bisection to be Lagrangian submanifolds in a symplectic groupoid [Ryb01, Xu97] . However, we will not need this point of view in the present article. This action will play an important rôle when computing the Lie algebra of the Lie group of bisections in Section 3.
d) The group Bis(G) depends functorially on G in the following way. Suppose H = (H ⇒ M ) is another Lie groupoid over M and that f : G → H is a morphism of Lie groupoids over M , i.e., it is a smooth functor f : G → H which is the identity on the objects f • 1 G = 1 H . Then there is an induced morphism of the groups of bisections Bis(f ) : Bis(G) → Bis(H), σ → f • σ.
If K is another Lie groupoid over M and g : H → K another morphism, then we clearly have Bis(g • f ) = Bis(g) • Bis(f ). Lie groupoids over M , together with their morphisms form a category LieGroupoids M . We can thus interpret Bis as a functor Bis : LieGroupoids M → Groups.
e) From G = (G ⇒ M ) we can construct a new Lie groupoid T G := (T G ⇒ T M ). This has the surjective submersions T α and T β as source and target projections, T 1 as object inclusion and T ι as inversion.
In order to define the multiplication we first have to identify T (G × α,β G) with T G × T α,T β G. To this end we first recall that
as subsets (and thus as submanifolds) of T G × T G. Note that the statement is a local one (we just have to find representing smooth curves), meaning that we may assume G and M to be diffeomorphic to open subsets U ⊆ • X and V ⊆ • Y for locally convex spaces X and Y . Since α and β are submersions we can also assume that X = Z × Y , that U = W × V , that α = β = pr 2 and that there are diffeomorphisms ϕ : W × V → W × V and ψ : V → V that make
In particular, we have ϕ(w, v) = (ϕ 1 (w, v), ψ(v)). By composing ϕ with the diffeomorphism (x, y) → (x, ψ −1 (y)) we may assume that ψ is the identity. For the inner square we then have
Since T pr 2 = pr 2 × pr 2 one sees that for the inner square we also have
This shows that both sides in (5) are actually the same. We thus may set
with respect this identification. One can easily check that yields in fact a new Lie groupoid T G.
We now recall the construction of the Lie algebroid associated to a Lie groupoid.
1.3.
We consider the subset
e. fibre-wise we have T α g G = ker T g α. Since α is a submersion, the same is true for T α. Computing in submersion charts, the kernel of T g α is a direct summand of the model space of T G. Furthermore, the submersion charts of T α yield submanifold charts for T α G whence T α G becomes a split submanifold of T G. Restricting the projection of T G, we thus obtain a subbundle π α : T α G → G of the tangent bundle T G.
1.4.
We now recall the construction of the Lie algebroid L(G) associated to a Lie groupoid G. The vector bundle underlying L(G) is the pullback 1 * T α G of the bundle T α G via the embedding 1 : M → G. We denote this bundle also by
To describe the Lie bracket on Γ(L(G)) we need some notation: Let g be an element of G. We define the smooth map
We denote the Lie subalgebra of all right invariant vector fields on G by Γ ρ (T α G). Then [Mac05, Corollary 3.5.4] shows that the assignment
is an isomorphism of C ∞ (G)-modules. Its inverse is given by
Then the Lie algebroid L(G) of G is the vector bundle L(G) → M together with the bracket [ ·, ·] from (7) and the anchor a L(G) .
1.5.
To fully describe the Lie functor on Lie groupoids, suppose that H = (H ⇒ M ) is another Lie groupoid over M and that f : G → H is a smooth functor satisfying f 
In total, this defines the Lie functor
We now turn to the Lie functor defined on the category of locally convex Lie groups (cf. [Nee06, Mil84] ). 1.6. Let H be a locally convex Lie group, i.e., a locally convex manifold which is a group such that the group operations are smooth. The Lie algebra L(H) of H is the tangent space T 1 H endowed with a suitable Lie bracket [ ·, ·] (cf. [Nee06, Definition II1.5], [Mil84, §5] ). To obtain the bracket, we identify T 1 H with the Lie algebra of left invariant vector fields Γ λ (H). Each element X ∈ T 1 H extends to a (unique) left invariant vector field
Here λ h is the left translation in H by the element h. Similarly, to X there corresponds a unique right invariant vector field X ρ . Since the bracket of left invariant vector fields is left invariant and the bracket of right invariant vector fields is right invariant there are now two ways of endowing T 1 H with a Lie bracket. The convention here is to define the bracket T 1 H via left invariant vector field. Thus X → X λ becomes an isomorphism of Lie algebras and X → X ρ becomes an anti-isomorphism of Lie algebras, i.e., we have
Suppose H, H
′ are locally convex Lie groups and f : H → H ′ is a smooth group homomorphism. Then
′ is a continuous and linear map which preserves the Lie bracket. This defines the morphism
of topological Lie algebras associated to f . In total, we obtain this way the Lie functor
Warning. Each Lie group H gives rise to a Lie groupoid (H ⇒ * ) over the point * and each Lie algebra h gives rise to a Lie algebroid h → * . However, with the above convention the Lie algebroid L(H) → * is not isomorphic to the Lie algebroid L(H ⇒ * ). It rather is anti isomorphic. This is an annoying but unavoidable fact if one wants to stick to the usual and natural conventions.
We will now line out one main example that will be developed throughout the text to illustrate our results.
Example 1.8. Let π : P → M be a principal H-bundle. Then the gauge groupoid P ×P H ⇒ M is defined as follows. The manifold of objects is M and the manifold of arrows is the quotient of P × P by the diagonal action of H. We denote by p, q the equivalence class of (p, q) in (P × P )/H.
For later reference we recall the construction of charts for P ×P H . In order to obtain manifold charts for (P × P )/H, let (U i ) i∈I be an open cover of M such that there exist smooth local sections σ i : U i → P of π. This yields an atlas (U i , κ i ) i∈I of local trivialisations of the bundle π : P → M which are given by
Here we use p −1 · q as the suggestive notation for the element in h ∈ H that satisfies p.h = q (whereas p −1 alone has in general no meaning). The local trivialisations commute with the right H-action on P since
In particular, the trivialisations descent to manifold charts for the arrow manifold of the gauge groupoid:
One then easily checks that α( p, q ) :
complete the definition of a Lie groupoid. The associated Lie algebroid is naturally isomorphic to the Atiyah algebroid T P/H → M . If we identify sections of T P/H → M with right-invariant vector fields on P , then the bracket is the usual bracket of vector fields on P and the anchor is induced by T π. To see that this is naturally isomorphic to L( P ×P H ⇒ M ) it is a little more convenient to identify M with the submanifold ∆P H via the diffeomorphism
and thus we have the natural isomorphism
of vector bundles over M . One easily checks that this is in fact a morphism of Lie algebroids.
2 The Lie group structure on the bisections
It is the task of this section to lift the functor from (4) to a functor that takes values in locally convex Lie groups. Our main technical tool for understanding the Lie group structure on Bis(G) will be local additions (cf. Definition A.4) which respect to the fibres of a submersion. This is an adaptation of the construction of manifold structures on mapping spaces [Woc13, KM97, Mic80] (see also Appendix A). In particular, special cases of our constructions are covered by [Mic80, Chapter 10], but we aim here at a greater generality. In the end, we will have to restrict the functor from (4) to those Lie groupoids that admit such a local addition. Σ(v q ) ∈ s −1 (s(q)) for all q ∈ Q and v q ∈ T q s −1 (s(q)) (note that s −1 (s(q)) is a submanifold of Q).
We will mostly be interested in local addition which respect the source projection of a Lie groupoid.
is a Lie groupoid with a local addition adapted to the source projection α, then there exists a local addition adapted to the target projection β.
Proof. Let Σ : U ⊆ • T G → G be a local addition adapted to α. Recall that the inversion map ι : G → G is a diffeomorphism. Hence the tangent T ι is a diffeomorphism mapping the zero-section in T G to itself. In
op is a local addition. To prove that Σ op is adapted to β we use that ι intertwines α and β, i.e.
As Σ is adapted to α, we can deduce easily from these facts that Σ op is adapted to β.
Remark 2.3. Exchanging the rôle of α and β in the proof of Lemma 2.2, we see that a local addition adapted to the source projection exists if and only if a local addition adapted to the target projection exists.
Definition 2.4. We say that that a Lie groupoid G = (G ⇒ M ) admits an adapted local addition if G admits a local addition which is adapted to the source projection α (or, equivalently, to the target projection β). We denote the full subcategory of LieGroupoids M of Lie groupoids over M that admit an adapted local addition by LieGroupoids
In the following, all manifolds of smooth mappings are endowed with the smooth compact-open topology from A.6 and the manifold structure from Theorem A.8. If a Lie groupoid admits an adapted local addition, then we can prove the following result. Note that if the manifold G × G admits tubular neighbourhoods for embedded submanifolds, then the assertion of the next lemma is a special case of [Mic80, Proposition 10.8].
Lemma 2.5. Suppose K is a compact manifold and G = (G ⇒ M ) is a Lie groupoid which admits an adapted local addition Σ. Then
Proof. Since α is a submersion the fibre product G × α,β G is a split submanifold of G × G. By Lemma 2.2 G admits a local addition Σ adapted to α and a local addition Σ op adapted to β. We will identify T (G × α,β G)
with T G × T α,T β T G as in Remark 1.2 e). Then we obtain a local addition
Since Σ is adapted to α and Σ op is adapted to β, the local addition Σ prod restricts to a local addition on the submanifold G × α,β G (i.e. the submanifold is additively closed).
prod . As G × α,β G is additively closed with respect to Σ prod we derive the condition:
Notice that the linear subspace Γ(g * T (G × α,β G)) is closed. This follows from the continuity of the point evaluations ev
As the vector subspace
We now use adapted local additions to endow the sections of a submersion with a smooth manifold structure.
Proposition 2.6. Let N be a locally convex and locally metrisable manifold and K be a compact manifold. Furthermore, let s : N → K be a submersion. If there exists a local addition Σ :
Proof. Endow C ∞ (K, N ) with the manifold structure from Theorem A.8.b) constructed with respect to the local addition Σ that is adapted to s. We claim that for a section σ of the submersion s the canonical charts
Since the local addition Σ is adapted to s, the formula for ϕ σ shows that
where U ⊆ • T N is as is Theorem A.8. For x ∈ K we define the evaluation map ev
. It is easy to see that the evaluation maps are continuous, since they are continuous in each chart (cf. [AS12, Proposition 3.20]). The vector subspace E σ ⊆ Γ(σ * T N ) is thus closed as an intersection of closed subspaces
). In particular, ϕ σ is a submanifold chart and the assertion follows.
Remark 2.7. In certain cases the submanifold Γ(K s ← − N ) constructed in Proposition 2.6 will be a split submanifold of C ∞ (K, N ). For example this will happen if N is a finite dimensional manifold (see [Mic80, Proposition 10 .10]). The same proof carries over to the following slightly more general setting: If N is a manifold such that for each embedded submanifold Y ⊆ N there exists a tubular neighbourhood, then
Using this manifold structure we can finally prove the first main result of this paper.
Theorem 2.8. Suppose M is compact and G = (G ⇒ M ) is a locally convex and locally metrisable Lie groupoid over M which admits an adapted local addition. Then Bis(G) is a submanifold of C ∞ (M, G) (with the manifold structure from Theorem A.8). Moreover, the induced manifold structure and the group multiplication
turn Bis(G) into a Lie group modelled on
Note that E 1 is in fact isomorphic to the space of sections of the Lie algebroid L(G) associated to G. It will be the content of Section 3 to analyse this isomorphism and show that it is natural and respects the Lie bracket (up to a sign).
Proof (of Theorem 2.8).
In Proposition 2.6 we endowed the space of sections Γ(M α ← − G) with the structure of a submanifold of C ∞ (M, G). Observe that by Theorem A.8 e) the map
is smooth, and so is its restriction
, and thus also a submanifold of C ∞ (M, G).
is locally metrisable by Proposition 2.6, so is Bis(G). Thus all we have to show is that the group operations (2) and (3) of the group of bisections are smooth with respect to the submanifold structure. We begin with the group multiplication.
By Theorem A.8 e) the maps β * : Bis(G) → Diff(M ) and m * :
is a diffeomorphism by an argument analogous to [Mic80, Proposition 10.5]. Indeed, the proof carries over verbatim to our setting of infinite dimensional locally convex manifolds since G admits a local addition.
Observe that the map h • µ takes its image in the submanifold C ∞ (M, G × α,β G) (cf. Lemma 2.5). Hence we can rewrite the multiplication formula (2) for σ, τ ∈ Bis(G) as a composition of smooth maps:
In conclusion the group multiplication is smooth with respect to the manifold structure on Bis(G).
We are left to prove that inversion in Bis(G) is smooth. To this end let us recall the formula (3) for the inverse of σ ∈ Bis(G):
Here ι : G → G is the inversion in the groupoid, whence ι * : . We conclude from (3) that inversion in the group Bis(G) is smooth and thus Bis(G) is a Lie group. Proposition 2.9. Suppose G = (G ⇒ M ) and H = (H ⇒ M ) are Lie groupoids over the compact manifold M and that G and H admit an adapted local addition. If then f : G → H is a morphism of Lie groupoids over M , then
is a smooth morphism of Lie groups. where LieGroups denotes the category of locally convex Lie groups.
Proposition 2.11. Under the assumptions from Theorem 2.8, the natural action
is smooth, as well as the restriction of this action to the α-fibre
Proof. The action γ is given as the composition
Here ev : Bis(G) × M → G is the canonical evaluation map, which is smooth by A.8 d). Thus the action γ is smooth as a composition of smooth maps. From α(ψ(β(g))g) = α(g) it follows that the action γ preserves the α-fibres. Since α is a submersion, α −1 (m) is a submanifold. Consequently, the action restricted to α −1 (m) is also smooth.
We will now give examples for Lie groupoids which admit an adapted local addition. Hence the following classes of Lie groupoids we can apply the previous results of this section to.
Proposition 2.12. Suppose G = (G ⇒ M ) is a Lie groupoid such that G, M are Banach manifolds and M admits smooth partitions of unity. Then G admits an adapted local addition.
The statement suggest similarities to [Ryb02, Proposition 3.2]. However, the difference between [Ryb02, Proposition 3.2] and the previous proposition is that we will construct an adapted local addition on all of G, whereas in [Ryb02, Proposition 3.2] a local addition is only constructed on a neighbourhood of M in G. This allows us to view Bis(G) as a submanifold of C ∞ (M, G) and to use the known results on mapping spaces, rather than constructing an auxiliary manifold structure on Bis(G).
Proof (of Proposition 2.12). We first recall some concepts from [Lan95, §IV.3]. Suppose X is an arbitrary Banach manifold and write π T X : T X → X for the projection of the tangent bundle. Then a vector field T X → T (T X) on T X is said to be of second order if
holds for all v ∈ T X. For each s ∈ R we denote by s T X : T X → T X the vector bundle morphism which is given in each fibre by multiplication with s. With this notion fixed we define a second order vector field
holds for all s ∈ R and all v ∈ T X. For each v ∈ T X there exists a unique integral curve β v of F with initial condition v. The subset W ⊆ T X such that β v is defined on [0, 1] is an open neighbourhood of the zero section in T X. Then the exponential map of F is defined to be
The restriction of exp F to T x X is for each x ∈ X a local diffeomorphism at 0 x . By the Inverse Function Theorem there exists U x ⊆ • T X ∩ W with 0 x ∈ U x such that (π × exp F )| Ux is a diffeomorphism onto its image. Consequently, we obtain a local addition
Thus sprays are the key to constructing local additions on Banach manifolds. We now assume that this manifold is the manifold of arrows of the Lie groupoid (G ⇒ M ). For the rest of this proof we identify M with the submanifold 1(M ) of G and T M with the submanifold T 1(T M ) of T G. There exists a spray
With respect to the mentioned identifications, we may interpret F as a section of T T α T G T M → T M that satisfies (8) and (9) for all v ∈ T M and all s ∈ R. We now want to extend this spray by right translation. To this end, recall from Remark 1.2 e) that T G = (T G ⇒ T M ) is also a Lie groupoid, where we take the tangent maps at all levels.
To this end we compute
where we have used
commutes. That (9) holds for all s ∈ R and all v ∈ T G follows from the linearity of the tangent maps on each tangent space and the equality R sv
Claim: The local addition Σ− → F constructed from − → F is adapted to the source projection α.
Thus it suffices by [Lan95, Proposition 2.11] to check that T α • β v : [0, 1] → T M is an integral curve for the zero vector field. The latter is in fact the case since we have
Putting these two proven claims together establishes the proof of the proposition.
Remark 2.13. Let G = (G ⇒ M ) be a locally trivial Lie groupoid, i.e., one for which (β, α) : G → M × M is a surjective submersion. Then G is equivalent over M to the gauge groupoid of a principal bundle (the argument from [Mac05, §1.3] carries verbatim over to our more general setting). Thus the following proposition implies that each locally trivial Lie groupoid with locally exponential vertex group and finite-dimensional space of objects admits a local addition.
Proposition 2.14. Let π : P → M be a principal H-bundle with finite-dimensional base M and locally exponential structure group H. Then the associated gauge groupoid P ×P H ⇒ M admits an adapted local addition. Proof. We begin with the construction of a local addition for the Lie group H. As H is locally exponential, the exponential map exp H : L(H) → H restricts to a diffeomorphism on a zero-neighbourhood. Fix a convex zero-neighbourhood W ⊆ • L(H) = T e H (the tangent space at the identity e ∈ H) together with an identity-
−1 : V → W becomes a manifold chart for H. By construction this chart satisfies the following properties: a) ψ(e) = 0 b) If x ∈ V and for k ∈ H the product kxk −1 is also contained in V , then ψ(kxk −1 ) = Ad(k)(ψ(x)) holds. Here Ad : H → Aut(L(H)) is the adjoint representation of H on its Lie-algebra.
Let m H be the group multiplication in H and λ h = m H (h, ·), ρ h = m H (· , h) for h ∈ H. The tangent bundle T H of the Lie group H admits the following trivialisation Φ :
is an open neighbourhood of the zero-section in T H. We define a smooth map
and thus Σ H is a local addition. Moreover, the local addition Σ H is left-invariant and right-invariant, i.e. for h ∈ H, V 1 ∈W and V 2 ∈ T ρ h −1 (W ) we have
by definition and, if V 2 ∈ T h ′ H,
We use the local addition on H to construct the desired local addition on the gauge groupoid P ×P H ⇒ M . We will use the notation introduced in Example 1.8 for the gauge groupoid. To simplify the notation,
Construction of the local addition in charts: Fix i ∈ I and let Σ M : T M → M be a local addition for M . Since M is finite dimensional a globally defined local addition always exists by [KM97, p. 441] . For i ∈ I we set
is an open neighbourhood of the zero-section in T V i . By making the indexing set I larger and shrinking U i if necessary we may assume that (V i ) i∈I is still an open cover of M .
We now now want to use similar trivialisations as in Example 1.8 for the gauge groupoid of the principal T H-bundle T π : T P → T M . In order to obtain trivialisations with a slightly more specialised property, we proceed as follows. Since V i ⊆ U i , for the open cover (T V i ) i∈I there exist the local sections T σ i : T V i → T P of T π. Now choose a connection on T P , which we interpret as a decomposition T P = T v P ⊕ H of the tangent bundle of P into the vertical bundle T v P := ker(T π) and an H-equivariant horizontal complement. The existence of such a connection is ensured by the smooth paracompactness of the base T M by constructing a connection on T P | T Vi and patching them together with a partition of unity. From this we obtain the projection π H : T P → H, which is a morphism of vector bundles over T M . Consequently, σ i := π H • T σ i : T V i → T P is another system of sections of T π. From this we deduce for v x ∈ T V i ∩ T V j the formula
since σ i (v x ) and σ j (v x ) are both horizontal tangent vectors in T σi(x) P and T σj (x) P respectively. If we denote as in Example 1.8 the trivialisations associated to the sections σ i by
then the associated chart changes are given by
Here the product in the third component is the product in the tangent group T H. Now we can define a smooth map
By construction T K ij (0 p,q ) = (0 π(p) , 0 π(q) , 0 γu 2 ,u 1 ) holds for p, q in the domain of K ij . Since Σ M and Σ H are local additions, for all such p, q we obtain Σ ij (0 p,q ) = p, q .
Claim: For i, j, m, n ∈ I the maps Σ ij and Σ mn coincide on the intersection of their domains.
Assume that the intersection
Pim×Pjn H of the domains of K ij and K mn is non-empty. Let p, q be an element of Pim×Pjn H with x := π(p) and y := π(q). We will show that for V p,q ∈ T p,q P ×P H ∩ dom Σ ij ∩ dom Σ mn the mappings Σ ij and Σ mn yield the same image. The image
H is related to the image under T K mn via the formula
The change of charts formula (13) shows that the first two components of the image are invariant under change of charts. By definition of the maps Σ ij and Σ mn , the two maps coincide in these components since they are just a restriction of the map Σ M . We compute now a formula for the third component of
which is given by (13), (12), (11) and (10) by
We can thus conclude Σ ij (V p,q ) = Σ mn (V p,q ). As the smooth maps Σ ij , (i, j) ∈ I 2 coincide on the intersection of their domains, we obtain a well-defined smooth map Σ Gau :
Claim: Σ Gau is a local addition adapted to the source projection: By construction Σ Gau is defined on an open neighbourhood of the zero-section. The local additions Σ M and Σ H do not depend on the chart K ij . Using this fact, an easy computation in charts shows that (π T
H . We conclude that Σ Gau is a local addition. Recall that the source projection of the gauge groupoid P ×P H is the mapping α :
Computing in the chart K ij we see that α is just the projection onto the second factor of the product. Hence the kernel of T α at a point p, q in this chart is the subspace of elements V p,q ∈ T p,q
. Summing up, the local addition Σ Gau is adapted to the source projection.
Remark 2.15. The same argument as in the previous proof shows that under the same assumptions the associated Lie group bundle P ×H H ⇒ M has an adapted local addition. In fact,
P ×H H ⇒ M may be considered as the arrow manifold of the subgroupoid
⇒ M (with equal source and target projection) of P ×P H ⇒ M , and the local addition constructed in the previous proof restricts to a local addition on this submanifold with the desired properties.
Example 2.16. For a principal H-bundle π : P → M with locally exponential structure group H and compact M we thus obtain a Lie group structure on Bis( P ×P H ). Moreover, the natural map
is smooth by Theorem A.8 e). Its kernel is the group of bisections Bis(
) of the associated Lie group bundle. The latter is a submanifold of Bis( P ×P H ) since the adapted local addition on P ×P H used in the construction of the manifold structure on Bis( P ×P H ) restricts to an adapted local addition on
, and thus the corresponding carts for the manifold structure on Bis( P ×P H ) yield submanifold charts for Bis(
). In total, we have a sequence of Lie groups
In We will now explain how to turn this sequence into an extension of Lie groups, i.e., into a locally trivial bundle. To this end it suffices to construct a smooth section of β * on some identity neighbourhood of Diff(M ). This then implies in particular that im(β * ) is an open subgroup of Diff(M ).
Recall the notation from Example 1.8. We choose a finite subcover U 1 , ..., U n of the trivialising cover (U i ) i∈I . From Theorem A.8 a) recall the chart
of Diff(M ), where U denotes the domain of a local addition Σ :
follows from the construction of ϕ id . We now choose a partition of unity λ i : M → R with supp(λ i ) ⊆ U i . For f ∈ O id we then have that With the aid of the chart
we then define the bisection
else.
This defines a smooth map since
is smooth by Theorem A.8 e). From
is a smooth section of β * , where ⋆ is the product (2). This turns (14) into an extension of Lie groups. We now identify Bis
with the group of bundle automorphism of P via the group isomorphism
Under this isomorphism the subgroup Bis(
) maps to the group of gauge transformations Gau(P ). If we denote by Diff(M ) [P ] = im(β * ) the open subgroup of diffeomorphisms of M that lift to bundle automorphisms, then we obtain the well-known extension of Lie groups Gau(P ) → Aut(P ) → Diff(M ) [P ] from [Woc07] . Moreover, the natural action
is smooth with respect to this identification, since it can be identified (non-canonically) with the action of Bis(
3 The Lie algebra of the group of bisections
In this section the Lie algebra of the Lie group Bis(G) is computed for a Lie groupoid G = (G ⇒ M ). Throughout this section G denotes a locally convex and locally metrisable Lie groupoid with compact space of objects M that admits an adapted local addition. It will turn out that the Lie algebra of the group of bisections is naturally (anti-) isomorphic to the Lie algebra of sections of the Lie algebroid L(G) associated to G (see Section 1 for the corresponding notions). Before we compute the bracket, let us identify the tangent space T 1 Bis(G).
Remark 3.1. By construction Bis(G) is an open submanifold of Γ(M α ← − G). We first analyse the space
. This is by Theorem A.9 isomorphic to the space Γ(1 * T G), the isomorphism given by restricting the vector bundle isomorphism 
and the latter space is naturally isomorphic to Γ(1
which in turn is naturally isomorphic to Γ(L(G)). In the sequel we will denote by
the resulting isomorphism.
Following some preparations, we will prove in Theorem 3.4 that the Lie algebra bracket [ ·, ·] on T 1 Bis(G) is, with respect to the isomorphism ϕ G , the negative of the bracket of the Lie algebroid associated to G. To compute the Lie bracket on T 1 Bis(G) we adapt an idea of Milnor. In [Mil84, p. 1041] a natural action of the diffeomorphism group was used to compute the Lie bracket of its Lie algebra. In the present context we exploit the natural action of the group of bisections via left-translations on the manifold of arrows G from Remark 1.2 c).
Proposition 3.2. Let X be an element of T 1 Bis(G) and denote by 0 the zero-section in Γ(T G). Then the vector fields − −−− → ϕ G (X) (cf. (6) and (15)) and X ρ × 0 are γ-related, i.e. the diagram
commutes.
Proof. To simplify computations we identify X with the equivalence class [η] of a smooth curve η : ]−ε, ε[ → Bis(G) satisfying η(0) = 1 and η
is smooth. Thus for each ψ ∈ Bis(G) we obtain the smooth map (ρ ψ • η)
∧ . Evaluating in (t, x) ∈ ]−ε, ε[ × M we obtain the formula
Moreover, by definition of right invariant vector fields
] holds for each ψ ∈ Bis(G). We use the above facts to compute for (ψ, g) ∈ Bis(G) × G
Hence (16) commutes and the assertion follows.
3.3.
Before phrasing the main result of this section we introduce the following notation. If we fix a manifold M and consider the category LieAlgebroids M of locally convex Lie algebroids over M , then taking sections gives rise to a functor Γ : LieAlgebroids M → LieAlgebras.
Likewise, there is the functor −Γ : LieAlgebroids M → LieAlgebras which assigns to a Lie algebroid its Lie algebra of sections, but with the negative Lie bracket on it.
Theorem 3.4. Let M be a compact manifold and G = (G ⇒ M ) be a locally convex Lie groupoid admitting an adapted local addition. Then the morphism of topological vector spaces
from (15) is actually an anti-isomorphism of Lie algebras. Moreover, ϕ G constitutes a natural isomorphism fitting into the diagram
Proof. Recall that the bracket on Γ(L(G)) is induced from the isomorphism (6) with the right invariant vector fields on G. In Proposition 3.2 we have seen that for X, Y ∈ T 1 Bis(G) the right-invariant vector fields − −−− → ϕ G (X) and
From this we deduce
Hence (7) implies that ϕ G is an anti-isomorphism.
To check that ϕ G is natural, suppose H = (H ⇒ M ) is another Lie groupoid over M admitting an adapted local addition and
is given by Theorem A.9 by
with respect to the identifications
H). Restricting the latter isomorphism to vertical sections gives exactly the isomorphism ϕ G and (18) gives the above formula for −Γ(L(f )).
Example 3.5. For the gauge groupoid P ×P H ⇒ M of the principal H-bundle π : P → M with locally exponential structure group H we have the natural isomorphisms L(
of locally convex Lie groups from (14) gives rise via the latter isomorphism and the isomorphism from (15) to the extension
of topological Lie algebras, where T v P := ker(T π) denotes the vertical subalgebroid of T P/H. This is of course the extension of Lie algebras which is naturally associated to the Atiyah sequence T v P/H → T P/H → T M .
For the following corollary, recall that a Lie algebroid A is called integrable if there is a Lie groupoid G such that L(G) is isomorphic (over M ) to A. In the same way, a Lie algebra h is called integrable if there is a
Lie group H such that L(H) is isomorphic to h. Question 3.8. The previous result is not a surprise. What is more interesting is the question about the converse statement: suppose that a finite-dimensional Lie algebroid is not integrable, is then its algebra of sections also not integrable?
Remark 3.9. Note that the Lie algebras that arise here as the Lie algebras of Lie groups of bisections carry more information that just the structure of a Lie algebra. In fact, the geometric structure that they have is subsumed in the notion of a Lie-Rinehart algebra [Hue90, KSM90] . Thus a way to solve the above question could be to create a theory of objects that are integrating Lie-Rinehart algebras on an algebraic level (something that one might call Lie-Rinehart groups). To our best knowledge such a theory does not exist at the moment.
Regularity properties of the group of bisections
This section contains an investigation of regularity properties for the Lie group of bisections. Throughout this section G denotes a locally convex and locally metrisable Lie groupoid with compact space of objects M that admits an adapted local addition. Moreover, we identify throughout this section the Lie algebra L(Bis(G)) with −Γ(L(G)) via the isomorphism ϕ G from Theorem 3.4. We will give two completely different proofs of the C k -regularity of Bis(G) in the case of a locally trivial Lie groupoid and in the case of a Banach-Lie groupoid. While the argument in the locally continuous case is geometric in nature (and rather elementary), the argument in the case of Banach-Lie groupoids is analytical.
Theorem 4.1. Let G = (G ⇒ M ) be a Lie groupoid and k ∈ N 0 ∪ {∞}. Assume that G is a locally trivial Lie groupoid with locally exponential and C k -regular vertex group and compact M . Then the Lie group Bis(G) is C k -regular. In particular, the Lie group Bis(G) is regular in the sense of Milnor.
Proof. First note that G is isomorphic over M to the gauge groupoid of a principal K-bundle P → M , where K is the vertex group of G. So we may assume without loss of generality that G = (
We consider the extension
of Lie groups from Example 2.16. As explained in Example 2.16 the Lie group Bis
is isomorphic to the gauge group Gau(P ). This isomorphism is even an isomorphism of locally metrisable Lie groups since it maps smooth curves to smooth curves. From [Glö13] it now follows that Bis 
Let G be a Lie groupoid. Define the map
This map makes sense, since (6) shows for fixed (t, η)
is the rightinvariant vector field associated to η(t) and thus takes its values in T α G. We now consider the parameter dependent initial value problem:
To prove the regularity of Bis(G) we will study the flow of the differential equation.
Recall the following definition of C r,s -mappings from [AS12] .
4.3. Let E 1 , E 2 and F be locally convex spaces, U and V open subsets of E 1 and E 2 , respectively, and
exists for all x ∈ U, y ∈ V, w 1 , . . . , w i ∈ E 1 , v 1 , . . . , v j ∈ E 2 and yields continuous maps
One can extend the definition of C r,s -maps to mappings on locally convex domains with dense interior (cf. Definition A.2). In addition, there are chain rules for C r,s -mappings allowing us to naturally extend the notion of C r,s -maps to maps defined on products of locally convex manifolds with values in a locally convex manifold.
For further results and details on the calculus of C r,s -maps we refer to [AS12] .
Proposition 4.4. a) The map f from 4.2 is of class C 0,∞ with respect to the splitting
) and satisfies
Assume in addition that G is a Banach-manifold. Then the following holds:
, Ω) the initial value problem (20) admits a unique maximal solution ϕ t0,g0,η : [0, 1] → G. Here we defined
. Hence, we obtain the flow of (20) as
c) The map Fl
. We postpone the rather technical proof of Proposition 4.4 to Section 5.
Theorem 4.5. Let G = (G ⇒ M ) be a Lie groupoid and assume that G is a Banach manifold and that M is compact. Then the Lie group Bis(G) is C k -regular for each k ∈ N 0 ∪ {∞}. In particular, the Lie group Bis(G) is regular in the sense of Milnor. 
is an isomorphism of vector bundles by Theorem A.9. Therefore, we can compute the derivative as follows:
As t ∈ [0, 1] was arbitrary, c η is the product integral for η : [0, 1] → L(Bis(G)).
Proof of Proposition 4.4
In this section we exhibit the technical proof of Proposition 4.4. Let us first recall its content:
5.1. a) The map f from 4.2 is of class C 0,∞ with respect to the splitting
Proof (of Proposition 4.4). a) To prove that f is a C 0,∞ -map, define first an auxiliary map
We will first prove that f 0 is of class C 0,∞ with respect to the splitting
). To this end consider the evaluation maps ev 0 : r,s -mappings shows that f 0 will be C 0,∞ if ev is smooth. To see that ev is smooth we compute in bundle charts. Consider the vector bundle π α : T α G → G and denote its typical fibre by E, We choose a local trivialisation κ : π
By construction 1.4, the vector bundle L(G) → M is the pullback bundle of T α G over the embedding 1. Hence κ induces the trivialisation 1 
is continuous linear, whence smooth. We obtain a commutative diagram with smooth columns
is the evaluation map. By [AS12, Proposition 3.20] (which is applicable by [Woc13, Lemma 5.3]) the map ev is smooth. Furthermore, the local trivialisation κ was chosen arbitrarily, the map ev is smooth and in conclusion f 0 is of class C 0,∞ .
We claim that the following diagram makes sense and commutes:
Assume for a moment that the claim is true and (21) commutes. Then f is a C 0,∞ -map by the chain rules for C 0,∞ mappings and smooth maps [AS12, Lemma 3.17 and Lemma 3.18]. By construction (see 4.2) the map f factors through the split submanifold T α G, whence assertion a) follows.
Proof of the claim:
. Notice first that the composition makes sense: By definition we have f 0 (t, β(g), η) = T α 1(β(g)) G. Hence T α(f 0 (t, β(g), η)) = 0 β(g) = T β(0(g)).
In conclusion f 0 × 0 factors through T G × T α,T β T G. We are left to prove that (21) commutes. To see this we will use the explicit formula for the multiplication in the tangent prolongation. However, since f 0 takes its image only in tangent spaces over units in G, the formula simplifies (cf. [Mac05, Theorem 1.4.14, eq. (4)]) to
b) In a) we have seen that f is a mapping of class C 0,∞ such that for all g ∈ G we have f (·, g, ·) ∈ T g G. Now G is a smooth Banach-manifold by assumption and the map f satisfies the assumptions of [AS12, 5.12]. Hence [AS12, 5.12] yields for all choices (t 0 , g 0 , η)
Construction of Ω:
We construct the neighbourhood Ω via a local argument in charts. Let us thus fix the following symbols for the rest of this proof:
• F is the Banach-space on which G is modelled,
• E denotes the complemented subspace of F on which T α G is modelled (cf. 1.3).
Step 1: Reduction to initial values in M . First recall that for t ∈ J t0,g0,η the following holds
We conclude that ϕ t0,g0,η is an integral curve for the time-dependent right-invariant vector field
Arguing as in [Mac05, p. 132 3.6] we derive the following information on the integral curves: Recall that − − → η(t) is α-vertical for each t ∈ [0, 1]. Thus (22) yields for g 0 ∈ G the equation α • ϕ t0,g0,η = α(g 0 ). In particular, the integral curve through 1 β(g0) restricts to a mapping c(t) ). This proves that c(t) is the solution of (20) passing through g 0 at time 0. We conclude that it suffices to construct a zeroneighbourhood Ω such that the solutions ϕ t0,1x,η are defined
Step 2: Integral curves on [0, 1] for all initial values in a neighbourhood of x 0 ∈ M . Fix x 0 ∈ M . We choose a submersion chart κ x0 : U x0 → V x0 ⊆ F for α whose domain contains 1 x0 . Then the tangent chart T κ x0 is a submersion chart for T α, whence it restricts to the bundle π α : T α G → G and yields a bundle
. We remark that T α κ x0
induces a trivialisation of the pullback bundle L(G) → M . In the following we will identify L(G) → M with the restriction of T α G to 1(M ) and the fibres L(G) x with T α 1x G. Under this identification the pullback trivialisation is just the restriction of T α κ x0 to π
Note that the map 1 • β fixes units. Hence, by replacing U x0 with the open set U x0 ∩ (1 • β) −1 (U x0 ) ∋ 1 x0 for each g ∈ U x0 the unit 1 β(g) is also contained in U x0 . Denote the (smooth) inclusion of E into F by I F E . We define the map
which is of class C 0,∞ by the chain rules [AS12, Lemma 3.17 and Lemma 3.18 ] and part (a). For later use we record that for all X ∈ π
x0 (y))))).
Hence we obtain for each y ∈ V x0 a continuous linear map
. By choice of v the ball B Rx 0 (v) is contained in B 2Rx 0 (z 0 ) ⊆ W x0 . Thus for all y ∈ B Rx 0 (v) we have the upper bound B x0 for l x0,y op . We obtain an estimate the supremum of h x0 (t, y, η) F over (t, y, η) ∈
By construction of B 2Rx 0 (z 0 ) we have 
. Then a combination of [Woc13, Lemma 5.5] with Theorem A.7 implies that
is an open neighbourhood of the zero-section in Γ(L(G)).
. From (24) we derive that for all v ∈ B Rx 0 (z 0 ) and η ∈ C 0 ([0, 1], Ω x0 ) the estimate:
submanifold whence the topology on Bis(G) is the subspace topology induced by C ∞ (M, G). Clearly c η will be continuous if for all n ∈ N 0 the map T n • c η is continuous. Observe that c 
Denote by R k the model space of M and let f : R k ⊇ U → F be a smooth mapping from an open subset into a locally convex space. Recall from [Glö02, p. 49 ] the following variant of the usual differential for f :
Note that by [Glö02, Lemma 1.14] these differentials exist for any C ∞ -map f . Thus (29) shows that we can recursively split the tangent into a product of derivatives d r (λ • H η (t, ·) • κ) composed with projections. Furthermore, the formula in the proof of [Glö02, Lemma 1.14] and the
is continuous. The manifold M is finite dimensional and so is T n M for all n ∈ N 0 . In particular, T n M is locally compact for n ∈ N 0 and we derive from [Eng89, Theorem 3.
We will prove now that c η is of class C 1 . It suffices to prove that c η is locally of class C 1 . To do so fix s ∈ [0, 1] and recall some facts from the construction of Ω in (b). The set Ω was constructed with respect to a finite family N i ⊆ • G, 1 ≤ i ≤ n which satisfies:
Step 2). Moreover, κ i is a submersion chart for α, whence
Set g := c η (s) ∈ Bis(G). Recall from Proposition 2.6 the form of a manifold chart around g of Bis(G):
Thus we repeat the construction of W z for all z ∈ M . By compactness of M , there are finitely many 
and that Φ is a linear topological embedding with closed image. Thus ϕ g • c η | Js will be of class C 1 if and only if for each 1 ≤ j ≤ m the map 
T α G → G be the bundle projection and denote by Σ the local addition on G adapted to α. Using the description of the chart ϕ g we compute an explicit formula for (
Here pr 
∧ is a mapping of class C 1,∞ . We conclude that c η | Js : J s → Bis(G) is of class C 1 , whence the assertion follows.
Lemma 5.2. In the situation of Proposition 4.4 b) denote by F the model space of G and by E the typical fibre of T α G. Let κ : U → V ⊆ F be a submersion chart for α such that for all g ∈ U we have 1 β(g) ∈ U . Furthermore, we denote by T α κ the trivialisation of the bundle
is continuous with respect to the operator-norm topology on L (E, F ).
Proof. Before we tackle the continuity, we begin with some preliminaries: For each y ∈ V , the element (1 β(κ(y)) , κ −1 (y)) is contained in the domain G × α,β G of the groupoid multiplication m. Define the map
. As G × α,β G is a split submanifold of G × G (modelled on a complemented subspace H of F × F ), the map u is smooth as a mapping into the submanifold. Note that for all g ∈ U the unit 1 β(g) is contained in U , whence u(V ) ⊆ (U × U ) ∩ (G × α,β G). It suffices to check continuity of l locally. To this end fix v ∈ V . Let τ :
. Now back to l: As explained in Proposition 4.4 a), we can rewrite the formula for l for all y ∈ W v as follows
The above formula shows that the map l splits into several components. We exploit this splitting to prove continuity of l| Wv . First consider pr
Recall that κ : U → V ⊆ F is a chart for G and for the bundle trivialisation we have T α κ = T κ|
is a continuous map. Let I F E be the canonical (smooth) inclusion of E into F . Then for all x in the domain of q we derive q(x)
We define the canonical inclusion I
E×E E
: E → E ×{0} ⊆ E ×E and note that (I Now for x ∈ (U × U ) ∩ U τ ∩ G × α,β G we set (x 1 , x 2 ) := κ × κ(x) and let Y ∈ E. Then the identity (32) together with τ being a submanifold chart for G × α,β G shows q(x) • (I We conclude that l| Wv is continuous and the assertion of the Lemma follows. . We consider (t, η, x)(t, η, y) ∈ [0, 1]×C 0 ([0, 1], N 0 )×B ε (z 0 ) such that t ∈ J i . From x − y E < ε ≤ εi 2 we derive y − z 0 E ≤ y − x E + x − z 0 E < ε i . Thus h x0 (t, η, x) − h x0 (t, η, y) F ≤ λ i x − y E ≤ L x − y E and L is a Lipschitz constant for h x0 on [0, 1] × C 0 ([0, 1], N 0 ) × B ε (0). In conclusion, h x0 is uniformly Lipschitz continuous with respect to the Banach space component.
A Locally convex manifolds and spaces of smooth maps
In this appendix we collect the necessary background on the theory of manifolds that are modelled on locally convex spaces and how spaces of smooth maps can be equipped with such a structure. Let us first recall some basic facts concerning differential calculus in locally convex spaces. We follow [Glö02, BGN04] .
Definition A.1. Let E, F be locally convex spaces, U ⊆ E be an open subset, f : U → F a map and r ∈ N 0 ∪ {∞}. If it exists, we define for (x, h) ∈ U × E the directional derivative From [Woc13, Proposition 7.3 and Theorem 5.14] we recall the following result.
Theorem A.7. Let E → M be a vector bundle over the compact manifold M such that the fibres are locally convex spaces. Then the space of sections Γ(M ← − E) is a closed subspace of C ∞ (M, E) and a locally convex space with respect to point-wise addition and scalar multiplication. If the fibres of E → M are metrisable, then so is Γ(M ← − E) and if the fibres are Fréchet spaces, then so is Γ(M ← − E).
Our main tool will be the following excerpt from [Woc13, Theorem 7.6]. 
is a bijection (which is even natural).
e) Let M ′ be compact and N ′ be locally metrisable such that N ′ admits a local addition. If µ : M ′ → M , ν : N → N ′ are smooth, then
is smooth.
f) If M ′ is another compact manifold, then the composition map
Here we have used the identifications C 
