Subspace learning is a popular approach for feature extraction and classification. However, its performance would be heavily degraded when data are corrupted by large amounts of noise. Inspired by recent work in matrix recovery, we tackle this problem by exploiting a subspace that is robust to noise and large variability for classification. Specifically, we propose a novel Supervised Regularization based Robust Subspace (SRRS) approach via low-rank learning. Unlike existing subspace methods, our approach jointly learns lowrank representations and a robust subspace from noisy observations. At the same time, to improve the classification performance, class label information is incorporated as supervised regularization. The problem can then be formulated as a constrained rank minimization objective function, which can be effectively solved by the inexact augmented Lagrange multiplier (ALM) algorithm. Our approach differs from current sparse representation and low-rank learning methods in that it explicitly learns a low-dimensional subspace where the supervised information is incorporated. Extensive experimental results on four datasets demonstrate that our approach outperforms the state-of-the-art subspace and low-rank learning methods in almost all cases, especially when the data contain large variations or are heavily corrupted by noise.
Introduction
Subspace analysis methods, such as principal component analysis (PCA) [23] , linear discriminant analysis (LDA) [3] , locality preserving projections(LPP) [10] , neighborhood preserving embedding (NPE) [9] and locality sensitive discriminant analysis (LSDA) [4] , have been widely used in pattern classification and data mining. The basic idea of subspace methods is to find a low-dimensional projection that satisfies some specific properties. As unsupervised methods, PCA [23] seeks such a subspace where the variance of projected samples is maximized, while LPP [10] and NPE [9] aim to find subspaces to preserve the locality relationships of samples. When class labels are available, supervised subspace methods are more effective for classification tasks. LDA [3] aims to find a projection that maximizes the * Department of Electrical and Computer Engineering, Northeastern University. {shengli, yunfu}@ece.neu.edu We jointly remove noise from data X and learn robust subspace P . The corrupted samples are mixed in the original space, but they are well separated in the learned subspace.
inter-class scatter and minimizes the intra-class scatter simultaneously. It is effective in extracting discriminative features and reducing dimensionality. LSDA [4] preserves both discriminant and local geometrical structure in data. LPP [10] and NPE [9] can also be extended to supervised versions. However, when the data are corrupted by large amounts of noise (e.g., missing pixels) or large variations (e.g., pose variations in face images) in real applications, the performance of classical subspace methods is heavily degraded [16] . Sparse representation (SR) has proven to be robust to noise, and has shown promising results for classification under noisy conditions [25] . Most SR methods seek the sparsest coding vector to represent each test sample by all training samples. However, the underlying global structure of data is not considered in these methods, and therefore they may not be robust to noise when extra clean data are not available [15] . Recently, theoretical advances on matrix recovery and completion enable us to correctly recover underlying low-rank structure in data [6] . Robust PCA [6] can be used to recover corrupted data in a single subspace by solving a matrix rank minimization problem, which can be regarded as an extension of SR from vector to matrix. Low-rank representation (LRR) [15] recovers data from multiple subspaces, and it shows very impressive results on subspace segmentation. Latent LRR (LatLRR) [16] is an extension of LRR that recovers the effects of unobserved hidden data. LatLRR can also extract salient features from corrupted images for use in classification tasks. Based on LRR, a fixed-rank representation (FRR) method [17] is proposed for unsupervised learning on image features. In [12] , a low-rank coding based b-matching graph is proposed for semi-supervised classification. Also, lowrank constraints have been introduced to the visual domain adaption and transfer subspace learning in [22] . A discriminative low-rank dictionary learning (DLRD) method is proposed in [19] , which seeks low-rank dictionary for each class.
Motivation and Contributions
Recent advances in low-rank learning for the purpose of visual representation have shown excellent performance for handling the noise in various applications, such as background modeling [6] , shadow removal [6] and subspace clustering [14, 17] . However, these methods cannot take advantages of class label information during low-rank learning, which is key for classification purpose. On the other hand, traditional subspace learning methods (e.g., PCA, LDA) are effective and efficient for pattern classification as discussed above, but they are very sensitive to noise, and therefore the subspaces derived from these methods often lead to poor classification performance. Can we leverage the merits of both low-rank learning and subspace learning to make full use of them for classification? In this paper, we propose to exploit a discriminative and robust subspace, which is insensitive to noise or pose/illumination variations, for dimensionality reduction and classification.
Specifically, we propose a novel linear subspace approach named Supervised Regularization based Robust Subspace (SRRS) for pattern classification. Our primary contribution is to smoothly integrate subspace learning and data recovery in a unified framework. As illustrated in Figure 1 , the core idea of our approach is to jointly learn discriminative subspace and low-rank representation from data at the same time. Moreover, to improve the classification performance, we naturally incorporate class label information into our objective function as supervised regularization. This regularization term enables us to learn a discriminative subspace, which benefits classification tasks. Finally, we formulate our model as a constrained rank minimization problem, and solve it using the recently proposed ALM algorithm [13] . The convexity of supervised regularization term is proved theoretically.
Experimental results on four benchmark datasets show that our SRRS approach outperforms the traditional subspace methods and several state-of-the-art low-rank learning methods in almost all cases, especially when the data contain large variations or are heavily corrupted by noise.
The rest of this paper is organized as follows. We describe the proposed joint learning framework in Section 2, and present the optimization algorithm in Section 3. Then we briefly introduce some related works in Section 4. Experiments are reported in Section 5 before concluding in Section 6.
Problem Formulation
In this section, a supervised regularization based robust subspace (SRRS) joint learning framework is proposed. We formulate our framework as a constrained and regularized rank minimization problem, and also theoretically prove the convexity of supervised regularization term.
Let X denote the sample set that consists of n training samples from c classes, i.e., X = [x 1 , x 2 , . . . , x n ]. Given a complete basis matrix A = [a 1 , a 2 , . . . , a m ] ∈ R d×m , we can represent each sample x i as a linear combination of the basis, which is
where Z ∈ R m×n is the coefficient matrix. To achieve our goal of seeking a robust subspace P ∈ R d×p , we first denote the projected low-dimensional sample set asX = P T X = P T AZ. Then we in turn incorporate low-rank constraint and supervised regularization to learn the projection P .
First, due to the fact that n samples belong to c different classes, these samples should be drawn from c different subspaces, and therefore the coefficient matrix Z is expected to be low-rank. In other words, the coefficient vectors corresponding to samples within the same class should be highly correlated.
Second, since class information is crucial to classification problems, we design a supervised regularization term f (P, Z) based on the idea of Fisher criterion [3] , that is, f (P, Z) =
Tr(SW(P T AZ)) , where Tr(K) is the trace of matrix K. S B (P T AZ) and S W (P T AZ) are the between-class and within-class scatter matrices defined as
where m i is the mean sample of the i-th class inX, m is the overall mean sample ofX, andx ij is the j-th sample in the i-th class ofX. By using Fisher criterion, the projected samples from different classes should be far apart, while projected samples from the same class should be close to each other. Furthermore, [8] pointed out that this trace-ratio problem can be converted into a trace difference problem. We then rewrite f (P, Z) asf (P, Z) = Tr(S W (P T AZ)) − Tr(S B (P T AZ)). Based on the above observations, we come up with the following objective function (2.2) min
where λ 1 is a trade-off parameter used to balance the low-rank and discriminative terms. However, the rank(·) minimization problem in objective (2.2) is difficult to solve. Fortunately, nuclear norm is a good surrogate for the rank minimization problem [6, 15] , and then (2.2) becomes (2.3) min
where Z * is the nuclear norm of a matrix, i.e., the sum of singular values of the matrix [5] . We also notice that the second termf (P, Z) in (2.3) is not convex to Z, so we add a regularization term to ensure the convexity
Equation (2.4) can be equivalently expressed as (2.5)
where η is a trade-off parameter, . F is the Frobenius norm, I is an identity matrix in R n×n , and I b and I t are two constant coefficient matrices. In detail,
only if x i and x j belong to the same class, where n i is the number of samples in each class; otherwise,
To guarantee the convergence of (2.5), we provide the following theorem. Theorem 3.1.
If η > 0, the supervised regularization termf (P,
is strictly convex to Z when P is fixed.
The proof is given in the supplementary document due to the space limit 1 . In our paper, the parameter η is empirically set as 1.
Orthogonality in a subspace means that any two basis vectors in this subspace are orthogonal to each other, 1 https://sites.google.com/site/lisheng1989/home/SDM_ Sup.pdf which carries the advantage of compactness and reducing redundancy. To this end, an orthogonal constraint P T P = I p is incorporated into our framework, where I p is an identity matrix in R p×p . By combining equations (2.3) and (2.5), we obtain the objective function as follows
Please note that our objective function in (2.6) is not convex with respect to P due to the orthogonal constraint.
In real-world applications, as we discussed in Section 1, the samples often contain large amount of noise. To learn a robust subspace, we need to measure the noise and learn discriminative subspaces from the noiseless samples. Recently, [19] and [14] show that l 2,1 -norm (i.e., · 2,1 ) can be used to successfully model the sample-specific corruptions and other types of noise. Therefore, we introduce a term E 2,1 into our model as follows (2.7) min
where
, and λ 2 is a trade-off parameter. So far, we have built the joint learning framework to learn discriminative subspace and low-rank representations simultaneously. In the next section, we show how to solve this optimization problem. Other than Fisher criterion discussed above, other types of objectives, such as locality preserving, can also be easily incorporated into our framework by reformulating the regularization termf (P, Z).
Optimization
In this section, we adopt the recently proposed inexact augmented Lagrange multiplier (ALM) algorithm [13] to solve (2.7). To facilitate the optimization, we first introduce a relaxation variable J to (2.7) (3.8) min
The augmented Lagrangian function of (3.8) is (3.9) min
where Y ∈ d×n , R ∈ m×n and Q ∈ p×p are Lagrange multipliers and µ > 0 is a positive penalty parameter.
To solve (3.9), we alternately update these variables P , J, Z, and E. First, we learn a subspace P given an initialized low-rank representation matrix Z. Second, on the fixed subspace P , we update the lowrank representation matrix J, Z and the noise matrix E. Although the convergence of inexact ALM algorithm cannot be guaranteed when there are three or more variables, theoretical results have been presented to ensure the convergence with mild conditions [14] . In addition, we demonstrate the convergence properties of our algorithm in the experiments.
3.1 Learn Subspace P on Fixed Low-Rank Representations. We first discuss how to optimize P while fixing Z, J, and E. Note that
Therefore, (3.9) is reduced to (3.10) P k+1 = min
. By setting the derivative w.r.t. P k to zero, we have
Therefore, the optimal solution P k+1 is composed of a number of eigenvectors of (Z wk Z T wk − Z bk Z T bk ) corresponding to smallest eigenvalues.
When matrix (Z wk Z T wk − Z bk Z T bk ) is symmetric and positive definite that usually holds in practice, P k+1 will contain a set of orthonormal vectors that may be helpful for classification tasks.
3.2 Learn Low-Rank Representations Z on Fixed Subspace. Here we show how to update J k+1 , Z k+1 and E k+1 with a fixed P k+1 . After dropping the irrelevant terms w.r.t. J, (3.9) can be rewritten as (3.13)
Problem (3.13) can be effectively solved using the singular value thresholding (SVT) operator [5] . Let
, σ i are the singular values and r is the rank. Then, the optimal solution
, and t + means the positive part of t [5] . By ignoring terms independent of Z in (3.9), we have (3.14) min
. By setting the derivative w.r.t. Z to zero, we have (3.15)
) is a standard Sylvester equation, which can be effectively solved using existing tools [2] .
Similarly, after dropping terms independent of E, (3.9) can be rewritten as (3.16)
The solution to this problem is presented in [15] . Specifically, let
Algorithms
The above process is repeated until convergence. The detailed algorithm of our optimization is outlined in Algorithm 1. After obtaining the optimal solution P * and Z * , we project both training samples and test samples onto P * , and then utilize nearest neighbor (NN) classifier to predict the label vector of testing samples. The complete procedures of our SRRS approach are summarized in Algorithm 2. In Algorithms 1 and 2, we use sample set X itself as dictionary, i.e., A = X, m = n. Output: P k , Z k , E k 1:while not converged do 2: update P k+1 using (3.12), given others fixed If k = 1, then Z k = I. 3: update J k+1 using (3.13), given others fixed 4: update Z k+1 using (3.15), given others fixed 5: update E k+1 using (3.17), given others fixed 6: update the multipliers Y k+1 and R k+1
Normalize all the samples xi to unit-norm, xi = xi/ xi . 2: Solve problem (3.9) by using Algorithm 1 and obtain optimal solution P * . 3: Project X and Y onto P * : X = P * T XZ,Ỹ = P * T Y . 4: Use the nearest neighbor (NN) classifier with cosine distance to predict the label vector LY ofȲ .
Related Works
Low-rank matrix learning has attracted increasing attention in recent years [1] , and it has been successfully applied to many areas [6, 15] . Robust PCA [6] is a representative low-rank learning method. Given an observed and usually corrupted sample set X O , Robust PCA decomposes X O into a low-rank, clean sample set X L and a sparse, noisy sample set E, i.e., X O = X L +E. It shows promising performance in background modeling and shadow removal. Robust PCA assumes that samples are drawn from one single space, however, in real applications data is usually drawn from a union of multiple subspaces. To solve this problem, Low-Rank Representation (LRR) is proposed to recover multiple subspaces in the presence of noise [15, 14] . Let X denote a sample set, X = [x 1 , x 2 , . . . , x n ] (each column is a sample, x i ∈ R d ). To capture the global structure of X, LRR looks for a representation Z by measuring the low-rankness as
where the sample set X is used as the dictionary. Problem (4.18) is NP-hard, however, it can be transformed into an equivalent convex optimization problem using nuclear norm instead of rank(·) function. LRR may suffer from two problems. The first one is insufficient data sampling since LRR simply uses the data matrix itself as the basis for representation. Second, the optimization of LRR requires multiple SVD calculations that are very time consuming. In [16] , LatLRR is proposed to solve the insufficient sampling problem by considering the effects of hidden data for representation. Recently, fixed-rank representation (FRR) [17] and matrix tri-factorization (MTF) [18] methods were also proposed to tackle these problems by utilizing specific matrix factorization techniques. The aims of these low-rank learning methods are to learn a graph Z, and they do not utilize any supervised information. However, our goal is to learn a discriminative low-dimensional subspace. Although subspace learning methods can be combined with LatLRR [16] , the representation learnt by LatLRR does not necessarily guarantee an optimal input for the subsequent subspace learning. Nevertheless, our approach simultaneously seeks optimal lowrank representations and discriminative subspaces.
DLRD [19] is a recently proposed dictionary learning method, which introduces low-rank constraints on the sub-dictionaries for each class, and performs sparse representation for face recognition. The learned dictionary in DLRD is low-rankness and discriminative, which is useful for classification tasks. Nevertheless, the testing stage of DLRD is very time consuming, as it has to calculate sparse coefficients for every test sample. This is also a key difference between DLRD and our approach, since we perform classification on subspace that is very efficient.
In [27] , a LRR-based discriminative projection method (LRR-DP) is proposed for feature extraction. It first applies LRR to recover the data matrix, and then finds a discriminative projection by designing a criterion that incorporates both clean data and noise. In this case, LRR is regarded as a data pre-processing method, and is performed only once to decompose sample set into two parts, the low-rank denoised samples and associated sparse noise. However, this decomposition is not guaranteed to be optimal for classification, as it doesn't make use of any class prior information. On the contrary, our approach iteratively learns subspace and decomposes sample set, and it takes full advantage of class information through supervised regularization.
The most relevant method in the literature is lowrank transfer subspace learning (LTSL) [22] , which incorporates low-rank constraint in subspace learning. However, there are significant differences between LTSL and our approach. First, LTSL is proposed for transfer learning by seeking a shared subspace for both source and target domains, while our approach lies in supervised learning. Second, LTSL employs low-rank constraint in low-dimensional projected subspace for sake of transferring knowledge, while our approach utilizes low-rank constraint in high-dimensional feature space where more information can be preserved.
Experiments
The performance of our SRRS approach is evaluated on four benchmark datasets that are COIL-100 [20] , ALOI [7] , Extended YaleB [11] and FERET [21] . The details of four data sets are supplied in the supplementary document due to space limit. We compare our approach with related methods on the robustness to different kinds of noise including pixel corruption and large pose/illumination variations.
In the experiments, we compare the proposed approach with PCA [23] , LDA [3] , NPE [9] , LSDA [4] , RPCA [6] +LDA, support vector machine (SVM) [24] , FDDL [26] , Latent LRR (LatLRR) [16] and DLRD [19] . PCA and LDA are two representative unsupervised and supervised subspace learning methods, and we use them as our baseline. NPE preserves the neighborhood structure of data, which is less sensitive to outliers than P-CA. Here we compare with the supervised version of NPE. LSDA is a discriminant analysis method which preserves both discriminant and local geometrical structural in the data. RPCA is effective in removing noise from corrupted data. Here we incorporate it with LDA as a baseline. SVM is a popular and powerful classifier. Here we compare with the nonlinear SVM classifier with RBF kernel. FDDL is a recently proposed dictionary learning method that learns a discriminative dictionary using Fisher criterion. LatLRR and DLRD are two state-of-the-art low-rank learning methods. LatLR-R can effectively extract salient features for image recognition, while DLRD learns a low-rank dictionary for face recognition. Both of them also demonstrate stable performance under noisy conditions.
Performance Comparison
We in turn introduce the experimental results on four datasets.
COIL-100 Dataset: We randomly select 10 images per object to construct the training set, and the testing set contains the rest of the images. We repeat this random selection 20 times, and report the average results of all the compared methods. For our approach and each compared method, the parameters are tuned to achieve their best performance via 5-fold crossvalidation. To evaluate the scalability of different methods, we separately use images of 20, 40, 60 and 80 ob- Table 2 : Average recognition rates (%) on COIL object database.
Methods
Original images 10% Corruption PCA [23] 82.89±2.36 68.99±2.26 LDA [3] 67.50±12.19 34.80±13.01 NPE [9] 60.88±20.47 32.05±16.02 LSDA [4] 59 jects from the database. Figure 2 shows the recognition rates of our approach and the compared subspace methods (PCA, LDA, NPE and LSDA) versus varying feature dimensions. It shows that our SRRS approach outperforms subspace methods in almost all cases. When the images contain noise, the recognition rates of compared subspace methods are severely degraded, but our approach still obtains good results. Namely, the subspace derived from our approach is robust to pixel corruption. Table 1 shows the average recognition rates with standard deviations of all compared methods. It can be observed from Table 1 that the recognition rates of our approach vary slightly when the number of classes increases from 20 to 80. The total average results are summarized in Table  2 . We can see that our approach and LatLRR have lower deviations than other methods, which demonstrates good scalability. When the images are corrupted, all traditional subspace methods have difficulty obtaining reasonable results. However, three low-rank learning based methods achieve remarkable performance. In most cases, our SRRS approach achieves the best recognition results. Please note that we also tried other levels of corruption such as 20% and 30% and obtained similar results. But for the sake of space, we only show the results of 10% corruption on COIL database.
ALOI Dataset: Ten images of each object are randomly selected as training samples, and the others as test samples. This random selection process was repeated 20 times. Figure 3 illustrates that our approach converges quickly. The relative error is calculated by X − AZ − E F / X F . Table 3 shows the average recognition rates with standard deviations of all compared methods. We observe that SVM, FDDL and two low-rank methods obtain better performance than traditional subspace methods, and our approach outperforms all these methods on the original dataset and the corrupted dataset.
Extended YaleB Dataset: We randomly select 30 images per class to construct the training set, and testing set contains the rest of the images. We repeat this random selection 20 times, and report the average recognition rates of all compared methods in Table  4 . It can be observed that supervised methods perform much better than the unsupervised method PCA. The reason is that PCA has a high sensitivity to illumination effects contained in this database. Due to the low-rankness property, unsupervised method LatLRR greatly improves the recognition rate of PCA. Also, supervised low-rank method DLRD obtains higher recognition rate than LatLRR. By incorporating supervised information and low-rankness property, our approach can achieve an average recognition rate of 97.17% and outperform all the other methods. This implies that our approach is robust to variation illumination. To evaluate the robustness to noise of all methods, we randomly choose a percentage (from 10% to 50%) pixels and replace their values by random numbers that are uniformly distributed on [0, 1]. Figure 4 shows that, in noisy scenarios, low-rank learning based methods (LatLRR, DLRD and our approach) consistently obtain better performance than other methods. Specifically, our SRRS approach can get the best performance. FERET Dataset: We randomly select 5 images of each individual as training samples, and the remaining samples are regarded as test samples. Table 4 lists the average recognition rates of all compared methods over 20 runs. It reflects that our approach can significantly improve the recognition results over existing methods. Interestingly, PCA can outperform some supervised subspace methods on this database. A likely reason for this is that large pose changes of one individual produce large intra-class variations, which highly influence the performance of supervised methods.
Discussions
The experimental results show that, compared with traditional subspace learning methods, our approach is robust to noise and large variations. The reason is that low-rankness property helps us obtain a better estimate of the underlying distribution of samples from the recovered images, and then our approach learns a robust and discriminative subspace. The resulting performance is better than the current low-rank learning and dictionary learning methods. We evaluate the computational cost of different methods. Taking FERET database as an example, the training and testing times of 20 runs are shown in Figure 5 . Since PCA, LDA, NPE and LSDA have similar computational complexity, and FDDL has a similar complexity to DLRD, we only compare against LatLRR, PCA and DLRD. In Figure 5 , we observe that linear subspace method PCA has the lowest training time. Our approach has less training time than LatLRR and DLRD. Moreover, the testing time of our approach is even less than that of PCA, which is due to the fact that our approach achieves the best recognition rates with just a few features. Reducing the training time of low-rank methods is a challenge for future work.
Conclusions
In this paper, we propose a novel supervised regularization based robust subspace (SRRS) approach for classification. Our approach iteratively learns robust subspaces from a low-rank learning model, and naturally incorporates discriminative information. Experimental results on four benchmark datasets demonstrate the effectiveness of our approach compared with the state-of- the-art subspace methods and low-rank learning methods. Moreover, when the data contain large amounts of noise or variations, our approach can significantly improve the classification performance.
