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Abstract 
Modal validation is of paramount importance for all two- 
stage time domain modal identification algorithms. 
However, due to a higher noise/signal ratio in 
operationaUambient modal analysis, being able to determine 
the right model order and to distinguish between structural 
modes and computational modes become more signiilcant 
than in traditional modal analysis. The two major modal 
indicators, i.e. Modal Confidence Factor (MCF) and Modal 
Amplitude Coherence (MAmC) are extended to two-stage 
time domain modal idemi.tication algorithms, together with 
a newly developed indicator, named as Modal Participation 
Indicator (MPI). The application of the three indicators is 
illustrated on different cases of operationahambient modal 
identification. Three major time domain modal 
identification algorithms are used the Polyreference 
Complex Exponential (PRCE), Extended Ibrahim Time 
Domain (EITD), Eigensystem Realization Algorithm 
(ERA). The three identification algorithms are implemented 
from a unified point-of-view with the modal indicators. 
Numerical simulations are conducted on a two-story 
building structure and on an aircraft model and it is 
investigated how the modal indicators work to distinguish 
the physical modes from the computational modes. 
Introduction 
Operational modal identification has attracted great 
attention in civil, aerospace and mechanical engineering in 
recent years. Compared to traditional modal analysis, which 
is normally conducted in the lab enviromuent making use of 
both input-output data, operational/ambient modal analysis 
has many advantages: 
l No a&f&l excitation needed and no boundary 
condition simulation required; 
l Dynamic chaacteristics of the whole system, instead 
of component, can be obtained 
l For all or part of measurement coordinates can be 
used as references, the operational modal 
identification is always Multi-Input (Reference)- 
Multi-Output MIMO algorithm. The closed-spaced 
or even repeated modes can easily be handled and 
therefore, suitable for real world complex structures; 
The model identified under real loading will be 
linearized, due to broad band ambient/random 
excitation, for much more representative working 
points; 
Operational modal identification can not only be 
utilized for structural dynamics analysis and design. 
but also In-situ vibration based suuctural health 
monitoring and damage identification. 
Many time domain MIMO modal identification algorithms 
such as Polyreference CompIex Exponential (PRCE), 
Extended Ibrahim Time Domain (ElTD), Eigensystem 
Realization Algorithm (ERA) and its extension [l]-[6], etc. 
have been developed in 1980’s. Impulse Response 
Functions @RF) is measured at first, normally via inverse 
FFT from FRF! and then modal parameters are identified 
via above-mentioned algorithms using JRF data. The Z- 
stage modal identification techniques have been 
successfully used for traditional modal analysis. However, 
they can also be adopted for operational modal analysis. ln 
the 1990’s a Natural ~citation technique (NExT) was 
proposed [q. NEXT IS based on the principle that 
Correlation Function (CF) measured under natural 
excitation (or operational/ambient condition) can be 
expressed as a sum of decaying sinusoids. Each decaying 
sinusoid has a damped natural frequency, damping ratio and 
mode shape coefficient that is identical to the one of the 
corresponding structural mode. According to this principle, 
all the 2-stage time domain MIMO identification techniques 
can be adopted for operationaUambient modal identification 
by using CFs instead of lRFs. 
However, ah the time domain (TD) modal identification 
algorithms have a serious problem on model order 
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determination. When extracting physical or structural 
modes, the TD modal identification algorithm always 
generates spurious or computational modes to account for 
unwanted effects, such as noise, leakage, residuals and non- 
linearity’s, etc. The computational modes fullill an 
important role in that they permit more accurate modal 
estimation by supplying statistical DOF to absorb these 
effects. In the traditional modal identification lRF can be 
obtained via inverse ITT of Frequency Response Function 
(FRF). and may have less computational modes. For 
operational modal identification, which makes use of 
correlation function calculated from random response data, 
the model order determination and structural modes 
distinguishing become much more significant. Therefore, it 
is extremely important to determiue the correct number of 
model order or total number of modes at lirs& and then to 
distiuguish structural modes from computational ones. In 
order to accomplish this important task, many modal 
validation approaches have been developed. 
Modal validation can be performed via three kind 
approaches: visual inspection, modal indicator and diagram. 
%ual inspection of mode shapes and comparing measured 
data with those synthesized from the estimated modal 
parameters are typical examples of these qualitative 
approaches. The second kind of approaches make use of 
quantitative modal indicators, such as Modal Assurance 
Criterion (MAC), Modal Confidence Factor (MCF). Modal 
Amplitude= Coherence (MAmC), etc. Graphical validation 
involves tracking the model error, or rank of the data 
matrix, or estimating frequency, damping as a fnnction of 
model order. The resulting Error Chart Rank Chart or 
Stability Diagram is then utilized for modal validation. 
In this paper two modal indicators, MCF and MAmC, are 
extended and a new one named as Modal Participation 
Indicator (MIT) is developed for major 2-stage time domain 
modal identification algorithms. Numerical simulations via 
a two-story building and an aim& model are conducted to 
show the performance of the three modal indicators for 
operational modal identification algorithms-PRCE, EITD 
and ERA. 
Modal Indicators 
1. Modal &surance Qitetion (MAC). 
Modal Scale Factor (MSF) and MAC are used widely to 
compare two modal vectors. The MSF gives a least squares 
estimate of the ratio between two vectors 
(1) 
MAC is defined as [8] 
Which is actually the square of the correlation coefficient of 
the two modal vectors. If MAC is unity the two modal 
vectors are identical within modal scale factor. Therefore, 
the MAC can bc utilized as a modal indicator for different 
modal estimates. 
2. Modal confidence Factor (MCF) 
Ibrahim introduced the concept of MCF by generating 
pseudo-measurements in the ITD modal identification 
algorithm [9]. These pseudo-measurements are actually 
delayed physical time signals. MCF exploits redundant 
phase relationships that are satisfied by physical modes, but 
which are meaningless for computational modes. The MCF 
has been extended for the PRCE [lo] For r-th mode MCF 
can be calculated by the following formula 
(3) 
Where h is the eigenvalue, At is the sampling time interval 
and p is a positive integer. For a physical mode, the MCF 
would be unity, whereas computational modes would have a 
MCF of arbitrary phase and amplitude. A MCF close to one 
is thus a necessary, but not sutTicient reason for an 
eigenvector to be associated with a physical mode. 
It is obvious that MCF can also be used for other 2-stage 
TD modal identification algorithms, such as EITD, ERA, 
etc. MCF is a complex number. For simplicity only the 
norm can be used for modal indicator. The main drawback 
of the method is that the amount of the data is doubled 
3. Modal &pllt6ude Coherence (MAmC) 
MAmC was proposed by the authors of ERA [II] for 
distinguishing structmal modes from noise modes with 
ERA. We have extended the MAmC to all 2-stage TD 
modal identification algorithms (PRCE, EITD, ERA, etc). 
The basic formulation for MAmC is derived as follows. 
For a linear system, the map from input to output can be 
described by Markov parameter (Impulse Response 
Function in traditional modal analysis or Covariance 
Functions in Ambient modal anal sis) 
Y =[ro r;, E; . ..yvtm. 
sequence 
(4) 
Where Nt is the number of the data paints In the modal 
coordinate the Markov parameter can be expressed as 
Where or, & and yc are r-th modal vector, eigenvalue and 
modal participation factor, respectively. Define the 
sequence 
4, = b; i,fP iyf . ..py] (6) 
Which represents the time series reconstructed from the 
identified eigenvalue and modal participation factor. The 
Markov parameter becomes 
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It can be seen that the sequence Q is associated with mode 
shape &-. and is called the identified Modal Amplitude time 
histoly for the r-th mode. The modal amplitude can also be 
calculated directly from measured Markov parameters via 
SVD of HYankel ma- and denoted as qp %Qh noise- 
polluted data and nonzero singular values truncated, the 
identified modal amplitude is an approximation of the one 
calculated directly from measured Markov parameters. The 
MAmC can then LX defined as correlation coefficient or 
coherence function of the two modal amplitude vectors as 
1. Modal &rticipation Indicator (MPI) 
In the ambient/operational modal analysis, Correlation or 
Covariance Function can be measured as Markov 
parameter, and expressed via eigenvalue, modal vector 
(mode shape) and modal participation factor: 
Y, = -&;yy; (9) 
r=l 
Choosing all the measurement coordinates as references, the 
dimension of modal partition vector is then equal to 
corresponding mode shape. We can therefore define Modal 
Participation Scale (MPS) cc, as 
T, =a”4 (10) 
The contribution of the r-th mode to the covariance matris 
can then be expressed as 
Y; = a,$,+yhy (11) 
MPI represents a kind of “kinetic energy” iu time domain, 
and can be adopted as a modal indicator to distinguish 
structural and computational modes. MPI can be calculated 
via least square solution of the two vectors as the following 
formula 
MPI, =a, E! 
4P4, 
when implementing, r-th modal participation indicator 
MPI, is normalized as the percentage of the “total energy”. 
Numerical Simulations for Operational Modal 
Identification 
The MAmC, MPF and MCF are applied in major 2-stage 
time domain modal identification algorithms and applied to 
operational modal identification as modal indicators. 
Three major time domain modal identification algorithms, 
PRCE, EITD and Em are implemented via unified point- 
of-view as follows: 
o Establish Hankel matrices & and H, from measured 
covaiiance functions; 
9 
9 
0 
0 
0 
Calculate system matrix via least squares solution 
from Hankel matrices for PRCE or EITD; 
Calculate system input and measurement matrices via 
singular value decomposition for ERA; 
Eigenvalue solution of system matrix to obtain 
eigenvalues and mode shapes for EITD or eigenvalues 
and modal participation vectors for PRCE; 
Least squares solution to obtain modal participation 
vectors for EITD, and mode shapes for PRCE; 
For ERA, eigenvalue solution of the system matrix to 
obtain eigenvalues and mode shapes together with 
measurement matrix, and modal participation vectors 
from input matrix; 
Two examples with closely spaced modes are used to show 
the performance of the different modal indicators. 
1. ‘ho-story Building 
The first numerical example is a two-story building, which 
is simulated by a lumped parameter system with 6 degrees 
of freedom. The measurements are assumed to be taken so 
that the rigid body motions of the floor slaps can be 
estimated. The geometry and the measurement points are 
shown in Figure 1. This s&ucture has two sets of close 
modes. The fust two modes are fast bending modes, and 
these two bending modes are close, but not very close. The 
third mode is a torsion mode. The fourth and iifth modes 
are very closed second bending modes. Figure 2 depicts 
first 5 modes. The response was simulated using a vector 
ARMA model to ensure that the simulated responses were 
covariance equivalent [13]. The model was loaded by white 
noise, and the response was analyzed using the 2-stage time 
domain identification techniques introduced above. The 
simulated time series had a length of 10,000 data points 
with 20 % noise added. 
Computer simulations of operational modal identification 
were conducted using PRCE, ElTD and ERA with MAmC, 
MPI and MCF as modal indicators. Table 1 to 3 present 
MAmC and MPI results via PRCE, ElTD and ERA 
identification, respectively. Tables 4 and 5 show the results 
of MCF via EITD and PRCE separately for double data are 
needed in order to compute MCF. The main parameters to 
be selected in the numerical simulation are the number of 
total modes (n) and the number of data points. In the Tables 
“*” denotes the target modal frequencies. The range of 
damping ratio, O-5 “/9 is used as the first “filter” to 
eliminate computational modes. It can be seen that all three 
modal indic&ors work pretty well in distinguishing 
structural modes from computation modes. Compared to 
MAmC and MCF, the newly proposed MPI has better 
p3-formance. 
2. GABTEUR Aircraft Model 
An aircraft model called GARTEUR developed by the 
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Group of Aeronautical Research and Technology in 
mope is adopted as the second example [ 141. The model 
represents the dynamic characteristics of real world aircraft, 
and is widely used in Europe. The main requirement for the 
GARTEUR model is to simulate dynamic characteristics of 
real world aircraft. GARTEUR model has the following 
features: (1) A group of 3 very closely spaced modes, (2) 
Frequency range from 5 to 60 Hertz, (3) Special damping. 
Treatment via adding visco-elastic materials on the wing 
surface; (4) A joint at the wing/fuselage connection for 
transportation with model dimension of 2 by 2 meters 
The Finite Element Model @EM) of Garteur consists of 5 1 
three-dimensional beam elements and 68 nodal points with 
altogether 408 DOF model. Figure 3 presents the first 6 
modes of GARTEUR model. The first six natural 
frequencies are: 6.09Hz, 15.8OHz, 33.OlHz, 33.66Hz. 
35.14Hz and 49.79 Hz. 
Markov parameters are synthesized horn the modal 
parameters calculated from FEM with 1.00% damping 
ration added Altogether 24 DOFs are selected as 
measurement locations. To simulate the noise-pollution test 
data. 10% Gaussian distributed noise is added to 
synthesized Markov parameters. Sampling frequency is 
15OM with 1024 sampling points 
As for the 2-story building case, all three modal 
identification algorithms are used for GARTEUR example. 
However, the simulation data are synthesized using 2-input 
2-I-output measurement. therefore, only MAmC and MCF 
are adopted for modal indication. Tables 6 to 10 show the 
perfomiance of MAmC and MCF for operational modal 
identification algorithms PRCE, EITD and ERA. It is 
observed that the two modal indicators exhibit favorable 
pcrfommnce 
Concluding Remarks 
Two modal indicators. Modal Confidence Factor 
(MCF) and Modal Amplitude Coherence (MA&) are 
extended to major 2-stage time domain operational 
modal identification algorithms; 
A new modal indicator named as Modal Participation 
Indicator (MPI) is developed and implemented 
Three major operational/ambient modal identification 
algorithms. Polyreference Complex Exponential 
(PRCE). Extended Ibrahim Time Domain (EITD) and 
Eigensystem Realization Algorithm (ERA). are 
implemented from unified point-of-view together with 
three modal indicators; 
Numerical simulations are conducted using two 
examples: 2-story building and an aircraft model. The 
results show that all three modal indicators work pretty 
well in distinguishing structural modes from 
computational ones: 
MCF needs double data, and hence more computing 
6. 
7. 
intensive and time consuming; MAmC often results 
with the number closed to unity and some times is 
hardly to separate noise modes from the stmctural ones; 
Newly proposed Modal Participation Indicator (MPI) 
can clearly indicate the structural modes in most cases, 
and performs better than the other two indicators; 
The identification results are normally depending on 
the pammeter selection for most of 2-stage time domain 
modal identification. To finally determine the true 
structural modes Stability Diagram is suggested 
together with modal indicators. 
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Fig. 1 2-story building (a) f,=18.69,~,=0.0213 (b) fi=21.05. F,z=O.O189 
(c) ryis.17. <~=0.0101 (d) f,=55.06. 5,=0.0072 
Fig.2 First Five Modes of 2-story building 
(e) f,=55.12, 5,5=0.0072 
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Figure 3 The First Six Modes of the GARTEUR Aircraft Model 
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Table 1 Results of EITD for Tu-o-Story Building (n=12) 
Table 3. Results of ERA for Two-Story Building (n=8) 
Table 5. Results of PRCE for Two-Story Building (n=l5) 
Table 2. Results of PRCE for Two-Story Building (n=15) 
Table 4. Results of EITJI for Two-Story Building (n=l5) 
Table 6. Results of EITD for GARTEUR.(n=18) 
14 35.09’ 0.91 
15 37.01 406 
16 37.01 4.06 
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Table 7. Results of PRCE for GART!XJR.(n=20) 
/ 37.51 I 2.03 I 1.00 
Table 9. Results of EITD for GARTEXJR (1~48) 
Table 8. Results of ERA for GARTEUR.(n=20) 
Table 10. Results of PRCE for GARTEUR (n=30) 
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