Abstract. Targeting at the selective catalytic reduction (SCR) de-NO x system of a coal-fired unit, a NARX-neural-network-based dynamic data modeling method was proposed. Firstly, analyzed the main factors affecting the operation characteristics of SCR de-NO x system. According to the characteristics of operational data, insignificant variables were excluded to simplify the model input variables. Secondly, the dynamic characteristics of the SCR de-NO x system near an equilibrium point were described by using a linear multivariable model of second-order inertia plus pure delay. The nonlinearity of the system was reflected in the change of linear model parameters. Based on this principle, determined the order and the pure lag time of input variables. Lastly, a NARX-neural-network model was developed on the basis of the actual operating data and the validity of the model was confirmed in comparison with the operation data of the SCR de-NO x system of the coal-fired unit.
Introduction
The emissions of nitrogen oxides (NO x ) from coal-fired power plants can be reduced via selective catalytic reduction (SCR). The SCR de-NO x system has features such as nonlinearity, strong coupling, large delay, and large inertia [1] . The NO x concentration in flue gas changes violently, but it measurement has a large delay. Thereby, the control of SCR de-NO x system is very difficult. The modeling of SCR de-NO x system is the basis of effective control. Thus, it is important to build a model with high accuracy.
In literatures, the modeling methods of SCR de-NO x system include mechanism and data-driven modeling. Topsøe suggested that in a certain temperature range, on a V 2 O 5 -based catalyst, the reaction followed the Eley-Rideal (E-R) mechanism [2] . Nova et al. analyzed the E-R mechanism and proposed a dynamic reaction mechanism model [3] . However, the parameters in this model were not quantified. Hu et al. determined the parameters of this model via the least squares method [4] . However, the assumptions and simplifications in the modeling of mechanism method, making the model difficult to apply to the scene.
In contrast, the data-driven modeling does not involve the inner structure of the system. Among them, artificial neural network (ANN) and support vector machine (SVM) are prominent artificial intelligence technologies to effectively describe nonlinear systems [5] . In 1989, Robert Hecht-Nielsen proved that in any closed interval a continuous function can be approximated by a back propagation (BP) neural network containing a hidden layer [6] . Yang et al used five related measurable parameters as the input variables for the least squares support vector machine (LSSVM), to build a data-driven model of SCR system [7] . Along with model training, the complexity of this model would increase, and the training error of the training data set of the model would gradually decrease. But when the complexity was large enough, the model will be overfitted. The complexity of this model would increase the error of the validation set. Therefore, great generalization ability is crucial to the data-driven modeling. Unfortunately, the approaches for the improvement of generalization ability have not been fully studied. Generally speaking, overfitting is caused by the complexity of a model and is aggravated by data noise. Model-selection and termination-in-advance are two effective methods to prevent the overfitting through limiting the complexity [8] . In this paper, a SCR-data-based model structure optimization method was proposed for the establishment of a dynamic model for SCR denitration.
Selection of Model Input Variables
The SCR de-NO x system of the No. 6 coal-fired boiler of a power plant in Inner Mongolia was studied in this paper. The schematic process is shown in Figure 1 . The flue gas generated from the boiler flows through the economizer, ammonia injection grid (mixed with air-diluted ammonia), and de-NO x system. The NO x in the flue gas reacts with the NH 3 adsorbed on the catalyst to produce H 2 O and N 2 . Finally, the flue gas flows through the air preheater and downstream treatment units, and is discharged into the atmosphere through the chimney.
In the denitration process, the main reactions are listed as follows [2] .
According to the mechanism, the dominant factors affecting the reaction rate that can be measured should be the ammonia flow rate, reactor inlet NO x concentration, reactor outlet NO x concentration, and reactor inlet O 2 concentration, reactor inlet temperature and total air volume.
As reported in literatures [9] , the denitration efficiency of V 2 O 5 /WO 3 -T i O 2 catalysts showed a volcanic trend against temperature at 220-480 ºC. The efficiency reached a maximum at 350-400 ºC. When the concentration of O 2 in flue gas was higher than 1%, the influence of O 2 concentration at the inlet of reactor on the reaction rate could be ignored. Figure 2 shows the variation of reactor inlet O 2 concentration and temperature of the SCR reactor in a day in the present work. In fact, to ensure the economic operation of the power plant, the concentration of O 2 in the flue gas is maintained at ~ 3%. The SCR reactor was arranged between the economizer and air preheater, which guarantees that the inlet temperature of the reactor is favorable to the SCR reaction. As shown in Figure 3 , the inlet O 2 concentration was maintained at 2%-5%, and the inlet temperature was maintained at 350-400 ºC, and thereby the influence of them on the outlet NO x concentration could be ignored.
In summary, the input variables of the modeling should include ammonia flow rate, reactor inlet NO x concentration, and total air volume.
SCR Dynamic Modeling

Data Selection
Static and dynamic modeling requires different types of data. The former only selects several discrete stable operational data. But the latter needs continuous data that should contain information about the dynamic change of the system. In addition, the data should not be collected during malfunction. All the data were collected with an online system and recorded with a DCS database. 17280 data samples were collected at intervals of 10 s in two days. In general, the boiler load can reflect boiler operation. In general, the boiler load can reflect boiler operation. According to the load changes, select the training and test data shown in Figure 3 . Because the data collected contain noise and a proportion of data are incorrect (i.e. outliers), data preprocessing is the prerequisite for data-driven modeling. With a reasonable cutoff frequency, the low-pass filter can eliminate both noise and outliers. The transfer function of the typical first-order low-pass filter can be expressed as follows:
wherein ω is the cutoff frequency. The different data after appropriate low-pass filtering, but also need to be normalized to remove the impact of units. The processed data can be used directly for model training and testing.
Neural Network Modeling
A nonlinear dynamic model can be described with the following NARMAX structure: 
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wherein u 1 , u 2 , …, and u p are the input variables; y is the output variable. n 1 , n 2 , …, n p , and n y represent the orders of u 1 , u 2 , …, u p , and y, respectively. Before modeling, the order of each variable need to be determined. If the orders selected are too low, the dynamic characteristics of the system cannot be well reflected; on the other hand, if the orders selected are too high, the overfitting of the model takes place.
In general, at some equilibrium point, a model of an input variable can be approximated by a second-order-inertia-with-pure-time-delay transfer function. That is n 1 , n 2 , …, n p =1, and n y =2. However, as the equilibrium changes, the parameters of the nonlinear model will change. When the parameter's delay time changes, it needs to increase its order accordingly. But in a small area, the delay can be approximated with a time constant. This will allow us to determine a suitable net delay and establish the model by changing the system parameters. So the structure of the NARX neural-network model of SCR de-NO x system can be expressed as follows: ( 1), ( 2)) w a n y t f u t u t u t y t y t
Wherein u w , u a , u n , and y represent the total air volume, ammonia amount, inlet NO x concentration, and outlet NO x concentration predicted by the model, respectively. τ 1 , τ 2 , and τ 3 represent there delay time between the measurement of outlet NO x concentration. The model structure is shown in Figure 4 . 
Result and Discussion
Root mean square error (RMSE) can be used to evaluate the performance of a model. In addition, the RMSE of training data can function as the indicator for the generalization ability of a model. RMSE was calculated as follows:
wherein the number of samples is denoted by n; the actual and predicted output are represented by o and y, respectively. Using particle swarm optimization (PSO), the pure delay time is obtained as follows: τ 1 =9, τ 2 =9, and τ 3 =3. At this point, the model fits best with the training data. The RMSEs of test data set 1 and 2 are 7.5524 and 3.1691, respectively. It shows that the model has good accuracy and generalization ability. The output profiles of the model in both tests are shown in Figure 5 . 
Conclusions
In this paper, the input variables relative to the denitration process were verified based on the SCR de-NO x mechanism and the dominant variables were screened according to the features of the operation data of a coal-fired power plant. On the basis of the dynamic characteristics of the self-balancing process in the vicinity of an equilibrium state, we proposed a model-order optimization method with the fixation of delay time, based on the possible transformation between time delay and inertia time constant. In addition, the dynamic models, before and after the model-structure optimization, were established independently. The comparison of the experimental results demonstrates that the reasonable model-structure optimization can improve the generalization ability of the neural-network model, resulting in the more accurate prediction of the model for the dynamic characteristics of the SCR de-NO x system.
