Abstract The paper presents a novel technique to create implementations of the basic primitives used in symbolic program analysis: forward symbolic evaluation, weakest liberal precondition, and symbolic composition. We used the technique to create a system in which, for the cost of writing just one specification-an interpreter for the programming language of interest-one obtains automatically generated, mutually-consistent implementations of all three symbolic-analysis primitives. This can be carried out even for languages with pointers and address arithmetic. Our T. Reps has an ownership interest in GrammaTech, Inc., which has licensed elements of the technology reported in this publication. 
Introduction
The use of symbolic-reasoning primitives for forward symbolic evaluation, weakest liberal precondition (WLP), and symbolic composition has experienced a resurgence in program-analysis tools because of the power that they provide when exploring a program's state space.
Model-checking tools, such as SLAM [1] and BLAST [15] , as well as hybrid concrete/symbolic program-exploration tools, such as DART [11] , CUTE [34] , YOGI [14] , SAGE [12] , BITSCOPE [5] , and DASH [3] use forward symbolic evaluation, WLP, or both. An important subroutine in these tools is to determine the following: given a path π in the program, is π feasible (i.e., executable)?
Given path π, symbolic evaluation is used to construct a path formula ψ for π such that π is feasible if and only if ψ is satisfiable. Moreover, a model of ψ can be used to create an input for the program that causes execution to follow path π .
Some of the aforementioned tools also use WLP to identify new predicates that split part of a program's state space [1, 3] . Proof-carrying code systems [30] , use WLP to create verification conditions. Bug-finding tools, such as ARCHER [37] and SATURN [36] , as well as commercial bug-finding products, such as Coverity's PREVENT [7] and GrammaTech's CODESONAR [13] , use symbolic composition. Formulas are used to summarize a portion of the behavior of a procedure. Suppose that procedure P calls Q at call-site c, and that r is the site in P to which control returns after the call at c. When c is encountered during the exploration of P, such tools perform the symbolic composition of the formula that expresses the behavior along the path [entr y P , . . . , c] explored in P with the formula that captures the behavior of Q to obtain a formula that expresses the behavior along the path [entr y P , . . . , r ].
Motivation
The standard approach to implementing each of the symbolic-analysis primitives for a programming language of interest (which we call the subject language 1 ) is to create hand-written translation procedures-one per symbolic-analysis primitive-that convert subject-language commands into appropriate formulas. Such an approach can be extremely tedious. It is also error prone: a system can contain subtle inconsistency bugs if the different translation procedures adopt different "views" of the semantics.
One manifestation of an inconsistency bug would be that if one performs symbolic evaluation of a path π starting from a state that satisfies ψ = WLP(π, ϕ), the resulting symbolic state does not entail ϕ. Such bugs undermine the soundness of an analysis tool.
The consistency problem is compounded by the issue of aliasing: most subject languages permit memory states to have complicated aliasing patterns, but usually it is not obvious that aliasing is treated consistently across implementations of symbolic evaluation, WLP, and symbolic composition.
Such bugs are easy to introduce because each translation procedure must encode the subject language's semantics; however, the encodings for symbolic evaluation, WLP, and symbolic composition have different flavors.
Our own interest is in analyzing machine code, such as x86 and PowerPC. Unfortunately, machine-code instruction sets have hundreds of instructions, as well as other complicating factors, such as the use of separate instructions to set flags (based on the condition that is tested) and to branch according to the flag values, the ability to perform address arithmetic and dereference computed addresses, etc. To appreciate the need for tool support for creating symbolic- 1 Semantic reinterpretation is a program-generation technique, and thus we follow the terminology of the partial-evaluation literature [19] , where the program on which the partial evaluator operates is called the subject program (Sect. 9 discusses the connections between our approach and partial evaluation). In logic and linguistics, the programming language would be called the "object language". We avoid that terminology because of possible confusion in Sect. 5, which discusses the application of semantic reinterpretation to machine-language programs. In the compiler literature, an object program is a machine-code program produced by a compiler.
analysis primitives for real machine-code languages, consult the Intel instruction-set reference manual ( [16, Sect. 3.2] and [17, Sect. 4 .1]), and imagine writing three separate encodings of each instruction's semantics to implement symbolic evaluation, WLP, and symbolic composition. Some tools (e.g., [5, 12] ) need an instruction-set emulator, in which case a fourth encoding of the semantics is also required. Moreover, most instruction sets have evolved over time, so that each instruction-set family has a bewildering number of variants.
Our approach
To address these issues, this paper presents a way to automatically obtain mutually-consistent, correct-by-construction implementations of symbolic primitives, by generating them from a specification of the subject language's concrete semantics.
The semantics of the basic symbolic-reasoning primitives are easy to state; for instance, if τ (σ, σ ) is a 2-state formula that represents the semantics of an instruction, then WLP(τ, ϕ) can be expressed as ∀σ .(τ (σ, σ ) ⇒ ϕ(σ )). However, this formula uses quantification over statesi.e., second-order quantification-whereas SMT solvers, such as Yices [9] and Z3 [8] , support only quantifier-free first-order logic. Hence, such a formula cannot be used directly.
For a simple language that has only int-valued variables, it is easy to recast matters in first-order logic. For instance, the WLP of postcondition ϕ with respect to an assignment statement var = rhs; can be obtained by substituting rhs for all (free) occurrences of var in ϕ: ϕ [var ← rhs] . For real-world programming languages, however, the situation is more complicated. For instance, for languages with pointers, Morris's rule of substitution [27] requires taking into account all possible aliasing combinations. In general, tool builders need to create implementations of symbolic primitives for full languages, and hence must be prepared to accommodate whatever features the language supports.
We present a method to obtain quantifier-free, first-orderlogic formulas for (a) symbolic evaluation of a single command, (b) WLP with respect to a single command, and (c) symbolic composition for a class of formulas that express state transformations. The generated implementations are guaranteed to be mutually consistent, and also to be consistent with an instruction-set emulator (for concrete execution) that is generated from the same specification of the subject language's concrete semantics.
Primitives (a) and (b) immediately extend to compound operations over a given program path for use in forward and backwards symbolic evaluation, respectively; see Sect. 6. (The design of client algorithms that use such primitives to perform state-space exploration is an orthogonal issue that is outside the scope of this paper.)
Semantic reinterpretation
Our approach is based on factoring the concrete semantics of a language into two parts: (i) a client specification, and (ii) a semantic core. The interface to the core consists of certain base types, function types, and operators (sometimes called a semantic algebra [28] ), and the client is expressed in terms of this interface. Such an organization permits the core to be reinterpreted to produce an alternative semantics for the subject language. The idea of exploiting such a factoring comes from the field of abstract interpretation [6] , where semantic reinterpretation has been proposed as a convenient tool for formulating abstract interpretations [20, 26, 29, 32 ] (see Sect. 2).
Achievements and contributions
We used the approach described in the paper to create a "Yacc-like" tool for generating mutually-consistent, correct-by-construction implementations of symbolic-analysis primitives for instruction sets (Sect. 8). The input is a specification of an instruction set's concrete semantics; the output is a triple of C++ functions that implement the three symbolic-analysis primitives. The tool has been used to generate such primitives for x86 and PowerPC. To accomplish this, we leveraged an existing tool, TSL [25] , as the implementation platform for defining the necessary reinterpretations. However, we wish to stress that the ideas presented in the paper are not TSL-specific; other ways of implementing the necessary reinterpretations are possible (see Sect. 2).
The contributions of this paper lie in the insights that went into defining the specific reinterpretations that we use to obtain mutually-consistent, correct-by-construction implementations of the symbolic-analysis primitives, and the discovery that WLP could be obtained by using two different reinterpretations working in tandem. The paper's other contributions are summarized as follows:
-We present a new application for semantic reinterpretation, namely, to create implementations of the basic primitives for symbolic reasoning (Sects. 4, 5) . In particular, two key insights allowed us to obtain the primitives for WLP and symbolic composition:
-The first insight was that we could apply semantic reinterpretation in a new context, namely, to the interpretation function of a logic (Sect. 4). -The second insight was to define a particular form of state-transformation formula-called a structureupdate expression (see Sect. 3.1)-to be a first-class notion in the logic, which allows such formulas (i) to serve as a replacement domain in various reinterpretations, and (ii) to be reinterpreted themselves (Sect. 4).
-We show how reinterpretation can automatically create a WLP primitive that implements Morris's rule of substitution for a language with pointers [27] (Sect. 4). -We conducted an experiment that used the generated symbolic-evaluation primitive on real x86 code. The experiment showed that using an exact symbolic-evaluation primitive, as opposed to one that approximates the real semantics, is slower by a factor of 1.07 but is dramatically more accurate (Sect. 8).
Moreover, we demonstrate that this approach to creating symbolic-analysis primitives can handle languages with pointers and address arithmetic (Sects. 4, 5) . For expository purposes, simplified languages are used throughout. Our discussion of machine code (Sects. 3.3, 5) is based on a greatly simplified fragment of the x86 instruction set; however, our implementation (Sect. 8) works on code from real x86 programs compiled from C++ source code, including C++ STL, using Visual Studio.
Organization
Section 2 presents the basic principles of semantic reinterpretation by means of an example in which reinterpretation is used to create abstract transformers for abstract interpretation. Section 3 defines the logic that we use, as well a simple source-code language (PL) and an idealized machinecode language (MC). Section 4 discusses how to use reinterpretation to obtain the three symbolic-analysis primitives for PL. Section 5 addresses reinterpretation for MC. Section 6 explains how other language constructs beyond those found in PL and MC can be handled. Section 7 describes how non-determinism can be incorporated into our approach. Section 8 describes our implementation and the experiment carried out with it. Section 9 discusses related work. Section 10 presents some conclusions. Appendix A presents correctness proofs.
Semantic reinterpretation for abstract interpretation
This section presents the basic principles of semantic reinterpretation in the context of abstract interpretation. We use a simple language of assignments, and define the concrete semantics and an abstract sign-analysis semantics via semantic reinterpretation.
Example 1 (Adapted from [26] ) Consider the following fragment of a denotational semantics, which defines the meaning of assignment statements over variables that hold signed 32-bit int values (where ⊕ denotes exclusive-or):
We use the notation "σ [I → v]," to mean the State that acts like σ except that argument I is mapped to v. The function I can be understood as an interpreter for the language: I s σ is the state that results from executing statement s on the state σ . A sequence of statements can be executed by repeatedly calling I. For instance, consider the program shown in Fig. 1a , which swaps two ints. Execution of this code, starting from the state σ 0 = {x → −1, y → 2} can be achieved as follows:
The languages derivable from Expr and State define the subject language. The semantics is defined using a meta-language. In this example, the meta-language has one base type (Int32). It supports defining map types (State = Id → Int32) and user-defined functions (E and I). It also supports operations on base-type values (e.g., "_ ⊕ _"), map-access operations (σ I ), map-update operations (σ [I → E E σ ]), and invocation of user-defined functions (E E σ ).
To highlight better the role of the meta-language, we introduce names for certain aspects of the meta-language. For instance, the one base type, whose standard interpretation is Int32, will be called Val. We also introduce names for the following operators:
-"_xor _", whose standard interpretation is "_ ⊕ _". -lookup, for map-access operations.
-store, for map-update operations.
The specification given earlier is thus rewritten as follows:
For the concrete (or "standard") semantics, the meta-language types and operators are defined as follows: Fig. 1a , sign-analysis reinterpretation creates abstract transformers that, given the initial abstract state σ 0 = {x → neg, y → pos}, produce the abstract states shown in Fig. 2 .
Remark As originally proposed by Mycroft and Jones [20, 29] , semantic reinterpretation involves refactoring the specification of a language's concrete semantics into a suitable form by introducing appropriate combinators that are subsequently redefined to create the different subject-language interpretations. While that style of semantic reinterpretation is also supported by our implementation (see the discussion of the TSL system [25] , which is our implementation platform, in Sect. 10), we generally work with a fixed set of combinators, namely, the operations supported by the meta-language. The advantage of our approach is that it allows our implementation to act as a "Yacc"-like tool for generating symbolic-analysis primitives from a semantic description of an instruction set. Further discussion of these issues can be found in Sects. 8 and 10.
Semantic reinterpretation versus standard abstract interpretation
Semantic reinterpretation [20, 26, 29, 32 ] is a form of abstract interpretation [6] , but differs from the way abstract interpretation is normally applied: in standard abstract interpretation, one reinterprets the constructs of each subject language; in contrast, with semantic reinterpretation one reinterprets the constructs of the meta-language. Standard abstract interpretation helps in creating semantically sound tools; semantic reinterpretation helps in creating semantically sound tool generators. In particular, if you have N subject languages and M analyses, with semantic reinterpretation you obtain N × M analyzers by writing just N + M specifications: concrete semantics for N subject languages and M reinterpretations. With the standard approach, one must write N × M abstract semantics.
Semantic reinterpretation versus translation to a common intermediate representation
The mapping of subject-language constructs to meta-language operations that one defines as part of the semantic-reinterpretation approach resembles a translation to a common intermediate representation (CIR) data structure. Thus, another approach to obtaining "systematic" reinterpretations that are similar to semantic reinterpretations-in that they apply to multiple subject languages-would be to translate subject-language programs to a CIR, and then create various interpreters that implement different abstract interpretations of the node types of the CIR data structure. Each interpreter would then be applied to (the translation of) programs in any subject language L for which one has defined an L-to-CIR translator. Compared with interpreting objects of a CIR data type, the advantages of semantic reinterpretation (i.e., reinterpreting the constructs of the meta-language) are 1. The presentation of our ideas is simpler because one does not have to introduce an additional language of trees for representing CIR objects. 2. With semantic reinterpretation, there is no explicit CIR data structure to be interpreted. In essence, semantic reinterpretation removes a level of interpretation, and hence generated analyzers should run faster.
To some extent, however, the decision to explain our ideas in terms of semantic reinterpretation is just a matter of presentational style. The goal of the paper is not to argue the merits of semantic reinterpretation per se; on the contrary, the goal is to present particular interpretations that yield three desirable symbolic-analysis primitives for use in programanalysis tools. Semantic reinterpretation is used because it allows us to present our ideas in a concise manner. The ideas introduced in Sects. 4 and 5 can be implemented using semantic reinterpretation-as we did (see Sect. 8); alternatively, they can be implemented by defining a suitable CIR datatype and creating appropriate interpretations of the CIR's node types-again using ideas similar to those presented in Sects. 4 and 5.
A logic and two programming languages
This section defines quantifier-free first-order bit-vector logic, L, a simple source-code language, PL, which only has int-valued variables and pointer variables, and a simple machine-code language MC. 
The rest of the syntax of L[·] is defined as follows:
represents an if-then-else expression. Names of the form F ∈ FuncId, possibly with subscripts and/or primes, are function symbols. A FuncExpr of the form
is called a structure-update expression. It specifies a structure-transformation operation that yields a structure in which the identifier I i is updated to the value of term T i , and the function identifier F j is updated to the value of functionexpression FE j . The subscripts i and j implicitly range over certain index sets, which will be omitted to reduce clutter. To emphasize that I i and F j refer to next-state quantities, we sometimes write structure-update expressions with primes:
. {I i ← T i } specifies the updates to the interpretations of the constant symbols and {F j ← FE j } specifies the updates to the interpretations of the function symbols (see below). Thus, a structure-update expression ({I i ← T i }, {F j ← FE j }) can be thought of as a kind of restricted 2-vocabulary (i.e., 2-state) formula
Semantics of L
The semantics of L[·] is defined in terms of a logical structure, which gives meaning to the Id and FuncId symbols of the logic's vocabulary:
(ι↑1) assigns meanings to constant symbols, and (ι↑2) assigns meanings to function symbols. ("( p↑1)" and "( p↑2)" denote the first and second components, respectively, of a pair p.)
The factored semantics of L is presented in Fig. 3 
Because U U ι retains from ι the value of each constant I and function F for which an update is not defined explicitly in U (i.e., I ∈ (Id − {I i }) and F ∈ (FuncId − {F j })), as a notational convenience we sometimes treat U as if it contains an identity update for each such symbol; that is, we say that (U ↑1)I = I for I ∈ (Id − {I i }), and (U ↑2)F = F for F ∈ (FuncId − {F j }).
3.2 PL: a simple source-level language PL is the language from Sect. 2, extended with some additional kinds of int-valued expressions, an address-generation expression, a dereferencing expression, and an indirect-assignment statement. Note that arithmetic operations can also occur inside a dereference expression; i.e., PL allows arithmetic to be performed on addresses (including bitwise operations on addresses: see Example 2).
The factored semantics of L
Semantics of PL
The factored semantics of PL is presented in Fig. 4 . The semantic domain Loc stands for locations (or memory addresses). We identify Loc with the set Val of values. A state σ ∈ State is a pair (η, ρ), where, in the standard semantics, environment η ∈ Env = Id → Loc maps identifiers to their associated locations and store ρ ∈ Store = Loc → Val maps each location to the value that it holds.
The standard interpretations of the operators used in the PL semantics are
Handling computations that "Go Wrong"
In accounts of axiomatic semantics [31] and relational semantics [35] , one generally considers four outcomes of an execution: an execution terminates (in some final state), goes wrong, blocks, or diverges. Because we are only providing the semantics of individual statements/instructions, to simplify matters, we consider only semantic specifications that are terminating. This eliminates outcomes that block or diverge.
We sidestep the need for an explicit outcome for "goes wrong" by introducing an additional BVal variable in the state, isRunning, which is set to false to model computations that "go wrong". In the extended semantics, a state σ ∈ State is a triple (η, ρ, isRunning). Figure 5 shows a sketch of how to add the semantics of the outcome for "divide-by-zero". For the moment, we consider only deterministic specifications. Section 7 discusses how we handle non-determinism.
MC: a simple machine-code language
MC is based on the x86 instruction set, but greatly simplified to have just four registers, one flag, and four instructions. 
Semantics of MC
The factored semantics of MC is presented in Fig. 6 . It is similar to the semantics of PL, although MC exhibits two features not part of PL: there is an explicit program counter (EIP), and MC includes the typical feature of machine-code languages that a branch is split across two instructions (CMP . . . JZ). An MC state σ ∈ State is a triple (mem, reg, flag), where mem is a map Val → Val, reg is a map register → Val, and flag is a map flagName → BVal. We assume that each instruction is 4 bytes long; hence, the execution of a MOV, CMP or XOR increments the program-counter register EIP by 4. CMP sets the value of ZF according to the difference of the values of the two operands; JZ updates EIP depending on the value of flag ZF. 
To create such expressions automatically using semantic reinterpretation, we use formulas of the logic 
Straightforward simplifications are also performed; e.g., 0 ⊕ a simplifies to a, etc. Other simplifications that we perform are similar to ones used by others, such as the preprocessing steps used in decision procedures (e.g., the ite-lifting and read-over-write transformations for operations on functions [10] ). -cond residuates an ite(·, ·, ·) Term when the result cannot be simplified to a single branch.
The other operations used in the PL semantics are reinterpreted as follows:
By extension, this produces functions E, B, and I with the types shown in Fig. 7 .
In particular, given a StructUpdate U , function I translates a statement s of PL to the StructUpdate I s U in logic L [PL] . To perform symbolic evaluation along a path π , one starts with the StructUpdate U id = (∅, {F ρ ← F ρ }) and repeatedly calls function I with the next statement in π and the current StructUpdate.
Example 2 The steps of symbolic evaluation of Fig. 1a via semantic reinterpretation, starting with U id , are shown in Fig. 8 . The resulting StructUpdate, U swap , can be considered to be the 2-vocabulary formula
which expresses a state change in which the values of program variables x and y are swapped.
Algebraic simplification plays an important role. For example, when y is updated in U 1 by
Example 3 To illustrate symbolic evaluation for an example that involves pointers and pointer-dereferencing operations, The StructUpdate U 4 obtained via our symbolic-evaluation primitive can be considered to be the 2-vocabulary formula
which expresses a state change that does not usually perform a successful swap. The example shows that the symbolicevaluation method can faithfully track non-trivial situations that involve pointer aliasing.
The correctness of our method for performing symbolic evaluation is captured by the following theorem:
Theorem 1 For all s ∈ Stmt, U ∈ StructUpdate, and ι ∈ LogicalStruct, the meaning of I s U in ι (i.e., U I s U ι) is equivalent to running I on s with an input state obtained from U U ι. That is,
Proof See Appendix A.1.
WLP
WLP(s, ϕ) characterizes the set of states σ such that the execution of s starting in σ either fails to terminate or results in a state σ such that ϕ(σ ) holds. For a language that only has int-valued variables, the WLP of a postcondition (specified by formula ϕ) with respect to an assignment statement var = rhs; can be expressed as the formula obtained by substituting rhs for all (free) occurrences of var in ϕ: ϕ [var ← rhs] .
For a language with pointer variables, such as PL, syntactic substitution is not adequate for finding WLP formulas. For instance, suppose that we are interested in finding a formula for the WLP of postcondition x = 5 with respect to * p = e;. It is not correct merely to perform the substitution (x = 5)[ * p ← e]. That substitution yields x = 5, whereas the WLP depends on the execution context in which * p = e; is evaluated:
-If p points to x, then the WLP formula should be e = 5.
-If p does not point to x, then the WLP formula should be x = 5.
The desired formula can be expressed informally as
For a program fragment that involves multiple pointer variables, the WLP formula may have to take into account all possible aliasing combinations. This is the essence of Morris's rule of substitution [27] . One of the most important features of our approach is its ability to create correct implementations of Morris's rule of substitution automatically-and basically for free.
Example 4 In L[PL]
, such a formula would be expressed as shown in the lower row below.
In Example 6, we will show how the latter formula is created via semantic reinterpretation. 
although straightforward simplifications are also performed. -cond L residuates an ite(·, ·, ·) Term when the result cannot be simplified to a single branch. -lookupId and lookupFuncId are resolved immediately, rather than residuated:
-access and update are discussed below.
By extension, this produces reinterpreted meaning functions U, FE, F, and T .
Somewhat surprisingly, we do not need to introduce an explicit operation of substitution for our logic because a substitution operation is produced as a by-product of reinterpretation. In particular, in the standard semantics for L, the return types of meaning function T and helper function lookupId are both Val. However, in the reinterpreted semantics, a Val is a Term-i.e., something symbolic-which is used in subsequent computations. Thus, when ι ∈ LogicalStruct is reinterpreted as U ∈ StructUpdate, the reinterpretation of formula ϕ via F ϕ U substitutes Terms found in U into ϕ: F ϕ U calls T T U , which may call lookupId U I ; the latter would return a Term fetched from U , which would be a subterm of the answer returned by T T U , which in turn would be a subterm of the answer returned by F ϕ U .
To create a formula for WLP via semantic reinterpretation, we make use of both F, the reinterpreted logic semantics, and I, the reinterpreted programming-language semantics. The WLP formula for ϕ with respect to statement s is obtained by performing the following computation:
Example 5 
Using the method given in Eq. (1), we obtain the following
(To understand the last step, see the discussion of access below.)
To understand how pointers are handled during the WLP operation, the key reinterpretations to concentrate on in L [PL] are the ones for the operations of the meta-language that manipulate FVals (i.e., arguments of type Val → Val)-in particular, access and update. We want access and update to enjoy the following semantic properties:
Note that these properties require evaluating the results of access and update with respect to an arbitrary ι ∈ LogicalStruct. As mentioned earlier, it is desirable for reinterpreted base-type operations to perform simplifications whenever possible, when they construct Terms, Formulas, FuncExprs, and StructUpdates. However, because the value of ι is unknown, access and update operate in an uncertain environment.
To use semantic reinterpretation to create a WLP primitive that implements Morris's rule, simplifications are performed by access and update according to the definitions given in Fig. 10 . The possible-equality case for access Fig. 10 introduces ite terms. As illustrated in Example 6, it is these ite terms that cause the reinterpreted operations to account for possible aliasing combinations, and thus are the reason that the semantic-reinterpretation method automatically carries out the actions of Morris's rule of substitution [27] .
Example 6 We now demonstrate how semantic reinterpretation produces the L[PL] formula for WLP( * p = e, x = 5) claimed in Example 4.
Note how the case for access that involves a possibleequality comparison causes an ite term to arise that tests "F ρ (p) = x". The test determines whether the value of p is the address of x, which is the only aliasing condition that matters for this example.
Although WLP is sometimes confused with the formulamanipulation operations used to obtain a formula that WLP(s, ϕ) . In fact, there are an infinity of acceptable formulas. A formula ψ is acceptable if ψ holds in the pre-state structure ι exactly when ϕ holds in the post-state structure I s ι.
Definition 1 (Acceptable WLP
where σ is the State that corresponds to LogicalStruct ι (i.e., σ = ((ι↑1), (ι↑2)F ρ ); see Appendix A). First, consider the left-hand side. As shown in Fig. 8 ,
. Now consider the right-hand side. Let U 1,2 and U 3 be defined as follows:
As shown in Fig. 11 ,
The semantic correctness of the symbolic-composition primitive U is captured by the following theorem, which shows that the meaning of U U 2 U 1 is the composition of the meanings of U 2 and U 1 :
Proof See Appendix A.3.
Symbolic analysis for MC via reinterpretation
To obtain the three symbolic-analysis primitives for MC, we use a reinterpretation of MC's semantics that is essentially identical to the reinterpretation for PL, modulo the fact that the semantics of PL is written in terms of the combinators lookupEnv, lookupStore, and updateStore, whereas the semantics of MC is written in terms of lookup reg , store reg , lookup flag , store flag , lookup mem , and store mem . Lookup and store operations for MC, such as lookup mem and store mem , are handled the same way that lookupStore and updateStore are handled for PL.
Because we placed ZF in the set of constant symbols (which denote Int32 values), we use the following definitions of lookup flag and store flag , where in store flag the Int32 values 1 and 0 encode T and F, respectively. 3 3 To simplify the exposition, L is intentionally a limited logic over values of type Int32. To define lookup flag and store flag , it would be more convenient to use a logic with Boolean-valued constant symbols B j ∈ BoolId, in which case a StructUpdate would be a triple of the form
Example 8 Figure 1d shows the MC code that corresponds to the swap code in Fig. 1a : lines 1-3, lines 4-6, and lines 7-9 correspond to lines 1, 2, and 3 of Fig. 1a , respectively. For the MC code in Fig. 1d , I MC swap U id , which denotes the symbolic evaluation of swap, produces the StructUpdate ⎛ Figure 1d illustrates why it is essential to be able to handle address arithmetic: an access on a source-level variable is compiled into machine code that dereferences an address in the stack frame computed from the frame pointer (EBP) and an offset. This example shows that I MC is able to handle address arithmetic correctly.
WLP
To create a formula for the WLP of ϕ with respect to instruction i via semantic reinterpretation, we use the reinterpreted MC semantics I MC , together with the reinterpreted L [MC] footnote 3 continued
and lookup flag and store flag could be defined as follows: Example 9 Figure 12a shows a source-code fragment; Figure 12b shows the corresponding MC code. (To simplify the MC code, source-level variable names are used.) In Fig. 12a , the largest set of states just before line [3] that cause the branch to ERROR to be taken at line [4] is described by WLP( * p = e, x = 5). In Fig. 12b , an expression that characterizes whether the branch to ERROR is taken is WLP(s [1] - [5] , (EIP = c [7] )), where s [1] - [5] denotes instructions [1]- [5] of Fig. 12b , and c [7] is the address of ERROR. Using semantic reinterpretation,
produces the formula
which, transliterated to informal source-level notation, is ((( p = &x) ? e : x) − 5) = 0. Even though the (source-level) branch is split across two instructions in Fig. 12b , WLP can be used to recover the branch condition. First, WLP cmp x,5; jz ERROR, (EIP = c [7] ) returns the formula ite ((F mem (x) -5) = 0), c [7] , c [6] = c [7] , as shown by the following derivation: [7] , c [6] ⎞ ⎠ = c [7] Second, because c [7] = c [6] , the formula in the last line simplifies to (F mem (x) -5) = 0; i.e., in source-level terms, (x − 5) = 0.
Symbolic composition
For MC, symbolic composition can be performed using U MC .
Other language constructs

Branching
Example 9 illustrated a WLP computation across a machinecode branch instruction. We now illustrate forward symbolic evaluation across a branch.
Example 10 Suppose that an if-statement is represented by
IfStmt(BE, Int32, Int32),
where BE is the condition and the two Int32s are the addresses of the true-branch and false-branch, respectively. Its factored semantics would specify how the value of the program counter PC changes:
In the reinterpretation for symbolic evaluation, the
, where ϕ BE is the Formula obtained for BE under the reinterpreted semantics. To obtain the branch condition for a specific branch, say the true-branch, we evaluate
, which (assuming that c T = c F ) simplifies to ϕ BE . (A similar formula simplification was performed in Example 9 on the result of the WLP formula.)
Loops
One kind of intended client of our approach to creating symbolic-analysis primitives is hybrid concrete/symbolic state-space exploration [5, 11, 12, 34] . Such tools use a combination of concrete and symbolic evaluation to generate inputs that increase coverage. In such tools, a program-level loop is executed concretely a specific number of times as some path π is followed. The symbolic-evaluation primitive for a single instruction is applied to each instruction of π to obtain symbolic states at each point of π . A path-constraint formula that characterizes which initial states must follow π can be obtained by collecting the branch formula ϕ BE obtained at each branch condition by the technique described above; the algorithm is shown in Fig. 13 .
x86 String instructions
x86 string instructions can involve actions that perform an a priori unbounded amount of work (e.g., the amount performed is determined by the value held in register ECX at the start of the instruction). This can be reduced to the loop case discussed above by giving a semantics in which the instruction itself is one of its two successors. In essence, the "microcode loop" is converted into an explicit loop (see Fig. 14 ).
Procedures
A call statement's semantics (i.e., how the state is changed by the call action) would be specified with some collection of operations. Again, the reinterpretation of the state transformer is induced by the reinterpretation of each operation:
-For a call statement in a high-level language, there would be an operation that creates a new activation record. The reinterpretation of this would generate a fresh logical constant to represent the location of the new activation record. -For a call instruction in a machine-code language, register operations would change the stack pointer and frame pointer, and memory operations would initialize fields of the new activation record. These are reinterpreted in exactly the same way that register and memory operations are reinterpreted for other constructs.
Dynamic allocation
Two approaches are possible:
-The allocation package is implemented as a library. One can apply our techniques to the machine code from the library. -If a formula is desired that is based on a high-level semantics, a call statement that calls malloc or new can be reinterpreted using the kind of approach used in other systems (a fresh logical constant denoting a new location can be generated).
Incorporating non-determinism
Many formalisms for symbolic analysis of programs support the use of non-determinism, which is useful for writing "harness code" (code that models the possible client environments from which the code being analyzed might be called), as well as for modeling the possible inputs to a program. A common approach is to provide a primitive that returns an arbitrary value of a given type. Examples include the SdvMakeChoice primitive of SLAM [1] and the havoc(x) primitive of BoogiePL [2] . In this section, we discuss adding such a primitive, CALL randInt32, to MC. CALL randInt32 is an instruction that assigns an arbitrary value to register EAX. 4 We refer to MC extended with CALL randInt32 as NDMC. This section describes how implementations of the basic primitives used in symbolic program analysis are obtained for NDMC. (Essentially the same method can be applied to a version of PL extended with its own primitive for generating an arbitrary Int32 value.)
Because our approach to creating implementations of the primitives used in symbolic program analysis is based on semantic reinterpretation, our goal is to give a concrete semantics for CALL randInt32 whose reinterpretation produces the desired effect. At an intuitive level, we would like to treat each invocation of CALL randInt32 as reading the next input value, and have the semantics of the program arrange to record all of the input values. To carry out something equivalent to this, we assume that the meta-language in which semantic specifications are written supports a primitive for creating a random map, which is a map initialized with arbitrary values. 5 Rather than recording input values, we will materialize-in a random map that is part of the input state-the sequence of non-deterministic values that EAX will receive on successive calls to CALL randInt32. The state will also contain an index-variable, which indicates the index of the next choice. Thus, all non-determinism in the concrete semantics is pushed onto the initialization of the random map in the initial state; all transitions thereafter are deterministic.
The CALL randInt32 instruction and its semantics are defined as an extension of the MC language presented in Sect. 3.3:
An NDMC state is defined in terms of The concrete semantics of CALL randInt32 is defined as follows: 
WLP in the presence of non-determinism
In previous sections, we have referred to the backwardsreasoning primitive generated by our method as WLP, which is correct for the situation considered in Sects. 4 and 5, namely languages whose primitive statements/instructions are total and deterministic. In the terminology of relational semantics [35] , one considers two backwards-reasoning primitives, pre and pre, defined as follows (where R is a binary relation on Q, and ϕ defines a subset of Q):
pre specifies the set of all predecessors in R of states that satisfy ϕ. pre specifies the largest set of states such that for each state q all successors of q (possibly the empty set) satisfy ϕ.
The backwards-reasoning primitive considered in Sects. 4 and 5 could be referred to as either pre or pre, because the two operators are identical for total, deterministic transitions. For a non-deterministic transition system, however, pre and pre are different. For instance, execution of the havoc(x) primitive of BoogiePL [2] assigns an arbitrary value to x. For havoc(x), pre and pre are defined as follows:
The following example shows that the backwardsreasoning primitive created by our technique behaves similarly to pre.
Example 11
Consider what the backwards-reasoning primitive creates for EAX = 5 with respect to CALL randInt32:
F choiceMap can be thought of as an array of logical variables. In the quantifier-free logic we work with, formulas are implicitly existentially quantified. Letting v denote F choiceMap (choiceIndex), the formula F choiceMap (choiceIndex) = 5 can be thought of as the quantifier-free version of the formula ∃v.v = 5, which corresponds to pre havoc(v) (v = 5).
Thus, in earlier sections it would have been more precise to have referred to the backwards-reasoning primitive as pre, rather than WLP-although the term WLP was also correct because earlier sections dealt only with languages whose primitive statements/instructions are total and deterministic.
Guaranteed replay in the presence of non-determinism
The application of directed test generation [5, 11, 12, 34] requires path constraints that enable the test-generation system to create new test inputs that are guaranteed to follow a particular path through the program. 6 In particular, during forward symbolic evaluation, we want path-constraint generation (Fig. 13) to produce a formula such that when a theorem prover is able to provide an assignment that satisfies the formula, the satisfying assignment serves as an initial state that will cause concrete execution of the program to follow a specific path. The paths of interest are ones that replay at least part of a previous execution trace.
The situation is illustrated in Fig. 15 . During directed test generation, suppose that a concrete execution trace T follows the path from Start to P. Associated with T are three (1) , and F choiceMap (2) , respectively. To create a new initial state that causes a concrete execution of the program to follow the same path, except to branch the opposite way at B 2 (to reach Q), we need the satisfying assignment returned by the theorem prover to satisfy the constraints on F choiceMap (0) and F choiceMap (1) and the negated constraint on F choiceMap (2) path constraints obtained from the branch instructions at B 0 , B 1 , and B 2 . The three constraints constrain the values of F choiceMap (0), F choiceMap (1) , and F choiceMap (2) , respectively. To increase branch coverage, a directed-test-generation tool would like to obtain an initial state that drives the program along the same path, except when it reaches B 2 , when the program should proceed to Q.
With the scheme presented in this section, the theorem prover is able to create such an initial state by providing initial values for the first three entries of F choiceMap (which models the random map choiceMap).
Repeatability comes from the fact that we have kept the concrete semantics deterministic by, in essence, recording all non-deterministically chosen values in a kind of shadow input stream. As a result, repeatability is automatically obtained for both symbolic evaluation as well as WLP. In each case, for a given path we obtain an assignment for the input that forces execution along that path: in symbolic evaluation, one works forwards and collects path constraints; in WLP, one works backwards starting from T; the solver is constrained to return an assignment that, at each branch instruction, causes a concrete execution to branch in the direction that stays on the path.
Implementation and evaluation
Implementation
In our implementation, the abstract syntax and concrete semantics of an instruction set are specified using a language called TSL (Transformer Specification Language) [25] . Decoding (i.e., translation of binary-encoded instructions to abstract syntax trees) is specified using a tool called ISAL (Instruction Set Architecture Language). The relationship between ISAL and TSL is similar to the relationship between Flex and Bison-i.e., a Flex-generated lexer passes tokens in a shared language of tokens to a Bison-generated parser. In our case, a shared language of abstract syntax trees serves as the formalism for communicating values-namely, abstract syntax trees for instances of specific instructions-from ISAL to TSL.
Compared with other specification languages for instruction sets, TSL has one unique feature: from a single specification of the concrete semantics of an instruction set, a multiplicity of static-analysis, dynamic-analysis, and symbolic-analysis components can be generated automatically. The TSL system consists of two parts: -The TSL language for specifying an instruction set's abstract syntax and concrete semantics. TSL is a strongly typed, first-order functional language with a datatypedefinition mechanism for defining recursive datatypes, plus deconstruction by means of pattern matching. -The TSL compiler, which translates a specification to a common intermediate representation (CIR). The CIR generated for a given TSL specification is a C++ template that can be used to create multiple analysis components by instantiating the template in different ways.
TSL has two classes of users: (1) instruction-set specifiers use the TSL language to specify the concrete semantics of different instruction sets; (2) analysis developers create new analyses by instantiating the CIR in different ways. The TSL language is a strongly typed, first-order functional language with a datatype-definition mechanism for defining recursive datatypes, plus deconstruction by means of pattern matching. Writing a TSL specification for an instruction set is similar to writing an interpreter in first-order ML. One specifies (i) the abstract syntax of the instruction set, by defining the constructors for a (reserved, but user-defined) type instruction; (ii) a type for concrete states, by defining-e.g., for 32-bit Intel x86-the type state as a triple of maps:
where INT32 and INT8 refer to 32-bit and 8-bit integers, respectively, and reg32 and flag are types for the names of 32-bit registers and the names of condition-codes, respectively; and (iii) the concrete semantics of each instruction by writing a TSL function state interpInstr(instruction I, state S){…}; Each analysis component is defined by reinterpreting the constructs of the TSL meta-language. The meta-language supports a fixed set of base-types; a fixed set of arithmetic, bitwise, relational, and logical operators; and a facility for defining map-types. Each TSL reinterpretation is defined over the meta-language constructs, by redefining (in C++) the TSL base-types and base-type operators, and (if necessary) the map-types and map-type operators (i.e., access and update). These are used to instantiate the CIR template. Each instantiation defines an alternative interpretation of each expression and function in a semantic definition, and thereby yields an alternative semantics.
We used TSL to (1) When semantic reinterpretation is performed in the manner supported by TSL, it is independent of any given subject language. Consequently, now that we have carried out steps (1)- (4), all three symbolic-analysis primitives can be generated automatically for a new instruction set IS merely by writing a TSL specification of IS, and then applying the TSL compiler. In essence, TSL acts as a "Yacc-like" tool for generating symbolic-analysis primitives from a semantic description of an instruction set.
To illustrate the leverage gained by using the approach presented in this paper, the table shown in Fig. 16 lists the number of (non-blank) lines of C++ that are generated from the TSL specifications of the x86 and PowerPC instruction sets. The number of (non-blank) lines of TSL are indicated in bold.
The C++ code is emitted as a template, which can be instantiated with different interpretations. For instance, instantiations that create C++ implementations of I x86 · and I PowerPC · (i.e., emulators for x86 and PowerPC, respectively) can be obtained trivially. Thus, for a hybrid concrete/symbolic tool for x86, our tool essentially furnishes 23,109 lines of C++ for the concrete-execution component and 23,109 lines of C++ for the symbolic-evaluation component. Note that the 1,510 lines of TSL that defines F · , T · , FE · , and U · needs to be written only once.
In addition to the components for concrete and symbolic evaluation, one also obtains an implementation of WLP-via the method described in Sect. 4-by calling the C++ implementations of F · and I · : WLP(s, ϕ) = F ϕ (I s U id ). By Theorem 2 of Appendix A, WLP is Fig. 16 The number of (non-blank) lines of C++ that are generated from the TSL specifications of the x86 and PowerPC instruction sets. The number of (non-blank) lines of TSL are indicated in bold guaranteed to be consistent with the components for concrete and symbolic evaluation (modulo bugs in the implementation of TSL).
Evaluation
Some tools that use symbolic reasoning employ formula transformations that are not faithful to the actual semantics. For instance, the SAGE system for directed test generation [12] uses an approximate x86 symbolic evaluation in which concrete values are used when non-linear operators or symbolic pointer dereferences are encountered. As a result, its symbolic evaluation of a path can produce an "unfaithful" path-constraint formula ϕ; that is, an actual execution path may not match the program path predicted by the path-constraint formula ϕ. This situation is called a divergence [12] . Because the intended use of SAGE is to generate inputs that increase coverage, it can be acceptable for the tool to have a substantial divergence rate (due to the use of unfaithful symbolic techniques) if the cost of performing symbolic operations is lowered in most circumstances.
In contrast with directed test generation, to model check machine code [21] an implementation of a faithful symbolic technique is required. A faithful symbolic technique could raise the cost of performing symbolic operations because faithful path-constraint formulas could be a great deal more complex than unfaithful ones. Thus, our experiment was designed to answer the question "What is the cost of using exact symbolic-evaluation primitives instead of unfaithful ones?" It would have been an error-prone task to implement a faithful symbolic-evaluation primitive for x86 machine code manually. Using TSL, however, we were able to generate a faithful symbolic-evaluation primitive from an existing, well-tested TSL specification of the semantics of x86 instructions. We also generated an unfaithful symbolic-evaluation primitive that adopts SAGE's approximate approach. We used these to create two directed-test-generation tools that perform statespace exploration-one that uses the faithful primitive, and one that uses the unfaithful primitive.
Although the presentation in earlier sections was couched in terms of simplified core languages, the implemented tools work with real x86 programs. Our experiment used seven C++ programs, each exercising a single algorithm from the C++ STL, compiled under Visual Studio 2005.
To compare the two tools' divergence rates and running times, we used the algorithm shown in Fig. 17 . All execution runs were performed on a single core of a quad-core 3.0 GHz Pentium Xeon processor running Windows XP, configured so that a user process has 4 GB of memory. Table 1 shows the divergence rates and running times that we measured. Table 1 reports the number of tests executed, the average length of the trace obtained from the tests, and the average number of branches in the traces. For the faithful version, we report the average time taken for concrete execution (CE) and symbolic evaluation (SE). In the approximate ("unfaithful") version, concrete execution and symbolic evaluation were done in lock step and their total time is reported in (CE+SE). (All times are in seconds.) For each version, we also report the average time taken by the SMT solver (Yices [9] ), the average number of constraints found (|ϕ|), and the divergence rate. For the approximate version, we also show the average distance (as a percentage of the total length of the trace) before a diverging test diverged. T F /T A denotes the ratio of the times (CE+SE+SMT) for the faithful version and the approximate version.
On average, the unfaithful primitive had a 57% divergence rate (computed as the arithmetic mean of the seven measured divergence rates), whereas no divergences were reported for the faithful primitive. The faithful primitive had 9.27 times more constraints in ϕ than the unfaithful primitive (computed as the geometric mean of the ratios of the two versions for the seven programs), and was about 1.07 times slower than the unfaithful version (geometric mean).
Related work
Symbolic analysis is used in many recent systems for testing and verification:
-Hybrid concrete/symbolic tools for directed test generation [5, 11, 12, 34] use a combination of concrete and symbolic evaluation to generate inputs that increase coverage. They use concrete evaluation to identify an executable path π . They use symbolic evaluation to obtain a path formula for π , then change the formula to be one The columns in bold highlight the result that the faithful method gives rise to many more constraints (on average), but has a much lower divergence rate CE time for concrete execution; SE time for symbolic execution; SMT solver time; |ϕ| = avg. number of constraints found; Div. divergence rate; CD+SE time for concrete + symbolic execution (when run in lock-step); Dist. avg. distance before a diverging test diverges. T F /T A denotes the ratio of the times (CE+SE+SMT) for the faithful version and the approximate version (all times are in seconds)
for a path π that follows the same sequence of branches as π , except that at the final branch node π branches in the direction opposite to the one taken by π , and call an SMT solver to determine if there is an input that drives the program down π . -WLP can be used to create new predicates that split part of a program's abstract state space [1, 3] . -Symbolic composition is useful when a tool has access to a formula that summarizes a called procedure's behavior [36] ; re-exploration of the procedure is avoided by symbolically composing a path formula with the procedure-summary formula.
However, compared with the way such symbolic-analysis primitives are implemented in existing program-analysis tools, our work has one definite advantage: it creates the key concrete-execution and symbolic-analysis components in a way that ensures by construction that they are mutually consistent.
We use a declarative approach: one provides a specification of the subject language's standard semantics; then, as described in Sects. 4 and 5, mutually-consistent implementations of symbolic evaluation, WLP, and symbolic composition are obtained from the subject language's standard semantics by (i) reinterpreting meta-language constructs in terms of logic, and (ii) reinterpreting a logic's meaning functions. The advantage of this approach is that one obtains implementations of (a) concrete execution, (b) symbolic evaluation, (c) WLP, and (d) symbolic composition from a single specification, which removes the possibility of different analysis components having different "views" of the semantics.
It appears to be the case that in most tools, the concrete-execution and symbolic-analysis primitives are not implemented in a way that guarantees such a consistency property. For instance, in the source code for B2 [18] (the next-generation Blast), one finds symbolic evaluation (post) and WLP implemented with different pieces of code, and hence mutual consistency is not guaranteed. WLP is implemented via substitution, with special-case code for handling pointers. Any modification of the B2 intermediate representation would require changing both post and WLP, and possibly rethinking the substitution method.
Recently, directed-test-generation tools have been created for x86 executables-e.g., SAGE [12] and BITSCOPE [5] .
-BITSCOPE is a framework that takes an x86 executable and provides information about execution paths that can be used for additional, more specific analyses, such as finding out what inputs cause erroneous behavior. To perform symbolic evaluation, they first translate each x86 instruction into an intermediate representation that is designed to model the semantics of the original x86 instruction, including all implicit side effects (such as flags that are set), register addressing modes, and other issues. Symbolic evaluation is performed on the IR with a symbolic transformer for each IR statement. -SAGE is a white-box fuzz-testing tool for x86 Windows applications [12] . The system uses offline, trace-based constraint generation: concrete execution and symbolic evaluation are performed over a separately recorded, replayable execution trace in which the outcome of each nondeterministic event encountered during the recorded run has been captured. To generate path constraints, SAGE maintains a concrete state and a symbolic state-a pair of stores that associate each memory location and register to a byte-sized value and a symbolic tag, which is an expression that represents either an input value or a function of some input values. A symbolic tag is propagated on the trace during the process of symbolic evaluation by using a symbolic transformer written specifically for each instruction. The concrete store is sometimes used to concretize symbolic values that are overly complex. In SAGE, symbolic pointer dereferences are intentionally ignored to reduce complexity. SAGE could be improved to increase coverage by using more precise path constraints created from the symbolic-evaluation primitive produced by our technique. Sect. 8 shows that the faithful constraints created by our technique dramatically reduce the number of divergences with only a modest (7%) increase in running time.
BITSCOPE uses the approach of translating each instruction to a common intermediate representation (CIR) (see Sect. 2), which provides a level of assurance that the concreteexecution and symbolic-evaluation components are mutually consistent. SAGE uses independently created components for capturing execution traces and for path-constraint generation. It also uses approximate techniques during the symbolicevaluation part of constraint generation; hence, the treatment of program semantics in SAGE is definitely inconsistent, which causes divergences. (WLP and symbolic composition do not play a role in either SAGE or BITSCOPE.) Readers should not confuse the topic of the present paper-which focuses on particular reinterpretations that yield three desirable symbolic-analysis primitives for use in program-analysis tools-with the authors' previous paper about the TSL system [25] . As explained in Sect. 8, we used TSL as our implementation platform to create the various logic-based reinterpretations that are used to obtain the three primitives. Although logic-based reinterpretation was mentioned in [25] as a way to translate the semantics of an instruction to a formula, it was just one of several reinterpretations sketched in that paper. The idea of applying logic-based reinterpretation to the meaning functions of the logic itselfthereby generating implementations of WLP and symbolic composition-is entirely new to the present paper.
Moreover, as discussed in Sect. 2, the technique of semantic reinterpretation itself (i.e., reinterpreting the constructs of the meta-language) is not even required if one wants to obtain consistent implementations of the three symbolic-analysis primitives. Semantic reinterpretation was used in the paper because it allowed us to present the ideas from Sects. 4 Given such a goal for the primitive to be created, it is not surprising that partial-evaluation techniques come into play in the tool that generates implementations of such primitives. In essence, we wish to partially evaluate I with respect to Stmt s so that the residual object captures the semantics of s, while at the same time the result is translated to L. Semantic reinterpretation permits us to do this: Let U s be the StructUpdate I s U id . Then U s is the partial evaluation of I with respect to s, translated to logic. In our implementation, the TSL system is supplied with a TSL program for the meaning function I (i.e., interpInstr). Although TSL is not a partial-evaluation system per se, for reasons discussed in [24, §3.4] , the TSL compiler performs binding-time analysis [19] , and annotates the code for interpInstr to create an intermediate representation in a two-level language [33] . In our case, Level 1 corresponds to parameter I of interpInstr, and Level 2 corresponds to parameter state. To generate implementations of symbolic-analysis primitives via semantic reinterpretation, we use two different reinterpretations for the two levels: -Concrete semantics (C) for Level 1.
-Something close to the Herbrand interpretation (H) for Level 2: operators of L are used as syntactic constructors, but algebraic simplifications are performed whenever possible.
Let interpInstr-CH denote interpInstr-2level reinterpreted in this fashion. When interpInstr-CH is executed, it creates a residual expression as output. Because concrete semantics is used for level 1, all parts of interpInstr that are not relevant to the form of I are eliminated. Overall, the TSL compiler and the two interpretations create something that is very similar to a generating extension [19] interpInstr-gen for interpInstr. If p is a two-input program, a generating extension p-gen is any program with the property that for every input pair a and b, where p a (b) = p (a, b) .
Thus, I-gen is a program such that for every statement s and State σ ,
Generating extension interpInstr-gen would be a program with the following property:
interpInstr-gen (I) = interpInstr I , where
interpInstr-CH has similar properties:
Consequently, interpInstr-gen and interpInstr-CH are not the same, although the difference between is quite small. interpInstr-CH still requires two inputs to be supplied (but we could use the trivial value U id for the second input).
When partial-evaluation machinery is included in the discussion, the explanation is complicated by the number of language levels involved. Consequently, in the body of the paper we chose to base the discussion on the simpler principle of semantic reinterpretation, which has benefits and drawbacks: -The benefit is that the explanation is simpler, and could also be useful for direct hand implementation when a meta-system such as TSL is not available. -The drawback is that in some of the sections it may appear that many steps perform rather trivial transliteration of expressions from programming language PL i into expressions of the corresponding logic L[PL i ]. In part, this is an artifact of trying to present the method in an easy-to-digest manner; in part, it mimics the behavior of a generating extension: copying (or transliterating) the appropriate residual expression is one of the principles of "writing a generating extension by hand" [4, 22] .
Conclusion
This paper presents a way to obtain automatically mutually-consistent, correct-by-construction implementations of symbolic primitives-in particular, quantifier-free, firstorder-logic formulas for (a) symbolic evaluation of a single command, (b) WLP with respect to a single command, and (c) symbolic composition for a class of formulas that express state transformations. The approach presented in the paper involves generating implementations of each of the primitives from a single specification of the subject language's concrete semantics. The generated implementations are guaranteed to be mutually consistent (modulo bugs in the implementation of the program-generation implementation), and also to be consistent with an instruction-set emulator (for concrete execution) that is generated from the same specification of the subject language's concrete semantics.
In the paper, the method used to generate such implementations is semantic reinterpretation, a technique originally introduced by Mycroft and Jones [20, 29] as a method for formulating abstract interpretations. In this paper, we are not doing abstract interpretation per se (i.e., to over-approximate the concrete semantics [6] ), but we take two-fold advantage of their methodology: we use two separate semantic reinterpretations-(i) reinterpretation of a programming language's meaning function(s), and (ii) reinterpretation of a logic's meaning function(s). The two kinds of reinterpretations define the key primitives I, F , and U from which the desired implementations of symbolic evaluation, WLP, and symbolic composition are obtained.
As far as we are aware, the application of semantic reinterpretation to a logic is a new idea. A related innovation on which our results rest was to define a particular form of statetransformation formula (structure-update expressions) as a first-class notion in the logic. By this device, such formulas could (i) serve as a replacement domain in the reinterpretations of both the programming language's meaning functions and the logic's meaning functions, and (ii) be reinterpreted themselves.
We applied our technique to both the x86 and PowerPC instruction sets, using the TSL system [25] as our implementation platform. 7 Sect. 8 discusses the substantial leverage that we obtained using TSL's facilities for semantic reinterpretation: from 6,580 lines of TSL, 101,788 lines of C++ were produced that implement I, I, F, T , FE, and U for x86 and PowerPC. Moreover, for each instruction set all six primitives are guaranteed to be mutually consistent (modulo bugs in the implementation of TSL and in the implementations of the primitives for the two kinds of reinterpretations).
As proposed by Mycroft and Jones [20, 29] , in a semantic reinterpretation one refactors the specification of a language's concrete semantics into a suitable form by introducing appropriate combinators that are subsequently redefined. While this style of semantic reinterpretation is supported by the TSL system, ordinarily one never has to be concerned with refactoring a specification. Instead, each reinterpretation is performed at the meta-level; that is, each reinterpretation involves redefining the approximately 40 primitives of the TSL meta-language. 8 In our TSL-based semantic reinterpretations of specifications of the concrete semantics of x86 and PowerPC, we did not have to refactor the specification to introduce any special combinators.
Finally, we conducted an experiment that used the generated primitives on x86 code, compiled under Visual Studio 2005 from C++ STL source code, to gain insight on the question "What is the cost of using exact symbolicevaluation primitives instead of unfaithful ones in a system for directed test generation?" The experiment showed that using exact symbolic-analysis primitives, as opposed to ones that approximate the real semantics, is slower by a factor of 1.07, but is dramatically more accurate.
Appendix A
In this section, we give correctness proofs for our generated primitives for symbolic evaluation, WLP, and symbolic composition. These apply to the language PL (Sect. 3.2) and reinterpretations given in Sect. 4; the proofs for MC differ only slightly.
As a notational convenience, we do not distinguish between a State and a LogicalStruct. A LogicalStruct ι corresponds to the State : ((ι↑1), (ι↑2)F ρ ) . Because, for PL, logical structures only contain the single function F ρ , there is a one-to-one correspondence with states. Hence, whenever necessary (e.g. in the applications of E . , B . , and I . ), we assume that that a LogicalStruct ι is coerced to ((ι↑1), (ι↑2)F ρ ).
A.1 Correctness of the symbolic-evaluation primitive Lemma 1 (Relationship of E to E and B to B)
Proof The two lemmas are simultaneously proved using structural induction on E and B E, as shown below. Let U be ({I i ← T i }, {F j ← FE j }).
Note 
// by ind. via (1) and (2) = E BE ? E 1 : E 2 (U U ι) (2) 
Theorem 1 For all s ∈ Stmt, U ∈ StructUpdate, and ι ∈ LogicalStruct, the meaning of I s U in ι (i.e.,
U I s U ι) is equivalent to running I on s with an input state obtained from U U ι. That is,
U I s U ι = I s (U U ι).
Proof (i)
(ii) U I * I = E; U ι = U updateStore U (E I U ) (E E U ) ι (ii)
// by ind. via (1) and (2) = F ϕ ? T 1 : T 2 (U U ι) (2) and therefore, by Definition 1, F ϕ I s U id is an acceptable WLP formula for ϕ with respect to s.
(v) T T FE(T ) U ι = T FE FE U (T T U ) ι = (FE FE FE U ι)(T T T U ι) = (FE FE (U U ι))(T T (U U ι)) // by ind. via (3) = T FE(T ) (U U ι)
(i) F F T U ι = F T ι = T = F T (U U ι) (ii) F F F U ι = F F ι = F = F F (U U ι) (iii) F F T 1 rop L T 2 U ι = F T T 1 U relop L (rop L ) T T 2 U ι = T T T 1 U ι relop L (rop L ) T T T 2 U ι = T T 1 (U U ι) relop L (rop L ) T T 2 (U U ι) // by ind. via (1) = F T 1 rop L T 2 (U U ι) (iv) F F ¬ ϕ 1 U ι = F ¬ F ϕ 1 U ι = ¬F F ϕ 1 U ι = ¬F ϕ 1 (U U ι) // by ind. via (2) = F ¬ ϕ 1 (U U ι) (v) F F ϕ 1 bop L ϕ 2 U ι = F F ϕ 1 U boolop L (bop L ) F ϕ 2 U ι = F F ϕ 1 U ι boolop L (bop L ) F F ϕ 2 U ι = F ϕ 1 (U U ι) boolop L (bop L ) F ϕ 2 (U U ι) // by ind. via (2) = F ϕ 1 bop L ϕ 2 (U U ι) (3) (i) lhs = FE FE F U ι = FE lookupId U F ι = FE (U ↑2)F ι rhs = FE F (U U ι) = FE F ((ι↑1)[I i → T T i ι], f ) = lookupFuncId ((ι↑1)[I i → T T i ι], f ) F = FE (U ↑2)F ι (ii) FE FE FE 0 [T 1 → T 2 ] U ι = FE (FE FE 0 U )[T T 1 U → T T 2 U ] ι = FE (FE FE 0 U ) ι[T T T 1 U ι → T T T 2 U ι] = FE FE 0 (U U ι)[T T 1 (U U ι) → T T 2 (U U ι)] // by ind. via (1) = FE FE 0 [T 1 → T 2 ] (U U ι)
A.3 Correctness of the symbolic-composition primitive
We now show that the meaning of U U 2 U 1 is the composition of the meanings of U 2 and U 1 .
Theorem 3 For all U
Proof Let U 2 = ({I i ← T i }, {F j ← FE j }); let I k and F m range over Id and FuncId, respectively; and let ι ∈ LogicalStruct be an arbitrary logical structure.
