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[1] 5 $(G, W,X, \delta, \lambda)$ .
(1) $G$ : .
(2) $W$ : .
(3) $X$ : . ,
, $i$
$[q_{i}, T_{i}]$ .
(4) $\delta$ : .
(5) $\lambda$ : .
,
. , $(k, i)$
$i$ ( ) $w_{i}$ . , $w_{i}$
.
$w_{i}=$ $\sum$ $w_{ki}$
$k$ firing $\langle k,i)\in E$
$\delta$ , $t$ $i$ $(s_{i}, w_{i})$
, $t+1$ $s_{\acute{i}}$ . $\lambda$ , ,
$(j, i)$ $w_{ji}$ , $j$ “=j $f_{j}$ $(s_{i}, w_{i,ji}w, f_{j})$
, . , $\delta$ $\lambda$ , .
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$\delta(s_{i}, w_{i})=s_{\acute{i}}$ , $\lambda(s_{i}, w_{i}, w_{ji}, f_{j})=w_{\acute{j}i}$
,
. , IC






StepO: Prommpt: $\tilde{x}_{1},\tilde{x}_{2}$ .
$\{q_{i}=\mathrm{A}\mathrm{M}, w_{i}\geq 2\}\Rightarrow$ { $q_{i}$ $:=\mathrm{U}\mathrm{M},$ $T_{i}:=w_{i}$ , if $f_{j}=0$ then $w_{ji}:=0$ }.
,
. Prompt , ( )





. , 2 ,
AM , UM , $w_{i}$ ,
$0$ .
3
= $\{0,1\}$ $\mathrm{B}$ . $\mathrm{B}$ -/ , $\mathrm{B}^{n}arrow \mathrm{B}$
, $n$ -J . $x_{1},$ $\ldots,$ $x_{n}$ “- ,
$\{x_{1}, \ldots, x_{n}\}$ $X_{n}$ . , $X_{n}$ $f$ $f(X_{n})$ . “
$f$ : $\mathrm{B}^{n}arrow \mathrm{B}$ , $f(X_{n})$ $x_{1},$ $\ldots,$ $x_{n}$
, . $n$ , $S_{f}$ –
.
$S_{f}=$ { $m\in \mathrm{N}|$ $m$ 1 $X_{n}\in \mathrm{B}^{n}$ $f(X_{n})=1$ }
, .
, 3 , – .





1: $N_{3}$ . ( ), ( ).
1, $-1$ . $0$ $0$ .
, ,
( )
. , , $\mathrm{M}\mathrm{T}$
, $\text{ _{ } _{ } }$ . ,
$G$ , IC .






$t^{-}+2$ : Prompt: $n_{13}$ .
$\{q_{i}=\mathrm{S}0\}\Rightarrow$ {if $f_{j}=1$ then $w_{ji}:=1$ }.
, , , $f(x_{1}, x2, x_{3})=1$
$(x_{1}, x_{2,3}X)$ . t A ,
.
, $S_{f_{0}}=\{1,3\}$ 3 .
, $f(X_{n})=1$ , $X_{n}=(0,1,0)$ $N_{3}$
. , $N_{3}$ 1 , $n_{2},$ $n_{3},$ $n_{4},$ $n_{5},$ $n_{7}$ . ,
2 , $n_{3}$ $n_{4}$ , 2
$n_{10}$ . $n_{13}$ SO
, 2 $n_{13}$ ,
$n_{10}$
$\dot{n}_{13}$ $0$ 1 .
44
, $X_{n}=(1,1,1)$ . , $N_{3}$ 1
, $n_{2},$ $n_{4,6,7}nn,$ $n_{8}$ . , 2
, $n_{7}$ $n_{8}$ , 2 $n_{12}$
. $n_{13}$ SO $\text{ },$ $\text{ }$ $2$
}$\backslash \backslash ^{\backslash }n_{13}$ , $n_{12}$ $n_{13}$ $0$ 1 .
, $N_{3}$ , $X_{n}=(0,0,1),$ $(1,0,0)$ ,
, $N_{3}$ .
, $N_{3}$ 2 ,
$N_{3}$ . , $N_{3}$ f .
4
(1) , “ $-[]\mathrm{s}$
. , 1 \mbox{\boldmath $\sigma$}) $N_{3}$ 1 , $0,$ $\pm 1,$ $\pm 2,$ $\ldots$ $,$ $\pm n$
$2(n+1)$ , $0,$ $\pm 1,$ $\pm 2,$
$\ldots,$
$\pm 2^{n}$ $(2^{n+1}+2)$
, $2^{n}$ , A
.
(2) , $N_{3}$ $n$ $N_{n}$ . , $n$
. $f\in F_{n}$ , $\{X_{n}|f(X_{n})=1\}$
, $N_{n}$ A , $N_{n}$ $f$
. , $N_{n}$ (universal) .
( ) , , .
, $N_{3}$ $F_{3}$ , $N_{3}$ 1 2 ,
. , 2 ,
$n_{9},$ $n_{10},$ $n11,$ $n_{12}$ 1 $n_{14}$ , $n_{14}$
$n_{13}$ 3 . , $n$
$2^{n+1}$ , $n_{13}$ $n_{14}$ $2^{n+1}$
, $n$ ,
. , ( )
.
5
, (precondition-based learning) .
, , ( ) +( ) $=$ ( )
. , ,
, .
, Chomsky , ( ) $+$
45
2: .
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