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Resumen
El problema de exclusi¶on mutua se basa en
el acceso a un ¶unico e indivisible recurso.
Con el auge de los sistemas distribuidos esta
problem¶atica se convirti¶o en una necesidad
en diferentes tipos de aplicaciones. Los algo-
ritmos para soportar exclusi¶on mutua en am-
bientes distribuidos se clasi¯can en: pasajes
de mensajes y datos compartidos (memoria
compartida distribuida). El trabajo se basa
en algoritmos distribuidos de memoria com-
partida asincr¶onica. A partir del algorit-
mo de Tournament se desarrolla un proto-
colo de simple escritura y m¶ultiple lectura.
Obteniendo ventajas en el dise~no e imple-
mentaci¶on del mismo, ya que es mucho m¶as
costoso el acceso a variables compartidas de
m¶ultiple escritura que a variables compar-
tidas de simple escritura.
1 Introducci¶on
En los sistemas distribuidos existen un con-
junto de procesos que interact¶uan con el ¯n
de resolver un problemas. En muchos casos,
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existen v¶³nculos entre estos procesos para
trabajar en forma cooperativa; una manera
de compartir el trabajo es utilizando recursos
compartidos, como pueden ser dispositivos,
c¶odigo, datos, etc. Algunos de los recursos
que son compartidos, en un determinado in-
stante de tiempo pueden ser solamente acce-
didos por un n¶umero limitado de procesos, el
caso m¶as conocido que s¶olo un proceso pue-
da tener acceso a ese recurso, denominado
exclusi¶on mutua.
El estudio de la exclusi¶on mutua es el prob-
lema de manejar el acceso a un ¶unico e in-
divisible recurso (como por ejemplo una im-
presora) que solamente puede soportar a un
usuario a la vez, entre n usuarios U1..Un, o
los con°ictos resultantes de varios procesos
concurrentes compartiendo recursos. Alter-
nativamente, se puede pensar ¶este como el
problema de asegurarque ciertas secciones de
c¶odigo de programa sean ejecutadas en forma
estrictamente exclusiva (secci¶on cr¶³tica).
Un usuario con acceso al recurso es mod-
elado estando en la regi¶on cr¶³tica, la cual es
simplemente un subconjunto de sus estados
posibles.
Cuando un usuario no est¶a involucrado de
ninguna manera con el recurso, se dice que
est¶a en la regi¶on resto. Para obtener la ad-
misi¶on a la regi¶on cr¶³tica, un usuario ejecu-
ta un protocolo de entrada (trying), despu¶es
que utiliza el recurso, se ejecuta un protoco-
lo de salida (exit). Este procedimiento puede
repetirse, de modo que cada usuario sigue un
ciclo, desplaz¶andose desde la regi¶on resto, a
la regi¶on de entrada, luego a la regi¶on cr¶³tica
y por ¶ultimo a la regi¶on de salida, y luego
vuelve a comenzar el ciclo en la regi¶on resto.
En este trabajo se presenta un protoco-
lo de exclusi¶on mutua para un ambiente de
memoria compartida distribuida asincr¶onica
basado en el algoritmo de Tournament, con
la utilizaci¶on de variables de control para ac-
ceder a la regi¶on cr¶³tica de simple escritura y
m¶ultiple lectura.
2 Algoritmo de Tournament
El algoritmo de Tournament permite resolver
el problema de exclusi¶on mutua para n proce-
sos; est¶a basado en el algoritmo de exclusi¶on
mutua de Peterson para dos procesos. Para
simpli¯car, se asume que n es el n¶umero de
procesos, y es una potencia de 2. La nu-
meraci¶on de los procesos comienza en 0 y
termina en n-1, en vez de 1 hasta n.
Cada proceso est¶a ocupado en una serie
de competiciones de O(log n) para obtener el
recurso. Puede pensarse que la competici¶on
est¶a dispuesta en un ¶arbol de competencia
binario de n hojas, las n hojas corresponden
de izquierda a derecha a los procesos 0 .. (n-
1).
Se trabaja en un completo ¶arbol binario.
Las hojas corresponden a los n procesos. Se
utilizan en el algoritmo las siguientes fun-
ciones.
² comp (i,k) ! en el nivel k del proceso i,
es la cadena que consiste de los bits de
mayor orden del log n - k de la repre-
sentaci¶on binaria de i. (es el padre).
² role (i,k)! el rol del proceso i en el nivel
k de competici¶on del proceso i, es el bit
del (log n - k +1) de la representaci¶on
binaria de i.
² oponentes (i,k) ! los oponentes del pro-
ceso i en el nivel k de competici¶on del
proceso i, es el conjunto de ¶³ndices de
procesos con el mismo orden mayor de
bits en log n - k y el opuesto bit en (log
n - k + 1).
El algoritmo ser¶³a:
Variables compartidas
Para cada cadena binaria x de a lo sumo longitud
log n - 1:
Turn(x) 2 0,1, inicialmente arbitraria, escrito y
le¶³do por exactamente aquellos procesos i para los
cuales x es un pre¯jo de la representaci¶on binaria de
i.
Para cada i, 0 · i · n-1:
Flag(i) 2 0,..., log n, inicialmente 0, escrita por i y
le¶³da por todo j 6= i
Proceso i :
** Regi¶on Resto **
try i
para k=1 hasta log n hacer
°ag(i) := k frepresenta a los diferentes nivelesg
turn(comp(i,k)) := role(i,k)
waitfor [ 8 j 2 oponentes(i,k) : °ag(j) < k] o
[turn(comp(i,k)) 6= role (i,k)]
crit i




El algoritmo de Tournament satisface ex-
clusi¶on mutua con la propiedad de libre de
interbloqueo y de progreso.
Una propiedad poco atractiva del algorit-
mo de Tournament es que utiliza como vari-
able/dato compartido (turn) de m¶ultiple es-
critura/m¶ultiple lectura. Este tipo de vari-
ables son dif¶³ciles y costosas de implementar
en muchas clases de sistemas de multiproce-
sador como ocurre en sistemas de pasaje
de mensajes. Es mejor dise~nar algoritmos
que utilicen solamente simple escritura y
m¶ultiple lectura en sus variables/datos, o
a¶un mejor, simplemente escritura y simple
lectura en sus variables datos (pero reduce
la concurrencia).
>Qu¶e suceder¶³a sino fuera potencia
de 2?
El ¶arbol binario no ser¶³a completo esto impli-
ca que para los procesos denominados i con
valor cercano a n en algunos niveles no ten-
dr¶³a oponentes. En la ¯gura se observa un
¶arbol binario completo para 8 procesos / no-
dos. En el caso que hubiera s¶olo 6 procesos
/ nodos en el segundo nivel para los procesos
5 y 6 no tienen oponentes y pueden pasar al
pr¶oximo nivel de competencia.
Si el proceso desciende de la rama derecha
siempre tendr¶a oponentes sino depender¶a del
nivel en que se encuentre.
Si se extiende el algoritmo para que N no
sea potencia de 2, se debe calcular los niveles
que presenta el algoritmo, ya que log N no
ser¶a un n¶umero entero sino que en la mayor¶³a
de los casos ser¶a un n¶umero real.
Se consideran las siguientes de¯niciones
para las funciones que se utilizan en el al-
goritmo.
² comp (i,k) ! el nivel k del proceso i, es
la cadena que consiste de los (etapas - k )
bits de mayor orden de la representaci¶on
binaria de i.
² Etapas ! est¶a representando la canti-
dad de bits necesaria para almacenar
hasta el valor (n-1)
² Role(i,k)! el rol del proceso i en el niv-
el k de competici¶on del mismo, es el bit
(etapas - k +1) de la representaci¶on bi-
naria de i. (representa si desciende de la
rama derecha o izquierda).
² Oponentes(i,k) ! los oponentes del pro-
ceso i en el nivel k de competici¶on del
proceso i, es el conjunto de ¶³ndices de
procesos con el mismo orden de bits en
(etapas - k) y el opuesto en (nivel - k +
1)
La modi¯caci¶on afectar¶³a de la siguiente
manera al algoritmo:
Try i
Si truncar(log(n)) = log (n) entonces
etapas = truncar(log(n))
Sino
etapas = truncar(log(n)) + 1
Fin si
fetapas contiene la cantidad de nivelesg
para k=1 hasta etapas hacer
°ag(i) := k frepresenta a los diferentes nivelesg
turn(comp(i,k)) := role(i,k)
si role(i,k) 6= 0 ¶o (i · n-k) entonces
waitfor [8 j2 oponentes(i,k) : °ag(j) < k] o
[turn(comp(i,k)) 6= role (i,k)]
3 Algoritmo Propuesto (sim-
ple escritura / m¶ultiple
lectura)
La utilizaci¶on de variables de control de
m¶ultiple escritura para el obtener el acceso
a la regi¶on cr¶³tica son muy costosas e ine-
¯cientes de implementar. La utilizaci¶on de
variables de control de simple escritura para
el acceso a la secci¶on cr¶³tica facilita el dise~no
e implementaci¶on de los protocolos.
En la rede¯nici¶on del algoritmo y en su
transformaci¶on a simple escritura y m¶ultiple
lectura, no es necesario utilizar la variable de
control °ag para acceder a la secci¶on cr¶³tica.
En la pr¶oxima ¯gura se muestra un ejemp-
lo de ¶arbol en el cual se considera que se tiene
un ¶arbol con 4 niveles con un total de 16 pro-
cesos, considerando que se tienen solamente
13 procesos en el sistema. Se puede observar
que el proceso 13 no tendr oponentes en los
niveles 1 y 2 de competencia. En el algoritmo
se considera que tenga oponentes reales.
El algoritmo con las modi¯caciones ser¶³a
el siguiente:
Variables compartidas
Para cada cadena binaria x de a lo sumo longitud
etapas -1 y
Para cada i, 0 · i · n-1
Turn(x,i) 2 Z [ Null, escrita por i y le¶³da por todo
j 6= i
Proceso i
** Regi¶on Resto **
try i
si truncado(log(n)) = log(n) entonces
etapas := truncado(log(n)) fetapas contiene la
cantidad de nivelesg
sino
etapas := truncado(log(n)) + 1
¯n si
para k=1 hasta etapas hacer
turn(comp(i,k),i) := role(i,k)
si role(i,k) 6= 0 ¶o (i ·n-k) entonces
(8 j 2 oponentes(i,k)
si turn(comp(i,k),j) 6= Null entonces
turn(comp(i,k),i) := turn(comp(i,k),i) +
turn(comp(i,k),j)))
waitfor (8 j 2 opact(i,k):
(turn(comp(i,k),j)=Null) ¶o
(turn(comp(i,k),i)<turn(comp(i,k),j)) ¶o
turn(comp(i,k),i)= turn (comp(i,k),j) y
(i > j) ))
** Regi¶on Cr¶³tica **
Exit i
turn(comp(1, 1..etapas), i):= Null
Rem i
Es conveniente modelar el algoritmo en
un modelo formal, se lo transforma en un
aut¶omata de entrada salida, requiriendo so-
lamente el testeo los oponentes activos en ca-
da uno de los niveles. Se agrega la de¯nici¶on
de OpAct(i,k).
² OpAct(i,k) ! los oponentes del proceso
i en el nivel k de competici¶on del proceso
i, es el conjunto de ¶³ndices de procesos
con el mismo orden de bits en (etapas -
k) y el opuesto en (nivel - k + 1) y que
Turn(x,j) 6= Null
Variables compartidas
Para cada cadena binaria x de longitud a lo sumo
etapas -1 y
Para cada i, 0 · i · n-1:




Exiti check ¡ oponentesi, 8 j 2 oponentes(i,nivel)




estado 2 frem, set-turn, check-oponentes,
check-turn, leave-try, crit, leave-exitg inicial-
mente rem
Nivel 2 f1 ... etapasg, inicialmente 1
S, un conjunto de ¶³ndices, inicialmente 0
O, un conjunto de ¶³ndices, inicialmente opo-
nentes(i, nivel)










If (role(i,Nivel) 6= 0) or (i · n-nivel ) then
//tiene oponentes en el nivel
S:= ;
estado := check-oponentes
Else // no tiene oponentes en el nivel
If (Nivel < etapas) then










S = S [ j




A = A [ j
// Son los procesos que no compiten en el nivel
If jSj =jOj then
If jAj = jOj then
S:=;
If Nivel < etapas then












if ((Turn(comp(i,Nivel), j) = Null) or
((Turn(comp(i,Nivel), i)<(Turn(comp(i,Nivel),j))
or ((Turn(comp(i,Nivel),i)=(Turn(comp(i,Nivel),j)
and (i >j) ) then
S := S [ j
If jSj = jOj then
S:= ;
If Nivel < etapas then



















For k :=1 to etapas do








En la ¯gura se observa que los procesos 5
y 7 son los ganadores en el primer nivel de
competencia y compiten en el segundo nivel
en donde son oponentes respectivamente. El
estado de las variables, despu¶es de pasar por
la transici¶on set-turn, es el siguiente:
Proceso 5
Turn(comp(5,2)) = role(5,2) = 0
Proceso 7
Turn(comp(7,2)) = role(7,2) = 1
Cuando un proceso es el ganador de un
nivel (en este caso el primero) vuelve al esta-
do de set-turn. Se setea el valor de la variable
de control Turn correspondiente al nivel que
se encuentra. En este estado se controla si el
proceso tienen oponentes en el nivel.
² Si no hay oponentes en el nivel se lo con-
sidera el ganador y pasa al siguiente.
² Si tiene oponentes, entonces pasa al es-
tado check-oponentes. En este estado se
chequean los oponentes que se encuen-
tran activos, y luego se pasa al estado
check-turn hasta que sea el ganador del
nivel o pueda acceder a la secci¶on cr¶³tica.
En el estado que controla turn s¶olo es-
pera por los procesos que son oponentes
activos del nivel.
Si es el ganador del nivel, pasa nuevamente
al estado set-turn y repite el proceso. En el
caso que sea el ganador del ¶ultimo nivel pasa
al estado leave-try que le permite acceder a
la secci¶on cr¶³tica cambiando el estado a crit.
Para el ejemplo de la ¯gura: Los procesos
oponentes para el proceso 5 en el nivel 2 son
los procesos 6,7. Para el proceso 7 en el nivel
2 son los procesos 4 y 5. Para el proceso 5,
en el estado check-oponentes se obtiene que
s¶olo el proceso 7 es el oponente activo para
su nivel de competencia y ocurre lo mismo
para el proceso 7. Al entrar ambos procesos
en el estado check-turn, habr¶a un ganador (el
proceso 5 ¶o el proceso 7).
En el caso que sea el proceso 5 el ganador
se dar¶³an las siguientes condiciones:
Turn(comp(5,2)) = 0
Turn(comp(7,2)) = 1
Al entrar en el estado check ¡ turn5(7)
se veri¯car¶³a que turn(comp(5,2)) <
turn(comp(7,2)) y por lo tanto se convierte
en el ganador del nivel.
En el caso que sea el proceso 7 el ganador
se dar¶³an las siguientes condiciones:
Turn(comp(5,2)) = 1
Turn(comp(7,2)) = 1
Al entrar en el estado check ¡ turn7(5)
se veri¯car¶³a que turn(comp(7,2)) =
turn(comp(5,2)) y (7 > 5) por lo tanto se
convierte en el ganador del nivel.
4 Consideraciones
Para una dada colecci¶on de usuarios (Ui) y
para un sistema de memoria compartida A
resolver el problema de exclusi¶on mutua sig-
ni¯ca satisfacer las siguientes condiciones:
² Buena Formaci¶on: en cualquier ejecu-
ci¶on, para cualquier i, la sub-secuencia
que describe la interacci¶on entre Ui y A
est¶a bien formada para i.
² Exclusi¶on Mutual: no se alcanza un es-
tado del sistema (una combinaci¶on de
un estado del aut¶omata de A y estados
para todos los Ui) en el cual m¶as de un
usuario se encuentra en la regi¶on cr¶³tica
C.
² Progreso: en cualquier punto de una eje-
cuci¶on imparcial:
1. (progreso para la regi¶on de entra-
da): si al menos un usuario est¶a
en T y ning¶un usuario en C, en un
punto posterior en el tiempo alg¶un
usuario entra a C.
2. (progreso para la regi¶on de salida):
si al menos un usuario est¶a en E,
en un punto posterior en el tiempo
alg¶un usuario entre a R.
Un algoritmo bueno de exclusi¶on mutua
deber¶³a satisfacer:
² Libre de Interbloqueo: cuando la secci¶on
cr¶³tica (regi¶on cr¶³tica) est¶a disponible,
los procesos no deben esperar inde¯nida-
mente y alguno pueda entrar.
² Libre de inanici¶on: cada requerimiento
a la secci¶on cr¶³tica deber¶³a ser eventual-
mente garantizado.
² Imparcialidad: los requerimientos ser¶an
otorgados basados en ciertas reglas de
imparcialidad. T¶³picamente, est¶a basa-
do en los requerimientos de tiempo de-
terminados por relojes l¶ogicos.
El algoritmo presentado est¶a bien forma-
do, ya que el modelo de aut¶omata de I/O
presenta esta propiedad. Para la exclusi¶on
mutua, la idea clave est¶a en que el nivel k
de competici¶on solamente permita un proce-
so ganador desde cualquier ra¶³z del sub¶arbol
en el nivel k.
En cualquier estado del sistema del algo-
ritmo planteado, un proceso i es un ganador
en el nivel k si se mantiene:




Turn(comp(i;nivel); j) y (i > j) ¶o
niveli = k y estadoi 2 fleave-try,
crit, exitg
La ¶ultima condici¶on suceder¶a cuando
niveli = etapas. Un proceso i es un com-
petidor en el nivel k, si es un oponente en el
nivel k y el niveli = k con estadoi 2 fcheck-
oponentes, check-turng.
La clave del algoritmo para mantener ex-
clusi¶on mutua es que exista un solo ganador
de cada sub¶arbol por nivel. Supongamos que
se veri¯ca hasta el nivel (k-1) y en el nivel k
hay dos ganadores entonces:
Niveli = Nivelj = k, en este caso
hay un oponente que intenta obten-
er el acceso. En la veri¯caci¶on de la
variable Turn puede suceder lo sigu-
iente:
Turn(comp(i;k); i) <
Turn(comp(i;k); j), el proceso
i pasa al siguiente nivel y el proceso
j debe esperar.
Turn(comp(i;k); i) =
Turn(comp(i;k); j), como i6=j,
¶o i>j ¶o j>i. Por ende uno de los
dos procesos avanza al siguiente
nivel y el otro debe esperar.
En los diferentes casos se contradice la
suposici¶on inicial de que hay m¶as de un
ganador por nivel en cada sub¶arbol. Por lo
tanto, el algoritmo satisface exclusi¶on mutua.
Si en una ejecuci¶on a, hay por lo menos
un proceso en la regi¶on de entrada y no hay
ning¶un proceso en la regi¶on cr¶³tica, supong-
amos que no entra ning¶un proceso. Si el pro-
ceso, denominado i, est¶a en la regi¶on de en-
trada entonces est¶a esperando en el estado de
check-turn, pero al no haber ning¶un proceso
en la regi¶on cr¶³tica, entonces nivelj < nivel
(se obtiene del chequeo de turn(comp(i,k),j)
=Null), para i6=j entonces podr¶a avanzar de
nivel y en el ¶ultimo nivel tendr¶a la posibili-
dad de acceder a la regi¶on cr¶³tica. Esto con-
tradice la suposici¶on inicial.
Si un algoritmo est¶a bien formado y es li-
bre de bloque (para todos los procesos) en-
tonces garantiza la propiedad de progreso. Si
mantiene la propiedad de vivacidad entonces
no puede ocurrir inanici¶on. >Es posible que
un proceso espere inde¯nidamente para ac-
ceder a la secci¶on cr¶³tica? Cuando un pro-
ceso i ingresa en la regi¶on de entrada, pasa
por el estado set-turn, en el cual inicializa
la variable turn para ese nivel y en el esta-
do check-oponentes controla cuales procesos
son oponentes activos, y actualiza el valor
de turn de acuerdo a los oponentes activos y
al orden de llegada, por lo tanto un proceso
j que accede despu¶es a la regi¶on de entrada,
deber¶a esperar que el proceso i tenga su acce-
so a la regi¶on cr¶³tica o al pr¶oximo nivel antes
de poder avanzar.
5 Conclusi¶on
La coordinaci¶on de procesos distribuidos re-
quieren del soporte de exclusi¶on mutua. El
ambiente de los sistemas distribuidos puede
estar basado en Memoria Compartida Dis-
tribuida o mediante la utilizaci¶on de men-
sajes. En este trabajo, se consider¶o el en-
torno de Memoria Compartida Distribuida,
utilizando variables de control compartida
para acceder a la secci¶on cr¶³tica.
El modelo presentado, basado en el algorit-
mo de Tournament, se extiende a un n¶umero
arbitrario N de procesos, sin la restricci¶on
de que sea una potencia de 2. Se utiliza
una variable de control Turn de simple es-
critura / m¶ultiple lectura. El algoritmo est¶a
bien formado, por el modelo de Aut¶omata
de I/O, garantizando la exclusi¶on mutua y
el progreso. La ventaja del algoritmo pre-
sentado est¶a en la implementaci¶on ya que es
m¶as f¶acil dise~nar y codi¯car variables com-
partidas de simple escritura y m¶ultiple lec-
tura en ambientes distribuidos; a¶un a costa
de la reducci¶on en la concurrencia en el acce-
so a los datos compartidos. En la regi¶on de
entrada se testea en cada uno de los niveles
s¶olo los procesos oponentes que se encuen-
tran activos en el momento de la competen-
cia.
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