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Hom節 制約プログラム上のMAP推 定
橋 田 浩 一・
概 要
制約(情 報の流 れ を捨 象 した記 述の レベル)に 基づ く情報処 理 システムの設計
にお ける主要 な研 究課題 は、全 体 と して妥 当 な計算 が行 なわれ るこ とを保証す
る方法であ る。 ここでは、隠れマル コフモデ ルや確率的文脈 自由文法 な どの一般
化 と してHom、 節プ ログラムにアナ ログ的 な優先度 を与 え、これ に関す るMAP
推 定(最 大事後確率推 定;m欲im㎜aposteriohprobab町estimaUon)のた
めの効率 的 な計算 法 を提案 す る。特 に 、素性 構造 な どの処理 の効率 を高 め るた
めの構造 共有の方法 に関 して論ず る。制約 に基 づ く文法 はほぼHom節 プ ログ
ラ ムによって記述可 能であ り、 この方法 によって効 率的 な処理 が期待 される。
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1は じ め に
情報 の流れ をこ と細 か く記述す る手続 き型 の設計法 に従 う限 り、複 雑 な情報 の流 れ を実現
しよう とす るとシステムが複雑化 して管理不 能 にな り、設計 が破綻 す る。人 間なみに柔軟 な
情報処理 が機械 にで きていないのは、 こうい うわけで さまざまな種類 の情報 の間の複雑 な相
互作 用 を実現 で きないか らであ る。そ こで、仕事 の手順 を具体 的に こと細か く設計 す るの を
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やめて、情報の流れをいっさい明示 しない設計 、つまり制約(constraint)を 用いることを考
える。制約 に基づ く方法では、設計の段階で破綻することはないにして もそれによって実現
される計算 は極めて複雑 なものになるから、ここでの主要な研究課題は、いかに情報の流れ
を制御 して全体 として妥当な計算が行 なわれるようにするか、という問題である。
本稿では、制約に基づ く設計において全体として妥当な計算が行なわれることを保証するた
めの一般的な方法について述べる。それは、1階のHorn節 プログラムによって表現された制約
の意味を解の候補の確率分布としてとらえ、MAP解(最 大事後確率解;maximumaposteriori
probabilitysolutionま たは最大事後優先度解;maximumaposterioripreferencesolution)
を求め る探索法である。 この枠組は、隠れマルコフモデル(HMM)(Xuang,Ariki,&Iack
1990)や 確率的文脈 自由文法(SCFG)や 確率的木接合文法(STAG)(Shabes1992)な ど、広
く用い られている既存の確率的方法の自然な拡張になっている。それら既存の方法では確率
的に独立な事象 しか扱っていないが、以下で論ずる主要な問題 は、説明(解 の候補)の 問の構
造共有か ら生ずる確率的依存関係の扱いである。
制約 に基づ く文法理論はほぼHomプ ログラムとして表現できる。また、SCFGやSTAG
を一般化するような形でHom節 に確率 を与えるのは簡単だか ら、これによって制約に基づ
く文法 に確率 を与え、文脈依存性 を理論的に捉えることができると考えられる。しかし、一
般に制約に基づ く文法理論 は素性構造(featurestmcture)の ような複雑な対象に関する制約
を含むので、そのプログラムの内容は単なるCFGやTAGで はな くな り、SCFGやSTAG
などに関す る処理方法によって効率的に処理す ることはできない。上記の構造共有は、素性
構造の処理 を含む広い範囲の計算において有効であ り、確率的制約に基づ く文法理論の効率
的な処理方法 を与えることが期待 される。
以下ではまず2節 で基本的な概念を導入し、3節 において構造共有 を用いた効率的な記号
計算法について述べ、次に4節 で包摂化を用いてMAP解 を求める方法を与 えた上で、5節
で計算の例を示す。
2優 先 度 付Hom節 プ ロ グ ラ ム
以下では例 として
(a)←P(A)〈q(A).
(b)P(X)←X=f(a).
(c)p(Y)←Y=f(b).
(d)q(Z)←Z=f(U)〈r(U).
(e)q(W)←W=9(V)〈r(V).
(f)r(a).
2優 先度付Hom節 プログラム169
(9)r(b)・
の ような1階 のHom節 プログラムを考える。大文字で始まる名前は変項を表わ し、それ
以外の名前は述語または関数を表 わす。p(X)の ように述語の後に0個 以上の項を並べ たも
のを要素式(atomicfo㎜ula)と 言レ・、Z=f(U)の ように変項と関数適用を等号で結 んだんも
のを束縛(binding)と 言う・aの ように項のない関数適用は定項である。束縛の左辺の項を
束縛項(boundterm)と 言 う。2つ の束縛の束縛項が等 しければ関数適用も等 しい。たとえ
ば、X=f(U)〈X=f(V)な らばU=Vで なければならない。また、X=f(U)〈X=g(V)は 常に偽
である。要素式 と束縛 とをまとめてリテラル(hteral)と 呼ぶ。各節は、その中に表われるす
べての変項に関 して全称量化された命題を表わす。各節 をその左辺のリテラルの述語の定義
節(de丘nitionclause)と 言 う。各述語の意味はそのすべての定義節から作 られる必要十分条
件によって定義される。たとえば上記のプログ ラムの下では、r(X)な らばXはaま たはb
でなければならない。
自然言語の文法、特に統語論はHom節 プログラムによってほぼ記述可能である。たとえ
ば、(1)に 示 した2つ の文脈自由規則はそれぞれ、(2)に示 した2つ のHom節 によって符号
化 される。
(1)P→QR
P→ σ
(2)p(X,Z)←q(X,Y)〈r(Y;Z).
P(U,V)←U=a(V).
p(X,Z)は 、語列上の位置Xか らZま でがPと い う非終端記号によって支配 される句だとい
う意味である。 したがって、前の方の節は、「Xか らYま でがQでYか らZま でがRな ら
ばXか らZま ではPで ある」という意味になる。また、U=a(V)は 、位置Uか ら次の位置V
の間に語aが 生起 しているという意味である。 したがって、後の方の節は、「語aは 単独で
Pで ある」 という意味になる。素性構造等に関する制約のプログラミング も可能であるが、
詳細は省略する。
議論の便宜のため、以下ではしばしばプログラムを図で表わす。たとえば前記のプログラ
ムは図1の ように図示される。各閉曲線 に囲まれた部分が節を表わす。節の中にある結線は、
Xな どの項 を表わす。節の外 を通る結線 を単一化結線(un誼cationlink)と 呼ぶ。単一化結
線は項同士または リテラル同士の単一化可能性を表わす。2つ のリテラルが単一化結線で結
ばれているときは、それらの対応する項が単一化結線で結ばれており、逆 も真であるとする。
2つ の要素式(お よびそれらの項)の 間の単一化結線 を融合結線(resolution㎞k)、2つ の束
縛(お よびそれらの項)の 間の単一化結線を因子化結線(factoringlink)と 呼ぶ。因子化結線
は初期状態においては存在せず、後述のような計算の進行に伴って作 られる。
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図1:プ ログラムの図による表示
要素式および束縛の連言を仮説(hypothesis)と 呼ぶ。各節の前件(右 辺)は1つ の仮説で
ある。後件(左 辺)を 持たない節 を先頭節(topclause)と 言 う。先頭節の前件が、証明すべ
き最上位の仮説である。上記のプログラムの場合、(a)の 否定 ヨA{p(且)〈g(五)}が 最上位の
仮説である。(先頭節が複数個あるときは、いずれか1つ が表わす仮説を証明すればよい と
する。)前 述のように各述語の意味はその定義節に基づいて必要十分条件によって与えられ
ているので、p(・)の解集合は{f(a),f(b)}で あり、q(・)の解集合は{f(a),f(b),g(a),g(b)}で
あるか ら、このプ ログラム全体の解集合は{f(a),f(b)}と なる。
仮説の説明(explanation)と は、融合(resolution)に よってその仮説を束縛の連言に変換
す る仕方の ことである。図2に 上記のプログラムの先頭節の説明8個 の うちの4個 を示す。
説明を記号的に表示す る場合は、そこで用いる節を下降的かつ左か ら右へ という融合の適用
順序1で 並べたものによって表わす。たとえば、上記の仮説の説明のうち、f(a)という解に対
応す るものは、〈1),d,f>である。一方、〈b,d,g>と いう説明は矛盾を含む。単 に 「説明」 と
言った場合 は、(いずれかの)先 頭節の前件の説明を意味する。プログラムは説明の集合を表
わす と考 えられる。
図1に 示 した通 り、各節 Φの左辺のリテラルにつながった融合結線に正定数pΦ が割 り当
てられてお り、これをΦ の基本確率(basicprobabihty)と 言 う。1つ の説明の確率をそれ
が含む節(の 具現例)の 基本確率の積 とする。たとえば、説明 〈b,d,f>の 確率はPbPdPfで あ
1この議論は各節の前件のリテラルの間に左右の順序を仮定しているが、この順序は便宜上のものであり、実
際の計算には無関係である。また、以下で述べる計算は融合ではない。
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,
図2:説 明の例
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る。図2に は各説明にその確率 を付記 してある。各述語ごとにその定義節の基本確率の和を
1以 下に正規化 しておけば、各仮説の解の確率の和が有限な値 に収束するから、これに正規
化を施すこ とにより、プログラムの意味 を解の事後確率分布として解釈することがで きる。
(「事後」というのは、「入力 を先頭節 として与えた後」とい う意味である。)こ のような確
率的解釈が必要なのは基本確率 に関するパラメタ学習を行なう場合などであり、以下で述べ
る計算法においては確率的解釈は必須ではない。
以下では、このようなプログラムに基づ くMAP推 定(MAPestimation)の 方法、すなわ
ち、与えられた条件の下でMAP解 を求める計算法について論ず る。 この計算 においては、
Prologの ように トップダウンとか左か ら右へ とかいう処理の方向性があらかじめ固定 され
てお らず、文脈 に依存 してさまざまな方向への情報の流れが生ずる。この意味において、プ
ログラムは制約(constraint)と して振舞 う。
MAP推 定 を行 なうには、目下の ところ確率が最大の説明について、それが矛盾 を含むか
どうかを調べ、矛盾 した説明にしか含まれないプログラムの部分を消去 してゆけばよい。最
初 に見付か った無矛盾な説明が1つ のMAP解 である。その際、計算の効率を上げるため、
異 なる説明の間でかなり徹底的に構造共有を行なうことにより、なるべ く多 くの説明を一挙
に調べ られ,るような方法(Hasida1994)を 用いる。本論文で述べる主要な技術的成果は、そ
の ような構造共有の方式の下で確率最大の説明を効率的に同定する方法である。特に、単な
るCFGやTAGな どの場合に限らず、素性構造に関する制約を含む複雑な制約 をも効率的
に処理する方法について述べ る。
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プログラム中の2つ の項の間に依存関係(dependency)が あるとは、それらの項(の 具現
例)が ある説明において単一化されることだとしよう。そ うした単一化は、図1の ようなプ
ログラムのネットワーク中の項の経路によって媒介 される。その ような経路 をその依存関係
の依存経路(dependencypath)と 言 う。たとえば図1に おいては、項XとWの 間の依存関
係が依存経路X・A・Wに よって媒介されている。
記号計算の目的は、主 として矛盾 を含む説明を除去することと考える。説明における矛盾
とは、2つ の矛盾する束縛項(た とえば・=f(・)と・=g(・)の左辺)が その説明の中で依存経路
によって結 ばれていることである。このような依存経路を矛盾 した依存経路 と呼ぼう。図1
のX・A・Wは 矛盾 した依存経路である。
すると、矛盾 した依存経路を除去する計算 を行なえばよいことになる。それには、そのよ
うな依存経路の通 り道 にある節や結線 を消去する必要があるが、それによって解が失われな
いようにするためには、矛盾を含む説明のみに含まれる部分だけを消去 しなければならない。
たとえば、図1の 節(e)は いかなる解 にも含まれないので消去 してもよいが、(b)は 解 〈b,d,
f>に 含まれるので消去 してはならない。
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解 と矛盾 した説明が重なり合っている可能性があるとき、矛盾 した説明だけを除去するた
め、包摂化(subs㎜phon)と いう1寅算 を用いて一種のプログラム変換を行なう。包摂化 とは、
単一化を一般化 したものである。プログラムの各部がその基礎具現例(groundinstances;た
とえばf(h(a,9(b)))の ような、変項 を含 まない項)の 集合を表わす と考えて、項ξと項ηにつ
いてξ⊇ηであることをξがηを包摂(sul)sume)す ると言い、さらにξが束縛項であるとき、
ξをηの原点(origin)と 言う。項(の 集合)δによる包摂化は、δを原点 とす る項を生成 してゆ
く演算である。δを包摂化の原点 と言 う。
この包摂化は、δか ら出発 して、δを原点 とする項からなる依存経路 を作ってゆく。その依
存経路上の項τが生成されたとき、丁がδと矛盾 しない束縛項ならば、Tと δに対する2つ の束
縛 を因子化結線で結ぶ。一方、丁がδと矛盾する束縛項ならばτを消去す る(ま たは初めか ら
生成 しない)。 こうして矛盾 した依存経路 をすべて除去することができ、かつ解が失われる
ことはないように、以下で包摂化の仕方 を定める。ただし、紙面の都合により正確な詳細 と
形式的な正当性の証明は省略する。
項(の 合 δによる σから τへの包摂化の様子を図3に 示す。δはσの原点であってγの
図3:δ によるσか らτへの包摂化
原点ではない。また、σを引数 とするリテラルπと、丁を引数 とするリテラルρとは、単一化
結線λによって結ばれているとする。(そのようなπとρとλの組が複数個あってもよい。)
節 Φ'は7を 含む節 Φ と同形であ り、τと対応するΦ'中の項τ'の原点の集合は7の 原点の集
合にδを加えたもので、Φ とΦ'の他の対応する項の原点の集合は等 しい とする。Φ'のリテラ
ルでρに対応するものを〆とす ると、この包摂化 により、λはρ'と7rとを結ぶ単一化結線 に置
き換わる。その結果、〆 ⊃丁∩σとなり、また、包摂化の後の丁をγ"とすると、〆'=τ 一σ
である。Φ'がプログラム中に存在 していない場合には包摂化によって Φ'を新たに作ること
になる。そのような場合の包摂化 を展開(unfolding)と 言い、そうでない場合の包摂化を畳
込み(folding)と 言 う。2展開においては〆=T∩ σであ り、畳込みにおいてはT'にτ∩σが加
2本稿で述べるプログラム変換はたとえばTamakiandSato(1983)の それとは変換の単位が異なるので、「展
開」や 「畳込み」の意味もそれに応じて異なる。
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わる。また展開においては、Φの中のρ以外のリテラルに繋がった各単一化結線は複製され
て、Φ'の中の対応するリテラルに繋がる。これにより包摂化は説明の集合 を保存する。
以上の計算法 によって、たとえば、文脈 自由文法などに基づ く統語解析を多項式オーダー
の計算量で行なうことができる。これは、文法規則 に相当する節の具現化が、入力語列に含
まれる項か らの包摂化のみによって行なわれ、したが って、入力語例中の語数 をπ、1つ の
節に含 まれる項の個数の最大値をMと すれば、包摂化によってできる節の個数が0(ηM)と
なるためである。さらに、節 を部分的に複写する手法 を用いることにより、文脈自由文法の
場合、空間計算量は0(π2)に 、時間計算量は0(η3)に なる(Hasida1994)。 これは、よく
用い られる効率的な統語解析 アルゴリズムの計算量に等しい。
しか し、素性構造などに関する一般的な制約を処理する際には、これだけでは効率が悪い。
詳細は省略す るが、以上の方法の下では、たとえば、2つ の正規言語の間の共通部分を求め
る計算は無限ループに陥るし、素性構造に関する計算 においても構造のコピーを多 く作 り過
ぎる。そこで、コピーは包摂化によって行なわれ、包摂化は異なる原点ごとに行 なわれるか
ら、効率を高めるには原点の個数を小 さく抑える必要がある。束縛項δが包摂化によって複
数個の項(そ れ らをδの要素と言 う)に分割 されることがあるが、
(*)δ のどの要素についても、それと融合結線で結ばれている項の集合は同じである。3
という条件が成立すれば、それ らの項の各々を包摂化の原点 とする必要はなく、それらの和
集合 をまとめて1つ の原点δとして扱 うことにより、包摂化の原点の個数の増大を抑制 し、δ
を原点 とする項 を含むリテラルや節を構造共有 して計算を効率化で きる。4節 で述べる確率
の計算 においてこの条件(*)を 用いる。乞≧2に 対 して束縛の第 ¢引数同士の間の因子化結
線 を通 る包摂化によって直ちに(り が成立 しな くなることはない。
4確 率
ある節を含む確率最大の説明の確率 をその節の最大確率(max㎞.umprobability)と 呼ぶ。
MAP解 を求めるには、最大確率が最大の節を処理するような包摂化を行なっていけばよい。
その ような包摂化が実行不能になったとき、最大確率が最大の節から構成 される説明が束縛
の間の矛盾を含 まなればそれはMAP解 である。以下では、包摂化によって維持される構造
共有の下で各節の最大確率 を効率よく計算する方法を示す。計算の進行 に伴って節や単一化
結線が消去 された とき、この計算法によって各節の最大確率を効率よく再計算することがで
きる。
各 リテラルαは最大内部確率(max㎞ ㎜intemalprobabihty)1(α)と 最大外部確率(max-
imumextemalprobability)E(α)を 持つと考える。1つ の説明は節を節点とする木の形を
してお り、αを含 む各説明はαの所でαを含む部分 と含まない部分 との2つ に分割できる。こ
3この条件は少し弱めることができるかも知れない。
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れらの うちαを含 む部分の確率(節 の基本確率の積)の 最大値がαの最大内部確率であ り、α
を含 まない部分の確率の最大値がαの最大外部確率である。節の最大確率はその中のリテラ
ルの最大外部確率の積である。図4に 示すように、リテラルの最大内部確率 とは同じ節の中
図4:確 率の問の関係
の他の リテラルの最大外部確率の積であ り、これは節の最大確率をそのリテラルの最大外部
確率で割ったものに等 しい。リテラルの最大外部確率は、そのリテラルと単一化結線で結ば
れた他のリテラルか らの接続確率(comectionprobab丗ty)4の 最大値である。ただ し、束
縛αの第1引 数が、他の束縛項の原点(の 要素)で な く、かつ他の束縛項 を原点とする項でも
なければ、E(α)=1で ある。 リテラルαからβへの接続確率C(α,β)は 、αとβが融合結線で結
ばれていれば(つ まり、一方が節の左辺で他方が節の右辺にあれば)、 両者 を結ぶ融合結線
の基本確率 とαの最大内部確率 との積である。αとβが因子化結線で結ばれていれば(つ まり、
両方とも節の右辺にあれば)、 これらのうちいずれの左辺の項も条件 の を満たす項δの要素
である場合はやや複雑なので次節で例 を用いて説明するが、そうでない場合はC(α,β)=1で
あ り、素性構造 を持たないCFGやTAGの 処理はこの簡単な場合に含まれる。
5例
図1の プログラムにおける各 リテラルの最大内部確率 と最大外部確率 を図5に 示す。太線
は最大の確率PcPdPfを 持つ説明を表わすが、この説明は矛盾を含んでいる。図に示 したよう
に、恥 くPcと すれば、
E(Pa)=max(PbI(Pb),PcI(Pc))
=max(Pb,Pc)=P、
4一般には、束縛されていない項からその原点への接続確率も考える必要があるが、5節の例題では不要なので、
詳細は割愛する。さらに、以下ではどの項の原点もたかだか1つ と考える。これによって一般性は失われない。
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〆 眺觚
図5:Zとaに よる包摂化の起動
であり、E(qa)、E(rd)、E(re)に 関 しても同様である。ここで、リテラルはその述語名(束 縛
の場合には関数名)に 節の添字 を付けて表わし、リテラルの符号 は省略する。この説明に含
まれる節に対する包摂化 としては、(c)か ら(a)、(d)か ら(a)、 お よび(f)か ら(d)に 向か
うものが可能であるが、ここでは後の2つ が実行 されると仮定する。先端が黒い3角 形の矢
印が包摂化を表わす。
節(e)は いかなる解にも含まれないが、このことを検出するには、Wに よる包摂化を進め
て行 くか、単 にWか ら項の融合結線を辿って行けばよい。ここでは、Zに よる包摂化に伴 っ
て自動的にWに よる包摂化 も行なわれるので、それによってWとXお よびWとYの 間の
矛盾が検出され、こうして、Wを 原点とするAの 具現例およびそれを含む(a)の 具現例が消
去 されると考えてもよい。いずれにせよ、今後(e)は どの説明にも含まれないので無視する。
図5に 示 した2つ の包摂化を行 ない、さらにZに よる包摂化を(b)と(c)ま で進めると、
図6の ようになる。(f)か ら(d)へ の包摂化によって(d)が(d1)と(d2)に 分割され、ZがZ1
とZ2に 分割 されているが、Z1と 融合結線によって結ばれた項 もZ2と 融合結線によって結
ばれた項 もA1だ けだか ら、依然 としてZ=ZIUZ2を まとめて原点 として扱 うことができ、
Z1に よる包摂化 とZ2に よる包摂化 を別個に行なう必要はない。また、(f)か ら(d)へ の包
摂化に伴 い、(g)か ら(d)へ の包摂化 も同時に行なわれた と考える。
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図6:Zとaに よる包摂化の結果
本稿では簡単のため、ある項を原点 とする包摂化を起動 したときは、その瞬間に存在 して
いた単一化結線 を通ってその包摂化を最大限まで一挙に進めるもの と仮定する。5この場合
はZに よる包摂化が(c)だ けでなく(b)に も及ぶ と考える。これにより、fd1、fd2とfb1、fc1
の間の因子化結線がで きる。
図6の ように、δの各要素 とδを原点とする各束縛項の間の因子化結線がすべて存在する場
合には、δの各要素 とδを原点 とする各項 とを結ぶ各依存経路を含む説明がすべて存在す る。
したがって、束縛の外部確率をすべて1と して、束縛の最大外部確率が確率の計算に影響 を
与えないようにすれば、確率は正しく計算 される。
図6のfc1とfd1の 間の因子化結線 とfb1とfd2の 間の因子化結線はaとbに よる束縛の問の
矛盾を含むので消去 される。6すると、δの各要素 とδを原点 とす る各項 とを結ぶ各依存経路
を含む説明がすべて存在するわけではな くなる。つまり、説明 〈b1,d2,g>と 〈c1,d1,f>が
消えて 〈b1,d1,f>と 〈c1,d2,g>が 残る。
この場合は、下記のように、束縛の最大外部確率が1で ないことがある。まず、δの要素
5この仮定は緩和することができるが、その場合は注4で触れたように接続確率の計算法を一・般化しなければな
らない。
6そのような因子化結線の消去に伴って他の因子化結線を消去すべきことがあるが、それはδが2引 数以上の要
素式の引数であった場合だけであり、目下の例題には関係ないので、本稿では考えない。
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と融合結線によって結ばれたリテラルの うちで最大確率が最大のものをζとし、
P=1(ζ)
Q=E(ζ)
M=1)(2
と置 く。現在の例ではζはqa1で ある。こうすると、δの要素 とδを原点 とする束縛項が因子化
結線で結ばれている場合、これら2つ の項に対する2つ の束縛の最大内部確率の積は、それ
らを含む確率最大の説明の確率(つ まりこの因子化結線の最大確率)とMと の積 となる。こ
れは、その確率最大の説明がζを含むからである。つまり現在の例では、
1(fb1)1(fd1)=Mp〈b1,d1,f>
1(fc1)1(fd2)=Mp〈c1,d2,g>
となるが、これは
1(fb1)=(2P〈b1>
1(fd1)=Pp〈d1,f>
1(fc1)=Qp〈c1>
1(fd2)=Pp〈d2,9>
だからである。 したが って、このような2つ の束縛αとβ(現在の例ではfb1とfd1ま たはfd
とfd2)の 内部確率の積をMで 割れば、これらの間の因子化結線の接続確率が得 られる。ゆ
えに、こうした各束縛の内部確率 と外部確率(そ の束縛への接続確率の最大値)の 積がその
束縛の最大確率となるようにす るには、各束縛の内部確率をMで 割ったものをその束縛か
ら他の束縛への接続確率 とすればよい。つまり現在の例では、
C(fb1,fd1)=1(fb1)/M
C(fd1,fb1)=1(fd1)μ
C(fc1,fd2)=1(fc1)/M
C(fd2,fc1)=1(fd2)/M
とする。こうすれば、プログラムのあ らゆる部分においてその最大確率が定まるが、最大内
部確率および最大外部確率は必ず しも定まらない。これは、確率の計算が巡 回しているため
である。この様子を図7に 示す。ここで、α、b、c、dは プログラムの各部分の確率である。
αc>醐 とすればM'=PQ=αcと なるが、.PとQの 値は決 まならない。そこで、内部確
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図7:確 率の計算の巡回
率の積が最大である束縛の組 に含まれる束縛の内部確率を.Mと することができる。すると、
それ らの束縛か らの接続確率は1と な り、最大確率が最大の説明の上では確率の再計算の必
要がない。現在の例では、PbPf>PcPgと すれば、fb1とfd1が それらの束縛であるから、
C(fb1,fd1)=1
C(fd1,fb1)=1
となる。以下の計算は省略するが、このようにしてプログラムの状態は図8の ようになる。
なお、図6の 状態において同様の方法を適用すると、各束縛の外部確率はいずれも1と なる。
リテ ラルの説明とは、その リテラルれだけからなる仮説の説明のことだとしよう。図6で
は、Pa1の 説明とqa1の 説明 との任意の組み合せを含むような全体の説明が存在する、という
意味において、pa1とqa1と は独立である。しかし図8で は、〈b1,d1,f>と 〈c1,d2,g>と いう
2つ の説明しかないので、p。1とqa1の説明の間には依存関係がある。直接間接に呼び出す関
係にない2つ のリテラルの間にこうした依存関係がある場合でも、われわれの方法では、こ
れら2つ のリテラルの間の構造が多 くの説明の問で共有されうる。共有される構造はこの例
では(a1)7と いう1つ の節であるが、一般にはさらに大 きな構造が共有されることがある。
HMMやSCFGは こうした依存関係が生 じない場合を扱 っているが、Horn節 プログラム
に議論 を一般化 した場合、特に素性構造を効率的に処理するためには、このような依存関係
7(a1)は説明には明示的に含まれないが、実質的には共有されていると考えられる。
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図8:fb1とfd2お よびfc1とfd1の 問の因子化結線を消去 した結果
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の下で構造共有を行なう必要がある。
6お わ りに
HMMやSCFGの 一般化 として確率付Hom節 プログラムを考え、これに関 して効率的
にMAP推 定を行 なう方法を論 じた。この方法は、た とえば文脈 自由文法の統語解析 を既存
のアルゴリズムと同等の効率で行なう一般的な制約処理手続 きと、それによって推持 される
構造共有、さらにそこから生ずる依存関係の下で、プログラムの各部分の最大確率(そ の部
分を含 む確率最大の説明の確率)を 計算することにより、一般化 された意味でのA・ 探索 を行
なうものである。本稿では5節 の例の理解に不要な議論を省略 したが、ここで省略 した詳細
については他の機会に報告 したい。たとえば、再帰的なプログラムを再帰的なプログラムに
変換することも畳込みによって可能である。
可能な包摂化 を尽 くせば、すべての説明が解 になっており、しかもどの解 も失 われていな
いので、プログラムは正しい解の確率分布を表現 している。 もちろん計算が終了 しないこと
もあるが、説明の確率の総和 は計算に伴って単調に減少 し、 しか も0よ り小 さくはならない
から、必ず収束する。また、未処理の説明のうちで最大確率が最大の ものの処理 を優先する
ことにより、正 しい解の確率分布への収束が保証される。その ような計算は、基本確率 に関
するパ ラメタ学習に用いることができる。パラメタ学習にはEMア ルゴリズムなどを用いる
ことができる。
本稿で述べた方法は、HMMやSCFGやSTAGな ど、確率が基本確率の積和の形で表わ
されるいろいろな枠組のうちで最 も一般 的なものである。これら既存の方法 を用いた従来の
処理方法は、各作業に特有の具体的な処理手順を用いていたために、たとえば音声認識 と言
語処理 を有機的に統合できなかったが、われわれの方法では作業に固有の処理手順を一切用
いず、一様な処理 メカニズムから既存のアルゴリズムの挙動が創発するから、多様な情報処
理過程 を統合 し、さまざまな種類の情報の問の より緊密 な相互作用を実現できる可能性が
ある。
また、この方法は、Hom節 プログラムという一般 的な記述力を持つ記号体系 を用いてい
るので 、HMMやSCFGに 比べてはるかに広い射程 を持つ。たとえば、Bayesianネ ット
ワーク(Pearl1988)や コスト付アブダクション(Hobbsetal.1993)な どの推論 メカニズム
をこの枠組の中で実現することができるだろう。また、上述のような方法によるパラメタ学
習だけではな く、例に基づ く学習や帰納学習による記号的な知識の獲得 と組合わせるこ とも
できるので、記号的な知識の学習と統計的な情報処理 との相互作用を探究する手段 となろう。
さらに、確率に加えて効用(ut丗ty)の 概念 を導入し、期待効用 σを用いて、芻 が大 きい基
本確率pを 持つ節に含まれる行為 を優先的に起動するという行為の理論 を考えることがで き
る。効用 をどのような形で定義するか、あるいはその場合に情報処理の制御 と行為の制御が
どのような関係 を持つかなどに関 して、考察を進めているところである。
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