Abstract-Wireless HART is a state-of-the-art solution for a time-division multiple-access (TDMA) based wireless privatearea network. It combines slow frequency-hopping and a TDMA scheme that utilizes a centralized a-priori slot allocation mechanism. In this paper we conduct a performance evaluation of the WirelessHART TDMA protocol and provide insights into the major factors impacting energy consumption. These insights provide valuable guidance on where to start with any effort geared towards saving energy. The main contributions of this paper are twofolds: (i) We conduct a sensitivity analysis of the WirelessHART TDMA energy consumption parameters using the response surface methodology. Based on these results we determine the most influential parameters for the total energy consumption. (ii) We evaluate and discuss the impact of time synchronization and types of link scheduling algorithms on the performance of WirelessHART TDMA protocol.
I. INTRODUCTION
In many application areas of embedded wireless networks, for instance in building automation or industrial control, source nodes send data packets periodically [24] , [25] , [9] to a gateway or sink node across a set of forwarder nodes. For cost-effective, quick and scalable deployment, sensor nodes often run on batteries and therefore have only a limited amount of energy. The sensed data should be transported reliably and in a timely fashion to the sink. At the same time the operation of the whole network and of individual nodes should be energy-efficient. Therefore, reporting the sensed data reliably while consuming the minimum amount of energy is of great concern. Since the media access layer usually controls the states of the radio, it has a large impact on the overall energy consumption. Different media access methods result in different trade-offs between end-to-end delay and energyefficiency. From among the large number of existing MAC protocols for wireless sensor networks (e.g. contention-based protocols [6] , [21] , [29] and contention-free protocols [27] , [22] , [15] ). A TDMA-based protocol has been chosen as a basis for the WirelessHART standard [5] . It is commonly thought that TDMA-based protocols offer good opportunities for energy-efficient operation of sensor nodes, as they allow nodes to enter sleep mode when they are not involved in any communications. Furthermore, TDMA is the method of choice for applications in industrial and process automation (and many other application areas), since it offers a level of determinism that is not achievable with other types of MAC protocols. WirelessHART utilizes the physical layer of IEEE 802.15.4 and specifies a new MAC protocol. This new MAC protocol combines frequency hopping with a TDMA scheme utilizing a centralized a-priori slot allocation mechanism. WirelessHART forms mesh topology network and all the devices must have a routing capabilities. The goal of this paper is to evaluate the WirelessHART TDMA protocol in terms of the overall energy consumption of the different types of nodes (sources and forwarders). However, we go beyond mere reporting of energy consumption figures for various deployment scenarios. Specifically, we analyze how the overall energy consumption breaks down into different factors. By identifying the factors contributing most to the overall network energy consumption, we can provide guidance on where to start with any effort geared towards saving energy. On the other hand, several communication standards such as ZigBee [2] and ISA [1] have been applied in the industrial automation fields. Most of the energy consumption models proposed in the literature are based on the ZigBee standard that uses CSMA/CA MAC ( IEEE 802.15.4 MAC ). In ZigBee there is no frequency diversity and the entire network operates in the same static channel. Also there is no path diversity as a new path from source to destination has to be set up whenever the link is broken. This increases both delay and overhead and leads to an increase in energy consumption. Therefore, energy consumption models proposed for ZigBee can not be applied to WirelessHART. A separate performance evaluation of energy consumption of the WirelessHART is essential. Our main contributions can be summarized as follows: 1) We developed a simulation model for the WirelessHART TDMA protocol using Castalia and OMNeT++ simulation frameworks [28] , [20] . 2) We performed a sensitivity analysis of the WirelessHART energy consumption parameters using response surface methodology. We determine the most influential parameters for the total energy consumption, and finally, 3) We evaluated and discussed the impact of synchronization and type of link scheduling algorithms on the perfor-mance of WirelessHART TDMA protocol. To the best of our knowledge, this paper provides the first detailed analysis of the main factors contributing to the energy consumption of WirelessHART.
The remainder of the paper is structured as follows. Section II presents an overview of the WirelessHART standard. Section III explains the TDMA slot allocation algorithms used in this paper. Subsequently Section IV describes the simulation-based performance evaluation approach used in this paper. The sensitivity analysis and the results are presented in section V. Here we also present results for the impact of time synchronization on the performance of the WirelessHART TDMA protocol. Related work is presented in Section VI and finally, Section VII concludes the paper with some possible ideas for future work.An extended version of this paper is available as technical report [14] .
II. OVERVIEW ON WIRELESS HART
WirelessHART [10] , [12] , [11] , [13] (abbreviated as WHART in the following) is one of the first wireless communication standards specifically designed for process automation applications. The standard has been finalized in 2007, and at the beginning of 2010 it has been ratified as an IEC standard. On the physical layer, WHART adopts radios that are compliant to the IEEE 802.15.4 standard [16] . It operates in the 2.4 GHz band and offers a bit rate of 250 kbit/s. On top of the physical layer, WHART employs a TDMA-based MAC protocol and additionally performs slow frequency hopping (hopping on a per-packet basis). The frequency hoppingpattern is determined from a well-known pseudo-random sequence. The TDMA slot allocation is centrally controlled and slots are assigned at network configuration time. 
A. Network architecture
The network architecture of a WHART network features three different types of components (compare Figure 1) .
The WHART field devices are used for collecting measurement data from the field and for forwarding this data to a gateway node. They typically integrate wireless communication, sensing, and computational facilities. A field device might be either a genuine WHART device or it might be a legacy (wired) HART device equipped with a HART-specific wired-to-wireless adapter. In this paper we assume that field devices are battery-driven, so we are especially interested in their energy-consumption.
A gateway forms the boundary between a WHART segment and other (often wired) parts of an automation network and is not energy-constrained. The gateway is the point where all sensor data provided by WHART field devices is collected and prepared for further processing. It enables communication between host applications and field devices. There is only one gateway per network and all the WHART devices are known to the gateway.
The network manager is a centralized unit. It has global information about the network topology, link qualities and the traffic flows. Based on that, it computes a routing and a TDMA schedule and disseminates it to the remaining participants. Slots in the TDMA schedule are allocated hop by hop based, all other stations are allowed to sleep during a slot. The network manager not only allocates slots, but places those slots also on different frequencies. The network manager has further responsibilities, including the monitoring and health reporting of the WHART network and adapting the network to ongoing changes. The network manager is not assumed to be energy-constrained.
B. The WirelessHART TDMA Scheme
In this section, we briefly discuss the WHART TDMA scheme. The timing hierarchy of WHART has three levels. On the lowest level we have individual time slots. Within one time slot one data packet and the accompanying immediate acknowledgement packet are exchanged. A time slot in WHART has a fixed length of 10 ms. A contiguous group of time slots of fixed length forms a superframe. On top of that, a contiguous group of superframes forms a network cycle. Within each cycle each field device receives at least one time slot for data transmission, but certain devices may have more time slots than other devices because they have more data to report or they have additional forwarding duties.
An individual field device receives a schedule from the network manager informing him about those time slots where it transmits and those slots where it receives. Furthermore, a field device must maintain time synchronization to agree on slot boundaries with neighbored devices.
C. Dedicated time slots and Time Synchronization
In WHART two types of time slots are available: dedicated time slots and shared time slots. Here we consider only dedicated time slots, which are allocated to one specific senderreceiver pair.
The internal structure of a dedicated slot is displayed in Figure 2 .
We first discuss the operation of the receiver node. It enters the receive state at the beginning of its time slot. The receiver measures the exact time when it has detected the start of the packet sent by the transmitter. The expected time for this to happen is TxOffset.seconds after the start of the slot. The receiver computes the difference / timing offset between the actual time when it detects the start of the packet and the expected time. When the receiver has successfully received the packet it turns his transceiver into transmit mode, sends an acknowledgement packet, and returns into receive mode. This acknowledgement includes the measured offset and allows the transmitter to adjust his local time accordingly.
The transmitter also starts a time slot with its transceiver being in receive mode. After time TxTxOffset it turns the transceiver into transmit mode, sends the data packet, turns into receive mode and waits for the acknowledgement. The measured offset contained in the acknowledgement is used by the transmitter to re-calculate its local view on the start times of time slots.
This approach to clock readjustment is the elementary building block for WHARTs overall time synchronization scheme. In general, due to the fact that hardware clocks are imprecise, time synchronization in multi-hop system is a problem [7] , [8] . There are two main factors affecting accuracy of local time. The first is clock drift, which indicates the rate at which a clocks actual frequency deviates from its nominal frequency; and the second is clock offset, which is the difference from ideal time. For proper operation of the TDMA algorithm neighboring nodes need to agree on boundaries of time slots and therefore a clock synchronization algorithm is needed. WirelessHART uses the above-described device-todevice adjustment method for this purpose. In addition, each device sends a keep-alive packet periodically (each 60s) to combat clock drifts. A synchronization tree is built with the gateway at its root. Essentially, devices at depth in the tree synchronize their clocks to devices at depth −1. The gateway has depth 0, its immediate neighbors have depth 1 and so on.
III. TDMA SLOT ALLOCATION ALGORITHMS
The network manager is a centralized unit having global information about network topology, link qualities and traffic demands. It is responsible for the overall network operations. The WHART standard leaves many implementation details open. For example, the standard does not prescribe any TDMA slot allocation algorithm, it just provides some constraints that any such algorithm has to obey. For the purposes of this study we implemented an instance of the network manager that performs the two main functionalities of computing the link scheduling and the paths. For scheduling algorithm we implemented two main scheduling algorithms, breadth-first scheduling and depth-first scheduling. For routing we used multi-path routing [19] . These two aspects are discussed next.
A. Link scheduling
One of the main tasks in designing a TDMA protocol is the allocation of time slots to sender-receiver pairs. Determining a throughput-optimal schedule for TDMA slot assignment in multi-hop network is NP-complete even in linear networks [3] . Since WHART does not support the spatial reuse of time slots in the same channel we do not consider it. Please note that WHART supports parallel transmission on different channels only. The main scheduling algorithms used in our evaluation are breadth-first scheduling and depth-first scheduling, discussed below. Figure 3 shows an example of the breadth-first approach. The network manager assigns time slots starting from the outmost sources. In the example, nodes S1, S2, and S3 are the sources, whereas nodes F1, F2, and F3 are the forwarders. The Network manager assigns one data slot for each source. For the first forwarder F1 it assigns one slot to forward the data of S1. F2 has two slots to forward the data for S2 and S3. F3 has three slots to forward the data it receives from F1 and F2. According to the breadth-first approach, time slots 1, 2 and 3 are assigned to sources S1, S2 and S3, respectively. Slot 4 is assigned to forwarder F1, slots 5 and 6 to forwarder F2, and slots 7, 8, and 9 to forwarder F3.
B. Breadth-first approach
The time-slot assignment in the breadth-first approach is organized so that sources get the first slots, followed by the forwarders directly attached to sources (first-wave forwarders), followed by forwarders directly attached to first-wave forwarders and so on. This might cause a buffer problem for the later forwarders, since such a forwarder has to buffer all packets from forwarders from previous waves before getting a chance to empty his own buffer. In our example, it might happen that forwarder F3 has only two packet buffers. This would result in frequent buffer overflow.
C. Depth-first approach
The network manager applies the depth-first approach as shown in Figure 4 . S1 generates a packet in time slot 1, time slot 2 is assigned to F1 to forward the received packet to F3, time slot 3 assigned to F3 for forwarding the packet to the GW. S2 generates its packet in time slot 4, time slot 5 is assigned to F2 and time slot 6 to F3. Similarly, S3 assigned time slot 7, 
IV. PERFORMANCE EVALUATION APPROACH
In this section, we describe our approach for evaluating the performance of the WHART TDMA protocol in terms of energy, consumed in the overall network. Please note that the energy consumption is calculated only for the source and forwarder nodes. We do not take into account the gateway energy consumption in our calculation as its assumed to be directly connected to a power source.
A. Simulation setup
In order to realize a simulation model to study the performance of WirelessHART TDMA over a wireless multihop network, we have chosen the OMNeT++ [28] simulation environment together with the Castalia framework [20] .
OMNet++ is an open-source discrete-event simulator, Castalia is an OMNet++ based framework designed specifically for wireless sensor networks. We set the radio parameters based on the IEEE 802.15.4-compliant ChipCon CC2420 radio chip [4] . The CC2420 operates in the 2.4 GHz ISM band and supports eight transmission power settings in the range between -25 dBm and 0 dBm. For the wireless channel we use the lognormal shadowing model which has shown to give an accurate estimates for average path loss [17] . Generally speaking the path loss is a function of the distance from the transmitter as shown in the following equation:
( ) is the path loss at distance , ( 0 ) is the known path loss at a reference distance 0 , is the path loss exponent, and is a Gaussian zero-mean random variable with standard deviation . The values of these parameters are listed in Table II . For more detailed information about the derivation of these values, please refer to the Castalia's user manual [20] .
For our implementation of the WirelessHART TDMA we created a list of channels for the simulation to switch between following the pseudo-random sequence. As our paper focuses on energy consumption we assume that, all the channel have identical behavior. We modeled the cost of channel switching. Channel switching is modeled in both receiving and transmission slots within the TxOffset and RxOffset time intervals, respectively. The transceiver has four main operational states: transmit, receive, listen and sleep. Given that for long-running applications most of the energy will be spent in the operational phase of a MAC protocol, we have chosen to ignore the initialization phase in the simulator. The TDMA schedule is pre-computed based on the breadth-firs and depth-first scheduling algorithms and given as input to the simulator. In Table I the main power consumption parameters of a CC2420 transceiver are summarized assuming a 3.3V supply voltage. These parameters are used in the physical layer model of our simulator to obtain energy-consumption results. The simulation records the amount of time spent in various states (transmit, receive, listen and sleep). We also model the energy spent in switching between states by multiplying the turnover time by the power consumed in the most power-consuming of the two involved states. At the end of each run, the simulation computes the total energy consumed for each node in the network using the amount of energy consumed by the radio in each state (thus ignoring the node's microcontroller).
Further simulation parameters related to the physical and MAC layer properties and the node deployment are given in Tables II and III , respectively. When the nodes are powered on, they are all unsynchronized. In order to achieve synchronization among the nodes, the gateway will take initiative to start controlling a time slot. All the nodes will synchronize their clocks to the gateway. We have conducted a variety of scenarios in our evaluation, including a single-flow, multipleflows, and random scenarios. We also conducted simulation under different traffic rates and link scheduling algorithms. These are discussed next.
B. Single-flow scenario
A schematic of our first scenario is shown in Figure 5 . We assume a single source, 12 forwarders, and one gateway. The forwarder nodes are arranged in grid topology. The distance between the source node and each of the forwarding nodes to which the source node is directly connected is within the range of 10m to 12m. The sink node connected to the last forwarding nodes as depicted in the figure has the same distance as between the source and the forwarding nodes. The source periodically generates packets up to 133 bytes in total size, The generation period was varied, ranging from 1 to 30 to 60 seconds. Within one run we generate 5000 packets. MAC-layer acknowledgments are enabled and the size of the ACK packet is 26 bytes. If the packet is lost due to channel errors the sender tries to transmit the packet for a maximum of two retries. We apply multi-path routing [19] , i.e. in the setup phase the source is configured with a set of possible paths and then randomly selects a single path out of a set of given paths.
C. Multiple-flow scenario
The multiple-flow scenario includes two sources, five forwarders and a single gateway (see Figure 6 ). Similar to the single-flow scenario each source node periodically generates packets of 133 bytes size. The distance between any two adjacent nodes is 10m. The second hop (F3) shares two flows. The remaining configuration is identical to the single-flow scenario.
D. Random scenario
To test if our analysis independent of the underlying network topology, we generate 100 random topologies and take the average as a final result. In each simulation, 150 nodes are deployed randomly (uniformly distributed) over a 120m x 120m. Three to five nodes are randomly picked up as source 
RxOffset
The guard time at beginning of time slot at the 1.12 receiver side.
RxWait
The time to wait for start of packet 2.2 MaxPacket Maximum packet length 4.256
TxAckDelay
The time between end of packet and start of 0.8 ACK at the receiver side.
RxAckDelay
The time between end of packet and start of 0.9 listening for ACK at the sender side.
AckWait
The minimum time to wait for start of an ACK 0. nodes. Each of the sources sends 5000 packets to the GW via some forwarder nodes. The GW is placed in the top right corner of the grid. The sources chosen such that the path length is 4 to 12 hops. Any path less than 3 hops is discarded and not considered in the evaluation. The remaining configuration is identical to the previous scenarios.
V. SENSITIVITY ANALYSIS
The major goal of our study is not only to obtain insights into the overall network energy consumption of the different types of nodes (sources and forwarders) in the considered network deployments, but we also want to obtain some insights on how the overall consumption breaks down into different factors. By identifying the factors contributing most to the overall network energy consumption, we can provide guidance on where to start with any effort geared towards saving energy.
Our major tool for achieving this is the Response Surface Methodology (RSM). RSM is a collection of mathematical and statistical techniques useful for modeling and analysis of problems in which a response of interest is influenced by several variables and the objective is to optimize the response.
Our technical report [14] presents more detailed information regarding the RSM, as well as [23] , [18] .
A. Factor screening
The first step in the RSM is to identify potential factors affecting the response being measured (factor screening). Since the total energy consumption for the overall network (sources and forwarders) is the main response, we consider the following factors:
• Factor A -Transmission energy: the transmission energy is the energy consumed for transmitting data packets and control packets such as synchronization packets.
• Factor B -Receiving energy: the receiving energy is the energy consumed while receiving data and control packets.
• Factor C -Listening energy: we define the listening energy as the radio energy consumption when the radio is on but not receiving or sending any packets. • Factor D -Sleeping energy: the sleeping energy is the energy consumption while the radio is in the low-power state.
• Factor E -Turnaround energy: the turnaround energy is the energy consumed for switching the radio state between different modes.
• Factor F -Packet size: The energy consumed for transmitting or receiving a full packet to the wireless channel. Table IV lists the factors and the levels of each factor considered in our study in case of no channel errors and with channel errors. The levels of the factors are based on the WHART specification and the data sheet of the CC2420 radio model. Given the five factors of interest, we perform a 2 6 -factorial screening experiment to identify the percentage contributions of each factor. Each simulation result was averaged over 10 runs for each factor. Since we have 2 6 factors, we performed a total of 640 simulation runs for factorial screening for each scenario with channel errors and without channel errors, respectively.
B. Analysis of the results
Tables V and VI show the percentage of the individual factors and their pairwise combinations contribute to the total energy consumption in case of no channel errors and with channel errors, respectively.
From the statistical analysis it can be seen that factor C (sleep power) and D (Listen power) contribute most to the total energy consumption in both cases. To get more statistical details of the factors affecting the total energy consumption, we perform an analysis of variance (ANOVA) as shown in Tables VII and VIII. The ANOVA shows the effect of each design factor on the total energy consumption and their statistical significance through the F-test and associated probability ( > ). Fvalue column reports the ratio of the mean squares of the model over the mean squares of the residual. The F-value is compared to the reference distribution for F, in order to determine the probability of observing this result due to error. If the value in the last column of the table is less than 0.05 (95 percent significance level), then the factor is statistically significant. In other words, there is a very small probability, near 0.01% that the differences in the factors model averages are due to the chance variation.
The results given in Table VII demonstrates that all the elementary and the compound factors (AF, BF, CF) are highly significant, together they explain almost all the variation. For channel error scenario, Table VIII demonstrates that all of the elementary and the compound factors are highly significant.
Moreover, the ANOVA Tables in both cases (with channel errors and without channel errors) show the goodness of the regression using the coefficient of determination 2 which gives the proportion of total variation of the response explained by the model (computed as the ratio of the sum of squares (SSR) to the total sum of squares (SST)).
A regression analysis using the least-squares estimation method on the values of the response obtained from the various combinations of the factors yields the following two equations (2 and 3) for the total energy consumption in case of no channel errors and with channel errors, respectively. 
Figures 7, and 8 show the three-dimensional response surface graphs with corresponding contour plots for the total Fig. 7 . The response surface graph of total energy consumption in case of no channel errors for Rx and packet size factors Fig. 8 . The response surface graph of total energy consumption in case of channel errors for Rx packet size factors energy consumption obtained from the regression models for packet size and Rx factors. Notice that because the model contains interaction between the packet size and Rx, the contour line of total energy consumption are curved. Furthermore, table VI shows that the energy consumption of the listening factor in case of channel errors is higher than the one in case of no channel errors (see Table V ). The reason is due to the energy spending for retransmission. Similar to the listening factor, the transmit energy is much higher in case of channel errors due to the retransmission of lost packets as well as the NACK from the receiver.
C. Results in case of a random topology
Tables IX and X show the percentage of the individual factors and, their pairwise combinations contribute to the total energy consumption in case of no channel errors and with channel errors, respectively.
A regression analysis using the least-squares estimation method on the values of the response obtained from the various combinations of the factors yields the following two equations While we omit details due to space limitations, readers may refer to our technical report [14] for more information.
D. Discussion of the results
The results of the total energy consumption in WHART TDMA system can be explained as follows. In TDMA systems nodes can spend much of their time in sleep state. When sleeping, a node consumes a small amount of energy that is accumulated over the lifetime of the node. In the WHART TDMA protocol a node wakes up at the beginning of a time slot it is involved in and spends a certain amount of time in the listen state -TxRxOffset when it is a receive slot and TxTxOffset when it is a transmit slot. Furthermore, for each transaction a transmitting node has to switch to the listening state for a duration of RxWait (about 2.2ms) and for RxAckWait (about 1ms) for listening for acknowledgments from other devices in the network. In addition, each node spends additional time on each single transaction for switching the channel, and for listening to the channel to enable the joining of new nodes, and the other control packets such as keepalive and maintenance packets (every 60 sec) in the network, thereby contributing to the additional energy consumption in the network. Additionally, based on the hop count of the node from the gateway, the listening time of the node varies, a node near to the gateway listens more compared to the source. Thus, in WHART TDMA, the listening time is a major factor for energy consumption. Listening consumes more energy than transmission and reception. Thus, by optimizing this listening time (within the constraints given by synchronization accuracy, packet size, resynchronization and maintenance packets) the energy consumption can be reduced significantly.
E. Impact of synchronization on the energy consumption
In order to study the impact of time synchronization and the associated control packets (keep-alive, join/request/response and health report packets) on the total energy consumption, we compare the same setup as described in Section IV-A with and without running the synchronization protocol for both single and multiple scenarios. Figures 9 and 10 show the energy consumption of each node with respect to the data scan rate with/without synchronization, respectively. The data scan rate is varied by changing the sensor report interval time on the source node by 1, 30, and 60 seconds. As can be seen from Figure 9 that all the forwarder nodes have approximately the same energy consumption with respect to hop number. The energy consumption in case of synchronized network shown in Figure 10 , is higher as the node gets closer to the gateway due to the control packets that are forwarded to the gateway from all the nodes. Figures 11 and 12 show the energy consumption of each node in case of multiple path scenario with respect to the data scan rate with/without synchronization respectively. The energy consumption shown in Figure 11 is approximately the same for all the forwarders, except in F3 and F6, as they share multiple incoming flows.
1) Single flow scenario:

2) Multiple path scenario:
The energy consumption at the forwarder nodes near the GW varied based on the a mount of control packets received/forwarded to other nodes. Therefore the forwarder at F6 (Figure 12 ) has higher energy consumption compared to forwarder at F3 as it received more number of control packets than forwarder at F3. Please note that F6 and F3 share the same number of flows. Moreover, figures 9, 10, 11 and 12 show that the energy consumption for the scenario with the highest packet sampling rate (1s) has the highest energy consumption. The energy consumption for the scenario with 60s sampling rate is close to the one with 30s sampling rate, this is due to the sleeping energy as most of the time the nodes are sleeping.
The impact of type of scheduler algorithms on the end-toend delay is also considered in our experiments. Due to space limitations, we refer the reader to [14] for more information.
VI. RELATED WORK
In this section, we present the related work in the area of the low-power MAC protocols and distributed operations for multi-hop wireless mesh networks. One of the main concerns of low-power MAC protocols is to switch the radio into sleep mode as much as possible, otherwise energy would be wasted. The main factor contributing to the energy dissipation is the idle listening ( nodes that waiting for potential incoming traffics). Other factors that also contribute to such wastage are: collision, overhearing, control packets such as clock synchronization and maintenance packets, and other protocol overheads. Such MAC protocols may be broadly classified into three main categories: random-based, slotted-based and scheduled-based. In the random-based access called low-power listening (LPL) such as B-MAC [21] , WiseMAC [6] . There is no need to coordinate the cycles and therefore there is not need of clock synchronization. Each node periodically wakes up and checks the channel activity for short time without receiving any data. If the channel is idle it goes sleep otherwise, it stays awake to receive the packet. To rendezvous with receivers, senders send a long preamble before each message (longer than the checking interval).
In the slotted-based access such as S-MAC [29] and T-MAC [26] , nodes required to be synchronized and time is organized into equal slots size. Each slot divided into two time intervals. In the first time interval nodes can exchange synchronization information. In the second interval node may receive or send based on the RTS-CTC. A general problem shared by all such slotted-based protocols is that communication is grouped at the beginning of each slot, raising the chances on collisions, hence limiting their dynamic range to low traffic rates only.
Our work related to the scheduled-based access (TDMA). TDMA protocols allocate an exclusive time slot for data transmissions between node pairs. In these protocols slot assignment algorithms and tight clock synchronization algorithms are of a great concern. LMAC [27] uses a simple random slot assignment algorithm that ensures that nodes at 2-hop distance do not use the same slot number. It assumes a global time synchronization. Similar to the LMAC, TRAMA [22] uses distributed election scheme to determine particular time slots, however it uses more complicated polices that take traffic load into account which induce extra complicity and relatively large memory for maintaining scheduling information among neighbors. A state-of-the-art solution for a TDMA based system is the WirelessHART standard as explained in section II, uses centralized scheduling mechanism. To the best of our knowledge, this is the first attempt of implementing and evaluating WirelessHART TDMA protocol.
VII. CONCLUSIONS AND FUTURE RESEARCH
A state-of-the-art solution for TDMA based system is the WirelessHART standard. WirelessHART is one of the first wireless communication standards specifically designed for process automation applications. Throughout this paper a performance evaluation of WHART TDMA has been presented. Namely, we presented the following main contributions: (1) We implemented WirelessHART TDMA protocol using Castalia and OMNeT++ simulation framework. (2) We performed a sensitivity analysis using response surface methodology to obtain some insights on how the overall energy consumption breaks down into different factors. By identifying the factors contributing most to the overall network energy consumption, we provided guidance on where to start with any effort geared towards saving energy. (3) We also evaluated and discussed the impact of synchronization on the performance of WirelessHART TDMA protocol.
Future work will focus on the improvement of WHART TDMA protocol, namely to study optimizations that minimize the total energy consumption of the time slots taking into account WHART constrains such as synchronization accuracy, packet size and management packets rates. Further work will also continue to investigate the impact of the routing and link scheduling parameters to the total energy consumption model.
