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Sensor networks hold great promise in a variety of applications, and have been
the subject of a great deal of active research in recent years. Similar to large scale
computer networks, such as the internet, sensor networks are in essence infor-
mation gathering mechanisms. In addition, sensor networks directly gather in-
formation about their environment, making this information available at what
could be considered an extremely low cost. This feature is in part responsible
for their wide applicability, but also makes sensor networks fundamentally dif-
ferent from other network technologies.
This dissertation examines the construction of two sensor network systems,
and asserts that, among sensor network applications, there is a critical distinc-
tion between those which are human-centered and non-human-centered. The
ﬁrst of these two particular systems used sensors embedded in an indoor envi-
ronment to assess the movement of persons throughout the space. The second
is the development of a medically oriented system which includes primarily
wearable sensors. Through a discussion of their design and construction, we
will distill design strategies for constructing such systems, particularly noting
features which separate human-centered and non-human-centered systems.BIOGRAPHICAL SKETCH
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xCHAPTER 1
INTRODUCTION
1.1 Sensor Networks Overview
In a broad sense, the term sensor network can refer to any collection of linked
data capture devices. This might be a collection of trafﬁc cameras in a city, it
may be a set of small embedded wireless devices which monitor temperature in
a warehouse, or any number of systems in between. What is notable about the
general sensor network, is that it is a distributed collector of data.
The most notable variant in sensor networks is those whose elements com-
municate wirelessly, the wireless sensor network (WSN). Implementation of a
WSN is by no means trivial, but a properly constructed WSN exhibits the fol-
lowing quality: while it possible to collect data in a distributed manner without
a sensor network, a wireless sensor network allows this data collection to be
achieved at a relatively low cost. It these two features, distributed data collec-
tion at a relatively low cost, that make WSNs a fundamentally unique technol-
ogy. Additionally, the following three factors critically deﬁne a particular sensor
network:
1.1.1 Stability
The stability of the environment seen by a sensor network has tremendous bear-
ing on nearly all aspects of its design and functionality. Naturally, the more
stable a node’s environment, the greater the gains to be achieved by expending
1effort in learning about and adapting to it. One of the most signiﬁcant factors
in determining this stability is node mobility (or lack thereof). In the case of
non-mobile nodes, it may be desirable to maximize the shortest node lifetime in
the network in order provide the longest duration of full sensing coverage. By
the same token, mobile nodes may not be able to determine their relative im-
portance in the overall network and so may act more selﬁshly. In practice, the
potential range of stability is so large that it determines what is currently achiev-
able in building a sensor network. Mainly, continuous effort by sensor nodes to
overcome instability result in energy expenditure, often one of a node’s most
constrained resources. Limited computational resources of nodes may also re-
strict the rate at which a node can react to and overcome changes in its environ-
ment. Either case can prevent, in practical terms, certain applications.
1.1.2 Heterogeneous & Homogeneous Components
Sensor network literature suggests possibility for great variations in scale, from
networks which contain on the order of tens of nodes, to networks of possi-
bly thousands of nodes. Intertwined with the question of scale is the degree
to which a WSN is composed of heterogeneous components. As with degree
of environmental stability, we can consider a continuum between a completely
homogeneous network, and a highly heterogeneous network. At the fully ho-
mogeneous extreme, we can imagine a network where all nodes are completely
identical in both software and hardware, in which case the nodes themselves
serve as the network’s user interface or display. Implementations of this sort
are so rare that we are not currently aware of any such examples.
2Heterogeneity in a WSN can be expressed in both variation in software, and
variation in hardware between components. Some degree of both software and
hardware heterogeneity is common in a great deal of existing wireless sensor
network systems, for a variety of reasons. One of which is the fact an array of
sensor nodes is typically an inconvenient user interface. As a result, a small
number of elements of a WSN are typically specialized as a user interface ele-
ment. Once a single point for merging data is needed, an imbalance of utiliza-
tionofnodesislikelytoarise, andwithitthelikelihoodoffurtherdifferentiation
of network components. It also desirable in many cases to support several dif-
ferent types of sensors within a WSN, the realization of which often results in
hardware variation between sensor nodes.
Increasingheterogeneity ofhardware withina WSNcould promotethe same
trend in software, however such a trend is likely to be negative by resulting
in escalating complexity of interaction between software components. Sensor
nodes are costly to debug due to their limited interface and degree of interaction
with other nodes, so it is essential to minimize this burden by consolidation of
software or software libraries at this level of a WSN.
1.1.3 Human & Non-Human Oriented
In developing a WSN, it is essential that one consider the question of whether it
is a human or a non-human oriented network. While the stability and the het-
erogeneity of a given WSN each vary over a largely continuous scale, this third
factor is essentially binary. Its signiﬁcance derives from the fact that a sensor
network is an information technology, and that humans are strongly concerned
3with the ﬂow of information about themselves.
Pervasive Computing
Human oriented sensor networks have high relevance to the subject of perva-
sive computing, in fact, it is useful to frame such networks in this realm. Per-
vasive computing could be described as the situation where there are many in-
formation processing devices around us, but the effort required to interact with
them is eased by their numbers rather than increased. The reduction of effort of
interaction will result from advances in interfaces, complemented by increased
understanding of our own state by these devices. Increased understanding of
state comes from sensing, at which point we draw our link to sensor networks.
Wearable Devices
Further relating to the discussion of human oriented sensor networks is the sub-
set of sensor nodes which are wearable devices. They bear speciﬁc mention
as they epitomize many of the challenges in producing a human oriented net-
work. Wearable devices by nature capture highly personal data streams, and
so have some of the strongest concerns in terms of the privacy implications of
their data. Additionally, demands for packaging of sensor nodes are high be-
cause they must be light and convenient to wear. From a sensing perspective,
wearable nodes present a challenge because it is both difﬁcult to achieve consis-
tency in placement (both across uses by the same wearer, and across wearers),
and to achieve stability of placement. Such nodes are highly mobile, and so in
practice achieving a high degree of reliability and robustness in these networks
4proves extremely challenging.
1.2 Motivation
WSNs physically derive from existing network and electronics technologies:
they have resulted from continued miniaturization and cost reduction of var-
ious components. Due to this lineage, much sensor network software has sim-
ilarly been designed through efforts to scale algorithms which have performed
well in existing larger scale networks. In some areas, such as wireless physical
and medium access control, there has been signiﬁcant evolution speciﬁcally de-
signed for WSNs. However, as one looks further up the OSI network stack, we
ﬁnd that sensor networks are still much in their infancy and have yet to fully
develop into their own. Yet, it is clear that same approach which has been used
in developing traditional large scale computer networks does not apply directly
to WSNs. In fact, a different approach as part of a new overarching theory of
WSN design must be developed.
1.3 Contributions
This document examines two human oriented sensor network systems in de-
tail. The author of this dissertation has played a critical role in design and im-
plementation in these systems. We consider their development and execution
and advancement of the state of the art in sensor networks. The second of these
two, DexterNet, is provided to the community in an open source fashion. In
addition, we draw on these systems and the research surrounding them to de-
5velop preferred methodologies for building human centered sensor networks.
This analysis extends from devices at multiple hierarchical levels to concepts of
security and privacy in these networks.
1.4 Dissertation Organization
Chapter 1 has provided an overview of wireless sensor networks and this doc-
ument’s introduction. This is followed by a summary of related work in Chap-
ter 2. Chapter 3 gives a detailed discussion of a sensor network system that
was designed and deployed in Herbert F. Johnson Art Museum on Cornell Uni-
versity’s campus. Chapter 4 presents work on DexterNet, a multi-institutional
collaboration which remains ongoing. DexterNet is an open, wearable sensor
network platform. In Chapter 5, we draw upon the previous two Chapters to
provide a systems level view of wireless sensor networks. Finally, Chapter 6
concludes.
6CHAPTER 2
RELATED WORK
While there have been many experimental sensor network deployments, to
our knowledge, a common methodology for developing these networks which
recognizes them as distinct from traditional large scale networks, has yet to be
derived. In a broad sense, the content of this dissertation is related to many
wireless sensor network implementations, especially those which use Berkeley
motes. The relevancy comes from viewing WSN’s as systems, at which level
there is always the need for sensing, processing, communication and an inter-
face. Speciﬁcally, this dissertation examines two particular sensor network de-
ployments, both of which are human oriented, and one of which uses wearable
devices. The ﬁrst of these systems was deployed in the Herbert F. Johnson art
museum on Cornell’s campus for the purpose of learning about the collective
movements of museum patrons on one of the museum ﬂoors [28], and is related
to [34] and [8].
[34] details a system deployed at the MIT Museum which provides addi-
tional information to museum visitors through a worn personal location-aware
audio/visual display. Information about movement is stored by the device for
off-line analysis. This systems has large architectural differences with the John-
son Art Museum deployment, as it uses both stationary devices placed through-
out the museum, as well as devices carried users. These devices are not net-
worked and therefore not capable of real time data acquisition in the same man-
ner as our system.
In [8], Radio Frequency Identiﬁcation Tags (RFIDs) are worn or held by mu-
seum visitors in the San Francisco Exploratorium. When an RFID tag is placed
7in close proximity to a reader attached to an exhibit, the visitor’s presence is
recorded. Additionally, this allows the exhibit to interact with the visitor. The
authors give some discussion of protection of visitor privacy, noting that their
system is designed not to collect Personally Identiﬁable Information (PII). Ad-
ditionally, the need to carry the RFID tag allows visitors to easily opt in or opt
out of the system. The RFID readers are however not networked, an important
differentiation from the Johnson Art Museum deployment.
The second of these systems, known now as DexterNet, is a platform for
medically oriented applications [15]. There have been several other medically
oriented sensor networks developed by researchers, summarized in Table 2.1.
Each of these are tailored to somewhat distinct use cases, although they are
bound by a number of common features, one of which is the use of some sort of
hierarchical structure.
CodeBlue [20] is intended to support the triage system for ad hoc medi-
cal care stations in a disaster scenario. Triage is the process by which a nurse
quickly asses the relative condition of each incoming patient, and prioritizes
the order of their care based on the severity of wounds. CodeBlue is based on
publish-subscribe model that allows physicians and nurses with PDAs to be
alerted when a patient’s health condition changes rapidly based on data from
wearable sensors, which include pulse oximetry, two lead ECG and a combined
accelerometer/gyroscope/electromyogram. If an alarm is triggered based on
patient data, their care can be re-prioritized. CodeBlue differs from DexterNet
in a number of ways, including communication model and prioritization of se-
curity and privacy. Additionally, CodeBlue is not open source at this time, and
does not currently integrate with electronic medical information systems.
8[21] proposes a multi-tiered general Wearable Wireless Body Area Network
(WWBAN) architecture for healthcare. The paper proposes a structure and re-
quirements for a system which includes wearable sensors, mobile base stations
and Internet based links connecting this data to physicians. While the paper de-
scribes prototyping the proposed system, it extends only to wearable network.
Current versions of DexterNet provide a full architecture, as well as increased
software ﬂexibility in comparison with WWBAN. Additional efforts by the au-
thors can be found in [11], where they have expanded their range of available
sensors to include ECG, accelerometer, Heart Rate Variability (HRV), and pulse
oximetry.
Alarm-Net [39] is a system designed for assisted living scenarios. The net-
workusesCrossbowMICAzsandSTARGATEstosupportadensemulti-patient
environment. The Alarm-Net software suite is designed to support dynamic
queries on sensors which may trigger repeated sampling, as well as basic ﬁlter-
ing of data. Like DexterNet, Alarm-Net has been designed with privacy pro-
tecting features. The system attempts to learn the Circadian Activity Rhythm
(CAR) of a particular home, and will use that data to affect access to patient
data. The example given by the authors is that, if a patients CAR changes in-
dicating a potential heart condition, ECG data will be automatically released to
nurses for review for a limited amount of time. Finally, HealthGear [26] is a
single sensor system integrating a bluetooth low-power pulse oximeter with a
mobile phone. DexterNet is the only open-source platform in this realm at this
time.
While the above systems all share common elements, their respective pub-
lications do not provide a distinct conceptual framework from which their de-
9Table 2.1: Comparison of body sensor network systems
Platforms Sensor Devices Base Devices Node Protocols
HealthGear [26] pulse oximeter smart phone Bluetooth
CodeBlue [20] pulse oximeter PC 802.15.4
ECG, SHIMMER PDA
WWBAN [21] motion, ECG PC, PDA 802.15.4
ALARM-NET [39] pulse oximetry STARGATE Bluetooth
motion, ECG PDA, PC 802.11
DexterNet motion, ECG PDA 802.15.4
EIP, GPS PC
MICAz, SHIMMER
Platforms Open Source Environmental Sensors
HealthGear [26] No No
CodeBlue [20] No No
WWBAN [21] No No
ALARM-NET [39] No Yes
(temperature, light, PIR)
DexterNet Yes Possible via SPINE
(i.e. air pollution)
sign is based. In this dissertation, we attempt to provides details on the Art
Museum and DexterNet systems, as well step back to view them from a per-
spective which allows us to provide this conceptual framework.
10CHAPTER 3
THE HERBERT F. JOHNSON ART MUSEUM
3.1 Introduction
In 2006 we began a collaboration with members of the Human Computer Inter-
action(HCI)groupatCornelltodeployawirelesssensornetworkintheHerbert
F. Johnson Art Museum located on Cornell’s campus. HCI had previously been
experimenting in the museum space in an effort to produce a more dynamic, in-
teractive experience by placing sensors and feedback in the museum [3]. To this
end, they had previously built small, stand alone units equipped with passive
infrared sensors. These units would playback bird call sounds after a period
where no persons had passed nearby. One of the goals of that experiment was
to capture information about visitor movement for to help analyze how or if the
bird sounds changed the patterns of movement of visitors. However, this in-
formation was gathered by an HCI member taking notes while in the museum
ratherthanthroughthedevices, asonecouldonlydownloaddatabyconnecting
to each passive infrared unit in turn.
Clearly this was a scenario in which a wireless sensor network deployment
could offer signiﬁcantly expanded possibilities beyond the existing passive in-
frared units. Fortunately, we had recently acquired a large number of Berkeley
motes, particularly Crossbow Technology’s MICAz model with a correspond-
ing set of MTS300 sensor boards for these motes. The MTS300 provided among
other features, light sensing capability. With the available hardware, we devel-
oped a plan to deploy a wireless sensor network on the museum ﬂoor which
would gather information about the presence and movement of individuals,
11and both store this information for movement analysis, as well as feed back this
data to museum visitors by using it to drive a dynamic art piece also placed in
the museum.
3.2 System Overview
3.2.1 Hardware
Through its development, the Johnson Art Museum deployment came to en-
compass a system which included a variety of different hardware devices with
various functionality. The overall architecture is depicted in Figure 3.1.
Motes
The base layer of the system is composed of Crossbow Technology MICAz
motes [9], equipped with MTS300 sensor boards. The MICAz uses Chipcon
CC2420 transceivers used in conjunction with an Atmel Atmega 128L micro-
controller. It also includes nonvolatile ﬂash memory, 10-bit ADC, 3 LEDs and
digital I/O. The motes make use of the 802.15.14 (Zigbee) MAC and Physical
Layer standard at a maximum of 250kbps and operate at a carrier frequency of
2.4 GHz in the ISM band. Their range varies from 20 to 100 meters depending
on the operating environment. These devices are highly resource constrained,
as despite being powered by two AA type batteries and having only 4 kbytes of
RAM, they can exhaust their power supply in only a few days if power is not
12Figure 3.1: System architecture of the Johnson Art Museum sensor net-
work deployment
carefully managed.
The MICAz’s are equipped with Crossbow MTS300 sensor boards [10],
which provide light, temperature and acoustic sensing as well as a sounder. The
combination of MICAz and MTS300 is shown in Figure 3.2. Of these available
sensing modalities, the art museum deployment makes use of the light sensor
to detect the shadow cast by the presence of a museum visitor.
13Figure 3.2: CrossbowTechnologyMICAzmotewithattachedMTS300sen-
sor board, shown without protective case.
Jornada Handheld Computers
Although initial discussions regarding this deployment included visual feed-
back of sensor data to museum patrons, feedback ultimately took the form of
a distributed soundscape. This soundscape was realized through the use of a
network of HP Jornada handheld computers communicating with the system
base station through 802.11b WiFi. This overlay network of Jornadas were able
to play back various bird sounds as directed by the base station, providing ex-
panded capabilities beyond the standalone passive infrared units which were
previously used in the museum.
14Figure 3.3: HP Jornada Handheld Computer used to produce a sound-
scape in the art museum.
Coordinator
A MICAz connected to desktop class PC through a Crossbow provided bridge
serves as the base station for this system. This PC logs all of data collected by
the sensor motes, as well as processes that data to produce global estimations of
visitor movement. This base station also communicates with the network of HP
Jornada Handheld computers through an attached WiFi router. It is the primary
coordinator of the entire system.
3.2.2 Software
Motes
Software for the motes was developed with TinyOS [37], the prevailing operat-
ing system for Berkeley motes. TinyOS is written in the nesC (network embed-
15dedsystemsC)language[22], aderivativeofCdesignedtomodularizereusable
components for rapid development of applications (More details can be found
in Section 5.3). Existing TinyOS components were used to provide multi-hop
forwarding of messages using Destination Sequenced Distance Vector (DSDV)
routing [29], as well as basic abstractions of equipped MTS300 sensors.
Additionally, each mote detects visitor presence using an algorithm called
SmartSense, which is designed to process raw light sensor data and detect vis-
itors locally on each mote. The light sensor is sampled at a rate of 20Hz and a
recursive ﬁlter is used to estimate ambient light level. When a deviation beyond
the typical noise levels seen by the mote occurs, SmartSense recognizes this as
the presence of a person and records a triple of the ambient light estimation, the
anomaly value, and a time stamp. Further triggers are temporarily suppressed
until the light readings return to the ambient level, eliminating the possibility
that the same shadow produces multiple trigger events. The concept of oper-
ation is illustrated by the state diagram shown in Figure 3.4. These “trigger”
events are buffered for a maximum of 10 seconds before being sent to the base
station, in order to minimize network trafﬁc without excessive delay. The mote
program also listens for clock synchronization messages from the base station
in order to provide reliable time stamps for data.
16Figure 3.4: State Diagram for the Smart-Sense algorithm used in the John-
son Art Museum deployment.
Coordinator
The TinyOS project includes a supporting Java language API for developing
base station software that communicates with TinyOS motes. This API was
modiﬁed and built upon to produce base station code for the art museum de-
ployment. The goal of the MICAz network is to capture data about the presence,
tempo and movement of museum visitors in order to provide various types of
feedback. To this end, the approach was to divide the museum ﬂoor into sev-
eral different zones, using pairs of motes separated by a known distance at zone
boundaries. Mote placement is shown in Figure 3.5 and in Figure 3.6. Using
time stamps provided by the motes with this distance information, the base sta-
tion can estimate the direction and speed with which a visitor crosses between
zones. The particular ﬂoor of the museum normally has only one point of entry
and exit, namely the elevator, which allows the base station to estimate a count
of persons in each zone due to their conservation on the ﬂoor.
All data received from the motes are logged into a SQL database hosted on
the coordinator, including routing ﬁelds. This data is processed to produce vis-
17Figure 3.5: Sensor mote deployment in the Johnson Art Museum. Motes
represented by dots.
Figure 3.6: A pair of MICAz motes, housed in protective cases, in place on
the museum ﬂoor.
itor zonal information, which is in turn also recorded in an additional database
table. The coordinator also periodically broadcasts synchronization messages
to the mote network.
18Interface
There are two components of the art museum deployment which serve as inter-
faces or feedback mechanisms derived from sensor data. The ﬁrst of these two is
a remote web interface, implemented with PHP, which allows the user to view
real time changes in the zonal distribution of museum visitors and other tempo
related parameters. This interface is intended for museum curators as well as
HCI researchers to learn about the effect on movement patters caused either by
changes in art displays or placement, or by sensor data feedback to visitors.
The second of these interfaces is in fact the Jornada soundscape overlay net-
work. The Jornadas operating system is Windows for Handheld PC 2000, and
includes web browsing software, email, etc. The OS and these applications are
stored in ROM, making software replacement and upgrades impractical. As
a result the soundscape is similarly implemented through the use of the web
browser and PHP.
3.2.3 Privacy & Security
Privacy and Security in the art museum deployment are two issues which are
distinct, however inextricably linked through their solutions. Privacy consider-
ations arise as the system collects information about people in a public space.
While it is true that there are security guards on the museum ﬂoor for the pro-
tection of artifacts, their presence is obvious and any record of a visitor’s ac-
tions is limited to the memory of a nearby guard. The sensor network shifts
this paradigm as the sensor nodes are considerably more obscure (and may go
unnoticed), and have the potential to permanently log their data at the base
19station. We address this issue in the museum by posting notices for visitors to
make them aware that the sensor network system is in place. An additional dis-
tinction is that the scope under which one is observed by a particular guard is
limited, while the sensor network covers the entire ﬂoor.
This difference leads to the subject of Personally Identiﬁable Information
(PII). The sensor network tracks movement only in an aggregate sense: when
many persons are moving through the space, one cannot trace the path of any
particular individual. In this regard, the sensor network is less descriptive than
a guard, who views each visitor as a distinct individual. However, should there
be only a single visitor at a given time, the network then functions as a track-
ing system, who may have been identiﬁed by a guard at some point along their
path. In this case, the correlation of information greatly reduces privacy. It is
for this reason that an interface which provided the potential for easy correla-
tion, such as one derived from Figure 3.5, was not developed for display in the
museum itself. In the case that a visitor ﬁnds the system to be an unacceptable
threat to their privacy, it is desirable to provide them with the opportunity to
opt-out of the system. However, the lack of PII collected by the system in fact
restricts us from implementing an opt-out mechanism at the individual level.
As a result, the posted notices of the presence of the sensor system also indicate
the option of temporarily shutting off the system during their visit.
The privacy considerations above help to indicate some of the costs asso-
ciated with a lack of properly securing the system, as without certain security
features we cannot ensure that sensor data is not misused. Given the tracking
potential provided by the sensor data, an implementation of Tinysec [12] was
developed for the previously unsupported MICAz, which made use of the AES
20encryptionfunctionalityoftheMICAz’sCC2420radio. Thisinvolvedcarefulex-
amination of the TinyOS network stack, the CC2420 radio including some tech-
niques discovered through trial and error. Tinysec provides both message in-
tegrity codes for authentication, as well as encryption through the use a shared
key. Further security measures at the coordinator, remote web client and Jor-
nadas include commonly used authentication and encryption standards (SSL,
WEP, etc.).
3.3 Results
The sensor network system deployed in the museum was successful in that we
produced a working, multi-component sensor network system using custom
software, which served the purpose of sensing, processing and delivery of feed-
back. We had expected during our design of the system that the light sensors
would need careful placement in the museum in order to provide proper de-
tection. These concerns were justiﬁed in our deployment as we needed to take
into account the various light sources which would allow the shadow of a visi-
tor to pass over the sensors and be detected. From an technician’s perspective,
we would have liked to provide more accurate and reliable person detection,
however there were privacy beneﬁts to collecting a minimum of data. The data
collected was in fact sufﬁcient to drive the Jornada based soundscape. In ad-
dition, due to the larger number (20+) of nodes deployed, it would have been
desirable to achieve greater node lifetime than the few days realized in the de-
ployment.
213.4 Conclusion
The deployment of a sensor network in the Herbert F. Johnson Art Museum
on Cornell’s campus yielded many insights into the practical development of
such systems. The foremost of these is that while the initial intentions were to
construct a sensor network, the end result is a sensor network system. This sys-
tem includes sensor motes, a coordinator with multiple network interfaces, and
multiple methods of displaying collected data. The importance of this point
lies in that systems require integration of components, and integration is of-
ten achieved only after considerable effort. In fact, we had acquired a set of
closed source, passive infrared security motes from Crossbow, in the hope that
the accuracy of the system could be improved. However, the effort required
to sufﬁciently reverse engineer their closed source proved impractical for this
deployment.
We did not encounter any signiﬁcant adverse privacy related incidents
through the use of the system. However, it became clear through the devel-
opment of the system that the need to preserve privacy, as well as robustness,
drive security implementation, instead of the reverse. As a result, one must con-
sider how a sensor network will interact with people, and how it manipulates
information about them to understand its privacy implications and appropri-
ately address them through design and selection of security features.
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DEXTERNET
4.1 Introduction
DexterNet is an open platform for heterogeneous body sensor networks which
has evolved from a collaborative effort between multiple institutions targeting
medical applications. The team now includes researchers at Cornell, University
of California at Berkeley, University of Texas at Dallas, Tampere University of
Techonology in Finland, Vanderbilt University and Telecom Italia. DexterNet
supportsdynamicreconﬁgurationofavarietyofmoteplatforms, sensors, signal
processing and applications, allowing the large number of researchers involved
to share and enhance a common platform. In fact, DexterNet grew out of desire
to unify related efforts across these institutions.
DexterNet is designed to support real-time monitoring in both indoor and
outdoor environments through a three-layer hierarchical design. The ﬁrst layer,
called the body sensor layer (BSL), includes various wireless sensors that instru-
ment the body. Currently this includes motion sensing through accelerometer
and gyroscope, and bio-impedance sensor. The next layer is the personal net-
work layer (PNL), where the BSL communicates with a mobile base station. The
BSL and PNL layers are driven by an open-source software framework called
Signal Processing In Node Environment (SPINE) [35]. The third and ﬁnal layer
is the global network layer (GNL) in which potentially multiple PNLs are linked
through the internet to support high level applications. These may include re-
mote health monitoring, or public health applications. Currently our team is
actively developing three applications, which include avatar visualization, ac-
23tivity recognition and public health asthma and air quality studies. We have
also worked to gain a basic connection to medical information systems at Van-
derbilt, in order to provide medical feedback. Currently this link makes use of
manually entered blood pressure and weight data, combined with activity level
data derived from a single motion sensor node, but is further expansion is in
progress.
4.2 Design of DexterNet
The design of DexterNet emerged from three critical principles:
Open Source Use of the open-source SPINE (Signal Processing In Node Envi-
ronment) framework as the software core of the system. This appropri-
ately encourages software changes with maximum long term ﬂexibility,
and discourages application speciﬁc code. This ensures a democracy in
the further development of DexterNet.
Dynamic Conﬁgurability with Real-Time Support SPINE has been devel-
oped to support full over-the-air conﬁgurability and support for real time
data acquisition. DexterNet is designed to follow this paradigm to al-
low the use of heterogeneous devices and sensors in different applications
without the need to re-ﬂash sensor nodes.
Three-Layer Architecture DexterNet adopts a three-layer architecture consist-
ing of the Body Sensor Layer (BSL), Personal Network Layer (PNL) and
Global Network Layer (GNL). This structure allows monitoring of multi-
ple human subjects in both indoor and outdoor environments as shown in
Figure 4.1.
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Figure 4.1: The three-layer architecture of DexterNet operating both in-
doors and outdoors.
4.3 System Architecture
The architecture of DexterNet is shown in Figure 4.2. Through SPINE, the
Body Sensing Layer (BSL) supports several motes and sensors. These include
the TelosB or tmote sky with either the DexterNet motion sensor board or
the biosensor, SHIMMER mote with built-in accelerometer and MICAz with
MTS310 sensorboard accelerometer. The Personal Network Layer (PNL) is also
supported by SPINE. DexterNet makes use of a Nokia N-series internet tablet
as the PNL coordinator, providing mobility and GPS sensing with potential for
integration of other environmental sensors. The N800 communicates with our
applications operating at the Global Network Layer (GNL), including Avatar,
25Action Recognition and Public Health asthma and obesity studies. Figure 4.3
depicts a user instrumented with the BSL & PNL layer components of the sys-
tem.
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Figure 4.2: Architecture of the DexterNet system, indicating the layered
organization of hardware and software components.
Each of these applications is built on top of the SPINE base station API, al-
lowing them to dynamically conﬁgure appropriate sensors and signal process-
26Figure 4.3: A user instrumented with the prototype DexterNet system.
ing they require on each node. By acting through the SPINE API, applications
are shielded from direct interaction with the BSL and the need to operate in a
TinyOS environment. This ensures any improvements made to SPINE in terms
of robustness, security, capacity or energy consumption beneﬁt all applications
simultaneously. It allows developers to improve SPINE without working di-
27rectly with application developers, thereby reducing effort for each group.
4.3.1 Body Sensors
TelosB & tmote sky
The primary mote platform used by DexterNet is the TelosB [36] & tmote sky
[31], which although manufactured commercially by Crossbow Technology and
moteiv, respectively, are equivalent. The tmote has now been discontinued as
moteiv has become Sentilla Corp. The TelosB uses a TI MSP430 microcontroller,
coupled with a TI CC2420 802.15.4 radio. It provides a 12-bit ADC a digital
I/O interfaces, 3 LEDs, 1MB of serial ﬂash memory and is typically powered by
two AA batteries. These devices are extremely limited available RAM (10KB),
processing capability (8MHz 16bit CPU) and power supply.
DexterNet supports two custom sensor board designs for the TelosB, namely
themotionsensorandbiosensor. Themotionsensorisinit’sthirditeration, hav-
ing been developed initially through collaboration between UC Berkeley, UT
Dallas and Telecom Italia as part of body sensing efforts feeding into Dexter-
Net. The ﬁrst generation design provided a three-axis accelerometer and two-
axis gyroscope, and was powered by the standard TelosB twin AA batteries.
The accelerometer indicates values in the range of ±2g as a 12bit value through
digital interface to the mote (Figure 4.4).
The gyroscope indicates angular velocity in the range of ±500◦/s, also with
12bit resolution through the mote ADC. The second generation design, shown
in Figure 4.5, introduced a secondary dual-axis gyroscope oriented to provide
28Figure 4.4: Sample accelerometer output from a single mote. The ac-
celerometersenses-2gto2gofaccelerationreportedasasigned
integer in the range of -2048 to 2047.
the equivalent of a three-axis gyroscope, for complete three-axis accelerome-
ter and three-axis gyroscope data. The third generation design, shown in Fig-
ures 4.6 & 4.7, saw the return to a single gyroscope and the introduction of con-
trol circuitry for the use of a lithium ion battery in place of AAs. This resulted in
amuchslimmerdesignwithbetterpowercharacteristics. Batterylifeundercon-
tinuous measurement and wireless streaming of data is approximately 20 hours.
The reduction in gyroscopes was motivated in part because our experiments in-
dicated that the gyroscope was far less discriminant than the accelerometer in
recognizing actions, and also because the necessary perpendicular mounting of
the secondary gyroscope was fragile and added much bulk to the sensor board
design. Both the accelerometer and gyroscope are subject to a certain amount
of measurement error. The accelerometer typically requires some calibration in
the form of a linear correction, as sensor output at 1g may be shifted as much as
15% in some sensors. Fortunately this shift seems to remain constant through-
out the life of the sensor. The gyroscopes unfortunately indicate rotation under
29purely translational motion, in manner that is not obviously correctable. This
limits their use to a certain extent.
Figure 4.5: Second generation motion sensor shown attached to a tmote
sky.
Figure 4.6: Third generation motion sensor without gyroscope attached to
a TelosB.
The second custom sensor board supported by SPINE and therefore Dexter-
30Figure 4.7: Third generation motion sensor with gyroscope attached to a
tmote sky.
Net is the biosensor, developed primarily by collaborators from Finland. The
biosensor includes three sensors, a three-axis accelerometer, electrocardiogram
(ECG) and electrical impedance pneumography (EIP). ECG and EIP require at-
tachment of four leads to the subject, two arranged vertically on the front of
the patient below the pectoralis major, and two on the back opposite those place
on the front. The ECG allows derivation of heart rate and heart rate variabil-
ity (HRV). The EIP signal can be processed to derive breathing parameters such
as respiration rate, minute ventilation volume, ﬂow/volume curve and inspira-
tion/expiration times. Portions of the signal processing required to determine
these values are implemented in SPINE so that they may be computed locally
on the node. This is particularly important because the radio channel of the BSL
cannotsupportstreamingofrawECGdataatthenecessaryrateforclinicalanal-
ysis. The biosensor uses the same lithium ion power source as the motion sen-
sor, and achieves a similar 20 hour battery life under continuous sampling and
data streaming operation. More information regarding the biosensor is avail-
able in [32], [33] & [17].
31Figure 4.8: Biosensor and tmote sky shown without electrode leads.
Figure 4.9: Biosensor and tmote sky shown with attached electrode leads.
Other Motes
Through SPINE, DexterNet supports additional motes beyond the TelosB &
tmote sky. As the SPINE mote side software is constructed as a TinyOS appli-
cation, it can typically be compiled for any TinyOS mote platform with suitable
resources. At that point one must wrap the device’s sensors in a SPINE inter-
32face or driver. Thus far, the focus has been on other 802.15.4 radio motes, as
they can communicate directly with the TelosB to provide a heterogenous sen-
sor mote environment. Currently SPINE supports the Crossbow MICAz and it’s
accelerometer through an attached MTS310 sensor board, as well as the built-in
accelerometer on the Intel SHIMMER mote. Most importantly, this collection
can be expanded through the continued development of SPINE.
4.3.2 The SPINE Framework
SPINE (Signal Processing In Node Environment) [35] is an open-source frame-
work for distributed signal processing in wireless sensor networks. It began at
and is hosted by Telecom Italia, one DexterNet’s collaborative members. SPINE
provides a set of on-node services that can be dynamically conﬁgured over-
the-air through its base station API in a star-network topology. This allows
researchers to rapidly prototype certain wireless sensor network applications
without the need to necessarily overcome the steep learning curve of, or spend
time debugging TinyOS. Additionally, developers are free to extend SPINE to
meet their needs. Most importantly, all SPINE applications universally bene-
ﬁt from changes in the framework that may improve robustness, security and
energy efﬁciency.
SPINE includes software both for motes in the form of TinyOS code, and
for the base station in the form of Java code. The mote side code is organized
in three primary components: Communication, Sensing and Signal Processing.
This organizational structure is mirrored on the base station side as well, and
was chosen in the hope of providing ﬂexibility and extensibility with minimal
33effort. For instance, all sensors are abstracted through a common interface to
the signal processing component of SPINE. As a result, any newly introduced
sensor driver is immediatelyavailable to all SPINE signal processing functional-
ity. Similarly, an new signal processing functionality introduced has immediate
access to all onboard sensors. The SPINE communication component manages
the radio an implements power saving through radio sleep and/or time division
multiple access (TDMA), as well as message fragmentation on behalf of the signal
processing components.
The SPINE base station side core has been developed in Java for Micro-
Edition in an attempt to provide the broadest compatibility, including PC’s, lap-
tops, PDAs and lower end cellular phones. Recently expanded SPINE packages
have been developed which require the Java Standard-Edition runtime, provid-
ing enhanced functionality and convenience. The SPINE base station uses a
plug-in system to communicate with the TinyOS based mote network (allow-
ing development at Telecom Italia of a ZigBee plug-in). Due to these features,
DexterNet can make use of the a Nokia N800/810 (Figure 4.10) as a SPINE base
station and mobile Personal Network Layer (PNL) coordinator. The N800 is
critical to DexterNet system, as it provides the basis for indoor and outdoor
monitoring, and also provides a platform for GPS and other sensor integration,
as well as WiFi connectivity.
4.4 Applications
DexterNet currently includes three applications which demonstrate its features
and capability. These include Action Recognition, Public Health asthma and
34Figure 4.10: A Nokia N800 in hand, which serves as a personal mobile
SPINE base station in the DexterNet system.
obesity study and Avatar motion visualization. This dissertation focuses mainly
on the Avatar, as the author is its primary developer.
4.4.1 Action Recognition
Much of the original motivation for development of the motion sensor board
was to recognize falls and other critical events in elderly persons living inde-
pendently through remote monitoring. Traditionally, human action recognition
has been studied through the use of much higher bandwidth sensors, namely
cameras in the realm of computer vision techniques and research. The use of
DexterNet provides several advantages over traditional techniques: the envi-
ronment need not be instrumented with sensors, reducing deployment effort
35and providing the opportunity for mobility through various locations, greater
preservation of subject privacy and reduced cost.
We have used DexterNet to build an open-source database of wearable mo-
tion sensor data, called Wearable Action Recognition Database (WARD) [41]. Cur-
rently WARD contains data from 7 male and 13 female subjects with ages rang-
ing from 19 to 75. It includes 3-axis accelerometer and 2-axis gyroscope data
from a set of 5 worn motion sensor boards, labeled by the action performed.
A partial set of actions in the database include bending, lying down, standing
up, walking, running, etc. WARD is used a benchmark to develop DexterNet’s
action recognition application, a distributed recognition algorithm detailed in
[42, 40]. The algorithm degrades gracefully if the number of available sensors
on the body is reduced, either permanently or transiently due to network con-
ditions. Because it is freely available, WARD can also be used to develop other
body sensor applications.
4.4.2 Public Health
Through the combination of motion sensors, biosensor, GPS and in-
door/outdoor mobility, DexterNet can capture a large variety of data indicat-
ing the physiological state of a subject. This information can be used for public
health study, to correlate the activity patterns of individuals with conditions
such as asthma attacks, obesity, and cardiovascular diseases. Particularly, we
hope to perform studies on childhood obesity and asthma in the future Dexter-
Net. Of particular note is the GPS information made available at the N800 by
DexterNet, as traditionally epidemiologic studies have relied upon crude loca-
36tion measurements, such as assuming a ﬁxed location (i.e. a subject’s home), or
through notes.
DexterNet has been used to perform the following ﬁeld experiment to
demonstrate its potential in public health applications. In addition to Dexter-
Net’s included sensors, we coupled the use of a handheld air pollution monitor
(MetOne Aerocet 531) whose timestamped data was integrated upon comple-
tion of each experiment. A convenient sample of ﬁve males and one female
were asked to walk a 2.4km route in and around the UC Berkeley campus while
equipped with various DexterNet sensors. These included a motion sensor at
the left ankle, waist, and left wrist, GPS and air pollution sensor (airborne par-
ticulate matter ≤ 2.5µm in size, PM2.5). Motion data was logged at 30Hz, GPS at
1Hz and air pollution at 2-minute intervals. The walk was designed to include
uphill, downhill and ﬂat sections, and encounter various environments, rang-
ing from industrial to greener portions of campus. Results combining data from
these sensors are shown in Figure 4.11. The ﬁgure suggests that interday vari-
ability of pollution is larger than spatial variability over the chosen walk. Ad-
ditionally, an experiment was performed with use of the biosensor, data from
which is shown in Figure 4.12.
4.4.3 Avatar Visualization
An important application of remote wearable sensing is remote monitoring of
patient activity. This can be achieved simultaneously through both action recog-
nition techniques (Section 4.4.1), as well as signiﬁcantly more visual techniques
37Figure 4.11: GPS traces of campus walks for three subjects. Spare the Air
refers to a day when an air pollution warning was issued by
the Bay Area Air Quality Management District.
Figure 4.12: GPS traces of campus walks with additional motion sensor
data.
more closely achieving the effect of cameras. This resulted in the develop-
ment of the Avatar for motion visualization. The avatar application animates
3D model of the subject in real time based on sensor data. This provides much
of the utility of video, but without the need to install cameras and the corre-
sponding loss of privacy for the subject.
38Design
The DexterNet motion sensor, particularly the 3-axis accelerometer and 3-axis
gyroscope variants, in theory provides the necessary information required to re-
construct the path of the device through space during movement. Such data is
of natural use for visualization of patient motion. In addition, it seemed to have
additional potential as a source of segmentation markers for other signal pro-
cessing techniques, as it would indicate discontinuities and pauses in motion.
To explore this possibility, several tools were created for visualizing sensor out-
put in real time over the wireless link. Experiments with the sensors revealed
that initial expectations of tracing sensor motion were in fact too optimistic due
to two primary issues. The ﬁrst was that the effect of gravity on the accelerome-
ter was very strong compared to all but very rapid body motion. In fact, under
relaxed body motion, the motion based component of the sensor reading is only
1/10th the magnitude of the gravity component. As a result, the motion compo-
nent appeared to contain signiﬁcant noise. A more important observation, how-
ever, was that the gyroscopes did not purely sense rotation movement. Ideally,
a gyroscope sensor should only register angular velocity. This would provide a
basis from which to distinguish rotational and translational motion, which are
detected as a composite by the accelerometer. In addition, gyroscope data could
be integrated to estimate angular displacement. However, in the case of the gy-
roscope used on the motion sensor, straight line motion of sufﬁcient magnitude
results in incorrect angular velocity readings. Due to this sensing error, it was
unclear if one could differentiate rotation of the sensor from translation of the
sensor in space.
Due to these limitations in the sensor, an alternate technique was devised.
39When the sensor is stationary, the force of gravity on the accelerometer allows
one to estimate the pitch and roll of the sensor (but not yaw, or heading). Fur-
thermore, since motion typically produces a minor perturbation in the sensor
output, if sensor values are appropriately ﬁltered, one can reasonably treat ac-
celerometer output as an indication of sensor pitch and yaw. Combining this
data with a model of the human body appeared to be a promising method of
reconstructing body position and motion.
While the capture and transmission components were originally handled us-
ing a special purpose TinyOS program for the motes, these components are no
longer used in favor of the SPINE framework. The move to SPINE also served
to integrate the Avatar into the DexterNet architecture. The orientation in space
of a single sensor node is computed based on the apparent direction of grav-
ity as seen by the sensor board’s accelerometer. This allows us to derive pitch
and roll orientation information for each sensor mote. When considered as a
vector, the accelerometer will read the vector sum of gravity and acceleration
resulting in movement of the sensor board. Under relaxed motion, motion com-
ponent of the vector is less than 10% of the magnitude of the gravity vector. As
a result, this motion component is neglected and we continuously interpret the
direction of the accelerometer vector as the direction of gravity. This processing
can be demonstrated by the system as in Figure 4.13. Given the orientation of
the accelerometer, pitch and roll can be calculated from X, Y & Z accelerometer
readings using equation 4.1 and 4.2, respectively, where atan2 is the C standard
function for which returns an angle over [0,2π):
φ = atan2(X,
√
Y2 + Z2) (4.1)
40θ = atan2(−Y,Z) (4.2)
Figure 4.13: Live single sensor orientation recovery and visualization
This calculation has been implemented as calculable feature in the SPINE
framework, allowing each node to estimate its own pitch and roll, and report
those values directly to the base station. A portion of the early base station
software developed for this project can be seen in Figure 4.14. SPINE does not
currently provide any user interface components for managing a network.
The base station is responsible for modeling a human body, and determining
possible orientations of that body based on pitch and yaw information derived
from each of the worn sensors. The body is modeled as being constructed of
rigid cylinders and rectangular solids. The current model includes a torso, left
and right upper arms, left and right forearms, left and right thighs, left and
41Figure 4.14: Project GUI for mote discovery and conﬁguration as provided
by the SPINE framework.
right shins, a head, hands, and feet. These components are joined by joints. A
joint is speciﬁed by rotational, vertical and horizontal range of motion from the
reference component while that reference component is at 0 pitch, 0 roll and
0 yaw. The shoulders and hips have rotational, vertical, and horizontal free-
dom. The elbows and knees have only vertical freedom. The knee, for example,
which joins the thigh and shin cylinders, provides a vertical range of motion
of [−135,0], [0,0] horizontal and [0,0] rotational motion with the thigh as the
reference member of the joint. While these components were designed with
the intention of constructing a human body model, they could also be used to
model a variety of other objects.
42The joint and solid model of the body is made useful by the application of
sensor data. The body model includes sensors in addition to solids and joints.
A sensor is attached to solid and described by its orientation relative to that
solid. Because relative motion between the joint and sensor is not modeled,
component orientation is determined directly from sensor orientation. This in-
formation directly yields pitch and roll information for some components of the
body model. Using the joints as constraints and assuming a zero yaw value for
the torso, valid orientations for all body components can be calculated. These
orientations are determined discretely, and then each component is assigned to
the mean of its valid orientations. This allows the relative yaw of all compo-
nents to be estimated, and the pitch and roll of those components not bound
to a sensor to be estimated. A ﬁve sensor body model is currently used, with
sensors attached to the waist (torso), each forearm and each shin. This results in
the following dual joint constraints: a thigh’s orientation is estimated given the
torso sensor and the shin sensor from that side of the body, and an upper arm is
estimatedbasedon thetorsoandcorrespondingwrist sensor. Thefollowingsin-
gle joint constraints also exist: hands based on forearms, feet based on shins and
head based on torso. The accuracy of positioning varies the size of valid orien-
tations for components varies due to relative orientations between two sensors.
All of these calculations can be performed in real time, allowing for real time vi-
sualization of the subject’s posture and movements. Furthermore, while a ﬁve
sensor model has been constructed and tested, additional sensor nodes could be
used and joints added to the model to produce a more accurate visualization.
The body model described is both a mechanical and a visual model. The
cylinders and rectangular solids deﬁning body parts are drawn in 3D as seen in
Figure 4.15 & Figure 4.16. They are textured so that the rotation of cylinders is
43clearly visible. Joints are rendered as a generic cone, indicating their orientation
in space and the direction from which their range of motion is applied. While
this method results in a highly simpliﬁed visual depiction of the human body, it
easily conveys important information about the wearer of the sensor network’s
activities, including the posture and body motion.
Figure 4.15: Full body visualization using 5 sensors (Photo 1).
Continued development of the visualization system prompted in a change
in the underlying framework. We wished to animate the body based on a more
complex underlying model, so the Java Monkey Engine [1] game development
API with associated jME Physics [2] extensions were adopted as a new underly-
ing core of the Avatar. The use of jME also allowed for the use of more complex
and visually appealing renderings of the wearer. A screenshot with overlaid im-
age of the wearer is shown in Figure 4.17. While the updated version improved
on the performance of the ﬁrst generation Avatar, it does not yet yield a com-
44Figure 4.16: Full body visualization using 5 sensors (Photo 2).
plete solution. The use of a physics engine one one hand allowed the virtual
mass of the body model’s components to dampen high frequency noise in ac-
celerometer data, but on the other is to some extent difﬁcult to stabilize because
tight constraints are not solved as in the original model.
Privacy Implications
A major concern for remote patient monitoring systems is the effect of such a
system on patient privacy. While patients would most likely (but not necessar-
ily) sacriﬁce signiﬁcant privacy to remotely treat an existing condition, the same
sacriﬁce for preventative or early warning purposes may not be so easily made.
This would in fact limit the general value and usability of a remote monitoring
system. As a result, it is important to preserve patient privacy when possible,
45Figure 4.17: Later generation Avatar visualization.
and provide a graceful loss of privacy as the extent of monitoring increases. Re-
alizing that this is an important issue, we discuss two distinct aspects the avatar
system.
When considering the effect of a remote monitoring system on a patient’s
privacy, it is necessary to understand the value of the data that is collected in
the realm of privacy. The ease with which this can be done varies greatly for
a variety of reasons, including the degree of expertise required to interpret the
data and inability to collect the data with previous technology.
In the case of the avatar system, it clear that the accelerometer data captured
is not sufﬁcient to track the entire body precisely, yet we can expect that a certain
amount of motion and body position information is captured. While a patient
can likely assess the effect of a precise motion capture system on their privacy,
it difﬁcult to do so by simply stating that accelerometer data is captured. The
46avatar system provides a visualization which a patient can use to asses the pri-
vacy value of the captured accelerometer data.
A parallel issue in developing a privacy preserving system is to display data
collected in manner that minimizes a loss of privacy for the patients. Certainly
in this case a video feed of the patient would provide at least as much informa-
tion as the avatar system, however video results in a very large privacy cost.
The avatar allows the privacy preserving display of critical motion data.
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THE SYSTEMS PICTURE
5.1 Wireless Sensor Networks as Systems
Wireless sensor networks have multiple unique characteristics that make them
an appropriate technology for use in a wide variety of applications. Often in
sensor network literature, there is a large focus on the sensor network itself in a
given application, even though it may be supported by other technologies that
makeitpartofalargersystem. Inmostcasesthesensornetworkismostrecently
emerging and developing component of that system, so it receives most of the
attention. However, this publicity tends to give an impression that the sensor
network itself is the entire technological solution, while in reality the number
of instances where the sensor network is the complete solution and system is
quite small. All useful sensor networks must be capable of the same three ba-
sic mechanisms: sensing, processing and actuation/display. While is possible
for the sensor network to provide all three of these, this scenario is rare. For
instance, one might attempt to build a sensor network that would help direct
ﬁremen towards heat sources in a building. Sensor nodes would be equipped
with thermal sensors as well as an appropriate sensor of ﬁremen (potentially ra-
dio), and might contain a set of LEDs used for display a color smoothly between
blue and red. Sensors would set their display color to indicate the direction of
maximum heat around a ﬁreman to help direct them. In this instance, the sensor
network itself is a functional and useful system, itself acting as collector of data,
processor, and display. Still in this scenario, if such sensors had been in fact
deployed, it would be useful to also funnel their thermal data to a command
48center for the ﬁreﬁghters, to help direct their efforts, especially given its ability
to locate ﬁreﬁghters. Already we see a beneﬁt from making this sensor network
part of a larger system, as would be the case with many other sensor networks.
As a result, while it is somewhat glamorous to focus on sensor networks, they
are best developed and understood when viewed as a component in a larger
system.
Once a wireless sensor is acknowledged as a component of a larger system,
it becomes important to consider the interface between the sensor network and
other components. The nature of wireless sensor network ensures that nearly all
of these interfaces will be to other computer devices, such as desktop class PCs,
or less powerful devices such as mobile phones or smartphones. In either case,
the difference in complexity is such that a challenge of scale results, or more
precisely, a challenge in rectifying scales.
5.2 Physical Components
A sensor network is deﬁned by the large number of distributed sensing and pro-
cessing units which grant it it’s unique data collection capabilities. Sensor net-
work systems necessarily include additional components of various sorts. The
following sections discuss some of the more prominent and universal physical
components of a sensor network system.
495.2.1 Wireless Motes
Wireless sensor motes are being manufactured commercially for industrial as
well as research/academic purposes. One of the most well known manufactur-
ers is Crossbow Technology Inc., who manufacture Berkeley-style MICA motes
and their derivatives. The MICA series made use of Atmel ATMega microcon-
trollers as their CPU, and the Chipcon CC1000 900MHz radio. The evolution
of these devices has seen in many cases the adoption of the CC2420 2.4GHz
802.15.4 radio, as well as the TI MSP430 microcontroller or newer ATMega mi-
crocontrollers. A few feature the more powerful XScale processor, which makes
them suitable for use with cameras or other higher bandwidth sensors. Aside
from the XScale based motes, the microcontroller deﬁnes much of the charac-
teristics of these motes: 10KB of RAM or less, 10 or 12bit ADC, and digital
IO. Because of the need to conserve power, and because of the limitations of
the microcontroller, the traditional approach with these devices is to develop
a speciﬁc binaries for a given project. This is due to both a lack of appropri-
ate libraries, and the assumption that libraries are too wasteful of resources (by
virtue of providing generic capabilities) to be used extensively. However, the
effort in debugging these devices is so high, that its worth a signiﬁcant amount
of overhead in resources to minimize the amount of new mote code generated.
5.2.2 Sensors
Most sensor motes provides both an analog to digital converter (ADC) and dig-
ital input/output, resulting in a good of ﬂexibility for the acquisition of sensor
data. In some cases, commercially manufactured motes come with onboard sen-
50Table 5.1: Comparison of common mote platforms
CPU Radio RAM
MICA2 ATmega128L CC1000 4KB
MICAz ATmega128L CC2420 4KB
TelosB MSP430 CC2420 10KB
FireFly ATmega1281 CC2420 8KB
Intel MSP430 WML-C46A 10KB
SHIMMER & CC2420
IRIS ATmega1281 CC2420 8KB
Imote2 PXA271 CC2420 256KB SRAM,
XScale 32MB SDRAM
OS UI
MICA2 TinyOS 3 LEDs
MICAz TinyOS or Nano-RK 3 LEDs
TelosB TinyOS 3 LEDs
FireFly Nano-RK 4 LEDs
Intel TinyOS 4 LEDs
SHIMMER
IRIS TinyOS 3 LEDs
Imote2 Linux or Multi-Color LED
.NET Micro
sors, ranging from light and humidity sensors on some variants of the moteiv
tmote sky [31], to an accelerometer on the SHIMMER mote [19]. In addition,
the Crossbow corporation manufactures sensor boards which attach to some of
their motes. For example, the MTS300 used in the Johnson Art Museum de-
ployment (Chapter 3) provides light, temperature and acoustic sensors, as well
as a sounder. The MTS310 adds a dual-axis accelerometer and dual-axis mag-
51netometer to that set [10].
Many sensor networks require application speciﬁc sensors, in particular
those that are physiological in nature. This includes the sensors used in Dexter-
Net, as well as other medical sensor networks mentioned in Chapter 2. These
include motion sensors (combination MEMS accelerometer and MEMS gyro-
scope), Electrocardiogram, Electromyogram and blood oxygen saturation, to
name a few. Many of these sensors are implemented on their own sub-boards
to support circuits for signal conditioning, ampliﬁcation, etc.
The sensor board implementations vary greatly in their complexity, however
creating a robust sensor board always requires a considerable amount of effort.
This is due to the need to physically construct and test prototypes, then move to
printed circuit boards with devices soldered on, and possibly protected by cases
or other means. Some devices, such as the ECG/EIP sensor used in DexterNet
(Section 4.3.1) require construction of particular cables by hand.
An equally important consideration regarding custom sensor boards, how-
ever, is that they require a different skill set to develop than the software com-
ponents which make up the rest of the sensor network system. While talented
individuals are able to contribute to a project on both hardware and software
fronts, such a skill set is uncommon. Furthermore, one would like to maximize
returns on efforts in both hardware and software realms. This consideration
drives the portion of the SPINE Framework’s (Section 4.3.2) architecture that
strives for simplicity in supporting new sensors for signal processing with min-
imal integration effort. In addition, a well deﬁned interface between hardware
sensors and software in a sensor network system aids in the process of debug-
ging sensor board drivers by localizing issues to speciﬁc portions of code.
525.2.3 Base Stations & Gateways
Laptops & PCs
A laptop or desktop computer often serves as the most convenient platform
for implementing a wireless sensor network base station. This is primarily due
to their ﬂexibility, and also due to the way in which TinyOS is currently dis-
tributed. To act as a base station, a device must have a radio compatible with
the sensor nodes. Often the most convenient form of the radio is another sensor
mote, which operates in a gateway mode, forwarding packets from the radio
to it’s serial port and vice versa. One of course needs a driver for their PC to
make this connection, and a program which communicates with the mote over
a serial interface. In the case of TinyOS, all of this is provided, so if one has suc-
cessfully conﬁgured a PC for development of TinyOS applications, they already
have a basic base station. The downside to this architecture is that the software
toolset supporting TinyOS is readily available for PCs, but not for other devices,
such as handhelds. It requires gcc cross compilers for mote CPU’s, Java, etc.,
while the only two necessary components for a base station are the mote serial
driver, and an app which communicates with it. Because different mote drives
expose a connected mote in different manners, TinyOS includes variations of
a program called the Serial Forwarder, which provides an IP socket bridging
the mote network to user applications. Normally a fully TinyOS installation is
required to build a Serial Forwarder (both Java and C variants), however a stan-
dalone version of the TinyOS C serial forwarder was created as part of Dexter-
Net and SPINE (Chapter 4). The SPINE serial forwarder can be easily compiled
on Linux, UNIX and Mac OS X systems. This standalone application can be
compiled for handheld and other devices with minimal effort, allowing many
53more devices to be used as TinyOS base stations.
Handheld & Embedded Devices
Handheld devices such as smartphones, or internet tablets like the Nokia N800,
are attractive devices to use as base stations for a sensor network for a variety
of reasons. Mainly, they are signiﬁcantly more powerful computationally than
most motes, yet still offer portability providing ﬂexibility in sensor network de-
ployment. In some cases where there is a need for multiple base stations, the
use of cheap, embedded devices may be the only economic option.
While a system designer would want to use these devices for this purpose,
their use unfortunately comes at a much higher effort compared to laptop or PC.
An example device would be the Crossbow manufactured Stargate. The Star-
gate is an embedded Linux system equipped speciﬁcally with a connector to
attach a MICA2 or MICAz mote. Because of support by Crossbow, the Stargate
is relatively easy to work with, however it still should not be casually selected
as a base station. One issue, for example, is that if one is able to accidentally
corrupt the Stargate’s ﬁlesystem, a 10 to 15 minute process of reloading the Star-
gate ﬂash must ensue. Also, the Stargate is equipped with a PCMCIAA slot and
Compact Flash slot, both of which may be used to connect a 802.11 wireless
card. However, the list of compatible cards is short and limited to the aging
802.11b protocol. Probably most importantly, the Stargate has no user interface,
making it unsuitable for any user interactive purpose.
If one expands their view to other handheld devices, there are many to
choose from, but the set that can be used effectively is unfortunately quite small.
54A seemingly appropriate class of devices in this category is mobile phones, par-
ticularly smartphones, as they provide powerful processors and user interface
components, as well as 3G data connectivity. Unfortunately for researchers,
they are very challenging to support. While conditions may change in the fu-
ture, currently mobile phones are a relatively closed platform for 3rd party de-
velopment. This stems from the mobile phone business model, particularly the
contention between service providers and handset makers. Typically service
providers would like to maintain tight control of handset operation and func-
tionality to maximize their ability to charge fees for services, as well as ensure
predictable operation of their networks. For instance, many phones include a
bluetooth radio, which could support transfer of ﬁles such as photos or ring-
tones from a PC. While this functionality is available on a subset of phones, it
is often disabled so that a customer must pay-to-download ringtones from their
service provider. In this case there is contention between the handset maker,
as providing this bluetooth functionality makes their device more desirable to
customers, yet the carrier often exerts pressure on the handset maker to disable
this feature. Due to current business model including handsets subsidized by
carriers, carriers exert much control in closing handset platforms.
Example: USB Host Mode For example, even in the case of the iPhone and
Android based phones, which provide rich 3rd party software development
kits, USB host mode is unavailable. USB most mode would provide a method of
attaching a mote to that phone, providing a gateway to a sensor network. Other
restrictions make it difﬁcult to provide or access a common radio interface com-
montomotes. Thatbeingsaid, therehavebeensomelinuxbasedmobilephones
which can provide USB host mode. A few linux based Motorola handsets, such
55as the ROKR E2 and E680, provide host mode, although both are now discon-
tinued and otherwise a unique and challenging development environment. The
relatively recently introduced Openmoko Neo Freerunner [27] is linux based
and open source, and provides USB host mode. It also provides AGPS and de-
veloper access to WiFi, however bluetooth is closed, and the device is limited to
GPRS data (no EDGE or 3G).
As even the Openmoko is a closed device in some sense, it may be tempting
to suggest the development of a fully open handset for researchers. Unfortu-
nately the interdependence between the physical design of the handset, includ-
ing antennas, and radio performance, are such that building a handset strictly
for research is highly impractical.
A compromise can be achieved with devices such as the Nokia N800 used
in DexterNet (Chapter 4). The N800 [24] is an “internet tablet” in many ways
similar to a smartphone, but lacking a cellular radio. It is Linux based, has a
color touch screen, provides USB host mode, Bluetooth & 802.11 radios and is
approximately 300 × 600 × 0.500 in size. The N800 supports the use of a Bluetooth
GPS module, and the N800’s successor, the N810, provides built-in GPS. While
not a perfect device, the N800 can effectively serve as a mobile sensor network
base station.
5.3 Software Architectures
TinyOS [37] dominates as the primary sensor “mote” operating system. It
is an open source project with considerable support, and is shipped with all
motes manufactured by Crossbow Technology, Inc., commercial manufacturer
56of Berkeley motes. In addition it, shipped with motes from the now defunct
moteiv, and is used by the Intel SHIMMER mote. TinyOS was used in both the
JohnsonArtMuseumdeployment(Chapter3)andDexterNet(Chapter4), sothe
the author has gained much experience with its use through these projects. As
a result it will be discussed at length relative to other mote operating systems.
Several other mote OS are available including nanoRK, developed at Carnegie
Mellon, and the recently introduced Sentilla OS (moteiv in fact evolved into
Sentilla). Primarily nanoRK differs from TinyOS in that it programs are written
in C, and nanoRK provides preemptive multitasking abstractions. Sentilla OS is
Java based, at least from the perspective of application development.
5.3.1 TinyOS Applications
TinyOS began as a collaboration between the University of California, Berkeley
and Intel Research, around the year 2000. TinyOS applications are written in the
nesC (network embedded systems C) language, an extension of the C language
supporting logical grouping of code into reusable components which are “wired”
together to produce a working application [22]. TinyOS provides a foundation
of NesC components which provide the necessary functionality for constructing
many sensor network applications. These foundation components provide ab-
stractions for various hardware components of TinyOS compatible motes, such
as the radio, microcontroller, analog and digital I/O, and sensors. Only a single
TinyOS application may run on a mote at any given time, as the “OS” and user
developedapplicationaremergedintoasinglebinarywhenﬂashedtothemote.
The TinyOS distribution also includes tools for compiling TinyOS applications
and ﬂashing motes, as well as a supporting Java API (as well as a recently intro-
57duced Python API) for development of base station applications on a personal
computer.
The uniqueness of nesC [5] and its pairing with TinyOS result in steep learn-
ing curve for TinyOS development. Understanding the key differences between
TinyOS and other environments is critical to effective development. However,
unique nesC/TinyOS considerations may not be readily visible to individuals
without prior experience with the language.
nesC Components & “Wiring”
To facilitate code reuse, nesC extends C with components, interfaces and “wiring”.
A component is a reusable piece of code, which exposes its functionality through
one or more interfaces. “Wiring” joins a component which provides and interface
to another component which uses that same interface. As a result, a TinyOS ap-
plication is the root of a tree of linked TinyOS components. A TinyOS component
is deﬁned by either a conﬁguration or a module. A conﬁguration declares and
wires together other components, and a module implements a component spec-
iﬁcation with C code. Because a module encapsulates variables, C functions,
and functionality for interfaces, those familiar with object oriented programming
may be tempted to consider modules as analogous to objects. While modules
are objects in the sense that they collect variables and functions in memory and
introduce scope for that module, nesC is not an object-oriented language. The
reason for this distinction is that nesC modules are not typed, nesC components
are statically linked (they cannot be dynamically instantiated at run time), and
there is no model of inheritance (other than multiple components implement-
ing the same interface). In fact, aside from some extensions added to TinyOS
582.1 (the most recent version at this time), there is no dynamic memory alloca-
tion in TinyOS. Furthermore, TinyOS 2.1 memory allocation is provided by a
TOSMalloc component which allocates memory from a pool whose size is de-
termined when the application is compiled (arguably a convenience emulating
dynamic allocation). While TinyOS is limited in these respects, the extent to
which it is static in memory allocation and linking provides beneﬁt in that the
memory requirements can be tightly determined at compile time, and that there
is very little runtime overhead. Also, components and wiring reduce the effort
required in code reuse in comparison to plain C.
The fact that the TinyOS base station API is provided in Java and Python,
which are both object-oriented languages with garbage collection (the program-
mer need not explicitly allocate or free chunks of memory), and that nesC is a
procedural language with static linking and allocation, results in a mental chal-
lenge for engineers contributing code to both the node and base station side of
a project. Mainly, this challenge stems from the need to be efﬁcient in two dif-
ferent styles of programming which may require different formulations or code
constructs to achieve similar functionality.
For instance, consider the task of parsing a stream of bytes representing a
data packet. A Java approach may to instantiate one of a family of packet ob-
jects, all of which inherit from a generic packet class, passing the byte stream
to the object upon instantiation. The packet class would set its appropriate
instance variables during instantiation, no longer needing the original byte
stream. Furthermore, the packet object could be asked to generate a byte stream
on demand forsending over the radio. These packets couldalso be stored inany
one of the Java collection classes if they need to be retained. This parse/encode
59functionality would similarly be necessary on the TinyOS node side, but must
be implemented differently. Because of a lack of dynamic memory allocation,
if packets are to be retained, a pool of packet memory must be sized at com-
pile time. Retained packets will be copied into this pool and their position in
the pool tracked. To parse a packet, one would deﬁne functions which take a
pointer to the message bytes as an argument, and return appropriate values or
pointers to values. The important distinction is that in the Java implementation,
memory about a packet is in essence owned by an instance of a packet object,
while in the nesC/TinyOS implementation, memory about a packet is owned
by the pool manager, and the logic of parsing packet data exists in separate
functions. For convenience on the TinyOS side, one can group related function-
ality in components for easier reuse, yet the distinction in memory handling
remains. While we give the example of packet serialization, the need to shift
mental models extends to most memory related tasks.
Concurrency
TinyOS is event driven; components communicate with each other through
three nesC extensions to the C language. In what one could call the forward
direction, component A may call a command in component B, to which it has
been wired (in which case A would use an interface provided by B). These com-
mands have arguments and a return value, the same as a C languague function.
In the reverse direction, component B may signal an event in component A,
which similarly has arguments and a return value. Depending on conﬁguration
wiring, multiple components may respond to a single event, known as “fan-
out” in nesC. In addition to commands, tasks may be deﬁned and posted. While
60commands and events execute immediately and run to completion, tasks can
be pre-empted by events (but not other tasks). Tasks return void and have no
arguments, and do not block the execution the the command or event which
posts them. Because of the pre-emption of tasks, there is concurrency in TinyOS
which must be considered. In other words, if a task and an event or command
modify the same structure in memory, care must be taken that access is coor-
dinated. nesC provides atomic statements for use in coordinating such access.
atomic can be used to ensure that state variable, such a busy ﬂag, is not modiﬁed
between the moment that it is read and updated in a given task. This protects
against the scenario, known as a race condition, where the task reads the ﬂag,
but before updating it, a event also reads and updates that same ﬂag. Such a sce-
nario is undesirable, as the event would have a logically incorrect belief about
the state of the ﬂag, and trigger logically incorrect behavior by the application.
Low level events are triggered by hardware interrupts, such as reception
of radio packets, or clock ticks. These events cascade to higher level events
exposed by components. The typical TinyOS application begins execution at its
highest level by responding to the booted() event from the Boot component, at
which point it may set up timers to schedule additional computation at regular
intervals, such as reading a sensor, processing data and forwarding that data
over the radio, or by initializing program state, and waiting for the reception of
packets over the radio to decode for instructions from other nodes or the base
station.
The need to consider concurrent access to variables and race conditions is
often associated with threaded, or multi-threaded programming in other envi-
ronments. Threads are similar to TinyOS/nesC tasks, as their execution can be
61interrupted, or suspended, by other events. However, threads may also inter-
rupt each other, and are in fact scheduled by the operating system such they
act as if they are executing simultaneously, through a high frequency of inter-
ruption and swapping between active threads. Just as with tasks and events
in TinyOS, threads must take care when accessing shared resources in memory.
While a programmer must adjust their mental models of memory “ownership”
when changing between Java and TinyOS programming, mental models of con-
currency and memory access are much more compatible. For instance, Java
provides the synchronized keyword, resulting in similar behavior to the nesC
atomic. In addition, the most recent release of TinyOS, version 2.1, introduces
TOSThreads, providingsimilar“simultaneous”executionasthreadsinJavaand
other platforms.
The opportunity for simultaneous, even if virtual, code execution in TinyOS
may prove to have a large effect on the methodology employed when struc-
turing applications. This is because previously, TinyOS applications have been
structured as state machines, manually breaking up long running processes into
stages so that important operations, such as sending and receiving messages,
can be handled with minimal delay. For instance, consider the scenario where
one might want a mote to sample its sensor very rapidly for a short interval,
then perform some signal processing on that data which may take tens of sec-
onds. That signal processing task could be run appropriately in a thread, be-
cause the mote can continue to receive and parse radio packets simultaneously.
Without threads, the long running signal process must be be broken into a series
of short stages, so that a stage may run, the radio checked, then more stages, etc.
The repeated changes of state must be appropriately handled, requiring the pro-
grammer to manually introduce checks at the end of radio events for the need to
62return to a processing task, and vice versa. Such state machines can be difﬁcult
to maintain and extend as they grow in complexity, as additional tasks intro-
duce additional states and result in more elaborate decisions of how to switch
between states. This makes the availability of threads is a welcome addition to
TinyOS.
Veriﬁcation & Debugging
An additional topic worth mentioning with regard to TinyOS application devel-
opment is that of debugging applications and veriﬁcation (term used loosely)
of functionality. Two techniques often used when debugging applications on
the desktop platform are the use of log or print messages (i.e. printf in C, Sys-
tem.out.println in Java), and the use of a debugger (i.e. gdb, jdb). Unfortunately,
neither of these techniques are directly available when an application is execut-
ing on a TinyOS mote. In place of log statements, a commonly technique is
to use the motes LEDs as a primitive display for indicating some sort of state
within the application. Naturally the LEDs are far less descriptive than a string
of text, however they are typically the only visual interface provided directly
by the mote. The LEDs can be used in an organized manner, such as is used
in Safe TinyOS [4], where patterns are blinked out with the LEDs to specify an
address in application binary where a memory access fault occurred. However,
debugging situations are often ad hoc, lacking the structure necessary to deﬁne
an appropriate complex blinking scheme in advance.
While the LEDs may be a mote’s only built-in interface, TinyOS 2.x includes
the TinyOS printf Library [13], which provides C printf style functionality to
motes by sending text strings over the motes serial port. If this mote is con-
63nected to a PC, these text strings can be read and printed by Java client applica-
tion provided by TinyOS. While it incurs some overhead on the mote’s binary,
and requires that the mote be connected to a PC, the printf library can be an
extremely useful tool for debugging TinyOS applications.
With access to additional hardware, it is possible to debug at least TI MSP430
microcontroller based motes (such as the TelosB) with The GNU Project Debug-
ger (GDB). This hardware includes an MSP430 Flash Emulation Tool, as well as
a JTAG adapter for the mote. Naturally, as with the TinyOS printf Library, use
of gdb requires tethering a mote to a PC. Also of note, is that if one is debugging
real motes and not using the TinyOS simulator TOSSIM, each change in code
requires re-ﬂashing the mote and restarting any associated tools, such as the
printf client, on the developer’s PC. This ﬂashing and restarting process limits
the rate at which a developer can test iterations of their code.
In addition to the extra effort required to debug a TinyOS mote application,
a mote’s limited LED user interface contributes to challenges in ensuring that
an application is operating as originally intended by the network designer. In
addition to logical bugs, TinyOS’s management of memory makes it possible
for accidental memory corruption to occur. While this corruption can crash, or
stop execution of the application, it also possible that execution continues but
in an unexpected path, or that sensor or other data becomes corrupted. Safe
TinyOS [4], if used by the developer, provides protection against certain kinds
of memory corruption at runtime, however other sources of corruption, such
as stack overﬂow, remain an issue. Stack overﬂow in particular can be highly
difﬁcult to debug, as changes in one module of application, which increase stack
size, can trigger problems in the execution of another module. Because of the
64high amount of effort associated with debugging motes, there is great value
in establishing well formed, reusable components which are known function
properly. Even given the resource limitations of motes, we contend that a larger
yet more ﬂexible, stable module that has already been debugged is more useful
than an optimized project speciﬁc module.
TinyOS Server Side Applications
The fully TinyOS distribution provides the necessary tools to build TinyOS ap-
plications and install these applications on motes, as well as a software develop-
ment kit (SDK) which provides a server or base station side API for communi-
cating with a network of motes. Effort has been made to make this distribution
available for all major PC platforms: Windows, Linux Mac OS X. In keeping
with a cross platform initiative, the SDK provides a Java API, as well as more re-
cently a Python API. The SDK also provides a Perl based tool, nescc-mig, which
translates TinyOS message structures in nesC source code into generated Java or
Python code used for encoding and decoding those messages. The API’s mes-
saging handling features are based upon the use of nescc-mig, and nescc-mig
is also used while building and compiling the API itself. As result, the APIs
remain coupled to the complete TinyOS distribution.
In addition to message encoding and decoding, the API provides functional-
ity for connecting to an attached mote and message reception and transmission
through that mote’s serial port. Often a mote running an application which
simply forwards all received packets from the radio to the serial port, and vice
versa, is used to serve as a gateway between the mote network and the PC.
Such an application, called BaseStation, is provided as part of the TinyOS distri-
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API, the ﬁrst via direct connection between the attached mote and user’s appli-
cation, and the second via the use of an intermediate Java application, called Se-
rialForwarder. The SerialForwarder connects to an attached mote and exposes
a simple TCP/IP server, allowing multiple applications to connect and receive
packets from, and forward packets into, the mote network.
The dependency of the API on the TinyOS build system is generally not of
concern when a desktop class PC is used as a base station, it becomes problem-
atic when using other devices. While it would generally be possible to compile
the Java or Python API and move it to another device acting as a base, the API’s
need to communicate with attached motes as serial devices results in a depen-
dency on the Java Javax.comm package, or Python Serial package. While these
packages are available for desktops, they typically not available for other de-
vices.
This lack of portability was an issue in the DexterNet project (Chapter 4).
In order maintain the broadest compatibility, the solution created for DexterNet
was to adopt the SerialForwarder model, but by introducing a new SerialFor-
warder, as well as new Java classes. The new SerialForwarder was created by
modifying a C based SerialForwarder provided by TinyOS to reduce its com-
pile time and runtime dependencies to a minimum. While the original TinyOS
supplied code relied upon nesC tools for compilation, the new SerialForwarder
needs no external libraries, and be easily compiled on Linux (including embed-
ded devices) and Mac OS X. The new Java classes were designed to allow the
existing TinyOS Java API to link with a serial forwarder but without the need
for the Javax.comm package. These changes allow one to separate their base
66station device from their TinyOS development platform when necessary.
5.3.2 SPINE
The SPINE Framework [35] (previously mentioned in brief in Section 4.3.2) is an
open-source framework for distributed signal processing in wireless sensor net-
works. From a high level perspective, SPINE is an attempt to provide an open,
ﬂexible and extensible software framework on top of TinyOS which greatly sim-
pliﬁes the development of a sensor network system for a class of general appli-
cations. It does this by providing both a TinyOS application for the motes, as
well as an integrated, extended base station API for dynamically conﬁguring
sensing and signal processing tasks on the motes.
TinyOS can be a challenging development environment with a steep learn-
ing curve, due to factors detailed in the preceding sections of this chapter. In
addition, it necessary to build additional base station software designed to in-
teract with the network. This results in high amount of effort required to get a
basic system up and running for any custom application. SPINE began in an ef-
fort to coalesce efforts around a similar class of applications into a common code
base which could conﬁgured on the ﬂy to support several applications, namely
body area networks supporting multiple sensors, and providing on-node signal
processing functionality. By collaborating on a common code base, different re-
searchers are able to beneﬁt not only from new functionality designed by other
team members, but also just as importantly, to capitalize as much as possible
on each others’ debugging efforts. SPINE was made open-source to extend this
collaborative effort as much as possible.
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a set of nearby nodes, learn their available sensing and signal processing capa-
bilities, conﬁgure sensing and processing functionality, start the network and
receive data, all without making changes sensor node software. A demo is ap-
plication is provided which requests a basic set of sensing and calculation, serv-
ing as an example, and which can easily be modiﬁed test or request other node
services. Furthermore, SPINE has designed so that it can be easily extended to
support new sensors, signal processing functionality and communication meth-
ods. We are aware of two other TinyOS software packages for distributed pro-
cessing on sensors: Titan & Tenet.
Titan [18] is focused speciﬁcally on context recognition, such as gesture or
activity recognition. It automatically conﬁgures nodes as available to execute a
global, ornetworkwidecontextrecognitionalgorithm. WhileTitantargetsbody
area networks, it does not provide the ability to conﬁgure individual nodes as
with SPINE. Also, it not designed to easily support modular expansion by de-
velopers through an open-source model. Tenet [6] is architecture for tiered sen-
sor networks, encompassing motes in a lower tier, connecting to master nodes,
such as Crossbow Stargates, which also communicate with one another. It de-
ﬁnes a library of tasklets, which abstract generic TinyOS functionality, such
as timers, sensors, thresholding and others, which can be linked together into
tasks. These tasks can be disseminated into the network over the air for execu-
tion by sensor nodes. Tenet differs from SPINE in that it provides a base sta-
tion API in C for sending task into the network, and tasks are interpreted from
strings by motes rather than coded by identiﬁers in SPINE. From a broader per-
spective, Tenet is a task execution system, whereas SPINE is designed to be a
ﬂexible and extensible framework for developers.
68Figure 5.1: SPINEAppmoduleorganization, generatedby theTinyOSnes-
doc tool.
We believe that the ability of SPINE to provide a working sensor network
with so little initial effort, but that remains customizable, is a compelling fea-
ture. We discuss the development and architecture of the SPINE node and base
station software in the following paragraphs.
SPINE Node Software
The SPINE node software must manage three critical tasks: Sensing, Processing
and Communication. Following the module paradigm of TinyOS, SPINE strives
to provide this functionality in the form of three rich and extensible modules.
These modules have been architected such that their interactions are well de-
ﬁned, yet general purpose. This controls their interdependency such that each
service can be developed independently of the other (i.e. addition of new sen-
sors which are automatically supported for processing and communication) to
the greatest reasonable extent.
The SPINE application ﬂashed to the sensor motes is called SPINEApp. It
wraps several high level SPINE modules, the RadioController & PacketMan-
ager, SensorsRegistry & SensorBoardController, and the FunctionManager. The
relationship of these modules can be seen in Figure 5.1.
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sorsRegistry and SensorBoardController modules. This modules provide access
to available sensors, and manage sampling and buffering of sensor data. Each
SPINE compatible sensor is accessed through module providing the Sensor in-
terface. Such a module may wrap an existing TinyOS sensor module, or access
the sensor directly. In either case, this interface allows support for the sensor in
question throughout the rest of the SPINE framework. A sensor may provide
up to 4 synchronous data channels, a useful abstraction for devices such as a
triaxial accelerometer, which provides X, Y & Z acceleration values. When the
mote boots, each sensor which has been “wired” into the TinyOS application
registers itself with the SensorBoardController using a 4-bit sensor code, allow-
ing a SPINE network to address as many as 16 sensors. These codes are used to
conﬁgure nodes over the air, and so must also be known to the base station.
TheSensorBoardControllermaintainstheassociationbetweenactivesensors
and buffers storing the sampled data, and acts as a provider of sensor data to
the data processing components of SPINE. In order to allow ﬂexibility in allo-
cation of a motes resources, the number of, and length of these buffers can be
conﬁgured when compiling the mote app. The default conﬁguration creates six
buffers (supporting a total of 6 sensor channels), each of which buffers up to
80 samples. Even with only 6 buffers allocated, any registered sensor can be
read on demand for a single sample. This allows one to access, for example, the
motes battery voltage, without needing to allocate a buffer. A sensor is conﬁg-
ured individually by messages from the base station, one can deﬁne the rate at
which a sensor is to be sampled, and which of the sensors channels should be
read.
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nal processing on any of the sensors available on the mote. This is provided in
the SPINE code by the FunctionManager module. The FunctionManager wraps
one or more Functions, each of which provides a family of signal processing
abilities. SPINE’s communication protocol is such that the base station will ﬁrst
conﬁgure a SPINE Function, identifying it by an 8-bit code and sending an array
of bytes. The byte array can be structured in any way deemed necessary by the
Function’s designer, providing maximum ﬂexibility. The now conﬁgured func-
tion can now be conﬁgured through additional SubFunction setup messages,
where a SubFunction is also identiﬁed by an 8-bit code.
Currently SPINE provides two available Functions, the FeatureEngine and
AlarmEngine. The FeatureEngine is designed to perform basic feature extrac-
tion on streams of sensor data. Features are calculated in sliding window fash-
ion on the data stream from a given sensor. FeatureEngine setup commands
from the base station can specify the length of the sliding window, and the fre-
quencywith whichafeature iscalculatedon thatwindow. As anexample, ifone
has conﬁgured the accelerometer to be sampled at 20Hz, then a window of 20
and shift of 10 for that sensor, the chosen feature will be calculated at 2Hz, based
upon 1 second of data. The Features currently provided to the FeatureEngine in
SPINE include Amplitude, Max, Mean, Median, Min, Mode, Range, Raw Data,
RMS, Standard Deviation, Total Energy, Variance and Vector Magnitude (for
multi-channel sensors). In addition, other “meta-features” such as pedometer
or mote orientation estimation, have also been implemented as SubFunctions
of the FeatureEngine. Each of these provided Features conforms to the Fea-
ture interface. As a result, developers can introduce additional features which
are compatible with the FeatureEngine with a low amount of effort. To main-
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computations across all four channels of a given sensor as required by the de-
veloper.
The AlarmEngine shares a close relationship with the FeatureEngine, as it
makes use of all Features supported by the FeatureEngine. The AlarmEngine
engine also samples sensors with a given window and shift, but will only re-
port values to the base station if those values fall within certain thresholds. The
AlarmEngine uses a dual threshold system, which can select values to report
based on their falling between, outside of, above or below the deﬁned thresh-
olds.
While the FeatureEngine and AlarmEngine provide a useful collection of
functionality, there may instances in which a certain kind of computation is
necessary to execute on the mote, but does not align well with the Feature or
Alarm paradigm. In this case, a developer can introduce a new TinyOS module
alongside of these two which performs the desired tasks. It is in fact the hope
of the SPINE team that developers will contribute such modules back into the
SPINE source and enrich it through their efforts. An example of an appropri-
ate cause for a new Function to be introduced is can be seen in ongoing work
with DexterNet, speciﬁcally the Electrocardiogram (ECG) & Electro-Impedance
Pneumography (EIP) sensor board. Traditionally, ECG is sampled at or above
250Hz in order to view the signal accurately without clipping its peaks [30],
however streaming data from a mote at this rate is difﬁcult to impossible under
practical conditions. The developer of the ECG EIP board has been working
to add new Functions for the FunctionManager in SPINE which are designed
speciﬁcally to process ECG data and extract relevant features of the signal, such
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they can be wired into or left out of the SPINE node application as is needed
based on the node’s available resources.
Communication Communication with the base station is handled through the
PacketManager and RadioController modules. Both of these components are of
course bi-directional, but do not handle communication symmetrically, as cur-
rently SPINE is designed to operate in a star topology. While a star topology
precludes multi-hop communication through the network, limiting its commu-
nication range to nearby the base station, it allows a great deal of optimizations
to be applied to the communication architecture. Also, SPINE is speciﬁcally tar-
geted at body area networks, where multi-hop communication is of much less
value than in general sensor networks. Multi-hop communication where data
packets are forwarded, puts much more demand on the Medium Access Con-
trol (MAC) layer (and upper layers as well) of the network, because it increases
the complexitiy coordination necessary to share the wireless channel. As a re-
sult, the transmission rates supported in such a scenario fall signiﬁcantly from
what can be supported in a single radio-to-radio link. Also, in a body area net-
work, the density of devices is likely to be high due to the use of several devices
separated by a few meters or less, exacerbating challenges in sharing the radio
channel. By optimizing for a star topology, SPINE can better handle these chal-
lenges in a body area network scenario. These include exclusion of multi-hop
values in packet headers reducing overhead, coordinating node sleep to reduce
power consumption, and simpliﬁed implementation of security features.
The SPINE PacketManager acts to, if necessary, fragment and produce
headers for messages generated by the sensing and processing components of
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and appropriately dispatches them. This may be to the SensorBoardController
to conﬁgure a sensor, to the SPINEApp itself to respond to messages such as
service discovery, to the FunctionManager, or Functions within the Function-
Manager. The maximum payload length can be adjusted at compile time as
necessary, and honored by the PacketManager as it fragments long payloads.
The SPINE RadioController arbitrates the radio, essentially tweaking the
MAC protocol from the application layer. Because of the simplicity of the star
topology, this allows the radio controller to implement node sleep to conserve
energy. The method employed is to allow nodes to turn off their radio at all
times, aside from when sending a message to the base, keeping the radio on
brieﬂy after each send. As the base station always keeps its radio on, this allows
it to appropriately send a message to the node during this trailing window. A
simple TDMA scheme was also implemented. In addition, message encryp-
tion is applied by the RadioController, using additional TinyOS components
produced at John Hopkins University, soon to be added to the TinyOS ofﬁcial
release.
Modifying the behavior of the MAC protocol from the application layer is of
course a non-optimal approach, so effort has been made to replace the Radio-
Controller in SPINE with an alternate approach. The chosen route by SPINE’s
core developers has been to make use of the Uniﬁed Power Management Arch-
tecture (UPMA) MAC Layer Architecture (MLA) [14]. The purpose of UPMA
is make it possible to easily implement new radio power management systems
in TinyOS in a modular way that allows them to be easily swapped in or out
for a given application at compile time. Through the use of MLA, SPINE can be
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or TDMA based, as needed per deployment. We envision the choice of UPMA
MACusedtopotentiallychange, dependingonwhetheraSPINEbasedapplica-
tion tends towards occasional radio use (alarm-type events generated through
on-node signal processing) or higher utilization (regular forwarding of data to
the base station for centralized signal processing). The full integration of UPMA
with SPINE is still in progress at the time of writing, but should yield improved
performance for SPINE in the long term, as well as better potential to move
awayfrom astar networktopologyif needed. Italso providessimilar extensibil-
ity in the communication component to that which the sensing and processing
components afford.
SPINE Base Station Software
The SPINE base station software plays an equally important role in the power of
the framework as does the node side, as it provides a well formed and accessible
API for communicating with the SPINE nodes. The SPINE API has been written
in Java, to maintain the cross-platform compatibility offered by the TinyOS base
station API.
The SPINE API centers around a Java class called the SPINEManager. Com-
mands, such as local node discovery, sensor setup, function setup, subfunction
setup, network start and network stop, can be sent to the SPINE nodes through
calls to methods of the SPINEManager. In addition, the API deﬁnes an Inter-
face, called SPINEListener, allowing an Object to register with the SPINEMan-
ager and receive various notiﬁcations, such as the arrival of data packets from
within the SPINE network at the base station. Java classes have also been cre-
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well as the FeatureEngine and AlarmEngine. The core of the SPINE base station
API has been written for compatibility with Java Micro Edition, to allow the use
of SPINE on limited devices such as mobile phones.
In addition to the API core, additional software has been developed to be in-
cluded in the SPINE source. Most of these tools have been developed as part of
the DexterNet project, which uses a Nokia N800 as a SPINE base station. While
the N800 provides a near complete Java Virtual Machine through cacaojvm and
the GNU classpath, not limited to Java Micro Edition functionality, the platform
lacks a implementation of javax.comm. The javax.comm package is required
for communication with motes through the Java API, and initially the SPINE
API was built on top of the TinyOS Java API. Additional code was added to the
SPINE framework, as previously mentioned in Section 5.3.1, which allows the
SPINE framework to operate without the use of javax.comm.
Another piece of software developed as part of SPINE with DexterNet is
the SPINEController. The SPINEController makes use of Java Standard Edition
APIs to provide enhanced SPINEManager/SPINEListener functionality. The
SPINEController allows one to create a conﬁguration ﬁle, listing a predeﬁned
set of sensor and function setup requests, encoded in XML that can “replayed”
into a network at startup. XML decoding functionality is unfortunately absent
in Java Micro Edition.
In addition, the SPINEController uses a plug-in type architecture to sup-
port decoding of data packets from the SPINE nodes according to their Func-
tion and SubFunction. When a data packet is received from the SPINEMan-
ager, the SPINEController reads its Function code and uses it to dynamically
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load of a SPINE Function setup message is undeﬁned aside from the Function
code, this allows generic Java classes to be created to match them. We believe
that this approach is more elegant than the TinyOS message interface genera-
tor (mig) approach for the following reason: each of these Data objects could
inherit from a common class providing methods for extraction of various data
types at arbitrary positions within the payload, allowing convenient parsing of
by the subclass. This strategy would replicate the model used by mig, where
the mig tool automatically codes offsets when generating subclasses. However,
with dynamic loading, the Data objects are unconstrained and need not keep
the strict inheritance model of mig, allowing them to efﬁciently implement arbi-
trary functionality. This includes formulation of more complex structures, such
as hashtables pairing packet/ﬁeldname key/value pairs. These hashtables can
be used to conveniently read the ﬁelds of a given packet by string based keys,
a useful abstraction for developing generic packet handling tools and user in-
terfaces. Unfortunately, this dynamic loading functionality is not part of Java
Micro Edition, so remains part of the SPINE extensions.
At this time the SPINE base station API does not include signal processing
functionality, so is a much lighter package in terms of lines of code than the
SPINE node software. However, the convenience it provides in communicating
with a SPINE node network is crucial to the framework’s ability to deliver es-
sentially a working sensing network out “of the box”. As the SPINE framework
grows, we plan to enrich the functionality and depth of both the SPINE node
and base station code sets.
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As evidenced by the depth of TinyOS and the SPINE framework, and their dis-
cussion above, a working wireless sensor network relies upon a complex set of
interconnected software components. Just as the set of software projects and
components associated with other networks, such as the Internet, has grown
improved in recent years, so does the set for sensor networks, as evidenced by
continued enhancement of TinyOS and the SPINE framework. While they share
this parallel, we contend that the software driving sensor networks will, in cer-
tain key respects, remain unique in comparison to the Internet. The source of
this discrepancy is the “scale” of devices involved, or more importantly the dis-
crepancy in scale between components of a sensor network. Increasing spatial
resolution in sensor networks (more nodes in a network), as well as the drive
for reduced device cost will ensure that even if the average wireless sensor node
becomes more capable in time, the gap between that node’s capability and other
devices interacting with them, such as desktop computers, will grow. As a re-
sult, a sensor network will always require that low and high complexity devices
interface with one another. These low complexity devices will also remain time
consuming to debug due to limited user interfaces.
Sensor network systems involving many devices will always require effort
in integrating components and resolving discrepancies in “scale”. Yet, despite
the limitations of sensor node hardware, it is clear from TinyOS and SPINE that
there is great value in developing reusable software components and libraries.
The challenge when developing these libraries and on a larger scale, software
architectures for sensor networks, is to create libraries which are efﬁcient as well
as extensible.
785.4 Robustness, Security & Privacy
Robustness, security and privacy are always intertwined when they are present
as concerns in a technological system. While all three factors may not be si-
multaneously prominently in a given application, each is best addressed when
considered in relation to the other two. Human oriented systems in particular
call for a consideration of privacy, and while information that is never collected
remains private, we most often look to security based techniques as tools to
manage privacy in systems. The following sections examine the interdepen-
dency of robustness, security and privacy in detail, in the context of human
oriented sensor networks.
5.4.1 Robustness & Security
Robustness and security share a strong relation in both technical means of pro-
viding them, and in the result of those means. One could deﬁne the robustness
of a system as its ability to operate as desired while subject to changes in its
environment. The security of system could be deﬁned in same way, although
the notion of environmental changes may expand to include those speciﬁcally
crafted by an attacker attempting to disrupt the system. The idea of maintaing
secrecy of information in the system may also be relevant, although such re-
quirements are rooted more in concepts of Privacy than in Security. Given this
deﬁnition of security, it is clear that we cannot provide security in the absence
of robustness.
Building a robust sensor network is challenging, as wireless sensor networks
79are often required to function in a highly dynamic environment due to their re-
liance on multiple radio links. Additional factors, such as node mobility and
device reliability serve to compound this effect. While not all sensor networks
are mobile, the radio channel remains a transient medium. Furthermore, wire-
less sensor nodes are often of limited reliability because of the strong desire
to produce such devices cheaply. We have, in the Johnson Art Museum and
DexterNet projects, suffered many temporary, as well as permanent failures of
wireless sensor node hardware.
Given the effort that goes towards generating a robust sensor network sys-
tem, a designer is best served to simultaneously consider the security and ro-
bustness requirements of that same system during its design and implemen-
tation. The privacy requirements of the system will inform its security require-
ments, so in reality it difﬁcult to avoid the simultaneous consideration of robust-
ness, security and privacy. This approach yields the most efﬁcient solutions in
sensor network design. We take for example, elements of the SPINE framework
as applied to DexterNet, noting that DexterNet is a highly privacy sensitive ap-
plication as it captures medical information about the wearer.
Example: SPINE
The SPINE framework, as applied to DexterNet, serves as an appropriate ex-
ample of the overlap in implementing robustness and security. Early versions
of SPINE did not contain security targeted design choices, although robustness
was a concern. Particularly on the campus of a university, one might expect the
presence of multiple TinyOS networks, as well as multiple SPINE networks. For
this reason, all TinyOS messages contain a group ID, common to one TinyOS
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The group ID actually supersedes the need for the single byte SPINE identiﬁer,
but was introduced somewhat accidentally in an early version of SPINE due to
the way the TinyOS base station API handles incoming packets. However, these
identiﬁers serve to make one SPINE network robust against accidentally acting
on messages from another TinyOS or SPINE network. As SPINE was extended
during the development of DexterNet, it became became desirable to keep the
information within the SPINE network secret through the use of encryption.
The radio onboard the Crossbow TelosB motes used in DexterNet can perform
AES encryption with 128-bit key, allowing generation of a message authentica-
tion code and/or encryption of messages. A recent pre-release TinyOS distribu-
tion provides working abstractions for utilizing message encryption, so SPINE
was modiﬁed to optionally encrypt messages within the network. SPINE’s pre-
ferred star topology favors the use of a shared key within the network, which
can serve as a more powerful identiﬁer used in place of the group id (as well as
SPINE id) previously encoded in the SPINE messages. Furthermore, encryption
with a secret key prevents an attacker from matching group ids with a SPINE
network and interfering with its operation.
While the beneﬁt of encryption is obvious here, this duality between its
use and a plain identiﬁer embedded in the message certainly not revelatory.
However, it is important to mention in this context for several reasons. First,
the typical maximum payload length of TinyOS message is 29 bytes, some of
whichareusedbyadditionalSPINEheaderinformation. Withsuchlimitedpay-
loads, even single byte ﬁelds sent unnecessarily represent considerable over-
head. More importantly, payloads in TinyOS are simply arrays of bytes, so there
is little to impose safe construction of payloads. Therefore, changes in the struc-
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highly desirable minimize such changes. Given the likely use of encryption in
SPINE, it was have been to desirable to have forgone the group id and other
ﬁelds at the outset of message structure design, or to have planned for their
conditional encoding in unencrypted messages.
5.4.2 Security & Privacy
Security and Privacy concerns in electronic systems have continued to grow in
prominence as they become more prevalent in our everyday lives. Undoubt-
edly, as more sensor networks are deployed, they too will garner this attention.
Concepts of security and sensors have been linked for quite some time, as a
powerful application sensor networks is as tool for enforcing physical security
through the detection of relevant events over a large area. The need to pro-
tect such sensor networks against failure, particularly due to subversion, is one
concern that has led security research for sensor networks. This has included
not only the study of encryption, but also authentication, as well as non cipher
based techniques. Non cipher based methods may exploit limitations of an at-
tacker, such as the inability to cover several disjoint message paths through a
network. In such a case, one could enhance the security of their network by
discovering and using multiple paths in order to attempt to detect alteration of
a message by an attacker.
Research in sensor network security continues, producing stronger and/or
more efﬁcient techniques for validating or maintaining information secrecy.
However, in all cases, the application of these techniques adds complexity a
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therefore provide an impetus to carefully apply security features. The value of
these features is deﬁned by a combination of the desire to provide robustness
against tampering, as well as well as the desire to maintain privacy for users of
that system. While in some cases the privacy requirements are straight forward,
they can also be highly complex. In human centered networks, an eventual con-
cern for privacy is inescapable. Even if it becomes clear that users have little
concern over the exposure of some data within the network, the lack of realiza-
tion of that fact when designing that network may result in a waste of resources
given over-provisioning of security. Far more costly, however, is an eventual re-
alization that a system results in an unacceptable loss of privacy for the user, as
it may drive them to stop using it. When considering a medical sensor network
system, this could result in health as well monetary costs.
While one may realize that privacy concerns should inform the design of a
given system, the actual translation of these concerns into the design remains
highly challenging, and in many cases not well understood. We make this as-
sertion because privacy is human concept arguably situational as well as expe-
rience (individual or collective) based. An excellent example is the evolution
of privacy controls for photos in the social networking platform Facebook. The
granularity with which access to photos can be controlled has been continually
increasing over the life of the platform. More illustrative however, is the fact
that the ability to restrict rather than expand access through new controls has
increased. The drive for these changes has therefore been to regain previously
lost privacy within the system, undoubtedly motivated to some extent by ad-
verse effects experienced by users [7]. Unfortunately this essentially a scenario
where users learn “the hard way”, but fortunately as interest in privacy esca-
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Wireless sensor networks are particularly challenging with respect to han-
dling privacy, as they offer an unprecedented opportunity to instrument the
ourselves and the spaces we live in with a variety of sensors. There is currently
no privacy precedent set for these data sets, so the best effort that can be made is
estimate the value of the collected data in the space of privacy. To do so requires
examination of many aspects of the data ﬂowing through the system, not only
direct interpretation of values, but also additional information exposed by the
context in which data is collected, as well as data inferred by correlating sensor
data with additional data from other sources. We examine these concerns in
the context of the Johnson Art Museum Deployment (Chapter 3) and DexterNet
(Chapter 4) as evidence of the multi-faced nature of security and privacy. Al-
though privacy and security in the Johnson Art Museum have been previously
mentioned in Section 3.2.3, we provide additional comments here.
Security & Privacy in the Johnson Art Museum
A deﬁning characteristic of the Johnson Art Museum deployment was its place-
ment in what could be called a semi-public space. We use this term because peo-
ple can freely visit the museum during normal business hours, yet while there
are no cameras or other surveillance equipment, there are guards patrolling the
museum to ensure the safety of the art and artifacts within. As system design-
ers, we expected that the precedent of guards without electronic surveillance
would factor strongly into patron’s expectation of privacy in the museum. Also
important is the nature of data collection and feedback used in the museum.
The use of light sensors on motes did not allow collection of data that would
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mation about the number of people in different areas, or zones of the museum
ﬂoor, it would do so in an aggregate sense. The system only calculated that
some person moved between zones, not which person in particular. Feedback
from the sensors, which triggered playback of bird sounds in portions of the
museum ﬂoor with low activity, is also anonymous.
The surveillance qualities of the sensor network contrast against the secu-
rity guards in several interesting ways. First, the sensor network covers the
museum ﬂoor, while a guard’s vantage is limited. Second, the guard perceives
much more than the sensors, and can identify individuals. Third, the guards
memory is limited, but the sensor network data can be stored indeﬁnitely. Fi-
nally, the sensors are small enough that may go unnoticed by patrons (depend-
ing on where they are placed), while the presence of a guard is considerably
more obvious.
Based on these points, we expected that the installation of the sensor net-
work would not produce a large shift in the privacy afforded to museum visi-
tors. However, in the event that these expectations proved wrong, notices were
placed at the entrance points of the museum ﬂoor indicating the presence of the
system and an explanation of information it collects. Additionally, sensors were
placed such that they would be visible to visitors as an additional method of
notiﬁcation. Although the museum system did have the “weight” of a medical
system, such as DexterNet, reactions from museum patrons were positive, and
went without privacy incident.
85Security & Privacy in DexterNet
Medical systems are some of the most privacy and security sensitive systems in
use today. This is motivated by not only the tradition of conﬁdentiality between
physician and patient, but also by the weight that disclosure of medical infor-
mation carries. Health information can affect availability and cost of insurance,
as well as result in discrimination by employers. This concept is explored in an
extreme manner in the 1997 ﬁlm “Gattaca”, where a person’s DNA is analyzed
at birth to determine job placement as an adult [23]. Concerns over handling
of medical data has also resulted in legislation, such as the Health Insurance
Portability and Accountability Act (HIPAA) [25]. Some of the rights granted
by HIPAA to patients include access to their medical records, opportunity to
correct errors, and some control over the use and sharing of records. However,
HIPAA was introduced in 1996, and has not solved all of the issues in this realm.
Clearly, security and privacy in medical systems will remain an active area of
development for the foreseeable future.
DexterNet, by nature of being a wearable body sensor network targeted at
medical applications, carries a strong need for security and privacy sensitive
design. While the motivation is clear, addressing the challenge in DexterNet
has not been straightforward in all cases. Often, there is no clear precedent for
the use of the data that the system can produce, and as a result a lack of existing
expectations of privacy. In particular, the informative value of motion data from
multiple worn sensors is still an active area of research, so the privacy value of
that data is not yet well deﬁned.
The general architecture of SPINE and DexterNet was chosen in part to sim-
plify the task of securing links between sensors and base stations. Some of de-
86sign choices have their origin in the MedSN system described in [16]. The use
of star topology and personal base station makes it reasonable to share an en-
cryption key between a user’s base station, and their sensor nodes. This key
then also serves as a method of authenticating a patient’s sensors. Although
this encryption was not present in early versions of DexterNet, it has now been
implemented.
The use of a personal mobile base station, such as the Nokia N800, is also in
part a result of privacy and security considerations. By associating with only a
single user’s wearable sensors, it reduces exposure of the encryption key used
by those nodes. The personal base station is also signiﬁcantly more powerful
than the sensor nodes, and so provides a device associated with the patient
capable of stronger encryption and authentication methods. This includes au-
thenticating other high complexity devices through the use of public/private
key cryptography. In addition, the base itself can posses a public/private key
pair, allowing remote medical systems to identify that users personal base sta-
tion. This model will be used at the global network layer (GNL) of DexterNet.
Some aspects of privacy in DexterNet are less well understood at this time,
mainly the degree of protection that should be associated with various data
streams that can be produced with the system. This includes combined data
from multiple worn motion sensor nodes. The activity recognition algorithms
used in DexterNet are still under active development, yet already yield very
high accuracy (above 90%) in detecting and recognizing a number of basic ac-
tions [42]. While we do not expect that such data would have the same privacy
value to patients as video, a detailed breakdown of their daily activities would
likely still be considered sensitive information. The Avatar visual reconstruc-
87tion from the same data, as described in Section 4.4.3, has similarly undeﬁned
privacy value at this time.
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CONCLUSION
Sensor networks show great promise in a variety of applications, driving ac-
tive research and commercialization. However, the ﬁeld of sensor networks re-
mains young with much room for innovation. This dissertation presents details
on the construction and deployment of two sensor networks, with an empha-
sis on their nature as complex systems, and their human oriented application.
The Johnson Art Museum Deployment (Chapter 3) saw the use of both wire-
less sensor motes, as well as handheld PCs for sensing and feedback on the 6th
ﬂoor of the Herbert F. Johnson Art Museum of Cornell University’s campus.
The ongoing DexterNet project combines motes with interchangeable sensors, a
mobilepersonalbasestation, andrecentlyalinkfromthatbasestationtoclinical
information systems at Vanderbilt University. We then use these two systems
as evidence in a systems level analysis of wireless sensor networks. Through
this perspective, sensor networks reveal themselves as highly complex, relying
not only on cutting edge research in networking protocols which link the sen-
sor nodes, but also multiple stages of integration between devices of sometimes
vastly varying capability. As a result, wireless sensor network deployments
represent a great deal of effort achieving a working system.
6.1 Strategic Differences Between Sensor Networks and IP
Networks
Sensor networks rarely consist of strictly wireless motes, and so must integrate
with other devices in the form of a integrated multi-device system. What largely
89separates sensor networks systems from existing network technology is the dif-
ference in scale across the components of that system. This in turn suggests
a new strategy is appropriate for their development. Many of the standards
which ease integration between Internet or IP devices are not available through-
out a sensor network, or are realized through substantial effort. An example is
forwarding messages between TinyOS networks and IP networks. IP headers
are too large to embedded uncompressed in TinyOS messages. The sensor net-
work base station must act as a network address translator between the motes
and IP. Methods of handling this translation have been derived, however they
are not standardized within TinyOS. In addition, variations in the network size,
and the Medium Access Control (MAC) protocol employed by the TinyOS net-
work may warrant variation in methods of address translation.
Given that sensor networks often require multiple points of integration, and
the effort of debugging motes, we are lead to certain prioritizations with regard
to the development of reusable software. In order to reduce debugging effort,
sensor network libraries must be ﬂexible enough to allow use in many applica-
tions. However, the resource constraints of such nodes, particularly with regard
to processing power and RAM dictate that ﬂexibility must not come at the price
of high runtime overhead. This favors libraries that may be statically larger,
but have an efﬁcient code base. It may be necessary in some cases to store li-
braries on mote ﬂash memory, and pull functionality into RAM on demand.
Such functionality is planned for eventual integration with the SPINE Frame-
work. The complexities of reliably performing such techniques again adds to
need for wide use of such libraries. Given these considerations and experience
with the Johnson Art Museum and DexterNet systems, we see prioritization of
code ﬂexibility, runtime efﬁciency, and minimization of the need for debugging.
906.2 Considerations for Human Centered Networks
One of the most fundamental considerations when building a human centered
network is the role of privacy and the privacy values associated with the sys-
tem. Any system which handles information about human subjects is subject
to privacy concern, even if privacy protections for data are sacriﬁced in favor of
other optimizations. In either case, is important that designers are aware of such
tradeoffs, as they can considerably affect the architecture and development of
a system. For instance, the topology of network can largely determine require-
ments for the distribution and management of cryptographic keys used in the
network to maintain data conﬁdentiality in an effort to protect privacy. Given
resource limitations on sensor nodes, complex key management can be costly in
terms of overhead on the system, potentially an issue if retroactively applied to
an existing system. In addition, the overlap between security target and robust-
ness targeted mechanisms in a network further strengthens the argument for
active consideration of security and privacy throughout all stages of the design
of a sensor network system.
A second point of consideration in human oriented networks, particularly
in the case of networks with wearable nodes, is the increased requirements of
devices in terms of durability, robustness and battery life. Many commercially
availablemotes, withtheexceptionoftheIntelSHIMMER,exposecircuitboards
and connectors without a protective case of any sort. Repeated stress on inter-
connects and boards can often lead to node malfunction, an issue experienced
by the DexterNet team.
916.3 Summary of Contributions
This dissertation presents details on the design, development and deployment
of two wireless sensor network systems. We call attention to elements of each
which provide working implementations for, or insight into the creation of sim-
ilar systems. DexterNet and the SPINE Framework in particular continue as
ongoing, open-source projects available to the community. The author has pro-
vided contributions to the design of these systems, as well as portions of the
source code in DexterNet and SPINE. We then draw upon the experience gained
through the development of these systems, as well as additional knowledge of
the author, to contribute systems level strategies for the design and develop-
ment of future wireless sensor networks.
6.4 Suggestions for Future Work
With respect to the Avatar visualization in DexterNet, several avenues could
be explored in pursuit of improved motion reconstruction accuracy and perfor-
mance. One possibility is the introduction of new sensor boards which provide
improved positional data, such as magnetometers, ultrasound, etc. However,
this would bring the Avatar more closely in line with [38]. A more interesting
avenue may be to improved methods of position estimation given the current
DexterNet/SPINE motion sensorboard, making use of time domain ﬁltering
and/or gyroscopic data.
DexterNet and the SPINE Framework offer many possibilities for future
work. An important area of development for the SPINE framework is enhance-
92ment of its signal processing functionality to perform more advanced functions.
An excellent example is distributed forms of the action recognition system de-
scribed in Section 4.4.1. Another area where SPINE can be improved near term
is in the integration of security features with the UPMA MAC layer subsystem,
as the two are currently incompatible.
In a more general sense, an important area of future work in human centered
sensor networks is privacy. While privacy in sensor networks will continue to
change and evolve, just as privacy notions change and evolve in society, work
towards a better understanding of such issues will pay dividends in the de-
velopment of future systems. These may take form of methods of formalizing
privacy expectations, techniques for providing information secrecy or authenti-
cation, methods of evaluating privacy concerns, or others. Privacy research will
allow the construction of more ethical and useful sensor network systems.
6.5 Concluding Remarks
In the coming years wireless sensor networks will become more and more
prevalent, providing vast new opportunities for data collection. It will allow us
to instrument various spaces, opening up a great deal of potential for building
environments which dynamically adjust and adapt to various contexts. These
intelligent spaces will offer many possibilities, such as providing remote and
enhanced care for patients, as with DexterNet, or through sensor network inte-
grated buildings which more effectively allocate lighting, heating and cooling
based on the state of its occupants in order to conserve energy. At the same
time, these systems will affect, and likely profoundly affect, the privacy of in-
93dividuals who interact with such systems. If these systems are embedded in
public spaces, it may difﬁcult for individuals to protect their privacy by opt-
ing out of, or avoiding such systems. As result, we ﬁnd that just as we must
now address privacy concerns that arise with emerging technologies, such as
social networking tools, we will be compelled to meet emerging challenges in
the sensor network realm.
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99GLOSSARY
802.11 The set of wireless local area network standards commonly used on lap-
tops and handheld computers. Wi-Fi is a trademark for 802.11 products
certiﬁed by the Wi-Fi Alliance
802.15.4 A low rate wireless personal area network standard arbitrated by the
IEEE, operating on a 2.4 GHz carrier
AGPS (Assisted GPS) The use of additional data (often delivered through a cel-
lular network) to provide enhanced GPS capability, most notably during
startup
API (Application Programming Interface) a set of software building blocks
used for the development of applications
BSL (Body Sensing Layer) One of the three layers of the DexterNet architecture,
including wearable sensors
DexterNet An open body sensor network platform built on the SPINE Frame-
work
ECG (Electrocardiogram) A device used to measure electrical activity of the
heart through a series of electrical leads placed on the skin
EIP (Electro-Impedance Pnuemography) Analysis of breathing and lung activ-
ity through measurements of the impedance of the thorax
GNL (Global Network Layer) One of the three layers of the DexterNet architec-
ture, including Internet level applications which may link the data from
multiple DexterNet subjects
100GNU (GNU’s Not Unix) a computer operating system composed of entirely
free software
ISM (Industrial, Scientiﬁc and Medical) A set of radio bands allocated for use
by consumer devices
jME (Java Monkey Engine) An open source Java-based game engine
MAC (Media Access Control) the method by which several devices arbitrate
theiraccesstoasharedmedia, suchasanEthernetwireorwirelesschannel
MEMS (Microelectromechanical systems) Very small (near nano-scale) devices,
such as accelerometers and gyroscopes
MICAz A wireless mote manufactured by Crossbow Technology, Inc., provid-
ing an Atmel microcontroller and 802.15.4 radio
mote A small, battery powered device which contains a microcontroller, mem-
ory and radio. The base device of a wireless sensor network
NesC A derivative of the C programming language developed for and used by
TinyOS
OSI (Open Systems Interconnection) An abstract description for layered com-
munications and computer network protocol design
PII (Personally Identiﬁable Information) Information which is intrinsically
linked to the identity of its human source, and as a result of concern in
the context of privacy
PIR sensor (Passive Infrared sensor) An electronic device which measures in-
frared (IR) light radiating from objects in its ﬁeld of view. Humans are a
source of IR radiation
101PNL (Personal Network Layer) One of the three layers of the DexterNet archi-
tecture, including wearable devices and the user’s personal base station or
network coordinator
RFID tag (Radio-FrequencyIDentiﬁcationtag)Acombinationofintegratedcir-
cuit and antenna designed for identiﬁcation through radio signals
SHIMMER A wireless mote designed by Intel Corp., designed for wearable
medical applications
SPINE (Signal Processing In Node Environment) An open source software
framework for the construction of heterogenous body area networks
TDMA (Time Division Multiple Access) A scheme for sharing access to a com-
mon resource (such as a radio channel) whereby access to that resource is
divided in time among the users
TelosB A wireless mote manufactured by Crossbow Technology Inc., providing
a TI MSP430 microcontroller and 802.15.4 radio
TinyOS An open-source operating system designed for wireless embedded
sensor networks
WARD (Wearable Action Recognition Database) An open collection of wear-
able motion sensor data created with DexterNet for the purpose of bench-
marking and developing action recognition algorithms
WISL (Wireless Intelligent Systems Laboratory) The research group of Dr.
Stephen Wicker at Cornell University
WSN (Wireless Sensor Network) A collection of sensor equipped devices orga-
nized into a wireless network
102ZigBee A low power wireless mesh networking standard which makes use of
and provides additional functionality on top of the 802.15.4 standard
103