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Abstract. Waves can be used to probe and image an unknown medium. Pas-
sive imaging uses ambient noise sources to illuminate the medium. This paper
considers passive imaging with moving sensors. The motivation is to generate
large synthetic apertures, which should result in enhanced resolution. However
Doppler effects and lack of reciprocity significantly affect the imaging process.
This paper discusses the consequences in terms of resolution and it shows how
to design appropriate imaging functions depending on the sensor trajectory
and velocity.
1. Introduction. It is now well-known that the Green’s function of the wave equa-
tion can be estimated from the cross correlation of the signals emitted by ambient
noise sources and recorded by passive sensors [3, 4, 6, 10, 7, 11, 19, 22, 24]. In a
homogeneous medium and when the source of the waves is a space-time station-
ary random field that is also delta-correlated in space and time, it has been shown
[21, 17] that the derivative of the cross correlation of the signals recorded by two
sensors is proportional to the symmetrized Green’s function between the sensors. In
an inhomogeneous medium and when the sources completely surround the region
of the sensors it can be shown using the Helmholtz-Kirchhoff identity that there
is a relation between the cross correlation of the recorded signals and the Green’s
function [23, 13]. This is true even with spatially localized noise source distribu-
tions provided the waves propagate within an ergodic cavity [4]. More generally, in
an inhomogeneous medium the cross correlation as a function of the lag time can
have a distinguishable peak at plus or minus the inter-sensor travel time, provided
the ambient noise sources are well distributed around the sensors. The inter-sensor
travel times obtained from peaks of cross correlations can then be used tomograph-
ically for background velocity estimation [9, 16, 20, 25]. Additional peaks due to
reflectors can be exploited so that reflectors can be imaged by migration of the cross
correlation matrix of the signals emitted by ambient noise sources and recorded by a
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passive receiver array [13, 14, 16]. In this paper we extend these results to situations
in which the receivers are moving. The use of moving receivers is motivated by the
general result that resolution is better when the receiver array is large. Since large
physical arrays are difficult to implement, a natural idea is to implement moving
sensors to generate large synthetic apertures. So far very few results are available in
this direction. Only Sabra mentions that Doppler effects should not affect Green’s
function estimation from ambient noise cross-correlations in underwater acoustics,
when the sensors are moving with a velocity of a few meters per second (which
is very small compared to the sound speed that is approximately 1500 meters per
second) [18]. In [12] a different but related problem is addressed: the analysis of
time-reversal experiments involving a moving point source that emits a pulse. It
is shown that Doppler effects and lack of source-receiver reciprocity significantly
affect the time-reversal refocusing when the velocity of the source becomes compa-
rable as the speed of propagation and refocusing can be enhanced by these effects.
Indeed the source-receiver reciprocity property means that the recorded signal is
not modified if we interchange the source and the receiver, and this comes from
the symmetry of the Green’s function. However this reciprocity is broken when the
source moves. It is also broken when the receiver moves. As we will see Doppler ef-
fects and lack of reciprocity also significantly affect correlation-based imaging when
the sensor velocity is comparable to the wave speed, but here resolution is reduced.
We will consider the following situation in the two-dimensional set-up in Sections
2-3: Noise sources are at the surface of a large ball and emit stationary random
signals. A receiver is moving along a circular trajectory and records the field. The
medium may be complex within the circular trajectory of the receiver (see Figure
1). It is shown that the autocorrelation function of the recorded signal is related to
the matrix of Green’s function between pairs of points along the trajectory, more
exactly to a diagonal band of this matrix whose thickness is determined by the
velocity of the receiver. As an application we consider the case where a point-like
reflector is present within the circular trajectory of the receiver (see Figure 2) and
we show how to use the autocorrelation function of the recorded signal to localize
the reflector by migration. A first naive migration function is proposed. Its analysis
reveals that it has a strong bias and that a modification is needed when the velocity
of the moving receiver is not negligible compared to the speed of propagation. By
applying this modification one gets an imaging function whose bias is negligible (i.e.
smaller than the wavelength) but whose resolution (of the order of the wavelength)
is reduced when the velocity of the receiver increases. A variant of this situation
in which the receiver is moving along a linear trajectory is addressed in Section 4
(see Figure 3). The analysis and conclusions are analogous to the case of a circular
trajectory.
By the same strategy it is possible to study other types of situations related to
passive Green’s function estimation with moving objects, when the sources them-
selves are moving. In Section 5 we consider the case in which the ambient noise
is emitted by a point-like source that moves along a circular trajectory and that
emits a stationary random signal. Two observation points within the circle record
the field (see Figure 4). The recorded signals are cross correlated. It is shown that
the cross correlation of the recorded signals is close to the Green’s function between
the two observation points, although a correction appears when the velocity of the
moving source is large and the noise bandwidth is limited. However this correction
vanishes for time lags approximately equal to the travel time between the sensors,
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Figure 1. Experimental set-up for passive Green’s function esti-
mation in Section 2. The circles are noise sources (at the surface
∂B), the triangle is a receiver at xr(t) on a circular trajectory (with
radius R0), and the shaded area is a complex medium.
which means that travel time estimation can be carried out with a bias smaller than
the resolution and with the same resolution as if we were measuring the impulse
response at one sensor when the other one emits a pulse with the same spectrum
as the power spectral density of the noise source.
2. Passive Green’s function estimation from a receiver moving on a cir-
cular trajectory. The goal of this section is to show that the autocorrelation
function of the signal emitted by ambient noise sources and recorded by a unique
receiver moving on a circular trajectory is related to the Green’s functions between
pairs of points along the circular trajectory. This will be used in the next section
to localize a reflector embedded in the medium.
Experimental set-up. We consider a receiver moving on a circular trajectory
at constant velocity. Its position is [26]:
(1) xr(t) = (R0 cos(vt), R0 sin(vt)),
where R0 > 0 is the radius of its circular trajectory and v is its angular velocity (its
linear velocity is v0 = vR0). Ambient noise sources located at the surface of a large
ball B emit stationary random signals (the ball B does not need to be centered at
0, but it needs to enclose the circular trajectory of the receiver). The noise sources
are delta-correlated in space and stationary in time, with covariance function F (t).
The wave field is recorded by the moving receiver. The goal is to understand the
relationship between the autocorrelation function of the recorded signal and the
Green’s function between pairs of points along the circular trajectory (see Figure
1).
The covariance function of the recorded signal. The (real-valued) wave
field u(t,x) emitted by the noise sources satisfies the wave equation
(2)
1
c2(x)
∂2u
∂t2
−∆u = s(t,x),
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where the noise source term is a random process with mean zero and covariance
function
E
[
s(t,x)s(t′,x′)
]
= F (t− t′)δ(x− x′)δ∂B(x).
Here δ∂B(x) indicates that the covariance is only nonzero on the surface of the ball
B and the speed of propagation c(x) may be heterogeneous within the ball with
center at 0 and radius R1 < R0 but is homogeneous and equal to c0 outside the
ball. The recorded signal is
(3) U(t) = u(t,xr(t)).
It is recorded over the time interval [0, 2piK/v], which means that the receiver
completes K loops during the recording time window. We introduce the empirical
cross correlation function
(4) CK(θ, θ
′) =
1
K
K−1∑
k=0
U
(θ + 2kpi
v
)
U
(θ′ + 2kpi
v
)
, θ, θ′ ∈ [0, 2pi).
Proposition 1. When K → ∞, the empirical cross correlation (4) converges to
the statististical cross correlation
CK(θ, θ
′)
K→∞−→ C(1)(θ, θ′),
in probability, where
C(1)(θ, θ′) = E
[
U
(θ
v
)
U
(θ′
v
)]
=
1
2pi
∫ ∞
−∞
Fˆ (ω)
c0
ω
Im
{
Gˆ(ω, rθ, rθ′)
}
exp
(
− iω
v
(θ′ − θ)
)
dω,(5)
rθ = (R0 cos θ,R0 sin θ), and Gˆ is the time-harmonic Green’s function solution to
(6) ∆xGˆ(ω,x,x
′) +
ω2
c2(x)
Gˆ(ω,x,x′) = −δ(x− x′),
with Sommerfeld radiation condition.
Proof. In the Fourier domain, the (complex-valued) wave field
uˆ(ω,x) =
∫ ∞
−∞
u(t,x)eiωtdt
emitted by the noise sources satisfies the Helmholtz equation
∆uˆ+
ω2
c2(x)
uˆ = −sˆ(ω,x),
where the noise source term has the covariance function
E
[
sˆ(ω,x)sˆ(ω′,x′)
]
= 2piFˆ (ω)δ(ω − ω′)δ(x− x′)δ∂B(x).
In terms of the Greens’ function the wave field is
(7) uˆ(ω,x) =
∫
R2
Gˆ(ω,x,x′)sˆ(ω,x′)dx′.
The recorded signal (3) is given by
U(t) =
1
2pi
∫ ∞
−∞
uˆ(ω,xr(t))e
−iωtdω
=
1
2pi
∫ ∞
−∞
∫
R2
Gˆ(ω,xr(t),x)sˆ(ω,x)dxe
−iωtdω.
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
Ambient noise correlation-based imaging with moving sensors 5
We find
E
[
U(t)U(t+ τ)
]
=
1
2pi
∫ ∞
−∞
Fˆ (ω)
∫
∂B
Gˆ(ω,xr(t),x)Gˆ(ω,xr(t+ τ),x)dσ(x)e
−iωτdω,
where dσ(x) stands for the surface integral. The covariance function (4) can be
written in the form
CK(θ, θ
′) =
1
K
K−1∑
k=0
ck(θ, θ
′),
where the random processes (ck(θ, θ
′))θ,θ′∈[0,2pi), k = 1, . . . ,K,
ck(θ, θ
′) = U
(θ + 2kpi
v
)
U
(θ′ + 2kpi
v
)
are identically distributed and their covariance Cov(ck(θ, θ
′), ck′ (θ, θ
′)) goes to zero
as |k − k′| → ∞. As a result
E
[(
CK(θ, θ
′)− E[c1(θ, θ′)])2] = 1
K2
K−1∑
k,k′=0
Cov(ck(θ, θ
′), ck′(θ, θ
′))
K→∞−→ 0,
and therefore, by Chebyshev’s inequality,
CK(θ, θ
′)
K→∞−→ E[c1(θ, θ′)],
in probability. Finally, by Helmholtz-Kirchhoff identity (see, for instance [5, p. 419]
or [1, Theorem 2.33]) we have
(8)
∫
∂B
Gˆ(ω, rθ,x)Gˆ(ω, rθ′ ,x)dσ(x) =
c0
ω
Im
{
Gˆ(ω, rθ, rθ′)
}
,
which gives the desired result. 
Discussion. The result presented in Proposition 1 deserves some interpretation.
It shows that the autocorrelation function of the recorded signal is related to the
matrix of (the imaginary parts of the) Green’s functions between pairs of points
along the circular trajectory
(
Im{Gˆ(ω, rθ, rθ′)}
)
θ,θ′∈[0,2pi)
. However, as shown by
(5), only the time component at (θ′ − θ)/v is accessible. To get the full matrix,
it is therefore necessary to get the autocorrelation function at different receiver
velocities. If we assume that we can get the data for all receiver velocities, then
(5) shows that we can get the full matrix. If we assume that we can get the data
for velocities within the interval [0, vmax], then this means that we can get the time
components of the Green’s function between rθ and rθ′ within the time interval
[|θ′ − θ|/vmax,∞). Since the medium is homogeneous outside the ball B(0, R1),
R1 < R0, this means that can can capture the scattered Green’s function (i.e.
the difference between the full Green’s function Gˆ and the homogeneous Green’s
function Gˆ0) provided |θ′−θ| ≤ 2(R1−R0)vmax/c0. In other words we only have the
information related to a diagonal band of the full matrix, whose thickness is limited
by the velocity of the receiver. In the next section we will address a situation in
which the data are collected with a single receiver velocity, but the medium contains
only one point-like receiver that can be imaged from the data.
The result presented in Proposition 1 could be considered as expected. Indeed,
the cross correlation function of the signals recorded by two stationary receivers
at rθ and rθ′ and emitted by ambient noise sources is known to be related to the
imaginary part of the Green’s function between the two receiver points [15]. The
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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standard physical explanation of this result is via an analogy with a time-reversal
experiment: the cross correlation of the recorded ambient noise signals is the signal
recorded by the receiver at rθ′ during a time-reversal experiment in which a short
pulse is emitted from rθ, recorded by a time-reversal mirror at the surface of the
ball B, and remitted, time-reversed, into the medium. However, when the sensors
are moving, the analogy with time reversal does not hold anymore as we show in
Appendix A. Proposition 1 gives the correct statement when the receiver is moving.
Synthetic experiment. It is possible to carry out a simple experiment with
one receiver and one source to compute synthetically the statistical cross correlation
C(1) defined by (5). Since F (t) is the covariance function of a stationary process,
its Fourier transform is nonnegative (by Bochner’s theorem). We define
(9) f(t) =
1
2pi
∫ ∞
−∞
Fˆ (ω)1/2e−iωtdt.
The experiment is carried out as follows:
1) Record the signal u(t, rθ;xs) when the source is at xs ∈ ∂B and emits the pulse
f(t), and the receiver is stationary at rθ, θ ∈ [0, 2pi).
2) Compute the synthetic cross correlation:
C(θ, θ′) =
N∑
s=1
∫ ∞
−∞
u
(
t, rθ;xs
)
u
(
t+
θ′ − θ
v
, rθ′ ;xs
)
dt,
when (xs)
N
s=1 are the N successive positions of the source that are uniformly dis-
tributed on ∂B. Here v is a fixed “artificial” velocity (in rad/s).
Assuming that the number N is large enough so that we can make the continuum
approximation for the sum over s, we can write
C(θ, θ′) =
∫
∂B
∫ ∞
−∞
G ∗ f(t, rθ;x)G ∗ f(t+ θ′ − θ
v
, rθ′ ;x
)
dtdσ(x),
up to a multiplicative constant, where G is the time-dependent Green’s function
and ∗ stands for the convolution product (in t). Therefore we have
C(θ, θ′) =
1
2pi
∫ ∞
−∞
|fˆ(ω)|2 c0
ω
Im
{
Gˆ(ω, rθ, rθ′)
}
exp
(
− iω θ
′ − θ
v
)
dω,
that is to say,
C(θ, θ′) = C(1)(θ, θ′),
where C(1) is given by (5), since |fˆ(ω)|2 = Fˆ (ω).
3. Passive reflector imaging from a receiver moving on a circular trajec-
tory. The set-up is similar to the one addressed in Section 2. The only difference
is that the complex medium here simply consists of a point-like reflector located at
the unknown position yref = (xref , yref). In this section the goal is to localize the
reflector from the recorded signal (see Figure 2).
In this section the speed of propagation has the form
1
c2(x)
=
1
c20
(
1 + νref1Ωref (x− yref)
)
.
Here yref is the center of the reflector, Ωref is a small domain that represents the
spatial support of the reflector, and νref is the contrast of the reflector. In the Born
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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Figure 2. Experimental set-up for passive reflector imaging in
Section 3. The circles are noise sources (at the surface ∂B), the
triangle is a receiver at xr(t) on a circular trajectory (with radius
R0), and the diamond is a reflector at yref .
approximation for the reflector the Green’s function Gˆ has the form
Gˆ(ω,x,x′) = Gˆ0(ω,x,x
′) + Gˆ1(ω,x,x
′),(10)
Gˆ1(ω,x,x
′) =
ω2
c20
νref
∫
Ωref
Gˆ0(ω,x, z)Gˆ0(ω, z,x
′)dz,(11)
where the two-dimensional homogeneous Green’s function Gˆ0 is the solution to
(12) ∆xGˆ0(ω,x,x
′) +
ω2
c20
Gˆ0(ω,x,x
′) = −δ(x− x′),
with Sommerfeld radiation condition. It is given by
(13) Gˆ0(ω,x,x
′) =
i
4
H
(1)
0
( ω
c0
|x− x′|
)
,
where H
(1)
0 is the Hankel function of the first kind and of order zero. If the reflector
can be considered as point-like, then the scattered Green’s function Gˆ1 can be
simplified as:
(14) Gˆ1(ω,x,x
′) =
ω2
c20
σrefGˆ0(ω,x,yref)Gˆ0(ω,yref ,x
′),
with σref = νref |Ωref |, and the statistical covariance function C(1) is the sum of two
terms:
C(1)(θ, θ′) = C
(1)
0 (θ, θ
′) + C
(1)
1 (θ, θ
′),
following from the Born approximation of the Green’s function. We study these
two contributions in the next two paragraphs.
The direct contribution to the covariance function. The direct contribu-
tion (i.e. the contribution of the waves that have not been reflected by the reflector)
is
C
(1)
0 (θ, θ
′) =
c0
2pi
∫ ∞
−∞
Fˆ (ω)
ω
Im
{
Gˆ0(ω, rθ, rθ′)
}
exp
(
− iω
v
(θ′ − θ)
)
dω,
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with Gˆ0 the two-dimensional homogeneous Green’s function (13). Its imaginary
part is
(15) Im
{
Gˆ0(ω,x,x
′)
}
=
1
4
J0
( ω
c0
|x− x′|
)
.
We find
(16) C
(1)
0
(
θ +
h
2
, θ − h
2
)
=
c0
4pi
∫ ∞
0
Fˆ (ω)
ω
cos
( ω
v0
R0h
)
J0
(
2
ω
c0
R0
∣∣ sin (h
2
)∣∣)dω.
Using the representation 2piJ0(s) =
∫ 2pi
0
eis sinφdφ, we get the two following results
using stationary phase arguments when ω0R0/c0 ≫ 1 (where ω0 is the central
frequency of the sources):
1) If v0 < c0 (i.e. the receiver motion is subsonic), then there is a unique peak
centered at h = 0, with width min
(
c0/(ω0R0), v0/(ωBR0)
)
. More exactly, under
assumption (H1),
(H1)
the power spectral density is of the form
Fˆ (ω) = FˆB(ω − ω0) + FˆB(ω + ω0),
with FˆB even and real and the width ωB of FˆB is smaller than ω0,
which also means that F (t) = e−iω0tFB(t)+c.c. (c.c. stands for complex conjugate),
and FB is even and real, we have
C
(1)
0
(
θ +
h
2
, θ − h
2
)
=
c0
2ω0
FB
(R0
v0
h
)
cos
(ω0
v0
R0h
)
J0
(ω0
c0
R0|h|
)
.
As a function of h, it has the form of a modulated peak centered at 0, with rapid
oscillations at the scale v0/(ω0R0), and with radius determined by the minimum of
the radii of the term in J0 and the term in FB.
2) If v0 > c0, then there are two other peaks at h = ±h0, where h0 ∈ [0, 2pi] is
the unique solution to sinc(h0/2) = c0/v0, and the widths of these peaks are of the
order of the bandwidth ωB of the noise sources. More exactly, under assumption
(H1), for h of the order of c0/(ωBR0), we have
C
(1)
0
(
θ +
h0 + h
2
, θ − h0 + h
2
)
=
√
v0√
2piR0h0ω0
c0
2ω0
cos
(
ω0
R0
c0
( c0
v0
− cos h0
2
)
h+
pi
4
)
×FB
(R0
c0
( c0
v0
− cos h0
2
)
h
)
.
The amplitudes of these secondary peaks are smaller than the main peak centered
at 0 (with a ratio in the amplitudes of the order of
√
v0/(ω0R0)), and their widths
are larger (with a ratio in the widths of the order of ω0/ωB).
The scattered contribution to the covariance function. The scattered
contribution (i.e. the contribution of the waves that have been reflected by the
reflector) is
C
(1)
1 (θ, θ
′) =
c0
2pi
∫ ∞
−∞
Fˆ (ω)
ω
Im
{
Gˆ1(ω, rθ, rθ′)
}
exp
(
− iω
v
(θ′ − θ)
)
dω,
with Gˆ1 given by (14). If the distance from the reflector to the sphere with radius
R0 is larger than the typical wavelength λ0 = 2pic0/ω0, we can use the asymptotic
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
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form of the two-dimensional homogeneous Green’s function based on the expansion
(38) of the Hankel function and we get
C
(1)
1
(
θ +
h
2
, θ − h
2
)
=
σref
32pi2
∫ ∞
−∞
Fˆ (ω)
|rθ+h
2
− yref |1/2 |yref − rθ−h
2
|1/2
×
[
exp
(
i
ω
c0
(|rθ+h
2
− yref |+ |yref − rθ−h
2
|)
)
+exp
(
− i ω
c0
(|rθ+h
2
− yref |+ |yref − rθ−h
2
|)
)]
exp
(
i
ω
v
h
)
dω.(17)
We can simplify this expression under different conditions, as shown in the next
lemma.
Lemma 3.1. 1. When v0 ≪ c0, we have for any r of the order of R0:
C
(1)
1
(
θ +
vr
2c0
, θ − vr
2c0
)
=
σref
16piR0
F
( r
c0
− 2 |rθ − yref |
c0
)
+
σref
16piR0
F
( r
c0
+ 2
|rθ − yref |
c0
)
.(18)
2. When v0 . c0 and R0 ≫ |yref |, we have:
C
(1)
1
(
θ +
h
2
, θ − h
2
)
=
σref
16piR0
F
(h
v
− 2 |rθ − yref |
c0
− 4 sin2 (h
4
)xref cos θ + yref sin θ
c0
)
+
σref
16piR0
F
(h
v
+ 2
|rθ − yref |
c0
+ 4 sin2
(h
4
)xref cos θ + yref sin θ
c0
)
.(19)
Obviously the covariance function contains information about the reflector posi-
tion that can be extracted by migration, as shown in the next paragraph.
Proof. When v0 ≪ c0, we have for any r of the order of R0:
|rθ+ vr
2c0
− yref | = |rθ − yref |+O
(v0
c0
)
.
By substitution into (17) we find (18).
- When v0 . c0 and R0 ≫ |yref |, we have for k ≥ 1:
∂2k
∂θ2k
|rθ − yref | = −(−1)k
(
xref cos θ + yref sin θ
)
+O
( |yref |2
R0
)
.
From the expansion valid for any h
|rθ+h/2 − yref |+ |yref − rθ−h/2| = 2|rθ − yref |+ 2
∞∑
k=1
1
(2k)!
(h
2
)2k ∂2k
∂θ2k
|rθ − yref |,
we get
|rθ+h/2 − yref |+ |yref − rθ−h/2|
= 2|rθ − yref | − 2
∞∑
k=1
(−1)k
(2k)!
(h
2
)2k(
xref cos θ + yref sin θ
)
+O
( |yref |2
R0
)
= 2|rθ − yref |+ 4 sin2
(h
4
)(
xref cos θ + yref sin θ
)
+ O
( |yref |2
R0
)
.
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Here we have used the fact that cos(s) =
∑
k≥0(−1)ks2k/[(2k)!] and 1 − cos(s) =
2 sin2(s/2). Therefore we find (19). 
The imaging function. Motivated by Lemma 3.1 that exhibits the presence
of a peak in the cross correlation CK(θ+ h, θ− h) at h = (v/c0)
∣∣rθ − yref∣∣, we first
propose to image the reflector with the imaging function defined by
(20) I(yS) =
∫ 2pi
0
CK
(
θ +
v
c0
∣∣rθ − yS∣∣, θ − v
c0
∣∣rθ − yS∣∣)dθ.
The covariance function CK contains the direct and scattered contributions analyzed
here above. The direct contribution does not give any peak in the imaging function
(20) while the scattered contribution gives a peak.
When v0 ≪ c0, we find using (18) that
(21) I(yS) = σref
8piR0
∫ ∞
0
Fˆ (ω)J0
(
2
ω
c0
∣∣yS − yref ∣∣)dω.
When v0 . c0 and R0 ≫ |yref |, |yS |, we find using (19) that
(22) I(yS) = σref
8piR0
∫ ∞
0
Fˆ (ω)J0
(
2
ω
c0
∣∣yS − cos(v0
c0
)yref
∣∣)dω.
This expression is correct provided (v20/c
2
0)[|yref |2/(R0λ)]≪ 1 where λ is the typical
wavelength. We study the corrective term when this condition is not fulfilled in
Appendix B.
The expression (22) shows that imaging function (20) has a peak with width given
by c0/(2ω0) (where ω0 is the central frequency of the noise sources) and centered
not on the exact location of the reflector, but on the position cos(v0/c0)yref . In
other words, the imaging function (20) plots an image of the medium rescaled by
the factor cos(v0/c0). This rescaling is due to the Doppler effect. Therefore we can
propose a rescaled version of the imaging function:
(23) I˜(yS) =
∫ 2pi
0
CK
(
θ +
v
c0
∣∣rθ − cos(v0
c0
)yS
∣∣, θ − v
c0
∣∣rθ − cos(v0
c0
)yS
∣∣)dθ.
We find, when v0 . c0 and R0 ≫ |yref |, |yS |, that
(24) I˜(yS) = σref
8piR0
∫ ∞
0
Fˆ (ω)J0
(
2
ω
c0
cos(
v0
c0
)
∣∣yS − yref ∣∣)dω.
The rescaled imaging function has a peak centered at the location of the reflec-
tor with width given by 2.4λ0/[2pi cos(v0/c0)], where λ0 = 2pic0/ω0 is the central
wavelength (and 2.4 is approximately the first zero of the Bessel function J0). Note
that resolution is reduced when the velocity of the receiver increases. This can be
interpreted as a consequence of Doppler effect.
Note that, in order to compute the imaging function, it is not required to evaluate
and store CK(θ, θ
′) for all θ, θ′ ∈ [0, 2pi). It is sufficient to compute it for a narrow
band along the diagonal θ′ = θ, the width of the diagonal band being 2v0/c0. Note
also that the direct contribution of the covariance function does not give any peak
in the imaging function (20) but it may give an incoherent background in the image.
Therefore the peak due to the scattered contribution can be visible provided the
scattering coefficient σref of the reflector is not too small.
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y
ref
x
r
(t)
Figure 3. Experimental set-up for passive reflector imaging in
Section 4. The circles are noise sources (at the surface ∂B), the
triangle is a receiver on a linear trajectory (with length a), and the
diamond is a reflector.
4. Passive reflector imaging from a receiver moving on a linear trajec-
tory. The goal of this section is to show that the results obtained in Section 3
are not specific to the case where the receiver moves along a circular trajectory.
Here we extend the result to the case of a linear trajectory. This does not change
qualitatively the picture but this affects quantitatively the resolution properties of
the corresponding imaging function. We can anticipate that such results could be
obtained for other configurations.
Experimental set-up. We consider a moving receiver. Its position is xr(t) =
(v0t, 0), for t ∈ [−a/(2v0), a/(2v0)], where v0 is its velocity and a is the length of
its linear trajectory. Ambient noise sources located at the surface of a large ball
B emit stationary random signals (the ball B does not need to be centered at 0,
but it needs to enclose the trajectory of the receiver). The noise sources are delta-
correlated in space and stationary in time, with covariance function F (t). The wave
field is recorded by the moving receiver. The goal is to image from the recorded
signal a point-like reflector located at yref = (xref , yref) (see Figure 3).
We repeat K times the experiment, that is to say we record K times the signal
received by the sensor xr(t), k = 1, . . . ,K, with K independent realizations of the
signals n(k)(t,x) emitted by the noise sources. This is necessary to achieve sta-
tistical stability (i.e. the empirical cross correlation is approximately equal to the
statistical cross correlation).
The covariance function of the recorded signal. The recorded signal during
the k-th experiment is
(25) U (k)(t) = u(k)(t,xr(t)),
with
(26) u(k)(t,x) =
∫ ∞
−∞
∫
R2
G(t− s,x,x′)n(k)(s,x′)dx′ds.
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We introduce the empirical covariance function
(27) CK(x, x
′) =
1
K
K∑
k=1
U (k)
( x
v0
)
U (k)
(x′
v0
)
, x, x′ ∈ (−a/2, a/2).
We can proceed as in the previous section to get the following result.
Proposition 2. When K →∞ the empirical covariance function converges to the
statistical cross correlation
CK(x, x
′)
K→∞−→ C(1)(x, x′),
in probability, where
C(1)(x, x′) = E
[
U (1)
( x
v0
)
U (1)
(x′
v0
)]
=
1
2pi
∫ ∞
−∞
Fˆ (ω)
c0
ω
Im
{
Gˆ(ω, rx, rx′)
}
exp
(
− i ω
v0
(x′ − x)
)
dω,(28)
where rx = (x, 0) and Gˆ is the Green’s function in the presence of the reflector at
yref.
The statistical covariance function C(1) can then be decomposed into the sum
of two terms following from the Born approximation of the Green’s function. We
study these two contributions in the next two paragraphs.
The direct contribution to the covariance function. The direct contribu-
tion (i.e. the contribution of the waves that have not been reflected by the reflector)
is
C
(1)
0 (x, x
′) =
c0
2pi
∫ ∞
−∞
Fˆ (ω)
ω
Im
{
Gˆ0(ω, rx, rx′)
}
exp
(
− i ω
v0
(x′ − x)
)
dω,
with Gˆ0 the two-dimensional homogeneous Green’s function (13). We find
(29) C
(1)
0
(
X +
ρ
2
, X − ρ
2
)
=
c0
4pi
∫ ∞
0
Fˆ (ω)
ω
cos
( ω
v0
ρ
)
J0
( ω
c0
|ρ|
)
dω.
Using the representation 2piJ0(s) =
∫ 2pi
0
eis sinφdφ and stationary phase arguments
when v0/c0 6= 1, we find that there is a unique peak centered at ρ = 0, with width
min(c0/ω0, v0/ωB) (where ω0 and ωB are the central frequency and bandwidth of
the sources). More exactly, under assumption (H1), we have
C
(1)
0
(
X +
ρ
2
, X − ρ
2
)
=
c0
2ω0
FB
( ρ
v0
)
cos
(ω0
v0
ρ
)
J0
(ω0
c0
|ρ|
)
.
The scattered contribution to the covariance function. The scattered
contribution (i.e. the contribution of the waves that have been reflected by the
reflector) is
C
(1)
1 (x, x
′) =
c0
2pi
∫ ∞
−∞
Fˆ (ω)
ω
Im
{
Gˆ1(ω, rx, rx′)
}
exp
(
− i ω
v0
(x′ − x)
)
dω,
with Gˆ1 given by (14). If the distance from the reflector to the linear trajec-
tory is larger than the typical wavelength, we can use the asymptotic form of the
Inverse Problems and Imaging Volume X, No. X (20xx), X–XX
Ambient noise correlation-based imaging with moving sensors 13
two-dimensional homogeneous Green’s function based on the expansion (38) of the
Hankel function and we get
C
(1)
1
(
X +
ρ
2
, X − ρ
2
)
=
σref
32pi2
∫ ∞
−∞
Fˆ (ω)
|rX+ ρ
2
− yref |1/2 |yref − rX− ρ
2
|1/2
×
[
exp
(
i
ω
c0
(|rX+ ρ
2
− yref |+ |yref − rX− ρ
2
|)
)
+exp
(
− i ω
c0
(|rX+ ρ
2
− yref |+ |yref − rX− ρ
2
|)
)]
exp
(
i
ω
v0
ρ
)
dω.
If ρ is small, then we can expand
C
(1)
1
(
X +
ρ
2
, X − ρ
2
)
=
σref
32pi2
∫ ∞
−∞
Fˆ (ω)
|rX − yref |
×
[
exp
(
i
ω
c0
(2|rX − yref |+ y
2
ref
|yref − rX |3
ρ2
4
)
)
+exp
(
− i ω
c0
(2|rX − yref |+ y
2
ref
|yref − rX |3
ρ2
4
)
)]
exp
(
i
ω
v0
ρ
)
dω,
with the notation yref = (xref , yref).
The imaging function. We propose to image the reflector in the subsonic
regime v0 < c0 with the imaging function defined by
(30) I(yS) = 1
a
∫ a/2
−a/2
∣∣rX − yS∣∣CK(X + v0
c0
∣∣rX − yS∣∣, X − v0
c0
∣∣rX − yS∣∣)dX.
This imaging function is a weighted migration function, and the choice of the weight∣∣rX − yS∣∣ is justified by the forthcoming analysis that shows that this weight com-
pensates for the geometric decay of the product of the two Green’s function con-
tained in the cross correlation. We analyze this imaging function when the reflector
is located far from the linear trajectory in the sense that yref = (xref , yref) with
xref ∼ a≪ yref . Then, parameterizing
y
S = yref + (ξ, η),
we find
I(yS) = σref
32pi2a
∫ ∞
−∞
Fˆ (ω)
∫ a/2
−a/2
exp
(
− i ω
c0
[
2
(
1− v
2
0
c20
)( (X − xref)ξ
yref
− η)
+
v20yref
c20
− v
2
0(X − xref)2
2c20yref
])
dXdω.
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If, additionally, assumption (H1) holds, then
I(yS)
=
σref
32pi2
[1
a
∫ a/2
−a/2
exp
(
− 2iω0
c0
(
1− v
2
0
c20
) X
yref
(
ξ +
v2
0
2c2
0
1− v20
c2
0
xref
)
+ i
ω0
c0
v20
c20
X2
2yref
)
dX
]
× exp
(
2i
ω0
c0
(
1− v
2
0
c20
)(
η −
v2
0
2c2
0
1− v20
c2
0
yref
)
+ 2i
ω0
c0
(
1− v
2
0
c20
)(
ξ +
v2
0
4c2
0
1− v20
c2
0
xref
)xref
yref
)
×
[ ∫
FˆB(ω) exp
(
2i
ω
c0
(
1− v
2
0
c20
)[(
η −
v2
0
2c2
0
1− v20
c2
0
yref
)
+
(
ξ +
v2
0
4c2
0
1− v20
c2
0
xref
)xref
yref
])
dω
]
+c.c.
When v0 ≪ c0, we have
I(yS) = σref
8pi
sinc
(ω0aξ
yref
)
cos
(
2
ω0
c0
(η +
xref
yref
ξ)
)
FB
( 2
c0
(η +
xref
yref
ξ)
)
.
This shows that the cross range resolution is λ0yref/a and the range resolution is
c0/ωB, where λ0 = 2pic0/ω0 is the central wavelength. These resolution formulas
are similar to the case of a passive sensor array extending along the line [−a, a]×{0}
[14]. If the velocity v0 is not negligible compared to c0, then the image is shifted
and slightly blurred (blurring happens when (ω0a
2)/(c0yref) > c
2
0/v
2
0). It is possible
to mitigate -at least partly- these effects by using the modified imaging function:
I˜(yS) = 1
a
∫ a/2
−a/2
∣∣rX − yS∣∣CK(X +∆(X), X −∆(X))dX,(31)
where ∆(X) =
v0
c0
∣∣rX − yS∣∣− v30
2c30
yS
2∣∣rX − yS∣∣ ,
with the notation yS = (xS , yS). We then find (keeping terms of order 1, v0/c0,
and v20/c
2
0):
I˜(yS) = σref
32pi2a
∫ ∞
−∞
Fˆ (ω)
×
∫ a/2
−a/2
exp
(
2i
ω
c0
(
1− 3v
2
0
2c20
) (X − xref)ξ
yref
− 2i ω
c0
(
1− v
2
0
2c20
)
η
)
dXdω.
If, additionally, assumption (H1) holds, then
I˜(yS) = σref
8pi
sinc
((
1− 3v
2
0
2c20
)ω0aξ
yref
)
cos
(
2
(
1− v
2
0
2c20
)ω0
c0
(
η +
1− 3v20
2c2
0
1− v20
2c2
0
xref
yref
ξ
))
×FB
( 2
c0
(
1− v
2
0
2c20
)(
η +
1− 3v20
2c2
0
1− v20
2c2
0
xref
yref
ξ
))
.
This shows that the modified imaging function gives the right position of the re-
flector, at least up to terms of order two in v0/c0. Note, however, that both cross
range and range resolution are reduced when v0 increases: the cross range resolution
is λ0yref/{a[1 − 3v20/(2c20)]} and the range resolution is c0/{ωB[1 − v20/(2c20)]}. By
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comparing with (24) we can see that the relative reductions in resolution are of the
same order in the case of a circular trajectory and in the case of a linear trajectory.
The cross-range resolution turns out to be relatively more affected, and this can be
explained by the fact that this is the direction of the motion.
Synthetic experiment. It is possible to carry out a simple experiment with
one receiver and one source to compute synthetically the statistical cross correlation
C(1) defined by (28). We define the pulse profile f(t) as in (9). The experiment is
carried out as follows:
1) Record the signal u(t, rx;xs) when the source is at xs ∈ ∂B and emits f(t),
while the receiver is at rx = (x, 0), x ∈ (−a/2, a/2).
2) Compute the synthetic cross correlation:
C(x, x′) =
N∑
s=1
∫ ∞
−∞
u
(
t, rx;xs
)
u
(
t+
x′ − x
v0
, rx′ ;xs
)
dt,
when (xs)
N
s=1 are the N successive positions of the source that are uniformly dis-
tributed on ∂B. Here v0 is a fixed “artificial” velocity. Assuming that the number
N is large enough so that we can make the continuum approximation for the sum
over s, we can show as in Section 2 that (up to a multiplicative constant)
C(x, x′) = C(1)(x, x′),
where C(1) is given by (28).
5. Green’s function estimation with a noise source moving on a circular
trajectory. In this section we consider another situation related to passive Green’s
function estimation, when the sources themselves are moving. The analysis of the
previous sections can be extended to this situation and we show the surprising re-
sult that a unique point-like source emitting a stationary random signal and moving
along a periodic trajectory provides an illumination that is appropriate for passive
Green’s function estimation from the signals recorded by two receivers. As an ap-
plication we will show that travel time estimation between two receivers can be
carried out by using the signals emitted by the moving point source and recorded
by the receivers.
Experimental set-up. We consider a moving point-like source emitting a sta-
tionary random signal f(t) with mean zero and covariance function E[f(t)f(t′)] =
F (t− t′). Its position is xs(t) = (R0 cos(vt), R0 sin(vt)), where R0 > 0 is the radius
of the circular trajectory of the source and v is its angular velocity (its linear ve-
locity is v0 = vR0). The signals are recorded at two points x1 and x2 within the
ball with radius R0 (see Figure 4). Our goal is to express the cross correlation of
the signals recorded by the two receivers in terms of the Green’s function between
them and to clarify the effect of the velocity of the source.
Covariance function of the recorded signals. The wave field u(t,x) emitted
by the moving source satisfies the scalar wave equation (2) where the source term
is
(32) s(t,x) = δ
(
x− xs(t)
)
f(t),
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x
s
(t)
x1
x2
Figure 4. Experimental set-up for passive Green’s function esti-
mation in Section 5. The circle is the trajectory of the moving
source xs(t) and the two triangles are two observation points at x1
and x2.
and c(x) is the speed of propagation of the medium, that may be heterogeneous,
but that is assumed to be homogeneous with velocity c0 outside the ball with center
at 0 and radius R1 < R0. The empirical covariance function of the signals recorded
at x1 and x2 is defined by
(33) CT (τ) =
1
T
∫ T
0
u(t,x1)u(t+ τ,x2)dt.
The following proposition describes the convergence of the empirical covariance
function (33) towards the statistical cross correlation (34) or (35) as the record-
ing time increases. The relation between the statistical cross correlation and the
(imaginary part of the) Green’s function will be clarified in Proposition 4.
Proposition 3. When vT goes to infinity, the empirical cross correlation converges
to the statististical cross correlation
CT (τ)
T→∞−→ C(1)(τ),
in probability, where
C(1)(τ) =
1
(2pi)2
∞∑
k=−∞
∫ ∞
−∞
∫∫
[0,2pi]2
Gˆ(ω,x1, rθ)Gˆ(ω,x2, rθ′)
1
v
F
(θ′ − θ − 2pik
v
)
× exp
(
i
ω
v
(θ′ − θ − 2pik)
)
dθdθ′e−iωτdω,(34)
rθ = (R0 cos θ,R0 sin θ) and Gˆ is the Green’s function solution to (6) with Sommer-
feld radiation condition. If, additionally, Assumption (H2) is satisfied:
(H2)
the time for a loop 2pi/v is much larger
than the coherence time of the source,
then
C(1)(τ) =
1
(2pi)2
∫ ∞
−∞
∫∫
[0,2pi]2
Gˆ(ω,x1, rθ)Gˆ(ω,x2, rθ′)
1
v
F
(θ′ − θ
v
)
× exp
(
i
ω
v
(θ′ − θ)
)
dθdθ′e−iωτdω.(35)
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Note that the number of loops carried out by the source is (the integer part of)
2pivT . So the condition vT ≫ 1 for statistical stability means that the source has
to make many loops.
Proof. In the Fourier domain, the source has the form
sˆ(ω,x) =
1
R0
δ(r −R0)nˆ(ω, θ),
where we use the polar coordinates x = (r cos θ, r sin θ), and
nˆ(ω, θ) =
1
v
∞∑
k=−∞
exp
(
i
ω
v
(θ − 2kpi)
)
f
(θ − 2pik
v
)
.
The second-order moment is
E
[
nˆ(ω, θ)nˆ(ω′, θ′)
]
=
1
v2
∞∑
k,k′=−∞
exp
(
i
ω′
v
(θ′ − 2k′pi)− iω
v
(θ − 2kpi)
)
×F
(θ′ − θ − 2pi(k′ − k)
v
)
.
Using the Poisson summation formula
∑
k e
i2piks =
∑
k δ(s − k) this can also be
written as:
E
[
nˆ(ω, θ)nˆ(ω′, θ′)
]
=
1
2piv
∞∑
k,k′=−∞
δ
(
ω − ω′ − kv) exp(iω′(θ′ − 2pik′)− ωθ
v
)
×F
(θ′ − θ − 2pik′
v
)
.
The cross correlation (33) can be expressed in terms of the Fourier components of
the recorded signals as
CT (τ) =
1
(2pi)2
∫ ∞
−∞
∫ ∞
−∞
uˆ(ω,x1)uˆ(ω
′,x2)sinc
[T (ω − ω′)
2
]
× exp
(
− iT (ω − ω
′)
2
)
dωe−iω
′τdω′.
In terms of the Green’s function the wave field is (7), which gives
uˆ(ω,x) =
∫ 2pi
0
Gˆ(ω,x, rθ)nˆ(ω, θ)dθ,
with rθ = (R0 cos θ,R0 sin θ). Taking the expectation and using vT ≫ 1, we find
E
[
CT (τ)
]
= C(1)(τ),
with C(1) given by (34). One can also compute the variance of CT (τ) and show
that it is of order 1/T as in [13], which gives the first result of the proposition.
If, additionally, 2pi/v is much larger than the coherence time of the source, then
only the term k = 0 contributes to leading order and the second result is proved. 
Analysis for a white noise source model. In the regime in which the noise
sources are delta-correlated in time (the white-noise approximation) F (t) = δ(t),
then, by (35), the Fourier transform of the statistical cross correlation
Cˆ(1)(ω) =
∫ ∞
−∞
C(1)(τ)eiωτdτ
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is related to the Green’s function through the relation:
Cˆ(1)(ω) =
1
2pi
∫ 2pi
0
Gˆ(ω,x1, rθ)Gˆ(ω,x2, rθ)dθ.
By Helmholtz-Kirchhoff identity (see, for instance [5, p. 419] or [1, Theorem 2.33])
we have ∫ 2pi
0
Gˆ(ω,x1, rθ)Gˆ(ω,x2, rθ)R0dθ =
c0
ω
Im
{
Gˆ(ω,x1,x2)
}
,
therefore we find
(36) Cˆ(1)(ω) =
1
2piR0
c0
ω
Im
{
Gˆ(ω,x1,x2)
}
.
This formula is classical by comparison with the situation in which there are fixed
point sources at the perimeter of the disk with radius R0 (with unit density) that
emit uncorrelated stationary signals [13, 23]. In this situation the cross correlation
of the recorded signals is
Cˆ(1)(ω) =
c0
ω
Im
{
Gˆ(ω,x1,x2)
}
.
The factor 1/(2piR0) in (36) can be interpreted from the fact that the average den-
sity of sources in the case of a point source moving along the circular trajectory
with radius R0 is precisely 1/(2piR0).
Analysis for a homogeneous medium and for R0 ≫ |x1|, |x2|. Here we do
not assume that the noise source is a white noise, but we assume that the medium is
homogeneous c(x) ≡ c0, so that the Green’s function is equal to (13). The following
proposition gives the exact relationship between the statistical cross correlation of
the noise signals recorded at the two observation points and the imaginary part of
the Green’s function between them.
Proposition 4. Under the assumption (H2), if the medium is homogeneous with
background velocity c0 and if R0 ≫ |x1|, |x2|, then the Fourier transform of the
statistical cross correlation is given by:
(37) Cˆ(1)(ω) =
1
2piR0
c0
ω
∫ ∞
−∞
e−iωtF (t)Im
{
Gˆ0
(
ω
√
1 +
v2t2
4
,x1,x2
)}
dt.
Proof. After the change of variables (θ, θ′)→ (θ + h/2, θ− h/2) we have
Cˆ(1)(ω) =
1
2pi
∫ 2pi
0
∫ min(2θ,4pi−2θ)
max(−2θ,2θ−4pi)
Gˆ0(ω,x1, rθ+h/2)Gˆ0(ω,x2, rθ−h/2)
×1
v
F
(h
v
)
exp
(
− iω
v
h
)
dhdθ.
In the regime R0 ≫ |x1|, |x2| we can write
Gˆ0(ω,xj , rθ+h/2) ≃ Gˆ0(ω,xj, rθ) exp
(
i
ω
c0
(|rθ+h/2 − xj| − |rθ − xj |)),
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for j = 1, 2, and therefore Cˆ(1)(ω) has the form
Cˆ(1)(ω) =
1
2pi
∫ 2pi
0
∫ min(2θ,4pi−2θ)
max(−2θ,2θ−4pi)
Gˆ0(ω,x1, rθ)Gˆ0(ω,x2, rθ)
1
v
F
(h
v
)
× exp
(
− iω
v
h− i ω
c0
(|rθ+h/2 − x1| − |rθ − x1|)
+i
ω
c0
(|rθ−h/2 − x2| − |rθ − x2|))dhdθ.
Using the assumption (H2) that 2pi/v is much larger than the coherence time of the
source, this can be simplified as
Cˆ(1)(ω) =
1
2pi
∫ 2pi
0
∫ ∞
−∞
Gˆ0(ω,x1, rθ)Gˆ0(ω,x2, rθ)F (t)
× exp
(
− iωt− i ω
c0
(|rθ+vt/2 − x1| − |rθ − x1|)
+i
ω
c0
(|rθ−vt/2 − x2| − |rθ − x2|)
)
dtdθ.
Furthermore, writing xj = (xj , yj),
|rθ+vt/2 − xj | − |rθ − xj | ≃
vt
2
∂
∂θ
|rθ − xj| ≃ vt
2
(xj sin θ − yj cos θ),
since R0 ≫ |xj |, j = 1, 2. As a result:
Cˆ(1)(ω) =
1
2pi
∫ 2pi
0
∫ ∞
−∞
Gˆ0(ω,x1, rθ)Gˆ0(ω,x2, rθ)F (t)
× exp
(
− iωt+ iω vt
2c0
(
(x2 − x1) sin θ − (y2 − y1) cos θ
))
dtdθ.
Using the asymptotic form of the Hankel function
(38) H
(1)
0 (s)
s≫1≃
√
2√
pis
eis−i
pi
4 ,
and the expansion (valid when R0 ≫ |x1|, |x2|)
|x2 − rθ| − |x1 − rθ| ≃ −(x2 − x1) cos θ − (y2 − y1) sin θ,
we finally get the desired result from the identity
∫ 2pi
0 e
is sin θdθ = 2piJ0(s). 
Let us discuss the results of Proposition 4. In the regime in which the noise
sources are delta-correlated in time (the white-noise approximation) F (t) = δ(t), or
the noise sources have positive finite coherence time, but the time 2pi/v for a loop
is much larger than the coherence time of the noise source and than the travel time
|x1 − x2|/c0 from x1 to x2, then we recover the classical form:
(39) Cˆ(1)(ω) =
1
2piR0
c0
ω
Fˆ (ω)Im
{
Gˆ0(ω,x1,x2)
}
.
In the general case, Eq. (37) shows that the relation between the statistical cross
correlation and the imaginary part of the Green’s function is affected by a Doppler-
like effect (i.e. a frequency shift). It is interesting to find the correction to the
classical formula when the velocity of the source is large enough so that
M1,2 =
v0
c0
|x1 − x2|
2R0
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is smaller than one but not vanishing. Note that, since R0 ≫ |x1|, |x2|, this requires
that v0 ≫ c0, which seems a quite extreme supersonic regime. But we will see that,
even in these extreme conditions, travel time estimation can be successfully carried
out. After some algebra we find from (37)
∂C(1)
∂τ
(τ) = − c0
8pi2R0
√
1−M21,2
∫ ∞
0
Fˆ (ω) sin
( ω
1−M21,2
τ
)
×J0
(
ω
√
|x1 − x2|2
c20(1−M21,2)
+
M21,2τ
2
(1 −M21,2)2
)
dω.(40)
This expression depends on the velocity v0 via the term M1,2, which is a manifes-
tation of the Doppler effect. However, travel time estimation based on this Green’s
function estimation is not affected by the velocity of the source as shown by the
following arguments.
In the context of travel time estimation, we consider a situation in which the
travel time |x1 − x2|/c0 is larger than the coherence time of the source. When the
motion of the source has small velocity, so that M1,2 ≪ 1, the cross correlation
(as well as the Green’s function) has a peak at time lag τ equal to the travel
time |x1 − x2|/c0, and the width of the peak is conversely proportional to the
noise bandwidth. This is still true in the case of a moving source. Indeed, under
assumption (H1), we have
∂C(1)
∂τ
(τ) ≃ − c
3/2
0
2(2pi)3/2R0
√
ω0|x1 − x2|
×FB
( τ
1−M21,2
−
√
|x1 − x2|2
c20(1−M21,2)
+
M21,2τ
2
(1−M21,2)2
)
× sin
(
ω0
( τ
1−M21,2
−
√
|x1 − x2|2
c20(1−M21,2)
+
M21,2τ
2
(1 −M21,2)2
)
+
pi
4
)
,
for τ > 0. This shows that the cross correlation has a peak at time lag τmax such
that the argument inside FB is zero, that is,
τmax
1−M21,2
=
√
|x1 − x2|2
c20(1−M21,2)
+
M21,2τ
2
max
(1 −M21,2)2
,
which is exactly
τmax =
|x1 − x2|
c0
,
independently of v0. Therefore the peak is at time lag equal to the travel time from
x1 to x2. Around time lag τmax, the cross correlation has the form:
∂C(1)
∂τ
(τmax + τ) ≃ − c
3/2
0
2(2pi)3/2R0
√
ω0|x1 − x2|
×FB
(
τ
(
1− M1,2v0
4R0
τ
))
sin
(
ω0τ
(
1− M1,2v0
4R0
τ
)
+
pi
4
)
.
This shows that:
1. the carrier frequency of the cross correlation around time lag τmax is ω0,
2. travel time estimation with the empirical cross correlation with a moving
random source is unbiased (i.e., with a bias smaller than the resolution),
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3. travel time estimation has the same resolution as in the case with a set of
stationary noise sources surrounding the two receivers at x1 and x2.
6. Conclusions. In this paper we have investigated the possibility to use mov-
ing sensors to create large synthetic apertures in ambient noise correlation-based
imaging. We consider in this paper situations with periodic trajectories so that it
is possible to achieve statistical stability for the cross correlation of the recorded
signals (i.e. the empirical cross correlation is approximately equal to the statistical
cross correlation). We were motivated by 1) the recent result that time-reversal refo-
cusing for a moving source is possible and resolution enhancement is observed when
the source velocity becomes non-negligible compared to the wave speed, and 2) the
classical analogy between time reversal and correlation-based imaging. However
this analogy is broken when the sensors are moving, because the lack of source-
receiver reciprocity and the Doppler effects do not play the same role in the two
situations. As a consequence, it is possible to carry out correlation-based imaging
provided the sensor velocity is small compared to the wave speed. When the sensor
velocity becomes non-negligible compared to the wave speed, then it is necessary to
build carefully designed imaging functions to avoid localization bias due to Doppler
effect but resolution is then reduced compared to the case of small velocity. These
modified imaging functions depend on the trajectory of the moving receiver.
We have presented a few ideas to perform synthetic experiments to check the
theoretical predictions at the ends of the sections. Real experiments could be carried
out in the framework of water waves, for which interesting time-reversal experiments
have recently been carried out, and that would allow to consider motions with large
speeds (large relative to the speed of propagation) [2].
Appendix A. Comparison with time reversal. The efficiency of correlation-
based imaging is classically explained by its time-reversal interpretation [8, 15].
However, when the sources or receivers are moving, the analogy is not so clear.
The goal of this section is to study the time-reversal experiment that should be the
analogous of the correlation experiment described in Section 2 and to show that the
results are different.
We consider a point source moving on a circular trajectory. Its position is xs(t) =
(R0 cos(vt), R0 sin(vt)), where R0 > 0 is the radius of its circular trajectory and v
is its angular velocity (its linear velocity is v0 = vR0). It emits the pulse f(t),
whose support is in the time interval [−pi/v, pi/v] (which means the emission occurs
during a single loop). A time-reversal mirror is located at the surface of a large ball
B (the ball B does not need to be centered at 0, but it needs to enclose the circular
trajectory of the source).
The source term is
s(t,x) = δ(x− xs(t))f(t).
In the Fourier domain and using polar coordinates x = (r cos θ, r sin θ), we have
sˆ(ω,x) =
1
v0
δ(r − R0)f
(θ
v
)
exp
(
iω
θ
v
)
.
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x
s
(t)
Figure 5. Experimental set-up for the time-reversal experiment
in Appendix A. The source xs(t) is moving on a circular trajectory
(with radius R0) and the triangles are the sources/receivers of the
time-reversal mirror (on ∂B).
The signal recorded by the time-reversal mirror at x ∈ ∂B is
uˆ(ω,x) =
∫
R2
Gˆ0(ω,x,x
′)sˆ(ω,x′)dx′
=
1
v0
∫ 2pi
0
f
(θ
v
)
exp
(
iω
θ
v
)
Gˆ0(ω,x, rθ)dθ,
where rθ = (R0 cos θ,R0 sin θ) and Gˆ0 is the homogeneous Green’s function (13).
After time-reversal, the signal that refocuses at a point rθ, θ ∈ [0, 2pi), on the
circular trajectory of the original source is
uˆTR(ω, rθ) =
∫
R2
c0
ω
Im
{
Gˆ0(ω, rθ,x
′)
}
sˆ(ω,x′)dx′
=
c0
v0
∫ 2pi
0
1
ω
f
(θ′
v
)
exp
(
iω
θ′
v
)
Im
{
Gˆ0(ω, rθ, rθ′)
}
dθ.(41)
Let us compare the time-reversed refocused wave (41) with the cross-correlation
formula (5). For simplicity we assume (H1) and the equivalent assumption for the
time-reversal experiment: the source is of the form f(t) = e−iω0tfB(t) + c.c.. Then,
using the result in [12, Sec. 4], we find that
uTR(t, rθ) = − c0
4
√
1−M2ω0
exp
(
− iω0
t+M R0c0 θ
1−M2
)
fB
(
− t+M
R0
c0
θ
1−M2
)
×J0
(ω0R0|θ + vt|
c0(1−M2)
)
+ c.c.,
with M = v0/c0 ∈ (0, 1). Note that the factor 1 −M2 in the Bessel function J0
shows that resolution is enhanced when the source velocity becomes comparable to
the wave speed. Thus we can see that both expressions involve the imaginary part
of the Green’s function, but the corrections due to the velocity v are different.
Appendix B. Corrective term to the imaging function. We complete the
analysis of the imaging functions carried out in Section 3. When R0 ≫ |yref |, we
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have for k ≥ 1:
∂2k
∂θ2k
|rθ − yref | = −(−1)k
(
xref cos θ + yref sin θ
)
−1
4
(−4)k (x
2
ref − y2ref) cos 2θ + 2xrefyref sin 2θ
R0
+O
( |yref |3
R20
)
,
and therefore we get
|rθ+h/2 − yref |+ |yref − rθ−h/2|
= 2|rθ − yref | − 2
∞∑
k=1
(−1)k
(2k)!
(h
2
)2k(
xref cos θ + yref sin θ
)
−1
2
∞∑
k=1
(−1)k
(2k)!
h2k
(x2ref − y2ref) cos 2θ + 2xrefyref sin 2θ
R0
+O
( |yref |3
R20
)
= 2|rθ − yref |+ 4 sin2
(h
4
)(
xref cos θ + yref sin θ
)
+sin2
(h
2
) (x2ref − y2ref) cos 2θ + 2xrefyref sin 2θ
R0
+O
( |yref |3
R20
)
,
and finally:
C
(1)
1
(
θ +
h
2
, θ − h
2
)
=
σref
16piR0
F
(h
v
− 2 |rθ − yref |
c0
− D(h, θ)
c0
)
+
σref
16piR0
F
(h
v
+ 2
|rθ − yref |
c0
+
D(h, θ)
c0
)
,(42)
with
D(h, θ) = 4 sin2
(h
4
)(
xref cos θ + yref sin θ
)
+sin2
(h
2
) (x2ref − y2ref) cos 2θ + 2xrefyref sin 2θ
R0
+O
( |yref |3
R20
)
.(43)
We have
D
(
2
v
c0
|rθ − yS |, θ
)
= 4 sin2
( v0
2c0
)(
xref cos θ + yref sin θ
)
− sin
(v0
c0
)2v0
c0
(xref cos θ + yref sin θ)(x
S cos θ + yS sin θ)
R0
+sin2
(v0
c0
) (x2ref − y2ref) cos 2θ + 2xrefyref sin 2θ
R0
+O
( |yref |3
R20
)
,
and therefore, for yS in a neighborhood of yref cos(v0/c0),
2
|rθ − yS |
c0
− 2 |rθ − yref |
c0
−D
(
2
v
c0
|rθ − yS |, θ
)
= 2
(
cos
(v0
c0
)
xref − xS
)
cos θ + 2
(
cos
(v0
c0
)
yref − yS
)
sin θ
+
(xref cos θ − yref sin θ)2
R0
(v0
c0
sin
(2v0
c0
)− sin2 (v0
c0
))
+O
( |yref |3
R20
)
.
This shows that the main peak in the imaging function tends to disappear when
(v20/c
2
0)[|yref |2/(R0λ)] becomes of order one. In other words, the imaging function
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is valid to image reflectors within the disk of center 0 (the center of the circular
trajectory of the receiver) and radius
√
R0λ(c0/v0).
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