Application of exact Bahadur efhciencies in testing theory or exact inaccuracy rates in estimation theory needs evaluation of large deviation probabilities. Because of the complexity of the expressions, frequently a local limit of the nonlocal measure is considered. Local limits of large deviation probabilities of general quadratic statistics are obtained by relating them to large deviation probabilities of sums of k-dimensional random vectors. The results are applied, e.g., to generalized Cramer-von Mises statistics, including the Anderson-Darling statistic, Neyman's smooth tests, and likelihood ratio tests.
1. INTRODUCTION Application of Bahadur efficiencies in testing theory or inaccuracy rates in estimation theory needs evaluation of large deviation probabilities. Often the available expressions for these probabilities are very complicated. Therefore many authors take a local limit of the nonlocal measure, which is important from a statistical point of view.
In a number of special cases the local limits are derived by relating the minimization of certain Kullback-Leibler "distances" to associated Euler-Lagrange differential equations. Typical examples of this elegant method are Nikitin Cl93 and Groeneboom and Shorack [5] . For certain general linear rank tests Kremer gives an elegant theory of local comparison in the Bahadur sense. For more references see [S] .
The first general result in this area is due to Wieand [23] . He has shown that the limiting approximate Bahadur efficiency equals the limiting Pitman efficiency. Approximate Bahadur efficiency, however, is in itself as a measure of performance of tests of little value, since monotone transformations of a test statistic may lead to entirely different approximate Bahadur slopes, cf. [3] . Similar results hold for the approximate inaccuracy rate, cf. [9] . We therefore prefer to investigate exact Bahadur efficiency and exact inaccuracy rate. The first general results on exact Bahadur efficiencies and exact inaccuracy rates are given in [ll] . This approach is, however, restricted to statistics, which are, in a local sense, asymptotically normal, due to an approximation by a sum of i.i.d. random variables. Quadratic statistics are beyond the scope of this work. Recently Inglot and Ledwina [7] have developed a new approach using strong approximations.
By this method several complicated statistics can be handled in an elegant way. A more detailed discussion is given in [S] .
Here the more elementary method of [l l ] is extended to quadratic statistics, in that way unifying and clarifying isolated earlier results and presenting new results on this type of statistics by putting them in a general theory. This is done by relating the large deviation probabilities of the statistics to large deviation probabilities of sums of k-dimensional i.i.d. random vectors. The local limit of the latter large deviation probabilities can be easily obtained. Furthermore, the present method gives the asymptotically optimal directions for the growth of the power of the considered tests. Those directions are generated by eigenfunctions of an associated Hilbert-Schmidt operator. It is remarkable that this operator is not the same as the operator associated with the covariance function, which plays an important role in local theory of generalized Cramer-von Mises statistics, cf. Remark 4.4.
The paper is organized in the following way: in Section 2 finite and infinite weighted sums of squares of linear functionals are considered. General quadratic statistics are treated in Section 3 by relating them to statistics of the infinite dimensional type treated in Section 2. Functional analytic methods play an important role here. Generalized Cramer-von Mises statistics can be written in the form of quadratic statistics. They are treated in Section 4. A particular example in this class is the AndersonDarling statistic. The general theory of this paper leads to a new proof and an explanation of results in [S] . A lot of other examples are presented: Neyman's smooth tests, Neuhaus' goodness of fit tests, Watson's statistic, and likelihood ratio statistics in a general framework.
WEIGHTED SUMS OF SQUARES
Let $ be a set, d a a-field of subsets of % and 9 the collection of all probability measures on &. The estimators and test statistics studied here are of the form T,, = T(f,), where T is a fixed functional and P,, is the empirical probability measure based on n observations. For P, Q E 9 the Kullback-Leibler information number K(Q, P) is defined by E, log g if Q 4 P, K(Q, P) = co otherwise.
(2.1)
For P E 9 and D c 9 (D possibly depending on P) we define
Nonlocal measures like Bahadur efficiency or inaccuracy rate are often given in terms of Kullback-Leibler information numbers of the form K(s2,, P) with
or sZ,= {QcY: IT(Q)-T(P)\ >E}, where Tis a functional with values in R, the extended real line, cf., e.g., [4] . The quantity K(Q,, P) is often not very transparent and therefore local expansions are useful to get insight in the performance of the test or estimator based on the functional T. It is the purpose of this paper to expand K(Q2,, P) as E -+ 0, where s2, is of the form (2.3). Extension of the results to sets !G!;2,, e.g., of the form (QEP: IT(Q)-T(P)\ > E) is straightforward. In this section we consider the class of statistics T,, = T(P,), where Condition (2.5) implies that T(P) = 0. Since under P the statistics di are standardized and uncorrelated, the statistics T,, = T(P,) with T given by (2.4) and (2.5) are under P typically asymptotically distributed as an infinite weighted sum of independent x's, The inner product in Rk is denoted by (a, b) =cf=, a,bi, a, be Rk, and the Euclidean norm by Ilall'= {a, a), aE Rk. THEOREM 2.1. Let T be defined by (2.4) and (2.5). If (2.6) and for each k > 0 there exists 6, > 0 such that dP(x) < co for all (t,, tz, . ..) with i tf < 6,, i= 1 (2. On the other hand, define for v* E .4, v* a CL, the measure Q* by de*(x) = 5 (xdx)) Wx).
It is easily seen that Tk(v*) = Tk(Q*) and R(v*, p) = K(Q*, P). If v* is not absolutely continuous w.r.t. CL, we have g(v*, 11) = co. Therefore, Combination of (2.10) and (2.11) yields W-J,, P) = m%, CL).
(2.12) By condition (2.7) and Lemma 4.1 in [ll] it is seen that for v E A, cL"=,j IYil MY)= co implies &v, CL) = co. Hence we may restrict attention to measures v for which its expectation finitely exists. It now easily follows from Theorem 3 of Bartfai [2] (cf. also (6.4) By Taylor's expansion we obtain (cf. Lemma 3.1 in [lo] ) { -C(f,) + <L &>I Il~,ll -2 --, 1 as E -+O. (2.14)
Combination of (2.12), (2.13), and (2.14) yields 
Combination of (2.15) and (2.16) yields the result in the finite dimensional case.
Next consider the general case. Write Tk for T with li replaced by 0, i>k+l, k=l,2 ,.... Since K(sZ,, P) < inf(K(Q, P): Q E 8, Tl(Q) > E}, application of the finite dimensional result with k = 1 yields
and hence there exists so > 0 such that K(~2,,P)=inf(~(Q,P):Q~9,T(Q)>~,K(Q,P)d~R;1) (2.18) for all 0 < E < so. Take Q E 9 with T(Q) > E, K( Q, P) < &A; ', and take q > 0. In view of (2.6) there exists k = k(q) such that I, > 0 and
Hence we have, writing IQ -P( for the total variation of Q-P, Sending q + 0 in (2.19) and combining the result with (2.17) the proof of the theorem is complete. 1
Remark 2.1. If di is bounded for each i, then (2.7) is satisfied by the Schwarz inequality, even if we replace 6, by co.
As a first application we give an example of statistical functionals of the finite dimensional type. Such statistics are investigated, e.g. , in [6] . If (2.7) holds, which is, in particular, the case if the functions bi are bounded on (0, l), then K(Qn,, P) = 4~ + O(E) as E + 0. From now on we assume that si e6e(s.r) + edBtics-') dP(s) dP(t) -c co for some 6 > 0, (3.4) It follows by Corollary 4.2 in [ 1 l] that (3.5) Hence, writing q(s) = dQ/dP(s) if Q 4 P,
We even can restrict attention to q E L2(P). Proof. Let Q 4 P satisfy K(Q, P) < co, jj IJ/(s, t)l de(s) dQ(t) < co, and 1s +(s, t) dQ(s) dQ( t) > E. Writing q = dQ/dP and 4n=qlqCn u 1 -1 dQ 7 q<n it follows by the dominated convergence theorem that jqCn dQ + 1 and
and hence the desired result is obtained. 1
Remark 3.1. Note that, in fact, we have proved that we can restrict attention to q E L"(P), and hence q E Lp(P) for each 16 p < co.
Under condition (3.4) we have $ EL*(Px P) and hence I/ induces a Hilbert-Schmidt operator A from L*(P) into L'(P), defined by 'Q(f) = j 4(s) ve, t) dP(s).
(3.7)
We further assume that the kernel $ is symmetric and I $*(s, t) dP(s) dP(t) > 0. We therefore may write, under the conditions of Proposition 3.1 and condition (3.8), jJ I~J(s, ')I dQ(s)dQ(t)< ~0, iz, Ai (j qbidP)'>E}* (3.13) Our next aim is to approximate the infinite sum in (3.13) by a finite sum in the sense of condition (2.6) in order to apply Theorem 2.1. We assume in the sequel that % is a metric space with metric d, d is the Bore1 o-algebra on X and the support S of P is compact.
(3.14)
We put the following conditions on $:
dc;g+o j W(s, 1) -Icl(s,, 0)' dP(t) =O foreachs,ES (3.15) $ is continuous at every point (s, s) E S x S (w.r.t. the relative topology) (3.16) * . a positive semidefinite kernel, which means js rj(y t) q(s) q(r) dP(s) dP(t) 2 0 for all q E L2(P). (iii) j IL2(s, t) dP(s) = Cp"= 1 Lf&t) for all t E S, (iv) lim, _ no SUp,tsCEk n,&r, =o.
Proof. (i) Take q = #i in (3.17) and apply (3.9), yielding Ai for all i. By (3.12) we have 0 < Cz i At < co and hence supi li = max, Izi> 0.
(ii) Using (3.8) and (3.15) it follows that Aq is continuous on S for each qE L*(P). If &#O we have A#i= li4i (cf. (3.10)) and hence di is continuous on S if li # 0.
For a proof of (iii) and (iv) see [S] . 1
Combination of Proposition 3.1, 3.2, and Theorem 2.1 yields the following result for quadratic statistics: (3.18) where A, is the largest eigenvalue of the operator A, cf: (3.7).
Proof: For Q -G P, K(Q, P) and T(Q) remain unchanged if we replace !Z by S. Therefore without loss of generality we assume !Z = S. In view of Proposition 3.2, di is continuous on S. By (3.14) S is compact and hence 4i is bounded for each i. Moreover, by Proposition 3.2(iv), uniformly on Sx S as n -+ co, implying that $(s, t) =Cp"=, A,bi(s) #i(t) is well defined on S x S. Let Note that jJ l&s, t)l dQ(s) dQ(t) < cc for all Q E 9, since 3 is bounded on Sx S. In view of Proposition 3.1, (3.5), and (3.13) we therefore have
ss IW, t)l dQ(s) dQ(t) < 00, F(Q) > E = KW,, PI.
In combination with (3.19) where G is the distribution function corresponding to Q. If Q 4 P with P the Lebesgue measure on [0, 11, then
with continuous
It is easily seen, cf. Remark 3.2, that condition C of Section 3 is satisfied and that for j = 1, 2, . . . .
A,-l = I, = 1/(47cZj') (and $2j-i(t) = fi sin(2jrrt). $2j(t) = fi cos(2j7ct)). Hence,
as E -0.
GENERALIZED CRAMER-VON MISES STATISTICS
In this section local limits of large deviation probabilities of generalized Cramer-von Mises statistics are obtained. As is seen in Example 3.1 generalized Cramer-von Mises statistics can be written in the form of quadratic statistics. First, we consider statistical functionals
where G is the distribution function of Q and w is a non-negative, Lebesgue-measurable function, which is integrable on (0, 1).
To apply the theory of Section 3 we slightly change the framework of Example 3.1. Let ?Z = [0, 11, d the Bore1 a-algebra on [0, l] and P the Lebesgue measure on [0, 11. Since K(Q, P) = co if Q is not absolutely continuous w.r.t. P, we restrict attention to Q E 9 with Q * P and hence Q( (0)) = Q( { l}) =O. For those Q's, T(Q) is of the form (3.1) with (lc,,l,(U)-U)(l~r.l,(U)-u) W(U)d% O<s, t< 1, (4.2) by Example 3.1. Note that since w is integrable, tj is well defined for all s, t E [0, 11. Moreover ,it follows by dominated convergence that $ is continuous on 2" x !X. It is easily seen that condition C holds with S = .!X in (3.14) . Hence application of Theorem 3.3 yields the following result. (1 -u)~w(u) du < -c2 log t O<t<lforsomec,>O.
(Gl)
We have the following generalization of Theorem 4.1. where I, is the largest eigenvalue of the operator defined in (3.7) with + given by (4.5).
We give only a sketch of the proof. Technical details can be found in [8] . The idea is to approximate T by a truncated version T,,, where the integration is over [q, 1 -q]. Theorem 4.1 is applied on T,. Finally it is shown, using Proposition l(iii) in [S] , that for Q with K(Q, P)< (21,))'s and
is close to E-'T(Q) (uniformly in E) and the largest eigenvalue of the operator associated with T,, is close to 1, if q is small. 1 as E '0, which is (2.5) in Groeneboom and Shorack [S] . The proof of Theorem 4.2 is a new proof of this result. Remark 4.3. (Likelihood ratio test in a rather general situation). Let x,, x2, ... be i.i.d. random variables on (X, &) with density PO(x), 0 E 0 c Rk, with respect to some measure k. Consider the testing problem H,,: 6 = 0, against H, : 19 # t$, for some t&f int 0. We write p for pea and P for the corresponding probability measure. Let M denote the functional generating the maximum likelihood estimator, i.e., M(fi,J is the maximum likelihood estimator of 0 based on X, , . . . . X,. Define T(Q) = s log ~wc&) dQ(x) -1 log P(X) dQ(-x), yielding T(p,) as minus the log likelihood ratio statistic for testing H, against H,, thus rejecting for large values of T(p,). Under suitable regularity conditions (which are satisfied, e.g., for exponential families) it can be shown that K(O,, P) = E + O(E) as E + 0.
The main idea is that T is "close" to a quadratic statistic. We do not present details here. with d1 and A1 given in (2.5). A similar statement holds for K(s2,, P) in Theorems 3.3, 4.1, and 4.2. This implies that the direction given by QE is approximately the optimal direction for the growth of the power of the test based on T, cf. also Neuhaus [18, Sect. 41 . In particular, for the Anderson-Darling statistic the largest eigenvalue equals 1i = t and the corresponding eigenfunction is given by br(.s) = d(l -2s). Therefore, the intimum K(s2,, P) is "approximately" attained by taking de,(s) = { 1 + (2~)"*& 1 -2s)) d s with distribution function G,(t) = t+r(l-r),,/%.
Th' IS explains Remark 10 in [S] . In local theory of generalized Cramer-von Mises statistics the covariance function H(s, t)= {min(s, t)-~t}{w(s) w(t))"* plays an important role, cf., e.g., [21, p. 2231 . The function $ defined in (4.5) differs from H. For the operators A, and A, associated with 1+9 and H, respectively, the eigenvalues unequal to zero are the same. However, the corresponding eigenfunctions are not the same. They are related by (dj= &jy/*,: with 4j and f, eigenfunctions of A, and A,, respectively. (Note that, in their notation, fj,-l'z satisfies the differential equation on page 223 of [21] and not f, itself.) Because of the statistical interpretation of the eigenfunctions, it seems to be more appropriate to consider II/ than H in this context. For the likelihood ratio statistic discussed in Remark 4.3 the involved eigenvalues unequal zero are all the same, which corresponds with its omnibus character of no preference in a special direction.
