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Abstract
We formalize the problem of modeling social networks into Poisson point measures. We
obtain a simple model that describes each member of the network at virtual state as a Dirac
measure. We set the exact Monte Carlo scheme of this model and its representation as a
stochastic process. By assuming that the spatial dependence of the kernels and rates used
to build the model is bounded in some sense, we show that the size of the network remains
bounded in expectation over any finite time. By assuming the compactness of the virtual
space, we study the extinction and the survival properties of the network. Furthermore,
we use a renormalization technique, which has the effect that the density of the network
population must grow to infinity, to prove that the rescaled network converges in law
towards the solution of a deterministic equation. Finally, we use our algorithm for some
numerical simulations.
Keywords: Interacting particles; Measure valued processes; Complex networks; Weak conver-
gence; Monte Carlo.
MSC 2010 subject classifications: Primary 60D05, 60J75; secondary 60K35
1 Introduction
In recent years, social networks became among the most popular online applications offering
people platforms to communicate, collaborate and interact with others. The remarkable explosion
of these social networks provides opportunities for developing circles of friends and for people’s
daily communication, but also brings major challenges such as, by way of examples, burst network
traffic and overload of servers. Understanding the behavior of the population growth pattern
in social networks helps service providers to not lose sight of the important phenomena and
to learn more about the people’s communication manners in these networks and facilitate the
management of network resources. As mathematical modeling often is intractable, the study of
this kind of networks relies on tedious simulation runs. In the present article, we wish to give a
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new look for social networks modeling and analysis. We consider a discrete spatial model that
describes a social network with three Poisson point measures.
The problem of modeling complex networks has received a large amount of attention in recent
times with important applications in the social and biological sciences. We refer the interested
reader to Albert & Baraba´si (2002) and Newman (2010) for a general introduction to the existing
literature and for examples. Indeed, a plethora of network models have been proposed for
assessment of dynamics and of different interactions in networks, e.g., affinities between friends
in social networks and protein interaction in genomic regulatory networks. Further, modeling of
networks has led to an expansive literature that focuses on developing realistic models for random
networks such as the popular preferential attachment model (Baraba´si & Albert, 1999) or the
recent point process based models (Caron & Fox, 2017; Herlau et al., 2016) with their theoretical
analyses in Veitch & Roy (2015); Borgs et al. (2018) and on fitting models to network data (Bickel
et al., 2011). In particular, a large amount of attention has been developed recently towards the
problem of detecting communities in networks (Arias-Castro & Verzelen, 2014, 2015, and the
references therein). However, in the literature, almost all the methodology has concentrated
on random graph models where infinite graphs have a nice general representation analogous to
de Finetti’s theorem for exchangeable matrices (Kallenberg, 2005; Diaconis & Janson, 2011).
In this kind of random graph modeling, the underlying model is that of graph G = (N , E),
where N is the set of nodes and E is the set of edges. For instance, a node would represent
a person and an edge between two nodes would symbolize a friendship or kinship of some sort
shared by these two persons in a social network. Nowadays, random graph models are divided
into two families: A more familiar random graph model, introduced by Erdo¨s and Re´nyi in the
late 1950s, consists of a graph on set of nodes N with each edge being included independently
with a probability p. Erdo¨s-Re´nyi random graphs have been intensively studied where many
of their properties are by now well understood (see, e.g., Bolloba´s (1985); Alon et al. (1992);
Janson et al. (2000)). A less familiar random graph model is the geometric graph consisting
of n =card(N ) nodes identified by n independent uniformly distributed points X1, . . . , Xn in
d-dimensional space of Rd for some d ≥ 1. Given a positive number rn > 0 (connectivity
threshold), each point Xi selects ni neighbors at random, without replacement, among those
points Xj (j 6= i) for which ‖Xi − Xj‖ < rn (where ‖ · ‖ denotes some norm on Rd), and the
selected nodes are connected to Xi by an edge. The number ni of the neighbors is an integer-
valued random variable, chosen independently with identical distribution for each Xi such that
ni satisfies ni ≥ 1. For an account on random geometric graphs we refer the reader to Penrose
(2003). We note in this regard that the focus of the literature on real-world networks, like
social networks or the internet infrastructure, shifted from classic models without geometry to
modern and more realistic geometry-based models for best description in terms of an underlying
geometry, such as hyperbolic random graphs (Krioukov et al., 2010; Bringmann et al., 2016, and
the references therein).
In the present article, we wish to give a rigorous description for the geometric pattern of
random social networks. By random social networks we mean, here, something specifically that
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focus on modeling the network events which occur randomly in continuous time together with
the network size evolution. Therefore, the random geometric network obtained is constructed
from a combination of Poisson point processes. In this context, for an account on stochastic
modeling, we refer the reader to Karlin & Taylor (1998). We consider a virtual spatial network
system that consists of members. Each member is subject to random point processes (arrival and
departure). The members interact through the affinity (friendship) mechanism. We assume that
each member may invite another individual at a given rate. When a new individual is arrived,
it immediately disperses from the member who invited and becomes a member of the network.
We also assume that members are subjected to departures. That is, each member departs at
a rate that may depend on the local network density. We set the exact Monte Carlo scheme
(useful for the simulation runs) of this model and its representation as a stochastic process. We
study some moment estimates where we show, in particular, that the size of the network will
grow with bound in expectation. Under a compactness assumption, we prove that the network
does a.s. not survive (will extinct with probability one). We study also the asymptotic analysis
of the network and we establish a weak convergence result.
In Section 2, we describe in detail our model together with our general assumptions and
considerations. We give also our Monte Carlo algorithm that enables us to do some numerical
simulations. In Section 3, we give a rigorous pathwise representation of our model in terms of
Poisson point measures. In Section 4, we carry on with some moment estimates and the long
time behavior of the stochastic process. We deal with the weak convergence (in distribution)
of the network and we prove that the process converges in law to a deterministic process in
Section 5. We present our numerical simulations in Section 6. We then discuss our results and
the outlook in Section 7.
2 Network model specification
We address a stylized social network description problem where the task is to describe rigor-
ously the dynamic of the network. We formalize our model as a branching processes problem.
In this Section 2, we describe in detail the model and present our assumptions.
2.1 General assumptions and notations
First of all, we define some general assumptions and notations, although more notations will
be introduced as needed.
We assume that the virtual spatial domain of the network is the closure D¯ of an open con-
nected subset D of Rd, for some d ≥ 1. We represent a member at virtual position x ∈ D¯ by the
Dirac measure δx. Hence the network at time τ is characterized by the empirical measure:
rτ (dx) =
sτ∑
i=1
δxiτ (dx), (2.1)
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where sτ ∈ N stands for the size of the network at time τ and {xiτ}i=1,...,sτ describe the virtual
locations of members in D¯. The indexes i are ordered here from an arbitrary order point of view.
Denote by P(D¯) the set of probability measures on D¯ and by SF (D¯) the set of finite nonnegative
measures on D¯. Moreover, S ⊂ SF (D¯) consists of the subset of all finite point measures on D¯:
S =
{ s∑
i=1
δxi , s ≥ 0, xi ∈ D¯
}
,
where by convention
∑0
i=1 δxi is the null measure. Notation (2.1) designating the random network
seems somewhat abstract but it will be more clear in the rest of the article that (rτ )τ≥0 is a
stochastic process, taking its values in S and describing the dynamic of the network at each time
τ .
Finally, for any measure µ(dx) defined on D¯ and any function ψ : D¯ 7→ R, we use the angle
brackets 〈µ, ψ〉 to denote the function-measure duality, i.e., 〈µ, ψ〉 = ∫D¯ ψ(x)µ(dx) . The last
notation is valid for continuous measures as well as for point measure rτ (dx) given by (2.1), in
the latter case 〈rτ , ψ〉 =
∑sτ
i=1 ψ(x
i
τ ). The same notation allows us to write the network size at
time τ as sτ = 〈rτ , 1〉.
2.2 Description of the dynamic
To make the following description of the model clear, a random social network could be
expressed, in its simplest version, as a system of three types of random event: recruitment by
invitation event, recruitment by affinity event and departure (from the network) event. The
simplicity makes possible the development of efficient tools for fitting model to network data and
the improvement of the stochastic analysis of the network process. We describe the phenomenon
which the model will take into account at a continuous time scale to model the dynamic of the
network. We describe at the same time the associated Monte Carlo algorithm that enables us to
simulate the different events at random instants which are not predetermined.
The members of the network are supposed to be solely characterized by their virtual spatial
locations. We detail in the following the three components of the dynamic: first the two recruit-
ment components and then the departure component which occur in asynchronous time. For
r ∈ S, some quantities that we will use in the sequel are as follows:
• vr ∈ [0,∞) denotes the invitation rate of each member at some x ∈ D¯,
• K(x, dz) denotes the dispersion law of each new member after receiving an invitation from
some member of the network located at x. It is assumed to satisfy, for each x ∈ D¯,∫
E
K(x, dz) =
{
1 if E = {z ∈ Rd, x+ z ∈ D¯},
0 while if E = {z ∈ Rd, x+ z /∈ D¯},
• waf(y, r) ∈ [0,∞) denotes the affinity rate which describes the strength of affinity between
a new member (recruited by affinity) and the network,
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• Kaf(dy) denotes the dispersion law of each new recruited member by affinity at some y ∈ D¯.
It is assumed to satisfy,∫
E′
Kaf(dy) =
{
1 if E ′ = D¯,
0 while if E ′ ∩ D¯ = ∅.
• For x, y ∈ D¯, aff(x, y) = aff(y, x) ∈ [0,∞) is the local affinity kernel which describes the
contribution of a member in state x to the affinity affecting member in state y,
• dr ∈ [0,∞) denotes the departure rate of each member at some x ∈ D¯.
It is assumed that the rates vr and dr are space independent and are the same for all members
just for ease of exposition. A generalization by considering vr(x) and dr(x) with x ∈ D¯ might
allow us to take into account external effects such as attractive members, unattractive members
and so forth.
The construction of the Markov process (rτ )τ≥0 (see Theorem 1) which we shall present is
characterized by three independent exponential clocks. Considering the state r =
∑s
i=1 δxi of
the network at a given time, independently of each other, each member located at some x ∈ D¯
has an invitation clock with parameter vr > 0, a departure clock with parameter dr > 0 and an
affinity clock with parameter waf(y, r) ∈ [0,∞). Specifically, the network will be subject to 3
types of point event occurring at specific clocks:
(i) Recruitment by invitation and dispersal: This component can be understood as all members
can invite individuals in the outside of the network and each invitation occurs at a constant
rate vr which does not depend on space and on state of r. According to this principle, a
member in state x gives invitation to individual x′ (x′ /∈ D¯) and if the invitation is accepted
this individual immediately becomes a member. Its location is given by x + z where
z is randomly chosen according to the dispersion kernel K(x, dz) and then the network
earns new member: r 7→ r + δx+z. From now on, we assume that the dispersion kernel
induces a density w.r.t. the Lebesgue measure on Rd such that this density is given by:
K(x, dz) = k(x, z)dz.
(ii) Recruitment by affinity and dispersal: This recruitment component is somewhat different
of the previous invitation component. It can be understood as any individual in the outside
of D¯ can decide by itself to join the network. This individual chose at random a state y ∈ D¯
to join by affinity the network at rate waf(y, r) which may depend on its state and on the
state of the network (y, r). Each state y for each new recruitment by affinity is randomly
chosen according to the dispersion law Kaf(dy). We suppose that this kernel admits a
density on D¯ such that Kaf(dy) = kaf(y)dy. For all r ∈ S, we consider in this article the
following affinity rate:
waf(y, r) =
∑
x∈r
aff(x, y) =
∫
D¯
aff(x, y)r(dx). (2.2)
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Figure 1: The triangular local affinity function given by (2.3).
In particular, for the simulation we will consider the following local affinity model:
∀x, y ∈ D¯, aff(x, y) =
{
Af
(
1− 1
af
‖x− y‖)+ if x 6= y ,
0 while if x = y,
(2.3)
where (·)+ = max(·, 0) is the positive part, Af ∈ [0,∞) is a parameter specifying the max-
imum of interaction by affinity and af ∈ [0,∞) is a second parameter specifying the radius
of the zone of interaction by affinity (see Figure 1). This zone of interaction symbolizes the
space portion of the network that each member needs to interact with the neighbors. In
other words, a member at a given state y may interact only with the neighbors located in-
side the ball B(y, af) centered at y and with radius af . Hence, the affinity rate (2.3) means
that: the more the state y is surrounded by neighbors (such as, ∀x, y ∈ D¯, ‖x− y‖ < af),
the higher the strength of affinity is, and the greater the associated recruitment by affinity
rate is and the more it is attractive. This rule can be viewed as a kind of preferential
attachment mechanism introduced by (Baraba´si & Albert, 1999). The idea behind is in-
spired from some real networks where the more a member is connected (with high degree)
the more is attractive. Furthermore, this simple model allows us to manage the interaction
by affinity in the network, one could imagine more complex affinity models where more
complex scenarios are investigated. Then, after each affinity recruitment the network earns
new member: r 7→ r + δy.
(iii) Departure component: The member in state x disappears at a rate dr which does not
depend on its state. This departure is intrinsic as it does not depend on the state of the
network. After this event the size of the network jumps instantaneously from s to s − 1
and then the network loses one member: r 7→ r − δx.
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A natural hypothesis will be considered from now on which consist on supposing that these
mechanisms of recruitment with dispersion and departures are mutually independent. Hence, the
modeling considered in this section allows to describe a spatial interacting system that consists of
a social network members characterized by their locations. We assume that each member gives
invitation at a given rate. When a new individual joins the network, it immediately disperses
from its friend and becomes a member. All these events of recruitment with dispersion and
departure occur randomly in continuous time.
Considering individual clocks is relatively cumbersome, a more efficient Monte Carlo proce-
dure will rely on the existence of one global clock that dominates all point phenomena (recruit-
ment and departure). That existence holds true when all the different local clocks are uniformly
bounded. For simplicity and from now on, we assume that the spatial dependence of the intro-
duced kernels and rates is bounded in some sense by assuming that there exists some positive
reals γ1, γ2 and some probability densities k˜ on Rd and k˜af on D¯ such that, for all x ∈ D¯,
k(x, z) ≤ γ1k˜(z) and kaf(y) ≤ γ2k˜af(y), (2.4)
together with the fact that, for all x, y ∈ D¯ and for all r ∈ S, there exists a constant Af ,
introduced firstly in (2.3), such that
aff(x, y) ≤ Af which implies waf(y, r) ≤ Afs. (2.5)
To explain in more details the Monte Carlo simulation algorithm of the network, we describe
now how to simulate the different events. Given a member chosen at random in the network,
the type of point phenomenon to be considered is determined by a sampling technique, and it
is decided whether the chosen phenomenon is actually applied or not by an acceptance-rejection
sampling technique. The existence of a uniform bound avoids explosion phenomena due to the
accumulation of infinitely many events at a given time. The global clock can be computed easily
thanks to the properties of the exponential distribution by,
Hτ = h
vr
τ + h
af
τ + h
dr
τ , where

hvτ = vrsτ ,
hafτ = Afsτ ,
hdτ = drsτ .
(2.6)
Let T0 = 0 and start with a randomly chosen initial state r0. For k = 1, 2, 3, . . ., suppose the
time of the last event Tk−1 and the corresponding state of the network rTk−1 given, we describe
how to simulate rTk starting from rTk−1 . In order to determine the instant Tk where the next
event could take place, we should bound the different rates uniformly in space and in time as
explained in (2.4) and (2.5). From the instant Tk−1 to the instant Tk of the next event, i.e. along
the time interval [Tk−1, Tk) nothing is happening and one iteration of the scheme is as follows:
Iteration rTk−1 → rTk:
(i) Computation of the global rate HTk−1 given by (2.6).
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(ii) Simulation of the next event instant:
Tk = Tk−1 + ∆Tk with ∆Tk ∼ Exp(HTk−1).
(iii) Computation of the system evolution between the two instants:
rτ = rTk−1 for τ ∈ [Tk−1, Tk).
(iv) Computation of the probabilities:
αvrk =
hvrTk−1
HTk−1
, αafk =
hafTk−1
HTk−1
, αdrk =
hdrTk−1
HTk−1
.
(v) We chose at random the nature of the next event according the probability values αvrk , α
dr
k
and αafk :
• With probability αvrk we determine if there has been an invitation recruitment by
acceptance-rejection. If there is acceptance of the event, we draw a member xiTk−1
where the index i ∼ U{1, . . . , 〈rTk−1 , 1〉}, we draw z ∈ Rd using the dispersal kernel
K(xiTk−1 , dz) and then
rTk =

rTk−1 + δ
{
xiTk−1+z
}, with probability k(xiTk−1 ,z)
γ1k˜(z)
,
rTk−1 , with probability 1−
k(xiTk−1 ,z)
γ1k˜(z)
.
• With probability αdrk a departure event occurs. If acceptance, we draw a member
xiTk−1 where the index i ∼ U{1, . . . , 〈rTk−1 , 1〉} and we set rTk = rTk−1 − δ{xiTk−1}.
• With probability αafk a recruitment by affinity event occurs. If acceptance, we draw a
state y using the affinity kernel Kaf(dy), we draw a member xiTk−1 uniformly from the
current network members (i ∼ U{1, . . . , 〈rTk−1 , 1〉}) and let
rTk =
 rTk−1 + δy, with probability
aff(xiTk−1 ,y)k
af(y)
Afγ2k˜af(y)
,
rTk−1 , with probability 1−
aff(xiTk−1 ,y)k
af(y)
Afγ2k˜af(y)
.
This simulation procedure detailed above enables us to present some numerical tests at the end
of this paper.
We have left open so far the precise law of the process (rτ )τ≥0, other than subsequently
specifying a Monte Carlo algorithm that simulates a trajectory of the network that provides
an empirical representation of this distribution. More precisely, our previous scheme generates
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a trajectory of a process which has the same law as the considered process. As the law of
the Markov process which we have presented is characterized by its infinitesimal generator, we
propose now to introduce this generator further on in the paper.
The network is described by the evolution in time of the empirical measure (2.1), and this
evolution must follow the dynamic defined above. Therefore, we are looking for a S-valued
stochastic process (rτ )τ≥0 with infinitesimal generator G, defined for a large class of test functions
Φ : SF (D¯) 7→ R, of the form (unless otherwise stated)
Φ(r) = F (〈r, f〉), (2.7)
where F ∈ C1(R) and f ∈ C(D¯), by:
GΦ(r) = vr
∫
D¯
r(dx)
∫
Rd
{
Φ(r + δx+z)− Φ(r)
}
k(x, z)dz
+ dr
∫
D¯
{
Φ(r − δx)− Φ(r)
}
r(dx)
+
∫
D¯
{∫
D¯
(
Φ(r + δy)− Φ(r)
)
aff(x, y)kaf(y)dy
}
r(dx).
(2.8)
For the sake of simplicity and for technical consideration, from now on we consider D¯ is a compact.
The first term of the generator (2.8) describes the recruitment by invitation component. The
second term describes the departure from the network component and the third term describes
the recruitment by affinity component. Note also that the three terms are linear in r. The idea
now is to construct a S-valued stochastic process with infinitesimal generator G.
Remark 1 The class of functions Φ defined by (2.7) is separating and convergence determining
(see (Dawson, 1993, Theorem 3.2.6)). Therefore it is sufficient to restrict ourself to this class
of functions where the expression of the generator is explicit. Moreover, the expression of the
generator on this class of functions determines the law of the process. In particular, we refer the
reader to (Ethier & Kurtz, 1986, p. 111-112) for the definitions of separating and convergence
determining sets.
In the next Section 3, we wish to give a rigorous pathwise representation of our model in
terms of Poisson point measures and to study its behavior and some properties.
3 Poisson measures of the network
Let r0 denotes the initial condition of the process, it is a random variable with values in S.
Let (Ω,A,P) be a sufficiently large probability space. On this space, we consider the objects
waf(y, r), K(x, dz) and Kaf(dy) which are assumed independent together with space dependent.
To obtain an explicit expression for the stochastic process (rτ )τ≥0 we introduce in the sequel
some Poisson random measures which manage the incoming of new members by invitation or
affinity, and the departure of members. First, we need the following definition.
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Definition 1 We consider, on the probability space (Ω,A,P), the three independent probabilistic
elements:
(i) Let P vr be a Poisson random measure on [0,∞)× N∗ × Rd × [0, 1] of intensity measure:
Ivr(dt, di, dz, dα) = vrγ1k˜(z)dt
(∑
k≥1
δk(di)
)
dzdα,
where dt, dz, dα are the Lebesgue measures on, respectively, [0,∞),Rd, [0, 1], and∑k≥1 δk(di)
is the counting measure on N∗.
(ii) Let P dr be a Poisson random measure on [0,∞)× N∗ × [0, 1] of intensity measure:
Idr(dt, di, dα) = drdt
(∑
k≥1
δk(di)
)
dα.
(iii) Let P af be a Poisson random measure on [0,∞)× N∗ × D¯ × [0, 1] of intensity measure:
Iaf(dt, di, dy, dα) = Afγ2k˜
af(y)dt
(∑
k≥1
δk(di)
)
dydα.
We consider the canonical filtration (Fτ )τ≥0 generated by the previous three Poisson random
measures P vr , P dr and P af .
We aim now to write the random network model in terms of these stochastic objects. Roughly
speaking, we shall describe the network system by the evolution in time of the empirical mea-
sure rτ through its infinitesimal generator. To this end, let first consider the path space
T ⊂ D([0,∞),SF (D¯)) defined by
T =
{
(rτ )τ≥0
/ ∀τ ≥ 0, rτ ∈ S, and ∃0 = τ0 < τ1 < τ2 < · · · ,
limn→∞ τn =∞ and rτ = rτi ∀τ ∈ [τi, τi+1)
}
, (3.1)
where D([0,∞),SF (D¯)) is the Skorokhod space of SF (D¯)-valued ca`dla`g functions on [0,∞) (see
Section 5 for more details). Therefore, T is the subspace of S-valued pure jump processes on
[0,∞). Note that for (rτ )τ≥0 ∈ T and τ > 0, we can define rτ− by
rτ− =
{
rτ if τ /∈ ∪i{τi},
rτi−1 if τ = τi for some i ≥ 1. (3.2)
In other words, for τ = τi, rτ− is the value of r just before the jump time τi. The stochastic
process (rτ )τ≥0 features a jump dynamics (recruitments and departures) and we therefore recall
a well-known formula for the pure jump processes:
Φ(rτ ) = Φ(r0) +
∑
t≤τ
[Φ(rt− + {rt − rt−})− Φ(rt−)], a.s. for τ ≥ 0, (3.3)
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for any function Φ : S 7→ R. Note that r0 =
∑s0
i=1 δxi0 which characterizes the state of the network
at time 0.
The sum
∑
t≤τ in (3.3) contains only a finite number of terms as the network (rτ )τ≥0 admits
only a finite number of jumps over any finite time interval. Indeed, The formula (3.3) includes
information on the process, i.e. the dynamics between the jumps, but no information on the
jumps themselves. Hence, for this reason we have introduced the previous three Poisson random
measures to overcome the derivation of the explicit expression of (rτ )τ≥0 as stated in the following
definition.
Definition 2 Assume that conditions (2.4) and (2.5) are satisfied. We say that a (Fτ )τ -adapted
stochastic process that belongs a.s. to T describes our network model if a.s., for all τ ≥ 0,
rτ =r0 +
∫ τ
0
∫
N∗
∫
Rd
∫ 1
0
1{i≤st−}1{α≤(k(xit−,z))/(γ1k˜(z))}δ(xit−+z)P
vr(dt, di, dz, dα)
−
∫ τ
0
∫
N∗
∫ 1
0
1{i≤st−}1{α≤(dr/dr)}δ(xit−)P
dr(dt, di, dα)
+
∫ τ
0
∫
N∗
∫
D¯
∫ 1
0
1{i≤st−}1{α≤(aff(xiτ−,y)kaf(y))/(Afγ2k˜af(y))}δ(y)P
af(dt, di, dy, dα),
(3.4)
where 1A denotes the indicator function of the set A and the three terms of integrals are associated
with the three basic independent mechanisms.
From (3.2), it is straightforward that sτ− = 〈rτ−, 1〉 which is the size of the network before the
jump time. Although the formula (3.4) looks somewhat complicated, the principle is very simple.
The indicator functions that involve α are related to the rates and appear to make use of an
acceptance-rejection sampling technique described in the construction procedure of r presented
in Section 2. It is interesting to remark that in the second term (relatively to the departure
component) the integral and the indicator function that involve α may be canceled because the
rate here does not depend on the space variable x.
Finally, we shall state in Theorem 1 that if the stochastic process r solves (3.4), then it follows
the dynamic described by the infinitesimal generator G given by (2.8).
Theorem 1 Assume that conditions (2.4) and (2.5) are satisfied. Consider a (Fτ )τ≥0-adapted
stochastic process (rτ )τ≥0 that belongs a.s. to T and solves (3.4). Then (rτ )τ≥0 is Markovian and
its infinitesimal generator G is defined in particular for the class of test functions Φ (given by
(2.7)) by formula (2.8).
Proof The proof for the fact that (rτ )τ≥0 is Markovian is classical and it will be omit to save
place. Using the formula (3.3) and Definition 2, for any Φ given by (2.7) and all τ ≥ 0, Φ(rτ ) is
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given a.s. by
Φ(rτ ) = Φ(r0) +
∫ τ
0
∫
N∗
∫
Rd
∫ 1
0
1{i≤st−}1{α≤(k(xit−,z))/(γ1k˜(z))}
× [Φ(rt− + {δ(xit−+z)})− Φ(rt−)]P vr(dt, di, dz, dα)
+
∫ τ
0
∫
N∗
∫ 1
0
1{i≤st−}1{α≤(dr/dr)}
× [Φ(rt− − {δ(xit−)})− Φ(rt−)]P dr(dt, di, dα)
+
∫ τ
0
∫
N∗
∫
D¯
∫ 1
0
1{i≤st−}1{α≤(aff(xit−,y)kaf(y))/(Afγ2k˜af(y))}
× [Φ(rt− + {δ(y)})− Φ(rt−)]P af(dt, di, dy, dα).
(3.5)
At first sight, let us consider the Definition 1 and taking expectation of (3.5) which give
E[Φ(rτ )] = E[Φ(r0)] +
∫ τ
0
E
[
vrγ1k˜(z)
st−∑
i=1
1
γ1k˜(z)
×
∫
Rd
{
Φ(rt− + {δ(xit−+z)})− Φ(rt−)
}
k(xit−, z)dz
]
dt
+
∫ τ
0
E
[
dr
st−∑
i=1
dr
dr
{
Φ(rt− − {δ(xit−)})− Φ(rt−)
}]
dt
+
∫ τ
0
E
[
Afγ2k˜
af(y)
st−∑
i=1
1
Afγ2k˜af(y)
×
∫
D¯
{
Φ(rt− + {δ(y)})− Φ(rt−)
}
aff(xit−, y)k
af(y)dy
]
dt
= E[Φ(r0)] + vr
∫ τ
0
E
[ ∫
D¯
rt(dx)
∫
Rd
{
Φ(rt + {δ(x+z)})− Φ(rt)
}
k(x, z)dz
]
dt
+ dr
∫ τ
0
E
[ ∫
D¯
rt(dx)
{
Φ(rt − {δ(x)})− Φ(rt)
}]
dt
+
∫ τ
0
E
[ ∫
D¯
{∫
D¯
(
Φ(rt + δ(y))− Φ(rt)
)
aff(x, y)kaf(y)dy
}
rt(dx)
]
dt.
(3.6)
Now, differentiating the expression (3.6) at τ = 0 and using GΦ(r0) = ∂τE[Φ(rτ )]τ=0 we obtain
GΦ(r) = vr
∫
D¯
r(dx)
∫
Rd
{
Φ(r + δx+z)− Φ(r)
}
k(x, z)dz
+ dr
∫
D¯
{
Φ(r − δx)− Φ(r)
}
r(dx)
+
∫
D¯
{∫
D¯
(
Φ(r + δy)− Φ(r)
)
aff(x, y)kaf(y)dy
}
r(dx).
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This completes the proof. 2
In the next section, we shall control the population size of the network and study some
properties of the process (rτ )τ≥0 which are of considerable interest.
4 Size evolution and extinction
We carry on in this section with showing the existence and uniqueness of the stochastic
process (rτ )τ≥0 in the sense of Definition 2. Then, we study some preliminary properties of the
network. We begin by a moment estimates result concerning the size evolution of the network
and thus we will deduce that existence and uniqueness follow as a consequence. Note that the
size properties for the interacting particle systems have been largely studied in the literature,
we refer the interested reader for instance to Liggett (1985) where we find also an amount of
techniques and some classical results about survival/extinction for contact processes.
Theorem 2 Admit assumptions (2.4) and (2.5). Consider that E[〈r0, 1〉m] <∞ for some m ≥ 1,
then for any 0 < T <∞:
E
[
sup
τ∈[0,T ]
〈rτ , 1〉m
]
<∞. (4.1)
Proof First, a simple computation using Φ(r) = 〈r, 1〉m in (3.5) (by setting f = 1 and F (x) =
xm) shows that
〈rτ , 1〉m ≤ 〈r0, 1〉m+
∫ τ
0
∫
N∗
∫
Rd
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(k(xit−,z))/(γ1k˜(z))}(
(〈rt−, 1〉+ 1)m − 〈rt−, 1〉m
)
P vr(dt, di, dz, dα)
+
∫ τ
0
∫
N∗
∫
D¯
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(aff(xit−,y)kaf(y))/Afγ2k˜af(y)}(
(〈rt−, 1〉+ 1)m − 〈rt−, 1〉m
)
P af(dt, di, dy, dα),
(4.2)
where the inequality holds by neglecting the following nonpositive departure term∫ τ
0
∫
N∗
∫ 1
0
1{i≤st−}1{α≤(dr/dr)} ×
(
(〈rt−, 1〉 − 1)m − 〈rt−, 1〉m
)
P dr(dt, di, dα) < 0.
For any n ∈ N∗, we consider the stopping time τn = inf{τ ≥ 0, 〈rτ , 1〉 ≥ n}. Moreover, note
that the right side of the inequality (4.2) is a nondecreasing process (with two recruitment
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components) and then, by using the notation a ∧ b = min(a, b) for any a, b ∈ R, we find
sup
t∈[0,τ∧τn]
〈rt, 1〉m ≤ 〈r0, 1〉m +
∫ τ∧τn
0
∫
N∗
∫
Rd
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(k(xit−,z))/(γ1k˜(z))}(
(〈rt−, 1〉+ 1)m − 〈rt−, 1〉m
)
P vr(dt, di, dz, dα)
+
∫ τ∧τn
0
∫
N∗
∫
D¯
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(aff(xit−,y)kaf(y))/Afγ2k˜af(y)}(
(〈rt−, 1〉+ 1)m − 〈rt−, 1〉m
)
P af(dt, di, dy, dα)
≤ 〈r0, 1〉m + Cm
∫ τ∧τn
0
∫
N∗
∫
Rd
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(k(xit−,z))/(γ1k˜(z))}
(〈rt−, 1〉m−1 + 1)P vr(dt, di, dz, dα)
+ Cm
∫ τ∧τn
0
∫
N∗
∫
D¯
∫ 1
0
1{i≤〈rt−,1〉}1{α≤(aff(xit−,y)kaf(y))/Afγ2k˜af(y)}
(〈rt−, 1〉m−1 + 1) P af(dt, di, dy, dα),
where the last inequality holds by using the inequality (x+ 1)m − xm ≤ Cm(xm−1 + 1) for some
constant Cm that will change from line to line in the sequel. Now, by taking expectation and
using the optional stopping theorem, we obtain,
E
[
sup
t∈[0,τ∧τn]
〈rt, 1〉m
]
≤ E[〈r0, 1〉m] + Cm
∫ τ
0
E
[
1{t≤τ∧τn}
∫
Rd
vrγ1k˜(z)dz(〈rt−, 1〉m + 〈rt−, 1〉)
]
dt
+ Cm
∫ τ
0
E
[
1{t≤τ∧τn}
∫
D¯
Afγ2k˜
af(y)dy(〈rt−, 1〉m + 〈rt−, 1〉)
]
dt
≤ E[〈r0, 1〉m] + Cm
∫ τ
0
E
[
(〈rt∧τn , 1〉m + 1)
]
dt
+ Cm
∫ τ
0
E
[
(〈rt∧τn , 1〉m + 1)
]
dt
≤ E[〈r0, 1〉m] + 3Cm
∫ τ
0
E
[
〈rt∧τn , 1〉m
]
dt.
Applying the Gronwall’s lemma, for any T <∞, gives
E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m
]
≤ E[〈r0, 1〉m] exp(3CmT ) = Cm,T , (4.3)
where clearly the constant Cm,T not dependent on n. First, we deduce from (4.3) that τn
a.s.−→∞.
Indeed, if not, we can find T ∗ <∞ such that:
PT ∗ = P(sup
n
τn < T
∗) > 0.
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This would imply that for each n:
E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m
]
= E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m1{supn τn<T ∗}
]
+ E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m1{supn τn≥T ∗}
]
≥ E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m1{supn τn<T ∗}
]
= nmPT ∗ ,
which contradicts (4.3). Finally, from Fatou’s lemma we conclude that:
E
[
sup
τ∈[0,T ]
〈rτ , 1〉m
]
= E
[
lim inf
n→∞
sup
τ∈[0,T∧τn]
〈rτ , 1〉m
]
≤ lim inf
n→∞
E
[
sup
τ∈[0,T∧τn]
〈rτ , 1〉m
]
≤ Cm,T ,
which completes the proof. 2
Roughly speaking, Theorem 2 proves that the size of our network will grow with bound. An
immediate consequence of Theorem 2 is the existence and uniqueness of the network process
(rτ )τ≥0 in the sense of formula (3.4).
Corollary 1 Assume that (2.4) and (2.5) hold and that E[〈r0, 1〉] < ∞. Then there exists a
unique network process (rτ )τ≥0 in the sense of Definition 2.
Proof Existence holds as we can construct the network (rτ )τ≥0 using the Monte Carlo algorithm
described in section (2.2), where the events are chosen thanks to acceptance–rejection principle
according to the Poisson measures P vr , P dr and P af . It remains only to verify that the jump
instants sequence Tk tends a.s. to infinity, and this follows from (4.1) with m = 1. Indeed, if not,
we can find T¯ such that limk→∞ Tk < T¯ . This would imply, given the accumulation of infinite
number of events in the interval [0, T¯ ], that, for all n,
P( sup
t∈[0,T¯ ]
〈rt, 1〉 > n) > 0.
Therefore, by Markov inequality,
E[ sup
t∈[0,T¯ ]
〈rt, 1〉] > nP( sup
t∈[0,T¯ ]
〈rt, 1〉 > n),
which contradicts (4.1) with m = 1 and then proves that Tk → ∞. Finally, uniqueness also
holds, since we have no choice in the construction. 2
We state now a result shows essentially that if there is at most one member at each virtual
position at time τ = 0 which means that a.s.,
sup
x∈D¯
r0({x}) ≤ 1, (4.4)
then this also holds for all τ ≥ 0.
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Proposition 1 Assume that conditions (2.4), (2.5) and (4.4) are satisfied together with E[〈r0, 1〉] <
∞. Then for all τ ≥ 0, a.s., ∫
D¯
rτ (dx)rτ ({x}) = 〈rτ , 1〉, (4.5)
that is supx∈D¯ rτ ({x}) ≤ 1.
Proof For all τ ≥ 0, let Φ(rτ ) =
∫
D¯ rτ (dx)rτ ({x}) − 〈rτ , 1〉. Note that the function Φ is non
negative and a.s. Φ(r0) = 0. Moreover, for any x in the support of the measure r ∈ S, we have
Φ(rτ − δx)−Φ(rτ ) ≤ 0. For any n ∈ N∗, we consider the stopping time τn = inf{τ ≥ 0, 〈rτ , 1〉 ≥
n}, and we deduce from (3.6) that
E[Φ(rτ∧τn)] ≤ 0 + vrE
[ ∫ τ∧τn
0
∫
D¯
rt(dx)
∫
Rd
{
Φ(rt + {δ(x+z)})− Φ(rt)
}
K(x, dz)dt
]
+ E
[ ∫ τ∧τn
0
∫
D¯
{∫
D¯
(
Φ(rt + δ(y))− Φ(rt)
)
aff(x, y)Kaf(dy)
}
rt(dx)dt
]
,
where the first and the second terms of the right-hand side are equal to zero because K(x, dz) and
Kaf(dy) have densities together with the fact that r is atomic. We conclude that a.s. Φ(rτ∧τn) = 0
and we finish the proof by remarking that τn
n→∞−→∞ a.s. using again (4.1) with m = 1. 2
The next result shows the absolute continuity of the expectation of rt. We define the expec-
tation of a random measure r by the deterministic measure E[r] given by 〈E[r], f〉 = E[〈r, f〉],
for any measurable nonnegative function f .
Proposition 2 Assume that assumptions (2.4) and (2.5) hold true, that E[〈r0, f〉] < ∞ and
that E[r0] admits a density g˜0 w.r.t. the Lebesgue measure. Then, for all τ ≥ 0, E[rτ ] has a
density g˜τ such that
E[〈rτ , f〉] =
∫
D¯
f(x)g˜τ (x)dx,
for all measurable nonnegative function f on D¯.
Proof Consider again, for any n ∈ N∗, the stopping time τn = inf{τ ≥ 0, 〈rτ , 1〉 ≥ n}. Let A
be a Borel set of Rd with Lebesgue measure zero. Then we can write, by taking Φ(r) = 〈r,1A〉
in (3.6) that, for all τ ≥ 0, all n ≥ 1:
E[〈rτ∧τn ,1A〉] = E[〈r0,1A〉] + vrE
[ ∫ τ∧τn
0
∫
D¯
rt(dx)
∫
Rd
1A(x+ z)K(x, dz)dt
]
− drE
[ ∫ τ∧τn
0
∫
D¯
rt(dx)1A(x)dt
]
+ AfE
[ ∫ τ∧τn
0
∫
D¯
{∫
D¯
1A(y)K
af(dy)
}
rt(dx)dt
]
.
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It is straightforward to check that the first term on the right-hand side vanishes since, by as-
sumption, E[〈r0,1A〉] = 0. Moreover, for any x ∈ D¯,
∫
Rd 1A(x+ z)K(x, dz) = 0, then the second
term is also zero. Furthermore, the third term is obviously nonpositive. Finally, the last term
is zero since
∫
D¯ 1A(y)K
af(dy) = 0. Therefore we deduce that, for any n ∈ N∗, E[〈rτ∧τn ,1A〉] is
nonpositive and thus zero. Hence, E[rτ∧τn ] is absolutely continuous w.r.t. Lebesgue measure and
thus, by the Radon-Nikodym theorem, there exist a measurable nonnegative function g˜τ∧τn such
that 〈E[rτ∧τn ], f〉 =
∫
D¯ f(x)g˜τ∧τn(x)dx, for all f ∈ C(D¯). To conclude, note again from (4.1)
with m = 1 that a.s. τn
n→∞−→∞, which completes the proof. 2
Our goal now is to sketch the extinction and survival properties of the network r. First of
all, we refer the reader to Etheridge (2004) for more details about the techniques used to prove
extinction and survival in some specific continuous processes. In addition, extinction has been
studied recently by Chazottes et al. (2016) for a general class of birth and death processes with
state space N. Unfortunately, these techniques cannot be adapted to discontinuous processes as
it is the case here. We are only able to handle a proof, under the hypothesis of the compactness
of the state space D¯, shown that the network r does a.s. not survive.
Theorem 3 Assume that conditions (2.4) and (2.5) are satisfied together with E[〈r0, 1〉] < ∞.
Furthermore, assume that D¯ is compact in Rd and aff(x, y) is bounded above as given by (4.7)
and assume that (4.8) is satisfied. Then, the network r does a.s. not survive which says that
P(∃t, 〈rt, 1〉 = 0) = 1. (4.6)
At first step, we present and prove the following technical Lemma 1 that will be useful to
show at a second step the Theorem 3.
Lemma 1 Assume that D¯ is compact in Rd and that
∃ > 0, ∃δ > 0, such that aff(x, y) ≤ 1{|x−y|≤δ}. (4.7)
Assume also that there exists ′ > 0 such that, for all n ≥ 1 and all x1, . . . , xn ∈ D¯, we have
n∑
i=1
1{|xi−y|≤δ} ≤ ′
n∑
i=1
L∑
`=1
1C`(xi)1C`(y), (4.8)
where {C`}`=1,...,L is a family of disjoint cubes of Rd with side δ/
√
d that we need to cover the
state space D¯. Then, there exists a non decreasing function φ : R+ 7→ R+, satisfying φ(0) = 0
and limx→∞ φ(x) =∞ such that the map φ(x) is concave on [0,∞) and for all r ∈ S
〈r ⊗Kaf , aff〉 ≤ φ(〈r, 1〉). (4.9)
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Proof Let consider a family C = {C`}`=1,...,L of disjoint cubes of Rd with side δ/
√
d. We cover
the state space D¯ with the finite number L of cubes where we note that for each l and each
x, y ∈ C`, |x− y| ≤ δ. Obviously we have y in some cube `′ (y ∈ C`′ for `′ ∈ {1, . . . , L}). For all
n ≥ 1 and all x1, . . . , xn ∈ D¯ we have∫
D¯
n∑
i=1
aff(xi, y)K
af(dy) ≤
∫
D¯
n∑
i=1
1{|xi−y|≤δ}K
af(dy) ≤ ′
∫
D¯
n∑
i=1
L∑
`=1
1C`(xi)1C`(y)K
af(dy)
= ′
n∑
i=1
1C`′ (xi)
∫
D¯
1C`′ (y)K
af(dy) ≤ ′n
∫
C`′
Kaf(dy)
= ′nP(y ∈ C`′).
Now, since the network process r ∈ S is atomic, we conclude that 〈r ⊗Kaf , aff〉 ≤ ′Py,`′〈r, 1〉
where Py,`′ = P(y ∈ C`′) (for instance Py,`′ = 1/L if the affinity kernel Kaf is uniformly dis-
tributed). Hence, immediately (4.9) holds with φ(n) = ′Py,`′n. 2
Now, we are in position to demonstrate Theorem 3.
Proof Let us take Φ(r) = 〈r, 1〉 in (3.6) (by setting f = 1 and F (x) = x). Writing
E[〈rτ , 1〉] = E[〈r0, 1〉] + vrE
[ ∫ τ
0
∫
D¯
rt(dx)
∫
Rd
K(x, dz)dt
]
− drE
[ ∫ τ
0
∫
D¯
rt(dx)dt
]
+ E
[ ∫ τ
0
∫
D¯
{∫
D¯
aff(x, y)Kaf(dy)
}
rt(dx)dt
]
= E[〈r0, 1〉] +
∫ τ
0
E
[
〈rt, vr − dr〉
]
dt
+
∫ τ
0
E
[ ∫
D¯
{∫
D¯
aff(x, y)Kaf(dy)
}
rt(dx)
]
dt.
Now, since E[〈rτ , 1〉] is differentiable, by differentiating E[〈rτ , 1〉] we obtain
∂τE[〈rτ , 1〉] = (vr − dr)E[〈rτ , 1〉] + E[〈rτ ⊗Kaf , aff〉]
≤ (vr − dr)E[〈rτ , 1〉] + E[φ(〈rτ , 1〉)] (4.10)
≤ (vr − dr)E[〈rτ , 1〉] + φ(E[〈rτ , 1〉]), (4.11)
where inequality (4.10) is obtained from Lemma 1 and inequality (4.11) is obtained from the
Jensen inequality (since φ is concave). We know from Lemma 1 that the map φ(x) is non
decreasing and satisfying φ(0) = 0 together with limx→∞ φ(x) = ∞. By considering x0 the
greatest solution of (vr − dr)x0 = −φ(x0) and by using (4.11) we obtain that, for all τ ≥ 0,
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E[〈rτ , 1〉] ≤ max(E[〈r0, 1〉], x0). Hence, we deduce immediately that
sup
τ≥0
E[〈rτ , 1〉] <∞. (4.12)
In the rest of the proof, we deal with the N-valued process sτ = 〈rτ , 1〉. Our main goal now is to
check that, for any n ∈ N∗, we have
P(lim inf
τ→∞
〈rτ , 1〉 = n) = 0. (4.13)
To verify (4.13), let us admit that lim infτ→∞〈rτ , 1〉 = n. Then clearly the network size process
〈rτ , 1〉 reaches infinitely often the state n and reaches a finite number of times the state n − 1.
Straightforwardly, this is a.s. impossible since each time 〈rτ , 1〉 reaches the state n, the probability
that its next state is n− 1 is bounded from below by (dr/(vr + dr + Af)) > 0.
Now, since 〈rτ , 1〉 is N-valued, we immediately conclude from (4.13) that a.s.
lim inf
τ→∞
〈rτ , 1〉 ∈ {0,∞}. (4.14)
Furthermore, since zero is an absorbing state, we deduce from (4.14) that a.s. limτ→∞〈rτ , 1〉
exists and
lim
τ→∞
〈rτ , 1〉 ∈ {0,∞}. (4.15)
By applying the Fatou’s lemma together with (4.12) we obtain
E[ lim
τ→∞
〈rτ , 1〉] = E[lim inf
τ→∞
〈rτ , 1〉] ≤ lim inf
τ→∞
E[〈rτ , 1〉] ≤ sup
τ≥0
E[〈rτ , 1〉] <∞. (4.16)
Hence a.s. limτ→∞〈rτ , 1〉 < ∞ and hence we deduce from (4.15) that a.s. limτ→∞〈rτ , 1〉 = 0.
This proves the theorem. 2
In the following section, we shall study some asymptotic properties of our random network
where in particular we prove a weak convergence result.
5 Asymptotic analysis of the network
In this section we deal with the weak convergence (in distribution) of the network and we
prove that the process (rτ )τ≥0 converges in distribution toward a deterministic process in the
space D([0, T ],SF (D¯)) equipped with the Skorokhod metric. We refer the reader to Ethier &
Kurtz (1986, p.117) for a complete definition of the Skorokhod metric.
We start this section by giving a brief treatment of some basic properties useful for weak
convergence, following the discussion in Billingsley (1968) to which we also refer for further
details. We endow the space of finite measures SF (D¯) on D¯ with the topology of the weak
convergence of measures, that is the smallest topology for which the applications ξ 7→ 〈ξ, f〉 =
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∫
D¯ f(x)ξ(dx) are continuous for any f ∈ C(D¯) (remark that f is continuous and bounded where
bounded since defined on a compact set). This topology is metrized by the Prokhorov metric
defined in Prokhorov (1956) as the analogue of the Le´vy metric for more general spaces than R
and is given by,
piP(ξ, ξ
′) = inf
{
 ≥ 0 : ξ(E0) ≤ ξ′(E0) +  and ξ′(E0) ≤ ξ(E0) + , for all closed E0 ⊆ D¯
}
,
(5.1)
where the -inflation of a set is given by E0 = {x ∈ D¯; infy∈E0 |x−y| < }. This Prokhorov metric
is bounded by the total variation metric (Huber, 1981, p.34) denoted by piTV(ξ, ξ
′) = ‖ξ − ξ′‖TV
and associated with the norm, for any finite and signed measure ξ,
‖ξ‖TV = sup
A∈B(D¯)
|ξ(A) + ξ(Ac)| = ξ+(D¯) + ξ−(D¯) = sup
f∈C(D¯), ‖f‖∞≤1
|〈ξ, f〉|, (5.2)
where B(D¯) is the Borel σ-algebra on D¯ and ξ = ξ+ − ξ− is the Jordan-Hahn decomposition of
ξ.
Now, we recall the notion of tightness which plays a fundamental role in the theory of weak
convergence: A finite measure µ is tight if, given  > 0, there exists a compact set K such that
µ(R+−K) is defined and µ(R+−K) < . Concretely, tightness is often established using Theorem
15.5 from Billingsley (1968). We also give a characterization of the convergence for the Skorohod
metric: A sequence (ξn)n∈N converges to ξ in D([0, T ],SF (D¯)) (which means piS(ξn, ξ)→ 0) if and
only if there exists a sequence λn(τ) of time change functions (i.e. strictly increasing bijective
functions on [0, T ], with λn(0) = 0 and λn(T ) = T ) satisfying:
sup
τ∈[0,T ]
piP(ξ
n
τ , ξλn(τ))
n→∞−→ 0 and sup
τ∈[0,T ]
|λn(τ)− τ | → 0. (5.3)
When the sequence (ξn)n∈N converges to ξ in D([0, T ],SF (D¯)) and if ξ ∈ C([0, T ],SF (D¯)), then
sup
τ∈[0,T ]
piP(ξ
n
τ , ξτ ) ≤ sup
τ∈[0,T ]
piP(ξ
n
τ , ξλn(τ)) + sup
τ∈[0,T ]
piP(ξλn(τ), ξτ )→ 0 (5.4)
because of (5.3) and the uniform continuity of ξ in [0, T ]. Therefore ξn converges to ξ in
D([0, T ],SF (D¯)) and at the same time for the uniform metric. In other words, the Prokhorov
metric coincides with the uniform metric on C([0, T ],SF (D¯)), the space of SF -valued continuous
functions on [0, T ] (see Ethier & Kurtz (1986), Chapter 3 for more details).
5.1 Martingale properties and renormalization
We begin by showing some martingale properties of our random network which will be useful
for proving the weak convergence of (rτ )τ≥0 towards a deterministic process.
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Proposition 3 Assume that (2.4) and (2.5) are satisfied. Also assume that E[〈r0, 1〉m] <∞ for
some m ≥ 1. Consider the process (rτ )(τ≥0) given by Definition 2 and consider G its infinitesimal
generator defined by (2.8). Then,
(i) For all functions Φ given by (2.7), with F ∈ C1(R) and f ∈ C(D¯), such that for some
constant C and for all r ∈ S, |Φ(r)|+ |GΦ(r)| ≤ C(1 + 〈r, 1〉m), the process
Φ(rτ )− Φ(r0)−
∫ τ
0
dtGΦ(rt) (5.5)
is a ca`dla`g L1 − (Fτ )τ≥0-martingale starting from 0.
(ii) For any function f ∈ C(D¯), the process
M fτ = 〈rτ , f〉 − 〈r0, f〉 − vr
∫ τ
0
dt
∫
D¯
rt(dx)
∫
Rd
f(x+ z)k(x, z)dz
+ dr
∫ τ
0
dt
∫
D¯
f(x)rt(dx)−
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)aff(x, y)kaf(y)dy
}
rt(dx)
(5.6)
is a ca`dla`g L2-martingale starting from 0 with quadratic variation:
〈M f〉τ = vr
∫ τ
0
dt
∫
D¯
rt(dx)
∫
Rd
f 2(x+ z)k(x, z)dz + dr
∫ τ
0
dt
∫
D¯
f 2(x)rt(dx)
+
∫ τ
0
dt
∫
D¯
{∫
D¯
f 2(y)aff(x, y)kaf(y)dy
}
rt(dx).
(5.7)
Proof The point (i) is trivial. Indeed, ∀τ ≥ 0, rτ is a Markov Process. Therefore, the Dynkin’s
formula and (4.1) give immediately that (5.5) is a ca`dla`g L1− (Fτ )τ≥0-martingale. To prove the
point (ii), assume that E[〈r0, 1〉3] < ∞. Then, applying the point (i) with Φ(r) = 〈r, f〉 yields
that M f is a martingale. To compute its brackets, we first apply (i) with Φ(r) = 〈r, f〉2 and
deduce that:
〈rτ , f〉2−〈r0, f〉2 −
∫ τ
0
dtG〈rt, f〉2 = 〈rτ , f〉2 − 〈r0, f〉2
− vr
∫ τ
0
dt
∫
D¯
rt(dx)
∫
Rd
{
2 f(x+ z)〈rt, f〉+ f 2(x+ z)
}
k(x, z)dz
+ dr
∫ τ
0
dt
∫
D¯
(f 2(x)− 2f(x)〈rt, f〉) rt(dx)
−
∫ τ
0
dt
∫
D¯
{∫
D¯
{
2 f(y)〈rt, f〉+ f 2(y)
}
aff(x, y)kaf(y)dy
}
rt(dx)
(5.8)
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is a martingale. Hence we apply the Itoˆ formula in order to compute 〈rτ , f〉2 from M fτ to find
that
〈rτ , f〉2 − 〈r0, f〉2 − 2vr
∫ τ
0
dt
∫
D¯
rt(dx)
∫
Rd
f(x+ z)〈rt, f〉 k(x, z) dz
+ 2dr
∫ τ
0
dt
∫
D¯
f(x)〈rt, f〉rt(dx)
− 2
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)〈rt, f〉 aff(x, y)kaf(y)dy
}
rt(dx)− 〈M f〉τ
(5.9)
is a martingale using the Doob-Meyer martingale representation theorem. Finally, comparing
(5.8) and (5.9), leads to (5.7). 2
We describe now a renormalization technique that consists of making the initial size of the
network grows to infinity. This must has the effect that the density of the network population
must grow also to infinity. Therefore, we consider a mean-field approximating process and we
prove that the network process can be approximated by a deterministic measure solution of an
integrodifferential equation.
The renormalization techniques are classical in the theory of measure valued processes and
are essentially used to study the limiting behavior of these processes (Dawson, 1977; Gorostiza,
1988; Me´le´ard & Roelly, 1991). For example, in Me´le´ard & Roelly (1993), the authors proved a
tightness result for a sequence of renormalized process of a large class of interacting branching-
diffusion systems. Moreover, a renormalization technique is developed in Fournier & Me´le´ard
(2004) for a spatial ecological model proposed by Bolker & Pacala (1997) and Dieckmann & Law
(2000). More recently, Finkelshtein et al. (2009) proposed an equivalent approach for the same
ecological model.
To construct the renormalized process, we proceed as follows: For each n ∈ N?, we put n the
initial size of the network, i.e. 〈rn0 , 1〉 = n, and we define a set of parameters (vnr , Kn, wafn , Kafn , dnr )
as in section (2.2) satisfying (2.4) and (2.5). Then, we denote by rn = (rnτ )(τ≥0) the corresponding
processes given by Definition 2. Consider the subset Sn of SF (D¯) defined by,
Sn =
{ 1
n
r, r ∈ S
}
.
Then, we define the renormalized Sn-valued Markov process (r¯nτ )τ≥0 by,
r¯nτ =
1
n
rnτ , τ ≥ 0. (5.10)
The processes r¯nτ represent the mean-field approximation when the initial network size n grows
to infinity. From now on, we assume that:
r¯n0 =
1
n
rn0
n→∞−→ ξ0 in distribution in SF (D¯), (5.11)
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where ξ0 is the limit measure after renormalization at the initial time. We suppose that ξ0 is
deterministic together with 〈ξ0, 1〉 > 0. Therefore, the aim is to show that the rescaled process
(5.10) converges in distribution to the solution (ξτ )τ≥0 of a deterministic equation. Hence, we
consider the asymptotic behavior of the process r¯nτ and we show that the network process can
be approximated by a deterministic integrodifferential equation.
First, the fact that r¯n is a Markov process is straightforward given that rn is Markovian.
Moreover, we state in the following that its infinitesimal generator can be easily deduced form
(2.8).
Proposition 4 Let n ∈ N?. Denote Gn : Sn 7→ R the infinitesimal generator of (r¯nτ )τ≥0. Then,
it is defined for all functions Φ given by (2.7) and for all r¯n ∈ Sn by
GnΦ(r¯n) = n vnr
∫
D¯
r¯n(dx)
∫
Rd
{
Φ(r¯n +
δx+z
n
)− Φ(r¯n)
}
kn(x, z)dz
+ n dnr
∫
D¯
{
Φ(r¯n − δx
n
)− Φ(r¯n)
}
r¯n(dx)
+ n
∫
D¯
{∫
D¯
(
Φ(r¯n +
δy
n
)− Φ(r¯n))affn(x, y)kafn (y)dy}r¯n(dx).
(5.12)
Proof Let n ∈ N? and Φ a function defined by (2.7). Furthermore, define the function Φn by
Φn(rnτ ) = Φ(
rnτ
n
). Let r¯n ∈ Sn, and G˜ the generator of (rnτ )τ≥0 given by (2.8) (Note that G˜ is
simply obtained in a similar manner than G). Then,
GnΦ(r¯nτ ) = ∂τE[Φ(r¯nτ )]τ=0 = ∂τE[Φ(
rnτ
n
)]τ=0 = ∂τE[Φn(rnτ )]τ=0
= vnr
∫
D¯
rn(dx)
∫
Rd
{
Φn(rn + δx+z)− Φn(rn)
}
kn(x, z)dz
+ dnr
∫
D¯
{
Φn(rn − δx)− Φn(rn)
}
rn(dx)
+
∫
D¯
{∫
D¯
(
Φn(rn + δy)− Φn(rn)
)
affn(x, y)kafn (y)dy
}
rn(dx).
We complete the proof by replacing Φn by Φ and rn by n r¯n to get (5.12). 2
We are now in position to reformulate the martingale property for the renormalized process
r¯n, for which the proof follows the same spirit than Proposition 3.
Proposition 5 Admit assumptions (2.4) and (2.5) and assume that E[〈r¯n0 , 1〉m] < ∞ for some
m ≥ 1. Define the process (r¯nτ )τ≥0 by (5.10) with the infinitesimal generator Gn, then
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(i) For all functions Φ given by (2.7), with F ∈ C1(R) and f ∈ C(D¯), such that for some
constant C and for all r¯n ∈ Sn, |Φ(r¯n)|+ |GnΦ(r¯n)| ≤ C(1 + 〈r¯n, 1〉m), the process
Φ(r¯nτ )− Φ(r¯n0 )−
∫ τ
0
dtGnΦ(r¯nt )
is a ca`dla`g L1 − (Fτ )τ≥0-martingale starting from 0.
(ii) For any function f ∈ C(D¯), the process
Mn,fτ = 〈r¯nτ , f〉 − 〈r¯n0 , f〉 − vnr
∫ τ
0
dt
∫
D¯
r¯nt (dx)
∫
Rd
f(x+ z)kn(x, z)dz
+ dnr
∫ τ
0
dt
∫
D¯
f(x)r¯nt (dx)
−
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)affn(x, y)kafn (y)dy
}
r¯nt (dx)
(5.13)
is a ca`dla`g L2-martingale starting from 0 with quadratic variation:
〈Mn,f〉τ =v
n
r
n
∫ τ
0
dt
∫
D¯
r¯nt (dx)
∫
Rd
f 2(x+ z)kn(x, z)dz
+
dnr
n
∫ τ
0
dt
∫
D¯
f 2(x)r¯nt (dx)
+
1
n
∫ τ
0
dt
∫
D¯
{∫
D¯
f 2(y)affn(x, y)kafn (y)dy
}
r¯nt (dx).
(5.14)
Proof Using the same arguments as in the proof of proposition 3, we conclude straightforwardly
that the point (i) holds. To prove (ii), we apply the point (i) with Φ(r¯nτ ) = 〈r¯nτ , f〉 which
immediately yields that Mn,fτ is a martingale. Furthermore, note that, in one hand, using (i)
with Φ(r¯nτ ) = 〈r¯nτ , f〉2, gives that,
〈r¯nτ , f〉2 − 〈r¯n0 , f〉2 −
vnr
n
∫ τ
0
dt
∫
D¯
r¯nt (dx)
∫
Rd
{
2 f(x+ z)〈r¯nt , f〉+ f 2(x+ z)
}
kn(x, z)dz
+
dnr
n
∫ τ
0
dt
∫
D¯
(f 2(x)− 2f(x)〈r¯nt , f〉) r¯nt (dx)
− 1
n
∫ τ
0
dt
∫
D¯
{∫
D¯
{
2 f(y)〈r¯nt , f〉+ f 2(y)
}
affn(x, y)kafn (y)dy
}
r¯nt (dx)
(5.15)
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is a martingale. In other hand, applying the Itoˆ formula, we find that,
〈r¯nτ , f〉2 − 〈r¯n0 , f〉2 −
2vnr
n
∫ τ
0
dt
∫
D¯
r¯nt (dx)
∫
Rd
〈r¯nt , f〉f(x+ z) kn(x, z) dz
+
2dnr
n
∫ τ
0
dt
∫
D¯
〈r¯nt , f〉f(x)r¯nt (dx)
− 2
n
∫ τ
0
dt
∫
D¯
{∫
D¯
〈r¯nt , f〉f(x+ z) affn(x, y)kafn (y)dy
}
r¯nt (dx)− 〈Mn,f〉τ
(5.16)
is a martingale. Therefore, comparing (5.15) and (5.16) leads to (5.14). 2
5.2 Convergence in distribution
Let us now in this subsection consider the weak convergence property for the renormalized
stochastic process r¯nτ . As previously stated, we consider the case in which the initial size of
the network tends to infinity and we show that our random process can be approximated by a
deterministic equation that might be another way to describe the proposed model in this paper.
Again, for reasons of simplicity, we assume that the local affinity between two persons of the
rescaled process is uniformly bounded as the hypothesis (H) is:
Hypothesis 1 (H) Let us assume that:
(i) there exists a constant Anf such that, for all x, y ∈ D¯ and for all r¯n ∈ Sn,
affn(x, y) ≤ Anf which implies wafn (y, r¯n) ≤ Anf 〈r¯n, 1〉.
(ii) There exists some continuous and nonnegative functions k and kaf defined, respectively, on
D¯ × Rd and Rd such that,∫
E
k(x, dz) =
{
1 if E = {z ∈ Rd, x+ z ∈ D¯},
0 if E = {z ∈ Rd, x+ z /∈ D¯},
and ∫
E′
kaf(dy) =
{
1 if E ′ = D¯,
0 if E ′ ∩ D¯ = ∅.
There exists also some reals γ3, γ4 > 0 and probability densities k˜
n on Rd and k˜afn on D¯
such that, for all x ∈ D¯,
k(x, z) ≤ γ3k˜n(z) and kaf(y) ≤ γ4k˜afn (y).
Furthermore, we set kn(x, z) = k(x, z) and kafn (y) = k
af(y).
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(iii) supn E[〈r¯n0 , 1〉3] <∞.
(iv) The initial state r¯n0 converges in law (for the weak topology on SF (D¯)) towards some de-
terministic finite measure ξ0 ∈ SF (D¯) such that 〈ξ0, 1〉 > 0.
In the Hypothesis 1 (or H), the first assertion (i) is convenient since it avoids explosion phenom-
ena. The second assertion (ii) allows to bound and to control the dispersion of new members after
recruitments by invitations or affinities. The third assertion (iii) together with the fourth one
(iv) are easily satisfied, for instance, by considering r¯n0 =
1
n
∑n
i=1 δV i , where V
i are independent
random variables, with distribution ξ0.
Now, we are able to present the weak convergence result for the rescaled process r¯nτ .
Theorem 4 (Weak convergence) Assume that the four assertions of Hypothesis (H) are ful-
filled, then the rescaled process (r¯nτ )τ≥0 converges in law in the space D([0, T ],SF (D¯)) towards the
unique solution (ξτ )τ≥0, satisfying supτ∈[0,T ]〈ξτ , 1〉 <∞, of the deterministic equation:
〈ξτ , f〉 = 〈ξ0, f〉+ vnr
∫ τ
0
dt
∫
D¯
ξt(dx)
∫
Rd
f(x+ z)kn(x, z)dz − dnr
∫ τ
0
dt
∫
D¯
f(x)ξt(dx)
+
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)affn(x, y)kafn (y)dy
}
ξt(dx),
(5.17)
where (5.17) is defined for all functions f ∈ C(D¯).
Hence, the last result state that under some assumptions, the sequence of processes (r¯nτ )τ≥0
tend in law to a deterministic continuous measure valued function (ξτ )τ≥0 which is the unique
solution of the last integrodifferential equation (5.17). Concretely, it seems that the deterministic
equation (5.17) will be valid in large network size and can be taken as a limit approximation for
our network model in large network sizes. This suggests the nice complementarity between the
stochastic and the deterministic paradigms.
Remark 2 The previous results shown with the class of measurable and bounded functions f
from D¯ into R can be straightforwardly generalized to the class of functions that depend on time.
In particular, the solution (ξτ )τ≥0 of the equation (5.17) is solution of
〈ξτ , fτ 〉 = 〈ξ0, f0〉+ vnr
∫ τ
0
dt
∫
D¯
ξt(dx)
∫
Rd
ft(x+ z)k
n(x, z)dz − dnr
∫ τ
0
dt
∫
D¯
ft(x)ξt(dx)
+
∫ τ
0
dt
∫
D¯
{∫
D¯
ft(y)aff
n(x, y)kafn (y)dy
}
ξt(dx),
where we consider here all time-dependent functions f ∈ C([0,∞)× D¯) : (τ, x) 7→ fτ (x).
We split the proof of Theorem 4 into several technical lemmas. Before presenting the following
statements, we fix T > 0. The aim at first in the following lemma is to show the uniqueness of
the solution for the integrodifferential equation (5.17).
Lemma 2 Under the assumptions of Hypothesis (H), the solution of the deterministic integrod-
ifferential equation (5.17) is unique.
26
Proof We are interested in proving the uniqueness of the solution. For this, let (ξτ )τ≥0 and
(ξ′τ )τ≥0 two solutions of (5.17) satisfying
sup
τ∈[0,T ]
〈ξτ + ξ′τ , 1〉 = BT < +∞.
There may be some doubt as to why BT is finite. Let us verify this for one solution, say (ξτ )τ≥0,
we have
〈ξτ , 1〉 = 〈ξ0, 1〉+ vnr
∫ τ
0
dt
∫
D¯
ξt(dx)
∫
Rd
kn(x, z)dz − dnr
∫ τ
0
dt
∫
D¯
ξt(dx)
+
∫ τ
0
dt
∫
D¯
{∫
D¯
affn(x, y)kafn (y)dy
}
ξt(dx)
≤ 〈ξ0, 1〉+ vnr γ3
∫ τ
0
〈ξt, 1〉dt− dnr
∫ τ
0
〈ξt, 1〉dt+ γ4Anf
∫ τ
0
〈ξt, 1〉dt
≤ 〈ξ0, 1〉 exp{(vnr γ3 − dnr + γ4Anf )τ} < +∞
where the last line is established thanks to the Gronwall’s lemma. We consider now the variation
norm ‖ν1 − ν2‖TV defined in (5.2) for all ν1, ν2 ∈ SF (D¯). Also, we consider some function
f ∈ C(D¯) such that ‖f‖∞ ≤ 1 . Therefore, by a straightforward calculation we obtain
|〈ξτ − ξ′τ , f〉| =
∣∣∣〈ξ0 − ξ′0, f〉+ vnr ∫ τ
0
dt
∫
D¯
(ξt(dx)− ξ′t(dx))
∫
Rd
f(x+ z)kn(x, z)dz
− dnr
∫ τ
0
dt
∫
D¯
f(x)(ξt(dx)− ξ′t(dx))
+
∫ τ
0
dt
∫
D¯
{∫
D¯
f(x)affn(x, y)kafn (y)dy
}
(ξt(dx)− ξ′t(dx))
∣∣∣
≤
∫ τ
0
dt
∣∣∣ ∫
D¯
(ξt(dx)− ξ′t(dx))
{
vnr
∫
Rd
f(x+ z)kn(x, z)dz − dnr f(x)
}∣∣∣
+
∫ τ
0
dt
∣∣∣ ∫
D¯
{∫
D¯
f(x)affn(x, y)kafn (y)dy
}
(ξt(dx)− ξ′t(dx))
∣∣∣.
Now, using the assertions of Hypothesis (H) together with ‖f‖∞ ≤ 1, we can establish easily the
following bounds: ∣∣∣vnr ∫
Rd
f(x+ z)kn(x, z)dz − dnr f(x)
∣∣∣ ≤ vnr γ3 + dnr
and ∣∣∣ ∫
D¯
f(x)affn(x, y)kafn (y)dy
∣∣∣ ≤ Anf γ4
which immediately yields that
|〈ξτ − ξ′τ , f〉| ≤ (vnr γ3 + dnr + Anf γ4)
∫ τ
0
∫
D¯
(ξt(dx)− ξ′t(dx))dt
≤ (vnr γ3 + dnr + Anf γ4)
∫ τ
0
‖ξt − ξ′t‖TVdt.
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Finally, we take the supremum over all functions f ∈ C(D¯) such that ‖f‖∞ ≤ 1 to establish
sup
f∈C(D¯),‖f‖∞≤1
|〈ξτ − ξ′τ , f〉| = ‖ξτ − ξ′τ‖TV ≤ (vnr γ3 + dnr + Anf γ4)
∫ τ
0
‖ξt − ξ′t‖TVdt
≤ 0× exp{(vnr γ3 + dnr + Anf γ4)τ},
where the last line is obtained from the Gronwall’s inequality. We conclude that, for all τ ≥ 0,
ξτ = ξ
′
τ . Hence, (5.17) has a unique solution. 2
Now, let us prove some moment estimates.
Lemma 3 Under the assertions (i), (ii) and (iii) of the Hypothesis (H) and for some m ≥ 1,
we have
sup
n∈N∗
E
[
sup
τ∈[0,T ]
〈r¯nτ , 1〉m
]
<∞. (5.18)
Proof Let n ∈ N? and consider the process (rnτ )τ≥0. Then, by following line by line the proof
of Theorem 2, we find that
E
[
sup
τ∈[0,T ]
〈rnτ , 1〉m
]
< Cm,TE[〈rn0 , 1〉m].
We recall that the constant Cm,T is not dependent on n and that the rescaled process is defined
by r¯nτ =
1
n
rnτ . Hence, by assertion (iii) of Hypothesis (H) we conclude that,
sup
n
E
[
sup
τ∈[0,T ]
〈r
n
τ
n
, 1〉m
]
≤ sup
n
E[〈r
n
0
n
, 1〉m]Cm,T <∞,
which completes the proof. 2
We shall now prove the tightness of the sequence (r¯n)n∈N∗ in D([0, T ],SF (D¯)). We first endow
SF (D¯) with the weak topology and D([0, T ],SF (D¯)) with the Skorokhod topology. Note that
the space D([0, T ],SF (D¯)) equipped with the Skorokhod topology is complete (Billingsley, 1968,
Theorem 12.2). Therefore, according to Prokhorov’s theorem (Prokhorov, 1956), the sequence
(r¯n)n∈N∗ is tight in D([0, T ],SF (D¯)) if and only if it is relatively compact (i.e. its closure is
compact). Hence, the tightness of (r¯n)n∈N∗ is equivalent to the fact that from any subsequence
one can extract a subsequence that converges in distribution in the space D([0, T ],SF (D¯)).
Lemma 4 Assume that the space of finite measures SF (D¯) on D¯ is endowed with the topology
of the weak convergence of measures (metrized by the Prokhorov metric) and suppose that the
assertions (i) and (ii) of Hypothesis (H) are fulfilled. Then, the sequence of probability laws
Ln = L(r¯n) of the family (r¯n)n∈N∗ is tight in P(D([0, T ],SF (D¯)), the space of probability measure
on D([0, T ],SF (D¯)).
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Proof First, note that according to (Roelly-Coppoletta, 1986, Theorem 2.1), proving the tight-
ness of the sequence (r¯n)n∈N∗ is amounts to proving the tightness of its projections 〈r¯n, f〉 in
D([0, T ],R) for all functions f in a dense sequence of C0(D¯), the set of bounded continuous
functions on D¯. Moreover, to show the latter result, it is sufficient, following Joffe & Me´tivier
(1986), to verify the following Aldous-Rebolledo criteria (Aldous, 1978):
(A) : For any 0 < τ ≤ T , the sequence (〈r¯nτ , f〉)n∈N∗ is tight in R for any bounded continuous
function f on D¯.
(A’) : Consider from (5.13) the following semimartingale decomposition,
〈r¯nτ , f〉 = 〈r¯n0 , f〉+ Anτ +Mn,fτ
where Anτ is the adapted finite variation process and M
n,f
τ is the martingale defined in
(5.13). Then, for every T > 0,  > 0, η > 0, there exists ∆ > 0 and n0 ∈ N? such that for
any sequence (τn)n∈N of stopping times with τn ≤ T we have:
sup
n≥n0
sup
δ∈[0,∆]
P
(|Anτn+δ − Anτn| ≥ η) ≤ , (5.19)
sup
n≥n0
sup
δ∈[0,∆]
P
(|Mn,fτn+δ −Mn,fτn | ≥ η) ≤ . (5.20)
Let us then check the conditions (A) and (A’). Let n ∈ N?. Fix 0 < τ ≤ T and  > 0. Then, for
any bounded continuous function f on D¯ and any β > 0, we find using the Markov inequality
that,
P
(|〈r¯nτ , f〉| ≥ β) ≤ 1β‖f‖∞ supn∈N∗ E[〈r¯nτ , 1〉]
≤ 1
β
‖f‖∞ sup
n∈N∗
E
[
sup
τ∈[0,T ]
〈r¯nτ , 1〉
]
which clearly, thanks to Lemma 3 with m = 1 and that f is bounded, completes the verification
of (A). Indeed, for all  > 0, we can find a compact B such that [−β, β] ⊂ B and P(〈r¯nτ , f〉 ∈
Bc) < . We move now to the verification of (A’). We start by (5.19). First, we note from (5.13)
that the finite variation part of the semimartigale 〈r¯nτ , f〉 is given by,
Anτ =v
n
r
∫ τ
0
dt
∫
D¯
r¯nt (dx)
∫
Rd
f(x+ z)kn(x, z)dz − dnr
∫ τ
0
dt
∫
D¯
f(x)r¯nt (dx)
+
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)affn(x, y)kafn (y)dy
}
r¯nt (dx).
Let us consider a stopping time τn and δ > 0 such that: 0 ≤ τn < τn+δ ≤ T where T > 0. Then,
straightforward computations using conditions (i) and (ii) of Hypothesis (H), the fact that f is
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bounded and then Lemma 3 with m = 1 give,
E
[|Anτn+δ − Anτn|] ≤ (vnr γ3 + dnr + Anf γ4)‖f‖∞E[∣∣∣ ∫ τn+δ
τn
dt
∫
D¯
r¯nt (dx)
∣∣∣]
≤ (vnr γ3 + dnr + Anf γ4)‖f‖∞E
[∣∣∣ ∫ τn+δ
τn
dt sup
t∈[0,T ]
〈r¯nt , 1〉
∣∣∣]
≤ δ(vnr γ3 + dnr + Anf γ4)‖f‖∞CT .
Therefore, applying the Markov inequality shows that (5.19) holds. It remains now to show
(5.20). Recall that Mn,f is the martingale given by (5.13). Then, by Cauchy-Schwarz inequality
we find,
E
[|Mn,fτn+δ −Mn,fτn |] ≤ E[|Mn,fτn+δ −Mn,fτn |2] 12 ≤ E[|〈Mn,f〉τn+δ − 〈Mn,f〉τn|] 12 .
Now, using the expression of the quadratic variation 〈Mn,f〉 given by (5.14), the assumptions (i)
and (ii) of Hypothesis (H) together with the fact that f is bounded and Lemma 3 with m = 1,
we establish, following again a straightforward computations, the bound,
E
[|Mn,fτn+δ −Mn,fτn |] ≤ E[|〈Mn,f〉τn+δ − 〈Mn,f〉τn|] 12
≤
√
δ
n
(vnr γ3 + d
n
r + A
n
f γ4)‖f‖2∞CT .
Applying again the Markov inequality we obtain (5.20). Thus, condition (A′) is also satisfied
and we conclude that the sequence (r¯n)n∈N∗ is tight. 2
As an immediate consequence of Lemma 4, we can extract from (r¯n)n∈N∗ a convergent sub-
sequence. Let us consider a subsequence r¯n˜ of r¯n that converges in distribution to its limit, say
r˜, in the Skorokhod space D([0, T ],SF (D¯)). The aim of the following lemma is to overcome the
continuity of r˜.
Lemma 5 Let (r¯n˜) denotes a convergent subsequence of (r¯n) and let r˜ be its limit. Then, the
limiting process r˜ is a.s. continuous which says that,
for almost all ω ∈ Ω, r˜(ω) ∈ C([0, T ],SF (D¯)),
except possibly for some ω in a set of P-null measure.
Proof By recalling the definition (3.2) of rτ−, we find that,
|〈rn˜τ , 1〉 − 〈rn˜τ−, 1〉| =
{ |sn˜τ − sn˜τ | = 0 if τ /∈ ∪i{τi},
|sn˜τ − sn˜τi−1| ≤ 1 if τ = τi for some i ≥ 1.
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Indeed, the difference between the number of individuals between times τ and τ− is at most 1.
Therefore, it is straightforward that, for all f ∈ C(D¯) such that ‖f‖∞ ≤ 1,
|〈r¯n˜τ , f〉 − 〈r¯n˜τ−, f〉| ≤ |〈
rn˜τ
n˜
, 1〉 − 〈r
n˜
τ−
n˜
, 1〉| ≤ 1
n˜
.
Since the Prokhorov metric is bounded by the total variation metric, we take the supremum over
all τ ∈ [0, T ] to establish
sup
τ∈[0,T ]
piP(r¯
n˜
τ , r¯
n˜
τ−) ≤ sup
τ∈[0,T ]
‖r¯n˜τ − r¯n˜τ−‖TV = sup
τ∈[0,T ]
sup
f∈C(D¯),‖f‖∞≤1
|〈r¯n˜τ , f〉 − 〈r¯n˜τ−, f〉| ≤
1
n˜
,
which completes the proof. 2
Now, in order to characterize the solution ξ of (5.17), we consider the following function
defined, for any ϑ ∈ D([0, T ],SF (D¯)), by
Υτ (ϑ) = 〈ϑτ , f〉 − 〈ϑ0, f〉 − vnr
∫ τ
0
dt
∫
D¯
ϑt(dx)
∫
Rd
f(x+ z)kn(x, z)dz
+ dnr
∫ τ
0
dt
∫
D¯
f(x)ϑt(dx)−
∫ τ
0
dt
∫
D¯
{∫
D¯
f(y)affn(x, y)kafn (y)dy
}
ϑt(dx),
(5.21)
Thus, if Υτ (ϑ) = 0 for all τ ≥ 0 and all measurable bounded functions f on D¯, then ϑ = ξ, the
unique solution of (5.17). Let us first prove that the function ϑ → Υτ (ϑ) is a.s. continuous at
any ϑ ∈ C([0, T ],SF (D¯)).
Lemma 6 Suppose the assertions of Hypothesis 1 hold true. Then, for any τ ∈ [0, T ] and any
f ∈ Cb(D¯), the function Υτ given by (5.21) is a.s. continuous from D([0, T ],SF (D¯)) to R at any
continuity point ϑ ∈ C([0, T ],SF (D¯)).
Proof Let us start the proof by considering a sequence ϑn that converges to ϑ in D([0, T ],SF (D¯))
w.r.t the Skorokhod topology. Let τ ≥ 0. From (5.21), using assertions (i) and (ii) of Hypothesis
(H) and given that f is bounded, we find that,
|Υτ (ϑn)−Υτ (ϑ)| ≤ ‖f‖∞
(
|〈ϑnτ − ϑτ , 1〉|+ |〈ϑn0 − ϑ0, 1〉|
+
∣∣∣(vnr γ3 + dnr + Anf γ4)∫ τ
0
∫
D¯
(ϑnt (dx)− ϑt(dx))dt
∣∣∣)
≤ ‖f‖∞(2 + τ(vnr γ3 + dnr + Anf γ4)) sup
t∈[0,T ]
|〈ϑnt − ϑt, 1〉|
≤ Cτ,f sup
t∈[0,T ]
|〈ϑnt − ϑt, 1〉|, (5.22)
where Cτ is a constant that depends only on time τ . Since the limit ϑ is continuous (Lemma
5), we deduce from (5.4) that the sequence ϑn converges to ϑ also w.r.t the uniform topology.
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Now, for a purely notational reason, we put nτ = piP(ϑ
n
τ , ϑτ ). We know from the definition of the
Prokhorov metric (5.1) that,
ϑτ (D¯)− ϑnτ (D¯
n
τ ) ≤ nτ and ϑnτ (D¯)− ϑτ (D¯
n
τ ) ≤ nτ . (5.23)
However, by definition D¯nτ = D¯. Hence, we deduce from (5.23) that,
|ϑnτ (D¯)− ϑτ (D¯)| ≤ nτ . (5.24)
Furthermore, note that,
|ϑnτ (D¯)− ϑτ (D¯)| =
∣∣∣ ∫
D¯
(ϑnτ (dx)− ϑτ (dx))
∣∣∣ = |〈ϑnτ − ϑτ , 1〉|. (5.25)
Finally, by combining (5.22), (5.24) and (5.25) we get,
|Υτ (ϑn)−Υτ (ϑ)| ≤ Cτ,f sup
τ∈[0,T ]
piP(ϑ
n
τ , ϑτ ).
and we conclude the proof by noting that piP(ϑ
n
τ , ϑτ )→ 0 as n→∞. 2
We prove in the next lemma the convergence in distribution of Υτ (r¯
n˜) to the limit Υτ (r˜),
where (r¯n˜)n˜∈N∗ is again a convergent subsequence extracted from (r¯n)n∈N∗ and r˜ its limit. To
do so, we make use of the continuous mapping theorem which states that continuous functions
are limit-preserving even if their arguments are sequences of random processes (Billingsley, 1999,
Theorem 2.7).
Lemma 7 Let r¯n˜ denotes a convergent subsequence of (r¯n)n∈N∗ and let r˜ be its limit. Denote by
Υτ the function defined by (5.21). Then, the following convergence in law holds,
Υτ (r¯
n˜)
Law−→Υτ (r˜) as n˜→∞. (5.26)
Proof The subsequence r¯n˜ is extracting from the sequence (r¯n)n∈N∗ which is tight (by Lemma
4). Then, this subsequence converges in distribution to its limit r˜. Furthermore, this limit r˜ is
a.s. continuous (by Lemma 5). Moreover, the function Υτ is also a.s continuous (by Lemma 6),
hence it remains just to apply the continuous mapping theorem to get the convergence in law
given by (5.26). This completes the proof. 2
We proceed now to conclude the proof of Theorem 4.
First, from Lemma 2, the equation (5.17) has a unique solution. Furthermore, Lemma 4
states that the sequence r¯n is tight. Therefore, to conclude the proof of Theorem 4, it is suffice
to show that r¯n has a unique accumulation point which coincides with the unique solution ξ of
(5.17). Let again r¯n˜ be a convergent subsequence and let r˜ be its limit. Then, following (5.21),
we have to show that a.s. Υτ (r˜) = 0 for all τ ≥ 0 and any f ∈ Cb(D¯). Let us prove this. Note
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from (5.13) that Υτ (r¯
n) = Mn,fτ . By taking the expectation and using the quadratic variation
(5.14) and Lemma 3, we get,
E[|Υτ (r¯n)|] = E[|Mn,fτ |] ≤ E[|Mn,fτ |2]
1
2 = E[〈Mn,f〉τ ] 12
≤
( 1
n
(vnr γ3 + d
n
r + A
n
f γ4)‖f‖2∞E
∫ τ
0
〈r¯nt , 1〉dt
) 1
2
≤
( 1
n
(vnr γ3 + d
n
r + A
n
f γ4)‖f‖2∞C1,τ
) 1
2
,
which tends to zero as n goes to infinity. In addition, we easily check that, for any ϑ ∈
D([0, T ],SF (D¯)),
|Υτ (ϑ)| ≤ ‖f‖∞(2 + vnr γ3 + dnr + Anf γ4) sup
t∈[0,T ]
|〈ϑt, 1〉|.
Hence using Lemma 3, we easily verify that the sequence Υτ (r¯
n˜)n˜ is uniformly integrable. Now,
by applying the preserving convergence (5.26) together with the dominated convergence theorem
it follows that,
lim
n˜→∞
E[|Υτ (r¯n˜)|] = E[|Υτ (r˜)|] = 0,
and consequently Υτ (r˜) is a.s. equal to zero. Hence, the limit r˜ is a.s. equal to ξ the unique
solution of (5.17), which completes the proof. 2
We conclude this section by showing the absolute continuity of the SF (D¯)-valued solution ξ
of (5.17). Again, as in Proposition 2, we consider a Borel set A of Rd with Lebesgue measure
zero and we apply (5.17) with f = 1A. Therefore, the right-hand side of the expression is equal
to zero by using the same argument as in proof of Proposition 2 and we deduce the absolute
continuity of (ξτ ) w.r.t. Lebesgue measure and thus the existence of a density according to the
Radon-Nikodym theorem.
Proposition 6 Suppose the assertions of Hypothesis (H) hold true and assume that ξ0 ∈ SF (D¯)
admits a density f0 w.r.t the Lebesgue measure. Note by (ξτ )τ≥0, the unique solution of (5.17).
Then for every τ ≥ 0, the deterministic measure ξτ has a density fτ w.r.t the Lebesgue measure,
i.e. for all A ⊂ D¯,
ξτ (A) =
∫
A
fτ (x)dx, for all τ ≥ 0.
Proof The same arguments used to prove Proposition 2 can be used again (by applying them
to (5.17) with f = 1A) to show the absolute continuity of (ξτ ) w.r.t. Lebesgue measure. For this
reason we omit the proof. 2
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Thus, we have demonstrated a weak convergence result, in large size (n→∞), of our model
described in Section 2. Therefore, the results developed in this paper open a door to other
complex asymptotic problems where, for instance, it would be interesting to establish a central
limit theorem associated with this convergence in order to obtain convergence rates. A thorough
analysis of the convergence rates is beyond the scope of this paper.
6 Numerical simulations
In this section we explore the numerical performance of our Monte Carlo algorithm described
in Section 2 to provide some validation and strengthen the motivation for the use of this kind
of modeling. Especially we are interested in understanding the influence of spatial interactions
(invitation, affinity, dispersion, etc.) on the formation of communities and other aspects of social
network dynamics. We consider the unit square D¯ = [0, 1]2 as the virtual space. To avoid tech-
nicalities arising from irregularities around the borders, we consider [0, 1]2 as a torus. Therefore,
each member of the network is characterized by its two spatial coordinates. Furthermore, the
invitation kernel k(x, z) is modeled through a bivariate normal distribution N2(0, σ
2I2) where
σ > 0 (a dispersion parameter) and the affinity kernel kaf(y) follows a bivariate uniform distribu-
tion on [0, 1]2. This choice for the affinity kernel is a noninformative choice (instead of any other
informative kernel) which means that new members tend to occupy in a equiprobably manner all
the space of the unit square and their dispersion is uniformly in the vicinity of members present in
the network r. Finally, we consider the triangular function (2.3) for the local interaction affinity
function aff(·, ·). According to the modeling proposed, we can identify the following parameters
vr, dr, Af , af and σ that play a significant role in the numerical simulation.
We run three different scenarios using our Monte Carlo Algorithm starting from three random
initial states with different sizes. Each starting condition scenario is obtained at τ = T0 = 0
from a bivariate uniform distribution on [0, 1]2 as follows:
• A small initial network size starting from s0 = 100 members.
• A medium initial network size starting from s0 = 1000 members.
• A high initial network size starting from s0 = 10000 members.
For each initial state, we run the Monte Carlo scheme for 105 updates with vr = 1, dr = 1,
Af = 1, af = 0.1 and σ = 0.01. Figure 2 shows a two states of members (at τ = 0 and τ = T105)
and the evolution of the network size in function of time starting from 102 members. Figures
3 and 4 show also a two states of members and the evolution of the network size in function of
time (between τ = 0 and τ = T105) starting from 10
3 and 104 members.
One remarkable aspect of this numerical simulations is how our modeling performed to bet-
ter understand the behavior of the complex network and to take into account the influence of
friendship interactions (affinity and invitation mechanisms) on the formation of patterns. In-
deed, comparing the randomly chosen initial states of the network and their states after 105
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(a) rτ at τ = 0 with s0 = 10
2. (b) rτ at τ = T105 . (c) Size in function of time.
Figure 2: Figures shown (a) the small initial state s0 = 100, (b) the final state of the random network
rτ and (c) the evolution of the number of members in function of time (during 10
5 updates) using our
Monte Carlo scheme with parameters vr = 1, dr = 1, Af = 1, af = 0.1 and σ = 0.01.
iterations, it is easily seen in the three Figures 2(b), 3(b) and 4(b) the formation of communities.
These communities represent the friendship groups formed in several social networks. Further-
more, the analysis of Figure 2(c) shows that the network takes a certain time before observing
a rapidly growing of its size, this period seems to be as a communities formation period that
is relatively easy to explain. Indeed, the communities represent affinity or friendship groups
that make the network be more attractable and then grows up quickly in size. This behavior is
well known in physics as the preferential attachment mechanism where nodes prefer linking to
the more connected nodes (Baraba´si & Albert, 1999) and this phenomenon is responsible of the
scale free property observed in several real networks. However, in Figures 3(c) and 4(c) since the
initial network sizes are medium and high the phase of communities formation is shorter and the
network size grows up more quickly than the first one scenario.
In order to highlight the formation of such communities or affinity groups, we plot in Figures
5, 6 and 7 the histograms of the space distribution of members inside the network. At the starting
state, the positions of members are distributed uniformly inside the virtual space and after some
time communities emerge and the members are distributed following some clusters according to
the friendship mechanisms and dispersal.
It is interesting to remark that we have considered only rates vr and dr that are space
independent and we have seen that after the formation of communities the network size grows
quickly due to the increase of attractiveness. Consequently, the size of the network will increase
indefinitely during relatively a somewhat long period before reaching a quasi-stationary state
and extincting a.s. at the end of its dynamic. In fact, the network size will grow until a certain
equilibrium state and fluctuate temporarily around it. Such equilibrium state (or full potential
state) is no more than the attractive equilibrium of the integrodifferential deterministic equation
established in Theorem 4. To observe rapidly this equilibrium state from numerical point of view
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(a) rτ at τ = 0 with s0 = 10
3. (b) rτ at τ = T105 . (c) Size in function of time.
Figure 3: Figures shown (a) the medium initial state s0 = 1000, (b) the final state of the random
network rτ and (c) the evolution of the number of members in function of time (during 10
5 updates)
using our Monte Carlo scheme with parameters vr = 1, dr = 1, Af = 1, af = 0.1 and σ = 0.01.
(a) rτ at τ = 0 with s0 = 10
4. (b) rτ at τ = T105 . (c) Size in function of time.
Figure 4: Figures shown (a) the high initial state s0 = 10000, (b) the final state of the random network
rτ and (c) the evolution of the number of members in function of time (during 10
5 updates) using our
Monte Carlo scheme with parameters vr = 1, dr = 1, Af = 1, af = 0.1 and σ = 0.01.
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(a) Histogram of rτ at τ = 0. (b) Histogram of rτ at τ = T105 .
Figure 5: Figures shown the histograms of the members distribution with s0 = 102.
(a) Histogram of rτ at τ = 0. (b) Histogram of rτ at τ = T105 .
Figure 6: Figures shown the histograms of the members distribution with s0 = 103.
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(a) Histogram of rτ at τ = 0. (b) Histogram of rτ at τ = T105 .
Figure 7: Figures shown the histograms of the members distribution with s0 = 104.
there are several ways and the most natural one consists on increasing the rate of departure in
order to compensate properly the effects of the two recruitment processes. To this end, we test
now this idea by fixing the invitation rate vr and considering a departure rate that increases in
time (this means that a member joins the network and after that its probability of leaving will
increase in time). We show the result of this experiment in Figure 8. More precisely, we consider
recursively drTk = drTk−1 + where dr0 = c0 > 0 and  > 0. This dynamical departure rate enables
us to reduce the period of the network size growth. It is easily seen that at the beginning and
specifically after the formation of the first communities the recruitment rates are much important
than the departure rate. However, as the departure rate increases in time, we observe that the
network reaches rapidly a quasi-stationary phase (before a.s. extinction) and fluctuates around
it (see Figure 8). Note that one can also consider the case where we maintain the departure rate
constant and we decrease in function of time the recruitment rates (by invitation and affinity).
This can be motivated by taking into account the limited potential of new members in certain
sense and then the evolution of the network size will be marked by a first short evolution phase
and then a quasi-stationary phase before observing extinction.
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(a) Size in function of time with
s0 = 10
2.
(b) Size in function of time with
s0 = 10
3.
(c) Size in function of time with
s0 = 10
4.
Figure 8: Figures shown the time evolution of the number of members (during 105 updates) using the
model parameter values: vr = 2, c0 = 1.6,  = 0.01, Af = 2, af = 0.1 and σ = 0.01.
7 Discussion
With this paper, we have established a fundamental stochastic modeling difficulty of describ-
ing the point events that control an example of social networks. In our network, each member is
explicitly represented by its virtual state and its interaction with other members. The coefficients
of the different rates considered here requires a thorough analysis and the application of some-
what different numerical tests, and this will be detailed in a separate paper under preparation.
The weak convergence established in the paper shows that our rescaled process go to a deter-
ministic continuous measure valued function which is solution of a integrodifferential equation.
The deterministic model will be valid in large network size while the point measure model apply
to all network sizes but in practice can only be simulated for relatively small network sizes.
However, an important question addressed partially in this paper is the communities detection
inside the network. It is of great interest to study this issue which is precisely what has been
done in Sid-Ali & Khadraoui (2018). Actually, communities detection is a promisingly rich line
of research of contemporary importance in statistics, machine learning and computer science.
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