We compare optimal third order iterative methods illustrating the basins of attraction when the multiplicity is known. In this paper, comparisons of these methods are grounded on the number of iterations required for convergence, the divergent point and amount of CPU time.
Introduction
Many researchers [1] , [2] , [3] have plotted the basins of attraction for the multiple zeros of nonlinear equations when the multiplicity is known. To ensure the convergence of an iterative method in a root-finding problem, it is an essential factor to take a good initial value close to the desired zero of the given nonlinear equation [6] . In this paper, we compare optimal third order iterative methods to solve nonlinear equations having roots of multiplicity m Assume that a function f : C → C has a multiple root α with integer multiplicity m ≥ 1 and is analytic in a small neighborhood of α. We find an approximated α by a scheme x n+1 = g(x n ), n = 0, 1, 2, · · · , where g : C → C is an iteration function and x 0 ∈ C is given.
where λ = m t m and µ = m(1 − t) are parameters to be chosen for third order of convergence.
where µ = m(1 − t) and γ = m − t m are controlled parameters to be selected to guarantee the third order of convergence [5] .
Preliminary Notes
Definition 2.1 Let e n = x n − α be the error in the nth iterative step and f : R → R be an iteration function with a zero α, which defines the iterative process x k+1 = f (x k ). If there exist a real number p and a nonzero constant b such that lim n→∞ |f (x k )−α| |x k −α| p = b then p is called the order of convergence and b is the asymptotic error constant [7] , [9] , [12] . Definition 2.2 Assume that p is a fixed point of f . Then the basin of attraction [13] of p consists of all x such that f
[n] (x) → p as n increases without bound, where f
[n] is the nth iterate of f .
Numerical examples
We describe the dynamical behavior [11] of iterative methods (1) and (2) . Selecting an initial value close to a zero α is important to confirm the convergence of iterative function. However, it is a hard question to judge how close the initial values are to a zero α. An effective and proper way of employing stable initial values is to utilize visual basins of attraction. Considering the area of convergence on the basins of attraction, the larger area of convergence would imply a better method. Therefore, there is the need to measure size of area of convergence [4] , [10] . Consequently, Table 1 is shown featuring statistical data for the average number of iterations per point and the number of divergent points including CPU time. In all the cases, a 6 by 6 square region is centered at the origin and covering all the zeros of the test polynomial functions. A 600 × 600 uniform grid in the square is taken to unfold initial points for the iterative methods via basins of attraction. Each grid point of a square is colored according to the iteration number for convergence and the root it converged to α. We can find out if the method converged within the maximum number of iteration allowed and if it converged to the root closer to the initial grid point. For plotting the complex dynamics of (1) and (2) with the desired basins of attraction, we take various polynomials having multiple roots with multiplicity m = 2, 3, · · · , 7. Statistical data for the basins of attraction are tabulated in Table 1 . In this table, abbreviations CPU, TCON, AVG and TDIV denote the value of CPU time for convergence, the value of total convergent points, the value of average iteration number for convergence and the value of divergent points.
In the first instance, we have taken the following polynomial P 1 (z) = (z 5 − 7)
2 whose roots z = −1.19393±0.867438i, 0.456039±1.40354i, 1.47577 are all with multiplicity m = 2. Based on Table 1 and Figure 1 , we realize that LM is better in view of AVG and TDIV. As can be seen in Figure 1 , MG has shown considerable amount of black point. These points causing divergence behavior were expected from the last column of Table 1 .
As our next sample, the polynomial P 2 (z) = (z 3 + z − 5) 2 has the roots z = −0.75799 ± 1.65035i, 1.51598 of multiplicity m = 2. The results are listed in Table 1 and Figure 2 . The method LM performs best in view of AVG and TDIV.
As the third example, we choose the polynomial P 3 (z) = (z 2 + z − π/3) 3 whose roots z = ±1.63895 are all real with multiplicity m = 3. The results are listed in Table 1 and Figure 3 . The method LM is best in view of AVG and TDIV. The best result for CPU is by LM and the worst one is by MG.
As the fourth example, the experimental results of polynomial P 4 (z) = (z 3 + z) 4 with roots z = 0, ± i and multiplicity m = 4 are shown in Table 1 . From Figure 4 , TDIV is 0 for the method LM.
As the fifth example, we take the polynomial P 5 (z) = (z 2 − 3) 5 whose roots z = ±1.73205 are all real with multiplicity m = 5. The results are listed in Table 1 and Figure 5 . The method LM is better in view of CPU and AVG.
As the sixth example, the results of test polynomial P 6 (z) = (z 2 − z) 6 having roots z = 0, 1 with multiplicity m = 6 are listed in Table 1 . The method LM is better in view of CPU and AVG. As can be seen in Figure 6 , MG has shown a few black points.
In the last example, we use the following polynomial
7 whose roots z = 1.30278, 2.30278 are all real with multiplicity m = 7. The results are presented in Table 1 and Figure 7 . The method LM is best in view The left for LM , and the right for MG, for the roots of the polynomial The left for LM , and the right for MG, for the roots of the polynomial The left for LM , and the right for MG, for the roots of the polynomial The left for LM , and the right for MG, for the roots of the polynomial
