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ABSTRACT 
The practice of employing empirical likelihood (EL) components in place of parametric likelihood 
functions in the construction of Bayesian-type procedures has been well-addressed in the modern 
statistical literature. We rigorously derive the EL prior, a Jeffreys-type prior, which asymptotically 
maximizes the Shannon mutual information between data and the parameters of interest. The focus of 
our approach is on an integrated Kullback-Leibler distance between the EL-based posterior and prior 
density functions. The EL prior density is the density function for which the corresponding posterior 
form is asymptotically negligibly different from the EL. We show that the proposed result can be used to 
develop a methodology for reducing the asymptotic bias of solutions of general estimating equations and 
M-estimation schemes by removing the first-order term. This technique is developed in a similar manner 
to methods employed to reduce the asymptotic bias of maximum likelihood estimates via penalizing the 
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underlying parametric likelihoods by their Jeffreys invariant priors. A real data example related to a 
study of myocardial infarction illustrates the attractiveness of the proposed technique in practical aspects.  
Keywords: Asymptotic bias, Biased estimating equations, Empirical likelihood, Expected Kullback-
Leibler distance, Penalized likelihood, Reference prior. 
1 Introduction 
It is well-known that in order to carry-forth Bayesian inference a prior density and a likelihood function 
need to be specified. The selection and justification of priors are important components of Bayesian 
methodology. A widely used prior distribution was proposed by Jeffreys (1946). In this fundamental 
work, Jeffreys employed the Kullback-Leibler (K-L) measure to quantify a distance between the 
corresponding posterior and prior density functions. An excellent review of the justifications for Jeffreys 
prior is presented in Hartigan (1964, 1998). In parametric Bayesian inference, great efforts were made to 
formulate prior distributions, which add minimum information to knowledge derived from data 
(Bernardo 1979). Prior distribution functions are defined as reference priors if: 1) They roughly describe 
situations in which little relevant information is available; and 2) The corresponding posterior 
distributions provide a standard in which other distributions could be referred to in order to assess the 
relative importance of the initial knowledge in the final results (Bernardo 1979; Berger, Bernardo, and 
Sun 2009). Bernardo (1979) presented a heuristic discussion of the basic ideas related to the 
development of reference prior distributions that maximize Shannon mutual information between the 
posterior and prior density functions. In this case, under regularity conditions, the Jeffreys prior was 
shown to be a reference prior. Furthermore, these results were rigorously shown in asymptotic forms 
(see for details Lehmann and Casella 1998, pp. 261-262).  
The above mentioned analysis related to the selection of priors corresponds to the parametric 
setting when the form of the likelihood is completely specified. Hartigan (1998) used a truncated K-L 
loss approach to develop maximum likelihood prior densities such that the corresponding Bayesian 
posterior functions are asymptotically negligibly different from the maximum likelihood functions. This 
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approach offers a useful linkage between frequentist and Bayesian methods. In this framework Jeffreys 
prior is the unique continuous prior that yields the Bayesian strategy that asymptotically achieves the 
maximum Bayes risk in the context of a relevant entropy loss measure (Bernardo 1979; Lehmann and 
Casella 1998; Berger, Bernardo, and Sun 2009). 
The Bayesian principle is one of the central tenets for developing powerful statistical inference 
tools when the form of the data distributions are assumed to be known and certain key assumptions are 
met. These principles may not be fiducial and applicable in the nonparametric setting when the 
likelihood function forms are assumed to be unknown. It is also well-known that when key parametric 
assumptions are not met, the parametric Bayesian approach may be suboptimal or biased (Daniels and 
Hogan 2008; Zhou and Reiter 2010). Towards this end, we can find within the modern applied and 
theoretical statistical literature a line of research around Bayesian empirical likelihood (BEL) techniques 
based on the empirical likelihood (EL) concept (Lazar 2003; Chaudhuri and Ghosh 2011; Yang and He 
2012; Vexler, Ge, and Hutson 2014, 2016; Zhong and Ghosh 2016). Lazar (2003) theoretically justified 
that EL functions can be applied towards constructing nonparametric posterior distributions. In this 
context, EL’s can provide valid posterior inference that satisfies the laws of probability in the sense that 
it is related to statements derived from the Bayes’ rule (Lazar 2003). Vexler, Ge, and Hutson (2014) 
used EL functions to develop robust and efficient posterior point estimators. Furthermore, Vexler, Zou, 
and Hutson (2016) proposed and examined the BEL credible set estimation as an analogue to the 
traditional and efficient parametric Bayesian approach. Recently, Zhong and Ghosh (2016) provided an 
expression for the asymptotic expansion of posteriors that are based on EL component along with its 
variants. In general, the BEL method employs EL components in place of parametric likelihood 
functions in order to develop distribution-free Bayesian-type procedures. 
The objectives in this paper are twofold: 1) To rigorously construct a Jeffreys-type EL prior in 
the context of the BEL algorithm; and 2) To develop a bias reduction approach for maximum empirical 
likelihood estimates (MELEs) by penalizing the EL by its prior. The second aim is inspired by the well-
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known fact that in the parametric setting Jeffreys priors can be used to penalize the underlying 
likelihood functions in order to reduce the bias of the corresponding maximum likelihood estimates 
(Firth 1992, 1993). MELEs can be associated with solutions of general estimating equations (Qin and 
Lawless 1994) as well as with estimates obtained by employing the generalized method of moments 
(Hansen 1982). In addition, the MELE framework can be extended to certain M-estimators (Owen 1988). 
It is well-known that bias corrected ELs inherit the higher order asymptotic efficiency properties of the 
maximum likelihood (Newey and Smith 2004). Thus, we provide the theoretical justification regarding 
the use of the derived EL prior in order to penalize the EL in an effort to improve the small sample 
properties of MELEs. This will be applied to reducing the EL bias in the framework of general 
estimating equations and M-estimation schemes. 
This paper is organized as follows: In Section 2, we derive the EL prior and evaluate its 
asymptotic properties. In this section, we attend to necessary conditions related to the ability to consider 
BEL algorithms in the context of Shannon mutual information between data and parameters of interest. 
In Section 3, we demonstrate the process for using EL prior densities for the purpose of eliminating the 
first-order bias terms from the asymptotic expectation of MELEs. In Section 4, an extensive Monte 
Carlo (MC) study is conducted to examine the proposed method. The applicability of the proposed 
method is illustrated through a real world example of myocardial infarction in Section 5. In Section 6, 
we provide concluding remarks. Proofs of the theoretical results presented in this paper are outlined in 
Appendix A.  
2 Empirical Likelihood Prior 
To outline the central concept for constructing a reference prior in the classic parametric Bayesian 
setting and, without loss of generality, we assume that the data set X consists of n independent and 
identically distributed observations, X=( 1X ,…, nX ), and ( )θ|xf  is the density function of 1X  with a 
scalar parameter θ . In this case, the Bayesian posterior density has the form 
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( ) ( ) ( ) ( ) ( )∫= ζζπζθπθθπ dXLXLX |/|| , 
where ( )θπ  is the prior density function and ( )θ|XL  denotes the parametric likelihood ( )∏ =
n
i i
Xf
1
|θ , 
provided that the form of ( )⋅f  is known. According to Lindley (1956) and Bernardo (1979), the prior 
density ( )θπ  is a reference prior if it maximizes the functional  
( ) ( ) ( ) ( ) ( ){ }∫ ∫= θθπθπθθππ dXdXXLI |log|    (1) 
in an asymptotic ( ∞→n ) fashion. The information-theoretic quantity, ( )πI , measures the amount of 
missing information about θ  when the prior is fixed to be ( )θπ  (Bernardo, 1979). The use of the 
functional ( )πI  allows one to make precise the basic idea of the construction of reference priors, which 
are maximally dominated by data. This concept was formalized in Berger, Bernardo, and Sun (2009). 
Bernardo (1979) showed that the arguments from the calculus of variations can be applied to 
approximate the reference prior in the form ( ) ( ) ( ){ }{ }∫∝ dXXXL A |log|exp θπθθπ , where ( )XA |θπ  
denotes the corresponding asymptotic posterior density of θ . Furthermore, it was proved that ( )πI  
satisfies 
( ) ( ) ( ){ } ( )[ ] ( )1log
2
log
2
1 5.0 odi
e
nI ++= ∫ θθπθθπππ , as ∞→n ,   (2) 
where ( ) ( ){ }22 /|log θθθ ∂∂−= iXfEi  is the Fisher information (see for details Lehmann and Casella 
1998, pp. 261-262). Since the integral in the asymptotic form (2) of ( )πI  is the only term involving the 
prior ( )θπ , maximizing that integral will maximize the asymptotic expansion. Jeffreys prior, ( )θπ ∝
( ){ } 5.0θi , is the appropriate choice that ensures the maximization of the integral. In accordance with 
Hartigan (1998), ( )πI  can be represented in the form 
( ) ( ) ( ) ( ){ }[ ] θθπθπθππ θ dXEI |log∫= ,    (3) 
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where the operator [ ]⋅θE  denotes the mathematical expectation with respect to the underlying data 
density function ( )θ|XL . We refer the reader to Hartigan (1998, p. 2084) for more details regarding the 
definition (3). This statement was used in Hartigan (1998) to analyze the reference prior concept based 
on maximum likelihood functions. We extend this method to derive a higher order approximation 
related to the BEL approach in the context of Shannon’s mutual information. Towards this end, we 
define the log EL function,  
( ) ( )






=== ∑∑∑
===
<<
0,,1:logmax
1111,...,0 1
n
i
ii
n
i
i
n
i
ipp
pXGppl
n
θθ ,    (4) 
where ip , i=1,…,n, play the role of probability weights and the parameter of interest θ  satisfies 
( ){ } 0, =θiXGE  for a specified function G. Then the EL function, ( ){ }θlexp , will replace the parametric 
likelihood function ( )θ|XL  in the expression of the posterior density ( )X|θπ . In this section, we 
present necessary conditions and rigorous considerations for deriving the EL prior; see Remark A1 in 
the Supplementary Material (SM) for additional details (see Appendix B). 
In general, EL functions cannot be directly used to construct a nonparametric counterpart of 
( )πI  defined in (3). To explain this issue, we consider a simple but commonly used EL for the mean. In 
this setting ( ) θθ −= ii XXG , , i=1,…,n. Let us convert the expression in equation (3) into its 
corresponding nonparametric form given as 
( ) ( ) ( ) ( ){ }[ ] θθπθπθππ dXEI ee |log∫= ,      
where ( ) ( ) ( ){ } ( ) ( ){ }| exp expe X lr lr dπ θ π θ θ π ζ ζ ζ= ∫ and the log EL ratio ( )θlr = ( ){ }[ ]nnl θexplog . 
This form requires attention to the following technical issues: 1) The log EL ratio, ( )θlr , is not defined 
for all values of θ  that are considered in the integration process. This problem is associated with an 
ability to extract values of the probability weights ip , i=1,…,n, that maximize the EL function, 
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,
1∏=
n
i i
p  satisfying the constraints 1
1
=∑ =
n
i i
p  and .
1
θ=∑ =
n
i ii
pX  It is clear that the probability weights 
( ip ’s) cannot be calculated when ( ) ( ){ }iniini XX ,..,1,..,1 max,min ==∉θ . The empirical bounds on θ , i.e. ( )ini X,..,1min=  
and ( )ini X,..,1max= , cannot be applied in the integration process, since the operator E  is in effect under the 
integral; 2) The formal notation ( )πeI  assumes that the expectation ( ) ( ){ }[ ]θπθπ /|log XE  exists, 
whereas one can show for certain values of θ  this expectation might be unbounded (see Remark A2 in 
the SM,  Appendix B). 
Towards this end, we first consider the definition of the log EL ratio for the mean in a form 
frequently used in practice and given as 
( ) ( ) ( ){ } ( ) ( ){ }θθθθ cnnne AIDAIlrlr  log += ,    (5) 
where ( )⋅I  is the indicator function, ( ) ( ) ( ){ }iniinin XXA ,..,1,..,1 maxmin == ≤≤= θθ  defines the event of θ  when the 
probability weights ip , i=1,…,n, can be computed, ( )θcnA  is the complement of the event ( )θnA  and a 
specified sequence nD  provides value of ( )nDlog2−  to be arbitrarily large (e.g., )exp( 0ncDn −∝ , for 
some constant 0c ), suggesting to reject the null hypothesis, when testing θ=1EX  provided that 
( ){ } 1=θcnAI . The definition at (5) is widely applied in practice and we refer the reader, e.g. to the R 
package emplik (R Development Core Team 2015). In the general EL setting (4) the problem of 
determining the set of θ ’s when ip , i=1,…,n, can be computed is not a simple task. It requires 
complicated considerations based on convexifications of sets involved in the EL construction (Owen 
2001). Note also that Equation (5)-type forms do not ensure the existence of the expectation ( ){ }θelrE , 
which is needed in the context of ( )πeI . For example, in the case of the EL for the mean, when θ  is 
close to the limits of ( )θnA , i.e., ( )ini X,..,1min=≈θ  or ( )ini X,..,1max=≈θ , the expectation may be unbounded; see 
Remark A2 in the SM (Appendix B) for additional details.  
Thus we propose to adjust the definition of log EL ratio to be 
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( ) ( ) ( ){ } ( ) ( ){ }θθθθ cnnne BIDBIlrlr  log += , with ( ) ( ) ( ){ }MwMwBn >>= θθθ 21 , ,  (6) 
where nD  is independent of data X, 0→nD , ( ){ } ( ){ }∑ = <=
n
i ii
XGIXGw
1
2
1 0,, θθ  and 
( ){ } ( ){ }∑ = >=
n
i ii
XGIXGw
1
2
2 0,, θθ . We have, for example when ( ) θθ −= ii XXG , , 
( ) ( ) ( ){ } ( ) ( ){ }[ ]. 0,0
1
2
1
2 MXIXMXIXB n
i ii
n
i iin
>>−−><−−= ∑∑ == θθθθθ  This ensures 
( ) ( ){ }iniini XX ,..,1,..,1 max ,min ==∈θ  and the existence of ( ){ }θelrE ; see Remark A2 in the SM (Appendix B) and the 
proof schemes of Lemmas A1 and A5 shown in Appendix A for additional details regarding definition 
(6). 
Using the structure at (6), we now denote the expected K-L distance as 
( ) ( ) ( ) ( ){ }[ ] θθπθπθππ dXEI en |log∫= ,     (7) 
where ( ) ( ) ( ){ } ( ) ( ){ }∫= ξξξπθθπθπ dlrlrX eee exp/exp| . Consider the EL in (4), requiring that 
( ) 0, <∂∂ θθiXG  (or ( ) 0, >∂∂ θθiXG ), for all i=1,…,n, and ( )θπ  is twice continuously differentiable 
in a neighborhood of the MELE θˆ , where θˆ  is the solution of ( ) 0ˆ,
1
=∑ =
n
i i
XG θ . These conditions 
provide the similarity between the behavior of the EL and the parametric likelihood with respect to the 
parameter θ ; for details see Lemma A1 in Vexler, Ge, and Hutson (2014) as well as Zhong and Ghosh 
(2016, p. 3019). In a similar manner of restrictions used in Qin and Lawless (1994), we assume that 
( ) θθ dxG /,∂  and ( ) 22 /, θθ dxG∂  are bounded by some function ( )xQ  with ( ){ } ∞<41XQE  when θ  
belongs to an interval of the MELE θˆ . In this case, we obtain the asymptotic result regarding ( )πnI . 
Proposition 1. Assume for ,0>γ  ( ) ∞<+γθ 81 ,XGE . Then 
( ) ( ) ( ){ }[ ] ( )1)(log
2
log
2
1 15.02 od
e
nI n ++= ∫
−
θθσθπθπ
π
π ,  as ∞→n  (8) 
where ( ) ( ){ } ( ){ }[ ]222 ,/, θθθσ XGEXGE ′=  and ( ) ( ) θθθ ∂∂=′ /,, XGXG . 
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This result can be considered as a nonparametric version of the asymptotic conclusion given at 
(2). Since the integral in (8) is the only term involving the prior density function ( )θπ , maximizing that 
integral results in the following corollary related to the EL prior. The proof of Proposition 1, shown in 
Appendix A, consists of Lemmas A1 and A4 that have an independent interest in evaluations of the EL-
type constructions. For example, see Remark 1 in Appendix A. 
Corollary 1. Let the conditions of Proposition 1 hold. Then the prior density function ( )θπ , which 
satisfies ( ) { } 5.02 )( −∝ θσθπ , maximizes ( )πnI . 
 Thus, the prior function ( )θπ  that satisfies ( ) { } 5.02 )( −∝ θσθπ  provides asymptotically maximum 
information distance in the context of ( )πnI  between the prior and posterior functions based on the EL. 
3 Bias Reduction of the MELE 
In parametric statistics, one can reduce the bias of maximum likelihood estimates using Jeffreys prior in 
order to penalize the corresponding parametric likelihood functions (Firth 1992, 1993). We propose 
applying the EL prior in order to reduce the bias associated with the MELE, ( ){ }θθ θ largmaxˆ = , where 
( )θl  is defined in (4). In this case, the estimator θˆ  is the solution of the estimating equation 
( ) 0ˆ,
1
1 =∑ =−
n
i i
XGn θ  (Qin and lawless 1994). Define the penalized MELE 
( ){ } ( ){ } 0 52 .arg max exp lθθ θ σ θ
− =   
 , where the EL prior ( )θπ  is applied following Corollary 1. 
Newey and Smith (2004) showed the higher order expansion of θˆ  has the form 
( )10ˆ −++= noT pnθθ , ( )1−= nOT pn , 
where 0θ  satisfies ( ){ } 0, 01 =θXGE . In this context, the first order bias of θˆ  is defined as 
( ) ( )nTEBias =θˆ . We assume that the identification and regularity conditions presented in Newey and 
Smith (2004) are satisfied. In particular, these conditions restrict forms of the function G in order to 
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have a unique solution of θ  satisfying the equation ( ){ } 0, 01 =θXGE  and the ability of the function 
( ){ }θ,1XGE  to be explored using the Taylor theorem. In the following propositions, we present the first 
order bias forms of the MELE θˆ  and the proposed penalized MELE θ~ .  
Proposition 2. The first order bias form of θˆ  satisfies 
( ) ( ) ( ){ }
( ){ }[ ]
( ){ } ( ){ }
( ){ }[ ]
( )13
01
01
2
01
2
01
0101
,
,,
2
1
,
,,ˆ −+
′
′′
−
′
′
= no
XGEn
XGEXGE
XGEn
XGXGEBias
θ
θθ
θ
θθ
θ , 
where ( ) ( ) θθθ ∂∂=′ /,, 00 XGXG  and ( ) ( ) 2020 /,, θθθ ∂∂=′′ XGXG . 
The proof of this proposition can be found in Newey and Smith (2004). 
Proposition 3. The first order bias form of θ~  satisfies 
( ) ( ){ } ( ){ }
( ){ }[ ]
( )13
01
01
2
01
,
,,
2
1~ −+
′
′′
= no
XGEn
XGEXGEBias
θ
θθ
θ , as ∞→n . 
Thus when ( ){ } ,0, 01 =′′ θXGE  the penalized MELE θ
~  achieves the first order bias reduction 
such that the first order bias ( ) .0~ =θBias  In scenarios with ( ) ≤θ~Bias ( )θˆBias , the asymptotic first 
order bias of θ~  is smaller than that of θˆ . 
4 Simulations 
In this section, we evaluate numerically the performance of the proposed bias reduction method using 
two scenarios related to the estimation of 0θ  that satisfies ( ){ } 0, 01 =θXGE . These scenarios correspond 
to the choices of ( )θ,xG as (i) ( ) xxxG θθ 2, 2 −=  and (ii) ( ) ( ) ( )2/expexp, θµθ +−= xxG , where µ = 0, 
1, 1.5. In order to provide MC examinations of the proposed procedure, we generated 10,000 samples of 
sizes n=15, 25, 50, 75, and 100 from the Normal, Exponential, Chi-squared and Lognormal distributions. 
We focused on normal and lognormal distributed data, since one can show the EL approach is 
commonly very efficient in analyzing normally distributed observations, whereas applications of EL 
methods can be inaccurate when underlying data are skewed (Vexler et al. 2009, 2016; Yu, Vexler, and 
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Tian 2010). In setting (i), the true parameter value is ( ) ( ){ }1210 2/ XEXE=θ  for ( ) 01 ≠XE  and =0θ 5.2, 
1.0, 1.5, 0.728 in accordance with the underlying distributions ( )2 ,10N , ( )1Exp , ( )1Chisq  and 
( ).50 ,0Lognormal , respectively. The corresponding EL prior distribution satisfies ( ) ( ){ } ,2/12 −∝ θσθπ  
where ( )θσ 2  has the form ( ) ( ) ( ){ } ( ){ }214131212 244 XEXEXEXE +− θθ , which is derived using Corollary 
1. In this case, the MELE θˆ  and the penalized MELE θ~  satisfy ( ){ }θθ θ largmaxˆ =  and 
( ) ( ){ }{ }5.02argmax~ −= θσθθ θ l , where ( )θl  is defined in (4). Since in case (i) ( ) 0, =′′ θiXG , Propositions 
2 & 3 show asymptotically that ( ) 0,Bias θ =  whereas ( ) ( ) ( ){ } ( )( ){ }212131 242ˆ XEnXEXEBias θθ +−= . 
In setting (ii), data points were generated from the ( )2,σµN  distribution, where µ = 0, 1, 1.5 
and 2σ = 1, 1.5. In this case, the true parameter value is 20 σθ = = 1, 1.5 and the corresponding EL prior 
distribution satisfies ( ) ( ){ } ,2/12 −∝ θσθπ  with ( )2σ θ =  
( ) ( ) ( ){ } ( ){ }2exp 2 2 2exp 2 exp / 2 exp / 2 / 2 .µ θ µ θ µ θ µ θ+ − + + + +  In setting (ii), we have 
( ) ( ){ } ( ) ( ){ } 0,2/exp5.0,, 010101 =+−=′ θθµθθ XGEXGXGE . Then Propositions 2 & 3 provide 
asymptotically that ( ) ( )θθ ˆ~ BiasBias −= . The MC results related to scenarios (i) and (ii) are presented in 
Tables 1 and 2, respectively. 
Under setting (i) with ~,...,1 nXX ( )2 ,10N , ( )1Exp , ( )1Chisq  and ( ).50 ,0Lognormal , when 
sample sizes of n=15 and 25, we show in Table 1 that the penalized MELEs have smaller biases on 
average than those of the MELEs. Table 1 demonstrates that the mean squared errors (MSE) of the 
penalized MELEs, )~(θMSE , are less than those of the MELEs, )ˆ(θMSE . Similar results can also be 
observed for moderate sample sizes of n=50 and n=75. When sample size increases to n=100 and n=150, 
both the MELEs and the penalized MELEs are very close to the true parameter value 0θ  and the MELEs 
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still have less bias on average than those of the MLEs. The MSEs of the MELEs and the penalized 
MELEs are almost the same. The MC study confirms that in setting (i) the penalized MELEs have less 
bias on average than the MELEs. This result is in accordance with the Propositions 2 and 3 that show 
asymptotically the first order bias ( ) 0~ =θBias  and ( ) 0ˆ ≠θBias  in setting (i). 
Given setting (ii) and in accordance with Propositions 2 and 3 in Section 3, we can expect that 
the MELEs on average underestimate the true parameter value 0θ and the penalized MELEs 
overestimate the true parameter value 0θ  for considered cases since the asymptotically first order biases 
of θˆ  and θ~  have the asymptotical relation ( ) ( )θθ ˆ~ BiasBias −= . Here, the MC study confirms this 
conclusion as shown in Table 2. For relatively small sample sizes of n=15 and n=25, the penalized 
MELEs still provide estimators with smaller biases on average than those of the MELEs. The mean 
squared errors (MSE) of the penalized MELEs, )~(θMSE , are less than those of the MELEs, )ˆ(θMSE . 
For moderate sample sizes of n=50 and n=75, the penalized MELEs provide smaller biases on average 
than those of the MELEs. The mean square errors (MSE) of the penalized MELEs, )~(θMSE , are a little 
larger than those of the MELEs, )ˆ(θMSE . When sample size increases to 100 and 150, both the MELEs 
and the penalized MELEs are very close to the true parameter value 0θ . 
Table 1: The Monte Carlo expectations of the MELE θˆ  and the penalized MELE θ~  of θ , when 
( ) 2, 2G X X Xθ θ= − .  
 
N(10,2) 
 
Exp (1) 
 
n  15 25 50 75 100 150 15 25 50 75 100 150 
0θ  5.200 5.200 5.200 5.200 5.200 5.200 1.000 1.000 1.000 1.000 1.000 1.000 
θˆ  5.185 5.193 5.195 5.196 5.197 5.198 0.934 0.959 0.982 0.981 0.991 0.994 
θ~  5.194 5.200 5.199 5.198 5.199 5.200 0.945 0.971 0.993 0.990 0.999 0.999 
( )0ˆ θθ −n  -0.229 -0.167 -0.233 -0.312 -0.271 -0.251 -0.984 -1.015 -0.882 -1.403 -0.878 -0.907 
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( )0~ θθ −n  -0.092 -0.014 -0.062 -0.133 -0.090 -0.066 -0.818 -0.720 -0.357 -0.743 -0.148 -0.088 
( )θˆMSE  0.067 0.041 0.020 0.014 0.010 0.007 0.104 0.070 0.039 0.024 0.020 0.013 
( )θ~MSE  0.061 0.038 0.020 0.013 0.010 0.007 0.095 0.065 0.035 0.021 0.020 0.013 
 
Chisq(1) 
 
Lognormal(0,0.5) 
n  15 25 50 75 100 150 15 25 50 75 100 150 
0θ  1.500 1.500 1.500 1.500 1.500 1.500 0.728 0.728 0.728 0.728 0.728 0.727 
θˆ  1.305 1.389 1.453 1.458 1.473 1.480 0.711 0.718 0.722 0.723 0.725 0.726 
θ~  1.317 1.408 1.473 1.477 1.490 1.494 0.715 0.721 0.725 0.726 0.727 0.727 
( )0ˆ θθ −n  -2.921 -2.763 -2.330 -3.139 -2.701 -2.980 -0.243 -0.240 -0.279 -0.314 -0.293 -0.287 
( )0~ θθ −n  -2.741 -2.304 -1.352 -1.749 -1.014 -0.876 -0.192 -0.153 -0.135 -0.139 -0.098 -0.071 
( )θˆMSE  0.455 0.313 0.197 0.133 0.101 0.068 0.020 0.013 0.007 0.005 0.004 0.002 
( )θ~MSE  0.405 0.283 0.187 0.132 0.102 0.070 0.007 0.005 0.004 0.003 0.002 0.002 
Table 2: The Monte Carlo expectations of the MELE θˆ  and penalized MELE θ~  of θ , when 
( ) ( ) ( ), exp exp / 2G X Xθ µ θ= − + . 
 N(0,1) N(1,1) 
n  15 25 50 75 100 150 15 25 50 75 100 150 
0θ  1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
θˆ  0.893 0.937 0.967 0.978 0.987 0.988 0.898 0.936 0.968 0.972 0.984 0.989 
θ~  1.029 1.030 1.022 1.017 1.017 1.009 1.032 1.029 1.023 1.011 1.015 1.011 
( )0ˆ θθ −n  -1.612 -1.587 -1.642 -1.628 -1.337 -1.817 -1.533 -1.608 -1.603 -2.115 -1.573 -1.596 
( )0~ θθ −n  0.428 0.745 1.087 1.292 1.698 1.329 0.474 0.723 1.156 0.842 1.462 1.581 
( )θˆMSE  0.406 0.257 0.133 0.087 0.067 0.044 0.403 0.249 0.131 0.087 0.066 0.045 
( )θ~MSE  0.367 0.257 0.134 0.088 0.069 0.045 0.370 0.247 0.132 0.088 0.067 0.046 
 N(1.5,1) N(1.5,1.5) 
n  15 25 50 75 100 150 15 25 50 75 100 150 
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0θ  1.000 1.000 1.000 1.000 1.000 1.000 1.500 1.500 1.500 1.500 1.500 1.500 
θˆ  0.887 0.934 0.971 0.977 0.985 0.990 1.324 1.386 1.440 1.459 1.464 1.475 
θ~  1.022 1.027 1.025 1.016 1.015 1.011 1.518 1.531 1.532 1.528 1.519 1.514 
( )0ˆ θθ −n  -1.696 -1.660 -1.466 -1.749 -1.507 -1.454 -2.641 -2.842 -3.024 -3.043 -3.591 -3.679 
( )0~ θθ −n  0.331 0.664 1.264 1.173 1.543 1.711 0.264 0.777 1.622 2.108 1.872 2.147 
( )θˆMSE  0.401 0.260 0.130 0.089 0.067 0.044 0.732 0.455 0.245 0.173 0.125 0.087 
( )θ~MSE  0.363 0.257 0.134 0.090 0.070 0.046 0.706 0.473 0.266 0.180 0.136 0.094 
5 Real Data Example 
In this section, a real data example is presented in order to illustrate the practical applicability of the 
proposed bias reduction method. The example is based on data from a study that evaluated the 
association between biomarkers and myocardial infarction (MI). The study was focused on the residents 
of Erie and Niagara counties, 35-79 years of age (Schisterman et al. 2001). The New York State 
department of Motor Vehicles drivers’ license rolls was used as the sampling frame for adults between 
the age of 35 and 65 years, while the elderly sample (age 65-79) was randomly chosen from the Health 
Care Financing Administration database. We consider the biomarker “Vitamin E” supplement that is 
often used to quantify antioxidant status of an individual and could prevent heart disease (Rimm et al. 
1993). A total of 2390 measurements of Vitamin E were evaluated by the study. 547 of them were 
collected from cases who survived on MI and the other 1843 from controls who had no previous MI. We 
denote the data points in control and case groups as ( 1Y ,…, 1843Y ) and ( 1X ,…, 547X ), respectively. 
We applied the proposed bias reduction method in the context of the M-estimators of Yθ  and Xθ  
that are given as the roots of ( ) 031 =− YYE θ  and ( ) 031 =− XXE θ , respectively. In this case, the 
corresponding MELEs, Yθˆ  and Xθˆ , are solutions of ( ) 0ˆ,1843 184311 =∑ =− i YiYG θ  and 
( ) 0ˆ,547 547
1
1 =∑ =− i XiXG θ  where ( ) ( )
3, θθ −= uuG . We illustrate the proposed method employing the 
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following bootstrap-type algorithm: The strategy is that samples of sizes n= 25, 50, 75 and 100 are 
randomly selected from the Vitamin E measurements related to control and case groups, respectively. 
These samples are then used to compute values of the sample MELEs, Ynθˆ  and Xnθˆ , and the sample 
penalized MELEs, Ynθ
~  and Xnθ
~ , defined in Section 3 for the control and case groups, respectively. In 
order to obtain penalized MELEs, the corresponding EL priors satisfies ( ) ( ){ } 2/12 −∝ θσθπ YY  with
( ) ( ){ } ( ){ }[ ]21212 ,/, θθθσ YGEYGEY ′=  and ( ) ( ){ } 2/12 −∝ θσθπ XX with 
( ) ( ){ } ( ){ }[ ]21212 ,/, θθθσ XGEXGEX ′=  for control and case groups, respectively. Since the underlying 
data distributions are unknown, we can use the sample moments estimators of ( )1XE , ( )21XE , ( )31XE , 
( )1YE , ( )21YE  and ( )31YE  in order to approximate the prior distributions. The evaluated MELEs, Ynθˆ  
and Xnθˆ , and penalized MELEs, Ynθ
~  and Xnθ
~ , were calculated based on samples of sizes n= 25, 50, 75 
and 100 that are smaller than the rest of data (1843-n) and (547-n) (the amount of observations that are 
not used to compute evaluated estimators with respect to case and control groups). Then the rest of the 
data points, 1843-n and 547-n, are used to estimate the true parameter values Ynθ  and Xnθ  that satisfy 
( )∑ −= =−
n
i Yni
Y1843
1
3 0θ  and ( )∑ −= =−
n
i Xni
X1843
1
3 0θ  for control group and case group, respectively. In 
this bootstrap-type algorithm, the R functions optimize (R Development Core Team 2015) can be used 
to compute values of Ynθˆ  and Ynθ
~  for the control group ( Xnθˆ  and Xnθ
~  for case group). The values of 
(1843-n) and (547-n) were chosen to be relatively large so that the calculated estimators Ynθ  and Xnθ  
are close to the true theoretical values. The strategy above was repeated 10,000 times in a bootstrap 
manner to compute the MC average bias of the MELEs and the penalized MELEs. Table 3 presents the 
results of this data example related to MI. This bootstrap-type test shows that the proposed penalized 
MELEs on average have less bias than those of the corresponding MELEs for both the control and case 
groups. 
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Table 3. The bootstrap-type expectations of the MELEs ( Ynθˆ  and Xnθˆ ) and the penalized MELEs ( Ynθ
~  
and Xnθ
~ ) for case and control groups 
Control n=25 n=50 n=75 n=100 
Ynθ  17.813 17.815 17.817 17.819 
YnYn θθ −
~
 -0.783 -0.412 -0.274 -0.211 
YnYn θθ −ˆ  -1.166 -0.772 -0.601 -0.509 
Case n=25 n=50 n=75 n=100 
Xnθ  18.558 18.553 18.534 18.517 
XnXn θθ −
~
 -2.074 -1.316 -0.776 -0.441 
XnXn θθ −ˆ  -2.503 -1.824 -1.353 -1.053 
6 Conclusion 
In this article, we derived a Jeffreys-type EL prior, focusing on an integrated K-L distance between the 
EL-based posterior and prior density functions. Rigorous evaluations of this K-L distance are shown to 
provide a nonparametric counterpart to the classical result obtained in parametric based statistics. We 
applied the proposed EL prior to develop a methodology for removing the first-order term from the 
asymptotic bias of solutions of general estimating equations and M-estimation schemes. An extensive 
MC study and a data example confirmed the efficiency and applicability of the proposed method.  
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Appendix A. Proof Schemes 
Proof of Proposition 1: To prove Proposition 1, we represent Equation (7) as  
( ) ( ) ( ){ } ( ) ( ) ( ){ }{ } θξξξπθπθθθππ ddlrEdlrEI een ∫ ∫∫ −= explog ,  (A.1) 
where ( )θelr  is defined in (6). The proof scheme of Proposition 1 is based on the following two stages: I) 
we will evaluate the first component of the right side in (A.1) to show that the expectation ( ){ }θelrE  
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converges to -1/2, asymptotically. Intuitively this fact follows from the Wilks-type result, ( )θlr2− →
2
1χ  as n → ∞  (Owen 2001). However the convergence in expectation requires more complicated 
considerations; II) regarding the second component of the right side in (A.1), we will use the results 
related to the marginal EL that are obtained in Vexler, Ge, and Hutson (2014). These results in the EL 
setting adapt and extend Laplace’s method used in the parametric Bayesian analysis (Tierney and 
Kadane 1986). Technical proofs of the lemmas used in this appendix are presented in the Supplementary 
Material, Appendix B. 
Attending to the first stage of the proof scheme mentioned above, we note that 
( ){ } ( ) ( ){ }[ ] ( ) ( ){ }θθθθ cnnne BDBIlrElrE Pr log2 22 −−=− . It is clear that ( ) ( ) ( )1Pr log oBD cnn =  as ∞→n , 
since the Chebyshev inequality provides  
( ) ( ){ } 





<<∑
=
MXGIXG
n
i
ii
1
2 0,,Pr θθ ( ) ( ){ }[ ] ( ) 3
3
1
2 0,, −
=
−<−≤ ∑ MnqXGIXGqE
n
i
ii θθ  
( )5.1−= nO  with ( ){ } ( ){ }[ ]0,, 121 <= θθ XGIXGEq  assuming ( ){ } ( ){ } ∞<< 3121 0,, θθ XGIXGE . Next 
we evaluate the main term ( ) ( ){ }[ ]θθ nBIlrE  2− , showing that ( ) ( ){ }[ ] 1 2 →− θθ nBIlrE  asymptotically. 
To this end, we rewrite ( ) ( ){ }[ ]θθ nBIlrE  2−  using two integrals  
( ) ( ){ }[ ]θθ nBIlrE  2− ( ) ( ){ } ( ) ( ){ }∫∫
∞
>−+>−=
n
n
b
n
b
n dxBxlrdxBxlr θθθθ  ,2Pr ,2Pr
0
, (A.2) 
where ( ) 0<θlr , ε−= 1nbn  and 0>ε . The following lemma considers the first component of the right 
side of (A.2).  
Lemma A1. Assume that, for 0>γ , ( ) ∞<+γθ 41 ,XGE . Then, defining ε−= 1nbn  with , we 
have 
( ) ( ){ } 1 ,2Pr
0
→>−∫
nb
n dxBxlr θθ , as ∞→n . 
0 1ε< <
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The corresponding lemma A1 proof scheme is based on results shown in DiCiccio, Hall, and Romano 
(1991). 
In order to show that the remainder term ( ) ( ){ }∫
∞
>−
nb
n dxBxXlr θθ  ,|2Pr  in (A.2) vanishes to 
zero, we present the lemmas below. These lemmas incorporate the Lagrange multiplier λ  related to the 
Lagrangian equation  
( )∑∑∑
===
−





−+=
n
i
ii
n
i
i
n
i
i XGpppH
11
1
1
,1log θλλ , 
in order to maximize the EL, ∏=
n
i i
p
1
, given the constraints 1
1
=∑ =
n
i i
p  and ( ) .0,
1
=∑ = θi
n
i i
XGp  It can 
be easily shown that n=1λ , ( ){ } 1, −+= θλ ii XGnp , i=1,..,n, and λ  is the solution of 
( ) ( ){ } 0,,
1
1 =+∑ =−
n
i ii
XGnXGn θλθ ; for details, see Qin and Lawless (1994). 
Lemma A2. We have that 0≥λ  if and only if ( ) 0,
1
≥∑ =
n
i i
XG θ ; 0<λ  if and only if ( ) 0,
1
<∑ =
n
i i
XG θ . 
Lemma A3. The Lagrange multiplier λ  satisfies ( ) ( ){ } i
n
i i
n
i i
pXGXG ∑∑ === 1
2
1
,/, θθλ . 
Lemma A4. If 0≥λ ,we have ( ) ( ) ( ){ }
1
1
2
1
0,,,0
−
==






<<≤ ∑∑ θθθλ i
n
i
i
n
i
i XGIXGXGn ; if 0≤λ , we have 
( ) ( ) ( ){ } 00,,,
1
1
2
1
<<





>
−
==
∑∑ λθθθ i
n
i
i
n
i
i XGIXGXGn . 
Remark 1. Lemma A4 provides the exact non-asymptotic bounds for λ . Owen (1988) used very 
complicated considerations to obtain the approximate bounds for λ  as ∞→n . Lemma A4 immediately 
demonstrates that ( )2/1nOp=λ  when { }1( , ) 0E G X θ = . Lemmas A1 & A4 can be useful in the context 
of numerical computations of ELs, providing, e.g., the exact bounds for λ  that is a numerical solution of 
( ) ( ){ } 0,,
1
1 =+∑ =−
n
i ii
XGnXGn θλθ .  
 By virtue of Lemmas A1-A4, we conclude that the remainder term asymptotically vanishes with 
the following lemma. 
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Lemma A5. Assume that for 0>γ , ( ) ∞<+γθ 81 ,XGE . Then  
( ) ( ){ } )1( ,|2Pr odxBxXlr
nb
n =>−∫
∞
θθ , as ∞→n . 
Thus we show that the remainder term ( ) ( ){ }∫
∞
>−
nb
n dxBxXlr θθ  ,|2Pr  in (A.2) vanishes asymptotically 
to zero. Then by virtue of (A.1), we have ( ){ } 12 →− θelrE . This completes the first stage of the proof 
scheme of Proposition 1. 
In the second stage of the proof scheme of Proposition 1, we analyze the term 
( ) ( ) ( ){ }[ ] θζζζπθπ ddlrE e∫ ∫ explog  at (A.1). In a similar manner to the evaluation of ( ){ }θelrE  shown 
above, we prove that 
( ) ( ){ }[ ] ( ){ }[ ] ( )1/)(2logexplog 2/12 ondlrE e +=∫ θπσθπζζζπ , 
where ( ) ( )[ ] ( )[ ]222 ,/, θθθσ XGEXGE ′=  with ( ) ( ) θθθ dXdGXG /,, =′ . Intuitively this result follows 
from the fact that ( ) ( ){ } ( )( ) ( ),/2exp 2/12/12 −+=∫ nondlr pMM πσθπζζζπ  where 
( ){ } ( )∑ ∑
=
−
=
−−






∂∂=
n
i
n
i
iiM XGnXGn
1
2
1
1212 /ˆ,ˆ, θθθσ  and θˆ  is the solution of ( ) 0ˆ,1 =∑ =ni iXG θ  (Vexler, Ge, and 
Hutson 2014). Following the algorithm of proofs shown in Vexler, Ge, and Hutson (2014), we denote a 
positive sequence ∞→= −βϕ 6/1nn  with the property that 0
2/1 →− nn ϕ  where ( )61,0∈β  and focus on 
the following expression  
( ){ } ( ) ( ){ } ( ) n
n
n ee
Rdlrdlr n
n
+= ∫∫
−
−
+
−
2/1
2/1
ˆ
ˆ expexp
ϕθ
ϕθ
ζζπζζζπζ , 
where the remainder term ( ){ } ( ) ( ){ } ( )∫∫
∞
+
−
∞− −
−
+=
2/1
2/1
ˆ
ˆ
expexp
n e
n
en
n
n dlrdlrR
ϕθ
ϕθ
ζζπζζζπζ . 
By virtue of that ( ){ } ( )[ ] 0explog <∫ ζζπζ dlre , we have the following two inequalities 
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( ){ } ( )[ ]∫ ζζπζ dlrE eexplog  
( ){ } ( ) ( ) ,explog
2/1
2/1
ˆ
ˆ 





<











 +≤ ∫
−
−
+
− nnn
n
n e
dRIRdlrE n
n
ϕθ
ϕθ
ζζπζ  
( ){ } ( ) ( ){ } ( ) ( ) ,explogexplog
2/1
2/1
2/1
2/1
ˆ
ˆ
ˆ
ˆ 





≥











 +−








 +≤ ∫∫
−
−
−
−
+
−
+
− nnn
n
n en
n
n e
dRIddlrEddlrE n
n
n
n
ϕθ
ϕθ
ϕθ
ϕθ
ζζπζζζπζ and 
( ){ } ( ){ }[ ]≥∫ ζζπζ dlrE eexplog ( ){ } ( ) 








∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlrE
ϕθ
ϕθ
ζζπζ ,        (A.3) 
where we use ( )τndn −= exp  with βτ 23/10 −<< . We will show that the upper and lower bounds in 
(A.3) converge to a same value as ∞→n . Towards this end, we derive a bound for 
( ){ } ( )





− ∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlr
ϕθ
ϕθ
ζζπζ  in the next lemma. This bound will assist in evaluating the remainder 
term ( ){ } ( ) ( )


 ≥





 +∫
−
−
+
− nnn
n
n e
dRIddlrE n
n
2/1
2/1
ˆ
ˆ explog
ϕθ
ϕθ
ζζπζ . 
Lemma A6. Assume that ( ) θθ ∂∂ /,xG  is bounded by some function ( )xQ  for 
[ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  where βϕ −= 6/1nn  with ( )61,0∈β . Then 
( ) ( ) ( )( ) ( ) ( )





−





 −≤





−< ∫∑∫
−
−
−
−
+
−=
+
−
ζζπϕζζπ
ϕθ
ϕθ
ϕθ
ϕθ
ζ dDMXQnde
n
nn
n
i in
n
n
lr n
n
n
n
e
2/1
2/1
2/1
2/1
ˆ
ˆ
2
1
2
ˆ
ˆ loglog/2log0 , 
where ( )ncDn 0exp −=  and 0c  is a positive constant. 
Lemma A7. Assume that ( ) θθ ∂∂ /,xG  is bounded by some function ( )xQ with ( ){ } ∞<41XQE  for 
[ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  where βϕ −= 6/1nn  with ( )61,0∈β . Then 
( ){ } ( ) ( ) 0explog
2/1
2/1
ˆ
ˆ →


 ≥





 +− ∫
−
−
+
− nnn
n
n e
dRIddlrE n
n
ϕθ
ϕθ
ζζπζ , 
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where ( ){ } ( ) ( ){ } ( )∫∫
∞
+
−
∞− −
−
+=
2/1
2/1
ˆ
ˆ
expexp
n e
n
en
n
n dlrdlrR
ϕθ
ϕθ
ζζπζζζπζ  and ( )ξndn −= exp  with 
βξ 23/10 −<< . 
By virtue of Lemmas A6 and A7, using (A.3) we have 
( ){ } ( ) ( ) ≤+








 +− ∫
−
−
+
−
1explog
2/1
2/1
ˆ
ˆ oddlrE n
n
n e
n
n
ϕθ
ϕθ
ζζπζ ( ){ } ( ){ }[ ]∫− ζζπζ dlrE eexplog  
( ){ } ( ) 








−≤ ∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlrE
ϕθ
ϕθ
ζζπζ .         (A.4) 
Taking into account of (A.4) and the following lemma result, we complete the second stage of the 
proof of Proposition 1. 
Lemma A8. Assume that, for some 0>γ  and all θ . ( ) ∞<+γθ 81 ,XGE  and the following conditions are 
satisfied: ( ) θθ ∂∂ /,xG  and ( ) 22 /, θθ ∂∂ xG  are bounded by some function ( )xQ  with ( ){ } ∞<41XQE , 
for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ , where βϕ −= 6/1nn , ( )61,0∈β . Define ( )θπ  to be a twice 
continuously differentiable on [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  prior density function. Then 
( ) ( ){ }{ }[ ] ( ){ }[ ] ( )1/)(2logexplog 2/12 ondlrE e +−=− ∫ θπσθπζζζπ ,  
where ( ) ( ){ } ( ){ }222 ,/, θθθσ XGEXGE ′=  and ( ) ( ) θθθ ∂∂=′ /,, XGXG . 
The corresponding lemma A8 proof scheme is based on results shown in Vexler, Ge, and Hutson 
(2014) and Zhong and Ghosh (2016). 
Thus lemmas (A.4) and (A.8) complete the proof of Proposition 1. 
Proof of Corollary 1: The proof of Corollary 1 is technically straightforward and similar to that shown in 
Lehmann and Casella (1998, pp. 261-262) and thus is omitted. 
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Proof of Proposition 3: Define ( ) ( ) ( ){ } ( ) ( ){ }θπθθπθθ logexplog +== lrlrH . By the definition of θ~  in 
section 3, it satisfies 
( ) 0|/ ~ =∂∂
=θθθθH .       (A.5) 
Since ( ) { } 5.02 )( −∝ θσθπ , one can directly set the prior function to be ( ) { } 5.02 )( −= θσθπ  as the penalized 
function in ( )θH . Denote ( ) ( ),2 θσθ =A  ( ) ( ) ,/ θθθ ∂∂=′ AA  ( ) ( ) 22 / θθθ ∂∂=′′ AA , ( ) ( ) θθθ ∂∂=′ /lrrl  
and ( ) ( ) 22 / θθθ ∂∂=′′ lrrl . By the first order Taylor expansion to ( ) 0/~ =∂∂ θθH  in (A.5) around θˆ , we 
obtain 
( ) ( ) ( )( ) ( )
( ) ( ) ( ){ }
( )
( )θθ
θ
θθθθ
θ
θθθθ
θθ
θθ
ˆ~
2ˆ2
ˆˆ0|/
**
2
2
~ −




 ′−′′
−′′+
′
−′==
=
= A
AAArl
A
ArlddH ,   (A.6) 
where ( )θθρθθ ˆ~ˆ** −+=  with ( )1,0∈ρ . 
By virtue of the results that ( ) 0ˆ =′ θrl  and ( ) ( )nOrl p=′′ θ  (for details see the proof of Lemma A8 in SM, 
Appendix B), we have the following lemma. 
Lemma A9. We have  
( )1ˆ~ −=− nOpθθ .       (A.7) 
Then by a second order Taylor expansion to ( ) 0/~ =∂∂ θθH  in (A.5) around θθ ˆ~ = , we have 
( ) ( )( ) ( )( )
( ) ( ){ } ( ) ( )( ) 0ˆ~ˆ~
2
/ˆ~ˆ
ˆ2
ˆˆ 2
3
*3
ˆ
=−
∂
∂
+−
∂
′∂
−−′′+
′
−′
=
θθ
θ
θθθ
θ
θθθθθ
θ
θθ
θθ
HAArl
A
Arl , (A.8) 
where ( )θθρθθ ˆ~ˆ 1* −+=  with ( )1,01 ∈ρ . 
The above expansion (A.8) and Lemma A9 imply that 
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( )
( ) ( ){ } ( )
2
ˆ
1
2
ˆ~ −
=
− +′′
′
=− nOrl
A
A
p
θθ
θ
θ
θθθ .    (A.9) 
The expression of ( )θrl ′′  can be easily found by taking the derivative of the constraint equation 
( ) ( ){ } 0,,
1
1 =+∑ =
−n
i ii
XGnXG θλθ  with respect to θ . Then one can obtain the following results 
regarding (A.9): ( ){ } ( ){ } ( ){ } 221 0 1 0ˆ , / , 0E lr nE G X E G Xθ θ θ ′′ ′+ →  , ( ) ( )0ˆ θθ AA ′→′ , where  
( ) =′ θA ( ) ( ){ } ( ){ }[ ] 2111 ,,,2 −′′ θθθ XGEXGXGE ( ){ } ( ){ } ( ){ }[ ] 31121 ,,,2 −′′′− θθθ XGEXGEXGE  (for details 
see the proof of Lemma A8 in SM, Appendix B). 
Thus, it is clear that by (A.9) and Proposition 2 we complete the proof of Proposition 3. 
Appendix B. Supplementary Material 
The supplementary material contains: Details of the technical derivations and proofs corresponding to 
the theoretical results and Lemmas presented in this paper as well as detailed remarks of the relevant 
research article, Clarke and Yuan (2010). 
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Remark A1.  
In the parametric Bayesian setting, Clarke and Yuan (2010) introduced the mutual information  
( ) ( ) ( ) ( ) ( ){ }∫ ∫=Θ )()(|log|; θµµθπθπθθπ ddXXXLXI n , 
where ( ) ( ) ( ) ( ) ( )∫= ξξπξθπθθπ dXLXLX |/|| , ( )θπ  is the prior density function, and 
( )θ|XL  defines the likelihood ( )∏ =
n
i i
Xf
1
|θ . The notation µ  generically denotes a dominated 
measure. To be consistent with the definitions discussed in Hartigan (1998), one can assume 
                                                             
1 Drs. Vexler’s effort was supported by the National Institutes of Health (NIH) grant 
1G13LM012241-01. 
 
2 
 
∏===
n
i i
dXdXdX
1
)(µ . Clarke and Yuan (2010) examined a nonparametric version of 
( )nXI ;Θ  of the form 
( ) ( ){ } ( ){ } ( ) ( ){ }{ }∫ ∫ ∫ θξξξπθθθπ dXddlll expexplogexp , 
where the log empirical likelihood ( )θl  defined in (4) heuristically plays the role of the 
parametric log likelihood. We refer the reader to Theorem 2.4. and p. 64 (the fourth line from the 
bottom) of Clarke and Yuan (2010) to a clear definition of the evaluated quantity. Unfortunately, 
the empirical likelihood (EL) ( ){ }θlexp  is not a joint density function. It is well known that 
( ){ } ( ){ } ( )2
1
12 /~)log(2 ∑ ∑∑ =−−−+−
n
i iii
XnXXnnl θθ  when θθ −= ii XXG ),(  in (4). Given 
these considerations it follows that the boundedness of 
( ){ } ( ){ } ( ) ( ){ }{ }dXdlll∫ ∫ ξξξπθθ expexplogexp  is a concern in general. 
Unlike Clarke and Yuan (2010), in this paper we present the necessary conditions and 
rigorous proofs for deriving the EL prior. The following critical points can be directly associated 
with the results shown in Clarke and Yuan (2010). 
1. In general EL functions cannot be defined for all possible values of their parameters according 
to the EL methodology (Owen 2001. This issue is associated with abilities to numerically 
evaluate the probability weights involved in many EL forms, depending on values of their 
parameters. For example, in a simple but common case, the log EL function for the mean has the 
form 
( )






=== ∑∑∑
===
<<
θθ
n
i
ii
n
i
i
n
i
ipp
pXppl
n 1111,...,0
,1:logmax
1
. 
Then the probability weights ip ’s, i=1,…,n, cannot be derived when ( ) ( ){ }iniini XX ,..,1,..,1 max,min ==∉θ . 
Clarke and Yuan (2010) considered the integration of the EL function, ( ){ }θlexp , over 
( )∞∞−∈ ,θ . This problem cannot be corrected by taking into account the appropriate bounds of 
the parameter θ , since in the definition of the classical EL these bounds depend on random data, 
3 
 
( ) ( ){ }iniini XX ,..,1,..,1 max,min ==∈θ , whereas ( ){ }[ ]θlE exp  should be integrated over θ  in the functional 
( ) ( ) ( ){ }[ ] θθπθπθπ dXE |log∫  and this integration cannot depend on data. 
2. In several proof schemes applied in Clarke and Yuan (2010), one can detect heuristic and non-
rigorous techniques that substitute in place of the necessary mathematical arguments. For 
example, consider the term ( )nn θ1−Λ  analyzed in equation (2.3.13, p. 64) of Yuan and Clarke 
(2010). There ( ) ( )
n
dpdn n
i inn θθ
θθθ ==
−− ∑=Λ |/log 21 211 , where ( )θip , i=1,…,n, are related to the 
EL function, ( )∏ ==
n
i i
pEL
1
θ  is constrained by ( ) 1
1
=∑ =
n
i i
p θ , ( ) ( ){ }1 , 0
n
i ii
p G Xθ θ
=
=∑ and 
( )θθϖθθ −+= nn ˆ  with ( )1 ,0∈ϖ . Thus the second order Taylor expansion of the EL function 
provides the relationship ( ) ( ){ } ( ) ( ) Λ−+= −== ∏∏ nnn
n
i ni
n
i i
npp θθθθθ 1
2
11
ˆ5.0ˆlogexp . It is clear 
that ( )nn θ1−Λ  depends on values of θ  that are involved in the integral considered in Equation 
(2.3.13) and thus cannot be exchanged outside the integral, i.e., 
( ) ( ){ }∫  −+Λ−−
− ααθϖααθ dn nnn ˆˆ5.0exp
12 ≠ ( ){ } ( ){ }∫ −−Λ− ααθθ dn nnn 21 ˆ5.0expexp . Then one 
can conclude that result (2.3.13) provided in Clarke and Yuan (2010) is not rigorous. To obtain 
the asymptotic result regarding the Shannon mutual information, the second derivatives 
( ) ( ) 22)2( /log θθθ dpdl ii = , i=1,…,n, should be proven to be bounded with respect to parameter 
θ  such that ( ) ( )nOl p
n
i i
=∑ =1 )2( θ  (Vexler, Ge, and Hutson 2014a). This is assumed to be held 
without any justification in Clarke and Yuan (2010). 
3. Clarke and Yuan (2010, pp. 64, 3rd line from the bottom) calculated the integral 
( ) ( ) ( )∫ ∏ =Λ− nni in dXdXpn ...ˆ5.0 11
2
θθθθ  with ( ) ( ){ }[ ] ( ) ( ){ }[ ] ,,,, 12 −′′=Λ θθθθ XGXGEXGE  
where ( ) ( ) θθθ ∂∂=′ /,, XGXG  and ( ){ }∏ == ni in p1logmaxargˆ θθ θ . This integral was presented 
as a mathematical expectation and computed with respect to the “density” function 
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( ) ( )θθ ∏ ==
n
i i
pXp
1
| , see also Eq. (2.3.13) in Clarke and Yuan (2010). Since, in general, the EL 
function ( )θ∏ =
n
i i
p
1
 is not a proper joint density function, ( ) 1...11 ≠∫∏ = n
n
i i
dXdXp θ  and 
( ) n
n
i i
dXdXp ...11∫∏ = θ  can be unbounded. Thus the approach of Clarke and Yuan to calculate the 
integral ( ) ( ) ( )∫ ∏ =Λ− nni in dXdXpn ...ˆ5.0 11
2
θθθθ  is non-rigorous. 
Remark A2.  
Let the log EL ratio be ( ) ( ){ }[ ]nnllr θθ explog= , where  
( ) ( )






=== ∑∑∑
===
<<
θθ
n
i
ii
n
i
i
n
i
ipp
pXppl
n 1111,...,0
,1:logmax
1
. 
Since the log EL ratio for the mean can be associated with the t-statistic (Owen 1990; Vexler et 
al. 2009), we begin with a consideration of the expectation of the t-statistic type object in the 
form ( ){ } ( ) 


 −− ∑∑ ==
n
i i
n
i i
XXE
1
22
1
/ θθ . The statistic ( ){ } ( )∑∑ == −− ni ini i XX 1 2
2
1
/ θθ  has 
asymptotically a 21χ  distribution as ∞→n  and θ=1EX . Using a common technique, for all 
,15.0 << ε  we have 
( ){ } ( ) 


 −− ∑∑ ==
n
i i
n
i i
XXE
1
22
1
θθ  
( ){ } ( ){ } ( ){ }


 −≥−−−= ∑∑∑ =
−
==
εσθθθ nnXIXXE n
i i
n
i i
n
i i
2
1
21
1
22
1
 
  ( ){ } ( ){ } ( ){ }


 −<−−−+ ∑∑∑ =
−
==
εσθθθ nnXIXXE n
i i
n
i i
n
i i
2
1
21
1
22
1
 
  ( ){ } ( )


 −−≤ ∑ = εσθ nnXE
n
i i
22
1
 
  ( ) ( ){ } ( ){ }


 −≤−−−+ ∑∑ ∑ ==
−
=
εσθθθ nnXIXXnE n
i i
n
i
n
i ii
2
1
2
1
1
1
22  
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( ) ( )εσσ nnn −= 22 + ( ){ } 


 >−−∑ = r
rn
i i
nXn εθσ
1
22Pr  
( ) ( )εσσ nnn −≤ 22 + ( )( )rnO ε−+ 5.01 ,  
( ){ } ( ) 


 −− ∑∑ ==
n
i i
n
i i
XXE
1
22
1
/ θθ  
   ( ){ } ( ){ } ( ){ }


 +<−−−≥ ∑∑∑ =
−
==
εσθθθ nnXIXXE n
i i
n
i i
n
i i
2
1
21
1
22
1
 
( ){ } ( ) ( ){ }


 +<−+−≥ ∑∑ == εε σθσθ nnXInnXE
n
i i
n
i i
2
1
222
1
 
   ( ){ } ( )εσθ nnXE n
i i
+−= ∑ = 2
2
1
 
( ){ } { } ( ){ }


 +≥−+−− ∑∑ =
−
=
εε σθσθ nnXInnXE n
i i
n
i i
2
1
2122
1
 
   ( ) ( )εσσ nnn −= 22 + ( )( )rnO ε−+ 5.01 , ( )212 θσ −= XE  and ( ) 15.0 −−> εr , 
Thus we show that ( ){ } ( ) ,1/ 211 2
2
1
=→


 −− ∑∑ == χθθ EXXE
n
i i
n
i i
 as .∞→n  The classical 
Cauchy-Schwarz inequality ( ){ } ( )∑∑ == −≤− ni ini i XnX 1 2
2
1
θθ  plays an important role in the 
proof scheme above. This inequality ensures that ( ){ } ( ) ∞<


 −− ∑∑ ==
n
i i
n
i i
XXE
1
22
1
/ θθ , for all 
θ .  
Regarding the expectation of the log EL ratio, one can show that ( ){ }θlrE =
( )( ){ }1log 1 /n iiE X nl θ= + −∑  where l  is a root of ( ){ }[ ] 011 =−+∑ =− ni ii XnXn θl  (Owen 
2001). In this case, we cannot use the Cauchy-Schwarz inequality to show ( ){ }θlrE  is bounded. 
To outline this concern, we use the Taylor expansion, in which ( ) nX i /θl −  can be expanded 
around 0, to note that 
( ){ }=θlrE ( ){ }[ ]∑ = −+ni i nXE 1 /1log θl ( ){ }∑ = −≈ ni i nXE 1 /θl , as .∞→n  
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The appendix of our paper presents Lemma A3 that demonstrates 
( ){ } ( ){ } ( ){ }


 −−=− ∑∑∑ ===
n
i ii
n
i i
n
i i
pXnXEnXE
1
22
11
// θθθl , 
where it is incorrect in general to state that ( ){ } ( )∑∑ == −≤− ni iini i pXnX 1 22
2
1
θθ  for certain 
values of θ , especially if values of θ  are close to ( )ini X,..,1min=  or ( )ini X,..,1max= . For example, when θ  
is very close to ( ),min
,..,1 ini
X
=
 then 
( ){ } ( ){ }


 −− ∑∑ ==
n
i ii
n
i i
pXnXE
1
22
1
θθ ≈ ( ){ } ( ) 















 −−
==
∑
2
,...,1
2
1
min θθ ini
n
i i
XnXE  
may be unbounded. In order to implement a similar role as that of the Cauchy-Schwarz 
inequality in the t-statistic context shown above, we redefine the log EL ratio in this paper as 
( ) ( ) ( ){ } ( ) ( ){ }θθθθ cnne BIDBIlrlr  log += , ( ) { }MwMwBn >>= 21 ,θ , 
where ( ){ } ( ){ }∑ = <=
n
i ii
XGIXGw
1
2
1 0,, θθ , ( ){ } ( ){ }∑ = >=
n
i ii
XGIXGw
1
2
2 0,, θθ , and M is a 
fixed constant. It is clear that ( ){ }θelrE  is bounded for all θ ; for details see the proofs of 
Lemmas A1 and A5 in the Supplementary Material. 
Proofs 
Proof of Proposition 1. 
Lemma A1. Assume that, for 0>γ , ( ) ∞<+γθ 41 ,XGE . Then, defining ε−= 1nbn  with 0 1ε< < , 
we have 
( ) ( ){ } 1 ,2Pr
0
=>−∫
nb
n dxBxlr θθ , as ∞→n . 
Proof of Lemma A1. 
Note that ( ) ( )1Pr n oBb cn =  as ∞→n , since the Chebyshev inequality provides that  
( ) ( ){ } 





<<∑
=
MXGIXG
n
i
ii
1
2 0,,Pr θθ ( ) ( ){ }[ ] ( ) 2
2
1
2 0,, −
=
−<−≤ ∑ MnqXGIXGqE
n
i
ii θθ  
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( )5.1−= nO , 
where ( ){ } ( ){ }[ ]0,, 121 <= θθ XGIXGEq . 
By a result in DiCiccio, Hall, and Romano (1991, p. 1055), we have 
( ){ } { } ( )[ ] ( ) ( )111Pr|2Pr 21
0
12
1
0
ooEdxnOxdxxXlr
nn bb
+=+=+>=>− ∫∫ − χχθ , ∞→n . 
It follows that 
( ) ( ){ } ( ){ } )1(1|2Pr ,|2Pr
00
odxxXlrdxBxXlr
nn bb
n +=>−≤>− ∫∫ θθθ , 
and 
( ) ( ){ } ( ){ } ( ){ }∫∫∫ −>−≥>−
nnn b
c
n
bb
n dxBdxxlrdxBxlr
000
Pr2Pr ,2Pr θθθθ  
( ){ } ( ){ }θθ cnn
b
BPbdxxlr
n
−>−= ∫
0
2Pr ( )11 o+= . 
This completes the proof of Lemma A1.  
Lemma A2. We have that 0≥l  if and only if ( ) 0,
1
≥∑
=
n
i
iXG θ , and 0<l  if and only if 
( ) 0,
1
<∑
=
n
i
iXG θ . 
Proof of Lemma A2. 
The forms, ( ){ } 1, −+= θl ii XGnp , ni ,..,1= , and ∏
=
− ≥
n
i
i
n pn
1
 imply that 
( ) ( ){ }∑∏
==
− +=





=−≤
n
i
i
n
i
i
n nXGpnlr
11
/,1log/log0 θlθ . 
Using the inequality ( ) ss ≤+1log  for 1−>s , we obtain 
( ) ( ){ }∑
=
+=−
n
i
i nXGlr
1
/,1log θlθ  
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  ( ) ( )∑∑
==
=≤
n
i
i
n
i
i nXGnXG
11
/,/, θlθl . 
This completes the proof of Lemma A2. 
Lemma A3. The Lagrange multiplier l  satisfies ( ) ( ){ }∑∑
==
=
n
i
ii
n
i
i pXGXG
1
2
1
,/, θθl . 
Proof of Lemma A3. 
The constraint ( ) 0,
1
=∑ =
n
i ii
pXG θ  with ( ){ } 1, −+= θl ii XGnp , ni ,..,1= , in (4) implies that 
( ) ( )( ){ } ( ){ }∑∑∑
===
+−=
n
i
ii
n
i
ii
n
i
i pXGpXGXG
111
,1,, θθθ  
         ( )( )∑
=
−=
n
i
ii pXG
1
1,θ ( ) ( )( )∑= 




+
−+
=
n
i i
i
i XGn
XGnXG
1 ,
1,
,
θl
θl
θ ( ){ }∑
=
=
n
i
ii pXG
1
2,θl . 
This completes the proof of Lemma A3. 
Lemma A4. If 0≥l , we have ( ) ( ){ } ( ){ }
1
1
2
1
0,,,0
−
==






<≤≤ ∑∑ θθθl i
n
i
i
n
i
i XGIXGXGn ; if 0<l , 
we have ( ) ( ){ } ( ){ } 00,,,
1
1
2
1
<≤





>
−
==
∑∑ lθθθ i
n
i
i
n
i
i XGIXGXGn . 
Proof of Lemma A4. 
Having 0≥l , we obtain 
( ){ } ( ) ( ){ }[ ]∑∑
==
<≥
n
i
iii
n
i
ii XGIpXGpXG
1
2
1
2 0,,, θθθ  
( ){ } ( ){ }( )∑= 




+
<
=
n
i i
i
i XGn
XGIXG
1
2
,
0,
,
θl
θ
θ ( ){ } ( ){ }∑
=



 <≥
n
i
ii XGIn
XG
1
2 0,1, θθ , 
where ( ){ } 1, −+= θl ii XGnp , i=1,…,n. 
Applying this result and Lemma A2 to Lemma A3 yields 
( ) ( ){ } ( )( )
1
1
2
1
0,,,0
−
==






<<≤ ∑∑ θθθl i
n
i
i
n
i
i XGIXGXGn . 
It follows similarly that when 0<l ,  
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( ) ( ){ } ( ){ } 00,,,
1
1
2
1
<<





>
−
==
∑∑ lθθθ i
n
i
i
n
i
i XGIXGXGn . 
This completes the proof of Lemma A4. 
Lemma A5. Assume that for 0>γ , ( ) ∞<+γθ 81 ,XGE . Then 
 ( ) ( ){ } )1( ,|2Pr odxBxXlr
nb
n =>−∫
∞
θθ  as ∞→n . 
Proof of Lemma A5. 
Since ( ) ss ≤+1log  for 1−>s , we apply Lemmas A2 and A4 to obtain the following inequality 
  ( ) ( ){ } ( ){ } ( ) dxBxnXGdxBxlr
nn b
n
n
i
i
b
n ∫ ∑∫
∞
=
−
∞






>+=>− θθlθθ ,2/,1logPr,2Pr
1
1  
( ) ( ) dxBxXGn
nb
n
n
i
i∫ ∑
∞
=
−






>≤ θθl ,2/,Pr
1
1  
 ( ) ( ) ( ) ( ) ( ) ( ) dxBxIXGnIXGnI
nb
n
n
i
i
n
i
i∫ ∑∑
∞
=
−
=
−






><<+≥= θlθllθll ,
2
0,0,0Pr
1
1
1
1  
( ) ( ) ( )( ) ( )∫ ∑∑
∞ −
== 







>





<





≤
nb
n
n
i
ii
n
i
i dxBxXGIXGXG θθθθ ,4/0,,,Pr
1
1
2
2
1
 
( ) ( ) ( )( ) ( )∫ ∑∑
∞ −
== 







>





>





+
nb
n
n
i
ii
n
i
i dxBxXGIXGXG θθθθ ,4/0,,,Pr
1
1
2
2
1
. 
Next we show that 
( ) ( ) ( ){ } ( ) ),1(,4/0,,,Pr
1
1
2
2
1
odxBxXGIXGXG
nb
n
n
i
ii
n
i
i =








>





<






∫ ∑∑
∞ −
==
θθθθ  
 ( ) ( ) ( ){ } ( ) ).1(,4/0,,,Pr
1
1
2
2
1
odxBxXGIXGXG
nb
n
n
i
ii
n
i
i =








>





>






∫ ∑∑
∞ −
==
θθθθ  
Define ( ){ } ( ){ }[ ]0,, 121 <= θθ XGIXGEq , ( )q ,0∈ε  and the event  
( ) ( )






−<= ∑
=
nqnXUW
n
i
in εθθ
1
, , where ( ) ( ){ } ( ){ }0,,, 2 <= θθθ iii XGIXGXU . 
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 Then  
( ) ( ){ } ( )( ) ( )∫ ∑∑
∞ −
== 







>





<





nb
n
n
i
ii
n
i
i dxB
xXGIXGXG θθθθ ,
4
0,,,Pr
1
1
2
2
1
 
( ) ( ) ( )∫ ∑∑∑
∞
=
−
== 







>>











≤
nb
n
i
i
n
i
i
n
i
i dxMXU
xXUXG
1
1
1
2
1
,,
4
,,Pr θθθ  
( ) ( ) ( ) ( )∫ ∑∑∑
∞
=
−
== 







>>











=
nb
n
n
i
i
n
i
i
n
i
i dxWMXU
xXUXG θθθθ ,,,
4
,,Pr
1
1
1
2
1
 
( ) ( ) ( ) ( )∫ ∑∑∑
∞
=
−
== 







>>











+
nb
C
n
n
i
i
n
i
i
n
i
i dxWMXU
xXUXG θθθθ ,,,
4
,,Pr
1
1
1
2
1
 
( ) ( )∫ ∑∑
∞
=
−
= 







−<>





≤
nb
n
i
i
n
i
i dxnqnXUxMXG εθθ
1
1
2
1
,,,Pr    
( ) ( ) .,Pr 1
2
1
∫ ∑
∞
−
= 







>−





+
nb
n
i
i dxxnqnXG εθ  
Let εγ > , it is clear that Chebyshev inequality implies ( ){ } )(,Pr 2
1
γεθ −−
=
=−<∑ nOnqnXUni i , 
provided that ( ) ∞<+γθ 81 ,XGE  as ∞→n . 
Then 
( ) ( )∫ ∑∑
∞
=
−
= 







−<>





nb
n
i
i
n
i
i dxnqnXUxMXG εθθ
1
1
2
1
,  ,,Pr  
( ) ( )∫ ∑∑
∞
−
== 















>











−<≤
nb
n
i
i
n
i
i dxxMXGnqnXU
2/1
1
2
11
,Pr,Pr θεθ  
( ) ( )∫ ∑
∞
=
−−














≤
nb
n
i
i dxxM
XGEnO
2/1
33
6
1
2 1,θγ  
( ) { } ( )εγγ 5.05.02/13335.01 +−
∞
−−−− == ∫ nOdxxMnnO
nb
. 
Thus we obtain 
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( ) ( ) ( ){ } ( ) ).1(,4/0,,,Pr
1
1
2
2
1
odxBxXGIXGXG
nb
n
n
i
ii
n
i
i =








>





<






∫ ∑∑
∞ −
==
θθθθ  
In a similar manner to the considerations above, one can show that 
( ) ( ) ( ){ } ( ) ).1(,4/0,,,Pr
1
1
2
2
1
odxBxXGIXGXG
nb
n
n
i
ii
n
i
i =








>





>






∫ ∑∑
∞ −
==
θθθθ  
The proof of Lemma A5 is complete. 
Lemma A6. Assume that ( ) θθ ∂∂ /,xG  is bounded by some function ( )xQ  for 
[ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  where βϕ −= 6/1nn  with ( )61,0∈β . Then           
( ) ( ) ( )( ) ( ) ( )





−





 −≤





−< ∫∑∫
−
−
−
−
+
−=
−+
−
ζζπϕζζπ
ϕθ
ϕθ
ϕθ
ϕθ
ζ dDMXQnde
n
nn
n
i in
n
n
lr n
n
n
n
e
2/1
2/1
2/1
2/1
ˆ
ˆ
2
1
12
ˆ
ˆ loglog/2log0 , 
where ( )ncDn 0exp −=  and 0c  is a positive constant. 
Proof of Lemma A6. 
In the proof of Lemma A4, we demonstrated that 
( ){ } ( ){ }0,, 11 <≥+= −− θθl iii XGInXGnp  for 0≥l , and
( ){ } ( ){ }0,, 11 >≥+= −− θθl iii XGInXGnp  for 0<l , for i=1,…,n. 
Then taking into account the definitions of ( )θelr  and ( )θnB , and Lemma A3, we obtain 
( ) ( ){ } ( ) ( ){ } ( ) ( ) ( ){ } ( )00 <+≥= lθθlθθθθ IBIlrIBIlrBIlr nnn  
( ){ }
( ){ }
( ){ } ( )
( ){ }
( ){ }
( ){ } ( )0
,
,
0
,
,
1
2
2
1
1
2
2
1 <−≥−≥
∑
∑
∑
∑
=
=
=
= lθ
θ
θ
lθ
θ
θ
IBI
pXGn
XG
IBI
pXGn
XG
nn
i ii
n
i i
nn
i ii
n
i i  
( ){ } ( ){ } ( )
( ){ } ( ){ }
( ){ } ( ){ } ( )
( ){ } ( ){ }∑
∑
∑
∑
=
=
=
=
>
<
−
<
≥
−≥ n
i ii
n
n
i i
n
i ii
n
n
i i
XGIXG
IBIXG
XGIXG
IBIXG
1
2
2
1
1
2
2
1
0,,
0,
0,,
0,
θθ
lθθ
θθ
lθθ
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( ){ }
M
XGn
i i
2
1
,2∑=−≥ θ . 
The Taylor expansion of ( )∑ =
n
i i
XG
1
,ζ  with ζ  around θˆ  , when [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθζ , 
provides 
( ) ( ) ( ) ( )∑∑∑ === ′−+= ni iini ini i XGXGXG 111 ,ˆˆ,, θθζθζ

, 
where ( ) ( ) ζζζ ∂∂=′ /,, ii XGXG , ( )θζωθθ ˆˆ −+= ii  and ( )1 ,0∈iω  for i=1,…,n. 
Note that, by the definition of θˆ , we have ( ) 0ˆ,
1
=∑ =
n
i i
XG θ . Assume that ( ) θθ ∂∂ /,xG  is 
bounded by some function ( )xQ  for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ , we have 
( ) ( )∑∑ =−= ≤
n
i in
n
i i
XQnXG
1
2/1
1
, ϕζ , 
for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθζ . 
Then for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθζ , we obtain 
( ) ( ){ } ( ) ( ){ } ( )( ) ( )nni incnnn DMXQnBIDBIlr log/2log
2
1
12 +−≥+ ∑ =−ϕζζζ . 
Thus by (6), one can easily obtain that  
( ) ( ) ( )( ) ( ) ( )





−





 −≤





−< ∫∑∫
−
−
−
−
+
−=
−+
−
ζζπϕζζπ
ϕθ
ϕθ
ϕθ
ϕθ
θ dDMXQnde
n
nn
n
i in
n
n
lr n
n
n
n
e
2/1
2/1
2/1
2/1
ˆ
ˆ
2
1
12
ˆ
ˆ loglog/2log0 . 
This completes the proof of Lemma A6. 
Lemma A7. Assume that ( ) θθ ∂∂ /,xG  is bounded by some function ( )xQ with ( ){ } ∞<41XQE  
for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  where βϕ −= 6/1nn  with ( )61,0∈β . Then 
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( ){ } ( ) ( ) 0explog
2/1
2/1
ˆ
ˆ →


 ≥





 +− ∫
−
−
+
− nnn
n
n e
dRIddlrE n
n
ϕθ
ϕθ
ζζπζ , 
where ( ){ } ( ) ( ){ } ( )∫∫
∞
+
−
∞− −
−
+=
2/1
2/1
ˆ
ˆ
expexp
n e
n
en
n
n dlrdlrR
ϕθ
ϕθ
ζζπζζζπζ  and ( )ξndn −= exp  with 
βζ 23/10 −<< . 
Proof of Lemma A7. 
Since ( ){ } ( ) 0explog
2/1
2/1
ˆ
ˆ ≥




 +− ∫
−
−
+
− n
n
n e
ddlrn
n
ϕθ
ϕθ
ζζπζ , the Cauchy-Schwarz inequality implies  
   ( ){ } ( ) ( )


 ≥





 +−≤ ∫
−
−
+
− nnn
n
n e
dRIddlrE n
n
2/1
2/1
ˆ
ˆ explog0
ϕθ
ϕθ
ζζπζ  
( ){ } ( )( ){ } ( ){ } 2/12/12ˆˆ Prexplog 2/1 2/1 nnnnn e dRddlrE nn ≥


 +∫≤
−
−
+
−
ϕθ
ϕθ
ζζπζ .  (S.1) 
Because ( ){ } ∞<41XQE , Lemma A6 leads to 
( ){ } ( ){ }{ } ( )βϕθ
ϕθ
ζζπζ 23/4
2/12ˆ
ˆ
2/1
2/1 explog −+− =


 +∫
−
− nOddlrE n
n
n e
n
n
. 
In the next stage, we will evaluate the remainder term nR  in ( )nn dR ≥Pr . According to Lemma 
A1 in Vexler, Ge, and Hutson (2014a, p. 3 in the Supplementary Material), the function ( )θlr  
increases for θθ ˆ<  and the function ( )θlr  decreases for θθ ˆ> . Then it follows that 
( ) ( ) ( )2/1
2/1
ˆˆ0
−
−
−−
∞−
≤≤ ∫ nlr
n lr nn ede ϕθ
ϕθ ζ ζζπ  and ( ) ( ) ( )2/1
2/1
ˆ
ˆ0
−
−
+∞
+
≤≤ ∫ nlrn
lr n
n
ede ϕθ
ϕθ
ζ ζζπ . (S.2) 
In order to evaluate ( )2/1ˆ −− nlr nϕθ , one can use the techniques shown in Vexler, Ge, and Hutson 
(2014a, p. 6 of the Supplementary Material). To this end, we first derive a bound for ( )θl  when 
14 
 
2/1ˆ −−= nnϕθθ . Since ( )θl  is a root of the equation ( ) ( ){ } 0,1,
1
11 =+∑
=
−−
n
i
ii XGnXGn θlθ , we 
define the function 
( ) ( ) ( ){ }∑
=
−−−− −+−=
n
i
nini nXGnnXGnL
1
2/112/11 ˆ,1ˆ, ϕθlϕθl . 
Then 
( ) ( )( ){ }∑= −−
−
−
−+
−
=
n
i ni
ni
nXGn
nXGnL
1
2/11
2/1
1
ˆ,1
ˆ,
ϕθl
ϕθ
l  
( ) ( )( ){ }∑∑ = −−
−−
−
=
−−
−+
−
−−=
n
i ni
ni
n
i
ni nXGn
nXGnnnXGn
1
2/11
22/11
1
1
2/11
ˆ,1
ˆ,ˆ,
ϕθl
ϕθl
ϕθ .   (S.3) 
Let 13/2 −= nc n τl , where 
ντ nn = , 6/10 <<< βν , and a Taylor expansion that  
( ) ( ) ( )∑∑∑ =−== − ∂∂−=− ni iinni ini ni XGnXGnXG 1 12/111 2/1 /,ˆ,ˆ, ζθϕθϕθ

,  (S.4) 
where ( )θζωθθ ˆˆ 11 −+= ii  and ( )1 ,01 ∈iω  for i=1,…,n, substituting 13/2 −= nc n τl  and (S.4) into 
(S.3) yields 
( ) ( ) ( )( ){ }∑∑ = −−−
−
=
−
−+
−
−





∂∂=
n
i nin
ni
n
n
i
iinc nXGn
nXG
n
nXGnLn
1
2/113/1
22/16/1
1
1
12/1
ˆ,1
ˆ,1/,
ϕθτ
ϕθ
τ
θθϕl

, 
Since ( ) ( )1ˆ, 2/113/1 pnin OnXGn =− −−− ϕθτ  (Owen 1990), we have 
( ) ( ) ( )( ){ }∑∑ =
−
=
−
+
−
−





∂∂=
n
i p
ni
n
n
i
iinc O
nXG
n
nXGnLn
1
22/16/1
1
1
12/1
11
ˆ,1/,
ϕθ
τ
θθϕl

. 
Now it follows that ( ) −∞→cLn l2/1 , as ∞→n . In a similar manner ( ) +∞→− cLn l2/1 , as 
∞→n . Thus, the solution, 0l , of equation ( ) 002/1 =lLn  belongs to the interval ( )cc ll ,− , i.e. 
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( )13/20 −= np nO τl . Note that this bound for 0l  can also be obtained via using (S.4) and the exact 
bounds for l  shown in Lemma A4. This result will be used to derive an expression of 0l . 
Following the same technique of a Taylor expansion of ( ) 00 =lL  that is shown in Vexler, Ge, 
and Hutson (2014a, pp. 6-7 of the Supplementary Material) and (S.4), we then obtain 
( ) ( ) ( )
( )
0
1
ˆ,ˆ,1ˆ,
1
2
0
22/1
0
2
2/1
0
12/1 =








+
−
+−−−∑
=
−−
−−−
n
i i
ni
nini
nXGnnXGnnXG
θ
ϕθl
ϕθlϕθ , (S.5) 
where 2/100 ˆ
−−= nnii ϕωθθ

 and ( )1 ,00 ∈iω  for i=1,…,n. Since ( )13/20 −= np nO τl  and (S.4), it 
follows that the approximate solution based on solving (S.5) is given by  
( )
( )
( )
2
3/1
1
22/11
1 1
2/1
0 ˆ,
,
n
n
i ni
n
i iin nO
nXGn
XGn
τϕθ
θϕ
l +
−
′−
=
∑
∑
=
−−
=
−

,    (S.6) 
where ( ) ( ) θθθ ∂∂=′ /,, ii XGXG , and ( )θζωθθ ˆˆ 11 −+= ii  with ( )1 ,01 ∈iω  for i=1,…,n. 
Applying the Taylor expansion, (S.4) and (S.6) to ( )2/1ˆ −− nlr nϕθ , we then have 
( ) ( ) ( ) ( )γϕθlϕθlϕθ 3
1
2/1
0
1
1
2/1
0
12/1 ˆ,
2
1ˆ,ˆ −
=
−−
=
−−− +−+−−=− ∑∑ nOnXGnnXGnnlr
n
i
ni
n
i
nin  
( ){ }
( ) )(ˆ,2
,
3
1
22/11
2
1 1
12
ν
ϕθ
θϕ
−
=
−−
=
−
+
−
′−
=
∑
∑ nO
nXGn
XGn
pn
i ni
n
i iin

.     (S.7) 
Similarly to the analysis of ( )2/1ˆ −− nlr nϕθ , ( )2/1ˆ −+ nlr nϕθ  has the following expression 
( ) ( ){ }
( ) )(ˆ,2
,ˆ 3
1
22/11
2
1 2
12
2/1 ν
ϕθ
θϕ
ϕθ −
=
−−
=
−
− +
−
′−
=+
∑
∑ nO
nXGn
XGn
nlr pn
i ni
n
i iin
n

,         (S.8) 
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where ( )θζωθθ ˆˆ 22 −+= ii  and ( )1 ,02 ∈iω  for i=1,…,n.  
We remark that the results above are consistent with those shown in Qin and Lawless (1994, 
pp.316-317), where it is demonstrated that 
( )3/20 nO=l , and ( ) 3/102/1ˆ nanlr n −≤− −ϕθ , (a.s.) 
where 0a  is some positive constant. 
Now consider the probability ( )nn dR ≥Pr  
( ) ( ) ( ){ } ( ) ( ){ }{ } ( ) ζζπζζζϕθ dBIDBIlrdR n cnnnnn n
 +=≥ ∫
−−
∞−
2/1ˆ
logexpPrPr  
      ( ) ( ){ } ( ) ( ){ }{ } ( ) 
≥++ ∫
∞
+ − nn
c
nnn ddBIDBIlr
n
ζζπζζζ
ϕθ 2/1ˆ
logexp                    
( ){ } ( ) ( ){ } ( ) ( ){ }
 += ∫ ∫
− −−
∞−
−
∞−
2/1 2/1ˆ ˆ
expPr
n n c
nnn
n n dBIDdBIlr
ϕθ ϕθ
ζζζπζζζπζ  
      ( ){ } ( ) ( ){ } ( ) ( ){ } 
≥++ ∫ ∫
∞
+
∞
+− − nn n
c
nnn ddBIDdBIlr
n n
2/1 2/1ˆ ˆexp                   ϕθ ϕθ ζζζπζζζπζ  
( ){ } ( ){ } ( )[ ]ncdnlrnlr nnn 02/12/1 expˆexpˆexpPr −−≥++−≤ −− ϕθϕθ , 
where the inequality (S.1) is employed, ( )ξndn −= exp  with βξ 23/10 −<<  and 
)exp( 0ncDn −= . 
Combining (S.7) and (S.8) in the inequality of ( )nn dR ≥Pr , and taking into account 
( )∑ = ′
n
i
XG
1
,θ  is bounded for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ , we conclude that 
( ) ( ){ } 02/123/4 →≥− nn dRPnO β  as ∞→n , and then using (S.1) we complete the proof of Lemma 
A7. 
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Lemma A8. Assume that, for some 0>γ  and all θ . ( ) ∞<+γθ 81 ,XGE  and the following 
conditions are satisfied: ( ) θθ ∂∂ /,xG  and ( ) 22 /, θθ ∂∂ xG  are bounded by some function ( )xQ  
with ( ){ } ∞<41XQE , for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ , where βϕ −= 6/1nn , ( )61,0∈β . Define 
( )θπ  to be a twice continuously differentiable on [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ  prior density 
function. Then 
( ) ( ){ }{ }[ ] ( ){ }[ ] ( )1/)(2logexplog 2/12 ondlrE e +−=− ∫ θπσθπζζζπ ,  
where ( ) ( ){ } ( ){ }222 ,/, θθθσ XGEXGE ′=  and ( ) ( ) θθθ ∂∂=′ /,, XGXG . 
Proof of Lemma A8. 
Result (A.4) has the form 
( ){ } ( ) ( ) ≤+








 +− ∫
−
−
+
−
1explog
2/1
2/1
ˆ
ˆ oddlrE n
n
n e
n
n
ϕθ
ϕθ
ζζπζ ( ){ } ( ){ }[ ]∫− ζζπζ dlrE eexplog  
( ){ } ( ) 








−≤ ∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlrE
ϕθ
ϕθ
ζζπζ ,      (S.9) 
where θˆ  satisfies ( ) 0ˆ,
1
1 =∑ =−
n
i i
XGn θ . 
To prove Lemma A8, we focus on the component ( ){ } ( ) 








∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlrE
ϕθ
ϕθ
ζζπζ  at (S.9) 
to show the inequality 
( ){ } ( ) 








− ∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n e
n
n
dlrE
ϕθ
ϕθ
ζζπζ ( ){ }[ ] ( )1/)(2log 2/12 on +−≤ θπσθπ , 
as ∞→n . 
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Next we show that the remainder term in (S.10) satisfies 
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Towards this end, we apply the Cauchy-Schwarz inequality and Lemma A6 to obtain 
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where ( )6/1,0∈β  is defined in Lemma A6. According to (6), ( )ζcnB  is defined as 
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This implies that ( ){ }nLn −> expPr  in (S.11) satisfies 
19 
 
( ){ }nLn −> expPr  
  ( ) ( ){ } ( ) ( )( ){ } ( )





 −><>≤ ∫ ∑
−
−
+
− =
ndMXGIXGIlr
n
n
n
i ii
n
n
exp0,,expPr
2/1
2/1
ˆ
ˆ 1
2ϕθ
ϕθ
ζζζζζπ  
             + ( ) ( ){ } ( ) ( )( ){ } ( )





 −><<∫ ∑
−
−
+
− =
ndMXGIXGIlr
n
n
n
i ii
n
n
exp0,,expPr
2/1
2/1
ˆ
ˆ 1
2ϕθ
ϕθ
ζζζζζπ . 
Without loss of generality, with respect to the assumptions of Proposition 1, we assume that 
( ) 0, <∂∂ θθiXG  for all i=1,…,n. Then, for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθζ , we obtain  
( ) ( ){ } ( ) ( ){ }∑∑ = −= >+>> ni niini ii nXGIXGXGIXG 1 2/121 2 0ˆ,,0,, ϕθζζζ   (S.12) 
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The result (S.13) implies that ( ) ( ){ }∑ = − >+ni nii nXGIXG1 2/12 0ˆ,, ϕθζ  decreases for
[ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθζ . Then by (S.12), we conclude with 
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In a similar manner to the analysis above, defining 2/12 ˆ
−−= nnϕθθ  one can show that  
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Taking into account the Taylor expansion ( ) ( ) ( ) ( ) θθθθθθ ∂∂−+= /,,, 0101 iiii XGXGXG
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, where 
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
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Thus by virtue of (S.11) and the above analysis, we conclude with  
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By (S.10) and (S.14), we obtain  
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  (S.16) 
where ( )( )neR −∈ exp,0 . 
To complete the proof of Lemma A8, we show the following two results regarding components 
of (S.16) 
 i) ( ) ( ){ } 








− ∫
−
−
+
−
2/1
2/1
ˆ
ˆ explog
n
n
n
n
dlrE
ϕθ
ϕθ
ζζζπ ( ){ }[ ] ( )1/)(2log 2/12 on +−≤ θπσθπ ; 
ii) ( ) ( ) ( ){ } )1(expexp
1ˆ
ˆ
2/1
2/1
oedlrnE R
n
n
n
n
=










 −−
−
+
−∫
−
−
ϕθ
ϕθ
ζζζπ . 
The evaluation of (i) is based on the following scheme. Considering the Taylor expansion of 
( )θlr , we have 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) 







∂
∂
−+
∂
∂
−+
∂
∂
−+=
−+= θθϖθθ
θθ
θ
θθθ
θ
θθθθθ
ˆ
3
33
2
22 ˆ
6
1ˆˆ
2
1ˆˆˆ
u
ulrlrlrlrlr , )1,0(∈ϖ . (S.17) 
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for details see Vexler, Hutson, and Yu (2014b). 
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since θˆ  maximizes ( )θlr  as well as ( ) 0ˆ,
1
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It turns out that there are the following rules: 1) ( ) 33 / θθ ∂∂ lr  depends on ( ) 22 / θθl ∂∂ ; 2) 
( ) θθl ∂∂ /  and ( )θl  via (S.18); 3) ( ) 22 / θθl ∂∂  depends on ( ) θθl ∂∂ /  and ( )θl  via (S.20); and 
4) ( ) θθl ∂∂ /  depends on ( )θl  via (S.19), where ( ) ( )3/2nOp=θl  by Lemma A7. This leads to 
the conclusion that ( ) ( )nOlr p=∂∂ 33 / θθ  for [ ]2/12/1 ˆ,ˆ −− +−∈ nn nn ϕθϕθθ . This result is 
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where ( ) ( ){ } ( ){ }222 ,/, θθθσ XGEXGE ′=  and ( ) ( ) θθθ ∂∂=′ /,, XGXG . 
The above analysis shows the statement (i) regarding (S.16) is in effect. Next we proceed to 
prove statement (ii) regarding (S.16).  
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Then (S.23) implies (ii) regarding (S.16) in the form of 
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Thus taking into account the above result and (S.22), we obtain that  
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In a similar manner to the proof scheme above with respect to (S.9), one can show 
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This completes the proof of Lemma A8. 
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