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1 INTRODUÇÃO 
 
Os sistemas de comunicação sem fio estão tomando uma importância crucial na 
vida cotidiana, principalmente com o uso de telefones celulares. Os sistemas de 
comunicação de segunda geração (padrões TDMA, CDMA e GSM), além de sistemas de 
terceira geração (WCDMA e outros), que estão em operação em todo o mundo, prometem 
uma gama enorme de serviços, dentre eles, acesso à internet com transmissão de dados em 
alta velocidade, transmissão de TV e conectividade ao redor do mundo. Por essa 
convergência de tecnologias e serviços facilitarem a vida dos usuários é que o mercado de 
sistemas de comunicação sem fio vem crescendo. Como a grande vantagem desses 
sistemas é oferecer vários serviços, qualquer que seja o local onde esteja o usuário, um 
grande desafio da indústria de sistemas de comunicação sem fio é aumentar o tempo entre 
cargas da bateria, que é o momento no qual o sistema não pode oferecer mobilidade ao 
usuário. Conseqüentemente muitos dos esforços para o desenvolvimento de novas 
tecnologias pela indústria e pesquisadores da área de telecomunicações estão ligados a 
produzir sistemas com o menor consumo de potência possível. 
Várias tecnologias de fabricação são utilizadas para a construção de circuitos para 
telecomunicações, mas a tecnologia “Complementary Metal Oxide Semiconductor” 
(CMOS) é muito atrativa pelo fato de que é um processo barato em relação aos outros. 
Além disso, o escalamento do comprimento mínimo de canal nas tecnologias mais 
avançadas faz com que o transistor “Metal Oxide Semiconductor Field Effect Transistor” 
(MOSFET) alcance freqüências de transição da ordem de GHz no regime de inversão 
fraca ou moderada. Por outro lado, até há pouco tempo os níveis de distorção gerados por 
transistores MOS, operando no regime de inversão fraca ou moderada, tornavam 
problemática a utilização destes em circuitos que exigiam baixo consumo de potência e 
alta linearidade. Contudo, estudos recentes  [13]- [17] têm mostrado a existência de um 
aumento de linearidade de transistores MOS de canal curto operando em regime de 
inversão moderada, em que se pode obter um bom compromisso entre freqüência de 
transição, consumo de potência e, agora, linearidade. Esse fenômeno foi denominado de 
“Sweet Spot” por alguns pesquisadores. 
Para que projetistas possam utilizar este ponto de alta linearidade como um 
requisito de projeto e extrair do circuito o melhor desempenho possível, o modelo do 
transistor MOS, utilizado como ferramenta de projeto, deve modelar de forma confiável 
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esse fenômeno. Além disso, é muito aconselhável que esse modelo seja constituído de 
equações simples, de forma que possibilite sua utilização em projetos à mão. Assim sendo, 
um dos objetivos deste trabalho é o de desenvolver um modelo não-linear do MOSFET, 
baseado no “Advanced Compact MOSFET” (ACM), contendo equações simples da 
transcondutância de porta, suas derivadas e de uma figura de mérito chamada de ponto de 
intermodulação de terceira ordem em função da polarização do transistor MOS. 
A literatura apresentada aqui, como referência sobre o assunto  [13]- [17], comprova 
a existência do “Sweet Spot” com o desenvolvimento de modelos complexos e medidas 
experimentais, mas não apresenta de forma clara uma discussão acerca dos fenômenos 
físicos que provocam esse aumento de linearidade no regime de inversão moderada. Neste 
trabalho, discutem-se os efeitos de segunda ordem envolvidos no aparecimento do “Sweet 
Spot” além de serem identificadas as variáveis de projeto mais importantes para o controle 
da posição deste ponto em relação à polarização do transistor utilizado. 
Para se cumprir os objetivos acima propostos, uma revisão sobre os problemas que 
o comportamento não-linear de circuitos causa em sistemas de comunicação, as figuras de 
mérito relacionadas com esses problemas, e algumas topologias clássicas de 
amplificadores de baixo ruído, que são mais utilizadas em sistemas de comunicação reais, 
serão apresentados no capítulo 2. Uma apresentação do modelo ACM de canal longo e dos 
principais efeitos de segunda ordem presentes na operação de transistores será feita no 
capítulo 3. O desenvolvimento das equações da transcondutância, suas derivadas e do 
ponto de intersecção de terceira ordem em função da polarização do transistor, além de 
uma discussão sobre quais efeitos de segunda ordem estão relacionados com o fenômeno 
chamado “Sweet Spot”, serão apresentados no capítulo 4 deste trabalho. Finalmente, para 
a validação do modelo desenvolvido no capítulo 4, serão apresentadas no capítulo 5 
comparações entre o cálculo analítico feito através das equações desenvolvidas e curvas 
obtidas de forma experimental. 
 
2 PROBLEMAS CAUSADOS PELAS NÃO-
LINEARIDADES EM CIRCUITOS DE 
RADIOFREQÜÊNCIA (RF) E FIGURAS DE MÉRITO 
PARA AMPLIFICADORES 
2.1 Introdução 
 
No caso dos sistemas de comunicação sem fio, a consideração das não-linearidades 
faz parte do estudo básico, já que estes operam em ambientes onde o sistema receptor está 
sujeito a captar uma quantidade enorme de sinais com níveis de potência que os projetistas 
não podem, a priori, determinar. Por essa razão, os sistemas de recepção estão sujeitos a 
problemas causados pelas não-linearidades dos sistemas físicos e esses devem ser 
minimizados, utilizando-se metodologias de projeto que considerem as não-linearidades 
dos circuitos. Para o desenvolvimento de uma metodologia de projeto RF, uma 
modelagem matemática, acompanhada de conceitos bem definidos dos problemas que as 
não-linearidades podem causar, torna-se fundamental. Este capítulo terá como objetivo 
principal mostrar esta modelagem matemática, acompanhada da análise dos problemas 
causados pela não-linearidade desses sistemas, quando na presença de ruído e sinais 
provenientes de outras transmissões em canais adjacentes. 
Este capítulo está organizado da seguinte maneira: na seção 2.2 se apresentará 
como os sistemas físicos não-lineares são modelados, já na seção 2.3 serão mostrados os 
problemas causados em sistemas de comunicação devido à não-linearidade, na seção 2.4 
serão apresentadas as figuras de mérito padrão para amplificadores de baixo ruído, além 
de alguns métodos de medida para as mesmas e na seção 2.5 será apresentada uma breve 
conclusão. 
2.2 Sistemas não-lineares 
 
Os sistemas físicos reais são não-lineares por natureza, sendo que a linearidade é 
uma abstração, muitas vezes útil para projeto de circuitos analógicos, porém limitada. 
Na Figura  2-1 fica evidente, no esquema mostrado, que a função de transferência 
do circuito amplificador, representado pelo bloco “A”, não é linear para todos os valores 
possíveis de amplitude do sinal de entrada. 
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Figura  2-1: Exemplo de sistema não-linear e da aproximação de linearização. 
 
Para linearizar esse sistema, de forma que se possa obter uma metodologia de 
projeto simples, limita-se a amplitude de sinal de entrada a certos valores, em sistemas em 
que isso pode ser controlado, e utiliza-se um modelo matemático válido para a região 
linear da característica de transferência (evidenciada pelo quadrado tracejado). 
Considerando o sistema mostrado na Figura  2-1 como sendo um sistema sem 
memória, este pode ter sua característica de transferência modelada através de série de 
potências: 
 2 30 1 2 3 ...out in in inV v v vα α α α= + + + +  (2.1) 
Em (2.1), jα  representa a derivada de ordem j da função e são termos que dão 
peso a cada parcela da expansão. 
Para se definir com exatidão um sistema físico, são necessários infinitos termos 
para essa expansão, mas para uma boa aproximação de sistemas com distorção fraca, 
pode-se truncar a expansão no termo de terceira ordem  [1] [2]. Assim se pode verificar o 
desempenho do sistema para distorções de até terceira ordem que, como será mostrado, 
são as mais importantes, além de simplificar a análise dos sistemas. Esse truncamento da 
característica de transferência será utilizado em toda a análise subseqüente. 
Para linearizar (2.1), deve-se considerar 21 2in inv vα α<<  e 33 invα  e escolher um vin,max 
tal que os termos de ordem superior sejam bastante menores em relação ao termo linear. 
Neste caso, o sistema tem uma função de transferência praticamente linear. 
A expansão mostrada em (2.1) será base para o desenvolvimento e compreensão 
dos fenômenos relacionados com a não-linearidade em sistemas de comunicação. Deve-se 
lembrar que a expansão mostrada aqui serve para sistemas sem memória e que, para 
sistemas que possuem memória, deve-se utilizar uma expansão mais complexa. 
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2.3 Problemas causados pela não-linearidade em 
circuitos de RF 
 
A seção anterior mostrou de forma simples como os sistemas não-lineares podem 
ser modelados através de uma expansão em série de potências. Nesta seção, utilizar-se-á 
como base a expressão (2.1) para demonstrar e compreender os problemas causados pelas 
não-linearidades dos sistemas eletrônicos. 
Esses problemas causados pela não-linearidade dos circuitos podem ser inerentes 
aos amplificadores, como por exemplo, a compressão de ganho que gera distorção 
harmônica; ou podem ser causados apenas em amplificadores utilizados em sistemas de 
comunicação, pois se devem a interferências, como por exemplo, a dessensibilização ou 
bloqueio e a geração de produtos de intermodulação de segunda e terceira ordens. Todos 
esses problemas acarretam algum tipo de degradação do desempenho dos sistemas de 
transmissão e, principalmente na recepção, influenciando no processamento do sinal de 
interesse. 
2.3.1 Compressão de ganho 
 
O fenômeno de compressão do ganho é um fenômeno geral em todos os tipos de 
amplificadores, pois está relacionado com a limitação dada pelo barramento de 
alimentação do circuito e pelas tensões mínimas que devem ser aplicadas para manter o 
circuito em certa condição de operação. Na Figura  2-1 pode-se verificar a saturação da 
característica de transferência de amplificadores. 
Se um sinal do tipo ( )cosinv A tω=  for aplicado à entrada do circuito amplificador 
da Figura  2-1, obter-se-á o seguinte resultado após substituir inv  em (2.1) e algumas 
manipulações matemáticas: 
( ) ( ) ( )3 32 23 32 20 1 3 3cos cos 2 cos 32 4 2 4out
A AA AV A t t tα αα αα α ω ω ω = + + + + +  
 (2.2) 
Tabela  2-1: Resumo das componentes de distorção harmônica. 
Freqüência DC tω  2 tω  3 tω  
Amplitude  
2
2
0 2
Aαα +
3
3
1
3
4
AA αα +
2
2
2
Aα 333
4
Aα  
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Com a Tabela  2-1, fica mais fácil analisar separadamente cada parcela, que 
corresponde a uma determinada componente em freqüência de (2.2). Nota-se que, além de 
uma componente DC gerada pela expansão em séries ( 0α ), as parcelas que representam a 
distorção harmônica de segunda ordem ( 22 2Aα ) contribuem também com o nível DC. A 
amplitude da componente fundamental tem um fator somado ao ganho de pequeno sinal 
( 1α ), no caso do amplificador, ocasionado pela parcela de terceira ordem da expansão 
( 333 4Aα ). Esse resultado é o foco da discussão sobre compressão de ganho que será feita 
a seguir. E finalmente fica evidente a geração de distorção harmônica através das parcelas 
2 tω e 3 tω . 
O ganho linearizado, como já foi comentado, é constante para qualquer amplitude 
de entrada. Mas o ganho do sistema real não tem um valor constante e varia segundo a 
amplitude do sinal de entrada aplicado. Para o caso de um amplificador, pode-se 
considerar um comportamento compressivo, assim 3 0α < . Além disso, pode-se também 
considerar a aproximação de distorção fraca, sendo 23 1Aα α<< . Assim sendo, o ganho 
diminui com o aumento da amplitude de sinal na entrada do sistema. Isso pode ser 
constatado em (2.2) e com as condições apresentadas: se A  for suficientemente pequeno, 
a parcela referente a 3α  pode ser desprezada, mas se A  aumentar, a parcela referente a 3α  
se tornará importante, pois essa é proporcional a 3A  (enquanto que a parcela referente a 
1α , que é proporcional à A ). Esse fenômeno é chamado de compressão do ganho. Na 
Figura  2-1, o ganho tende a ser igual a zero com o aumento da amplitude e não menor que 
zero, como seria lógico pensar após o que foi dito anteriormente sobre 3α . Mas deve-se 
lembrar que a expansão está truncada até a parcela de terceira ordem, e isso significa que 
ela não é válida para infinitos valores de tensão de entrada, pois, após certo valor de 
amplitude, as parcelas de mais altas ordens apresentam magnitudes significativas, não 
podendo ser desprezadas. 
A compressão de ganho pode ser quantificada através de uma figura de mérito, 
chamada de ponto de compressão de 1dB. Este é definido, como o nível de amplitude do 
sinal de entrada que causa uma queda de 1dB no ganho em relação ao ganho linearizado 
teórico, representado pela linha tracejada da Figura  2-2. 
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Figura  2-2: Definição do ponto de compressão de 1dB. 
 
Segundo a definição gráfica acima, pode-se chegar a uma definição analítica, 
utilizando a Tabela  2-1 e substituindo Ain por 1 dBV −  que é a amplitude de entrada na qual o 
ponto de compressão é atingido, da seguinte forma: 
 21 3 1 1
320log 20log 1
4 dB
V dBα α α−+ = −  (2.3) 
 11
3
0,145dBV
α
α− =  (2.4) 
O ponto de compressão de 1dB ( 1 dBA − ) pode ser utilizado como limite máximo de 
amplitude de entrada de um sistema para limitar distorção. Existem outras figuras de 
mérito nesse sentido e uma das mais clássicas é a distorção harmônica total (THD – sigla 
em Inglês), onde se especifica THD máxima na saída do circuito e mede-se a amplitude de 
entrada máxima a que essa THD é alcançada na saída. Essa figura de mérito é muito 
utilizada em amplificadores de uso geral. Por outro lado, o ponto de compressão de 1dB é 
mais utilizado em circuitos de comunicação. 
2.3.2 Dessensibilização e bloqueio 
 
Os sistemas de comunicação estão sujeitos a interferências causadas por sinais com 
diferentes freqüências e amplitudes diversas, que variam com a distância a que o receptor 
se encontra da fonte de interferência. Esclarece-se que, chama-se interferência, aqui, 
qualquer sinal que não seja o sinal com a informação de interesse. Os problemas causados 
pelas interferências se tornam muito importantes para sistemas de comunicação, 
requerendo assim, figuras de mérito referentes às não-linearidades e que levem em 
consideração os efeitos causados por essa, devido às interferências. 
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Então, a situação em que o sinal contido no canal de transmissão tem nível de 
potência menor em relação às interferências é bastante comum. Isto porque não se sabe a 
priori a localização do receptor, que pode ser móvel. Esse poderá estar mais distante da 
fonte do sinal de interesse do que da fonte de interferência, que pode ser uma outra 
transmissão fora do canal de transmissão. Quando isso acontece, circuitos com 
características compressivas apresentam uma diminuição do ganho de pequenos sinais, 
fazendo com que o sinal que está dentro do canal de transmissão não seja amplificado. 
Esse fenômeno se chama dessensibilização. Quando a amplitude da interferência é 
suficientemente alta para levar o ganho da componente fundamental a zero, o fenômeno é 
conhecido como bloqueio. 
Esses dois fenômenos podem ser verificados analiticamente substituindo 
( ) ( )1 1 2 2cos cosinv A t A tω ω= +  em (2.1), onde 1ω  e 2ω  são as freqüências dos sinais da 
informação e da interferência, respectivamente, resultando em: 
 ( )3 21 1 3 1 3 1 2 13 3 cos ...4 2outv A A A A tα α α ω
 = + + +    (2.5) 
Em (2.5), mostra-se somente o resultado referente ao ganho da componente 
fundamental, pois este é o resultado que interessa para a análise matemática do fenômeno 
de dessensibilização, devido ao fato de a interferência alterar o valor do ganho da 
componente fundamental do sinal. Se 1 2A A<<  pode-se simplificar (2.5), resultando em: 
 ( )21 3 2 1 13 cos2outv A A tα α ω
 = +    (2.6) 
Para sistemas compressivos como, por exemplo, alguns tipos de amplificadores, 
tem-se 3 0α < . Pode-se então verificar em (2.6) que o ganho para o sinal diminui com o 
aumento da amplitude da interferência, pois, o ganho é diminuído de um fator 
proporcional ao quadrado da amplitude da interferência. Se a amplitude da interferência é 
menor do que a do sinal de informação, então o fenômeno em questão não aparece, pois 
nos sistemas compressivos 23 2 1Aα α<< . Se a interferência é forte o suficiente para levar o 
ganho a zero, então o sinal é bloqueado completamente. 
2.3.3 Modulação cruzada. 
 
Na seção anterior, considerou-se 2A  em (2.5) como sendo um único tom de 
interferência para caracterizar o fenômeno de bloqueio. Considerando agora que a 
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amplitude 2A  de interferência seja modulada em amplitude por um outro sinal modulante, 
variando assim o seu valor de amplitude com o tempo. Surge assim um fenômeno 
relacionado com sinais de interferência que se caracteriza pela transferência de modulação 
ou de ruído presentes na amplitude do sinal de interferência para a amplitude de saída do 
sinal de informação. Esse fenômeno é conhecido na literatura como modulação cruzada. 
Já que a interferência é modulada em amplitude, ou seja, a amplitude da 
interferência 2A  varia de acordo com o sinal modulante; o ganho do circuito também 
varia, transmitindo essa modulação para o sinal de informação na saída do circuito. O 
mesmo caso ocorre para sinais de interferência como relação sinal ruído baixa, ou seja, a 
amplitude do sinal de interferência varia significativamente de acordo com as variações do 
ruído. 
2.3.4 Intermodulação 
 
Outro fenômeno decorrente da aplicação de mais de um sinal à entrada de um 
sistema não-linear é o de intermodulação. No sinal de saída, aparecem componentes que 
não são harmônicas do sinal de informação, que são chamados de produtos de 
intermodulação. 
 
Figura  2-3: Problema da intermodulação em forma esquemática. 
 
 Através da Figura  2-3, é possível facilmente entender a problemática envolvida 
com o fenômeno de intermodulação em sistemas de comunicação. Na entrada do 
amplificador da Figura  2-3, observa-se, no domínio da freqüência, o canal de informação e 
dois sinais interferentes, próximos a esse, com níveis de potência maiores em relação ao 
sinal dentro do canal de informação. Na saída do amplificador, nota-se um dos produtos de 
intermodulação gerados pelas não-linearidades dentro do canal de informação, causando 
degradação no sinal que será processado por outros blocos do receptor. 
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Pode-se verificar analiticamente o problema da intermodulação substituindo em 
(2.1) o sinal de entrada: ( ) ( )1 1 2 2cos cosinv A t A tω ω= +  sendo 1A  e 2A  as respectivas 
amplitudes dos dois sinais interferentes mostrados na Figura  2-3. Assim: 
( ) ( ) ( ) ( ) ( ) ( )2 31 1 1 2 2 2 1 1 2 2 3 1 1 2 2cos cos cos cos cos cosoutv A t A t A t A t A t A tα ω ω α ω ω α ω ω= + + + + +          
 (2.7) 
Utilizando algumas identidades trigonométricas e feitas algumas manipulações 
algébricas, separam-se os termos de forma que cada parcela do polinômio represente uma 
componente em freqüência. Dessa forma, pode-se analisar separadamente cada 
componente. Nessa análise, as componentes harmônicas foram descartadas, pois o 
objetivo é estudar a distorção de intermodulação. 
 
( ) ( )3 2 3 21 2 1 1 3 1 3 1 2 1 1 2 3 2 3 2 1 23 3 3 3, : cos cos4 2 4 2A A A A t A A A A tω ω ω α α α ω α α α ω
   = + + + + +      
 (2.8) 
 ( ) ( )1 2 2 1 2 1 2 2 1 2 1 2: cos cosA A t A A tω ω ω α ω ω α ω ω= ± + + −  (2.9) 
 ( ) ( )2 23 1 2 3 1 21 2 1 2 1 23 32 : cos 2 cos 24 4
A A A At tα αω ω ω ω ω ω ω= ± + + −  (2.10) 
 ( ) ( )2 23 2 1 3 2 12 1 2 1 2 13 32 : cos 2 cos 24 4
A A A At tα αω ω ω ω ω ω ω= ± + + −  (2.11) 
 
Tabela  2-2: Resumo das amplitudes das componentes da função de transferência não linear. 
Freqüência Fundamentais ( 1 2,ω ω ) IM2 ( 1 2ω ω± ) IM3 ( 1 22ω ω± , 2 12ω ω± )
Amplitude 31 3
9
4
A Aα α+  22 Aα  
3
33
4
Aα  
 
Em (2.8), pode-se verificar um resultado já mostrado em (2.5) apenas para 1ω ; mas 
agora, vêem-se as parcelas para as componentes fundamentais ( 1 2,ω ω ). Os produtos de 
intermodulação são mostrados por sua vez em (2.9), (2.10) e (2.11); sendo que (2.9) 
mostra os produtos de intermodulação de segunda ordem (IM2) e (2.10) e (2.11) mostram 
os produtos de intermodulação de terceira ordem (IM3).  
Para que a análise se torne mais simples, considerou-se 1 2A A A= = , ou seja, as 
amplitudes dos sinais de interferência são iguais. A Tabela  2-2 resume os resultados dessa 
  
11
simplificação e ainda mostra, de forma organizada, as amplitudes referentes a cada 
componente em freqüência. 
Os produtos de intermodulação de segunda ordem podem ser desconsiderados para 
análise de amplificadores, pois suas componentes em freqüência não afetam o canal de 
comunicação. Isso porque suas componentes estão na soma e na subtração das freqüências 
das componentes de interferência. Se 1 2ω ω≈ , então 1 2 12ω ω ω+ ≈  e 1 2 0ω ω− ≈ . A 
componente aproximadamente DC dos produtos de segunda ordem é muito importante 
para a análise de não-linearidades em circuitos multiplicadores em sistemas de conversão 
direta, pois pode saturar o próximo estágio do receptor  [1]- [3]. 
Já os produtos de intermodulação de terceira ordem são muito importantes para a 
análise de amplificadores de RF pelos motivos já comentados e mostrados na Figura  2-3. 
Se 1 2ω ω≈ , então as componentes dos produtos de terceira ordem que são importantes 
são: 1 22ω ω−  e 2 12ω ω− , pois essas aparecem próximas das componentes fundamentais, 
enquanto 1 22ω ω+  e 2 12ω ω+  aparecem em freqüências mais altas em relação ao canal de 
comunicação. 
A degradação de sinais, devido aos produtos de intermodulação de terceira ordem 
gerados por sinais interferentes próximos, é freqüente em sistemas de comunicação, tanto 
que uma figura de mérito foi criada para caracterizar esse fenômeno. Esta é chamada de 
ponto de intersecção de terceira ordem (IP3 – sigla em Inglês) e será tratado na próxima 
subseção por ser a figura de mérito alvo do presente trabalho. 
2.3.5 Ponto de intersecção de 3ª ordem (IP3) 
 
Como já comentado anteriormente neste mesmo capítulo, o parâmetro IP3 é uma 
medida da linearidade do sistema. Essa figura de mérito é medida utilizando um método 
chamado de teste de dois tons (“two tone test” - em Inglês) com as seguintes condições: as 
amplitudes 1 2A A A= = , sendo que A  é suficientemente pequeno de forma que a 
aproximação de pequenos sinais seja válida (ganho de pequenos sinais seja igual a 1α ), e 
os termos de ordens mais elevadas da expansão sejam desprezíveis, ou seja, pretende-se 
evitar a compressão de ganho. As freqüências 1ω  e 2ω  devem apresentar valores próximos 
um do outro (pode-se utilizar, por exemplo, uma diferença de dez por cento entre os tons 
aplicados). 
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Utilizando as considerações acima mencionadas com relação à amplitude dos tons 
em (2.8), (2.10) e (2.11) resultam nas seguintes amplitudes de saída mostradas em seguida. 
Tabela  2-3: Amplitudes de saída das componentes fundamentais e de intermodulação. 
Freqüência 1 2,ω ω  1 2 2 12 , 2ω ω ω ω± ±  
Amplitude 1Aα  
3
33
4
Aα  
 
Segundo os resultados apresentados na Tabela  2-3, a amplitude de saída referente 
às freqüências fundamentais aumenta proporcionalmente com A , enquanto as 
componentes de intermodulação de terceira ordem aumentam proporcionalmente com 3A . 
Assim sendo, sabe-se que, em algum valor de amplitude de entrada, as amplitudes de 
saída, tanto das freqüências fundamentais quanto dos produtos de intermodulação de 
terceira ordem, se igualarão. A amplitude de entrada para a qual as amplitudes de saída 
mencionadas são iguais é chamada de ponto de intersecção de terceira ordem (IP3 – sigla 
em Inglês para “Third-Order Intercept Point”). 
 
Figura  2-4: Saída de um teste de dois tons genérico. 
 
A Figura  2-4 mostra de forma gráfica os resultados mostrados na Tabela  2-3, sendo 
que o gráfico da Figura  2-4 (A) mostra, na mesma escala linear, a evolução da amplitude 
de saída das freqüências fundamentais e da amplitude de IM3 em função da amplitude de 
entrada dos tons aplicados. Enquanto a Figura  2-4 (B) mostra as mesmas grandezas 
anteriormente mencionadas em escala log-log. Em ambas, pode-se verificar o ponto onde 
as curvas se interceptam. 
Na Figura  2-4 (B), as curvas são pontilhadas para indicar que, na prática, IP3 é 
fruto de uma extrapolação, pois como já foi comentado, se a amplitude A  passar de certo 
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valor, onde as parcelas de maior ordem que compõe o ganho das freqüências 
fundamentais, certamente interferirão na medida de IP3. Além disso, na prática, o ponto 
IP3 é geralmente maior do que a amplitude necessária para alcançar o ponto onde a 
compressão de ganho se inicia, ou seja, o IP3 é uma medida indireta, pois não pode ser 
atingido na prática. A Figura  2-4 (B) também mostra dois pontos de IP3, um ponto no eixo 
das abscissas e outro no eixo das ordenadas, que são respectivamente: IP3 referenciado à 
entrada do circuito (IIP3 – Sigla em Inglês) e IP3 referenciado à saída do circuito (OIP3 – 
Sigla em Inglês). Aqui se trabalhará sempre com IIP3, pois parece ser o parâmetro mais 
apropriado e mais utilizado na literatura  [1]- [5] e com relação ao cálculo da faixa dinâmica 
do circuito. 
A grande vantagem do parâmetro IIP3 é que ele representa uma única quantidade 
que, por si só, serve como padrão para a comparação de linearidade de diferentes circuitos. 
Ou seja, não é preciso especificar, por exemplo, a amplitude de sinal aplicada para a 
realização dos testes ou até mesmo a carga dos circuitos  [1]. 
É possível deduzir uma expressão simplificada para IP3 para que se possa ter uma 
estimativa de seu valor. Considerando a definição já mencionada, podem-se igualar as 
duas amplitudes mostradas na Tabela  2-3. Lembrando que, pela definição apresentada, 
3IIPA V=  quando as amplitudes de saída das fundamentais e dos produtos de 
intermodulação de terceira ordem são iguais. Assim: 
 31 3 3 3
3
4IIP IIP
V Vα α=  (2.12) 
 13
3
4
3IIP
V αα=  (2.13) 
Em (2.13), é apresentada uma expressão que tem como objetivo obter uma 
estimativa teórica do valor de 3IIPV  que é a amplitude de entrada na qual se alcança o ponto 
de IIP3. Apesar de esta estimativa já ser muito importante para o projetista, ainda se faz 
necessária uma medida experimental para a determinação deste valor em situações 
práticas. Como já mencionado, a medida de 3IIPV  deve ser feita de forma indireta pelo fato 
de este ponto ser impossível de se alcançar em uma situação de medida prática. Alguns 
métodos podem ser utilizados para medir esta figura de mérito. Dentro desses métodos, o 
mais preciso é o de extrapolação, que consiste em fazer uma varredura em A , respeitando 
às condições já mencionadas anteriormente, para que o teste de dois tons seja válido, e 
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medir na saída do circuito as amplitudes das componentes fundamentais e dos produtos de 
intermodulação de terceira ordem. Os resultados obtidos podem ser apresentados em um 
mesmo gráfico de escala log-log, como mostrado na Figura  2-4 (B). Para medir o 3IIPV  faz-
se a extrapolação de ambas as curvas até que elas se encontrem, como mostrado nas linhas 
pontilhadas da Figura  2-4 (B). Se a extrapolação for precisa, a determinação também o 
será. 
Um método mais rápido é mostrado a seguir e pode ser importante para uma 
primeira avaliação de IIP3. Considerando a amplitude de entrada como sendo inA , a 
amplitude de saída das componentes 1ω  e 2ω  como sendo 1 2,Aω ω  e a amplitude de IM3 
como sendo 3IMA  obtém-se: 
 1 2, 1 3
3 3
| |
3 | | 4
in
IM in
A A
A A
ω ω α
α=  (2.14) 
 1 2, 1 2
3 3
4 | | 1
3 | |IM in
A
A A
ω ω α
α=  (2.15) 
que em comparação com (2.13), permite escrever: 
 1 2
2
, 3
2
3
IIP
IM in
A V
A A
ω ω =  (2.16) 
 
Exprimindo (2.16) em dB, pode-se escrever da seguinte forma: 
 ( )1 23 , 3
3| ||
120log 20log 20log 20log
2
dB in dBdB
IIP IM in
IIP AA
V A A Aω ω
∆
= − +14243 1424314444244443  (2.17) 
Então, se as amplitudes de sinal são expressas em dB, o IIP3 é igual à metade da 
diferença entre as magnitudes de saída das componentes fundamentais e dos produtos de 
intermodulação somados à magnitude de entrada das componentes fundamentais. A 
grande vantagem desse método em relação à extrapolação é que basta medir com apenas 
uma amplitude de entrada. As parcelas de (2.17) podem ser expressas em potência sem 
nenhum prejuízo para o método, pois a definição de IIP3 é a mesma para as grandezas  
medidas com unidades de tensão ou potência, como mostrado na Figura  2-5.  
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Figura  2-5: Representação gráfica do método. 
 
A Figura  2-5 apresenta um representação gráfica de como o método de medida de 
IIP3 funciona onde as potências expressas em dBm são definidas como: 
| 10 log
1dBm
PP
mW
 =    . 
2.4 Low Noise Amplifiers (LNA) e principais figuras de 
mérito. 
 
Os amplificadores de baixo ruído (Low Noise Amplifiers – LNA) estão presentes 
em praticamente todas as estruturas de comunicação utilizadas. São blocos extremamente 
importantes na recepção de sinais de rádio freqüência. Esse bloco de circuito deve 
amplificar o sinal recebido pela antena, já degradado devido ao ambiente de transmissão, 
sem degradar a relação sinal ruído e minimizar problemas devido à não-linearidade, de 
forma que, os circuitos subseqüentes possam processar o sinal de informação de modo 
confiável. Em muitas ocasiões esses devem apresentar uma impedância característica de 
entrada de 50Ω, principalmente quando o sistema receptor utiliza um filtro passivo antes 
do LNA. Este detalhe é muito importante porque muitos filtros são sensíveis à carga de 
terminação  [1]- [5]. 
O objetivo dos projetistas de LNAs é sempre alcançar o melhor compromisso entre 
casamento de impedâncias na entrada do amplificador, figura de ruído mínima e baixo 
consumo de potência. As metodologias de projeto clássicas tentam alcançar os mesmos 
objetivos, mas consideram que o transistor (componente utilizado para a construção de 
amplificadores) é um dispositivo dado por um fabricante e que tem características bem 
definidas; assim, as metodologias voltadas para circuitos integrados devem levar em 
consideração um grau de liberdade importantíssimo em microeletrônica: as dimensões do 
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transistor para se alcançar os objetivos de forma simples e eficiente  [3]. Para isso, é 
necessário que os modelos de ruído e de linearidade do transistor levem em consideração 
esses graus de liberdade que definem seu comportamento. Com isso, será possível definir 
uma metodologia de projeto que leva a um bom compromisso entre ganho, casamento de 
impedância, figura de ruído e consumo de potência, escolhendo as dimensões e a corrente 
de polarização dos transistores. 
Existem várias topologias de circuito utilizadas na implementação de LNAs. Para 
uma avaliação prévia de desempenho destas, a literatura especializada costuma utilizar 
dois aspectos: casamento de impedâncias e figura de ruído. Aqui serão mostradas as 
topologias mais utilizadas pela literatura, incluindo uma análise de algumas de suas 
vantagens e desvantagens mostrando também duas das figuras de mérito mais importantes 
no projeto de LNAs. 
 
Figura  2-6: Amplificador porta comum. 
 
Uma das mais populares topologias utilizadas é o amplificador porta comum, 
mostrado na Figura  2-6. O casamento de impedâncias é facilmente alcançado escolhendo a 
corrente de polarização e as dimensões do transistor tais que a impedância de entrada do 
circuito (dada por 1 msg ) seja igual à impedância da fonte, com o intuito de proporcionar a 
máxima transferência de potência. Mesmo assim, o excesso de ruído fica por conta da 
resistência de canal  [3]. A topologia mostrada na Figura  2-6 não alcançará uma 
impedância de entrada de 50Ω sem consumir níveis de corrente proibitivos para uma 
operação em baixo consumo  [3], lembrando que msg  aumenta com o aumento do nível de 
inversão (para um transistor com dimensões pré-fixadas). 
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É possível utilizar níveis de corrente compatíveis com a operação em baixo 
consumo e, para superar o problema do casamento de impedâncias, pode-se utilizar uma 
rede de casamento reativa. Isso faz com que a aplicação do amplificador mude, pois com 
um casamento feito através de uma rede reativa perde-se a vantagem do casamento de 
impedâncias constante para aplicações em banda larga. Outro problema para o consumo é 
o fator de qualidade dos componentes reativos, assunto que é discutido em  [4] e não será 
foco dessa discussão informativa. 
 
Figura  2-7: Amplificador “cascode” com degeneração de fonte. 
 
Para a utilização em transmissões de banda estreita, que tem um grande número de 
aplicações, o amplificador mostrado na Figura  2-7 é largamente utilizado. A grande 
vantagem desse circuito é utilizar um indutor de degeneração para obter o casamento de 
impedâncias na entrada sem a adição de ruído térmico, pois idealmente os elementos 
reativos (capacitores e indutores) não apresentam ruído desse tipo. Como esse casamento 
de impedâncias, feito com elementos reativos, da-se apenas na freqüência de ressonância, 
o amplificador é de banda estreita. 
A indústria de sistemas de comunicação requer algumas características já citadas 
dos LNAs, em seus padrões de comunicação. Esses requisitos se transformam em 
especificações para os projetistas de circuitos integrados. Pode-se apontar as mais 
importantes como sendo: nível de ruído adicionado pelo circuito (caracterizado pela figura 
de ruído), capacidade do circuito amplificar sinais com mínima distorção (ponto de 
intersecção de terceira ordem), casamento de impedância com a antena ou filtro 
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precedente e consumo de potência. Entre essas, a mais requisitada será definida pela 
aplicação a que o sistema de comunicação será exposto. 
Para se fazer uma medida de comparação padrão, também se criou figuras de 
mérito que são definições, na maioria das vezes, intuitivas para se utilizar como 
parâmetros de comparação de desempenho para os circuitos. Aqui serão apresentadas as 
mais importantes para o projeto de um LNA. 
2.4.1 Fator de ruído e figura de ruído 
 
A agitação térmica é a causa do mais importante tipo de ruído observado em 
sistemas eletrônicos, o ruído térmico. A energia térmica agita os elétrons de forma 
aleatória em diferentes direções, causando desvios aleatórios de corrente elétrica, 
caracterizando assim o ruído térmico. O ruído térmico tem como característica principal a 
densidade espectral de potência constante e por isso também é conhecido como ruído 
branco. 
Existem outras fontes de ruído além da agitação térmica. Pode-se citar o ruído 
chamado de “flicker” ou 1 f  como o principal tipo de ruído não térmico. A denominação 
1 f  deve-se à densidade espectral de potência deste tipo de ruído, que é inversamente 
proporcional à freqüência. Uma explanação mais detalhada sobre esse assunto pode ser 
encontrada em  [1]- [3]. 
Uma das preocupações que o ruído causa aos projetistas é o fato de que a potência 
de ruído mínima, que é detectada na entrada do circuito (chão de ruído), define a 
sensibilidade do circuito. Isso significa que o circuito será hábil para processar sinais com 
potência maior do que o chão de ruído mais o ruído adicionado pelo circuito  [1]- [3]. 
O ruído adicionado pelo circuito eletrônico ao sinal é medido através do fator de 
ruído, que é definido como sendo a medida de como a relação sinal ruído é degradada pelo 
próprio sistema. A relação sinal ruído (SNR – sigla em Inglês) de um sinal é um fator que 
mostra quão mais forte é o sinal em relação ao ruído somado a ele. Através dessa 
definição, pode-se deduzir uma equação para o fator de ruído: 
 ( )
( )
( )
( ) ( )
( )
( ).
i ii fonte i fonte o totali
o o io total o total o fonte
S N S N NSNRF
SNR S N S G N N
= = = =  (2.18) 
Em (2.18), ( )o fonteN  é a potência de ruído recebida na entrada do circuito 
multiplicada pelo ganho de pequenos sinais, enquanto ( )o totalN  representa o ruído 
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mencionado anteriormente ( ( )o fonteN ), somado à contribuição de ruído do circuito, e G  é o 
ganho de pequenos sinais do circuito. Para interpretar essa definição, pode-se imaginar 
que o circuito em questão não adiciona ruído ao sinal, então ( ) ( )o fonte o totalN N=  resultando 
em um fator de ruído 1F = . Essa última afirmação leva à conclusão que o menor fator de 
ruído possível é igual a um e significa que o circuito não degrada a relação sinal ruído do 
sinal de informação recebido, ou que o circuito não adiciona ruído ao sinal recebido. 
A figura de ruído é relacionada com o fator de ruído através da relação abaixo: 
 1010 logNF F=  (2.19) 
Na grande maioria das aplicações, a figura de mérito mais importante para os 
LNAs é o fator de ruído ou a figura de ruído, pois a figura de ruído do primeiro bloco do 
sistema domina a figura de ruído total do sistema, como será verificado. 
 
 
Figura  2-8: Figura de ruído em circuitos em cascata. 
 
Considere o diagrama de blocos da Figura  2-8, onde se pode verificar três blocos 
de circuito em cascata, representando o caminho do sinal de informação recebido na 
antena de um receptor de RF. Como visto anteriormente, para calcular o fator de ruído do 
sistema da Figura  2-8, basta calcular o ruído de saída devido à fonte ruído na entrada e o 
ruído total na saída. Assim: 
 ( ) ( ) ( ) ( ) ( )1 2 3 2 3 31 2 3o total i fonte o adicionado o adicionado o adicionadoN N G G G N G G N G N= + + +  (2.20) 
O ruído de saída devido à fonte de ruído na entrada é: 
 ( ) ( ) 1 2 3o fonte i fonteN N G G G=  (2.21) 
Substituindo (2.20) e (2.21) em (2.18) e fazendo algumas manipulações algébricas, 
chega-se a: 
 321
1 1 2
11 FFF F
G G G
−−= + +  (2.22) 
Onde nF  é o fator de ruído de cada bloco n  de circuito individual e nG  são os 
diferentes ganhos de potência dos n  circuitos ligados em cascata. A conclusão que se 
  
20
chega com a relação (2.22), que na literatura é chamada de equação de Friis  [1]- [3], é que 
o fator de ruído do circuito de entrada é a parcela predominante para o cálculo do fator de 
ruído de todo o sistema. Por essa razão, o fator de ruído ou a figura de ruído são figuras de 
mérito fundamentais para o projeto de LNAs e é por isso que amplificadores que recebem 
e amplificam sinais vindos de antenas são chamados LNA. 
2.4.2 Sensibilidade e Faixa Dinâmica 
 
Pode-se definir a sensibilidade de um receptor como sendo a mínima magnitude de 
sinal que o sistema consegue detectar com uma aceitável relação sinal-ruído  [1]. Para 
calcular a sensibilidade, sigP  será a potência do sinal na entrada e SRP  a potência do ruído 
gerado pela resistência da fonte de sinal, ambos considerando uma banda unitária. Então, 
substituindo sigP  por iS  e SRP  por ( )i fonteN  em (2.18) obtém-se: 
 Ssig Rin
out out
P PSNRNF
SNR SNR
= =  (2.23) 
Isolando a potência de sinal na entrada resulta em: 
 . .
Ssig R out
P P NF SNR=  (2.24) 
A equação (2.24) prediz a sensibilidade como a potência mínima de sinal de 
entrada que é necessária para atingir um certo valor para a relação sinal-ruído na saída 
( outSNR )  [1]. Considera-se que a potência do sinal está distribuída ao longo da banda do 
canal de comunicação. Assim, integrando (2.24) em relação à banda (B) com o objetivo de 
se obter a potência média, utilizando ,minsig inP P=  e minoutSNR SNR=  e expressando as 
parcelas em dB ou dBm, obtém-se: 
 ,min / min| | | | 10 logSin dBm R dBm Hz dB dBP P NF SNR B= + + +  (2.25) 
Em (2.25), ,mininP  é a potência mínima de sinal na entrada necessária para atingir a 
minSNR  e B é a banda em Hz  [1]. 
Se for feito um casamento de impedâncias na entrada do sistema, pode-se definir 
RSP  como a potência de ruído que a resistência característica da fonte de sinal transfere à 
impedância de entrada do circuito considerando a banda igual a 1Hz. Assim: 
 4 1
4S
S
R
in
KTRP
R
=  (2.26) 
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SR
P KT=  (2.27) 
Na temperatura de 300K, (2.25) pode ser simplificada como: 
 ,min min| 174 / | 10 log |in dBm dB dBP dBm Hz NF B SNR= − + + +  (2.28) 
A soma dos três primeiros termos de (2.28) é o ruído total do sistema e, algumas 
vezes, é chamado de chão de ruído  [1]. 
A faixa dinâmica é geralmente definida na literatura como a razão entre a máxima 
magnitude de sinal de entrada que o circuito consegue tolerar e a mínima magnitude de 
entrada que o circuito pode detectar, mantendo uma razoável qualidade do sinal na saída 
 [1]. Em circuitos de RF, a magnitude máxima geralmente é determinada através do 
comportamento dos produtos de intermodulação, e a magnitude mínima é determinada 
através da sensibilidade. Essa definição é chamada em inglês de “Spurious-free dynamic 
range” (SFDR)  [1]- [3]. 
O limite máximo da faixa dinâmica pode ser definido como a máxima magnitude 
aplicada à entrada do circuito, em um teste de dois tons, na qual os produtos de 
intermodulação se mantenham abaixo do chão de ruído [1]. Pode-se quantificar essa 
definição da seguinte forma, considerando a equação mostrada na Figura  2-5, onde 
,out IM outP P P∆ = − , e considerando também que out inP P G= +  e , ,IM out IM inP P G= + , onde G 
é o ganho de potência do circuito e ,IM inP  é a potência dos produtos de intermodulação 
referidos à entrada. Tem-se: 
 3 ,
2
3
IIP IM in
in
P P
P
+=  (2.29) 
Pela definição apresentada, ,IM inP  deve ser igual ao chão de ruído, chamado aqui de 
174 / 10logF dBm Hz NF B= − + + , resultando em: 
 3,max
2
3
IIP
in
P FP +=  (2.30) 
Segundo a definição de SFDR, deve-se subtrair (2.30) de (2.28), resultando em: 
 3 min
2( )
3
IIPP FSFDR SNR−= −  (2.31) 
Então, o SFDR representa a magnitude relativa máxima de interferência que um 
receptor consegue tolerar enquanto apresenta um sinal com uma aceitável qualidade na 
saída para um sinal de pequena magnitude na entrada. Essa qualidade está relacionada 
com minSNR . 
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2.5 Conclusão 
 
Neste capítulo, mostraram-se as principais conseqüências das não-linearidades dos 
sistemas físicos no desempenho de amplificadores RF. Analisou-se, em particular, a 
compressão de ganho e também os problemas que sinais de interferência localizados em 
canais adjacentes causam. 
O estudo em nível de sistema gera figuras de mérito utilizadas como padrões de 
especificação de circuitos de comunicação. As figuras de mérito para amplificadores de 
baixo ruído aqui apresentadas se mostraram muito importantes, pois definem em que 
condições o circuito será eficiente na recepção de sinais contendo informação. 
Além disso, a modelagem matemática aqui mostrada servirá de base para o 
desenvolvimento de um modelo em nível de circuito, visando oferecer ferramentas 
simples para projetistas desenvolverem projetos que levem em consideração a não-
linearidade dos circuitos. Mas para isso, deve-se conhecer um modelo matemático em 
nível de dispositivo para que seja aplicado a essa metodologia. O modelo de dispositivo 
pode definir o quão simples e preciso será o projeto em nível de circuito, sendo que o 
dispositivo em questão aqui é o transistor MOS. Esse modelo é apresentado no capítulo 
seguinte. 
3 MODELO DO TRANSISTOR MOS 
3.1 Introdução 
O modelo aqui apresentado e que será utilizado como base para as equações que 
representarão o comportamento não-linear do transistor MOS é o modelo desenvolvido na 
Universidade Federal de Santa Catarina, chamado “Advanced Compact MOSFET” 
(ACM)  [6]- [9]. Esse modelo, baseado na física, tem as seguintes características: necessita 
de poucos parâmetros tecnológicos, possui equações simples que permitem inclusive o 
projeto de circuitos a mão, é contínuo em todas as regiões de operação do transistor e 
também preciso desde inversão fraca até inversão forte  [8]. 
Devido à complexidade do modelo do transistor MOS, serão aqui apresentas 
apenas as equações do modelo ACM, que representam as relações elétricas que modelam 
os fenômenos físicos mais importantes ao desenvolvimento deste trabalho. 
Este capítulo será organizado da seguinte forma: a seção 3.2 apresentará as 
considerações gerais do funcionamento do MOSFET, a seção 3.3 mostrará as equações de 
corrente de dreno e de transcondutância do modelo de canal longo, a seção 3.4 apresentará 
os efeitos de segunda ordem ou de canal curto e, na seção 3.5, uma breve conclusão. 
3.2 Considerações Gerais Sobre o Funcionamento do 
Transistor MOS 
Não se poderia aqui falar sobre termos e qualquer tipo de nomenclatura que fazem 
referência ao dispositivo chamado de transistor “Metal Oxide Semiconductor Field Efect 
Transistor” (MOSFET – Sigla em Inglês) sem antes tentar introduzir esses termos e a 
nomenclatura em um resumo muito sucinto do funcionamento do dispositivo em questão. 
A figura abaixo mostra um exemplo da estrutura física de um transistor MOS e 
pode-se verificar que o nome dado a esta estrutura é muito conveniente, pois o material 
utilizado para a confecção da porta dos primeiros transistores era um metal (alumínio), 
apesar de que nas tecnologias mais modernas, o material seja um semicondutor 
policristalino (polisilício), para que fique com características metálicas de condução. 
Abaixo desse, há uma camada de óxido de silício (SiO2), ou outro material de alta 
constante dielétrica, que faz o papel de isolante e finalmente, completando o sanduíche 
que dá nome ao dispositivo, encontra-se o substrato semicondutor, que normalmente é de 
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silício dopado. Para transistores do tipo N, o substrato é dopado com impurezas do tipo P 
e, para transistores do tipo P, o substrato é dopado com impurezas do tipo N. 
EX
Ey
 
Figura  3-1: Estrutura física de um transistor MOS. 
 
A estrutura mostrada na Figura  3-1, como exemplo, é o de um transistor canal N ou 
NMOS, que tem essa denominação porque os portadores de corrente no canal de inversão 
são elétrons e possui quatro terminais: Corpo (“Bulk”), Porta (“Gate”), Dreno (“Drain”) e 
Fonte (“Source”). Neste trabalho, os terminais serão designados por seus respectivos 
nomes em Português. Mas, na nomenclatura para o equacionamento, serão usadas as siglas 
dos respectivos nomes em Inglês por uma questão de compatibilidade com a nomenclatura 
utilizada pela maioria dos engenheiros. 
As diferenças de potencial entre porta e corpo ( GBV ), entre fonte e corpo ( SBV ) e 
entre dreno e corpo ( DBV ) definem os campos elétricos que atuam sobre a distribuição das 
cargas fixas e portadores no interior do substrato semicondutor, logo abaixo do óxido 
formado entre o terminal de porta e o substrato. No exemplo dado na Figura  3-1, quando a 
tensão GBV  é menor do que a tensão de banda plana (definida como a soma de todos os 
potenciais de contato entre os materiais, e o potencial induzido por cargas parasitas no 
interior do óxido e na interface entre este e o semicondutor  [6]), a região do substrato 
próxima ao óxido tem sua densidade de lacunas aumentada, caracterizando-se o regime de 
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acumulação. Quando GBV  é levemente superior à tensão de banda plana, a densidade de 
cargas próxima à interface com o óxido é associada à depleção de lacunas, caracterizando-
se o regime de depleção ou inversão fraca. Finalmente quando GBV  é positivo e maior do 
que a denominada tensão de limiar, a densidade de carga de elétrons livres na interface 
com o óxido aumenta de tal forma que a concentração de elétrons livres na interface 
supera a de lacunas no corpo do semicondutor, caracterizando-se assim o regime de 
inversão. Esse regime tem esse nome por ser o canal de inversão constituído por 
portadores que são minoritários no corpo do semicondutor. A região de inversão é a mais 
utilizada para polarizar o transistor MOS. 
O canal de inversão é constituído por uma finíssima camada de portadores 
minoritários que podem se deslocar laminarmente na direção do eixo x, mostrado na 
Figura  3-1, desde que se aplique uma diferença de potencial entre os extremos do referido 
canal condutor. Considerando que a tensão aplicada ao dreno seja superior à tensão 
aplicada à fonte, a diferença de potencial entre as faces superior e inferior da camada de 
óxido isolante é menor nas vizinhanças do dreno do que na fonte. Assim, o nível de 
inversão do canal é maior próximo à fonte e diminui progressivamente na direção do 
dreno. 
Com o aumento da tensão aplicada ao dreno, a região próxima a ele experimenta 
uma redução considerável da carga de elétrons em relação à carga na fonte, caracterizando 
a chamada saturação direta. A saturação direta não impede a continuação do fluxo 
eletrônico, mas todo o incremento adicional da tensão de dreno servirá para intensificar o 
campo longitudinal na zona estrangulada, por sua vez aumentando a velocidade dos 
portadores na região próxima ao dreno  [6]. Na chamada saturação direta o dispositivo 
apresenta uma corrente de dreno praticamente insensível a aumentos da tensão de dreno. 
3.3 Modelo de Canal Longo do MOSFET 
Nesta seção, será apresentada a formulação para a corrente de dreno do modelo 
ACM de forma simplificada e breve, de modo que esse equacionamento sirva de base para 
o equacionamento alvo deste trabalho. Para um estudo mais aprofundado do modelo, 
sugere-se a leitura de  [6]- [10]. 
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3.3.1 Modelo Para a Corrente de Dreno 
Como em qualquer componente eletrônico semicondutor, a corrente de dreno ID 
possui natureza mista, podendo ser decomposta em uma corrente de deriva, proporcional 
ao gradiente do potencial elétrico no canal, e uma corrente de difusão, proporcional ao 
gradiente da concentração de elétrons ao longo do canal  [6] [7]: 
 S ID S I t
d dQI W Q
dx dx
φµ φ ′ ′= − +    (3.1) 
onde Sµ  é a mobilidade dos portadores, W  é a largura do canal, Sφ  é o potencial de 
superfície, tφ  é o potencial térmico e IQ′  é a densidade de cargas por unidade de área. 
Para se derivar uma expressão para a corrente de dreno em termos das densidades 
de carga de inversão na fonte ( ISQ′ ) e no dreno ( IDQ′ ), utiliza-se a aproximação 
fundamental segundo a qual IQ′  varia linearmente com Sφ . Essa aproximação fundamental 
é apresentada abaixo: 
 I ox SdQ nC dφ′ ′=  (3.2) 
onde n é chamado de fator de rampa e 
2ox SiO ox
C tε′ =  é a capacitância de óxido por 
unidade de área, 
2SiO
ε  é a permissividade elétrica do óxido de silício e oxt  é a espessura de 
óxido. 
Para obter então a equação para a corrente de dreno, substitui-se (3.2) em (3.1) e 
faz-se a integração ao longo do canal, resultando em  [6]: 
 ( , ) ( , )D F R GB SB GB DBI I I I V V I V V= − = −  (3.3) 
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( ) ( )
( ) 22
IS D IS Dt
F R S ox
ox t ox t
Q QWI nC
L nC nC
φµ φ φ
 ′ ′ ′  = − ′ ′   
 (3.4) 
onde FI  e RI  são as correntes de saturação direta e reversa respectivamente, ISQ′  e IDQ′  
são as densidades de carga por unidade de área do lado do terminal de fonte e de dreno 
respectivamente, Sµ  é a mobilidade dos portadores, n  é o fator de rampa, oxC′  é a 
capacitância de óxido por unidade de área, tφ  é o potencial térmico e W  e L  são a largura 
e o comprimento de canal equivalentes do transistor. 
Os resultados apresentados por (3.3) e (3.4) permitem verificar uma importante 
propriedade da corrente de dreno em transistores canal longo: essa pode ser escrita como a 
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diferença entre duas componentes, a saber, a corrente de saturação direta ( FI ), que 
corresponde à densidade de cargas no lado do terminal de fonte, e a corrente de saturação 
reversa ( RI ), que corresponde à densidade de cargas do lado do terminal de dreno. 
Para a maioria das aplicações, o transistor é polarizado em saturação direta, ou 
seja, a corrente de saturação reversa apresenta um valor muito pequeno em relação à 
corrente de saturação direta, resultando em D FI I≅ . 
Pode-se ainda utilizar (3.4) em uma forma normalizada apresentada abaixo: 
 ( )2( ) ( ) ( )2f r IS D IS Di q q′ ′= −  (3.5) 
onde ( ) ( )f D F D Si I I=  que são as correntes direta e reversa normalizadas, e 
( ) ( )IS D IS D IPq Q Q′ ′ ′=  são as densidades de carga por unidade de área normalizadas perto da 
fonte e do dreno respectivamente. O fator de normalização da corrente 
2
0 ' 2
t
S ox
WI nC
L
φµ=  
é também chamado de corrente específica, enquanto o fator de normalização das 
densidades de carga IP ox tQ nC φ′ ′= −  é também chamado de densidade de cargas de “pinch-
off”. 
Para relacionar as densidades de carga de inversão com as tensões nos terminais do 
dispositivo, o modelo ACM utiliza o “Unified Charge Control Model” (UCCM), deduzido 
em  [6] [7] e mostrado abaixo por conveniência: 
 ( ) ( )( ) ln
IP IS D IS D
P SB DB t
ox IP
Q Q Q
V V
nC Q
φ′ ′ ′−  − = +  ′ ′   (3.6) 
onde PV  é a tensão de “pinch-off”, dada no modelo ACM pela seguinte aproximação: 
 0GB TP
V VV
n
−=  (3.7) 
onde 0TV  é a tensão de limiar do transistor. 
A expressão apresentada em (3.6) também pode ser utilizada na sua forma 
normalizada como apresentado a seguir: 
 ( ) ( ) ( )1 ln
P SB DB
IS D IS D
t
V V
q qφ
− ′ ′= − +  (3.8) 
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3.3.2 Modelo da Transcondutância 
O modelo de transcondutância que será apresentado faz parte de um modelo mais 
completo, chamado de modelo de pequenos sinais, o qual apresenta as características 
dinâmicas que descrevem a operação do transistor MOS em regime quase-estático. Nesse 
regime, supõe-se que as variações das tensões terminais sejam suficientemente lentas para 
que as densidades de carga em qualquer posição do canal variem instantaneamente com as 
tensões terminais  [10]. Um modelo de pequenos sinais quase-estático completo deve ser 
composto por doze parâmetros independentes, sendo que três são transcondutâncias e nove 
são capacitâncias  [6] [7].  
As definições das três transcondutâncias, mencionadas acima, estão mostradas a 
seguir: 
 , ,| D BDmg Vs V V
G
Ig
V
∂= ∂  (3.9) 
 , ,| G D BDms V V V
S
Ig
V
∂= ∂  (3.10) 
 , ,| D S BDmd V V V
D
Ig
V
∂= ∂  (3.11) 
Assim sendo, desconsiderando a variação de n  e Sµ  em relação à tensão GBV , a 
partir de (3.3) obtêm-se os seguintes resultados, segundo  [6] e  [7]: 
 'ms S IS
Wg Q
L
µ= −  (3.12) 
 'md S ID
Wg Q
L
µ= −  (3.13) 
 ( )1mg ms mdg g gn= −  (3.14) 
O desenvolvimento completo de (3.12), (3.13) e (3.14) é apresentado em  [6]e  [7]. 
A transcondutância mgg  será muito importante para o desenvolvimento posterior 
das equações que serão utilizadas para avaliar as não-linearidades do transistor MOS. 
3.4 Efeitos de Segunda Ordem do Transistor MOS 
Em aplicações de RF transistores com altas freqüências de transição são muito 
desejáveis, por isso utilizam-se transistores com comprimentos de canal mínimo. Por sua 
vez, nos transistores de canal mínimo, principalmente em tecnologias avançadas, os 
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efeitos de segunda ordem são fundamentais para a modelagem precisa do comportamento 
do transistor nesse tipo de aplicação. Por isso, é fundamental a revisão da modelagem 
destes efeitos nesta seção. 
3.4.1 Modulação do Comprimento do Canal. 
Esse efeito está relacionado com as contribuições do campo elétrico longitudinal 
ao canal para a distribuição espacial das cargas, principalmente na região próxima ao 
terminal de dreno. Esse problema físico é de ordem bidimensional, mas para fins de 
simplificação do modelo, considera-se como um efeito elétrico unidirecional no qual o 
comprimento efetivo do canal é reduzido com o aumento da tensão DSV  devido ao avanço 
da região de depleção. 
No modelo ACM, o canal é dividido em duas seções, associadas uma à fonte e a 
outra ao dreno. Na seção de fonte, a aproximação de canal gradual é válida e a corrente 
pode ser calculada por um modelo consistente com esta hipótese, porém empregando-se 
em lugar do comprimento do canal, o comprimento da seção  [6]. Para determinar o 
comprimento da seção de fonte, faz-se uma análise do campo elétrico na seção de dreno. 
Uma forma bem simples de modelar esse efeito é mostrada em  [6] [7] e é reproduzida 
abaixo por conveniência: 
 0
1
D
D
II
L
L
= ∆ −  
 (3.15) 
onde 0DI  é a corrente de dreno de canal longo, calculada através de (3.3), L  é o 
comprimento efetivo do canal e L∆  é o comprimento da seção do dreno, que pode ser 
modelado da seguinte forma  [6] [7]: 
 ln 1 SATDS DSC
C CRIT
V V
L L
L U
λ − ∆ = +    (3.16) 
onde Si jC
ox
x
L
C
ε= ′ , jx  é a profundidade da junção, Siε  é a permissividade do silício, oxC′  é 
a capacitância de óxido, 
SATDS
V  é a tensão entre dreno e fonte na qual o transistor entra em 
saturação direta, limCRIT
vU µ= , limv é a velocidade limite, µ  é a mobilidade dos portadores 
e λ  é uma parâmetro de ajuste. 
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Esse efeito de segunda ordem ou de canal curto é sempre desconsiderado em 
transistores de canais considerados longos, pois o encurtamento do canal causado por esse 
fenômeno é muito menor do que o comprimento total do canal. Por outro lado, é muito 
importante em transistores de canal curto. 
3.4.2 Degradação da Mobilidade com o Campo Elétrico 
Transversal. 
Quanto maior o campo elétrico na direção perpendicular ao canal, maior é a 
densidade de cargas de inversão próximas à camada de óxido de silício, aumentando assim 
a taxa de colisões contra a interface e entre as partículas. Assim, a mobilidade deixa de ser 
constante e passa a ser dependente das tensões GBV , SBV  e DBV , sendo assim variável ao 
longo do canal. 
A dedução do modelo da mobilidade em função do campo elétrico transversal para 
o modelo ACM pode ser encontrada em  [6],  [7] e  [9]. O resultado é apresentado a seguir: 
 0
1 ( )I B
Si
Q nQθ
µµ α
ε
=
′ ′− +
 (3.17) 
onde θα  é o coeficiente de dependência entre mobilidade e campo, 0µ  é a mobilidade dos 
portadores na ausência de campo e I B
Si
Q nQ
ε
′ ′+  é o campo elétrico médio na camada de 
inversão e 1 2n =  para elétrons e 1 3 para lacunas. 
Essa equação da mobilidade pode ser utilizada em (3.1) para inclusão da 
degradação da mobilidade com o campo elétrico transversal na equação da corrente. Esse 
efeito é muito importante, apesar de que não será considerado no desenvolvimento 
subseqüente, a exemplo da modulação do comprimento do canal. Isso pelo fato que o 
efeito estudado aqui é dominante em transistores de canal longo e que para amplificadores 
utilizados em aplicações de RF são utilizados transistores de canal curto em que a 
velocidade de saturação dos portadores é o efeito de segunda ordem dominante. 
3.4.3 Saturação da Velocidade dos Portadores. 
Para o desenvolvimento do modelo de primeira ordem, ou de canal longo, não se 
considerou a relação entre a velocidade dos portadores e o campo elétrico longitudinal ao 
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canal. O efeito da saturação da velocidade dos portadores no modelo ACM é baseado na 
equação abaixo: 
 ( )( )lim1S Sv d dx
µµ µ φ= +  (3.18) 
onde lim 1 CRITv Uµ =  e CRITU  é o campo elétrico crítico que corresponde a uma 
velocidade de metade da velocidade limite, e µ  é a mobilidade, dependente do campo 
transversal. 
A mobilidade µ  pode ser substituída por 0µ , no caso de o modelo levar em 
consideração apenas o efeito da velocidade de saturação dos portadores para o 
desenvolvimento de equações aproximadas. No próximo capítulo, isso será considerado. 
Substituindo (3.18) em (3.1), usando a aproximação fundamental do modelo ACM 
(3.2), e integrando esse resultado ao longo do canal, obtém-se uma equação geral para a 
corrente de dreno, considerando o fenômeno da saturação da velocidade dos portadores 
 [9], que é apresentada abaixo na sua forma normalizada: 
 ( )( ) ( )21 IS ID IS IDIS ID
q q
id q q
q qε
′ ′− ′ ′= + +′ ′+ −  (3.19) 
onde t
CRITLU
φε =  é um parâmetro referente à saturação de velocidade e L  é o 
comprimento efetivo do canal. 
Note-se que, para transistores de canal longo, tem-se 1ε <<  (por exemplo, 
0,0045ε =  para um transistor com 1L mµ= ) e o efeito da saturação da velocidade dos 
portadores tem pouca influência no cálculo da corrente de dreno. Note que o valor de ε  é 
intimamente ligado ao comprimento de canal e que para o modelo a consideração ou não 
do efeito da velocidade limite se dá de forma automática. 
Segundo (3.19) se ISq′  for fixado em determinado valor a corrente de dreno 
aumenta à medida que a IDq′  diminui. Ao mesmo tempo em que IDq′  diminui, a velocidade 
dos portadores deve aumentar, pelo fato que a diminuição de IDq′  implica em um aumento 
do campo longitudinal segundo o UCCM. No entanto essa velocidade não pode exceder a 
velocidade limite. Portanto a corrente máxima que pode fluir quando o transistor alcança a 
saturação direta é limitada pela velocidade de saturação dos portadores e a mínima 
densidade de carga no lado de dreno  [7]: 
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 limSAT SATD IDI Wv Q′= −  (3.20) 
ou na sua forma normalizada:  
 2
sat SATd ID
i qε ′=  (3.21) 
onde 
SAT SATd D S
i I I=  é a corrente de dreno normalizada com a velocidade dos portadores 
saturada, e 
SAT SATID ID IP
q Q Q′ ′ ′=  é a densidade de cargas do lado de dreno normalizada com a 
velocidade dos portadores saturada. 
Substituindo (3.21) em (3.19) com o objetivo de se obter 
SATID
q′  para qualquer 
regime de operação: 
 ( )2
211 1 1
1
SATID IS
IS IS
q q
q q
εε
ε ε
 ′ ′+  = + − + ′ ′ + 
 (3.22) 
A expressão apresentada em (3.22) terá papel fundamental no desenvolvimento do 
modelo de não-linearidades do MOSFET que será apresentado na próxima seção. A 
dedução de todas as equações apresentadas aqui estão detalhadas em  [6] [7] [9]. 
3.5 Conclusão 
Nesse capítulo, foi apresentado um modelo do transistor MOS, que é fundamental 
para o projeto de circuitos integrados em tecnologia CMOS (Sigla em Inglês para 
“Complementary Metal Oxide Semiconductor”). Aqui não se encontra apresentado um 
modelo completo, mas apenas as equações que serão utilizadas no desenvolvimento do 
modelo de não-linearidades. Para quem desejar conhecer mais profundamente os 
princípios que circundam a modelagem de transistores e até mesmo o modelo ACM, 
recomenda-se o estudo de  [6]- [11]. Em algumas das referências apresentadas, pode-se 
verificar o desenvolvimento de todas as equações apresentadas aqui de forma rápida, pois 
este trabalho não tem por objetivo o seu desenvolvimento. 
Pôde-se verificar também, nesse capítulo, a simplicidade apresentada pelo modelo 
ACM em suas expressões. A maioria dessas relações mostradas aqui podem ser 
implementadas em um simulador de circuitos em uma versão mais completa, ou seja, os 
cálculos de corrente devem considerar todos os efeitos de segunda ordem. As expressões 
como foram apresentadas de forma modular servem para o entendimento dos fenômenos 
físicos envolvidos e para o projeto de circuitos à mão. 
 
4 MODELAGEM DE IIP3 DE UM AMPLIFICADOR 
FONTE COMUM 
4.1 Introdução 
Em trabalhos anteriores,  [13]- [17] foi constatado, mesmo através de medições, um 
aumento significativo da linearidade, (utilizando como referência IIP3) na região de 
inversão moderada, em que se pode alcançar um bom compromisso entre consumo de 
potência, freqüência de transição e linearidade para transistores de canal curto. Esse 
aumento foi chamado de “Sweet Spot” em  [13] e  [16] e pode ser um interessante critério 
de projeto para circuitos de radiofreqüência de baixo consumo, em que linearidade é um 
fator relevante. Apesar de apresentar o “Sweet Spot” como uma realidade, a literatura o 
formaliza com equações complexas e, em certos casos, apresenta medidas sem apresentar 
uma discussão sobre os fenômenos físicos ligados a ele. 
Este capítulo se propõe a apresentar o desenvolvimento de um modelo compacto 
para o comportamento de IIP3, em relação à polarização de transistores MOS, baseado no 
modelo ACM. O objetivo é obter equações simples e confiáveis para serem utilizadas no 
projeto de amplificadores, operando principalmente em inversão fraca e moderada. Além 
disso, pretende-se mostrar os fenômenos físicos envolvidos na origem do “Sweet Spot”. 
Para alcançar os objetivos propostos acima, fez-se uma análise de não linearidade 
em um amplificador fonte comum, pois esse serve de base para outras topologias muito 
utilizadas em circuitos de radiofreqüência, utilizando os conceitos apresentados nos 
capítulos anteriores. 
Este capítulo está organizado desta forma: após esta breve introdução, uma análise 
não-linear de um amplificador fonte comum será apresentada em 4.2, as equações de 
transcondutância e suas derivadas em 4.3, IIP3 em função da polarização do transistor em 
4.4 e, finalmente, um estudo das causas do “Sweet Spot” em 4.5. 
4.2 Análise não-linear de um amplificador fonte comum 
O amplificador fonte comum, como já foi mencionado anteriormente, é a topologia 
mais simples de amplificador. No entanto, ela permite que sua análise, tanto de ruído 
quanto de linearidade, possa ser estendida a outras topologias mais complexas, além de 
permitir que se faça uma análise do comportamento de linearidade intrínseca do transistor 
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MOS. Um exemplo de topologia baseada no amplificador fonte comum é mostrado na 
Figura  2-7, que é a configuração comumente chamada de amplificador “cascode” e que é 
amplamente utilizada em circuitos de comunicação como o LNA. 
 
Figura  4-1: Amplificador fonte comum. 
 
A Figura  4-1 mostra um esquemático do amplificador no qual o comportamento de 
IIP3 será analisado com relação à polarização do circuito. Para essa análise são feitas 
algumas considerações com relação ao circuito mostrado acima: 
•A primeira delas é que a grandeza de saída da característica de 
transferência, que será deduzida mais adiante, será a corrente de dreno. 
•A segunda consideração é que o transistor é polarizado na região de 
saturação direta. 
De acordo com o que foi visto para o sistema hipotético da Figura  2-1, em que a 
característica de transferência foi expandida em série de potências, a característica de 
transferência do circuito da Figura  4-1 resulta na seguinte expressão geral para a corrente 
de saída: 
 
2 3
2 3
2 3
1 1
2! 3!
BIAS BIAS BIAS
out in in in
in in in
dI d I d Ii v v v
dV dV dV
= + +  (4.1) 
onde inv  é a amplitude do sinal de entrada e inV  é a tensão de polarização DC. 
Uma verificação rápida na Figura  4-1 evidencia que, para essa topologia, in GV V=  e 
BIAS DI I= , já que o terminal de corpo está conectado à fonte. Assim sendo, as derivadas 
que compõem os fatores da expansão em série de potências são obtidos através de mgg , 
equação (3.9), e suas derivadas ( mgg′ , mgg′′  em relação à GV ). Lembra-se que neste capítulo 
se utilizará a aproximação de distorção fraca, ou seja, trunca-se a expansão a partir do  
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termo correspondente a mgg′′  e esse o único termo relacionado com a distorção por 
intermodulação. 
Substituindo os fatores que multiplicam inv  e 
3
inv  em (2.13) obtém-se: 
 
3
2
3 3
4 1 8
3 3!
mgD D
IIP
G G mg
gdI d IV
dV dV g
= = ′′  (4.2) 
Através de (4.2), pode-se observar a relação entre 3IIPV  e a polarização do transistor 
representada por sua tensão de porta. Assim, é possível determinar uma expressão de 3IIPV  
em função da polarização do transistor, utilizando para esse propósito o modelo de 
dispositivo apresentado no capítulo anterior. 
4.3 Equações de Transcondutância e suas Derivadas 
Como anteriormente foi dito, deve-se agora introduzir o modelo de dispositivo em 
(4.2), de forma que se possa desenvolver uma expressão, se possível explícita, para 3IIPV  
em função da polarização do transistor. 
O fato de que as novas tecnologias de fabricação de dispositivos CMOS permitem, 
em suas regras, comprimentos de canal mínimos cada vez menores, faz com que a 
freqüência de transição desses dispositivos atinja valores da ordem de grandeza requeridos 
pelas aplicações de RF. Então a utilização de transistores com comprimentos de canal 
mínimos em tecnologias modernas faz com que esses sejam modelados adicionando 
efeitos relacionados às diminutas dimensões dos transistores atualmente utilizados no 
projeto de circuitos para aplicações de RF. Assim sendo, numa primeira aproximação, será 
considerado apenas o efeito de velocidade de saturação dos portadores, porque esse se 
apresenta como principal efeito de segunda ordem, relacionado com a diminuição do 
comprimento de canal mínimo das tecnologias utilizados atualmente. 
O efeito da velocidade de saturação dos portadores foi apresentado no capítulo 
anterior, em que (3.21) é apresentada como a corrente de dreno normalizada em função da 
densidade de cargas normalizadas do lado de dreno do transistor, operando com a 
velocidade dos portadores saturada. Fazendo a derivada implícita de (3.21) em relação à 
tensão de porta, obtém-se: 
 2 SATIDDmg S
G G
dqdIg I
dV dVε
′= =  (4.3) 
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onde 0 ' 2
t
S ox
WI nC
L
φµ=  é a corrente específica já definida no capítulo anterior e repetida 
aqui por conveniência. Nessa dedução supõe-se que SI  e ε  dependem muito pouco de 
GV . 
Note que (4.3) se apresenta em função da derivada da densidade de cargas 
normalizada no lado de dreno, quando a velocidade dos portadores está saturada, em 
relação à tensão de porta. Pode-se utilizar (3.22), que é a relação entre as densidades de 
carga normalizada do lado de dreno e do lado de fonte, para se obter uma ligação entre 
SATID
q′  e GV , pois a densidade de carga normalizada do lado de fonte está relacionada com a 
tensão de porta através do UCCM (3.8). 
Analisando (4.3) e (3.22), pode-se prever que de (4.2) provavelmente resultará em 
uma equação complexa, pelo fato de haver uma raiz contendo a variável de derivação ISq′ . 
Esse fato inibe o desenvolvimento de um modelo que possa ser utilizado para predizer 
3IIPV  através de cálculos a mão, além de resultar em equações complexas para a segunda 
derivada da transcondutância. Então, na tentativa de simplificar (3.22), multiplicou-se e 
dividiu-se a mesma pelo conjugado do termo entre parêntesis, resultando em: 
 ( )( ) ( ) 2
2 1 2
1 1 1 2 1
SATID IS
IS IS IS
q q
q q q
ε
ε ε ε
′ ′+=′ ′ ′+ + + + + +  (4.4) 
A equação (4.4) permite algumas considerações para sua simplificação. Para essa 
simplificação considera-se 1ε <<  e 1ISq′ << . Assim o termo referente à raiz quadrada 
resulta igual a um para as regiões de inversão fraca e início da inversão moderada. Essa 
simplificação foi feita considerando que se pode tolerar certa imprecisão no cálculo da 
carga para inversão forte, se essa não comprometer a precisão em inversão fraca e 
moderada, pois essas são as regiões de maior interesse neste trabalho. Assim (4.4) pode ser 
simplificada como segue: 
 ( )( )
2 1 2
2 1
SATID IS
IS IS
q q
q q
ε
ε
′ ′+≅′ ′+ +  (4.5) 
Essa aproximação feita para se obter (4.5) mantém a precisão do modelo para a 
inversão fraca e moderada, porém apresenta erro na região de polarização ( 1ISq′ >> ) onde 
a parcela simplificada tem peso significativo para o cálculo da densidade de cargas. 
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A expressão (4.5) oferece a possibilidade de um equacionamento muito simples 
para mgg  e suas derivadas, como será verificado adiante. 
Desenvolvendo a derivada de (3.8) em relação à GV  e lembrando que 
1P GdV dV n= , obtém-se como resultado IS Gdq dV′ , que por sua vez é substituído no 
resultado da derivação de (4.5) em relação à GV . O resultado de tudo isso é substituído em 
(4.3), para se obter finalmente o resultado da primeira derivada da corrente de dreno em 
relação à tensão de porta, mostrado abaixo: 
 ( )
( ) ( ) ( )
( ) ( )
2 1 2 1 22
2 1 1 2 1
IS IS IS ISS ISD
mg
G t IS IS IS
q q q qI qdIg
dV n q q q
ε ε
φ ε ε
 ′ ′ ′ ′+ + + − + ′   = =  ′ ′ ′+ + + + +    
 (4.6) 
Pode-se aproximar o termo ( )2 ISq′+  mostrado em (4.6) por ( )1 ISq′+  para o regime 
de inversão forte ( 10ISq′ >> ), pois para os regimes de inversão fraca e moderada o termo 
em questão é desprezível. Assim obtém-se: 
 2 4
2 2
S IS ISD
mg
G t IS IS
I q qdIg
dV n q q
ε
φ ε ε
 ′ ′+= =  ′ ′+ + 
 (4.7) 
Verifica-se em (4.7) que a transcondutância é uma função da densidade de cargas 
de inversão normalizada no lado de fonte. Como a densidade de cargas normalizada do 
lado da fonte tem uma relação direta com a tensão de porta, então se pode utilizar a 
densidade de cargas normalizada como um parâmetro que se refere à polarização do 
circuito e nos dá uma indicação sobre o nível de inversão aplicado ao dispositivo. 
Para a obtenção de mgg′ , deriva-se (4.7) em relação à tensão de porta e substitui-se 
IS Gdq dV′  pelo resultado obtido com a derivação de (3.8) em relação à tensão de porta. O 
processo para a obtenção de mgg′′  resume-se em derivar mgg′  em relação à tensão de porta e 
substituir novamente IS Gdq dV′  pelo resultado obtido com a derivação de (3.8) em relação 
à tensão de porta. Os resultados dos desenvolvimentos descritos acima são os seguintes: 
 ( ) ( ) ( )
2
2 32
16 1
1 2
S ISD
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G ISt IS
I qIg
V qn qφ ε
′∂′ = = ′∂ + ′+  (4.8) 
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I q q qIg
V n q q
ε ε
φ ε
′ ′ ′− −∂′′ = =∂ ′ ′+ +  (4.9) 
O equacionamento apresentado acima resultando em (4.7), (4.8) e (4.9) é 
apresentado com detalhes no Anexo 1. 
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Agora (4.7), (4.8) e (4.9) podem ser utilizadas para compor as definições das 
figuras de mérito de não-linearidades, mostradas na seção  2. Além disso, a 
transcondutância e suas derivadas podem ser utilizadas em modelos mais complexos, onde 
não se utiliza a aproximação de distorção limitada. Em especial, pretende-se neste trabalho 
estudar o comportamento de 3IIPV  em relação à polarização do transistor, por isso se 
utilizará mais adiante apenas (4.7) e (4.9). 
A Figura  4-2 mostra graficamente como se comportam (4.7), (4.8) e (4.9) em 
função de ISq′  para um transistor que seria fabricado na tecnologia TSMC 0.18 µm com o 
comprimento de canal mínimo e razão de aspecto 100W L =  ( 0.034ε = ) e para o mesmo 
transistor considerando a aproximação de canal longo ( 0ε = ). O valor de L , mostrado na 
figura, corresponde ao comprimento de canal nominal do transistor, ou seja, é o 
comprimento mínimo permitido para o desenho do dispositivo na referida tecnologia. 
 
Figura  4-2: Transcondutância e suas derivadas. 
 
Pode-se verificar na Figura  4-2 que o comportamento da transcondutância e de 
suas derivadas para um transistor de canal curto é bastante diferente do comportamento de 
um transistor de canal longo. Considerando uma curva D GI xV  de um transistor 
considerado de canal longo, para tensões 0G TV V<  (inversão fraca 1ISq′ << ), o mecanismo 
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de transporte de cargas pode ser modelado como uma função exponencial; já para 
0G TV V>  (inversão moderada e forte 1ISq′ ≥ ), o mecanismo de transporte pode ser 
modelado por uma função quadrática. Considerando agora o comportamento das derivadas 
da corrente de dreno, pode-se dizer que qualquer derivada para 0G TV V< , a função 
continuará sendo exponencial; já para 0G TV V> , a derivada primeira tenderá a uma função 
de primeiro grau, a derivada segunda tenderá a uma função constante e, finalmente, a 
terceira derivada tenderá a zero desprezando o efeito de degradação da mobilidade com o 
campo transversal, como pode ser verificado na Figura  4-2. Essa é uma visão 
extremamente simplificada, mas que pode ser muito útil para se entender um pouco da 
diferença entre os comportamentos de transistores, em que se possam utilizar a 
aproximação de canal longo e os que devem utilizar as aproximações de canal curto. 
Como já foi mencionado, pode-se verificar na Figura  4-2 um comportamento bastante 
diferente do descrito acima para um transistor de canal longo. A maior diferença entre os 
comportamentos se apresenta na transição entre inversão moderada e forte, em que a 
primeira derivada da corrente tende a uma saturação, ou função constante. Por 
conseqüência a segunda derivada tende a zero, e a terceira derivada também tende a zero 
em inversão forte, mas com uma passagem por zero em um ponto de inversão moderada, 
pelo fato de haver uma inversão na taxa de variação da segunda derivada. A análise 
apresentada é baseada na estrutura mostrada na Figura  4-1 que tem o terminal de corpo 
conectado ao terminal de fonte do transistor. 
4.4 IIP3 em função da Polarização do Transistor 
Substituindo (4.7) e (4.9) em (4.2), obtém-se um resultado simples para 2 3IIPV , 
mostrado abaixo: 
 ( ) ( ) ( )( )22 23 21 42 2 2 2 3IS ISIIP t IS IS IS IS
q q
V n q q
q q
εφ ε ε ε ε
′ ′+ +′ ′ = + + +  ′ ′− −  (4.10) 
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Figura  4-3: 2 3IIPV  em função da densidade de cargas normalizada no lado da fonte. 
 
Na Figura  4-3, o comportamento de 2 3IIPV  em função da densidade de cargas 
normalizada no lado de fonte apresenta um ponto singular, chamado de “Sweet Spot” em 
 [13], que já era esperado devido às raízes da equação de segundo grau no denominador de 
(4.10). Essa é uma importante vantagem da equação (4.10) em relação ao que já foi 
mostrado em  [13]- [17], em que nenhuma equação explícita é apresentada com o objetivo 
de definir a polarização na qual o “Sweet Spot” é encontrado. Além disso, seria possível 
prever esse comportamento singular a partir da Figura  4-2, onde se verifica uma passagem 
por zero no mesmo ponto de polarização, que por sua vez traduz-se em um ponto de 2 3IIPV  
infinito segundo (4.2). 
Uma observação muito importante sobre esse comportamento é que, para 
transistores fabricados com canal curto, ele aparece na região considerada de inversão 
moderada  [13]- [15], o que faz pensar que, se for possível polarizar o circuito nesse ponto, 
pode-se alcançar um interessante compromisso entre consumo de potência e alta 
linearidade. 
  
41
 
Figura  4-4: 2 3IIPV  em função da corrente de dreno normalizada. 
 
A Figura  4-4 apresenta o comportamento do ponto de intersecção de terceira ordem 
em função da corrente de dreno normalizada para transistores de duas tecnologias 
diferentes: TSMC 0.18µm e TSMC 0.35µm. Os dados referentes às tecnologias e aos 
transistores são mostrados abaixo. A corrente de dreno normalizada, que é apresentada 
como variável independente na Figura  4-4, é uma grandeza bem conhecida entre 
projetistas e corresponde à corrente de polarização do transistor. 
Pode-se notar também, na Figura  4-4, que o “Sweet Spot” não se encontra no 
mesmo ponto de polarização para os dois transistores. O transistor com o maior 
comprimento de canal apresenta o “Sweet Spot” localizado em uma corrente de dreno 
normalizada maior em relação ao transistor com menor comprimento de canal, mas ainda 
dentro da região que pode ser chamada de inversão moderada. Observando (4.10), pode-se 
dizer que a diferença entre os dois pontos se deve à diferença entre os valores de ε  para 
cada transistor. A diferença entre os parâmetros ε  das duas tecnologias em questão mostra 
que o comprimento do canal é a principal variável com relação à maior ou menor 
influência que um transistor sofrerá, devido ao efeito de saturação da velocidade dos 
portadores. 
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Tabela  4-1: Transistores utilizados. 
Tecnologia L  (µm) W (µm) ε  0µ (cm2/Vs) 
TSMC 0.18µm 0.2 20 0.0345 264.06 
TSMC 0.35µm 0.4 40 0.0177 426.39 
 
Os valores de ε  e 0µ  mostrados na Tabela  4-1 foram extraídos da tabela de 
parâmetros tecnológicos do modelo BSIM fornecida em  [19], utilizando a metodologia 
que será apresentada no próximo capítulo. Esses valores estão apresentados aqui por 
conveniência. 
4.5 Estudo das Causas do “Sweet Spot” 
Apesar de alguns trabalhos mostrarem a presença do “Sweet Spot” de forma 
analítica e experimental, a citar  [13]- [17], alguns não discutem, de forma clara, as causas 
que podem levar a esse repentino aumento de linearidade na região de inversão moderada. 
Além disso,  [13] utilizou um modelo de canal longo com o intuito de provar que o “Sweet 
Spot” é um fenômeno inerente ao funcionamento do transistor, mesmo sem considerar 
nenhum efeito de segunda ordem. Essa afirmação fez com que ela fosse verificada através 
de uma comparação da terceira derivada da corrente de dreno em relação à tensão de porta 
calculadas com o modelo ACM canal longo, com o modelo apresentado por  [13] e com 
medidas em um transistor desenhado, utilizando a tecnologia AMIS 1.5µm  [19] com as 
seguintes dimensões: 16L mµ=  e 1600W mµ= . Além disso, essa comparação tem o 
objetivo de verificar se outros efeitos de segunda ordem, além da saturação da velocidade 
dos portadores, estão na origem do “Sweet Spot”. 
O modelo da corrente de dreno utilizado em  [13] é apresentado abaixo por 
conveniência: 
 
( )
22
02 ln 1
GS TH
t
V V
n
D ox t
WI n C e
L
φµ φ
−      ′= +        
 (4.11) 
Em (4.11), DI  é a corrente de dreno, GSV  é a tensão entre porta e fonte, n  é o fator 
de rampa, 0µ  é mobilidade para baixos campos elétricos, oxC′  é a capacitância de óxido 
por unidade de área, THV  é a tensão de limiar do transistor e tφ  é o potencial térmico. É 
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importante afirmar que nesse modelo, assim como para o modelo ACM, 0µ , THV , e L são 
considerados constantes. 
 
Figura  4-5: Comparação entre modelos e medida. 
 
A Figura  4-5 mostra a comparação mencionada anteriormente. A medida (cuja as 
condições são mostradas na Tabela 5-1 e a metodologia apresentada no capítulo 5) foi 
feita de forma que o campo elétrico longitudinal não atingisse o campo crítico, dado por: 
lim 0CRITU v µ= . Para isso, estimou-se o campo crítico através dos parâmetros tecnológicos 
fornecidos pelo programa MOSIS  [19], resultando em 338,1x10CRITU V cm= . Então 
aplicou-se uma tensão 2DSV V=  fixa que resultou em um campo longitudinal aproximado 
de 31, 2x10 V cm , ou seja, menor do que o campo crítico estimado. 
A observação mais importante a se fazer sobre a Figura  4-5 é que, assim como a 
medida feita, o modelo (4.11) apresenta também uma passagem por zero, apesar de estar 
localizada em um valor de polarização muito diferente em relação à medida. Em outras 
palavras, o “Sweet Spot” está presente também em transistores considerados de canal 
longo. Uma observação sobre o modelo ACM de canal longo é que ele apresenta uma 
maior precisão em relação à curva levantada experimentalmente do que o modelo 
apresentado em  [13], apesar de não apresentar a passagem por zero da transcondutância. 
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Nos modelos apresentados a mobilidade dos portadores e a tensão de limiar são 
considerados constantes para qualquer região de operação. Além disso, o modelo ACM é 
um modelo baseado na física e sua aproximação de canal longo já provou ser precisa  [8]. 
A curva que resulta de medidas experimentais, apesar da preocupação de se evitar a 
saturação da velocidade dos portadores, ainda provavelmente apresenta a ação de efeitos 
de segunda ordem como, por exemplo, degradação da mobilidade devido ao campo 
elétrico transversal. Pode-se concluir então, que a passagem por zero de mgg′′ , presente até 
em transistores de canal longo, deve-se a efeitos de segunda ordem, especialmente aqueles 
que provocam qualquer degradação na mobilidade dos portadores e que o modelo canal 
longo, apresentado em  [13], apresenta alguma inconsistência. Aqui deve-se lembrar que o 
efeito de saturação da velocidade dos portadores não é caracterizado, do ponto de vista 
físico, como uma degradação da mobilidade. No entanto, a saturação da velocidade dos 
portadores é modelada como se fosse uma degradação da mobilidade com o campo 
elétrico longitudinal. 
4.6 Conclusão 
Nesse capítulo, um modelo compacto para avaliar o comportamento de IIP3 em 
relação à polarização de transistores MOS, que pode ser estendido para a análise não linear 
de amplificadores, baseado no modelo ACM, foi apresentado. Esse modelo apresenta 
como característica principal a simplicidade das suas equações aliada à maneira explícita e 
confiável com que se determina o ponto de polarização, em que ocorre o aumento de 
linearidade chamado de “Sweet Spot”. 
Comparando a figura de mérito 2 3IIPV  de um amplificador fonte comum para duas 
tecnologias e dois comprimentos de canal diferentes, verificou-se que a principal variável, 
que pode ser controlada por projetistas, que determina a região de operação, em que o 
“Sweet Spot” ocorrerá, é o comprimento de canal, pois o principal efeito de segunda 
ordem na origem desse fenômeno em transistores considerados de canal curto é a 
saturação da velocidade dos portadores. Contudo a constatação de que o “Sweet Spot” 
também ocorre para transistores considerados de canal longo revelou que outros efeitos de 
segunda ordem, como por exemplo, a degradação da mobilidade devido ao campo elétrico 
transversal, tem contribuição para a ocorrência do referido fenômeno. 
 
5 RESULTADOS EXPERIMENTAIS. 
5.1 Introdução 
No capítulo anterior, um modelo compacto para o comportamento de IIP3 em 
função da polarização do transistor foi apresentado com o objetivo de oferecer uma 
ferramenta de cálculo simplificada para projetistas. Além disso, foi verificada uma 
singularidade no cálculo de 2 3IIPV  em função da polarização do transistor, chamada de 
“Sweet Spot”, que consiste em um aumento repentino de linearidade na região de inversão 
moderada. 
Com o objetivo de validar o modelo apresentado no capítulo anterior e verificar a 
precisão do modelo para predizer o “Sweet Spot”, algumas medidas feitas em transistores 
integrados em tecnologias comerciais bem conhecidas foram realizadas. Os resultados 
destas medidas serão apresentados neste capítulo e comparados com os resultados 
analíticos que foram apresentados anteriormente. 
Além de apresentar uma comparação entre os cálculos analíticos, obtidos através 
do modelo, e os resultados experimentais, este capítulo apresentará também a metodologia 
de medidas utilizada para obter tais resultados. O capítulo mostra também como são 
tratados os parâmetros tecnológicos para a determinação de ε . 
Este capítulo será organizado como segue: após esta introdução, a metodologia de 
medição aplicada é apresentada em 5.2, a extração de parâmetros tecnológicos 
relacionados com os efeitos de segunda ordem em 5.3 e uma comparação entre os 
resultados obtidos e aqueles previstos pelas equações teóricas em 5.4. 
5.2 Metodologia de medição 
A metodologia de medida utilizada para a determinação experimental da 
transcondutância, suas derivadas e conseqüentemente 2 3IIPV  em relação à polarização do 
transistor é bastante simples. Descreve-se abaixo o seu funcionamento: 
1º.Medição, em corrente contínua, da curva xD GI V  com o transistor 
em saturação direta e com a tensão de dreno mantida constante num valor 
que não exceda a tensão máxima permitida pela tecnologia. 
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2º.Os dados obtidos no primeiro passo são processados em 
ferramentas computacionais que trabalham com cálculo matricial, como por 
exemplo Matlab® ou Scilab®. 
A Figura  5-1 apresenta o esquemático elétrico que representa as ligações feitas 
para a determinação experimental das curvas xD GI V  mencionadas no primeiro passo para 
a metodologia de medida. Na figura, estão representadas as ligações elétricas feitas entre o 
DUT (“Device Under Test”), que indica o dispositivo a ser testado, e as fontes de 
alimentação, que representam as unidades de estímulo e medida (SMU – Sigla em Inglês 
para Source/Monitor Unit) de um analisador de parâmetros de semicondutores. 
 
Figura  5-1: Esquemático representando as ligações feitas para a medição. 
 
O equipamento utilizado para a extração da curva xD GBI V  foi um analisador de 
parâmetros de semicondutores de precisão Agilent® 4156C. Este equipamento possui três 
unidades de estímulo e medida, que servem como fontes de tensão ou corrente, e de 
medidores de tensão e corrente. A Figura  5-1 mostra como essas unidades foram ligadas 
ao dispositivo a ser testado. A SMU1 faz uma varredura da tensão de porta, indicada como 
GSV . A SMU2 tem duas funções: a primeira é a de aplicar uma tensão DSV  constante que 
dependerá da tecnologia em que o transistor sob teste foi fabricado, e a segunda função é a 
de medir a corrente de dreno. 
Os transistores testados e as condições de medidas são mostrados na Tabela  5-1. 
Pode-se verificar que, para as duas tecnologias denominadas submicrométricas, foram 
testados dois transistores: um de canal mínimo e outro com dez vezes o canal mínimo. Já 
para a tecnologia de canal mínimo de 1.5µm, apenas um transistor com um canal de 16µm 
foi testado para fazer o estudo sobre o “Sweet Spot” em transistores de canal longo 
analisados no capítulo anterior.  
Uma das preocupações que se deve ter quando se propõe validar um modelo 
teórico é que, se possível, as considerações feitas para se desenvolver o equacionamento 
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teórico possam ser realizadas nas metodologias de medição. Um exemplo disso é que os 
transistores foram polarizados de forma a operarem em saturação direta e com uma tensão 
DSV  constante, pelo fato de as equações considerarem o transistor em saturação direta e 
que não há variação da tensão de dreno. Para o transistor da tecnologia AMIS 1.5µm, a 
tensão DSV  teve uma restrição adicional: o campo elétrico transversal deveria ser inferior a 
CRITU , como já mostrado no capítulo 4 para as medidas com o transistor de canal longo. 
Tabela  5-1 Propriedades dos transistores e condições de medida utilizadas. 
TSMC 0.18µm 
Transistor 
L  
(µm)
W  
(µm) 
N totalW L GSV (V) DSV (V)
CRITU
1 
(kV/cm) 
DSV L  
(kV/cm)
M1 0,2 2,0 10 100 0 1,2GSV< < 1,2 38,63 60 
M2 2,0 20 10 100 0 1,2GSV< < 1,2 38,63 6,0 
TSMC 0.35µm 
M3 0,4 4,0 10 100 0 2,0GSV< < 2,0 38,0 50 
M4 4,0 40 10 100 0 2,0GSV< < 2,0 38,0 5,0 
AMIS 1.5µm 
M5 16 160 10 100 0 2,0GSV< < 2,0 38,11 1,25 
 
Na Tabela  5-1, pode-se verificar, além das dimensões dos transistores utilizados 
nas medidas, as condições de medida aplicadas. Os transistores referentes às tecnologias 
TSMC 0.18µm e 0.35µm são de canal mínimo e outro de canal dez vezes o canal mínimo 
para cada tecnologia, com o objetivo de verificar a diferença entre o comportamento para 
transistores de diferentes comprimentos de canal, considerando a mesma tecnologia. Isso é 
importante para se comprovar a influência do comprimento de canal quanto à posição do 
“Sweet Spot” em relação à polarização do transistor. 
Os dados obtidos com as medidas foram processados em uma ferramenta de 
cálculo matricial com o objetivo de se calcular mgg , mgg′  e mgg′′ , usando funções de 
alisamento, para a redução do ruído associado às derivadas computacionais. 
                                                 
1 Calculados através dos parâmetros extraídos e que serão apresentados na próxima subseção. 
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5.3 Extração de parâmetros tecnológicos relacionados 
com os efeitos de segunda ordem 
Como visto, o modelo desenvolvido neste trabalho possui alguns poucos 
parâmetros para caracterizar o comportamento de não-linearidade do MOS. Essa é uma 
característica vantajosa do modelo ACM, que necessita de aproximadamente uma dezena 
de parâmetros tecnológicos para modelar os transistores de uma determinada tecnologia. 
A literatura relacionada à extração de parâmetros tecnológicos para o modelo 
ACM  [20] apresenta três métodos de extração. O mais simples e rápido deles é o 
mapeamento dos parâmetros desejados em uma tabela de parâmetros já extraídos, via 
experimental, para outro modelo, neste caso, o modelo BSIM. Aqui apenas serão 
mostrados os parâmetros de interesse ao modelo apresentado. 
Tabela  5-2: Parâmetros tecnológicos. 
Tecnologia VT0 (V) tox (ηm) µ0 (cm2/Vs) vlim  (cm/s) 
TSMC 0.18µm 0,36 4,0 264,06 1,02x107 
TSMC 0.35µm 0,48 7,7 426,4 1,62x107 
AMIS 1.5µm 0,58 30,5 593,09 2,26x107 
 
A Tabela  5-2 mostra todos os parâmetros necessários para a determinação de 
outros parâmetros, como por exemplo, ε , CRITU  e outros utilizados no modelo de não-
linearidades desenvolvido anteriormente. 
As tabelas de parâmetros tecnológicos do modelo BSIM foram fornecidos por  [19] 
e obtidos através de medidas experimentais pelas próprios fabricantes de circuitos 
integrados, mais comumente chamados de “foundries”. 
5.4 Resultados obtidos e comparação com as equações 
teóricas. 
Dos resultados obtidos através das medidas feitas com os transistores apresentados 
na Tabela  5-1, apenas os referentes aos transistores M1, M2, M3 e M4 serão apresentados 
aqui, pois os resultados referentes ao transistor M5 já foram apresentados no capítulo 
anterior. 
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Figura  5-2: (A) mgg  e (B) mgg′′  para os transistores da tecnologia TSMC 0.18 µm. 
 
A Figura  5-2 apresenta em (A) a comparação entre mgg  obtido através de medidas, 
simulações utilizando o modelo BSIM 3 e através de (4.7) e, em (B), a comparação entre 
mgg′′  obtido através de medidas, simulações utilizando o modelo BSIM 3 e através de (4.9) 
para os transistores M1 e M2, mostrados na Tabela  5-1. Observa-se em (B), para o 
transistor de canal curto (M1), que o modelo representado por (4.9) não modela mgg′′  com 
precisão em toda a faixa dos níveis de inversão medidos apesar do comportamento do 
modelo para a terceira derivada da corrente de dreno se mostrar muito coerente em relação 
à medida experimental  [18]. Mas, por outro lado, pode predizer com bastante precisão o 
“Sweet Spot”, pelo fato da posição desse estar relacionada apenas com o parâmetro ε , 
para transistores de canal curto. Já para o transistor que pode ser considerado de canal 
longo (M2), pois o campo elétrico longitudinal é menor do que CRITU , o modelo apresenta 
uma maior precisão no cálculo de mgg′′  para toda a faixa dos níveis de inversão medidos, 
apesar de não predizer com precisão o “Sweet Spot” neste caso. Dessa discussão, pode-se 
concluir que o “Sweet Spot” depende exclusivamente de ε  para transistores de canal 
curto, ou seja, o efeito de segunda ordem dominante, que pode ser interpretado e modelado 
como uma dependência da mobilidade segundo o campo elétrico longitudinal, é a 
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saturação da velocidade dos portadores. Diferente disso, para o transistor M2, que pode ser 
considerado de canal longo, o efeito dominante é a degradação da mobilidade devido ao 
campo elétrico transversal, que (4.9) não modela. Quanto ao modelo BSIM 3, é difícil 
fazer uma comparação com os resultados acima comentados, pois, como pode ser 
observado na Figura  5-2 (B), os resultados obtidos através da simulação utilizando o 
referido modelo apresenta pouca relação com os outros resultados. O ponto de polarização 
que propicia o “Sweet Spot” é muito diferente do ponto apresentado pelo modelo ACM e 
as medidas experimentais para o transistor de canal curto. Além disso, o comportamento 
de mgg′′  para o transistor de canal longo é muito parecido com o comportamento 
apresentado pelo transistor de canal mínimo o que é inconsistente com os resultados 
experimentais apresentados. Uma observação importante é que a curva de mgg′′  obtida 
através da simulação apresenta para ambos os transistores testados a passagem por zero no 
mesmo ponto de polarização, fato que também é inconsistente com os resultados 
experimentais. 
 
Figura  5-3: (A) mgg  e (B) mgg′′  para os transistores da tecnologia TSMC 0.35 µm. 
 
A Figura  5-3 apresenta a comparação em (A) entre mgg  obtido através de medidas, 
simulações utilizando o modelo BSIM 3 e através de (4.7) e, em (B), a comparação entre 
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mgg′′  obtido através de medidas, simulações utilizando o modelo BSIM 3 e através de (4.9) 
para os transistores M3 e M4 mostrados na Tabela  5-1. As observações feitas acima para 
os transistores da tecnologia TSMC 0.18µm são também válidas para os transistores da 
tecnologia TSMC 0.35µm. Contudo vale a pena uma comparação entre ambas com relação 
ao “Sweet Spot”. Devido à diferença entre os valores de ε  dos dois transistores, o “Sweet 
Spot” pode estar localizado em níveis de inversão muito diferentes, concordando assim 
com (4.9) e, conseqüentemente, com (4.10). Além disso, analisando a Tabela  5-1, verifica-
se que CRITU  é praticamente igual para as três tecnologias testadas. Esse fato leva a crer 
que se houver dois transistores de mesmo comprimento de canal de tecnologias diferentes, 
mas com mesmo CRITU , o “Sweet Spot” se localizará no mesmo ponto de polarização para 
os dois transistores. Então, o comprimento de canal é a principal variável na determinação 
da posição do “Sweet Spot”. Quanto aos resultados obtidos com o modelo BSIM 3 para a 
tecnologia TSMC 0.35µm pode-se tirar as mesmas conclusões apresentadas anteriormente. 
Novamente se observam as mesmas inconsistências na modelagem da terceira derivada da 
corrente de dreno para ambos os transistores testados. 
 
Figura  5-4: 2 3IIPV  em função da polarização para os transistores M1 e M3. 
A Tabela  5-1 mostra, através da comparação entre CRITU  e a razão entre DSV  e o 
comprimento do canal, quais transistores estão com a velocidade dos portadores saturada e 
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os que não estão. Esse é um bom critério para definir quando um transistor é de canal 
curto ou não. Verificando a tensão máxima DSV  para a qual o campo elétrico crítico não 
seja ultrapassado, o transistor pode ser considerado de canal longo. Do contrário será um 
transistor de canal curto, pois esse está sujeito à saturação da velocidade dos portadores. 
A Figura  5-4 apresenta uma comparação entre 2 3IIPV  em função da polarização do 
transistor calculado através de (4.10) e medido para os transistores considerados de canal 
curto M1 e M3. 
As comparações feitas entre as equações desenvolvidas e as medidas desenvolvidas 
mostram que o ponto “Sweet Spot” pode ser determinado com precisão se o parâmetro ε , 
relacionado com a velocidade de saturação dos portadores, também for determinado com 
precisão. Os valores teóricos apresentados na Tabela  5-1 utilizaram os parâmetros 
tecnológicos apresentados anteriormente e que foram extraídos por comparação ao modelo 
BSIM, cujos parâmetros podem ser encontrados em  [19]. Assim a diferença entre os 
valores teóricos e práticos se deve ao fato de que para o cálculo de ε  está se utilizando o 
comprimento de canal nominal e não o comprimento efetivo, que considera o 
encurtamento do canal devido às difusões laterais. 
5.5 Conclusão 
Neste capítulo, apresentou-se uma metodologia simples para avaliar o 
comportamento não-linear de transistores. Com essa metodologia, foram feitas medições 
em transistores de tecnologias e comprimentos de canal diferentes para validar as 
equações desenvolvidas na seção anterior e também verificar a precisão com que o “Sweet 
Spot” é avaliado utilizando as mesmas equações. Além disso, uma comparação com um 
modelo compacto BSIM 3 foi feita através de simulação. 
Apresentou-se aqui também uma metodologia simples de extração de parâmetros 
utilizados no modelo ACM, baseada na comparação da tabela de parâmetros do modelo 
BSIM extraídos através de medidas experimentais  [19]. 
Os resultados apresentados aqui deixam claro que o modelo que foi proposto 
consegue prever, com precisão, o ponto de polarização onde se encontra o “Sweet Spot” 
para transistores de canal curto. Contudo, esta precisão depende de quão preciso se 
determina o parâmetro ε  de cada transistor, sendo que a determinação desse parâmetro 
está intimamente ligada ao conhecimento do comprimento de canal efetivo do transistor. 
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A comparação feita entre medidas experimentais, o modelo proposto por este 
trabalho e as simulações utilizando o modelo BSIM 3 mostraram a inconsistência do 
modelo BSIM 3 em modelar a terceira derivada da corrente de dreno com relação a tensão 
de porta. 
 
6 CONCLUSÃO 
Um modelo de não-linearidade do transistor MOS para transistores de canal curto 
incluindo as equações para mgg , mgg′ , mgg′′  e 2 3IIPV  em função do nível de polarização do 
transistor, representado pela densidade de carga normalizada no lado de fonte, foi 
desenvolvido no trabalho aqui apresentado. As maiores vantagens do referido modelo são 
a simplicidade de suas equações, a forma explícita como é determinado o ponto de 
polarização em que o “Sweet Spot” está localizado e a flexibilidade para se calcular outras 
figuras de mérito relacionadas com as não-linearidades em transistores MOS além de 2 3IIPV . 
Uma importante discussão, apresentada durante este trabalho, tem como foco as 
causas do aparecimento do “Sweet Spot”. Depois de uma análise comparativa feita no 
capítulo 4, utilizando inclusive dados experimentais, conclui-se que esse fenômeno é 
causado por efeitos de segunda ordem e que, para transistores de canal curto, o efeito de 
saturação da velocidade dos portadores é predominante. Já para transistores de canal 
longo, o fenômeno é causado provavelmente pela degradação da mobilidade devido ao 
campo elétrico transversal. 
A constatação de que o parâmetro CRITU  é praticamente igual para todas as 
tecnologias utilizadas para a validação do modelo aumenta a importância do comprimento 
de canal como variável principal para a determinação do parâmetro ε  e, por sua vez, do 
nível de inversão onde o “Sweet Spot” se localiza, segundo (4.10). Isso também leva a crer 
que os “Sweet Spots” de dois transistores de mesmo comprimento de canal fabricados em 
tecnologias diferentes, mas com os valores de CRITU  iguais, estarão localizados no mesmo 
ponto de densidade de cargas normalizada no lado de fonte, ou seja, na mesma corrente de 
dreno normalizada. Com o que foi exposto acima, conclui-se ainda que a precisão com que 
o modelo prediz o ponto de polarização em que o “Sweet Spot” se encontra está 
intimamente ligada à precisão com que se conhece o comprimento de canal efetivo do 
transistor que será projetado. 
As medidas em corrente contínua realizadas, além de confirmarem algumas 
conclusões já apresentadas, mostram que é possível, com o modelo desenvolvido, prever o 
ponto de polarização ideal para o aparecimento do “Sweet Spot” de forma confiável, desde 
que o comprimento de canal efetivo do transistor seja bem conhecido. Além disso, o 
modelo se presta à predição do valor de 2 3IIPV  para qualquer nível de inversão. As 
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comparações das medidas feitas com as simulações utilizando o modelo BSIM 3 
mostraram algumas inconsistências do referido modelo com relação à modelagem da 
terceira derivada da corrente de dreno com relação à tensão de porta. A constatação destas 
inconsistências demonstra que nem todos os modelos conseguem modelar as não-
linearidades de forma confiável. 
Para trabalhos futuros, propõe-se a adição do efeito de degradação da mobilidade 
devido ao campo elétrico transversal, a fim de tentar predizer o “Sweet Spot”, de forma 
confiável, para uma maior faixa de comprimentos de canal. Novas medidas em corrente 
contínua com transistores com diferentes comprimentos de canal curto e diferentes 
tecnologias poderiam ser realizadas com o intuito de confirmar as conclusões e resultados 
aqui expostos. Medidas em corrente alternada, utilizando para isso sinais de teste com 
diferentes freqüências, poderiam ser realizadas com o objetivo de verificar o 
comportamento do “Sweet Spot” com relação à freqüência. E, finalmente, seria muito 
interessante utilização do modelo aqui apresentado em uma metodologia de projeto que 
culminaria na realização de um amplificador de baixo ruído e alta linearidade, operando 
com baixo consumo de potência. 
 
ANEXO 1 – DESENVOLVIMENTO DETALHADO DO 
MODELO DE NÃO-LINEARIDADE. 
Este anexo se propõe a mostrar detalhadamente o desenvolvimento das equações 
de transcondutância e suas derivadas apresentadas no capítulo 4. 
Segundo o modelo ACM, a corrente de dreno com a velocidade dos portadores 
saturada e em regime de saturação direta é dada por: 
2
SATD S ID
I I qε ′=  (A.1)
onde SI  é a corrente específica, ε  o parâmetro referente à saturação da velocidade dos 
portadores, e 
SATID
q′  é a densidade de cargas normalizada do lado de dreno. 
Para se obter a primeira derivada da corrente de dreno em relação à tensão de 
porta, deriva-se implicitamente (A.1) com relação à tensão de porta, resultando em: 
2 SATIDD
mg S
GB GB
dqdIg I
dV dVε
′= =  (A.2)
A derivada da densidade de cargas normalizada em relação à tensão de porta pode 
ser obtida através de (4.5), que por sua vez já foi devidamente aproximada para manter a 
simplicidade do modelo nas derivadas de mais altas ordens: 
( ) ( ) ( )
( ) 2
2 1 2 1 2 1 2
2 1
SAT IS IS IS ISID IS
IS
GB GB IS
q q q qdq dq q
dV dV q
ε εε ε
 ′ ′ ′ ′′ + + + − + ′   ′=  ′+ +    
 (A.3)
A derivada da densidade de cargas do lado de fonte ( ISq′ ) em relação à tensão de 
porta é obtida com a derivação do UCCM (3.8) em sua versão normalizada. Lembrando 
que 1P
GB
dV
dV n
= , obtém-se: 
( )
1
1
IS IS
GB t IS
dq q
dV n qφ
′ ′= ′+  (A.4)
Substituindo (A.4) em (A.3) e o resultado disso em (A.2), tem-se a 
transcondutância de porta em função da densidade de carga normalizada no lado de fonte: 
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( )
( ) ( ) ( )
( ) ( )
2 1 2 1 2 1 22
2 1 1 2 1
IS IS IS ISS ISD
mg
GB t IS IS IS
q q q qI qdIg
dV n q q q
ε ε
φ ε ε
 ′ ′ ′ ′+ + + − + ′   = =  ′ ′ ′+ + + + +    
 (A.5)
É possível ainda fazer uma aproximação em (A.5) que resultará em uma expressão 
muito mais simples para a transcondutância sem que se perca a precisão do modelo. Pode-
se verificar em (A.5) que em inversão fraca ( 1ISq′ << ) e moderada (1 10ISq′< < ) a parcela 
negativa do numerador pode ser desconsiderada pelo fato de 1ε << . Já em inversão forte 
( 10ISq′ >> ) pode-se dizer que (1 ) (2 )IS ISq q′ ′+ ≈ +  resultando em: 
2 4
2 2
S IS ISD
mg
GB t IS IS
I q qdIg
dV n q q
ε
φ ε ε
 ′ ′+= =  ′ ′+ + 
 (A.6)
Para se obter a segunda derivada da corrente em relação à tensão de porta basta 
derivar implicitamente (A.6) em relação à tensão de porta e substituir (A.4) ao resultado 
da derivação. Isso resulta em: 
( ) ( ) ( )
2
2 32
16 1
1 2
S ISD
mg
GB ISt IS
I qIg
V qn qφ ε
′∂′ = = ′∂ + ′+  (A.7)
A terceira derivada da corrente de dreno em relação à tensão de porta é obtida de 
forma parecida com a segunda derivada. Deriva-se implicitamente (A.7) em relação à 
tensão de porta e substitui-se (A.4) ao resultado desta derivação, resultando em: 
( ) ( ) ( )
23
3 3 43
16 2 2 3
1 2
S IS IS ISD
mg
GB t IS IS
I q q qIg
V n q q
ε ε
φ ε
′ ′ ′− −∂′′ = =∂ ′ ′+ +  (A.8)
As equações aqui desenvolvidas servem para o cálculo de várias figuras de mérito 
relacionadas à não-linearidade de circuitos eletrônicos revisadas no capítulo 2 do presente 
trabalho. 
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