ABSTRACT. If {ßn} and {un} are two sequences of probability measures on a separable metric space, we give conditions under which {ßn} satisfies a large deviation principle if and only if {i>n} does. A known and a new theorem follow immediately from the application of this comparison principle to standard results in large deviation theory.
n-»oo x€G
The rate function I is a function from S to [0, oo] which satisfies (1.3a) ¿(x) is not identically oo, I is lower semicontinuous, (1.3b) {I < a} is compact for all a < oo. We will observe in §2 (Propositions 1 and 2) that if {pn} and {vn} are two sequences of probability measures on S which become sufficiently close as n -» oo, then {pn} satisfies the LDP with rate function I if and only if {un} does. We then apply these simple observations to obtain a comparison principle for the large deviations of the sample mean when the summands are independent and identically distributed (i.i.d.) and take values in a locally convex topological vector space (Theorem 1). Propositions 1, 2, and Theorem 1 are the main results of this note.
The motivation for Theorem 1 becomes clear in §3, where two applications are given. We first state two standard results on large deviations as Theorems 2 and 3 in §3 for ready reference. These theorems are extensions of the classical Cramer and Sanov theorems by Donsker and Varadhan [3] . Theorems 1 and 2 then yield Theorem 4 (due to Bolthausen [1] ) as an immediate corollary. Likewise, Theorems 1 and 3 immediately give the corresponding perturbation of Theorem 3 without any additional work. Bolthausen's theorem [1] is a generalization of a theorem of Chevet [2] . For applications of such perturbations of standard large deviation results one may consult Ellis and Rosen [5] .
For future use, we state the definition of the Prohorov distance between two probability measures p, v on (S,d). It is easy to check that p£(p, v) = p£(v, p)-Let Cb(S) denote the continuous bounded functions on S. As usual, we say that a sequence of probabilities pn on S converges weakly to a limit p if fs f dpn -► fs f dp, for every / E Cb(S). We will denote the set of all probability measures on S by •#! (S), and consider ^#j (S) to be a topological space with the topology corresponding to weak convergence. For a sequence of probability measures, convergence in the Prohorov distance implies weak convergence, and when the underlying space S is separable, the converse holds. Thus for separable S, JKi(S) is a separable metric space with the Prohorov distance as its metric.
In what follows we will use Sx to denote the Dirac measure with unit mass at x.
2. The main results. PROPOSITION 1. Let {pn}, {^n} be two sequences of probability measures on a metric space (S, d) such that for every closed set F and every e > 0
n-»oo n-»oo Then the LDP holds for {pn} with rate function I if it holds for {vn} with the same rate function.
For the proof of Proposition 1 we need Lemma 1 below. As a convenient notation, for any set A we will define 
n-»oo n-»oo Thus (1.2) holds and Proposition 1 is proved.
PROPOSITION 2. Let {pn}, {vn} be two sequences of probability measures on a metric space (S, d) such that for every e > 0
Then the LDP holds for {pn} with rate function I if and only if it holds for {un} with the same rate function.
PROOF. For any a, b > 0, log(a + b) < log 2 + max(loga,logo).
For any closed set F, and any s > 0, by definition (recall that pE is symmetric) Pn(F) < vn(Fe) + Pe(pn,Vn) and vn(F) < Pn(Fe) + Pe(Pn,vn)-(2.1a) and (2.1b) follow at once, and since we may exchange pn and un, Proposition 2 is proved. Before stating Theorem 1, we recall the notion of a locally convex topological vector space. E is a locally convex vector space if there is a family of seminorms {II ' llj}j€7 separating points on E, which defines the topology on E. We will assume that E is metrizable, or equivalently that the index set J is countable, say J -{1,2,...}.
We also assume that E is separable. Let ^ denote the Borel sets of E. We will denote by dj the metric on E defined by
and let
The metric J is a convenient metric for the topology on E. If {pn} is a sequence of probability measures on (E, S?), for each n we will denote by pn the probability measure on (E, £?) defined by THEOREM l. Let E be a locally convex topological vector space as above. Let {Pn}, {vn} be two sequences of probability measures on (E, I?) such that p(pn,vn) -* 0 as n -> oo, and such that for every j and for each t > 0, the sequences J el^x^' dpn and Je'"x"i dvn are bounded in n. Then {pn} obeys the large deviation principle with rate function I if and only if {Pn} does. We now define a coupling of pn, vn. Since p(pn,vn) -» 0, by an extension of a theorem of Strassen, due to Dudley (cf. [4, Corollary 18.3]) we know that for each n we can find E-valued random variables Xn, Yn (on some probability space), such that Xn has distribution pn, Yn has distribution un, and d(Xn,Yn) -► 0 in probability as n -* oo. Hence ||An -Yn|| -> 0 in probability as n -► oo. For each n, let (Xn(j),Yn(j)) be a sequence of independent E x B-valued random variables such that for every j, (Xn(j),Yn(j)) has the same distribution as (Xn,Yn).
and Vn = Zn(l) + -■ -+ Zn(n). Let cn(t) denote E{etz*W).
Then cn(t) < f e2t^ dpn + Je2'"1" dvn. It follows easily that {etZn^ : n > 1} is uniformly integrable. Since Zn(j) -» 0 in probability as n -» oo, we have cn(t) -> 1 as n -► oo, for all t > 0.
For any set A E fë, for any e > 0, pn(A) = P(Sn E nA) < P(Tn E nA£) + P(Vn > ne).
Since Eetv" = (cn(t))n, P(Vn > ne) < e-n£t(cn(t))n, we have Pn(A)<Dn(A£) + e-n£t(cn(t))n.
Thus (1/n) logpe(pn, &n) < -et + \ogcn(t). Hence, since t is arbitrary, we see easily that (2.4) holds, so Theorem 1 is proved.
REMARKS. If the sequence {vn} in Theorem 1 is constant, i.e. vn = v for every n, then the condition p(pn,isn) -► 0 simply says that /i"-n/ weakly. Let C3b(E) denote the space of bounded functions on E which are continuous with respect to the norm || • ||i + • ■ ■ + || • ||j. It is easy to see that the union of the spaces C¿ (E) is strongly separating and hence forms a convergence determining class. Thus when vn = v for all n, to check that p(pn, vn) -» 0 it is enough to check that for every j f fdpn^ f fdu, feCi(E).
Je Je 3. Applications. We first state two standard results from [3] .
THEOREM 2. Let E be a separable Banach space with dual E*, and let p be a probability measure on E. If f exp(t\\x\\) dp(x) < oo for every t > 0, then pn (defined by (2.5) with pn = p) satisfies the LDP with rate function (3.1) I(x) = sup \{9,x) -log jexp((9,y))dp(y)\. THEOREM 3. Let (S, d) be a complete separable metric space, and let Ai, A2,... be independent random variables with values in S and having common distribution a. Let pn denote the distribution of (6x¡ + • • ■ + Sxn)/n in ^i(S). Then {pn} satisfies the LDP with rate function Ia(ß), where Ia(ß) = j\og(dß/da)dß, if ß <C a and f \ \og(dß/da)\ dß < 00; Ia(ß) = 00, otherwise.
The next theorem is due to Bolthausen [1] and we will show how it follows directly from Theorems 1 and 2. THEOREM 4. Let E be a separable Banach space. Let {pn} be a sequence of probability measures on E such that pn -► p weakly. If for every í > 0, Jexp(í||a;||)í/p(a;) is bounded in n, then pn defined in (2.5) satisfies the LDP with rate function I defined by (3.1).
PROOF. In Theorem 1 we take || • ||j = || • ||, the Banach norm, for every j. Let un = p. Theorem 1 then says that {pn} satisfies the LDP if pn does, and with the same rate function, where pn(A) = pnn(nA), and pn(A) = p*n(nA).
The rest then follows from Theorem 2, and the proof is complete. The next theorem is a perturbation of Theorem 3, in the same sense that Theorem 4 is a perturbation of Theorem 2.
THEOREM 5. Let (S,d) be a complete separable metric space. Let {an} be a sequence of probability measures on (S, d) such that an -> a weakly. For each n, let Ai(n), X2(n),...,Xn(n) be S-valued independent random variables with common distribution an. Let pn denote the distribution of (6x1(n) + ••• + ¿x"(n))/n on Jti(S).
Then {pn} satisfies the LDP with rate function Ia given by (3.2).
PROOF. Let {fj}j>i be a convergence-determining class in W0(S). We may choose each fj to be uniformly continuous with 0 < f} < 1. The topology of weak convergence on y$i(S) is given by the metric oo 3=1 Let E denote the linear space of linear functionals on the span of the fj. Define seminorms || • ||j on E by \\<p\U = \f(fj)\, j > 1. Then E satisfies the conditions of Theorem 1. We may regard ^#i(5) as a subset of E, since a measure u gives a linear functional <p"(f) = f f dv, and a measure v in J?i (S) is uniquely determined by the values <pv(fj), j -1>2,_ It is easy to see that the topology induced on #i(5) by E is the weak topology.
Let ip: S -► JKi(S) be the map ip(x) = Sx. ip is continuous. Let pn = an oip~l, p = a o i/;-1. Then pn -* p weakly as n -> oo. We can extend the measures pn, pn, p from y^i(S) to E in the usual way, by setting each measure equal to 0 on E -^i(S).
Clearly we still have pn -+ p weakly as n -► oo. Hence p'(pn,p) -» 0, where p' is the Prohorov distance with respect to the metric d = X)j=oo ^~3dj defined in §2. Since Sx■(") has distribution pn, pn and pn satisfy (2.5). We extend \Udvi-\ fj dv-.
Ia to E by setting Ia(<p) -oo if tp is not in J£i(S). Let vn(A) = p*n(nA), AE&.
Then the sequence {vn} satisfies the LDP on ^X(S) with rate function Ia, by Theorem 3. It is trivial to see that then {vn} satisfies the LDP on E with rate function Ia. We note that /exp(i||a;||y)d//n(a;) = / exp(tfj) dan < e*. Thus the conditions of Theorem 1 hold, and hence {pn} satisfies the LDP with rate function IQ on E, and in particular on J?\(S), so Theorem 5 is proved.
REMARK. We assumed that (S,d) was complete separable in Theorem 5, because Theorem 3 requires this assumption. If we wished to state Theorem 5 as a comparison principle for two general sequences an and ßn, the completeness condition could be dropped, since only Theorem 1 is needed in this case. The proof of this comparison principle is very little different from the argument given above, except that one needs to note that the map ip is uniformly continuous between the two metrics used, and thus if p(an,ßn) -► 0, where p denotes the Prohorov distance using d, then p'(a^"1, /?nV>_1) -► 0, where p' denotes the Prohorov distance using d.
