We consider the problem of covert communication over continuous-time additive white Gaussian noise (AWGN) channels under spectral mask constraints. In addition to requiring the legitimate receiver to reliably decode, covert communication also requires that the warden is unable to estimate whether or not communication is taking place. The spectral mask at the transmitter restricts excessive radiation beyond the bandwidth of interest. We develop a communication scheme with theoretical guarantees for both covertness and reliability, based on pulse amplitude modulation (PAM) with Binary Phase Shift Keying (BPSK) and root raised cosine (RRC) carrier pulses. Given a fixed time T and a spectral mask with bandwidth parameter W , we show that one can transmit O( √ W T ) bits of information covertly and reliably, and our proposed scheme provides a lower bound on the covert capacity.
Abstract-We consider the problem of covert communication over continuous-time additive white Gaussian noise (AWGN) channels under spectral mask constraints. In addition to requiring the legitimate receiver to reliably decode, covert communication also requires that the warden is unable to estimate whether or not communication is taking place. The spectral mask at the transmitter restricts excessive radiation beyond the bandwidth of interest. We develop a communication scheme with theoretical guarantees for both covertness and reliability, based on pulse amplitude modulation (PAM) with Binary Phase Shift Keying (BPSK) and root raised cosine (RRC) carrier pulses. Given a fixed time T and a spectral mask with bandwidth parameter W , we show that one can transmit O( √ W T ) bits of information covertly and reliably, and our proposed scheme provides a lower bound on the covert capacity.
I. INTRODUCTION
Covert communication considers the scenario in which the transmitter, Alice, wishes to reliably communicate with the legitimate receiver, Bob, and simultaneously hide from the warden, Willie, the fact that communication is taking place. Following the seminal work by Bash et al. [1] , subsequent works have progressively contributed to the informationtheoretic analysis of covert communication by considering binary symmetric channels [2] , discrete memoryless channels (DMCs) and additive white Gaussian noise (AWGN) channels [3] - [5] , multiple-access channels [6] , [7] , broadcast channels [8] , [9] , etc. The aforementioned works have identified a square-root law (SRL) for covert communication -only O( √ n) bits of information can be transmitted reliably and covertly over n channel uses.
While most of the attention has focused on the discrete-time models, covert communication over continuous-time channels is worth exploring, as well. Sobers et al. [10] indicate that the SRL extends to the continuous-time AWGN channels, in the sense that O( √ T ) covert bits can be sent in time T . Wang [11] investigates the continuous-time Gaussian channels wherein the bandwidth W is infinite or grows large with time T , and shows that the covert capacity of such infinite-bandwidth Gaussian channels is positive (instead of being restricted by the SRL). Wang [12] also shows that the covert capacity of infinite-bandwidth Poisson channels is infinite.
In this work, we investigate covert communication over continuous-time AWGN channels with the following specific The work of M. Bloch was supported in part by NSF grant 1527387. The work of S. Jaggi was supported in part by GRF grants 14300617 and 14208315.
settings. The input signals are required to be strictly timelimited to t ∈ [0, T ] for some T > 0, since we aim to clearly characterize the dependency between the throughput and the time T . Willie is allowed to monitor the whole timeline t ∈ (−∞, ∞) for detection. A spectral mask (which models real-world cellular communications such as LTE [13] ) with bandwidth parameter W is introduced at the transmitter to restrict excessive radiation beyond the bandwidth of interest, such that constraints are imposed on the out-of-band emissions under both peak power and integrated power measurement.
The main contribution of this work is to develop a communication scheme based on pulse amplitude modulation (PAM) with Binary Phase Shift Keying (BPSK) and root raised cosine (RRC) carrier pulses. We show that one can transmit O( √ W T ) bits of information covertly and reliably, and the exact pre-constant of the scaling is also characterized. No shared key between Alice and Bob is needed if Willie's channel is noisier than Bob's channel, while O( √ W T ) bits of shared key is needed otherwise. It is worth pointing out that we swap the roles of time and frequency domain compared to standard use when defining RRC pulses, as illustrated in Fig.  1 . The advantages are two-fold -(a) pulses are strictly timelimited, and (b) the energy/power decays fast enough in the frequency domain. One may design other carrier pulses that outperform RRC pulses, but we will not explore this direction since designing optimal waveforms is not the main focus of this work.
The key step to analyze reliability is to convert continuoustime signals to discrete-time signals by applying a matched filter, after which it suffices to apply relatively standard techniques for discrete-time models. However, it is not clear a priori that merely considering the converted discrete-time signals is sufficient from a covertness perspective, since the original signals, which can be arbitrarily processed by the warden (e.g., perform nonuniform sampling, search for discontinuities, etc.), may contain extra information in terms of detecting the existence of transmission. Our solution is to show that the aforementioned concerns are redundant by proving that the set of converted discrete-time signals forms a sufficient statistic for detection. Hence, in order to analyze covertness, it suffices to study the distance (e.g., variational distance, Kullback-Leibler (KL) divergence) between the distributions of discrete-time random variables.
Our analysis shows that with high probability (w.h.p.), the randomly chosen code C (a) satisfies the spectral mask constraints, (b) forms a resolvability code for Willie's channel (which further implies the covertness), and (c) ensures a vanishing average probability of error (averaged over both message and shared key). We also develop a novel result (presented in Lemma 6) showing that if we carefully rearrange the codewords in C, the rearranged code satisfies a stronger achievability criterion -it ensures a vanishing max-average probability of error (maximized over the shared key and averaged over the message), while the other two properties are preserved. Further, if we restrict ourself to the discrete-time model, our converse shows that a BPSK scheme is optimal under both variational distance and KL-divergence metrics. 1 
II. PRELIMINARIES AND SYSTEM MODEL
For any x ∈ R, [x] + represents max{x, 0}, while for any integers a, b such that a < b, a, b represents the set of integers {a, a + 1, . . . , b}. All the logarithms log and exponentials exp are base e. Let Q(λ) (1/ √ 2π) ∞ λ exp −u 2 /2 du be the tail distribution function of the standard normal distribution.
A. Root Raised Cosine (RRC) Pulses
The RRC pulse φ T0,β (t) is uniquely determined by the pulse duration T 0 and roll-off factor 2 β ∈ [0, 1], and its time-domain and frequency-domain expressions (see [15, Chapter 11.3] for reference) are respectively given by
We illustrate RRC pulses with different values of β in Fig. 1 .
B. White Gaussian Noise (WGN)
Throughout this work we adopt Gallager's definition of White Gaussian Noise (WGN) [16, Chapter 7.7] .
is the impulse function, and (b) for any set of L 2 functions {g i (t)}, the linear functionals 
One may note that the WGN at any time t is a Gaussian variable with infinite variance; that is, the WGN is not a well-defined random process. However, as commented in [16, Chapter 7.7] , "WGN is not viewed in terms of random variables at each epoch of time. Rather, it is viewed as a generalized zero-mean random process (in the same sense as δ(t) is viewed as a generalized function) for which the properties (a) and (b) in Definition 1 are satisfied".
2 1{i = j} and each V i is a Gaussian random variable with zero mean and variance N 0 /2. Hence, the linear functionals {V i } are independent and identically distributed (i.i.d.). This property is critical in our achievability scheme -we construct the transmitted signals in terms of an orthonormal basis (e.g., time-shifted RRC pulses), thus we can represent the WGN in terms of the same orthonormal basis, and the resulting "noise variables" are i.i.d. Gaussian variables.
C. System Model

1)
Shared key: Prior to communication, Alice and Bob share a secret key S, which is uniformly distributed in 1, K and unknown to Willie. 2) Encoder: Given a fixed and publicly known T > 0, Alice uses her encoder Ψ(·) to encode the transmission status Λ ∈ {0, 1}, the message 3 M ∈ {0} ∪ 1, M , and the shared key S ∈ 1, K into a continuous-time signal X(t), t ∈ [0, T ]. When Alice is silent (Λ = 0), her message is required to be 0 and her transmission must satisfy X(t) = 0, t ∈ [0, T ]. When Alice is active (Λ = 1), her message is uniformly distributed in 1, M . For each message m and key s, she encodes the message-key pair (m, s) into a codeword X ms (t).
The sub-codebook index by s, denoted by C s , is the collection of codewords {X ms (t)} M m=1 . The codebook C is the union of all the sub-codebooks, i.e., C = ∪ s∈ 1,K C s . 3) Noise: The channel noise from Alice to Bob is modeled as an additive white Gaussian noise (AWGN) B(t) with intensity N b /2, while the channel noise from Alice to Willie is modeled as another independent AWGN W (t) with intensity N w /2. 4) Willie's estimator: Willie observes Z(t) = X(t) + W (t), and uses an estimator Φ(·) to perform a hypothesis test on Z(t). The null hypothesis H 0 corresponds to Λ = 0, while the alternative hypothesis H 1 corresponds to Λ = 1. Willie's estimation is denoted Λ = Φ(Z(t)). Let P FA (Φ) P( Λ = 1|Λ = 0) and P MD (Φ) P( Λ = 0|Λ = 1) denote the probability of false alarm and the probability of missed detection of the estimator Φ, respectively. We use a hypothesis testing metric to measure covertness. 
6) Spectral mask:
The spectral mask at the transmitter is provided a priori, and the code C must fit into the spectral 
as Ω W , when the arguments are clear from the context. 7) Relative throughput pair and covert capacity: For any spectral mask Ω W , noise parameters N w , N b > 0, and covertness parameter δ, a relative throughput pair (r, r K ) is said to be achievable if there exists a sequence of code with increasing support T such that 
III. ACHIEVABILITY SCHEMES AND MAIN RESULTS
Our communication scheme relies on a PAM scheme, wherein the information bits are carried over a train of RRC pulses. Recall that the duration of the RRC pulse φ T0,β (t) equals T 0 , thus the effective blocklength of the transmission is given by n T /T 0 . Without loss of generality, we drop the floor operator for simplicity, and write n = T /T 0 by assuming T 0 divides T . We specify the choice of n in Lemma 2. The sequence of n RRC carrier pulses used for PAM is given by
is the time-shifted version of φ T0,β (t), and is non-zero only when t ∈ [(i − 1)T 0 , iT 0 ]. For a length-n discrete-time codeword (DT-codeword) x = [x 1 , x 2 , . . . , x n ], the corresponding continuous-time codeword (CT-codeword) x(t) takes the form
We use a random coding argument with BPSK to show the existence of good codes. Let a n = O(n −1/4 ) with exact value specified in Section IV. For n ∈ N * , let P X be the distribution on X = {−a n , a n } such that P X (a n ) = P X (−a n ) = 1/2, and P ⊗n X = n i=1 P X be the n-letter product distribution of P X . For each message-key pair (m, s), its DT-codeword x ms = [x ms,1 , x ms,2 , . . . , x ms,n ] is generated independently according to P ⊗n X , and its CT-codeword x ms (t) equals n i=1 x ms,i g i (t).
A. Optimal effective blocklength
One important step in the analysis is to convert the continuous-time AWGN channels to discrete-time AWGN channels. We wish to maximize the number of discrete-time channel uses to achieve the highest possible throughput; however, the spectral mask Ω W restricts us by imposing constraints on the ESD E(f ) of the code C. These constraints imply that the pulse duration T 0 of {g i (t)} cannot be arbitrarily small, hence the blocklength n cannot be arbitrarily large.
Though the ESD E(f ) has intricate dependencies with respect to the codewords in the code, the ensemble-averaged ESD E(f ), which is averaged over the codeword generation process P ⊗n X , has a relatively simple form, i.e.,
Suppose the code C, which is required to fit into the spectral mask Ω W , has a nice property that its ESD E(f ) exactly equals the ensemble-averaged ESD E(f ). Then, the minimum value of T 0 is given by the optimal value T * 0 (Ω W ) of the optimization problem (P1) defined as follows:
The optimization in (P1) is over both the pulse duration T 0 and roll-off factor β, while the constraints follow from the definition of the spectral mask Ω W , the expression of E(f ), and the fact that
In general, the ESD E(f ) of a specific code may not be equal to E(f ), but Lemma 1 below shows that w.h.p. it is tightly concentrated around E(f ). Lemma 1. With probability at least 1 − 2n 2 e − √ M K/2 over the code design, a randomly chosen code C satisfies ∀f ∈ R,
Note that M K is a function of n (defined as M K = f (n)), and n depends on the time T and pulse duration T 0 . Let u(T, T 0 )
T /T0
[f (T /T0)] 1/4 = n (M K) 1/4 be the slackness parameter. The optimization problem (P2), which is obtained by adding slackness u(T, T 0 ) to (P1), takes the form min
The optimal value of (P2) is denoted by T * 0 (Ω W , T ), and note that it explicitly depends on T . By choosing T 0 = T * 0 (Ω W , T ), Lemma 1 implies that w.h.p., a randomly chosen code C fits into the spectral mask. Since (P1) and (P2) only differ in the slackness u(T, T 0 ) (which goes to zero as T goes to infinity), one can show that
To establish connections between T * 0 (Ω W ) and the bandwidth parameter W , in the full paper we show that for each β ∈ [0, 1], there exists a constant c(β) depending on both β and Ω W , such that
By combining (2), (3), and the fact that n = T / T * 0 (Ω W , T ), we have the following Lemma, which establishes a bridge connecting the continuous-time channel (characterized by the time T and the spectral mask Ω W ) and the discrete-time channel (characterized by the blocklength n).
Lemma 2.
For every ξ > 0, there exists T (ξ) such that for all T > T (ξ), by setting the blocklength n = (1 − ξ) · W T min β∈[0,1] c(β) , the probability of a randomly chosen code fitting into the spectral mask Ω W is at least 1 − exp − exp(O( √ W T )) . Further, as T goes to infinity,
B. Main results
Based on the coding and modulation scheme above, we present a lower bound on the covert capacity by providing an achievable relative throughput pair. Theorem 1. For any spectral mask Ω W , noise parameters N w , N b > 0, and covertness parameter δ, the relative throughput pair (r, r K ) with
is achievable.
IV. PROOF SKETCH OF THEOREM 1
In this section, we provide a proof sketch of Theorem 1, with the details deferred to the full version. We set the blocklength to be
for an arbitrarily small ξ > 0, which ensures that for sufficiently large T , w.h.p. the code C fits into the spectral mask. Further, We set the amplitude a n to be 2 n 1/4
and the message size and key size to satisfy
Note that the above choices of n, a n , log M , and log K lead to the achievable relative throughput pair in Theorem 1.
A. Analysis of covertness
Recall that if we map the noise W (t) to any set of orthonormal basis, the resulting "noise variables" are i.i.d. Gaussian variables. A specific orthonormal basis can be chosen in such a way that the first n functions are time-shifted RRC pulses {g i (t)} n i=1 , and the rest is a set of orthonormal functions
where {W i } L i=1 are i.i.d. random variables distributed according to N (0, N w /2). The channel input X(t) = n i=1 X i g i (t), where X i = 0 under the null hypothesis H 0 , and X i ∈ {−a n , a n } under the alternative hypothesis H 1 . By mapping Willie's received signal
Let Z be the length-n random vector consisting of (Z 1 , . . . , Z n ), and Z c be the random vector consisting of (Z n+1 , . . . , Z L ). Intuitively, Z c does not play any role in the hypothesis test, since the probability densities of Z c only depends on the i.i.d. Gaussian noise (W n+1 , . . . , W L ). In fact, Lemma 3 below formalizes the above intuition. The fact that Z is a sufficient statistic for determining H 0 or H 1 implies that the optimal hypothesis test based on Z, denoted by Φ * (Z), is as good as the optimal hypothesis test based on Z(t) [15, Prop. 20.12.3] , and Φ * (Z) satisfies
where Q Z|H0 and Q Z|H1 are distributions on Z conditioned on H 0 and H 1 respectively, and V(Q Z|H0 , Q Z|H1 ) is the variational distance between the two distributions. By Definition 2, the communication is said to be
From now on, it suffices to study the converted discrete-time channel with Gaussian noise W i ∼ N (0, N w /2). Lemma 4 shows that w.h.p., a randomly chosen code C ensures covertness. The proof relies on the Berry-Esseen Theorem and the channel resolvability techniques for discrete-time AWGN channels (adapted from [3] ).
Lemma 4. Let a n be defined as per (5) . With probability at least 1 − exp(−O(n −1/4 )) over the code design, a randomly chosen code C satisfies V(Q Z|H0 , Q Z|H1 ) ≤ δ.
B. Analysis of reliability
Bob maps Y (t) = X(t) + B(t) to the orthonormal basis
where {B i } n i=1 are i.i.d. random variables distributed according to N (0, N b /2). We then focus on the discrete-time channel with Gaussian noise {B i } n i=1 . Instead of studying the desired max-average probability of error P err directly, Lemma 5 ensures a decaying average probability of error P (ave) err E S P(M = M |S, Λ = 1) + P( M = 0|Λ = 0) , which is averaged over both the message and the shared key. Though Lemma 5 is weak in the sense that it only guarantees a small P (ave) err , we also develop a novel result showing that given a code C with small P (ave) err and covertness guarantee, we can construct another code C with small P err and simultaneously preserve the covertness property, by merely rearranging the codewords in C (without expurgating existing codewords or adding new codewords). Lemma 6. Suppose a code C contains K sub-codes of size M , and guarantees V(Q Z|H0 , Q Z|H1 ) ≤ δ, and P (ave) err (C) ≤ n . Then, there exists a code C containing K sub-codes of size M such that V(Q Z|H0 , Q Z|H1 ) ≤ δ, and P err (C ) ≤ n . In particular, lim n→∞ n = lim n→∞ n = 0, lim n→∞ M = M , and lim n→∞ K = K.
V. EXTENSIONS
A. KL-divergence metric: Another widely used covertness metric in the literature is the KL-divergence. If we modify the covertness requirement in the definition of relative throughput pair (in Section II-C) to D(Q Z|H0 , Q Z|H1 ) ≤ δ, we have the following theorem. The proof is deferred to the full version. min β∈[0,1] c(β) is achievable. B. Converses: It is particularly challenging to derive a converse when the spectral mask constraint is involved in the continuous-time AWGN channels. Alternatively, we restrict ourself to the converted discrete-time AWGN channels characterized by N (0, N w /2) and N (0, N b /2). Under variational distance metric, the covert capacity is bounded from above as
while under KL-divergence metric, we have
Replacing n by W T min β∈[0,1] c(β) , one can verify that (12) and (13) imply that BPSK is optimal under both metrics of interest.
