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The Gulf of Maine (GOM) is a highly complex environment and previous studies have suggested 
needs to account for spatial nonstationarity in species distribution models for the American lobster 
(Homarus americanus). Spatial nonstationarity can be defined as the presence of variation in relationships 
between independent and dependent variables across space (Windle et al., 2012). To explore impacts of 
spatial nonstationarity on species distribution, models with the following three assumptions were 
compared: (1) stationary relationships between species distributions and environmental variables; (2) 
nonstationary density-environment relationships between eastern and western GOM, and (3) 
nonstationary density-environment relationships across eastern, central, and western GOM. These 
comparisons were made amongst generalized additive models (GAMs) to evaluate estimations in lobster 
spatial distribution, and habitat suitability index (HSI) models to evaluate estimations in lobster habitat 
suitability. The spatial scales used in these models were largely determined by the GOM coastal currents. 
Lobster data were sourced from the Maine-New Hampshire Inshore Bottom Trawl Survey from years 
2000-2019. We considered spatial and environmental variables including latitude and longitude, bottom 
temperature, bottom salinity, distance from shore, and sediment grain size in this study. The lobster data 
utilized in this study were divided into eight groups based on season (fall and spring), sex (female and 
male), and size (juveniles and adults). Estimates of spatial density and habitat suitability distributions 
were made for the hindcasting years of 2000, 2006, 2012, 2017, and for the forecasting time period 2028-
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2055 under the Representative Concentration Pathway (RPC) 8.5 “business as usual” climate warming 
scenario. We found that the model with the finest scale performed best in both model types tested. This 
suggests that accounting for spatial nonstationarity in the GOM leads to improved spatial distribution and 
habitat suitability estimates.  
Forecasted species distribution estimates revealed that stationary models tended to comparatively 
overestimate (IQR≅ -36 to 0%) most season 𝗑 sex 𝗑 size group lobster abundances in western GOM, 
underestimate in the western portion of central GOM, and overestimate in the eastern portion of central 
GOM (IQR≅ -66 to 29%), with slightly less consistent and patchy trends amongst groups in eastern 
GOM (IQR≅ -15 to 62% for model 1:2 comparisons and IQR≅ -31 to 28% for model 1:3 comparisons). 
While in forecasted HSI model estimates, stationary models tended to comparatively overestimate the 
suitability of habitat for juvenile lobsters (IQR≅ -28 to 1%). For adult lobsters, stationary models 
estimated higher suitability in both coastal waters in western GOM (IQR≅ -7 to 14%) and farther 
offshore waters in eastern GOM (IQR≅ -2 to 13% for model 1:2 comparison and IQR≅ -6 to 12% for 
model 1:3 comparison) than nonstationary models applied at finer scales. Stationary adult HSI models 
also estimated lower suitability in coastal eastern GOM waters and some offshore western GOM waters 
as well. The estimated results from stationary and nonstationary GAMs and HSI models were statistically 
different (p<0.05).  We demonstrate how estimates of season-, sex-, and size- specific American lobster 
spatial distribution and habitat suitability estimates would vary based on the spatial scale assumption of 
nonstationarity in the GOM. Estimated relationships between environmental variables and lobster 
abundance revealed that estimated relationships from stationary models tended to more closely resemble 
estimated relationships from a localized region within the GOM, more than other regions. This suggests 
that models that account for assumptions of spatial nonstationarity may better represent localized regions, 
and thus may lead to more informative management decisions that are more effective at localized scales. 
This information may help develop appropriate local adaptation measures in a region that is susceptible to 
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NONSTATIONARY MODELING OF MARINE SPECIES SPATIAL DISTRIBUTION 
Abstract 
Mapping spatial distributions of a species can provide valuable information and further 
insight on the extent, density, environmental preferences and spatial dynamics of a species in 
question. However, most studies explore these distributions under stationary assumptions in 
which the relationship of abundance and environmental variables does not vary over space. This 
may be a reasonable assumption if the spatial area in question is relatively small and the species 
population structure is simple. In other situations, where the ecological interactions of an area are 
complex and/or cover a large spatial extent, it is likely that an assumption of spatial stationarity 
is violated and cannot be used to properly explore spatial distributions. In this case, spatial 
nonstationarity needs to be assumed. Thus, if a global statistic was used to represent a region that 
is exhibiting spatial nonstationarity, the resulting predictions might not be a realistic 
representation at localized scales. This review explores the literature on nonstationary modeling, 
evaluates some commonly used stationary and nonstationary models, and discusses implications 
that arise if an improper model is selected. This chapter highlights the importance of considering 
nonstationarity in quantifying species spatial distributions. 
1.1 Introduction  
Species distributions models (SDMs) are used for a wide array of purposes. They can help to 
understand a species habitat preferences (Latimer et al., 2006 ), the environmental (Chang et al., 2016) or 
biological (Hunsicker et al., 2013) variables that contribute to these preferences, and the magnitude that 
these variables contribute to the preferences (Li et al., 2018; Liu et al, 2019). SDMs are also useful for 
identifying management concerns, conducting marine spatial planning, and providing insight for 
management decisions (Tanaka and Chen, 2016; Liu et al., 2019; Vanhatalo et al., 2012), and can predict 
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how a species’ spatial dynamics might respond to climate change (Tanaka et al., 2018; Karcher et al., 
2018). There are many different types of models that can be used to model a species distribution, and 
some have compared the results between different model types (Becker et al., 2020; Segurado & Araujo, 
2004; Kienast et al., 2012). However, it is also important to consider the assumptions that models make 
and the implications that those assumptions could have on the interpretation of model results. 
It is common practice to assume spatial and/or temporal stationarity for SDMs. Past literature 
created and used SDMs that assumed a species’ distribution can be determined by using the same 
independent versus dependent variable relationships across an entire complex study area or across a large 
time scale (Becker et al., 2020). Stationary relationships also assume that the correlation between 
variables is only dependent upon the distance between points, but not on the direction nor spatial location 
(Bakka, 2016). Working under stationary assumptions may not be the best choice in all modeling 
situations as previous studies have shown that SDMs that are spatially explicit tend to outperform 
nonspatial SDMs (Latimer et al., 2006). Spatial nonstationarity is exhibited in almost all life history 
processes such as stock-recruitment relationships (Chang et al., 2016) and initial molt timing and 
suddenness (Staples et al., 2018), highlighting the necessity of considering spatial nonstationarity in 
SDMs. 
Contrary to stationary SDMs, relationships between dependent and independent variables in a 
nonstationary SDM vary across spatial and/or temporal gradients, where unique parameters are estimated 
across these gradients based on their locations (Windle et al., 2012). As these parameters change across a 
region of interest, the structure of the model being used inherently changes, which allows for assumptions 
of local influence of the independent variable(s) on the dependent variable and spatial heterogeneity to be 
met (Charlton and Fotheringham, 2009). Distribution models that incorporate a factor of spatial and 
temporal nonstationarity are also accounting for spatial and temporal dependencies that cannot solely be 
explained by environmental variables (Bakka et al., 2016). For example, stationary models may take into 
consideration the distance between points or observations, but not the direction or orientation of points, 
which may impact estimates of species distributions where density is influenced by life history processes 
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such as movement around physical barriers or larval distribution by a specific current pattern (Bakka et 
al., 2016). Nonstationary modelling is more applicable to studies that involve modeling distribution 
across a large spatial or temporal extent (Segurado & Araujo, 2004) or in areas where environmental 
variables differ across space (Liu et al., 2019; Kathuria et al., 2019) or have changed over time (Li et al., 
2015; Malick, 2020).  
The purpose of this review is to examine the current status and incorporation of spatial and 
temporal nonstationary distribution modeling work. The motivation behind this is that there appears to be 
a gap in studying the stationarity of environmental response curves used in SDMs. This review aims to 
evaluate and summarize the methods used to consider nonstationarity in SDMs, as well as address the 
areas where further research could improve our knowledge of and the benefits of considering spatial and 
temporal nonstationary assumptions in species distribution modelling work. 
1.2 Typical stationary and nonstationary distribution models 
Species distributions can be estimated using various model types. Two commonly used stationary 
modeling techniques are generalized linear models (GLMs; Nelder and Wedderburn, 1972) and 
generalized additive models (GAMs; Hastie and Tibshirani, 1986, 1990). Some more common 
nonstationary model types used in SDMs are geographically weighted regression models (GWR; 
Brunsdon et al., 1996), LOWESS regression (Cleveland, 1979), kriging (Matheron, 1963), and the use of 
spline functions (Friedman, 1991). This section discusses these common model types and their 
applications in SDMs. 
1.2.1 Stationary Models 
1.2.1.1Generalized Linear Models 
Generalized linear models (GLMs) were developed in Nelder and Wedderburn (1972). The term 
“generalized” here means that this model has the ability to use more than one explanatory variable, 
compared to the singular simple linear model version (Turner, 2008). GLMs are not to be confused with 
the term general linear model, which refers to typical linear regression models that use continuous 
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response and predictor variables; these include models such as linear regression, ANOVA and ANCOVA 
(The Pennsylvania State University, 2018).  
The benefits of GLMs over other general linear models at the time were that these models provided a 
glimpse at incorporating non-linearity into the model structure. More specifically, GLMs have the ability 
to generate non-normal response variable relationship curves, and also do not require the relationship 
between response and explanatory variables to be linear (Wood, 2017; Dobson, 2001). Additionally, other 
general linear models would not be fit to use in situations where the range of the response variable is 
restricted, or if the variance of the response variable depends on the mean (Turner, 2008). GLMs, 
however, address these issues and can be used in these situations. The way that GLMs can generalize 
ordinary linear regressions is through a link function, often denoted in literature as g. The basic equation 
that a GLM follows is   
𝑔(µ𝑖)  =  𝑥𝑖 𝛽 
where g is the link function (model family) that describes how the mean, µi = E(Yi), is dependent on the 
linear predictor  (Turner, 2008), Yi is the response variable, xi is the ith row of the model matrix 
(explanatory variable), and β are the model parameters (Wood, 2017; Dobson, 2001).  
Key assumptions for GLMs include that Yi follows some type of exponential family distribution, the Yi 
are independently distributed (Wood, 2017), and that the homogeneity of variance does not need to be 
satisfied in GLMs (The Pennsylvania State University, 2018). The exponential family of distributions is 
not a unique component of GLMs, as many other model types, including those discussed in this review, 
require exponential family distributions to be selected. Distribution types depend on the distribution of the 
response variable and include Normal, Poisson, Binomial, and Gamma distributions to name a few 
(Wood, 2017). To estimate the parameters, maximum likelihood estimation is used (MLE), hence large 
sample approximations are relied upon (The Pennsylvania State University, 2018). 
Data requirements for GLMs include the information on a response variable, at least one 
explanatory variable, and the data must resemble a type of exponential family distribution (normal, 
poisson, gamma, binomial, etc.). A limitation of GLMs is that they ignore any spatial autocorrelation that 
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may be present (Hothorn et al., 2011). GLMs have been described as “comparably robust” to GAMs, 
when referring to using data that have gaps (Kienast et al., 2012); but when comparing model fits and 
results between GLMs and other model types, Gasper and Kruse (2013) found that that the quasi-Poisson 
GAM and Poisson GAM were a better fit for the spiny dogfish data that were used, compared to the other 
model types used, such as the quasi-Poisson GLM or negative binomial GAM. Similarly, another study 
which aimed to map the spatial abundance of biting midges in Senegal, Africa, used three different 
methods to generate distribution estimates: ordinary kriging, GLMs, and random forest (RF) models 
(Diarra et al., 2018). Though GLMs proved to be a superior choice over ordinary kriging, Diarra et al. 
(2018) found RF models provided better estimates of biting midge abundances over GLMs.  
Another study by Latimer et al. (2006) compared 4 different models that attempted to predict the 
spatial distributions of two different plant species in South Africa. Model 1, a nonspatial GLM, directly 
related plant presence/absence data to the environmental variables used in the model. Conversely, model 
2 was a spatially explicit GLM model which takes model 1 but incorporates spatial random effects by 
assuming that an observation at location i is only dependent on the neighboring spatial random effects of i 
(Latimer et al., 2006).  Between models 1 and 2, Latimer et al. (2006) found that model 2, the spatially 
explicit GLM, showed superior performance to the nonspatial GLM (i.e., model 1). Models 3 and 4 were 
point level models as opposed to the grid-cell scale methods used in models 1 and 2. While grid-cell 
models use nearest neighbor calculations to account for spatial association (model 2), point level models 
use locations of the observed points to specify spatial relationships (Latimer et al., 2006). Model 3 is a 
point-level spatial model; however this model showed a tendency to overpredict the distributions of the 
two species (Latimer et al., 2006). Model 4 in this study was a hierarchical model that accounted for 
irregular sampling intensity, spatial dependence, and the influence of land transformation (anthropogenic 
change) at a location, and demonstrated the best performance out of all of the models (Latimer et al., 
2006). 
To fit a GLM, after the exponential family distribution is selected, data are fit by maximum 
likelihood method, which provides estimates of both regression coefficients and large sample standard 
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errors of the coefficients (Fox, 2016). Once a fit has been made, comparisons of model fits can be made 
by examining the effects that the explanatory variables have on the response variables. This can be done 
by referencing partial residual plots based on working residuals, as recommended by Breslow (1996), and 
allows the modeler to visualize the interactions between independent and dependent variables. Tests such 
as the Cook’s distance test can also be performed to identify any outlying observations that may be 
negatively influencing model fit (Breslow, 1996). 
Though following some type of exponential family distribution helps to address the issues that 
simple linear models and ordinary least squares regression models fail to, following an exponential family 
distribution also poses as a limitation for GLMs as these models are thus bound to a small selection of 
parametric shapes (Kienast et al., 2012). This would not be considered a limitation if a species 
presence/absence or count data closely followed one of the exponential family distribution curve shapes. 
If this were the case, a GLM could be selected as an appropriate model to use for data that may exhibit 
spatial or temporal stationarity. Although it is likely rare that a species-environment relationship would 
exhibit perfect constant stationarity (Hothorn et al., 2011), If the data did exhibit stationarity, but did not 
follow an exponential family distribution type, then one must consider the selection of another stationary 
model, such as a generalized additive model.  
1.2.1.2 Generalized Additive Models 
A generalized additive model (Hastie and Tibshirani, 1986, 1990), or, GAM, can be thought of as 
an extension of a generalized linear model with a smoothing function. Instead of using linear (or other 
parametric) predictions as in GLMs, GAMs use spline functions to estimate relationships between 
dependent and independent variables (Wood, 2017). These spline functions allow GAMs to model a 
wider range of response curves, which can deviate from the small selection of parametric shapes that 
GLMs have to offer (Yee & Mitchell, 1991). This increased flexibility allows GAMs to better 
approximate the relationships between variables (Yee & Mitchell, 1991). Another difference between 
GAMs and GLMs is that GAMs are considered to be data driven rather than model driven, meaning that a 
priori model does not determine the relationship between the independent and dependent variables (Yee 
7 
 
& Mitchell, 1991; Guisan et al., 2002). However, the response variable needs to have a probability 
distribution type specified (Guisan et al., 2002), which can be done by examining a histogram of the 
response variable data and choosing a distribution type based on the response variable distribution. Like 
in GLMs, GAMs have a link function which creates a relationship between the dependent and 
independent variable(s), however in GAMs, the function of the independent variable(s) is now smoothed 
(Guisan et al., 2002). 
A basic equation that GAMs follow is  
g(E(y)) = 𝛽0 + s(x1)+s(x2)+s(x3)... 
where g is the link function, similar to that of GLMs, y is the dependent variable, 𝛽0 is the model 
parameter, s is a spline smoother, and xi is an independent variable. GAMs follow the assumptions that 
the functions are additive, and the components of the functions are smooth (Guisan et al., 2002). This 
assumption is important to attend to because in reality, the relationship(s) may be more or less smooth 
than the relationship(s) predicted. It is important to adjust the smoothing function in effort to avoid under- 
or over-smoothing, as this affects the resulting predictions. GAMs also assume that the response 
variable’s mean is dependent upon the additive predictor via a nonlinear link function (Xiang, 2001). The 
spline smoothers, s, are estimated through a back-fitting algorithm, which estimates one smoother at a 
time (Zuur et al., 2009).  GAMs are estimated by penalized regression methods (Wood, 2017) and can be 
fit in variety of ways; however, it is common to backfit the model by first incorporating all biologically 
plausible (and non-correlated) independent variables into the model, then removing variables one at a 
time, either based on their p-value significance (keeping a variable if p < 0.05) (Chang et al., 2016), or by 
selecting the combination of independent variables that results in the lowest Akaike Information Criteria 
(AIC) (Zuur et al., 2009; Tanaka et al., 2018; Liu et al., 2019). Once a model with a good fit has been 
determined, results of GAMs have been shown to be more robust and have overall better performance 
than other, comparable models used for SDMs. For example, as mentioned above, Gasper and Kruse 
found their spiny dogfish distribution data was best modeled by the quasi-Poisson or Poisson GAMs, over 
other types of models, such as the quasi-poisson GLM that was also tested (2013).  
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Another study conducted by Randin et al. (2006) assessed the transferability of two model types, 
namely GLMs and GAMs on niche-based species distribution within and between 2 regions. They 
defined full transferability as the ability of a model to have comparable internal (within the two regions) 
and external (between the two regions) fits of 2 different niche-based regions, as well as the ability of a 
model to predict matching spatial predictions within both regions (Randin et al., 2006). The data they 
used were presence-absence data of a combined 54 plant species in between the two regions of interest, 
the subalpine zones in western Swiss Alps and the north-eastern calcareous Alps in Austria. They found 
that as far as model fits were concerned, on average, GAMs showed an average of 24% higher fit than the 
GLMs in both regions (Randin et al., 2006). However, GLMs showed a slight improvement in 
transferability over GAMs, but overall, the group noted that their transferability estimates were weak 
compared to other studies. They postulate that these results could be attributed to lack of generality in the 
models, and note that transferability is highly species-specific (Randin et al., 2006). They also suggested 
that overfitting models might have negative impacts on a model’s transferability, which might explain 
why the more generalizable (and less prone to overfitting) GLMs showed slight transferability 
improvements over GAMs, even though the GAMs in this study had an overall higher model fit (Randin 
et al., 2006). 
Although GAMs can fit data to a nonlinear shape (where GLMs are even more limited to the 
parametric shape options), these models could still be considered stationary because they estimate one 
parameter that is used globally across the region of interest. Additionally, although their calculated 
relationship curves can be flexible or nonlinear, the same relationship curve is still being used across 
space. Unless little to no variation exists between localized regions, using one relationship with a global 
parameter across multiple local regions would not provide reliable estimates for the localized regions 
(Fotheringham, 2002). The more spatial or temporal heterogeneity there is within a region of study, the 
less reliable stationary or global models become (Fotheringham, 2002). GLMs and GAMs are also able to 
make predictions outside of study area, which also indicates inherent stationary assumptions because it 
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assumes that the same processes that go into determining estimates within the study area would be the 
same as outside of the study area (Fortin and Dale, 2005; Windle et al., 2009). 
1.2.2 Nonstationary Models 
As discussed above, models that account for spatial nonstationarity recognize that relationships 
between a species’ presence/abundance and environmental covariates may vary depending on spatial 
location. Nonstationary models allow for the calculation of unique relationships to be determined based 
on local statistics. There are various types of models and methods that account for spatial nonstationarity. 
These include, but are not limited to, the spatial expansion method, spatially adaptive filtering, multilevel 
modeling, random coefficient models, and spatial regression models. 
The spatial expansion method attempts to measure parameter drift (Fotheringham and Charlton, 
1998) by making its model parameters global functions of geographic space, which allows for spatial 
trends to be measured. Another method, spatially adaptive filtering, measures the “strength of activity at a 
particular spatial location” (Sekihara and Nagarajan, 2008) by the application of either a linear or 
nonlinear operator (Sekihara and Nagarajan, 2008; Farhang-Boroujeny, 1998). Multilevel modelling is a 
process of hierarchical regression where two or more levels of relationships among variables and 
parameters are specified in a way such that the levels are arranged in a hierarchy (Greenland, 1999). 
Though levels may be arranged by geographical hierarchy, this method has received backlash for not 
directly considering actual locations of units or distances between units (Dong et al., 2015). However, it is 
possible to incorporate spatial simultaneous autoregressive processes to measure spatial interaction effects 
(Dong et al., 2015). Random coefficient models are a type of multilevel modelling (Greenland, 1999; 
Hintze, 2007) where parameters are allowed to vary depending on distribution and differs from other 
multilevel models because only one observation is available per cluster (Muthen et al., 2015.). Spatial 
regression models can include any type of model that utilizes regression techniques to account for spatial 





1.2.2.1 Geographically Weighted Regression 
Geographically Weighted Regression (GWR, Brunsdon et al., 1996) is an extension of traditional 
regression framework that uses multiple regressions to capture variation in relationships between different 
sets of variables (Brunsdon et al., 1996). The use of multiple regressions allows for the assumption of 
spatial nonstationarity to be met. GWRs use neighboring observations to fit a local regression at each 
sample location (Liu et al., 2019). The neighboring observations used in each fitting are weighted based 
on spatial relevancy and weighted least squares methods (Liu et al., 2019). Like any model that has the 
capacity to capture spatial nonstationarity, Brunsdon et al. (1996) suggest that while “global” or linear 
models capture trends in parameter variation, GWR allows for parameters at a specific location to be 
estimated across space (Charlton & Fotheringham, 2009). The basic equation followed by GWR is 
yi = 𝛽i0 +k=1,m𝛽ikxik + Ɛi 
where yi is the dependent variable at location i, 𝛽i0 is the intercept at location i, 𝛽 is the kth parameter at 
location i, xik are the kth independent variables at location i, and Ɛi  are the error terms which are assumed 
to be normally distributed and have zero means (Brunsdon et al., 1996). Parameters are estimated from a 
subset of sample independent and dependent variables using a weighted least squares approach so that 
observations closer to i will have more of an influence on the estimation of 𝛽i than observations further 
away (Brunsdon et al., 1996). One advantage of GWR models is that they only require a dependent 
variable and one or more independent variables at a given location to estimate parameter coefficients 
(Charlton & Fotheringham, 2009). To estimate the coefficients at unsampled locations, the only 
requirement of the GWR model is coordinates, or other spatial location identifier, of the unsampled 
location (Li et al., 2018). Since locations are the only requirement for GWR models predicting in 
unobserved locations, these models are not suitable for forecasting SDMs, especially in geographic areas 
that are highly subjected to environmental changes, such as climate change (Li et al., 2018). Another 
limitation of GWRs are that coefficients cannot be estimated outside of the study area (Hothorn et al., 
2011; Osbourne et al., 2007). 
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If no independent variables are available to the model, it produces estimates for parameters as well as 
their associated standard errors at the regression points (Charlton & Fotheringham, 2009). If independent 
variables are available to the model, then estimates of the response variable and residuals are also 
produced (Charlton & Fotheringham, 2009).  
Assumptions of GWR models include a constant weighting function throughout the study area 
(Brunsdon et al., 1996). GWRs also assume spatial nonstationarity in all variables (Li et al., 2010), which 
could become problematic as some relationships may lean towards linearity in environmentally 
homogenous regions of study (Holt and Lo, 2008; Li et al., 2010). When fitting the local regressions, it is 
also assumed that spatial points closer to location i have greater influence of the estimation of the 
parameters at i than spatial points further from location i (Brunsdon et al., 1996; Siordia et al., 2012). Like 
GAMs, analysis of fit in GWR models can explore through a variety of methods such as, but not limited 
to, the Akaike Information Criterion (AIC), model R2 values, (Tu et al., 2008), or root mean square error 
(RMSE) values (Wang et al., 2020). 
GWR has proven to be a great improvement over global models that assume stationary 
relationships between the independent and dependent variables. Tu et al. (2008) compared model fits and 
results generated by ordinary least squares (OLS), a model that assumes spatial stationarity, to GWR 
models using the same data set. The goal of this study was to identify and examine significant 
relationships between land use and water quality variables using OLS and GWR models (Tu et al., 2008). 
Upon analysis of results, Tu et al. found that the GWR models displayed great improvements over OLS 
models (2008). More specifically, Tu et al. (2008) found that every land use and water quality 
relationship used in the study showed an improvement of the R2 value when compared to the R2 values 
for the OLS models (Tu et al., 2008), indicating that the independent variable in question (land use) has a 
greater ability to explain the variation of the dependent variable (water quality). Tu et al. (2008) also 
found that GWR models had a better fit to localized areas than OLS models. For example, in one area, a 
significant OLS-derived relationship was found negative, whereas the same relationship derived from 
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GWR exhibited the existence of both significant negative and positive relationships in the same area (Tu 
et al., 2008). 
Moran’s I tests were also performed on all of the OLS and GWR models to check for spatial 
autocorrelation. Tu et al. (2008) observed that if spatial autocorrelation was present in the data, the GWR 
models showed improvements in reducing the autocorrelation over the OLS models. Interestingly, the 
group found that if spatial autocorrelation was not present or significant in an OLS model, then applying 
GWR models to the data could result in an increased spatial autocorrelation of residuals (Tu et al., 2008). 
Another study that tested the estimation power of GWR models against ordinary kriging (OK) 
and multiple linear regression (MLR) models using soil organic carbon (SOC) spatial distribution data in 
the mountainous and complex region of the eastern Qinghai-Tibetan Plateau (QTP, Wang et al., 2020). It 
has been suggested that permafrost decay can lead to a positive feedback loop for climate change as 
degradation of permafrost regions would release stored SOC which would contribute to further climate 
warming, causing decay of more permafrost regions (Wang et al., 2020). Thus, it is important to 
accurately estimate the distribution of SOC in permafrost regions such as the QTP. Analysis of RMSE 
values revealed that GWR models had the smallest values and was therefore predicting closest to the 
measured values (Wang et al., 2020) The GWR models also performed better in terms of R2 and mean 
error (ME) values when compared to OK and MLR models (Wang et al., 2020). Wang et al. (2020) 
determined GWR models to be the most powerful in their study for spatial prediction of SOC density. 
1.2.2.2 Locally Weighted Scatterplot Smoothing (LOWESS) 
    Originally developed as a way to visually smooth scatter plots, William S. Cleveland developed locally 
weighted regression techniques that are often abbreviated as LOWESS. LOWESS is a non-parametric 
regression technique that uses weighted least squares in a way that allows the smoothing procedure to be 
robust to outliers (Cleveland, 1979). As the main objective of LOWESS is to smooth scatterplots, it 
follows the assumption that local relationships vary in a smooth way. Being non-parametric, some 
advantages of LOWESS are that it is extremely flexible and does not follow a universal equation. The key 
requirements needed to perform LOWESS techniques are 1) the degree to which each polynomial is 
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locally fit, 2) the weighting function used, 3) the number of fitting iterations, and 4) determination of the 
smoothing parameter (Cleveland, 1979). Cleveland suggests however, that in most circumstances, for 1), 
one is a good balance between computational ease and adequate smoothing, for 2), tricube is a good 
weight function to use, for 3), two iterations is almost always sufficient, and 4), the smoothing parameter, 
is really the only item that needs to be chosen specifically for the data. Cleveland recommends picking as 
large of a value for the smoothing parameter as possible, as long as the pattern in the data does not 
become distorted (Cleveland, 1979). 
LOWESS satisfies assumptions of nonstationarity because the function is built from models of 
localized subsets of the data in a way that allows variation to be expressed point by point 
(NIST/SEMATECH e-Handbook of Statistical Methods, 2003). These subsets of data are determined by a 
nearest neighbor algorithm (Cleveland, 1979) and the scale of the subsets can be determined by a 
bandwidth parameter where the larger the bandwidth, the more stationarity the model is assuming 
(Charlton and Fotheringham, 2009). Although LOWESS has many advantages, there are some 
drawbacks. For example, LOWESS requires a large amount of data that are densely sampled to produce 
sufficient results (NIST/SEMATECH e-Handbook of Statistical Methods, 2003). Another drawback with 
LOWESS is that because it does not follow a universal regression function, reproduction of methods 
could become difficult (NIST/SEMATECH e-Handbook of Statistical Methods, 2003). 
One study that applied LOWESS successfully was Rocchini et al. (2011). They compared rates of 
rarefaction curves between spectral and species accumulation by using Pearson correlation and LOWESS 
techniques. Rocchini et al. (2011) found that the spectral and species diversity differed between regions. 
Specifically, they found no significant difference in rates of accumulation between spectrally and species 
derived rates in simple landscapes, but they did find a significant positive correlation in landscapes that 
showed higher complexity (Rocchini et al., 2011). At the end of their paper, Rocchini et al. (2011) argue 
that spectral rarefaction with fitted LOWESS functions could be a useful way to distinguish ecologically 
heterogeneous areas, and would be especially useful in spatial planning for species monitoring. It is 
important to note that an ecologically heterogeneous area does not necessarily mean that spatial 
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nonstationarity is present in that region, but an ecologically heterogeneous region (spatial changes or 
gradients in environmental variables such as temperature, substrate, salinity, dissolved oxygen, humidity, 
etc.) can be an indication of spatial nonstationarity in which further testing should be sought out. 
1.2.2.3 Ordinary Kriging (OK) and Other Kriging Techniques 
Ordinary kriging is a parametric, semi-local method that uses a known variogram for a specific 
region and nearest neighbor data to estimate values point by point (Wackernagel, 1995). There are several 
types of kriging, but two commonly used types are simple and ordinary kriging. Ordinary kriging differs 
from simple kriging because ordinary kriging includes a constraint on the weights that allows the 
estimation of variance to be minimized (Wackernagel, 1995). The weights are calculated by use of a 
variogram that is fit to the data, and also the distance and position of nearest neighbor points, but not the 
values of the surrounding points directly (Bardossy, 2002). The goodness of fit of variograms can be 
checked via cross validation (Bardossy, 2002). Ordinary kriging is thought of as semi-local as it is using a 
moving neighborhood of data points to implicitly estimate values (Wackernagel, 1995). This process of 
estimation accounts for the spatial arrangement of samples into its calculation, and not just the data values 
themselves (Wackernagel, 1995). Wackernagel et al. (1995) view kriging as “a more flexible class of 
models with respect to stationarity”, and not a true nonstationary model because although kriging could 
account for spatial heterogeneity across a large spatial region, kriging assumes stationary relationships for 
“distances smaller than the diameter of the moving neighborhood” (Wackernagel, 1995). An advantage of 
ordinary kriging is that it is an exact interpolator, meaning that predictions at known locations retain their 
observed value(s) (Bardossy, 2002). This is ideal when it is preferred to preserve the original dataset 
values. Different from exact interpolators are inexact interpolators, where predictions at areas of known 
values are slightly different from the observed values (Interstate Technology & Regulatory Council 
(ITRC), 2016). Inexact interpolators may sometimes be preferred over exact interpolators because the 
former provide estimates that yield a more smoothed out looking prediction field (Interstate Technology 
& Regulatory Council ITRC, 2016). Ordinary kriging works under the assumption that there is constant 
drift present and that residuals are independent during the fitting process (Bardossy, 2002). Bardossy 
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(2002) suggests other types of kriging, such as universal kriging, residual kriging, and external drift 
kriging, as methods of kriging that can better satisfy nonstationary assumptions because they allow for 
explicit estimation of the parameter drift. 
The general equation for kriging can be represented by 
y0= i=1Nλi xik 
where y0 is the dependent variable at the prediction location, λi is the unknown weight of a neighboring 
location where a measured value is known, xik is the measured value of a neighboring location, and N is 
the number observations in the dataset.  
How does Kriging compare to other techniques? One study compared predicted monthly 
temperature and precipitation data measured in Finland (Aalto et al., 2013). Aalto et al. (2013) compared 
GAM, external drift kriging, and GAM combined with residual kriging techniques to determine which 
process yields the best prediction results. They found that GAMs provided the best estimates of mean 
temperature values (though there was little difference in predictions between methods), while external 
drift kriging provided the best mean temperature predictions (Aalto et al., 2013). Ultimately however, the 
team decided that for future prediction situations, external drift kriging would be the superior choice out 
of the tested methods due to “its robustness and accuracy” (Aalto et al., 2013). 
Another study compared two kriging methods, namely ordinary kriging and universal kriging, to 
two methods of inverse distance weighing, to determine which method provided the most accurate spatial 
interpolation predictions (Zimmerman et al., 1999). Inverse distance weighting (IDW) is another form of 
interpolation that bases its estimations on a weighted average of the known points in a local neighborhood 
(ESRI, 2011). The main difference between IDW and kriging however is that IDW predictions are based 
on specified equations or the direct surrounding observations of a point in question, whereas kriging 
estimates are based on statistical models which also account for autocorrelation effects (ESRI, 2011). 
Nonetheless, Zimmerman et al. (1999) found in their comparison study that both kriging methods 
performed better than both IDW methods across all sampling patterns, surface types, and correlations in 
the study. They also tested ordinary kriging and universal kriging methods against each other and found 
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universal kriging outperforming ordinary kriging (Zimmerman et al., 1999). These findings correspond 
with the notion that ordinary kriging is a semi-local model, where universal kriging could satisfy more 
assumptions of nonstationarity. 
1.2.2.4 Multivariate Adaptive Regression Splines (MARS) 
A spline is a curve that is constructed in a piecewise fashion by means of a polynomial function 
(Tibshirani, 2014). In other words, these curves are composed of multiple connecting straight-line 
segments, where the slope of segments change at points called “knots” (Elith and Leathwick, 2007) and 
the more knots there are, the smoother the spline curve will appear. Splines are used as a way to estimate 
regression functions in a flexible manner (Tibshirani, 2014). Splines are flexible in the way that they are 
determined by both the goodness of fit to the data, as well as the roughness of the data, where roughness 
refers to how scattered or streamline the data is when plotted (Green and Silverman, 1994). In a 
regression spline, the goodness of fit is determined by calculating the residual sum of squares (Green and 
Silverman, 1994), and parameters can vary based on each evaluation point and are calculated by locally 
weighted least-squares fitting techniques (Friedman, 1991). Regression splines have a relaxed assumption 
regarding linearity (Green and Silverman, 1994), and these splines also assume a characteristic of 
smoothness to the underlying function (Friedman, 1991). Regression splines can be fit by first identifying 
the number of knots and then working backwards to remove insignificant covariates from the model to 
achieve a well-fitting and simplified end result (Friedman, 1991; Elith and Leathwick, 2007). Significance 
of covariates can be tested by use of generalized cross validation (GVC; Elith and Leathwick, 2007). 
MARS models follow the general weighted sum equation of 
f(x)= m=1Mαm𝛽m(x) 
Where αm are constant coefficients and 𝛽m(x) are basis functions. The basis functions are equal to I[x ∈ 
Rm], where I represents an indicator function and where in an indicator function, 1 represents a true 
argument and 0 represents otherwise (Friedman, 1991). 
Some advantages of MARS are that this technique is comparable to other nonlinear models, such 
as GAMs, but it has been argued that the computational speed of MARS is faster than that of GAMs, and 
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the results from MARS can be easily transferred to other computational environments, such as 
Geographic Information Systems (GIS; Elith and Leathwick, 2007). Another benefit of MARS is that this 
model can be used as a ‘multiresponse model’ in that in terms of a SDM, data from multiple species can 
be inputted, which can be a useful strategy when devising SDMs for data-poor species (Elith and 
Leathwick, 2007). However, there are some limitations associated with MARS models as well. 
Difficulties that arise with regression splines can stem from choosing knots. Like other nonstationary 
techniques that require bandwidths to be selected, smaller K values will result in more localized 
functions, and like LOWESS, large sample sizes are still required in localized areas to achieve accurate 
results (Friedman, 1991). Using regression spline techniques may not be the best method to satisfy 
nonstationary assumptions when using datasets with low sample sizes. 
    One study utilized multivariate adaptive regression splines (MARS), along with other techniques such 
as logistic multiple regression (LMR), bioclimate model, grower's distance index, and a mixed modelling 
approach of genetic algorithm for rule-set production (GARP) as techniques to generate SDMs (Mateo et 
al., 2010). The goal of these studies was to test if SDMs that were created using pseudo-absences (when a 
study site is surveyed, but no individuals of interest are observed, so the site is marked as “no presence”) 
are reliable, and how the SDM estimations would compare across these different modelling techniques. 
Mateo et al. (2010) found that MARS, along with LMR, yielded better results than the other models and 
that the other models, such as the Grower’s distance index and bioclimate model likely produced poorer 
results due to overfitting because these models tend to estimate potential distributions, rather than realized 
distributions (Mateo et al., 2010). They also concluded that MARS is favorable to use in situations where 
a detailed analysis is desired and data for generating target group absences (sites where other species in a 
group of interest have been observed, but not the species being modelled), rather than pseudo-absences, is 
available (Mateo et al., 2010). 
1.2.3 Application of Nonstationary Distribution Modeling for Marine Species 
Models that incorporate spatial or temporal nonstationarity can exhibit great improvements over 
stationary models when spatio-temporal stationarity assumptions are violated, such as species distribution 
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modelling across environmentally complex regions. The strengths of these nonstationary models are that 
they assume the relationship between independent and dependent variables may not be constant across 
space or time. Additionally, nonstationary models can incorporate the significance of independent 
variables at different locations, assuming that not all variables will be significant across a complex region 
of interest. The flexibility of these models allows them to better fit to the data than global models (Tu et 
al., 2008; Yee & Mitchell, 1991).  
Although nonstationary models still have the ability to recognize and model a linear relationship 
if it exists, there may still be some instances where nonstationary models would not be appropriate to use. 
First, if data appear to show a consistent linear relationship, it would most likely be advantageous to use a 
linear or global model than to attempt nonstationary model options. However,  it is unlikely that a perfect 
linear relationship will be present in ecological or biological systems (Hothorn et al., 2011).  It is not the 
presence or absence of linearity in relationships that determines if nonstationarity processes are at work, 
but rather if the observed relationships are consistent across space or throughout time. Additionally, the 
degree of nonstationarity in a relationship can vary, thus the modeler must be able to distinguish whether 
or not a relationship exhibits enough nonstationarity to require the complexity of a nonstationary model, 
or if the relationship can still be represented accurately with a stationary model. Each available model has 
differing assumptions that correspond with it that the modeler needs to be aware of in order to make the 
right decisions when building their model (See Table 1.1 for model assumptions discussed in this paper). 
Furthermore, with the additional flexibility that nonstationary models provide, more diligence is needed 




Table 1.1: Summary of minimum data requirements of generalized linear models (GLM), generalized 
additive models (GAM), and geographically weighted regressions (GWR), locally weighted scatterplot 
smoothing (LOWESS), ordinary kriging (OK), and multivariate adaptive regression splines (MARS). “Y” 
denotes “Yes, it is required for this methodology”, “N” denotes “No, it is not required”, and “HD” 


















GLM Y Y Y N HD N 
GAM Y Y Y Y HD N 
GWR Y Y N N Y N 
LOWESS Y Y N N Y Y 
OK Y Y N N Y N 
MARS 
 
Y Y N Y Y N 
 
Model selection is an important step of the modelling process as different models can result in 
different predictions, even if the same raw data are used and all model fitting and validation processes are 
completed to the best ability. The differences in model output can also impact management decisions. 
One study that exemplifies this was performed by Li et al. (2010). Relationships between urban land 
surface temperature (LST) and environmental variables were explored in Shenzhen City, China. Li et al. 
(2010) modeled the relationships using both nonstationary (GWR) and stationary ordinary least squares 
(OLS) models. They found the nonstationary GWR model not only provided a better fit for the data 
compared to the stationary OLS model, but was also able to provide localized information about how 
geographical and ecological factors affect the spatial variation of LST, which the OLS model could not 
(Li et al., 2010). This localized information proved helpful as it provided further insight for effective 
policy management, such as formulating land use policies in efforts to mitigate urban heat island (UHI) 
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effects. The localized information provided by the GWR model suggested that “a land use policy 
partitioned into regions may be more effective than a ‘one-size-fits-all’ policy” (Platt, 2004; Li et al. 
2010). Suggestions of the effective partitioning of land use policy into regions may have been missed if 
the stationary OLS model had been used instead. 
Another example of implications that could arise if different model selections are made can be 
seen in one study that explored nonstationary environmental effects on the spatial distribution of yellow 
perch in Lake Erie, North America. This study, conducted by Liu et al. (2019), used two different models, 
namely GWR and GAMs, to estimate the spatially varying environmental effects on the distribution of 
yellow perch. One highlight on their findings was that “environmental effects on yellow perch 
distribution varied significantly among locations” and thus their results suggest that relationships yellow 
perch have with environmental variables exist at finer scales than the scales by which the species is 
currently being managed (Liu et al., 2019). Results such as these have the potential to influence 
management decisions as evidence of nonstationary environmental effects could support changes in 
management unit scales, policies across units, and strictness of policies. The study by Wang et al. (2020) 
discussed previously also shows implications that could arise from poor model selection. GWR 
techniques were found to be the most powerful in the study for spatial prediction of soil organic carbon 
density (Wang et al., 2020). Improper model selection, such as using a stationary model, would result in 
assuming spatial stationarity in an ecologically complex region that would be better represented by a 
nonstationary model. Based on their results of model fit, Wang et al. (2020) suggest that the results from 
the traditional stationary models were less accurate at predicting soil organic carbon density. Inaccurate 
soil organic carbon density predictions could have drastic future implications when dealing with a system 
that has the potential to reinforce climate change feedback loops. 
Choosing the right model to represent a given data set can be a confusing process. It is 
recommended that the modeler first familiarizes themselves with the available models and the various 
assumptions, requirements, and the uses of each. It is important to consider the spatial and temporal 
extent of the study. If the study includes data across a large spatial region, an environmentally complex 
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region, across a lengthy time frame, or an area that is thought to be affected by climate change, then it is 
likely, but not certain, that spatial and/or temporal nonstationarity may exist, and nonstationary models 
should thus be considered. The modeler also should look for any patterns in the relationships between 
variables. If a linear trend is shown, the modeler could consider using a stationary model, though if the 
slope of the relationship changes across spatial or temporal gradients, it could indicate nonstationary 
processes. In some cases, nonlinear trends may appear. This also does not automatically mean that the 
process is nonstationary, as a nonlinear relationship could exist consistently across an area of study and/or 
over time, and this would still be considered a stationary process. One quick way to visually check this is 
to model the relationships of localized subsets of data within different regions of the area of study. For 
example, the modeler can subset the data into two or more subregions of the study area and run separate 
models on each subset of data. If the calculated relationships in one localized region appear different from 
the other localized region, nonstationary processes are likely to exist. Figure 1.1, which is a reprinted 
figure from Fotheringham et al. (2002), demonstrates this concept. It highlights the differences in 
relationships in geographic space, rather than just attribute space (i.e. nonlinearity along the x axis within 
a relationship curve). The differences between the relationships seen at location 1 and location 2 
demonstrate that although the relationship between x and y is nonlinear, it also varies depending on the 
location where the relationship is determined (Fotheringham et al., 2002). The resulting XY variable 




Figure 1.1: Local relationships in attribute space for two geographical locations. Reprinted from 
Fotheringham et al. (2002).  
 If a modeler has decided that a stationary model is the best choice for their data and observes 
relationships that can be characterized by some parametric form, a GLM might be a model to consider as 
it uses parametric shapes to fit data and is comparably robust when utilizing data with gaps (Kienast et al., 
2012). If the relationship cannot be categorized by a parametric form, then other model options, such as 
GAMs or other non-parametric stationary models, should be considered. If the consideration of stationary 
models has been eliminated, the modeler should reflect on what information they have available and 
which nonstationary models work with those requirements. In addition, it is important to consider what 
the goal of the research is and how the results are used. True nonstationary models may have 
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transferability issues and cannot make predictions outside of the study area because the ability to 
extrapolate means that a model is assuming spatial stationarity from a known location to an unknown 
location. If spatial or temporal nonstationarity is thought to be present and a modeler desires to make 
predictions outside of the study area, then it has been suggested that using a unique flexible stationary 
model for each localized subset of the larger region of interest would likely improve predictions at 
unsampled locations (Fortheringham et al., 2002; Windle et al., 2009). One study that exemplified this 
was Jackson-Rickets et al.(2020) on habitat modeling of Irrawaddy dolphins in the Gulf of Thailand. The 
purpose of this study was to identify areas of habitat use to effectively inform management decisions and 
identify the best place for a marine protected area for this species. They used a hurdle model which 
assumes that different processes affect presence/absence and abundance of the dolphins, separately. This 
model inherently follows stationary assumptions, but because Jackson-Rickets et al. (2020) chose to 
separate their data into five smaller subsets and ran a unique model on each subset, a spatial 
nonstationarity was implicitly assumed across the Gulf of Thailand. Additionally, Jackson-Ricket et al. 
(2020) chose to derive the predicted presence probability vs. environmental variables relationships using 
LOWESS regression techniques, which are also able to satisfy nonstationary assumptions. Overall, 
Jackson-Rickets et al. (2020) were able to deduce that dolphins are more likely to occur in two areas 
within the Gulf of Thailand, which helped inform their future management strategies and marine spatial 
planning (Jackson-Ricketts et al., 2020). 
When selecting a nonstationary model, this paper has supplied general overviews of common 
nonstationary models, namely GRW, LOWESS, ordinary kriging, and MARS. There are many other 
nonstationary models available which should also be considered when undergoing the model selection 
process.  
Once a suitable model is selected, appropriate variables need to be identified and justified. For a 
marine species distribution model, this could be presence/absence, or abundance as a function of 
environmental variables such as, but not limited to, temperature, latitude & longitude, salinity, pH, depth, 
distance offshore, and sediment type or size. The chosen explanatory variables should depend on the 
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species, location, data availability and biologically plausibility. The selected independent variables should 
be tested against each other for possible inter-correlation. This can be done via calculating the variance 
inflation factors (VIF), which quantifies multicollinearity amongst the explanatory variables. It is 
recommended that covariates with variance inflation factors greater than three are not both used in the 
same model (Zuur et al., 2009; Gareth et al., 2014) because including highly correlated variables in the 
same model would be statistically similar to including a variable in the model twice, which could lead to 
biased or incorrect model estimates. 
Many programs have been developed for the SDMs (see Table 1.2 for applicable packages for 
each model discussed). Only include biologically relevant covariates as some variables may be 
statistically significant in a model, but biologically inexplicable (Kienast et al., 2012). Biologically 
relevant variable choices will vary by species, so it is important to do background research on the species 
being modeled. Most models can be fitted using methods such as the Akaike Information Criterion (AIC), 
model R2 values (Tu et al., 2008), area under the curve (AUC) statistic (Mateo et al., 2010), or root mean 
square error (RMSE) values (Wang et al., 2020). These measures can also be used to compare model 
performance. So, if a modeler is unsure which model best represents their data, they could fit the data to 
multiple model types and compare resulting AIC, R2, AUC, and RMSE values. RMSE values closer to 
zero represent better model fit (Stow et al., 2009). Similarly, smaller AIC values indicate better fitting 
models (Zuur et al., 2009). Conversely, R2 values represent the proportion of the sample variation in the 
dependent variable that is explained by the independent variables (Wooldridge, 2013), so larger values 
tend to suggest a better model fit. Likewise, AUC values range from 0-1, where values closer to 1 indicate 




Table 1.2: Models and their Applicable Packages and Functions in R. Models include generalized linear 
models (GLM), generalized additive models (GAM), and geographically weighted regressions (GWR), 
locally weighted scatterplot smoothing (LOWESS), ordinary kriging (OK), and multivariate adaptive 











Model Function(s) Usage References 
GLM Stationary stats Simon Davies; 
re-written by 
R Core team 
glm(formula, family, 




















GWR Nonstationary lctools Stamatis 
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Cross validation of a selected model can also be performed to show how predicted abundances 
compared to observed abundances. Cross validation is a procedure by which raw data are separated into 
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training and testing sets where the training data are used to build or “train” the model for which the 
predictions are based on, and the testing subset of data is used to show how the predicted results from the 
training data compared to the observed testing data, in effort to see generally how the model performs. 
From cross validation, one can see general trends if the model tends to overpredict or underpredict 
abundances compared to observed abundances.  
Finally, interpretation of prediction results is likely dependent upon research questions. For 
example, if a research question was to visualize density of a species in a particular region, then 
interpretation could begin by generating a spatial density plot and heat map. If a research question was to 
compare results generated by different data sources or different model types, relative difference plots 





Table 1.3: Summary of assumptions, equations, and parameter calculations associated with generalized 
linear models (GLM), generalized additive models (GAM), and geographically weighted regressions 
(GWR), locally weighted scatterplot smoothing (LOWESS), ordinary kriging (OK), and multivariate 
adaptive regression splines (MARS). 
Model 
Type 
Assumptions Equation Parameter 
calculations 
GLM ● Yi follows some type of  exponential family distribution 
● Yi are independently distributed  
● The homogeneity of variance does not need to be 
satisfied in  GLMs. 
g(µi) = Xiβ, Maximum 
likelihood 
estimation 
GAM ● Response is the sum of functions of independent 
variables. 
● Components of the functions are smooth 
● Response variable’s mean is dependent upon the additive 
predictor via a nonlinear link function 






GWR ● Weighting function is constant throughout the study area, 
after fitting. 
● Spatial points closer to location i will have more of an 
influence on the estimation of parameters at i than spatial 
points further from location i 
● Spatial nonstationarity is present in all variables 
yi = 




LOWESS ● Local relationships will vary in a smooth way 
● Errors are independent 
● Errors are randomly distributed and have a zero mean 
*LOWESS does not 




OK ● Expectation of parameter drift across space 
● Residuals are independent during fitting process 
● At distances smaller than the defined neighborhood, 
relationships are stationary 
● Assumes isotropy 






● Relaxed linearity 







Table 1.4: Summary of Advantages and Disadvantages/ Limitations of generalized linear models (GLM), 
generalized additive models (GAM), and geographically weighted regressions (GWR), locally weighted 
scatterplot smoothing (LOWESS), ordinary kriging (OK), and multivariate adaptive regression splines 
(MARS). 
Model Advantages Disadvantages & Limitations 
GLM ● Can be used in situations where response 
variable has restricted range or if the 
variance is dependent on the mean 
● Robust when using data with gaps 
● Allows for extrapolation 
● Less susceptible to overfitting 
● Works with categorical predictors 
● Ignores spatial autocorrelation 
● Bound to selection of parametric shapes 
● The more spatial or temporal heterogeneity 
there is within a region of study, the less 
reliable GLMs become 
● Sensitive to outliers 
 
GAM ● Shape of curve is data driven 
● Can be extremely flexible 
● Allows for extrapolation 
● Has demonstrated high performance 
comparatively, for modeling SDMs 
● Works with categorical predictors 
● Under or over-smoothing could result in 
overfitting and/or less accurate predictions 
● The more spatial or temporal heterogeneity 
there is within a region of study, the less 
reliable GAMs become 
● Susceptible to overfitting 
GWR ● Relationships are based on local statistics 
● Spatial location identifiers are the only 
requirement to estimate parameter 
coefficients at unsampled locations 
● Not suitable for extrapolation or forecasting 
● Requires large sample sizes 
LOWESS ● Relationships are based on local statistics 
● Smoothing procedure is robust to outliers 
● Extremely flexible 
● Shape of curve is data driven 
● Requires large amounts of data that are 
densely sampled 
● Reproduction of methods can be difficult 
● Computationally intensive 
● Sensitive of outliers 
Kriging ● Relationships are based on local statistics 
● Exact interpolator 
● Provides estimates of error associated with 
predictions 
● Semi-local 
● Accuracy declines with fewer observations 
● Assumes isotropy 
● Relies on spatial autocorrelation 
MARS ● Relationships are based on local statistics 
● Fast computational speed 
● Results are easily transferable to other 
computational environments 
● Multi-response model 
● Useful in situation that desire detailed 
analysis 
● Choosing knot size can be difficult 
● Requires large sample sizes 




1.3 Potential Application of the Gulf of Maine 
The Gulf of Maine is a 93,240 km2 inlet of the Atlantic Ocean that spans from Nova Scotia to 
Massachusetts. The Gulf of Maine (GOM) is considered to be one of the most biologically productive 
marine ecosystems and has extremely powerful tides that aid in mixing water within the gulf (Brooks and 
Townsend, 1989; Xue et al., 2008). In general, the eastern GOM is associated with a higher degree of 
vertical mixing, due to strong tides and upwelling in this region (Brooks and Townsend, 1989; Brooks, 
1985; Townsend et al., 2015). The increased vertical mixing allows for the nutrient-rich Slope Water, 
which comes from the Northeast Channel, to be incorporated throughout the water column (Townsend et 
al., 2015; Brooks and Townsend, 1989).  These nutrient-rich waters are what allow the GOM to be so 
biologically productive (Brooks and Townsend, 1989; Townsend et al., 2015). Eastern GOM can also be 
characterized as having generally warmer summer bottom water temperatures than in the western GOM 
(Pettigrew et al., 2005), but overall, there is evidence of gradients in temperature, salinity, and 
productivity from the northeast to southwest Gulf of Maine (Lynch et al., 1997; Pettigrew et al., 1998, as 
cited in Chang et al., 2016). 
Sources of water in the GOM include the relatively cooler, fresher, surface Scotian Shelf Water 
which enters via the Nova Scotian Shelf, and warmer, saltier Slope Water that enters the GOM at 
intermediate and greater depths through the Northeast Channel (Townsend et al., 2015; Pettigrew et al., 
2005). Additionally, the GOM receives fresh water from 60 rivers along its coast (Gulf of Maine Council 
on the Marine Environment, n.d.). The flow of water through the GOM can be characterized as cyclonic, 
or counter-clockwise (Townsend et al., 2015; Chang et al., 2016), where the flow is driven in part by 
density differences between the Scotian Shelf water and the Slope Water (Brooks, 1985). Also taking on 
cyclonic flow patterns in the GOM are the Gulf’s two most prominent coastal currents, the Gulf of Maine 
Coastal Currents (GMCC). 
There are two branches of coastal currents in the GOM: the Eastern Maine Coastal Current 
(EMCC) and the Western Maine Coastal Current (WMCC). The EMCC runs from Grand Manan Island to 
Penobscot Bay and is more vigorous than the WMCC (Xue et al., 2008). The EMCC diverges in the 
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Penobscot Bay region, where part of the current redirects towards offshore waters, and the rest continues 
along the GOM shore, uniting with outflow from Maine rivers and creating the WMCC flow (Chang et 
al., 2016; Xue et al., 2008).  There are many contesting speculations as to where this offshore split occurs, 
as Bigelow (1927) reported the diverge east of the Penobscot Bay, Pettigrew et al. (2005) used a more 
general “near the Penobscot Bay” reference, and others, such as Chang et al. (2016), also described the 
bifurcate as occurring “in the vicinity of the Penobscot Bay”, but Figure 1.2 of that same paper appears to 
show the bisect occurring west of the Penobscot Bay (See Figure 1.2 below). 
 
Figure 1.2: Depiction of the Eastern Maine Coastal Current and Western Maine Coastal Current summer 
flows across the Maine coast. The letters A-G designate American lobster management zones. Reprinted 




Some literature goes into more detail of this split, describing how the location is variable, based 
on the distribution of Slope Water in the Jordan Basin (Brooks and Townsend, 1989; Brooks, 1985), one 
of the three large basins in the GOM. Brooks and Townsend et al. (1989) also noted temporal relevance to 
the location of this split, as they found that during the first week of August, 1987, there was evidence of 
this split occurring northeast of Mt. Desert Island, and just three weeks later, there was evidence of this 
split occurring south of Mt. Desert Island (Brooks and Townsend et al., 1989). Not only does the bifurcate 
location vary, but so does the continuity between the EMCC and WMCC. 
Some years, the branch of the EMCC that redirects offshore is stronger, where in other years, the 
offshore directing branch is weaker and thus the branch that moves southwestward down the GOM coast 
and eventually transforms into the WMCC is stronger (Pettigrew et al., 2005; Xue et al., 2008). Seasonal 
variance was also seen with regards to the continuity between the eastern and western GOM. Pettigrew et 
al. discussed how spring and summer months typically showed a “gate ajar” scenario, where most of the 
water turned offshore and did not continue southwestward toward the western GOM, whereas in fall and 
winter months, offshore veering was shown to decrease (2005). The continuity between the EMCC and 
WMCC is important because it determines the level of nutrient-rich and unstratified water transportation 
from the eastern GOM to the western GOM. Brooks and Townsend (1989) discuss how both tidal mixing 
and timing of the split are important to the productivity of the eastern and western GOM as an “early” 
split would likely result in a stronger branch veering offshore and high productivity in the eastern GOM 
while simultaneously hindering the flow and productivity in the western GOM. 
The Western Maine Coastal Current (WMCC) runs from just south of the Penobscot Bay region 
to Massachusetts Bay (Chang et al., 2016). The WMCC flow is created though any southwestward flow 
of the EMCC that does not veer offshore, as well as additions of freshwater flow from rivers such as the 
Kennebec-Androscoggin and the Merrimack (Pettigrew et al., 2005; Geyer et al., 2004).  The structure of 
the WMCC has been described as plume-like (Pettigrew et al., 2005), where the width and depth of the 
plume can vary based on upwelling and downwelling favorable winds (Geyer et al., 2004). Specifically, 
Geyer et al. found that upwelling favorable winds tended to result in the plume width expanding, whereas 
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downwelling favorable winds narrowed the plume width and increased the flow rate of the WMCC 
(Geyer et al., 2004). The average flow rate of the WMCC is slower than that of the EMCC. Pettigrew et 
al. found that buoys deployed in both the EMCC and WMCC showed that current velocities in the EMCC 
were 50-75% greater than flow velocities in the WMCC (2005). They also found the differences in 
velocities to increase in the spring but decrease in the fall, which also suggests the variability of 
connectivity between the EMCC and WMCC to be seasonal (Pettigrew et al., 2005). 
Though wind stress plays a role in influencing the width of the plume, wind stress is not the 
primary reason for nutrient transport in the WMCC. Wind stresses, namely the southwesterly summer 
winds, do contribute to a portion of the upwelling seen along the eastern Maine coast (Brooks and 
Townsend, 1989). Though this system has been recognized as a key mechanism to bring nutrient rich 
water to the surface, thus influencing primary productivity levels (Brooks and Townsend, 1989), once 
nutrients enter the WMCC, they are primarily (approximately 60%) distributed by means of a barotropic 
pressure gradient (Geyer et al., 2004). The barotropic flow is most evident at depths beneath the plume 
and for near shore flows, where water salinities are uniform (Geyer et al., 2004). Baroclinic flows are also 
evident in Geyer et al.’s study, though they claim that the baroclinic flow contribution was not as great as 
that of the barotropic flow contribution.  
Wind stress has also been thought to have relatively weak, but positive effects on bottom 
temperatures in central GOM and negative effects in deeper regions (Kavanaugh et al., 2017). Though sea 
surface temperatures (SST) tend to demonstrate a positive influence on bottom temperatures, benthic 
temperatures exhibit strong seasonality as they increase 1.6 times faster during winter months than any 
other time of year (Kavanaugh et al., 2017). During periods of reduced wind stress, the GOM has shown 
increased benthic temperatures (Kavanaugh et al., 2017). This finding compliments that of Kleisner et 
al.’s who found stronger winter winds that occur over the western GOM, strip heat away from surface 
waters, contributing to the cooler temperatures found in the western GOM (Kleisner et al, 2016). The 
GOM has also shown temporal complexity as there is evidence that bottom temperatures (Kavanaugh et 
al., 2017) and SST (Kleisner et al., 2016) have generally increased over time. The apparent spatial and 
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temporal temperature gradient could contribute as a source of the nonstationary distribution seen in this 
region.  
In addition to temperature, there is also evidence of gradients in salinity and productivity from the 
northeast to southwest Gulf of Maine (Lynch et al., 1997; Pettigrew et al., 1998, as cited in Chang et al., 
2016). River runoff from surrounding watersheds is particularly strong in the western GOM, compared to 
eastern GOM, which has shown to play a role in spatial differences in salinity and productivity. In 2005, 
there was a reported increase in precipitation and river runoff that was thought to contribute to many 
hydrographic and oceanographic gradients seen throughout the GOM (Balch et al., 2012). The noted 
changes in the gulf included decreased density and salinity concentrations in surface waters of western 
GOM. In addition, there were also changes in nutrient concentrations that affected chlorophyll-a 
distribution and ultimately primary production. Nitrate and phosphate concentrations were seen to 
increase across central and western GOM, but not in eastern GOM; and silicate also increased specifically 
in the western gulf (Balch et al., 2012). Nitrate, phosphate, and silicate are all important nutrients for 
phytoplankton in the ocean, which contribute significantly to primary production levels in the ocean 
(Moore et al., 2013). At the same time the increase in precipitation and river runoff was observed, in 
2005, biomass levels of phytoplankton (estimated by chlorophyll-a concentrations) showed a general 
decrease (Balch et al., 2012).  
Interestingly, though western GOM showed an influx of nutrients available to phytoplankton, not 
only did biomass levels of phytoplankton decrease in western GOM, but so did their productivity. 
Ultimately, although Balch et al. (2012) contributed the decreased salinity levels and density changes to 
increased river runoff, they concluded that nutrient changes observed in the GOM are rather likely due 
vertical mixing of nutrient rich deep waters. This is an interesting conclusion as the eastern GOM is 
thought to have a higher degree of vertical mixing, due to strong tides and upwelling in this region 
(Brooks and Townsend, 1989; Brooks, 1985; Townsend et al., 2015). Not only is vertical mixing thought 
to be weaker in the west compared to the east, but vertical mixing processes have been observed to be 
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more thorough and incorporate a deeper mix of waters when surface salinity concentrations are higher 
(Taylor and Mountain, 2009). 
To explain why primary production levels declined even in the presence of increased nutrient 
concentrations, Balch et al. believe that the increased color dissolved organic matter (CDOM) levels that 
were also observed, competed with phytoplankton for light, thus decreasing phytoplankton primary 
productivity (Balch et al., 2012).  
Given this evidence of temperature, salinity, density, primary production, and nutrient gradients 
across the GOM, as well as the presence of different coastal currents that run through this region, it is 
important to consider how these processes may contribute to the uniqueness of the eastern and western 
GOM that have been observed. By potentially influencing the eastern and western GOM regions 
differently, it is clear to see why spatial stationarity assumptions could potentially be violated in a 
complex ecological and oceanographical system, such as the Gulf of Maine. 
1.3.1 Evidence of Spatial Nonstationarity in Previous Literature 
Previous studies explored nonstationary models in the Gulf of Maine. Li et al. (2018) explored 
the presence and density distribution of American lobsters in the GOM, and focused on the relationships 
between lobsters and environmental variables. They found the relationships, which were estimated using 
GWR models, were different between eastern and western GOM.  The bottom water temperature was 
more positive and significant in the eastern than in the western GOM (Li et al., 2018).  Likewise, another 
study used a similar nonstationary approach to evaluate relationships between initial intra-annual molts of 
American lobster and bottom temperatures in the GOM (Staples et al., 2018). This study sectioned the 
GOM into three regions: east, central, and west, based on Maine lobster management zones and found 
different patterns for timing and suddenness of the initial molts based on these regions, as well as sexes, 
and stages of maturity (Staples et al., 2018). 
Chang et al. (2016) evaluated spatial distributions of American lobster in the GOM using a 2 
stage GAM. They estimated relationships across the whole study area, rather than applying this model to 
localized areas. Although their results showed that lobster distribution was highly correlated with 
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temperature and depth which are consistent with our knowledge of this species, it is likely that 
nonstationary assumptions were violated (Li et al. 2018). Thus, it is also likely that a global nonlinear 
relationship between presence/abundance and environmental variables that Chang et al. (2016) derived is 
not representative of localized areas within the GOM.  
Based on literature described in this paper, it is clear that many researchers have recognized the 
importance and advantages of utilizing nonstationary spatial and temporal models. However, one area that 
could be further explored is how predictions for species distribution models (SDMs) would compare if 
one stationary model with global statistics were used, compared to multiple unique stationary models 
used at localized regions across the entire region of study, and if these comparisons were made in a region 
that exhibits spatial nonstationarity. Recall that as stated previously, it has been suggested that using a 
unique flexible stationary model for each localized subset of the larger region of interest would likely 
improve predictions at unsampled locations (Windle et al., 2009; Fortheringham et al., 2002). The 
reasoning for subsetting data and applying multiple stationary models is that the assumption of 
nonstationarity is being satisfied as multiple relationship curves are being estimated across a region, 
however the extrapolation benefit associated with stationary models is still retained. Previous literature 
has shown that one reason why global models tend to be outperformed by nonstationary models is 
because global models capture the overall positive or negative trend in a relationship, rather than changes 
in the actual relationships themselves across time and/or space. Nonstationary models, though they are 
better able to capture unique relationships that exist at specific locations or times, it is unclear to what 
degree mean values represented in a large dataset are dominating the resulting stationary relationship. If 
stationary models were performed on subsets of the larger dataset of interest, the subset of data used to 
calculate relationship curves may be more representative of that localized area, and might result in more 
accurate abundance results in a SDM than a stationary model that incorporates all available data to 
estimate a species distribution. In general, literature has shown the improvements and achievements that 
can be accomplished by favoring nonstationary models over their stationary counterparts, but now we 
must begin to question the applicability and accuracy of using multiple unique stationary models to 
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understand if SDM results could be utilized to form accurate SDMs compared to their global stationary 
counterparts.  
1.4 Summary & Conclusions 
Nonstationarity is exhibited in a model when the relationships between the explanatory and 
response variables are dependent upon the location and/or time in which they were estimated. Stationary 
models have been traditionally used to predict species spatial distributions, but often lack the flexibility to 
capture heterogeneity that may be present in a biological or ecological relationship. Four commonly 
utilized models that can account for nonstationary assumptions include geographically weighted 
regressions (GWRs), locally weighted scatterplot smoothing (LOWESS), some methods of kriging, and 
multivariate adaptive regression splines (MARS). Each of these models, as well as various other 
nonstationary model options, have their own associated assumptions, requirements, and differences that 
can impact the results generated by a model. It is important to understand these differences as improper 
model selection can lead to inaccurate results and subsequent misinformed management decisions. 
The GOM is not the only location where nonstationary processes are applicable and most likely 
superior to stationary assumptions. Locations where complex habitat and/or ecological interactions exist 
may indicate regions where nonstationarity is likely to exist, but this assumption is not certain. Although 
it might be assumed that the presence of spatially varying habitat and ecological interactions are more 
likely to exist at larger spatial scales than at smaller ones, this does not mean that all areas of small spatial 
extents are homogenous in habitat, interactions, environmental conditions, etc. Nor does it mean that all 
areas of large spatial extent are complex and violate assumptions of spatial stationarity. Every 
geographical area of study needs to be examined for spatial nonstationarity, and individual conclusions 
need to be made for whether the area in question violates spatial stationarity assumptions. Additionally, 
assumptions of nonstationarity are not unique to certain species, as this review has explored literature that 
found evidence of nonstationary relationships of American lobster,  spiny dogfish, yellow perch, various 
plant species, and biting midges to name a few. 
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Overall, nonstationary assumptive modelling has the potential to lead to management 
improvements for species regulation in areas where the relationships between independent and dependent 
variables cannot be accurately represented by stationary ones. Additionally, the Gulf of Maine is home to 
a complex system of ecological interactions and has demonstrated evidence that it cannot be generalized 




EXAMINING NONSTATIONARY AND SCALE DEPENDENT ENVIRONMENTAL 
EFFECTS ON AMERICAN LOBSTER (HOMARUS AMERICANUS) SPATIAL 
DISTRIBUTION IN A CHANGING GULF OF MAINE 
Abstract 
The Gulf of Maine (GOM) is a highly complex environment and previous studies have suggested needs to 
account for spatial nonstationarity in species distribution models for the American lobster (Homarus 
americanus). To explore impacts of spatial nonstationarity on species distribution, we compared models 
with the following three assumptions : (1) stationary relationships between lobster density and 
environmental variables; (2) nonstationary density-environment relationships between eastern and 
western GOM, and (3) nonstationary density-environment relationships across eastern, central, and 
western GOM. The spatial scales used in these models were largely determined by the GOM coastal 
currents. Lobster data were sourced from the Maine-New Hampshire Inshore Bottom Trawl Survey from 
years 2000-2019. We considered spatial and environmental variables including latitude and longitude, 
bottom temperature, bottom salinity, distance from shore, and sediment grain size in the study. We 
forecasted distributions for the period 2028-2055 using each of these models under the Representative 
Concentration Pathway (RPC) 8.5 “business as usual” climate warming scenario. We found that the 
model with the finest scale performed best. This suggests that accounting for spatial nonstationarity in the 
GOM leads to improved distribution estimates. Forecasted distributions revealed that stationary models 
tended to comparatively overestimate most season 𝗑 sex 𝗑 size group lobster abundances in western 
GOM, underestimate in the western portion of central GOM, and overestimate in the eastern portion of 
central GOM, with slightly less consistent and patchy trends amongst groups in eastern GOM. We 
demonstrate how estimates of season-, sex-, and size- specific American lobster spatial distribution would 
vary based on the spatial scale assumption of nonstationarity in the GOM. This information may help 





American lobster (Homarus americanus) is the most valuable fishery in the U.S.  (NOAA, 2018). 
The American lobster fishery in the state of Maine was worth 486 million dollars in 2019, which 
comprised roughly 77.1% of the total worth of the entire lobster fishery on the Atlantic coast in that year 
(≅$630,000,000, ACCSP, 2019). The Gulf of Maine (GOM) and Georges Bank (GBK) stock contributes 
to more than 90% of the American lobster landings in the U.S. (ASMFC, 2020). Additionally, the GOM 
has been thought to be warming 99% faster than the global ocean (Pershing et al., 2015). Knowing that 
the American lobster fishery is the most valuable fishery and that species’ distributions commonly shift in 
pursuit of ideal habitat conditions (Pinsky et al., 2013; Greenan et al., 2019), it is important to understand 
and accurately estimate the spatial distribution of this species, especially in a rapidly changing 
environment. 
Although the GOM/GBK lobster stock is not overfished and overfishing is not occurring 
(ASMFC, 2020), lobster abundance throughout the GOM is not uniformly or randomly distributed 
(Steneck & Wilson, 2001). Environmental factors contribute to the spatial distribution of lobster 
abundance, and evidence of temperature, salinity, and productivity gradients that range from northeast to 
southwest GOM have been observed (Lynch et al., 1997; Pettigrew et al., 1998; Chang et al., 2016). 
These gradients may be attributed in part by the Gulf of Maine Coastal Currents (GMCC), which form 
cyclonic currents across the GOM (Townsend et al., 2015; Chang et al., 2016). The GMCC can be further 
distinguished as two sub currents; the Eastern Maine Coastal Current (EMCC) and the Western Maine 
Coastal Current (WMCC), where the EMCC diverges offshore in the Penobscot bay area and the WMCC 
begins along the coast (Xue et al., 2008; Chang et al., 2016). These currents can affect environmental 
variables as well as processes and interactions such as primary production levels, stock-recruitment 
relationships, and vertical mixing (Incze et al, 2010; Chang et al., 2016).  
Species distribution models (SDMs) are widely used to estimate and predict organisms’ spatial 
and/or temporal distributions across the world (Bakka, 2016; Diarra et al., 2018; Becker et al., 2020). 
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Spatial and/or temporal nonstationarity is often present in ecological systems when relationships between 
response and explanatory variables vary across space and/or time, which means that the association 
between response and explanatory variables decrease with increasing distance (Brunsdon et al., 1996; 
Fotheringham et al., 2002). Past literature has demonstrated evidence of spatial nonstationarity in the 
GOM region (Li et al., 2018; Staples et al., 2018). Accounting for nonstationarity in SDMs allows for the 
incorporation of spatial and/or temporal dependencies that cannot be explained by environmental 
variables alone (Bakka et al., 2016). However, past literature often have not utilized SDMs in ways that 
can account for spatial and/or temporal nonstationary processes (Gorman et al., 2013; Chang et al., 2016; 
Becker et al., 2020) . 
Generalized linear models (GLMs, Nelder and Wedderburn, 1972), generalized additive models 
(GAMs; Hastie and Tibshirani, 1986), and geographically weighted regression (GWR; Brunsdon et al., 
1996) are a few commonly used models for estimating species distributions. Inherently, GLMs and 
GAMs are stationary models because they estimate global relationships between the response and 
explanatory variables that are applied to all locations. In contrast, GWR models can estimate unique 
parameters at each location across space, thus allowing for the assumption of spatial nonstationarity to be 
met (Charlton & Fotheringham, 2009). However, a limitation of GWR models is that they cannot be used 
to make estimations outside the study area (extrapolation) or for forecasting to novel periods, as doing so 
would violate the assumption of nonstationarity one is trying to meet (Osbourne et al., 2007; Hothorn et 
al., 2011; Li et al., 2018). Since extrapolation and forecasted estimations are often desired when modeling 
species distributions, one recommended approach is to utilize multiple stationary models across a region 
of interest (Fortheringham et al., 2002; Windle et al., 2009). This approach will not only allow for 
extrapolation and forecasting procedures, but also better account for assumptions of nonstationarity as 
using more than one model will result in multiple unique parameters estimated across localized areas. 
Using American lobster in the GOM as a case study, we explore the effects of nonstationary 
modeling on lobster spatial distributions and compare the results to those of a stationary model. To test 
the effects of spatial nonstationarity, we develop season-, sex-, and size- specific models that predict the 
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spatial distribution of American lobsters using GAMs of varying spatial scales and extents. Variation in 
spatial distribution between the models is evaluated and potential management implications are discussed. 
2.2 Materials and Methods: 
2.2.1 Study area and Data Sources 
American lobster abundance data were sourced from the Maine-New Hampshire Inshore Bottom 
Trawl Survey. The Maine-New Hampshire Inshore Bottom Trawl Survey will be referenced as the bottom 
trawl survey. The bottom trawl survey has been conducted by the Maine Department of Marine Resources 
(DMR) since the fall of 2000. This survey is semiannual, where separate surveys are conducted in the fall 
and spring seasons of each year. The bottom trawl survey spans 4,665 square nautical miles (16000.5 
km2) (Sherman et al., 2005) and is subdivided into five regions (Figure 2.1). The five regions include (1) 
New Hampshire and Southern Maine, (2) Mid-Coast Maine, (3) Penobscot Bay, (4) Mt. Desert Island, 





Figure 2.1: Maine-New Hampshire Inshore Bottom Trawl Survey regions and depth strata. This survey is 
subdivided into five regions which include (1) New Hampshire and Southern Maine, (2) Mid-Coast 
Maine, (3) Penobscot Bay, (4) Mt. Desert Island, and (5) Downeast Maine. White spots are areas where 
the survey are not able to sample due to oceanographic or topography limitations. Pink points are 
previous trawl sample locations from the 2000-2019 surveys. 
The survey area extends 12 nautical miles (22.22 km) offshore and is broken up into 4 different 
strata (Figure 2.1). A target of 115 stations is set for each survey, creating a sampling density of roughly 1 
station for every 40 NM2 (137.20 km2). Random stations in this survey are chosen by dividing the survey 
area into a 1NM2 (3.43 km2) grid, where cells are chosen at random using an Excel random number 
generator (Sherman et al., 2005). The data used in this study only included random stations, as fixed 
stations were removed from the surveys over time because they caused inconsistencies between years (R. 
J. Peters, personal communication, February 24, 2020). Each survey aims for a target tow of 20 minutes at 
a speed of 2.2-2.3 knots (4.1-4.3 km/h), which covers approximately 0.8 NM (1.48 km). Data from 
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486,971 individual lobsters were included in this study. See Supplementary Figures A.1 and A.2 for mean 
catch trends in the bottom trawl survey data by region. 
 
Figure 2.2: Visual representation of each model utilized in this study. Each colored rectangle 
represents a separate GAM that was run on the observed data points contained within that area/ regions of 
the ME-NH Bottom Trawl Survey. 
This study utilizes data from the 2000-2019 bottom trawl surveys. Biological data taken on each 
lobster include carapace length (mm), sex, presence of eggs or v-notches, and if any noticeable damage is 
present. Lobsters are then sorted into baskets by sex and baskets are weighed once filled (Sherman et al., 
2005). Data have been standardized to twenty-minute tows to ensure all catch, weight, and length 
frequency information is comparable. In addition to biological data, bottom water salinity, bottom water 
temperature, and depth data were collected during each tow by using a Sea-Bird ElectronicsTM 19plus 
SEACAT profiler, which was attached to the starboard door wire, turned on and lowered overboard 
(Sherman et al., 2005). The net used for this survey is a type of modified shrimp net that is used for “near-
bottom dwelling species”, although not intended for any single species in particular (Sherman et al., 
2005). More information about the Maine-New Hampshire Inshore Bottom Trawl survey procedures, 
protocols, or specifics can be found in Sherman et al. (2005). This survey has been found to yield 
informative data for studying lobster distributions and habitats in the GOM (Tanaka & Chen, 2016; 
Tanaka et al., 2019; Hodgdon et al., 2020). 
Bottom temperature, bottom salinity, average depth, latitude, and longitude information were 
used from the bottom trawl survey. Distance from shore and median sediment size were also estimated. 
Distance from shore was estimated using the “distances” function from the package “distances” (Savje, 
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2019) in R, which finds the shortest distance between points, in this case, the distance between the 
midpoint latitude and longitude of a tow and the closest point on the coast. Sediment data were sourced 
from the East-coast Sediment Texture Database which is run by the United States Geological Survey 
(USGS, 2014). This survey was last updated in 2014 and contains information such as location, 
description, texture, and size (phi, -log of grain size) taken by different marine sampling programs across 
various locations around the world. Both mean and median sediment size values are supplied in this 
dataset, but median sediment size was used over mean sediment size, as the former is more robust to 
outliers (Tůmová et al., 2019). The median grain size at each survey location was estimated using thin 
plate splines. These data can be found at https://woodshole.er.usgs.gov/openfile/of2005-
1001/htmldocs/datacatalog.htm and More information about the East Coast Sediment Texture Database 
can be found in U.S Geological Survey (2014). 
Although models were built using bottom trawl survey data, additional bottom water temperature 
and bottom water salinity data were needed to create interpolated distribution plots. 
Thus, bottom temperature and bottom salinity data throughout the study area were obtained by spatially 
interpolating Finite-Volume Community Ocean Model (FVCOM) data. The FVCOM is an advanced 
ocean circulation model that uses an unstructured grid format, making it highly applicable for use in 
regions with complex coastlines and bathymetry (Chen et al., 2006; Li et al., 2017). The FVCOM was 
developed by University of Massachusetts Dartmouth and Woods Hole Oceanographic Institution. More 
information about the FVCOM can be found in Chen et al. (2006). 
Forecasted distributions were made for the period 2028-2055. The forecasted bottom temperature 
and bottom salinity data were sourced from the National Oceanic and Atmospheric Administration 
(NOAA) and represent an ensemble projection of all models used to create the Intergovernmental Panel 
on Climate Change’s (IPCC) Coupled Model Intercomparison Project Phase 5 (CMIP5) data (available 
from https://psl.noaa.gov/ipcc/ocn/). Data for the Representative Concentration Pathway (RPC) 8.5 
“business as usual” scenario were used. These data are forecasted anomalies based on the reference time 
period 1956-2005 and are estimated for the period 2006-2055. These data are anomalies, and thus 
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hindcasted bottom temperature and bottom salinity data must be used in tandem from the same reference 
period. The earliest available FVCOM data begins in 1978 rather than 1956, limiting the available 
reference period in this study to 1978-2005. With the reference period reduced from 50 to 27 years, the 
CMIP5 forecasting period must also be reduced respectively, from the initial 2006-2055 to 2028-2055 for 
this study. The forecasting period 2028-2055 is used because it represents the maximum amount of 
FVCOM data that can be used while also confidently applying IPCC forecasted anomalies. Delta 
downscaling methods were also applied so that forecasted anomalies could be applied to the same scale as 
the FVCOM data. Specifically, bivariate spline interpolation was applied using the package “akima” in R 
(Akima and Gebhardt; 2016). A spatial resolution of 0.01 (1.11 km error) was used for all data to ensure 
comparability between datasets. 
2.2.2 Model Development 
Lobster densities were standardized per tow and divided into eight groups based on season (fall 
and spring), sex (female and male), and size (adult and juvenile; Li et al., 2018; Chang et al. 2016). 
Juvenile lobsters were distinguished as lobsters with carapace lengths <50mm due to differences in 
activity patterns (Lawton & Lavalli, 1995). Each of the eight groups were modeled independently under 3 
different techniques: (1) A generalized additive model (GAM) that assumes stationary relationships 
between a species density and environmental variables; (2) a GAM that assumes nonstationary density-
environment relationships between eastern and western GOM (nonstationary version 1, NSV1), and (3) a 
GAM that assumes density-environment nonstationary relationships across eastern, central, and western 
GOM (nonstationary version 2, NSV2). Partitioning of data for these models can be visualized in Figure 
2.2. 
Previous literature in the GOM have estimated species distributions using stationary models at a 
large spatial scale (Chang et al., 2016; Becker et al., 2020). This technique is represented in this study by 
the “Stationary GAM” model, which assumes spatial stationarity and is applied at the largest spatial scale. 
This technique also assumes that nonlinear (but stationary) relationships between lobster density and 
environmental factors are sufficient to accurately predict a species spatial distribution across an 
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ecologically complex region. Other literature has highlighted differences in environment-abundance 
relationships between localized regions (Li et al., 2018; Liu et al., 2019). Thus, the bisected (NSV1) and 
trisected (NSV2) models were constructed at smaller spatial scales to capture evidence of these 
differences. The purpose of this study is to explore how spatial distribution predictions change under 
models with varying assumptions of nonstationarity (or lack thereof) in hindcasting and forecasting 
scenarios. 
The first set of nonstationary models (NSV1) broke up the data into east and west zones. The 
western zone used data in regions one and two from the ME-NH bottom trawl survey (Figures 2.1 and 
2.2). Eastern GOM was represented by data from regions three, four, and five in the trawl survey (Figures 
2.1 and 2.2). The decision to split the data up in this way was driven by the GOM coastal currents and the 
supporting literature that states the southern extent of the EMCC includes the Penobscot Bay region (Xue 
et al., 2008; Chang et al., 2016).  
Although some literature supports this decision, it is difficult to pinpoint a fine line of where the 
EMCC diverges and the WMCC begins. Thus, another argument can be made in which the Penobscot 
Bay area (≅region 3 in the bottom trawl survey) could act as a potential buffer zone, in which this area of 
possible mixing between currents could throw off GAM relationship curves if the this area were to be 
included into a particular side. One previous study has used a similar trisected approach to view 
relationships between initial intra-annual molts of American lobster and bottom temperatures in the GOM 
(Staples et al., 2018). Consequently, the NSV2 model is built in such way that regions one and two of the 
bottom trawl survey represent the western GOM, region three will have its own separate models built to 
represent central GOM (the buffer zone between the EMCC and WMCC; Figure 2.1), and regions four 
and five will represent eastern GOM (Figure 2.1). 
Prior to model construction, covariance matrices and variance inflation factor (VIF) tests were 
run to check for variable independence and multicollinearity. Running multiple covariance metrics 
showed a high dependence between distance from shore and average depth variables. Distance from shore 
was kept over average depth because distance from shore had a lower covariance value amongst the rest 
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of the variables than average depth. Variance inflation factors quantify the multicollinearity amongst 
variables. Variables with VIF numbers >3 were excluded from the model (Zuur et al., 2009), supporting 
the decision to remove average depth as a variable when building the models. VIF numbers larger than 3 
were excluded because including highly correlated variables in the same model would be statistically 
similar to including a variable in the same model twice, which could lead to biased or incorrect model 
estimates (Gareth et al., 2014). The following variables were shown to be significant in every GAM: 
latitude and longitude combined as an interaction term, and bottom temperature. Bottom salinity, distance 
from shore, and sediment size were found to be significant in some models, but not all. Significant 




Table 2.1: Non-Significant Variables for Each Model and Group Type. Group acronyms are denoted as 
follows: FL= fall, SP= spring, FJ= female juvenile, FA=female adult, MJ=male juvenile, MA= male 
adult. Such that for example FLFJ represents data taken from female juvenile lobsters in the fall season. 
“AS”= all significant, meaning all tested variables were significant to that particular model and group. 
“DFS”= distance from shore variable. “Sediment”= median sediment size variable, and “Salinity” = 









NSV2 (Middle) NSV2 
(West) 
FLFJ Salinity Salinity Sediment Salinity Salinity, DFS Sediment 
FLMJ AS Salinity Sediment Salinity Salinity Sediment 
FLFA Salinity Salinity Sediment AS Salinity, DFS, 
Sediment 
Sediment 
FMLA Salinity AS Sediment AS Salinity, DFS Sediment 
SPFJ AS AS AS AS Salinity, 
Sediment 
AS 
SPMJ AS AS Sediment AS Salinity, 
Sediment 
Sediment 
SPFA AS AS AS AS Salinity, 
Sediment 
AS 























FLFJ 40.0% 52.5% 52.8% 52.2% 62.1% 62.3% 71.8% 52.2% 
FLMJ 40.7% 52.5% 52.8% 52.2% 63.2% 63.7% 73.6% 52.2% 
FLFA 42.6% 51.8% 47.9% 55.6% 56.3% 57.7% 55.7% 55.6% 
FLMA 41.7% 51.9% 49.2% 54.6% 55.6% 56.6% 55.5% 54.6% 
SPFJ 41.7% 51.9% 47.6% 56.1% 56.8% 48.5% 65.8% 56.1% 
SPMJ 44.0% 52.5% 50.5% 54.5% 58.1% 52.6% 67.1% 54.5% 
SPFA 34.4% 36.2% 35.0% 37.3% 40.9% 37.3% 48.2% 37.3% 
SPMA 38.8% 39.8% 41.8% 37.7% 44.5% 45.7% 50.6% 37.7% 
 
Generalized Additive Models (GAMs) were used to evaluate the relationships between lobster 
abundance and environmental variables. A GAM is an extension of a generalized linear model, with a 
smoothing function added. GAMs follow the assumptions that the functions are additive, and the 
components of the functions are smooth (Guisan et al., 2002). A separate GAM was created for each 
group of lobsters that differs in season, sex, and size, based on the assumption that males, females, 
juveniles, and adults will all respond to environmental variables differently, and that seasons will also 
impact the relationships with the environment differently. We used a tweedie GAM to estimate lobster 
abundance (y). GAMs were built using a backward fitting technique based on covariate significance 
(p<0.05; Chang et al., 2016). A GAM using all potential environmental variables can be written as: 
Lobster abundance (y) = s(La, Lo)+s(Bt)+s(Bs)+s(DFS)+s(Ss) 
where s is a spline smoother, La, Lo is an interaction term between latitude and longitude, Bt is bottom 
temperature (°C), BS is bottom salinity (ppt), DFS is distance from shore (decimal degrees), and Ss is 
median sediment size (phi). 
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Hindcasted distribution plots were created for each lobster season 𝗑 sex 𝗑 size group and for each 
model for the years 2000, 2006, 2012, and 2017 for a total of 98 plots. Although there are bottom trawl 
survey data available from 2000-2019, environmental FVCOM data used is only available until 2017, 
limiting the most recent available hindcasting year that can be spatially interpolated to 2017. Additionally, 
these years were chosen because they are roughly evenly spaced throughout the hindcast period of 
interest, albeit these methods could be applied to any year(s) 2000-2017. Forecast distribution plots were 
also estimated for the 2028-2055 year period, for a total of 24 forecast distribution plots. Differences 
between stationary and nonstationary approaches were determined by calculating relative differences 
between density distribution estimates. Relative differences were estimated using the equation 
Relative difference (i)=
𝑛𝑜𝑛𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑖) − 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 
(𝑖)𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (𝑖)100
 
where i is a location within the study area and “nonstationary” represents the estimated lobster density 
from either the NSV1 or the NSV2 model. Relative difference plots were generated for each lobster 
season 𝗑 sex 𝗑 size group and for the same years as the hindcast and forecast distribution plots. These 
plots demonstrate the magnitude and location of where the stationary models tend to over or under predict 
abundances in relation to the other approaches. All distribution and relative difference plots were 
interpolated using bivariate splines using the package “akima” in R in order to achieve high resolution 
smooth distributions (Akima and Gebhardt, 2016).  
After calculating the relative differences between stationary and nonstationary models, the 
interquartile ranges (IQRs) of the relative differences were calculated for each localized region. The 
interquartile range represents the middle 50% of the data (e.g. IQR≅ -2 to 13%), where the first number 
listed represents quartile one and the second number listed represents quartile 3. The IQR can be found by 
subtracting quartile 1 from quartile 3. Negative quartile numbers quantify how much the stationary model 
predicted higher density estimates than the nonstationary model (in percent relative difference), while 
positive quartile numbers quantify how much the stationary model predicted lower density estimates than 
the nonstationary models (in percent relative differences). For example, an IQR≅ -2 to 13% would 
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indicate that quartile 1 is at -2% and quartile 3 of the data is at 13%. This means that the middle 50% of 
data for this region ranges from a 2% relative overestimation to a 13% underestimation of lobster 
densities by the stationary model, when compared to the nonstationary model. This also indicates that the 
majority of the IQR in this region is positive, suggesting that the stationary model tends to estimate lower 
densities than the nonstationary model in this region. 
2.2.3 Model fitting and validation 
Root Mean Square Error (RMSE), Akaike Information Criterion (AIC), and Moran’s I were used 
to access model fit for all models. RMSE measures the differences between predicted and observed values 
where values closer to zero represent better model fit (Stow et al., 2009). AIC is another method to test 
goodness of fit and model complexity with a model having smaller returned AIC value being the better 
model (Zuur et al., 2009). Moran’s I tests for spatial autocorrelation in residuals where a significant 
Moran’s I of -1 signifies perfect clustering of dissimilar values, a significant Moran’s I value of 0 
signifies no autocorrelation, and a significant Moran’s I of +1 signifies perfect clustering of similar 
values. If values are found to be spatially autocorrelated, this is an issue as it violates the assumption of 
independence of data (Zuur et al., 2009; Stephanie, 2016). Additionally, two-fold cross validation was 
performed by separating each of the 8 groups’ (2 season 𝗑  2 sexes 𝗑  2 sizes) data into random training 
and a testing subset to calibrate the model and validate its predictions (Li et al., 2018). The percentage of 
data allocated for the testing portion was determined by the equation 
1/(1 + √𝑃 − 1) 
where P is the number of predictor variables (Franklin, 2010; Li et al., 2018). Cross validation allows 
visualization of model performance to examine if model predictions are on average, over or under 
predicting abundance compared to observed values. 100 iterations of cross validation were repeated for 





2.3.1 Model Performance and Validation 
Significant variables differed between model types and between groups. Under the stationary 
model, only salinity was found to be non-significant in some groups, whereas both salinity and sediment 
size were found to be non-significant in some NSV1 model groups. Moreover, salinity, sediment, and 
distance from shore were found to be non-significant in some NSV2 model groups. Table 2.1 summarizes 
the non-significant variables which were not included in the final model for each group and spatial scale. 
The deviance explained for lobster abundance varied between 34.4 - 44.0% for each group of the 
stationary GAM, 36.2 - 52.5% for the average NSV1 group, and 40.9 - 63.2% for the average NSV2 
group. Full deviance explained for each specific group can be found in Table 2.2. Likewise, the RMSE, 
AIC and Moran’s I tests showed similar trends in model fit, with the stationary GAM demonstrating the 
lowest model fit estimates, the NSV1 model demonstrating intermediate model fits, and the NSV2 model 




Table 2.3: RMSE, Moran’s I, and AIC Values for Each Model and Group Type. “SG” = “Stationary 
GAM”. See Table 2.1 for group acronym explanation. RMSE values closer to zero represent better model 
fit. Moran’s I tests for spatial autocorrelation in residuals where significant values closer to 0 signifies no 
autocorrelation. All reported Moran’s I values were significant (p<0.05). Smallest AIC values also 
























FLFJ 1.67 1.53 1.44 0.51 0.42 0.16 9,009 4,341 2,757 
FLMJ 1.67 1.54 1.43 0.49 0.38 0.14 8,978 4,327 2,736 
FLFA 1.29 1.17 1.09 0.45 0.32 0.07 14,398 7,064 4,585 
FLMA 1.24 1.12 1.06 0.43 0.30 0.07 14,428 7,069 4,597 
SPFJ 1.68 1.57 1.51 0.51 0.41 0.17 10,256 4,950 3,121 
SPMJ 1.67 1.58 1.52 0.46 0.37 0.15 10,011 4,884 3,060 
SPFA 1.49 1.37 1.32 0.29 0.22 0.09 19,279 9,548 6,087 
SPMA 1.41 1.32 1.28 0.28 0.22 0.09 19,124 9,480 6,055 
 
The two-fold cross validation results from 100 iterations revealed that the models had reasonable 
prediction skill, as the average between the 100 iterations was near the 1:1 prediction line for most groups 
and models. These tests revealed that most models tended to slightly underpredict abundance, with 
exception of the average spring female adult (SPFA) NSV1 model which revealed average slight 
overpredictions. NSV2 model cross validation results demonstrated more precision than NSV1 or 
stationary model results. Results from the two-fold cross validation can be found in the supplementary 
material section (Supplementary Figures A.3-A.5). 
2.3.2 Environmental and Spatial Variables 
Environmental and spatial variables were also explored via GAM response curves for each 
significant predictor variable. Latitude and longitude variables were combined as an interaction term in 
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each model to help account for spatial autocorrelation (Siegel and Volk, 2019). Response curves varied 
greatly depending on independent variable, season, sex, size, and spatial scale of the model. For bottom 
temperature, highest partial effect on abundance was seen between 6-10 ℃ in the spring and around 10-
14 ℃ in the fall for stationary models, and between 4-10 ℃ in the spring and 10-14 ℃ in the fall for 
nonstationary models. For bottom salinity, highest abundance was seen between 31-33 psu for both spring 
and fall across all models. The relationship spring male adult (SPMA), spring female juvenile (SPFJ), and 
spring male juvenile (SPMJ) groups had with salinity was unique, compared to other groups. These 
group’s response curves demonstrated a higher partial effect on abundance at salinity levels >32 psu in 
the west. This may help explain the distinctive relative difference trends generally observed in western 
GOM for the SPMA group. This difference did not seem to affect the spring juvenile groups, as juvenile 
lobsters tend to stay in more nearshore waters (Lawton and Lavalli, 1995), where FVCOM data has 
shown salinity levels are generally lower in western GOM. For distance offshore, highest partial effect on 
abundance was seen generally between 0.00-0.1 decimal degrees (≅0-6 nautical miles offshore), and then 
gradually declined with increasing distance from shore across most models. For sediment size, highest 
partial effect on abundance was seen between 2-6 phi (silt - medium grain sand) across most models. 
Some season, sex, and size group curves changed more in shape across spatial extents than others, but 
variation was apparent and supports evidence of spatial nonstationarity in this region. Figure 2.3 depicts 
the response curves between lobster abundance and bottom temperature for spring male adults (Figure 
2.3A & 2.3C) and fall female juveniles (Figure 2.3B& 2.3D). These figures show how the response 
curves change, depending on the spatial scale and location of the testing data. These figure panels also 
show where estimated relationship curves overlap, if at all. For example, in Figure 2.3C, one can see high 
overlap between most model response curves between 5-7 ℃. However, at temperatures greater than 7 
℃, the relationship curve for the stationary GAM more closely resembles that of the response curve for 
the eastern GOM than for the western or central GOM. This suggests that if a stationary model were used 
to represent spring male adult lobster data, it would better represent eastern GOM data than central or 
western GOM data in that temperature range, and in a climate warming scenario, would underestimate 
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western GOM abundances. In a region which is expected to continue experiencing warming temperatures, 
the implications of subordinate model spatial scale selection may increase. Many lobster groupings 
(season 𝗑 sex 𝗑 size) tended to show similar patterns, where the stationary GAM response curve for a 
variable, more closely resembled the response curve of one localized region of the GOM more than the 
other regions. 
 
Figure 2.3: A comparison of spring male adult (SPMA) and fall female juvenile (FLFJ) lobster 
GAM bottom temperature response curves to by spatial location in the GOM. Each plot shows the 
response curve of bottom temperature (℃) on the x-axis, against the partial effect of lobster density on 
the y-axis. Figure panels (A) and (C) compare response curves estimated for the stationary model and 
eastern and western NSV1 models, while figure panels (B) and (D) compare response curves estimated 
for the stationary model, and eastern, central, and western NSV2 models. Shaded regions on either side of 
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the response curve line indicate the standard error confidence intervals. Rug plot lines along the x-axis of 
each plot indicate distribution of the bottom temperature data. 
2.3.3 Model Prediction and Distribution Plots 
Fall distribution plots showed greater abundance estimates than spring plots, which correlates 
with observations in raw trawl survey data. Raw fall trawl survey trends show slight declines in catch in 
regions 3 and 4 since 2015 and in region 5 since 2016 (Supplementary Figure A.1), with trends of 
offshore catch increasing overtime. All three model estimates demonstrated offshore abundance estimates 
increasing from the 2012-2017 hindcasts, but only the NSV2 model showed indications of a slight 
decrease in eastern GOM abundance. Model estimates in central GOM were most distinctive between 
models. A trend emerged in all tested years which demonstrated that as model spatial scale became finer, 
clear “hot” and “cold” spots emerged within the Penobscot Bay area. The NSV2 model showed this 
pattern well, with a “hotspot” emerging along the southwest mouth of Penobscot Bay, and a “coldspot” in 
the northeast Penobscot Bay region (Figures 2.4 - 2.7). These patterns correlate well with American 
lobster settlement patterns found in Steneck and Wilson (2001), as well as estimated spawning stock sizes 





Figure 2.4: 2017 fall American lobster estimated spatial distribution. Legend colors increase in 
abundance estimates from pale yellow to dark red. Each column represents a season 𝗑 sex 𝗑 size group. 
Each row represents the model type used to generate the abundance estimations. Adult abundance legend 
corresponds with adult lobster group estimates. Juvenile abundance legend corresponds with juvenile 




Figure 2.5: Forecasted fall American lobster estimated spatial distribution for the time period 2028-2055. 
See Figure 2.4 for figure details. 
 




Figure 2.7: Forecasted spring American lobster estimated spatial distribution for the time period 2028-
2055. See Figure 2.4 for figure details. 
The stationary GAM tended to comparatively overpredict the 2017 hindcast distributions in 
western GOM, apart from the SPMA group (Figure 2.8). In central GOM, the stationary models tended to 
comparatively underpredict in the western part of Penobscot Bay and overpredict in the eastern part of 
Penobscot Bay. This was evident in both NSV1 and NSV2 relative difference model comparisons (Figure 
2.8) across all years. In eastern GOM, many stationary models estimated less abundance approximately 
between -68.5° and -67.5° W, and higher abundance estimates between -67.5° and -67° W when 
compared to NSV1 models (Figures 2.8 and 2.9). These trends were present across all tested years. 




Figure 2.8:  2017 American lobster relative differences in model abundance estimates. Legend numbers 
represent relative differences (%) between NSV1 or NSV2 models and the stationary GAM. Red legend 
colors indicate areas where the stationary GAM model is predicting higher lobster abundance than the 
model in comparison. Blue legend colors indicate areas where the stationary GAM model is predicting 
lower lobster abundance then the model in comparison. Pale yellow colors indicate similar abundance 
estimates between the stationary and nonstationary models. Each column represents a lobster season 𝗑 sex 






Figure 2.9:  2012 American lobster relative differences in model abundance estimates. See Figure 2.8 for 
figure details. 
Density distribution estimates for the 2028-2055 period from nonstationary and stationary models 
exemplify similar spatial patterns seen in the corresponding distributions from 2000 to 2017. Some season 
𝗑 sex 𝗑 size groups estimated abundances that extend further offshore than their hindcast counterparts (see 
Figures 2.4 - 2.7). Spring abundance estimates demonstrate an increase in central and eastern GOM from 
2017 to 2028-2055, and this is more notable in the nonstationary models than the stationary ones (see 
Figures 2.6 & 2.7). These forecasted estimates correlate with raw spring bottom trawl survey data thus far 
for regions 3-5, which have all demonstrated general increasing average catch rates (number/tow) from 
2000-2019 (Supplementary Figure A.2). 
In general, relative differences between stationary and NSV2 distributions resulted in larger 
differences when compared to the relative differences between stationary and NSV1 distributions. This 
trend was apparent across all tested years. These observations correlate with observations in model fit, as 
the NSV2 model showed highest model fit, and the NSV1 models showing model fit more similar to that 
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of the stationary models. Fall relative difference plots revealed that the stationary model was likely to 
estimate higher abundance in western GOM when compared to both the NSV1 and NSV2 models (Figure 
2.10, IQR ≅ -36 to 0%). In the spring, the stationary model comparatively estimated lower abundance 
in western GOM for spring adult males in the 2028-2055 period (Figure 2.10, IQR ≅ -29 to 45%). For 
adult females in both fall and spring however, stationary models estimated higher abundance than either 
the NSV1 or NSV2 models in the west for the 2028-2055 period (Figure 2.10, IQR ≅ -62 to 16%). 
Forecasted stationary abundance plots estimated lower abundance in the western portion of central GOM 
(≈-69.3 to -68.9° W) and estimated higher abundance in the eastern portion of central GOM (≈-68.9 to -
68.1° W), when compared with distribution estimates derived from the NSV1 model (Figure 2.10). This 
trend was also apparent in NSV2 forecasted relative difference plots, but differences were slightly more 
polarized (IQR ≅ -66 to 29%). There were slightly patchy trends in relative differences amongst groups in 
eastern GOM for the 2028-2055 forecasted period, where both higher and lower estimates were evident 
(Figure 2.10, IQR ≅  -15 to 62% for models 1:2 comparison and IQR ≅  -31 to 28% for models 1:3 
comparison). These patchy trends were also observed in the eastern GOM region for hindcast plots as 
well, and may be due to the higher degree of vertical mixing, due to strong tides and upwelling in the 
eastern GOM, compared to the more stratified waters of the western GOM  (Brooks and Townsend, 1989; 




Figure 2.10:  Forecasted American lobster relative differences in model abundance estimates for the 
period 2028-2055. Legend numbers represent relative differences (%) between NSV1 or NSV2 models 
and the stationary GAM. Red legend colors indicate areas where the stationary GAM model is predicting 
higher lobster abundance than the model in comparison. Blue legend colors indicate areas where the 
stationary GAM model is predicting lower lobster abundance then the model in comparison. Pale yellow 
colors indicate similar abundance estimates between the stationary and nonstationary models. Each 
column represents a lobster season 𝗑 sex 𝗑 size group. Each row represents the season and model type 
compared to the corresponding stationary GAM. 
2.4 Discussion 
We developed a modeling approach to explore and demonstrate how estimates of season-, sex-, 
and size- specific American lobster spatial distribution and abundance would vary based on the spatial 
scale and extent of the area being modeled in the GOM. Validation tests run for each model type and 
season 𝗑 sex 𝗑 size group suggested reasonable predictive ability. Nonsignificant variables varied by 
model and spatial location. These results correspond with the notion that local patterns may get masked 
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by global statistics, if stationary assumptions are made (Brunsdon et al., 1996; Windle et al., 2012). 
Stationary assumptions are likely to be violated in the GOM, where northeast to southwest gradients of 
temperature, salinity, and productivity have been observed (Lynch et al., 1997; Pettigrew et al., 1998; 
Chang et al., 2016), as well as spatial differences in American lobster stock-recruitment relationships 
(Chang et al., 2016), and spatially varying patterns in initial molt timing and suddenness (Staples et al., 
2018). 
A trend in model fit was observed in which as the spatial scale of models became more localized, 
model fit increased. The NSV2 model demonstrated the greatest model fit to the bottom trawl survey data 
and showed the most correlation in abundance estimates with raw bottom trawl survey data, indicating 
greater distribution estimation capabilities. The NSV1 model demonstrated the next highest model fit and 
estimation capabilities, while the stationary model demonstrated the lowest model fit to the data. We 
speculate that the NSV2 model shows the greatest model fit and potential predictive capabilities because 
of the modeling technique used on these data. By taking into consideration the oceanographic processes in 
the GOM to determine which localized areas are likely to be the most and least similar in relationships 
between American lobster abundance and environmental variables, the amount of data used for model 
estimation can be maximized, while limitations of stationary models over a large and biologically 
complex region can be minimized. Out of the nonstationary models, the results of the NSV2 model 
suggest an improvement upon the NSV1 model. Although these models are similar, the evidence of the 
NSV2 model being an improvement upon the NSV1 model suggests enough nonstationarity exists 
between central and eastern GOM to make the tripartite model subdivision worthwhile and that this 
technique may be more biologically reflective. Spatial distribution estimates of the NSV2 model also 
seem to correlate well with raw bottom trawl survey data and past literature, especially in region three 
which has shown high increases in average catch over the course of the survey, and where localized “hot” 
and “cold” spots may be reflective of areas of high spawning stock size (Chang et al., 2016), or lobster 
settlement patterns observed in that region (Steneck and Wilson, 2001). Although lobster larvae were not 
included in this study, lobster spatial distributions are likely influenced and driven by settlement (Incze et 
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al., 1997; Steneck & Wilson, 2001; Incze et al., 2010), and post-settlement natural mortality is considered 
low for American lobster (Incze et al., 1997; Palma et al., 1999; Steneck & Wilson, 2001). This may 
culture a scenario where areas of high lobster settlement lead to high lobster densities of larger carapace 
lengths (Steneck & Wilson, 2001). 
    Most lobster groups demonstrated similar spatial patterns or temporal trends in model results 
and analysis, with the frequent exception of spring male adult groups. We speculate the spring male adult 
lobster groups often did not respond in the same way due to differences in responses to both bottom 
temperature and bottom salinity. Although each group had more than one significant environmental 
variable across model techniques, bottom temperature was a significant variable in all models, and spring 
adult bottom temperature response curves were most distinct among groups. Most other season 𝗑 sex 𝗑 
size groups displayed a relationship with bottom temperature similar to that of the FLFJ group (Figure 
2.3D), where the partial effect of temperature on abundance generally increased then plateaus with 
increasing temperature. Spring adult lobster often did not follow this pattern, as exemplified in Figure 
2.3C, where spring adult curves were typically domed-shaped. This dome-shaped pattern was present in 
both female and male spring adult groups however, so it is likely that other influences, such as salinity, 
may be a potential factor. The relationship spring adult males had with salinity was unique, compared to 
spring adult females, which demonstrated a similar pattern to the other season, sex, and size groups.  
American lobsters are known to avoid areas of low salinity, and salinity preferences between 20-
32 ppt have been recorded ((Jury et al. 1994; Tanaka and Chen, 2015). The spring adult male group 
response curve demonstrated a higher partial effect on abundance at salinity levels >32 psu in the west, 
which may explain why stationary models were more likely to comparatively underestimate lobster 
abundance in that region. Additionally, spring adult females are known to have greater sensitivities to 
temperature and salinity, especially ovigerous females (Lawton and Lavalli, 1995; Cowan et al., 2007), 
which may explain why the adult male and female abundance estimates differ in the west. These 
differences may also be more apparent in the spring than in the fall because in the spring months when the 
ME-NH Inshore Bottom Trawl Survey data were collected, the western GOM water isn't as stratified as it 
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is in the fall (Li et al., 2018), allowing for less consistent environmental conditions, which may affect 
males and females differently. 
The NSV2 model demonstrated the greatest relative differences across all years when comparing 
its spatial abundance predictions to those of the stationary GAM. This observation is the result of the 
multiple unique GAMs run on localized data, and thus assumptions of spatial nonstationarity are better 
satisfied. However, it is important to recognize that the largest difference from the stationary model does 
not automatically equate to the best model, as it is difficult to determine the starting biological accuracy 
of the stationary GAM. Estimates from the three modeling techniques at bottom trawl survey locations 
could be compared to raw bottom trawl data or other surveys, such as the Ventless Trap Survey, which 
may better capture areas where trawl surveys are unable to sample due to the satire of the gear. 
Comparing estimates from the modeling techniques utilized in this paper to raw data or other survey data 
at the same locations could be done to get a better understanding of how biologically accurate each 
technique is. However, between evidence of model fit and validation, distribution plot results, and 
correlation with raw survey data, we conclude that applying model techniques that better account for 
spatial nonstationarity will result in increased model performance. 
While the NSV2 model demonstrated the best model fit out of the tested models, it is important to 
acknowledge some of the limitations of this model and the techniques used. First, all models tested only 
included environmental variables. No biological variables were included in the models, thus these models 
are working under the assumption that lobster abundance is dependent solely upon environmental 
variables and spatial scales used in the NSV1 and NSV2 models. Future studies may benefit from 
including biological variables, such as predator and/or prey abundance, into the models to see how the 
results would differ. Secondly, the subdivision of data techniques used for the nonstationary models 
(NSV1 & NSV2) sometimes resulted in variegated or “patchwork” spatial distribution estimates. Such 
abrupt changes in abundance estimates along the model extent lines are not likely to be biologically 
representative of true American lobster spatial distributions in the GOM. Consequently, this nonstationary 
modeling approach should only be used to observe trends in spatial distribution estimates, and not for 
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precise estimations of “true” abundance, especially near the model extent lines. Thirdly, future studies 
may also benefit from exploring how different ways of subdividing data can impact model results, and if 
model fit can be further improved with more data partitions. Lastly, this study only considers spatial 
nonstationarity in model development, as gradients in environmental conditions throughout the study area 
have been observed. We did not consider temporal nonstationarity in this study due to the relatively short 
time period of data available to this study. If longer-term projections were to be made, temporal 
nonstationarity may need to be considered. However, this is beyond the scope of this study. 
This study indicates that SDM estimations are dependent upon spatial scale and assumptions of 
nonstationarity. Results from a model that implicitly assumes spatial stationarity would differ from results 
of a model that better accounts for spatial nonstationary processes. Thus, using results generated by 
stationary models could lead to different, or potentially even ill-informed management decisions which 
may result in less effective management results. Moreover, accounting for spatial nonstationary processes 
may be essential when devising localized regulations, as indications of change or unique dependencies of 
a species may be masked when using global statistics which are present in stationary models 
(Fotheringham et al., 2002; Windle et al., 2012). Management decisions informed by stationary models 
could result in regulations being more effective in one local area and less in others, if the relationship 
curves that drive the predictions are more representative of a particular area of the study area, rather than 
well represented throughout. If the NSV2 model distribution estimates are more biologically realistic as 
the analyses suggest, then comparatively, under an RPC 8.5 “business as usual” climate scenario 
prediction for the years 2028-2055, stationary models could overestimate lobster abundances in western 
GOM, with the exception of spring adult males. In such case, it is important local heterogeneity is 
considered in  American lobster management in the GOM because false overestimations of abundance 
could lead to relaxed regulations or ill-informed biological reference point calculations, which could 
potentially lead to overfishing in western GOM. 
Using stationary modeling techniques to forecast American lobster spatial distribution could 
result in inferior perceptions of where lobster populations will be spatially, and to what extent. More 
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accurate predictions of American lobster spatial distributions will help stakeholders prepare and employ 





SCALE-DEPENDENT ASSUMPTIONS OF NONSTATIONARITY INFLUENCE 
HABITAT SUITABILITY ESTIMATES FOR THE AMERICAN LOBSTER (HOMARUS 
AMERICANUS): IMPLICATIONS FOR A CHANGING GULF OF MAINE 
Abstract 
    Bioclimate envelope models were developed using different approaches to evaluate possible spatial 
nonstationarity in species-habitat interactions for American lobster (Homarus americanus) in the Gulf of 
Maine (GOM). To estimate habitat suitability, five environmental variables were considered in the 
development of each model. Possible environmental variables included bottom water temperature, bottom 
water salinity, distance offshore, sediment grain size, and latitude. Three models were tested, where each 
model accounted for varying degrees of spatial nonstationarity. Model 1 assumed stationary relationships 
exist between lobster abundance and an environmental variable, Model 2 assumed spatial nonstationarity 
in relationships between eastern and western GOM, and Model 3 assumed spatial nonstationary 
relationships exist between eastern, central, and western GOM. The more spatial nonstationarity that is 
assumed in each model, the finer scale the model approach utilizes. Spatial scales developed in these 
models were determined by the patterns of the Gulf of Maine Coastal Currents and the associated affects 
these currents have on the oceanography in the GOM. Suitability indices from each environmental 
variable were combined using the arithmetic mean model to yield a combined habitat suitability index 
(HSI) value, ranging from 0 to 1. Estimates of HSI distributions were made for the hindcasting years of 
2000, 2006, 2012, 2017, and for the forecasting time period 2028-2055 under the Representative 
Concentration Pathway (RPC) 8.5 “business as usual” climate warming scenario. HSI estimates varied 
between model approaches. 
This suggests that incorporating assumptions of spatial nonstationarity into the habitat suitability 
modeling techniques in the GOM may lead to improved estimates. Forecasts plots for the 2028-2055 
period revealed that traditional modeling techniques applied at coarse spatial scales (represented by 
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Model 1), tend to comparatively overestimate the suitability of habitat for juvenile lobsters. For adult 
lobsters, Model 1 estimated higher suitability in both coastal waters in western GOM and farther offshore 
waters in eastern GOM than model 2 or 3, and also estimated lower suitability in coastal eastern GOM 
waters and some offshore western GOM waters as well. These results demonstrate how season-, sex-, and 
size- specific HSI estimates for American lobster would vary based on assumptions of nonstationarity and 
spatial scale in the GOM. This information could benefit future stakeholders to prepare and adapt at more 
localized scales for changes that may occur in a region that is susceptible to climate change. 
 
3.1 Introduction 
 Homarus americanus, the American lobster, is a benthic crustacean that supports the most 
valuable fishery in the United States (NOAA, 2018). In 2019, the American lobster fishery was worth 
more than 630 million dollars, where approximately 77% of the fishery’s landings can be attributed to the 
state of Maine lobster fishery (ACCSP, 2019). American lobster can be found along Northwest Atlantic 
waters, from Newfoundland to the Mid-Atlantic region of the United States (Waddy & Aiken, 1986). 
American lobsters are also found in a variety of habitats, where the preference of these habitats has been 
thought to be influenced by environmental factors such as water temperature, salinity, substrate, and 
presence or absence of shelter. Previous literature has shown that American lobsters tend to exhibit a 
thermal preference between 12-18℃ (Crossin et al., 1998), and salinity preference between 20–32 ppt 
(Jury et al. 1994; Tanaka and Chen, 2015). Although their substrate preference has been known to vary 
between life stages, lobsters have been observed across a wide range of substrate types, including cobble, 
rock, mud, bedrock, sand, peat reefs, and eelgrass beds (Lawton & Lavalli, 1995). 
 Habitat Suitability Index (HSI) models, also known as Bioclimate, or Bioclimate Envelope 
models, are widely used to estimate and predict the habitat suitability for a species at a given location 
(Tanaka & Chen, 2015; Runnebaum et al., 2018; Torre et al., 2018; Tanaka et al., 2019). There are many 
types of bioclimate model approaches, but the approach used in this study is the statistical bioclimate 
model (Heikkinen et al., 2006). HSI models are useful for evaluating the quality of habitat for a particular 
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species, based on density observations and environmental conditions across a spatial extent of interest. 
Information generated by these models can be crucial to assessing how habitat quality is changing over 
space and/or time (Guan et al., 2017; Torre et al., 2018). HSI models estimate suitability indices (SIs) for 
each environmental variable included in the model. These SIs represent a relationship between abundance 
and the selected environmental variable, and assume that observations of high density are indicative of 
high quality habitat conditions for that species (Runnebaum et al., 2018). 
 The bioclimate models used in this study were applied to the the Gulf of Maine (GOM) coastal 
region. The GOM is an inlet of the Atlantic Ocean that spans from Nova Scotia to Massachusetts, and is 
considered to be one of the most biologically productive marine ecosystems (Townsend, 1991), but a 
northeast to southwest productivity gradient has been observed in in the GOM (Chang et al., 2016). 
Gradients in temperature and salinity have also been observed (Pettigrew et al., 1998; Chang et al., 2016), 
and these variables are known to have significant influences on American lobster life history parameters 
(Lawton & Lavalli, 1995; Quinn & Rochette, 2015; ASMFC, 2020).  
Evidence of environmental and ecological gradients throughout the GOM suggests the culturing 
of nonstationary species-environment relationships. Spatial nonstationarity can be defined as the presence 
of variation in relationships between independent and dependent variables across space (Windle et al., 
2012). However, it is common for species-environmental models to assume spatial stationarity, which 
assumes relationships to be constant over space (Chang et al., 2016, Tanaka et al., 2019). Biases and 
model inaccuracies may arise when assuming spatial stationarity because the association between 
dependent and independent variables decreases with increasing distance (Brunsdon et al., 1996; 
Fotheringham et al., 2002). 
 Past literature has found evidence of spatial nonstationarity existing within the GOM (Li et al., 
2018. Staples et al., 2018). Although evidence of spatial nonstationarity exists within this region, previous 
literature has not explored how HSI model estimates could change, based on the spatial scale at which the 
model is run. This idea is called “the zoning effect” and occurs when statistical analysis results can differ 
based on how zones of an area of interest are defined and grouped (Fotheringham et al., 2002). We 
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postulate that the zoning effect is likely to occur when analyzing species abundance data in the GOM due 
to the nonstationarity that has been observed in this region. Extrapolation and forecasting estimates onto 
unsampled areas and novel time periods are commonly desired when modeling habitat suitability. 
Previous literature has suggested that one way to achieve these desires while also including considerations 
of nonstationarity is to run multiple unique models at localized scales by partitioning the data 
(Fortheringham et al., 2002; Windle et al., 2009). 
 Using American lobster in the GOM as a case study, we explore the effects of spatial scale, and 
thus, varying assumptions of nonstationary, on lobster habitat suitability estimates and compare those 
results to those of coarse-scale models which assume spatial stationary. To do this, we developed season-, 
sex-, and size- specific models to estimate the habitat suitability of American lobsters using Bioclimate 
Envelope models of varying spatial scales and extents. Variation in estimated habitat suitability between 
models is evaluated and the implications for what these differences can mean in a region susceptible to 
climate change are discussed.  
3.2 Materials and Methods 
3.2.1 Study Area and Data Sources 
American lobster abundance data were sourced from the Maine-New Hampshire Inshore Bottom 
Trawl Survey (Maine Department of Marine Resources (MEDMR) and the New Hampshire Fish and 
Game Department (NHFGD). 2000-2019. Inshore Bottom Trawl Survey. Raw data). This survey is 
semiannual, with separate fall and spring seasonal surveys conducted each year. The bottom trawl survey 
spans 16000.5 km2 and is subdivided into five survey regions (Figure 3.1; Sherman et al., 2005). These 
five regions include (1) New Hampshire and Southern Maine, (2) Mid-Coast Maine, (3) Penobscot Bay, 
(4) Mt. Desert Island, and (5) Downeast Maine (Figure 3.1). The potential sampling area for this survey 
extends up to 22.22 km offshore (Figure 3.1). Each survey aims to sample 115 stations, resulting in a 
sampling density of approximately 1 station for every 137.20 km2. The data included in this study was 
composed of random stations, which were chosen by dividing the survey area into a 1NM2 (3.43 km2) 
grid, and randomly chosen (Sherman et al., 2005). A target tow of 20 minutes is set at a speed of 2.2-2.3 
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knots, which covers roughly 1.48 km. Data from 486,971 individual lobsters were included in this study, 
and all tow data were standardized to 20 minutes, allowing for consistency and compatibility amongst 
tows. Tow data were standardized by the following equation 
𝐴𝑏𝑢𝑛𝑑𝑎𝑛𝑐𝑒𝑖20  =  
𝐴𝑏𝑢𝑛𝑑𝑎𝑛𝑐𝑒𝑖𝑏 ∗  20
𝑡𝑖𝑚𝑒𝑖𝑏
 
where “Abundancei20” is the estimated lobster abundance for a 20 minute tow at location i, “Abundanceib” 
is the observed abundance at time b, and “timeib” is the number of minutes trawl b surveyed for. 
 
 
Figure 3.1: Maine-New Hampshire Inshore Bottom Trawl Survey Past Tow Locations, Potential 
Surveyable Area, and Regional Boundaries. Missing white areas not included in the potential survey area 
grid are non-surveyable locations due to the topography of the ocean floor at those locations. 
The bottom trawl survey records biological and environmental data, such as species, sex, size, 
bottom water temperature, bottom water salinity, latitude, longitude, and depth data at each tow location 
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(Sherman et al., 2005). Additional information about the Maine-New Hampshire Inshore Bottom Trawl 
survey procedures, protocols, or specifics can be found in Sherman et al. (2005). The ME-NH Inshore 
Bottom Trawl Survey has been found to render reliable and informative data for studying lobster habitat 
quality in the GOM (Tanaka et al., 2019; Hodgdon et al., 2020).  
Bottom temperature, bottom salinity, latitude, and longitude information from the years 2000-
2019 were used from the bottom trawl survey to inform the Bioclimate models. Distance from shore and 
median sediment size variables were also estimated and utilized. The distance offshore for each tow of the 
bottom trawl survey was estimated as the distance between the midpoint latitude and longitude of a tow 
and the closest point on the coast. Sediment data were sourced from the East-coast Sediment Texture 
Database which is run by the United States Geological Survey (USGS, 2014). This survey was last 
updated in 2014 and contains information such as location, description, texture, and size (phi, -log of 
grain size) taken by different marine sampling programs across various locations around the world. Both 
mean and median sediment size values are supplied in this dataset, but median sediment size was used 
over mean sediment size, as the former is more robust to outliers (Tůmová et al., 2019). The median grain 
size at each survey location was estimated using thin plate splines. These data can be found at 
https://woodshole.er.usgs.gov/openfile/of2005-1001/htmldocs/datacatalog.htm and more information 
about the East Coast Sediment Texture Database can be found in U.S Geological Survey (2014). 
Bioclimate models were built using bottom trawl survey data from years 2000-2019. However, to 
be able to interpolate onto unsampled areas and novel time periods that are not covered by the bottom 
trawl survey, additional bottom temperature and bottom salinity data were needed to create interpolated 
habitat suitability plots. Fine scale bottom temperature and bottom salinity data throughout the study area 
were obtained by spatially interpolating Finite-Volume Community Ocean Model (FVCOM) data. The 
FVCOM is an advanced ocean circulation model that uses an unstructured grid format, making it highly 
applicable for use in regions with complex coastlines and bathymetry (Chen et al., 2006; Li et al., 2017). 
The FVCOM was developed by University of Massachusetts Dartmouth and Woods Hole Oceanographic 
Institution. More information about the FVCOM can be found in Chen et al. (2006). 
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Forecasted distributions were made for the period 2028-2055. The forecasted bottom temperature 
and bottom salinity data were sourced from the National Oceanic and Atmospheric Administration 
(NOAA) and represent an ensemble projection of all models used to create the Intergovernmental Panel 
on Climate Change’s (IPCC) Coupled Model Intercomparison Project Phase 5 (CMIP5) data (available 
from https://psl.noaa.gov/ipcc/ocn/). Data for the Representative Concentration Pathway (RPC) 8.5 
“business as usual” scenario were used. These data are forecasted anomalies based on the reference time 
period 1956-2005 and are estimated for the period 2006-2055. These data are anomalies, and thus 
hindcasted bottom temperature and bottom salinity data must be used in tandem from the same reference 
period. The earliest available FVCOM data begins in 1978 rather than 1956, limiting the available 
reference period in this study to 1978-2005. With the reference period reduced from 50 to 27 years, the 
CMIP5 forecasting period must also be reduced respectively, from the initial 2006-2055 to 2028-2055 for 
this study. The forecasting period 2028-2055 is used because it represents the maximum amount of 
FVCOM data than can be used while also confidently applying IPCC forecasted anomalies and keeping 
the same projection distance from the reference period. Delta downscaling methods were also applied so 
that forecasted anomalies could be applied to the same scale as the FVCOM data. Specifically, bivariate 
spline interpolation was applied using the package “akima” in R (Akima & Gebhardt, 2016). 
3.2.2 Model Development 
Lobster data was divided into eight groups based on season (fall and spring), sex (female and 
male), and size (adult and juvenile; Li et al., 2018; Chang et al. 2016). Juvenile lobsters were 
distinguished as lobsters with carapace lengths <50mm due to differences in activity patterns (Lawton & 
Lavalli, 1995). Each of the eight groups were modeled independently under 3 different techniques: (1) A 
coarse-scale Bioclimate Envelope model that assumes spatial stationary relationships between lobster 
abundance and environmental variables; (2) a meso-scale Bioclimate Envelope model that assumes spatial 
nonstationary relationships between eastern and western GOM, and (3) a fine-scale Bioclimate Envelope 
model that assumes spatial nonstationary relationships between eastern, central, and western GOM. 
Partitioning of data for these models can be visualized in Figure 3.2. 
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Previous literature in the GOM have estimated habitat suitability using the bioclimate envelope 
model at large spatial scales (Tanaka and Chen, 2015; Runnebaum et al., 2018). This traditionally applied 
technique is represented in this study by “Model 1”, which assumes spatial homogeneity and is applied at 
the largest spatial scale. This technique also assumes that nonlinear (but stationary) relationships between 
lobster abundance and environmental factors are sufficient to accurately predict the suitability of a 
potential or realized habitat location, in a region that is ecologically complex. Other literature has 
demonstrated the existence of variation in environment-abundance relationships across localized regions 
(Li et al., 2018; Liu et al., 2019). To test the effects of these differences, the bisected (Model 2) and 
trisected (Model 3) models were constructed at increasingly finer spatial scales, respectively. The purpose 
of this study is to explore how habitat suitability predictions change under models with varying 
assumptions of nonstationarity (or lack thereof) in hindcasting and forecasting scenarios. 
The meso-scale model (Model 2) broke up the data into east and west zones. The western zone 
used data in regions one and two from the ME-NH bottom trawl survey (Figure 3.2). Eastern GOM was 
represented by data from regions three, four, and five in the trawl survey (Figure 3.2). The decision to 
split the data up in this way was driven by the GOM coastal currents, which have been thought to be one 
of the factors that contributes to the spatial environmental gradients seen across the gulf (Lynch et al., 
1997; Pettigrew et al., 1998; Chang et al., 2016) and the nonstationarity that has been observed in this 
region (Li et al., 2018).  Supporting literature that states the southern extent of the Eastern Maine Coastal 
Current (EMCC) includes the Penobscot Bay region (Xue et al., 2008; Chang et al., 2016), which is why 





Figure 3.2: Visual representation of each model approach utilized in this study. Each colored rectangle 
represents a separate bioclimate model that was run on the observed data points contained within those 
region(s) of the ME-NH Bottom Trawl Survey. Extents of the colored rectangles in this figure are not 
exact, but rather serve as general visualization of how the data were partitioned in this study. 
Although some literature supports this decision, it is difficult to exactly pinpoint a fine line of 
where the EMCC bifurcates and the Western Maine Coastal Current (WMCC) begins. Some literature 
describes the EMCC diverging within the Penobscot Bay region (Pettigrew et al., 2005) or that the 
location of the split can be variable, based on the distribution of Slope Water in the Jordan Basin (Brooks 
and Townsend, 1989; Brooks, 1985). Thus, another argument can be made in which the Penobscot Bay 
area (≅region 3 in the bottom trawl survey) could act as a potential buffer zone, in which this area of 
possible mixing between currents could warp clearer relationships that may be established if central GOM 
was represented by its own localized bioclimate model. One previous study has used a similar trisected 
approach to view relationships between initial intra-annual molts of American lobster and bottom 
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temperatures in the GOM (Staples et al., 2018). Consequently, the NSV2 model is built in such way that 
regions one and two of the bottom trawl survey represent the western GOM, region three will have its 
own separate season-, sex-, and size- specific models built to represent central GOM (the buffer zone 
between the EMCC and WMCC), and regions four and five will represent eastern GOM.  Spatial 
coverage for each localized model can be visualized in Figure 3.1. 
Prior to model construction, covariance matrices and variance inflation factor (VIF) tests were 
run to check for variable independence and multicollinearity. Running multiple covariance metrics 
showed a high dependence between distance from shore and average depth variables. Distance from shore 
was kept over average depth because distance from shore had a lower covariance value amongst the rest 
of the variables than average depth. Variance inflation factors quantify the multicollinearity amongst 
variables. Variables with VIF numbers >3 were excluded from the model (Zuur et al., 2009), supporting 
the decision to remove average depth as a variable when building the models. Additionally, latitude and 
longitude variables were highly correlated and resulted in VIF numbers >3, so latitude was chosen to be 
kept over longitude because latitude was more significant at predicting lobster abundance in this study 
region.  
Significant variables for each localized model were chosen based on results from Chapter 2, 
where Generalized Additive Models (GAMs) were run on the same localized spatial areas and back-fitted 
to check for spatial variable significance. Only variables that were shown to be statistically significant 
(p<0.05) at each localized area were included in the respective bioclimate models (Chang et al., 2016). 
Latitude and bottom water temperature variables were included in every bioclimate model. Bottom 
salinity, distance from shore, and sediment size were included in some models, but not all, based on local 




Table 3.1: Significant environmental variables included in each respective model in this study. All 
significant variables were assumed to have equal weights. Abbreviations for environmental variables are 
as follows: Temp = temperature, Sal = salinity, DFS = distance from shore, Sed = sediment grain size, Lat 
= latitude, and AS = all potential environmental variables were significant. 
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FMLA Temp, DFS, 
Sed, Lat 
AS Temp, DFS, 
Sal, Lat 
AS Temp, Sed, Lat Temp, DFS, 
Sal, Lat 
SPFJ AS AS AS AS Temp, DFS, Lat AS 
SPMJ AS AS Temp, DFS, 
Sal, Lat 
AS Temp, DFS, Lat Temp, DFS, 
Sal, Lat 
SPFA AS AS AS AS Temp, DFS, Lat AS 
SPMA AS AS AS AS Temp, Sed, Lat AS 
 
Once significant variables were determined, a Bioclimate Envelope model was run on each spatial region 
outlined in Figure 2. The Bioclimate Envelope model generates habitat suitability indices (HSIs) on  a 
scale from 0 (least suitable habitat) to 1 (most suitable habitat) based on suitability indices (SIs) of 
covariates thought to influence habitat quality and preference (Tanaka and Chen, 2015). The relationship 
between an environmental variable and lobster abundance is quantified by the SI, where then all SIs are 
combined to form the overall HSI for a specific location (Runnebaum et al., 2018).  SIs were determined 
via a technique known as the histogram method (Vinagre et al., 2006, Tanaka and Chen, 2015). To 
determine the optimum number of bins for the histograms, the Freedman-Diaconis rule (Freedman & 
Diaconis, 1981) was applied to the region with the least amount of data (Model 3, central GOM region) 
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and the resulting optimum number of bins, 14, was kept constant for all models. The Freedman-Diaconis 
rule finds the optimum bin width with the following equation: 
𝑏𝑖𝑛 𝑤𝑖𝑑𝑡ℎ =  2 ∗  𝐼𝑄𝑅 ∗  𝑛
−1/3
 
where “IQR” is the interquartile range and “n” is the number of observations. The optimum number of 
bins could then be determined by 
(𝑚𝑎𝑥 − 𝑚𝑖𝑛)/𝑏𝑖𝑛 𝑤𝑖𝑑𝑡ℎ 
where “max” is the maximum value in the dataset and “min” is the minimum value in the dataset 
(Freedman & Diaconis, 1981). The Freedman-Diaconis rule was only used to find the optimum number of 
bins to use for the histogram method and Fisher’s natural breaks classification method was used to 
distinguish bin extents (Bivand, 2019; Tanaka and Chen, 2015). Once SIs were estimated for each 
variable and for each lobster group, SIs of significant variables for each respective lobster group were 
combined to form and overall HSI, which ranged from 0-1. We used the arithmetic mean model (AMM, 
Tanaka and Chen, 2015), which can be written as 






where SIv is the SI of environmental variable v and V is the total number of environmental variables. 
Thus, all variables had equal weighting as was done in Tanaka and Chen (2015) and Runnebaum et al. 
(2018).  
3.2.3 Habitat Suitability Index and Relative Difference Plots 
Hindcasted distribution plots were created for each of the 8 lobster groups and for each model for 
the years 2000, 2006, 2012, and 2017 for a total of 98 plots. Although there are bottom trawl survey data 
available from 2000-2019, the environmental (FVCOM) data used to be able to spatially interpolate plots 
is only available until 2017, limiting the most recent available hindcasting year that can be spatially 
interpolated to 2017. Additionally, these specific years were chosen because they are approximately 
evenly spaced throughout the hindcast period of interest, albeit these methods could be applied to any 
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year(s) between 2000 and 2017. Forecast distribution plots were also estimated for each of the 8 lobster 
groups and model for the 2028-2055 year period, for a total of 24 forecast distribution plots. Differences 
between model 1 and models 2 or 3 were determined by calculating relative differences between habitat 
suitability estimates. Relative differences were estimated using the equation 
 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 (𝑖)  =  
𝑁𝑆 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝐻𝑆𝐼 (𝑖) − 𝑆 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝐻𝑆𝐼 (𝑖)
𝑆 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝐻𝑆𝐼 (𝑖)
∗ 100 
where i is a location within the study area, “S estimated HSI (i)” is the estimated lobster habitat quality 
from Model 1, and “NS estimated HSI (i)” is the estimated lobster habitat quality from either the Model 2 
or Model 3. Relative difference plots were generated for each lobster group, model and for the same years 
as the hindcast and forecast distribution plots. These plots demonstrate the magnitude and location of 
where Model 1, the traditional approach, tends to either over or under predict abundances in relation to 
the other approaches (Models 2 or 3). All distribution and relative difference plots were interpolated using 
bivariate splines using the package “akima” in R in order to achieve high resolution smooth distributions 
(Akima and Gebhardt, 2016). 
3.3 Results 
3.3.1 Suitability Indices 
Estimated suitability indices varied between lobster groups and between spatial scales. The 
environmental variable bottom temperature was significant in all models and has been known to be an 
important habitat indicator for lobster in the GOM (Boudreau et al., 2015; Tanaka et al., 2019). The shape 
of the temperature SI curves for both seasons and for all models generally followed a positive increasing 
pattern with increasing bottom temperature values, followed by a decrease in suitability at higher 
temperatures for each season. Estimated SI curves for fall female juvenile and spring male adult groups 
can be seen in Figure 3.3. Latitude was also significant in every model. Model 1 and Models 3 (east and 
central) latitude SI curves were similar in shape, with a gradual increase with increasing latitude, followed 
by slight decrease. Western region SI curves for latitude all tended to slowly increase overtime, while 
Model 2 east curves showed either a quick increase in SI followed by a long and gradual decline (adults), 
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or a consistently decreasing SI with increasing latitude (juveniles). Other environmental variables such as 
salinity, distance offshore, and sediment were not all significant across all models, but for those that were 
and included in the model development, estimated SI curves still showed similar pattern where the SI 
curve estimated for model one tended to more closely resemble the SI curve of a specific region in the 
GOM, and less of the others. 
 
Figure 3.3: Fall female juvenile (FLFJ, figure panel A) and spring male adult (SPMA, figure 
panel B) bottom temperature suitability index (SI) curves for each model and region tested in this study. 
Y axes are SI estimates, ranging from 0.0 (poor habitat quality) to 1.0 (best habitat quality). X axes are 
bottom temperatures in degrees Celsius. Each x axis point for each curve is the midpoint of each of the 14 
bins using Fisher’s Natural Breaks methods. Gray horizontal dashed line at 0.8 SI distinguishes suitable 
thermal ranges. 
3.3.2 Habitat Suitability Index Plots 
Results derived from the AMM-HSI models were plotted for the hindcast years of 2000, 2006, 
2012, and 2017, and for the forecast period of 2028-2055. All models (1-3) generally estimated high 
suitability of habitat in coastal eastern GOM, where adult and fall groups showed higher suitability 
estimates slightly father offshore than their juvenile or spring group counterparts. See 2017 estimates in 
Figures 3.4 and 3.5 as examples. A trend was also observed in all hindcast years where higher HSIs were 
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estimated in the east in fall models that were applied at smaller spatial scales ( i.e. models 2 and 3) than 
for the fall model at the largest spatial scale, model 1 (Figure 3.4). 
 
Figure 3.4: Comparison of 2017 fall American lobster habitat suitability index (HSI) model estimates. 
Red indicates estimated areas of poor habitat while blue indicates estimated areas of suitable habitat. Each 
row represents estimates from a different model: model 1, 2, or 3, respectively. Each column represents 





Figure 3.5: Comparison of 2017 spring American lobster habitat suitability index (HSI) model estimates. 
See Figure 3.4 for figure details. 
In the central GOM region, comparative HSI plots demonstrate that fall plots for model 3 tended 
to estimate a “hot spot” of suitable habitat (HSI >0.9) around the Owl’s Head to Tenants Harbor coastal 
regions of central GOM. Model 3 estimates higher HSIs in this area than any other model. Model 1 
estimated higher values in fall juvenile groups for some years during the hindcast period, while model 2 
estimated higher HSI values in fall adult groups for some years of the hindcast period as well; but model 
3 estimated higher values for all sex-, and size- fall lobster groups, and for almost all hindcast years. 2017 
fall hindcast HSI model comparison estimates exemplify this and can be seen in Figure 3.4. There was a 
similar trend in finer-scale models estimating higher HSI in this region in the spring as well, but to a 
lesser extent. 
 Models 2 and 3 in the fall better showcase the known “cold spot” seen in the inshore Penobscot 
Bay or Sears Island region (Figure 3.4), an area where poor lobster settlement has been observed (Steneck 
and Wilson, 2001) and is also likely associated with poor habitat suitability. Specifically, model 3 
estimated HSIs as low as 0.2 in the 2006 and 2012 hindcasts, model 2 estimated this same area at an HSI 
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of around 0.3 or higher, and model 1, estimated HSIs of at least 0.6 or higher for almost all hindcasted 
years. This supports evidence that model localization may better reflect biological realism. In the spring, 
results showed that model three also predicted lower HSI values in the inner Penobscot Bay region, and 
highlighted the “cold spot” more than models 1 or 2 did, although estimated suitability were overall 
higher than they were for the fall. 
Comparison of HSI distribution plots, show that by comparing the most recent hindcast plots 
(2017) to the forecast estimates, the proportion of suitable habitat in the fall that is ≥0.6 has declined in 
farther offshore waters from 2017 to the 2028-2055 period (Figures 3.4 and 3.6). This observation was 
more prominent in eastern GOM than for western. Conversely, in the spring, the proportion of suitable 
habitat that is ≥0.6 had increased in more offshore waters from 2017 to 2028-2055 (Figures 3.5 and 3.7). 
Similar to the trends observed in the hindcast plots, fall forecast model 3 plots estimated higher HSIs 
around the Owl’s Head to Tenants Harbor coastal regions of central GOM, with exception to the fall male 
adults (FLMA) group. Fall forecast model 3 plots also estimate low HSIs in the Sears Island region 
compared to models 1 or 2, with an exception to the FLFA group. Spring forecast model 3 plots also 
show these distinctions around Sears Island and Tenants Harbor, but the common settlement “hot spot” 
that was observed around the Owl’s Head to Tenants Harbor coastal regions appears to have moved 





Figure 3.6: Comparison of 2028-2055 fall American lobster habitat suitability index (HSI) model 
estimates. Red indicates estimated areas of poor habitat while blue indicates estimated areas of suitable 
habitat. Each row represents estimates from a different model: model 1, 2, or 3, respectively. Each 






Figure 3.7: Comparison of 2028-2055 spring American lobster habitat suitability index (HSI) model 
estimates. See Figure 3.6 for figure details. 
3.3.3 Relative Difference HSI Plots 
Relative differences were estimated between models 1 and 2, as well as between models 1 and 3. 
Hindcast relative difference plots in the fall show that model 1 tends to estimate HSI higher than model 2 
does, throughout the GOM in fall juveniles, as well as in spring juveniles, but to a lesser extent. In fall 
and spring juvenile relative difference plots for almost all hindcast years (2000-2017), there is some 
evidence of model 2 estimating higher habitat suitability in waters farther offshore than model 1 did in 
western GOM. This could be a sign that the finer scale model (model 2), is suggesting that suitable 
habitat for juvenile lobster is not limited to the most inshore regions of western GOM. This also supports 
observations that lobsters have been moving towards farther offshore waters than in previous decades 
(AMFSC, 2020; Tanaka et al., 2020). For adults, model 2 estimated higher or similar HSIs in western 
GOM, especially in fall male adult (FLMA) groups in 2017 (Figure 3.8). Similar to juveniles, model 2 
adult estimations were lower in eastern GOM when compared to model 1 estimations in the same region, 
but these differences occurred in waters further offshore, while model 2 estimated higher suitability in 
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more nearshore waters when compared to model 1 HSI estimates in eastern GOM. This was especially 
true for the FLMA group in eastern GOM in 2017 (Figure 3.8). 
 
Figure 3.8: American lobster relative differences in 2017 model HSI estimates. Legend numbers 
represent relative differences (%) between models 2 or 3 and model 1. Red legend colors indicate areas 
where the finer scale model (2 or 3) is estimating a lower HSI than model 1 did for that same area. Blue 
legend colors indicate areas where the finer scale model (2 or 3) estimated greater HSI values than model 
1 did for that same area. Pale yellow colors indicate similar HSI estimates between the stationary and 
nonstationary models. Each column represents a lobster sex 𝗑 size group. Each row represents the season 
and which models are being compared. 
In relative difference plots for the forecast period 2028-2055, many of the same trends persisted 
from the hindcast period to the forecast period. For both seasons, juvenile relative difference plots 
revealed that both models 2 and 3 (Figure 3.9) tended to estimate lower HSIs than their model 1 
counterparts throughout the majority of the GOM (IQR ≅ -28 to 1%). This can be seen by the 
overwhelmingly higher proportion of red, orange, and yellow colors in these plots, which designate that 
the finer scale models (2 or 3) had a lower estimated HSI at a specific location than model 1 did. In adult 
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groups, there was more of an even spread of relative underestimation and overestimation by model 1, 
where in fall adult groups, models 2 and 3 both estimated greater HSIs in coastal inshore eastern GOM 
and farther offshore western GOM waters, and estimated lower HSIs in farther offshore central and 
eastern waters and coastal western GOM. In the spring, there weren’t as large of relative differences 
between adult groups in models 1 and 2 (Figure 3.10), but there were greater relative differences 
highlighted in the central GOM region, where model 3 estimated lower HSIs in the inner Penobscot Bay 
region (Sears Island) and where model 3 estimated higher HSIs in more offshore waters in central GOM 
(Figure 3.9, IQR ≅ -28 to 10%). 
 
Figure 3.9: American lobster relative differences in 2028-2055 model HSI estimates. See Figure 3.4 for 
figure details. 
3.4 Discussion 
This study developed a modeling approach to explore the possible impacts of ignoring spatial 
heterogeneity of species-environment relationships in habitat suitability index models across a 
environmentally and ecologically complex area, the GOM. Final HSI estimates yielded from the 
Bioclimate model ultimately depend on the combination of estimated shape of the SI curves between 
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lobster abundance and environmental variables. From these SI curves, many factors such as the 
proportion, range, and magnitude of suitable habitat have the potential to vary based on inclusion, 
exclusion, or partitioning of data in the model. The shape and suitable range for environmental variable SI 
curves exhibited variation across different localized scales. This suggests that if a bioclimate model were 
applied to an environmentally and ecologically complex area at coarse spatial scale, then the results may 
more accurately represent one localized region of the entire study area, rather than well representing all 
spatial areas throughout the extent of the area of interest. We speculate that one reason for these 
observations is that the coarse scale model could have a tendency to favor regions with higher variance in 
its data when estimating relationships between habitat suitability and environmental conditions. This 
further highlights the importance of considering spatial scale in model development so that the “masking 
effect” (Brunsdon et al., 1996; Windle et al., 2012) commonly observed in stationary models and global 
statistics can be limited, and that localized differences can be better captured. 
Spring forecast models demonstrated a easterly shift in the estimated “hot spot” location, when 
compared to hindcast estimates around the same location. This shift in “hot spot” location is unique to 
spring model 3 forecasts and could be a result of this model better detecting northeast and offshore 
temporal shifts that have been thought to be occurring and are thought to continue to occur into the future 
(Goode et al., 2019; Mazur et al., 2020). Although there are no explicit temporal variables included in the 
development of any models tested in this study, accounting for assumptions of nonstationarity have been 
thought to account for spatial and temporal dependencies that cannot be explained by environmental 
variables alone (Bakka et al., 2016). 
Results from the relative difference plots between model 1 and model 2 or 3 highlighted the 
effects that assumptions of spatial scale have on model results. Some of the clearest patterns in spatial 
differences occurred in the central GOM region. We speculate the most prominent differences between 
models could be seen in this region because in model 3, central GOM had its own unique model ran on 
this area and therefore had the most potential to pick up on localized patterns. The model 3 central GOM 
region was the smallest scale model in this study and thus, localized patterns are more likely to be 
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emphasized because spatially irrelevant (or less relevant) data are not included in the model, and thus 
only the most spatially relevant data can influence relationships in that area. The relative differences 
between models 1 and 3 generally followed many of the same patterns of relative differences observed 
between models 1 and 2, but were typically more extreme. We speculate this is the result of the 
differences in spatial scales between models 2 and 3, where assumptions of spatial nonstationarity in 
model 3 are better satisfied and thus more distinct from model 1’s assumptions of stationarity.  
It is important to recognize that larger differences from model 1 do not automatically mean that 
model 3 is the most biologically realistic model, as it is difficult to determine the starting biological 
accuracy of model 1. Determining the amount of biological realism a bioclimate model captures is 
particularly challenging as there are no raw data for lobster habitat suitability available, and thus estimates 
of HSI cannot be compared to any observed estimates. However, model 3 results of this study correlate 
well with findings from Chapter 2, and Steneck and Wilson (2001), especially in the central GOM region, 
which suggests strong model fit and biological realism. 
 In bioclimate models, areas of “good” habitat are assumed to correlate with areas where high 
abundance have been observed, and vice versa with areas of “poor” habitat. Biases can arise in 
conjunction of this assumption because lobsters tend to prefer rocky, cobble, or boulder habitat, with 
plentiful locations to hide or take shelter (Lawton and Lavalli, 1995). These optimal shelter locations may 
not always be included in trawl surveys because trawls cannot be swept over areas with complex bottom 
topography, or other obstructions, such as areas densely fished with lobster traps. It has also been thought 
that as a species density increases, the spatial distribution of that species will also expand (Brown, 1984; 
Petitgas, 1998; Anderson and Gregory; 2000). This may lead to situations where individuals occupy a less 
suitable habitat because locations with the most suitable habitat are already occupied. American lobster 
stocks have increased fivefold since the 1980s (Goode et al., 2019), and densely populated areas could 
become less suitable as competition or susceptibility of disease increase. Effects of density-dependent 
habitat selection could ultimately lead to differences between fundamental and realized niches, and thus 
HSI model estimates. A limitation of this study is that it only considers environmental variables as 
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covariates. Future studies may benefit from the inclusion of biological covariates such as lobster density, 
or predator and prey densities. Future studies should also explore how HSI estimates change using non-
trawl data, such as scuba surveys or traps, which might better survey sheltered habitat locations.  
In this study, all covariates are assumed to have equal influence on habitat suitability, which is 
not likely to be a biologically reflective assumption. Although this study only considered statistically 
significant environmental covariates unique to each local model (Table 1), the influence of each 
significant covariate is not likely equal and future studies may benefit from incorporating weighted 
covariates in tandem with nonstationarity studies. The smallest spatial scale explored in this study was 
approximately 986 miles2 (2554 km2; Sherman et al., 2005). Future studies may also benefit from 
exploring how different methodologies of data partitioning can impact model results, or if model fit can 
be further improved at smaller spatial scales. Other limitations of this study include the variegated or 
“patchwork” results observed in models 2 and 3. Such abrupt changes in HSI estimates along the model 
edge lines are not likely to be biologically representative of true habitat suitability throughout the GOM. 
Consequently, these nonstationary modeling approaches should only be used to observe trends in HSI 
estimates, and not for precise estimations of “true” habitat suitability, especially near the model edge 
lines. Lastly, temporal nonstationarity was not considered in this study as the focus of this study was to 
explore the effects of spatial nonstationarity due to the evidence that has been observed in past studies (Li 
et al., 2018). In regard to exploring temporal nonstationarity, due to the relatively short time period of 
data available to this study, we made the assumption that temporal stationarity is present, but if longer-
term projections were to be made, temporal nonstationarity would likely need to be considered. However, 
this is beyond the scope of this study. 
This study indicates that estimates of lobster habitat suitability are dependent upon spatial scale 
and assumptions of nonstationarity. Results from a model that implicitly assumes spatial stationarity 
would differ from results of a model that better accounts for spatial heterogeneity. Thus, using results 
generated by stationary models could lead to different, or potentially even ill-informed management 
decisions which may result in less effective management results. Moreover, accounting for spatial 
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nonstationary processes may be essential when devising localized regulations, as indications of change or 
unique dependencies of a species may be masked when using global statistics. Management decisions 
informed by coarse-scale models could result in regulations being more effective in one local area and 
less in others, if the relationship curves that drive the estimates are more representative of a particular area 
of the study area, rather than well represented throughout. If model 3 HSI estimates are more biologically 
realistic as the correlation with past literature suggests, then comparatively, under an RPC 8.5 “business 
as usual” climate scenario prediction for the 2028-2055 forecast time period, traditionally utilized 
stationary models could overestimate juvenile lobster habitat suitability. This could result in a false 
security of recruitment expectations in future years, as the suitability of habitat would likely be lower than 
a coarse-scale model would predict. For adult lobsters, coarse-scale models are likely to comparatively 
overestimate habitat suitability in western GOM nearshore waters and further offshore waters of eastern 
GOM, while also underestimating further offshore waters in western GOM and coastal waters of eastern 
GOM.  
In light of these differences, it is important to consider the possibility of local heterogeneity in 
American lobster habitat modeling and management in the GOM. False overestimations of habitat 
suitability could lead to false perceptions of the current and future state and location of lobster stock. Such 
false perceptions could result in relaxed regulations or ill-informed biological reference point 
calculations, which could potentially lead to overfishing and potential population decline at some 
localized areas, or underfishing at other localized areas, which could result in economic loss. Quality 
lobster habitat suitability estimates will help stakeholders prepare and employ best practice measures to 
ensure the sustainability and longevity of the lobstering industry as we enter a new climate regime, and 






The goal of this work was to investigate how varying assumptions of spatial nonstationarity could 
affect model estimates, specifically in regard to estimations of species distribution and habitat suitability 
indices. In Chapter 1, we discuss the fundamentals of nonstationarity, what it means, and how it applies 
(or doesn’t) to various mathematical models that are commonly used when modeling species 
distributions. Chapter 1 discusses suggested methods by past literature on how spatial nonstationarity 
assumptions can be better met, when using models that typically assume spatial stationarity and utilize 
global statistics. These suggested methods not only allow for a higher degree of heterogeneity to be 
considered, but they also allow for extrapolation and forecasting, capabilities often sought out by 
distribution modelers. These suggested methods served as the basis for model development in the case 
studies discussed in Chapters 2 and 3. Chapter 1 ends by relating the concept of nonstationarity to the 
Gulf of Maine (GOM), and highlights observed heterogeneity within environmental conditions and how 
these conditions might contribute to the evidence of nonstationarity that has been claimed to exist by past 
literature.  
Chapter 2 takes the foundation set by Chapter 1 and aims to test the effects of assuming spatial 
nonstationarity on species distribution model estimates. In this study, American lobsters in the GOM were 
used as a case study, and the model type tested were Generalized Additive Models (GAMs). Three model 
approaches were tested, each with a different assumption of nonstationarity met. Results from this study 
suggest that the finest scale model that was tested, i.e. the model that assumed the highest degree of 
spatial nonstationarity, performed best. Based of the estimated distribution results from the 2028-2055 
forecasted period, stationary models tended to comparatively overestimate most season 𝗑 sex 𝗑 size 
lobster group abundances in western GOM, underestimate in the western portion of central GOM, and 
overestimate in the eastern portion of central GOM, and revealed slightly less consistent and patchy 
95 
 
trends amongst groups in eastern GOM. The results from this study suggest that incorporating 
assumptions of nonstationarity into model development leads to improved distribution estimates.  
Similarly, in Chapter 3, this same idea was tested on another model type, namely habitat 
suitability index (HSI) models, to test how estimates of lobster habitat suitability would change under 
varying assumptions of nonstationarity (or lack thereof). The methods applied in the Chapter 3 study are 
essentially the same as were applied to the Chapter 2 study, but on HSI models instead of GAMs. The 
purpose of the use of similar methodologies is to test to see if accounting for assumptions of 
nonstationarity are model-specific, or if differences in model estimates are present across multiple model 
types. Although the results from the GAMs and HSI models explore different ecological aspects (density 
distribution and habitat suitability, respectively), both models are based on underlying relationships 
between lobster abundance and environmental variables. Model dependence on these estimated 
relationships distinguishes these models as optimal choices to test the effects of spatial nonstationarity. 
Results from Chapter 3 were similar to those found in the Chapter 2 study in that the model 
applied at the smallest spatial scale was determined to be the best. When these models were applied to 
forecasted environmental data for the 2028-2055 time period, model estimates revealed that traditional 
modeling techniques applied at coarse spatial scales and assumptions of stationarity tend to comparatively 
overestimate the suitability of habitat for juvenile lobsters throughout the GOM. For adult lobsters, 
stationary models often estimated higher suitability in both coastal waters in western GOM and farther 
offshore waters in eastern GOM than model 2 or 3, and also estimated lower suitability in coastal eastern 
GOM waters and some offshore western GOM waters as well. 
The conclusions from both studies explored demonstrate that model estimates are dependent upon 
spatial scale and assumptions of nonstationarity. Collectively, the results from these studies highlight the 
potential implications that may arise when spatial stationarity is assumed in research areas that are 
ecologically complex and/or are regions that are susceptible to climate change. The GOM possesses both 
of these attributes and is thus a highly applicable region to perform these studies on.  
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These studies reveal that using results generated by stationary models could lead to different, or 
potentially even ill-informed management decisions which may result in less effective management 
results. This is because stationary models have demonstrated a tendency to generalize relationships that 
may be more representative of one spatial area, and consequently, result in average or sub average 
estimates in other spatial areas. In terms of management, if these globalized results were used, this could 
similarly result in management policies being more effective in specific areas and less in others, rather 
than effective throughout the management area. Results from models that better account for spatial 
nonstationary assumptions highlight the unique differences across or between localized areas, which may 
result in more effective management policies, and/or may result in the realization that more localized 
management strategies are required for the most effective sustainable practices. More accurate spatial 
distribution, habitat suitability, or potentially other ecological aspects evaluated in other model types will 
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Appendix A: Supplementary Material 
Supplementary Figures 
 
Figure A.1: Fall mean catch trends by ME-NH Inshore Bottom Trawl Survey regions from 2000-2019. 
Black lines in each plot represent the mean catch (reported in number of lobsters/tow) and red lines 




Figure A.2. Spring mean catch trends by ME-NH Inshore Bottom Trawl Survey regions from 2000-2019. 
Black lines in each plot represent the mean catch (reported in number of lobsters/tow) and red lines 





Figure A.3: Observed versus predicted catch cross validation results from Stationary GAM for each 
season, sex, and size group. Light gray lines represent 100 iterations of cross validation. Solid black lines 
represent the mean of the 100 linear regression lines. The dashed black line represents the 1:1 ratio line 





FigureA.4: Observed versus predicted catch cross validation results from the NSV1 model for each 
season, sex, and size group. Light gray lines represent 100 iterations of cross validation. Solid black lines 
represent the mean of the 100 linear regression lines. The dashed black line represents the 1:1 ratio line 





Figure A.5: Observed versus predicted catch cross validation results from the NSV2 model for each 
season, sex, and size group. Light gray lines represent 100 iterations of cross validation. Solid black lines 
represent the mean of the 100 linear regression lines. The dashed black line represents the 1:1 ratio line 
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