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Abstract
In 1994, R. Cauty proved Geoghegan’s conjecture on ANRs that a metrizable space X is an ANR
if and only if every open set in X has the homotopy type of a CW-complex. In this note, by using the
mapping cylinder technique, we provide an alternative short proof of this characterization of ANRs.
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The following characterization of ANRs was conjectured in 1978 by Geoghegan [3] (cf.
[4, Problem ANR2] and [7, Problem ANR3]) and it was proved in 1994 by Cauty [1].
Theorem (Cauty–Geoghegan’s Characterization of ANRs). A metrizable space X is an
ANR if and only if every open set in X has the homotopy type of a CW-complex.
In this note, by using the mapping cylinder technique, we provide an alternative short
proof of this characterization of ANRs.
The mapping cylinder of a map f :X→ Y is the adjunction space
M(f )= Y ∪f ◦ prX |X×{0} X× I .
By qf :Y ⊕ X × I → M(f ), we denote the natural quotient map. The collapsing of
M(f ) is the map cf :M(f )→ Y defined by cf |Y = id and cf |X× (0,1] = f ◦ prX . Let
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iX :X→M(f ) (or iX :X→X × I ) be the natural embedding defined by iX(x)= (x,1).
Then, cf ◦ iX = f and cf  id rel. Y in M(f ). 1
For spaces X and Y with A⊂ X ∩ Y , we denote X  Y rel. A if there exist homotopy
equivalences f :X→ Y and g :Y → X such that f |A = g|A = id, gf  idX rel. A and
fg  idY rel. A. The following facts are well known [2, Corollaries 2.4 and 2.5]:
Fact 1. If two maps f,g :X→ Y are homotopic, then M(f )M(g) rel. Y ∪X× {1}. 2
Fact 2. For maps f :X→ Y and g :Y →Z, M(g) ∪iY M(f )M(gf ) rel. Z ∪X× {1}.
When X ⊂ Y and f :X→ Y is the inclusion map, we have
M(f ) Y × {0} ∪X× I rel. Y × {0} ∪X× {1},
where Y ⊂M(f ) is identified with Y × {0}. In fact, let ϕ :M(f )→ Y × {0} ∪X × I and
ψ :Y × {0} ∪X× I →M(f ) as follows: ϕ(y)= (y,0) for y ∈ Y , ϕ|X× (0,1] = id and
ψ(x, t)=
{
x if (x, t) ∈ Y × {0} ∪X× [0, 12 ],
(x,2t − 1) if (x, t) ∈X× [ 12 ,1].
Then, as easily observed, ϕψ  id rel. Y ∪X× {1} and ψϕ  id rel. Y × {0} ∪X× {1}. 3
Thus, the following holds:
Fact 3. Let X be a subspace of Z. For maps f :X→ Y and g :Y →Z, if gf  idX in Z,
then
M(g)∪iY M(f )Z× {0} ∪X× I rel. Z× {0} ∪X× {1},
where Z ⊂M(g) is identified with Z× {0}. 4
Applying Fact 3, we show the following:
Lemma 1. Let f :X → Y be a homotopy equivalence with g :Y → X a homotopy
inverse. Then, there exist maps f¯ :M(f )→ Y × I , g¯ :Y × I →M(f ) and a homotopy
h :M(f )× I →M(f ) such that:
(1) f¯ (y)= (y,0) for y ∈ Y and f¯ (x,1)= (f (x),1) for x ∈X;
(2) g¯(y,0)= y for y ∈ Y and g¯(y,1)= (g(y),1) for y ∈ Y ;
(3) h0 = idM(f ), h1 = g¯f¯ , ht |Y = idY and ht (X× {1})⊂X× {1} for t ∈ I .
Proof. By Fact 3, we have a map
ξ :M(f )→M(f )∪iX M(g)∪iY M(f )
1 For maps f,g :X → Y and A ⊂ X, f  g rel. A means that f |A = g|A and there exists a homotopy
h :X× I → Y such that h0 = f , h1 = g and ht |A= f |A for every t ∈ I .
2 The converse also holds but we do not use it.
3 If X is closed in Y , the map ϕ is a homeomorphism. But this is not true in general.
4 In case X= Z, since X× I is regarded as the mapping cylinder of idX , this is a direct consequence of Facts 1
and 2.
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such that ξ |Y = id, ξ maps X× (0, 12 ] into the first M(f ) by the formula ξ(x, s)= (x,2s),
ξ(X × [ 12 ,1]) = M(g) ∪iY M(f ) and ξ |X × {1} = id by identifying X × {1} with the
one in the last M(f ). Moreover, again by Fact 3, we now have a homotopy equivalence
ϕ :M(f )∪iX M(g)→ Y ×I with a homotopy inverseψ :Y ×I →M(f )∪iX M(g), which
realizes
M(f )∪iX M(g) Y × I rel. Y × {0,1}.
The collapsing maps cf :M(f )→ Y and cg :M(g)→X induce the retractions
rf :M(f )∪iX M(g)∪iY M(f )→M(f )∪iX M(g) and
rg :M(f )∪iX M(g)→M(f ).
Then, the maps f¯ = ϕrf ξ :M(f )→M(f ) ∪iX M(g) and g¯ = rgψ :M(f ) ∪iX M(g)→
M(f ) satisfy the conditions (1) and (2).
Since f¯ (X× {1})= Y × {1} and g¯(Y × {1})=X× {1}, it follows that
g¯f¯ = rg(ψϕ)rf ξ  rgrf ξ rel. Y ∪X× {1}. (∗)
Observe that rgrf ξ(x, s) = (x,2s) for each (x, s) ∈ X × (0, 12 ] and rgrf ξ(X × [ 12 ,1])=
X × {1}. We define a homotopy h∗ :M(f )× I →M(f ) as follows: h∗t |Y = idY for each
t ∈ I and
h∗t (x, s)=
{
rgrf ξ
(
x, s − 12 t
)
for (x, s) ∈X× [ 12 + 12 t,1],(
x,2s/(1+ t)) for (x, s) ∈X× (0, 12 + 12 t).
Then, h∗0 = rgrf ξ and h∗1 = id. By using this homotopy h∗ and (∗), we can easily define
the desired homotopy h satisfying the condition (3).—Fig. 1. ✷
We also use the following lemma:
Lemma 2. Let f :X→ Y and g :Y →X be maps, and h :X × I →X a homotopy such
that h0 = id and h1 = gf . Then, there exist maps f˜ :X× I →M(f ), g˜ :M(f )→X× I
and a homotopy h˜ : (X× I )× I →X× I such that:
(1) f˜ |X× {1} = id and f˜ (x,0)= f (x) for x ∈X;
(2) g˜|X× {1} = id and g˜(y)= (g(y),0) for y ∈ Y ;
(3) h˜0 = id, h˜1 = g˜f˜ , h˜t (x,1)= (x,1) and h˜t (x,0)= (ht (x),0) for x ∈X and t ∈ I .
Proof. Let f˜ = qf |X × I . The map g˜ is defined as follows: g˜(y) = (g(y),0) for y ∈ Y
and
g˜(x, s)= (h1−s(x), s) for (x, s) ∈X× (0,1].
We define the homotopy h˜ by
h˜t (x, s)=
(
h(1−s)t (x), s
)
for (x, s, t) ∈X× I × I .
Then, it is easy to verify the conditions (1)–(3). ✷
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Fig. 1.
The following is the key to our proof:
Lemma 3. Suppose that each open set in X has the homotopy type of a CW-complex. Let
P0 be a CW-complex, X0 a closed set in X, W0 an open set in X with X0 ⊂W0, V0 an
open cover of W0, and let f0 :W0 → P0, g0 :P0 →W0 be maps and h0 :W0 × I →W0 a
V0-homotopy such that h00 = g0f0 and h01 = id. Given a discrete open collection W in X,
let W1 =⋃W and
V1 = V0 ∪ {V ∪W | V ∈ V0, W ∈W, V ∩W = ∅}.
Then, there exist a CW-complex P1, maps f1 :W0 ∪W1 → P1, g1 :P1 →W0 ∪W1 and a
V1-homotopy h1 : (W0 ∪W1)× I →W0 ∪W1 such that h10 = g1f1, h11 = id, P0 ⊂ P1,
f1|X0 = f0|X0, g1|P0 = g0 and h1|X0 × I = h0|X0 × I .
Proof. Let k :W0 ∪ W1 → [0,1] be a Urysohn map with k(X0 ∪ (W0 \ W1)) = 0 and
k(W1 \W0)= 1. We define
S =W0 ×
[
0, 13
]∪ (W0 ∩W1)× [13 , 23]∪W1 × [ 23 ,1]⊂X× I
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and an embedding j :W0 ∪W1 → S by j (x)= (x, k(x)). Let r = prX |S :S →W0 ∪W1.
Then, rj = id and j (X0 ∪ (W0 \W1))⊂W0 × {0}.
For each W ∈W , let W∗ =W0 ∩W and define
SW =
(
W0 × [0,1] ∪W∗ × [1,2]
)∪W∗×{2} (W × [0,1] ∪W∗ × [1,2]).
By the natural identification, we can regard S =⋃W∈W SW . We shall construct a CW-
complex PW , maps fW :SW → PW , gW :PW → SW and a homotopy hW :SW × I → SW
such that hW0 = gWfW , hW1 = id, P0 ⊂ PW , fW (x,0) = f0(x) for x ∈ W0, gW(y) =
(g0(y),0) for y ∈ P0 and hWt (x,0)= (h0t (x),0) for x ∈W0 and t ∈ I . Then, the desired
CW-complex P can be defined by P =⋃W∈W PW . Since W is discrete in X, the maps
f1, g1 and the homotopy h1 can be defined as follows:
f1|(W0 \W1)∪W = fWj |(W0 \W1)∪W, g1|PW = rgW ,
h1t |(W0 \W1) ∪W = rhWt j |(W0 \W1)∪W.
Indeed, f1(x) = fWj (x) = fW(x,0) = f0(x) for x ∈ X0, and g1(y) = rgW (y) =
r(g0(y),0)= g0(y) for y ∈ P0. For x ∈ X0 and t ∈ I , h1t (x)= rhWt j (x)= rhWt (x,0)=
r(h0t (x),0)= h0t (x).
Fix W ∈W . We now construct PW , fW , gW , hW as follows: By the hypothesis, we
have CW-complexes P , P∗ and homotopy equivalences f :W → P , f∗ :W∗ → P∗ with
their homotopy inverses g and g∗, respectively. Let gˆ∗ :P∗ → W0 and gˇ∗ :P∗ → W be
the maps defined by gˆ∗(x) = gˇ∗(x) = g∗(x) for x ∈ P∗. Taking cellular approximations
ψ0 :P0 → P0, ϕ0 :P∗ → P0 and ϕ :P∗ → P of f0g0, f0gˆ∗ and f gˇ∗, respectively (cf. [6,
Chapter II, Theorem 8.5]), we define
PW =
(
M(ψ0)∪iP0 M(ϕ0)∪ P∗ × [1,2]
)∪P∗×{2} (P × I ∪iP M(ϕ)∪ P∗ × [1,2]),
and
QW =
(
M(f0)∪iW0 M(g0)∪iP0 M(ϕ0)∪ P∗ × [1,2]
)
∪P∗×{2}
(
P × I ∪iP M(ϕ)∪ P∗ × [1,2]
)
.
Since ψ0, ϕ0 and ϕ are cellular, PW is a CW-complex (cf. [6, Chapter II, Corollary 5.12]).
By Fact 2, we have
PW QW rel. P0 ⊕ P × {0},
where P0 ⊂M(ψ0)⊂ PW is identified with P0 ⊂M(f0)⊂QW . Let
TW =
(
W0 × I ∪iW0 M(g0)∪iP0 M(f0) ∪iW0 M
(
gˆ∗
)∪iP∗ M(f∗))
∪W∗×{1}
(
M(g)∪iP M(f )∪iW M
(
gˇ∗
)∪iP∗ M(f∗)).
Now, we can apply Fact 3 to obtain
SW  TW rel. W0 × {0} ⊕W × {0}.
Thus, SW and PW can be replaced by TW and QW , respectively.
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Fig. 2.
Since f0gˆ∗  ϕ0 and f gˇ∗  ϕ, it follows from Facts 1 and 2 that
M(f0)∪iW0 M
(
gˆ∗
)M(ϕ0) rel. P0 ∪P∗ × {1} and
M(f )∪iW M
(
gˇ∗
)M(ϕ) rel. P ∪ P∗ × {1}.
By applying Lemmas 1 and 2 to f∗, g∗ and f0, g0, h0, respectively, we can easily construct
maps fW :TW → QW , gW :QW → TW and a homotopy hW :TW × I → TW such that
fW(x,0) = f0(x) for x ∈ W0, gW(y) = (g(y),0) for y ∈ P0, hW0 = id, hW1 = gWfW ,
hWt (x,0)= (ht (x),0) for x ∈W0 and t ∈ I . The proof is completed (see Fig. 2). ✷
Now, we can give a proof of Cauty–Geoghegan’s characterization of ANRs:
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Proof of Theorem. Since any open set in an ANR is also an ANR and every ANR is has
the homotopy type of a CW-complex, we have the “only if” part.
We apply Hanner’s characterization of ANRs [5] to prove the “if” part. For any open
cover U of X, we show that X is U -homotopy dominated by a CW-complex. Let K be the
nerve of U with ϕ :X→ |K| a canonical map. By K(n), St(v,K) and Sdk K , we denote the
n-skeleton of K , the star at v in K and the k-th barycentric subdivision of K , respectively.
For each simplex τ ∈ K , let τˆ be the barycenter of τ and Xτ = ϕ−1(|St(τˆ ,Sd2 K)|).
Observe that X =⋃τ∈K Xτ and each {Xτ | τ ∈ K(n) \ K(n−1)} is discrete in X. Then,
for each τ ∈K , we can find an open set Wτ in X so that Xτ ⊂Wτ ⊂ intϕ−1(St(τˆ ,SdK))
and each {Wτ | τ ∈K(n) \K(n−1)} is discrete in X. For each integer n 0, we define
Wn =⋃Wn =⋃{Wτ ∣∣ τ ∈K(n) \K(n−1)},
Vn =
n⋃
i=0
Wi =
⋃
τ∈K(n)
Wτ and Xn =
⋃
τ∈K(n)
Xτ ⊂ Vn.
Notice that Vn = Vn−1 ∪Wn. Since each τ ∈K is contained in int⋃στ |St(σˆ ,Sd2 K)|, it
follows that X =⋃∞n=0 intXn. We inductively define
Vn = Vn−1 ∪ {V ∪W | V ∈ Vn−1, W ∈Wn, V ∩W = ∅},
where V0 =W0. Then, each Vn is an open cover of Vn which refines U .
For each v ∈ K(0), Wv has the homotopy type of a CW-complex Pv . Let P0 =⊕
v∈K(0) Pv . Since V0 = W0 is pairwise disjoint and V0 = W0, there exist two maps
f0 :V0 → P0, g0 :P0 → V0 and a V0-homotopy h0 :V0 × I → V0 with h00 = g0f0 and
h01 = id. By Lemma 3, we have a CW-complex P1, maps f1 :V1 → P1, g1 :P1 → V1 and
a V1-homotopy h1 :V1 × I → V1 such that h10 = g1f1, h11 = id, P0 ⊂ P1, f1|X0 = f0|X0,
g1|P0 = g0 and h1|X0 × I = h0|X0 × I . Again using Lemma 3, we obtain a CW-complex
P2, maps f2 :V2 → P2, g2 :P2 → V2 and a V2-homotopy h2 :V2 × I → V2 such that
h20 = g2f2, h21 = id, P1 ⊂ P2, f2|X1 = f1|X1, g2|P1 = g1 and h2|X1 × I = h1|X1 × I .
Thus, we apply Lemma 3 inductively to obtain a tower P0 ⊂ P1 ⊂ P2 ⊂ · · · of CW-
complexes with maps fn :Vn → Pn, gn :Pn → Vn and Vn-homotopies hn :Vn × I → Vn
such that hn0 = gnfn, hn1 = id, fn|Xn−1 = fn−1|Xn−1, gn|Pn−1 = gn−1 and hn|Xn−1×I =
hn−1|Xn−1 × I . Then, P =⋃∞n=0 Pn is a CW-complex. We can define maps f :X→ P ,
g :P →X and a U -homotopy h :X × I → X as follows: f |Xn = fn|Xn, g|Pn = gn and
h|Xn × I = hn|Xn × I for n  0. Then h0 = gf and h1 = id, hence X is U -homotopy
dominated by P . Therefore, X is an ANR. ✷
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