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In pattern recognition and machine learning, comparing and contrasting are the most fundamental
operations: from similarities we derive common rules encoded in the systems, while from difference we
infer what makes each system unique. The biological sciences are not an exception to these operations
and, in fact, rely heavily on their use. More recently, the emergence of high-throughput measurement
technologies has highlighted the need for novel approaches capable of enhancing our ability to un-
derstand complex relationships in these data sets. Often, these relationships can be best represented
using graphs (or networks), where nodes are biochemical components such as genes, RNAs, proteins
or metabolites, and edges indicate the types (and often quality) of relationship. Comparison of rela-
tionships is generally performed by aligning the networks of interest. For example, for protein-protein
interaction (PPI) networks, the goal of network alignment is to find mappings between nodes (pro-
teins) which are highly useful in identifying signaling pathways or protein complexes and to annotate
genes of unknown functionality from subnetworks conserved across multiple species. Phylogenetic
trees are also graph structures that describe evolutionary relationship among groups of organisms and
their hypothetical ancestors. As it has been shown in a large volume of previous work, comparison of
trees also opens the possibility of supporting or building new evolutionary hypotheses: for example,
the detection of host-parasite symbiosis, gene coevolution as a signal of physical interactions among
genes, or nonstandard events such as horizontal gene transfer.
The goal of this thesis is to develop and implement a flexible set of algorithms and methodologies
that can be used for the alignment of trees and/or networks having various sizes and properties. We
first define a new relaxed model of graph isomorphism in which the shortest path lengths are preserved
between corresponding intra-node pairs. Then, based on Google’s PageRank model, we present a new
tree matching approach, phyloAligner, which resolves several weakness of previous approaches.
We further generalize this tree matching algorithm to a broader flexible framework, MCS-Finder, as a
scalable and error-tolerant approximation for identifying the maximum common substructure between
iii
weighted graphs or distance matrices of different sizes. For phylogenetic trees with weighted edges and
strictly-labeled nodes, multidimensional scaling-based methods, xCEED, can effectively evaluate the
structural similarity and identify which regions are congruent/incongruent. These methods successfully
detected coevolutionary signals as well as nonstandard evolutionary events such as horizontal gene
transfer, and recovered interaction specificity between multigene families.
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In pattern recognition and machine learning, comparison and contrast are the most funda-
mental operations: from similarities we derive common rules encoded in the systems, while
from difference we infer what makes each system unique. The biological sciences are not an
exception to these operations and, in fact, rely heavily on their use. Since the whole genome
sequencing of numerous organisms was completed, naı¨ve comparison has been performed
on those genome regions as in comparative genomics. Information on interspecies similarity
in nucleotide sequence, gene order, and synteny is a major resource for identifying putative
functional elements in silico and for predicting the functional properties of those genomic
elements. In addition, conservation and diversification of regions in a genome give us use-
ful evolutionary information about how selection acts upon functional and/or non-functional
segments.
From the early 2000’s, the paradigm of comparison in biosciences has been expanding to
comparing relationships owing to the high-throughput measurement technologies that made
it possible to pursue the system-level understanding of the complex interplay among genes,
RNA’s, proteins, metabolites and other biochemical components. These relationships can
be best represented using graphs (or networks), where nodes are biochemical components
and edges indicate types of relationship. There exist a variety of different types of networks
reported: protein-protein interaction networks (Schwikowski et al. (2000)), transcriptional
regulatory networks (Lee et al. (2002)), signal transduction networks (Galperin (2004)), co-
expression networks (van Noort et al. (2004)), gene-metabolite networks (Nikiforova et al.
(2005)), or coevolution networks (Tillier and Charlebois (2009)). There also have been many
data integration efforts to combine several different types of networks into one single network
that summarizes those different edge information (Guan et al. (2008)). Summary networks
are used to improve the reliability of characterized network components or to annotate/predict
unknown functionality or interaction of genes. These networks are mostly constructed in
genome-scale, and, therefore, there is a pressing need for efficient comparison methods.
Comparison of relationships is generally performed by aligning the networks of interest
(Sharan and Ideker (2006); Flannick et al. (2006); Singh et al. (2008)). For example, for
protein-protein interaction (PPI) networks, the goal of network alignment is to find mappings
between nodes (proteins) and edges (physical interactions) of networks constructed for differ-
ent species. It is an important problem in the context of comparative genomics, and useful in
identifying signaling pathways or protein complexes and to annotate genes of unknown func-
tionality from subnetworks conserved in many species. However, this is not a trivial problem,
as no two species have one-to-one relationships with respect to genes and interactions. Not
only mutations at sequence-level, but also evolutionary events such as gene duplication and
deletion make it hard to accurately sort out correspondence between two genomes. Network
alignment is useful not only because it identifies conserved relationship across organisms but
also because it provides an opportunity to understand evolutionary events such as gene dupli-
cation at the system level, for example, how they affected the link structure of the network
and how such evolutionary processes act on these biological systems. As is the case with
early evolutionary analyses at the sequence-level, accurate alignment of networks is crucial
for improved understanding of multiple biologically-relevant processes.
Phylogenetic trees are also graph structures that describe evolutionary relationship among
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groups of organisms and their hypothetical ancestors. Phylogenetic trees are frequently re-
constructed based on homologous protein sequences or genes. Comparison of gene trees with
organismal trees allows the detection of non-standard events such as horizontal gene transfer
(Addario-Berry et al. (2003); MacLeod et al. (2005)). Comparison of species trees can be used
to give a picture of host-parasite symbiosis as is seen, for example, in the case of attine ants,
their fungal cultivars, and the Escovopsis parasite (Currie et al. (2003)). Another example is
the prediction of protein-protein interactions, as it has been shown that interacting proteins
often appear to coevolve with one another (Goh et al. (2000); Fryxell (1996); Moyle et al.
(1994)). Such instances of coevolution are largely based on the premise that in order to main-
tain their interaction (and thus their broader functionality), changes in one gene/protein will
be coordinated with changes in the other, and this process of coevolution or correlated evo-
lution can be observed through the similarity of their phylogenetic trees (Yeang and Haussler
(2007); Kann et al. (2009)).
1.2 Scope of the Thesis
1.2.1 The goal statement
The goal of this thesis is to develop and implement a flexible set of algorithms and method-
ologies that can be used for the alignment of trees and networks having different sizes and
properties. In particular, this thesis focuses on the following questions with regard to both
trees and graphs:
1. How does one measure the similarity between them?
2. How can one identify congruent and/or incongruent regions?
3. How can these structures be aligned based upon structural properties?
4. How can one find the largest substructure (subtree or subnetwork) embedded in two
given structures?
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A common underlying theme in the alignment and comparison problems presented here is
the need to identify the maximum common substructure (MCS) between a pair of trees or net-
works (or between two weighted graphs in general). In this thesis, the common substructure is
defined where each node of the first structure is matched to a distinct node in the other struc-
ture and the shortest path lengths are preserved between any corresponding pairs of nodes.
By this definition, we are able to match phylogenetic trees where linking internal nodes are
required to add a leaf node. And, as a result, internal nodes can intervene anywhere on edges.
Note that this definition is quite different from that of the common graph isomorphism or sub-
graph isomorphism in other articles, e.g., (Raymond and Willett (2002); Conte et al. (2004)).
Figure 1.1 illustrates the difference. Tree-(b) is derived from Tree-(a) by removing three leaf
nodes (colored in gray). At the same time, the linker nodes (colored in red) are also removed
because phylogenetic tree does not allow degree-2 internal node. The problem is that there
is no way to correctly match all the nodes between two trees (mapped with blue dotted lines)
using subgraph isomorphism because edges are intervened by the linker nodes. But using our
definition of common substructure, the correct mapping is possible because the shortest path
lengths are preserved by the mapping.
1.2.2 Classification of problems we deal with
Common to both trees and networks are properties such as whether or not the nodes and edges
are labeled or not, as well as whether or not the nodes and edges have associated weights.
The presence or absence of these attributes can significantly alter the degree of difficulty in
addressing these alignment and comparison problems.
We classify problems based on available information, i.e., node and edge attributes. If
nodes or edges have continuous values assigned, we distinguish them as weighted or un-
weighted. Note that, if needed, we can always convert continuous values to categorical val-
ues. For example, pixel intensity in image registration problem can be categorized to high,
medium, and low if that helps solving the problem at hand. If nodes or edges have categorical
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(a) (b)
Figure 1.1: Illustration of the shortest path length-preserving maximum common substructure.
Tree-(b) is obtained by removing some leaf nodes (gray) and the linking internal nodes (red)
from Tree-(a). There is no way to correctly match all the nodes (blue dotted lines) using
subgraph isomorphism because no intervention of edges is allowed in isomorphism.
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values, then we classify them as follows.
• Strictly-labeled: Only matching between identical labels is required. Duplicated use of
labels is not allowed. Problems in this category is not necessarily easy, because some
matches may not be included in the MCS even though each of them share identical
label.
• Loosely-labeled: Labeled but matching is allowed within predefined label groups. Even
if matching is allowed only between same labels (as in strictly-labeled), it belongs to
this category when the same label appears multiple times in a network. For example,
phylogenetic trees harboring gene duplication may have multiple nodes with equivalent
species labels. In chemical structures represented with 2-D or 3-D graphs, edge label
would indicate different types of bond, i.e., single, double, or triple bond, which may
appear multiple times in a chemical.
• Unlabeled: Absolutely no requirements on matching node/edge labels or weights. Even
if nodes have labels, it is regarded as unlabeled if we cannot use them for matching.
For example, in PPI networks used in Singh et al. (Singh et al. (2008)), edges are un-
weighted and nodes are loosely-labeled because they use protein sequence as node labels and
there may exist multiple similar sequences between two organisms. In graph representations
of chemical structures, both nodes and edges are loosely-labeled since nodes are atoms and
edges are bond types which appear multiple times in a structure.
Usually, as more information becomes available, the corresponding matching problem
also becomes easier as it is likely that the information reduces the search space by putting
more constraints on possible matches. Many existing approaches for graph matching are
usually optimized for specific conditions. For example, in finding the maximum agreement
subtree (MAST) where the largest induced subtree existing in two input trees is found, all the
algorithms require that nodes be strictly-labeled. Although they may be efficient when the
node requirement is met (for example one proposed by Cole et al. (Cole et al. (1996))), they
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do not work for trees that harbors gene (node) duplication. Given this situation, another aim
of my alignment framework is to provide simple way to incorporate different conditions listed
above into the matching procedure without major modification.
1.3 Thesis Statement
• Google’s PageRank model can be successfully applied to a flexible yet error-tolerant
framework for matching weighted graphs or 3-dimensional point sets of different sizes
and identifying the maximum common subgraph or substructure. Into the framework,
we can incorporate node and edge attributes such as node value, node labels, edge
lengths, edge labels, angles between edges, and so on to improve the matching accuracy.
• Embedding phylogenetic trees or evolutionary distance relationships in Euclidean space
by multidimensional scaling makes it possible to align them using Procrustes method
and measure structural similarity of trees without suffering from autocorrelation. In ad-
dition, using Verboon’s robust alignment we can identify incongruent part between two
trees, which can be applied to detect non-standard evolutionary events such as horizon-
tal gene transfer.
1.4 Organization of the Thesis
In Chapter 2, we present three different methods, collectively called xCEED, for comparison
of weighted hierarchical structures (e.g., phylogenetic trees). The matching in this instance
involves strictly-labeled nodes with weighted edges. The core of xCEED is the conversion
of weighted tree graphs into distance matrices, and, further into high-dimensional structures
embedded in Euclidean space using Multidimensional scaling. The embedded evolutionary
distance (EED) structures are then superimposed, from which we can evaluate the structural
similarity or identify congruent/incongruent regions in the original input trees.
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In Chapter 3, we present local alignment algorithm for weighted tree graphs, phyloAligner,
in which it first evaluates and ranks the importance of all the possible matches between two
trees, and then, selects high ranking matches to build the maximum common subtree mapping.
Based on Google’s PageRank model, the basic matching idea was first proposed by Singh et
al. (Singh et al. (2008)) in their IsoRank and was used for globally matching “un”weighted
PPI networks. phyloAligner not only generalizes IsoRank to weighted graphs but resolves
several weakness of IsoRank, for example, intervening internal node issues (See Figure 1.1).
The description is rather focused on tree structures, but the algorithm applies to weighted
graphs without any modification.
In Chapter 4, we further generalize our phyloAligner to a framework of graph matching,
and showed its implementation is effective by identifying MCS between 3-D point sets in
which we do not assume any edge connectivity among nodes nor any available attributes of
nodes/edges except the coordinates of points. It is equivalent to matching distance matrices of
different sizes.




xCEED: Comparison of Weighted Phylogenetic
Trees through Alignment of Embedded
Evolutionary Distances (EED)
This chapter has been published as in BMC Bioinformatics (Choi and Gomez (2009)).
2.1 Background
Understanding historical relationships between genes, proteins and species is a core aspect of
evolutionary biology, with the phylogenetic tree playing a fundamental role in analysis and
visualization. However, major challenges still exist in the representation and analysis of the
information encoded within phylogenetic trees. For instance, inferring the “true” tree is fun-
damentally a difficult problem, leading to continuous refinement of reconstruction methods
(Felsenstein (2004)). Similarly, methodologies for tree comparison are also undergoing sig-
nificant development (Page (2002)). In this instance, the typical goal is to compare trees in
order to determine their degree of similarity, providing one mechanism to test a variety of
hypotheses regarding evolutionary associations. For example, comparison of gene trees with
organismal trees allows the detection of non-standard events such as horizontal gene transfer
(Addario-Berry et al. (2003); MacLeod et al. (2005)). Comparison of species trees can be used
to give a picture of host-parasite symbiosis as is seen, for example, in the case of attine ants,
their fungal cultivars, and the Escovopsis parasite (Currie et al. (2003)). Another example is
the prediction of protein-protein interactions, as it has been shown that interacting proteins
often appear to coevolve with one another (Goh et al. (2000); Fryxell (1996); Moyle et al.
(1994)). Such instances of coevolution are largely based on the premise that in order to main-
tain their interaction (and thus their broader functionality), changes in one gene/protein will
be coordinated with changes in the other, and this process of coevolution or correlated evo-
lution can be observed through the similarity of their phylogenetic trees (Yeang and Haussler
(2007); Kann et al. (2009)).
While there are a variety of methods available for the comparison of trees, two general
categories of approaches are clearly distinguishable. The first class of approaches focuses
on comparing trees through topological features, for example quantifying the number of
shared/non-shared substructures (e.g. subtrees of four leaf nodes) between a pair of trees
(Robinson and Foulds (1981); Estabrook et al. (1985)) or finding the minimum number of
operations (e.g. nearest neighbor interchange) to transform one tree into another (Robinson
(1971); Waterman and Smith (1978); Hein et al. (1996)). The second class of approaches
compares the distance or path length information directly. Specifically, in these approaches
assessing the similarity between two trees is reduced to a problem of finding the degree of cor-
relation (most commonly the Pearson correlation) between the elements within the respective
distance matrices. The “mirrortree” method is based on such an approach and was developed
for the prediction of protein-protein interactions (Pazos and Valencia (2001)). Continued work
in this area has led to multiple modifications of the basic mirrortree approach including the
use of patristic distances obtained from the corresponding neighbor-joining tree instead of
the observed inter-protein distances (Pazos et al. (2005)), the correction of patristic distance
matrices for their inherent similarity due to background “tree of life” evolution (Pazos et al.
(2005); Sato et al. (2005, 2006)), and the incorporation of ancestor node information into the
distance matrices (Craig and Liao (2007)).
While methods based on distance matrix similarities have proven to be of particular value,
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several substantial disadvantages exist. For instance, these methods assume that each value in
a distance matrix is independent of the other distance values. This is generally not the case as,
if a distance (path length) between two leaf nodes changes, lengths of all other paths involving
the modified edge(s) also change. Therefore, any method in which the distance matrices are
directly manipulated without considering this dependency may bias the reported correlations.
It is also difficult to extend these existing approaches, for example, to incorporate robust
estimation into the identification of outlying lineages between compared trees. Furthermore,
by definition, it is not possible to handle trees of different size or to align multiple trees
simultaneously. Finally, prior knowledge cannot be readily incorporated so as to help guide
comparisons.
Here, we report a novel method for the comparison of evolutionary distance matrices (and
hence trees) based on the superimposition of Euclidean embeddings that best realize the given
distance relationships. Specifically, we start from a set of aligned sequences and generate dis-
tance matrices based on either distance information calculated directly from the alignment, or
distances derived from a corresponding neighbor joining tree. From these distance matrices
we then map each sequence to a Euclidean space via metric multidimensional scaling (MDS).
This operation produces a multidimensional structure or point pattern, where each point repre-
sents a taxon, and the distance relationships between all points is maintained from the original
distance matrix. For the purpose of comparing two trees, the same operation is applied to the
second distance matrix, generating the second Euclidean embedding. Finally, we superimpose
one embedded point pattern onto the other with the degree of fit being determined by the least
squares sum of deviations between corresponding point pairs or by some other measure as
described below.
We refer to the general comparative approach of Euclidean embedding creation and align-
ment as “xCEED”, the Comparison of Embedded Evolutionary Distances. However, this gen-
eral approach actually contains three different superimposition methods, differing with regard












































































Figure 2.1: The three different types of embedded structure alignment described in this
work.(a) rCEED aligns two target structures indirectly using a reference structure. This align-
ment is based on classical Procrustes superimposition. (b) For the detection of outliers and/or
common substructures, we use vCEED to perform a local alignment (rather than global in
the case of rCEED). (c) If neither a reference structure nor correspondence information is
available, we can align the structures using gCEED which adapts a Gaussian mixture model
approach for the accurate superimposition.
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an indirect superimposition of target structures (trees) that is guided by a low-noise reference
structure, 16S ribosomal RNA phylogenies. While similar to the tol-mirrortree and vector-
projection methods (Pazos et al. (2005); Sato et al. (2005)), this approach, rCEED, provides
a new way to remove background correlation caused by tree-of-life evolution and thus helps
in providing an accurate measure of coevolution (see Figure 2.2). Like the tol-mirrortree and
vector-projection methods, rCEED requires both a reference structure as well as correspon-
dence information for proper alignment (e.g. protein A in tree 1 maps to protein B in tree 2).
We describe the application of rCEED to the prediction of coevolving protein interactions and
demonstrate its improved performance over the mirrortree, tol-mirrortree (Pazos and Valencia
(2001); Pazos et al. (2005)), phylogenetic vector projection (Sato et al. (2005)), and partial
correlation methods (Sato et al. (2006)).
In cases where the identification of incongruent region between trees is desired, robust
structure alignment (vCEED) can be performed using “Verboonian” Procrustes (Verboon and
Heiser (1992)), which penalizes less for the existence of outliers when compared to rCEED.
As a result, one can detect local regions of similarity even in the presence of outliers and/or
identify outliers relative to a common shared structure. The identification of horizontal gene
transfer (HGT) events is an area where outlier detection within a phylogenetic tree is needed
and we provide an example of the applicability of vCEED to this problem. As with rCEED,
we can also use vCEED to detect coevolving protein interactions, especially in cases where a
reference structure is not available and/or target structures (trees) contain outlying taxa and
show its in this. We also compare the performance of vCEED with that of rCEEDand other
existing methods.
Finally, alignment without either a reference structure or mapping information can be
performed with a Gaussian mixture model superimposition approach (gCEED). As a proof-
of-concept for the potential broader utility of this approach, we describe its application to
the prediction of protein interaction specificity between multigene families. As a whole, the



















































































Figure 2.2: Schematic overview of rCEED approach. (a) Genetic distances obtained from
sequence alignment or patristic distance obtained from phylogenetic tree are mapped into Eu-
clidean space by multidimensional scaling. Orthologous protein families X1 and X2 along
with two identical reference structures (16S rRNA orthologs), Xr, are embedded in a Eu-
clidean space. (b) Next, each reference structure is superimposed onto their respective protein
families. (c) All four structures are now superimposed based on estimated transformations be-
tween each set of references. Since both reference structures were orthogonally transformed
in (b), they will match exactly at this step. (d) The final superimposition result after removal
of the reference structures.
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of related evolutionary processes.
2.2 Methods
2.2.1 Data
For the prediction of protein interactions, we tested our method using data identical to that
used by Pazos and colleagues (Pazos et al. (2005)). This data set consists of experimentally
characterized interactions among Escherichia Coli proteins deposited in the February 2004
version of the DIP database (Salwinski et al. (2004)). For each protein in the interaction
data, orthologs from 43 other prokaryotic species were collected to form each protein family.
Among all the possible pairs of protein families, those that have less than ten common match-
ing species (or taxa) were removed, leaving 19,972 suitable test protein interaction pairs (118
different proteins in total). From this complete set of protein interaction data, there were 115
experimentally characterized, true-positive, interaction pairs. We updated this set of interac-
tions by checking all the 19,972 test interactions with the July 2007 version of DIP, and found
that 388 of them were experimentally validated (an increase of 223 true-positive interactions
from the 2004 version of DIP). We used this updated data set when measuring the discrimina-
tion power of our method. Along with this set of true interactions, a set of negative interactions
was formed from the complement of this data - i.e. protein pairs not experimentally shown
to be interacting. Thus a total of 19,584 negative interactions were formed in this way. For
specificity prediction we used the data from (Ramani and Marcotte (2003)).
Each protein family was aligned with clustalw (Thompson et al. (1994)), and distance
matrices were calculated with the protdist routine from phylip (Felsenstein (2005)). These
distance matrices are different from those used in (Pazos et al. (2005)) in that our data are cre-
ated directly from the sequence alignments rather than from neighbor-joined trees. However,
for comparison we also performed the same test with those used in (Pazos et al. (2005)). The
sequences and distance matrices of 16S rRNA were downloaded from the Ribosomal Database
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Project II (Cole et al. (2007)).
2.2.2 The basic xCEED approach: Classical MDS and superimposition
with Procrustes
The approach we have developed is based upon extensions to the methods of multidimen-
sional scaling and Procrustes analysis and we discuss these two fundamental approaches now.
First, classical MDS attempts to find a Euclidean embedding of the data while simultaneously
trying to preserve their interpoint distances (Borg and Groenen (2005)). Given distance matrix
D = [dij], we first compute the contrast matrix M which is defined to be equivalent to CD˜C,
where C is the centering matrix I − 1
n
1′1 (1 is a row vector of ones and n is the number of






. After performing eigenvalue decomposition on M, which gives
M = QΛQ′, we get X = QΛ1/2, which gives the coordinates of the points embedded in a,
potentially high-dimensional, Euclidean space. Note that we truncate the negative eigenval-
ues in Λ since D is a Euclidean matrix if and only if M is positive semi-definite, which then
defines the maximum dimensionality. Again, distances between points in this new structure
representation are those that were provided by the original distance matrix for the tree.
Superimposition between two point sets of the same size, W and Z, is performed by Pro-
crustes analysis. With Procrustes, we can superimpose point pattern Z onto point pattern W
by applying s (dilation), t (translation), and R (rotation and reflection) to Z. Procrustes com-
putes the optimal linear transformation, Ŵ = sˆZR̂ + 1′tˆ, such that tr
(
(W − Ŵ)(W − Ŵ)′)
is minimized. Such minimum can be achieved when


















where U and V is the left and right singular matrices that are coming from the singular value
decomposition of Z′CW(= UΣV′), where Σ is the matrix of singular values.
2.2.3 Reference-based comparison of embedded evolutionary distances
(rCEED): application to the quantification of protein coevolution
We first collect two sets of orthologous sequences from two potentially interacting protein
families; respectively designated F1 and F2. In addition, we also assemble Fr, which is a set
of orthologous 16S rRNA sequences. Distance matrices, D1, D2, and Dr, are then derived
with respect to the species that are common to all F1, F2, and Fr. The coordinates X1, X2,
and Xr, where each row represents the coordinate vector of a species embedded in Euclidean
space, are produced from D1, D2, and Dr by MDS. In cases where the dimensionality of
the coordinate matrices are different, we zero-fill until the size of X1, X2, and Xr are all
minimally equivalent. We then find the robust superimposition between X1 and X2 by first
superimposing Xr onto both X1 and X2 independently
X̂1 = sˆXrR̂1 + 1
′tˆ1, (2.4)








(X2 − X̂2)(X2 − X̂2)′
)
are minimized. Here
X̂i denotes the reference structure, Xr, fitted to Xi. Then we compute transformation param-
eters, s, t, and R, by superimposing X̂2 onto X̂1.
X̂1 = sˆrX̂2R̂r + 1
′tˆr (2.6)
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Since both X̂1 and X̂2 represent the different orthogonal transformations of the same reference
structure Xr, this superimposition is an exact match. The final superimposition of X2 onto
X1 is computed by simply applying to X2 the same parameters, sˆr, R̂r, and tˆr obtained by
(2.6).
̂̂
X1 = sˆrX2R̂r + 1
′tˆr (2.7)
where ̂̂X1 denotes X2 indirectly fitted onto X1. A schematic of our rCEED approach is given
in Figure 2.2. Notice that we obtain a robust analytical solution for the superimposition param-
eters by putting the reference structure (in this case, Xr and X̂2 in (2.4), (2.5) and (2.6) always
on the right hand side of the fitting equations. The standard root-mean-square deviation, std.





(X1 − ̂̂X1)(X1 − ̂̂X1)′)
tr
(
(Xr − 1′x¯r)(Xr − 1′x¯r)′
) (2.8)
where x¯r is the centroid of a reference structure. Because the number of common species will
be different from one pair of protein families to another pair, their distributions in the space
will have different variances. As a result, they are all normalized in (2.8), so that we can
compare the strength of the coevolutionary signal among differently sized pair sets of protein
families.
2.2.4 Verboonian robust superimposition (vCEED): application to the de-
tection of horizontal gene transfer
Verboon (Verboon and Heiser (1992)) proposed a robust method (Verboonian Procrustes) by
adopting an alternative objective functions which put less penalty on errors over some thresh-
old boundary. The direct consequence of this approach is that it brings us a better local
alignment at the expense of allowing some outliers. Formally speaking, the transformation
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parameters are estimated by minimizing the loss function L(s,R, t) =
∑
i f(i) where i is
the residual distance between two corresponding points, and f(·) is a robust version of the
error function. We adopted the Huber kernel (Huber (1981)) in this work,
fH(i) =

2i if i < c
2c|i| − c2 if i ≥ c
(2.9)
although other functions such as Lorentzian kernel or biweight function (Beaton and Tukey
(1974)) are available. According to Verboon, we can minimize this loss function based on a
weighted least squares model
(sˆ, R̂, tˆ) = argmin
s,R,t
tr(W − sZR− 1′t)′ P (W − sZR− 1′t) (2.10)
where P = [pii] is a diagonal matrix of weight
pii =

1 if i < c
c/i if i ≥ c
(2.11)
Since both transformation parameters (s, R, and t) and weight matrix (P) are unknown,
we estimate them using Expectation-Maximization, where we alternate between the computa-
tion of transformation parameters using a fixed weight matrix P and the updating of P based
upon the current estimation of transformation. Through this iterative process, the weight value
in P gets smaller if an error term is larger than the pre-specified threshold, c. In the work de-
scribed here, we used an empirically chosen value of 0.01 for c.
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2.2.5 Superimposition without correspondence information (gCEED): ap-
plication to the prediction of interaction specificity
We adapted a registration algorithm based upon the Gaussian mixture model (Jian and Vemuri
(2005)), where we regard each point in the point sets, W = {wi} and Z = {zj}, as the
mean of each Gaussian component,Nk. For this application we performed superimposition in









βjNj(x | zj, Σj ). (2.13)
The central idea is that as we transform one point set closer to the other, the corresponding
mixture models become similarly closer. We translate (t), rotate and project (R) the point set
Z as before; the mixture model will then take the following form:
P newz (x) =
n∑
j=1
βjNj(x | zjR + t, RΣjR′ ). (2.14)
Our goal then is to find the optimal R and t that minimize the dissimilarity between the two
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because it is invariant with respect to R and t. Therefore, the minimization of (2.15) reduces
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to the problem of














Nij(wi − zjR− t | 0, Σi + RΣjR′ )
(2.16)
For the derivation of (2.16), see (Wand and Jones (1993)). We assumed isotropy, so
Σi = Σj = σ
2I for all i and j’s. We further assumed that the weights of all Gaussian compo-
nents are equal such that αi = 1/m and βj = 1/n.
2.3 Results and Discussion
2.3.1 Prediction of protein interactions
We first applied both rCEED and vCEED to the prediction of protein interactions through the
detection of a coevolutionary signal between orthologous protein families. While analogous
to the approaches of (Pazos et al. (2005); Sato et al. (2005)), rCEED attempts to address some
of their weaknesses. Specifically, in the tol-mirrortree approach, Pazos and colleagues sub-
tracted the distance matrix of 16S rRNA from that of each protein, and then measured the
correlation between these “difference of distance” matrices (Pazos et al. (2005)). However,
direct subtraction of rRNA from protein distances is problematic, as their evolutionary rates
are different and it is not clear as to how to properly scale such differencing procedures. In
phylogenetic vector projection, Sato and colleagues formed a vector from the lower triangular
region of each distance matrix (Sato et al. (2005)) and computed a difference vector between
a gene vector and the same gene vector projected onto that of 16S rRNA. Again the correla-
tion between distance matrices is measured with these difference (normalized) vectors. While
avoiding direct subtraction of amino acid and rRNA distances, this approach (as does the tol-
mirrortree approach) still assumes that all pairwise distances are independent. Not accounting
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for non-independence between distances can potentially cause bias in evaluation of correlation
between two distance matrices (Allen (2004)).
The rCEED approach addresses these issues by viewing the leaf nodes in an embedded
structure as independent variables. To measure the degree of coevolution, we estimate how
similar the deviations from the reference structure are for each embedded structure. Doing this
makes it possible to remove the background tree-of-life correlation without direct subtraction
of rRNA distances from amino acid distances or assuming independence between distances.
Specifically, we fit the reference structure(s) onto the first embedded structure and then onto
the second structure separately (see Figure 2.2). Afterwords, we superimpose these two refer-
ence structures onto each other while carrying along their associated structures, which are the
actual targets of interest. After this superimposition we can remove the reference structures,
and then measure the degree of similarity between the remaining two target structures. As a
single outlier can make the estimation of correlation coefficients unreliable (Warner (2007))
we also evaluated the use of vCEED in this application as it is specifically tailored for dealing
with outliers (see following section as well as Methods for more details).
We compared the predictions of rCEED and vCEED to those of the mirrortree, tol-mirrortree,
phylogenetic vector projection, and partial correlation methods using the data of Pazos and
colleagues (Pazos et al. (2005)). This data consisted of 388 protein interactions (true positives)
out of a total of 19,972 possible between 188 E. Coli proteins. Results are shown in Table 2.1
where we benchmarked the performance of all methods by computing the area under receiver
operating characteristic curve (AUC) and estimated the significance by using the method of
DeLong et al. (DeLong et al. (1988)). We also provide the area under precision-recall curve,
with the full precision-recall curves provided in additional file 1. As shown in Table 2.1, the
AUC for the precision-recall curve was the greatest for vCEED with a value of 0.091, followed
by rCEED using either patristic (0.083) or observed (0.069) distances. The worst performer
was the mirrortree method with an PR-AUC of 0.048. Similar trends are observed when using
the ROC score with rCEED having a score of 0.763, with that of mirrortree and tol-mirrortree
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Table 2.1: AUCs of tested approaches for detecting protein interactions via coevolution.
Methods AUC (PR curve)a AUC (ROC curve)b p-valuec
rCEEDd 0.069 0.763±0.013 N/A
rCEEDe 0.083 0.766±0.012 0.7965
vCEED 0.091 0.763±0.013 0.9919
mirrortree 0.048 0.687±0.013 <0.0001
tol-mirrortree 0.063 0.722±0.014 <0.0001
phylogenetic vector projection 0.053 0.704±0.013 <0.0001
partial correlation 0.050 0.687±0.013 <0.0001
Interactions identified in DIPf 388
a Area under precision-recall curve
b Area under receiver operating characteristic curve
c The significance was computed using rCEED (observed distances) as reference according to (DeLong et al.
(1988)).
d Based on observed distances
e Based on patristic distances after the reconstruction of neighbor joining trees
f August 2009 version of DIP.
being 0.687 and 0.722 respectively. The phylogenetic vector projection and partial correlation
approach had ROC scores of 0.704 and 0.687 respectively. In all cases, the difference in AUC
between rCEED and other methods was statistically significant (p-values ≈ 10−6). We also
found that the AUC of vCEED was 0.763 – nearly that of rCEED using patristic distances.
2.3.2 Detection of horizontal gene transfer
With the basic xCEED approach, we are able to estimate how well two trees match in a global
sense through a least squares model. Specifically, if there exists an incongruent region be-
tween two trees, the least squares approach will tend to smooth away large local errors by
allowing greater errors in other, otherwise well-aligning regions. However, in some cases we
would prefer to maintain the best alignment of a substructure and/or be able to identify out-




Figure 2.3: Schematic of the difference between classical Procrustes alignment and Verboo-
nian robust alignment (vCEED). Classical Procrustes alignment is shown in (a) with errors dis-
tributed across all corresponding pairs during global alignment. This is in contrast to vCEED
(b), where an outlier becomes clearly distinguishable due to the alignment of a matching (lo-
cal) substructure.
robust Procrustes method previously proposed by Verboon and Heiser (Verboon and Heiser
(1992)), with the difference between this and globally optimal superimposition diagrammed
in Figure 2.3.
In Figure 2.3(a) it can be seen that errors are distributed across all pairs, as would be done
using the basic xCEED method using least squares (e.g. rCEED with a reference structure).
However, in this example there is a substructure that is in fact identical between the two that is
lost as a result of the spreading of errors throughout the alignment. In contrast, Figure 2.3(b)
shows the case where we have used Verboonian robust Procrustes (vCEED) for the alignment.
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In this case we have found and aligned the identical substructures; allowing identification of
both this region of high-similarity as well as the outliers which deviate significantly between
the two distance matrices.
This ability to detect local similarity and/or outliers is of particular utility in the identifica-
tion of horizontal gene transfer (HGT) events. In HGT, a gene or group of genes is transferred
laterally from another species, rather than inherited vertically from the parent(s). There are
a variety of approaches to predict the occurrence of HGT based on, for example, codon us-
age, patterns of sequence homology, and patterns of gene distribution (Brown (2003); Ragan
(2001)). However, the most robust method for detecting HGT is through the comparison of
phylogenetic trees of different genes. When a species accepts a gene laterally from another
species, the location of the recipient species in the phylogenetic tree will be unusually close to
the location of the donor species, which can be detected through manual analysis of the tree.
Using vCEED, we can detect possible HGT by comparing a tree that potentially harbors one
or more HGT events with a reference tree that does not, and then identifying the associated
outliers as likely HGT candidates.
As a proof-of-concept, we applied vCEED to the case of the RuvB (COG2255) gene family
described in (Omelchenko et al. (2003)). In E. coli, the RuvA and RuvB proteins catalyze
branch migration of Holliday junctions during genetic recombination and form an operon
conserved in the majority of sequenced bacterial genomes. In contrast with the RuvA family,
the RuvB gene is believed to have undergone HGT (Omelchenko et al. (2003)). We compared
the trees (as MDS-constructed embedding) of RuvB orthologous proteins collected from 41
bacterial species (see Methods) to that of 16S rRNA, with errors in the superimposition plotted
in Figure 2.4. In this example, we expect that the lineages that underwent HGT will show up
as outliers in the superimposition of the reference structure (16S rRNA) onto that of RuvB. As
can be observed, genes with errors larger than the threshold of 0.01 for c (Equation (2.9), see
Methods), in the superimposition are those from Ureaplasma and Mycoplasma and include
M. pulmonis (MYPU 6570), U. urealyticum (UU449), M. pneumoniae (MPN535), and M.
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Figure 2.4: HGT detection via vCEED for RuvB. The phylogenetic tree of the RuvB (COG
2255) family is shown on the left (redrawn from Omelchenko et al. (2003)). Shown on the
right are the vCEED alignment errors between COG 2255 and 16S rRNA. The vertical line at
0.01 was the threshold c we used in this analysis (see Equation (2.9)).
genitalium (MG358) (in blue). These four were the same species identified by Omelchenko
and colleagues as being related to the HGT of the RuvB gene. In addition, vCEED was also
able to identify sll0613, a Cyanobacterial gene from Synechocystis which, as can be observed
in the phylogentic tree of RuvB, is closer to the Firmicutes rather than the Proteobacteria or
Actinobacteria as opposed to RuvA.
We also tested our approach with the more complicated case of the UppS gene family
(COG0020) which, as also described in (Omelchenko et al. (2003)), is believed to harbor mul-























































































































0 0.01 0.02 0.03 0.04 0.05 0.06
Figure 2.5: HGT detection via vCEED for uppS. The phylogenetic tree of the UppS (COG
0020) family is shown on the left (redrawn from Omelchenko et al. (2003)). In addition to
RP425 and RC0590 which was previously identified, an archaeal gene, APE1385, is clus-
tered within a group of bacterial genes. Also observable is a bacterial branch consisting of
DR2447, Cgl0966, Rv1086, and ML2467, with abnormal affinity to archaeal species. Both
examples appear as outliers with vCEED (right) and indicate possible horizontal gene transfer.
See Results for further details.
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as the reference and using the same threshold value of 0.01 for c as in the previous example.
As can be observed, we found that APE1385 from A. pernix, an archaeal gene, has the greatest
divergence in the comparison to the 16S rRNA tree. We also see in the phylogenetic tree that it
has atypical affinity to bacterial genes from C. jejuni (Cj0824) and B. burgdorferi (BB0120),
both of which are also identified as weak outliers with errors just above threshold. Both
Cj0824 and BB0120 would generally be expected to appear in the tree under the proper phyla,
Proteobacteria (orange) and Spirochaetes (light green), respectively. Further examination of
the identified outlier genes within the phylogenetic tree shows a bacterial branch (green) of D.
radioduran (DR2447), C. glutamicum (Cgl0966), M. tuberculosis H37Rv (Rv1086) and M.
leprae (ML2467), embedded within an archaeal phylum, the Euryarchaeota. We also see in
the archaeal branch that a Crenarchaeota gene, SSO0163, stands out in its grouping with other
genes from the Euryarchaeota phylum.
The Rickettsiales (blue) identified by Omelchenko and colleagues were also included in
our outlier list, although they were not the most deviating. Note that being an outlier does
not certify that the gene was horizontally transferred. Other mechanisms for this deviation
can also occur including large differences in evolutionary rate or poor quality of the sequence
alignment. Therefore, while this approach can potentially aid in the automatic prediction of
potential HGT events, manual inspection of the phylogenetic tree may still be required. For
example, the Firmicutes genes, L183602 and SA1103, while being slight outliers, are in a
monophyletic subtree of Firmicutes (purple) and can thus be excluded from further consider-
ation.
2.3.3 Interaction specificity between multigene families
As demonstrated earlier, we can use either rCEED or vCEED to compare trees so as to predict
the potential interaction of a pair of protein families. Again, these approaches require the use
of mapping information to link the leaves of the two trees. There are applications, however,
where one would like to compare trees that lack mapping information or where the recovery
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of mapping information is the primary goal. An important example of this type is in trying
to determine likely interaction specificity between a pair of protein or domain families (e.g.
receptor-ligand binding, etc.) (Moyle et al. (1994); Ramani and Marcotte (2003); Jothi et al.
(2005, 2006)).
Two primary methods for specificity prediction, MATRIX (Ramani and Marcotte (2003))
and MORPH (Jothi et al. (2005)), currently exist, and like all methods, have their own inherent
strengths and weaknesses. With MATRIX, a significant weakness is that the tree structure is
completely ignored throughout the specificity search. MATRIX also requires multiple simulated
annealing runs (≥ 100 runs with trees of 15 leaves or more) to determine which pairings are
most frequent. Perhaps most important, both MATRIX and MORPH assume that there is a one-
to-one correspondence between members of the two protein families; i.e. protein A from
family 1 interacts solely with protein B from family 2. Thus it is not possible to generalize to
the more realistic situation where we are looking at specificities between protein families of
different size. In addition it precludes the possibility of many-to-many or multiple interaction
partners for a given protein.
Here we adapt the use of a registration algorithm based upon Gaussian mixture models
with our basic embedding and alignment approach (Jian and Vemuri (2005)). In this case, we
regard each vertex in the embedded structure (i.e. each leaf in the phylogenetic tree) as the
mean of a Gaussian component such that the entire embedding is represented as a mixture
model (see Methods). The central idea is that if we have two structures that are highly simi-
lar, as we align one structure closer to the other, their corresponding mixture models become
accordingly similar. By trying to minimize the divergence between the two mixture mod-
els, we can eventually find the best superimposition. We refer to this method of alignment
as Gaussian CEED or gCEED for short. Using gCEED, we attempted to determine the speci-
ficity information between protein families provided in Ramani et al. (Ramani and Marcotte
(2003)).
The first example is the case of the interacting protein family of GyrA and GyrB. Each
29
protein family is known to have a single paralog, ParC and ParE respectively, and these
paralogs are also known to interact. Figure 2.6(a) shows the trees and interaction specificity
(a leaf on one tree interacts with the corresponding leaf on the other tree) between these two
multigene families. Results of the initial superimposition are shown in Figure 2.6(b)-Step1.
The probability matrix is shown after having converted probabilities to grayscale values such
that darker elements at [i, j] denote a higher probability of correspondence between i-th protein
of family 1 and j-th protein of family 2. Proteins are arranged such that correct individual
binding partners lie along the diagonal. In this first step we see that the initial alignment
appears to have found the correct broader interaction specificity of GyrA with GyrB (region
“a” in upper left of matrix) and ParC with ParE (region “b” and lower right) as observed by
the distinct segmentation of the probability matrix into two distinct regions. For ParC/ParE,
correct correspondence for three individual interactions was also found in the initial alignment
(CC 1566⇔ CC 1974 as well as NMA1802⇔ NMA1941 and RSc0978⇔ RSc0976). Both
regions a and b, being indeterminate, are separately superimposed in an iterative manner with
results after each superimposition shown in the submatrices of Figure 2.6(b).
The final result after complete alignment is shown in Figure 2.6(c). Here we can see that
gCEED successfully predicted the interaction specificity for 12 out of 20 individual interac-
tions. The other misassigned 8 pairs were degenerate cases and their interaction specificity
could not be further defined due to a lack of structural information. The reason for this can
in part be observed within Figure 2.6(a), where the four proteins from each family (marked
with arrows) can be observed to be very close to each other (short branch lengths from their
common ancestor). In such instances it is difficult for the algorithm to find a correct high-
probability mapping as multiple alignments are equally viable. Nevertheless, the interaction
specificity at the protein-family level was correctly predicted. In addition, over half of the
specific interactions could be recovered solely from the alignment of these structures.
We performed the same specificity analysis using gCEED to a total of 34 protein family



































































































































































Figure 2.6: Prediction of interaction specificity with gCEED. (a) The phylogenetic trees and
binding specificity between two multigene families, GyrA / parC and GyrB / parE (redrawn
from Ramani and Marcotte (2003)). (b) A series of probability matrices that visualize the
recursive prediction of individual interaction specificities. Each colored box/arrow indicates
the indeterminate block that was chosen for further alignment via gCEED. (c) The final proba-
bility matrix with predicted mappings in black/grey. A perfect prediction (assuming no cross-
interactions) would be expected to show black squares along the diagonal and white squares
everywhere else in the matrix.
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Table 2.2: Stringent accuracy of specificity prediction.
Protein Family Name size correlation MATRIX MORPH gCEED
GyrA/B, ParC/E (α-proteobacteria) 20 0.9932 50.0 50.0 50.0
ParC/ParE (α-proteobacteria) 12 0.9921 50.0 66.7 66.7
Lyt-type regulator/sensors (E. Coli/B. Subtilis) 4 0.9709 50.0 50.0 50.0
GyrA/GyrB (Gram positive bacteria) 18 0.9795 33.3 44.4 55.5
Acetyl CoA carboxylase α/β (proteobacteria) 16 0.9756 75.0 75.0 62.5
ParC/ParE (bacteria) 26 0.9757 46.2 38.5 61.5
GyrA/GyrB (α-proteobacteria) 20 0.9723 90.0 80.0 50.0
ParC/ParE (Gram positive bacteria) 14 0.9634 14.3 28.6 28.6
CheA/CheB (bacteria) 8 0.9712 100.0 100.0 75.0
Pyruvate dehydrogenase α/β (bacteria) 17 0.9599 64.7 70.6 35.3
GyrA/B, ParC/E (Gram positive bacteria) 28 0.9484 10.7 7.1 10.7
DNA polymerase III E2/E3 (bacteria) 20 0.9378 20.0 40.0 70.0
Succinate CoA synthetase α/β (archaea) 13 0.9182 7.7 30.8 23.1
Ntr-type regulator/sensors (8 bacteria) 14 0.9025 28.6 42.9 21.4
Succinate CoA synthetase α/β (proteobacteria) 22 0.8959 54.6 50.0 54.5
Omp-type regulator/sensors (5 bacteria) 16 0.9307 0.0 68.8 31.3
CCR-type chemokine/receptor (mouse/human) 6 0.8790 66.7 66.7 33.3
Acetyl CoA carboxylase α/β (Gram positive bacteria) 9 0.8818 55.6 55.6 77.8
Chemokine/receptor (mouse/human/rat) 31 0.8789 19.4 16.1 3.2
CKR-type chemokine/receptor (mouse/human/rat) 18 0.8511 22.2 0.0 11.1
CheA/CheY (11 bacteria) 13 0.8370 23.1 15.4 23.1
Nar-type regulator/sensors (8 bacteria) 22 0.8488 18.2 9.1 13.6
GyrA/GyrB (archaea) 10 0.7948 20.0 20.0 10.0
Cit-type regulator/sensors (E. Coli/B. Subtilis) 5 0.7497 60.0 60.0 60.0
ABC transporter membrane/binding protein (E. Coli) 17 0.4203 5.9 5.9 0.0
ABC transporter membrane protein 1/2 (E. Coli) 19 0.6219 0.0 10.5 10.5
ABC transporter membrane binding protein (H. influenzae) 13 0.0427 15.4 23.1 7.7
Two-component sensor/regulators (E. Coli) 27 0.6028 14.8 14.8 11.1
Chemokine/receptor (human) 13 0.5004 23.1 15.4 0.0
ABC transporter membrane protein 1/2 (H. influenzae) 14 0.3916 21.4 21.4 21.4
Omp-type regulator/sensors (E. Coli/B. Subtilis) 27 0.5314 7.4 33.3 3.7
Omp-type regulator/sensors (E. Coli) 14 0.4295 28.6 14.3 14.3
Omp-type regulator/sensors (B. Subtilis) 13 0.5628 15.4 7.7 15.4
Lyt, Ple, and other type regulator/sensors (8 bacteria) 20 0.4899 5.0 20.0 30.0
stringent accuracy (Table 2.2). As can be observed, there is no significantly superior approach
(Wilcoxon’s signed rank test - data not shown), as all methods show instances where they have
the greatest accuracy of specificity prediction. However, we emphasize the extra functionality
of gCEED that is suited to realistic situations where (1) the size of the protein families at
hand are unlikely to be identical, and/or (2) there exist some a priori knowledge of validated
interacting protein interactions.
As a demonstration of this functionality within gCEED, we again used the case of GyrA
and GyrB interactions. We first made the GyrA tree progressively smaller by sampling from
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nineteen down to ten sequences from the total of twenty GyrA orthologs, with 100 differ-
ent combinations for each size. We then performed specificity prediction by aligning each
sampled GyrA tree with the complete 20-node GyrB tree. To evaluate our performance, we
introduce the vicinity hit rate as a means to estimate how close each node’s true interacting
partner is in relation to others within the aligned structures. Specifically, we define the vicin-
ity hit rate as the ratio of nodes that have their true interacting parter within top three highest
predicted probability partners. Thus the vicinity hit rate allows for situations where the true
interacting partner is very close (but not the closest) to the predicted interaction partner as
determined through the alignment.
Results of this analysis is shown in Figure 7(a). Again, each histogram along the x-axis
was generated from 100 samples of the GyrA tree of corresponding size and the dark line
shows how the average hit rate changes as the size of this tree decreases. In this instance, the
ability for gCEED to determine binding specificities with a vicinity hit rate of approximately
65% (the hit rate generated in the original 20 vs. 20 superimposition) is relatively well main-
tained out to approximately 15 leaves or a 25% difference in tree sizes. As the difference
between tree sizes decreases, we also begin to observe greater numbers of very poor predic-
tions along with lesser numbers of very good predictions. These arise in situations where the
the smaller tree fits very well, but in the wrong position within the larger tree, resulting in a
very poor vicinity hit rate (shaded box in Figure 2.7(a)). The situation is analogous, but far
less common for the high vicinity rate predictions (e.g. above 80%).
We would expect that additional information in the form of prior knowledge of an existing
protein interaction pair would help to improve predictive performance. Such knowledge can
be readily introduced into the gCEED alignment scheme and results of knowing just a single
pair a priori are shown in Figure 2.7(b). Here we picked a random, but correct pair of inter-
acting proteins between the two trees to serve as the a priori known information. As these
proteins interact, we assume that they must be near each other in the final superimposition.



































The Number of Nodes in the Smaller Tree
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Figure 2.7: Comparison of trees of different size. The large tree is a 20-node GyrB tree.
The smaller is a GyrA tree, formed from random sampling of nodes with sizes ranging from
nineteen to ten nodes (x-axis). For each size of the smaller tree a histogram of vicinity hit rate
is shown on the y-axis, based on 100 randomly-formed trees of a given size. The dark line
specifies the average hit rate. (a) Accuracy of comparison without using any known interaction
information. (b) Accuracy of comparison when using a single correct protein interaction pair
as prior information.
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are kept within a pre-specified distance range (0.05 in this work).
Results show that use of prior knowledge provides a significant improvement in the sta-
bility of the vicinity hit rate, with a mean hit rate of approximately 60% even when reducing
tree size to nearly half of its original value. In addition, using the structural information pro-
vided by the known interaction pair, we were able to avoid degenerate cases (shaded box in
Figure 2.7(b)). In the comparisons between trees with greatest difference in size, the average
vicinity hit rate of ten-node sample trees was 32.0% without prior knowledge versus 53.2%
when using a single known protein pair. Together, these results suggest the potential for using
gCEED in realistic situations where differences in tree sizes exist and/or prior information is
available.
2.4 Conclusions
In this work, we have described a novel approach for the comparison of phylogenetic trees,
represented as embedded structures, and shown several examples of its application. First,
when applied to the prediction of protein interactions, we see an improvement in prediction
accuracy using the rCEED/vCEED approach when compared to other available approaches. We
note, that high similarity between two embedded structures does not require that there is a
physical interaction between members, but is only suggestive of the possibility. Similarly, the
physical interaction between two proteins does not necessitate coevolution. Thus coevolu-
tionary approaches such as those presented here can only identify a portion of the complete
interactome within a given species. For the enhanced prediction of protein interactions, ap-
proaches such as rCEED/vCEED may show their greatest efficacy when combined with other
computational approaches, e.g., (Pellegrini et al. (1999); Marcotte et al. (1999); Gomez et al.
(2003))).
With vCEED, we were also able to perform a local alignment between structures, providing
the opportunity to detect outliers that often indicate unusual evolutionary events including the
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horizontal gene transfer described here. While phylogenetic methods which detect incongruity
between trees are generally considered the gold-standard for HGT detection, these methods
are not readily automatable and require extensive manual analysis. Our results suggests that
vCEED has significant potential in aiding such identifications.
By using the information inherent in the representation of a tree as an embedded structure,
we were able to demonstrate the ability to align and measure the similarity between trees even
when correspondence information is not available or when their sizes are different. While a
basic example, the need to establish interaction specificity between interacting protein families
supports the development of new approaches, and in this regard, gCEED shows significant
promise.
While the embedding and superimposition of taxa within a Euclidean space in no way
supersedes the use of a phylogenetic tree, it does provide several useful capabilities. For in-
stance, embedding generates a deterministic structure that bypasses ambiguities associated in
direct tree comparisons by transforming a specific distance matrix into a single specific shape
enabling consistent comparison between trees. Similarly, use of a representative embedding
also makes it possible to take into account the entire point-pattern structure all at once when
determining correlation, rather than examining pair-by-pair correlation as in the mirrortree or
related approaches. Finally, the representation of trees as embedded structures provides the
capability to compare trees of different size, which is a built-in limitation of correlation-based
methods. In this case, it becomes a matter of comparing two structures using procedures based
on registration approaches such as the gCEED approach proposed in this work. As a whole,




phyloAligner: Scalable Matching Algorithm for
Weighted Unlabeled Tree Graphs
3.1 Background
As discussed in Chapter 2, a subclass of protein interactions can be predicted through a coevo-
lutionary signal as measured by the similarity of the underlying phylogenetic trees (Fryxell
(1996); Goh and Cohen (2002)). While the prediction of protein interactions has been an
highly active area of computational research, a largely unaddressed issue is with regard to
interaction specificity of proteins. Experimental approaches for establishing interaction speci-
ficity between proteins is a particularly challenging problem, relying on experiments of signif-
icant cost, complexity and often have methodological aspects that are specific for a particular
type or class of protein. For instance, Jones and colleagues (Jones et al. (2006)) used protein
microarrays to measure the affinity between virtually every human Src homology 2 (SH2) or
phosphotyrosine binding (PTB) domain and peptides that represent tyrosine phosphorylation
sites of four ErbB receptors. Although their ingenious high-throughput experimental setup
provides the genome-wide view of interaction selectivities in a manageable way, it still in-
volves many time-consuming procedures, e.g., cloning each domains of interest, production
of recombinant proteins, synthesis of peptides representing reactive sites of ErbB receptors,
fabrication of protein microarray chips, and so on just to list only part of them. Thus compu-
tational approaches may be able to significantly aid in efforts to identify putative specificities
between interacting protein families and protein domains.
Presumably, a coevolutionary signal can also be used to help establish the interaction
specificity of proteins as reported by Ramani et al. (Ramani and Marcotte (2003)). The
central assumption here is that specifically interacting proteins will have a tighter degree of
coevolution as compared to other family members at least in a local lineage. In this chapter, we
focus on the problem of determining the potential specificity of protein or domain interactions
as an alternative to the gCEED method (Section 2.2.5 and Section 2.3.3).
The prediction of specificity, requires the ability to compare trees that lack mapping infor-
mation or where the recovery of mapping information is the primary goal (Moyle et al. (1994);
Ramani and Marcotte (2003); Jothi et al. (2005, 2006)). Two primary methods for specificity
prediction, MATRIX (Ramani and Marcotte (2003)) and MORPH (Jothi et al. (2005)), currently
exist, and like all methods, have their own inherent strengths and weaknesses. With MATRIX, a
significant weakness is that the tree structure is completely ignored throughout the specificity
search. MATRIX also requires multiple simulated annealing runs (≥ 100 runs with trees of 15
leaves or more) to determine which pairings are most frequent. Perhaps most important, both
MATRIX and MORPH assume that there is a one-to-one correspondence between members of
the two protein families. Thus it is not possible to generalize to the more realistic situation
where we are looking at specificities between protein families of different size. In addition it
precludes the possibility of many-to-many or multiple interaction partners for a given protein.
Here, we describe a novel computational approach for the comparison of phylogenetic
trees and demonstrate its application to both simulated and biological data sets. We also
compare the performance of phyloAligner to two commonly used tree comparison methods
that have been used in the prediction of protein/domain interaction specificity. A spectral-
based approach, this approach allows for the comparison of trees of different sizes, uses edge
weight information in the calculation of similarity. Furthermore, this approach allows for the
incorporation of known information to help confine the space over which a solution must be
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found. Finally, this method also introduces the concept of a extended neighborhood, allowing
the comparison of trees that have multiple and/or differing duplication events. The first real
duplication aware tree comparison algorithm.
3.2 Method
3.2.1 Computation of Match Scores
Google’s PageRank algorithm has been highly successful in information retrieval, providing
a way to compute the importance of a webpage based upon the following intuition: “The im-
portance of a webpage can be estimated by the importance of its neighboring webpages that
refer to it.” The similar notion has been successfully applied to PPI network alignment prob-
lem (Singh et al. (2008)), where mappings between genes/proteins and their interactions are
recovered among graphically represented PPI networks of different species. In their effort of
identifying conserved functional network modules, Singh et al. adopts a similar intuition, “It
is more likely that two nodes in a network are evolutionarily related if many of their neighbors





1∣∣N (u)∣∣∣∣N (v)∣∣Ruv (3.1)
whereRij is the chance of a match (or the degree of orthology) between protein-i and protein-j
each from different PPI networks, and,N (·) denotes a set of proteins that are known to interact
with a given protein. Therefore, if a PPI network contains M proteins while the other network
has N , then there exist a total of MN possible match scores. Equation (3.1) essentially
states that the degree of orthology between two proteins is equivalent to the weighted sum of
their interacting partners’ degree of orthology. To avoid the possible bias toward involvement
of promiscuous proteins, each neighbors’ match scores are normalized by the number of its
neighbors. In matrix notation,
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, and, the elements of A are defined as in the following Equation. A is a
sparse MN ×MN matrix and doubly-indexed in Equation (3.3).
A[i,j][u,v] =

1∣∣N (u)∣∣∣∣N (v)∣∣ if u ∈ N (i) and v ∈ N (j)
0 otherwise
(3.3)
Singh et al. also incorporated sequence similarity to Equation (3.2)
R = (1− α)A R + αB⇐⇒ R =
(
(1− α)A + αB 1T
)
R (3.4)






bij and bij’s are bit scores from BLAST sequence matches be-
tween protein-i and j. By modifying α, we can balance the weight between network topology
and sequence similarity in the alignment process. We emphasize that both Equation (3.2) and
(3.4) are Eigenvector problems on a sparse matrix, and we solve it using the power method.
Our phylogenetic tree alignment algorithm, phyloAligner, is motivated by the following
key observations of distinct features of phylogenetic trees related to protein interactions.
1. Every node in a tree is either internal (ancestral) node (I) or leaf node (L). Mostly,
leaf-to-leaf match is more important than leaf-to-internal or internal-to-internal node
matches. Generally, we don’t want to allow a match between a leaf and an internal node
in many cases. This means that we don’t need to care such Rij that node-i and j are
different types (Related to Equation (3.9)).
2. Leaf nodes are connected only to internal nodes. As a result, inclusion of a new leaf
node into a bifurcating tree is always accompanied by inclusion of an additional internal
node. This can complicate the alignment problem we are trying to solve because, as
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depicted in Figure 3.1, an internal node can cut in-between otherwise matching leaf
nodes. Therefore, if we only focus on a node’s direct neighbors, we are going to miss the
true matches between leaf nodes that are “obscured” by internal nodes. In the schematic
example of Figure 3.1, Ru1v1 should add to Rij , but will not be considered since v1 is
expelled from j’s direct neighborhood. We note that this situation occurs when both i
and j are internal nodes but their direct neighbors are different types. When we consider
an internal node u0 paired with a leaf node in the neighborhood of i and j, we introduce
a more generalized concept of neighbors, the effective neighbors N˜ (·), that reaches to
farther leaf nodes within the subtree rooted on that internal node u0. In Figure 3.1, the
effective neighbors of v5 is v1 and v4, and we replace Ru1v5 with Ru1v1 and Ru1v4 when
it is added to Rij (See Equation (3.6)).
3. Edges have lengths which encode evolutionary distances. Therefore, we are able to
weight if two nodes form similar distance structures with their neighbors. (See Equa-
tion (3.7)). Introducing weight that depends upon the edge length difference also helps
to reduce the number of effective neighbors since the weight of an effective neighbor
will quickly decay away if it is far compared to the other effective neighbors.
4. Sequence similarities are not available for tree alignment since two trees are usually
obtained from different, possibly interacting, protein families. Instead, there may exist
experimentally validated interaction pairs which we can use to constrain the matching
possiblilities (See Equation (3.10)).
Taking all these observations into account, we propose a more generalized estimator for
coevolution feasibility of each match, Rij . It states that Rij is “propotional” to the sum of
their neighbors’ coevolution feasibility, each of which is weighted by the difference in edge










Figure 3.1: Illustration of the internal-node intervention problem and effective neighbors. In
bifurcating phylogenetic tree, an inclusion of a new leaf node always accompanies an addi-
tional inclusion of an internal node, which can cut in-between otherwise matching leaf nodes
(u1 and v1). For example, computing Rij in this figure before inclusion of v4 and v5, each
neighborhood of node-i and j is N (i) = {u1, u2, u3} and N (j) = {v1, v2, v3} respectively.
Rij will score high since Ru1v1 , Ru2v2 , and Ru3v3 would support it. If a new leaf node v4 is in-
troduced, an extra internal node v5 is required to connect it to the original tree. Now the direct
neighbors of node-j isN (j) = {v5, v2, v3}. This shows clearly that Rij misses the support of
Ru1v1 because v1 is expelled from the direct neighborhood of j. To avoid this complication,
we used more generalized concept of neighbors, or effective neighbors, in which leaf nodes in
further downstream of corresponding subtree are also included if they are within pre-defined
distance. For example, v1 and v4 are also included in the consideration because they are the









where R˜uv is defined as follows.
R˜uv =

w[i,j][u,v]Ruv if u ∈ L and v ∈ L
∑
v′∈N˜ (v)
w[i,j][u,v′]∣∣N˜ (v)∣∣ Ruv′ if u ∈ L and v ∈ I
∑
u′∈N˜ (u)
w[i,j][u′,v]∣∣N˜ (u)∣∣ Ru′v if u ∈ I and v ∈ L
w[i,j][u,v]∣∣N (u)∣∣∣∣N (v)∣∣Ruv if u ∈ I and v ∈ I
(3.6)
w[i,j][u,v] = exp
(−β(diu − djv)2). (3.7)
Here, diu is the edge length between node-i and its neighboring node-u; djv is the edge length
between node-j and its neighboring node-v; and N˜ (·) is effective neighbors of a given internal




A˜ R ⇐⇒ λR = A˜ R (3.8)




w[i,j][u,v] if u ∈ L and v ∈ L
0, but ∀η ∈ N˜(v),
A˜[i,j][u,η] =
w[i,j][u,η]∣∣N˜ (v)∣∣ if u ∈ L and v ∈ I
0, but ∀η ∈ N˜(u),
A˜[i,j][η,v] =
w[i,j][η,v]∣∣N˜ (u)∣∣ if u ∈ I and v ∈ L
w[i,j][u,v]∣∣N (u)∣∣∣∣N (v)∣∣ if u ∈ I and v ∈ I
(3.9)
As in Equation (3.4), known interactions can be given additional preference using a nor-













K ⇐⇒ λR =
(
γ A˜ + (1− γ)K 1T
)
R (3.10)
where kij is 1 if it is known that node-i and j is interacting.
3.3 Result and Discussion
3.3.1 Simulations
Simulated trees
We created three different sets of tree pairs, where each set simulates a different scenario.
The first set is tree-subtree pairs where a subtree is formed by randomly removing leaves
from an original tree (See Figure 3.2). Through this simulation set, we attempt to test how
effectively phyloAligner identifies the matching subtree. We emphasize that Figure 3.2 also
illustrates that this is not subgraph isomorphism since when we remove leaves we also remove
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the linking internal nodes too. We created one hundred random unrooted phylogenetic trees
containing 50 leaf nodes (98 nodes in total including internal nodes) using the ape package in
R. For each tree we generated, we sampled 45, 40, 35, down to 5 leaf nodes (from 90% down
to 10%) to form a set of subtrees that, therefore, match exactly back to a smaller portion of
the original random tree. In total, we have 1,000 pairs of tree-subtree matching cases.
We created our second simulation set by combining each subtree with another same-size
random tree using a linker edge inserted at a random position (See Figure 3.3(a)). Through
this simulation set, we wanted to test if phyloAligner can still identify the matching subtree
even if there exist incongruent part in the overall structure. Finally, in the third simulation set,
we added 50, 100, 150, and 200% extra leaf nodes (and the linking internal nodes) to random
position in each subtree (Figure 3.3(b)). For example, a tree-subtree pair of 100 leaf nodes
and 50 leaf nodes, if we add 100% extra leaf nodes to the subtree, the pair is now a case of
matching two 100-leaf trees whose MCS is of size 50 leaves. Our goal is to form tree pairs of
different size with many local distractions.
As we can see in Figure 3.4, phyloAligner correctly approximates the maximum com-
mon subtree in all the simulated tree pairs until the size of the matching subtree is larger
than or equal to 20 leaves. As the size of matching subtree gets smaller, it was more eas-




Figure 3.3: Illustration of how noise was added to subtrees. (a) by combining with other
random tree (b) by adding leaf nodes and linking internal nodes at random position. 50, 100,
150, and 200% of the number of leaf nodes were added.
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ily distracted by suboptimal matching. We note that in all low accuracy cases, the structural
similarity was 0.99 in Pearson correlation of corresponding leaf-to-leaf distances.
We observe similar trend in the third simulation tree pairs where leaf nodes and the linking
internal nodes are added at random position as local distractions. The median accuracy is
over 90% if the number of leaf nodes in the MCS is larger than 25 even at the highest noise
level of 200% (Figure 3.5). But, as expected, local distractions have larger influence on the
performance of phyloAligner, especially when the size of simulated MCS is smaller than
20 leaves.
Empirical scalability
We generated sets of random phylogenetic trees using the ape package of R, each simulation
set containing one thousand trees of 100, 200, 300 upto 1,000 leaf nodes. For MATRIX and
MORPH, each tree was converted to a distance matrix and then randomly reordered to generate
the other copy for comparison. Our goal, in this instance, is to recover the correspondence
between two distance matrices: one from a simulation tree and its reordered copy. To keep








Figure 3.4: Accuracy for (a) simulated tree-subtree pairs, and (b) pairs of tree-subtrees (com-
bined with noise tree). In the size range of 10 to 30%, accuracy drops since phyloAligner












Figure 3.5: Accuracy for matching subtrees that have (a) 50%, (b) 100%, (c) 150%, and
(d) 200% extra leaf nodes. phyloAligner was robust to unshared leaf nodes as the median
accuracy is over 90% if the number of leaf nodes in the MCS is larger than 25 even at the
highest noise level of 200%
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the test fair, a tree was also reconstructed for phyloAligner based on each reordered copy
of the distance matrix. We then compared each tree with its reordered copy and measured the
accuracy and running time to see how scalable phyloAligner is in comparison to MATRIX.
(We could not test MORPH because it crashes when tree size gets up to around 50 leaf nodes.)
Tests were performed on a 352-processor Beowulf Linux Cluster, more specifically, on com-
pute nodes with Intel Xeon 3.2 GHz processor and 32 GB of memory. As shown in Figure 3.6,
phyloAligner outperformed MATRIX both in accuracy and running time: phyloAligner is
two or three orders of magnitude faster (350 times in average) than other simulated anneal-
ing based approaches. In addition, the result that phyloAligner produces is not stochastic
and thus does not require multiple runs or statistical analysis for correcting for those random
behaviors. We emphasize that MATRIX needs to be repeated at least 100 times to somewhat
compensate for its stochasticity.
3.3.2 Benchmark test
We first performed a benchmark test using the same dataset as in Ramani et al. (Ramani
et al. (2005)). Besides MATRIX (Ramani et al. (2005)) and MORPH (Jothi et al. (2005)), we also
included IsoRank (Singh et al. (2008)) in the benchmark specifically to see the consequence
of limiting the “neighbors” of a node to ones that are directly connected to it. Although
Wilcoxon’s signed rank test does not favor any method over the others (data not shown),
phyloAligner had the best accuracy of all in 16 out of 34 cases (13 cases with MATRIX, 10
with MORPH, and 5 with IsoRank). We emphasize that phyloAligner was two or three orders
of magnitude faster than MATRIX or MORPH, over 600 times in average without sacrificing the
accuracy at all. The entire dataset were analyzed in less than a minute. We also observe that
IsoRank performed very well on rather small-sized trees where phylogenetic structures do
not get sufficiently complex so as to require the extended view of a neighborhood. However,
as a tree structure gets more complicated or the size difference between trees increases, the
use of the “extended neighborhood” concept becomes essential. See Table 3.1 and 3.2 for the
49





























2 slope = 2.044 (phyloAligner)
slope = 3.216 (MATRIX)























Figure 3.6: The accuracy and running time of phyloAligner and MATRIX in the benchmark
tests on matching large identical trees.
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detail.
Table 3.1: Stringent accuracy (%) of specificity prediction. The test cases (Ramani et al.
(2005)) are sorted by its size in the decreasing order. The Pearson correlation coefficient, ρ,
was computed based on distances (or path lengths) between all possible pairs of leaf nodes.
The stringent accuracy is defined as the percentage of correctly predicted interaction over
the total number of interacting protein pairs. The accuracies were weighted by the size and
averaged at the bottom of the table.






Chemokine/receptor (mouse/human/rat) 31 0.879 19.4 16.1 19.4 0.0
GyrA/B, ParC/E (Gram positive bacteria) 28 0.948 10.7 7.1 35.7 3.6
Two-component sensor/regulators (E. Coli) 27 0.603 14.8 14.8 0.0 3.7
Omp-type regulator/sensors (E. Coli/B. Subtilis) 27 0.531 7.4 33.3 14.8 18.5
ParC/ParE (bacteria) 26 0.976 46.2 38.5 30.8 30.8
Succinate CoA synthetase (α/β-proteobacteria) 22 0.896 54.6 50.0 36.4 4.5
Nar-type regulator/sensors (8 bacteria) 22 0.849 18.2 9.1 27.3 4.5
GyrA/B, ParC/E (α-proteobacteria) 20 0.993 50.0 50.0 60.0 40.0
GyrA/GyrB (α-proteobacteria) 20 0.972 90.0 80.0 50.0 15.0
DNA polymerase III E2/E3 (bacteria) 20 0.938 20.0 40.0 55.0 20.0
Lyt-, Ple-, and other-type regulator/sensors (8 bacteria) 20 0.490 5.0 20.0 25.0 20.0
ABC transporter membrane protein 1/2 (E. Coli) 19 0.622 0.0 10.5 15.8 5.3
GyrA/GyrB (Gram positive bacteria) 18 0.980 33.3 44.4 66.7 38.9
CKR-type chemokine/receptor (mouse/human/rat) 18 0.851 22.2 0.0 5.6 0.0
Pyruvate dehydrogenase (α/βbacteria) 17 0.960 64.7 70.6 17.6 0.0
ABC transporter membrane/binding protein (E. Coli) 17 0.420 5.9 5.9 17.6 0.0
Acetyl CoA carboxylase (α/β-proteobacteria) 16 0.976 75.0 75.0 37.5 43.8
Omp-type regulator/sensors (5 bacteria) 16 0.931 0.0 68.8 37.5 0.0
ParC/ParE (Gram positive bacteria) 14 0.963 14.3 28.6 28.6 85.7
Ntr-type regulator/sensors (8 bacteria) 14 0.903 28.6 42.9 57.1 14.3
Omp-type regulator/sensors (E. Coli) 14 0.430 28.6 14.3 14.3 14.3
ABC transporter membrane protein 1/2 (H. inuenzae) 14 0.392 21.4 21.4 14.3 0.0
Succinate CoA synthetase (α/β-archaea) 13 0.918 7.7 30.8 38.5 0.0
CheA/CheY (11 bacteria) 13 0.837 23.1 15.4 69.2 15.4
Omp-type regulator/sensors (B. Subtilis) 13 0.563 15.4 7.7 23.1 15.4
Chemokine/receptor (human) 13 0.500 23.1 15.4 15.4 7.7
ABC transporter membrane/binding protein (H. inuenzae) 13 0.043 15.4 23.1 23.1 7.7
ParC/ParE (α-proteobacteria) 12 0.992 50.0 66.7 16.7 100.0
GyrA/GyrB (archaea) 10 0.795 20.0 20.0 0.0 10.0
Acetyl CoA carboxylase (α/β-Gram positive bacteria) 9 0.882 55.6 55.6 77.8 66.7
CheA/CheB (bacteria) 8 0.971 100.0 100.0 75.0 100.0
CCR-type chemokine/receptor (mouse/human) 6 0.879 66.7 66.7 16.7 100.0
Cit-type regulator/sensors (E. Coli/B. Subtilis) 5 0.750 60.0 60.0 0.0 100.0
Lyt-type regulator/sensors (E. Coli/B. Subtilis) 4 0.971 50.0 50.0 50.0 0.0
Weighted average (%) 29.3 33.3 30.4 19.9
3.3.3 Application example
Again, in real research situation, it is much more likely that two interacting multigene families
are different in size. It is also unreasonable to expect that every gene in a multigene family has
strict one-to-one interaction correspondence to a gene in the other multigene family, which is
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Table 3.2: The running time (in seconds) of specificity prediction on (Ramani et al. (2005)).
The test cases are sorted by its size in the decreasing order. The Pearson correlation coefficient,
ρ, was computed based on distances (or path lengths) between all possible pairs of leaf nodes.





Chemokine/receptor (mouse/human/rat) 31 0.879 2,629.7 4,465.1 2.3
GyrA/B, ParC/E (Gram positive bacteria) 28 0.948 2,598.0 3,565.9 4.8
Two-component sensor/regulators (E. Coli) 27 0.603 1,714.5 2,424.1 6.2
Omp-type regulator/sensors (E. Coli/B. Subtilis) 27 0.531 1,776.9 3,857.2 2.4
ParC/ParE (bacteria) 26 0.976 630.7 1,148.4 2.8
Succinate CoA synthetase (α/β-proteobacteria) 22 0.896 1,065.9 1,527.7 1.3
Nar-type regulator/sensors (8 bacteria) 22 0.849 1,101.4 2,286.5 1.3
GyrA/B, ParC/E (α-proteobacteria) 20 0.993 804.7 69.0 1.2
GyrA/GyrB (α-proteobacteria) 20 0.972 1,263.3 794.2 1.7
DNA polymerase III E2/E3 (bacteria) 20 0.938 1,381.4 1,851.5 1.8
Lyt-, Ple-, and other-type regulator/sensors (8 bacteria) 20 0.490 809.2 2,150.0 1.2
ABC transporter membrane protein 1/2 (E. Coli) 19 0.622 2,570.0 1,147.3 1.3
GyrA/GyrB (Gram positive bacteria) 18 0.980 966.4 1,024.9 1.4
CKR-type chemokine/receptor (mouse/human/rat) 18 0.851 700.7 923.4 0.9
Pyruvate dehydrogenase (α/βbacteria) 17 0.960 841.2 1,257.0 5.2
ABC transporter membrane/binding protein (E. Coli) 17 0.420 1,762.9 916.8 2.4
Acetyl CoA carboxylase (α/β-proteobacteria) 16 0.976 2,468.0 1,445.3 1.2
Omp-type regulator/sensors (5 bacteria) 16 0.931 1,183.4 769.8 1.1
ParC/ParE (Gram positive bacteria) 14 0.963 487.1 364.1 0.7
Ntr-type regulator/sensors (8 bacteria) 14 0.903 573.4 507.0 1.9
Omp-type regulator/sensors (E. Coli) 14 0.430 400.8 531.3 0.9
ABC transporter membrane protein 1/2 (H. inuenzae) 14 0.392 387.2 573.3 1.6
Succinate CoA synthetase (α/β-archaea) 13 0.918 700.1 408.3 1.2
CheA/CheY (11 bacteria) 13 0.837 271.9 489.3 2.0
Omp-type regulator/sensors (B. Subtilis) 13 0.563 334.2 471.5 0.6
Chemokine/receptor (human) 13 0.500 293.4 508.9 0.6
ABC transporter membrane/binding protein (H. inuenzae) 13 0.043 291.0 472.1 0.8
ParC/ParE (α-proteobacteria) 12 0.992 4,046.3 108.4 1.9
GyrA/GyrB (archaea) 10 0.795 416.2 244.5 0.7
Acetyl CoA carboxylase (α/β-Gram positive bacteria) 9 0.882 138.1 111.6 1.1
CheA/CheB (bacteria) 8 0.971 275.4 7.1 0.4
CCR-type chemokine/receptor (mouse/human) 6 0.879 608.2 25.5 0.5
Cit-type regulator/sensors (E. Coli/B. Subtilis) 5 0.750 52.4 32.5 0.4
Lyt-type regulator/sensors (E. Coli/B. Subtilis) 4 0.971 175.1 86.8 1.1
Total time spent (Seconds) 35,719.0 36,566.2 56.8
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unequivocally assumed in currently available simulated annealing approaches. In addition,
there may exist some experimentally validated interactions. Therefore, tree aligners should be
able to align two trees of different sizes, dealing with many-to-many interactions as well as be
able to incorporate experimentally obtained information (e.g. known parings between trees).
The regulatory system of rho-family GTPases is a good example that has all those real-
world complications, where rho GTPases shuttles between GTP-bound activated state and
GDP-bound inactivated state. In this tightly controlled system, Dbl-family guanine nucleotide-
exchange factors (GEFs) are the direct activators of Rho-family GTPases, whearas GTPase-
activating proteins (GAPs) suppress the activity of rho proteins. The size of these regulator
proteins are significantly different: 69 GEFs Rossman et al. (2005) and 53 GAPs Peck et al.
(2002) versus 22 Rho-family GTPases (See Figure 3.7). We were able to identify 75 reported
interactions between GEFs and rho-GTPases, whereas 39 reported interactions between GAPs
and rho-GTPases, mostly involving ones that are highly studied, e.g., RhoA, Rac1 and Cdc42
Rossman et al. (2005); Peck et al. (2002). In this instance, our goal is to make prediction
on interaction specificities involving less characterized rho-GTPases, based on potential co-
evolutionary signals and using part of known selectivity information. Our prediction process
follows a cross-validation approach, in which a subset of known interactions is used to make
prediction and evaluate its prediction power by how many of “unused” known interactions is
recovered. Thus, the net prediction accuracy is measured by the percentage of unused known
interactions predicted by phyloAligner. We also defined the overall accuracy as the percent-
age of known interactions correctly called, irrespective of it being initially used for prediction
or not.
Figure 3.9 shows that although the overall accuracy gets higher as we use more known
interactions at the beginning, the net prediction accuracy in fact decreases after the size of
known interactions initially used for prediction gets above ten in the case of GEFs versus
rho-GTPases and four for GAPs versus rho-GTPases. Hence, for GEFs versus rho-GTPase






















































































































































Figure 3.8: (a) The phylogenetic tree of RhoGAP domain, and (b) that of Rho-GTPase domain
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of 37.4% (the overall accuracy of 50.7%): Trio(N)-Rac1, MCF2-RhoB, Tiam1-Rac2, Arhg6-
Cdc42, Abr-Cdc42, FGD3-Cdc42, Sos1-Rac1, Q96D37-Rac1, ArhgI-RhoA, and, Ngef-RhoA
(See Figure 3.7). We used Chin-Rac1, Rhg26-RhoA, 3Bp1-Rac1, and, Rgap1-Rac1, for GAPs
versus rho-GTPase case, which resulted in the maximal net prediction accuracy of 48.7% (the
overall accuracy of 59.0%). When we generated the same number of predictions by randomly
sampling a pair of GEF and rho GTPase, the average net prediction accuracy was 16.7%
with the standard deviation of 3.7% (based on 10,000 repetitions). In case of GAPs and
rho GTPases, the average was 20.5% with the standard deviation of 5.6%. All the predicted
interactions are listed in Table 3.3 and 3.4.








The number of known pairs randomly picked
Figure 3.9: The accuracy versus the number of known interactions randomly picked (a) GEFs
and rho-GTPases, and (b) GAPs and rho-GTPases. Each black line represents how net pre-
diction accuracy changes as the number of known interaction pairs increases. The gray lines
are the maximum value of overall accuracy achieved while we test with randomly sampled
known pairs for 1,000 times. For prediction purpose, we decided to use five known pairs
(specified with red circle in each plot) that gave us the highest net prediction accuracy.
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Table 3.3: The predicted interaction selectivity between Dbl-family GEFs and Rho-family
GTPases. If the column ‘known’ is checked, the pair is one of the known interacting pairs.
Otherwise, the pair is predicted to be interacting. The interactions that were used for tree
alignment are marked with extra (*).
GEFs rho-GTPases known GEFs rho-GTPases known GEFs rho-GTPases known GEFs rho-GTPases known
TRIO N RAC1 X(*) FGD4 RHOQ ARHGH RHOV ARHGB RND3
MCF2 RHOB X(*) ARHG5 RHOB FARP2 RHOV ARHGH RHOH
TIAM1 RAC2 X(*) RGNEF RHOA ARHGG RHOB ARHGB MIRO2
ARHG6 CDC42 X(*) VAV2 RHOV GEFT RHOG ARHGB MIRO1
ABR CDC42 X(*) FGD4 RHOJ ABR RHOU ARHG1 MIRO2
FGD3 CDC42 X(*) FGD1 RHOJ FARP2 RHOJ ARHG1 MIRO1
SOS1 RAC1 X(*) VAV2 RAC1 X ECT2 RHOV PKHG3 RND3
Q96D37 RAC1 X(*) ARHGJ RHOB FARP2 RHOQ PKHG1 RND3
ARHGI RHOA X(*) ARHG5 RHOC FGD6 RHOJ PKHG2 RND3
NGEF RHOA X(*) ARHG5 RHOA X TRIO C RAC2 ARHGC RHOF
TRIO N RAC2 ARHGF RHOB TRIO C RAC3 PKHG2 RND2
K DUET RAC3 ARHGJ RHOC K DUO RHOC TRIO C RND3
TRIO N RAC3 ARHGJ RHOA PREX1 RAC1 X ARHGC MIRO2
K DUET RAC1 ARHGF RHOC GEFT RAC2 PKHG3 RND2
K DUET RAC2 ARHGF RHOF GEFT RAC3 PKHG2 RND1
MCF2L RHOB NGEF RHOH FGD6 RHOQ TRIO N RND1
MCF2 RHOC X ARHGF RHOD PREX2 RAC1 X FGD5 RHOH
TIAM2 RAC2 ARHGF RHOA X CI100 RHOH TRIO C RHOD
MCF2 RHOA X VAV3 CDC42 X SGEF RHOF PKHG1 RND2
TIAM2 RAC3 ARHGJ RHOF ARHGG RHOF PKH4B RHOD
MCF2L RHOC Q96D37 CDC42 X SGEF RHOD TRIO C RND2
TIAM1 RAC3 X ARHGJ RHOD ABR RHOV K DUET RHBT2
MCF2L RHOA X BCR RHOQ PKH4B RHOA RGRF1 RHBT1
ARHG7 CDC42 X ABR RHOQ ARHGG RHOD RGRF1 RHBT2
SOS2 RAC2 ABR RHOJ RGNEF RND1 PKHG4 RND2
SOS1 RAC2 BCR RHOJ PREX1 RAC2 RGRF2 RHBT1
SOS2 RAC3 ARHG5 RHOF RGNEF RHOF RGRF2 RHBT2
SOS1 RAC3 FGD2 RHOU PREX1 RAC3 ITSN2 RHBT1
SOS2 RAC1 X FGD3 RHOU CI100 RHOD ITSN2 RHBT2
Q96D37 RAC2 MF2L2 RHOC CI100 RHOF ITSN1 RHBT1
ARHGI RHOB ARHG5 RHOD ALS2 RHOH ITSN1 RHBT2
TIAM2 RAC1 X ARHG2 RHOB CI100 RND1 PKHG4 RHOH
BCR CDC42 X NGEF RHOF OBSCN RHOH PKHG3 MIRO2
Q96D37 RAC3 MF2L2 RHOA MCF2L RND1 ARHGA RHBT1
ARHGI RHOC ARHG2 RHOC MCF2L RND3 ARHGA RHBT2
TIAM1 RAC1 X K DUO RAC1 X MCF2 RND3 BCR RHBT1
VAV3 RAC2 ARHG2 RHOA X MCF2 RND1 BCR RHBT2
FGD2 CDC42 X FGD4 RHOU ARHG2 RHOH PKHG3 MIRO1
VAV3 RAC3 FGD1 RHOU AKP13 RHOH ARHG3 RHBT1
FGD4 CDC42 X FGD2 RHOV SGEF RND1 ARHG3 RHBT2
FGD1 CDC42 X RGRF2 RHOQ ARHGG RND1 ARGAL RHBT1
VAV3 RAC1 X RGRF1 RHOQ ARHG2 RND2 ARGAL RHBT2
AKP13 RHOB RGRF2 RHOJ AKP13 RND2 FARP1 MIRO1
VAV3 RHOG X FGD3 RHOV ARHGI RND3 PKHG6 MIRO1
AKP13 RHOC FGD6 CDC42 ARHGI RND2 FARP1 MIRO2
Q96D37 RHOG X FGD6 RHOU PKHG4 RND1 PKHG1 MIRO2
AKP13 RHOA X FGD5 RHOV ECT2 RHOH ECT2 RHOD
SOS1 RHOG K DUO RHOG PKHG2 RHOF PKHG6 MIRO2
SOS2 RHOG FARP1 RHOU PKHG2 RHOD ARHG8 RHBT1
TIAM1 RHOG RGRF1 RHOJ PKHG4 RHOF ARHG8 RHBT2
TIAM2 RHOG FARP2 RHOU PKHG4 RHOD PKHG1 MIRO1
NGEF RHOB FARP1 RHOV ARHGC RND2 PREX1 RHBT1
TRIO N RHOG X K DUO RAC2 ARHGC RND3 PREX1 RHBT2
NGEF RHOC K DUO RAC3 DNMBP RHOH PKHG5 MIRO1
K DUET RHOG FGD6 RHOV ARHGG RND3 FARP2 MIRO2
VAV2 RHOG X FGD5 RHOU SGEF RND3 PKHG5 MIRO2
MF2L2 RHOB ARHG6 RHOJ SGEF RND2 ARHG4 RHBT2
VAV2 CDC42 X ARHG7 RHOQ GEFT RHOF PKH4B MIRO2
RGNEF RHOB ARHG7 RHOJ ARHGB RND2 PKH4B MIRO1
FGD2 RHOJ ARHG6 RHOQ GEFT RHOD FGD5 MIRO1
FGD2 RHOQ MF2L2 RHOG ARHG1 RND2 FGD5 MIRO2
FGD3 RHOQ FGD4 RHOV SOS2 RHBT1 ARHG6 MIRO2
VAV2 RHOU FGD1 RHOV PKH4B RND1 ARHG6 MIRO1
FGD3 RHOJ TIAM1 RHOU ARHG1 RND3 ARHG7 MIRO1
RGNEF RHOC MF2L2 RND1 SOS1 RHBT1 ARHG9 MIRO1
FGD1 RHOQ TIAM2 RHOU ARHGC RND1 PREX2 RHOH
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Table 3.4: The predicted interaction selectivity between RhoGAP-family GAPs and Rho-
family GTPases. If the column ‘known’ is checked, the pair is one of the known interacting
pairs. Otherwise, the pair is predicted to be interacting. The interactions that were used for
tree alignment are marked with extra (*).
GAPs rho-GTPases known GAPs rho-GTPases known GAPs rho-GTPases known GAPs rho-GTPases known
CHIN RAC1 X(*) HMHA1 RHOG RHG08 RHOJ MYO9B RND2
RHG26 RHOA X(*) RBP1 RHOG RHGBA RHOD STAR8 RND3
3BP1 RAC1 X(*) RHG29 RHOG P85A RHOH STA13 RND3
RGAP1 RAC1 X(*) RHG20 RHOH RHG24 RHOB ARAP2 RND1
CHIO RAC2 FA13B RHOH RHG08 RHOH MYO9A RND2
CHIN RAC2 RHG12 RHOG RHG08 RHOQ MYO9A RND3
CHIO RAC3 RHG05 CDC42 X TCGAP RHOB OCRL MIRO1
CHIN RAC3 GRLF1 CDC42 BCR RHOB OCRL MIRO2
CHIO RAC1 X HMHA1 CDC42 ABR RHOB MYO9B RND3
RHG10 RHOC RHG19 RHOH SRGP2 RAC2 ARAP3 RND1
RHG10 RHOB RHG29 RHOV SRGP2 RAC3 RHG18 MIRO1
RHG10 RHOA X RHGBA RHOH CDGAP RHOB RHG07 RHOC
RHG26 RHOB HMHA1 RHOV RHG24 RHOJ RHG18 MIRO2
RHG26 RHOC RHG29 CDC42 X RHG24 RHOQ RHG07 RHOA X
3BP1 RAC2 RBP1 RHOD RHG01 RAC2 STAR8 RND2
RHG17 RAC2 RBP1 RHOF OCRL RND1 RHG18 RND2
3BP1 RAC3 O60432 RHOD RHG01 RAC3 RG18L MIRO1
RHG17 RAC3 O60432 RHOF FNBP2 RHOQ RHG24 RHOC
RHG17 CDC42 X RHG06 RHOH SRGP1 RHOQ RG18L MIRO2
3BP1 CDC42 X RHG12 RHOV SRGP1 RHOJ STA13 RND2
RHG17 RHOG RHG09 RHOU FNBP2 RHOJ RHG24 RHOA
3BP1 RHOG RHG09 RHOV SRGP2 RHOQ CDGAP RND3
RHG17 RAC1 X RHG12 RHOU SRGP2 RHOJ ARAP2 RND3
RGAP1 RHOV ABR RAC1 X STA13 RHOQ RHG18 RND3
CHIN RHOG BCR RAC1 X I5P2 RHBT1 RHG28 RND1
CHIO RHOG RHG09 CDC42 X I5P2 RHBT2 RHG07 RND3
RGAP1 RHOD RHG23 RAC1 STAR8 RHOQ ARAP3 RHOC
RGAP1 RHOF RHG09 RAC1 X I5P2 RND1 RG18L RND2
RGAP1 RHOH RHG21 RHOU ABR RHOC ARAP3 RHOA
RICH2 CDC42 RHG23 RHOU BCR RHOC RHG28 MIRO1
RICH2 RAC1 RHG04 RHOU TCGAP RHOQ RHG25 RND2
OPHN1 RHOB RHG12 RHOF FNBP2 RHOC RHG06 RHOA X
RICH2 RHOG RHG09 RHOF FNBP2 RHOB RHG28 MIRO2
RICH2 RAC2 RHG12 RHOD RG18L RHOB RHG28 RND2
RICH2 RAC3 RHG23 RHOQ RG18L RND1 RHG07 RND2
OPHN1 CDC42 X RHG21 RHOQ SRGP1 RHOB RHG25 RND3
OPHN1 RHOC RHG21 RHOJ FNBP2 RHOA RHG25 MIRO1
OPHN1 RHOA X RHG23 RHOJ SRGP1 RHOC RHG25 MIRO2
OPHN1 RHOJ FA13B RHOD TCGAP RAC2 RHG18 RHOA
RHG26 CDC42 X FA13B RHOF TCGAP RAC3 RHG28 RND3
RHG10 CDC42 X RHG06 RHOF SRGP1 RHOA X ARAP2 MIRO1
GMIP RHOF P85B RHOH CDGAP RND1 ARAP2 MIRO2
GMIP RHOD RHG06 RHOD RHG04 RND1 RHG07 RHBT1
GMIP RHOV RHG04 RHOV CDGAP RAC2 RHG19 RND2
GMIP RHOG RHG19 RHOD CDGAP RAC3 RHG19 MIRO1
GMIP CDC42 RHG19 RHOF ARAP3 RND2 MYO9A RHBT1
RHG26 RHOU RHG21 RHOV RHG25 RND1 MYO9B RHBT1
RHG10 RHOJ RHG23 RHOV P85A RND1 P85A MIRO1
RHG05 RHOG RHG04 RHOJ OCRL RHBT1 P85A MIRO2
GRLF1 RHOG RHG01 RHOU OCRL RHBT2 FA13B MIRO1
GRLF1 RAC1 RHG08 RHOV SRGP2 RND3 FA13B MIRO2
RHG05 RAC1 X RHG04 RHOQ STA13 RHOC RBP1 MIRO2
RHG05 RHOU RHG08 RHOU TCGAP RND1 K1688 RHBT1
GRLF1 RHOU RHG01 RHOJ STA13 RHOA K1688 RHBT2
CHIN RHOU ARAP1 RND1 STAR8 RHOC P85A RHBT1
CHIO RHOU ARAP1 RHOB MYO9B MIRO2 RHG20 RHBT1
K1688 RHOH ABR RAC2 MYO9B MIRO1 RHG20 RHBT2
RHG29 RHOF BCR RAC2 RHG06 RAC3 RHGBA RHBT1
RHG29 RHOD ABR RAC3 STAR8 RHOA RHGBA RHBT2
O60432 RHOH BCR RAC3 MYO9A MIRO2 O60432 RHBT1
RHG05 RHOV RHG21 RAC2 ARAP2 RND2 O60432 RHBT2
RBP1 RHOH RHG01 RHOQ MYO9A MIRO1 P85B RHBT1
GRLF1 RHOV ARAP1 RHOF ARAP3 RND3 P85B RHBT2
HMHA1 RHOF ARAP1 RHOD I5P2 MIRO2
HMHA1 RHOD ARAP1 RHOJ I5P2 MIRO1
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3.4 Conclusion
In this chapter, we describe a novel tree matching algorithm, phyloAligner, that can iden-
tify node-to-node correspondence between two given trees based upon the structural features
such as labels or weights of edges. Nodes are not required to be labeled or weighted at
all. Trees do not have to be of the same size. The phyloAligner is relatively scalable
(around O(n2)) compared to exact subgraph isomorphism approaches where all the promis-
ing combinations of node matches are visited and tested in depth-first search fashion. It is
much more accurate than simulated annealing-based methods such as MATRIX (Ramani et al.
(2005)) or MORPH (Jothi et al. (2005)) that perform worse as the size of the trees increases.
It is easy to consider, in phyloAligner, known correspondence information (e.g., result of
other approaches) and adjust its influence during the matching process. Most importantly,
phyloAligner can get around the internal-node intervention problem (See Figure 3.1 for
detailed description), whereas it is not possible to use the traditional subgraph isomorphism
approaches. The phyloAligner provides a unique opportunity to solve a specific class of
graph matching problems where nodes can cut in-between the edges. For example, in some
automatic reconstruction of weighted graphs out of an image, noise may cause a single line
segment represented using two or more segments. Since each line segment is represented us-
ing end points (nodes) and a link (edge) between them, intervening nodes will exist if noise
breaks down a segment into pieces. Compare this with the situation of PPI network success-
fully aligned in Singh et al. (Singh et al. (2008)) where it is unlikely to see a protein as a
node cutting in-between two other proteins whose direct interaction has been validated in an
experiment.
In Chapter 4, we further generalize phyloAligner algorithm to match weighted graphs,
point sets (where no specific edge connectivity is assumed), or distance matrices.
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Chapter 4
MCS-Finder: A Flexible and Scalable Framework
for Matching Weighted Graphs and
3-Dimensional Point Sets
4.1 Background
A common procedure across multiple problem domains is that of comparing data or objects
to one another, with the goal of estimating the degree of similarity between them. Often
represented as graphs, this problem is commonly approached through graph matching or iso-
morphism techniques. In a similar vein, the identification of the substructure that is common
(shared) between graph objects is another commonly needed procedure for such analyses.
As an example, molecules can be modeled as a set of atomic coordinates in a 3D space.
Given these two point sets, the challenge is to transform or superimpose one point set into the
other so as to maximize the degree of overlap between them. For instance, identification of
common structures between sets of proteins can be used to estimate distant evolutionary re-
lationships over extended evolutionary times, where structural similarity has been conserved
despite extensive changes at the amino acid sequence level. The use of graph/point pattern
comparison has also proven particularly valuable in the area of ligand-based activity predic-
tion. The principle assumption here is that molecules having similar structures frequently
share similar physicochemical properties and often have similar biological activities (Johnson
et al. (1990)). This principle is of particular importance in the filed of drug discovery and
many similarity measures have been proposed to quantify the relationship between chemical
structure and biological activity. Thus a common theme to these application areas is the need
to identify the maximum common substructure (MCS) shared between a pair of objects.
Here, we define the MCS as the largest subset of points (substructure) co-existing between
two given point sets. Since we can convert a point set into a graph using any definition suitable
to problem domain (e.g., Delaunay triangulation graph or complete graph), the term is used
interchangeably with the maximum common subgraph. However, for this particular defini-
tion, we do not assume any specific edge connectivity between points (nodes). As described
briefly earlier, MCS identification is a fundamental tool in pattern matching problems across
many areas of scientific and engineering research and is generally applied to the identification
of congruent or incongruent region between two structures.
While of significant practical importance, the identification of the MCS is often limited
due to its algorithmic complexity (NP-complete) (Garey and Johnson (1979)). In efforts to
avoid this inherent computational complexity, many approximate approaches first convert the
MCS problem into a maximum clique finding problem on which a significant collection of
approximation algorithms are available (Cone et al. (1977); Levi (1973); Barrow and Burstall
(1976); Vizing (1974)).
Although not specifically designed for point pattern matching or MCS finding, there is
also a very unique approach we want to draw attention to and that is related to the method
developed here. Singh et al. (Singh et al. (2008)) reported a network alignment algorithm,
IsoRank, that globally aligns protein-protein interaction (PPI) networks for genome-scale
orthology prediction and functional module detection (i.e., groups of interacting proteins con-
served in different species). Interestingly, they build a set of linear equations (recurrence
relations more precisely) whose variables represent the “importance” of correspondences be-
tween nodes. In the specific application pursued by Singh et al., these recurrence relations
encode the simple idea that a pair of proteins are more likely to be orthologs if their interact-
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ing partners are also orthologs. More generally, by solving the recurrence relations, we can
evaluate the importance of correspondences (or matches) between two networks and accept
matches in a greedy fashion. This is a ingenious application of Google’s PageRank algorithm
which estimates the (initially unknown) importance of an individual webpage based on the
recurrence relations reflecting how many important webpages refer to it.
While IsoRank was successfully used for the global alignment of unweighted PPI net-
works (Singh et al. (2008); Liao et al. (2009)), we found that IsoRank is not suitable for
matching general point sets or finding MCS. First, their generalization to weighted graphs
does not “compare” edge lengths between two networks which is crucial when matching
point sets (We will discuss this matter in much detail in Section 4.6). Second, the use of a
greedy assignment approach does not stop matching nodes between two networks even after
a MCS is identified, which significantly reduces the accuracy of this approach.
In this manuscript, we propose a novel yet conceptually simple and flexible framework,
namely MCS-Finder for identifying MCS between two point sets or for local matching of two
structures using their Cartesian coordinates only. MCS-Finder not only further generalizes
IsoRank to point pattern matching problem, but also opens new possibilities for finding the
maximum common subgraph between two weighted graphs. We tested our approach exten-
sively with simulated point sets in which the sizes of overall structures as well as known MCS




Exact methods for MCS finding are based upon the classical idea of depth-first search with
heuristic pruning strategies for reducing the search space. Methods in this class guarantee to
find the MCS, but the search has factorial running time in worst case (Conte et al. (2007)).
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Therefore, their application is limited to small size problem or graphs with labeled nodes
and/or labeled edges, for example, molecular matching where nodes are different atoms and
edges are the types of covalent bonds. For this reason, many implementation can deal with
edge labels better than weights, but we want to note that, in real situations, we still need an
algorithm that can handle edge weights with noise tolerated.
Methods based upon maximum clique detection
In this class of approaches, we first build a compatibility graph (or an association graph),
GC(VC , EC), based upon two graphs we want to compare, G1(V1, E1) and G2(V2, E2). A
compatibility graph is defined on the product space of nodes, VC = {(v1, v2)|V1 × V2} and
an unweighted edge links vc = (v1, v2) ∈ VC and v′c = (v′1, v′2) ∈ VC either when the edge
weight of e1 = (v1, v′1) ∈ E1 and e2 = (v2, v′2) ∈ E2 is within the ratio difference threshold
ε or when neither e1 nor e2 exists. Then finding MCS between G1 and G2 is converted into
finding the maximum clique in GC , for which many approaches are available, e.g., Bron and
Kerbosch (Bron and Kerbosch (1973)), Balas and Yu (Balas and Yu (1986)), Carraghan and
Pardalos (Carraghan and Pardalos (1990)) and so on.
Backtracking methods
Depending on problem domain, a compatibility graph may get very large and dense. In ad-
dition, it also lacks the flexibility to incorporate additional constraints or rules on preferred
types of matches (Cao et al. (2008)). In backtracking algorithms, the search tree deals with
node-to-node matches directly without changing input graphs or working on a compatibility
graph. Assuming MCS is a bijective function between a subset of V1 and a subset of V2, the
search tree tries to find the maximum cardinality bijective function by adding feasible as well
as promising node matches one-by-one in depth-first fashion. If an addition of a match trig-
gers any of the pruning conditions, the branch of the search tree below the violating match is
pruned. Pruning strategies usually foresee how deep a specific branch can grow and compare
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this estimation with the current best (McGregor (1982)). After trying all the possible branches
except the pruned ones, the maximum cardinality set of individual node matches is reported
as the solution.
4.2.2 Approximation approaches
Identifying MCS is an NP-complete problem (Garey and Johnson (1979)), and there have been
many effort to approximate the solution based on, for example, genetic algorithm (Wagener
and Gasteiger (1994)), simulated annealing (Barakat and Dean (1991)), or neural network
optimization (Scha¨dler and Wysotzki (1997)). The common elements in these approximations
are an objective function that describes the goodness of the current candidate solution(s) and
strategies to produce the next generation of solution(s). These suboptimal approximations can
be much faster than the exact methods but there is no guarantee that they would find the MCS.
4.2.3 Other works noteworthy
In computational geometry, the similar problem is known as the largest common point set
problem (LCP) (Akutsu et al. (1997); Chakraborty and Biswas (1999)). Ambu¨hl et al. (Ambu¨hl
et al. (2000)) also proposed a similar algorithm of polynomial running time (O(n7)) with a
guaranteed approximation ratio. We propose MCS-Finder as a general framework for weighted
graph matching, but LCP methods are rather specific to matching point sets and do not readily
generalize to handle weighted graphs.
Many algorithms have been also reported on graph isomorphism or subgraph isomor-
phism in vision and image analysis research, for example, backtracking algorithms (Ullmann
(1976); Cordella et al. (2001)), integer quadratic programming (Pelillo (1998)), probabilistic
relaxation (Rosenfeld and Kak (1982)), graduated assignment (Gold and Rangarajan (1996)),
or eigendecomposition (Umeyama (1988)). But they do not generalize to solve MCS as is.
There are approaches that have the strength in handling multiple graphs to find MCS of
user-specified frequency (Huan et al. (2004); Thomas et al. (2006)) or to find similar graphs
63
given a query graph. The amount of graph database is ever growing rapidly and identifying
structural patterns from graph database has a wide range of applications, e.g. finding con-
served pathways from protein-protein interaction networks.
4.3 Taxonomy
Before going into detailed description of MCS-Finder framework, we clarify terms that are
frequently used in this chapter. We consider a point set, Pk, as a group of points in 3-D space.
We also use the term structure interchangeably with point set. Thus substructure means any
subset of a point set. A neighborhood of a point, N (k|d), is a group of points that are located
within a predefined distance (d) from a given point k. A match, [i, j], is any point pair between
two point sets, PI and PJ , where i ∈ PI and j ∈ PJ . There exist |PI | × |PJ | possible matches
between PI and PJ , where |Pk| denotes the number of points in Pk. A neighboring match
of [i, j] is any match, [u, v], between N (i|d) and N (j|d) where u ∈ N (i|d), v ∈ N (j|d).
For example, [u1, v1] is one of the neighboring matches of [i, j], whereas [u4, v4] is not (See
Figure 4.1(a)). A match [u, v] conflicts to [i, j] when either u=i or v=j. On the other hand,
we say a match [u, v] is compatible to [i, j] if the distances d(i, u) and d(j, v) are similar.
We weigh the compatibility (w) between arbitrary matches, [i, j] and [u, v], using a Gaussian
function (See Equation (4.2)). A mapping is a set of non-conflicting matches between any
subset of PI and any same-size subset of PJ . In a special case, if a mapping is composed of
only matches that are all compatible to each other, we call it a common substructure mapping.
Therefore, the MCS problem is equivalent to identifying the maximum cardinality common
structure mapping (or the MCS mapping) between two point sets.
4.4 Method
The basic premise underlying MCS-Finder is that matches included in the MCS mapping are
all compatible to each other. Therefore, it is reasonable to think that, if a match [i, j] has more
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neighboring matches compatible to it, then it is more feasible to include [i, j] in the final MCS
mapping. Our confidence on a match [i, j] gets even higher when it has neighbors whose
neighbors are again compatible to their neighbors, and so on. In the MCS-Finder framework,
we try to rank all the matches based upon this notion of “propagated” feasibility. We save
computation time by making decision according to this ranking instead of visiting all the
prohibitive number of different combinations of matches.
The MCS-Finder framework is composed of two stages. In Stage 1, we estimate the im-
portance of each match. By importance, we mean how feasible a match be to be included
in the MCS mapping. We visit all the possible matches one-by-one and build a recurrence
relation that involves neighboring matches. In Stage 2, after the importance of each match is
evaluated and ranked, we make a decision on what match to include as a building block to
reconstruct the MCS mapping. The accepted matches form a mapping between two point sets
and indicate the MCS between point sets.
4.4.1 Ranking all the possible matches between two point sets
As in PageRank or IsoRank, the importance of a match is defined using the following re-
currence relations: the importance of a match [i, j] is determined by the importance of its
neighboring matches [u, v]’s. However, neighboring matches do not have equivalent weight
in deciding the importance of [i, j]. A neighboring match [u, v] is more influential than other











where m[i, j] or m[u, v] are the importance (or match score) of [i, j] or [u, v] respectively;


































































Figure 4.1: The schematic illustration of importance measurement. (a) Two point sets and
the neighborhood of i and j, using our notation, N (i|d) = {u1, u2, u3, u4} and N (j|d) ={
v1, v2, v3
}
(b) Three neighboring matches that are most highly compatible to [i, j]. Although
shown only three (blue dotted lines), there are
∣∣N (i|d)∣∣ × ∣∣N (j|d)∣∣ neighboring matches in
total. (c) Compatibility weight of all neighboring matches [uk, vl] to [i, j]. σ2 was set to
0.05. Irrespective of distances from i or j, the compatibility is high if the distance ratio is
close to 1. See Equation (4.2). For example [u1, v1], [u2, v2], or, [u3, v3] all weighs 1.0 (blue
circle) even though their distances from [i, j] are different. Compare this with Equation (4.7).
We emphasize that [i, j] participates in the recurrence relations of [uk, vl]’s as a neighboring
match. Therefore this table also shows [i, j]’s compatibility weight to its neighbors. Hence,
the sum of all the entries in this table corresponds toW[i,j].
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We emphasize that a match, as a pair of points, is an individual entity, whose importance
is evaluated at one time and, therefore, appears on the left hand side of Equation (4.1) as [i, j].
However, at other times, it also participates in evaluating the importance of other matches as
a neighbor and appears on the right hand side of Equation (4.1) as [u, v]. We also note that the
match scores, m[i, j]’s (or m[u, v]’s), are unknown at this step: Equation (4.1) only describes
the local linear relationships among unknown match scores.
Once the relations are fully built, it is possible to compute the values of match scores,
which will be more obvious if we represent Equation (4.1) using the matrix notation.
m = W m, (4.4)
where m is a doubly-indexed vector or array of m[i, j]’s and W is a doubly-indexed sparse













Since all the values of W can be obtained from the coordinates of points, Equation (4.4)
implies, by solving for the principal eigenvector of W, we can compute the match scores m
and rank all the matches accordingly.
The normalization of each compatibility weight byW has two significant consequences.
First, the total compatibility weight that a match can exert on its neighboring matches is forced
to be 1, which prevents the match scores from biasing toward ones that have many neighboring
matches. Second, it makes W a column-stochastic matrix, and it ensures that there exists
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Figure 4.2: ROC curve for one of the simulation cases in which each point set contains 100
points and there exist a known MCS of 50 points. The area under ROC curve was 0.74 and
0.47 for MCS-Finder and IsoRank respectively. Although high-ranking matches are highly
reliable (green region), some correct matches in the common substructure are ranked quite
low. For example, 10 of the 50 correct matches (20%) are ranked lower than about 5,000 false
matches (50%). Therefore Naı¨ve greedy selection is unlikely to recover the whole MCS.
only one non-negative principal eigenvector m which can be computed using power method
without difficulty (Langville and Meyer (2004, 2005)).
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4.4.2 Identification of the maximum common substructure based upon
the rankings of matches
In Stage 2, we identify the MCS of two point sets by “properly” choosing matches based upon
the rankings computed in Stage 1. The difficulty we face is that naı¨ve greedy selection is
unlikely to recover the MCS since, depending on available information, the correct matches
may not always be ranked at the top. For example, in one of the simulation cases in which each
point set contains 100 points and there exist an MCS of 50 points, the area under ROC curve
was 0.67 (Figure 4.2) which implies the discriminating power of the rankings by itself is not
optimum. The ROC curve also shows that some correct matches in the common substructure
are ranked quite low. For example, a half of the 50 correct matches are ranked lower than
about 2,500 false matches (Figure 4.2). Another significant weakness of greedy selection is
that we cannot determine when to stop accepting matches. In the same example shown above,
greedy selection will keep accepting matches until either all 100 points are mapped or we
reviewed all the possible matches, whichever comes first. Finding threshold value for proper
termination is also difficult because match importance values are distributed differently case
by case.l
There are a few tricks we can leverage to overcome this difficulty. First, we can assume
the MCS mapping has a one-to-one correspondence between two same-size point subsets.
Therefore, once we accept a match while we identify the MCS mapping, we can remove from
our consideration all the matches that conflict to it. (Greedy approaches also use this trick.)
Secondly, but more importantly, we found that a few top-ranking matches are accurate in most
cases (Figure 4.2). Since matches included in the MCS mapping should be all compatible
to each other, we can disregard matches that are not compatible to these top rankers. Our
algorithm is described below in more detail.
1. Initialize the MCS mapping as an empty set.
2. Accept the highest ranking match and put it in the MCS mapping.
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3. Get the next highest ranking match [i, j].
4. Test if [i, j] conflicts to any members in the MCS mapping by checking if either i or j
is taken. If not, proceed to the next step. Otherwise, go back to Step 3.
5. Test if [i, j] is acceptably compatible to every accepted matches, [iacc, jacc], in the MCS
mapping using the following condition. If so, add the match [i, j] to the MCS mapping.
Otherwise go back to Step 3.
∀[iacc, jacc], d(iacc, i)
d(jacc, j)
− 1.0 ≤ ε (4.6)
It is also possible to identify the second maximum common structure that do not overlap
with the MCS by first removing the initially accepted mappings and relevant points, and then,
following the same procedure described above. This is possible since the remaining matches
should also obey the rankings. This approach may be useful if we need to find two or more
shared structural groups located in non-overlapping regions.
4.5 Result
4.5.1 Simulated point sets
Our simulations are composed of three different sets of structure pairs, each set simulates
different scenario. The first set is structure-substructure pairs where a substructure is formed
by randomly sampling points from an original structure. Through this simulation set, we at-
tempt to test how effectively the MCS-Finder works for matching point sets of different sizes.
We created one hundred independent point sets containing 100 points in three-dimensional
space, by randomly generating each axis value from a Uniform distribution U[0, 1]. For
each point set, we sampled 90, 80, 70, down to 50 points to form a set of substructures
that, therefore, match exactly back to the original point set. In total, we have 500 pairs of
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Table 4.1: The accuracy of MCS-Finder in identifying MCS between two point sets, P1 and
P2, of different overall sizes as well as varying MCS sizes. The frequencies (out of each 100
structure pairs) that the whole MCS was accurately recovered are shown. We note that the
size of P1 is 100 in all the point set pairs we tested. The size of P2 varies depending on the
size of MCS that exists in both P1 and P2. For example, if the size of an MCS is 90 and the
extra random points we added to it is 100%, then the size of P2 is 180. We used ε = 0.001 for
compatibility test while accepting matches after rankings are estimated.
The content of P2
The size of MCS (Sampled from P1)
100 90 80 70 60 50
MCS + No extra random points 100 98 98 98 95 97
MCS + 50% extra random points 100 100 99 98 95 97
MCS + 100% extra random points 98 99 97 99 100 98
MCS + 150% extra random points 100 97 100 99 96 96
MCS + 200% extra random points 98 97 99 97 98 92
structure-substructure matching cases. We created our second simulation set by adding 50,
100, 150, and 200% additional random points to each substructure. For example, a structure-
substructure pair of 100 points and 50 points, if we add 100% extra points to the substructure,
the pair is now a case of matching two 100-point structures whose MCS is of size 50 points.
Our goal is to form structure pairs that share common structures smaller than themselves.
Finally, in the third simulation set, we added jitter to each substructure by generating noise
from a multivariate normal distribution, N(0, τ 2I). The goal here is to see how the jitter of








) affects matching performance. These noise levels
are considered low to high according to Caetano et al. (Caetano et al. (2006)) in their 40-point
random point sets also generated using the same U[0, 1].
Table 4.1 summarizes the results of the first and second simulation sets. It shows, in how
many structure pairs, MCS-Finder identified the entire MCS accurately. Structure pairs are
different in overall sizes as well as in MCS size. For example, in 98 out of 100 structure
pairs (underlined in Table 4.1), the entire MCS mapping was successfully identified. In the
remaining two cases, there were one or two missing matches. These are structure pairs where
the first structure contains 100 points and the second structure was formed by sampling 50
points from the first structure and adding 50 more random points. Hence, the MCS for these
71
pairs involves 50 points sampled from the first structure. The situation is the same in all
other items in Table 4.1. We also found that MCS-Finder performs very well even in cases
where MCS is much smaller than 50, if the shared structure is exactly same. We have tested
substructure sizes down to 10 with the same amounts (0∼200%) of extra noise points (data
not shown).
































Figure 4.3: The performance of MCS-Finder on simulated structure-substructure pairs. A
varying level of jitter,N(0, τ 2I), was introduced to each substructure coordinates: (a) τ = 1
256
,
(b) τ = 2
256
, (c) τ = 3
256
, (d) τ = 4
256
. These are considered low to high noise level in
Caetano et al.(2006) in their 40 random points per unit cube structure. The first row shows the
percentage of correct matches in the solution mapping. The second and third row respectively
displays the cardinality of the predicted MCS mapping and the structural similarity in terms
of Pearson correlation between corresponding intrapoint distances based upon the predicted
MCS mapping.
72
As we expected, the accuracy (the first row of Figure 4.3) drops slowly as jitter level rises
and/or the substructure size is smaller. In the third simulation set that contains structure-
substructure pairs with varying degrees of random jitter, MCS-Finder approximates the MCS
very well even with high jitter levels if the substructure size is above 80 points. This implies
that in order to offset the tested level of noise and to have robust performance, we need more
structural information, and therefore, a larger common substructure is desirable. We note
that the accuracy did not drop even if we further add non-matching points to the structure-
substructure pairs. The second and third row of Figure 4.3 respectively show the size of the
predicted MCS and the structural similarity in terms of Pearson correlation between intrapoint
distances based upon the predicted MCS mapping. The point we want to make here is that,
in many cases, the predicted MCS is large (over 90% of known MCS size in median) and the
quality of similarity is high (over 0.90 in Pearson correlation) although the accuracy is low.
This means that MCS-Finder found the sub-optimal mapping somewhere else than the known
MCS even under the noisy situations.
4.5.2 Benchmark tests
We compared the performance of MCS-Finder with that of a graph-theoretic approach, in
which finding the MCS between two input graphs is converted into searching the maximum
clique in a single compatibility graph. (For the definition of compatibility graph, see Sec-
tion 4.2.) We built compatibility graphs following the description of Durant and Pasari (Du-
rand et al. (1999)). For finding largest maximal clique we used the implementation of Bron
and Kerbosch’s clique detection algorithm (Bron and Kerbosch (1973)) in NetworkX package
(Hagberg et al. (2008)) of Python.
There are a few similar aspects between MCS-Finder and the maximum clique detection
methods. For example, in Stage 2 of MCS-Finder, we accept or reject the node matches based
upon compatibility to previously accepted matches, and the final solution is a maximum car-
dinality set of node matches all of them are compatible to each other. This process is concep-
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tually equivalent to finding the maximum clique in a compatibility graph. The novel aspect
of MCS-Finder is that it can go without the tree-based search (which grows exponentially) by
first prioritizing node-to-node matches based upon their “importance” in the local structural
context. The quantification of the “importance” of a match makes it possible for MCS-Finder
to handle noisy situation better because we can make the acceptance test less stringent, for
example, accept a match if it agrees to more than half of the previously accepted matches.
We created the benchmark test sets in the similar way as in the simulation tests. We
first generated 10 structures each of which contains 40 points in three-dimensional space,
by randomly generating each axis value from the Uniform distribution U[0, 1]. We then
sampled 40, 30, 20, down to 10 from each individual structure and formed total of 40 structure-
substructure pairs (Group 1). We also created a group of structure-structure pairs (Group 2)
by adding 100 and 200% extra points to each substructure in Group 1. These extra points are
also generated from U[0, 1]. We created another group of structure-substructure pairs (Group









substructure of Group 1. We have total of 280 matching cases: 40, 80, and 160 from Group 1,
2, and, 3 respectively.
In Group 1 and 2, every case contains a matching substructure of different sizes: 40, 30,
20, and 10. Both MCS-Finder and Bron-Kerbosch algorithm performed very well recovering
the MCS whether or not there exist extra points that are not shared. Bron-Kerbosch algo-
rithm was able to recover 100% of the MCS mappings in all 120 cases perfectly, whereas
MCS-Finder missed 5 out of 5,430 which is the total number of point-to-point matches in
Group 1 and 2. We postulate that the high accuracy can be attributed to the fact that edge
weights behave as if they are all different labels so the compatibility checking becomes easy
and accurate. Bron-Kerbosch algorithm benefits from this because the compatibility graph
would include much less inaccurate edges, and therefore, the search space will also reduce. It
also helps MCS-Finder since we can use smaller tolerance to reject highly-ranked but inaccu-
rate matches.
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The size of MCS: 40 30 20 10
Figure 4.4: The accuracy of MCS-Finder against that of Bron-Kerbosch algorithm. The data
points are given different diameter depending upon the size of substructure. The larger the
size of the substructure, the larger diameter is assigned.
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On the other hand, Group 3 is composed of structure-substructure pairs in which substruc-
tures have been slightly modified using varying degrees of jitter. Figure 4.4 is a scatter plot of
the accuracy of MCS-Finder against that of Bron-Kerbosch algorithm. Most data points in the
scatter plot is above the diagonal line (gray), which is the region that MCS-Finder performed
better than Bron-Kerbosch algorithm. We believe that, under noisy situations, the compatibil-
ity graph will involve more edges that are missing or falsely added, and therefore, it may be
too stringent to require true matches to form clique in the compatibility graph.






















The jitter level (tau): 4 3 2 1256 256 256 256
Figure 4.5: The same scatter plot as Figure 4.4 except that the data points are given different
diameter according to the degree of jitter. The higher the degree of jitter applied, the larger
diameter is assigned.
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The scatter plot also shows that, in 11 cases out of 280, MCS-Finder only achieved less
than or equal to 20% of accuracy. We found those are the case in which MCS-Finder was
distracted by a suboptimal substructure located in a completely different region of the larger
structure. Those cases are mostly the smallest cases where we match a substructure of 10
points back to 40-point original structure. The average cardinality of the mapping found by
MCS-Finder was 7.36 for those 11 cases. We can also see in the Figure 4.5 that these cases are
mostly under the highest jitter level (characterized with larger green circles). We expect that
it is more likely to find some other suboptimal locations when we try to align a small noisy
substructure within a large main structure. We want to note that there is a way to avoid the
suboptimal solution with a minimal amount of extra running time.
In addition to its accuracy and the robustness to jitter, MCS-Finder was faster than Bron-
Kerbosch maximum clique detection algorithm in most cases at the size level we tested. Group
1 and 3 are structure-substructure matching cases whose maximum size is 40. Figure 4.6 indi-
cates that Bron-Kerbosch algorithm was slightly faster in smaller cases to which no jitter was
introduced (green squares). On the other hand, MCS-Finder was faster for matching jittered
substructures back to original structures (red circles). The runtime difference becomes even
larger in cases where extra points were added to substructures (Group 2). The size of substruc-
ture becomes 20, 40, 60, and 80 when 100% of extra points were added, and 30, 60, 90, and
120 if 200% is added, which did not affect the accuracy but, as expected, they required much
more computation for both methods. Figure 4.7 shows that the larger the substructure gets
the larger the difference in running time gets. We want to emphasize that finding the largest
maximal clique has exponential running time (Ehrlich and Rarey (2011)) and we found that
Bron-Kerbosch’s clique detection is not an exception in our runtime analysis. For example,
Bron-Kerbosch was not able to finish within 48 hours when we tried to match two identical
structures that contains 181 points. MCS-Finder took about 2 minutes for the same case. We
will describe about our empirical runtime analysis on MCS-Finder in Section 4.6 in detail.
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The size of MCS: 40 30 20 10
Group 1 (without jitter)
Group 3 (with jitter)
Figure 4.6: The running time (in seconds) of MCS-Finder versus that of Bron-Kerbosch algo-
rithm for Group 1 and 3. Bron-Kerbosch algorithm is slightly faster in small no-jitter cases
(green squares), whereas MCS-Finder is faster in larger noisy cases (red circles).
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The size of MCS: 40 30 20 10
extra 100%
extra 200%
Figure 4.7: The running time (in seconds) of MCS-Finder versus that of Bron-Kerbosch al-
gorithm for Group 2. In this group, substructures contain 20, 40, 60, and 80 points in total
after 100% of extra points were added, and 30, 60, 90, and 120 points with 200% extra points.
We note that those extra points are not shared with the original structures, and therefore, the
original sizes of MCS do not change. We can see that MCS-Finder is more scalable than
Bron-Kerbosch algorithm whose running time is known to grow exponentially.
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4.5.3 Application examples
We tested MCS-Finder with several pairs of proteins and RNA’s to see if the framework can
be indeed applied to real world MCS problems. We found that it can identify the largest sub-
structure that is shared by two given protein or RNA structures without utilizing any other
information (e.g. knowledge of associated protein secondary structure) other than the coor-
dinates of the primary carbons, Cα’s. As mentioned in previous sections, the MCS-Finder
framework cannot be used in a generic manner so as to cover all different problem areas, and
hence, we need to find a set of parameter values suitable for the specific problem domain. In
the protein case, we used the neighborhood size (d) of 8A˚ and compatibility tolerance (ε) of
0.05.
Another practical strength of MCS-Finder framework is that it is possible to “reuse” rank-
ings to find the next maximum common substructure with the remaining matches. The re-
maining rankings can be obtained easily by removing not just the matches included in the
MCS mapping but also all the matches conflicting to them. In other words, if a match [i, j] is
included in the MCS mapping, we can remove all the matches involving i or j. For example,
after we found the MCS as shown in Figure 4.8(a), we screened the remaining rankings to find
the second largest common structure, which is shown in Figure 4.8(b). This capability is suit-
able in cases where there exist multiple large common substructures that are not overlapping
to each other, e.g., to detect conformational differences between proteins/domains.
We also tested if MCS-Finder can identify the MCS from RNA structures. In Figure 4.9,
the MCS between Group I intron ribozymes is shown.
4.6 Discussion
We performed empirical runtime analysis using another simulated point sets. We generated
point sets that contain 25, 26, and up to 29 points in 3-D space. Each coordinate value was




Figure 4.8: Protein structure alignment between different conformational arrangement of rat
DNA polymerase β (PDB ID: 2BPF and 2FMQ). (a) Maximum common substructure and
(b) the second largest common substructure. The alignment was computed based solely upon
coordinates of Cα’s. The figures were drawn using PyMOL (Delano (2002))
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Figure 4.9: Local structure alignment of Group I intron ribozymes based upon coordinates of
C3′ carbons.
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sizes (d) affect the running time, we scaled coordinates so all the point sets have identical
density (i.e., the number of points per unit volume is all 100). For example, we scaled points
sets containing 512 points 3
√
5.12 times so points are distributed over a total of 5.12 unit
volumes. We matched each point set to itself with d of 0.20, 0.25, 0.30, 0.35, and 0.40, since
we wanted to see how time complexity changes above the value d=0.20 we used for all the
simulation tests in Section 4.5. We note that at below 0.20 the accuracy is starting to drop,
and at above 0.25 we do not get any improvement on accuracy even for the additional running
time. As shown in Figure 4.10, the slopes were 1.89 (light green), 2.00, 2.25, 2.25, and 2.34
(red) respectively for d=0.20, 0.25, 0.30, 0.35, and 0.40. This result implies at the practical
level the asymptotic running time of MCS-Finder is around O(n2) but much less than O(n3).
Considering the exponential running times of branch-and-bound algorithms, MCS-Finder is a
scalable approximation.
What makes MCS-Finder unique is that its weighting scheme can incorporate other local
information so the correct matches are distinguished from other wrong ones. We showed
in Figure 4.11 that it also improves what Singh et al. (Singh et al. (2008)) suggest in their
generalization to weighted network alignment. Compare Equation (4.5) to Equation (4.7).
In our approach, support value from a neighboring correspondence get higher when the end















For effective use of the MCS-Finder framework, one should consider what will make the
correct match distinguished from others as well as how to incorporate other relevant informa-
tion into the recurrence relations. Depending on the problem domain, we may want to addi-
tionally use edge types (e.g. valence number in chemical structures), node types (e.g., leaves
and internal nodes in phylogenetic trees), node values (e.g., pixel intensities in images), angle
between the edges (the backbone dihedral angles in protein structures), etc. in order to allow
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Figure 4.10: Log-log plot of the execution time in seconds versus the size of point sets. Neigh-
borhood size of 0.20, 0.25, 0.30, 0.35, and 0.40 were color-coded in light green to red gra-
dation. The slope increased as the neighborhood boundary grows as expected. To ensure the
acceptable level of accuracy for given density of points, the slopes needed to be slightly above










































Figure 4.11: Difference in weighting scheme between (a) MCS-Finder and (b) IsoRank. Each
element in the table represents compatibility weight a match [i, j] can allow to its neighboring
match [uk, vl]’s after normalization byW[i,j]. See Figure 4.1(b) for local structure.
higher weights to the right matches. We showed MCS-Finder works well with the coordinates
only (which is usually the worst case scenario in other clique finding approximations), and,
therefore, we postulate the incorporation of other information would make MCS-Finder work
even better.
We also emphasize that there is a trade-off in the value of neighborhood size d between
accuracy and running time. The larger d brings more structure information on each match (See
Equation (4.1)) and generally makes the local alignment more specific as well as accurate,
but it requires more computational work. In case we know the common structure is highly
similar, small tolerance (ε) is desirable as in exact match simulation cases (See Table 4.1). In
noisy situation, it works better with larger ε, for instance, we used 5% when matching protein
structures. Since the distribution of intra-point distances can be very different depending on




In this chapter, we proposed a novel yet conceptually simple and easy-to-implement frame-
work for the identification of MCS between two point sets based on their Cartesian coordi-
nates or distance matrices. The MCS-Finder framework can generalize to weighted graphs or
networks with minimal modification. In fact, when dealing with point sets, we constructed
weighted graphs by linking two points in each point set if they are within pre-specified dis-
tance. (But MCS-Finder does not assume or require any specific edge connection strategies.)
In weighted graphs, connectivity is rather more specific than in point sets, which would help
in discriminating “good” matches from others. The MCS-Finder also provides a flexible way
to incorporate additional information, if any, on top of Cartesian coordinates or connectivity.
In other words, we can further improve the performance of match evaluation system (Stage
1) by using structural or topological information such as node values, node labels, edge la-
bels, or any relationship among them (e.g., angles between edges). For example, protein local
structure alignment can be even more improved by incorporating amino acid compatibility,
sequential orders, residue depth, charge or secondary structures. The framework can also take
into account known correspondence as PageRank or IsoRankcan. Again in protein alignment,
we can fix the catalytic triad and extend our view to the surrounding region of the structure
for better understanding of reaction mechanism. Hence, we believe MCS-Finder opens the
possibility of developing new efficient tools in a variety of problem areas where finding the




Each chapter has its own conclusion. Therefore, in this chapter, I summarized my work and
suggested future research directions.
5.1 Summary
For phylogenetic trees with weighted edges and strictly-labeled nodes, rCEED methods can
effectively evaluate the structural similarity by embedding the distance relationships in Eu-
clidean space to form EEDs and aligning them using Procrustes. For identification of congru-
ent/incongruent region between trees, vCEED opts for the robust version of Procrustes (Ver-
boon and Heiser (1992)) which puts less penalty on low similarity region so the goodness of fit
function pay more attention to well-aligning substructure, if any. These methods successfully
detected global/local coevolutionary signals or non-standard evolutionary events such as hor-
izontal gene transfer. It was also successful to apply the EED approach to find node-to-node
correspondence of unlabeled trees, e.g. for the prediction of interaction specificity between
multigene families. We developed gCEED for this purpose, where we build the Gaussian mix-
ture models based on EEDs and try to find rigid transformation that minimizes the divergence
between two models. We note that EED-related methods we developed in this study can
address many biological problems where phylogeny comparison is used for analysis.
We also propose phyloAligner as an alternative approach to the alignment of loosely-
labeled or unlabeled trees. The phyloAligner finds the shortest path length-preserving sub-
structures, by which phylogenetic trees of different sizes was also successfully aligned. We
emphasize that existing subgraph isomorphism approaches cannot be used for these prob-
lems since they cannot handle the intervening nodes. In addition, phyloAligner is flexible,
scalable and error-tolerant. We further generalize phyloAligner to MCS-Finder framework
with which we can align weighted graphs, point sets, and distance matrices whether they are
strictly- or loosely-labeled or unlabeled. MCS-Finder provides an easy way to incorporate
local structural properties into the matching process so we can further improve the alignment
performance.
5.2 Future Direction
We are interested in optimizing MCS-Finder framework for various problem domains. For
example, we showed MCS-Finder was able to identify multiple large subunits between protein
structures based solely on the Cartesian coordinates of Cα’s. We expect the alignment quality
can be even further improved by incorporating other available information, e.g., amino acid
residue compatibility, residue depth, secondary structures, dihedral angles, and so on. Similar
idea can be used for matching 3-D chemical structures or RNA structures. We are currently
working on scaling up MCS-Finder in our implementation, so it can handle genome-scale
network comparisons where the number of nodes would be around 20,000 for example in
humans and mice. We also consider applying phyloAligner to matching vascular system or
blood vessel patterns as in Charnoz et al. (Charnoz et al. (2005)).
Even though phyloAligner or MCS-Finder are able to handle structures of different sizes,
they cannot currently align structures of different scales when the scale is unknown. We can
always reduce the structures to unweighted graphs or normalize them to an equivalent scale,
but they all suffer from their own limitations. We are working on adding such capability
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to MCS-Finder framework since we believe it would be extremely useful in a variety of re-
search and engineering areas if flexible and scalable. For example, just to mention only a few,
to identify the same object from pictures taken in different scale, to detect lineage specific
coevolutionary signal (as in Tillier et al. (Tillier and Charlebois (2009)), or to find out the
maximal cardinality subset of variables that are highly correlated.
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