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Alzheimer’s disease (𝑨𝑫) is an irreversible and progressive disease that begins with mild 
memory loss possibly leading to loss of the ability to respond to the environment. Diffusion-
weighted magnetic resonance images (DW-𝑴𝑹𝑰) derived brain network has been widely used 
as an important tool to study 𝑨𝑫. Many methods have been proposed to reconstruct brain 
structural networks in the literature. However, due to the variance of each method, the resulted 
brain networks are distinct. Consequently, the downstream analyses and results are varied, 
which significantly affect the clinical implications of the conclusions. Moreover, due to the 
limitation of the available imaging data, it may also be a challenge to effectively capture highly 
discriminative features related to 𝑨𝑫 , which can further affect the predictive model’s 
performance. In this thesis, we address these challenges by proposing a new 𝑪𝑵𝑵 
(Convolution Neural Network) and 𝑳𝑺𝑻𝑴 (Long Short-Term Memory) mixed model for 𝑨𝑫 
classification. Here we treat different networks from the same subject as multi-view data and 
apply our new model on two independent publicly available AD cohorts (202 subjects from 
the 2nd stage of Alzheimer’s disease neuroimaging initiative or ADNI2 and 445 subjects from 
National Alzheimer’s Coordinating Center or NACC). ADNI2 has four group data (normal 
control or NC, early mild cognitive impairment or EMCI, late mild cognitive impairment or 
LMCI and AD) while NACC has only three group data (NC, MCI, and AD). Our experimental 
results show that our new model can achieve around 96% accuracy for multi-group 
 v 
classifications for both cohorts, significantly outperformed those baseline methods whose 
accuracy is around 75%. 
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Alzheimer’s Disease (AD) is an irreversible and progressive disease that begins with mild 
memory loss, which can result in severe cognitive dissonance and behavior disorder. Recent 
research suggests that various degrees of the progression of degenerative changes in brain 
networks result in different symptom[1]. Standard MRI techniques have been used to capture 
changes of brain integrity and connectivity of the white matter to distinguish patients in several 
stages (NC, MCI, and AD). Recent studies based on MRI can be roughly divided into two groups 
i) ROI-based feature analysis ii) structural and functional connectivity analysis[9]. Diffusion-
weighted magnetic resonance images (DW-MRI) methods, including diffusion tensor magnetic 
resonance images (DT-MRI), also allows exploring and tracking water diffusion among the 
connecting cortical and subcortical regions of the brain, characterizing the progressive effects of 
AD on microstructure[2][3]. Moreover, whole-brain tractography is an application of DW-MRI 
that reconstruct white matter tracts, and it is sensitive to the progressive deterioration of the white 
matter. Hence these tractography methods have been widely used as tools to solve AD-related 
structural and molecular problems in the brain network, tracking disease progression, and 
observing how AD affects the brain[4][5][6].  
The challenges for detecting AD based on artificial intelligence mainly have three main 
reasons i) low-related ROIs in different stages of AD ii) The complexity of medical images iii) the 
limited amount of data. With the rapid development of machine learning and clinical data, deep 
learning methods have been widely applied in research on brain disease, not just Alzheimer’s 
Disease, performing well in the field of extracting features of medical images for disease detection. 
Several machine learning algorithms based on different types of classifiers, multi-modal models, 
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or feature selection methods have been proposed to classify AD and MCI from NC (Normal 
Control)[6][7][8]. Stacked auto-encoder (SAE) can combine the latent high-level feature 
information with the original feature representations and use multi-kernel SVM to improve the 
classification performance[10]. Multimodal stacked deep polynomial networks (MM-SDPN) have 
been proposed to effectively fuse and learn features from original ROI features for better 
performance on multimodal neuroimaging and other medical data[11]. And many studies use the 
zero-masking strategy to extract features from different modalities, putting them into deep SAE 
networks to combine multimodal features. After obtaining high-level features, using SoftMax 
regression to evaluate classification performance[12]. Moreover, many studies based on 
convolution neural network (CNN), using a stack of convolutional and pooling layers to find the 
compositional hierarchy of objects and learn spatial features of MRI for achieving better results in 
AD classification. The combination of Sparse autoencoder and 3D-CNN have been presented to 
capture variational anatomical shapes for multimodality learning[13]. Also, the LSTM (Long 
short-term memory) method has been used to connect the previous and present information for 
predicting the development of AD progression, instead of focusing on detecting the current 
stage[17]. 
Although these mentioned methods have shown their advantages in AD classification, 
there are still some factors that limit their performance. Some spatial information extracted from 
features of ROI will be lost when applying in the flattening layer. Moreover, more convolution 
layer needed to be stacked in the feature fusion stage for better classification results, which will be 
time-consuming due to huge computational cost.  
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Inspired by recent studies, a novel network consisting of CNN and LSTM as shown in 
figure 1 has been implemented for multi-class diagnosis of Alzheimer's disease. First, we need 
to normalize and transform the data which are based on nine different tractography methods. 
Then, the deep 2D-CNN is used to capture the highly discriminative features while LSTM is 
used to extract and remember the long dependence information which is related to AD 
progression[20].  Here we apply our new model on two independent publicly available AD 
cohorts (202 subjects from the 2nd stage of Alzheimer’s disease neuroimaging initiative or 
ADNI2 and 445 subjects from the National Alzheimer’s Coordinating Center or NACC). Our 
network represents feasibility and effectiveness in training and testing when using multi-view 
brain networks in different experiments. 
 
Figure 1 The main structure and process of the Novel Network based on CNN and LSTM 
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2.0 A Novel Network Based on Combined CNN-LSTM 
The mixed structure involves the use of the convolutional neural network layer for extracting 
both low-level and high-level features, and the combination of CNN and LSTM to support 
sequence prediction. We propose one AD classification method based on multi-factor by 
integrating 𝑪𝑵𝑵 and 𝑳𝑺𝑻𝑴  after data preprocessing and augmentation. Specifically, we first 
explain the details of the 𝑪𝑵𝑵 model in section 2.1. Then, in sections 2.2 and 2.3, we introduce 
the LSTM method and combine it with 2D-CNN for AD classification.  
2.1 2D-CNN for Feature Extraction 
In recent years, many deep learning methods have been utilized for image processing and 
feature extraction. In this thesis, CNN is composed of several convolutional layers and pooling 
layers. The convolutional layer uses multiple convolution kernels to extract image features and 
generate feature map groups. Pooling layer to carry out the down-sampling, merging features to 
reduce dimensions; 𝑳𝑹𝑼 layer is used to enhance the ability to generate which sections have a 
relatively high correlation. Especially, in the convolutional layer’s connection, outputs of each 
layer could be shared and all the operation results would be decided by the 𝑹𝑬𝑳𝑼 activation 
function. Then the pooling layer can reduce and regular the dimensionality of the sample data. The 
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Training the CNN model is difficult and complicated because we should observe the change 
of accuracy and loss curve based on the performance through training experiments. We choose the 
binary cross-entropy function to get the loss which can be used to update the parameters in each 
training loop. And due to the characteristic of the 𝑹𝑬𝑳𝑼 activation function, the loss will increase 
rapidly, we should change the learning rate frequently and use the batch normalization can produce 
a higher learning rate on the model and reduce the parameter initialization. After through the 
SoftMax layer, it will export the probability of AD which would be used to update parameters for 
minimizing the loss. Moreover, in order to improve the robustness of the model when meeting 
abnormal data, Gaussian noise is used and it can produce effective results during the training step. 
Figure.3 shows the basic structure of CNN. In conclusion, this model can reduce the computational 
cost and improve accuracy. 
 
Figure 2 The Basic Architecture of Convolution Neural Networks  
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2.2 Long Short-Term Memory for Classification 
Recurrent neural network (RNN) which contains four layers has powerful performance in 
sequence analysis. And LSTM provides the memory blocks instead of conventional RNN units, 
which can be used in solving the exploding gradient problem. By adding one cell state, the LSTM 
network can save long-term states, remembering and connecting the previous and current 
information extracted from output layers of CNN[21]. The LSTM network includes an input layer, 
a hidden layer that contains the memory cell, and an output layer. In each memory cell, a forget 
unit, an input unit, and an output unit have been comprised to effectively capture valuable and 
spatial information in a sequence, deciding which information would be removed from or added 
to the cell states. After the previous process, the output layer determines which information would 
be selected as new information.  
The principle of LSTM that contains five important parts is shown in the following six 
equations from (2) to (7). Where 𝑤 means weight matrices and tx represents the input at the time 
step t . ti  tf  means the forget unit which allows loading abstract information into a long-term 
memory unit at the time t . By extracting abstract information from the output of neurons in the 
previous time series and putting it into neurons with inputs, neurons can be given memory which 
affects the following outputs. If the input door keeps open, a large amount of information pours 
into the memory, causing the value of the memory C to become very large. And when the input 
value is large, the gradient basically disappears. We should add a mechanism to get rid of the 
information and selecting the information using (3), in which  is the sigmoid function. 
Therefore, combining the short-term and long-term dependencies, the new information can be 
stored into next time state using (5) and (6). 
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𝑖𝑡 = 𝜃(𝑤𝑖ℎ𝑡−1 + 𝑤𝑖𝑥𝑡 + 𝑏𝑖)                                                        (2-2) 
𝑓𝑡 = 𝜃(𝑤𝑓ℎ𝑡−1 + 𝑤𝑓𝑥𝑡 + 𝑏𝑓)                                                       (2-3) 
𝐶 = 𝑡𝑎𝑛ℎ(𝑤𝑐ℎ𝑡−1 + 𝑤𝑐𝑥𝑡 + 𝑏𝑐)                                                    (2-4) 
𝑜𝑡 = 𝜃(𝑤𝑜ℎ𝑡−1 + 𝑥𝑡 + 𝑏𝑜)                                                         (2-5) 
𝑐𝑡 = 𝑓 ∗ 𝑐𝑡−1 + 𝑖 ∗ 𝐶                                                             (2-6) 
ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ( 𝑐𝑡)                                                              (2-7) 
 
 
Figure 3 The basic structure of a single LSTM memory cell 
Figure 3 shows the internal structure of the LSTM memory cell which could be formulated 
to process time series of AD progression. The output unit can determine the states that are required 
for continuation by ℎ𝑡−1 and 𝑥𝑡. Finally, ℎ𝑡 can represent that the output will be multiplied by the  
vector 𝑐𝑡 and 𝑡𝑎𝑛ℎ layer using (7). 
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2.3 A Novel Network Based on Combined CNN and LSTM 
In this thesis, a novel hybrid network was developed by combining CNN and LSTM for 
AD classification, and the whole algorithm can be divided into two stages i) feature extraction 
stage based on CNN ii) feature fusion stage using LSTM as shown in Figure 4. The combined 
novel network can extract features using the relationships between ROIs and different stages of 
Alzheimer’s disease for deeper learning. Most researchers used PCA (Principal Component 
Analysis) technique to extract main features from the original images, however, the main feature 
will be abstracted as the relationships between different ROIs. 
 
Figure 4 The main workflow of the proposed method 
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3.0 Experiment 
3.1 Data Description and Augmentation 
In recent studies, Structural Magnetic Resonance Imaging (MRI) has been mostly utilized 
as a research tool to extract and analyze effective information for AD classification[22]. It captures 
the basic progressive deterioration in the brain, detecting the degenerative changes caused due to 
AD progression. In recent studies, many researchers apply whole-brain tractography algorithms 
on detecting large-scale relationships based on voxel in the brain network. And tractography 
methods mainly consist of two steps i) fitting the diffusion model ii) fiber tracking[2]. Figure 2 
shows the typical example of a connectome brain network based on nine different tractography 
methods. In this thesis, to diagnose the brain network changes in different stages of AD, we 
assessed the importance of using original image features to find the connectivity of different ROIs 
in order to address the negative impact of numerous irrelevance parts of raw MRI data. Then the 
imbalanced data sample distribution would be overcome by using batch normalization and data 
augmentation techniques in different conditions with different model parameters[28]. 
The data used in this thesis composed of nine different folders, which come from nine 
different tractography algorithms based on two independent AD cohorts (202 subjects from the 
2nd stage of Alzheimer’s disease neuroimaging initiative or ADNI2 and 445 subjects from 
National Alzheimer’s Coordinating Center or NACC)[23][24]. Each matrix’s size based on 
ADNI2 in each folder is 86*86, and the matrix’s size based on NACC in each folder is 113*113. 
Therefore, the dimension size of the final data is 86*86*9*445 and 113*113*9*202. Table 1 shows 
a summary of the subject's information from two independent AD cohorts.  
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Before entering the data into the network, we should transform all of the matrix and labels 
to the tensor, which acts as the input. All the data will be divided into three parts, including training, 
validation, and testing. In order to evaluate the stability and adaptability of the proposed method, 
we divided the whole dataset in each epoch during the training process and tested when iterations 
equal to 500. 













3.2 Experiment Setup and Parameter Settings 
In this experiment, the dataset was divided into three parts, the training set, validation set, 
and test set accounted for 65%, 20%, and 15%, respectively. The proposed method based on CNN 
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and LSTM was implemented using the Pytorch framework, and the tensor calculation was 
executed using GPU NVIDIA GTX 1660Ti.  
During the process of training, batch normalization and transformation were implemented 
before putting the data into convolution layers [25], and dropout would be used to avoid 
overfitting, which is a critical challenge for effectively capturing highly discriminative features 
related to AD. Then, we choose many different batch sizes such as 8,16,32 to accelerate the training 
process while improving accuracy. When solving Alzheimer’s disease classification problems, the 
most common way is to set 𝑛 output nodes in the last layer. For each batch, the model can get an 
𝑛*1 array which has the same size as the number of stages in Alzheimer’s disease progression, 
and we should choose the one with the highest value as the predicted class. And we should use 
cross-entropy to determine how close the actual output is to the expected output. Moreover, the 
learning rate should be considered carefully, because this hyperparameter can determine the speed 
of effective training and avoid overfitting during the training process. Finally, all of the 
experiments were trained in nearly 120 epochs while the curve of accuracy and loss would tend to 
be stable in 50 epochs. 
3.3 Summary of Results 
For comparing the proposed method with other methods, we trained four different models 
on two AD datasets (ADNI2 and NACC). The results are shown in Table 2. Figures 5 and 6 show 
the accuracy and loss result test on NACC and ADNI2 datasets in the test process. Our new model 
can achieve around 96% accuracy for multi-group classifications, and the smooth curve represents 
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stability. Besides, the accuracy and training loss can converge in nearly 50 epochs. In comparison 
to other methods, it can achieve better performance in terms of accuracy and stability.    
 
Figure 5 The result of Accuracy test on NACC dataset based on combined CNN-LSTM 
 
Figure 6 The result of Loss test on NACC dataset based on combined CNN-LSTM 
 
Figure 7 The result of Accuracy test on ADNI dataset based on combined CNN-LSTM 
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Figure 8 The result of the Loss test on the ADNI dataset based on combined CNN-LSTM 
Moreover, we save all model parameters as a file after training for more than 50 epochs. In 
order to observe which ROIs in brain networks have the most effect on the progression of 
Alzheimer’s disease, we have two further experiments 1)occlusion sensitivity analysis between 
different ROIs 2) the ROIs structure connectivity analysis. First, we should set the rows and 
columns of the matrix to zero in sequence, using the saved model parameters to test the accuracy 
of the classification. And we can rank the accuracy from low to high, to some extent, lower 
accuracy represents higher importance. For instance, when testing the ADNI2 dataset, some of the 
vertical values are very different from the others, which means that this region in the brain network 
can generate more effect on the progression of Alzheimer’s disease. 
   
 14 
 
Figure 9 Test Accuracy in ADNI dataset with the change of 113 ROIs 
 
Figure 10 Test Accuracy in NACC dataset with the change of 113 ROIs 
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Figure 11 Test Accuracy in NACC dataset with the change of 86 ROIs 
In the second experiment, we use the transformed and normalized data of different stages 
of patients to observe the connectivity structural networks, which can represent the performance 
evaluation of the proposed method which is based on the 2D-CNN and LSTM algorithms. For 
instance, Fig 13 shows that the connectivity between the left cingulate gyrus and the left precuneus 




Figure 12 The structural connectivity networks of Top 10 related ROIs in the NACC dataset 
 





In this thesis, we proposed a novel feature hybrid network based on CNN and LSTM which 
focuses on feature extraction and learning feature relationships to observe AD progression. The 
dataset in the experiments can assign different significance of each ROI to different stages of AD, 
ignoring lots of useless information and saving calculation time. The 2D-CNN can combine high-
level and low-level features to improve the ability to effectively capture highly discriminative and 
complex features related to AD, and the extracted feature will be transferred to LSTM modules to 
learn the relationship between time and brain structural changes by remembering spatial 
information which is important for AD progression research. The proposed method obtained an 
accuracy of around 96% which can demonstrate that the proposed architecture has a better 
performance than other exited methods when dealing with the same dataset due to limited image 
data. However, there exists some limitations to the proposed method. Firstly, this network should 
be applied to the processed dataset, affecting the feasibility to a certain extent. Secondly, we cannot 
observe which features significantly affect AD progression intuitively during the training and 
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