Data quantization methods for continuous attributes play an extremely important role in artificial intelligence, data mining and machine learning because discrete values of attributes are required in most classification methods. In this paper, we present an interval similarity-based quantization method for continuous data. It defines an interval similarity criterion which is regarded as a new merging standard in the process of quantization. In addition, a heuristic quantization algorithm is proposed to achieve a satisfying quantization result with the aim to improve the performance of inductive learning algorithms. The new algorithm realizes fair standard and quantifying the real value attributes exactly and reasonably. Empirical experiments on UCI real data sets show that our proposed algorithm generates a better quantization scheme that improves the classification accuracy of inductive learning than existing quantization algorithms.
I. INTRODUCTION
Data mining is a broad area that integrates techniques from several fields including machine learning, statistics, pattern recognition, artificial intelligence, and database systems, for the analysis of large volumes of data. There have been a large number of data mining algorithms rooted in these fields to perform different data analysis tasks. Data quantization is one of the preprocessing techniques used frequently in data mining, machine learning and knowledge discovery [1] [2] [3] . Many realworld data mining tasks involve continuous attributes. However, almost all of data mining techniques can not handle such attributes. Therefore, it is necessary and important to slice the value domain of each continuous attribute into a number of intervals to generate attributes with a small number of distinct values. A good quantization algorithm can not only produce a concise summarization of continuous attributes to help the experts and users understand the data more easily, but also make learning more accurate and faster [4] .
Existing quantization techniques can be divided into top-down vs. bottom-up, while top-down can be further classified into unsupervised vs. supervised [5] . Top-down techniques start from the initial interval and recursively split it into smaller intervals, while bottom-up techniques begin with the set of single value intervals and iteratively merge adjacent intervals. Unsupervised methods provide no class information, such as EQW and EQF [5] . While, supervised methods provide class information with each attribute value and they are much more sophisticate, such as the Chi2-based heuristic algorithms [6] [7] [8] [9] , classattribute interdependency-based methods like CADD [10] , CAIM [11] , CACC [12] , OCDD [13] , and entropy-based discretization [14] , and so on.
In this paper, we focus on bottom-up quantization methods and propose an interval similarity-based quantization method for continuous data. The main contributions of this paper are summarized as follows:
 We define an interval similarity criterion which is regarded as a new merging standard in the process of quantization. 
We propose a heuristic quantization algorithm to achieve a satisfying quantization result with the aim to improve the performance of inductive learning algorithms. The proposed algorithm realizes fair standard and quantifying the real value attributes exactly and reasonably. 
We conduct the empirical experiments on UCI real data sets, and show that our proposed algorithm generates a better quantization scheme that improves the classification accuracy of inductive learning than existing algorithms. The remainder of this paper is organized as follows. We introduce related work in Section II. Section III presents our proposed method. Experiments and performance evaluation are introduced in Section IV. Finally, we summarize our work and conclude this paper in Section V.
II. RELATED WORK
In machine learning and data mining, many quantization algorithms have already been developed [4] , [15] . In this paper, we classify existing quantization algorithms by the following categories.
A. Supervised Versus Unsupervised:
Supervised methods discretize attributes with the consideration of class information such as entropy-based algorithms including Ent-MDLP [14] , D2 [16] , independence-based algorithms including ChiMerge [6] , Chi2 [7] , modified Chi2 [8] , extended Chi2 [9] , Zeta [17] , and class-attribute interdependency algorithms like CADD, CAIM. Minimum Description Length (MDL) criterion [14] is an original approach which attempts to minimize the total quantity of information both contained in the model and in the exceptions to the model. Zeta, a new measure of association between nominal variables that is based on the minimization of the error rate when each value of the independent variable must predict a different value of the dependent variable. CADD discretizes data by heuristically maximizing the interdependence between the class and the continuousvalued attribute. The difference between CAIM and CADD is that CAIM makes use of a different objective function to capture the dependency relationship between the class label and the continuous-valued attribute while keeping the number of discrete intervals as minimal as possible. In addition, many researchers have concentrated on the generation of new quantization algorithms recently [18] [19] [20] [21] [22] [23] . IDD [18] takes into account the order of the output variable and can be used with any number of different output variable values. M. Boulle [19] presents a new quantization method MODL, founded on a Bayesian approach, and introduces a space of quantization models and a prior distribution defined on this model space. Meanwhile, it also proposes a greedy search heuristic with super-linear time complexity and a new postoptimization algorithm that allows obtaining optimal quantization in most cases. Ruoming Jin [20] et al. proposes data discretization unification. They prove that quantization methods based on informational theoretical complexity and the methods based on statistical measures of data dependency are asymptotically equivalent. They also define a notion of generalized entropy and prove that discretization methods based on MDLP, Gini Index [24] , AIC, BIC [25] , and Pearsons 2  statistics [6] , [9] are all derivable from the generalized entropy function. G. Salvador et al. [21] present a survey of quantization techniques: taxonomy and empirical analysis in supervised learning. They develop a taxonomy based on the main properties pointed out in previous research, unifying the notation and including all the known methods up to date. While unsupervised methods, i.e., EQW and EQF [5] , KDE [26] , TDE [27] , do not consider class information. Equal-Width and Equal-Frequency are very simple to implement with a low computational cost. In addition, it has been pointed out that these types of methods are vulnerable to outliers and the results obtained are rather unsatisfactory in most cases. KDE presents an unsupervised quantization method that uses nonparametric density estimators to automatically adapt subinterval dimensions to the data. It searches for the next two sub-intervals to produce, evaluating the best cut point on the basis of the density induced in the sub-intervals by the current cut and the density given by a kernel density estimator for each sub-interval. TDE also presents an unsupervised quantization method that performs density estimation for univariate data. The subintervals that the quantization produces can be used as the bins of a histogram. And it automatically adapts bin widths to the data and uses the log-likelihood as the scoring function to select cut points and the cross-validated log-likelihood to select the number of intervals.
B. Static Versus Dynamic:
Dynamic methods [5] consider the interdependence among the features attributes and discretize continuous attributes when a classifier being built, exploiting high order relationships. Therefore, it could produce better partitions. Bay [28] proposed a multivariate quantization method for set mining. It discretizes one attribute by considering the effects of all attributes in the data set. Two intervals should be merged into one if the sample points falling into these two intervals have similar multivariate distribution. The advantage of this method is that the hidden complex patterns would not be destroyed by the quantization process.
On the contrary, the static methods [14] , [29] consider attributes in an isolated way and the quantization is completed prior to the learning task. This set of algorithms could have also been considered as a process of merging adjacent intervals at a time until a certain threshold is achieved. Actually, almost all quantization methods mentioned above are static. Static quantization method could possibly destroy the complex interactions among multiple variables.
C. Global Versus Local:
Local methods produce partitions that are applied to localized regions of the instance space (i.e. Hierarchical Maximum Entropy [30] , C4.5 decision trees [3] , and Vector Quantization [31] ). C4.5 is a well-known classifier. It could also be used as discretizers. The versatility for multiple data types of this algorithm makes it easy to construct trees in selected subspaces for problems with binary, discrete, continuous or categorical features.
Global methods [17] produce a mesh over the entire continuous instances space, where each feature is partitioned into regions independent of the other attributes. One typical example is 1R (One Rule Discretizer) [32] . 1R method is a simple classifier that makes a single rule known as one-rule. Holte suggests using 1R for the data sets in testing learners which do not contain complex relationships [32] . 1R method will miss some relationships and is not a good quantization method for problems with complex relationships.
III. PROPOSED SCHEME
We first propose a novel quantization method is proposed. Finally, we give the algorithm description.
A. Inteval Similarity-Based Quantization Method
In this section, we propose an interval similarity-based quantization method for continuous data. Before getting into the details of our approach, we first state the problem of quantization. A quantization task requires a training data consisting of N samples, where each sample belongs to only one of S classes. Next, there exists a quantization scheme P , which quantifies the continuous domain of attribute into I intervals bounded by the pairs of numbers:
where 0 t is the minimal value and I t is the maximal value of a continuous attribute. The values in P are arranged in ascending order. For the purpose of quantization, the entire dataset is projected onto the targeted continuous attribute. The result of such a projection is a two dimensional contingency table, see TABLE I, with I rows and S columns. Each row corresponds to an initial data interval, and each column corresponds to a different class. :,
B. Interval Similarity Criterion
Approximate reasoning is an important research content in artificial intelligence domain. It needs measuring similarity between the different pattern and the object. Similarity between two objects is value-measure of similar degree between two objects. Thus, the more similar are two objects, the higher is their similar degree. Usually, similar degree is un-minus and the value often is between 0 (dissimilar) and 1 (completely similar). The same principle, difference between two objects is valuemeasure of difference degree between two objects. The more similar are two objects, the lower is their difference. Often, if the value of similar degree between two objects does not change in [0,1], we may use some kind of function to normalize it to [ 
The traditional similarity measure method often directly adopts the research results in statistics, such as the cosine distance, the overlap distance, the Euclid distance, Manhattan distance and so on. In this paper, we propose a comprehensive significance quantization standard; that is, a new interval similarity function which not only can realizes fair standard and quantifying the real value attributes exactly and reasonably. Definition and analysis of interval similarity function are as follows.
Definition 2 Set two intervals (objects); i a is a class label according to the ith value in the first interval. j b is a class label according to the jth value in the second interval. Then, the difference between i a and j b is: 
In the formula (2),  is a condition parameter:
where ' C is the number of classes of adjacent two intervals. A is the number of condition attribute. is absolute value. (3), when the number of adjacent two intervals has only one ( ' 1 C  ), similar degree between them is biggest obviously. In order to enable similar degree among various intervals to compare in the uniform situation, we can take arc tangent function to normalized processing, causing similar value to be mapped in   0,1 .
reflects the average normative value of cut points before quantization. And we take it as benchmark of distance of the number between two intervals, carrying on tiny move in the c scope.
C. Algorithm
Based on the above proposition, we design an algorithm that is heuristic in nature. The objective of this algorithm is to find better quantization scheme. The detailed steps can be described as follows.
Step 1: Compute the level of consistency by [31] ;
Step 2: Sort data in ascending order for each attribute and calculate the similar value SIAR of each adjacent intervals according to (3) and (4);
Step 
IV. EXPERIMENTAL RESULTS
In order to evaluate our proposed algorithm in a realworld situation, eleven data sets are selected from the UC Irvine machine learning data repository [34] with numeric features and varying data sizes. The data are fully consistency or correct (inconsistency rate is zero), and the data contain real-life information from the medical and scientific fields which had been used previously in testing pattern recognition and machine learning methods. A summary of data sets can be found in TABLE II.   TABLE II We compare our proposed interval similarity-based method with the following algorithms for performance evaluation.  C4.5: built-in quantization method in [3] ;  Mod-chi2 and Ext-Chi2: two popular bottom-up algorithms [8, 9] ;  CAIM: a novel top-down method [11] ;  Boolean: a boolean reasoning approach [35];  Ent-MDLP: entropy-based method using the minimum description length principle [14] ;  EQF: a typical unsupervised top-down method [5] . Among the eight quantization algorithms, EQF, Mod-Chi2, Ext-Chi2 and our method require the user to specify in advance some parameters of quantization. For Mod-Chi2 and Ext-Chi2, we set the level of significance to 0.995. For EQF, the number of intervals is set to 10. Ent-MDLP has an automatic stopping rule and does not require any parameter setting.
In the following experiments, each data set is quantified respectively by the eight algorithms mentioned above. The 10-fold cross-validation test method is applied to all data sets. Each data set is divided into five parts, among which four parts are used as the training sets and one as the testing set. The experiments are repeated many times. The final predictive accuracy is taken as the average predictive accuracy value.
The learning accuracy of these eight algorithms is presented in TABLE III. The comparison results in Table  III show that on the average, our method achieves the highest classification accuracy, which demonstrates that our method can produce a high quality quantization scheme. We rank the algorithms for each data set separately, the algorithm with the best performance gets the rank of 1; the second best gets the rank of 2, and so on. Quick comparisons of the eight algorithms can be obtained by checking the mean rank in Figure 1 . Our interval similarity-based method achieves highest mean rank.
We again select 9 UCI data sets and quantify them using our proposed method (SIAR), Ext-Chi2 method and Boolean method (BOO). The discretized data is classified by multi-class classification method [36] of SVM (1-v-r). Choosing randomly 70 percent of samples are used for training sets, the rest are used for testing sets. Model type: C-SVC. Kernel function type: RBF function. Search range of penalty C : [1, 200] . Kernel function parameter  : 0.4. The predictive accuracy (acc) and the number of support vector (svs) are computed and compared for the above three algorithms (see TABLE IV). Considering computational complexity of kernel function depends on vector inner product of samples and attribute value that are bigger lead to computing complexity, attribute values need to be normalized:
Attribute value after normalization:
The same normalization method can be used in training sets and testing sets. Figure 2 can visually describe predictive accuracy of decision tree and SVM with different discretization algorithms. We proposed a static, incremental, supervised and bottom-up quantization algorithm in this paper, which presents a new quantization criterion and a heuristic algorithm. In order to estimate the effect of generated quantization schemes on the performance of the classification algorithm, empirical evaluation of existing quantization algorithms on UCI real data sets shows that our proposed method generates a better quantization scheme.
No matter uses what kind of merged standard to be able to have the influence to other attributes, but we hoped that the effect will achieve minimum. Moreover, the size of intervals has greater influence to merge, and this also is the question which the next step of work should take.
