We demonstrate a patient-specific method of adaptive IMRT treatment for glioblastoma using a multiobjective evolutionary algorithm (MOEA). The MOEA generates spatially optimized dose distributions using an iterative dialogue between the MOEA and a mathematical model of tumor cell proliferation, diffusion and response. Dose distributions optimized on a weekly basis using biological metrics have the potential to substantially improve and individualize treatment outcomes. Optimized dose distributions were generated using three different decision criteria for the tumor and compared with plans utilizing standard dose of 1.8 Gy/fraction to the CTV (T2-visible MRI region plus a 2.5 cm margin). The sets of optimal dose distributions generated using the MOEA approach the Pareto Front (the set of IMRT plans that delineate optimal tradeoffs amongst the clinical goals of tumor control and normal tissue sparing). MOEA optimized doses demonstrated superior performance as judged by three biological metrics according to simulated results. The predicted number of reproductively viable cells 12 weeks after treatment was found to be the best target objective for use in the MOEA.
Introduction
Glioblastoma multiforme (GBM) is the most common primary brain malignancy and is characterized by extensive infiltration of normal tissue. This highly resilient tumor cannot be cured using current clinical methods, and patients have a median survival of approximately 14 months with the standard of care including surgery, radiation and chemotherapy (Stupp et al 2005) . These therapies are often limited by the potential toxicities to the normal brain.
Large clinical target margins and volumes are routinely used in radiation therapy of GBM due to its widely diffuse nature. Based on a number of dose escalation trials for GBM, a dose of ∼50 Gy in standard fractions to the clinical target volume (CTV) of the T2 enhancing region plus a 2.5 cm margin followed by a boost dose of ∼10 Gy to the gross tumor volume of the T1Gd enhancing region plus a 2 cm margin results in a modest prolongation in patient survival with low risk of radiation necrosis and cognitive decline within the first 12-24 months after treatment (Lawrence et al 2010) . However, uniform prescription doses such as these do not take into account the patient-specific diffuse disease distribution peripheral to the imaging abnormality or the biological tumor heterogeneity of these tumors. Other tissue-level factors governing the response, reoccurrence and progression of disease such as hypoxia (Brown 2000 , Carlson et al 2011 , genomic instability (Perez-Garcia et al 2012) , and the presence of cancer stem cells (Binda et al 2012) are also not considered in these non-optimized plans.
As an alternative to the standard practice of prescribing uniform doses to targets, IMRT can be used to deliver non-uniform dose distributions that are tailored to patient-specific, biological, and spatial metrics derived from models of tumor and normal cell radiation response. An optimal treatment plan must incorporate the effects of radiation with respect to both cancer cells and normal tissue in addition to the evolving cell distributions during a course of treatment (Tome and Fowler 2003) . The high level of spatial complexity required to optimize these treatment plans is challenging using conformal dose delivery methods, but may be quite practical by combining IMRT with biologically based plan optimization.
In multiobjective IMRT optimization, a plan is only considered to dominate (be superior to) another plan if all of its decision criteria (clinical objectives) are more optimal than all of the decision criteria of the inferior plan. Each structure (target or OAR) typically has one decision criteria, so one IMRT plan with more uniform target coverage may have higher dose to OARs than another IMRT plan with worse target coverage. In this case, neither plan would dominate or be considered superior to the other in a multiobjective context. Hence, in multiobjective IMRT optimization there is no single optimal plan, and the best possible solution is the set of plans that cannot be dominated and that represents the optimal tradeoffs amongst all decision criteria. This set is known as the Pareto Front.
Current practice in radiation therapy is to assume a steady state model of the tumor and to optimize based on the size and location of the tumor at the beginning of treatment. Tumor growth is occasionally accounted for in different fractionation schedules by calculating the biologically equivalent dose with a term included for repopulation. In this work, strategies for biologically-guided radiation therapy (Stewart and Li 2007) are used to examine potential gains in treatment effectiveness that are possible by combining a patient-specific, diffusioninvasion model of glioblastoma (Rockne et al 2009a , Rockne et al 2010 with a multiobjective evolutionary algorithm (MOEA) for dose optimization (Holdsworth et al 2010 , Holdsworth et al 2011 , Holdsworth et al 2012 . We present an algorithm for IMRT optimization that includes the effects of radiation-induced cell kill, tumor diffusion and proliferation. The optimization algorithm accounts for the temporal development of the tumor by performing weekly optimizations and by including the future state of the tumor in the optimization objectives.
Methods

Linear-quadratic (LQ) cell survival model and equivalent uniform dose (EUD)
In the LQ model (Hall 1994) , the fraction of cells, S, that survive absorbed dose d (Gy), delivered to a region of tissue in n fractions, is given as S(nd) = exp(-αnd -βGn 2 d 2 ), where α (Gy −1 ) and β (Gy −2 ) are intra-and inter-track radiation sensitivity parameters and G is the Lea-Catcheside dose-protraction factor (Sachs et al 1997) . For a typical radiation therapy treatment consisting of n well separated fractions, G can be approximated by G ∼ = 1/n (Stewart and Li 2007) , and the LQ survival model can be re-written as S(nd) = exp(-αnd -βnd 2 ). In this study, we used α = 0.12 Gy −1 and α/β = 3 Gy for normal brain tissue. Equivalent uniform dose (EUD) is a method for quantifying non-uniform dose distributions. EUD is defined as the absorbed dose, which if uniformly delivered to a tissue region of interest, will produce the same biological effect as delivery of the nonuniform dose distribution to the same tissue region of interest (Niemierko 1997) . To compute this we solve iteratively for EUD as shown in equation (1):
where c i , v i and d i represent the cell density, volume and dose, respectively, at the spatial location indicated by i.
Mathematical model of GBM
A patient-specific, proliferation-invasion (PI-RT) mathematical model of GBM (Rockne et al 2009 , Rockne et al 2010 describes the change in tumor cell density with respect to time and space by quantifying net rates of proliferation (ρ time −1 ) and invasion (D area/time). The radiosensitivity parameters α and β in the PI-RT model are the same as in LQ cell survival model. Patient-specific PI-RT parameters, except normal tissue radiosensitivity parameters, were determined from routinely available pre-treatment MRI imaging , 2008a , Harpold et al 2007 , Wang et al 2009b , Szeto et al 2009 , Rockne et al 2010 . Tumorspecific estimates of α have been shown to correlate linearly with the proliferation parameter ρ and can be determined for any patient a priori to radiation treatment, assuming the ratio α/β is assumed to be fixed at 10 Gy (Rockne et al 2010) .
Tumor cell density evolves in both space and time and represents net density per unit volume, not the behavior of individual cells. Proliferation is assumed to follow a logistic growth curve while invasion is modeled as a Fickian diffusion process. The model is of the form:
where ρ is the rate of proliferation, D is the rate of diffusion, k is the maximum allowed tumor cell concentration, c is the tumor cell distribution as a function of space and time:
and
where d(x, t) is the radiation dose distribution and S is the estimated surviving fraction using the LQ cell survival model with the parameters α and β. The GBM model uses a 'tip of the iceberg' view of clinical imaging, where the boundaries of the enhancing regions on T1Gd and T2 MRIs are associated with isosurfaces of constant density. These isosurfaces are used to infer a gradient of tumor cells, characterized by an invisibility index, the ratio of model parameters D/ρ (Rockne et al 2010 , Szeto et al 2009 , Wang et al 2009b , Harpold et al 2007 . The GBM model is a form of the well-studied Fisher's equation, with solutions that approach a traveling wave with a constant velocity of 2 √ D ρ (Fisher 1937) . This is in agreement with observed linear velocities on serial MRI of untreated low-grade gliomas followed over as many as 15 years (Mandonnet et al 2003) as well as untreated GBM (Swanson et al 2002) . With these two equations, we can solve for the patientspecific model parameters D and ρ algebraically as in (Rockne et al 2010 , Szeto et al 2009 , Wang et al 2009b , Harpold et al 2007 .
Results presented in the work are based on data obtained from two patients. The GBM model parameters used for patients were derived from MRI images taken before and after standard radiation therapy. The values used for patient 1 with relatively radio-resistant glioblastoma and for patient 2 with relatively radio-sensitive disease are given in table 1 (patients 6 and 5 in Rockne et al 2010, respectively) . Results were calculated for the standard of care plan that was generated for clinical use that delivered 61.2 Gy in 1.8 Gy daily fractions to the CTV over 7 weeks. In order to better quantify improvement from radiation therapy, the GBM model was used to predict what the tumor size (T2 MRI visible radius) would be for patient 1 and patient 2 over time if no radiation therapy was used. Quantitative results of tumor control are reported in terms of 'Treatment Gain' which is the difference of the time it takes for this baseline to reach a 4 cm T2 MRI visible radius versus the time it would take using various forms of radiation treatment as calculated by the model. Normal tissue EUD is used to quantify risk to normal tissue for these simplified example patients.
MOEA for IMRT optimization
A MOEA was used for IMRT optimization (Holdsworth et al 2010 , Holdsworth et al 2011 , Holdsworth et al 2012 . The MOEA itself consists of two interacting algorithms each with its own set of objectives: (1) a deterministic IMRT optimization algorithm that generates IMRT plans by minimizing a penalty function that is a weighted sum of clinical objectives and (2) an evolutionary algorithm that selects superior (non-dominated) plans based on a separate set of decision criteria. The population of superior plans is used to generate new formulations of the penalty function which can be minimized to produce new IMRT plans. Using this process of natural selection, the MOEA will produce sets of IMRT plans that approach the Pareto Front and represent the best possible tradeoff amongst decision criteria.
Deterministic multiobjective IMRT algorithms minimize fitness criteria, and then use those same criteria to judge plan quality in the selection process; however, this requires that all fitness criteria are of a mathematical form that lends itself to efficient optimization. The MOEA is a stochastic multiobjective algorithm that uses a set of penalty objectives for individual IMRT optimization, and uses a separate set of decision criteria to judge plan quality in the selection process of the evolutionary algorithm. While the penalty objectives in our algorithm are quadratic, the decision criteria have no mathematical restrictions and can be designed solely to emulate to most appropriate clinical goals. Another advantage is that the set of decision criteria can be kept small for more efficient multiobjective optimization (Holdsworth et al 2011) , while the set of penalty objectives can be expanded for greater flexibility in the search for more optimal IMRT plans (Holdsworth et al 2012) .
The IMRT optimization utilized in our MOEA minimizes a fairly standard penalty function that is a weighted sum of quadratic penalty objectives: work, the quality of the plan is judged by three decision criteria described below, and all plans are compared and any dominated plans are eliminated prior to beginning the next iteration of the MOEA. This stochastic algorithm has the advantages of being able to incorporate any form of decision criteria and of not requiring a priori determination of the importance of each criterion. The algorithm returns Pareto optimal plans with respect to the decision criteria utilized in the multiobjective optimization. In this work, three decision criteria were used. Two criteria were used to evaluate all plans: (1) minimizing the maximum dose per fraction to any voxel and (2) minimizing normal tissue EUD. The third decision criterion was varied in order to see the effects of altering target optimization objectives: (3a) tumor cell kill, (3b) tumor survival after 1 week of treatment or (3c) tumor survival 11 weeks after 1 week of treatment. For criteria (3b) and (3c), the GBM model was used to predict tumor growth from that stage of the optimization process. These criteria were used in the weekly adaptive optimization process. Each fraction was scaled such that the EUD to normal brain was less than or equal to that of the standard-of-care plan and such that the maximum dose per fraction to any voxel in the scaled dose distribution was also limited by a given maximum dose (3 Gy, 8 Gy, or no limit).
In this work, the optimal distribution for each week of treatment is generated in 300 iterations, and 7 weeks of treatment are generated for each scenario. Optimization of all of the distributions throughout the 34 fractions to be delivered to one patient takes anywhere from 6 min to 10 h. When maximum cell kill is used as target decision criteria and there is a low allowed maximum dose, the adaptive optimization is much faster. If decision criteria for the target is calculated using the model to simulate 12 weeks of response for each iteration and if no maximum dose is used, the optimization takes much longer. The optimal distribution to be used in the GBM model for each week of treatment is selected based on a weighted sum of decision criteria. The GBM model then simulates of growth, diffusion and radiation damage for five days using this radiation dose distribution and two weekend days without radiation. The resulting tumor cell distribution is used for the following week's optimization.
For ease of model integration and computation, simulations were carried out in a simplified three-dimensional geometry where the tumor cell density was spherically symmetric and the structures in the optimization consisted of concentric shells. Each shell had its own proportion of tumor cells and genes (objectives and weights used in the penalty function) to be optimized by the MOEA. In this work, the simulations included a few sets of simple decision criteria, but other objectives such as dose to specific structures, DVH information or any quantifiable metrics specific to a given clinical situation can be used to either judge or scale dose distributions.
MOEA IMRT optimization GBM Model (1)
Uses optimized dose distribution to simulate 5 days of treatment and 2 weekend days resulting in normal and tumor cell distributions
GBM Model (2)
Calculates tumor cell decision criteria given proposed treatment MOEA Selection process based on decision criteria removes all inferior IMRT plans
IMRT Optimization
An IMRT plan is generated by minimizing the penalty function derived from the "child" plan's shell weights and dose objectives MOEA Shell weights and dose parameters are generated for a "child" plan by recombination and mutation using plans in the existing population Adaptive therapy was implemented by performing weekly MOEA IMRT optimizations using the most up-to-date predictions of tumor cell distributions obtained from the GBM model. Each week of treatment is simulated with the GBM model using the generated dose distribution to determine the tumor cell density used in the next round of optimization. Figure 1 demonstrates the iterative dialogue between the two algorithms.
Plan Evaluation
The results of the optimizations were compared using four metrics:
(1) tumor radius as would be visible on T2 MRI; (2) dose-volume histograms of total normal tissue EUD outside of the T2 enhancing region; (3) dose-volume histograms of total tumor tissue EUD; (4) treatment gain, the delay in days for the T2 radius to reach 4 cm compared to the untreated control.
Results
1. Tumor control performance
In each simulation, three decision criteria were used to judge plan quality. Two of these criteria are used in every simulation while the third criterion was varied to test different models of tumor control. Results are reported in terms of the T2 MRI radius over time as predicted by the GBM model, treatment gain, and normal tissue EUD. The predicted radius of the T2 MRI region over time is plotted for the standard plan and for the results of five different MOEA optimizations in figure 2. Three of the optimized plans were generated using minimum tumor cell survival after 1 week of treatment as the tumor control decision criteria with three different maximum dose/fraction restrictions: 3 Gy, 8 Gy, and no restriction. The other two MOEA optimizations shown use an 8 Gy/fraction maximum Figure 2 . Plot of simulated T2 MRI radii versus time for the first patient. The untreated case and the standard protocol are compared to MOEA optimized dose distributions using maximum allowed doses per fraction of 3 Gy, 8 Gy and no maximum (all using one week tumor survival decision criteria). Also included are simulations using tumor cell kill and tumor survival 12 weeks after treatment (both using an 8 Gy maximum dose restriction). Figure 3 . Plot of simulated T2 MRI radii versus time for the second patient. The untreated case and standard protocol are compared to optimized dose distributions using maximum allowed doses per fraction of 3 Gy, 8 Gy and no maximum (all using 1 week tumor survival decision criteria). Also included are simulations using tumor cell kill and tumor survival 12 weeks after treatment (both using an 8 Gy maximum dose restriction).
dose restriction using either maximum tumor cell kill per fraction or minimum tumor survival 12 weeks later for tumor control decision criteria. Similar results are shown in figure 3 for the second example patient.
A summary of results are in table 2 below. Normal tissue EUD is calculated by solving equation (1) iteratively. Treatment gain is the added number of days for the T2 MRI radii to reach 4 cm using RT versus no treatment. Note that for some simulations, the radius plot shows a steep jump in radius before resuming linear growth. This does not represent change in overall growth rate, but instead occurs when a large region of the tumor cell population achieves the minimum T2 cell density still visible on an MRI image. This reflects the complex interplay between a diffuse distribution of gliomas cells and the ability to reach a local threshold of detection to be visible on MRI.
For both patients, optimized plans with the maximum dose per fraction limited to 3 Gy resulted in response slightly worse than the standard plan for one-fourth the dose to normal tissue. For patient 1 that had lower parameter values for the net proliferation rate, ρ, and radiosensitivity, the treatment gain was lower for all RT plans, and results were similar for all optimized plans with maximum dose per fraction > 3 Gy. For patient 2 that had larger values for the net proliferation rate, ρ and radiosensitivity, tumor response was highly dependent on both the maximum dose and the tumor control decision criterion implemented. When no maximum dose was used, the treatment gain improved to 157 days; however, the high dose in small volumes of tissue would be prohibitive for practical use in the clinical. The MOEA optimized treatment scheme that used tumor survival 12 weeks post treatment demonstrated the best simulated performance for this patient with a treatment gain of 153 days. All results were simulated by the GBM model for two simplified example patients.
Tumor cell population dose volume histograms
Cumulative dose volume histograms (DVHs) are used to demonstrate how different tumor decision criteria and maximum dose restrictions affect dose distributions. In figure 4 , DVHs using total dose delivered in 34 fractions to the tumor cell population for the standard plan compared to the five same MOEA optimized dose distributions as in figures 2 and 3 for the second patient are displayed.
The maximum dose restriction directly affects the dose delivered to the bulk of the tumor; however, the predicted tumor control of the plan that used 11 weeks after 1 week of treatment cell survival as decision criteria had a much lower dose level and performance that was comparable to the MOEA plan that did not have a maximum dose restriction according to the GBM model. This result implies that the location of tumor cells targeted for radiation therapy Figure 4 . Dose volume histograms of the tumor cell population are displayed for the standard plan and for the MOEA optimized plans using 1 week tumor survival decision criteria with either a 3 Gy restriction on maximum dose, an 8 Gy restriction on maximum dose or without restriction. Also shown are DVHs for the MOEA plans that used 8 Gy maximum dose and either tumor cell kill or tumor population 11 weeks after 1 week of treatment. is as important as dose level to the tumor core when it comes to predicted long term tumor control. There is wide patient-to-patient variation in the extent of diffusely invaded tumor cells peripheral to the imaging abnormality (Harpold et al 2007 , Wang et al 2009a , Szeto et al 2009 , Rockne et al 2010 that supports the need for patient-individualized treatment optimization to carefully incorporate this diffuse disease extent.
Without setting a maximum dose, the optimization can reach doses over small volumes that are far higher than current clinical practice. By forcing the maximum dose of optimizations to be lower, distributions will be more acceptable for clinical use, but tumor control may be sacrificed. As previously discussed (Holdsworth et al 2011) , the specific goals or decision criteria used during multiobjective optimization play an important role in the final dose distributions and the quality of the radiation therapy with regard to what is best for the patient.
Normal tissue dose volume histograms
In figure 5 , DVHs of the normal cell population for the optimized dose distributions for the second patient are compared to the DVHs resulting from the conventional clinical radiation therapy. Minimum tumor cell survival after 1 week of treatment is used as decision criteria in the MOEA for three optimizations using different restrictions on maximum dose. DVHs for normal tissue are also displayed for two other MOEA optimizations using maximum tumor cell kill and minimum tumor cell survival 12 weeks after radiation therapy that are also displayed (both with an 8 Gy maximum dose restriction).
Discussion
In this work, we report on a novel integration of an IMRT optimization algorithm with a spatially and temporally dependent glioma tumor response model. This integration has allowed for potential adaptation of the radiation delivery in response to changes in the tumor due to radiation killing, diffusion and proliferation of the tumor cells. The use of a multiobjective Figure 5 . Dose volume histograms of the normal brain cell population are displayed for the standard plan and MOEA optimized plans using 1 week predicted tumor survival decision criteria with either a 3 Gy restriction per fraction on maximum dose, an 8 Gy per fraction restriction on maximum dose or without a maximum dose per fraction restriction for the second patient. Normal tissue DVHs are also shown for two optimizations using an 8 Gy restriction with either tumor cell kill or tumor survival 12 weeks after treatment.
optimization algorithm provides a means of searching for the best set of IMRT plans without needing to make decisions regarding the relative importance of the clinical goals before it is known what can be achieved. The choice of a stochastic MOEA has allowed us to use a number of different objectives (mathematical forms of clinical goals) that are difficult to use in deterministic optimization algorithms. These decision criteria provide a robust method for searching and evaluating different IMRT plans.
The use of a space-, time-and radiation-dependent model of tumor growth and distribution highlights the role that high-level biological models can play in radiation therapy. The fact that this particular model uses measured patient-specific parameters is a significant step beyond the normal use of radiobiological models in treatment optimization. In addition, the model allows us to investigate two aspects of adaptive therapy that have not been explored to any great extent, namely, to adapt the dose distribution to changes in physical distribution of the tumor and to adapt to the temporal evolution of the system.
With respect to the spatial distribution, results predicted by the mathematical model for two simplified patient examples suggest that the standard plan of uniform dose to the bulk of the tumor with a 2.5 cm margin has the potential to be improved in terms of both tumor control and normal tissue dose. MOEA optimized doses that used biological decision criteria based on a mathematical model of GBM and were adapted as the predicted tumor cell distribution changed for each week of treatment demonstrated the potential for improvement in tumor control and lower normal tissue EUD over current standard clinical practice. In results predicted by the GBM model, restricting the maximum dose per fraction to 3 Gy diminished the performance of optimized plans to control tumor invasion to the level of the standard plan; however, the EUD delivered to normal tissue in the brain was reduced by about a factor of 4 for the two simplified patient examples. Due to the greater normal tissue sparing, one outcome could be designing dose/fractionation schedules that increase the total amount of radiation while keeping the potential risks low.
When the maximum dose restriction was increased to 8 Gy per fraction, simulated tumor control was greatly enhanced. When no restriction was used, tumor control performance improved further; however, the MOEA plan that used predicted tumor cell survival 11 weeks post treatment for tumor control decision criteria and an 8 Gy maximum dose also demonstrated the same performance for the patient. This suggests that targeting certain glioblastoma cells in locations on or just outside the edge of the tumor could be as effective as delivering high doses with high risk of brain tissue necrosis to the bulk of the tumor. One of the difficulties of this study has been in modeling the effect on normal tissue when the insidious nature of GBM results in a mixture between brain and tumor.
With respect to advantages of adapting the IMRT delivery to the temporal development of the tumor, figures 2 and 3 and table 2 show the potential advantage of using the model to predict future growth and optimizing the dose based on that prediction. We have accounted for time-dependent tumor response by performing adaptive planning during the course of delivery and by designing decision criteria that evaluate the future state of the tumor. A more general approach that uses a stochastic model of tumor response has been described by Kim et al (2009 Kim et al ( , 2012 in which a Markov Decision Process is developed assuming periodic studies (imaging) that provide information regarding tumor response. This model also results in optimal treatment plans that vary the dose per fraction, as well as the spatial dose distribution, according to the development of the tumor. Other approaches to account for stochastic radiation effects have usually relied on applying probability distribution functions of parameters (Webb and Nahum 1993) .
The optimized MOEA treatment schemes deliver higher doses to smaller volumes of tissue such that each fraction delivers an EUD to normal tissue outside of the T1Gd enhancement that is less than or equal to that of the standard plan. The MOEA is flexible and will optimize on whatever decision criteria it is given. If the 'high dose tails' in the optimized plans are clinically unacceptable, a different set of decision criteria could be employed to minimize them. Mathematically, the large volumes of lower dose compensate for the small volumes of high dose in the normal tissue EUD formula.
When large margins are added to targeted volumes in radiation therapy to account for set up error, the PTV volumes are greatly increased. This results in much higher dose to large volumes of normal tissue relative to that of the tumor cell population. Precise, non-uniform dose distributions in radiation therapy would have to be used in conjunction with accurate localization and immobilization to minimize set up margins and take advantage of the benefits of non-uniform, biologically optimized dose distributions.
Conclusions
Using data from two simple example patients, a patient-specific mathematical model of glioblastoma demonstrated how adaptive radiation therapy using biological optimization of tumor cell control and normal tissue sparing has the potential to improve patient outcome. These results also suggest that using clinical objectives and decision criteria that focus on future states of the tumor has the potential to generate more efficacious dose distributions. A powerful aspect of this combined technique is the flexibility of the MOEA to adapt to any input data and to optimize to any desired end point while being informed by a patient-specific understanding of the proliferation and invasion kinetics of cancerous cells. The long term potential of this approach is greater as modeling becomes more detailed, as more effective decision criteria tailored to specific clinical situations are employed, and by utilizing voxel-specific IMRT objectives (Holdsworth et al 2012) so that any patient can be optimized regardless of complexity. This work demonstrates the roles that a robust model of tumor growth and radiation response and increased information from imaging could play in improving radiation therapy for tumors that are difficult to treat, such as glioblastoma. The multiobjective optimization platform provided a powerful and flexible method for implementing these models in a clinically useful fashion that provides the decision maker with a range of achievable choices.
