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Abstract
The goal of the paper is to apply the approach inspired by the theory of integrable systems to construct explicit
sections of line bundles over the combinatorial model of the moduli space of pointed Riemann surfaces based on
Jenkins-Strebel differentials. The line bundles are tensor products of the determinants of the Hodge or Prym vector
bundles with the standard tautological line bundles Lj and the sections are constructed in terms of tau functions.
The combinatorial model is interpreted as the real slice of a complex analytic moduli space of quadratic differentials
where the phase of each tau-function provides a section of a circle bundle. The phase of the ratio of the Prym and
Hodge tau functions gives a section of the κ1-circle bundle.
By evaluating the increment of the phase around co-dimension 2 sub-complexes, we identify the Poincare´ dual
cycles to the Chern classes of the corresponding line bundles: they are expressed explicitly as combination of Wit-
ten’s cycle W5 and Kontsevich’s boundary. This provides combinatorial analogues of Mumford’s relations onMg,n
and Penner’s relations in the hyperbolic combinatorial model. The free homotopy classes of loops around W5 are
interpreted as pentagon moves while those of loops around Kontsevich’s boundary as combinatorial Dehn twists.
Throughout the paper we exploit the classical description of the combinatorial model in terms of Jenkins–Strebel
differentials, parametrized in terms of period, or homological coordinates; we show that they provide Darboux coor-
dinates for the symplectic structure introduced by Kontsevich. We also express the latter as the intersection pairing
in the odd homology of the canonical double cover.
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1 Introduction
Tau-functions play an important role in the theory of moduli spaces starting from the works [52] and [39] where
it was shown that the tau-function of a special solution of the Korteveg-de-Vries hierarchy generates intersection
numbers of ψ-classes overMg,n. This led to numerous further important results. For example intersection numbers
of κ-classes with ψ-classes as well as Hodge integrals turn out to be generated by KdV and KP tau-functions [29, 11];
tau-functions of KP and Toda equation define also Hurwitz numbers of various kind [46]. We refer to [40, 47] and
references therein for detailed discussion of the subject.
Tau-functions of another type were introduced in [38] while studying the Jimbo-Miwa isomonodromic defor-
mations of quasi-permutation monodromy groups. They are special cases of general isomonodromic Jimbo-Miwa
tau-functions [22, 42]; these tau-functions were named after Bergman due to their relation to the Bergman projec-
tive connection. The Bergman tau functions naturally appear in various contexts, including Dubrovin’s theory of
Frobenius manifolds [10, 33].
In [32] it was shown that the Bergman tau-function on Hurwitz spaces is essentially a section of the determinant
line bundle of the Hodge bundle. This observation was used to compute the Hodge class over spaces of admissible
covers via boundary divisors, generalizing a result of Cornalba-Harris [9]. The theory of Bergman tau-functions was
further applied to derive new relations in the Picard group of the spaces of abelian, quadratic and n–holomorphic
differentials over Riemann surfaces [31, 35, 36, 34] and give an elementary proof of Farkas-Verra relations [15] in the
Picard group of moduli spaces of spin curves [4].
In [30, 36] it was shown that there exist two natural tau-functions associated to spaces of quadratic differentials
over Riemann surfaces. The first tau-function is a holomorphic section of the determinant line bundle of the Hodge
vector bundle ΛH ; the second tau-function is a section of the determinant of the Prym vector bundle ΛP . Therefore,
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these two tau-functions (as well as their analogs in the case of Jenkins-Strebel differentials) are naturally called the
Hodge (τ+) and the Prym (τ−) tau-functions, respectively (see Sec. 4.1 and Sec. 4.3). The study of the properties of
τ± gives in particular a direct analytical proof of Mumford’s formula λ2 − 13λ1 = −δ (which holds in Pic(Mg,Q)),
where δ is the class of Deligne-Mumford boundary [36]. The Hodge and Prym tau-functions turn out to be also
relevant in the study of Lyapunov exponents of the Teichmu¨ller flow [12].
The combinatorial model ofMg,n, denoted byMg,n[p], for fixed p ∈ Rn+, is based on the theory of Jenkins-Strebel
(JS) differentials. This model was developed starting from ideas of Harer, Mumford and Thurston (see [25]; a modern
exposition is given in [45]). We call it the flat combinatorial model as opposed to Penner’s hyperbolic combinatorial model
[48]. The flat combinatorial model was central in Kontsevich’s proof [39] of Witten’s conjecture [52].
Cells ofMg,n[p], with p = (p1, . . . , pn) ∈ Rn+, are labeled by ribbon graphs (or fatgraphs) of given topology on a
Riemann surface C of genus g punctured at n points. The vertices of the ribbon graph are zeros of the JS quadratic
differential Q while the faces correspond to poles of Q. The quadratic residues at the poles are given by −p2i /4pi2,
where p1, . . . , pn are the perimeters of the faces. The lengths of the edges in the metric |Q| coordinatize the cell. All
cells with given multiplicities k1, . . . , km of the zeros of Q form a stratum ofMg,n[p] labeled by the vector k.
There exists a compactificationMg,n[p] of the combinatorial model [45, 41] which provides a partial parametriza-
tion of the Deligne–Mumford compactification Mg,n; points of the combinatorial (Kontsevich’s) boundary corre-
spond to quadratic differentials with simple poles, i.e., ribbon graphs with uni-valent vertices. The main stratum of
Mg,n[p] corresponds to quadratic differentials with all simple zeros, so that the Strebel graph has only three-valent
vertices; we denote this stratum byW . The boundaries of real co-dimension 1 of the cells ofW (the facets) correspond
to JS differentialsQwith one double zero, while all other zeros remain simple; the corresponding ribbon graphs have
one 4-valent vertex while all other vertices are three-valent. The union of cells of W and their facets will be denoted
by W˜ . The complement,Mg,n[p] \ W˜ , contains cells of (real) co-dimension 2 and higher.
In co-dimension 2 there exist two special sub-complexes ofMg,n[p]:
– The first, called ”Witten’s cycle”W5, corresponds to ribbon graphs with at least one 5-valent vertex. In the main
stratum of W5 the differential Q has one zero of order 3 while all other zeros are simple.
– The second, W1,1 (also a cycle) is the ”Kontsevich’s boundary” ofMg,n[p]. The main stratum corresponds to
the collapse of two edges forming a homotopically non-trivial loop, and further resolution of the arising two-
valent vertex into two 1-valent ones. Then the differential Q acquires two simple poles at the nodal points in
the normalization of the curve [45]. The corresponding ribbon graph either remains connected (and has two
1-valent vertices) or consists of two components with one 1-valent vertex each. The cycle W1,1 is the sum of
several sub-cycles that correspond to different topological types of the boundary ofMg,n.
WhileMg,n[p] is in one-to-one correspondence withMg,n itself, this isomorphism does not extend to the boundary:
some components of Deligne-Mumford boundaryMg,n \Mg,n (the ones corresponding to homologically trivial van-
ishing cycles which leave all punctures in one of the connected components of the stable curve) are not represented
by cells of highest dimension of W1,1.
On the main stratum of each Witten-Kontsevich cycle (see Def. 2.8) ofMg,n[p] there is an orientation that extends
consistently from cell to cell. This orientation is defined by the top power of Kontsevich’s symplectic form
Ω =
n∑
i=1
p2iωi (1.1)
where ωi is the representative of the first Chern class ψi of the i-th tautological line bundle Li [39], see (2.11). The
integral of the top power of the form Ω over W was used in [39] to generate the intersection indices of ψ-classes over
Mg,n.
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Denote by λ and λ(n)2 the first Chern classes of the determinant line bundles of the Hodge vector bundle ΛH and
the vector bundle Λ(n)2 of quadratic differentials with at most simple poles at punctures overMg,n, respectively. Then
Mumford formulas (Th.7.6 of [3]) in Pic(Mg,n,Q) give the following relation between λ, λ(n)2 , the classes ψi and the
Deligne–Mumford boundary δDM :
λ
(n)
2 − 13λ =
n∑
i=1
ψi − δDM . (1.2)
The formula (1.2) was established at the level of differential forms in [54] where the class
∑n
i=1 ψi on Mg,n was
expressed via Eisenstein series.
Another formula also due to Mumford expresses the kappa–class κ1 as follows (see Th.7.6 of [3])
κ1 = 12λ+
n∑
i=1
ψi − δDM . (1.3)
The formulas (1.2) and (1.3) imply the expression of κ1 via λ and λ
(n)
2 :
κ1 = λ
(n)
2 − λ , (1.4)
therefore κ1 coincides with the first Chern class of the following line bundle overMg,n:
χκ =
detΛ
(n)
2
detΛH
. (1.5)
In the hyperbolic combinatorial model ofMg,n the following relation was found by Penner [48]: 12κ1 = Whyp5 +
Whyp1,1 where W
hyp
5 is the analog of Witten’s cycle and W
hyp
1,1 is the cycle corresponding to the boundary ofMg,n in
the hyperbolic combinatorial model. An analog of Penner’s formula
12κ1 = W5 +W1,1 (1.6)
in the flat combinatorial model was proved in [2]; see [44, 18] for alternative proofs (notice that the sum of boundary
divisors in the second formula of Corollary A.1 of [44] coincides with W1,1).
1.1 Summary of results
The principal goal of this paper is to express the Hodge class λ, the class λ(n)2 (and the closely related Prym class
λP = c1(det ΛP ), see details in Sec. 4.4) via ψ-classes and combinatorial cycles W5 and W1,1 using the Hodge and
Prym tau functions τ±. As a corollary we provide a new proof of (1.6) and derive the analogs of Mumford’s relations
(1.2) and (1.3) in the context of the flat combinatorial model.
Denote by S[χκ] the circle bundle associated to the line bundle χκ over the flat combinatorial model. We prove
that a section of this “kappa circle bundle” is given by the argument of the ratio τ−τ+ (Corollary 5.13).
We show that the periods of the square root of the JS differential on the two-sheeted canonical cover give Darboux
coordinates for the Kontsevich symplectic form (1.1) which allows to effectively define the orientation of different
cycles of the combinatorial model.
Let us now describe the content of the paper in more detail.
Canonical cover defined by a meromorphic quadratic differential. Let Q be a meromorphic quadratic differential
on a curve C of genus g such that the only even-order poles are of second order and denoted by z1, . . . , zn. It is
convenient to group the zeros of odd multiplicity together with the poles of odd order, denoting the total number by
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modd. We denote by meven the number of zeros of even multiplicity and write the divisor (Q) (deg(Q) = 4g − 4) in
form
(Q) =
M∑
i=1
diqi ≡
modd∑
i=1
(2ki + 1)xi +
m∑
i=modd+1
2lixi −
n∑
i=1
2zi . (1.7)
where ki ∈ Z, li ∈ N, m = modd +meven.
The moduli space of pairs (C,Q) where divisor of Q is of the form (1.7) will be denoted by Qk,lg,n.
The canonical covering Ĉ of C is defined by the resolution of the nodes of the curve
v2 = Q, (1.8)
in T ∗C. In the case of holomorphic quadratic differentials the canonical covering appeared first in Teichmu¨ller theory
(see [1]); it also gives a simplest example of the spectral curve of Hitchin’s systems [26] and plays a role in the theory
of supersymmetric Yang-Mills equations [49] where the differential is allowed to be meromorphic.
The covering (1.8) is branched at poles and zeros of odd multiplicity {xi}moddi=1 . Note that modd ∈ 2N because
deg(Q) = 4g − 4 ∈ 2N. Therefore the genus of Ĉ equals
gˆ = 2g +
modd
2
− 1. (1.9)
Denote by pi the canonical projection Ĉ → C and by µ the involution of Ĉ interchanging the sheets.
Each of the zeros of even multiplicity {xi}mi=modd+1 has two preimages on Ĉ which we denote by xˆi and xˆµi .
Similarly, the preimages of a pole zi are denoted by zˆi and zˆ
µ
i . The pre-images on Ĉ of poles and zeros of odd
multiplicity {xi} are branch points of the projection Ĉ → C; therefore, we shall continue to denote them by the same
letters, omitting the hat.
The holomorphic involution µ : Ĉ → Ĉ induces a linear map with eigenvalues ±1 on the cohomology of Ĉ
and therefore the space H(1,0)(Ĉ) of holomorphic differentials on Ĉ can be decomposed into the direct sum of two
eigenspaces H±
H(1,0)(Ĉ) = H+ ⊕H− , dimH+ = g , dimH− = g− . (1.10)
where
g− = g +
modd
2
− 1 (1.11)
The space H+ can be identified with the fiber of the Hodge vector bundle ΛH over Qk,lg,n. The space H− is the space of
holomorphic Prym differentials; it is the fiber of the Prym vector bundle ΛP over Qk,lg,n.
The differential v satisfies µ∗v = −v; it is a meromorphic Prym differential. The differential v is holomorphic (i.e.
v ∈ H−) if Q does not have poles of order higher than 1.
The homology group of Ĉ \ {zˆj , zˆµj }nj=1, relative to {xˆj , xˆµj }mj=modd+1, which we denote by
H1(Ĉ \ {zˆj , zˆµj }nj=1; {xˆj , xˆµj }mj=modd+1) (1.12)
(we consider it over R) decomposes as H+ ⊕H−, where dimH+ = 2g, dimH− = 2g− + n+meven.
Notice that dimH− = dimQk,lg,n . Choosing some basis of cycles {sj} in H− we define the period, or homological
coordinates on the moduli space Qk,lg,n by
Psj =
∫
sj
v , j = 1, . . . , 2g− + n+meven. (1.13)
When Q has at most double poles (therefore ki ≥ −1) the real slice {Psj ∈ R, ∀j = 1 . . . ĝ} of Qk,lg,n corresponds to
Jenkins-Strebel differentials.
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Hodge and Prym tau-functions. The Hodge (τ+) and Prym (τ−) tau-functions on spaces of quadratic differentials
are the main analytical tools used in this paper; in their definition we follow [30, 36, 28]. They satisfy a system of
differential equations with respect to the homological coordinates Pj (1.13) which can be solved in terms of theta-
functions and other canonical objects [37, 31]. Here we write the formula for τ+ on the spaceQk,lg,n referring to Section
4.3 for the formula for τ−.
Denote by E(x, y) the prime-form on C, by Ax the Abel map with base-point x and by Kx the vector of Riemann
constants. For n ≥ 1 the fundamental polygon of C can always be chosen so that (see Lemma 6 of [31]) 12Ax((Q)) +
2Kx = 0.
Introduce the following multi-valued g(1− g)/2 - differential C(x) [17]:
C(x) = 1
W (x)
(
g∑
i=1
vi(x)
∂
∂wi
)g
θ(w,Ω)
∣∣∣
w=Kx
, W (x) := det
[
dk−1
dxk−1
vj
]
1≤j,k≤g
(1.14)
where Ω is the period matrix of C, {vj}gj=1 are holomorphic 1-forms on C normalized by
∮
ai
vj = δij and θ is the
corresponding theta-function.
The Hodge tau function τ+ is then expressed in terms of the divisor (Q) =
∑
diqi as follows:
τ+ = C2/3(x)
(
Q(x)∏M
i=1E
di(x, qi)
)(g−1)/6∏
i<j
E(qi, qj)
didj
24 . (1.15)
Although the formula (1.15) seems to depend on x, in fact it is constant with respect to it. The prime-forms in (1.15)
are evaluated at the points qi in the so–called distinguished local coordinates ζi as follows:
E(x, qi) = lim
y→qi
E(x, y)
√
dζi(y), (1.16)
E(qi, qj) = lim
x→qj ,y→qi
E(x, y)
√
dζi(y)
√
dζj(x). (1.17)
Near zeros xj of odd/even multiplicities (see (1.7)) the distinguished local coordinate are defined by, respectively,
ζj(x) =
[∫ x
xj
v
]2/(2kj+3)
, j = 1, . . . ,modd ; ζj(x) =
[∫ x
xj
v
]1/(lj+1)
, j = modd + 1, . . . ,m, (1.18)
while, near the double poles zj they are given by
ξj(x) = exp
{
2pii
pj
∫ x
x1
v
}
(1.19)
where x1 is a chosen zero of Q and pk = 2pii res|zkv. The expression (1.15) depends on the choice of the “first” zero x1
and on the integration paths in (1.19); different choices affect the coordinates {ξj} by an x–independent factor. Under
the change of Torelli marking on C with an Sp(2g,Z) matrix
(
A B
C D
)
the function τ+ is multiplied by det(CΩ+D)
up to a root of unity.
The function τ+ (1.15) has degree of homogeneity equal to −1/12 with respect to this factor and hence a certain
integer power of the expression
τ12+
n∏
k=1
dξk(zk) , (1.20)
is invariant under the choice of local parameters ξj near zj and also under the choice of signs in the definition of v,
the prime-forms and local parameters ζj .
The Prym tau-function τ− is similarly constructed on any Qk,lg,n in Section 4.3; under a change of canonical basis
in H− by a symplectic matrix
(
A− B−
C− D−
)
the function τ− is multiplied by det(C−Ω− +D−) (up to a root of unity)
where Ω− = 2Π with Π being the Prym matrix of the canonical cover.
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Homological symplectic structure on the combinatorial model. When all ki and li in (1.7) are equal to 0 the space
Qk,lg,n will be denoted by Q0g,n: in this case all zeros of Q are simple and all poles are of second order at z1, . . . , zn i.e.
meven = 0 andm = modd = 4g−4+2n. Moreover g− = dimH− = 3g−3+n and dimH− = dimQ0g,n = 6g−6+3n =
2g− + n.
On the other hand, the intersection pairing on H− has rank 6g − 6 + 2n = dimH− − n. Given any two cycles
s, s˜ ∈ H− and their corresponding homological coordinates Ps and Ps˜ we define the homological Poisson bracket
by the formula
{Ps,Ps˜} = s ◦ s˜. (1.21)
For n = 0 (spaces of holomorphic quadratic differentials) the bracket (1.21) was introduced in [5].
The Casimir functions of (1.21) are Pγj , j = 1, . . . , n, where γj ∈ H− is a half of the difference of two small
positively oriented circles around the poles zj , z
µ
j of v on the cover Ĉ. Denote now by Q0g,n[p], p = (p1, . . . , pn) the
symplectic leaves of (1.21) in Q0g,n where the quadratic residues at the poles zj ’s have the fixed values − p
2
j
4pi2 . The
symplectic form on the leaves Q0g,n[p] is given by
Ωhom =
g−∑
i=1
dAi ∧ dBi . (1.22)
where Aj = Paj , Bj = Pbj , j = 1, . . . , g− = 3g− 3 +n are the homological coordinates corresponding to a symplectic
basis in (H− mod R{γj}nj=1). The coordinates Aj , Bj are thus defined up to addition of integer multiples of p`’s, but
the form (1.22) is well–defined on the symplectic leaves. Similarly, the form (1.22) remains well-defined defined on
symplectic leaves Qk,0g,n[p] when all zeros have odd multiplicity.
Real section of Q0g,n[p] and combinatorial model. The real slice of Q0g,n[p] (where all homological coordinates
including the perimeters pj are real) corresponds to the space of quadratic Jenkins–Strebel differentials with simple
zeros, and hence it is in one-to-one correspondence with points of the largest stratum of the flat combinatorial model
Mg,n[p].
The complex symplectic form (1.22) induces a real symplectic form on each maximal cell of the flat combinatorial
model. A parallel construction provides a symplectic structure on every cell where the Jenkins–Strebel differential Q
has only zeros of odd multiplicity. The following theorem states the equality between Kontsevich’s and homological
symplectic forms in the combinatorial setting.
Theorem [Thm. 2.11] The homological symplectic structure Ωhom (1.22) coincides with the Kontsevich symplectic form
Ω (1.1) on each cell ofMg,n[p] labelled by ribbon graphs with only odd-valent vertices. Therefore the homological coordinates
{Aj , Bj}g−j=1 are Darboux coordinates of Ω.
The symplectic form allows us to define an orientation within each of the cells mentioned in the theorem; analo-
gously to [39, 45] we prove in Section 2.1 that this orientation propagates consistently between neighbouring cells of
the Kontsevich-Witten cycles (see Def. 2.8 and Prop. 2.6). Moreover the orientation is also consistently propagating
between Kontsevich-Witten cycles of different dimensions.
Hodge and Prym classes on Mg,n[p] using τ±. The Prym bundle ΛP can be extended from Mg,n[p] to Mg,n[p]
following [36, 34]. Over the largest stratum ofMg,n[p] the fiber of ΛP coincides with the space H− of holomorphic
Prym differentials. Over smaller strata the fibers of ΛP contain also meromorphic Prym differentials.
In previous papers [32, 35, 36, 34] the study of the divisor of tau-functions allowed to express the first Chern
class of the Hodge (and Prym in [36]) vector bundles via boundary divisors on various moduli spaces. In these cases
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the tau-functions are complex-analytic on the corresponding moduli spaces. The straightforward application of this
approach to the combinatorial model is not possible because Mg,n[p] is not complex-analytic itself. On the other
hand, since the combinatorial model is embedded into the space Qg,n[p] as its real slice, we can restrict τ± from
strata of Qg,n[p] to strata ofMg,n[p]. This gives sections of (some integer powers of) the bundles det Λ12(P,H)
∏n
i=1 Li,
respectively. These sections are real–analytic within each maximal cell of the combinatorial model.
Therefore, similarly to [39] (see [55] for details) instead of working with line bundles it is more natural to consider
the associated circle (or U(1)) bundles.
The computation of the Poincare´ duals of c1
(
det Λ12(P,H)
∏n
i=1 Li
)
in the combinatorial model requires the evalu-
ation of the increment of the arguments Φ± = arg τ± around cycles of co-dimension 2, which are the Witten cycles
W5 and the Kontsevich boundary W1,1. Closed paths around W5 are represented by pentagon moves, while closed
paths around W1,1 are represented by combinatorial Dehn’s twists (see Section 2.3). The absolute values |τ±| vanish
on all facets of co-dimension 1; on the other hand (Prop. 5.3) Φ± can be extended continuously across the facets of
the complex allowing us to compute the increment around the co-dimension 2 sub-complex.
The computation of the increment of Φ± along closed paths can be performed by studying local models using
results of [6] where special types of genus one Boutroux curves were analyzed. This leads to the following
Theorem [Thm. 5.11] The following relations hold:
λ+
1
12
∑
ψi =
1
144
W5 +
13
144
W1,1 , (1.23)
λP +
1
12
∑
ψi =
13
144
W5 +
25
144
W1,1 . (1.24)
We prove that the Prym vector bundle ΛP overMg,n[p] is isomorphic to the vector bundle Λ(n)2 of meromorphic
quadratic differentials on C with simple poles at punctures (an analog of this statement in the case of holomorphic
quadratic differentials was established in [36, 34]). Therefore, taking into account that κ1 = λ
(n)
2 − λ (1.4) one can
express the class κ1 via W5 and W1,1 reproducing the Arbarello-Cornalba formula (1.6).
Denote the circle bundle corresponding to the line bundle Lκ (1.5) by S[Lκ] (we recall that c1(Lκ) = κ1). Then the
relations (1.23), (1.24) imply the following
Corollary [Cor. 5.13] A section of the circle bundle S[(Lκ)48] overMg,n[p] is given by Θ−Θ+ where Θ± =
(
τ±
|τ±|
)48
.
The elimination of the Witten cycle W5 from (1.23), (1.24) leads to the following corollary
Corollary [Cor. 5.13] The following relation holds:
λ
(n)
2 − 13λ−
n∑
i=1
ψi = −W1,1 . (1.25)
The formula (1.25) is a combinatorial version of the classical Mumford’s relation (1.2) to be understood in the
same way as (1.23) and (1.24).
The Arbarello–Cornalba formula (1.6) and Mumford relations (1.25) were known as statement about classes,
with the latter relation actually being formulated onMg,n and not on the combinatorial model (recall that Kontse-
vich’s boundary W1,1 is ”smaller” than the DM boundary ofMg,n). In contrast, we obtain these formulas from the
presentation of explicit sections τ± of the corresponding line–bundles. The explicit formulas for the circle bundles
associated to κ1, λ, λP should be seen as far reaching analogies of the relationship between sections of powers of ψ1
onM1,1 in terms of modular form and Eisenstein series ([55], Sect. 2.2.2).
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The advantage of explicit formulas for sections of line bundles is that, for example, questions about the Poincare´
cycles representing a given line bundle can be immediately addressed by analyzing the divisor of the section. For
example, a quite elementary question that remains unanswered is to identify the Poincare´ dual of a ψ–class, and
therefore also
∑n
j=1 ψj (Takhtajan–Zograf class [54]) in the combinatorial picture. In the M1,1 case this question
is elementary because of the identification between sections and modular forms but in general the answer is not
known. Therefore the construction of explicit sections of line bundles has the twofold advantage of providing non-
trivial special functions in the theory of integrable systems as well as providing tangible insight into the geometry of
moduli spaces.
Organization of the paper. In Section 2 we discuss the flat combinatorial model ofMg,n based on Jenkins-Strebel
differentials. Here we interpret pentagon moves and combinatorial Dehn’s twist as paths around the Witten-Kontsevich
cycles W5 and W1,1, respectively. We also prove that homological, or period, coordinates are Darboux coordinates for
the Kontsevich’s symplectic form used to orient the flat combinatorial model. In Section 3 we describe the geometry
of canonical covering of a Riemann surface defined by a meromorphic quadratic differential and introduce homolog-
ical coordinates on moduli spaces of quadratic differentials with given multiplicities of poles and zeros. In Section
4 we define and study the Hodge and Prym tau-functions on moduli spaces of quadratic differentials with given
orders of poles and zeros. We treat in details two main examples in genus zero which play a key role in application
to flat combinatorial model of Mg,n. In Section 5 we compute the increments of the argument of τ± with respect
to pentagon move and combinatorial Dehn’s twist (i.e. the monodromy around Witten’s cycle W5 and Kontsevich’s
boundary W1,1) which leads to the formulas (1.23) and (1.24) expressing Hodge and Prym classes via Kontsevich-
Witten cycles in the combinatorial setting. As a corollary we prove relation (1.25) between classes λ1 and λ
(n)
2 , the
formula (1.6) and construct an explicit section of circle bundle S[Lκ] such that c1(Lκ) is the first kappa-class κ1.
2 Combinatorial model ofMg,n via Jenkins-Strebel differentials
To introduce the flat combinatorial model ofMg,n we start from the following definition (equivalent to the standard
one [50]):
Definition 2.1 A quadratic differential Q on an n–marked smooth curve C is called a Jenkins–Strebel differential if it has
double poles at the marked points and all homological (or period) coordinates (1.13) are real:
Ps ∈ R, ∀ s ∈ H−, (2.1)
where H− is the odd part of the homology of the canonical cover Ĉ defined by (1.8).
The reality of the periods implies that the quadratic residues of Q at its double poles zj are real and negative i.e.
there exist pj ∈ R+ such that in any local coordinate ζ near zj one has:
Q(ζ) =
−(pj/2pi)2
ζ2
(1 +O(ζ)) (dζ)2 (2.2)
The Thm. 23.5 of Strebel’s book [50] states that for each Riemann surface C of genus g with n marked points
z1, . . . , zn and given p = (p1, . . . , pn) ∈ Rn+ there exists a unique Jenkins-Strebel differential Q with the expansion
(2.2) near each zj and no other poles.
The flat combinatorial model Mg,n[p] of Mg,n is constructed as follows (see [55] for references). Given a JS
differential Q the corresponding ribbon graph Γ is the unoriented graph embedded in C defined as follows.
The vertices of Γ correspond to the zeroes and simple poles of Q; zeros of multiplicity k are vertices of valence
k + 2 and simple poles are uni-valent vertices. The edges of Γ correspond to arcs of horizontal trajectories (in the
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Figure 1: Ribbon graph on a genus 1 Riemann surface representing a point inM1,1[p]. Two simple zeros x1 and x2 of
Q are connected by 3 edges of lengths `1, `2 and `3. The ribbon graph has only one face of perimeter p = 2(`1+`2+`3).
The lengths `1 and `2 can be used as coordinates onM1,1[p].
flat metric |Q|) connecting vertices. The faces of Γ are the connected components of C \ Γ, which are in one-to-one
correspondence with the marked points.
Strebel’s result implies that there is a one-to-one correspondence between interior points of Mg,n (i.e. smooth
curves) and metrized ribbon graphs Γ with vertices of valence ≥ 3, where the lengths `e of the edges e of Γ in the
metric |Q| provide local coordinates on Mg,n[p]. The topological types of the graphs Γ label cells of Mg,n[p]. The
strata of Mg,n[p] are labeled by the valences of the vertices. Namely, the stratum Mk,lg,n[p] consists of punctured
Riemann surfaces such that the Jenkins-Strebel differential Q has zeros of odd multiplicities 2kj + 1, j = 1, . . . ,modd,
kj ≥ 1 and even multiplicities 2lj (lj ≥ 1), j = 1, . . . ,meven (1.7). The (real) dimension of the stratum Mk,lg,n[p] is
given by
dimRMk,lg,n[p] = 2g − 2 +m (2.3)
where m = meven +modd. The largest stratum, W , corresponds to Jenkins-Strebel differentials with simple zeros (all
vertices of Γ are then tri-valent) and has real dimension 6g − 6 + 2n (in this case m = 4g − 4 + 2n) which coincides
with the real dimension ofMg,n × Rn+.
The length `e of an edge e connecting two vertices v1, v2 is equal to the absolute value of the integral of v along the
horizontal trajectory connecting the two vertices. In turn, up to a factor of±1/2, this length coincides with the period
of v over the integer cycles in H− consisting of the trajectory e on one sheet of the projection Ĉ → C and the same
trajectory in the opposite direction on the other sheet. Fixing the vector p ∈ Rn+ one imposes n linear constraints on
the lengths of the edges: for the j–th face fj , j = 1, . . . , n we have
∑
e∈∂fj `e = pj .
The faces of the graph Γ are embedded disks in C. The face fj containing the pole zj is uniformized to the unit
disk explicitly by the map
wj(x) = exp
(
2pii
pj
∫ x
xoj
v
)
; (2.4)
with zj being mapped to the origin where one chooses the branch of v which has residue +
pj
2pii at zj . Here x
o
j is one
of the zeros of Q corresponding to a vertex on the boundary of fj , arbitrarily chosen as basepoint of integration;
wj(x
o
j) = 1.
Within the face fj the flat metric ds2 = |Q| on C is expressed as:
ds2 =
p2j
4pi2
∣∣∣∣dwjwj
∣∣∣∣2 0 < |wj | ≤ 1. (2.5)
For example, the ribbon graph corresponding to the stratum of highest dimension in the combinatorial modelM1,1[p]
has only one face ( Fig. 1 ). The constraint between the lengths of the edges in this case reads 2(`1 + `2 + `3) = p.
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Inverting this logic it is possible to construct a polyhedral Riemann surface (i.e. Riemann surface with flat metric
with conical singularities) from a ribbon graph equipped with lengths of all edges by the procedure of ”conformal
welding” [50].
The union of all strataMk,lg,n[p] with kj ≥ 0, lj ≥ 1 for fixed p ∈ Rn+ forms the combinatorial modelMg,n[p] of
Mg,n, and it is set-theoretically isomorphic toMg,n.
Compactification ofMg,n[p] andMg,n. We discuss now a compactification ofMg,n[p] (see [41, 55] for discussion
and further references) and its relationship to the Deligne–Mumford compactification Mg,n. Denote by ∆DM =
Mg,n \ Mg,n the Deligne–Mumford boundary. Let C(0) ∈ ∆DM be a stable curve and let C(0) =
⋃
j C
(0)
j be its
decomposition into irreducible components. The normalization C˜(0)j of each of these components is an element of
Mgj ,nj for some gj , nj , where
∑
nj = n + 2#{ nodes}. In other words, the set of marked points on C(0)j consists of
the original n marked points and also marked points arising from resolution of nodes of C(0).
Let now C(t) ∈ Mg,n be a smooth family of smooth curves for t 6= 0. Consider the corresponding family in the
combinatorial model Mg,n[p]; in general [55] the corresponding Jenkins–Strebel quadratic differentials Q(t) in the
limit |t| → 0 acquires at most a simple pole at the nodes of C(0).
Therefore each component C(0)j gets equipped with the Jenkins–Strebel quadratic differentials Q
(0)
j with (generi-
cally) simple poles at resolutions of nodal points. This differential is identically zero on components where all marked
points are the result of the resolution of nodes, see [55]. On the remaining components the differential Q(0)j defines
the canonical covering Ĉ(0)j of C
(0)
j by the equation v
2
j = Q
(0)
j . The resolutions of nodal points of C
(0) are (generically)
branch points of Ĉ(0)j .
Following [55] we extend Def. 2.1 to nodal stable curves.
Definition 2.2 Let C(0) ∈ ∆DM be a stable nodal n–marked curve. A quadratic differential Q on C(0) is called a Jenkins–
Strebel differential if it has double poles at the marked points, at most simple poles at the nodes in the normalization of C(0) and
in the normalization of each component all homological coordinates (1.13) are real.
The reality of homological coordinates immediately implies the vanishing of Q on components of C(0) where no
second order poles of Q left: on those components the Abelian differential
√
Q is holomorphic with real periods and
therefore identically vanishing.
On those components C(0)j where Q
(0)
j has second order poles all nodal points are one-valent vertices of the
corresponding ribbon graph (the valency 1 arises in generic case; if the length of the edge arriving to the one-valent
vertex equals 0 then this vertex merges with another vertex of higher valency; this corresponds to node placed at
zero of Q(0)j ). Therefore, we assume kj ≥ −1 in the definition ofMk,lg,n[p].
The union of all strataMkj ,ljg,n [pj ] gives the compactificationMg,n[p] of the combinatorial model. The correspond-
ing Jenkins–Strebel differentials are now allowed to have simple poles and hence ribbon graphs may have univalent
vertices [55, 41, 45].
Notice that the boundaryMg,n[p] \Mg,n[p] has real co-dimension 2 because the degeneration of a single edge in
the main stratum (where all vertices are tri-valent) cannot lead to a degenerate surface.
Rephrasing Strebel’s result (Thm. 23.5 [50]) for each n–pointed possibly singular, stable curve C ∈ Mg,n and
n–tuple of positive numbers p = (p1, . . . pn) there is a unique JS quadratic differential (according to Def. 2.2) Q on C
with the quadratic residues at the n–marked points given by −p2i /(4pi2). In turns, Q defines a ribbon graph for each
component of the normalization, thus giving an element of W1,1. This defines the Jenkins-Strebel map
Jp :Mg,n →Mg,n[p]. (2.6)
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Figure 2: A typical embedded Strebel graph. The two highlighted regions are where the contraction of edges leads
either to the Witten’s cycle W5 (left region) or to the Kontsevich’s boundary W1,1 (right region).
As we discussed above, the map Jp is one-to-one on Mg,n. On the other hand, the part of Deligne-Mumford
boundary ∆DM which contains a stable component without marked points is mapped to a lower-dimensional com-
ponent ofMg,n[p] \Mg,n[p] since any component without marked points is blown–down to a point byJp.
We are going to use the notation
W1,1 =Mg,n[p] \Mg,n[p] =Jp[∆DM ] (2.7)
for the boundary ofMg,n[p]; the mapJp : ∆DM →W1,1 is surjective but not injective.
The set W1,1 (which is also called the ”Kontsevich’s boundary” of Mg,n[p]) is a subcomplex of Mg,n[p], and,
moreover, is known to be a cycle according to Prop.2.6 (see also [45]). The notation W1,1 is motivated by valencies of
non-standard (i.e. non-trivalent) vertices in its largest cells: these graphs have exactly 2 one-valent vertices.
Co-dimension 2 subcomplexes. In total there are only two subcomplexes of Mg,n[p] in co-dimension 2: W5 and
W1,1. The largest cells of these two cycles are obtained by the contraction of two edges having at least one vertex in
common: if the two edges have only one vertex in common, their contraction leads to the largest cells of W5 (ribbon
graphs with one vertex of valence ≥ 5 and all other vertices of valence ≥ 3).
On the other hand, if the two edges connect the same pair of vertices then they necessarily form a loop that is
homotopically non-trivial on the Riemann surface (if these two edges had formed a homotopically trivial loop, then
they would form the boundary of a face of the graph, but since the perimeters are kept fixed they cannot tend to
zero simultaneously). Therefore, the simultaneous degeneration of two such edges pinches the Riemann surface and
gives a point (of a cell of highest dimension of) the cycle W1,1. These two types of degenerations are shown in Fig.2.
2.1 Orientation ofMg,n[p] in homological coordinates and Witten–Kontsevich cycles
Symplectic structure. Consider a point (C,Q) in the stratumMk,lg,n[p] with kj ≥ −1. If l = 0 i.e. all multiplicities
are odd (in which case we simply omit the superscript l and denote the stratum byMkg,n[p]) then the canonical cover
Ĉ is branched at all the zeroes and at the simple poles. The odd homology H− = H−
(
Ĉ \ {ẑj , ẑµj }ni=1
)
is generated
by 2g− + n cycles and the rank of intersection form equals 2g−.
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resolution
Whitehead move
Figure 3: Resolution of a 4-valent vertex and Whitehead move.
Definition 2.3 (Homological Poisson Structure) Given two arbitrary cycles γ, γ˜ ∈ H−
(
Ĉ \ {ẑj , ẑµj }ni=1
)
the Poisson
bracket onMkg,n[p] between the corresponding homological coordinates is defined by the formula{∮
γ
v,
∮
γ˜
v
}
= γ ◦ γ˜ , ∀γ, γ˜ ∈ H−. (2.8)
where γ ◦ γ˜ denotes the intersection pairing.
The complex homological Poisson structure (2.8) in the complex case n = 0 was introduced in [5].
Let us now describe a suitable basis in H− (recall that dimH− = 2g− + n). For each point zj , j = 1, . . . , n let cj
be a small loop around it on the base curve C and denote γj = 12 (ĉj − ĉµj ) ∈ H− so that the associated homological
coordinates are±pj . Choose also 2g− cycles {a−` , b−` }g−`=1 with intersection index a−` ◦ b−` = 1 and all other intersection
indices vanishing (the choice of these cycles is ambiguous: they are defined up to a linear combination of cycles γj).
Let {A` =
∫
a−`
v, B` =
∫
b−`
v}g−`=1 be the corresponding real homological coordinates. The intersection form in H−
thus defines a Poisson structure if the perimeters {pj}nj=1 are constants.
Proposition 2.4 On each cell of Mkg,n[p] the Poisson structure (2.8) is non-degenerate and admits an inverse given by the
symplectic form
Ω Hom :=
g−∑
j=1
dAj ∧ dBj . (2.9)
Proof. First, it is obvious that the form (2.9) induces the Poisson structure (2.8). The expression (2.9) is invariant
under the choice of cycles {a`, b`}g−`=1 in H− having the intersection indices a` ◦ bk = δ`k, a` ◦ak = b` ◦ bk = 0 since any
two such sets of cycles are related by a symplectic transformation up to an addition of a linear combination of the
cycles γj . Moreover the periods over cycles γj (which are equal to perimeters pj ’s) are constant on the spaceMkg,n[p].

The spaceMkg,n[p] is the union of several cells of (real) dimension 2g−. Each of these cells is a polytope in R2g−
with the symplectic form (2.9) and with the induced volume form and orientation. The common boundaries of these
cells are strata of real co-dimension 1 (in fact, pieces of hyperplanes).
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Figure 4: Canonical bases of cycles inH−(Ĉ1) andH−(Ĉ2) in two cells ofW which agree on their common boundary
points. This gives a natural way to propagate the symplectic basis in H− into the neighbouring cell.
Remark 2.5 The form (2.9) can also be defined on each cell of a stratumMk,lg,n[p] with some lj 6= 0 (i.e. with some
zeros having even multiplicity). In that case the covering Ĉ has node at the corresponding zero xj of Q of even
multiplicity. However, the dimension of such stratum is greater than the number of periods (Aj , Bj) since the full set
of homological coordinates in this case contains also integrals between zeros of v related by the involution µ (these
integrals are Casimirs of the homological Poisson structure on such strata. Thus the form (2.9) can not be used to
induce an orientation onMk,lg,n[p] for l 6= 0.
Consider now the sub-complexes Wr ofMg,n[p] whose cells of maximal dimension coincide withMk,lg,n[p] (with
rj = 2kj + 1 for kj 6= 1 or rj = 2lj). By convention, the trivalent vertices are not listed in the valence vector r.
Proposition 2.6 The sub-complexes Wr with all odd rj ’s are orientable cycles with the orientation induced by the g−th power
of symplectic form (2.9).
Before proceeding with the proof, we need to define how to “propagate” a symplectic basis in H− across a facet
that corresponds to a Whitehead move (Fig. 3). This will allow us to define the orientation of the whole cycle in a
consistent way.
Definition 2.7 (Propagation of symplectic bases under a Whitehead move) Let e be an edge that connects two trivalent
vertices. Then the contraction of e leads to the formation of a vertex of valence 4. Consider two graphs corresponding to the two
ways of resolving the vertex into two vertices of valence 3, as depicted in Fig. 4 and denote the two corresponding canonical
covers by Ĉ1, Ĉ2 respectively; the nodal covering corresponding to the boundary we denote by Ĉ0. InH−(Ĉ1) the basis is chosen
so that a−1 , b
−
1 are as in Fig. 4 (left) and the remaining cycles are chosen arbitrarily so as to complete to a full canonical set.
We then choose the canonical cycles in H−(Ĉ2) by continuous deformation of all cycles in H−(Ĉ1) except for a−1 , b
−
1 , which
are transformed as shown in Fig. 4, right.
Proof of Prop. 2.6. Using the definition 2.7 describing the propagation of the canonical basis on Ĉ under the
Whitehead move we are going to verify that the orientation induced on each cell by the homological symplectic
structure (2.9) defines a consistent orientation on Wr. This consistency is a corollary of two facts:
1. each boundary of co-dimension 1 is shared by an even number of cells (generically 2).
2. The orientation on each component of the co-dimension 1 boundary induced from a half of the cells is the
opposite to the orientation induced from the other half.
The co-dimension 1 part of the boundary of a maximal cell of Wr corresponds to one contraction of any of the
edges of the corresponding ribbon graph. We start from analysis of the simplest case consisting of the degeneration
of an edge between two tri-valent vertices and then analyze the general case.
Coalescence of two tri-valent vertices. Consider first the case where the vanishing edge connects two vertices of
valence 3 each. We choose canonical symplectic bases in H−(Ĉ1) and H−(Ĉ2) as explained in Def. 2.7. Then the two
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Figure 5: Resolution of a vertex of valence 2(2 + 3) = 10 into two vertices of valence 2 · 2 + 1 = 5 and 2 · 3 + 1 = 7.
Here A1B1 < 0. The branch cuts are shown in red (the number of branch cuts issuing from each vertex is even or odd
according to the parity of the vertex’s valence).
cells can be mapped locally to neighbourhoods in the half–spaces in (A1, B1, . . . , Ag−Bg−) ∈ R2g− separated by the
hyperplane A1 = 0 (on this hyperplane the cycle a−1 is a vanishing cycle on Ĉ0). The orientation extends through the
boundary if A1 has opposite signs in the two cells.
According to Fig. 4 the orientation of a−1 before and after the Whitehead move is uniquely determined by the ori-
entation of b−1 . The sign of A1 can be deduced from the following local considerations. In a distinguished parameter
ζ around the zero (denoted by x1 on both C1 and C2) the differential v reads v = 32
√
ζdζ and the local flat coordinate
near x1 on Ĉ1,2 is z = ζ
3
2 ; we choose the branch-cuts (shown in red) on both C1 and C2 along the positive ζ axis.
The period A1 equals to 2z(x2) in both cases. To determine the sign of A1 in each case we notice that the flat
coordinate z maps the upper rim of the cut to the positive z–axis and the lower rim to the negative z–axis. The
remaining two horizontal trajectories (black) moving counterclockwise from the red trajectory, are mapped to the
negative and positive z–axis, respectively.
Therefore, A1 is positive in the case of Ĉ1 (left pane of Fig. 4) (x2 in that case lies on the trajectory corresponding
to positive values of z). For analogous reasons, A1 is negative in the case of Ĉ2 (right pane). Therefore, indeed, the
two sides of the Whitehead move are locally described by A1 > 0 or A1 < 0 and we conclude that the orientation
propagates consistently from cell to cell.
General case. Suppose now that the contracting edge connects two vertices of valences 2k+1, 2r+1, i.e. two zeroes
of Q of odd multiplicities 2k− 1, 2r− 1, respectively. Then the merge produces a zero of even multiplicity 2k+ 2r− 2
i.e. a vertex of valence 2(k + r). This vertex can be resolved into two vertices of valences 2k − 1, 2r − 1 in 2(k + r)
ways. As in the tri-valent case, we choose the symplectic bases in H− so that the vanishing cycle a−1 goes around the
contracting edge and the dual cycle goes around one of the adjacent edges (see Fig. 5).
In each resolution, the b−1 cycle goes around one of the 2(k + r) edges that are not contracted; as before we need
to verify that the homological coordinate A1 is positive in half of the cases and negative in the other half.
We use again the flat coordinate centered at the vertex x1 incident to the b−1 edge (which has valence either 2k+ 1
or 2r + 1). An elementary local consideration along the same lines as in the previous case (paying attention to the
arguments of the distinguished and flat coordinates) shows that the sign of the product A1B1 equals (−1)` where `
is the number of edges between the b−1 edge and the contracting edge, counterclockwise.
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Since the sign of B1 is the same in every resolution, there are half cases with positive and half cases with the
negative sign of A1 and the theorem is proved. 
The above proposition justifies the following standard definition
Definition 2.8 (Witten–Kontsevich cycles) The sub-complexes Wr with all rj ’s odd integers are called Witten–Kontsevich
cycles.
If some of the rj is an even integer, the corresponding subcomplex is not orientable and therefore it is not a cycle [44].
2.1.1 Period coordinates as canonical coordinates for Kontsevich’s form
∑
p2fψf
In [39] Kontsevich introduced the two form Ω =
∑
f∈F (Γ) p
2
fωf on each cell of Mg,n[p] where F (Γ) is the set of
faces of Γ; ωf is the two–form representing the Chern class ψf of the tautological line bundle at the marked point
corresponding to the face f of the ribbon graph [39, 55].
In terms of lengths of the edges the form Ω can be written as follows:
Ω =
∑
f∈F (Γ)
ηf (2.10)
where
ηf = p
2
fωf =
∑
ej,ek∈∂f
1≤j<k<nf
d`j ∧ d`k, (2.11)
e1, . . . enf are the edges bounding face f ordered counterclockwise (the form is independent of the choice of the ”first”
edge on each face), and `j denotes the length of the edge ej .
Consider now the following Poisson bivector on each cell ofMg,n[p]:
P = 1
4
∑
x∈V (Γ)
∑
ej,ek⊥x
1≤j<k≤nx
(−1)k−j−1 ∂
∂`j
∧ ∂
∂`k
(2.12)
where V (Γ) is the set of vertices of Γ and e1, . . . , enx are edges incident to x taken in counterclockwise order (the
bivector P also does not depend on the choice of the ”initial” edge).
In [39] it was shown that the two-form Ω is symplectic if all vertices of Γ have odd valency.
Theorem 2.9 [39] The form Ω (2.10) is symplectic on each top dimensional cell of any Witten-Kontsevich cycle Wr.
The proof of the next proposition (which in fact coincides with Lemma C.2 of [39] that was stated without proof
there) is essentially contained in the proof of Lemma 5.4 of [45]. It shows that the bivector P (2.12) is the right inverse
to the symplectic form Ω (2.10) on each cell of top dimension of any Witten–Kontsevich cycle Wr (then it is also the
left inverse since Ω is non-degenerate on those cells [39, 45]).
Lemma 2.10 Let all vertices of Γ have odd valence. Then for each edge e of length ` the following relation holds:
Ω[P(d`)] = d` (2.13)
Proof. Let the edge e connect vertices x and x′ of valences 2k+1 and 2k′+1. Denote the remaining 2k edges emanating
from x by e1, . . . , e2k (enumerated counterclockwise starting from `). Similarly, the remaining 2k′ edges emanating
from x′ are denoted by e1′ . . . , e2k′ (enumerated counterclockwise). Then
P(d`) = 1
4
 2k∑
j=1
(−1)j−1∂`j +
2k′∑
j=1
(−1)j′−1∂`′j
 (2.14)
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Figure 6:
(the formula (2.14) implies that the bivector P , up to factor 1/4, coincides with the bivector β from Sect.C of [39]). Let
us label the faces involved as shown in Fig.6.
It is easy to verify that for any two consecutive edges e and e′ (such that e precedes e′ going counterclockwise)
adjacent to the face f we have
ηf
[
∂
∂`
− ∂
∂`′
]
= d`+ d`′ . (2.15)
We apply Ω in (2.10) to (2.14); using (2.15), the separate summands ηf in Ω yield
ηf+(P(d`)) =
1
4
(d`1 + 2d`+ d`2k′) , ηf−(P(d`)) =
1
4
(d`2k + 2d`+ d`1′) , (2.16)
ηfj (P(d`)) =
(−1)j
4
(d`j+1 + d`j) , ηfj′ (P(d`)) =
(−1)j′
4
(d`j′+1 + d`j′) . (2.17)
Summation of all terms in (2.16) and (2.17) gives d`. 
The next theorem shows that the form Ω coincides with the homological symplectic form Ωhom (2.9) when all
vertices of Γ have odd valences.
Theorem 2.11 The Kontsevich’s two form Ω (2.10) coincides with the homological symplectic form ΩHom (2.9) on each cell of
maximal dimension of the Witten–Kontsevich cycle Wr i.e.
∑
f∈F (Γ)
p2fωf =
g−∑
j=1
dAj ∧ dBj (2.18)
Proof. Denote by Γ the ribbon graph of a cell of maximal dimension in Wr. We start from showing that the bi-vector
representing the Poisson bracket (2.8) is given by (2.12) i.e. that
{`e, `e′} = P(d`e, d`e′) (2.19)
for any two edges e, e′ (where the Poisson bracket is defined in (2.8)).
We remind that for an edge e the length is `e = 12
∮
γe
v > 0 where γe is the cycle in H− consisting of the edge e
on one sheet of Ĉ and the same edge on the other sheet in the opposite direction (with the overall orientation so that∮
γe
v is positive). If two edges e, e′ have no common vertex, then clearly the intersection number γe ◦ γe′ = 0 and also
P(d`e,d`e′) = 0.
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If e, e′ have one vertex x0 of valence 2k+1 in common then P(d`e,d`e′) = 14c(e, e′) where c(e, e′) = ±1 is the parity
of the number of edges incident to x0 between e and e′ in counterclockwise direction (note that c(e, e′) = −c(e′, e)
since the valence of x0 is odd). To show that (2.19) holds in this case we need to show that γe ◦ γe′ = c(e, e′) (since
{∫
γe
v,
∫
γe′
v} = γe ◦ γe′ for any two cycles). Clearly γe ◦ γe′ = ±1. To decide on the sign let ζ be the distinguished
coordinate at x so that v = 22k+1ζ
2k−1
2 dζ. The flat coordinate at x is z = ζ
2k+1
2 and the edges are arcs of the rays
arg(ζ) = j 2pi2k+1 , j = 0, . . . , 2k. Placing the branch-cut along the j = 0 - ray an elementary analysis shows that the
orientations of the pair (γe, γ′e) that makes both integrals
∫
γe
v and
∫
γe′
v positive yields an intersection number equal
to c(e, e′); the remaining factor of 4 comes from the fact that `e = 12
∮
γe
v. This proves (2.19).
To prove the statement of the theorem it remains to use the relation between P and Ω given by Lemma 2.10 since,
as a corollary of (2.19), P = ∑g−j=1 ∂∂Aj ∧ ∂∂Bj in terms of homological coordinates. 
2.2 Pentagon moves and combinatorial Dehn twists
The largest stratum of the cycle W5 corresponds to JS differentials with one zero of multiplicity 3 and all remaining
zeros of multiplicity 1. Equivalently, the corresponding ribbon graphs have one vertex of valence 5 while all other
vertices are tri-valent.
The largest stratum of the cycleW1,1 corresponds to differentials with two simple poles and simple zeros on nodal
curves. The corresponding ribbon graphs are either connected graphs with two uni-valent vertices (nodal irreducible
curve) or union of two connected graphs each with one uni-valent vertex (two irreducible components). Therefore the
cycle W1,1 is the sum of a cycle formed by irreducible components W irr1,1 and several other cycles which correspond
to degenerations where (in the largest stratum) the genus of one of the component is g− j and the genus of the other
is j (0 ≤ j ≤ b g2c), while the n marked points are distributed between the components in all possible ways (with at
least one marked point in each component).
2.2.1 Cycle W5 and pentagon moves
For each point of Witten’s cycle W5 the triple zero of Q (i.e. the 5-valent vertex of the ribbon graph) can be split into 3
simple zeros (i.e. three-valent vertices) in 5 different ways shown in Figure 7. Therefore the star of the given cell K of
W5 consists of five cells K(0), . . . ,K(4), cyclically ordered so that K(j) shares facets with K(j+1) and K(j−1) (indices
taken modulo 5).
A loop in a transversal cross–section around a point of the cell K consists of the union of five paths (one path in
each K(j)) that extend between different facets and form a continuous curve in W˜ (recall that W˜ denotes the union
of cells of W and their facets). The ordering of the cells K(j)’s determines an orientation of the loop.
The positive orientation is, in turn, determined by the symplectic form (2.9) as we now explain, referring to Fig.
7. In each K(j) the homological coordinates are uniquely defined up to symplectic transformations. Let A(j), B(j) be
the homological coordinates associated to the cycles a(j)1 , b
(j)
1 in H− and chosen so that they are both positive. Then
the orientation in the cone (A(j), B(j)) ∈ R2+ is given by dA(j) ∧ dB(j); the facets of K(j) correspond to the coordinate
axes and the facet A(j) = 0 (“vertical axis”) is the facet that follows the facet B(j) = 0 (“horizontal axis”) in the
positive orientation. This allows to uniquely determine the order of the K(j)’s by propagating the homology basis as
explained in Def. 2.7. Therefore, we get the following
Proposition 2.12 The pentagon move, i.e. the sequence of five Whitehead moved depicted in Fig. 7 represents a path in W˜
which goes around Witten’s cycle W5 in the positive direction.
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Figure 7: Resolution of a five-valent vertex and transformation of the pair of canonical cycles a−1 and b
−
1 on Ĉ under
pentagon move
2.2.2 Kontsevich’s boundary W1,1 and combinatorial Dehn’s twist
The Riemann surface C corresponding to a point of the largest stratum of W1,1 possesses a single nodal point q0. The
JS differential on such a curve has simple poles at the two points of the resolution of q0 in the normalization of C and
4g − 6 + 2n simple zeros.
If the degeneration of the two edges as shown in Fig. 2 (the region highlighted on the right) does not separate
the Riemann surface (i.e. the shrinking loop is homologically non-trivial) then the corresponding ribbon graph is
connected and has 4g − 6 + 2n tri-valent and 2 one-valent vertices. Such ribbon graphs correspond to the irreducible
component W irr1,1 of W1,1.
If the degeneration is separating, i.e., the loop is homologically trivial, and both components contain at least one
double pole of Q, then the corresponding ribbon graph consists of two connected components Γ1 and Γ2 of genera
g1 and g2 (with g1, g2 ≥ 0 and g = g1 + g2). The numbers of faces of the ribbon graphs Γ1,2 equal n1,2 (n1,2 ≥ 1). Such
ribbon graphs correspond to the reducible component W r1,1 of W1,1.
We now discuss a neighbourhood of W1,1 in W˜ . Starting from a point of W1,1 (we denote the corresponding
Riemann surface and quadratic differential by C0 and Q0) one replaces the two one-valent vertices of Γ0 by two tri-
valent vertices by inserting two small edges of lengths α = tA and β = tB with A + B = 1 connecting these new
vertices, as shown in Fig. 8 (see [6] for details; the parameter t ∈ R+ has the meaning of the length of the ”vanishing
cycle” going along horizontal trajectories which connect two arising simple zeros).
The resolution is done by inserting the annulus domain instead of two small circles around the simple poles ofQ0
via procedure of ”conformal welding”, see Fig.8. In contrast to the resolution of a triple zero of Q discussed above,
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Figure 8: Resolution of a double point x01,2 on C by insertion of an annulus with two simple zeros x1 and x2
Figure 9: Resolution of a point of W1,1. These two resolutions are related by a Whitehead move.
now there is only one cell of W in a neighbourhood of a given point of W1,1. The resolution can be done in countably
many ways related by Whitehead moves; two of these possible resolutions are shown in Fig. 9.
The transversal coordinates to W1,1 are the homological coordinates (B, B˜) along the cycles b−1 , b˜
−
1 indicated in
Figures 11, 12; these cycles correspond to the two vanishing edges.
Let us denote by K the cell in W obtained as a result of this resolution. This cell is ”wrapped onto itself” in a
neighbourhood of W1,1 in the sense that the points on the facets of K that correspond to the limits B → 0 and B˜ → 0
are identified. However, the path between points (0, 1) and (1, 0) in the (B, B˜)-plane for fixed t is topologically
non-trivial in W˜ .
Let us explain how the orientation induced by the symplectic form Ω
Hom
(2.9), together with the propagation of
bases in Def. 2.7, translates to the (B, B˜) plane.
The intersection numbers of b˜−1 with the elements of the basis {a−1 , b−1 , . . . , } are b˜−1 ◦ a−1 = −1, b˜−1 ◦ b−1 = 2 and
all others are zero. In H− the intersection pairing has rank 2g− and co-rank n, with the kernel being spanned by
{γj}nj=1. Therefore, the intersection is well–defined only as a pairing in the quotient space H− mod {γj}nj=1. The
computation of intersection numbers shows that
b˜−1 = b
−
1 − 2a−1 + γ (2.20)
for some γ ∈ Z{γj}nj=1.
Lemma 2.13 The homological coordinates (B, B˜) are transversal coordinates to a component of W1,1 within the adjacent cell
of W and
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• the orientation induced by the symplectic structure Ω Hom (2.9) in the (B, B˜)-plane is given by dB ∧ dB˜.
• the homological coordinates B, B˜ have opposite signs.
Proof. From the relation (2.20) it follows that the orientation induced by Ω Hom (2.9) in the transversal (B, B˜)–plane
is dB ∧ dB˜ = 2dA ∧ dB. The second item follows again from a local consideration (similar to the ones in the proof
of Prop. 2.6) of the sign of v =
√
Q near the zero x1 that lies within all three a−1 , b
−
1 , b˜
−
1 see Figures 11, 12. In the
distinguished coordinate ζ at x1 we have
∫ x
x1
v = ζ
3
2 ; we choose the determination so that the cut is mapped to the
positive ζ–axis. Then A1 =
∮
a−1
v is positive, B˜ > 0 and B < 0. 
It is more convenient to use positive transversal coordinates; this can be done by defining B′ = −B/2 and A′ = B˜.
Then the orientation in the (A′, B′)–plane is dA′ ∧ dB′ and we have:
Corollary 2.14 The coordinatesB′ = − 12
∮
b−1
v andA′ =
∮
b˜−1
v are transversal local coordinates in a neighbourhood ofW1,1 on
W˜ . The local model of the transversal manifold is a cone (R2≥0\{(0, 0)})/ ∼where the equivalence relation∼ is the identification
of the two axes {0} × R+ and R+ × {0}.
The restriction of Ω Hom (2.9) to the cone is given by dA′ ∧ dB′, which defines the induced orientation.
Recall that the Dehn twist along a homotopically nontrivial loop ` of a Riemann surface corresponds to a closed
path inMg,n around a component of the Deligne–Mumford boundary ∆DM . Now Cor. 2.14 implies the following
proposition.
Proposition 2.15 Fix a cell ofW corresponding to a ribbon graph Γ such that x1, x2 is a pair of vertices connected by two edges
e, e˜ which are homotopically distinct on C. Consider the associated coordinates (A′, B′) defined in Cor. 2.14. Then the path in
W˜ starting from an interior point A′ > 0 < B′ to the ”wall” A′ = 0 followed by a path from the corresponding point on the
other wall B′ = 0 back to the original point represents the Dehn’s twist along the path formed by the edges e, e˜. The orientation
of this Dehn’s twist induced by the symplectic form (2.9) is positive.
On the transversal cone (R2≥0 \ {(0, 0)})/ ∼ (see Cor. 2.14), the Dehn twist is represented by a simple loop around
the vertex of the cone. While traversing such path, the ribbon graph undergoes a single Whitehead move.
The next lemma describes the class of Dehn’s twists which can be obtained via this construction.
Lemma 2.16 Let γ be a loop onC which is either non-separating or separates C into 2 stable components each of which contains
at least one marked point. Let, moreover, the curve C be sufficiently close to the corresponding component ∆γDM of the Deligne-
Mumford boundary. Then the Dehn’s twist based at the curve C inMg,n along the loop γ can be realized as a path in W˜ defined
in Proposition 2.15.
Proof. Let us start from an arbitrary curve C1 with the contour γ satisfying the condition of the lemma. The free ho-
motopy class of the contour γ identifies a component ∆γDM of the Deligne–Mumford boundary ∆DM ; the component
∆γDM contains the stable nodal curves where γ is shrunk to a point. Let (Ct, γt) be a smooth family parametrized by
t ∈ [0, 1] so that C0 ∈ ∆γDM while γ0 is collapsed to the node and γ1 = γ. If C0 is chosen generically in ∆γDM then the
Jenkins–Strebel differential on the normalization of C0 has two simple poles at the points obtained by resolving the
node; the ribbon graph on the normalization of C0 then has two uni-valent vertices as discussed in Section 2.2.2.
Thus for a sufficiently small t the curve Ct falls within a neighbourhood which is parametrized in terms of the
“plumbing” construction shown in Fig. 8. Then the Dehn’s twist along the loop e ∪ e˜ described in Proposition 2.15
(see Fig. 9) is homotopic to the Dehn’s twist along the loop γ = γt.

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Figure 10: The Dehn twist generators for MPGg,n (here illustrated for g = 3, n = 5).
2.3 Combinatorial Dehn’s twists in Chekhov-Fock modular groupoid
The fundamental group of the moduli space pi1(Mg,n, C0) i.e. the mapping class group MPGg,n is known to be
generated by a finite set of Dehn’s twists; an example of 2g+n Denh’s twists {Di}2g+ni=1 generating the full MPGg,n is
shown in Fig. 4.10 of [14], see Fig. 10. Notice that all Dehn’s twists {Di}2g+ni=1 act along closed non-separating loops on
the Riemann surface C with n puncture. The Dehn’s twists represent paths around the components of the Deligne-
Mumford boundary ∆DM obtained by pinching the loops. Any other Dehn twist (including those along separating
loops) can therefore be represented as product of {Di}2g+ni=1 .
This classical picture is naturally translated to the context of the combinatorial modelMg,n[p]. We start from the
following
Proposition 2.17 Let C0 be mapped to a cell of maximal dimension by the Jenkins-Strebel map (2.6)Jp :Mg,n →Mg,n[p].
ThenJp induces an isomorphism of the following fundamental groups:
pi1(Mg,n, C0) ' pi1(Mg,n[p],Jp(C0)) ' pi1(W˜ ∪W 05 ∪W 04,4,Jp(C0)) . (2.21)
Proof. Since the Jenkins–Strebel mapJp (2.6) fromMg,n toMg,n[p] is a homeomorphism, the fundamental group
pi1(Mg,n, C0) is isomorphic to pi1(Mg,n[p],Jp(C0)). To prove the second isomorphism in (2.21) we observe that the
fundamental group of the complexMg,n[p] is the same as the one of the sub-complex of all cells of codimension up
to 2. The union of cells of highest dimension forms the stratum W ; the cells of codimension 1 form the stratum W 04
whose cells correspond to ribbon graphs with exactly one vertex of valence 4 and all other vertices of valence 3; recall
that we denoted W˜ = W ∪W 04 . Finally, there are two strata of codimension 2: W 05 (the stratum of highest dimension
of the Witten’s cycle W5) and W 04,4; the cells of W 04,4 correspond to ribbon graphs which have two vertices of valence
4 and while other vertices have valence 3. 
Now we define a graph G associated to the sub-complex W˜ , which naturally encodes its fundamental group.
Denote by K0 the top-dimensional cell containingJp(C0). We can represent an element of pi1(Mg,n[p],Jp(C0))
by a loop based at Jp(C0) that remains within W˜ . Such a path traverses several cells of W crossing the facets
between them. Transitions between cells of W correspond to the Whitehead moves on the corresponding edges.
Consider now the graph G whose vertices {Ki} are represented by cells of W . Two vertices K1 and K2 are
connected by an edge if they have a common facet i.e. if one can go from K1 to K2 via the Whitehead move. The
edge then corresponds to a cell of W 04 . Since each cell in W˜ is homeomorphic to a ball, the fundamental group
pi1(W˜ ,Jp(C0)) is then isomorphic to pi1(G,K0).
A path on the graph G can be thought of as a sequence of several Whitehead moves; the set of all Whitehead
moves carries the name of modular groupoid introduced by Chekhov and Fock [8]. Two Whitehead moves M1 and
M2 can be multiplied if the end-cell of the edge of G representing M1 coincides with the initial cell of the edge
representing M2.
We now define a combinatorial complex Ĝ obtained from G by adding “faces” to it; the faces of Ĝ are defined to
be in one-to-one correspondence with cells of co-dimension 2 inMg,n[p]. For a face F of Ĝ (corresponding to a cell
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Figure 11: The pinching region for a curve (and ribbon graph) in the neighbourhood of W1,1. Indicated the two
vanishing cycles b−1 and b˜
−
1 .
denoted by the same letter) the boundary is defined to be the union of vertices and edges of G corresponding to cells
of co-dimensions zero and one in the star of F (the star of a cell F is the union of all cells whose closure intersects F ).
Since all cells of co-dimension 2 belong either to W 05 or W 04,4, there exist two types of faces in Ĝ: quadrilaterals
(for cells of W 04,4) and pentagons (for cells of W 05 ).
Within Ĝ there exist non-trivial homotopy deformations defined by the condition that all boundaries of faces are
homotopically trivial (i.e. paths around W 05 and W 04,4 become trivial in pi1(Ĝ)).
Thus we have the following
Proposition 2.18 The following fundamental groups are isomorphic
pi1(W˜ ,Jp(C0)) ' pi1(G,K0) (2.22)
and
pi1(Mg,n, C0) ' pi1(Ĝ,K0) (2.23)
where K0 is the cell of W such thatJp(C0) ∈ K0.
Proof. The isomorphism (2.22) is an immediate corollary of the definition of graph G and the fact that all cells of W
and W4 are homeomorphic to balls of corresponding dimensions.
To prove (2.23) we notice that the Prop. 2.17 establishes the isomorphism between pi1(Mg,n, C0) and pi1(W˜ ∪W 05 ∪
W 04,4,Jp(C0)). The isomorphism between the latter fundamental group and pi1(Ĝ,K0) is constructed as follows. For
each class [γ] ∈ pi1(W˜ ∪W 05 ∪W 04,4,Jp(C0)) choose a representative γ whose imageJp(γ) only traverses cells of
W˜ (avoiding strata of codimension greater than 1). This defines a loop in G (and Ĝ) along vertices and edges. Its
representative in pi1(Ĝ,K0) (with the homotopy induced by quadrilateral and pentagon moves) gives the image of
the class [γ]. This image is independent of the choice of the loop within the class [γ] since all cells in the combinatorial
model are homeomorphic to balls. Conversely, let us fix a representative curve Cj in each cell Kj of W . For the class
[`] ∈ pi1(Ĝ,K0) we select a representative that stays on edges of the graph G and map it to the loop in W˜ obtained by
connecting the representatives Cj of the cell traversed by `. Images of different representatives of the same class [`]
then also lie in the same equivalence class of loops in W˜ ∪W 05 ∪W 04,4, and, therefore, represent the same element of
pi1(W˜ ∪W 05 ∪W 04,4,Jp(C0)). 
The fundamental group of Ĝ can be generated by the combinatorial Dehn’s twists in the same way as pi1(Mg,n)
is generated by the ordinary Dehn’s twists.
Definition 2.19 For each component W γ1,1 of W1,1 (corresponding to the collapse of a non-separating loop γ) denote by Kγ
the adjacent cell of W . The (local) combinatorial Dehn twist Dcombγ is defined to be the path in G starting and ending at the
vertex Kγ . This path follows the edge of G which represents the facet of Kγ obtained by the collapse of one of two edges of the
corresponding ribbon graph. (see Cor. 2.14).
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Figure 12: The same region as in Fig. 11 can be mapped to an annulus with the metric induced by the quadratic
differential Q. The quadratic differential on this annulus is given by the restriction of a JS quadratic differential on
CP1 with two poles of order 3 at z = 0, z =∞ (more details are given in Section 4 of [6]).
Such local combinatorial Dehn’s twists can not be multiplied in the based fundamental group of G. To define the
Dehn’s twist around W γ1,1 based at any vertex K0 of G we choose a path `γ on G which connects K0 to the cell Kγ
and define
Dcombγ [K0] = `γD
comb
γ `
−1
γ . (2.24)
The based combinatorial Dehn’s twist defined in this way, being considered as an element of pi1(G,K0) depends of
course on the choice of the path `γ . However, the equivalence class of Dcombγ [K0] in pi1(Ĝ,K0) does not depend on
the choice of `γ .
Combining Prop. 2.18 with the fact thatMPGg,n is generated by Dehn twists along nonseparating loops γ1, . . . , γ2g+n
shown in Fig.10 (Fig. 4.10 of [14]) we have proved
Proposition 2.20 The fundamental group pi1(Ĝ,K0) is generated by (equivalence classes of) combinatorial Dehn’s twists
Dcombγj [K0], j = 1, . . . , 2g + n given by (2.24).
This proposition implies in particular that the based Dehn’s twists around any part of the DM boundary can be
expressed as products of based Dehn twists around only those components of W1,1 which are isomorphic to the
corresponding components of ∆DM .
In our framework, Theorem 1 of [8] can then be reformulated as follows:
Proposition 2.21 The fundamental group pi1(G,K0) ' pi1(W˜ ,Jp(C0)) is generated by combinatorial Dehn’s twists and
paths around all pentagon and quadrilateral faces of G which start and end at the same vertex K0 of G.
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Figure 13: The canonical covering Ĉ and the symplectic basis of cycles (3.3).
3 Meromorphic quadratic differential and canonical covering
3.1 Canonical covering
Here we give more details about the geometry of the canonical covering v2 = Q (1.8) defined by a meromorphic
quadratic differential Q with divisor (1.7) (i.e. that the pair (C,Q) is in the space Qk,lg,n). The divisor of the Abelian
differential v on Ĉ takes the form
(v) =
M̂∑
i=1
dˆiqˆi ≡
modd∑
i=1
(2ki + 2)xi +
m∑
i=modd+1
li(xˆi + xˆ
µ
i )−
n∑
i=1
(zˆi + zˆ
µ
i ) . (3.1)
To derive the expression (3.1) for the divisor of the abelian differential v on Ĉ from the expression (1.7) for the divisor
of quadratic differential Q on C one should use the fact that the local coordinates on Ĉ near poles and zeros of even
multiplicity coincide with the local coordinates on C, while near the poles and zeros of odd multiplicity they are
square roots of the local coordinate on C.
The genus of Ĉ equals gˆ = 2g + modd2 − 1, or, equivalently, gˆ = g + g− with
g− = g +
modd
2
− 1 . (3.2)
For holomorphic Q the canonical cover Ĉ is a classical ingredient of Teichmu¨ller theory. In the case of mero-
morphic Q the covering Ĉ appears in the theory of generalized SL(2) Hitchin’s systems [7, 43] under the name of
”spectral cover”.
Denote by (ai, bi) a canonical basis in H1(C,Z). The dual basis in H(1,0)(C,C) will be denoted by (v1, . . . , vg) with
the normalization
∮
ai
vj = δij . Denote the period matrix of C by Ωij =
∮
bi
vj .
A canonical basis of H1(Ĉ,Z) can be chosen as shown in Fig.13 [16, 36, 5]:
{aj , aµj , a˜k, bj , bµj , b˜k} , j = 1, . . . , g, k = 1, . . . , g− − g , (3.3)
where the subset {aj , bj , aµj , bµj }gj=1 is obtained by the lift of the canonical basis of cycles {aj , bj}gj=1 from C to Ĉ, such
that
µ∗aj = a
µ
j , µ∗bj = b
µ
j , µ∗a˜k + a˜k = µ∗b˜k + b˜k = 0 . (3.4)
We shall denote by
{v̂j , v̂µj , ŵk} (3.5)
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the basis of normalized Abelian differentials on Ĉ dual to the basis of cycles (3.4). The differentials v+j = v̂j + v̂
µ
j , j =
1, . . . , g, form a basis in the space H+; these differentials are naturally identified with the normalized holomorphic
differentials vj on C. Therefore, to simplify the notation, they shall often be denoted by vj instead of v+j . A basis in
H− is given by the g− Prym differentials v−l , where
v−l =
{
v̂l − v̂µl , l = 1, . . . , g ,
ŵl−g, l = g + 1, . . . , g− .
(3.6)
The following classes in H1(Ĉ,R) form a symplectic basis in H+
a+j =
1
2
(aj + a
µ
j ) , b
+
j = bj + b
µ
j , j = 1, . . . , g , a
+
j ◦ b+k = δjk , (3.7)
whereas the classes
a−l =
1
2
(al − aµl ) , b−l = bl − bµl , l = 1, . . . , g , (3.8)
a−l = a˜l−g, b
−
l = b˜l−g , l = g + 1, . . . , g− (3.9)
form a symplectic basis in H−.
The basis {a+j , a−l , b+j , b−l }, j = 1, . . . , g, l = 1, . . . , g−, is related to the canonical basis (3.3) as follows
(
b+
b−
)
= T
 bbµ
b˜
 , ( a+
a−
)
= T−1
 aaµ
a˜
 (3.10)
with symmetric matrix
T =
 Ig Ig 0Ig −Ig 0
0 0 Ig−−g
 . , T−1 =
 Ig/2 Ig/2 0Ig/2 −Ig/2 0
0 0 Ig−−g
 (3.11)
Integration of the differentials v+j over the cycles {a+k } gives
∮
a+k
v+j = δjk. The integrals of v
+
j over the cycles {b+k }
give twice the period matrix of C:
Ω+jk ≡
∫
b+k
v+j = 2Ωjk . (3.12)
Similarly, integration of the Prym differentials (3.6) over the cycles {a−j } (3.8), (3.9) yields the g− × g− unit matrix,
while their integrals over the cycles {b−j } give a g− × g− symmetric matrix Ω− which equals twice the Prym matrix Π
(as defined in [16], p.86):
Ω−jk ≡
∫
b−k
v−j = 2 Πjk , 1 ≤ j, k ≤ g− . (3.13)
The Prym matrix can be written in block form as follows;
Π =
(
Π1 Π2
Πt2 Π3
)
(3.14)
where Π1 is g × g matrix; Π2 is a g × (g− − g) matrix and Π3 is a (g− − g)× (g− − g) matrix. Then the period matrix
Ω̂ of the double cover Ĉ in the basis (3.3), (3.5) can be expressed in terms of Ω+ and Ω− as follows:
Ω̂ = T−1
(
Ω+ 0
0 Ω−
)
T−1 = 2T−1
(
Ω 0
0 Π
)
T−1 (3.15)
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which gives
Ω̂ =
 Ω+Π12 Ω−Π12 Π2Ω−Π1
2
Ω+Π1
2 −Π2
Πt2 −Πt2 Π3
 (3.16)
The expression (3.16) coincides with (91) of [16] up to some signs and interchange of blocks. This difference with [16]
is due to a different choice of the canonical basis of cycles (3.3) made in this paper (our cycles aµj and b
µ
j differ by sign
from the ones used by Fay; also the ordering of the canonical cycles used by Fay is different from ours).
Remark 3.1 The structure of the canonical cover is also extensively discussed in the recent papers [36, 5]. Conven-
tions used in [5] differ from the ones used here due to a different normalization of the canonical basis (3.8) and (3.9)
in H− (and the dual basis (3.6) in H−) used here and in [36]. In particular, the Prym matrix Π˜ from [5] is related to
the matrix (3.14) by the following transformation:
Π˜ =
(
Ig 0
0
√
2 Ig−
)
Π
(
Ig 0
0
√
2 Ig−
)
. (3.17)
3.2 Distinguished local coordinates on C and Ĉ
A given meromorphic quadratic differential Q with divisor as in (1.7) defines a set of distinguished local parameters
on C and on the canonical covering Ĉ. The distinguished local parameters ζi on C and ζˆi on Ĉ coincide near all
points except the branch points of the covering (the points {xi} and {yi} of (1.7)); near the branch points we have
ζi(x) = ζˆ
2
i (x).
• Near any point x0 ∈ Ĉ such that pi(x0) 6∈ (Q) the local coordinates on C and Ĉ can be chosen to be
∫ x
x0
v.
• Near a point xi, 1 = 1, . . . ,modd the distinguished local parameters ζˆi on Ĉ and ζi(x) on C are given by
ζˆi(x) =
[∫ x
xi
v
]1/(2ki+3)
, ζi(x) = ζˆ
2
i (x) . (3.18)
• Near points xi and xµi of Ĉ for i = modd + 1, . . . ,m we define
ζˆi(x) =
[∫ x
xi
v
]1/(li+1)
ζˆµi (x) =
[∫ x
xµi
v
]1/(li+1)
(3.19)
which in fact coincide (up to a sign) with the local parameter
ζi(x) =
[∫ x
xi
v
]1/(li+1)
(3.20)
near xi on C for i = modd + 1, . . . ,m.
• Near a second order pole zi ∈ C and corresponding points zˆi, zˆµi ∈ Ĉ the distinguished local coordinates ζi and
ζˆi are defined as follows. Denote the quadratic residue of Q at zi by −p2i /4pi2. Then the residues of v at zˆi, zˆµi
are equal to pi/2pii and −pi/2pii, respectively. The local parameters near zˆi and zˆµi are given by
ξˆ±i (x) = exp
{±2pii
pi
∫ x
x1
v
}
(3.21)
where x1 is a chosen ”first” zero of Q. These parameters depend on the choice of the zero x1 and the paths of
integration. To fix the integrals in (3.21) uniquely we consider the fundamental polygon of C0 of C and cut it
along contours γ1, . . . , γn such that γi connects the zero x1 with the pole zi. The corresponding cuts γˆi and γˆ
µ
i
on the fundamental polygon Ĉ ′ of Ĉ are obtained by lifting γi from C to Ĉ i.e. pi−1(γi) = {γˆi, γˆµi }. The paths of
integration in (3.21) should then lie entirely in this fundamental polygon with these additional cuts.
The local parameters ζi(x) on C near zi can be chosen to coincide with any of ζˆ±i and have the same ambiguity.
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3.3 Homological coordinates on Qk,lg,n
As in the introduction, decompose the homology group of Ĉ \{pi−1(zj)}nj=1, relative to zeros of v of even multiplicity,
into even and odd parts under the involution µ:
H1(Ĉ \ {pi−1(zj)}nj=1; {pi−1(xj)}mj=modd+1) = H+ ⊕H− . (3.22)
Then
dimH− = dimQk,lg,n = 2g − 2 +m+ n (3.23)
which, since m = meven +modd, can also be written as dimH− = 2g− + n+meven with g− = g+modd/2− 1. For any
basis of cycles {si} in H− one defines homological coordinates on Qk,lg,n as follows:
Psi =
∫
si
v i = 1, . . . ,dimH− . (3.24)
We notice that H+ can be identified with the relative homology group H1(C \ {zi}ni=1, {xi}mi=modd+1).
The homology group dual to (3.22) which can also be decomposed into corresponding even and odd parts is
H1(Ĉ \ {pi−1(xj)}mj=modd+1; {pi−1(zj)}nj=1) = H∗+ ⊕H∗− . (3.25)
The subspaces H∗± are dual to H± respectively. The basis in H∗− dual to the basis {si} in H− is denoted by {s∗i }
(the intersection index is si ◦ s∗j = δij).
4 Hodge and Prym tau-functions on Qk,lg,n
The tau-functions τ+ and τ− on the moduli spaces of holomorphic quadratic differentials were defined in [30, 36] by
restriction of the Bergman tau-function on an appropriate stratum of moduli spaces of Abelian differentials [31]. For
general theory of the Bergman tau-functions and its applications to the the theory of isomonodromic deformations,
spectral geometry and theory of matrix models and Frobenius manifolds we refer to [38, 33, 31, 13]. For applications
of Bergman tau-functions to geometry of various moduli spaces and the theory of Teichmu¨ller flow we refer to
[32, 35, 36, 4, 34, 12].
Under a change of Torelli marking of the base Riemann surface the tau-function τ+ transforms as a section of
determinant line bundle of the Hodge vector bundle; thus we call it Hodge tau-function. Similarly, τ− transforms as a
section of determinant line bundle of the Prym vector bundle over the space of quadratic differentials [36]; thus we
call it Prym tau-function.
In our present setting of meromorphic quadratic differentials with second order poles we use the formalism of
Bergman tau-functions on spaces of Abelian differentials of third kind [28]. We start from defining two tau-functions,
τ+ and τ̂ by explicit formulas using the framework of [28] and then define the Prym tau-function τ− as the ratio τ̂ /τ+.
4.1 Hodge tau-function τ+
Introduce two vectors r, s ∈ 12Zg such that
1
2
Ax((Q)) + 2Kx + Ωr+ s = 0 (4.1)
and also the following notations [31, 36]:
E(x, qi) = lim
y→qi
E(x, y)
√
dζi(y) (4.2)
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Figure 14: Branch cuts and cuts {γi, γµi } connecting x1 with poles of v =
√
Q on the canonical cover Ĉ.
E(qi, qj) = lim
x→qj ,y→qi
E(x, y)
√
dζi(y)
√
dζj(x) (4.3)
where ζi is the distinguished local parameter on C near qi.
Consider the multi-valued g(1 − g)/2-differential C(x) (1.14) on C where Kx ∈ Cg is the vector of Riemann
constants corresponding to the basepoint x [17].
Let us choose a system of cuts {γi}ni=1 on C by connecting one zero (say, x1) with zi by the cut γi, see Fig.14. We
assume that these cuts lie entirely in the fundamental polygon C ′ of C. The integration contours in the definition of
distinguished local parameters (3.21) near zi are assumed to not intersect {γi}ni=1.
Definition 4.1 For a given choice of Torelli marking t and cuts {γi} the tau-function τ+ is given by the following expression
which is independent of x ∈ C:
τ+(C,Q, t, {γi}) = C2/3(x)
(
Q(x)∏M
i=1E
di(x, qi)
)(g−1)/6∏
i<j
E(qi, qj)
didj
1/24 e−pii6 〈Ωr,r〉− 2pii3 〈r,Kx〉 (4.4)
where
∑M
i=1 diqi = (Q) is the divisor of quadratic differential Q on C.
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In analogy to Sec.3 of [31] one can show that the expression (4.4) is independent of x. Namely, since the product
of prime-forms in the denominator of (4.4) compensates all poles and zeros of Q, it is sufficient to verify that all
holonomy factors of τ+ are powers of unity. This can be checked using (4.1) and transformation of E(x, y) (see p.4 of
[17]) and C (see p.9 of [17]) between the opposite sides of the fundamental polygon:
E2(x+ aj , y) = E
2(x, y) E2(x+ bj , y) = E
2(x, y)e−2piiΩjj−4pii(Aj)|
y
x , (4.5)
C(x+ aj) = C(x), C(x+ bj) = C(x)e−piiΩjj−2pii(g−1)Kxj . (4.6)
The following properties of τ+ can be proved in parallel to properties of the tau-function on spaces of holomorphic
[31] and meromorphic Abelian differentials.
Proposition 4.2 The tau-function τ+ has the quasi-homogeneity property τ+(C, Q) = κ+τ+(C,Q) where
κ+ =
1
48
M∑
i=1
di(di + 4)
di + 2
(4.7)
Proof. The proof is based on the definition (4.4). The only terms which change under the transformation Q→ Q are
the distinguished local parameters ζi with exception of the local parameters (3.21) near poles zj which are homoge-
neous in . Collecting together all powers of  we get the formula (4.7). An alternative proof of this proposition can
be obtained using variational formulas for τ+ with respect to homological coordinates, following [32, 31, 36]. 
Next we discuss the dependence of τ+ on the choice of local parameters at poles zj . Introduce the least common
multiple of di + 2:
α = LCM(d1 + 2, . . . , dM + 2) . (4.8)
Proposition 4.3 The (48α)th power of the expression
τ+(C,Q)
(
n∏
i=1
dξi(zi)
)1/12
. (4.9)
is independent of the choice of local parameters ξi near zi.
Proof. The degree of differential dξi(zi) in (4.4) can be computed as follows. The contribution of multiplier containing
Q(x) equals (g − 1)/6 multiplied with −1/2 (since E(x, zi) is in the denominator) and −2 (since zi enters (Q) with
coefficient −2), which gives (g − 1)/6.
The contribution of remaining product of prime-forms can be computed as (−2)(1/2)(1/24)∑(Q)\zi di which
gives (−1/24)(4g − 2) (since deg(Q) = 4g − 4). The sum of these two numbers equals −1/12 which proves the
invariance of (48α)th power of (4.9) under a change of local coordinates near zj (i.e. it is a 4α-differential with respect
to ξi). 
Proposition 4.4 Let σ be a symplectic transformation of H1(C,Z) acting on canonical basis of cycles as follows:(
bσ
aσ
)
= σ
(
b
a
)
, σ =
(
A B
C D
)
(4.10)
Then the tau-function τ+ transforms under the action of σ as follows:
τσ+
τ+
= γ(σ) det(CΩ +D) (4.11)
where γ48α(σ) = 1.
30
Proof. Recall the transformation of the vector v of normalized differentials, the period matrix, the vector of Riemann
constants , the differential C(x) and the prime-form under symplectic transformation ([17], Lemma1.5 and formulas
(1.19), (1.20), (1.23)). Denote M = t(CΩ +D); then vσ = M−1v and
Ωσ = (AΩ +B)(CΩ +D)−1 ,
Eσ2(x, y) = E2(x, y) exp
{
2pii〈(CΩ +D)−1CAyx,Ayx〉
}
. (4.12)
Introduce two vectors whose entries equal to 0 or 1/2:
α0 =
1
2
(CtD)0 , β0 =
1
2
(AtB)0 (4.13)
where index 0 denotes the vector consisting of diagonal entries of the matrix module Zg . Then
(Kx)σ = M−1Kx + Ωσα0 + β0 ; (4.14)
Cσ(x) = γ′det3/2(CΩ +D)C(x)
× exp{−pii tα0Ωσα0 + piitKx(CΩ +D)−1CKx − 2pii tα0(CΩ +D)−1Kx} (4.15)
where (γ′)8 = 1.
Substituting these transformations into (4.4) we get (4.11). The root of unity of degree 48α appears due to ambi-
guity in the definition of distinguished local parameters at points of Q not coinciding with {zj}. In the process of
computation it is convenient to assume that the fundamental polygon is chosen such that r = s = 0 (the proof that
this choice is always possible for n ≥ 1 is identical to the proof of Lemma 6 of [31]); then rσ = −2α0 and sσ = 2β0.
Notice that the moduli-dependent term det(CΩ +D) in (4.11) can also be obtained using variational formulas for
τ+, similarly to (4.23)-(4.25) of [28]. However, to prove that the constant multiplier γ is a root of unity of degree 48α
one needs to use the explicit formula (4.4). 
The transformation (4.11) can be equivalently rewritten in terms of the basis {a+j , b+j } in H+ given by (3.7). The
period matrix Ω+ = 2Ω according to (3.12) while the symplectic (Z/2) matrix σ+ acting in this basis is related to the
matrix σ (4.10) by
σ+ =
(
A+ B+
C+ D+
)
=
(
A 2B
C/2 D
)
.
Thus det(CΩ +D) = det(C+Ω+ +D+) and transformation (4.11) can also be written as
τσ+
τ+
= γ(σ) det(C+Ω+ +D+) . (4.16)
4.2 Tau-function τ̂
Denote by Ĉ the differential (1.14) corresponding to the Riemann surface Ĉ. Denote the Abel map on Ĉ corresponding
to initial point x ∈ Ĉ by Â, the prime-form on Ĉ by Ê and introduce two vectors rˆ, sˆ ∈ Zgˆ via relation
Âx((v)) + 2K̂x + Ω̂rˆ+ sˆ = 0 (4.17)
In analogy to (4.2), (4.3) we also define
Ê(x, qˆi) = lim
y→qˆi
Ê(x, y)
√
dζˆi(y) (4.18)
Ê(qˆi, qˆj) = lim
x→qˆj ,y→qˆi
E(x, y)
√
dζˆi(y)
√
dζˆj(x) (4.19)
where ζˆi is the distinguished local parameter on Ĉ near qˆi given by (3.18).
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Definition 4.5 For a given Torelli marking tˆ = (aˆ, bˆ) of Ĉ and the set of contours Lˆ connecting x1 with points {zˆi, zˆµi } the
tau-function τ̂ is defined by the following expression independent of x ∈ Ĉ:
τ̂(C,Q, tˆ, {γi}ni=1) = Ĉ2/3(x)
(
v(x)∏M̂
i=1 Ê
dˆi(x, qˆi)
)(gˆ−1)/3∏
i<j
Ê(qˆi, qˆj)
dˆidˆj
1/6 e−pi6 〈Ω̂rˆ,sˆ〉− 2pii3 〈rˆ,K̂x〉 (4.20)
where
∑M̂
i=1 dˆiqˆi = (v) is the divisor of abelian differential v on Ĉ.
Proposition 4.6 The tau-function τ̂ has the quasi-homogeneity property τ̂(C, Q) = κˆτ̂(C,Q) where
κˆ =
1
24
M̂∑
i=1
dˆi(dˆi + 2)
dˆi + 1
(4.21)
Proof is a corollary of the definition (4.20). The only terms which change under the transformation Q → Q are the
distinguished local parameters ζˆi. Collecting together all powers of  we get the formula (4.21). 
Proposition 4.7 The 48α th power of the expression
τ̂(C,Q)
(
n∏
i=1
dξi(zi)
)1/6
. (4.22)
is invariant under the choice of local parameters ξi near zi.
Proof. The differential dξi(zi) enters the expression (4.4) with degree which can be computed as follows. The degree
gˆ−1
3 arises as contribution of the multiplier containing v(x): there are two prime-forms in the denominator which
contribute dξi(zi) each with power (−1)(1/2) (since corresponding dˆi = −1).
The degree (1/6)[1+
∑
(v)\{zˆi,zˆµi } dˆi] comes from the last product in (4.20). Here 1 is the contribution ofE(zˆi, zˆ
µ
i )
(−1)(−1).
The remaining sum is the contribution of other products of prime-forms where one of the arguments coincides with
zˆi or zˆ
µ
i . Since deg(v) = 2gˆ − 2, this gives 1/6(1− 2gˆ).
In total the degree of dξi equals−1/6 which shows that 48αth power of (4.9) is invariant under the change of local
coordinates near zj (i.e. it is 8α-differential with respect to each ξi). 
Proposition 4.8 Let σˆ be a symplectic transformation of H1(C,Z) acting on canonical basis of cycles as follows:(
bˆσ
aˆσ
)
= σˆ
(
bˆ
aˆ
)
, σˆ =
(
Â B̂
Ĉ D̂
)
(4.23)
Then the tau-function τ̂ transforms under the action of σˆ as follows:
τ̂ σˆ
τ̂
= γ(σˆ) det(ĈΩ̂ + D̂) (4.24)
where γ48α(σˆ) = 1.
Proof. The transformation (4.11) is derived directly from (4.20) using transformation formulas (4.12), (4.14), (4.15) in
the case of canonical covering Ĉ. The computation repeats the computation required to prove Prop.4.4. 
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4.3 Prym tau-function τ−
Definition 4.9 Let {aj , bj}gj=1 be a canonical basis of cycles on C and {aˆj bˆj}gˆj=1 be an associate basis of cycles (3.3) on Ĉ.
Then the Prym tau-function τ− on the space Qk,lg,n is defined as ratio of τ̂ (4.20) and τ+ (4.4):
τ− =
τ̂(C,Q, tˆ, {γi}ni=1)
τ+(C,Q, t, {γi}ni=1)
. (4.25)
The following properties of τ− can be derived from the properties of tau-functions τ+ and τ̂ .
Proposition 4.10 Let σˆ be a symplectic transformation of H1(Ĉ,Z) commuting with µ∗, and let σ− be the matrix representing
σˆ in the subspace H− such that (
b−
a−
)σ
= σ−
(
b−
a−
)
, σ− =
(
A− B−
C− D−
)
. (4.26)
Then the tau-function τ− transforms under the action of σ as follows:
τσ
−
−
τ−
= γ− det(C−Ω− +D−) (4.27)
(where according to (3.14) Ω− = 2Π with Π being the Prym matrix) and γ48α− = 1.
Proof. The transformation (4.27) of τ− can be deduced from transformation (4.11) of τ+ and (4.24) of τ̂ . Namely,
any symplectic transformation σˆ, commuting with µ∗, has in the basis (3.3) the form
(
bˆ
aˆ
)σˆ
= σˆ
(
b
a
)
, σˆ =
(
T−1 0
0 T
)
A+ 0 B+ 0
0 A− 0 B−
C+ 0 D+ 0
0 C− 0 D−
( T 00 T−1
)
(4.28)
where
σ± =
(
A± B±
C± D±
)
(4.29)
are symplectic matrices acting on bases (b±,a±) given by (3.7), (3.8), (3.9). Then, since due to (3.15),
Ω̂ = T−1
(
Ω+ 0
0 Ω−
)
T−1 ,
we get
det(ĈΩ̂ + D̂) = det(C+Ω+ +D+) det(C−Ω− +D−) (4.30)
which gives (4.27) as a corollary of (4.11) and (4.24). 
Therefore, the Prym tau-function defined by (4.25) depends in fact on the following data: (C,Q, t−, {γi}ni=1) where
t− is a choice of canonical basis (a−j , b
−
j ) in the space H
− of holomorphic Prym differentials.
The following two properties of τ− are parallel to the properties of τ+ and τ̂ .
Proposition 4.11 The tau-function τ− has the quasi-homogeneity property
τ−(C, Q, tˆ, {γi}ni=1) = κ−τ−(C,Q, tˆ, {γi}ni=1)
where
κ− = κ+ +
1
8
modd∑
i=1
1
di + 2
(4.31)
and κ+ is given by (4.7).
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Proof. We have κ− = κˆ− κ+. Using expressions (4.21) and (4.7) for κ+ and κˆ we get (4.31). 
Proposition 4.12 The 48α th power of the expression
τ−(C,Q)
(
n∏
i=1
dξi(zi)
)1/12
. (4.32)
is independent of the choice of local parameters ξi near zi.
Proof. This proposition is an immediate corollary of Props. 4.3 and 4.4. 
Finally, we discuss the dependence of τ± on the choice of cuts {γi}ni=1 used to define the local parameters ξi near
zi.
Proposition 4.13 Under a change of integration contours used to define distinguished local coordinates ξi near zi (i.e. under a
change of cuts defining the fundamental polygon C ′ and cuts γi between x1 and zi) the tau-functions τ± transform as follows:
τ±(C,Q, t±, {γ′i}ni=1) = τ±(C,Q, t±, {γi}ni=1) exp
−pii6
n∑
j=1
g−+n∑
i=1
Aij
Psi
pj
 (4.33)
where the set {si} contains cycles {a−l , b−l /2, l = 1, . . . , g and a−l , b−l , l = g + 1, . . . , g−} (notations here follow (3.8),(3.9))
as well as 12 (lj − lµj ) where lj is a small loop around zj ; Aij is a matrix with half-integer entries.
Proof. A change of integration contours γi in the formulas (4.4), (4.25), (4.20) for τ± obviously leads to appearance of
an exponential factor of the form (4.33).
If the ”first” zero is not changed then the corresponding matrix Aij has integer entries. If x1 is changed to some
other zero x2 then the integrals get an additional contribution of the form
∫ x2
x1
v with can be expressed as a half-integer
combination of the cycles si. Therefore in general the matrix A can have half-integer entries. 
Remark 4.14 Relation (4.31) is analogous to the formula (2.4) of Theorem 2 of [12] (for the case of holomorphic Q)
which relates sums of Lyapunov exponents corresponding to Hodge and Prym vector bundles. This indicates that
the tau-function τ− has a close relationship to the action of the Teichmu¨ller flow on Prym vector bundle, similarly to
the role of τ+ in the study of the Teichmu¨ller flow on Hodge vector bundle, as described in Sect. 5.2 of [12].
Remark 4.15 In [36] it was considered the case when all di = 1 (i.e. Q is a holomorphic quadratic differential with
simple zeros). ThenM = 4g−4 and the formulas (4.7), (4.31) give κ+ = 536 (g−1) and κ− = 1136 (g−1). These numbers
differ from p+ and p− from Theorem 2 of [36] by a factor of 48; this is due to the fact that the tau-functions τ± from
[36] equal to the 48th power of τ± used in this paper. The function τ̂ from [36] corresponds to 24th power of τ̂ used
here.
4.4 Hodge and Prym classes over Qg,n and τ±
The Hodge vector bundle ΛH over Qg,n is defined by the pullback of the Hodge vector bundle overMg,n (the fiber
of ΛH is the space of holomorphic abelian differentials on C).
To define the Prym vector bundle ΛP over Qg,n (following [36, 34]) we consider first the subspace Q0g,n of Qg,n
such that all zeros of Q are simple; this is the largest stratum of Qg,n. The fiber of ΛP over Q0g,n coincides with
H−. At those boundary components of Q0g,n where some zeros of Q become multiple, the fiber of ΛP is obtained by
decomposing the fiber of the Hodge vector bundle overMgˆ over the nodal curve Ĉ into H+ ⊕H−. As a result H−
consists of meromorphic differentials uwith poles of order ki at the branch point xi for odd ki and poles of order ki/2
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at points (xˆi, xˆ
µ
i ) for a zero xi of even order ki. In this way one gets a well-defined vector bundle ΛP over the whole
space Qg,n [34].
Let us denote by Λ(n)2 the bundle overMg,n whose fibers consist of meromorphic quadratic differentials with at
most simple poles at z1, . . . , zn (Λ
(n)
2 is, in fact, the cotangent bundle overMg,n).
The following theorem is similar to the analogous statement from [36, 34]:
Proposition 4.16 The fiber of the Prym vector bundle ΛP over Q0g,n above the point (C,Q) is isomorphic to the fiber of vector
bundle Λ(n)2 above the point C. The isomorphism is given by
pi?Q˜ = uv, (4.34)
where pi : Ĉ → C is the canonical projection and Q˜ is a meromorphic quadratic differential on C with simple poles and u ∈ H−
is a Prym differential.
Proof. Both u, v are antisymmetric with respect to the involution µ and therefore they have odd–multiplicity
zeroes at the branch-points, with v having only simple zeros. The product has a zero of even multiplicity on Ĉ at
each branch-point. Denote by ζˆ a local parameter on Ĉ near a branch-point, so that v ∼ ζˆdζˆ and u ∼ ζˆ2k+1dζˆ.
Then uv ∼ ζˆ2k+2dζˆ2 ∼ ζkdζ2 with ζ = ζˆ2. Thus uv is invariant under canonical involution on Ĉ and hence
corresponds to a quadratic differential on C with at most simple poles at punctures. 
The isomorphism can be appropriately extended to all strata of Qg,n as discussed in [34].
The following proposition is an immediate corollary of Props. 4.3, 4.4, 4.10 and 4.12:
Proposition 4.17 τ48+ (C,Q) is a section of the line bundle det
48ΛH ⊗
∏n
i=1 L4i and τ48− (C,Q) is a section of the line bundle
det48ΛP ⊗
∏n
i=1 L4i over the space Q0g,n.
Following [32, 35, 36, 34] this proposition can be used to get relations between various classes in the Picard group
of Qg,n. However, in this paper we don’t pursue this goal; instead we are going to use similar ideas in the context of
combinatorial model ofMg,n.
4.5 Differential equations for τ± on Qk,lg,n
Differential equations for τ± can be derived in parallel to [31, 36, 28]. However, the presence of quadratic poles of Q
introduces some new features.
Consider the system of cuts {γi}ni=1 on C and the associate system of cuts {γˆi}ni=1 = pi−1({γi}ni=1) on Ĉ used to
define tau-functions τ±. Choose a basis {si}g−+meveni=1 in the odd subspace H ′− of H1(Ĉ \ {γˆi}ni=1, {pi−1(xi)}mi=modd+1)
and denote by {s∗i }g−+meveni=1 the dual basis inH ′−∗ which is the odd subspace inH1(Ĉ \{γˆi}ni=1∪{pi−1(xi)}mi=modd+1}).
Consider the meromorphic bidifferential B̂(x, y) = dxdy log Ê(x, y), where Ê corresponds to the same Torelli
marking of Ĉ as in the formula (4.20) for τ̂ .
Now put
B+(x, y) = B̂(x, y) + µ
∗
yB̂(x, y) , B−(x, y) = B̂(x, y)− µ∗yB̂(x, y) , (4.35)
(the subscript y at µ∗ means that we take the pullback with respect to the involution on the second factor in Ĉ × Ĉ).
The bidifferential B+(x, y) is just the pullback of the canonical bidifferential B(x, y) on C × C. The bidifferential B−
was first introduced in [36]. It is called the Prym bidifferential.
Consider the regularization of the bidifferentials B± near the diagonal:
Breg± (x, x) =
(
B±(x, y)− v(x)v(y)
(
∫ y
x
v)2
)∣∣∣
y=x
(4.36)
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and introduce meromorphic Abelian differentials w±v on Ĉ (anti-symmetric with respect to µ) by
w±v (x) =
Breg± (x, x)
v(x)
(4.37)
The complete set of local coordinates on Qk,lg,n, besides {Psi}g−+meveni=1 , contains the residues {pi}ni=1. However,
we are not going to consider derivatives of τ± with respect to pi since they will be kept fixed in the context of
combinatorial model ofMg,n. The derivatives with respect to Psi are given by the following proposition.
Proposition 4.18 The tau-functions τ± satisfy the following equations:
∂ log τ±
∂Pi = −
1
4pii
∫
s∗i
w±v , i = 1, . . . , g− +meven (4.38)
Proof. The formula (4.38) is a corollary of two facts. The first is the variational formula for the Bergman tau-
function on spaces of third kind abelian differentials given by formula (4.4) of [28] (this formula is proved in parallel
to the case of spaces of holomorphic abelian differentials treated in detail in [31]). The second fact is the relationship
between variational formulas for tau-functions on spaces of Abelian and quadratic differentials which was estab-
lished in Section 4.1 of [36]. 
4.6 Examples.
The following two examples play an important role in the sequel since they allow to analyze the local behaviour of
the tau-functions near different boundary components of the moduli spaces.
4.6.1 Space Q1,1,1,−70,0
Here we consider the moduli space of quadratic differentials on Riemann sphere and n = 0 with the divisor
(Q) = x1 + x2 + x3 − 7x4
(this notation is motivated by application to the combinatorial model). Then gˆ = 1. The pole x4 of multiplicity 7 will
be put to infinity of complex plane with coordinate x while x1, x2 and x3 are positions of zeros in x-plane. Using the
rescaling and shift of coordinate x we can then write
Q(x) = (x− x1)(x− x2)(x− x3)(dx)2 (4.39)
for x1 + x2 + x3 = 0 and
v(x) = [(x− x1)(x− x2)(x− x3)]1/2dx (4.40)
such that on Ĉ we have (v) = 2x1 + 2x2 + 2x3 − 6∞.
Hodge tau function τ+. The distinguished local parameters on CP 1 near points xi are given by ζi(x) =
[∫ x
xi
v
]2/3
while the distinguished local parameter near y1 =∞ equals ζ∞(x) =
[∫ x
x1
v
]−2/5
. Then, say, for ζ1 we have
dζ1(x)
dx
∣∣
x=x1
= (2/3)−1/3[(x1 − x2)(x1 − x3)]1/3 (4.41)
while δζ∞(x)d(1/x)
∣∣
x=∞ = (2/5)
2/5. In the sequel we shall omit the unessential multiplicative constants since all tau-
functions are defined up to moduli-independent multiplicative factors. For the prime-form we have in genus zero:
E(x, y) = x−y√
dx
√
dx
. Then, say,
E(x, x1) = const
(x− x1)√
dx
[(x1 − x2)(x1 − x3)]1/6 E(x,∞) = const 1/x√
d(1/x)
(4.42)
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and similar expressions for E(xi, xj) and E(xi,∞). The formula (4.4) for the function τ+ takes the form:
τ+ =
Q−1/6(x)
∏3
i=1E
1/6(xi, x)
E7/6(∞, x)
∏
i<j E
1/24(xi, xj)∏3
i=1E
7/24(xi,∞)
. (4.43)
Substituting the expressions for the prime-forms computed in distinguished local parameters into this formula we
get
τ+ = [(x1 − x2)(x2 − x3)(x3 − x1)]1/36 . (4.44)
Prym tau function τ−. To get an expression for τ− we shall first write down the formula for τ̂ and then find
τ− from relation τ̂ = τ+τ−. The function τ̂ is in this case coincides with the Bergman tau-function on the space of
Abelian differentials of the form (4.40) i.e. on the stratum H[2,2,2,−6]1 of meromorphic Abelian differentials of second
kind [28]. The formula for τ̂ is given by (4.20).
Equivalently and more conveniently, we can use the formula (3.29) (and the next formula after that) of [31] which
describe dependence of τ+ on the choice of Abelian differential while keeping the Riemann surface fixed.. If we
adjust this formula to the present situation we choose
v0 =
dx√
(x− x1)(x− x2)(x− x3)
(4.45)
which is a differential without zeros or poles. In that case τ̂(Ĉ, v0) = η2(ω2/ω1) [31] where ω1 and ω2 are periods of
the differential v0:
ω1 =
∫
a
v0 , ω2 =
∫
b
v0 (4.46)
and η is the Dedekind’s eta-function. Then for an arbitrary differential v of second kind with divisor (v) =
∑
imixi
an appropriate analog of the formula (3.29) of [31] looks as follows:
τ̂(Ĉ, v) = η2(ω2/ω1)
∏
i
(
v0
dζˆi
)−mi/12
(4.47)
where, ζˆi(x) =
[∫ x
xi
v
]1/(di+1)
is the distinguished local parameter on Ĉ near xi defined by v.
If v is given by (4.40) then
v0
dζˆ1
∣∣∣
x=x1
= const [(x1 − x2)(x1 − x3)]−2/3 (4.48)
and
v0
dζˆ∞
∣∣∣
x=∞
= const . (4.49)
Substituting (4.48), (4.49) (as well as similar formulas at x2,3) into (4.47) we get
τ̂ = η2(ω2/ω1)[(x1 − x2)(x1 − x3)(x2 − x3)]2/9 (4.50)
and, dividing this expression by τ+ (4.44),
τ− = η2(ω2/ω1)[(x1 − x2)(x1 − x3)(x2 − x3)]7/36 . (4.51)
Notice that the homogeneity coefficients κˆ = 2/15 and κ− = 7/60 are in agreement with the ones given by the general
formulas (4.21), (4.31).
Finally, using the standard expression for the η-function via w1 and the discriminant:
η24(ω2/ω1) =
ω121
(2pi)12
[(x1 − x2)(x1 − x3)(x2 − x3)]2 (4.52)
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we get, up to a non-essential constant
τ− = ω1 [(x1 − x2)(x1 − x3)(x2 − x3)]13/36 (4.53)
or, equivalently,
τ− = ω1 τ13+ .
4.6.2 Space Q1,1,−3,−30,0
Here we put g = 0, n = 0 and choose the divisor (Q) = x1 + x2 − 3x3 − 3x4. Assuming x3 = 0 and x4 =∞, we have
Q =
(x− x1)(x− x2)
x3
(dx)2 (4.54)
and
v(x) = x−3/2[(x− x1)(x− x2)]1/2dx . (4.55)
The poles y1 and y2 of order 3 are located at x = 0 and x =∞.
Hodge tau-function τ+. The distinguished local parameters on CP 1 at x1 and x2 are given by ξi(x) =
[∫ x
xi
v
]2/3
and
dξ1
dx
∣∣∣
x=x1
= const µ
1/3
0
(x1 − x2)1/3
x1
,
dξ2
dx
∣∣∣
x=x2
= const µ
1/3
0
(x1 − x2)1/3
x2
.
The distinguished local parameter at x = 0 is given by ζ0(x) = [
∫ x
x1
v]−2 such that dζ0(x)dx
∣∣∣
x=0
= const(µ0x1x2)
−1.
Finally, the distinguished local parameter at x =∞ is ζ∞(x) = [
∫ x
x1
v]−2 such that dζ∞(x)dx
∣∣∣
x=∞
= constµ−10 .
The expression (4.4) for τ+ takes the form:
τ+ = Q
−1/6(x)
[E(x1, x)E(x2, x)]
1/6
[E(0, x)E(∞, x)]1/2
E1/24(x1, x2)E
3/8(0,∞)
[E(x1, 0)E(x1,∞)E(x2, 0)E(x2,∞)]1/8 (4.56)
which gives
τ+ = (x1x2)
1/12(x1 − x2)1/36 . (4.57)
Prym tau-function τ−. Here we are going to use again the formula (4.47) with v0 given by the standard holomor-
phic differential (4.45) to compute τ̂(v, C), that is, the Bergman tau-function on the stratum H[2,2,−2,−2]1 of the space
of Abelian meromorphic differentials. The distinguished local coordinates near the points x = x1,2, x = 0 and x =∞
of the divisor (v) are:
ζˆi(x) =
[∫ x
xi
v
]1/3
, ζˆ0(x) =
[∫ x
x1
v
]−1
, ζˆ∞(x) =
[∫ x
x1
v
]−1
(4.58)
so that
v0
dζˆi
∣∣∣
x=xi
= const (x1 − x2)−2/3 . (4.59)
Verification of formula (4.59) goes as follows: as x→ x1 we have v0 ∼ [x1(x1 − x2)]−1/2 dx(x−x1)1/2 and
dζˆ1(x) ∼
(
(x1 − x2)1/2
x
3/2
1
)3/2
((x− x1)2/3)3/2 (x− x1)
1/2dx
x
3/2
1 (x1 − x2)−1/2
= (x1 − x2)1/6x−1/21
dx
(x− x1)1/2
with the ratio leading to (4.59).
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Similar computation gives
v0
dζˆ0
∣∣∣
x=0
= const ;
v0
dζˆ∞
∣∣∣
x=∞
= const (4.60)
such that the formula (4.47) with m1 = m2 = 2 and m0 = m∞ = −2 gives
τ̂ = η2(ω2/ω1)(x1 − x2)2/9 (4.61)
where, as before, ω1 and ω2 are a- and b- periods of the differential v0, respectively, and
τ− =
τ̂
τ+
= η2(ω2/ω1)(x1 − x2)7/36(x1x2)−1/12 (4.62)
In this case the formula expressing the Dedekind’s eta-function in terms of branch points 0, x1, x2 and the Abelian
integral ω1 looks as follows:
η24(ω2/ω1) =
ω121
(2pi)12
[x1x2(x1 − x2)]2 (4.63)
and (4.62) becomes
τ− = ω1 (x1x2)1/12(x1 − x2)13/36 (4.64)
or
τ− =
ω1
x1x2
τ13+ .
5 Hodge and Prym tau-functions in the combinatorial model ofMg,n
5.1 Monodromy of circle bundle and Poincare dual of the first Chern class
We recall a few well-known facts (see for example [24] for details). An effective way to compute the Poincare´ dual to
the first Chern class of a complex line bundle L over a smooth (oriented) manifold M of dimension N goes as follows.
Let f be a section of L which is smooth and non-vanishing outside of several oriented connected submanifolds
M1, . . . ,Mk of (real) co-dimension 2. Denote the circle (or U(1)) bundle over M associated to L by S[L]. Then
Φ = f/|f | is a section of S[L] over M \ {Mj}kj=1. Denote variation of argΦ along a small positively oriented loop
around Mj by 2pikj with kj ∈ Z. Then the Poincare´ dual to c1(L) is given by a linear combination
∑k
j=1 kjMj . The
relation c1(L) =
∑k
j=1 kjMj holds in the Picard group Pic(M,Z).
Notice that the smooth section f may also vanish on a non-orientable submanifold M0 of co-dimension 2. How-
ever, the variation of argf around M0 always vanishes since a small loop l0 around M0 can be smoothly deformed to
l−10 . (This observation is consistent with the standard fact that the Poincare´ dual of a given form is always orientable).
The above construction needs to be adjusted ifM is an orbifold (we assume thatM is a ”good” orbifold according
to Thurston’s classification) i.e. it is a quotient of a smooth manifold M̂ over a discrete group. In this case Mj can
also be suborbifolds of M . The variation of argΦ around Mj is then equal to 2piiqj where qj ∈ Q. Then we have the
relation c1(L) =
∑k
j=1 qjMj which this time holds in Pic(M,Q) (in the case of orbifold the group Pic(M,Z) can have
torsion while the group Pic(M,Q) is torsion-free).
This description can be appropriately adjusted and applied to the combinatorial modelMg,n[p].
We consider the restrictions of the power τ48± of the tau-functions τ± of Section 4 to each cell of the largest stratum
W ofMg,n[p] (W is the “real locus” of the main stratum Q0g,n[p] of Qg,n[p]).
On each of those cells τ48± are sections of the line bundles (detΛH)48 ⊗
∏n
i=1 L4i and (detΛP )48 ⊗
∏n
i=1 L4i , respec-
tively. Introduce the sections Φ± = argτ± of these circle bundles on each cell of W .
In Lemma 5.1 below it is shown that both sections Φ± admit continuous extension through the facets and provide
continuous sections of the circle bundles over W˜ (we recall that W˜ denotes the union of W and facets between its
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cells). Recall also that the complement of W˜ in Mg,n[p] is the union of three co-dimension 2 subcomplexes: the
Witten’s cycle W5, Kontsevich’s boundary (also a cycle) W1,1 and the non-orientable subcomplex W2,2, which is not
a cycle (we refer to [44, 45] for the proof of non-orientability of W2,2). Due to its non-orientability, W2,2 can not
contribute to the Poincare´ duals of c1(det48ΛH ⊗
∏n
i=1 L4i ) and c1(det48ΛP ⊗
∏n
i=1 L4i ). Therefore, in the Picard group
Pic(W˜ ,Q) (which coincides with Pic(Mg,n[p],Q)) these Chern classes are linear combinations of W5 and W1,1 with
rational coefficients which are obtained by computing the monodromies of τ±/|τ±| (i.e. the increments of Φ± =
argτ±) around these cycles.
5.2 Tau-functions τ± and sections of circle bundles over W˜
SinceMg,n[p] is a slice of Qg,n[p] defined by the reality of all periods of the Abelian differential v =
√
Q on Ĉ, the
Bergman tau-functions τ± can be defined on each cell ofMg,n[p] by the same formulas (4.4), (4.20), (4.25) as in the
case of Qg,n[p].
Let us summarize the data which define τ± on a given cell ofMg,n[p] (we are mainly interested in the case when
the cell is in the largest stratum W ):
1. Torelli markings of C and of Ĉ: the tau-functions τ± depend on the choice of the Lagrangian subspaces of
a-cycles in H±.
2. The choice of one of the zeros (say, x1) of Q which is used as an initial point of integration to define the distin-
guished local coordinates in neighbourhoods of poles zi via
ξi(x) = exp
{
2pii
pi
∫ x
x1
v
}
(5.1)
3. The choice of cuts γi between x1 and zi; the integration contours in (5.1) lie in Ĉ0 \ {pi−1γi}ni=1 where Ĉ0 is the
fundamental polygon of Ĉ defined above.
The tau-functions τ± are real-analytic within each cell ofMg,n[p].
If the initial point of integration x1 and/or the paths connecting x1 with z1, . . . , zn are chosen differently then the
tau-functions τ± are multiplied by the factor of the form (4.33), which onMg,n[p] is expressed as
τ± → τ± exp
−pii3
n∑
j=1
2g+2m−2∑
k=1
Akj
`k
pj
 . (5.2)
The matrix Akj is a matrix with integer or half-integer entries and `k are the Strebel lengths of the edges of the ribbon
graph; notice that this multiplier is always unitary. The extra factor of 2 in the exponent of (5.2) comparing with (4.33)
appears since the length of an edge is equal to 1/2 of an integer combination of periods Psi from (4.33).
Following Prop. 4.3, we introduce the following expressions on each stratumMdg,n[p] of the combinatorial model
Mg,n[p]:
τ±
(
n∏
i=1
dξi(zi)
)1/12
(5.3)
Similarly to Prop. 4.17, defining α via (4.8) on a given stratum, we conclude that the 48αth power of (5.3) is
independent of the choice of the base-point x1 and the cuts γi.
This allows to interpret τ48α± as sections of the line bundles
(
det12Λ(H,P ) ⊗
∏n
i=1 Li
)4α
over the stratum of the
combinatorial modelMdg,n[p].
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For the main stratum W α = 1. Since W consists of disconnected topologically trivial cells, we consider the
topologically non-trivial space W˜ which contains also the facets of the cells of W (as discussed above these facets
correspond to ribbon graphs with one 4-valent vertex and the crossing from one cell of W to another corresponds to
a Whitehead move on one of edges of the ribbon graph).
The absolute values of τ± vanish on the facets of cells of W i.e. when two vertices of Γ glue together. However,
the following sections of the circle bundles over W˜ :
Θ± =
(
τ±
|τ±|
)48
= e48iΦ± , (5.4)
can be extended continuously through the facets.
The formalism of circle bundles (instead of line bundles) is adequate in the analysis of the intersection theory on
moduli spaces using the JS combinatorial model; in [55] it was used to discuss various subtle points in Kontsevich’s
proof of Witten’s conjecture [39]. To find the Poincare´ dual to first Chern class of det48Λ(H,P ) ⊗
∏n
i=1 L4i one needs
to compute the increments of the argument Φ± along closed paths in W˜ around cycles of co-dimension 2 inMg,n[p]
(i.e. around W5 and W1,1). These increments (divided by 2pi) give coefficients in the linear combination of the cycles
W5 and W1,1, (while W1,1 is the sum of several cycles, all of them turn out to contribute with the same coefficient)
when computing the Poincare´ duals.
To continue argτ± from one cell of W to another via a Whitehead move one needs to study the asymptotics of τ±
as the length of one of the edges of the ribbon graph Γ tends to zero while perimeters of all faces remain the same.
Denote the length of the ”vanishing edge” by t and the lengths of the edges of the limiting ribbon graph Γ0 by `0i
(while keeping the perimeters constant). One can then assume that the limit t → 0 of the graph Γ is taken in such a
way that all lengths `i of the edges of Γ depend linearly on t i.e. `i = `0i + αit.
Denote the JS differential arising in the limit t → 0 form by Q0; multiplicities of its zeros are (2, 1, . . . , 1); the
double zero of corresponding JS differential coincides with the four-valent vertex of Γ. The genus of the canonical
cover given by v20 = Q0 (we denote it by Ĉ0) equals gˆ− 1 since one of the branch cuts on Ĉ degenerates as t→ 0. The
set of homological coordinates on the facet includes the integral of v0 =
√
Q0 on Ĉ0 between the double zeros of Q0
(i.e. simple zeros of v0) on the different sheets of Ĉ0.
Tau-functions τ± on each facet of W i.e. on a cell of W˜ \W are defined by the formulas (4.4), (4.20), (4.25) with
multiplicities of zeros of Q0 having the above form. Such definition also depends on the choice of Torelli marking t0
on Ĉ0 and the choice of cuts {γ0j }nj=1 connecting a chosen zero (which we denote by x1 and assume that it remains
simple as t→ 0) of Q0 with its poles.
Then the behaviour of τ+ in the limit t→ 0 is given by the following lemma:
Lemma 5.1 Suppose that the Torelli marking t0 of C0 and contours γ0i on C0 are obtained from the Torelli marking t on C and
the contours γi on C by a continuous deformation in the limit as t→ 0. Then the following asymptotics holds as t→ 0:
τ+(C,Q, t, {γi}) = const× t1/72(1 + o(1))τ+(C0, Q0, t0, {γ0i }) (5.5)
and
arg τ+(C,Q, t, {γi}) = arg τ+ + const+ (C0, Q0, t0, {γ0i }) + o(1) (5.6)
where the constants are independent of a point of (C0, Q0) of the facet.
Proof. The proof of asymptotical behaviour (5.5) is analogous to the proof of asymptotics of the tau-function on
Hurwitz spaces given in Sec.3.2 of [32] and Sec.5.1 of [36]. Namely, one can use equations (4.38) for the tau-functions
τ+(C,Q) and τ+(C0, Q0) and the homogeneity properties of these two tau-functions. The bidifferential B(x, y) on C
tends in the limit t → 0 to the bidifferential B0(x, y) on C0 due to our assumption about Torelli markings on C and
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C0. Moreover, Q → Q0; thus also the abelian differential w+v on Ĉ tends to the corresponding Abelian differential
(w+v )
0 on Ĉ0 (as long as one stays away from the neighbourhood of the degenerating edge). From (4.38) we see that
partial derivatives of ln τ+(C,Q) with respect to all homological coordinates except t tend to the defining equations
for ln τ+(C0, Q0). It follows that as t → 0 the function τ+(C,Q) behaves as f(t)τ+(C0, Q0). Since τ+ is algebraic in
moduli, f(t) = tα(1 + o(1)) for some rational degree α, i.e.
τ+(C,Q) = const× tα(1 + o(1))τ+(C0, Q0) . (5.7)
Under rescaling Q→ Q, Q0 → Q0 we have t→ 1/2t. According to (4.7) the difference of homogeneity coefficients
of τ+(C,Q) and τ+(C0, Q0) equals 1/48(10/3 − 3) = 1/144 and, therefore, α = 1/72. Notice that this asymptotics
agrees with Lemma 9 of [36] (in [36] one uses the 48th power of τ+).
Taking the argument of (5.5) we get rid of the real-valued factor which diverges at facets ofW and get the formula
(5.6) which allows to continue argτ+ from one cell of W to another by appropriate choice of Torelli marking and
contours γi inside of the cells and at their facets. 
A similar statement holds for the Prym tau-function τ−, which depends on the choice of symplectic basis in the
space H−.
While the cycles from the symplectic basis in H+ can always be chosen to avoid the degenerating edge of Γ, this
is not the case for H−. We have dimH0− = dimH− − 2. Under the choice of canonical basis in H− shown in Fig.4, in
the limit t→ 0 the cycle a−1 disappears while b−1 becomes non-closed. The remaining elements of the symplectic basis
of H− naturally provide a symplectic basis in H0−.
Lemma 5.2 Assume that the symplectic basis in H0− is induced by symplectic basis in H− as described above; assume also
that the integration contours γ0i on C0 are induced by these contours on C. Then the asymptotics of the Prym tau-function
τ−(C,Q, t, {γi}) in the limit t→ 0 is:
τ−(C,Q, t, {γi}) = const× t13/72(1 + o(1))τ−(C0, Q0, t0, {γ0i }) (5.8)
and
arg τ−(C,Q, t, {γi}) = arg τ−(C0, Q0, t0, {γ0i }) + const+ o(1) (5.9)
where the constants are independent of a point of the facet.
Proof. The proof is completely parallel to the proof of the previous lemma. Under our assumption about Torelli
marking of Ĉ the Bergman bidifferential B̂(x, y) on Ĉ tends to the Bergman bidifferential B̂0(x, y) on Ĉ0. Therefore,
the abelian differential w−v on Ĉ also tends to the abelian differential (w−v )0 on Ĉ0; the same statement holds for all
of periods of w−v over canonical cycles surviving in the limit. Therefore, since contours γ0i on Ĉ0 are obtained by
continuous deformation of contours γi ( we assume that the initial point of these contours does not coincide with any
of zeros coalescing in the limit t→ 0), equations (4.38) imply Thus, again we have
τ−(C,Q, t, {γi}) = const× tα(1 + o(1))τ−(C0, Q0, t0, {γ0i }) (5.10)
for some value of α. Again, this value can be computed looking at rescaling Q → Q, Q0 → Q0 using homogeneity
coefficients (4.31) of both tau-functions (recall that then t→ 1/2t). This gives α = 172 + 116 implying (5.8).

The constant in (5.9) can be different when approaching F from K1 or K2. Therefore, from Lemmas 5.1 and 5.2
we obtain the following
Proposition 5.3 Let F be the facet between two maximal cells K1,K2 ofMg,n[p]. Then
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1. The arguments of τ± have well–defined limit at any point of F while approaching from the interior of either K1 or K2.
2. Suppose that in K1,2 the Torelli markings t1,2 of C and tˆ1,2 of Ĉ are chosen such that all pairs of canonical cycles except a
pair shown in Fig.4 remain outside of a neighbourhood of the vanishing edge and continue smoothly from K1 to K2. The
remaining pair is assumed to transform as shown in Fig. 4. (In particular the Torelli marking t0 of C0 and tˆ0 of Ĉ0 is the
same whether it is induced from K1 or K2). Assume also that that the contours γ0i on C0 are obtained from the contours
γ1,2i on C by continuity (both from K1 and K2). Then the limits of Φ± = arg(τ±) as t→ 0 taken from K1 and K2 differ
by a constant φ± independent of a point of F .
5.3 Monodromy of Φ+ around W5 and W1,1
5.3.1 Variation of Φ+ under a pentagon move
The canonical basis of cycles in C can always be chosen so that a neighbourhood of the two edges involved in the
pentagon move lies inside the fundamental polygon; thus the Torelli marking ofC remains invariant under the move.
Proposition 5.4 Under a positively oriented pentagon move (Prop. 2.12, Fig. 7), the increment of the continuous extension of
Φ+ = arg τ+ equals pi/72.
Proof. First, notice that the variation of Φ+ = arg τ+ along a closed path depends only on the free homotopy class of
the path.
Therefore, to compute the variation of arg τ+ under the pentagon move involving three selected three-valent
vertices (denote these vertices by x1, x2 and x3) we assume that the lengths of both edges connecting x2 with x1 and
x3 are small in comparison with lengths of the other edges, and, moreover, that these lengths remain small during
the whole pentagon move.
Denote the lengths of the edges connecting the three selected zeros by tA and tB whereA+B = 1,A,B ∈ [0, 1] and
t is a small parameter which is kept fixed during the pentagon move. The three zeros xi are close to each other in the
metric |Q| and represent a small resolution of the triple zero. Let us rescale the flat coordinate z(x) = t(A+B) + ∫ x
x2
v
in a neighbourhood of these three zeros by a factor of 1/t (here x2 is the ”central zero”; see Section 3.1 of [6] for
justification of the choice of constant when defining z(x)). Then the surface C can be represented via a plumbing
construction as follows. Let C1 be the surface with the non-resolved zero x˜ of order 3 (five valent vertex of the
corresponding ribbon graph) of the JS differential Q1 such that the perimeters and all lengths of all edges except
the edges connected to zeros x1,2,3 are the same on C as on C1. Let C0 be the Riemann sphere equipped with the
quadratic differential of the form (4.39):
Q0 = (x− x1)(x− x2)(x− x3)(dx)2 . (5.11)
As in Section 4.6.1, we assume that x1 + x2 + x3 = 0; the integrals of
√
Q0 between x2 and x1 and x3 are as-
sumed now to be real and equal to ±A and ±B. The flat coordinate on C0 is given by the integral w(x) = 1 +∫ x
x2
√
(x− x1)(x− x2)(x− x3)dx. The plumbing of the Riemann surfaces C0 and C1 is defined by the equation (see
Section 3.2 of [6])
ξ(x)ζ(y) = t4/5 (5.12)
where ξ(x) is the distinguished local coordinate near x =∞ on C0 given by ξ(x) = [ 52w(x)]−2/5; ζ(y) =
(
5
2z(y)
)2/5 is
the distinguished local coordinate near the triple pole x˜ of C1; z(x) =
∫ x
x˜
v1 is the flat coordinate on C1 near x˜.
The gluing of C0 and C1 is illustrated in Fig. 15. As t → 0 one gets a union of Riemann sphere equipped with
quadratic differential of the form (5.11), and the Riemann surface C1 which belongs to the Witten’s stratum W5.
The quadratic differentials of the form (5.11) on the Riemann sphere have three simple zeros and one pole of order
7; such differentials form the space Q0([1]3,−7) discussed in Sec. 4.6.1.
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︸ ︷︷ ︸
Plumbing zone
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Figure 15: Separating of the Riemann sphere with three simple zeros and a pole of order 7 of Q in a neighbourhood
of W5
Denote a Torelli marking of C by t; it naturally induces a Torelli marking t1 on C1 in the limit t→ 0 by continuous
deformation of the canonical basis of cycles. Define a system of cuts {γi}ni=1 on C choosing x1 as an initial point. In
the limit t → 0 one gets a system of cuts {γ1i }ni=1 on C1 which connect the triple zero x1 with n poles of Q1 (one also
gets cuts on C0 connecting the point at infinity with x1,2,3 but these cuts are inessential for our purposes).
Denote the resulting tau-function τ+ on the Witten’s stratum W5 by τ+(C1, Q1, t1, {γ1i }ni=1) and on the space
Q0([1]3,−7) by τ+(C0, Q0). The tau-functions τ+(C0, Q0) is given by (4.44).
Lemma 5.5 Assuming that the Torelli marking t1 and the cuts {γ1i } on C1 are induced from C in the limit t→ 0 as described
above the following asymptotics holds:
τ+(C,Q, t, {γi}ni=1) = const× (1 + o(1)) τ+(C0, Q0) τ+(C1, Q1, t1, {γ1i }ni=1) . (5.13)
Proof. In the limit t→ 0 we have
τ+(C,Q)
τ+(C0, Q0) τ+(C1, Q1)
= f(t)(1 + o(1)) (5.14)
where f is some function independent of the moduli of (C0, Q0) and (C1, Q1). Similarly to the proof of Lemma 5.1 the
asymptotics (5.14) follows from equations (4.38) for three tau-functions from the r.h.s. of (5.14) and the behaviour of
B(x, y) in the limit t→ 0. Namely, our assumption about the relationship between Torelli markings t and t1 implies
that B(x, y) tends to B0(x, y) or B1(x, y) if both points x and y remain in the limit t → 0 on C0 or C1, respectively,
see [16], Cor. 3.2. In turn, this implies that the meromorphic differential w+v (4.37) on C tends to the corresponding
meromorphic differentials on C1 and C0. Using our assumptions about cuts γi we conclude than that equations
(4.38) for τ+(C,Q) with respect to all homological coordinates except t tend in the limit t→ 0 to the equations for the
product τ+(C0, Q0)τ+(C1, Q1) which implies (5.14).
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To show that function f is a constant up to terms vanishing in the limit t→ 0 (this fact will not be used here since
we are interested only in the phase of tau-functions) one makes use of homogeneity property of the tau-functions τ+
on spaces W , W5 and Q0([1]3,−7). Namely, the homogeneity coefficient (4.7) of the function τ+(C) equals 53×48 (4g −
4 + 2n) which exactly coincides with the sum of homogeneity coefficients of τ+(C0) and τ+(C1). Thus the ratio (5.14)
tends to a constant as t→ 0. 
Returning to the proof of Prop. 5.4, we observe that the tau-function τ+(C1, Q1, t1, {γ1i }ni=1) does not change
under the pentagon move, and, therefore, the variation of its argument is only due to the variation of the argument
of
τ+(C0, Q0) = [(x1 − x2)(x2 − x3)(x3 − x1)]1/36 (5.15)
which equals pi/72 according to Th. 2 of [6] (it is an elementary although technically non-trivial result). 
5.3.2 Variation of Φ+ under combinatorial Dehn’s twist
To compute the variation of the argument of τ+(C,Q, t, {γi}ni=1) under the combinatorial Dehn’s twist defined in
Section 2.2.2 we assume that the Torelli marking t is chosen such that the Lagrangian subspace of a-cycles remains
invariant under the twist. Namely, if the twist goes around W r1,1 (i.e. corresponding loop separates C into two
components) the Torelli marking t of C is obtained by taking the union of Torelli markings of these components. If
the Dehn’s twist is performed around W irr1,1 i.e. along a non-separating loop then one of a-cycles should be chosen to
follow this loop while all other a-cycles remain outside of the zone of the twist.
In the rest of this section we prove the following proposition.
Proposition 5.6 Let e ∪ e˜ be a closed loop on C formed by the edges e and e˜ as in Prop. 2.15. Let the Torelli marking t of C be
chosen as discussed above. Then the variation of the argument of the tau-function τ+(C,Q, t, {γi}ni=1) under the combinatorial
Dehn’s twist along e ∪ e˜ equals 13pi/72.
Proof. Under our assumption about the choice of Torelli marking on C the Lagrangian subspace of a-cycles re-
mains invariant after the combinatorial Dehn’s twist; thus the variation of argτ+ under the twist is independent of
the lengths of edges within a given cell of W . Therefore, we can assume that the lengths of the edges e and e˜ are
”small” i.e. we denote them by tA and tB with A + B = 1 and A,B, t ∈ R+ and compute the variation of argτ+ in
the limit t→ 0.
Consider the twists around reducible and irreducible components of Kontsevich’s boundary separately.
1. Combinatorial Dehn’s twist around W r1,1.
In the limit t → 0 when the lengths of both edges tend to 0 while the lengths of other edges are adjusted accord-
ingly to preserve the perimeters of all faces, C splits into two Riemann surfaces, C1 (of genus g1) and C2 (or genus
g2). Corresponding JS differentials We denote by Q1,2 the corresponding JS differential, by n1,2 the number of poles
and by Γ1,2 the ribbon graphs. The differentials Q1,2 have simple poles at the points of resolution of the node and the
ribbon graphs Γ1,2 have one-valent vertices at these points.
According to our assumption the Torelli marking of C is chosen in such a way that in the limit t→ 0 it gives rise
to Torelli markings t1,2 of C1,2.
The ”first” zero x1 and the cuts γi are chosen as follows: the ”first” zero x1 is chosen to be one of the zeros involved
in the Dehn’s twist. Starting from this zero, we choose n1 cuts {γi}n1i=1 going towards the poles which remain on the
C1 side, and n2 cuts {γi}ni=n1+1 going towards the poles on C2 side. Such a system of cuts naturally splits under
degeneration into two systems: {γ1i }n1i=1 on C1 and {γ2i }n2i=1 on C2. The initial point of integration then becomes the
one-valent vertex of the corresponding ribbon graphs Γ1,2.
Introduce now the tau-functions τ+(C,Q, t1, {γi}ni=1), τ+(C1, Q1, t1, {γ1i }n1i=1) and τ+(C2, Q2, t2, {γ2i }n2i=1).
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Figure 16: Plumbing construction interpretation of resolution of Kontsevich boundary: a Riemann sphere with two
three-valent vertices is glued between one-valent vertices via two plumbing zones
Consider also the following quadratic differential on the Riemann sphere C0:
Q0(x) =
(x− x1)(x− x2)(dx)2
x3
(5.16)
The differential Q0 has third order poles at the points x = 0 and x =∞. The homological coordinates of Q0 are equal
to ±A and ±B.
The differential (5.16) with real homological coordinates defines a point of the space Q[1,1,−3,−3]0 and the corre-
sponding tau-function τ+(CP1, Q0) is given by (4.57).
The Riemann surface C equipped with the differential Q can be obtained via a ”plumbing” construction by in-
serting the Riemann sphere equipped with the differential Q0 between Riemann surfaces (C1, Q1) and (C2, Q2) (see
for details [6]). A neighbourhood of the point x = 0 of the Riemann sphere is ”plumbed” with a neighbourhood
of the one-valent vertex (i.e. simple pole of Q1) on C1 while a neighbourhood of the point x = ∞ of the Riemann
sphere is ”plumbed” with a neighbourhood of the one-valent vertex (i.e. simple pole of Q2) on C2. This procedure is
illustrated in Fig.16.
The following analog of Lemma 5.5 holds in this case:
Lemma 5.7 Assuming that the Torelli marking on C1,2 and the cuts γ
(1,2)
i are induced from C in the limit t→ 0 the following
asymptotics holds:
τ+(C,Q, t, {γi}) = const× (1 + o(1)) τ+(|bfCP 1, Q0) τ+(C1, Q1, t1, {γ1i }) τ+(C2, Q2, t2, {γ2i }) (5.17)
Proof. As in the proof of Lemma 5.5, consider the expression
τ+(C,Q, t, {γi})
τ+(|bfCP 1, Q0)τ+(C1, Q1, t1, {γ1i })τ+(C2, Q2, t2, {γ2i })
. (5.18)
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a1
b1
a1
b1 − a1
Figure 17: Action of combinatorial Dehn twist along non-separating loop on a pair of canonical cycles from H1(C).
Under our assumptions about Torelli markings and cuts γi on C and C1,2 the expression (5.18) behaves as f(t)(1 +
o(1)) as t → 0. This follows again from the asymptotics of the bidifferential B(x, y) as t → 0 which in particular
implies (under our choice of Torelli markings onC andC1,2) that the Bergman projective connection SB onC tends to
the Bergman projective connections at the corresponding points of C1, C2 and C0 (and also the fact that the quadratic
differential Q tends to Q1,2 and Q0 in the limit t→ 0 on corresponding components).
Using (4.7) we find that the expression (5.18) remains invariant under simultaneous rescaling of Q and Q0,1,2.
Therefore, f = const. 
In the limit t → 0 the Whitehead move is performed entirely on the Riemann sphere equipped with Q0; under
this Whitehead move only the first term in the r.h.s. of (5.13) contributes to monodromy of argτ+. The monodromy
of (4.57) under the Whitehead’s move was computed in Theorem 4 of [6]; it equals 13pi/72 implying the statement of
the proposition in the reducible case.
2. Combinatorial Dehn’s twist around the irreducible component W irr1,1 . In this case the edges, e1 and e2 connecting two
vertices of the ribbon graph bound a loop which does not separate C into two components.
As stated before Prop.5.6, we choose the Torelli marking t such that the Lagrangian subspace of a-cycles remains
invariant under the move. Namely, the ”first” a-cycle a1 goes along the loop formed by the edges (e1, e2). The cycle
b1 then goes ”along” the corresponding cylinder (Fig. 17). The other cycles forming the canonical basis can be placed
far from the zone of the Dehn’s twist. Then under the combinatorial Dehn’s twist shown in Fig. 17 the pair of cycles
(a1, b1) transforms as
(a1, b1)→ (a1, b1 − a1) (5.19)
while all other cycles do not vary.
Denoting the lengths of the edges e1 and e2 by tA and tB, we compute the variation of argτ+ as t → 0. For that
we assume that the basic cycles on C are chosen as discussed above and that the basic cycles on C (except (a1, b1))
are used to Torelli mark the Riemann surface C1 of genus g − 1. Moreover, we assume that the cuts γi are chosen on
C to start from, say, zero x1 and all go from x1 to the ”right” inducing in the limit t → 0 the system of cuts {γ1i }ni=1
(then on C1 they start at one of simple poles of Q1).
The pair (C,Q) can be then restored via plumbing construction by gluing the Riemann surface (C1, Q1) to the
Riemann sphere equipped with the differential Q0. The plumbing zones are placed on C1 near the simple poles of
Q1 and on the Riemann sphere near the points x = 0 and x =∞ (see [6]).
The following lemma is and analog of lemmas 5.5, 5.7 and is proved in the same way.
Lemma 5.8 Assuming that the Torelli marking and the cuts {γ1i }ni=1 on C1 are induced from cuts {γi}ni=1 on C in the limit
t→ 0 the following asymptotics holds:
τ+(C,Q, t, {γi}) = const× (1 + o(1))τ+(Q0) τ+(C1, Q1, t1, {γ1i }) (5.20)
The variation of the argument of τ+(C,Q, t, {γi}) under the Dehn’s twist is again only due to variation of the
argument of τ+(|bfCP 1, Q0) which gives 13pi/72 as before. This ends the proof of Proposition 5.6.

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5.4 Monodromy of Φ− around W5 and W1,1
When computing the monodromy of argτ− around W5 and W1,1 a pair of cycles forming a canonical basis in H−(Ĉ)
always passes through the zone of the corresponding move. Therefore, when computing the monodromy of argτ−
with respect to these moves one needs to take into account the contribution from the change of Torelli marking t−.
Let us call this pair of cycles (a−1 , b
−
1 ).
Under an elementary Whitehead move the cycle a−1 vanishes at the facet between two cells of W and then re-
opens again. This requirement does not uniquely define the propagation of Torelli marking t− from one cell to
another; Fig.4 gives just one of many possible ways of such propagation.
After a pentagon move or a combinatorial Dehn’s twist the Torelli marking in t− does not necessarily return back
to the original one, which leads to an extra contribution to variation of argτ− in comparison with τ+-case.
5.4.1 Variation of Φ− under pentagon move
Assuming that the number of zeros of Q is greater than 3 (the remaining case of g = 1 and n = 1 can be treated
similarly) we choose the initial point x1 of cuts {γi}ni=1 to not participate in the pentagon move; the cuts themselves
are assumed to stay away from the zone of the move. Then the cuts {γi}ni=1 naturally propagate from cell to cell, and
return to their initial positions after the pentagon move.
Indeed, if the evolution of cycles (a−i , b
−
i ) under five Whitehead moves is chosen as shown in Fig. 7 (in particular,
we choose three branch cuts outgoing from the zone of the pentagon move as in Fig.7; tilde marks the edge on which
we perform the Whitehead move on each step) then the pair of cycles (a−1 , b
−
1 ) evolves to (a˜
−
1 , b˜
−
1 ) such that
a˜− = a− b˜− = b− − a− (5.21)
Although the Torelli marking t− has monodromy under the pentagon move, this monodromy does not impact the
argτ− since the Lagrangian subspace of a-cycles in H− (and, therefore, the Prym bidifferential B−) are invariant
under such symplectic transformations.
Proposition 5.9 Let the pentagon move induce a symplectic transformation in H− given by a matrix σ− =
(
C− D−
A− B−
)
∈
Sp(6g−6+2n,Z). Denote the Prym matrix of the canonical cover by Π. Then the variation of arg τ− under the pentagon move
is given by:
var arg τ− =
13
72
pi + arg det (C−Π +D−) . (5.22)
Proof. It is sufficient to prove (5.22) choosing the canonical basis t− in H− as described above; all canonical pairs
(a−i , b
−
i ) except (a
−
1 , b
−
1 ) stay outside of the zone of the pentagon move, while the pair (a
−
1 , b
−
1 ) evolves as shown in
Fig.7 according to (5.21). Then the second term in the r.h.s. of (5.22) is absent and the variation of arg τ−(C,Q, t−, {γi}ni=1)
should be proven to equal 13pi/72.
To compute this variation we follow the logic of the proof of Prop.5.4. Namely, we represent the canonical cover
Ĉ of the Riemann surface C by plumbing of the canonical cover Ĉ1 of C1 and the canonical cover Ĉ0 of the Riemann
sphere equipped with quadratic differential Q0 (5.11) (Q0 is an element of the space Q0([1]3,−7)). In the limit as the
plumbing parameter t tends to 0 the cover Ĉ decomposes in the disjoint union of Ĉ0 and Ĉ1. The canonical bases
t−0 in H−(Ĉ0) and t
−
1 in H−(Ĉ1) are naturally induced from the canonical base t
− in H−(Ĉ) chosen according to the
above convention.
In the limit t→ 0 the tau-function τ−(C,Q, t−) decomposes as
τ−(C,Q, t−, {γi}) = const× (1 + o(1))τ−(C0, Q0, t−0 ) τ−(C1, Q1, t−1 , {γ1i }) (5.23)
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Similarly to the proof of Lemma 5.5, the proof of the asymptotics (5.23) is based on the fact that our choice of Torelli
markings t− and t−0,1 implies that the Prym projective connection S
−
B (x) on Ĉ tends to the Prym projective connec-
tions S−B 0,1 if the argument x remains in the limit on Ĉ0 or Ĉ1, respectively. Therefore, the same statement applies to
the meromorphic differentials w−v (4.37) which enter the equations (4.38) for τ−. The constant factor const× (1+o(1))
is obtained by comparing the homogeneity properties of the three tau-functions entering (5.23) (this coefficient equals
5
3×48 (4g − 4 + 2n) on both sides).
The tau-function τ−(C1, Q1, t−1 ) is invariant under the pentagon move as t→ 0 i.e. in this limit the move is local-
ized to C0 part and the variation of arg τ−(C,Q, t−, {γi}) is equal to the variation of the argument of τ−(C0, Q0, t−0 ).
The latter tau-function is given by the formula (4.53):
τ− = ω1 [(x1 − x2)(x1 − x3)(x2 − x3)]13/36 (5.24)
where ω1 is the Abelian integral of the first kind over the cycle a−1 on Ĉ0.
Therefore, under the pentagon move around W5 the variation of arg τ−(C,Q, t−) is given by the sum of variation
of the argument of [(x1 − x2)(x1 − x3)(x2 − x3)]13/36 and variation of the argument of the abelian integral ω1 over
cycle a−1 . According to Th.2 of [6] the variation of arg[(x1 − x2)(x1 − x3)(x2 − x3)]13/36 under the pentagon move
equals 13/72pi. On the other hand, the variation of argω1 is zero since the cycle a−1 transforms to itself.
The second term in (5.22) is non-trivial if t− on the initial cell is chosen differently, or if Torelli’s marking suitable
for description of the pentagon move on one set of three vertices is propagated along pentagon move on another set
of three vertices (i.e. around another cell of W5). 
5.4.2 Variation of Φ− under combinatorial Dehn’s twist
To study the variation of arg τ−(C,Q, t−, {γi}) it is again convenient to choose a basis t− in H−(Ĉ) and the set of cuts
{γi}which transform in the ”best” way under the combinatorial Dehn’s twist both around reducible and irreducible
components of W1,1. As before, we assume that all pairs of canonical cycles in H− stay away from the twist zone.
Two selected cycles, which we call a−1 and b
−
1 are chosen as shown in Fig.11.
The zone of the Dehn’s twist is also shown as an annulus in Fig.12. Under the action of the Dehn’s twist the cycles
(a−, b−) transform as follows:
a˜− = a−, b˜− = b− + 2a− (5.25)
therefore, under this choice of the basis in H−(Ĉ) the Lagrangian subspace formed by a-cycles remains invariant
under the Dehn’s wist.
Proposition 5.10 Let the combinatorial Dehn twist induce a symplectic transformation given by a matrix σ− =
(
C D
A B
)
∈
Sp(6g − 6 + 2n,Z) in the space H−; denote the Prym matrix by Π. Then the variation of arg τ− under the Dehn twist is given
by:
var arg τ− =
25
72
pi + arg det (C−Π +D−) . (5.26)
Proof. The proof is parallel to the proof of the corresponding statement for τ+. Namely, in both reducible and
irreducible case one can ”localize” the Dehn’s twist.
In the irreducible case we represent the canonical cover Ĉ by plumbing of the canonical cover Ĉ1 of the Riemann
surface C1 of genus g − 1 with the elliptic curve Ĉ0 which is a canonical cover of the Riemann sphere with branch
points at 0,∞, x1, x2. Denoting the real plumbing parameter by t, and the canonical bases inH−(Ĉ0,1) inherited from
H−(Ĉ) by t0,1, we have the asymptotics as t→ 0:
τ−(C,Q, t−, {γi}) = const× (1 + o(1))τ−(C1, Q1, t−1 , {γ1i })τ−(C0, Q0, t−0 ) . (5.27)
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It is a assumed as before that the cuts {γ1i } are induced on C1 from cuts {γi} on C in the limit t→ 0. In the limit t→ 0
the function τ−(C1, Q1, t−1 ) does not change under the Dehn’s twist.
The function τ−(C0, Q0, t−0 ) is given explicitly by (4.64):
τ− = ω1 (x1x2)1/12(x1 − x2)13/36 (5.28)
where ω1 is the elliptic integral of first kind over over cycle a−1 . According to our assumption about transformation of
the a-cycle under the Dehn’s twist the integral ω1 remains invariant. The variation of the argument of the remaining
explicit expression equals 2572pi according to Theorem 4 of [6]. This gives (5.26) in the irreducible case.
The case of reducible component W r1,1, when the Riemann surface C is separated into the union of two Riemann
surfaces, C1 and C2, with the Riemann sphere equipped with a differential of the form (4.54) is glued between them,
is treated similarly. Namely, he canonical cover Ĉ can be obtained via plumbing of Ĉ0 with both Ĉ1 and Ĉ2. Then,
under the usual assumption that the set of contours {γ1i }ni=1 on Ĉ1 and Ĉ2 is inherited from Ĉ and that the Torelli
markings in H−(Ĉ1), H−(Ĉ2) and H−(Ĉ0) are inherited from H−(Ĉ), we get the asymptotics as t→ 0:
τ−(C,Q, t−, {γi}) = const× (1 + o(1)) τ−(C1, Q1, t−1 , {γ1i }) τ−(C1, Q1, t−1 , {γ2i }) τ−(C0, Q0, t−0 ) (5.29)
where the last term is the tau-function (5.28) and the other two terms do not change under the Dehn’s twist. This
leads to (5.26) in the irreducible case.
Again, the second term in (5.26) appears if we either start from a different Torelli marking in H−(Ĉ) or propagate
the given Torelli marking along a different Dehn’s twist. 
5.5 Expressing Hodge and Prym classes via W5 and W1,1
The Prym vector bundle ΛP overMg,n[p] is defined by restriction of the Prym bundle over Qg,n[p] toMg,n[p], as in
Section 4.4.
The theorem 4.16 is applicable also in the context ofMg,n[p] and provides the isomorphism between the Prym
vector bundle ΛP with the vector bundle Λ
(n)
2 of quadratic differentials with simple poles at the punctures, therefore
the determinant line bundle det ΛP is the isomorphic to the determinant line bundle det Λ
(n)
2 . We denote by λP the
corresponding class: λP = c1(det ΛP ).
According to Proposition 4.17 the tau functions τ48± are sections of the line bundles λ48⊗
∏n
i=1 L4i and λ48P ⊗
∏n
i=1 L4i ;
furthermore, according to the discussion in Section 5.2 their phases provide sections of the corresponding circle
bundles over the combinatorial modelMg,n[p]. Therefore, from the computations of the increment of arg τ± around
W5 and W1,1 in Propositions 5.4, 5.6, 5.9, 5.10, we get the following relations between the first Chern classes of
the determinants of the Hodge and Prym vector bundles (λ and λP , respectively), ψ-classes, Witten’s cycle W5 and
Kontsevich’s boundary W1,1 of the combinatorial model:
Theorem 5.11 The following relations hold in Pic(Mg,n[p],Q):
λ+
1
12
∑
ψi =
1
144
W5 +
13
144
W1,1 (5.30)
λP +
1
12
∑
ψi =
13
144
W5 +
25
144
W1,1 (5.31)
The formula (5.30) is an analog of formulas for the λ-class derived in various complex-analytic frameworks:
Hurwitz spaces [32], spaces of Abelian [35] and quadratic [36] differentials. The formula (5.31) is an analog of the
expression of Prym class on spaces of quadratic differentials [36, 34].
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5.6 The κ1 circle bundle S[χκ] and τ±
Recall that the Mumford-Morita-Miller class κ1 can be expressed as follows (1.4):
κ1 = λ
(n)
2 − λ1 (5.32)
Using (5.32) and taking into account that λ(n)2 = λP we have the following corollary of (5.30), (5.31):
Corollary 5.12 The following formula holds in Pic(Mg,n[p],Q):
12κ1 = W5 +W1,1 (5.33)
The formula (5.33) was originally derived in [2] and then reproved in [44]. This paper gives an alternative proof of
fact.
Observe now that κ1 = c1(χκ) where the line bundle χκ overMg,n is defined by
χκ =
detΛ
(n)
2
detΛH
(5.34)
As before, given any line bundle χ we denote the associated circle bundle by S[χ]. As another corollary of (5.30),
(5.31) we get
Corollary 5.13 A section of the circle bundle S[(χκ)48] overMg,n[p] is given by Θ−Θ+ where Θ± =
(
τ±
|τ±|
)48
.
To get another corollary of formulas (5.30) and (5.31) one can eliminate W5. Then we get the formula (using that
λP = λ
(n)
2 ):
λ2 − 13λ1 =
n∑
i=1
ψi −W1,1 (5.35)
valid in Mg,n[p]. This formula is the combinatorial analog of the Mumford’s formula (1.2) which is valid in the
Deligne-Mumford compactification ofMg,n.
5.7 Open problems
After the pioneering work [39] the approach to the study of of various tautological classes and their intersection
numbers via the JS combinatorial model remained under-developed in spite of progress summarized in [45].
We mention only few natural questions which remain to be answered:
1. What is the combinatorial cycle which is Poincare´ dual to the psi-class ψi? This seems to be a very elementary
question whose answer we were not able to find in the literature.
2. How to complete the Kontsevich’s boundary W1,1 of the JS combinatorial model to get the one-to-one corre-
spondence with the Deligne-Mumford compactificationMg,n of the moduli space?
3. How to express all λ-classes directly via cycles of the JS combinatorial model without relying on relationship
with κ-classes and expressions for κ-classes obtained in [2, 18, 44]?
4. How to get a self-contained proof, based on ”flat” combinatorial model, of the theorem of [29] about generating
function of linear Hodge integrals and KP hierarchy, without the use of inversion of the ELSV formula for
Hurwitz numbers? Furthermore, intersection numbers of an arbitrary set of tautological classes (κ-, λ- and ψ-)
should admit a complete description based on the combinatorial model in the spirit of [39].
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