Introduction
The least-squares estimation problem in linear discrete-time stochastic systems in which the signal to be estimated is always present in the observations has been widely treated; as is well known, the Kalman filter [12] provides the least-squares estimator when the additive noises and the initial state are Gaussian and mutually independent.
Nevertheless, in many real situations, usually the measurement device or the transmission mechanism can be subject to random failures, generating observations in which the state appears randomly or which may consist of noise only due, for example, to component or interconnection failures, intermittent failures in the observation mechanism, fading phenomena in propagation channels, accidental loss of some measurements or data inaccessibility at certain times. In these situations where it is possible that information concerning the system state vector may or may not be contained in the observations, at each sampling time, there is a positive probability (called false alarm probability) that only noise is observed and, hence, that the observation does not contain the transmitted signal, but it is not generally known whether the observation used for estimation contains the signal or it is only noise. To describe this interrupted observation mechanism (uncertain observations), the observation equation, with the usual additive measurement noise, is formulated by multiplying the signal function at each sampling time by a binary random variable taking the values one and zero (Bernoulli random variable); the value one indicates that the measurement at that time contains the signal, whereas the value zero reflects the fact that the signal is missing and, hence, the corresponding observation is only noise. So, the observation equation involves both an additive and a multiplicative noise, the latter modeling the uncertainty about the signal being present or missing at each observation.
Linear discrete-time systems with uncertain observations have been widely used in estimation problems related to the above practical situations (which commonly appear, for example, in the observations are correlated at instants that differ two units of time. This study covers more general practical situations, for example, in sensor networks where sensor failures may happen and a failed sensor is replaced not immediately, but two sampling times after having failed. However, even if it is assumed that any failure in the transmission results from sensor failures, usually the failed sensor may not be replaced immediately but after m instants of time; in such situations, correlation among the random variables modeling the uncertainty in the observations at times k and k + m must be considered and new algorithms must be deduced.
The current chapter is concerned with the state estimation problem for linear discrete-time systems with uncertain observations when the uncertainty at any sampling time k depends only on the uncertainty at the previous time k − m; this form of correlation allows us to consider certain models in which the signal cannot be missing in m + 1c o n s e c u t i v e observations.
The random interruptions in the observation process are modeled by a sequence of Bernoulli variables (at each time, the value one of the variable indicates that the measurement is the current system output, whereas the value zero reflects that only noise is available), which are correlated only at the sampling times k − m and k. Recursive algorithms for the filtering and fixed-point smoothing problems are proposed by using an innovation approach; this approach, based on the fact that the innovation process can be obtained by a causal and invertible operation on the observation process, consists of obtaining the estimators as a linear combination of the innovations and simplifies considerably the derivation of the estimators due to the fact that the innovations constitute a white process.
The chapter is organized as follows: in Section 2 the system model is described; more specifically, we introduce the linear state transition model perturbed by a white noise, and the observation model affected by an additive white noise and a multiplicative noise describing the uncertainty. Also, the pertinent hypotheses to address the least-squares linear estimation problem are established. In Section 3 this estimation problem is formulated using an innovation approach. Next, in Section 4, recursive algorithms for the filter and fixed-point smoother are derived, including recursive formulas for the estimation error covariance matrices. Finally, the performance of the proposed estimators is illustrated in Section 5 by a numerical simulation example, where a two-dimensional signal is estimated and the estimation accuracy is analyzed for different values of the uncertainty probability and several values of the time period m.
Model description
Consider linear discrete-time stochastic systems with uncertain observations coming from multiple sensors, whose mathematical modeling is accomplished by the following equations.
The state equation is given by
where {x k ; k ≥ 0} is an n-dimensional stochastic process representing the system state, {w k ; k ≥ 0} is a white noise process and F k ,fork ≥ 0, are known deterministic matrices.
We consider scalar uncertain observations {y i k ; k ≥ 1}, i = 1,...,r,c o m i n gf r o mr sensors and perturbed by noises whose statistical properties are not necessarily the same for all the sensors. Specifically, we assume that, in each sensor and at any time k, the observation y i k , perturbed by an additive noise, can have no information about the state (thus being only noise) with a known probability. That is, 
, which occurs with known probability θ i k , the state x k is present in the observation y i k coming from the i-th sensor at time k,w h e r e a si fθ i k = 0 such observation only contains additive noise, v i k , with probability 1 − θ i k . This probability is called false alarm probability and it represents the probability that only noise is observed or, equivalently, that y i k does not contain the state.
The aim is to address the state estimation problem considering all the available observations coming from the r sensors. For convenience, denoting (2) is equivalent to the following stacked observation equation
Model hypotheses
In order to analyze the least-squares linear estimation problem of the state x k from the observations y 1 ,...,y L ,w i t hL ≥ k, some considerations must be taken into account. On the one hand, it is known that the linear estimator of x k , is the orthogonal projection of x k onto the space of n-dimensional random variables obtained as linear transformations of the observations y 1 ,...,y L , which requires the existence of the second-order moments of such observations. On the other hand, we consider that the variables describing the uncertainty in the observations are correlated in instants that differ m units of time to cover many practical situations where the independence assumption on such variables is not realistic. Specifically, the following hypotheses are assumed: [7] ) the next property that will be needed later.
For any random matrix G m×m independent of {Θ k ; k ≥ 1}, the following equality is satisfied
Remark 3. Several authors assume that the observations available for the estimation come either from multiple sensors with identical uncertainty characteristics or from a single sensor (see [20] for the case when the uncertainty is modeled by independent variables, and [19] for the case when such variables are correlated at consecutive sampling times). Nevertheless, in the last years, this situation has been generalized by some authors considering multiple sensors featuring different uncertainty characteristics (see e.g. [7] for the case of independent uncertainty, and [1] for situations where the uncertainty in each sensor is modeled by variables correlated at consecutive sampling times). We analyze the state estimation problem for the class of linear discrete-time systems with uncertain observation (3), which, as established in Hypothesis 4, are characterized by the fact that the uncertainty at any sampling time k depends only on the uncertainty at the previous time k − m; this form of correlation allows us to consider certain models in which the signal cannot be absent in m + 1c o n s e c u t i v e observations.
Least-squares linear estimation problem
As mentioned above, our aim in this chapter is to obtain the least-squares linear estimator, x k/L ,o ft h es i g n a lx k based on the observations {y 1 ,...,y L },w i t hL ≥ k,b yr e c u r s i v e formulas. Specifically, the problem is to derive recursive algorithms for the least-squares linear filter (L = k) and fixed-point smoother (fixed k and L > k) of the state using uncertain observations (3) . For this purpose, we use an innovation approach as described in [11] .
Since the observations are generally nonorthogonal vectors, we use the Gram-Schmidt orthogonalization procedure to transform the set of observations {y 1 ,...,y L } into an equivalent set of orthogonal vectors {ν 1 ,...,ν L }; equivalent in the sense that they both generate the same linear subspace; that is,
Let {ν 1 ,...,ν k−1 } be the set of orthogonal vectors satisfying L(ν 1 ,...,ν k−1 )=L(y 1 ,...,y k−1 ), the next orthogonal vector, ν k , corresponding to the new observation y k , is obtained by projecting y k onto L k−1 ; specifically
and, because of the orthogonality of {ν 1 ,...,ν k−1 } the above projection can be found by projecting y k along each of the previously found orthogonal vectors
Since the projection of y k onto L k−1 is y k/k−1 , the one-stage least-squares linear predictor of y k ,wehavethat
where
] is the covariance of ν i . Consequently, by starting with
Hence, ν k can be considered as the "new information" or the "innovation" in y k given {y 1 ,...,y k−1 }.
In summary, the observation process {y k ; k ≥ 1} has been transformed into an equivalent white noise {ν k ; k ≥ 1} known as innovation process. Taking into account that both processes satisfy that ν i ∈L(y 1 ,...,y i ) and y i ∈L(ν 1 ,...,ν i ), ∀i ≥ 1, we conclude that such processes are related to each other by a causal and causally invertible linear transformation, thus making the innovation process be uniquely determined by the observations. This consideration allows us to state that the least-squares linear estimator of the state based on the observations, x k/L , is equal to the least-squares linear estimator of the state based on the innovations
This expression is the starting point to derive the recursive filtering and fixed-point smoothing algorithms in the next section.
Least-squares linear estimation recursive algorithms
In this section, using an innovation approach, recursive algorithms are proposed for the filter, x k/k , and the fixed-point smoother, x k/L ,forfixedk and L > k.
Linear filtering algorithm
In view of the general expression (6) for L = k, it is clear that the state filter, x k/k ,isobtained from the one-stage state predictor, x k/k−1 ,by
Hence, an equation for the predictor x k/k−1 in terms of the filter x k−1/k−1 and expressions for the innovation ν k , its covariance matrix Π k and the matrix S k,k are required.
State predictor x k/k−1 . From hypotheses 2 and 5, it is immediately clear that the filter of the
and hence, taking into account Equation (1), we have
Innovation ν k . We will now get an explicit formula for the innovation, ν k = y k − y k/k−1 ,o r equivalently for the one-stage predictor of the observation, y k/k−1 . For this purpose, taking into account (5), we start by calculating
From the observation equation (3) and hypotheses 3 and 5, it is clear that
Now, for k ≤ m or k > m and i < k − m, hypotheses 4 and 5 guarantee that Θ k is independent of the innovations ν i , and then we have that
. So, after some manipulations, we obtain
, the following equality holds
Next, we determine an expression for
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Taking into account (9) , it follows that
or equivalently,
To calculate the first expectation, we use again (3) for y k−i and from hypotheses 3 and 5, we have that
which, using Property (4), yields
, and hence
where D k can be recursively obtained by
Summarizing, we have that
Taking into account the correlation hypothesis of the variables describing the uncertainty, the right-hand side of this equation is calculated differently for i = m or i < m,asshown below. (a) For i = m,s i n c eΘ k is independent of the innovations ν i ,fori < k − m,w eh a v et h a t
= 0, and from (14)
Now, from expression (5),
and using again that Θ k is independent of ν i ,fori = k − m,itisdeducedthat
or, equivalently, from (12) for i = m, (15) and noting
we have that
Next, substituting (15) and (16) into (11) and using (6) for x k/k−1 , it is concluded that
Finally, using (3) and (16) and taking into account that, from (1),
. Next, we calculate these expectations.
I. From Equation (3) and the independence hypothesis, it is clear that
, the correlation hypothesis of the random variables θ k must be taken into account and two cases must be considered:
By using the orthogonal projection lemma, which assures that
is the prediction error covariance matrix, we get
hence, using again the orthogonal projection lemma and taking into account that
Then, substituting these expectations in the expression of S k,k and simplifying, it is clear that
Now, an expression for the prediction error covariance matrix, P k/k−1 , is necessary. From Equation (1), it is immediately clear that
is the filtering error covariance matrix. From Equation (7), it is concluded that
Covariance matrix of the innovation
From the orthogonal projection lemma, the covariance matrix of the innovation is obtained as
. From (3) and using Property (4), we have that
To obtain E[ y k/k−1 y T k/k−1 ] two cases must be distinguished again, due to the correlation hypothesis of the Bernoulli variables θ k :
I.F o rk ≤ m, Equation (10) and Property (4) yield
and in view of the orthogonal projection lemma,
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II.F o r k > m, an analogous reasoning, but using now Equation (17) , yields
Next, again from the orthogonal projection lemma,
Finally, from Equation (18), we have
and hence,
, the above expectations lead to the following expression for the innovation covariance matrices
All these results are summarized in the following theorem. Theorem 1. The linear filter, x k/k , of the state x k is obtained as
where the state predictor, x k/k−1 ,isgivenby
The innovation process satisfies
The matrices T k,k−i are given by
The covariance matrix of the innovation,
The matrix S k,k is determined by the following expression where P k/k−1 , the prediction error covariance matrix, is obtained by
with P k/k , the filtering error covariance matrix, satisfying
Linear fixed-point smoothing algorithm
The following theorem provides a recursive fixed-point smoothing algorithm to obtain the least-squares linear estimator, x k/k+N , of the state x k based on the observations {y 1 ,...,y k+N }, for k ≥ 1fi x e da n dN ≥ 1. Moreover, to measure of the estimation accuracy, a recursive formula for the error covariance matrices,
Theorem 2. For each fixed k ≥ 1, the fixed-point smoothers, x k/k+N , N ≥ 1 are calculated by
whose initial condition is the filter, x k/k , given in (7).
The matrices S k,k+N are calculated from
where the matrices M k,k+N satisfy the following recursive formula:
The innovations ν k+N , their covariance matrices Π k+N , the matrices T k+N,k+N−i , Ψ k+N,k+N−m , D k and P k/k are given in Theorem 1.
Finally, the fixed-point smoothing error covariance matrix, P k/k+N , verifies
with initial condition the filtering error covariance matrix, P k/k , given by (19) .
Proof. From the general expression (6), for each fixed k ≥ 1, the recursive relation (20) is immediately clear. Now, we need to prove (21) 
,t h u s being necessary to calculate both expectations.
I. From Equation (3), taking into account that E[x k x T
k+N ]=D k F T k+N,k and using that Θ k+N and v k+N are independent of x k , we obtain
II. Based on expressions (10) and (17) 
by following a similar reasoning to the previous one but starting from (17), we get
Then, the replacement of the above expectations in S k,k+N leads to expression (21) .
The recursive relation (22) for M k,k+N = E x k x T k+N/k+N is immediately clear from (7) for x k+N/k+N and its initial condition (20) and taking into account that x k/k+N−1 is uncorrelated with ν k+N ,wehave
and, consequently, expression (23) holds.
Numerical simulation example
In this section, we present a numerical example to show the performance of the recursive algorithms proposed in this chapter. To illustrate the effectiveness of the proposed estimators, we ran a program in MATLAB which, at each iteration, simulates the state and the observed values and provides the filtering and fixed-point smoothing estimates, as well as the corresponding error covariance matrices, which provide a measure of the estimators accuracy.
Consider a two-dimensional state process, {x k ; k ≥ 0}, generated by the following first-order autoregressive model
with the following hypotheses:
• The initial state, x 0 , is a zero-mean Gaussian vector with covariance matrix given by P 0 = 0.1 0 00 . 1 .
•T h e p r o c e s s {w k ; k ≥ 0} is a zero-mean white Gaussian noise with covariance matrices
Suppose that the scalar observations come from two sensors according to the following observation equations:
, are zero-mean independent white Gaussian processes with variances R 1 k = 0.5 and R 2 k = 0.9, ∀k ≥ 1, respectively. According to our theoretical model, it is assumed that, for each sensor, the uncertainty at time k depends only on the uncertainty at the previous time k − m.T h e v a r i a b l e s θ i k , i = 1, 2, modeling this type of uncertainty correlation in the observation process are modeled by two independent sequences of independent Bernoulli random variables, {γ i k ; k ≥ 1}, i = 1, 2, with constant probabilities P[γ i k = 1]=γ i . Specifically, the variables θ i k are defined as follows
So, if θ i k = 0, then γ i k+m = 1a n dγ i k = 0, and hence, θ i k+m = 1; this fact guarantees that, if the state is absent at time k,a f t e rk + m instants of time the observation necessarily contains the state. Therefore, there cannot be more than m consecutive observations consisting of noise only.
Moreover, since the variables γ i k and γ i s are independent, θ i k and θ i s also are independent for |k − s| = 0, m. The common mean of these variables is θ i = 1 − γ i (1 − γ i ) and its covariance function is given by
To illustrate the effectiveness of the respective estimators, two hundred iterations of the proposed algorithms have been performed and the results obtained for different values of the uncertainty probability and several values of m have been analyzed.
Let us observe that the mean function of the variables θ i k ,fori = 1, 2 are the same if 1 − γ i is used instead of γ i ; for this reason, only the case γ i ≤ 0.5 will be considered here. Note that, in such case, the false alarme probability at the i-th sensor, 1 − θ i ,isanincreasingfunctionofγ i .
Firstly, the values of the first component of a simulated state together with the filtering and the fixed-point smoothing estimates for N = 2, obtained from simulated observations of the state for m = 3a n dγ 1 = γ 2 = 0.5 are displayed in Fig. 1 . This graph shows that the fixed-point smoothing estimates follow the state evolution better than the filtering ones. i) As both γ 1 and γ 2 decrease (which means that the false alarm probability decreases), the error variances are smaller and, consequently, better estimations are obtained.
ii) The error variances corresponding to the fixed-point smoothers are less than those of the filters and, consequently, agreeing with the comments on the previous figure, the fixed-point smoothing estimates are more accurate.
iii) The accuracy of the smoothers at each fixed-point k is better as the number of available observations increases. In this figure, both graphs (corresponding to the filtering and fixed-point smoothing error variances) corroborate the previous results, showing again that, as the false alarm probability increases, the filtering and fixed-point smoothing error variances (N = 2) become greater and consequently, worse estimations are obtained. Also, it is concluded that the smoothing error variances are better than the filtering ones.
Analogous results to those of Fig. 1-3 
Conclusions and future research
In this chapter, the least-squares linear filtering and fixed-point smoothing problems have been addressed for linear discrete-time stochastic systems with uncertain observations coming from multiple sensors. The uncertainty in the observations is modeled by a binary variable taking the values one or zero (Bernoulli variable), depending on whether the signal is present or absent in the corresponding observation, and it has been supposed that the uncertainty at any sampling time k depends only on the uncertainty at the previous time k − m.T h i s situation covers, in particular, those signal transmission models in which any failure in the transmission is detected and the old sensor is replaced after m instants of time, thus avoiding the possibility of missing signal in m + 1 consecutive observations. By applying an innovation technique, recursive algorithms for the linear filtering and fixed-point smoothing estimators have been obtained. This technique consists of obtaining the estimators as a linear combination of the innovations, simplifying the derivation of these estimators, due to the fact that the innovations constitute a white process.
Finally, the feasibility of the theoretical results has been illustrated by the estimation of a two-dimensional signal from uncertain observations coming from two sensors, for different uncertainty probabilities and different values of m. The results obtained confirm the greater effectiveness of the fixed-point smoothing estimators in contrast to the filtering ones and conclude that more accurate estimations are obtained as the values of m are lower.
In recent years, several problems of signal processing, such as signal prediction, detection and control, as well as image restoration problems, have been treated using quadratic estimators and, generally, polynomial estimators of arbitrary degree. Hence, it must be noticed that the current chapter can be extended by considering the least-squares polynomial estimation problems of arbitrary degree for such linear systems with uncertain observations correlated in instants that differ m units of time. On the other hand, in practical engineering, some recent progress on the filtering and control problems for nonlinear stochastic systems with uncertain observations is being achieved. Nonlinearity and stochasticity are two important sources that are receiving special attention in research and, therefore, filtering and smoothing problems for nonlinear systems with uncertain observations would be relevant topics on which further investigation would be interesting.
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