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Abstract. Projective clustering is a problem with both theoretical and practical importance and has
received a great deal of attentions in recent years. Given a set of points P in Rd space, projective clustering
is to find a set F of k lower dimensional j-flats so that the average distance (or squared distance) from
points in P to their closest flats is minimized. Existing approaches for this problem are mainly based on
adaptive/volume sampling or core-sets techniques which suffer from several limitations. In this paper,
we present the first uniform random sampling based approach for this challenging problem and achieve
linear time solutions for three cases, general projective clustering, regular projective clustering, and Lτ
sense projective clustering. For the general projective clustering problem, we show that for any given
small numbers 0 < γ,  < 1, our approach first removes γ|P | points as outliers and then determines k
j-flats to cluster the remaining points into k clusters with an objective value no more than (1+) times of
the optimal for all points. For regular projective clustering, we demonstrate that when the input points
satisfy some reasonable assumption on its input, our approach for the general case can be extended to
yield a PTAS for all points. For Lτ sense projective clustering, we show that our techniques for both the
general and regular cases can be naturally extended to the Lτ sense projective clustering problem for
any 1 ≤ τ < ∞. Our results are based on several novel techniques, such as slab partition, ∆-rotation,
symmetric sampling, and recursive projection, and can be easily implemented for applications.
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1 Introduction
Projective clustering for a set P of n points in Rd space is to find a set F of k lower dimensional j-flats
so that the average distance (by certain distance measure) from points in P to their closest flats is
minimized. Depending on the choices of j and k, the problem has quite a few different variants. For
instance, when k = 1, the problem is to find a j-flat to fit a set of points and is often called shape
fitting problem. On the contrary, when j = 1, the problem is to find k lines to cluster a point set, and
thus is called k-line clustering. In this paper, we mainly consider the L2 sense projective clustering,
i.e., minimizing the average squared distances to the resulting flats. We also consider extensions to
regular projective clustering and Lτ sense projective clustering for any integer 1 ≤ τ <∞, where the
regular projective clustering is for points whose projection on its optimal fitting flat have bounded
coefficient of variation along any direction.
Previous results: Projective clustering is related to many theoretical problems such as shape
fitting, matrix approximation, etc., as well as numerous applications in applied domains. Due to
its importance in both theory and applications, in recent years, a great deal of effort has devoted
to solving this challenging problem and a number of promising techniques have been developed
[1,4,6,7,12–14,16,19–21,21,26–28]. From methodology point of view, Agarwal et al. [1] first introduced
a structure called kernel set for capturing the extent of a point set and used it to derive a number of
algorithms related to the projective clustering problem. Har-Peled et al. [19,20] presented algorithms
for shape fitting problem based on kernel set and core-sets. The core-set concept has also been
extended to more general projective clustering problems [13, 21, 28], and has proved to be effective
for many other problems [2,8–10,17,18]. Another main approach for projective clustering is dimension
reduction through adaptive sampling [12,27]. From time efficiency point of view, most of the existing
algorithms for projective clustering problems have super-linear dependency on the size n of the
point set. Several linear or near linear time (on n) algorithms were also previously presented. In [3],
Agarwal et al. presented a near linear time algorithm for k-line clustering with L∞ sense objective.
In [13], Edwards and Varadarajan introduced a near linear time algorithm for integer points and with
L∞ sense objective. In [28], Varadarajan and Xiao designed a near linear time algorithm for k-line
clustering and general projective clustering on integer points with L1 sense objective. Furthermore,
[14,16] present a linear time bicriteria approximation algorithm with L1, L2 and L∞ sense.
Relations with subspace approximation: A problem closely related to j-flat fitting is the low
rank matrix approximation problem whose objective is to find a lower dimensional subspace, rather
than a flat, to approximate the original matrix (which is basically a set of column points). For this
problem, Frieze et al. introduced an elegant method based on random sampling [15]. Their method
additively approximates the original matrix, but unfortunately is not exact PTAS. To achieve a
PTAS, Deshpande et al. presented a volume sampling based approach to generate j-subspaces [12].
Their algorithm works well for the single j-flat/subspace fitting problem, and can also be extended
to projective clustering problem (but with relatively high time complexity). Shyamalkumar et al.
present an algorithm for subspace approximation with any Lτ sense objective, for τ ≥ 1 [27].
2 Main Results and Techniques
Definition 1 (Lτ Sense (k, j)-Projective Clustering and j-Flat Fitting). Given a point set P
in Rd space, and three integers k ≥ 1, 1 ≤ j ≤ d and 1 ≤ τ <∞, an Lτ sense (k, j)-projective cluster-
ing is to find k j-dimensional flats F = {F1, · · · ,Fk} in Rd space such that 1|P |
∑
p∈P min1≤i≤k ||p,Fi||τ
is minimized. When k = 1, it is a j-flat fitting problem.
In this paper, we assume both k and j are constant. ||p,F|| is the closest distance from p to F .
2.1 Main Results
In this paper, we mainly focus on the case of τ = 2 on arbitrary points (i.e., general projective
clustering), and then extend the ideas to two other cases, regular projective clustering and Lτ sense
projective clustering for any integer 1 ≤ τ < ∞. We present a uniform approach, purely based on
random sampling, to achieve linear time solutions for all three cases.
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– General (k, j)-projective clustering: For arbitrary point set P and small constant numbers
0 < γ,  < 1, our approach leaves out a small portion (i.e., γ|P |) of the input points as outliers,
and finds, in O(2
poly( kj
γ
)
nd) time, k j-flats to cluster the remaining points so that their objective
value is no more than (1 + ) times of the optimal value on the whole set P . Our result relies on
several novel techniques, such as symmetric sampling, slab partition, ∆-rotation, and recursive
projection.
– Regular projective clustering: When the input point set P has regular distribution on its
clusters, our approach yields a PTAS solution for the whole point set P in the same time bound.
The regularity of P is measured based on the Coefficient of Variation (CV) on the projection of
its points along any direction on their optimal fitting flat. P is regular if CV has a bounded value.
Since many commonly encountered distributions, which are often used to model various data or
noises in experiments, are regular (such as Gaussian distribution, Erlang distribution, etc), our
result, thus, has a wide range of potential applications.
– Lτ sense projective clustering: Our approach can also be extended to Lτ sense projective
clustering for any 1 ≤ τ < ∞ and with the same time bound. We show that each technique
used for the general and regular projective clustering (i.e., the case of τ = 2) can be extended to
achieve similar results.
Comparsons with previous results: As mentioned earlier, existing works on projective clustering
can be classified into two categories: (a) adaptive sampling (or volume sampling) based approaches
[12, 27] and (b) Core-sets based approaches [13, 28]. Often, (a) can efficiently solve the single flat
fitting problem (i.e., subspace approximation), but its extension to projective clustering requires a
running time (i.e., O(d(n/)jk
3/)) much higher than the desired (near) linear time. (b) can solve
projective clustering in near linear time, but the input must be integer points and within a polynomial
range (i.e., (mn)10) in any coordinate. The main advantages of our approach are: (1) its linear time
complexity, (2) do not need to have any assumption on its input (if a small fraction of outliers is
allowed), (3) achieve linear time PTAS for regular points, (4) simple and can be easily implemented
for applications.
2.2 Key Techniques
Our approach is based on a key result in [22], which estimates the mean point of large point set by
a small random sample whose size is independent of the size and dimensionality of the original set.
This result is widely used in many areas, especially in k-means clustering [23–25]. Since projective
clustering is a generalization of k-means clustering, where the mean point is simply a 0-dimensional
flat, it is desirable to generalize this uniform random sampling technique to the more general flat
fitting and projective clustering problems (without relying on adaptive or volume sampling or core-
sets techniques).
To address this issue, we show that after taking a random sample S, it is impossible to generate
a proper fitting flat if we simply compute the mean of S as in [22]. Our key idea is to use Symmetric
Sampling technique to consider not only S, but also −S, which is the symmetric point set of S with
respect to the mean point o of the input set P . Intuitively, if we enumerate the mean point of every
subset of S ∪−S, there must exist one such point p that not only locates close to the optimal fitting
flat, but also is far away from o. This means that p can define one dimension of the fitting flat,
and thus we can reduce the j-flat fitting problem to a (j − 1)-flat fitting problem by projecting all
points to some (d− 1) dimensional subspace. If recursively use the strategy j times, which is called
Recursive Projection, we can get one proper flat. With this flat fitting technique, we can naturally
extend it to projective clustering.
3 Hyperbox Lemma and Slab Partition
In this section, we present two standalone results, Hyperbox Lemma and Slab Partition, which are
used for proving our key theorem (i.e., Theorem 1) in Section 4.2.
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Definition 2 (Slab and Amplification). Let o and s be two points in Rd, and Ω and −Ω be the
two hyperplanes perpendicular to vector −→os and passing through s and −s respectively, where −s is
s’s symmetric point about o. The region bounded by Ω and −Ω is called the Slab determined by −→os
(denoted as R). Further, let s′ be a point collinear with o and s with ||−→os′||||−→os|| = λ. Then the Slab R′
determined by −→os′ is called an amplification of R by a factor λ (see Figure 1).
3.1 Hyperbox Lemma
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Fig. 1. An example illustrating Definition 2.
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Fig. 2. An example illustrating Lemma 1.
Lemma 1 (Hyperbox Lemma). Let H be a hyperbox in Rj, and o be its center. Let {f1, · · · , fj}
be j facets (i.e., (j − 1)-dimensional faces) of H with different normal directions (i.e., no pair are
parallel to each other), and ρ = {ρ1, · · · , ρj} be j points with each ρi, 1 ≤ i ≤ j, incident to fi. Then
there exists one point ρl0 ∈ ρ such that the slab determined by −→oρl0 contains H after amplifying by a
factor no more than
√
j.
Proof. Let a1, · · · , aj be the j side lengths of H. For each 1 ≤ l ≤ j, denote the slab determined
by −→oρl as Rl (with two bounding hyperplanes Ωl and −Ωl), and its minimal amplification, which is
barely enough to contain H, as R′l (i.e., its two bounding hyperplanes Ω′l and −Ω′l support H). Let
tl be a point in Ω
′
l ∩H (i.e., a point on the (possibly 0-dimensional) touching face of Ω′l and H), and
ρ′l be the intersection point of Ω
′
l and the supporting line of o and ρl (see Figure 2). Then we have
||o− ρ′l|| ≤ ||o− tl|| ≤
√∑j
w=1 a
2
w, and ||o− ρl|| ≥ al . Thus, we know that the amplification factor
||o−ρ′l||
||o−ρl|| ≤
√∑j
w=1 a
2
w
al
. Let al0 = max{a1, · · · , aj}, then we have
||o−ρ′l0 ||
||o−ρl0 ||
≤
√∑j
w=1 a
2
w
al0
≤
√
ja2l0
al0
=
√
j.
Thus the lemma is true. uunionsq
3.2 Slab Partition
Definition 3 (Slab Partition). Let o be the origin of Rj, and −→ou1, · · · ,−→ouj be the j orthogonal
vectors defining the coordinate system of Rj. The following partition is called Slab Partition on Rj:
Πl = Πl−1 ∩ Rl for 1 ≤ l ≤ j, where Π0 = Rj, Rl is the Slab determined by −→ou′l, and u′l is some
point on the ray of −→oul (see Figure 3).
o u01
u02
Fig. 3. An example of 2D slab partition.
⇢˜1 ⇢˜1
Fig. 4. The right cuboid is enlarged from the left one respect to ρ1.
Lemma 2. Let {Π0, Π1, · · · , Πj} be a slab partition in Rj, and {R1, · · · ,Rj} be the corresponding
partitioning slabs. Let {ρ1, · · · , ρj} be the j points such that ρl ∈ Πl−1 ∩ ∂Rl for 1 ≤ l ≤ j, where
∂Rl is the bounding hyperplane of Rl. Then there exists a point ρl0, such that the slab determined
by −→oρl0 contains Πj after amplified by a factor of
√
j.
3
Proof. It is easy to see that Πj = ∩jl=1Rl, which is a hyperbox in Rj . Thus, it is natural to use Lemma
1 to prove the lemma. For this purpose, we let Sl, 1 ≤ l ≤ j, be one of the bounding hyperplanes
of Rl with ρl incident to it. For any w < l, from slab partition we know that the whole Πl locates
inside Rw. Thus, ρl also locates inside Rw. Let fl = Πj ∩ Sl. Thus the j facets {f1, · · · , fj} of Πj
point (i.e., their normal directions) to different directions. Note that since fl is only a subregion of
Sl, ρl is possibly outside of fl. Thus we consider the following two cases, (a) every ρl locates inside
fl for 1 ≤ l ≤ j and (b) there exists some ρl locates outside of fl.
For case (a), the lemma follows from Lemma 1 after replacing H by Πj . For case (b), our idea is
to reduce it to case (a) through the following procedure.
1. Initialize a set of points {ρ˜1, · · · , ρ˜j} with ρ˜l = ρl for 1 ≤ l ≤ j.
2. Set l = 1. Do the following steps until l > j.
(a) Set w = l + 1. Do the following steps until w > j.
i. If ρ˜l is outside of Πw, first amplify Rw until it touches ρ˜l (see Fig. 4), and then set ρ˜w = ρ˜l.
ii. w = w + 1.
(b) l = l + 1.
Claim. After the above procedure, {ρ˜1, · · · , ρ˜j} becomes a case (a) set with respect to the amplified
Πj = ∩jl=1Rl.
To show this claim, we observe that there are two loops in the procedure. In the first loop, each l-th
round guarantees that ρ˜l locates inside (or on the boundary) of the l-th facet of the enlarged Πj .
Note that ρ˜l is always inside of Rw for w ≤ l. Thus the second loop only starts from w = l+ 1. After
amplifying Rw, the original ρ˜w will no longer be on ∂Rw. Thus replacing ρ˜w by ρ˜l will keep it on the
boundary of ∂Rw. Thus, after finishing the two loops, {ρ˜1, · · · , ρ˜j} will become a case (a) set with
respect to the new Πj .
Note that in case (b), the resulting {ρ˜1, · · · , ρ˜j} is actually a subset of the original {ρ1, · · · , ρj}.
Thus, we do not really need to perform the procedure to complete the reduction. We only need to
find the desired ρl0 whose existence is ensured by Lemma 1. Thus, the lemma holds. uunionsq
4 ∆-Rotation and Symmetric Sampling
This section introduces several key techniques used in our algorithms. Let F be a j-dimensional flat
and P be a set of Rd points. We denote the average squared distance from P to F as δ2P,F = 1|P |
∑
p∈P
||p,F||2, where ||p,F|| is the closest distance from p to F .
4.1 Flat Rotation and ∆-Rotation
In this section, we discuss flat rotation, and how it affects single flat fitting.
✓
u
Proj(u)
F
F 0F˜
o
Fig. 5. An example illustrating Definition 4.
✓
u
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Fig. 6. An example illustrating Definition 5.
Definition 4 (Flat Rotation). Let F be a j-dimensional flat in Rd, o be a point on F , and u
be any given point in Rd. Let Proj(u) denote the orthogonal projection of u on F , and F˜ denote
the j − 1-dimensional face of F which is perpendicular to the vector Proj(u) − o. Then the flat F ′
spanned by F˜ and the vector u − o is a rotation of F induced by the vector u − o, and the rotation
angle θ is the angle between u− o and Proj(u)− o (see Fig. 5).
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In the above definition, when there is no ambiguity about o, we also call the rotation is induced
by u.
Definition 5 (∆-Rotation). Let P be a point set and F be a j-dimensional flat in Rd. Let o be a
point on F , u be any given point in Rd, and h2 = 1|P |
∑
p∈P | < p−o, Proj(u)−o||Proj(u)−o|| > |2, where Proj(u)
is the orthogonal projection of u on F , and < a, b > denotes the inner product of a and b. Let F ′ be
a rotation of F induced by the vector u − o with angle θ. Then it is a ∆-rotation with respect to P
if θ ≤ arctan ∆h .
In the above definition, h2 is the average squared projection length of each p−o along the direction of
Proj(u)− o. Figure 6 shows an example of ∆-rotation. The following lemma shows how the average
squared distance δ2P,F from P to F (i.e., 1|P |
∑
p∈P ||p,F||2) changes after a ∆-rotation.
Lemma 3. Let P be a point set in Rd, F be a j-dimensional flat, and u be a point in Rd. If F ′
is a ∆-rotation (with respect to P ) of F induced by the vector u − o for some point o ∈ F , then
δP,F ′ ≤ δP,F +∆.
Proof. We use the same notations as in Definition 5. For any p ∈ P , we let up denote | < p −
o, Proj(u)−o||Proj(u)−o|| > |, and Proj(p) denote its orthogonal projection on F . Then by triangle inequality,
we have
||p,F ′|| ≤ ||p− Proj(p)||+ ||Proj(p),F ′|| = ||p,F||+ ||Proj(p),F ′||. (1)
Meanwhile, since the rotation angle from F to F ′ is θ ≤ arctan ∆h , we have ||Proj(p),F ′|| = up sin θ ≤
up tan θ ≤ ∆h up. Plugging this into inequality (1), we get
||p,F ′||2 ≤ (||p,F||+ up sin θ)2 = ||p,F||2 + 2up sin θ||p,F||+ (up sin θ)2
≤ ||p,F||2 + 2∆
h
up||p,F||+ (∆
h
up)
2 = ||p,F||2 + ∆
δP,F
· 2δP,F
h
up||p,F||+ (∆
h
up)
2
≤ ||p,F||2 + ∆
δP,F
(||p,F||2 + (δP,F
h
up)
2) + (
∆
δP,F
)2(
δP,F
h
up)
2
= (1 +
∆
δP,F
)||p,F||2 + ( ∆
δP,F
+ (
∆
δP,F
)2)(
δP,F
h
up)
2, (2)
where the first inequality follows from sin θ ≤ ∆h , and the second inequality follows from the fact
that 2ab ≤ a2 + b2 for any pair of real numbers a and b. Summing both sides of (2) over p, we have∑
p∈P
||p,F ′||2 ≤ (1 + ∆
δP,F
)
∑
p∈P
||p,F||2 + ( ∆
δP,F
+ (
∆
δP,F
)2)
∑
p∈P
(
δP,F
h
up)
2
= (1 +
∆
δP,F
)
∑
p∈P
||p,F||2 + ( ∆
δP,F
+ (
∆
δP,F
)2)
δ2P,F
h2
∑
p∈P
(up)
2. (3)
Since h2 = 1|P |
∑
p∈P (up)
2, δ2P,F =
1
|P |
∑
p∈P ||p,F||2, and δ2P,F ′ = 1|P |
∑
p∈P ||p,F ′||2. (3) becomes
δ2P,F′ =
1
|P |
∑
p∈P
||p,F ′||2 ≤ (1 + ∆
δP,F
)
1
|P |
∑
p∈P
||p,F||2 + ( ∆
δP,F
+ (
∆
δP,F
)2)
1
|P |
∑
p∈P
||p,F||2
= (1 +
∆
δP,F
)2
1
|P |
∑
p∈P
||p,F||2 = (δP,F +∆)2. (4)
Thus, the lemma is true. uunionsq
4.2 Symmetric Sampling
Algorithm Symmetric-Sampling
Input: A set S = {s1, s2, . . . , sm} of Rd points and a single point o in Rd.
Output: A new point set S.
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1. Initialize S = ∅.
2. Construct a new point set −S = {2o− s1, · · · , 2o− sm}, which is the set of symmetric points of
S (i.e., symmetric about o).
3. For each subset of S ∪ −S, add its mean point into S.
Below is the main theorem about Algorithm Symmetric-Sampling.
Theorem 1. Let P be a set of Rd points, and S be its random sample of size r = 4j2γ ln j , where
0 < γ ≤ 1 and  > 0 are two small numbers. Let F be a j-dimensional flat, o be a given point on
F , and S be the set of points returned by Algorithm Symmetric-Sampling on S and o. Then with
probability (1− )4, S contains one point s such that the hyperplane F ′ rotated from F and induced
by −→os satisfies the following inequality, |P ′|δ2P ′,F ′ ≤ (1 + 5
√
jr)2|P |δ2P,F , where P ′ is a subset of P
with size |P ′| ≥ (1− γj )|P |.
Before proving Theorem 1, we first introduce the following two lemmas.
Lemma 4. Let S be a set of n elements, and S′ be a subset of S with size |S′| = αn. If randomly
select tln(1+α) ln
t
η = O(
t
α ln
t
η ) elements from S, with probability at least 1 − η, the sample contains
at least t elements from S′ (see Appendix for proof).
The following lemma has been proved in [22].
Lemma 5 ( [22]). Let S be a set of n points in Rd space, and T be a subset with cardinality m
randomly selected from S. Let x(S) and x(T ) be the mean points of S and T respectively. With
probability 1− η, ||x(S)− x(T )||2 < 1ηmV ar0(S), where V ar0(S) =
∑
s∈S ||s−x(S)||2
n .
Proof (of Theorem 1). First, imagine that if we can show the existence of (1) a subset P ′ ⊂ P
with size |P ′| ≥ (1 − γj )|P | and (2) a j-flat F ′ which is a ∆-rotation (with ∆ = 5
√
jr√
1−γ/j δP,F ) of F
with respect to P ′, then by Lemma 3, we have δP ′,F ′ ≤ δP ′,F +∆. Meanwhile, since
∑
p∈P ′ ||p,F||2 ≤∑
p∈P ||p,F||2 and |P ′| ≥ (1− γj )|P |, we have δ2P ′,F ≤ 11−γ/j δ2P,F . Combining the two inequalities, we
have δP ′,F ′ ≤ (
√
1
1−γ/j +
5
√
jr√
1−γ/j )δP,F ⇒ |P
′|δ2P ′,F ′ ≤ (1 + 5
√
jr)2|P |δ2P,F . This means that we only
need to focus on proving the existence of such P ′ and F ′.
Without loss of generality, we assume that the given point o is the origin. To prove the theorem,
we first assume that all points of P locate on F , which would be the case if project all points of P
onto F or equivalently each point in this case can be viewed as the projection of some point of P in
Rd.
Now we consider the case that P is in F . First, we construct a slab partition {Π0, Π1, · · · , Πj}
for the j-dimensional subspace spanned by F with {R1, · · · ,Rj} being the corresponding slabs such
that |P ∩Πl| = (1− γj2 )|P ∩Πl−1|. Clearly, this can be easily obtained by iteratively (starting from
l = 1) selecting the slab Rl as the one which exclude the
γ
j2
|P ∩Πl−1| points whose l-th coordinate
have the largest absolute value.
From the slab partition, it is easy to see that for any 0 ≤ l ≤ j, |P∩Πl||P | = (1 − γj2 )l ≥ 1 − γj ,
and
|P∩(Πl−1\Πl)|
|P | ≥ γj2 (1− γj ). Thus, if we set t = 1 and η = j , and use Lemma 4 to take a random
sample from P of size
t ln t
η
1−γ/j =
1

ln j
2
1−γ/j , with probability (1 − j )j ≥ 1 − , the sample contains at
least 1 points from each P ∩Πl. Also, if we set t = 1, and use Lemma 4 to take a random sample
from P of size
t ln t
η
(γ/j2)(1−γ/j) =
ln j

(γ/j2)(1−γ/j) , with probability (1 − j )j ≥ 1 − , the sample contains
at least 1 point from each P ∩ (Πl−1 \ Πl). This means that if we take a random sample S of size
4j2
γ ln
j
 ≥ max{
1

ln j
2
1−γ/j ,
ln j

(γ/j2)(1−γ/j)}, then with probability (1− )2, we have 4j
2
γ ln
j
 ≥ |Al| ≥ 1 and
|Al \Πl| ≥ 1 for any l (by the fact that |S ∩ P ∩ (Πl−1 \Πl)| ≥ 1), where Al = S ∩ (P ∩Πl−1).
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Let l(p) be the l-th coordinate of a point p, Bl = {p | p ∈ −Al∪Al, l(p) ≥ 0}, and ρl be the mean
point of Bl for 1 ≤ l ≤ j. Note that ρl is contained in the output of Algorithm Symmetric-Sampling.
We define another sequence of slabs {R′1, · · · ,R′j}, where each R′l is the slab axis parallel to Rl
and with ρl incident to one of its bounding hyperplanes. These slabs induce another slab partition
on F with Π ′l = Π ′l−1 ∩R′l. By Lemma 2, we know that there exists one point ρl0 such that the slab
determined by −→oρl0 contains Π ′j after amplified by a factor of
√
j.
By the fact that |Al \Πl| ≥ 1 and the symmetric property of −Al∪Al, we know that |Bl \Πl| ≥ 1.
Denote the width ofΠl andΠ
′
l in the l-th dimension as al and a
′
l respectively. Then,
a′l
al
≥ 1|Bl| ≥
γ
4j2 ln j

(note that |Bl| = |Al|). Let r = 4j
2 ln j

γ . Then, Πl and Π
′
l differ in width (in the l-th dimension) by
a factor no more than r. Thus, by the slab partition procedure, the difference of the width between
Πj and Π
′
j is no more than a factor of r in any direction on F . As a result, the slab determined by−→oρl0 contains Πj after amplified by a factor of
√
jr.
Now, we come back to the case that P locates in Rd rather than F . First we let P ′ = P ∩Πj .
Then, we have |P ′| ≥ (1 − γj )|P |. Note that we can always use the projection of P whenever it is
not in F . Thus we can still select P ′ by using slab partition on F . This ensures the existence of P ′.
Next, we prove the existence of F ′.
In this case, ρl0 may not be in F . We will prove the rotation induced by −→oρl0 is a ∆-rotation of
F with respect to P ∩ Πj . We let Proj(ρl0) denote the projection of ρl0 on F , −→u =
Proj(ρl0 )−o
||Proj(ρl0 )−o||
,
and h2 = 1|P ′|
∑
p∈P ′ | < p,−→u > |2. By the way how ρl0 is generated, we know that ||Proj(ρl0) −
o|| ≥ 1√
jr
maxp∈P ′{| < p,−→u > |} ≥ 1√jrh. Thus, in order to prove it is a
5
√
jr√
1−γ/j δP,F -rotation, we
just need to prove ||ρl0 − Proj(ρl0)|| ≤ 5√1−γ/j δP,F . Recall that ρl0 is the mean point of Bl0 , and
|Bl0 | = |Al0 | ≥ 1 . Then we have the following claim (see Appendix for proof).
Claim (1). With probability (1− )2, ||ρl0 − Proj(ρl0)|| ≤ 5δP,F .
Claim (1) implies that ||ρl0−Proj(ρl0)|| ≤ 5δP,F ≤ 5√1−γ/j δP,F , which means that the hyperplane
5
√
jr√
1−γ/j δP,F -rotated from F is the desired F
′.
As for success probability, since the success probability of containing ρl0 is (1 − )2 as shown in
previous analysis, and the success probability for Claim (1) is also (1 − )2, the success probability
for Theorem 1 is thus (1− )4. uunionsq
5 Approximation Algorithm for Projective Clustering
This section presents a (1 + )-approximation algorithm for the projective clustering problem. For
ease of understanding, we first give an outline of the algorithm.
5.1 Algorithm Outline
As mentioned in previous section, the objective of our approximation algorithm for the projective
clustering problem is to determine k j-dimensional flats such that (1 − γ)|P | of the input points
in P can be fit into the obtained k flats, and the total objective value is no more than (1 + )δ2opt,
where δ2opt is the objective value of an optimal solution for all points in P . Let C = {C1, · · · , Ck} be
the k clusters in an optimal solution for P . Our approach only consider those clusters (called large
clusters) in C with size at least γ2k |P |, since the union of the remaining clusters has a total size no
more than γ2 |P |. Also, for each large cluster Ci, our approach generates a flat to fit (1− γ2 )|Ci| of its
points. Thus, in total we fit at least (1− γ2 )2|P | ≥ (1− γ)|P | of points to the resulting k flats.
Consider a large cluster Ci. Let Fi be its optimal fitting flat. It is easy to see that Fi passes
through the mean point oi of Ci. Let δ
2
i =
1
|Ci|
∑
p∈Ci ||p,Fi||2 be the optimal objective value of
Ci. To emulate the behavior of Ci, we first assume that we know the exact position of oi. If we
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run Algorithm Symmetric-Sampling on oi and a random sample of Ci (note that since Ci is a large
cluster, by Lemma 4, we can obtain enough points from Ci by randomly sampling P directly),
by Theorem 1, we can get a point s, such that −→ois induces a ∆-rotation for Fi with respect to a
subset of Ci with at least (1− γ2j )|Ci| points, where ∆ = 5
√
jr√
1−γ/j δi. If we recursively run Algorithm
Symmetric-Sampling j times, we obtain a sequence of ∆-rotations and j vectors which form a j-
dimensional flat F ′i such that 1|C′i|
∑
p∈C′i ||p,F
′
i ||2 ≤ (1 + 5
√
jr)jδ2i (i.e., F ′i induces a (1 + 5
√
jr)j-
approximation for Ci), where C
′
i is a subset of Ci with at least (1− γ2j )j |Ci| ≥ 1− γ2 |Ci| points. Since
Algorithm Symmetric-Sampling enumerates all subsets of −S ∪ S, the above recursive procedure
(called Algorithm Recursive-Projection; see Section 5.2.) forms a hierarchical tree.
From the proof of Theorem 2, we will know that the approximation ratio (i.e., (1 + 5
√
jr)2j) is
solely determined by the ∆-rotation. In other words, if we could reduce the value of ∆ from 5
√
jr√
1−γ/j δi
to 2j δi, the approximation ratio would be reduced to (1 +

2j )
2j ≈ 1 + . To achieve this, our idea is
to find a point closer to Fi to induce the desired ∆-rotation. Our idea is to draw a ball B centered
at every candidate point which induces the ∆-rotation, and build a grid inside B. The grid ensures
the existence of one grid point close enough to Fi. By using the linear time dimension reduction
technique in [11], we can reduce the dimensionality of the projective clustering problem from d to
(kj )
O(1). This enables us to reduce the complexity of the grid. Thus, the approximation ratio can be
reduced to 1 +  in linear time.
Now, the only remaining issue is how to find the exact position of oi. From Lemmas 5 and 4,
we can find an approximate mean point oi for oi. Thus, by translating Fi to pass though oi, we can
show that dist{Fi,F i} ≤ O() 1|Ci|
∑
p∈Ci ||p,Fi||2. Combining this with the following Lemma 6, we
can obtain a good approximation F i for Fi.
Lemma 6. Let P be a point set, F be a j-dimensional flat, and F be a translation of F in Rd.
Then,
√
1
|P |
∑
p∈P ||p,F||2 ≤
√
1
|P |
∑
p∈P ||p,F||2 + dist{F ,F}.
5.2 Recursive Projection Algorithm
Algorithm Recursive-Projection
Input: A point set P and a single point o ∈ Rd, 0 < γ ≤ 1, and 1 ≤ j ≤ d.
Output: A tree T of height j with each node v associated with a point tv and a flat fv in Rd.
1. Initialize T as a tree with a single root node associated with no point. The flat associated by the
root is Rd.
2. Starting from the root, for each node v, grow it in the following way
(a) If the height of v is j, it is a leaf node.
(b) Otherwise,
i. Project P onto fv, and denote the projection as P˜ .
ii. Take a random sample Q from P˜ with size r = 4j
2
γ ln
j2
 , and run Algorithm Symmetric-
Sampling on Q and o to obtain 22r points Q as the output.
iii. Create 22r children for v, with each child associated with one point in Q.
iv. Let o be the mean point of Q. For each child u, let tu be its associated point; associate
u the flat which is the subspace of fv perpendicular to
−→
otu and with one less dimension
than fv.
Running Time: It is easy to see that there are O(22rj) nodes in the output tree T . Each node costs
O(22rnd) time. Thus, the total running time is O(22r(j+1)nd).
Theorem 2. With probability (1− )4, the output T from Algorithm Recursive-Projection contains
one root-to-leaf path such that the j points associated with the path determine a flat F satisfying
inequality 1|P ′|
∑
p∈P ′ ||p,F||2 ≤ (1 + 5
√
jr)2j 1|P |
∑
p∈P ||p,Fopt||2, where P ′ is a subset of P with at
least (1−γ)|P | points and Fopt is the optimal fitting flat for P among all j-dimensional flats passing
through o.
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Proof. Without loss of generality, we assume that o is the origin of Rd. Since all the related flats in
the algorithm pass through o, we can view each flat as a subspace in Rd.
From the algorithm, we know that for any node v at level l of T , 1 ≤ l ≤ j, there is a corresponding
implicit point set P˜ , which is the projection of P on fv. There is also an implicit flat fv ∩ Fopt in
fv. By Theorem 1, we know that there is one child of v, denoted as v
′, such that the rotation for
fv ∩Fopt induced by −→otv′ is a ∆-rotation with respect to a subset P˜ ′ of P˜ with size |P˜ ′| ≥ (1− γj )|P˜ |,
where ∆ = 5
√
jr√
1−γ/j δP˜ ,fv∩Fopt . Thus, if we always select such children (satisfying the above condition)
from root to leaf, we have a path with nodes {v0, v1, · · · , vj}, where v0 is the root, and vl+1 is the
child of vl. Correspondingly, a sequence of implicit point sets {P˜0, P˜1, · · · , P˜j} and a sequence of flats
{F˜0, F˜1, · · · , F˜j} can also be obtained, which have the following properties.
1. Initially, F˜0 = Fopt, P˜0 = P .
2. For any 1 ≤ l ≤ j, F˜l is the rotation of F˜l−1∩fvl−1 induced by
−→
otvl , P˜l is a subset of the projection
of P˜l−1 on fvl−1 with size at least (1 − γj )|P˜l−1|, and F˜l is a ∆-rotation with respect to P˜l (see
Figure 7 ).
Note that since both F˜l and F˜l−1 ∩ fvl−1 locate on fvl−1 , they are all perpendicular to
−→
otvl−1 . The
following claim reveals the dimensionality of each F˜l (see Appendix for proof).
o tvl 1
 -rotation
F˜l F˜l 1 \ fvl 1
F˜l 1
Fig. 7. An example illustrating how F˜l−1 evolves into F˜l.
Claim (2). For 1 ≤ l ≤ j, F˜l is a (j − l + 1)-dimensional subspace.
By Lemma 3, we can easily have the following claim.
Claim (3). For any 1 ≤ l ≤ j, ∑p˜∈P˜l ||p˜, F˜l||2 ≤ (1 + 5√jr)2∑p˜∈P˜l ||p˜, F˜l−1 ∩ fvl−1 ||2.
We construct as follows two other sequences, {P1, · · · , Pj} and {F1, · · · ,Fj}, for point sets and flats
respectively.
1. Initially, F1 = F˜1, P1 = P˜1.
2. For any 2 ≤ l ≤ j, Fl = span{F˜l,−→otv1 , · · · ,−→otvl−1}, and Pl is the corresponding point set of P˜l
mapped back from fvl to Rd.
From the above construction for Fl, we have the following claim.
Claim (4). For any point p˜ ∈ P˜l, let p denote the corresponding point in Rd. Then ||p,Fl|| = ||p˜, F˜l||.
From Claim (2), we know that each Fl is a j-dimensional subspace. From the algorithm, we know that
span{F˜l−1 ∩ fvl−1 ,
−→
otvl−1} = F˜l−1 (see Fig. 7), which implies span{F˜l−1 ∩ fvl−1 ,
−→
otv1 , · · · , −→otvl−1} =
Fl−1. Then by Claim (3) and (4), we have the following inequality∑
p∈Pl
||p,Fl||2 ≤ (1 + 5
√
jr)2
∑
p∈Pl
||p,Fl−1||2. (5)
By the definition of Pl, we have Pj ⊂ Pj−1 ⊂ · · · ⊂ P1 ⊂ P0 = P . Thus,∑
p∈Pl
||p,Fl−1||2 ≤
∑
p∈Pl−1
||p,Fl−1||2. (6)
Combining (5) and (6), we have∑
p∈Pl
||p,Fl||2 ≤ (1 + 5
√
jr)2
∑
p∈Pl−1
||p,Fl−1||2. (7)
Recursively using the above inequality, we have
∑
p∈Pj ||p,Fj ||2 ≤ (1 + 5
√
jr)2j
∑
p∈P ||p,Fopt||2.
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From the definition of Pj , we know that |Pj | ≥ (1 − γj )j |P | ≥ (1 − γ)|P |. Furthermore, by Claim
(2), we know that F˜j is a 1-dimension flat (i.e., the single line spanned by −→otvj ), hence Fj =
span{−→otv1 , · · · ,−→otvj}. Thus, if setting P ′ = Pj , and F = Fj , we have 1|P ′|
∑
p∈P ′ ||p,F||2 ≤ (1 +
5
√
jr)2j 1|P |
∑
p∈P ||p,Fopt||2.
Success probability: Each time we use Theorem 1, the success probability is (1− j )4 (we replace
 by j to increase the sample size). Thus, the total success probability is (1− j )4j ≥ (1− )4. uunionsq
5.3 Algorithm for Projective Clustering
Algorithm Projective-Clustering
Input: A set of points P in Rd, positive integers k, j, and two positive numbers 0 < , γ ≤ 1.
Output: An approximate solution for (k, j)-projective clustering
1. Use the dimension reduction technique in [11] to reduce the dimensionality from d to d′ = (kj )
O(1).
2. Set the sample size r = 2ktγ ln(2kt), where t =
8j2
γ ln
kj2
 .
3. Running Algorithm Recursive-Project k time with sample size r. Denote the k output trees as
{T1, · · · , Tk}.
4. Enumerate the combinations of all k flats from the k trees: Select one flat yielded by a root-to-leaf
path from each Tl for 1 ≤ l ≤ k, and compute the objective value of these k flats. Let L be the
smallest objective value among all the combinations.
5. Re-run Algorithm Recursive-Projection k time with the following modification: In Step 2(b), for
each point p of the 22r points returned by Algorithm Symmetric-Sampling, build a ball B centered
at p and with radius rB, and construct a grid inside B. For each grid point, create a node, associate
it with the grid point, and make it as a sibling of the node containing p.
6. Enumerate the combinations of all k flats from the k output trees of the above step. Find the k
flats with the smallest objective value for P and output them as the solution.
In the above algorithm, the radius rB and the density of the grid are chosen in a way so that
there exists a grid point which induces a 4j -rotation for the clustering points. Thus, we can further
reduce the approximation ratio to (1 + ), and have the following theorem. Detailed analysis on the
algorithm and the theorem is left in Section 10 of the Appendix.
Theorem 3. Let P be a set of Rd points in a (k, j)-projective clustering instance. Let Opt be
the optimal objective value on P . With constant probability and in O(2
poly( kj
γ
)
nd) time, Algorithm
Projective-Clustering outputs an approximate solution {F1, · · · ,Fk} such that each Fl is a j-flat, and
1
|P ′|
∑
p∈P ′ min1≤l≤k ||p,Fl||2 ≤ (1 + )Opt, where P ′ is a subset of P with at least (1− γ)|P | points.
5.4 Extensions.
We present two main extensions. See Appendix for details.
Linear time PTAS for regular projective clustering: For points with bounded Coefficient
of Variation (CV) (we call such problem as regular projective clustering), we show that our approach
leads to a linear time PTAS solution. The main idea is that since the CV is bounded, the point
from symmetric sampling algorithm is far enough to o. This implies that the each ∆-rotation from
Algorithm Recursive-Projection is for the whole set P rather than a subset P ′. Thus we can fit all
points of P into the resulting k flats within the same approximate ratio.
Lτ sense Projective clustering: We show that our approach can be extended to Lτ sense
projective clustering for any integer 1 ≤ τ < ∞ and achieve similar results for both general and
regular projective clustering. The key idea is to define the Lτ sense ∆-rotation, and prove a result
similar to Lemma 3. In other words, the symmetric sampling technique can also yield a Lτ sense
∆-rotation with
(
1
|P |
∑
p∈P
||p,F ′||τ )1/τ ≤ ( 1|P |
∑
p∈P
||p,F||τ )1/τ +∆.
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6 Proof of Lemma 4
Proof. If we randomly select z elements from S, then it is easy to know that with probability
1− (1−α)z, there is at least one element from the sample belonging to S′. If we want the probability
1− (1− α)z equal to 1− η/t, z has to be ln
t
η
ln 1
1−α
=
ln t
η
ln(1+ α
1−α )
≤ ln
t
η
ln(1+α) .
Thus if we perform t rounds of random sampling with each round selecting
ln t
η
ln(1+α) elements, we
get at least t elements from S′ with probability at least (1− η/t)t ≥ 1− η. uunionsq
7 Proof for Claim 1 in Theorem 1
Proof (of Claim (1)). We first reduce the space from Rd to F⊥, which is a (d − j)-dimensional
subspace. For simplicity, we use the same notations for points in F⊥ as in Rd. It is easy to know that
during the space reduction from Rd to F⊥, Proj(ρl0) is projected to the origin, and ||ρl0−Proj(ρl0)||
is equal to ||ρl0 − o|| in the subspace. We let B1l0 = Bl0 ∩ −S, and B2l0 = Bl0 ∩ S. Correspondingly,
we let −B1l0 denote the symmetric point set of B1l0 with respect to o. Without loss of generality,
we assume that |B1l0 | ≥ |B2l0 |. Let s1 and s2 be the mean points of B1l0 and B2l0 respectively, and
α1 =
|B1l0 |
|Bl0 |
and α2 =
|B2l0 |
|Bl0 |
. Since ρl0 is the mean point of Bl0 , we have ρl0 = α1s1 + α2s2. Thus,
||ρl0 − o|| = ||α1s1 + α2s2 − o|| = ||α1(2o− s1) + α2s2 − 2α1o+ 2α1s1 − o||
= ||α1(2o− s1) + α2s2 − o− 2α1(2o− s1 − o)||
≤ ||α1(2o− s1) + α2s2 − o||+ 2α1||2o− s1 − o||, (8)
where the last inequality follows from triangle inequality.
Note that 2o− s1 is the mean point of −B1l0 , α1(2o− s1) +α2s2 is the mean point of −B1l0 ∪B2l0 ,
and −B1l0 ∪ B2l0 is a sample from P of size at least 1 . Let pi be the mean point of P , and a2 =
1
|P |
∑
p∈P ||p − pi||2 (note that the current space is F⊥). Then by Lemma 5, we know that with
probability 1− η, ||α1(2o− s1) +α2s2 − pi|| ≤
√
/ηa. Similarly, since −B1l0 is a sample from P with
size at least 12 (by |B1l0 | ≥ |B2l0 |), we have ||2o − s1 − pi|| ≤
√
2/ηa with probability 1 − η. Since,
δ2P,F =
1
|P |
∑
p∈P ||p− o||2 = a2 + ||pi − o||2, with a total probability (1− η)(1− η), we have
||α1(2o− s1) + α2s2 − o||+ 2α1||2o− s1 − o||
≤ ||α1(2o− s1) + α2s2 − pi||+ ||pi − o||+ 2α1(||2o− s1 − pi||+ ||pi − o||)
≤
√
/ηa+ 2α1
√
2/ηa+ (1 + 2α1)||pi − o||
= (1 + 2
√
2)
√
/ηa+ 3||pi − o||
≤
√
(1 + 2
√
2)2/η + 9
√
a2 + ||pi − o||2 =
√
(1 + 2
√
2)2/η + 9δP,F , (9)
where the first inequality follows from triangle inequality, and the last inequality follows from the
fact that x1y1 + x2y2 ≤
√
x21 + x
2
2
√
y21 + y
2
2 for any four real numbers x1, x2, y1, y2.
Setting η = , by (8) and (9), we have ||ρl0−o|| ≤
√
18 + 4
√
2δ < 5δP,F , with probability (1−)2.
uunionsq
8 Proof of Claim 2 in Theorem 2
Proof. We prove this claim by induction. For the base case (i.e., l = 1), F˜1 has the same dimension-
ality as F˜0∩fv0 = Fopt (note that fv0 = Rd). Hence F˜1 is a j-dimensional subspace. Then we assume
12
that F˜w is a (j − w + 1)-dimensional subspace for any w ≤ l (i.e., induction hypothesis). Now, we
consider the case of l+1. Since F˜l+1 is only a rotation of F˜l∩fvl , they have the same dimensionality.
Also, from the algorithm, we know that F˜l ∩ fvl is the subspace in F˜l which is perpendicular to
Proj(
−→
otvl), where Proj(
−→
otvl) is the projection of
−→
otvl on F˜l. Thus, F˜l ∩ fvl is a (j − l + 1 − 1)-
dimensional subspace, which implies that F˜l+1 is also a (j − l)-dimensional subspace. Hence, Claim
(2) is proved. uunionsq
9 Proof of Lemma 6
Proof. For simplicity, we let ||F ,F|| denote dist{F ,F}. By triangle inequality, for any p ∈ P , we
have ||p,F|| ≤ ||p,F||+ ||F ,F||. Thus,
1
|P |
∑
p∈P
||p,F||2 ≤ 1|P |
∑
p∈P
(||p,F||+ ||F ,F||)2
=
1
|P |
∑
p∈P
(||p,F||2 + 2||p,F|| × ||F ,F||+ ||F ,F||2). (10)
Let c = ||F ,F||√
1
|P |
∑
p∈P ||p,F||2
. Then, we have
2||p,F|| × ||F ,F|| ≤ c(||p,F||2 + 1|P |
∑
p∈P
||p,F||2). (11)
Combining (10) and (11), we have
1
|P |
∑
p∈P
||p,F ′||2 ≤ 1|P |
∑
p∈P
(||p,F||2 + c(||p,F||2 + 1|P |
∑
p∈P
||p,F||2) + ||F ,F||2)
=
1 + 2c
|P |
∑
p∈P
||p,F||2 + ||F ,F||2 = (1 + c)2 1|P |
∑
p∈P
||p,F||2
= (
√
1
|P |
∑
p∈P
||p,F||2 + ||F ,F||)2.
Thus, the lemma is true. uunionsq
10 Some Details Analysis for Algorithm Projective-Clustering
Sample size and success probability: Theorem 2 enables us to find a good flat for the whole
point set P . To find k good flats, one for each cluster, we need to increase the probability from
(1 − )4 to (1 − k )4, and replace γ by γ2 . Thus, for each cluster, we need t = 8j
2
γ ln
kj2
 points. By
Lemma 4, we know that if we want a random sample containing at least t points from one cluster
with probability 1− 12k , we need to sample r = t ln 2ktα points from P , where α is the fraction of the
cluster in P . Note that since our algorithm only focuses on emulating the behavior of large clusters,
α ≥ γ2k . This means that it is sufficient to set the sample size r to be 2ktγ ln 2kt. The total success
probability is therefore ((1− 12k )(1− k )4)k ≥ 12(1− )4.
Radius and grid density: Let Opt be the optimal objective value of projective clustering on P . By
Theorem 2, we know that Step 4 in the algorithm outputs an objective value L ≤ (1 + 5√jr)2jOpt.
From the proof of Theorem 2, we know that on the path generating the resulting flat, if each node
incurs a 4j -rotation rather than a ∆-rotation, the approximation ratio will become (1 +

4j )
2j ≤ 1 + 
13
(instead of (1+5
√
jr)2j). Thus, to reduce 5
√
jr to 4j , we can build a grid around the point associated
with each node v in the tree T generated by Algorithm Recursive-Projection. For each grid point,
add a node as a new sibling of v (see Step 5) and associate it with the grid point. The problem is
how to determine the density of the grid so as to generate the desired approximation ratio.
To determine the density of the grid, we first have
1 ≤
√L√
Opt
≤ (1 + 5
√
jr)j . (12)
We use the same notations as in Theorem 2. Let vl be the current node in Algorithm Recursive-
Projection, and Proj(tvl be the projection of tvl on fvl ∩ Fopt. Further, let h2 = 1|P˜l|
∑
p∈P˜l || <
p, Proj(tvl) > ||2, and h′ = ||o− Proj(tvl)||. By Definition 5, we have
||tvl − Proj(tvl)||/h′√
Opt/h
≤ 5
√
jr. (13)
Combining (12) and (13), we have
5
√
jr h
′
h
√L
||tvl − Proj(tvl)||
≥ 1. (14)
By Lemma 2, we know that 1t ≤ h
′
h ≤ 1 (note that t = 8j
2
γ ln
kj2
 , as discussed previously). Hence, we
can set the radius rB of B to be 5
√
jr
√L. Thus, rB > ||tvl −Proj(tvl)||, which implies that Proj(tvl)
locates inside B. If we set 0 = 4j(1+5√jrB)jλt , and construct a grid inside B with grid length
0√
d
rB,
then there is one grid point pi satisfying the following inequality.
||pi − Proj(tvl)|| ≤
√
d(
0√
d
rB)2 = 0rB =
5
√
jr
√L
4j(1 + 5
√
jr)jλt
≤ 
4jt
√
Opt, (15)
where the last inequality follows from (12). Combining inequalities (15) and 1t ≤ h
′
h , we have
||pi−Proj(tvl )||
h′ ≤ 4j
√
Opt
h , which implies that it induces a

4j -rotation.
Running time. The dimension reduction step costs O(nd·poly(kj )) time, and resulting problem has
diemsion d′ =poly(kj ). Step 3 and 4 take O(k2
2rkjnd′) time. Note that in Step 5, the complexity of
the grid inside B is (
√
d′
0
)d
′
. Thus, the complexity of each Tl will increase to O((22r(
√
d′
0
)d
′
)j). Hence,
the total running time is 2
poly( kj
γ
)
nd.
11 PTAS for Regular Projective Clustering
This section first introduces the regular projective clustering problem, and then presents a PTAS for
it. We start our discussion with a concept used in statistics.
Definition 6 (Coefficient of Variation (CV)). Let x be a random variable, and µ = E[x] be its
expection. The coefficient of variation of x is denoted as
√
E[(x−µ)2]
E[|x−µ|] .
CV of a single variable aims to measure the dispersion of the variable in a way that does not
depend on the variable’s actual value. The higher the CV, the greater the dispersion is in the variable.
Distributions with CV < 1 (such as an Erlang distribution) are considered as low-variance, while
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those with CV > 1 (such as a hyper-exponential distribution) are considered as high-variance. Note
that many commonly encountered distributions has constant CV (e.g., Gaussian distribution 1).
Lemma 7. Let X = {x1, · · · , xn} be a set of n numbers with coefficient of variation ω, and S =
{xi1 , · · · , xim} be a random sample of X . Then, for any positve constant η, Prob(
∑m
l=1 |xil−µ|
m ≥
(1− η
√
ω2−1
m )
h
ω ) ≥ 1− 1η2 , where µ = 1n
∑n
i=1 xi and h
2 = 1n
∑n
i=1(xi − µ)2.
Proof. Let µ˜ = 1n
∑n
i=1 |xi−µ|. Then, from the definition of CV, we know that ω =
√
1
n
∑n
i=1(xi−µ)2
1
n
∑n
i=1 |xi−µ|
=
h
µ˜ , which implies h = ωµ˜.
Since the variance of {|xi − µ| | 1 ≤ i ≤ n} is 1n
∑n
i=1(|xi − µ| − µ˜)2 = h2 − µ˜2, and S is the
random sample from X with size m, we know that the expected value and variance of
∑m
l=1 |xil−µ|
m
are µ˜ and h
2−µ˜2
m respectively. By Markov inequality, we know
Prob(|
∑m
l=1 |xil − µ|
m
− µ˜| ≥ η
√
h2 − µ˜2
m
) ≤ 1
η2
. (16)
Meanwhile, since
|
∑m
l=1 |xil − µ|
m
− µ˜| ≤ η
√
h2 − µ˜2
m
=⇒
∑m
l=1 |xil − µ|
m
≥ µ˜− η
√
h2 − µ˜2
m
,
we have
Prob(
∑m
l=1 |xil − µ|
m
≥ µ˜− η
√
h2 − µ˜2
m
) ≥ Prob(|
∑m
l=1 |xil − µ|
m
− µ˜| ≤ η
√
h2 − µ˜2
m
). (17)
Combining (16) and (17), we have
Prob(
∑m
l=1 |xil − µ|
m
≥ µ˜− η
√
h2 − µ˜2
m
) ≥ 1− 1
η2
.
Recall that h = ωµ˜. If we replace µ˜ by hω , the above inequality becomes
Prob(
∑m
l=1 |xil − µ|
m
≥ (1− η
√
ω2 − 1
m
)
h
ω
) ≥ 1− 1
η2
.
uunionsq
Using coefficient of variation, we introduce the regular projective clustering problem.
Let P be a point set in Rd, Fopt be its optimal j-dimensional flat fitting, and o be its mean point.
It is easy to see that o locates on Fopt.
Definition 7 (Regular Single j-Flat Fitting). A single j-flat fitting problem with input point
set P is regular if for any direction −→v , the coefficient of variation of {< −→op,−→v >| p ∈ P} is bounded
by some constant ω. ω is called the regular factor of P .
Definition 8 (Regular (k, j)-Projective Clustering). A (k, j)-projective clustering problem with
input point set P and optimal clusters {C1, · · · , Ck} is regular if each Ci is a regular single j-flat
fitting problem.
1 Let f(x) = 1√
2piδ2
e
− x2
2δ2 be any Gaussian distribution with mean point at the origin. Then, E[|x|] =∫ +∞
−∞ |x| 1√2piδ2 e
− x2
2δ2 dx = 2
∫ +∞
0
x 1√
2piδ2
e
− x2
2δ2 dx = 2δ√
2pi
. Since E[x2] = δ2, we have CV =
√
E[x2]
E[|x|] =
√
pi
2
.
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The following theorem is a counterpart of Theorem 1 for Regular projective clustering.
Theorem 4. Let P = {p1, · · · , pn} be the Rd input point set of a regular single j-flat fitting problem
with mean point o and regular factor ω, and S be its random sample of size m = ω2−1
2
, where  > 0
is a small constant. Let Fopt be a j-dimensional flat, and S is the set of points returned by Algorithm
Symmetric-Sampling on S and o. Then with probability (1 − )(1 − 2
ω2−1)
2, S contains one point s
such that the flat F ′ rotated from Fopt and induced by −→os satisfies the following inequality,
∑
p∈P
||p,F ′||2 ≤ (1 + 5
√
jω
1−√)
2
∑
p∈P
||p,Fopt||2.
o
PL
−PL PR
Fig. 8. An example illustrating Theorem 4
Proof. Without loss of generality, we assume that o is the origin. Since Fopt passes through o, Fopt
passes through the origin. Thus, we can assume Fopt is the j-dimensional subspace spanned by the
first j dimensions. Let (xi1, · · · , xid) be the coordinates of each point pi ∈ P , and δ2l = 1n
∑n
i=1(x
i
l)
2
for 1 ≤ l ≤ j.
We consider the division P = PL ∪ PR (see Fig. 8), where PL = {pi ∈ P |xi1 < 0} and PR = {pi ∈
P |xi1 ≥ 0}. Let −PL = {−pi|pi ∈ PL}. Consider the point set −PL ∪ PR. Since P is regular with a
regular factor ω (which is a positive constant) and the mean of {x1l , · · · , xnl } is 0 (due to the fact
that the mean point of P is the origin), the coefficient of variation of {x1l , · · · , xnl } is no more than
ω, for all 1 ≤ l ≤ j.
For the sample set S, we define a subset T of −S ∪ S as T = (−S ∩ −PL) ∪ (S ∩ PR) =
−(S ∩ PL) ∪ (S ∩ PR). Since S = (S ∩ PL) ∪ (S ∩ PR), it is easy to see that |T | = |S| = m. Let y be
the mean point of T with coordinates (y1, · · · , yd). Since Algorithm Symmetric-Sampling enumerates
the mean points of all subsets of −S ∪ S, y is clearly in S. If we denote the projection of y on Fopt
as Proj(y), then it is easy to know that Proj(y) = (y1, · · · , yj , 0, · · · , 0). Let −→v be the unit vector
Proj(y)
||Proj(y)|| = (
y1√
y21+···+y2j
, · · · , yj√
y21+···+y2j
, 0, · · · , 0) .
Let δ2opt =
1
n
∑n
i=1 ||pi,Fopt||2. Below, we prove that y is the desired point which induces a ∆-
rotation for Fopt with ∆ = 5
√
jω
1−√δopt.
By Definition 5, we know that in order to prove that y induces a 5
√
jω
1−√δopt-rotation, we just need
to show that ||y−Proj(y)||||Proj(y)|| ≤ 5
√
jω
1−√
δopt√
1
n
∑n
i=1 |<pi,−→v >|2
. In other words, we need to prove two things: (a)
||Proj(y)||√
1
n
∑n
i=1 |<pi,−→v >|2
is larger than certain value, and (b) ||y−Proj(y)||δopt is smaller than certain value.
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In order to prove (a), we have
1
n
n∑
i=1
| < pi,−→v > |2 = 1
n
n∑
i=1
(
j∑
l=1
ylx
i
l√
y21 + · · · , y2j
)2.
≤ 1
n
n∑
i=1
((
∑j
l=1 y
2
l
y21 + · · ·+ y2j
)(
j∑
l=1
(xil)
2)) =
1
n
n∑
i=1
j∑
l=1
(xil)
2 =
j∑
l=1
δ2l , (18)
where the inequality follows from the fact that (
∑n
i=1 aibi)
2 ≤ (∑ni=1 a2i )(∑ni=1 b2i ) for any real
numbers {ai | 1 ≤ i ≤ n} and {bi | 1 ≤ i ≤ n}.
Meanwhile, since ||Proj(y)|| =
√
y21 + · · ·+ y2j , by (18) we have
||Proj(y)||√
1
n
∑n
i=1 | < pi,−→v > |2
≥
√√√√y21 + · · ·+ y2j∑j
l=1 δ
2
l
. (19)
Without loss of generality, we assume that δ1 = max{δ1, · · · , δj}. Then we have
√
y21+···+y2j∑j
l=1 δ
2
l
≥√
y21∑j
l=1 δ
2
l
≥ 1√
j
√
y21
δ21
. Combining this with (19), we have
||Proj(y)||√
1
n
∑n
i=1 | < pi,−→v > |2
≥ 1√
j
y1
δ1
. (20)
Since y is the mean point of T with |T | = m, and T = −(S ∩ PL) ∪ (S ∩ PR), we have
y1 =
∑
pi∈PL∩S(−xi1) +
∑
pi∈PR∩S x
i
1
m
=
∑
pi∈S |xi1|
m
.
Further, since {xi1 | 1 ≤ i ≤ n} has average value zero, and its CV is bounded by ω, by Lemma
7, we know that Prob(y1 ≥ (1− η
√
ω2−1
m )
δ1
ω ) ≥ 1− 1η2 . Thus, with (20), we have the following result
for (a),
Prob(
||Proj(y)||√
1
n
∑n
i=1 | < pi,−→v > |2
≥
1− η
√
ω2−1
m√
jω
) ≥ 1− 1
η2
.
For (b), following the same approach given in the proof of Claim (1), we can easily get a similar
result as Claim (1) : ||y−Proj(y)||δopt ≤ 5 with probability (1− 1m)2.
Combining the above results for (a) and (b), and setting the sample size m = ω
2−1
2
and η = 1√

,
we have the following inequality, with probability (1− )(1− 2
ω2−1)
2,
||y − Proj(y)||
||Proj(y)|| ≤
5δopt
1−√√
jω
√
1
n
∑n
i=1 | < pi,−→v > |2
.
This means that y induces a ∆-rotation for Fopt, where ∆ = 5
√
jω
1−√δopt. By Lemma 3, we get the
desired result, i.e.,
∑
p∈P ||p,F ′||2 ≤ (1 + 5
√
jω
1−√)
2
∑
p∈P ||p,Fopt||2. uunionsq
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By Theorem 4 and a similar idea with Theorem 2, we obtain the following theorem for regular
single j-flat fitting problem.
Theorem 5. Let P be the point set of a regular j-flat fitting problem in Rd with regular factor
ω. Then if run Algorithm Recursive-Projection on P with sample size m = ω
2−1
(/j)2
, with probability
(1 − )(1 − 2
ω2−1)
2, the output T contains a root-to-leaf path such that the j points associated with
the path determine a flat F satisfying inequality∑
p∈P
||p,F||2 ≤ (1 + 5
√
jω
1−√)
2j
∑
p∈P
||p,Fopt||2.
Proof. Without loss of generality, we assume that o is the origin of Rd. Since all related flats in
Algorithm Recursive-Projection pass through o, we can view every flat as a subspace in Rd.
From the algorithm, we know that for any node v at level l of T , 1 ≤ l ≤ j, there is a corresponding
implicit point set P˜v, which is the projection of P on fv. There is also an implicit flat fv ∩ Fopt in
fv. By Theorem 4, we know that there is one child of v, denoted as v
′, such that the rotation of
fv ∩ Fopt induced by −→otv′ forms a ∆-rotation with respect to P˜v, where ∆ = 5
√
jω
1−√ . Thus, if we
always select such children (i.e., satisfying the above condition) from root to leaf, we get a path with
nodes {v0, v1, · · · , vj}, where v0 is the root and vl+1 is the child of vl. Correspondingly, a sequence of
implicit point sets {P˜0, P˜1, · · · , P˜j} and a sequence of flats {F˜0, F˜1, · · · , F˜j} also be obtained, which
have the following properties.
1. Initially, F˜0 = Fopt, and P˜0 = P .
2. For any 1 ≤ l ≤ j, F˜l is the ∆-rotation of F˜l−1 ∩ fvl−1 induced by
−→
otvl , and P˜l is the projection
of P˜l−1 on fvl−1 (see Figure 7)
Note that since both F˜l and F˜l−1 ∩ fvl−1 locate on fvl−1 , they are all perpendicular to
−→
otvl−1 .
The following claim reveals the dimensionality of each F˜l.
Claim (5). For 1 ≤ l ≤ j, F˜l is a (j − l + 1)-dimensional subspace.
Proof. We prove the claim by induction. For the base case (i.e., l = 1), F˜1 has the same dimensionality
as F˜0 ∩ fv0 = Fopt (note fv0 = Rd). Hence, F˜1 is a j-dimensional subspace. Then we assume that
F˜w is a (j − w + 1)-dimensional subspace for w ≤ l. Now we consider the case of l + 1. Since F˜l+1
is a rotation of F˜l ∩ fvl , they have the same dimensionality. Also, from the algorithm, we know that
F˜l∩fvl is the subspace in F˜l which is perpendicular to Proj(
−→
otvl), where Proj(
−→
otvl) is the projection
of
−→
otvl on F˜l. Thus, F˜l ∩ fvl is a (j− l+ 1− 1)-dimensional subspace, which implies that F˜l+1 is also
a (j − l)-dimensional subspace. Hence, Claim (5) is proved. uunionsq
By Lemma 3, we have the following claim.
Claim (6). For any 1 ≤ l ≤ j, ∑p˜∈P˜l ||p˜, F˜l||2 ≤ (1 + 5√jω1−√)2∑p˜∈P˜l ||p˜, F˜l−1 ∩ fvl−1 ||2.
We construct another sequence of flats {F1, · · · ,Fj} as follows.
1. Initially, F1 = F˜1.
2. For any 2 ≤ l ≤ j, Fl = span{F˜l,−→otv1 , · · · ,−→otvl−1}.
From the above construction for Fl, we have the following claim.
Claim (7). For any point p˜ ∈ P˜l, let p be the corresponding point when p˜ is mapped back to Rd.
Then, ||p,Fl|| = ||p˜, F˜l||.
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From Claim (5), we know that each Fl is a j-dimensional subspace. From the algorithm, we
know that span{F˜l−1 ∩ fvl−1 ,
−→
otvl−1} = F˜l−1 (see Fig. 7), which implies span{F˜l−1 ∩ fvl−1 ,
−→
otv1 , · · · ,−→
otvl−1} = Fl−1. Then by Claim (6) and (7), we have the following inequality.∑
p∈P
||p,Fl||2 ≤ (1 + 5
√
jω
1−√)
2
∑
p∈P
||p,Fl−1||2. (21)
Recursively using inequality (21), we have
∑
p∈P ||p,Fj ||2 ≤ (1 + 5
√
jω
1−√)
2(j−1)∑
p∈P ||p,F1||2.
Meanwhile, we have
∑
p∈P ||p,F1||2 ≤ (1 + 5
√
jω
1−√)
2
∑
p∈P ||p,Fopt||2. Thus,∑
p∈P
||p,Fj ||2 ≤ (1 + 5
√
jω
1−√)
2j
∑
p∈P
||p,Fopt||2.
By Claim (5), we know that F˜j is a 1-dimension flat (i.e., the single line spanned by −→otvj ). Hence,
Fj = span{−→otv1 , · · · ,−→otvj}. Thus if setting F = Fj , we have∑
p∈P
||p,F||2 ≤ (1 + 5
√
jω
1−√)
2j
∑
p∈P
||p,Fopt||2.
Success probability: Each time we use Theorem 4, the success probability is (1 − j )(1 − (/j)
2
ω2−1 )
2
(we replace  by j tp increase the sample size from
ω2−1
2
to ω
2−1
(/j)2
). Thus, the total success probability
is ((1− j )(1− (/j)
2
ω2−1 )
2)j ≥ (1− )(1− 2
ω2−1)
2. uunionsq
With the above theorem, we can easily have the following theorem (using the approach similar
to Theorem 3).
Theorem 6. Let P be the point set of a regular (k, j)-projective clustering problem in Rd with regular
factor ω. If each optimal cluster has at least α|P | points from P for some constant 0 < α ≤ 1k ,
Algorithm Projective-Clustering yields a PTAS with constant probability, where the running time of
the PTAS is O(2poly(
kjω
α
)nd).
12 Extension to Lτ Sense Projective Clustering
We first introduce the Lτ sense ∆-rotation.
Definition 9 (Lτ Sense ∆-Rotation). Let P be a points set, F be a j-dimensional flat, and u− o
be a vector in Rd with o ∈ F . Further, let hτ = 1|P |
∑
p∈P | < p − o, Proj(u)−o||Proj(u)−o|| > |τ , and F ′ be a
rotation of F induced by u with angle θ, where Proj(u) is the projection of u on F . Then, F ′ is a
∆-rotation of F (with respect to P ) if θ ≤ arctan ∆hτ .
The following lemma shows t how the value of 1|P |
∑
p∈P ||p,F||τ changes after a Lτ sense ∆-
rotation.
Lemma 8. Let P be a point set, F be a j-dimensional flat, and u be a point in Rd. If F ′ is a Lτ
sense ∆-rotation (with respect to P ) of F induced by the vector u− o for some point o ∈ F , then for
any integer 1 ≤ τ <∞,
(
1
|P |
∑
p∈P
||p,F ′||τ )1/τ ≤ ( 1|P |
∑
p∈P
||p,F||τ )1/τ +∆.
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Before proving Lemma 8, we first introduce the following lemma.
Lemma 9. For any integer τ ≥ 1, and positive numbers x, y, α, (x+ αy)τ ≤ (1 + α)τ−1xτ + α(1 +
α)τ−1yτ .
Proof. We prove this lemma by mathematical induction on τ .
Base case: For τ = 1, it is easy to see that (x+ αy)τ = (1 + α)0x1 + α(1 + α)0y1 = (1 + α)τ−1xτ +
α(1 + α)τ−1yτ . Thus, base case holds.
Induction step: Assume that the inequality holds for τ ≤ τ0 for some τ0 ≥ 1 (i.e., Induction
hypothesis). Now consider the case of τ = τ0 + 1. By the induction hypothesis, we have
(x+ αy)τ0+1 ≤ (x+ αy)((1 + α)τ0−1xτ0 + α(1 + α)τ0−1yτ0)
= (1 + α)τ0−1xτ0+1 + α(1 + α)τ0−1(xτ0y + xyτ0) + α2(1 + α)τ0−1yτ0+1. (22)
Since both x and y are positive, we have (x− y)(xτ0 − yτ0) ≥ 0. Also, it is easy to know that
(x− y)(xτ0 − yτ0) ≥ 0⇐⇒ xτ0+1 + yτ0+1 ≥ xτ0y + xyτ0 .
Thus, if replacing xτ0y + xyτ0 by xτ0+1 + yτ0+1 in (22), we have
(x+ αy)τ0+1 ≤ (1 + α)τ0−1xτ0+1 + α(1 + α)τ0−1(xτ0+1 + yτ0+1) + α2(1 + α)τ0−1yτ0+1
= (1 + α)τ0xτ0+1 + α(1 + α)τ0yτ0+1.
Hence, the inequality holds for τ = τ0 + 1. uunionsq
Now we prove Lemma 8.
Proof (of Lemma 8). We use the same notations as in Definition 9. For any p ∈ P , let Proj(p) be
its projection on F and up = | < p− o, Proj(u)−o||Proj(u)−o|| > |. Then we have
||p,F ′|| ≤ ||p− Proj(p)||+ ||Proj(p),F ′|| = ||p,F||+ ||Proj(p),F ′||.
Since the rotation angle from F to F ′ is θ ≤ arctan ∆hτ , we have ||Proj(p),F ′|| = up sin θ ≤
up tan θ ≤ ∆hτ up. Let δ = ( 1|P |
∑
p∈P ||p,F||τ )1/τ . Then, we have
||p,F ′||τ ≤ (||p,F||+ up sin θ)τ ≤ (||p,F||+ ∆
δ
δ
h
up)
τ .
Using Lemma 9 with x = ||p,F||, y = δhup, and α = ∆δ , we have
||p,F ′||τ ≤ (1 + ∆
δ
)τ−1||p,F||τ + ∆
δ
(1 +
∆
δ
)τ−1(
δ
h
up)
τ . (23)
Summing both sides of (23) over p, we have∑
p∈P
||p,F ′||τ ≤ (1 + ∆
δ
)τ−1
∑
p∈P
||p,F||τ + ∆
δ
(1 +
∆
δ
)τ−1
∑
p∈P
(
δ
h
up)
τ
= (1 +
∆
δ
)τ−1
∑
p∈P
||p,F||τ + ∆
δ
(1 +
∆
δ
)τ−1(
δ
h
)τ
∑
p∈P
(up)
τ .
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Since hτ = 1|P |
∑
p∈P (up)
τ and δτ = 1|P |
∑
p∈P ||p,F||τ , the above inequality becomes
1
|P |
∑
p∈P
||p,F ′||τ ≤ (1 + ∆
δ
)τ−1
1
|P |
∑
p∈P
||p,F||τ + ∆
δ
(1 +
∆
δ
)τ−1
1
|P |
∑
p∈P
||p,F||τ
= (1 +
∆
δ
)τ
1
|P |
∑
p∈P
||p,F||τ = (δ +∆)τ .
Thus the lemma is true. uunionsq
Using Lemma 8 and a similar approach for the L2 case, we have the following theorem. Since the
idea and proofs are almost the same, we omit them from the paper.
Theorem 7. Let P be the point set of an Lτ sense (k, j)-projective clustering problem in Rd for inte-
ger 1 ≤ τ <∞. Let Opt be the optimal objective value. With constant probability and in O(2poly( kjγ )nd)
time, Algorithm Projective-Clustering outputs an approximation solution {F1, · · · , Fk} such that each
Fl is a j-flat, and 1|P ′|
∑
p∈P ′ min1≤l≤k ||p,Fl||τ ≤ (1 + )Opt, where P ′ is a subset of P with at least
(1− γ)|P | points.
Furthermore, we also have a similar result for Lτ sense regular projective clustering. For the same
reason, we omit the details for this case.
Definition 10 ( Lτ Sense Coefficient of Variation (CV) ). Let x be a random variable, and
µ = E[x]. The coefficient of variation of x is denoted as (E[|x−µ|
τ ])
1
τ
E[|x−µ|] .
Lemma 10. Let X = {x1, · · · , xn} be a set of n numbers with coefficient of variation ω, and S =
{xi1 , · · · , xim} be a random sample of X . Also, let µ = 1n
∑n
i=1 xi and h
τ = 1n
∑n
i=1(xi − µ)τ . Then,
for any positive constant η and integer 1 ≤ τ <∞,
Prob(
∑m
l=1 |xil − µ|
m
≥ (1− η
√
ω2 − 1
m
)
h
ω
) ≥ 1− 1
η2
.
Theorem 8. Let P be the point set of an Lτ sense regular (k, j)-projective clustering problem in Rd
with regular factor ω, where 1 ≤ τ <∞ is an integer. If each optimal cluster has size at least α|P |.
Then Algorithm Projective-Clustering yields a PTAS with constant probability, where the running
time of the PTAS is O(2poly(
kjω
α
)nd).
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