ABSTRACT Phased array technology allows for fast electronic beam steering with high antenna gain for radar imaging systems. Currently, common algorithms mainly concentrate on scenarios where targets are in the far-field zone; however, the beamforming performance will be impaired in the near-field zone. This paper presents a compressive sensing (CS)-based phased array imaging method for near-field applications. A novel data acquisition methodology has been proposed on the basis of near-field focusing techniques. CS measurements are taken by randomly focusing beams in the near-field region. When compared with the far-field imaging approach, the proposed method shows superior performance in the presence of noise and background interference. Moreover, the near-field method can better minimize the grating lobe issues caused by using large antenna element spacing. Finally, we show that the resolving power of CS imaging systems can be affected by target sparsity.
I. INTRODUCTION
Active electromagnetic wave imaging systems have been widely used in many applications such as nondestructive evaluation (NDE), security scanning, medical diagnosis and through-wall imaging [1] - [6] . Due to the enormous advances made in semiconductor technology over the last few years, highly integrated circuits with moderate costs are achievable in millimeter-wave (mm-wave) frequencies. Consequently, mm-wave antenna array based solutions are becoming more popular due to their high resolution and fast electronic scanning capability. Array based imaging techniques fall into three categories: monostatic switched array [2] , [7] , multipleinput multiple-output (MIMO) array [8] , [9] and phased array [10] - [12] . A monostatic switched array consists of an array of transceiver antennas which are switched on and off sequentially during data acquisition. In practice, quasimonostatic configuration is usually adopted to avoid using complicated transceivers. A MIMO array normally adopts sperate transmit and receive subarrays to achieve the same effective aperture as the monostatic array but with fewer antennas. The monostatic array can be seen as a special case of the MIMO array since both solutions have similar imaging performance. On the other hand, a phased array is totally different in the sense that the antenna beams can be electronically steered in a particular direction. Compared to the first two solutions, the main advantage of the phased array is that the sidelobes of the array are suppressed in undesired directions. The resulting high gain beam greatly maximizes the signal-to-noise ratio (SNR) and makes the imaging system more robust to noise.
Many security imaging applications like personnel screening and standoff concealed weapon detection are required to have short range sensing capabilities in the near-field region. The corresponding reconstruction algorithm in the near-field differs from the far-field imaging methods. This is because many assumptions made in the far-field algorithms no longer hold true in the near-field. For monostatic and MIMO arrays, this can be overcome by using Fourier transform (FT) based range migration algorithms [13] . Traditional phased array imaging algorithms have a similar issue in the near-field as its beam focusing is based on the assumption of far-field approximation [14] . The beams might become unfocused or not well focused in the near-field region. This results in a relative weak electric power distribution in the near-field region, which is not ideal for image reconstruction. It is more desirable to have an imaging system such that its beams can be focused at any direction and any depth in the near-field region. Nearfield focusing is a well-known technique that has been used in several areas such as microwave hyperthermia and imaging in biomedical systems [15] , as well as radio frequency identification (RFID) for access control [16] . The main idea is to adjust the phase of the radiating elements in such a way that all their contributions sum in phase at a fixed point in the near-field region. Considering that the phased array has dynamic control of each element, this near-field focusing technique can be utilized in a way that the various focus points can cover the whole region of interest (ROI). Nevertheless, conventional reconstruction algorithms [12] , [17] based on the FT can not be directly applied here as the integral approximations no longer hold true in the near-field region. A new near-field imaging algorithm which can process the near-field focusing data should be developed accordingly.
In recent years, compressive sensing (CS) [18] , [19] techniques have been successfully applied to many imaging applications including mm-wave array imaging [7] , [20] , [21] , synthetic aperture radar (SAR) [22] - [24] , as well as inverse scattering [25] , [26] . A general review of CS applications involving electromagnetics can be found in [27] . CS theory guarantees signal reconstruction from highly undersampled data provided that the signal is sparse and a proper sensing matrix is adopted. By utilizing the sparse nature of the target scene, CS enables efficient sampling to speed up the data acquisition process of an imaging system. More importantly, CS strives to gain the exact solution to the forward imaging model and hence achieves better resolution than the FT methods.
In this paper, we propose a phased array imaging method for near-field applications. The near-field focusing technique is adopted for data acquisition. By integrating the CS theory into the imaging algorithm, only a small number of random samples are needed for reconstruction. Compared to the farfield focusing case, the proposed method shows improved focusing capability in the near-field region. Its imaging performance is verified in noisy environments with both sparse and complex target scenes. A particular case where interfering targets exist in the background is also demonstrated. Then, the effect of increasing the array element spacing has been studied, where the near-field method shows good performance in alleviating grating lobe issues. Finally, the resolution analysis is given and the impact of target sparsity is also presented.
II. NEAR-FIELD PHASED ARRAY IMAGING WITH COMPRESSIVE SENSING A. FAR-FIELD IMAGING MODEL
As shown in Fig. 1 , the phased array imaging system consists of a 2-D planar array which is located in the x-y plane with all elements evenly spaced in both x and y dimensions. The aperture size is D in both dimensions. The amplitude and phase of each element are adjusted so that the main beam of the radiation pattern can be steered towards a specified direction. In the transmit model, the target region is illuminated by a directional beam of elevation angle θ and azimuth angle φ, where θ ∈ [0, π/2] and φ ∈ [0, 2π]. The reflected signal acquired in the received model is then stored for image reconstruction. This process is repeated until the beams have covered the whole target region. Our goal is to recover the reflectivity information of the target region from the reflected data. Assuming the element antenna is isotropic, the scattered field of one directional illumination can be written as [21] 
where k is the wavenumber, g(x, y, z) is the reflectivity of the target at an observing point (x, y, z), R i is the distance from the i-th transmitting antenna to the observing point and R j is the distance from the the observing point to the j-th receiving antenna. i and j stand for the assigned phases to the i-th and j-th antenna, respectively. In conventional phased array focusing, the phase term is given by [14] 
where (x i , y i , 0) is the coordinate of the i-th element. The assigned phase can steer the beam peak to the direction (θ, φ) is because the resulting two exponential terms in (1) can roughly cancel each other out. However, this approximation is only effective in the far-field region, i.e., distance greater than 2D 2 /λ [14] , where λ is the wavelength. In the nearfield, the beams become less focused and thus can degrade the imaging performance for near-field applications.
To recover the target reflectivity g(x, y, z), conventional FT methods try to decompose the exponential terms in (1) into superposition of plane waves and then use inverse fast Fourier transform algorithms to the solve the corresponding inversion equation. As the Fourier decomposition in the first step is approximated, the conventional FT solution is actually an approximation to the true reflectivity.
B. PROPOSED NEAR-FIELD IMAGING METHOD
Near-field focusing technique has often been used in antenna design for RFID gate control [16] . This focusing method compensates the phase difference arising from the propagations such that the phases of each element are equal at a desired focusing point. Consequently, the required phase of the i-th element to focus at a near-field point (x 0 , y 0 , z 0 ) is given by
Fig . 2 shows the focusing performance in terms of electric field distribution in a near-field plane of the phased array. A 10 cm × 10 cm aperture with half-wavelength element spacing is simulated in 60 GHz. The far-field focusing method is steered to the same direction of the near-field focusing point. Electric field values are normalized to their maximum. Clearly, the focusing spot of the near-field method is much smaller than that of the far-field method. More importantly, the maximum field density of the near-field method is 13 dB greater than the far-field method. The sharpened beam and increased field density is favorable for our near-field imaging system. By adopting this focusing method, we expect the imaging performance to be improved in the near-field region.
During data acquisition, interrogating signals are required to illuminate the whole target area. Traditional far-field focusing technique adopts equally spaced elevation and azimuth angles in scanning. However, for near-field imaging applications, this will result in many sampling points steered towards the center of the target plane and leads to too much redundancy in the acquired data. Alternatively, we adopt the near-field focusing technique and make sure the sampling points are evenly distributed in the ROI. In comparison to the far-field focusing method, this scheme can focus at different depths in the ROI and thus offers much more information in 3-D imaging applications. Fig. 3 gives an example of sampling difference in 2-D cross-range imaging with the same number of sampling points. The blue dots in Fig. 3(a) represent the intersections of steered directions and the target plane, whereas the same blue dots stand for near-field focusing points in Fig. 3(b) . As mentioned previously, available far-field FT imaging algorithms [17] are incapable of processing the data acquired by our sampling scheme. Instead of doing similar work to derive a FT based method, we integrate the CS theory in our imaging algorithm, as will be demonstrated in the next subsection. VOLUME 5, 2017
C. COMPRESSIVE SENSING IMPLEMENTATION
In order to apply CS to the imaging model, the data needs to be discretized first. Let P, Q, M and N be the number of focused points, frequency points, elements in the phased array and voxel points in the target region, respectively. The scattered field that focused at the p-th point with the q-th frequency can be rewritten as
where i and j are given by (3), g(l) is the reflectivity of the l-th voxel. R i (R j ) represents the distance from the i-th (j-th) antenna to the l-th voxel in the target region. The matrix multiplication form of (4) can then be expressed as
where s is of dimension PQ × 1 and g is of dimension N × 1. H is the system response matrix whose entries are determined by the exponential term in (4). With CS theory, samplings in the spatial domain and the frequency domain can be greatly reduced while satisfactory reconstruction can still be achieved. Mathematically, we use matrix A as the undersampling operator. Let y be the undersampled data, then the final CS model can be written as
This underdetermined system is usually rewritten as the following minimization problem:
where g 1 = i |g i | is the 1 norm of vector g and λ is the regularization parameter which controls the tradeoff between the sparsity of the solution and its closeness to the least squares solution. Considering the complex-valued nature of the data, we take both the real and imaginary parts of g into consideration [20] . Other sparsifying transform like wavelet basis and total variation (TV) can be adopted to promote sparsity when the target scene is not sparse in the spatial domain. The key requirement to ensure successful reconstruction is to make sure the sensing matrix = AH has to satisfy the Restricted Isometry Property (RIP) [28] . However, how to optimally design the sensing configuration for good reconstruction quality is still an open problem and requires further research. It is important to note that there also exists alternative non-deterministic CS approaches like Bayesian CS that do not require RIP of the sensing matrix [25] , [29] .
III. NUMERICAL RESULTS AND ANALYSIS
To examine the effectiveness of the proposed method, we compare its imaging performance with the far-field CS method [21] . As the 3-D reconstruction is computationally very expensive and requires high memory usage, the construction of the H matrix can be extremely time-consuming when fine grid spacing is adopted. Therefore, we simplify the imaging analysis by discussing the 2-D cross-range image reconstruction using single frequency signals. The simulation is carried out in the mm-wave frequency range at 60 GHz. The length of the array is 8 cm in both x and y dimensions with element spacing fixed at 0.5λ, resulting in 33 × 33 elements in total. Targets with uniform reflectivity are placed 15 cm away from the aperture. According to 2D 2 /λ = 256 cm, the targets are in the near-field zone. The discretization of the target plane is related to the quality of reconstruction. In general, the discretization interval should be smaller than the resolution of the system to avoid grid mismatch. Here we define the ROI as a square of 10 cm × 10 cm with discretization of 101 × 101 pixels.
In the algorithm implementation, we adopt the split augmented lagrangian shrinkage algorithm (SALSA) [30] for image reconstruction. Random sampling is realized by first producing a random permutation of the measurements using the randperm function in Matlab and then selecting the first required number of samples. For fair comparison, we ensure that firstly both methods use the same reconstruction algorithm and sparsity constraint; secondly, the regularization parameters for both CS methods are adjusted appropriately such that the reconstructed images for all methods are optimized.
A. NOISE EFFECTS
We manually add independent and identically distributed (i.i.d.) Gaussian noise to each of the receiving antennas to simulate the real environment. Note that the signal to noise ratio (SNR) is based on the average signal energy of the receiving antennas [31] . In our first example, we consider 5 × 5 equally spaced point scatterers in the target region. The spacing of the scatterers is 1.5 cm. Fig. 4(a) and Fig. 4(b) demonstrate the image reconstruction of the two focusing methods with an SNR of −50 dB. Only 20 % random samples are selected from the full 70 × 70 samples. The far-field focusing scheme shows deteriorated reconstruction as the scatterers in the center can not be clearly identified. In contrast, the proposed approach still gives correct reconstruction of all point scatterers.
For most imaging systems, the target may not be sparse at all. In such cases, the previous point scatterer example is no longer appropriate to represent the performance of the proposed method. Taking this into consideration, a more complex 2-D T-shaped target, with 6 cm height and 6 cm width, is adopted in the second example. Since the target is not as sparse as in the first example, it requires more measurements for acceptable reconstruction. Fig. 4(c) and Fig. 4(d) demonstrate the corresponding reconstructions using 30 % random samples with the same −50 dB SNR. The proposed approach clearly shows much better reconstruction than the far-field focusing scheme with only limited background noise. More specifically, Fig. 5 quantitatively summarizes the averaged mean squared error (MSE) of the two methods as a function of SNR from −65 dB to −25 dB. Each SNR value is averaged over 15 independent trials. It can be noticed that the proposed method outperforms the far-field method. Both examples confirm that the near-field focusing technique enables robust image reconstruction in the presence of high background noise. This advantage helps to potentially reduce the imaging system cost, e.g., using lower transmitting power and low gain antenna element. 
B. BACKGROUND INTERFERENCE
In some imaging applications, we are more interested in imaging within a certain range. For instance, security scanning in the airport aims to detect if a person has concealed weapons. Objects outside the ROI might interfere with the person under scanning. A good imaging system is supposed to minimize such interference. To understand how the VOLUME 5, 2017 proposed method works in such situations, we give the radiated power density of a 6 cm × 6 cm array along the range direction, as shown in Fig. 6 . The near-field method focuses at a near-field point (0, 0, 15) on the z-axis while the far-field method steers its beam along the z-axis. The power density of the near-field method reaches its peak at around z = 12 cm, which means the array will receive its strongest reflection from a point scatterer at z = 12 cm. A point scatterer at z = 20 cm will lead to about 5 dB decrease in the receiving power. Seeing that the power density of the near-field focusing method apparently decays more rapidly than that of the corresponding far-field method, we expect it to be more robust to interference from outside the ROI.
To evaluate the effectiveness of this property, we introduce two rectangular plates as interfering targets and place them 20 cm away from the T-shaped target. The simulation is based on 50% random data with 60 dB SNR. Other parameters are kept the same as in the second example. Fig. 7(a) and Fig. 7(b) demonstrate the 2-D cross-range view and 3-D view of the composite target, respectively. Both plates are of size 0.5 cm × 1 cm and share the same reflectivity as the T-shaped target. The reconstruction results are shown in Fig. 7(c) and Fig. 7(d) . We can clearly see the proposed method achieves better robustness against the interfering targets.
C. IMPACT OF ELEMENT SPACING
The inter-element spacing of a phased array is usually set as 0.5λ. By satisfying this element spacing criterion, the phased array will end up with an extreme dense array to achieve a moderate aperture size and resolution for applications like security screening. The fabrication of such a dense array is prohibitive using existing technology and can cause several other problems such as heavy weight, complex electronics, large data flow. Therefore, one would like to reduce the total number of antennas in a given aperture by increasing the element spacing. However, it has already been shown that large grating lobes can be introduced in the far-field when the element spacing is greater than 2λ [32] . Moreover, when the aperture size is fixed, increasing element spacing also decreases the total number of antennas, which further degrades the beamforming performance.
To understand the grating lobe issue in our near-field case, electric fields are simulated to compare with the previous example in Fig. 2. Fig. 8 shows the electric field distribution of both the far-field and near-field focusing methods when the array element spacing is 1.5λ and 2λ, respectively. Other array configurations are kept the same. The corresponding arrays have 14 × 14 and 10 × 10 antennas, respectively. From the top two figures we can notice that the grating lobe issue already exists in 1.5λ element spacing case. The beams of the far-field method remain unfocused. As the element spacing increases to 2λ, the grating lobe issue becomes more serious. The electric field of the far-field focusing method turns completely random-like as no main lobe can be observed. On the other hand, 6 large lobes are presented in the near-field focusing method, with the two lobes in the middle achieve the maximum value. The maximum field density difference of the two methods remains roughly the same around 13 dB in both cases.
These grating lobes introduce spurious and confusing signals, making it difficult for the imaging system to interpret. For traditional Fourier reconstruction algorithms, high level grating lobes can degrade image quality and in extreme cases lead to multiple images of the same target. Grating lobe is a very common problem in sparse array design. There are already many methods have been proposed to suppress grating lobes [9] . Instead of trying to suppress the grating lobes, CS is another effective approach that can alleviate this issue in a numerical way. It has been shown in CS switched array imaging that element spacing can be slightly increased while high resolution images are still achievable [20] . In our phased array imaging, the radiation pattern has been accounted for in the forward imaging model. Therefore, we expect to see similar performance here as the CS switched array case.
A new target scene with 4 × 4 evenly spaced squares is simulated to test the above two array element spacings. The length of the square is 0.6 cm and the spacing between squares is 1.4 cm. The array configuration introduced in the beginning of this chapter is adopted here, which makes aperture size 2 cm smaller than the example in Fig. 9 . In this case, both the 1.5λ and 2λ element spacing schemes experience serious grating lobe issues. The SNR level is set as 50 dB and full rate sampling data is used for reconstruction. The reconstructed images of this target scene are shown in Fig. 9 . In the 1.5λ element spacing case, both the far-field and near-field focusing methods give faithfully reconstruction of the 16 squares, showing the effectiveness of CS methods in dealing with grating lobe issues. In the 2λ element spacing case, the near-field method continues to give satisfactory images with little degradation. However, the far-field method demonstrates a more corrupted image than its near-field counterpart. Although the 16 targets are discernible from each other, they are not uniformly filled and the contours of the targets are not squares anymore. The bad performance is undoubtedly caused by its poor beamforming in the near-field region. The poor beamforming plus serious grating lobes result in a pattern with random small peaks all over the ROI. Beam steering with such antenna patterns is VOLUME 5, 2017 no better than scanning an isotropic antenna as very limited information can be obtained.
D. RESOLUTION
Resolution is one of the most important factors of an imaging system. It has been shown in [21] that the CS imaging algorithm with far-field focusing outperforms the traditional Fourier method in both range and cross-range dimensions. However, the resolution based on near-field focusing method is still unknown. Theoretically, due to the same aperture size, the focusing approach should have little impact on the imaging resolution while using conventional FT algorithms. The cross-range resolution based on Fourier methods can be approximated by where R is the aperture to target plane distance and D is the aperture length. Therefore, for the 8 cm × 8 cm array configuration, its cross-range resolution is around 0.47 cm at R = 15 cm. To examine whether the resolution of the nearfield CS method differs from its far-field counterpart, several numerical simulations are conducted. In many imaging resolution studies, point scatterers are commonly adopted for evaluation. However, for CS imaging systems, its reconstruction is highly related to target sparsity and thus resolution based on point scatterers might not be accurate to represent the system's resolution. One would like to know if the sparsity of the target scene can affect the resolution of the CS imaging system. Therefore, we employ two sets of target scenes. As shown in Fig. 10, 4 and 36 solid squares are adopted respectively to represent different sparsity levels. The uniformly distributed squares have 0.4 cm length and Image reconstructions of the two target scenes are demonstrated in Fig. 11 , with each row represents the reconstructions of the same target scene by the far-field and near-field focusing methods, respectively. From Fig. 11(a) and Fig. 11(b) , we can notice that the four squares are roughly discernible in both cases. However, no big difference can be observed, suggesting their resolving powers are at the same level. Fig. 11(c) and Fig. 11(d) further illustrate the reconstructions in 3-D, with the third dimension denotes the image intensity. Clearly, the dips among the peaks are well under half maximum, showing that 0.2 cm spaced targets can be well resolved under the current sparsity level.
In the second target scene, sparsity level is reduced by increasing the number of squares to 36. The reconstructions of the two focusing methods are shown in Fig. 11(e) and Fig. 11(f) , respectively. Compared to the reconstructions of the first target scene, the squares become less discernible, especially the targets on the edges. In addition, the pixel intensities of the reconstructed targets are not evenly distributed. This result indicates the sparsity level of the target scene does affect the resolution to some extent.
To further study the resolution of the CS imaging methods, we employ 64 squares with 0.6 cm length and 0.3 cm spacing in the target scene. The reconstructed images are shown in Fig. 12(a) and Fig. 12(b) , respectively. The contours of the ground truth targets are also marked in green dotted lines as references. Although not perfect, the square targets can still be resolved in both cases, showing the resolution enhancement of CS imaging methods is still effective in such low sparsity scenarios. It can also be noticed that in the farfield focusing case, the reconstructed squares farther from the center are relatively less discernible. This result implies that the uniform angle scanning method can cause information loss near the boundary of the scanning region. In comparison, our uniform scanning approach can perfectly solve this issue.
IV. CONCLUSION
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