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PREFACE 
A method has been devised whereby the interaction of a moving 
shock wave with a turbulent mixing region can be studied. The method 
has been applied to a relatively simple two-dimensional problem and 
qualitative experimental verification has been obtained. 
This work was completed under the sponsorship of the Sandia 
Corporation, Albuquerque, New Mexico. The study constitutes a single 
phase in the overall program of developing a capability for predicting 
the phenomenon which occurs when a blast wave intercepts a ballistic 
vehicle. Investigations into other facets of the blast intercept 
problem are presently being conducted at Oklahoma State University. 
Mr. R. J. Damkevala is performing an experimental study of the inter-
action of a moving shock wave with a free flight conical projectile. 
Mr. R.R. Eaton is performing an analysis in order to describe the 
exiting of a vehicle from a blast sphere. The results of these studie$, 
as well as the results provided from the present investigation, should 
provide useful information with regard to the ultimate solution of the 
complex blast intercept problem. 
The author wishes to express his deepest appreciation to Dr. G. W. 
Zumwalt for the giving of his valuable time to serve as thesis adviser. 
Dr. Zumwalt's ability to understand the physical side of a complex 
problem has proved to be of invaluable benefit to the author during this 
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investigation. A debt of gratitude is owed to Professor L. J. Fila 
for the many hours which he unselfishly gave to discussing the 
mathematical, numerical, and physical aspects of every phase of the 
investigation. These sessions were of immeasurable benefit to the 
author. I !also wish to thank Dr. Jerald Parker; first, for making 
possible my graduate study at Oklahoma.State University, and second, 
for reading the thesis manuscript and offering valuable suggestions. 
Thanks are also due Dr. R. B. Deal for serving on my graduate committee. 
Appreciation is expressed to Mr. Leonard V. McCom~on for the 
professional manner in which he prepared the figures and graphs. To 
my parents, I express my inadequate thanks for the formal education 
which they made possible. 
Last, but most important of all, I wish to express my eternal 
gratitude to my wife, Myrna, without whose forbearance., love, and 
encouragement this work could never have been accomplished. lt is to 
her that this dissertation is dedicated. 
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In recent months a great deal of interest has been expressed 
concerning the phenomenon which occur$ when a ballistic vehicle 
encounters a blast wave. This interest has resulted in extensive 
analytical and experimental research programs at various institutions 
and government agencies. To date, no complete analysis has been given 
which will adequately predict the aerodynamic and structural effects 
which result when a wave of arbitrary strength passes over a body at 
any prescribed flight condition. This is not unexpected, however, 
because the general blast intercept problem is composed of several 
aspects, each of which is an extremely complex problem. Figure,1 has 
been suggested by Wolff (1) 1 as depicting qualitatively the various 
stages in the progression of a shock wave as it passes axially over a 
conical body. Figure la shows the configuration before intercept has 
taken place. The figure portrays the body as moving at supersonic 
speed, but this does not necessarily have to be the case. For instance, 
both Wolff and Jackomis (2) considered the situation which occurs when 
a wave passes over a body at rest. 
Figure lb shows the shock front interacting with both the origin~l 
conical wave and the body. This is the phase of the blast intercept 
1 Numbers in parentheses refer to references in the Bibliography. 
1 
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Figure 1. Progression of a Blast Wave ov-er a Ballistic Vehicle. 
ro 
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problem which has heretofore received the most attention (3). Analytical 
and experimental investigations have been made in order to provide more 
understanding of both the shock-on-shock interaction and the interaction 
of the wave with the body. 
Figure le shows the wave passing through the base mixing region and 
Figure ld portrays the phase which occurs when the wave has completely 
passed over the body. The figure indicates that the flow field over the 
body is subsonic, but this does not necessarily have to be the case. 
Figure le shows the final phase of the problem; the exit of the body from 
the blast field. This aspect of the problem has until recently received 
very little attention. However, the solution of the exiting problem is 
currently under study at Oklahoma State University. 
Figure le depicts the phase of the blast intercept problem which 
has provided the basis for the present investigation. Until now, no 
analysis has been developed which will account for the interaction of a 
moving shock wave with a turbulent mixing region. The analyses of the 
problems depicted by Figures lb, ld, and le involve only the inviscid 
hydrodynamic equations. However, the shock-mixing region interaction 
proplem necessitates a complete mathematical description of the turbulent 
mixing process. Heretofore, whenever a jet mixing analysis has been 
undertaken, several of th~ terms in the governing mathematical expression 
could be omitted because of their insignificant contributions to the 
overall mixing process. Therefore, no completely general mathematical 
description of the turbulent mixing process has ever been given. When 
considering the shock wave-mixing region interaction, however, these 
convenient simplifications cannot be tolerated because one no longer 
knows which, if any, of the terms will be negligible. Furthermore, 
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since the usual methods for studying shock diffraction problems involve 
numerical procedures, the equations which describe the turbulent mixing 
process must be in such a form that they, too, can be solved by a numeri-
cal technique. Therefore the primary objective of this investigation is 
to devise a method whereby the phenomenon associated with the interaction 
of a moving shock wave with a turbulent mixing region can be studied. 
In order to do this, a series of secondary objectives must be accom-
plished. These are as follows: 
1. to derive the complete set of governing equations which describe 
the turbulent mixing process; 
2. to select a method which has been shown to be capable of predicting 
the propagation of a moving_shock wave; and then to apply this 
method to the governing equations in order to determine if it is 
capable of describing realistically a turbulent mixing region; 
then, if a turbulent mixing region can be established, 
3. to introduce a moving shock wave into the flow field in order to 
determine whether or not any undue numerical difficulties arise as 
a result of the shock wave-mixing region interaction. 
Since the development of the method is of paramount importance, only 
the two-dimensional case has been considered. Eowever, the theory can 
be extended directly to the case of axial symmetry. 
The analytical investigation which follows can be divided into 
three parts, which correspond to the secondary objectives previously 
stated: 
1. the derivation of the governing equations and the promulgation of 
the numerical method, 
2. the establishment of a jet mixing region by the numerical method 
proposed, 
3. the passage of a shock wave over the established mixing region. 
For all the problems computed during the course of this investigation, 
the jet Mach number was taken to be two. Two cases of a shock wave 
interacting with the mixing region were considered. In the first case 
the shock wave pressure ratio was 4.0, and in the second case, 12.0. 
In both cases the shock wave was considered to move perpendicular to 
the jet flow direction. For both of the cases considered, qualitative 
experimental verification has been obtained. 
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The numerical solutions from this analysis were obtained with the 
aid of several computers; namely, the cnci 1604, IBM2 1410, and IBM 7094. 
lcontrol Data Corporation. 
2 International Business Machines. 
CHAPTER II 
LITERATURE REVIEW 
A detailed discussion of the literature applicable to this study 
could well be given in two parts. The first would deal with the numer-
ical methods currently available for obtaining the solution to problems 
involving shock dynamics. The second part would deal with the problems 
associated with shock waves interacting with jet mixing regions. Though 
the second of these two categories would not be too lengthy, the first 
could easily constitute an entire textbook. It is for this reason that 
a detailed discussion of the methods of shock dynamics will not be given 
here. The interested reader is referred to the works by Tyler and 
Walker (4), (5) for a discussion of these methods. The remainder of 
this chapter will be restricted to a discussion of the literature which 
pertains to shock waves interacting with viscous shearing regions. 
A great deal of work has been performed in the analyses of turbu-
lent jet mixing and base flow problems. Unfortunately, none of this 
work has been concerned with the establishment of a mixing region as a 
result of solving the hydrodynamic equations numerically. The fact has 
been pointed out previously that such an analysis is necessary for the 
present study. 
Investigations concerning the interaction of a shock wave and a 
·i;:urbulent boundary, layer and the interaction of a shock wave with the 
6 
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exhaust of a jet engine have proved to be of some help in the present 
analysis. Charczenko and Hennessey (6) investigated the effect of 
exhausting a retrorocket from the nose of a blunt body into a supersonic 
free-stream. Though the authors were primarily interested in the effec .. 
tiveness of such a device as a means of reducing the pressure drag on a 
supersonic blunt body, they did provide several informative schlieren 
photographs showing the interaction of the supersonic jet with the 
detached bow wave. 
Romeo and Sterrett (7) investigated a similar problem. Their main 
interest was in determining experimentally the effect of a forward 
facing jet on the bow shock wave in a Mach 6 free-stream. Jet Mach 
numbers were varied from 1 to 10.3 and the ratio of jet total pressure 
to free-stream total pressure was varied from 0.03 to 2o5• The ratio 
of body diameter to jet-exit diameter was varied from 1.12 to 55.6. 
Though the quantitative information obtained was of little value to the 
present investigation, the qualitative information obtained has provided 
some interesting insights into the phenomena whichoccur when a shock 
wave interacts with a jet mixing region. The resµlts show that the jet 
could affect the bow wave in two different ways. The first way, referred 
to as the strong shock case, was to move the shock further away from the 
body without significantly altering its shape. This effect was attri-
buted to an apparent increase in the size of the body as seen by the 
free-stream flow. The second way in which the jet could affect the bow 
wave was referred to as the weak shock case. When this condition oc-
curred, the bow wave was displaced a considerable distance from the body 
and its shape was significantly altered. 
The parameters determining the occurrence of a particular shock 
case were found to be the ratio of stagnation pressures, the exit Mach 
number, and the ratio of body diameter to jet exit diameter. The first 
two parameters seemed to produce more pronounced effects than did the 
diameter ratio. 
In applying these results to the present investigation, it would 
appear reasonable to conclude that the shock-mixing region interaction 
will be strongly dependent upon the ratio of stagnation pressure across 
the shock as well as dependent upon some characteristic Mach number. 
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The stagnation pressure ratio effect was indicated by Tyler (4), however 
the Mach number influence was not suggested. 
Assuming steady state conditions, Moeckel (8) has devised a method 
for computing the changes in shock wave shape as a result of an oblique 
shock wave impinging upon a region of nonuniform flow properties. 
Under the assumptions of the analysis, this method will predict very 
nicely the shape of a shock wave as it passes through a jet or wake 
region of known profile. The applicability of such a method to the 
problem of a moving shock wave intercepting a viscous mixing region is, 
however, questionable for two reasons. First, Moeckel made the assump-
tion that in the vicinity of the interaction, viscous effects are neg-
ligible. For the problem of interest, with turbulent separated flow 
regions, this assumption is inadmissable. Second, for a flow field 
whose properties are varying with time, the wake or jet profile is not 
necessarily known a priori. 
In order to demonstrate the method, Moeckel calculated as a sample 
problem the trace of an oblique shocl<. wave passing through a wake f;low · 
region. The free-stream Mach number wa~ taken to be 3.0 and the shock 
angle before impingement upon the wake region was 34.o degrees. The 
results of the calculations are shown in Figure 2. For the reasons 
discussed above, in view of the requirements of the current investi-
gation, one should attempt to glean only qualitative information from 
Moeckel's results. In so doing the important observation to be made 
from Figure 2 is that the shock angle increases as the Mach number 
decreases. This result should not be too surprising, however, if one 
assumes that the pressure and flow direction downstream of the shock 
wave are both approximately uniform. 
Whitham (9) has put forth a unique method for solving problems 
similar to those investigated by Moeckel. Whitham's method is more 
general, however, because it is capable of handling unsteady cases. 
The essential steps in obtaining a solution with Whitham's method 
are fairly simple. The relevant hydrodynamic equations are first 
written in characteristic form. The differential relation which must 
be satisfied by the flow quantities along a characteristic are then 
applied to the flow quantities just behind the shock wave. The differ-
ential relation, in conjunction with the shock relations, allows the 
mo.tion of the shock wave to be determined. 
As with Moeckel, Whitham assumed that when a shock wave intercepts 
a mixing region, the viscous forces do not influence the interaction. 
This fact, along with the inherent assumption that tbe flow behind the 
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Riley (10) has investigated the interaction of a shock wave with 
a mixing region by applying Fourier analysis to the linearized equations 
of motion. As with the other investigators, he did not consider the 
effect of the viscous forces in the interaction phenomenon. 
Dosanjh {11), (12), (13) has made extensive experimental investi-
gations into the effects of propagating a shock wave in the axial 
direction over an axi-symmetric jet. His studies have been conducted 
primarily in order to obtain information concerning the noise level 
which is produced as a result of a shock wave interacting with a turbu-
lent flow field. This information is of course highly desirable in 
the design of noise suppressors for jet aircraft. Dosanjh's results 
agree with the weak shock case reported by Romeo and Sterrett (7). 
He found that as the wave moved into the free jet a "bulge" was produced 
in the wave which closely resembled the velocity profile of the jet. 
Zumwalt and Tang (14) have made a detailed study of a.shock wave 
passing over a conical ballistic vehicle. In their analysis it was 
assumed that the base flow region was instantaneously subjected to an 
adiabatic compression. By applying a quasi-steady analysis, the 
subsequent base pressure decay was computed and found to agree quite 
well with experiment. No provision was made, .however, for the actual 
wave-mixing region interaction.which is the problem of interest in this 
study. 
As was noted previously, none of the work which has1hereto:fore been 
performed has dealt specifically with providing a method for studying 
the transient shock-mixing region interaction. However, most of the 
references which have been mentioned have provided some insight into the 
interaction phenomenon. 
CHAPTER III 
DERIVATION OF GOVERNING EQUATIONS 
The hydrodynamic equations for the flow of a compressible, viscous, 
heat conducting fluid have been derived in Appendix B. The equations 
are presented in the "divergence free" or conservation form disc1,1ssed 
by Tyler ( 4) .,. In Appendix C the molecular transport terms in the 
hydrodynamic equations have been shown to be negligible for large 
values of the Reynolds number. As mentioned previously, this investi-
gation is concerned first with establishing numerically a turbulent 
mixing region, and second with the interaction of a mov.ing shock wave 
with the mixing region. For this analysis, then, the equations 
obtained in Appendix C must be altered so as to include the turbulence. 
effects present in a turbulent mixing region. The two-dimensional 
conservation equations, to which the turbulent transport effects will 
be added are, from Appendix C: 
Continuity, 
.Q.Q + .Q(_pu) + .Q(_pv) = 0 at dX oY 
(3-1) 
x-Momentum, 
..2.Lpu) + .Q(_p + pu2) + .Q(_puv) = 0 at dX oy (3-2) 
12 
y-Momentum, 
.fil_pv) + .fil_puv) + .21..P + pv2) = 0 ot ox oy (3-3) 
Energy, 
oe + .fil_e + p )u + .Q{_e + p )v = 0 ot ox oy (3-4) 
where p local fluid density, 
u horizontal velocity component, 
v vertical velocity component, 
p local fluid pressure, 
e = E + g(u2 + v2) ( fluid energy), 
y - 1 2 
t time, 
x, y space coordinates. 
For the turbulence analysis, the dependent variables in the conservation 
equations (3-1) - (3~4) are assumed to represent instantaneous values 
at a point. Each instantaneous value will be defined, in the usual 
manner, as the sum of a temporal mean and a fluctuating component. 
u = u + u' v = v + v' p = p + p' 
pu = "[puJ" + ( pU) I pv = "[pv; + ( pV) I 
p = p + p I e = e + e' • · ( 3 .. 5) 
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The bar denotes the time average and the prime denotes the fluctuating 
component. The representation of (pu) and (pv) as fluid properties in 
equations (3-5) was suggested by Van Driest (15) as a means of reducing 
the complexity, of the derivation. The fluid energy, e, has also been 
represented in this manner. The requirements which must be met when 
using this type of representation are given in Appendix D. 
The permissible operations which may be performed on time average 
quantities may be summarized as (16) 
f = t ' 
f . g = f • g 
' 
f + g ... f + g 
' 
of = of as os ' Jfds = 
(3-6) 
In considering the operations which may be performed on the fluctuating 
components, one should note that the time average of a fluctuating 
component is zero. However, the time average of the product of two 
fluctuating components is not necessarily zero. 
f' = 0 
' (3-7) 
The equations describing the general, two-dimensional turbulent 
mixing process will be derived from equations (3-l) - (3-4) by applying 
the following rule to each of the individual equations: 
1. The instantaneous values of the dependent variables are replaced 
by the sum of their temporal mean and fluctuating components. 
2. The time average of the entire equation is developed and simplifi-
cations ma4e according to equations (3-6) and (3-7). 
15 
Continuity Equation 
If the expressions for the instantaneous values of p, pu, and 
pv are substituted into equation (3-1), the resulting expression is 
.Qlp + P I ) + O[ pU + ( pU) I ] 
ot c)X 
+ .2.L_pv + ( pv) 'J 
oY 
.. 0 (3-8) 
Taking the time average of equation (3-8) and utilizing equations 
(3-6) and (3-7), one obtains the continuity equation in terms of time 
avert;1ge values. 
~ + .Q(_pu) + .Q(_pv) = 
ot oX clY O (3-9) 
x Component of Momentum 
Upon replacing the dependent variables in equation (3-2) with 
the sum of their time average and fluctuating components, one obtains 
o[.pu + ( pu) I] 0 { - - - } clt + ox p + p I + [ pu + ( pu) I ] ( u + u I ) + 
+ ~y { [ pv + ( pv) '](;:i + u') } = 0 • (3-10) 
If the time average of equation (3-10) is taken, and use is made of 
equations (3-6) and (3-7), equation (3-11) will be obtained. 
~pu) + ~ [p + pu;:; + (pu) 'u'] + :y [pu; + (pv) 'u'] = 0 • (3-11) 
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Y Component of Momentum 
The expression fort.he conservationof womentum_in they-direction 
in terms of time averages and fluctuating components may be obtained in 
the same manner as was equation (3-11). Therefore, the desired equation 
for momentum in they-direction is 
o'pv) o --
~ + ox [puv + (pu)'v'] + ~ . [p + pv-; + ( pv) 'v' ] uy 
Energy Equation 
= 0 • (3-12) 
The method for obtaining the turbulent energy equation is of 
course the same as that used to obtain equations (3-10) and (3-11). 
However, since several important simplifying assumptions are made in 
the course of the analysis, a detailed discussion of the derivatio~ 
will be presented. 
If the instantaneous vaiues of the dependent variables in equation 
(3-4) are replaced by the sum of their temporal mean and fluctuating 
components, the result is 
.Qi_e + e I) 
ot + .Q.._ [ (e + e I ) (~ + U I ) + ox (p + p I)(-;:; + U I ) ] + 
By taking the time average of equation (3-13) and simplifying according 
to equations (3-6) and (3-7), one will obtain 
.Q.._ [eu + e'u' + pu + p'u 1 ] ax 





In order to determine which quantities, if any, may be neglected in 
equation (3-14), it will be necessary to substitute the expression for 
e' obtained in Appendix D. 
The expression fore' is 
e I =s P I + 1 - 2 [puu' + (pu)';+ (pu)'u' - (pu)'u' + y '.'" 1 
+ pvv' + (pv)';+ (pv)'v' - (pv)'v'] (3-15) 
From equation (3-14) it is noted that the quantities e'u' and e'v' are 
required. These expressions may be obtained by multiplying equation 
(3-15) by the velocity fluctuation, forming the time average, and then 





l [puu' 2 + u(pu)'u' + (pu)'u' 2 + 
2 





1 --+ 2 [pu u'v' + u(pu)'v' + (pu)'u'v' + 
+ pv ~ + v(pv) 'v' + (pv) 'v'2 ] (3-17) 
If equations (3-16) and (3-17) are substituted into equation (3-14), 
the resulting expression is 
o _o {' -- p'u' 1 ::.et.+ eu+pu+p'u'+ +-[pu~+u(pu)'u'+ 
O ox ' y-1 2 
+ (pu)'u'2 + pv u'v' + v(pv)'u' + (pv)'v'u']} + 
a { - p'v' 1 + - ev+pv+p'v'+ +-[puu'v'+ii(pu)'v'+ 
c)y y-1 2 
+ (pu)'u'v' + pv~ + v(pv)'v' + (pv)'v'2 ]} • 0, 
where 
e = _P_ + y-1 




The products eu and ev appear in equation (3-18); therefore, if 
e is multiplied by u in equation (3-19), the terms pu ~ ~nd pv; u 
.will appear in equation (3-18). The assumption is now made that the 
product of time average velocities is much larger than the product of 
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fluctuating components. This may be stated in the form of an inequality 
which pertains directly to equation (3-18). 
(3-20) 
Therefore, the terms which appear on the right hand side of inequality 
(3-20) may be removed from equation (3-18) since they are negligibly 
small compared to the terms on the left hand side of the inequality. 
According to Van Driest ( 15), terms which contain only the 
product of three fluctuating components, "third order" terms, are 
negligibly small compared to terms containing.the product of time 
average values and two fluctuating components. Therefore, from 
equation (3-18) the terms (pu)'u'2 , (pv)'v'u', (pu)'u'v', and 
(pv)'v'2 are assumed to be small compared to the other terms in the 
equation. 
By considering the terms which may be neglected according to 
inequality (3-20), and the negligible third order terms just discussed, 
the energy equation may be written in a more simplified form as 
Qe + Q_ { 011 + pU + _:;j,,_ p I U I + .!.[ u( pU) I U I + V( l'\V) I U I ] } + 
ot ox y-1 2 ~ 
+ Q... { ev + pv + ..::L p'v' + l[u(pu)'v' + v(pv)'v']} = ay y-1 2 o , (3-21) 
where e is given by equation (3-19). 
20 
Turbulent Reynolds Stresses 
The products of the momentum and velocity fluctuation terms 
appearing in equations (3-11), (3-12), and (3-21) may be interpreted 
as representing the rate of transfer of momentum across a surface due 
to turbulent fluctuations. Schlichting.(16) has shown that these 
fluctuations act as additional stresses on the surfaces of an.elemental 
volume of fluid. These terms have thus come to be called apparent 
stresses or. turbulent Reynolds stresses. Taken together, they form a 
complete stress tensor of turbulent flow. For the turbulent stresses 
obtained in the preceeding equations, the matrix which defines the 






( pu) 'u' (pu) 'v' 
(3-22) 
( pv) 'u' ( pv) 'v' 
' 
where a denotes the normal stress in the x-direction and a that in x y 
they-direction. The subscripts for the shearing stresses have the 
usual meaning: the first subscript indicates the axis to which the 
stress is perpendicular, the second denotes the direction in which it 
acts. 
Representation.of Turbulent Reynolds Stresses and 
Pressure Fluctuation Terms 
In order to obtain a solution to the system of partial differential 
equations which have been derived, it is necessary to express the 
turbulent shear stress terms and the pressure fluctuation terms p'u', 
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p'v', as functions of the variables which describe any given problem. 
As is the case with most turbulence analyses, such functional relation-
ships can only be obtained with the use of semi-empiric~l theories. 
Unfortunately, no general empirical method for expressing the turbulent 
stress terms has been devised. The particular theory utilized in any 
given situation is therefore determined by the hydrodynamic problem 
under consideration. 
For jet mixing, or free turbulence, proble~s similar to those of 
interest in the present investigation, a theory proposed by L. Prandtl 
(17) is usually used. Prandtl's theory makes use of the assumption that 
the physical dimensions of lumps of fluid moving in the transverse 
direction during the mixing process are about the same size as the width 
of the mixing zone. Therefore, by utilizing the suggestion by Boussinesq 
(18) that the turbulent shear stress terms can be expressed as 
= ' 
(3-23) 
Prandtl's theory will lead to an expression for the virtual kinematic 
viscosity, e, of the form 
e ex: ux 
a ' 
(3-24) 
where u is the velocity_ of the uniform flow adjacent to the mixing 
a 
region and xis the distance from the point where mixing begins. Equation 
(3-24) when written as an equality_ is 
e = C 0 U X a (3-25) 
The constant of proportionality, c 0 , may be expressed as a function of 
an experimentally determined constant known as the jet spreading rate 
parameter. For any theoretical analysis, this parameter is a function 
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of the particular velocity profile which has been assumed. For the 
much-used error function profile, the jet spreading rate parameter is 
expressed as 
a = 11* x y ' (3-26) 
where 11* is related to the constant of proportionality, c 0 , and the 






1 * 0-[ 1 + erf Tl ] 
c.. 





(' ( ,.' 
Equation (3-27) has been derived by Korst ( 19) assuming fully developed 
turbulence and no boundary layer at the point where flow separation 
occurs. 
Figure 3 shows the variation of jet spreading rate parameter with 
the square of the Crocco number. The data for Figure 3 was obtained 
from experiments conducted at Sandia Corporation (20) and Oklahoma State 
University (21). Zumwalt and Tang (14) have suggested as functional 
relationships for the spreading rate parameter the expressions 
a = 47.1c2 for a 
a = 11. 0 for 
c2 > .23 (M > 1.23) a a 
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_g_ + 't:f!-a y-1 
Equation (3-28) is valid for values of the Mach number less than five 
and has been used in this investigation whenever a numerical value of 
the jet spreading rate parameter has been required. 
If equation (3-27) is solved for c 0 , and the resulting expression 
substituted into equation (3-25), the equation for the virtual kinematic 
viscosity is found to be 
u 
e .. a x ~ .• 
By substituting equation (3-29) into equation (3-23), orie finds 
the equation expressing the turb~lent shear stresses in terms of known 
parameters to be 
u ou. a 1 
~ px ~- • 
J 
{3-30) 
In matrix notation, equation (3-30) may be combined with equation 




( pu) 'u' 
( pv) 'u I 
( pu) 'v' 
= ' ( pv) 'v' (~ 1 oX o:x (3-31) 7 ou av oy oy. ' 




The occurrence of pressure perturbations in the energy equation 
(3-21) is somewhat different from most turbulence analyses. The 
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assumption is usually made that the turbulent flow under investigation 
occurs at constant pressure. If this condition is not assumed, then 
either sufficient information is usually available to dictate the 
spatial variations in.pressure or it is assumed that the perturbations 
in pressure are small compared to other turbulence quantities. Even 
for problems of free turbulence, similar to those of interest here, the 
assumption of constant pressure is rightfully made. However, when the 
passage of a shock wave over the mixing region is to be considered, 
then the constant pressure assumption may be invalid and account should 
be made of the perturbation terms. 
For the purposes of this study, the assumption is made that 
significant pressure perturbations occur only as a result of subjecting 
an.established mixing region to a moving shock wave. In addition, an 
analogy has been drawn between the turbulent transport phenomenon and 
the pressure perturbations. Thus, if the term p 'u1, where u1 denotes 
either of the two fluctuating velocity components, is assumed to 
represent a "pressure transport" term, then in analogy with t;he other 
turbulent transport processes, one should be able to write an expression 
of the form 
p'u! 
l. . • - e' . l. ' 
where e! is an exchange coefficient for the pressure perturbation in 
l. 
the i ... direction. For the analagous "mixing length" associated with 
e1, it seems proper under the assumption previously mentioned to 
choose a length which is of the same order of magnitude as a shock 
wave thickness. For a finite difference net, similar to that to be 
discussed later, this length would represent one or two mesh widths. 
From equation (3-32) it may be seen·that a velocity term will be 
required in the :l:inal expression for e!. This is not unexpected 
J,. 
since any pressure disturbance has associated with it a speed of 
propagation. In one direction this speed is, relative to a fixed 
observer, (juij + c), where c is the local accoustic velocity. The 




and from equation (3-32) the resulting equation for th.e pressure 
perturbations is 
p 'u! ,. 
. l. 
Summary of Governing Equations 
(3-34) 
If equations (3-31) and (3-34) are substituted into the equations 
of momentum and energy, the final form of the governing eq~ations will 
be obtained. These equations are presented here for convenience.· 
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Continuity, 







:~ + ~[c; + p)~ - y:r.ex< 1u1 + c) ? -Ku: + ~)J + 
- -
+ ~y [(~ + PJv - :j!r ,ey ( lvl + c)~ - Ku: + v~;)J = 0;(3-37) · 
where e • _£__ + y-1 
u 
a 
and , = ~ px • 
- -
-- ·-- {]u oV) 
pu u + pv v - '(a'i + "aY 
2 
Equations (3-9), (3-35), (3-36), and (3-37) are in the foilJl of the 
general conservation equation 
·X of + oF 
at ox 
oFY 
+ - = 0 oy . , (3-38) 
where f, Fx, and FY are four-component first order tensors which may 







P + pu u - 'ou ox 
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... ov (3-39) 
pU V - ' OX 
c;; + p) u - ./:: 1 .ex ( I u I + c) ~ - fr (;· : + ~ ~i) 
pv 
The notations of equations (3-38) and (3-39) will prove useful 
when considering both the finite difference approximations of the 
governing equations and the stability analysis of the finite difference 
equations .. 
Equations (3-39) have been derived using the following assumptions: 
1. The gas under consideration is perfect and satisfies the equation 
of state, p • pRT; 
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2. The flow of the gas is two-dimensional and compressible. 
3. Molecular transport is negligible compared to turbulent transport. 
4. The product, of time average velocities is much larger than the 
product of fluctuating components. 
5. Third order fluctuation terms are small. 
6. Boussinesq's turbulent shear stress approximation is valid. 
7. The turbulent mixing length is dependent only upon x, but is the 
same in all directions. 
8. Pressure perturbations occur by a process which is an1;1.logous to 
the turbulent transport of mass and mo111entuI11,. 
Within the limitations of the above assumptions equations (3-39) should 
describe any physically realistic situation. The equations will not 
apply to the case of turbulent. boundary layer flow for two reasons: 
First, there has been no provision made for the laminar sublayer 
region and second, the exchange .coefficients :l;or boundary layer flows 
are usually different from those used for free turbulence flows. There-
fore the analysis is restricted to free turbulence cases where the 
Reynolds number is sufficiently high so as to insure negligible contr1-
b~tions from laminar effects. Also, equations (3-39) are valid under 
certain temperature restrictions. The .more obvious reason for this is 
that no provision has been made for real gas phenomenon. However, a 
second reason, which is of equal importance, has been noted by Abramovich 
(22). He points out that at temperatures of the order of 5000° K the 
terms which reflect the influence of viscosity and .molecular thermal 
,conductivity_ are not negligibly_ small, but are in fact more significant 
than the turbulent viscosity, and thermal conductivity. When this is the 
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case, one must also take into account the radiant heat which will become 
a significant factor in the energy equation. 
Boundary and Initial Conditions 
Equations (3-38) and (3-39) constitute a system of four partial 
differential equations whose solutions are to be represented in two 
space dimensions and in time. Irrespective of whether an analyticai 
or a numerical solution is sought, sufficient information must be given 
both initially and during the course of the solution to insure that the . 
math,ematical model always approximates the physical model. These pre-
determined pieces of information are known respectively as the initial 
and boundary conditions. 
The initial conditions seldom afford any appreciable difficulties 
and are usually unique for each particular problem. The boundary 
conditions, on the other hand, are usually assumed to be the same for 
all problems described by equations (3-38) and (3-39); namely, free 
turbulence problems. Difficulties can be encountered whenever the 
boundary conditions fail to describe adequately the conditions which 
actually occur at a boundary. 
Difficulties can also be encountered if too few or too many 
, boundary conditions are dictated. Problems in the first situation are 
classified as under determined because there is not a sufficient number 
of boundary conditions to yield a solution. Proble~s characterized by 
the second situation.are classified as over determined since there are 
too many boundary conditions to yield a unique solution. 
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For plane flows two .types of boundaries are likely to occur. The 
first is a solid wall or plane of symmetry and the second is the boundary 
of the flow field, hereafter referred to as the flow plane. Whenever 
a finite difference solution is employed the flow plane corresponds to 
the boundary of the finite difference net. Therefore whenever a numeri-
cal method is used for the solution of equations (3-39), the boundary 
conditions for both types of boundaries must be stated. 
Since equation (3-38) involves four dependent variables, and three 
of these, u, v, and pare present in second order terms, the number of 
boundary conditions required is seven. In the next chapter it will be 
necessary to add additional second order terms in all four of the depen-
dent variables; therefore p will now be assumed to occur in a second 
order term thus indicating that a total of eight boundary conditions 
are required. However, when a wall boundary is considered, the condi-
tion of no flow through the wall deletes the necessity. of computing 
the momentum equation which would otherwise give the velocity component 
normal to the wall. This condition eliminates the necessity of dicta-
ting an additional boundary condition for the normal velocity; thus 
reducing to seven the number of boundary conditions which must be 
prescribed. 
The boundary conditions at a wall or plane of symmetry for problems 
which can be described by equations (3-39) will be assumed to be 
au 
.2E. .2Q. 0 T 0 0 0 UN .. = = = oN oN oN 
(3-40) 
a2uT 
0 ~ 0 ~g = 0 ' aN2 = = 
where subscript N denotes the direction normal to the boundary and T 
denotes the direction tangential to the boundary. 
32 
In Chapter IV equations (3-39) will be approximated with finite 
difference equations. As indicated previously the question ineyitably 
arises as to how the points on a flow plane boundary should be treated. 
The technique which is employed to handle these points is merely to 
dictate the variation of the dependent variables p, p, u, and v with 
time. Thus, for net boundary points four boundary conditions are 
required and can be expressed as 
u = fi(t) 
v = f2(t) 
(3~41) 
p = f3(t) 
p = f4(t) 
Since equations (3-39) are not actually solved at the flow plane, 
equations (3-41) are sufficient to describe the conditions at net 
boundary points. 
CHAPTER IV 
DERIVATION OF FINITE DIFFERENCE EQUATIONS 
As has been indicated previously, the equations derived in the 
preceeding chapter will be solved numerically by means of the method 
of finite differences. A great deal of effort has been put forth in 
the past several years to proyide numerical methods whereby solutions 
to complicated flow problems may be obtained. These efforts have been 
concerned mainly with problems which deal with shock wave reflection 
and diffraction. From these investigations the realization has slowly 
emerged that the classical methods of finite difference analysis are 
not sufficient to handle problems which involve the occurrence of 
large, local variations in the dependent variables. Thus, in order 
to handle problems associated with shock wave phenomenon, new methods 
have been required which would allow computations to proceed through 
regions where surfaces of discontinuity exist. The basis of these 
new methods was provided by J. von Neumann (23) who suggested that 
the inviscid equations of flow be altered so that surfaces of discon-
tinuity would be "blurred" into regions where all the flow variables 
would be continuous, but rapidly changing. This method has been termed 
the method of artificial viscosity because it makes use of mechanisms. 
similar to that of viscosity to accomplish the blurring process. Since 
the time of von Neumann's work, most of the significant theories dealing 
33 
with discontinuous solutions have relied, to some extent, on the blurring 
technique. The present investigation is no exception. Here a method 
developed by G. B. Rusanov (24) has been employed. A detailed discussion 
of Rusanov's method has been given by Tyler (4). However, the derivation 
of the finite difference equations will be presented here since they are 
instrumental in obtaining a numerical solution to the equations derived 
in Chapter III. Since the work of Rusanov and of Tyler dealt entirely 
with inviscid equations, only the principles of the method can be uti.,., 
lized in the present study. This also applies to the stability analysis 
to be performed in the next chapter. 
A method promulgated by Lax (25) was also considered for the numeri-
cal solution of equations (3-38) and (3-39). The disadvantage of Lax's 
method was that the blurring method used resulted in constant blurring 
coefficients. This is opposed to Rusanov's more general method which 
allows the blurring coefficients to be explicitly dependent upon space 
and time and implicitly dependent upon the properties at a point. Lax's 
constant blurring coefficient has a tendency to blur all gradients 
equally irrespective of the magnitude of the gradient. This is depicted 
in the numerical results as an extensive diffusion of the original 
strong gradients. · It was found in the early stages of this investigation 
that for a particular problem (See Figures 8 and 9) an initial shock 
wave thickness of two mesh widths WO\l.ld diffuse to a.bout fourteen mesh 
widths using Lax's method, whereas it would diffuse to only about five 
mesh widths using Rusanov's method. It is for these reasons that 
Rusanov's method was chosen over the.more popular method developed by 
· Lax. 
35 
The general first order, non-linear, partial differential equation 
for which a solution is desired is 
of oFX 
at + ox + 
oFY = 
oy 0 ' (4-1) 
where the expressions for f, Fx, and FY are given in equation (3-39). 
However, as mentioned previously, problems involving discontinuities 
in the flow variables cannot be solved by difference techniques without 
the addition of certain blurring termso Therefore equation (4-1) is 
not the equation from which a solution will be sought. The addition 
of the blurring terms to equation (4-1) results in the expression (4), 
(24), 
af 
at + + = 
a [ of] ox A(x,y,t)ox + a [ of] ay B ( x , y, t ) ay · . , (4-2) 
where A(x,y,t) and B(x,y,t) are the so-called artificial viscosity terms 
whose functional values are obtained from stability analysis. 
The only criteria which must be observed in the selection of the 
blurring terms are those given by von Neumann (23) in his original 
paper. 
1. The blurring terms must be such that the equations representing 
the physical conservation laws must possess solutions without 
discontinuities. 
2. The thickness of shock layers must be everywhere of the same order 
as the interval lengths 6x and 6Y used in the numerical calculations. 
3. The effect of the blurring terms must be negligible outside the 
. shock layers. 
4. The Rankine-Hugoniot equations must hold across shock layers. 
The differencing sch~me to be ~pplied to equation (4-2) will use 
forward differences for time derivatives, and centered differences for 
space derivatives and turbulence derivative terms. Utilizing a scheme 
such as this allows the computations to proceed forward in time. 
Thus the value of f at one instant is evaluated explicitly from 
the values off, Fx and FY at the preceeding time. 
The finite difference net to be used is shown in Figure 4. The 
increments in the independent variables(!::;¥.., 6y, 6t) are denoted in 
the differencing scheme as (h1 , hs, ~). The angle Xis the angle 
between h1 and h where 
h = [h2 + h2 ]! · . 1 ; ( 4-3) 
At some point in the difference net, a quantity q with co-ordinates 
(mh1 , £h2 , nT) will be denoted by q: £. For purposes of.discussion 
' 
n will be referred to either as the nth time layer or as the nth time 
plane. 
Before writing the finite difference approximation of equation 
(4-2) it should be noted that the form of the difference equation will 
vary depending upon the placement of the net point in the flow field. 
Thus, the difference equation for points lying entirely, within the 












Figure 4. Finite. Difference Net Notation. 
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equations describing points lying either on walls or on planes of 
symmetry; i.e., boundary points. The reason for this difference in 
representation is that the boundary conditions (3-40) must be 
satisfied whenever the mesh points lie on boundaries. Thus, the 
required number of finite difference approximations to equation 
(4-2) depends upon the flow field configuration of each particular 
problem. 
Difference Equations for Field Points 
Utilizing the differencing techniques and the difference net 
definitions previously discussed, the difference approximations of 




.... m, .t m, .t 
at 'T' 









-> _!2 [A ( f . - f ) - A i ( f - f ) J h1 m+i,.t m+l,.t. m,.t m-2 ,.t m,.t m-1,.t , 
and 
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The difference approximations for the individual derivatives (4-4) can 
now be used to write the complete·finite difference approximation to 




+ ~ L Ant1-i,.t (fntf-1,.t - fm,.t) 
Equation (4-5) may be simplified somewhat by letting 
An h2 n = !!.l... m,.R, 2,. °m,..e 
and 
Bn h2 n • !!a r,m, ..e m,..e 2,. 




then in ~n~logy witµ equation (4-3) a new parameter K can be defined 
such that 
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K = (4-8) 
and 
K1 = K sin X , K2 . • K cos X • 
Upon substituting equations (4-6) and (4-7) into equation (4-5), one 
obtains 
fn+l .. 
m,.R, - !a_ [FY - FY r + 2 m,.t+l m,.t-1 
n 
- Cl! l.. .(f - f )] + 
-m-1a,.t . m,.R, m-1,.t,. 
n 
13m,.t-i ·(fm,.t - fm,.t-1>] • (4-10) 
In order ta simplify the notation in equation (4-10), the terms which 
have come about as a result of the blurring technique will be represented 
as 
n 
~:+i,.t. • q~i,.t (fm+l,.R, - fm,.R,) 
x n ( f f )n 
~m-i,.t = O!m-i,.t m,.R, - m-1,.R, ' 
( 4-11) 








f n - !h. [ Fx - Fx J 
m,.t 2 m+l,.t m-1,.t 
!Sa_ [ FY - FY . r. + 
- 2 m,:t+l m,.t-1 · . 
n 1[ x x y y J 
+ 2 ipm+i,.t - ipm-i,.t + ipm,.t+i - ipm,.t-i • ( 4-12) 
Rusanov (24) sought expressions for an and ~n from.linear stability 
m,.t m,.t 
analysis and found them.to be 
n 
a • m,.t 
n 
~m .t • , 
wK (w + c)n n sin2 X 
m, XI 
wK (w + c)n n cos2 X., 
. m,XI 
where w is a damping parameter which is also obtained from stability 
considerations and 
w ... ( 4-14) 
The stability criteria which equation (4-12) must satisfy at all points 
:S: wK (w + c)n n S 1 • 
m, XI 
( 4-15) 
The quantity K _(w + c):,.t which occurs in equation (4-15) is the Courant 
number at the particular point under consideration, and is written as 
-11 
a • 
m, .t K (w + ct n o m,x, (4-16) 
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Equation (4-16) in conjunction with the maximum allowable value of the 
-n Courant number, 0 0 , determines the time increment between any two 
successive time steps according to the relation 
K = (w + c) max (4-17) 
The damping factor w must be chosen such that the inequality 
(4-18) 
is satisfied. 
Because the hydrodynamic equations describing the jet mixing 
process are significantly different from the inviscid equations used 
by Rusanov, an analysis was made to find the stability requirements 
for equation (3-39). Thus, the mechanics of the derivation of (4-15) 
are omitted here, but may be seen in the following chapter as a 
special case of the stability analysis of equation (4-2). 
Difference Equations for Boundary Points 
As was noted earlier, the finite difference equations for field 
points are not the same as the difference equations for points lying 
on walls or on planes of symmetry. Therefore, in order to be able to 
calculate boundary points, the difference equation (4-12) must be 
altered such that the boundary conditions (3-40) are at least approxi-
mately satisfied. There are actually three ways by which one can take 
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into account the presence of a boundary when a finite difference method 
is being employed. 
The first method consists of forcefully imposing the boundary 
conditions which ideally must exist at the boundary in question 
( equations (3-40) ). Thus, if a point on a wall par1:1,llel to the x .. axis 
is under consideration ( see Figure 5), then one posaible set. of boundary 
conditions which could be applied are 
v .= a2u a? = !# = 
or in finite difference form the first derivatives are 
Pm,..e+l - Pm,£ = 
h2 
Pm, £+ 1 - Pm, £ . = 
h2 
u - u 
m,..e+l m2 £ = 
h2 





Pm,£ = Pm,£+1 
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Figure 5~ Net Point on a Wall · 
: Parallel to x-Axis. · 
Similar expressions would result if one considered a point lying on a 
wall parallel to the y-axis, or a point on an axis of synmetry, There 
is a . pronounced disadvantage .to this method of treating a boundary 
point. Whenever one is considering, for instance, an oblique shock 
wave impinging on a wall, or perhaps a general problem in shock 
dynamics, the gradients in equation (4-19) are not necessarily zero. 
Thus, the strict usage of equations (4-19) and (4-21), without due 
regard for the physical problem under consideration, could feasib:ly 
lead to erroneous results. 
A second method of treating boundary points is to apply either 
forward or backward differences to the appropriate space derivatives 
in equation ( 4-2). The choice of the particular kind of difference 
approximation employed, forward or backward, would depend upon the 
placement of the boundarywith respect to the coordinate axes.· For a 
. . oFY 
boundary such as that shown.in Figure 5, the space derivative oy 
would be approximated by the expression 
h,2 • 
It is interesting to note that for the inviscid equations employed by 
Rusanov (24), Tyler (4), and. Jackomis (2), the value of FY• on a m,1, 
.horizontal boundary is always zero, except in they-momentum equation 
which is not calculated. 
The advantage of the forward, or backward, difference method for 
establishing boundary difference approximations is that the derivatives 
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in equation (4-19) are not necessarily forced to a zero value. The 
reason for this may be seen by considering a simple example. For a 









o. ( 4-23) 
u v .92.1 
WW dY W ' 
(4-24) 
and the forward difference approximation of the derivative is 
aFY I __, 
oy w 
(puv)m,.R,+l - (puv)w 
h2' 
but since vlw = 0 
oFY I __, 
clY w 
' 
Therefore, because of the boundary condition vlw 
( 4-25) 
( 4-26) 
= O it has not been 
necessary to evaluate the derivatives which appear in equation (4-24), 
thus allowing them to assume whatever value is necessary in the compu~ 
tations. The forward difference method of obtaining boundary difference 
equations is not entirely suitable for the case of equations (3-39). 
The reason for this is that the condition of no flow normal to a wall 
is not sufficient to completely relax the requirements of the wall 
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derivatives as was the case in the example. Hence, the need becomes 
obvious for a third and more general method of handling the boundary 
difference equations. 
The third method is based upon a reflection technique which 
recently has been discussed by Burstein (26). By this technique points 
. which are adjacent to plane walls are assUil).ed to be imaged by virtual 
points which actually lie within the wall. Thus, for a wall such as 
that shown in Figure 6, the variables at the field point (m,..e+l) would 
be related to the variables at the virtual point (m,.t-1) by the 
expressions 
u .. u 
m, .t+l m, .t-1 , 
(4-27) 
v • .;v 
m,.t+l m,.t-1, 
p = m, . .t+l 
The advantage of such a representation is that it allows boundary 
. points to be treated by centered differences in much the same way as 
field points. Thus, for a wall parallel to the x-axis the difference 
approximation is (see equation (4-12)) 
fn+l "" 
m, .t 
- & [ Fx Fx Jn 
2 .m+l,.t - m-1,.t 
. n 
- !5z. [ FY - FY . J + 2 m,.t+l m,.t-1 · 
0 (m, t+l) 
e (m,.t-1) 
(Imaginary Image Poi~t) 
Figure 6. Image Point Principle 
for Wall Point. 
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y y . 
where the Fm,t+l and Fm,t-i terms are handled according to equation 
(4-27). The blurring terms which ac;:t in a direction normal to the wall. 
have been omitted from equation ( 4-28) by utilizing the boundary 
conditions (3-40). This has been done so as to reduce the amount of 
artificial dissipation normal to the wall. For the analogous situation 




with the difference approximation being 
fn+l = 
m,t 
fn m,.t .. 
n 
_ ~ [ FY . _ FY J + 
2 m,.tH m,t-1 
n 
1 [ y . y . J 
+ 2 tm,t+i - tm,t-i 
In view of the requirements of the present study, the obvioqs 
advantage of the image point method for treating boundary point$ is 
that it completely deletes the necessity of dictating a priori the 
values of derivatives at a surface. As was true when the inviscid 
equations were considered in the forward difference method, the image 
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point technique allows the derivatives at a surface to assume whatever 
realistic value may be necessary in the computations. Thus by this 
method the boundary conditions are not imposed in such amanner that 
they negate the possibility of certain phenomenon occurring in the 
vicinity of a wall. This shoµld not be taken to mean, however, that 
the conditions imposed on the surface derivatives are completely 
relaxed; the very nature of the image point technique requires that 
conditions (3-40) be at least approximately satisfied. 
Unfortunately, the image point method is not devoid of limitations. 
For the case of two boundaries intersecting as shown in Figure 7 the 
reflection technique requires that the point interior to the walls be 
the virtual point (m1 -1,..e,1 ) as well as the virtual point (me,..e.2 -1). 
Thus the interior point must be the image of both the point (m1+1,..e.1 ) 
and the point (1112,~+l). This obviously implies that either the 
conditions at (m1+1,..e,1 ) and (me,~+1) are the same or that the virtual 
point is double valued. For most problems of interest the first choice 
is not realistic and the second choice is even less desirable since it 
is physically impossible. This problem is manifested in the numerical 
computations as an expansion region with pressures which are uprealis-
tically, low. This is due to the fact that a p.article at the corner of 
the two boundaries is required to change flow direction.in a radial 
length of zero. In order for this to occur the particle must be subject~~ 
to an infinite acceleration, thus requiring the pressure at the point 
directly below the corner to approach zero. 
The problem can be alleviated if, at. locations where image points 




Figure 7. Double Valued Image Point. 
enforced. In so doing a fluid particle is not required to change 
directions instantaneously and the phenomenon of flow separation is 
allowed to transpire in much the same·. way as in nature. 
A simple pro~lem which considered a moving shock wave passing .over 
a two-dimensional step was computed using the inviscid equations of 
Rusanov. These are the equations which would be obtained if all the 
turbulence terms were to Qe dropped from equation (3-39). The purpose 
of the problem was to check the comput~r program which was to be used 
later. for jet mixing analysis .. · Samples of the res1,1lts are sµ.o'wn in 
Figures 8 and 9. ·The wave started from its initial position with a 
Mach number of l.89. The unifot"m_pressure in front of the wave had 
an initial value- of unity and that behind the wave had an initial value 
of four. The first figure shows lines of constant pressure at fifty 
, time planes and the second figure shows the same. lines at one hundred 
time planes. The approximate shock position at each time is denoted 
by the dashed line. The agreement between this problem and a similar 

























1 .. 25 
Figure 9. ·ConstaI).t Pressure Lines at Time Plane 100 for two 
Dimensional Example Pro'blel'(l. 
CHAPTER V 
STABILITY ANALYSIS OF THE FINITE DIFFERENCE EQUATIONS 
Equation (3-39) is a.system of second order non-linear partial 
differential equations which are to be approximated by a finite differ-
ence technique. As with any finite difference method, it is necessary 
to determine the conditions which must be met in order to assure that 
a perturbation will not increase without bound with increasing time, 
Richtmyer (27) has stated that even for a first. order non-linear 
system, there exists no rigorous analysis whereby these stability 
criteria can be determined. Therefore one is restricted to the use of 
linear theories for the determination of the stability requirements of 
non ... lin,ear systems. The usual method for obtaining these requireinents 
is to perturb the dependent variables in the difference equation; and 
then to replace the perturbed quantities with a Fourier series represen-
tation (23). The necessary conditions for the convergence of the series 
are then assumed to represent the stability criteria of the difference 
equations. This technique, which has been called the von Neumann 
method, will be used to determine the stability requirements for the 
difference equation (4-12). In addition to the assumption that a linear 
analysis will provide the stability requirements for the non-linear 
system (3-39), a second assumption m~de is that the stability criteria 
will be the same no matter which three equations of expression (3-39). 
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are perturbed. In this analysis the continuity and two momentum 
equations are perturbed. It is therefore assumed that the resulting 
stability condition is identical to that which would have been 
obtained if the energy equation and two others had been perturbed. 
The perturbation analysis is accomplished by first allowing the 
dependent variables p, u, v, and p to change slightly. The effect of 
the variation on eql,lation (4-12) is then investiga~ed. Rather than 
determine the effect of perturbing each of the four dependent variables, 
however, a general perturbation variable cp will be introduced. There-
fore a change in n+l will cause a resultant change in fn+l of 
cpm,t m,t 
= 
df O n+l = 
dcp cpm,t 
df n 
dcp &cpm, t 
(5-1) 
where the subscripts have been omitted from the terms whose functional 
values are independent of position. For example, 
= = = (5-2) 
where d and e are integers with arbitrary values. 
The next step in the stability analysis is to express the pertur-
bation term &cp as a product of its initial value and its wave components. 
In equation form this may be written as 
n 
ocpm, J, = ' 
where ocp: 0 is the initial perturbation value, *1 and *2 are real 
' 
numbers to be determined ands is the term whose value dictates 
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(5-3) 
whether or not stability may be realized under the influence of ocp: 0 • 
' 
For the purposes of this investigation, equation (4-12) is said 
to be stable if, for all values of m, J,, and n, there exists some 
number M such that 
n ocp n < M. m,x, (5-4) 
This merely means that if the system under consideration.is subjected 
to a perturbation, then at all points in space and time the perturbation 
must be bounded. In order for this condition to be realized the series 
sn in equation (5-3) must be convergent, thus requiring that 
I s I s 1. (5-5) 
In the strict sense, inequality (5-5) is not convergent if the 
equality is realized. However, for stability purposes the principle 
objective is to insure that a perturbation does not increase without 
bound. Therefore if 
expression (5-4) is satisfied and stabi.lity is theoretically assured .•. 
Thus, for the purposes of stability analysis, the strict definition.of 
convergence can be relaxed such that (5-5) is a necessary condition 
f h f h . ~n or t e convergence o t e series~. 
In order to obtain the conditions which will satisfy expression 
(5-5), it is necessary to substitute equation (5-3) into equation 
(5-1) and solve for I;. The substitution is straightforward and the 
resulting expression is 
( s-1) df + iKi sin 
dFx 
iK2 sin *2 
dFY 
+ dcp h dcp + dcp 
+ 2 ( CY sin2 h + i3 sin2 f" ) df 0 (5-6) = 2 dcp 
Equation (5-6) is the expression from which the values of s which 
satisfy inequality (5-5) will be obtained. The expressions for f, FX, 
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puv - b -ox ' 
(5-7) 
where C = 
u a 
202 px = Rpx • 
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The independent variable in equation (5-6) is cp• The differential 
of c.p may therefore be expressed as 
dc.p ~ oc.p • (5-8) 
In view of equation (5-8) one can write equation (5-6) in differential 
form as 
+ 2 ( a sin2 ~+ ~ sin2 ~) df "' O. 
If the substitutions 
' ou = ox °ux , 
' ov ... oy °vy 
(5-9) 
(5-10) 
are made, the differentials in equation (5-9) may be expressed as 
dp pdu + udp 
df = pdu + udp dFx = dp + u2 dp + 2 pudu - an ux 
pdv + vdp 
' 
pvdu + pudv + uvdp - d°-vx ' 
and 
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pdv + vdp 
pvdu + pudv + uvdp - d°uy (5 .. 11) 
dp + v2dp + 2pvdv - d°vy . , 
where 
= OU oU c OU) Rp dX dx. + Rx dX dp + Rpxd dX 
~x = oV oV COV) R p dX dx + Rx dX d p + R pxd dX 
(5-12) 
dOuy • Rp ~; dx + Rx : dp + Rpxd ( ~; ) 
oV c)V , cav"-
d°v,y = Rp oY dx + Rx oY dp + Rpxd oy ) 
In writing equations (5-12) the assumption has been made that ua and 
a are constant. For most turbulent mixing problems this assumption is 
justifiable on the grounds that pressure changes in the adjacent stream 
are small. For the case of the mixing region-shock interaction phenOI11-
enon, however, the changes in the adjacent stream velocity will depend, 
to a large extent, upon the shock wave pressure ratio. Therefore for 
those cases which consider large shock wave pressure ratios the assump-
tion of constant u is violated. The violation of this assumption is a 
manifested in the same manner as is the violation of the linearity 
assumption; namely, in an overestimation of the stability criteria for 
the difference equations. 
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Equation (5-9) represents a system of three simultaneous equations 
where the expressions for the differentials are obtained from equations 
(5-11). If the first of equations (5-11) is substituted into (5-9) and 
simplified, the result is 
'9 du - z dv -1. 1p -.-dp ( 5-13) dp = iEl2p 
where 
91 .. Ki sin h 
92 == K2 sin o/2 
and 
Similarly if the second equation in (5-11) is substituted into (5-9), 
the result is 
d°ux dO ~ 
du i9, dp + i92 dp - i9 1 c2 (5-14) dp = Zp 
where c2 = §.p_ . dp l.S the local sonic velocity squared9 When the last 
equation in (5-11) is substituted into (5-9), use is made of equations 
(5-14) and (5-13) to yield, after minor simplifications 
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- e~ doux - e2 ~'\y • 
dp 2 dp • {5-15) 












are made. Then if equation (5-15) is solved for z, the result is 
z (5-16) 
Now, if the expressions for z, 91 , and 92 are substituted into (5-16), 
the resulting expression can be solved for s to yield 
s • 1 - 2 ( ot sin2 ~ + ~ sin2 ~ ) - i ( K1 u sin h + K2v sin ljr,2 ) + 
(5-17) 
Equation (5-17) is the functional relation for s from which stab:i..lity 
criteria will be established according to expression (5-5). ·unfortu~ 
nately, no simple solution of (5-5) can be obtained because of the 
complexity of (5-17). Therefore, the procedure to be followed will be 
to evaluates as the angles 1jt1 and v2 assume large and small values. 
First, for values. of hand v2 which·are large, 
(5-18) 
equation. (5-17) will reduce to 
s = 1 - 2 (a+ 13) • · (5-19) 
Then, applying inequality (5-5) to equation (5-19) results in 
I 1 - 2 (a+ 13) :s: 1 ' 
from which one can obtain 
o s: a+l3 s: 1. (5-20) 
For values of h and v2 which are very small 
h """' sin 1jt 1 
and (5 .. 21) 
These approximations for the small angles allow equation (5-17) to be 
expressed as 
s = s 
1 
1 - 2 (av'I + 13~) 
(5-22) 
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From equation (5-22) it can be seen that there are two cases which must 
be considered when evaluating lssl· The first case is the condition 
where 
• 1 - ! (avI + ~~) + T 
and (5-23) 
= 






From ord'er':o-f magiritud,e,, ·afguments::which will'- be" p;resent.ed la:ter, it has 
been found that. the conditions which correspqnd to equations (5-23) ijre 
not likely to occur. Therefore, considering equations (5-24), o~e cap 
find the expression for the modulus of f;s to be 
., 
I f;s I = { 1 - a,jry - ~'V~ + [K1.1.1h + K2V1V2 { c2 (KIVI + K~ljr~) 
- K1K2h V~e - Ky1jryA3 - K~1jr~4 }!]2 }t , (5-25) 
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Inequality (5-5) can be expressed as 
(5-26) 
which provides help in reducing (5-25) to a useful form. If the opera-
tionsindicated in (5-26) are performed on equation (5-25) the res\,llt is 
aw1 + ~.~ ~ {K1UW1 + K2VW2 + [c2(KIWI + K~w~) -
- K1K2hW~s - K1ffAs - K~w2~4]'t }2 • 
If the substitutions 
cos e = sin e .. 
are made, inequality (5-27) can be simplified to 
(5-27) 
(5-28) 
~ {u cos 9 + v sin 9 + [c2 - As cos 9 sin. 9 -
The next step in the analysis is to show, with order of magnitude 
arguments, that 
c2 > As cos 9 sin 9 + A3 cos2 9 + A4 sin2 9. 
If such is the case then the inequality 
a cos2 9 + Ky 
@ sin2 9 
k~ 





insur!=ls t.hi!rt inequj'llity' (5-29) will 1:>e s~tisfied. ,~This amounts to 
v 
eliminating the turbulence effects from the stability criteria. Only 
one of .the coefficJents, •A4 , w,ill b.e used because the order of magnitude 
~rguments wiH, apply equally to A.s an,,d,A.6 0 ,_ Therefore, from equation 




The greatest possible values of the terms in equation (5-32) occur when 
one-dimensional flow through a stationary normal shock wave is considered. 
Therefore if x and y are replaced with a general space variables, and 
if the thermodynamic and kinematic properties are non-dimensionalized 
according to the method discussed in Appendix F, then equation (5-32) 
can be written as 
d'\y = 
dp (5-33) 
The orders of magnitude for the various terms in equation (5-:,3) are, 
for problems of interest in this study; 
u = O[ 10°] a 
0 = o[ 101 ] => a2- = O[ llf] 
( 5-54) 
p = 0[10°] 
au as = 0[10°] as qJ 
s = o[ 101 ] 
.m: = O[ 10°] as (5-34) 
'QU) i!.as · 
= 0[10°] dp 
Therefore the order of A4 is 
O[A4 ] = gf~g;~ [o[l0°]0[10°] + 0[101 ]0[10°] + 0[10°]0[101 ]0(10°]] 
(5-35) 
The order of magnitude of the non-dimensional accoustic velocity is 
c = O[ ;-y] , 
or 
c2 = o[ y] = o[ 10° ] • (5-36) 
Upon comparing expressions (5-35) and (5-36) it can be seen that 
Therefore since inequality (5-31) is satisfied, inequality (5-29) will 
also be satisfied. Inequality (5-31) is identical to the inequality 
obtained by Rusanov (24) from the inviscid hydrodynamic equations. 
Expression (5-31) must .be true for all values of the expression 
on the right side of the inequality. Therefore, in order to insure 
that the inequality is always satisfied, it is sufficient to dictate 
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that 
Ol cos2 e + 
K~ 
~ sin2 9 
K~ 
[ (u cos e + v sine+ c)2 ] . 
max. (5-37} 
It is a simple matter to show that the terms on the right side of (5-37) 
attain a maximum whenever 
e = tan -i v 
u ' 
from which one can obtain 
cos e = u w ' 
sine = v w 
(5-38) 
If equations (5-39) are substituted into the right side of (.5 ... 37), and 
equations (4-9) for K1 and K2 are substituted into the left side, the 
result is 
Ol cos2 0 
sin2 X + 
13 sin2 e 
cos2 X ~ K
2 [w + c] 2 = 
-where a = K(w + c) is the Courant number. 
(5-40) 
Inequalities (5-40) and (5-20) furnish values of Oland 13 which 
will insure the stability of the system of equations (4-2) under the 
limits of the assumptions in the analysis. Inequality (5-20) can be 
written as an equality 
0t+ l3 = UJO (5-41) 
so long as 
(5-42) 
If equation (5-41) is solved for 13, and that result substituted into 
(5-40), the resulting expression is 
Ot cos2 0 cos2 X + uxJ'. sin2 0 sin2 X - Ot sin2 0 sin2 X -
sin2 x cos2 x ~ a2-. ( 5-43) 
Any expression for Ot and~ may be chosen as long as inequality (5-~2) 
is satisfied. Therefore if the expression 
Ot = UXJ sin2 X (5-44) 
is chosen, expression (5-:43) will be s:i,mplified to 
sin2 X (5-45) 
In view of expressions (5-44) and (5-45) inequality (5-'42) can now be 
written as 
or 
K2 (w + c)2 S: wK(w + c) s: 1 • (5-46) 
From equation (5-41) the~ term which corresponds to equation (5-44) is 
~ = w0 cos2 X • 
Inequalities (5-4'0) and (5-20) have thus been combined into the one 
equality (5-·46), wherein the definitions of 0t and~, equations (5-44) 
and ( 5 - 4 7) , have been us ed. 
Expression (5 ... 46) therefore represents the stability criteria for 
the difference equations ( 4-12). The damping parameter, w, is an 
arbitrary quantity which must satisfy the inequality 
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a s; w s; a . 
1 
(5~48) 
For computational purposes, the maximum allowable Courant number, 0 0 , 
is introduced, where 
K (w + c) • max .. 
If the inequalities 
and 
s U) 1 
are satisfied, then the conditions (5-46) and (5-48) will be satisfied 
and the time step K can be evaluated from 
K = a __ _.. __ 
(w + c) • max, 
Several assumptions have been utilized in the development of (5'"46) and 
(5-48). As noted previously the most significant of these is that linei;ir 
perturbation theory provides the stability requirements for the non-: 
linear system (3-39). For the inviscid equations, the effect of this 
assumption is to overestimate the allowable upper value arid _to urider-
e,stimate the !dlowable lower \ralue of· inequality (5-48) •. How~ver ,· :when 
th.e tu'r.bulence terms are considered, the allowable lower value of.-(5-48} 
is overestimated. ·· Therefore, as might'obe expected, th·e turbulence _effects 
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have a tendency to aid the blurring terms and thus :to relax the stability 
criteria. This result has been indicated from the results of numerical 
experimentation and will be discussed further in Chapter VI. 
CHAPTER VI 
ESTABLISHMENT OF A MIXING REGION BY THE NUMERICAL SOLUTION 
OF THE GOVERNING EQUATIONS 
The governing equations for this study have been derived in 
Chapter III. The finite difference technique and the stability criteria 
for the difference equations have been discussed in Chapters IV and V 
.respectively. Equations (3-38) and (3-39) describe both the two-dimen-
sional, time dependent turbulent mixing process and the two-dimensional, 
time dependent, mixing region-shock interaction phenomenon. Even though 
the interaction problem is of paramount interest here, its solution 
cannot be attempted until a steady, two-dimensional turbulent mixing 
region has been.established from the numerical solution of the governing 
equations. This chapter is concerned with the establishn)ent of such a 
steady state mixing region. Chapter VII will be concerned with the 
passage of a shock wave across the established mixing region. 
For the problems which have been considered in this investigation, 
the use of a digital computer was necessary in order to accomplish the 
computations required in the numerical method. Appendix E shows the 
computer logic diagram from which the computer program was written. The 
logic diagram was drawn for a data processing system.with an overall 
memory size of not less than 32,000·words. For such a.system, a finite 




Before the results of the computations for a typical mixing 
problem are presente4, the results obtained from a series of numerical 
experiments will be discussed. These computations were conducted.in 
order .to obtain information concerning the numerical method which has 
been presented in the previous chapters. Specifically, the following 
items needed to be considered: 
1. the finite difference mesh size; 
2. an economical representation of the initial conditions; 
3. the effect of reducing the damping term, w, below the values 
indicated in the stability criteria (5-48); 
4. the effect of the blurring terms upon the flow properties, and 
particularly upon the mixing region velocity profiles. 
In order to obtain this information a simple problem was postulated. 
T~en, a sufficient number of cases was computed to allow determination 
of the items above. 
The basic configuration which was used is shown in Figure 10. The 
flow of a Mach 2.0 stream over a plane wall was considered. As indicated 
in the figure, the flow field is divided into three regions. The non-
dimensional properties in region 1 were maintained at the values shown. 
The method for non-dimeosionalizing the properties is discussed in 
Appendix F. Twenty points were taken in both the positive and negative 
y-directions, and thirty-five points were taken in the x-direction. In 
each case the computations were started at time zero and, depending upon 
the objectives of the particular problem, continued to either fifty or 
20-
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one-hundred time planes. The significant results obtained from these 
initial numerical experiments will now be presented. 
Finite Difference Mesh Size 
For an accurate description of most turbulent mixing processes, a 
large density of mesh points in they-direction is desirable. Though 
the density of points in the x-direction need not be as large as that 
in they-direction, the total length of mixing region in the x-direction 
should be quite large compared to they mesh width. Thus it appears that 
a square finite difference mesh requires an unrealistically large number 
of mesh points. This conclusion was, substantiated by the numerical 
experimentation. Further, it was found that for a rectangular mesh 
. . hh spacing wit h = 
. 2 
5 (See Figure 4), the solution of the difference 
equations would describe the physical phenomenon very nicely. 
Representation.of Initial Conditions 
From the results of two different cases which were considered, it 
appears that, within the bounds of reason, the initial description of 
the flow field has little effect upon the computer time required for a 
mixing region to develop. Figure 11 shows the two cases which were 
considered. In the first case, Figure lla, properties in regions 1 and 
. 2 were initially equal; but regions 2 and 3 were significantly different, 
being separated by a slip region as shown. In the second case, Figure 
llb, a mixing region was used for the initial description of the field. 
M ::! 2.0 . ,. 
x 
M.2 = 2.0, P2 • 1.0, P2 • 1.0, 
U,2 = 2.3664, V2 = 0. 0 
,-- Slip Region · 
Ms= 0.0, P3 = 1.0, Ps • .5556, 
U3 = 0.0, V3 = 0.0 
@ 
( a) Initial Slip Line at y = O 
@'C!· 
. a 





Figure 11. Two Methods for Describing Initial Conditions. 
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After the calculation of fifty time planes (n = 50), the difference 
in the results for the two different initial representations was negli-
gible. Therefore, since it is extremely time consuming to repres·ent a 
fully developed mixing region, it appears that the slip line is the most 
economical method to initiate the computations. 
Effect of Reducing Damping Term Below Values Allowed by Stability Criteria 
As was discussed in Chapter v, because of the turbulence terms it 
seems reasonable to hypothesize that the damping parameter, w, can be 
reduced below the values indicated by the inequality 
( 6-1) 
This hypothesis was verified by a parametric study. For all the compu~ 
tations in this study, only the value of w was varied from case to case. 
The value of the maximum allowable Courant number was taken to be 0.5, 
for which the allowable values of w would be, according to (6-1), 
0.5 :s: w :s:. 2.0 • (6-2) 
The results of the computations are shown in Table I. 
TABLE I 
RESULTS OF VARYING DAMPING PARAMETER 








From the results presented in the table it appears that the effect of 
the turbulence terms is to reduce the allowable value of w which may 
be used. For values of w of O.O and 2.0, the computations indicated 
an unstable condition near y = 0 and x • 30. These results should 
only be considered as qualitative, however; because if other va~ues of 
Mach number or 0 0 had been considered, it seems reasonable to assume 
that the results could have been different. 
Effect of Blurring Terms on Velocity Profiles 
In order to have confidence in the results obtained from the 
numerical method, it is necessary to have a knowledge of the influences 
that the blurring terms have on the velocity profiles. The parametric 
study discussed in the preceeding section has provided information 
concerning these influences. Figure 12 shows the velocity profiles 
obtained at time plane 50 for three values of the damping term w. AlsQ 
shown in the figure are the experimentally verified error function 
profiles (equation 3-27) at the three x locations. The error function 
profiles are determined under the assumption of steady state conditions. 
Even though, at time plane 50, a steady state does not exist, the error 
function profiles show the solutions which should be approached asympto-
tically with time. Thus, at time plane 50, a profile which has larger 
gradients than the error function profile is desired. 
One important observation to be made from Figure 12 is that the 
reduction of the value of w alters the velocity profiles significantly. 
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than do those for the larger values of w. This is not unexpected, since 
the objective of the artificial terms is to blur gradients; and w 
reflects directly the magnitude of the blurring terms. A second obser-
vation to be made from Figure 12 is that, for the lowest value of x, all 
the velocity profiles have been blurred to the extent that they are 
beyond that which should be attained as t ~ oo, Similarly, at x == 16 
values of w of 1.5 and 0.5 have caused too much blurring, whereas at 
x = 30 only the profile which corresponds to w . "" 1. 5 has been blurred 
excessively. From these observations the following conclusions can be 
drawn: The effect of the blurring terms is to attenuate gradients, the 
amount of attentuation being a strong function of the magnitude of w, 
The blurring of velocity gradients in the vicinity of a backstep (x • 2) 
is extensive, and thus raises a question as to the validity of the solu-
tion in these regions. Therefore the blurring terms cause an attenuation 
in gradients in addition to that caused by the turbulence effects. How-
ever, if the magnitude of w can be maintained at a sufficiently low value, 
then for x sufficiently large, the turbulence effects will outweigh the 
effects due to the blurring terms. 
For the turbulent mixing problem which_will.be discussed presently, 
it was found that the excessive blurring at small values of x could be 
reduced somehwat by applying additional constraints in the vicinity of 
the wall. One such constraint consists of dictating that the velocities 
in the neighborhood of the separation.point be zero. Specificially, the 
velocities at the points (0,-1) and (1,-1) (See Figure 10) are required 
to maintain a zero value. The presence of this condition allows flow 
81 
separation to transpire in much the same manner as in nature. A second 
constraint, which retards the rate of artificial blurring, consists of 
assigning triple values to all variables along they.= O axis. For 
net points on they • 1 line, the upper values of the variables at 
y = Oare used in the computations; while for points on they = -1 
line, the lawer values of the variables at y. = Oare used. For 
points which lie on they • O axis, the mid-values of the variables 
are used. It was found that after computing approximately 50 time 
planes the triple values were identical, but the amount of arttficial 
blurring had been reduced slightly. 
Problem Description and Initial Conditions 
For the two-dimensional, turbulent jet mixing problem, a Mach 2 jet 
issuing into a cavity was considered. Figure 13 shows schematically the 
configuration which was considered. The cavity was divided into three 
regions as shown in the figure. The thermodynamic and kinematic proper-
ties in region 1 were held constant for all times; and the properties 
in region.3 were set equal to those in region 1 as an assumed initial 
representation. The conditions in regions 2 and 3 were then allowed to 
vary according to the dictates of the computations. 
Figure 14 shows the finite difference net which was used. A total 
of 1470 points are shown; however, because of symmetry, the number of 
points required far the mixing analysis was 756. Of course all 1470 
points are necessary when a shock wave-~ixing region interaction problem. 
is considered. 
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Table II presents the initial conditions for the turbulent mixing 
problem. 
TABLE II 
INITIAL CONDITIONS FOR TURBULENT MIXING PROBLEM 
Pi == 1.0 P2 = .5556 Ps = 1.0 
Pi .. 1.0 P2 = 1. 0 Ps .. 1.0 
Ui .. 2.3664 U2 = o.o U3 .. 2.3664 
Vi.• "'· o.o V2 = o.o V3 = o.o 
hi = 5.0 'Y ,= 1.4 
h2 • 1.0 O'o = 0.5 
x = 11.3099° U) = 0.25 
The value shown for the initial density in region 2 was obtained by 
assuming that the temperature in region 2 was equal to the stagnation 
temperature in region 1. Then, the equation of state was used to 
. obtain P2 = 0.5556. 
Before the results of the computations for the turbulent mixing 
problem are presented, it will be advantageous to discuss the method 
whereby the non-dimensional computer results can be expressed in terms 
of physical dimensions. 
Method for Dimensionalizing Computer Results 
As noted previously, the method for non-dimensionalizing the 
variables p, p, u, and v is discussed in Appendix F. In order .to 
determine the dimensional value which corresponds to one of these 
four variables, one merely multiplies the non-dimensional quantity by 
its reference value; for instance 
(6-3) 
where the asterisk denotes the dimensional quantity and subscript R 
denotes the reference value. 
The dimensionalization of the independent variable time is somewhat 
more involved than that of the dependent variables p, p, u, and v. The 


















By using the definitions of h1 and h (See Figure 4), equation (6-5) can 
be expressed as 
n 
t • h2 cos X L. ( ;~) • 
!llaX 
(6-6) 
The expression for dimensional time will have the same form as (6-6) 
and can be written as 
t* = * n h ...... CJ 2 cos X ~ {w*+c*) 
max 
The dimensional mesh width h2 * will be defined as 
L 
Q = 
characteristic length in y-direction 
number of mesh spaces over L 
and from Appendix F the dimensional velocities are 
w*+ c* = Pft ]t • (w + c) [ P* 
R 
Equation (6-7) can therefore be expressed as 
t* = 
L r.:-;- n 
"-:t . CJ O 
Q c* cos X r. (w+) 






In correspondence with the notation adopted by Tyler (4), the time 




Thus, equation (6-8) can be written as 
11 = /£cos X Q (6-10) 
All of the problems which will be considered for the remainder of tp.is 
investigation will be for the basic configuration s.hown in Figure 13. 
For these cases the characteristic length L will be taken to be the 
height of the backstep. From Figure 14, it can be seen that the numb~i 
of mesh spaces for this height is 33. Therefore, for 
y = 1.4 
and 
x = 11. 3099° ' 
equation (6-10) can be expressed as 
n 
11 = O. 0351 I: Kn , (6-H) 
which applies only to the problems considered in this study. 
Presentation of Results 
As indicated previously, the reason for considering a simple 
mixing problem was to establish whether or not the numerical method 
would yield an accurate description of the mixing region. Since, for 
the shock interaction study, a reasonably steady state mixing region 
is necessary, one would expect the calculation of a large number of time 
planes to be required. This expectation was realized. It proved 
necessary to calculate 1000 time planes before an approximately steady 
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state condition.was obtained. Even then, it would have been desirable 
to calculate still another 1000 time planes in.order to assure that all 
perturbations had been damped. However, for the purposes of this study, 
1000 time planes was sufficient; because, in the interaction study, the 
perturbations due .to a passing shock wave were much larger than any 
perturbations in the system at time plane 1000. 
The computations were performed with an IBM 7094 data processing 
system. For this system, it was possible to calculate one-hundred time 
planes of the mixing region problem ( approximately <;me-half the finite 
difference net in Figure 14) in fifteen minutes. 
Figure 15 shows the variation of the time parameter, ~, with tim~ 
plane. The variation is linear because for this problem (w + c) max 
always occurs in the constant property high velocity jet, region 1. 
Figure 16 shows the velocity profiles at time plane 800 tor various 
values of;• For purposes of clarity, ~nly selected values ot; have 
been presented. The lines of u 
u 
c 
= 0.5, where u is the local center-.c 
line velocity, have been determined and are indicated in the figure. 
The important observation to be made from Figure 16 is that a reverse 
flow region has been .established in the upper and lower portions of the 
cavity. This condition agrees quite well with what is known to occur 
physically. The significant point to be made is that few mixing theories 
can account for the reverse flow even when only one velocity component 
is considered; however, the present theory has considered both velocity 
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Figure 15. Tl Versus Time Plane for Turbulent Mixing Problem. 
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Figure 17 shows the velocity profiles at time plane lOOO. Once 
again the lines of~ = 0.5 are shown. The profiles at time planes 
c 
Boo and 1000 are practically identical, differing by only a few per 
91 
cent. 
u Figure 18 presents the variation with time of - = 
u 0.5 lines. c 
As one would expect, the lines vary rapidly for early times but seem 
to be approaching some asymptotic value at later times. Figure 19 is 
a crossplot of Figure 18 at two values of~ and verifies that the lines 
w 
of~ = .5 are indeed approaching some limiting value asymptotically. 
u 
c 
Furthermore, between time planes 800 and 1000 ( 'Tl = 3. 93 and 4. 90), 
u x . 
the - = 0.5 lines change only about 1.5 per cent at - = 10 and 
u w 
c 
x 1.0 per cent at - = 22, Thus, Figure 19 indicates that, for engineering w 
purposes, a steady state has been attained. Further verification of this 
conclusion is indicated in Figure 20, which depicts tµe growth of the 
horizontal components of velocity with time. For the lower values of 
~ it appears that the profiles attain their ultimate shape rather quickly. 
w 
x (x Uowever at the larger value of - - = w w 22.5) the profile is still 
changing somewhat, the greatest change occurring at the centerline. 
Though not indicated in Figure 20, the change in centerline velocity 
from time plane Boo to time plane 1000 is about 3 per cent. Therefore 
once again, one can conclude that, for all practical purposes, a steady 
state condition exists after the calculation of 1000 time planes. 
Figure 20 also shows a. comparison between the horizontal velocity 
profiles obtained from the present theory, and those which would be 
predicted for a Gaussian distribution. The Gaussian profile is obtained 
from the expression 
11111,,,,,,, ••••• ,1tl!ll 11111 
1,,,,,,,,,,,,,,, ..•• ,11111 l l 
,,,,,,,,,,,,,,,,., ...• ,,11Ji !l 




lN5 2 U, IU ·11111: z 
O c( 




ll! l!t11, •..• ,,,,,,,,,,,,,,,1, 
1 l\11, ••.. ,,,,,,,,,,,,,,,,,,,:" 
j j l! 11,-..,,,,,,,,,,,,,,....... -
I 11,~.~---·················· 
. . . . . .......... . . . .~ I I ~-................................  
92 













- t···, , , .. , , ' , , ,. , f , , , , ,· .. , , , , , , , 
-r -. . o.o 2.0 . 4.0 6.0 8.0 ·. 10.0 12.0 · 14.0 · 16.0 18.0 20.0 22.0 








y ~=10.0 -w 
1.0 
0.01.....--.&....--"----"-----"----"--~~--........ ~~-----~ o.o · 1.0 2.0 3.0 . . 4.0 5.0 
Figure 19. u x Crossplot of ~ • O. 5 Lines for Two values of w. 
c 
0 
---TIM-E PLANE 200 
------------- TIME PLANE 600 
--TIME PLANE 1000 




















0 1 .2 
VECTOR SCALE 




= exp [ -.693 ( ·t )2 ] , (6-12) 
where y* is the position where~ = 0.5 occurs (28). Equation (6-12) 
c 
has been shown by Olsen and Miller (28) to compare almost perfectly 
with experiment except for the low velocity regions. The reason for 
the f~ilure of the Gaussian profile in the low velocity regions is 
obvious from equation (6-12); it cannot predict reverse flows and can 
only approach zero asymptotically. Therefore the second, and possibly 
most important, observation to be made from Figure 20 is that the 
present theory predicts profiles which agree well with the experimentally 
verified Gaussian profiles. The present theory therefore provides a 
method which is preferable; because it not only accounts for both the 
horizontal and vertical velocity components, but also because it is 
capable of predicting the reverse flow phenomenon for confined jets. 
Figure 21 shows lines of constant pressure which occur in the 
cavity at time plane 1000 (~ = 4.90). The pressure map shows, as 
did the velocity vector plots (Figures 16 and 17), that the jet has not 
attached to the cavity walls. If this condition had occurred, a reattach-
ment shock would have been indicated and the pressure in the separated 
flowregion would have dropped to approximately 0.35 (14). 
From the results which have been presented in this chapter, two 
very important conclusions can be drawn. First, a reduction in the 
magnitude of the blurring terms will permit the numerical solution to 
describe a physically realistic turbulent mixing region. Second, even 
though large computer times are required, the fact that a steady state 
.x. 
w 
TIME PLANE 1000 
Figure 21. Constant Pressure Lines for Turbulent Mixing Problem(~= 4.90). ~ 
mixing region has been described implies that this numerical method 
holds great promise for the solution of complicated turbulent boundary 
layer and jet mixing problems which have heretofore evaded rigorous 
analysis. In fact, there appears to be no reason for suspecting that 
the method cannot be applied to the laminar hydrodynamic equations, 
and thus become applicable to laminar boundary layer and jet mixing 
problems as well. 
CHAPTER VII 
PASSAGE OF A SHOCK WAVE ACROSS THE TURBULENT MIXING REGION 
As indicated in Chapter I the primary objective of this study is 
to provide an analysis which is capable of predicting the interaction 
between a moving shock wave and a turbulent mixing region. Jackomis 
(2) has shown that the artificial viscosity method will produce results 
which agree with available experimental data for the case of a shock 
wave passing over a body at rest. This method has been used in the 
current investigation and is assumed to be adequate for handling the 
shock propagation aspects of the present problem. The major question 
which has needed resolution was whether the presence of blurring terms 
would prohibit the correct description of a steady state mixing region. 
The results which were presented in Chapter VI have enabled this question 
to be answered. There it. was noted that if the magnitude of the blurring 
terms can be restricted to sufficient!~ small values, then the numerical 
solution can describe a mixing region which shows excellent agreement 
with a theory which has been verified. experimentally. 
Thus, the final step. in this analysis is to introduce a moving 
shock wave into the steady state flow field which was presented in 
Chapter VI, and then to trace its progression as it moves across the 
mixing region. Figure 22 shows the configuration and nomenclature for 
the problems to be considered, and Figure 14 shows the finite difference 
99 
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net. A shock tube has been placed in the side of the cavity which was 
considered in Chapter VI. The shock tube will be denoted as region 4 
and the invariant portion of the Mach 2 jet as region 1. Region 2 is 
the entire flow field which, as indicated earlier, was obtained after 
the calculation of 1000 time planes. 
For the shock wave-mixing region interaction study two primary 
cases have been considered. The first case, hereafter referred to as 
the weak shock case, corresponds to the stagnation pressure ratio 
~ = o.615; and the second case, the strong shock case, corresponds 
Poi 
to the stagnation pressure ratio .12..a.A. • 3.53. These two cases were 
Poi 
chosen because it has been indicated (4) (7) that the interaction of 
two fluid streams is strongly dependent upon the ratio of their stag-
nation pressures. 
In addition to the two shock-mixing region interaction cases, two 
other problems were computed. These correspond to the weak and strong 
shock cases, but are without the free jet. The purpose of these compu-
tations was to allow the comparison of shock wave profiles both with 
and without the presence of the mixing region; thus allowing the effects 
of the mixing region on the shock wave to be studied. 
Initial Conditions 
Table III shows the initial conditions for both the weak shock and 
the strong shock cases. For each case the initial shock wave was 
described over two mesh widths by the method suggested by Tyler (4). 
10~ 
TABLE III 












































Table IV shows the initial conditions for the weak shock and strong 
s~ock cases without the mixing region. The values of pressure and 
density in region 2 were obtained by taking. the average of the pressures 
and densities over the entire field of the mixing region computations at 
time plane 1000. 
TABLE IV 
INITIAL· CONDITIONS F.OR SHOCK WAVE PROPAGATING INTO STILL MEDIUM 
Properties Weak Shock Case Strong Shock Case 
Pi 1.00 1.00. 
Pi 1.00 1.00 
U1 o.o o.o 
V1 o.o o.o 
P2 0.725 o. 725 
P2 o.45 o.45 
U2 o.o o.o 
V2 o.o o.o 
p4 2.84 8.54 
P4 1.103 1. 790 
U4 o.o o.o 
V4 1. 709 3.649 
h1 5.0 5.0 
h2 1.0 1.0 
x . 11.3099° 11.3099° 
y 1.4 1.4 
O"o 0.5 0.3 
U) 0,5 1.50 
104 
Presentation of Results 
For this phase of the investigation time plane zero will correspond 
to time plane 1000 of the mixing region computations. Figure 23 shows 
the variation of the time parameter~ with time plane for the weak shock 
condition. The graph is applicable to the cases both with and without 
the jet. Figure 24 shows a similar graph for the strong shock condition. 
The major portion of the results of the computations for this 
chapter, Figures 34 through 56, are presented in graphical form in 
Appendix A. For both shock wave cases, velocity vector plots and 
graphs of constant pressure lines are presented for various stages in 
the progression of a wave across the mixing region. Approximate shock 
wave positions have been indicated by dashed lines on the pressure maps 
and velocity vector plots. These wave positions have been determined 
by taking the midpoint of the steepest pressure gradient in a concen-
trated pressure rise region. 
Figure 25 shows, for the weak shock case, the position of the wave 
at various time planes as it progresses across the cavity. The shock 
wave positions without the jet are indicated by the solid lines. Figure 
26 shows the wave positions for the strong shock case. Two interesting 
observations can be made from these two figures. First, for both the 
weak and the strong shock cases, the wave is definitely retarded when 
it encounters the mixing region; the amount of retardation being greater 
in regions where the wave advances in a direction opposite to that of 
the oncoming jet. Second, for the weak shock case the wave profile is 
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Figure 24. T1 Versus Time Plane for Strong Shock Case--
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is altered only slightly. This fact has been verified by making use of 
the hydraulic analogy. Plate I shows the apparatus which was used. It 
consists of a water table which has been equipped with a converging-
diverging section capable of operating at Froude two conditions. A 
quick-release channel has been placed in the side of the cavity, thus 
allowing the water table geometry to be of the same type (but with a 
wider shock tube) as the geometry shown in Figure 22. Plate II shows 
a wave, which corresponds to the weak shock case, without the jet, 
emerging into the cavity. The wave profile agrees with that which 
has been obtained from the numerical solution (Figure 25). Plate III 
represents the weak shock condition for the case with the jet. The 
first frame shows the established mixing region before the wave has 
begun to emerge from the shock tube. Aluminum powder was used in 
order to enable the mixing region to be seen more clearly. As was 
indicated from the results of the numerical computations (Figure 25), 
the wave is seen to be both retarded and altered in profile as it 
proceeds through the mixing region. Though not readily apparent from 
Plate III, it was observed, during the water table study, that the 
wave actually increased in intensity beforeit proceeded through the 
high velocity portion of the mixing region. This is attributed to the 
fact that as the wave is retarded, the continual addition of mass and 
momentum f rom the shock tube causes the pressure behind the wave to 
increase. Thus, the pressure ratio across the wave is increased beyond 
that which it would otherwise have if the mixing region were not present. 
Therefore, it appears that even if the initial wave is not of sufficient 
magnitude to negotiate the mixing region, the increase in pressure due 
PLATE I 
WATER TABLE ARRANGEMENT FOR THE STUDY OF A SHOCK WAVE 
INTERACTING WITH A JET MIXING REGION 
110 
PLATE II 
WATER WAVE (CORRESPONDING TO WEAK SHOCK CASE) 
EMERGING INTO CAVITY WITHOUT JET 
.111 
PLATE III 
WATER WAVE (CORRESPONDING TO WEJ).K SHOCK CASE) 
EMERGING INTO CAVITY WITH JET 
112 
113 
to the mass addition can provide the necessary impetus to drive the 
wave across. This observation has been substantiated from the numerical 
results and will be pointed out later . 
Plate IV shows the wave emerging into the cavity without the jet 
for the strong shock case. Plate V shows the strong shock case with 
the jet. In comparing Plates IV and V it appears that the wave profile 
is changed only slightly because of the mixing region. The most 
noticeable change occurs in the vicinity of the jet. This substantiates 
the comment made earlier concerning Figure 26. Because of the larger 
wave velocity associated with the strong shock case, the pressure 
increase effect behind the wave was not noted during the water table 
study. However, as will be discussed later, the numerical results 
indic ate a slight increase in the shock strength when the wave encounters 
the mixing region; but not as great an increase as for the weak shock 
case. 
Figures 27 and 28 are crossplots from Figures 25 and 26 and show 
the computed shock positions with time along three rays which emanate 
from the intersection of the shock tube centerline and the cavity wall. 
For both the weak shock and the strong shock cases the shock wave is 
retarded first along ray 2 and later along rays 1 and 3 . ... However, 
ultimately the wave experiences the most retardation along ray 1 with 
ray 2 being retarded less and ray 3 the least of all. As was observed 
in conjunction with Figures 25 and 26, the wave for the weak case 
experiences more retardation on the whole than does the wave for the 
strong shock case. 
PIATE IV 
WATER WAVE (CORRESPONDING TO STRONG SHOCK CASE) 
E:MERGING INTO CAVITY WITHOUT JET 
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PIATE V 
WATER WAVE (CORRESPONDING TO STRONG SHOCK CASE) 
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Figure 27. Computed Shock Positions with Time along Rays Emanating from Shock 
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·In order to obtain more information concerning the shock wave~ 
mixing region interaction the distr;i.bution of pressure along the shock 
tube centerline was graphed for each of the various cases considered. 
Figure 29 shows the pressure distributions with time for the weak 
shock case without the jet. The dashed line denotes the envelop of 
these pressure distributions. Figure 30 shows the distribution for 
the weak shock case with the jet. Figure 31 is a summary graph of 
the pressure envelops for the two cases. As was indicated in the 
discussion of the water table study, there appears tP be a pressure 
increase when the wave encounters the mixing region. The explanation 
which was given for this was that the addition of mass and momentum 
behind the wave, combined with tbe retardation of the wave front, 
produced an increase in pressure behind the wave. .This explanation 
seems to be substantiated very well by the pressure distributions 
shown in Figure 30. The pressure distributions exhibit an inflection 
after the wave has encountered the mixing region. Thus, it appears 
that two shock waves are present after tlle interaction has occurred. 
The first is characterized by a_lower maximum pressure and eyidently 
corresponds t:o the initial wave front. The second raises the pressure 
to still higher values and is due t:o the mass and momentum addition 
from the shock tube. Since the shock wave with the higher back 
pressure will travel at a greater velocity, then it seems reasonable 
to expect the second wave to coalesce with the first. From the 
pressure distributions in Figure 30 this coalescing does in fact seem 
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Figure 31. Envelop of Pressure Distributions along Shock Tube Centerline--Weak Shock Case. 
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Figure 32 shows the pressure distributions for the strong shock 
case with the jet. Figure 33 shows the pressure envelops for the 
strong shock cases both with and without the jet. For these cases 
the shock wave intensity seems to increase somewhat because of the 
mixing region, but not to nearly as large an extent as for the weak 
shock case. Apparently then, the retardation of the wave, for the 
strong shock case, is not sufficient to allow the back pressure to 
build up significantly as a result of the mass and momentum addition 
from the shock tube. 
In obtaining the results which have been presented in this 
chapter, no undue difficulties were experienced as a result of the 
numerical method. It was necessary in order to compute the strong 
shock case, however, to change the values of 0 0 and w from 0.5 and 
0.5 to 0.3 and 1.50 respectively. This was not entirely unexpected. 
The strong shock case represents a more severe non-linearity than 
does the weak shock case and, as implied by von Neumann (23), should 
require a more severe stability criteria. 
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The results have indicated that in passing across a mixing region, 
a shock wave is retarded and its profile is altered. The amount of 
retardation and profile change is a function of the original intensity 
of the wave. In both the weak shock case and the strong shock case, 
the wave intensities were increased when the mixing region was encoun-
tered. As was mentioned, this effect seems to be due to the combined 
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CHAPTER VI II 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusio"Qs 
The primary objective of this investigation has been to devise a 
method wherel;>y the phenomenon associated with the·interaction of a 
moving shockwave with a turbulent mixing region could be studied. 
This objective has been accomplished. In addition a complete matqe• 
matical description of the two-dimensional turbulent mixing process 
has been given. The method of artificial viscosity was adapted to 
the requirements of the study and a turbulent mixing region described 
from the numerical solution. Shock waves of two different strengths 
were passed over the established turbulent mixing region and qualitative 
experimental verification.was obtained. 
Two important observations can be made from the results of the 
numerical computations. First, the pa1;1sing of a shock wave acro1;1s a 
turbulent mixing region occurEi in a .fashion.much as one would expect. 
The wave experiences both a retardation and a change in profile, the 
magnitude of these being dependent upon the strength of the wave. The 
one unexpected phenomenon which was seen to occur was an increase in 
the wave intensity as it encountered the ~igh velocity portion of the 
mixing region. Thus, as a shock wave passes across a mixing region, 
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pressures can occur which are actually greater than those which existed 
behind the wave prior to its entry into the high velocity region. 
The second observation to be made concerns the description of the 
mixing region from the numerical so,lution. It was found that the 
velocity profiles which were obtairied from the numerical solution 
showed excellent agreement with the experimentally verified Gaussian 
distribution. Because of this agreement, and the generality of the 
governing equations, it appears that the method of analysis which has 
been formulated holds great promise for the solution of many compli-
cated viscous flow problems which have heretofore proveq too difficult 
for analysis. 
Recommendations for Future Work 
On the basis of that which was learned from the investigation 
which has just been presented, the following recommendations are made: 
1. An extensive investigation should be initiated in order to obtain 
quantitative experimental data; first, for the purpose of providing 
better verification of the present analysis, and second, for 
determining the bounds of reliability of the artificial viscosity 
method for solving problems of shock dynamics. 
2. The present investigation has dealt entirely with the two-dimensional 
case. The analysis should be extended to the case of axial synunetry, 
with shock waves intercepting the mixing region at: various angles. 
3. In the development of this analysis, the need became apparent for 
more numerical information concerning the finite difference stability 
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requirements. It is therefore recommended that a simple problem 
involving a moving shock wave be postulated; and then a parametric 
study initiated for the purpose of defining numeric~lly the limits 
of cr0 and w for various strength shock waves. A study such as this 
could also furnish information concerning certain mathematical 
difficulties which have been encountered; namely, the description 
of certain boundary conditions, and the numerical means by which 
singular points and stagnation points can be treated. 
4. The results of this analysis have indicated that the numerical 
approach which was adopted has great potential for the solution of 
complex viscous flow problems. It is therefore reconunended that 
the method be applied _to several two-dimensional turbulent mixing 
. problep.s for which there is extensive experimental data available 
for comparison. If the numerical results compare favorably with 
the experimental data, and there is p~esently no reason for suspec-
ting that they will not, then the ~ethod should be modified to 
· account for laminar effects, thus enabling laminar and turbulent 
boundary layer and jet mixing problems to be investigated. 
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APPENDIX A 
PLOTTED COMPUTER RESULTS 
The results of the numerical computations for the weak shock and 
strong shock cases ar.e · presented in graphical form in this appendix. 
The results are presented as velocity vector plots and as graphs of 
constant pressure lines for various times during the progression of 
a wave across the cavity. The symbol, nB' is used to denote the time 
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Figure 35. Constant Pressure Lines for Weak Shock Case, n = 0.461. ~ 
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Figure 39. Constant Pressure Lines for Weak Shock Case, n = 0.773. ..... \>I co 
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Figure 43. Constant Pressure Lines for Heak Shock Case, n = 1.072. ~ I'\) 
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Figure 49. Constant Pressure Lines for Strong Shock Case, n = 0.335. ~ 
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Figure 51. Constant Pressure Lines for Strong Shock Case, n = 0.417. 0 
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Figure 52. Constant Pressure Lines for Strong Shock Case, n = 0.500. ~ t-1 
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Figure 54. Constant Pressure Lines for Strong Shock Case, n = 0.582. ~ \),I 
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DERIVATION OF I.AMINAR HYDRODYNAMIC EQUATIONS 
IN CONSERVATION FORM 
The principles of conservation.of mass, momentum, and energy will 
be utilized to derive the hydrodynamic equations in Eulerian coordinates 
for the unsteady flow of a viscous, compressible fluid. In accordance 
with the method of solution used in the present stt,idy, the equation~ 
will be written in the conservation form disct,issed by. Tyler {.4);, 
Conservation of Mass 
Figure 5 7 shows a two-dimensional control volume of unit depth. 
For such a control volume the principle of conservation of mass can be 
expressed in the manner of equation (B-1) 
~ccumt,ilation Uate of mas] 1n control 
volume 
. . 
= rate ?~ _ Irate of l 
mass 1~ ~ass ou~ 
(B-1) 
The rate of mass accumulation in the control volume is (t1xt1y)~, where 
pis the mass per unit volume (density) of the fluid and x, y, and t 
are the space and time variables. From Figure ·5-7- t;he: difference• 
between the rate of mass entering and the rate of mass leaving the 
_ controlvolume is easily seen to be 
y 
t pv~ pv~)t,y 
'x,y+t1~) (x+t.x,y+Ay) 
a--,, ............. __~~~~~~~----. 
(x,y) I • . 




where u is the component of velocity,in the x-direction and vis the 
component of velocity in they-direction. Therefore, by substituting 
these quantities into equation (B-1) and dividing through by the produ~t 
b,x!).y, one obtains equation (B-2), the continuity equation in.conserva-
tion form. 
.Q.Q. + M_pu) 
at ax + .2i_pV) . "" oY 0 
Conservation of Momentum 
For a differential volume of fluid at a point in space, the 
(B-2) 
principle of conservation of momentum may be expressed as shown in 
equation (B-3). 
~
ate of J ~ate ofj Momentum. = M.omentum 
Accumulation In ~
ate ofj liet Sum of ~ 
- . Momentum + Forces A.cti.·ng 
Out on the System 
Equation (B-3) is a vector equation with components, for the two-dimen-
sional case,.in both the x and they directions. Since the derivations 
are very similar for the conservation of x and y momentum, only the 
derivation for the x component of momentum will be presented. 
Figure 58 illustrates, the terms which· a,ppea.r'ot1 thei:right.-:hand, 
side of equation (B-3). The quantity (pu) represents the momenta per 
unit mass in the x-direction while (pv) represents the momenta per unit 
y 
y 
puv,tix + iy(puv,tix)t,y 
(;;;,xJ.,J..,;...;,_-..:-~--- ( x + 6X, Y + 6Y) 
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(pu)u,tiy 
. . 0 
t-(_p_u)_u .. t.y __ + ~(puuAy),tix 
(x,y) (x + t.x, y) 
.puv,tix .. 
( a) Fluxes of Momentum in the x Direction 
"' • p + ,.xx 
(b} Forces Acting in the x Direction 
Figure 58. Control Volumes for-Momentum Fluxes and 
·:· Forces in· the x Direction. 
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mass in they-direction. The pressure at the point under consideration 
is denoted asp. The shearing stresses acting on the fluid element are 
divided into normal,,. , and tangential,,- , components. Figure xx xy 
5 8(a) shows the fluxes of momentum entering and leaving the control 
volume with respect to the x-direction. Figure 58(-b) :shows th.e force$ 
acting on the control volume in the x-direction. The normal force v 
shown in Figure 58(h) · is composed of both the pressure force and the 
normal shearing force acting on the vertical faces. 
The rate of accumulation of x-momentum within the fluid element is 
t,xt,~pu). Upon substituting the appropriate values from Figure 58 
into equation (B-3), equation (B-4) is obtained • 
.. 
(B-4) 
Equation (B-5 ), which represents the conservation of x-momentum, is 
obtained by dividing equation (B-4) by the product t,xt,y and by grouping 




.fil_pu2 + p + 'T ) 
c)X xx "' 0 (B-5) 
Equation (B-5) is in the conservation form required. Equation (B-6), 
whose derivation is similar to that of equation (B-5), represents the 
conservation of momentum in they-direction • 
.21.pv) 
at + 
.Ql_pUV + 'T' ) ax xy 
Conservation of Energy 
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• 0 (B-6) 
For a differential vol~me of fluid at a point in space, the prin-
ciple of conservation of energy may be represented in the manner shown 
in equation (B-7). 
Rate of Net Rate of Net Rate 
Accumulation Intern,d and Net Rate of of Work 
. of Internal • Kinetic Energy + Heat Addition Done by (B-7) 
and Kinetic Addition·by by Conduction Syste,;n on 
Energy Convection the Sur-
roundings 
Figure 59(a) '. illustrates the cc;mtrol volume depicting the rate of 
convected internal and kinetic energ;Les. As not~d in Figure 59( j) 'the 
sum of the internal and kinetic energies is written as 
e = pU + !pw2 , 
where U is the specific internal energy and w is the velocity modulus 
which is given as 
w.• [u~ + v2]~ • 
FiguJ;"e59(b) · shows the net rate of heat addition by conduction. The 
heat flux in the x-d:trection is qx and that in they-direction is qy. 
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The rate at-which work is done by the system on the surroundings is 
illustrated in figures 59(c);,59(d:);)59(e).' The'rate of the 
accumulation of the internal and kinetic energies is Ax6~. ,The 
quantities on the right hand side of equation (B-7) may be takEln 
from the illustrations in Figure 59~ \ In so doing; equation'. (B-8)--.:t~ 
obtained. 
(B-8) 
By dividing equation (B-8) by AxAY and grouping terms as was done before, 
one obtains equation (B-9), which is the energy equation in conservation 
form. 
oe + .Q1.( e + p) U + q + U'f + V'f' . _] 
ot ox x xx l!;Y + 
+ .Q.[_( e + p )v + q + V'f' + u,. . ] oY y yy xy • 0 (B-9) 
The shear stress and heat flux terms which have appeared in the 
preceeding equations must .now be expressed in equation form. For 
Newtonian fluids, the normal and tangential shearing stresses are 
given by equations (B-10). 
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• _ 2µ.~ + g_ .( ou + ,.9! ) 
'ixx ox 3~ OX oY 
.,. • _ 2µ;ov + g_.(' ou + av) YY oy 31J\. ox oY (B .. 10). 
'i xy • 'i yx • µ.( ~ + : ) 
The coefficient of viscosity,µ., may be either constant or a funct:l,.on 
of the fluid temperature. 
The heat flux terms in equation (B-9) may be evaluated as shown 








The coefficient of thermal conductivity, k, may be either constant 
or a function of the fluid temperature, T. 
From the physical principles of conservation of mass, momentu~, 
and energy four equations have been derived. Associated with these 
equations are the five variables, p, p, u, V; and e. The additional 
equation necessary is, of course, an equation of state such as 
P = P ( P, e) (B-12) 
Equations (B-2), (B·5), (B-6), (B-9), (B-10), (B-11), and (B-12) are · 
the equations which govern the unsteady flow of a compressible, vis~ous 
fluid. 
APPENDIX C 
SIGNIFICANCE OF MOLECULAR TRANSPORT TERMS 
IN THE HYDRODYNAMIC EQUATIONS 
The equations derived in Appendix Bare the governing equations 
for the unsteady flow of a viscous, compressible fluid. Since the 
present investigation is concerned with the description of a turbulent 
mixing region, the question arises as to which of the molecular 
transport terms, if any, c~n be neglected for large Reynolds numbers. 
In order to answer this question it is necessary to non-dimensionalize 
the equations of Appendix B with respect to some reference conditions. 
These conditions will be denoted by the subscript "l". A "bar" will 
denote non-dimensionalized quantities. Since, for two-dimensional 
considerations, there is no intrinsic characteristic length, the 
reference length R will be taken to be one foot. The non-dimensionalized 
quantities are giyen in equation (C-1). 
p 
T T ,.. 
T· 
1 
















Equations (C-2) give the relationships to be used in non-dimensionalizing 
the space and time derivatives. 
0 - . oy .. 
~ . at 
o ox --- . ox ax 
a at -- . at at 
1 o --R ax 
Continuity Equation 
(C-2) 
By substituting equations ( C-1) and ( C-2) into equation. (B-2), 
equation (c-3) is obtained. 
P v op ~·-R at 
p v a( "pii) 
]. ]. 
+ -R--ox--
f v · a( ;v) 
]. ]. 
+ ~-oy--
Thus, the non-dimensional continuity equation .is: 
op o( 'pii) 
at + ax + 
a(ijv) 
oY - 0 • 




Before noq-dimensionalizing the momentum equations, it will 
facilitate matters to obtain the normal and tangential shear stress 
equations in terms of the non-dimensional and reference values. This 
is accomplished by substituting equations (c-1) and (C-2) into equations 
(B-10). 
µ. v [ ~-
!xx • 7 -2µ. ~ + £-cau + .22.)J 3 µ. ax ay 
--1....1. - oV 2 - au oV µ. v [ ~- c - ~-) J 
T YY . • R · -aµ. ay + 5 µ. ax + 'W ( C-5) 
The quantities inside the brackets in equations (c-5) are nothing more 
than non-dimensional normal and tangential shearing stresses. Therefore 
if the non-dimensional quantities 
• 2 - au + 2 _ ( aii + av) Txx - µ. - :§" µ. ax. , oi c)y , 
- • 2 - ov + g _ ( oii + ov) 'Tyy - µ. oy 3. µ. ox ay 
' 
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If one substitutes equations (C-1), (c-2), and (c-6) into equation 




1 o [ 
+ i~ 
µ. v 
P v2 -puv + -l-.l.. J 
1 1 R "'xy · 
... 0 ( c-7) 
Upon dividing equation (C-7) QY ~ V2 /R it is noted that the non-dimen-
1 1 
sionalizing quantity for the pressure is p V2 • Thus the non-dimensional 
.1 .1 




When the coefficients of the shear stress terms are divided by p V2 
l 1 
the Reynolds number (NRe) appears, where for this investigation the 
Reynolds number is defined as 
= 





The resulting non-dimensionalized equation of x-momentum takes the form 
of equation (C-10). 
o(ou) 
at + ~ [ P a2 
0 [ -p + oY u v + 
+ p + J + 
0 ( C-10) 
y-Momentum 
By non-dimensionalizing equation (B-6) in the same manner as was 
done for equation (B-5), the non-dimensionalized equation (C-11) for 
y-momentum is obtained. 
o{ g vl + .Q_ [ u v + 'l"xy J + ot ox p NRe 
+ Q_ [ p v2 + p + 2Y J = 0 ( C-11) oY NRe 
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Energy Equation 
The energy equation (B-9) will be non-dimensionalized with the aid 
of equations (c-1), (c-2), and (c-6). However it will be advantageous 
to write the energy term, e, from equation (B-9) in terms of non-dimen-
sional and reference quantities. As previously noted, e is defined as 
the sum of the specific internal energy and the kinetic energy, or 
e = p u .+ u2 + v2 p 2 
For an ideal gas, equation (C-12) may be written as 
e • 
p 
y - 1 + Cu2+v2" p 2 ) ' 
where y denotes the ratio of specific heats. 
( c-12) 
If the appropriate non-dimensional and reference quantities from 
equations (c-1) and (c-8) are substituted into equation (C-13), the 
result is 
e = pv2[i + 
J. J. y-1 
If a non-dimensional e is defined as 
-e ·= p 1 + 
y -
then equation (C-14) may be written as 




In order to non-dimensionalize the energy equation, the non-dimen-
sional quantities previously def~ned, along with equations (c-6) and 
(G-16), must be incorporated into equation (B-9). If one makes the 
indicated substitutions, and divides the resulting equation by p v3 /R, 
l l 
equation (C-17) will be obtained. 
c)e Q_ [ ( e + i5) 
k T k oT u 1xx v 'l'xy J + J ~ + + + ot ox u - p V7 R ox NRe NRe 
l l 
.Q_ [ 
k T le of v,. u 'l'xy 
J 0 (c-17) ( e + ii) - J J yy = + oy v - 3 d- + NRe + NRe p V R y 
l l 
As was done in the momentum equations, the Reynolds number (NRe) 
has been used in equation (c-17). The coefficients of the terms 
representing molecular energy transport in equation ( C-17) can be 
written, as shown in equation (c-18), in terms of the Reynolds number 
(NRe), Prandtl number (NPr), Mach number (M
1










k T µ. k T c 1 T c Y. R 
~....l. _!__ _J_J_ ..J?.. ~~ • NR V2 µ. c = p V R µ. NR Np V y R 
l l l e 1 1 P e r 1 
1 c 1 ..J?.. (c-18) • M2y R • M2 ( y - 1) NRe NPr NRe NPr l l 
If equation (C-18) is substituted into equation (C-17), the non-
dimensionalized form of the energy equation (c-19) is obtained. 
v ;: J :Y [<e + i>) it oT + . xi v - + N + 
NRe NPr M2 ( y - 1) OY Re l 
v .,.xx u 'l'xx J + + • 0 NRe NRe (c-19) 
As was pointed out previously, the purpose of this appendix is to 
ascertain.w4ich, if any, of the molecular transport terms, for the 
equations of Appendi~ B, can be neglected under the assumptions of the 
present investigation. Since no molecular transport terms occur in the 
cont::inui ty equation, :only the momentum 1:1nd energy equations will be 
considered. In both the momentum equations, (c~lo) and (C-11), there 
appear normal and tangential shearing stresses divided by the Reynolds 
number. For all cases to be considere4, it will be assumed that the 
Reynolds number i.s not less than 10s. 
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Therefore since 
0 [ - ... 0 [ = 0 [ ... 0 [ p = 0 [ ] ' (c-20) p u v .,. 
then 
-
0 [ - u.2 + p >> 0 [ ,.xx J ( C-21) p NRe 
and 
>> 
The same conclusions hold for they-momentum equation. Thus, so long 
as the Reynolds number remains at a sufficiently large value, the terms 
representing molecular transport are small compared to the terms 
representing overall momentum transport. 
Similar reasoning applies to the energy equation. The terms which 
represent the shearing work are divided by the Reynolds number and are, 
therefore, small when compared with (e + p)u or (e + p)v. The coeffi-
cients of the temperature gradient terms, though not as small as the 
coefficients of the shearing work terms, are sufficiently small to be 
considered negligible when compared with (e + p)u or (e + P)v. There-
fore in the energy equation the terms representing molecular effects 
are small when compared with the terms which represent the fluxes of 
internal and kinetic energy and pressure work. 
The equations which describe the two-dimensional jet mixing process 
are derived in Chapter III. These equations contain terms which 
represent the turbulent transport phenomenon. Van Driest (15) and Pai 
(29) have noted that the contributions to momentum and energy transport 
made by the turbulence terms outweigh any contributions on the molecular 
scale. This fact, in conjunction with the previous analysis, provides 
sufficient justification for completely neglecting any laminar contri-
bution in the turbulent jet mixing analysis. Therefore, the equations 
















+ g_{_pv2 + p) 
c)y 
oe + ..21. e + p) u 
at ax 
+ .Q.(_e + p )v = 
c)y 
(C-22) 
... 0 ( 0-:23) 
... 0 (C-24) 
0 ( C-25) 
APPENDIX D 
REPRESENTATION OF ( pu), ( pv), ~ND e AS FLUID PROPERTIES 
The representation.of (pu) and (pv) as fluid properties was 
originally suggested by Van Driest (15) as a mathematical simpli-
fication in turbulence analysis. The author has chosen to represent 
the fluid energy, e, in the same manner in the present investigation. 
The requirements which must be met by the turbulent fluctuating 
components, whenever this representation.is utilized, is presented 
in this appendix. Only the x~momenta per unit mass, (pu), and the 
specific fluid energy, e, will be discussed since the requirements for 
(pv) will be similar to those for (pu). 
In order to be able to represent the instantaneous value of (pu) as 
pu .,. fpuT + ( pu) ' ( D-1) 
it must be established that the instantaneous value of (pu) obtained 
in the more familiar form 
pu • (p + p') (ii+ u') (D-2) 
is identical to that given in equation ( D-1). From equation (D-2) 
therefore 
pu = pu + - I pu + p'ii + P 'u' (D-3) 
175 
the time average of equation (D-3) is (see equation (3-6)), 
pu = pu + ~ (D-4) 
If equations (D-3) and (D-1) are equated, the result is 
pu + (pu)' = pii + pu' + p'ii + p'u' (D-5) 
By adding and subtracting p'u' to the right side of equation (D-5), and 
simplifying according to equation (D-4), the necessary expression for 
(pu)' is obtained. 
(pu) I = pU 1 + p 1U + p 1U1 p 'u' (n-6) 
Equation (D-6) then shows the form which the term (pu)' must have if 
the quantity (pu) is to be represented as in equation (D-1). Similarly, 
the expression for (pv)' is 
(pv)' = pv' + p'v + p'v' -r:::,-- p v • (D-7) 
When using the shorthand form for representing the instantaneous 
values of ( pu) and ( pv), the question might arise as .to the correct 
method of representing the instantaneous value of the product (puv). 
Three possible choices exist and are 
puv = ( p + p I ) ( u + u I ) ( v + v I ) (D-8) 
puv = [ ( pu) + ( pu) ' (v+ v') (D-9) 
pUV = [ ( pv) + ( pv) I ] ( u + u I) • (D-10) 
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Under the assumptions of equations (D-6) and (D-7) the right hand side 
of equations (D-8), (D-9), and (D-10) are found to be equivalent. Thus 
any of the three representations may be 4sed for expressing the instan-
taneous value of the product (puv). 
In order to represent the instantaneoµs value of the fluid energy 
as the sum of a temporal mean and fluctuating component, it will be 
necessary to determine the expression for the fluctuating component, e'. 
The defining equation for the fluid energy is 
e == 
p 
y - 1 + 
pu2 + pv2 
2 
(D-11) 
If the instantaneous pressure, density, and velocities on the right 
side of equation (D-11) are replaced by their time average and fluctua-






p + p' 
y - 1 
p + p' 





[Tou1' + cou2 'Hu+ u'2 + [M + Cov) 'JCv + v') 
2 
pu ii + pu u' + ( pu) 'ii + (pu)'u' ·+ 
2 
v' + ( QV) 1V + (gv)'v' 
2 
(D-12) 
The time average of e is then 
e .. p pu ii + ( gu) 'u' ·+ gv v + ( pv) 'v' + 2 (D-13) y - 1 
If it is assumed that the energy term can be written as the sum of a 
temporal mean and a fluctuating component, the fluctuation term may be 
expressed as 
e' .. -e - e ( D-14) 
Therefore by subtracting equation (D-13) from equat,ion (D-12) the 
expression for e' is obtained which allows··the instantaneous value 
of e to be written as 
e .. e+e'. 
The resulting expression fore' is 
e' = 
p' 1 - + -2 [pu u' + (pu) 'ti+ (pu) 'u'-y - 1 
- (pu)'u' + pv v' + (pv)'v+ (pv)'v' - (pv)'v'] a ( D-15) 
APPENDIX E 
COMPUTER LOGIC DIAGRAM 
The many problem solutions which have been computed during the 
course of this investigation have all been obtained with the use of 
one basic computer program. The logic diagram for that basic program 
is presented in this appendix. The definitions of the terms which 














number of rows 
number of columns 
an arbitrary, logical tape unit 






position of leftmost column of matrix with respect to 
an arbitrarily defined origin 
x 















x-component of velocity at time plane n 
y-component of velocity at time plane n 
pressure at time plane n 
density at time plane n + 1 
x-component of velocity at time plane n + 
y-component of velocity at time plane n + 
pressure at time plane n + 1 
denotes kind of point under consideration, 
boundary 
time plane counter 










Read NROW, NCOL, M, NTIMES, NPRINT, DELTAX, 
DELTAY, GAMA, CONST, XINIT, SIGMA, ANGLE 
l Read in Coefficients of Finite Difference Equation I 
3 
I Rewind MI 
4 .. 
I Read in Entire Field from MI 
c:; ' 
NT = 1 
NPRT = 1 
6 I 
Search Entire Field for (w+c) and max 
Evaluate K from 





RHON(l,J) = RH0(3,J) 
UN(l,J) = U(3,J) 
VN(l,J) = -V(3,J) 
PN(l,J) = P(3,J) 
J = J+l I 
NCOL? I 1Is J = no 
Go to 7 
yes 
8 
I NC == NCOL - 1, NR == NROW - 1 j 
9 
RHON(I, NCOL) = RHO(I, NC) 
UN(I, NCOL) = U(I, NC) 
VN(I, NCOL) = V(I, NC) 
PN(I, NCOL) • p(I, NC) 
I + I+l 
'---no---11 Is I = NR? I 
Go to 9 
yes 
I J ... 1 I 
+ 
10 i 
RHON(NROW,J) = RHO(NR - 1,J) 
UN(NROW,J) = u(NR - 1,J) 
VN(NROW,J) = -V(NR - 1,J) 
PN(NROW,J) = p(NR - 1.J) 
J = J+l 
no I Is J = NCOL? I 
Go to 10 
yes 
I II = 21 
11 ' 
Ix = XINIT I 
" 
IJ = 21 
12 
PT = PTKND(2,J) 




Establish fn Fx Fx FY FY x 
m,£, m+l,£, m-1,.e, m,.t+l, m,£-1, ifim+!,.t, 
~x 1 ~y i and ~y n 1 for each of the four m-2,!, m,J,+~, m,~-~ 
conservation equations; then solve the general 
finite difference equation for 
RHON(II,J), UN(II,J), VN(II,J), PN(II,J). 
17 
18 
RHO(I,J) = RHON(I,J) 
U(I,J) = UN(I,J) 
V(I,J) == VN(I,J) 
P(I,J) = PN(I,J) 
+ 
l J =. J+l 19 r 
NCOL? I no I Is J = 
Go to 18 
yes 
I I+l 20 = I 
NROW? I no I Is I = 
Go to 17 
yes 
NT NT+l 21 "" 
~Is NPRT = NPRINT I 
NPRT = NPRT+l 
_ j__ yes 
(; to§] 
I I = 1 I 
22 
[J = 11 
23 
Write (M) RHO(I,J), U(I,J), V(I,J), P(I,J), PTKND(I,J) I 
J = J+l 24 
NCOL?I no I Is J = 
Go to 23 
yes 
2S • I == I+l r 
NROW?\ no I Is I = 
Go to 22 
yes 
186 
NPRT = 1 
NT = NT+l 26 ------no Is NT = NTIMES? 




METHOD FOR NON-DIMENSIONALIZING VARIABLES 
In all of the computations which have been performed for this 
investigation all of 'the properties have been non-dimensionalized with 
respect to the conditions in the jet. This is somewhat different from 
the work of Tyler (4) who non-dimensionalized the properties with 
respect to the undisturbed conditions downstream of the moving shock 
wave. However, the method of non-dimensionalization is the same and 
is presented here for convenience. 
Figure 60 is the schematic representation of a jet issuing into 
a cavity. The properties in the jet will be denoted by subscript x 
and those in the cavity by subscript y. The superscript* denotes 
dimensional quantities. If the thermodynamic properties in the entire 
field are non-dimensionalized with respect to the conditions in the jet, 
the resultis 
P* P* ,;;px x 1.0 
x 
1.0 /y PX = PX == = c = p = P* ' p* ' x 
, 
x x x 
(F-1) 
P* P* J;~ Py • :.:t. Py = "J.. c = P* p* y x ' x , .· Py 
The velocities are non-dimensionalized by requiring that the Mach numbers 
in terms of dimensional quantities have the same values as the Mach 
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,Dimensional Jet 
Properties--u*, v*, x x 
P~, Pi 
Dimensional Cavity Properties--
u* v* p* "'*-y' y' y' "'y 
Figure 60. Jet Issuing into a Cavity. 





numbers in terms of dimensionless values. For example, if the velocity 
in the cavity is considered, 






























p* J x 
(F-2) 
Therefore, the thermodynamic properties are non-dimensionalized as 
shown.in equation (F-1); and the velocities are made dimensionless by 
dividing the dimensional velocities by the square root of the pressure-
density ratio in the reference region. 
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