Chaotic dynamical systems are nonlinear deterministic systems which often exhibit erratic and irregular behavior. The signals that evolve in these systems are typically broadband, noise-like and similar in many respects to a stochastic process. Because of these properties chaotic signals potentially provide an important class of signals which can be utilized in various communications, radar and sonar contexts for masking information-bearing waveforms and as modulating waveforms in spread spectrum systems.
Introduction
The signals that evolve in chaotic dynamical systems form a highly structured set in the system's state space. However, scalar observations often appear unstructured and exhibit a broad Fourier spectrum. Chaotic systems are characterized by a "sensitive dependence on initial conditions" and have at least one positive Lyapunov exponent. Thus, longterm predictability of chaotic signals is difficult at best since small uncertainties in the initial state of the system will be exponentially amplified. The limiting trajectories of a chaotic system are attracted to a region in state space which forms a set having fractional dimension and zero volume. Furthermore, all trajectories on this limiting set are locally
unstable, yet remain bounded within some region of the system's state space. These sets are termed "strange attractors" [Ruelle and Takens, 1971] and are composed of an infinite complex of surfaces packed closely together [1] .
These characteristics of a nonlinear system would seem to defy synchronization, which, if true, would produce unattractive models for signal processing or communication applications. However, as recently reported by Pecora and Carroll [2, 3] , chaotic systems which can be decomposed into a drive system and a stable response subsystem will synchronize if they are coupled with a common drive signal. Specifically, if several independent copies of the response subsystem are each linked to the drive system by a common drive signal, then the state space trajectories of the individual subsystems will synchronize to each other and to the state space trajectory of the drive system.
The combination of apparent stochastic behavior, unpredictability, and sychronizability from a purely deterministic system suggests novel approaches to secure communication. The ability to synchronize remote systems through the use of a common drive signal provides the potential for coherent communication over noisy channels. In particular, the seemingly random and aperiodic nature of chaotic signals can make the information they carry difficult to detect and exploit without knowledge of the transmitter characteristics and parameters.
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In this report we propose and explore in a preliminary way, various applications in which synchronization in chaotic systems can be exploited in signal processing and communications. Specifically, we consider both continuous-time (CT) and discrete-time (DT) chaotic signals and systems for spread spectrum communication and for chaotic signal masking.
Synchronization in Chaotic Systems
In this section, we provide a brief outline of the theory of chaotic system decomposition and synchronization [2, 3] . Then we apply this theory to three continuous-time (CT) chaotic systems and the discrete-time (DT) Henon map. In each case, the CT chaotic systems will be represented by a set of p first order ordinary differential equations of the form, x5c = F(x). Similarly, the DT chaotic system will be represented by a set of p first order difference equations of the form, xn+ 1 = F(x). Since F does not depend explicitly on time, these systems are autonomous.
Chaotic System Decomposition and Synchronization
The general theory of decomposing a chaotic system into a drive and response subsystem has been reported by Pecora and Carroll [2, 3] . We provide only a brief outline of these ideas so that the reader will understand our approach.
The basic idea is to decompose x = F(x) into drive and response subsystems, i.e. to express it in the form
In (1) 
Viewed as a single system, equations (1) and (2) can be interpreted as a chaotic drive system with (3) forming a response subsystem which is driven by the chaotic signals spect to the response variables. A condition for synchronization is that J(d 1 ,r) have conditional Lyapunov exponents which are all negative. The term conditional is applied because in general J(dl,r) depends on the drive signal dl, which in our case is also assumed to be chaotic. Typically, an analytical determination of the conditional Lyapunov exponents is not possible and numerical approaches, such as the QR decomposition method of Eckmann and Ruelle [4] , are necessary to calculate them. The results given here are phrased in the context of CT systems, but apply with a minor variation, to DT systems.
Continuous-Time Systems
In this subsection we describe the behavior of three CT chaotic systems which are drive decomposable and can be augmented with synchronizing response subsystems.
Specifically, we will consider the Lorenz, R5ssler, and Double Scroll systems. Each of these systems has a three-dimensional state space.
The Lorenz System
A well-known example of a system which can behave chaotically is the Lorenz system which arises in the study of thermal convection [1] . This system is represented by
where , r, and b are positive constant parameters of the system. Many researchers have investigated the behavior of this system over a wide range of parameter values.
We choose to operate in the chaotic regime and adopt the values acr = 16, b = 4, and r = 45.92 as studied in [2] .
To study the behavior of (4) numerical integration was performed using a fourth-order Runge-Kutta method with a fixed step size of .002. The integrations were computed for 7500 time steps (15 s) and the first 2500 points were discarded to ensure that the trajectories have converged to the attractor. The resulting chaotic attractor projected onto the xy-plane and the waveforms x(t), y(t), and z(t) are shown in figures 2(a) through 2(d),
respectively. The waveforms are broad-band and unpredictable, whereas the state space projection is highly structured.
The Lorenz system can be augmented with a pair of states that are duplicates of (x, z) to form a stable response subsystem. These augmented states form the (x', z') response subsystem, which is represented by
The original system (4) can be viewed as the drive system since its dynamics are independent of the response subsystem (x', z'). The signal y(t) serves the purpose of a driving or coupling signal between the drive and response systems. We assume that the constant b has the same value in both the drive and response. By a straightforward calculation, we find that the eigenvalues of the Jacobian matrix for the response subsystem are equal to (-b,-a), and consequently are constant real valued quantities, independent of the drive signal y(t). In this case, the eigenvalues correspond to the conditional Lyapunov exponents and since they are both negative we should expect that Ix'-x and IZ'-z -0 exponentially fast. This is in fact the case, as has been shown empirically.
By a similar augmentation procedure, a second stable response subsystem can be constructed, specifically (y', z') driven by x(t). This subsystem is represented by
Once again, we assume that the constants r and b have the same values in both the drive and response subsystems. Calculation of the Lyapunov exponents for the (y', z') subsystem is not as analytically straightforward as those for (x', z') since in this case 
they depend on the drive signal x(t). Numerical estimates for the exponents equal to (-2.5,-2.5) were obtained using the QR decomposition method of Eckmann and Ruelle [2, 4] . Consequently, we expect that this subsystem should also synchronize to the drive exponentially fast.
As A third response subsystem is possible, specifically (x',y') driven by z(t), but it always appears to be unstable, as evidenced by the positive values of at least one conditional Lyapunov exponent. We have also confirmed empirically that the (x', y') subsystem does not synchronize to the drive system when driven by z(t).
The Rossler System
The R5ssler system is another example of a CT chaotic system which can be augmented with a set of states to form a stable response subsystem which synchronizes to the drive.
The Rossler system is represented by 
The Double Scroll
The Double scroll equations [5] provide a third example of a CT chaotic system which can be augmented with a pair of states to form a stable response subsystem. The double scroll equations are represented by
where h(x) is the piecewise linear function
These equations describe the dynamics of a simple electronic circuit, the chaotic behavior of which has been studied extensively [6, 7] . For the parameter values that we have chosen, ca = 9, 3 = 100/7, a 0 =-1/7, and a = 2/7, chaotic solutions result.
Numerical integrations of the double scroll system (6) were computed for 7500 time steps (150 s) with a fixed step size of .02. The first 2500 points were discarded to ensure that the trajectories have converged to the attractor. The resulting chaotic attractor projected onto the xz-plane is shown in figure 6 (a). The waveforms x(t), y(t), and z(t)
are shown in figures 6(b) through 6(d) respectively. By augmenting the double scroll system (6) with a pair of states that are duplicates of (y, z) we have found that a stable response subsystem, (y', z') results. The (y', z') subsystem is represented by
The conditional Lyapunov exponents for this subsystem are independent of the drive signal x(t) and can be determined analytically to be equal to (-1/2,-1/2). Thus, we expect that (y', z') will synchronize to the drive variables (y, z). This is confirmed by figures 7(a) and 7(b) which show a comparison between the (y, z) drive signals and the ZS response of the (y', z') subsystem when driven by x(t). Synchronization of the drive and response signals is achieved on a time scale which is similar to that of the R6ssler system but which is about five times slower than the Lorenz system.
Discrete-Time Henon Map
The classical two-dimensional Henon map displays a broad spectrum of nonlinear dynamical behavior, such as, bifurcations, strange attractors, and fractal dimension. This DT dynamical system is represented by and defines a mapping of the plane R 2 into itself. Although this system is two-dimensional and has only a single nonlinear term, it can display incredibly complicated dynamics.
The state augmentation procedures, discussed in Section 2.1, when applied to the two-dimensional Henon map do not yield stable response subsystems. However, the two-dimensional Henon map has been modified to three-dimensions [8] 
Several important points regarding (7) We have found that the three-dimensional Henon map can be augmented with a pair of states to form a stable response subsystem. This subsystem is represented by
where 
Masking
Because chaotic signals are typically broadband and noise-like, they potentially provide a class of signals which can be utilized in various communications, radar and sonar contexts for masking information-bearing signals and as modulating waveforms in spread spectrum systems [9] . A particularly intriguing approach is suggested by exploiting the synchronizing characteristics of certain classes of chaotic dynamical systems. We are actively exploring a number of ways in which this synchronization property can be used in spread spectrum communication systems and for various signal masking purposes. The primary signal processing components of the transmitter consist of a chaotic drive system, followed by a whitening filter and a DS modulator. The receiver consists of a synchronizing chaotic response subsystem, followed by an identical whitening filter and a demodulator. The RF section of this system has been omitted for clarity. We receiver form a chaotic drive system and a stable response subsystem respectively, then the output signal of the response subsystem, s'(t), will synchronize to the signal, s(t), present at the transmitter. The purpose of the whitening filter is to produce a nearly uniform power spectrum from the chaotic signal, s(t). The whitened signal, s(t), will be a nearly ideal spreading signal because of its broad and uniform Fourier spectrum.
Spread Spectrum Communication
If the message signal, m(t), is multiplied by s(t) at the modulator, the transmitted signal, r(t) = m(t)sw(t), will also have a broad Fourier spectrum. By properly scaling s,(t), the average power in r(t) will be nearly the same as the average power in m(t).
Since r(t) occupies a bandwidth which is larger than the bandwidth of m(t) by a factor of approximately BT, there must be a corresponding decrease in the power spectral density of r(t). By making the communication bandwidth very large, the transmitted signal can, in principle, be hidden in the background noise, which would make it very difficult to detect.
The communication receivers can easily recover the transmitted message since the despreading signal, s' (t), will be identical to the spreading signal, s,(t), once the trans- where the ak are to be determined so that the MS error As indicated in figure 10 , a whitening filter can be applied to the output of the chaotic drive system to produce a whitened signal, s(t). In order to perform message despreading at the receiver, an identical whitening filter is required at the output of the chaotic response system.
Modulator/Demodulator
In this subsection we explore two of many possible approaches to S 2 modulation based on chaotic signals and systems. Our objective is to illustrate some basic ideas and to point out that synchronized chaotic systems seem to offer considerable opportunity for novel approaches to secure communication. We consider our proposed methods as preliminary and plan to continue investigating these and other alternative approaches.
An important consideration in the design of an S 2 communication system is invertibility of the modulation process. The communication receivers must be able to recover m(t) from r(t) without ambiguity or numerical sensitivities. Direct multiplication by sw(t) at the modulator has the disadvantage that division is required at the demodulator to recover m(t). Since s,,(t) can take on values which are nearly zero, the resulting demodulation process is numerically sensitive. This sensitivity can be eliminated by "hard-limiting" s,,(t) to produce a new spreading signal, 9w(t), which takes on only integer values of plus or minus unity depending on the sign of s(t). However, hardlimiting has the disadvantage that the spreading waveform produced could be easily removed by simply squaring the received signal. In effect, by simply hard-limiting s~(t)
we are losing some of the benefits of using continuous-valued chaotic signals as spreading waveforms.
A more secure approach is to use the continuous-valued chaotic signal s(t) as a modulation waveform but to modify its probability density function (PDF) so that the sample values are equally probable and that values near zero are not possible. For example, a desirable PDF might have the form shown in figure 12 . A PDF of this form would eliminate the numerical sensitivities at the demodulator and has an advantage over the hard-limiter in that the spreading signal cannot be removed by a simple squaring operation. Of course, a real-valued continuous signal cannot change sign without passing through zero. Therefore, certain difficulties may arise when attempting to realize the PDF of figure 12 using a physical CT system. Note that this is not an issue for DT fx(x)
x Figure 12 : A PDF for a Chaotic Spreading Waveform realizations based on finite difference equations. Therefore, we continue by assuming that chaotic signals having a PDF of the form in figure 12 can be generated by some means, for example, by using complex-valued CT representations or by using DT systems.
In general, a PDF of the form shown in figure 12 can be obtained from a random process, x, by first performing a nonlinear mapping of the form, y = 2F (x) -1, where
is the cumulative distribution function (CDF) of the random process x. This mapping has the property of converting a random process having an arbitrary density function into a new random process which has a density function which is uniform in (-1,1 ). By adding a second independent process to y, the resulting process, Y, will have a density function which is the convolution of the two density functions for the processes being added. If the second process is chosen to be the output of a hard-limiter with equal probabilities of plus and minus unity, then y will have a PDF similar to that shown in figure 12 . In general, the second independent process could be obtained from a separate chaotic system. However, since x is a whitened process, a second linearly independent process to be added to y can be obtained from x by a simple delay operation, since samples spaced a few time steps apart are uncorrelated. Experiment has shown that this approach produces density functions which are very similar to that illustrated in 
(t) and the output is the transmitted signal r(t) = m(t)9w(t).
The spreading waveform .so(t) has a PDF of the form shown in figure 12 . The gain constants GI and G2 are related to a and b of figure 12 by
If a and b are chosen to satisfy the equality b 3 -a 3 = 3(b-a), then 9.(t) will be a zero-mean deterministic process with a variance equal to unity. A demodulator which is similar to figure 13 can be implemented at the receiver to recover the message. However, in this case the multiplication operation is replaced by division at the receiver.
As an illustration, figure 14(a) shows the PDF of the whitened chaotic signal x, [n] from the three-dimensional DT Henon map. Notice that most of the sample values of This example also shows an interesting way of using synchronizing chaotic systems to demodulate the received signal. As illustrated, the argument, d(t), of the complexvalued received signal is used to drive a synchronizing chaotic response system which subsequently generates the waveform to be used as the despreading signal. In principle, this approach could be implemented in an analog system which uses quadrature 
Simulation
We demonstrate the chaotic S 2 system illustrated in Figure 16 which uses the DS modulation scheme illustrated in figure 13 . In this simulation, the message signal, m[n], is a tone-burst signal and it is multiplied by the chaotic spreading waveform, ,[ n], derived from the DT Henon map. The Henon (x, y) subsystem forms the chaotic response system at the receiver. As discussed in Section 2.3, the response subsystem will rapidly synchronize to the output signal of the drive system. The despreading signal, ' n], at the receiver is then derived from the output of the synchronized chaotic response system. Subsequent division of the received signal by the despreading waveform allows the tone-burst signal to be recovered. In the noiseless case the message signal can be perfectly recovered at the receiver. 
Chaotic Signal Masking
In signal masking, a noise-like masking signal is added at the transmitter to the informationbearing signal m(t) and at the receiver the masking is removed. Several researchers [11, 12, 13] 
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As discussed in section 2, both the (x, z) and (y,z) subsystems are stable and consequently either x or y can be used as the synchronizing drive. Choosing x as the drive and the chaotic masking, the transmitted signal is r(t) = x(t) + m(t) and it is assumed that for masking the power level of m(t) is significantly lower than that of x(t). The If the receiver has synchronized with r(t) as the drive, then x (t) = x(t) and consequently m(t) is recovered as n(t) = r(t) -xl(t). Figure 18 illustrates the approach.
We illustrate the performance of this system in figure 19 with a segment of speech from the sentence "He has the bluest eyes". Although chaotic systems are deterministic, the signals that evolve in these systems are typically broadband, noise-like and similar in many respects to sample functions of a stochastic process. Because of these properties chaotic signals potentially provide an important class of signals which can be utilized in various communications, radar and sonar contexts for masking information-bearing waveforms and as modulating waveforms in spread spectrum systems. In addition, a chaotic system which can be decomposed into a drive system and a stable response subsystem will synchronize when coupled with a common drive signal [2, 3] . This property has several practical applications and suggests novel approaches to signal masking and secure communication.
We have discussed and demonstrated the ability of three continuous-time chaotic systems (Lorenz, R6ssler, and Double Scroll) and the discrete-time Henon map to synchronize. Each of these systems are decomposable into synchronizing subsystems and have a three-dimensional state space. We have also proposed and explored in a preliminary way various applications in which synchronizing chaotic systems can extend our signal processing and communication abilities. We plan to continue exploring a number of ways in which synchronized chaotic systems can be used in spread spectrum communication and for various signal masking purposes.
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