The complex motion and geometry of the spine in the cervical region makes it difficult to determine how loads are distributed through adjacent vertebrae or between the zygapophysial (facet) joints and the intervertebral disc. Validated finite element modes can give insight on this distribution. The aim of this contribution was to produce direct validation of subject-specific finite element models of Functional Spinal Units (FSU's) of the cervical spine and to evaluate the importance of including fibre directionality in the mechanical description of the annulus fibrosus.
Introduction
The complex motion and geometry of the spine in the cervical region makes it difficult to determine how loads are distributed through adjacent vertebrae or between the zygapophysial (facet) joints and the intervertebral disc. This distribution mechanism is an important biomechanical consideration in the investigation of surgical interventions.
Whilst finite element (FE) models allow these distributions to be investigated, they need validation for the results to be meaningful. This validation process is recognised as an important step in the development of an FE model (Viceconti et al., 2005; Jones and Wilcox, 2008) , but direct, subject-specific, validations of functional spinal unit (FSU) in-silico models are sparse in the published literature. Jones and Wilcox (2008) reported in their review only indirect validation of spinal segment models. Since then, further indirect validation of FE models has been applied, with comparison to published data or in-vitro data collected on other samples, using overall range of motion or moment-rotation curves (e.g. Jebaseelan et al., 2010; Ezquerro et al., 2011; Weisse et al., 2012; Kim et al., 2013; Park et al. 2013; Mustafy et al., 2014) , disc bulge or internal pressure (e.g. Moramarco et al., 2010; Kim et al., 2013 Kim et al., , 2015 , or zygapophysial contact pressure (e.g. Mustafy et al., 2014; Kim et al., 2013 Kim et al., , 2015 . The recent combination of eight validated models (Dreischarf et al., 2014) led to a better indirect validation of the pooled predictions than the individual ones when comparing overall range of motion. Whilst these studies build confidence that FE models can represent overall trends in FSU performance, they do not provide evidence of the ability to capture the varying behaviour of individual spinal units.
Comparison of specimen-specific in-silico FSU models directly with corresponding experiments has been undertaken on only limited specimens. For example, Kalemeyn et al. (2010) and Wijayathunga et al. (2013) applied direct validation to a single FSU, comparing the moment-rotation and load-displacement behaviour respectively. Clouthier et al. (2015) assessed failure patterns on two specimens for direct validation of their fracture model. Malandrino et al. (2015) validated their disc model on one full lumbar spine under three loading types, comparing global and segmental range of motions.
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Moreover, when validated, the level of detail required in a FSU or multi-segment in-silico model to reproduce in-vitro data is not well investigated, with only one or two subjects being included in all previously cited studies, therefore inter-subject variability was not considered. A few exceptions (Niemeyer et al., 2012; Little and Adam, 2015 ) generated models built from more subjects and analysed variability after indirect validation. In particular, in the last decade, FE studies started to incorporate an anisotropic model for the annulus fibrosus, considering reinforcement of a non-linear isotropic extrafibrillar matrix by non-linear highly oriented collagen fibres acting in tension only. While this type of model clearly represents the microstructure of the annulus and has a clear proven effect on the behaviour of the disc (e.g. Eberlein et al., 2001) , it is not clear in what modelling situations it is actually needed.
In view of producing models to analyse the clinical effects of procedures such as vertebroplasty or disc therapies, specific attention is needed in replicating not only the overall stiffness of the modelled specimens but also the load share between intervertebral disc and facet joints or the facet joint displacement. The aims of the present work were therefore (1) to provide a direct, subject-specific, validation of ovine cervical functional spinal units FE models including global and local measurement on a population of samples; and (2) to study the necessity of inclusion of anisotropic properties for the annulus in these models.
Material and methods
A combined experimental and computational approach was developed to validate the in-silico models with local and global in-vitro data: apparent specimen stiffness, facet displacement, and load share between intervertebral joints (the intervertebral disc and the facet joints).
Specimen preparation and mechanical testing
The ovine spine was used in these studies due to its similarities with the human spine (Wilke et al., 1997; Alini et al., 2008) , and as it is commonly used as an in-vivo model (Reitmaier et al., 2012; Hegewald et al., 2015) .
Eight cervical FSUs were carefully excised from five mature ovine spines obtained from an abattoir. All muscle tissue and ligaments were removed from the specimens and the bone was exposed on the rear of the inferior articular facets of the superior vertebrae, taking care not to pierce the facet joint capsules. Small circular radiopaque markers were affixed to the superior side of each facet joint. The vertebrae were set in PMMA endcaps to enable flat surface testing. Another radiopaque marker was fixed to the upper PMMA surface to indicate the position of load application. The specimens were imaged using a microCT scanner (mCT100, Scanco Medical AG, Switzerland), at an isotropic voxel size of 74 μm or 89 μm depending on the size of the vertebra. Specimens were stored overnight wrapped in phosphate buffer solution soaked gauze at 5°C. Immediately prior to testing, the ligamentous facet joint capsules were carefully cut using a scalpel to allow separation, and thin film pressure sensors (Medical Sensor 6900, Tekscan, USA) were positioned inside the joints between the cartilage surfaces (see Fig. 1) . The specimens were then tested in a neutral stance simulation under axial compression, using a materials testing machine (Instron 3366, Instron, USA) at a loading rate of 1 mm/min. During testing, facet capsules were hydrated continuously with phosphate buffer solution to prevent the cartilage from drying out. The displacement was applied via a steel ball bearing, housed within a stainless steel plate (see Fig. 1) . A 200 N pre-load was applied for five cycles prior the start of the measurement. Displacement-controlled compression was then applied until a load of 950 N was reached. Facet joint pressure recording was started straight after precycling. During loading, static images were taken of the facet markers at every 0.1 mm of deflection using a DSLR camera fixed onto a tripod (Canon 550d, 55-250 mm zoom lens, Japan). A ruler aligned level with the facet joints was used to scale the images. Data from the mechanical testing, pressure films, and photographs was collated for every 0.1 mm to give applied load, facet joint pressure and deflection respectively.
Finite Element modelling
Specimen-specific in-silico models were created with the geometry and boundary conditions based only on the experimental configuration and the microCT image data. All finite element analyses were non-linear quasi-static and run in parallel with Abaqus 6.14 (Simulia, Dassault Système).
The microCT images were scaled to a 0-255 greyscale using a bespoke script (MATLAB s R2014b, The Mathworks Inc., Natick, MA, US), and down-sampled to an isotropic 1 mm resolution. Using image processing and meshing software (ScanIP 7.1, Simpleware Ltd, Exeter, UK), the image data was segmented by direct thresholding to isolate each vertebra from the cement endcaps. As the soft tissues are not distinguishable on CT images, a procedure was developed to consistently create the cartilage layers of the facet joints and the intervertebral disc. To produce the cartilage of the upper vertebra on one of the facet joints, the lower vertebra was dilated by 2 mm and the intersection with the upper vertebra was assumed to be cartilage. Wherever this led to the two cartilage surfaces on the same joint occupying the same space, the upper cartilage was subtracted from the lower one. The intervertebral disc was produced using a morphological close operation between both vertebral bodies. A cylindrical nucleus of 11 mm diameter was created in such a way that its most posterior part aligned with the most superior part of the disc (see Fig. 2 (a)). The segmented images were meshed with linear tetrahedral elements about 1 mm in size for the bone and cement endcaps, 0.5 mm for the cartilage, and 0.8 mm for the disc tissues. The bone mesh size was based on a previous convergence study (Jones and Wilcox, 2007) . A similar mesh size was used for the soft tissues since the parameters of interest were displacements rather than localised stress fields. The cement-embedded upper vertebra, lower vertebra, and the disc were exported as three meshed models into Abaqus and re-assembled assuming perfect bonding between the disc and the vertebrae. Hybrid linear element integration was used for cartilage, nucleus pulposus, and annulus fibrosus when modelled as isotropic.
Both the cement and the bone tissue were modelled with Hooke elasticity (see material parameters Table 1 ). In the case of bone, greyscale-specific elasticity modulus derived from previous studies was used (Wijayathunga et al., 2008; Tarsuslugil et al., 2013; Mengoni et al., 2015a) . All soft-tissue material parameters were ovine-specific (Little et al., 2010; Abd Latif et al., 2012; Schmidt and Reitmaier, 2013; Reutlinger et al., 2014) . Facet cartilage and nucleus materials were modelled using Neo-Hookean incompressible models. Two hyperelastic material models were investigated for the annulus fibrosus: an anisotropic Holzapfel material (Eberlein et al., 2001; Gasser et al., 2006) and an isotropic simplified Yeoh material (Yeoh, 1993) . Cartilage contact at the facet joints was modelled as a frictionless linear penalty contact.
The Holzapfel model with two homogeneous fibre directions was used (Eq. (1)). It assumes the annulus to be composed of an isotropic extrafibrillar matrix embedded with collagen fibres bearing load in tension only and distributed along two main directions:
where W H is the Holzapfel strain energy density function; K, C 10 are respectively the bulk modulus of the annulus and half the shear modulus of the annulus extrafibrillar matrix. k 1 and k 2 are collagen fibre related parameters describing their exponential stress-strain behaviour. I 1 , I 4;a and J are invariants of the Right Cauchy-Green tensor C:
with a the unit vector representing the collagen fibre orientation in the reference configuration. Material parameters k 1 and k 2 were derived from Reutlinger et al. (2014) as discussed in Mengoni et al. (2015b) . C 10 was calibrated against experimental shear data on the extrafibrillar matrix embedded with fibres (Little et al., 2010) . The bulk modulus K was approximated as the bulk modulus of water, i.e. a nearly incompressible material. The collagen fibre directions were defined at þ/ À 30°to the curved surface of the annulus, circumferentially to the axial axis of the nucleus (see Fig. 2(b) ).
The Yeoh model was used to represent a fully isotropic annulus (Eq. (5)).
where W Y is the Yeoh strain energy density function; K, C i0 are respectively the initial bulk modulus of the annulus, and material properties describing the nonlinear stress-strain behaviour. The C i0 material properties were calibrated against the Reutlinger et al. (2014) model of ovine lumbar annulus (see Fig. 3 ). The C 10 value for the extrafibrillar matrix derived from Little et al. (2010) and used in the Holzapfel model was added to the C 10 value obtained from that calibration. Boundary conditions replicating the experimental tests were applied: the lower surface of the lower endcap was clamped and a rigid plane bonded to the upper surface of the upper endcap was defined to model the loading plate. A 1 mm translation in the axial direction was applied to the rigid plane centred on the load marker, while translations in the other directions were restricted and rotations were kept free to replicate the ball/plate setup and allow specimens to adjust their position freely.
The load share between intervertebral disc and facet joint, the facet joint displacement, and the load-displacement behaviour of the specimen were used to validate the modelling approach. The load share between the intervertebral disc and the facet joints was measured as the ratio of the contact load at the facet joints to the total load. The contact load at the facet joint was measured as the sum of the contact forces on the nodes of the contact surfaces of the upper vertebrae. The facet joint displacement was measured tracking the displacement in the coronal plane of the surface node closest to the central point of the facet markers. Force and facet joint displacements were compared between the in-vitro data and the in-silico data for both models using a Least-Squares linear regression and concordance correlations (R.3.1.2, R foundation for statistical computing). Given the low number of data points, load share between intervertebral disc and facet joints values were compared with an iteratively re-weighted least squares method (robust regression) and concordance correlations.
Sensitivity of the annulus material to the end-value of the applied load was assessed varying the material parameters by À 20%, À 10%, þ10% and þ 20% for one of the specimens. Sensitivity to the contact model at the facet joints was assessed considering low friction contact with friction coefficients μ¼0.05 and μ¼0.1 on the same specimen.
Maximal strain values within the soft tissues at the end of loading were extracted: axial direct compressive strain of the nucleus, radial bulge of the annulus, and direct compressive strains of the cartilage at the facet joints in the direction normal to the joint surface. Values were compared between the two types of model using an independent Student's t-test after the normally distributed nature of the data was assessed with a Shapiro-Wilk test, using statistical software (R.3.1.2, R foundation for statistical computing).
The Python toolbox, postPro4Abq, enabling all Abaqus post-processing in this study is available from Github (Mengoni, 2015) . The data associated with this paper are openly available from the University of Leeds Data Repository (Mengoni and Wilcox, 2015) .
Results

Experimental results
The in-vitro load-displacement curve showed a super-linear behaviour in all cases (Fig. 4) . The mean in-vitro load transferred from the top to the bottom vertebrae via the facets joints at the end of loading, as measured by the Tekscan pressure sensors, was 31% (st.dev. 10%) of the total load. The facet joints relative in-vitro displacement at the end of loading, as measured from the photographs, was generally greater than the cross-head displacement (mean 119%, st.dev. 38%), indicating some tilt of the specimens during loading (Fig. 8) .
Computational results
Seven out of the eight FSU models yielded results over the full range of applied displacements. The contact slip at the facet joints of the eighth specimen was too large and caused the vertebrae to separate from each other at an axial displacement of 0.12 mm, regardless of the annulus material model used. For the other seven models, coefficient of determination, slope of linear regression between in-vitro and in-silico values and concordance correlation coefficients assessing the deviation from the perfect prediction are presented in Table 2 .
Direct comparison of in-silico and in-vitro forces, at every 0.1 mm displacement is detailed in Fig. 5 . The in-vitro force values were predicted by the in-silico values with better agreement for the anisotropic model than the isotropic model. The load transferred through the facet joints at the end of loading was predicted in the in-silico models at 327 9% of the total load for the anisotropic model and 3375% for the isotropic one (Fig. 6) . The in-vitro load share values were predicted by the in-silico values with a good agreement for both model types. Finally, the facet joints relative in-silico displacement at the end of loading was 12379% for the anisotropic model and 120 711% for the isotropic one (Fig.  7) . The in-vitro displacement values were predicted by the in-silico values with similar agreement levels for both model types.
The mean relative error in the force required for 1 mm axial displacement was 11% (st.dev. 7%) for the anisotropic model and 27% (st.dev. 6%) for the isotropic one. The maximum relative error in the force prediction over the range of applied displacement was 23% (st.dev. 12%) at the beginning of loading for the anisotropic model and 27% (st.dev. 6%) at the end of loading for the isotropic one (Fig. 8) . The difference in the in-silico force prediction was significant (p o0.05) between the two model types for displacements larger than 0.7 mm.
There was no significant difference between material models in annulus bulge values (mean 0.33 mm, st.dev. 0.12 mm) or maximum normal compressive strain in the cartilage of the facet joints (mean 38%, st.dev. 27%). Maximum axial compressive strain in the nucleus at the end of loading was significantly different between both types of model: 49% (st.dev. 12%) for the isotropic model and 35% (st.dev. 7%) for the anisotropic one (p ¼0.02).
The sensitivity results are reported in Table 3 . It showed a slight decrease in the error prediction with introduction of friction for both material models but no sensitivity to the friction coefficient value. The variation in the force error due to variation in the material parameters decreased with introduction of friction in the model. 
Discussion
In this study, specimen-specific finite element models of FSUs were generated and compared to corresponding experimental test data. It is, to the authors' knowledge, the first subject-specific direct validation study on a group of FSU specimens. The excellent prediction of in-vitro data reported was achieved using specimen-specific geometry and bone tissue material parameters, where the elastic modulus was function of the grey-scale. All other material parameters were based on literature and constant across all specimens.
in-silico prediction of in-vitro results
The linear regression between in-vitro and corresponding insilico data showed a good agreement and a high coefficient of determination, and the data showed a high concordance correlation coefficient, suggesting high prediction value of the in-silico approach, with a non-significant under-estimation. This indicates a direct agreement between experimental and computational data from the same specimen. Adding the direction of the fibres to their non-linear behaviour in the description of the annulus fibrosus improved the predictions of the end values of the applied force and facet displacement. The error of the predicted values for these quantities was in the order of 10% for the anisotropic model while it is about 15% for the isotropic model. The constant material properties used for the disc tissue probably explains most of the remaining error. The excellent agreement reached without specimen-specific material properties for the soft-tissues indicates that the difference in behaviour between models comes primarily from the difference in geometry. Moreover, all specimens came from young ovine tissue, reducing the tissue variability.
The difference between in-vitro and in-silico load transferred through the facet joints or facet joint displacements were always non-significant, irrespective of the annulus material model. While there was no trend in over-or under-predicting the load share, the facet joint in-silico displacement is slightly larger than the in-vitro one. This poorer agreement can be explained by the slight difference in the boundary conditions between in-vitro and in-silico setups. The in-silico models permitted all rotations of the plate to which the displacement was applied. In the experimental setup however, the load was applied to the plate through a ball fitting into a hole in the plate and friction occurs between the two components. This was likely to restrict the rotations of the plate in a way that was not represented in the in-silico models. The direct comparison of displacement and load share values showed that insilico prediction were inaccurate for one specimen, with higher facet joints displacement for both models and higher load share values for the anisotropic model. Inspection of the specimen showed that the main difference of that specimen with respect to the others is a non-symmetrical facet orientation. The axial tilt of one of the joint may induce different friction behaviour on each side which is not captured I the in-silico model.
The results suggest that the inclusion of fibre directionality in the annulus fibrosus has an influence on the non-linearity of the model stiffness but not on the mechanism of load transfer between vertebrae. No difference is shown in the prediction of initial stiffness, maximum error in the applied force, or load share between the intervertebral disc and the facet joints. An isotropic model can therefore be used when the overall behaviour of the FSU's at relatively low loads is the output of interest. The nonsignificant difference in prediction accuracy of the anisotropic model does not justify its relatively complex use in that case. However and as already discussed elsewhere in the literature, the results of this study suggest that the anisotropic model is a better predictor of the non-linearity of the stiffness at higher loads, the coefficient of determination for the anisotropic model being higher than for the isotropic one. This highlights the importance of having several comparison points to validate an in-silico model.
The load share between the disc and the facet joints is predicted to be very similar with both types of annulus fibrosus model. This suggests that the load share is in this case mainly due to the geometry of the joints rather than the material composing those joints, in the range of relevant material models.
Table 3
Difference in the force unsigned relative error at the end of the applied load compared to the baseline model; with a variation of material parameters and friction (negative sign means better relative error).
Anisotropic model of the annulus
Isotropic model of the annulus
in−vitro force [N] in−silico force [N] 
Limitations and challenges
Experimental measurement of the FSU during loading is challenging, particularly to capture the facet joint load transfer. Whilst the thin film transducers could measure pressure distribution over an array of points, the film rigidity could alter the size and position of the contact area, especially at the beginning of loading. Direct pressure maps comparison between experimental and computational setups was thus not considered. Only the total load transfer was used in this study. Preconditioning cycles were used to reduce bedding-in effects, but the assumed boundary conditions are still likely to be an oversimplification, particularly at low loads, which may account for the larger errors generally seen in the initial displacement steps.
Both material models for the annulus were calibrated on the same literature data, one model assumed non-linear tensile reinforcement in all directions while the other assumed that behaviour only in the fibre direction. Effectively, this leads to two different aggregate moduli for the annulus. The model validation in this work is performed for compression tests only; there is no indication of the validity of the approach and material parameters in other loading scenarios. In particular, given the reciprocal orientation of the fibres in the anisotropic model, both material models present the same stiffness in the direction of applied load. The difference in model behaviour is likely to be higher for other clinically relevant types of motions such as flexion-extension moments. The modelling procedure can however be extended to other, clinically relevant, loading types, provided a similar amount of experimental data is available for validation. Moreover, the proposed modelling approach replicates the testing conditions, i.e. quasi-static loading. In particular, the fluid content of the soft tissues, and thus the time-dependent behaviour, is not accounted for; the model is therefore not validated for cyclic loading or long term simulations.
The sensitivity study shows that the introduction of friction in the contact model at the facet joints can reduce further the force error at the end of loading. However this leads to a reduction in sensitivity in the material model and parameters. This result suggests that the introduction of friction in the model leads to the model behaviour being dictated mainly by the facet joints and not by the behaviour of the disc. While the reduced sensitivity with the introduction of friction is likely to be present in all models and outputs, it should be noted that the sensitivity study was performed on only one model and only one output was evaluated, therefore the effect on the error cannot be generalised.
The model proposed in the present work is an ovine model. While the structure of the disc and the bone is similar to that of human tissues, the anatomy is somewhat different. In particular, cervical human vertebrae are not as tall as ovine ones and the facet joint orientation is different. It is therefore likely that the inclusion of an anisotropic behaviour in the disc would have larger effects at smaller displacement values, or that models would present larger sensitivity to the cartilage friction coefficient at the facet joints.
Conclusions
The new validated procedure to prepare finite elements models from CT images of FSUs proposed here can be used to analyse other values of interest in the spine under compression. This study provided direct validation of a group of FSU models for the first time, and provided evidence on the level of detail required to reproduce an in-vitro axial compression protocol, accounting for inter-subject variability. The FSU models and methodologies developed can be used to assess the direct mechanical effects of interventions such as vertebroplasty or nucleus augmentation where the disc-facet load share may be compromised.
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