A Dirichlet mapping between regions in Euclidean space is a homeomorphism preserving the finiteness of Dirichlet integrals of admissible functions and plays an important role in the potential theory. Two dimensional Dirichlet mappings are known to be characterized geometrically as being quasiconformal mappings. In this paper, higher dimensional Dirichlet mappings will be characterized geometrically as being quasi-isometries. In order to carry out the reasoning it is necessary to study the relation between the Radon-Nikodym density R and the Jacobian J of an arbitrary homeomorphism for which only existences of R and J almost everywhere are assured. It will be proven that R ^ \J\, almost everywhere, which is the main result of this paper.
where the infimum is taken with respect to open sets U in D x containing X, and denote by # V (A) the field of y-measurable sets in Z/(A)> the field of Lebesgue measurable subsets of D^ The problem of the change of variables is to study the structure of the measure space (v, B^D^, D^) . Among contributions in this direction the following theorem of Rademacher [6] is frequently made use of (see also a comprehensive alternative proof of Tsuji [10] ):
Suppose y -y(z) is almost Lipshitzian in the sense that The mapping y = y(x) with the property (3) is called inversemeasurable. This property is equivalent to y(X) having Lebesgue measure zero along with X. For such a mapping y = y(x) there exists a Radon-Nikodym density R y (x) associated with y = #(#) characterized as follows: R y (x) ^ 0, #"(#) is Lebesgue measurable on A> and (6) v(X) = for every X in /^(A) = £(A) The Rademacher theorem can be restated as follows: if a homeomorphism y -y(x) is almost Lipshitzian, then its Radon-Nikodym density R y (x) and Jacobian J y {x) exist almost everywhere and are identical in absolute value. However it frequently occurs that only the existence of R y {x) and J y (x) almost everywhere is assured. In such a case what can be said about the relation between R y (x) and J y {x)Ί The purpose of our paper is to study this question. Our main result is that if R y (x) and J y {x) exist almost everywhere, then inequality R y (x) ^ | J y (x) | is valid almost everywhere (Theorem 5). As a consequence, if, in addition to the existence of R y (x) and J y (x) almost everywhere, the inverse mapping x -x(y) of y -y(x) also has R x {y) and J x (y) almost everywhere, and if J y (x) J x (y(x)) = 1 almost everywhere, then R y (x) = \J y (x)\ (Theorem 10).
As an application we shall show that a homeomorphism between open sets in E m (m ^ 3) is a Dirichlet mapping, a mapping preserving the finiteness of Dirichlet integrals of admissible functions, if and only if it is a quasi-isometry (Theorem 14). 
The number
is called the parameter of regularity for X where the supremum is taken with respect to m-dimensional cubes IZD X. A sequence {X n } of bounded closed sets in E m is said to be a regular sequence converging to a point x Q e E m if x o e X n (n = 1, 2, •) and there exists a positive number a > 0 such that (8) r(X n )^a (n = l,2, ...) and the diameters of X w tend to zero as n tends to infinity. Fix a set XeL(E m ) and consider a regular sequence {X n } converging to xeE m such that exists. Denote by δ z (x) (resp. δ x (x)) the supremum (resp. infimum) of the set of all possible a{X n ). If δ x (x) = δ z (a?), then the common value is denoted by δ x (x) and called the density (or more precisely the Lebesgue density) of X at a?. If δ x (#) exists, then (9) δ x (x) -lim μ(X ,0*»> for ever?/ regular sequence {X n } converging to a?.
The well-known Lebesgue density theorem claims that <5 X ($) = 1 almost everywhere on X and δ x (x) = 0 almost everywhere on £7 m -X. This is the special case of the Lebesgue differentiability theorem: if f(x) is integrable on E m , then, for almost every
for every regular sequence {X n } converging to x 0 .
Let f(x)
be a real-valued function on a measurable set X. The function / is said to be asymptotically differentiable at a; o el if there exist real numbers a,i(x 0 ) (i -1, •••, m) and a measurable subset £(# 0 ) of X containing x Q such that (11) f(x) -/(aj 0 ) + Σ ΛίίίCo)^* -^o) + λ(a?; x 0 ) , For a proof we refer Stepanoff [9; 523-524] or the monograph of Saks [7; 300-303] . In the latter reference, however, the asymptotical difierentiability is replaced by the approximate differentiability which is defined by (11)- (13), with the Lebesgue density replaced by the Saks strong density which is simply called the density in the book. The proof there can be easily modified to fit the present situation. It should also be remarked that proofs given in both references are for the case m = 2, but their generalizations to higher dimensions are, as they claim, straightforward. (15) y 
Then μ(D -E) = 0 and every y\x) (i = 1, ., m) is asymptotically differentiable at each point £ 0 in E. Let S^) be an asymptotic set of y\x) at x 0 for its asymptotical differentiability (i = 1,-...,m) and put S(α 0 ) = ΠΓLi^fe). Then (15) and (16) with (18) are valid. We have only to prove (17).
Let {X n } be an arbitrary regular sequence converging to x 0 . Since δsii* Q )(Xo) = 1, we infer that
and therefore (19) implies
Since (21) is true for every regular sequence {X κ } converging to x 0 , we obtain (17). 
We call the mapping
In this case the Jacobian J y (x) of y = ?/(α;) at cc exists: 
The proof will be given in 6-9.
6* By the Lebesgue differentiability theorem we can find a set EczD 1 such that μ(A -E) = 0 and 
From this and (16) we obtain
xeS,x-*XQ
As an approximation to (28) we consider a linear transformation z = «(a?) given by
Let jδΓ(r) = {x I | x -x 0 \ ^ r} and set ε(a ) = sup a . esnί:(r) r(a?). Then (31) implies that (33) lim ε(r) = 0 .
r~*0
Observe that if xeSf) K(a), then, by (28), (29), and (32),
and therefore
7. For short we will set S(r) = S Π ίΓ(r). By (30) and (9) we obtain (35) 382 MITSURU NAKAI Take a closed subset S(r) of S(r) such that x Q e S(r) and
Then by (35), \im r^0 μ(S(r))/μ(K(r)) = 1, which shows that for any strictly decreasing sequence {r n } converging to zero, {S(r n )} is a regular sequence converging to x 0 . Therefore by (27) )-
This with (35) and (36) gives (37) In view of this, it will suffice to prove that and (38) is trivially true with the equality. 9* Next we treat the case | J y (x 0 ) | > 0. Let (b id ) be the inverse matrix of (a i3 ), the existence of which is assured by det {a i3 ) = J y (x 0 ) Φ 0. The inverse transformation of (32) is then given by (39) The Jacobian J β (a?) of the mapping z = z(x) in (32) is given by
and we obtain
Let a GS(r) = SΠ K(r).
Observe that x e S(r) c K(r) implies z(x) e z(K(r)) = H(r), which in turn gives
In view of (34) we also conclude that 
μ(y(S(r))) 5S μ(H(r(l + 6e(r)))) = \J y (x 0 )\ μ(K(r)))(l + 6e(r)) .
Again by (33), we now have
μ(v(S(r)))
i.e., (38) is proved. The proof of Theorem 5 is herewith complete.
INTEGRATION BY CHANGE OP VARIABLES 10* As a direct consequence of the main inequality (26) we obtain the following result on integration by change of variables:
THEOREM. Let y = y(x) be a homeomorphism of an open set D λ onto an open set D 2 in E m and let x = x(y) be the inverse mapping of y = y(x). Suppose both y = y(x) and x = x(y) are inverse-measurable and also partially differentiable almost everywhere. Moreover suppose the Jacobians J y {x) and J x (y) ofy = y(x) and x = x(y) satisfy
(44) JM'JMv)) = 1
almost everywhere on D t . Then f(y) is Lebesgue measurable on D 2 if and only if f(y(x)) is Lebesgue measurable on D x , and if f(y) is Lebesgue integrable on D 2 , then f(y(x))J y (x) is Lebesgue integrable on Ό γ and
ll For the proof take the Radon-Nikodym densities R y (x) and Rχ(y) of y = y(x) and x = x(y), and observe that
= \ R x (y)dμ(y) = \ R.{v{x))R&W(v)
Jy ( for every
YeL(D 2 ). Since Xe i(A) if and only if y(X) e i(A), f(y) is Lebesgue measurable on D 2 if and only if f(y(x)) is on D lf and in this case f(y(x))J y (x)
is Lebesgue measurable on D x . Thus by the definition of integrals and by (49), (45) is shown to be valid first for bounded nonnegative measurable /, and then, by the Lebesgue convergence theorem, for nonnegative integrable /, and finally, by decomposing / into positive and negative parts, for general integrable /. DIRICHLET MAPPINGS 12. In the remainder of this paper we deduce an application of the theorems given thus far. Especially the main inequality (26) The notion of Dirichlet mapping was introduced in Nakai-Sario [5] , where the following additional requirement was imposed; there exists a finite constant K ^ 1 such that
for
every φ in W(D 2 ). However it is known that (51) is a consequence of the very definition of Dirichlet mapping (see Nakai [4]).
As is well-known the solution of the variational problem min D D (φ) among functions φ with a fixed boundary condition is harmonic. Therefore W(D) is, in a sense, characteristic of the potential-theoretic structure of D, and thus Dirichlet mappings may be viewed as mappings which preserve, again in a sense, potential-theoretic structures of open sets. In view of this it is important to characterize Dirichlet mappings geometrically. For m -2 it is known that a mapping is a Dirichlet mapping if and only if it is quasiconformal (see Nakai [3] and SarioNakai [8] ). For quasiconformal mappings, see e.g., the monograph of Kΐinzi [2] and also Gehring [1] , among others.
Our object is, in contrast, to characterize Dirichlet mappings geometrically for m ^ 3. Hereafter we always assume that m ^ 3. 
In view of (53) and (52), the condition (54) is equivalent to the following:
for any two points x 1 and ^2 such that {^ I I x -x t I ^ I α; 2 -x t |} c A ,
15 • A complete geometric characterization of Dirichlet mappings for m ^ 3 is given as follows:
) is a Dirichlet mapping if and only if it is a quasiisometry of A onto A
It is not difficult to generalize the concepts of Dirichlet mapping and quasi-isometry and also the above theorem to the case where A and A are Riemannian manifolds.
To prove the theorem we have a rather long way to go: 16-23. An application of Theorem 5 will appear in 21, which is one of the crucial steps in our proof.
First we suppose y = y(x)
is a quasi-isometry of A onto A, and shall prove it is a Dirichlet mapping. A somewhat indirect proof for this was already given in Nakai-Sario [5] , but we furnish here a more direct proof for the sake of completeness. Observe that (57) h\ and by the Rademacher theorem mentioned in the introduction, (3) and (5) and by (58) we can find a constant K 3 such that
. Since TF(A) is complete with respect to HI HI (cf. Yosida [11; p. 55] ) and a suitable subsequence of {φ n } converges to φ almost everywhere on D 2 and y(x) is inverse-measurable, we conclude that φ°yeW{Dύ
We remark in passing that (58) 
These functions can be considered to be in W(D 2 ) Π C°°(A) In view of (61) we have
We also write u(x) = φ(y(x)) and % Λ (a?) = φ n (y(x)). They are in V). Observe that if xeU 19 then u(a ) = Σ?U ^ and w n (a;) = ,Γ=i »i(2/(«)) Using (51) we infer Σ:
and by (62) we conclude that
n-*oo n-*oo
In particular
, m), we see that (v) However for x in U 1
and (61) 
for ye V 2e -F e , i.e., Λ is the harmonic function on V 2ε -F ε with boundary values 1 at the interior boundary and 0 at the exterior boundary. Consider -h(y) Σ ξΎ , 
