Asymptotic stability of solitary wave solutions to the regularized long-wave equation  by Mizumachi, Tetsu
J. Differential Equations 200 (2004) 312–341
Asymptotic stability of solitary wave solutions to
the regularized long-wave equation$
Tetsu Mizumachi
Department of Mathematical Sciences, Yokohama City University, Seto 22-2, 236-0027, Japan
Received October 30, 2003
Abstract
We study the asymptotic stability of solitary wave solutions to the regularized long-wave
equation (RLW) in H1ðRÞ: RLW is an equation which describes the long waves in water. To
prove the result, we make use of the monotonicity of the local H1-norm and apply the
Liouville property of (RLW) as in Merle and Martel (J. Math. Pures Appl. 79 (2000) 339;
Arch. Rational Mech. Anal. 157 (2001) 219).
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1. Introduction
In this paper, we investigate asymptotic stability of solitary wave solutions to the
regularized long-wave (RLW) equation introduced by Peregrine [11] and Benjamin
et al. [1]
ð1 @2xÞut þ u þ 12 u2
 
x
¼ 0 for xAR and tAR;
uð0; xÞ ¼ u0ðxÞ: for xAR
(
ðRLWÞ
(RLW) arises in the description of long waves of small amplitude in water. (RLW)
admits a two-parameter family of solitary wave solutions
fQcðx  ct þ gÞ j cAð1;NÞ; gARg;
ARTICLE IN PRESS
$This research is supported by Grant-in-Aid for Scientiﬁc Research (No. 14740106).
E-mail address: mizumati@yokohama-cu.ac.jp.
0022-0396/$ - see front matter r 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2004.01.006
where Qc is a solution to
cQ00  ðc  1ÞQ þ 1
2
Q2 ¼ 0 for xAR ð1Þ
and explicitly written as
QcðxÞ ¼ 3ðc  1Þsech2 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c  1
c
r
x
 !
:
Let
EðuÞ ¼
Z
R
u2 þ 1
3
u3
	 

dx; ð2Þ
NðuÞ ¼
Z
R
ðu2x þ u2Þ dx: ð3Þ
Then solutions to (RLW) formally satisﬁes the following conservation laws:
EðuðtÞÞ ¼ Eðu0Þ; NðuðtÞÞ ¼ Nðu0Þ: ð4Þ
A solution Qc to (1) is a critical point of ScðuÞ ¼ EðuÞ  cNðuÞ: This variational
characterization allows us to apply the Lyapunov stability theory (see [6,13,16]).
Indeed, we have dNðQcÞ=dc40 for any c41 and all the solitary wave solutions to
(RLW) are orbitally stable (see [17] and the references therein). That is, for any e40;
there exists a d40 such that
inf
yAR
ju0  Qcð
 þ yÞjH1ðRÞod
implies
sup
tX0
inf
yAR
juð
; tÞ  Qcð
 þ yÞjH1ðRÞoe:
Asymptotic stability of solitary waves to (RLW) was suggested by computer
simulations [3,10]. Such kind of results was proved for K dV equation by Pego and
Weinstein [12] and for nonlinear Schro¨dinger equations by Buslaev and Perelman [2]
and Soffer and Weinstein [14,15]. The solitary waves of (RLW), as well as those of
K dV equations, are expected to move faster to the right than dispersive waves.
Using this property, Miller and Weinstein [9] derived a local energy decay estimate of
the linearized equation and proved asymptotic stability in an exponentially weighted
space.
Since solutions to (RLW) conserves its energy and momentum, we cannot expect
that solutions strongly converges to some solitary wave solutions in H1ðRÞ as t-N:
Recently, Martel and Merle [8] have proved that solitary waves of K dV equations
are asymptotically stable in H1ðRÞ in the sense of weak topology. In other words,
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they showed that solitary waves are asymptotically stable in L2locðRÞ: In the present
paper, we aim to prove the asymptotic stability of solitary wave solutions of (RLW)
in H1ðRÞ:
Theorem 1. Let u0AH1ðRÞ and let uðtÞ be a solution to (RLW) on Rþ  R with
a :¼ infyAR ju0  Qc0ð
 þ yÞjH1 : Then there exist a c41 and an a040 satisfying the
following:
(i) Suppose c0Að1; cÞ and aAð0; a0Þ: Then, there exist a cþ41 and a C1-function
xðtÞ such that
uðt; 
 þ xðtÞÞ,Qcþ in H1ðRÞ
and xt-cþ as t-N:
(ii) The conclusion of (i) holds for the speed c0A½c;NÞ; except for an exceptional set
of values that have no finite accumulation point.
Remark 1. To prove Theorem 1, we assume that the linearized operator around
solitary wave solution does not have any nonzero eigenvalues on the imaginary axis.
This is the reason why we impose the restriction on values for the speed c0 in (ii)
(see [9]).
To prove Theorem 1, we adopt the argument of [7,8]. One of the difference
between K dV equation and RLW is that the momentum N includes the derivative of
u: For this reason, we need to investigate the correspondence between local H1-mass
of a solution around a solitary wave and that of its weak limit to prove the Liouville
property. For the purpose, we decompose the solution to a small solution to (RLW)
and a smooth part which is bounded in an exponentially weighted space. This type of
argument is possible because (RLW) can be rewritten as
ut þ @xð1 @2xÞ1 u þ 12 u2
  ¼ 0 ð5Þ
and the nonlinear term gains some smoothness. Furthermore, since (5) includes
nonlocal terms and does not have a scaling property as K dV equation has, the
argument in [7,8] to derive the Liouville theorem for the linearized equation does not
seem to be applicable. Instead, we use the spectral property of the linearized operator
to obtain the Liouville theorem for the linearized equation.
After this paper was completed, the author was informed that the same result has
been obtained independently by El Dika [4,5]. His proof is also based on a Liouville
type theorem.
Our plan of the present paper is as follows. In Section 2, we introduce some basic
estimates for RLW which indicates that dispersive waves moves slower than any
solitary waves and that they decouples even in the energy class. In Section 3, we
prove that the proof of Theorem 1 can be reduced to the so-called the Liouville
theorem, which tells us that solitary wave solutions are only solutions that are
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localized in H1 uniformly with respect to t: In Section 4, we prove that the Liouville
theorem follows from the Liouville property of the linearized equation. In Section 5,
we prove the Liouville theorem for the linearized equation by using the local energy
decay estimate obtained by [9].
Finally, we introduce several notations. We denote by ð
; 
Þ the inner product of
L2ðRÞ: We deﬁne the Fourier transform of uðxÞ as
FuðxÞ ¼ uˆðxÞ ¼
Z
R
uðxÞeixx dx
and the inverse Fourier transform of vðxÞ as
F1vðxÞ ¼ vˇðxÞ ¼ ð2pÞ1
Z
R
vðxÞeixx dx:
For a positive number a; we denote by Hma ðRÞ the weighted with the norm deﬁned by
jujHma ¼ je
axujHmðRÞ:
Various constants will be simply denoted by C and Ci (iAN) in the course of
calculations.
2. Preliminaries
Let uðt; x þ xðtÞÞ ¼ QcðtÞðxÞ þ vðt; xÞ: Then vðt; xÞ satisﬁes
ð1 @2xÞvt ¼ @xLcðtÞv þ fð ’x  cÞ@x  ’c@cgð1 @2xÞQcðtÞ
þ ð ’x  cÞð1 @2xÞvx  v@xv; ð6Þ
where Lc ¼ cð1 @2xÞ  1 Qc: Since the solitary wave solution Qc0ðx  c0tÞ is
orbitally stable, it follows from the implicit function theorem and (6) that there exist
C1-functions xðtÞ and cðtÞ satisfying
ðvðt; 
Þ; ð@2x  1ÞQcðtÞÞ ¼ ðvðt; 
Þ; @xQcðtÞÞ ¼ 0 ðH1Þ
provided a :¼ infyARju0  Qc0ð
 þ yÞjH1 is sufﬁciently small. We remark that
jcðtÞ  c0j ¼ OðjvðtÞjL2Þ as jvðtÞjL2-0: ð7Þ
Differentiating (H1) with respect to t and substituting (6) into the resulting equation,
we obtain
1
2
’c
d
dc
NðQcÞ  ðv; ð1 @2xÞQcÞ
 
 ð ’x  cÞðð1 @2xÞ@xv; QcÞ
¼ 1
2
ðv2; @xQcÞ; ð8Þ
ARTICLE IN PRESS
T. Mizumachi / J. Differential Equations 200 (2004) 312–341 315
’cðv; @x@cQcÞ þ ð ’x  cÞfj@xQcj2L2 þ ðvx; @xQcÞg
þ ð@xð1 @2xÞ1ðLcv  12 v2Þ; @xQcÞ ¼ 0: ð9Þ
To prove the asymptotic stability in H1ðRÞ; we make use of the following
monotonicity property:
Let
cðxÞ ¼ b
2
Z x
N
ebjyj dy;
IðtÞ ¼
Z
R
cðx  stÞðuxðt; xÞ2 þ uðt; xÞ2Þ dx:
Lemma 2 (Monotonicity lemma). For any s41 and bAð0; 2ðs1Þsþ1 Þ; there exists an
e040 such that if ju0jH1pe0; IðtÞ is monotone decreasing in t:
Proof. Let kðxÞ ¼ ejxj=2: Differentiating IðtÞ with respect to t; we have
I 0ðtÞ
¼ 2
Z
cðx  stÞuð1 @2xÞut  2
Z
c0ðx  stÞuuxt  s
Z
c0ðx  stÞðu2x þ u2Þ
¼ 
Z
c0ðx  stÞ u2 þ 1
3
u3
	 

þ
Z
c0ðx  stÞuðk  ð2u þ u2ÞÞ
 s
Z
c0ðx  stÞðu2x þ u2Þ
¼ Iþ IIþ III:
Obviously,
Ip ð1 C supju0jH1Þ
Z
c0u2:
By the triangle inequality,
0o2c0ðx  stÞkðx  yÞpc0ðy  stÞeð1bÞjxyj;
0o2c0ðx  stÞkðx  yÞpc0ðx  stÞ12c0ðy  stÞ12eð1b2Þjxyj:
Using above, we have
IIp
Z Z
c0ðx  stÞuðxÞejxyjðuðyÞ þ 1
2
uðyÞ2Þ

 dy dx
p
Z Z
eð1
b
2Þjxyjc0ðx  stÞ12juðxÞjc0ðy  stÞ12juðyÞj dy dx
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þ 1
2
Z Z
eð1bÞjxyjjuðxÞjc0ðy  stÞjuðyÞj2 dy dx
p jeð1b2ÞjxjjL1 þ 12 sup
tX0
jujLN jeð1bÞjxjjL1
	 
Z
c0ðx  stÞuðxÞ2 dx
p 4
2 b þ
1
1 b jujH1
	 
Z
c0ðx  stÞuðxÞ2 dx:
Combining the above, we obtain
I 0ðtÞp s 2þ b
2 b  Cju0jH1
	 
Z
c0ðx  stÞu2
for a C40: Hence IðtÞ is monotone decreasing in t if e0 is sufﬁciently small. &
Suppose that the solution uðt; xÞ is decomposed as
uðt; xÞ ¼ QcðtÞðx  xðtÞÞ þ vðt; xÞ:
Then
Ix0ðtÞ ¼
Z
R
cðx  st  x0Þðuxðt; xÞ2 þ uðt; xÞ2Þ dx
satisﬁes some monotonicity.
Corollary 3 (Almost monotonicity). Let s41; d40 and bAð0; 2ðs1Þsþ1 Þ: Let xðtÞ and
cðtÞ be C1-functions satisfying ’xðtÞ4ð1þ dÞs and cðtÞ4s: Then there exists an e40
such that if suptX0 jvðtÞjH1pe;
Ix0ðtÞ  Ix0ð0ÞpCebx0 for every x0p0 and tX0;
where C ¼ Cðs; d; b; eÞ:
The proof of Corollary 3 will be given in Appendices.
3. Asymptotic behavior of v
In this section, we show that the Liouville theorem implies the asymptotic
behavior of v as t-N: To prove Theorem 1, we apply the following proposition.
Proposition 4 (Liouville Theorem). Let a140 be a sufficiently small number and let
c41 be a positive number given in Theorem 1.
(i) Suppose that vðtÞACð½0;NÞ; H1ðRÞÞ-LNð½0;NÞ; H1ðRÞÞ is a solution to (6) on
R R satisfying jvð0ÞjH1pa1; (H1) and the following assumption:
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For all d40; there exists an A40 such that for any tAR;Z
jxj4A
ð@xvðt; xÞ2 þ vðt; xÞ2Þ dxpd: ðH2Þ
Then v  0 on R R:
(ii) The conclusion of (i) holds for the speed c0A½c;NÞ; except for an exceptional set
of values that have no finite accumulation point.
Assuming Proposition 4, we prove Theorem 1.
Proof of Theorem 1. The proof of Theorem 1 is by contradiction. Suppose that for
some sequence ftngNn¼1 with tnsN as n-N; we have
vðtn; 
Þ 0 in H1ðRÞ:
Then there exists a subsequence of ftng; still denoted by ftng; such that
vðtn; 
Þ,v˜0c0 in H1ðRÞ and cðtnÞ-c˜0
as n-N: Note that jv˜0jH1psuptX0 jvðtÞjH1pCjv0jH1 because Qc0 is orbitally stable.
Now, let u˜ð0Þ ¼ Qc˜0 þ v˜0 and let u˜ðtÞ be a solution to (RLW) with initial data u˜ð0Þ:
We decompose u˜ðt; xÞ as
u˜ðt; x þ x˜ðtÞÞ ¼ Qc˜ðtÞðxÞ þ v˜ðt; xÞ
and choose the parameters x˜ðtÞ and c˜ðtÞ so that they satisfy
ðv˜ðtÞ; ð@2x  1ÞQc˜ðtÞÞ ¼ ðv˜ðtÞ; @xQc˜ðtÞÞ ¼ 0:
We claim that v˜ðtÞ satisﬁes the following:
Lemma 5 (L2-compactness of asymptotic solution). For any d40; there exists a
positive number A such thatZ
jxj4A
ðv˜xðt; xÞ2 þ v˜ðt; xÞ2Þ dxpd:
Assuming Lemma 5, we can apply Proposition 4 for small a0 and obtain
v˜ðt; xÞ ¼ 0 for all ðt; xÞAR2;
which is a contradiction. &
Following the line of [7,8], we prove Lemma 5 by using monotonicity property of
(RLW). For the purpose, we need the following.
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Lemma 6 (Stability on weak convergence for local time). Suppose that uðtn; 
 þ
xðtnÞÞ,u˜0 in H1ðRÞ as n-N: Let u˜ðt; xÞ be a solution to (RLW) with u˜ð0Þ ¼ u˜0:
Then, as n-N;
uðtn þ t; 
 þ xðtnÞÞ, u˜ðt; 
Þ in H1ðRÞ for every tAR;
uð
 þ tn; 
 þ xðtnÞÞ- u˜ in Cð½t1; t1; L2locðRÞÞ for every t140:
Proof. Let unðt; xÞ ¼ uðt þ tn; x þ xnðtÞÞ: Since unð0Þ-u˜0 in L2loc as n-N; we
decompose unð0Þ as unð0Þ ¼ u1;nð0Þ þ u2;nð0Þ such that
ju1;nð0Þ  u˜0jL2p
1
n
;
u2;nð0Þ ¼ 0 if jxjp2rn;
ju˜0jH1 þ ju1;nð0ÞjH1 þ jznð0ÞjH1 þ ju2;nð0ÞjH1pK
for all n; where zn ¼ u1;nð0Þ  u˜0; K is a positive constant, and frgNn¼1 is a sequence
with rnsN as n-N: Let znðtÞ; u2;nðtÞ be solutions to (RLW) with initial data znð0Þ
and u2;nð0Þ; respectively, and let RnðtÞ ¼ unðtÞ  ðu˜ðtÞ þ znðtÞ þ u2;nðtÞÞ: Since (RLW)
is well-posed in Cð½t1; t1; L2ðRÞÞ and in Cð½t1; t1; H1ðRÞÞ; we have
lim
n-N
sup
sA½t1;t1
jznðsÞjL2 ¼ 0; ð10Þ
sup
sA½t1;t1
ðjunðsÞjH1 þ ju˜ðsÞjH1 þ jznðsÞjH1 þ ju2;nðsÞjH1ÞpCK ; ð11Þ
where C is a positive number independent of n: Thus we have znðtÞ,0 in H1ðRÞ as
n-N:
Next, let gðrÞ be a nonnegative smooth function on ½0;NÞ with
gðrÞ ¼ 1 for rA½0; 1;
0 for rA½2;NÞ

and let gnðxÞ ¼ gðjxj=rnÞ: Then we have
d
dt
Z
gnðxÞfð@xu2;nÞ2 þ u22;ng dx
¼
Z
g0n u
2
2;n þ
2
3
u32;n
	 

þ
Z
g0nu2;n@
2
xð1 @2xÞ1ð2u2;n þ u22;nÞ
pC sup
xAR
jg0nðxÞjðju2;nj2H1 þ ju2;nj3H1ÞpC=rn:
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Since Z
R
gnðxÞ @xu2;nð0; xÞ2 þ u2;nð0; xÞ2
 
dx ¼ 0;
we have, for every tA½t1; t1 and nAN;Z
jxjprn
ð@xu2;nðt; xÞ2 þ u2;nðt; xÞ2Þ dxpCrn
: ð12Þ
Thus, we prove u2;n,0 in H
1ðRÞ and u2;n-0 in Cð½t1; t1; L2locÞ as n-N:
The function RnðtÞ satisﬁes
ð1 @2xÞ@tRn þ @xRn þ 12 @xðu2n  u˜2  z2n  u22;nÞ ¼ 0:
Let SðtÞ be the semigroup deﬁned by
SðtÞu0 ¼F1 e
itx
1þx2 Fu0
	 

:
Using the variation of constants formula, we have
jRnðtÞjL2 ¼
1
2
Z t
0
Sðt  sÞ@xð1 @2xÞ1ðRnVn þ FnÞ ds


L2
p 1
2
Z t
0
ðjRnðsÞjL2 jVnðsÞjLN þ jFnjL2Þ ds;
where
Vn ¼ Rn þ 2ðu˜ þ zn þ u2;nÞ; Fn ¼ ðu˜ þ zn þ u2;nÞ2  u˜2  z2n  u22;n:
By Schwarz’s inequality and (11),
jVnjLNpCK
and
jFnjL2p 2jznjL2ðju˜jH1 þ ju2;njH1Þ þ 2ju2;nu˜jL2
pCKðjznjL2 þ ju2;njL2ðjxjprnÞ þ ju˜jL2ðjxjXrnÞÞ:
Since ju˜jL1ð½t1;t1;L2ðRÞÞp2t1ju˜0jH1 ;
ju˜jL1ð½t1;t1;L2ðjxjXrnÞÞ-0 as n-N: ð13Þ
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Hence by Gronwall’s inequality and (10)–(13), we have
lim
n-N
sup
tA½t1;t1
j RnðtÞjL2 ¼ 0;
RnðtÞ,0 in H1ðRÞ as n-N:
Thus we complete the proof. &
Now, we decompose vðt; xÞ into a smooth part and a small solution to (RLW) that
tends to 0 in H1loc: Let vðt; xÞ ¼ v1ðt; xÞ þ v2ðt; xÞ and let v1 be a solution to
ð1 @2xÞ@tv1  ’xð1 @2xÞ@xv1 þ @x v1 þ 12 v21
  ¼ 0;
v1ð0; xÞ ¼ v0ðxÞ;
(
ð14Þ
where v0ðxÞ ¼ vð0; xÞ: Then v1 and v2 satisfy the following property.
Lemma 7. Let a0 be a sufficiently small number. Suppose jv0jH1pa0: Then there exists
a b40 such that for any y0AR;
lim
t-N
Z
cðx þ y0Þðv1ðt; xÞ2 þ @xv1ðt; xÞ2Þ dx ¼ 0
and that
sup
tX0
jv2ðt; 
ÞjH2
b
oN:
We apply the following lemma to prove the latter part of Lemma 7.
Lemma 8. Let vðt; xÞ be a solution to
@tv  ’x@xv þ @xð1 @2xÞ1v ¼ @xð1 @2xÞ1g1 þ g2;
vð0; xÞ ¼ 0;
(
ð15Þ
where g1ALNt H
1
x and g2AL
N
t H
2
x : Assume that there exist d40; aAð0; 1Þ and s41
such that
ð1 aÞs41;
jg1ðt; 
ÞjH1a þ jg2ðt; 
ÞjH2apd;
xtXs:
Then there exists a C40 such that jvðt; 
ÞjH2apCd for all xAR and tX0:
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The proof will be given in Appendices.
Proof of Lemma 7. In view of (7) and (9), there exist positive numbers s and d such
that ’xðtÞXð1þ dÞs and s41: Now let b be a positive number with bo s12ðsþ1Þ: We
have j ’x  c0jpCa0 for small a0: Hence, we can apply Corollary 3 if b40 is a
sufﬁciently small number. First, we prove the former part of the lemma.
Let %v1ðt; xÞ ¼ v1ðt; x  xðtÞÞ: Then %v1 is a solution to (RLW). For any e40; there
exists a x0 satisfyingZ
R
cðx  x0Þð %v1ð0; xÞ2 þ @x %v1ð0; xÞ2Þ dxoe:
Hence by Lemma 2,Z
R
cðx  st  x0Þð %v1ðt; xÞ2 þ @x %v1ðt; xÞ2Þ dxoe
for every tX0 if a0 is sufﬁciently small. By the assumption, there exists a t40
such that
xðtÞ  y0  ðst þ x0ÞXxð0Þ þ sdt  x0  y0X0
for every tXt: Since cðxÞ is monotone increasing, we haveZ
cðx  xðtÞ þ y0Þð%v1ðt; xÞ2 þ @x %v1ðt; xÞ2Þ dxoe
for every tXt: Since e40 can be arbitrary chosen, we have
lim
t-N
Z
cðx þ y0Þðv1ðt; xÞ2 þ @xv1ðt; xÞ2Þ dx ¼ 0:
Next, we prove the latter part of the lemma. We see that v2 is a solution to
@tv2  ’x@xv2 þ @xð1 @2xÞ1v2 ¼ g;
v2ð0; xÞ ¼ 0;
(
ð16Þ
where g ¼ @xð1 @2xÞ1g1 þ g2 and
g1 ¼ v2 v1 þ 12 v2
  Qcðv1 þ v2Þ; g2 ¼ ð ’x  cÞ@xQ  ’c@cQ:
By (4) and (14), we have jv1ðtÞjH1 ¼ jv0jH1 : Hence it follows from the orbital stability
of the solitary wave solution that
jv2ðtÞjH1pjvðtÞjH1 þ jv1ðtÞjH1pA1a0
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for an A140: Let t0 and A2 be positive numbers to be ﬁxed later and let
X ¼ fwACð½0; t0Þ; H1ðRÞÞ j jwðtÞjH1pA1a0; jwðtÞjH2
b
pA2a0g:
We deﬁne the mapping F by
FðwÞðt; 
Þ ¼
Z t
0
Sðt  sÞFðs; 
 þ xðtÞ  xðsÞÞds; ð17Þ
where
Fðt; xÞ ¼ @xð1 @2xÞ1f1ðt; xÞ þ f2ðt; xÞ;
f1ðt; xÞ ¼  w
2
ð2v1 þ wÞ  QcðtÞðv1 þ wÞ;
f2ðt; xÞ ¼ ð ’xðtÞ  cðtÞÞ@xQcðtÞ  ’cðtÞ@cQcðtÞ:
For sufﬁciently small t0; we will see that F :X-X is a contraction mapping.
First, we estimate H1-norm of FðwÞ: By (8), (9) and (14), there exists a C40 such
that
jv1ðtÞjH1pa0;
j ’xðtÞ  cðtÞj þ j’cðtÞjpCa0:
Hence, it follows that
j f1ðt; 
ÞjL2
pCjwðtÞjH1ðjv1jH1 þ jwjH1Þ þ CjQcjH1ðjv1jH1 þ jwjH1Þ
pCðjwjH1 þ a0Þ
and
j f2ðt; 
ÞjH1
pCðj ’xðtÞ  cðtÞjj@xQcðtÞjH1 þ j’cðtÞjj@cQcðtÞjH1Þ
pCa0:
Thus we have
jFðwÞðtÞjH1pCt0ða0 þ sup
0ptot0
jwðtÞjH1Þ
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for every tA½0; t0Þ and there exists a nAð0; 1Þ such that
sup
0ptot0
jFðw1Þ  Fðw2ÞjH1pn sup
0ptot0
jw1ðtÞ  w2ðtÞjH1
for every w1; w2AX if t0 is sufﬁciently small.
Next, we estimate the weighted norm of FðwÞ: By a simple computation, we have
j f1ðt; 
ÞjH1
b
pCðjvjH1 þ jwjH1ÞjwjH1
b
pCa0ð1þ jwjH1
b
Þ ð18Þ
and
j f2ðt; 
ÞjH2
b
pCðj ’xðtÞ  cðtÞjj@xQcðtÞjH2
b
þ j’cðtÞjj@cQcðtÞjH2
b
Þ
pCa0: ð19Þ
Combining Lemma 8, (17), (18) and (19), we obtain
sup
0ptot0
jjFðwÞðtÞjjH2
b
pCa0ð1þ sup
0ptot0
supjwðtÞjH1
b
Þ
pCa0ð1þ A2a0Þ:
Thus if we choose A2 so that
Ca0ð1þ A2a0ÞoA2; ð20Þ
we see that F is a uniform contraction mapping on X :
Finally, we investigate jv2ðtÞjH2
b
for large t: Let
t1 ¼ supft040 j jv2ðtÞjH2
b
pA2a0 for tA½0; t0Þg:
Suppose t1oN: Then (18)–(20) and Lemma 8 yield
jwðt1ÞjH2
b
oA2a0;
which is contradiction. Thus we complete the proof. &
Proof of Lemma 5. To begin with, we investigate the increase and decrease of mass
on both sides of the dominant solitary wave. Let
JLðtÞ ¼
Z
ð1 cðx  xðtÞ þ y0ÞÞðuxðt; xÞ2 þ uðt; xÞ2Þ dx;
JRðtÞ ¼
Z
cðx  xðtÞ  y0Þðuxðt; xÞ2 þ uðt; xÞ2Þ dx;
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where uðt; xÞ is a solution to (RLW). We claim that there exist positive constants A1
and y1 such that for any y04y1 and t0A½0; t;
JLðtÞXJLðt0Þ  A1eby0 ; JRðtÞpJRðt0Þ þ A1eby0 ; ð21Þ
where b is a positive number with bAð0; 2ðs1Þsþ1 Þ:
Since 1 cðxÞ ¼ cðxÞ and uðt;xÞ is also a solution to (RLW), the second
inequality follows from the ﬁrst one. Let s be a positive number with inf ’xðtÞXs
and let
I˜ðtÞ ¼
Z
cðx  xðtÞ þ s
2
ðt  t0Þ þ y0Þðuxðt; xÞ2 þ uðt; xÞ2Þ dx:
Then using the same argument as in the proof of Corollary 3, we have
IðtÞp Iðt0Þ þ A1eby0
¼Nðuðt0ÞÞ  JLðt0Þ þ A1eby0
for an A140: On the other hand, the monotonicity of c implies that
NðuðtÞÞ  JLðtÞ ¼
Z
cðx  xðtÞ þ y0Þðuxðt; xÞ2 þ uðt; xÞ2Þ
p
Z
cðx  xðtÞ þ s
2
ðt  t0Þ þ y0Þðuxðt; xÞ2 þ uðt; xÞ2Þ:
Combining the above with the conservation law NðuðtÞÞ ¼ Nðuðt0ÞÞ; we obtain (21).
Now, we are in position to prove Lemma 5 by contradiction. Suppose the
contrary. Then there exists a d40 such that for any y040; there exists a t0AR such
that
Z
jyjp2y0
ðu˜xðt0; x þ x˜ðt0ÞÞ2 þ u˜ðt0; x þ x˜ðt0ÞÞ2Þ dxpNðu˜ð0ÞÞ  d: ð22Þ
For sufﬁciently large y0; we have
A1e
by0 þ Nðuð0ÞÞ sup
jxjX2y0
ðcðx þ y0Þ  cðx  y0ÞÞp d
10
: ð23Þ
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By (22) and (23),
Z
fcðx  x˜ðt0Þ þ y0Þ  cðx  x˜ðt0Þ  y0Þgðu˜xðt0; xÞ2 þ u˜ðt0; xÞ2Þ
p
Z
jxjp2y0
fcðx þ y0Þ  cðx  y0Þgðu˜xðt0; x þ x˜ðt0ÞÞ2 þ u˜ðt0; x þ x˜ðt0ÞÞ2Þ
þ sup
jxjX2y0
fcðx þ y0Þ  cðx  y0Þg
Z
jxjX2y0
ðu˜xðt0; x þ x˜ðt0ÞÞ2 þ u˜ðt0; x þ x˜ðt0ÞÞ2Þ
pNðu˜ð0ÞÞ  9
10
d:
Hence by Lemmas 6 and 7, there exists an n0AN such that for nXn0;Z
ðcðx  xðtn þ t0Þ þ y0Þ  cðx  xðtn þ t0Þ  y0ÞÞ
 ð@xuðtn þ t0; xÞ2 þ uðtn þ t0; xÞ2Þ dx
pNðu˜ð0ÞÞ  4
5
d: ð24Þ
On the other hand, we have
Z
fcðx þ y0Þ  cðx  y0Þgðu˜xð0; xÞ2 þ uð0; xÞ2ÞXNðu˜ð0ÞÞ  110 d
for large y0: Taking n0 larger if necessary, we haveZ
fcðx þ y0Þ  cðx  y0Þgðuxðtn; x þ xðtnÞÞ2 þ uðtn; x þ xðtnÞÞ2Þ
XNðu˜ð0ÞÞ  15 d: ð25Þ
By (24) and (25),
JLðtn þ t0Þ þ JRðtn þ t0ÞXJLðtnÞ þ JRðtnÞ þ 35 d ð26Þ
Hence it follows from (21), (23) and (26), that
JLðtn þ t0Þ  JLðtnÞX12 d
for any nXn0: Now let ft0ngnAN be a subsequence of ftngnAN with t0nþ1  t0nXt0 for
every nAN: Since JLðt0nþ1ÞXJLðt0n þ t0Þ  d10 by (21) and (23),
JLðt0nþ1ÞXJLðt0nÞ þ 25 d
for every nXn0; which contradicts to the boundedness of Nðu˜ðtÞÞ: &
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4. Proof of Proposition 4
Now, we prove the Liouville theorem for small v by contradiction. Suppose
the contrary. Then there exist a sequence of nontrivial solutions vnðtÞ ðnANÞ to (6)
which satisfy (H1), (H2) and limn-N jvnð0ÞjH1 ¼ 0: If the solution v to (6) is
sufﬁciently small, we can expect the solution v behaves as that of the linearized
equation. In fact, one can reduce Proposition 4 to the Liouville theorem for a
linearized equation.
Proposition 9. Let vnðtÞACð½0;NÞ; H1ðRÞÞ-LNð½0;NÞ; H1ðRÞÞ ðnANÞ be a solu-
tion to (6) satisfying (H1) and (H2), where A depends on n: Suppose that
bn :¼ sup
tAR
jvnðtÞjL2-0 as n-N:
Then there exist a sequence tn0 and a subsequence fvn0 gNn0¼1 such that
vn0 ðt þ tn0 Þ
bn0
-wðtÞ in LNlocðR; L2ðRÞÞ;
where wACð½0;NÞ; H1ðRÞÞ-LNð½0;NÞ; H1ðRÞÞ is a nontrivial solution to
ð1 @2xÞ@tw ¼ @xLc0w þ bðtÞð1 @2xÞ@xQc0 : ð27Þ
Furthermore,
ðwðtÞ; ð@2x  1ÞQc0Þ ¼ ðwðtÞ; @xQc0Þ ¼ 0; ðh1Þ
jwðt; xÞjpCey2jxj for every ðt; xÞAR2; ðh2Þ
where C is a positive number and y2 is a constant given in Lemma 10.
To obtain Proposition 9, we will prove that solutions around solitary waves
satisfying (H1) and (H2) decay exponentially as jxj-N:
Lemma 10. Let vðt; xÞ be a solution to (6) satisfying (H1) and (H2). Let a ¼
suptARjvðtÞjH1 and b ¼ suptARjvðtÞjL2 : Then there exist positive constants a240; y1; y2
and C such that if aAð0; a2Þ;
jvðt; xÞjpy1
ﬃﬃﬃﬃﬃ
ab
p
ey2jxj; ð28Þ
apCb: ð29Þ
Proof. The proof follows the line of Proposition 1 in [7]. Let ftngnAN be a sequence
with limn-N tn ¼N and let vðt; xÞ ¼ v1;nðt þ tn; xÞ þ v2;nðt þ tn; xÞ; where v1;n is a
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solution to
ð1 @2xÞð@tv1;n  ’xðt  tnÞ@xv1;nÞ þ @xðv1;n þ 12 v21;nÞ ¼ 0;
v1;nð0; xÞ ¼ vðtn; xÞ
(
ð30Þ
and v2;n is a solution to
@tv2;n  ’xðt  tnÞ@xv2;n þ @xð1 @2xÞ1v2;n ¼ gnðt; xÞ;
v2;nð0; xÞ ¼ 0:
(
ð31Þ
where gnðt; xÞ ¼ @xð1 @2xÞ1g1;nðt; xÞ þ g2;nðt; xÞ and
g1;nðt; xÞ ¼  v2;n v1;n þ 12 v2;n
  QcðttnÞðv1;n þ v2;nÞ;
g2;nðt; xÞ ¼ ð ’xðt  tnÞÞ  cðt  tnÞÞ@xQcðttnÞ  ’cðt  tnÞ@cQcðttnÞ:
To prove Lemma 10, we will show that v1;n-0 in L
NðR; LNlocðRÞÞ as n-N and that
v2;n ðnANÞ decays exponentially as x-N: More precisely, we will prove the
following.
Lemma 11. Let a240 be a sufficiently small number. Let t0AR and let ftngnAN be a
sequence with tn-N: Suppose suptX0 jvðtÞjH1pa2: Then for any A40; jv1;nðt0 þ
tn; 
ÞjH1ðx4AÞ-0 as n-N:
Lemma 12. Let a240 be a sufficiently small number. Suppose that suptX0 jvðtÞjH1pa2:
Then there exist positive numbers y1 and y2 such that
jv2;nðt; xÞj þ j@xv2;nðt; xÞjp
ﬃﬃﬃﬃﬃ
ab
p
y1ey2x
for ðx; tÞAR2 and all nAN:
Assuming Lemmas 11 and 12, we continue the proof of Lemma 10. For ﬁxed tAR
and xX0; we have
vðt; xÞ ¼ v1;nðt þ tn; xÞ þ v2;nðt þ tn; xÞ ð32Þ
for every nAN and Lemma 11 yields that v1;nðt þ tn; xÞ-0 as n-N: Thus we have
v2;nðt þ tn; xÞ-vðt; xÞ as n-N:
Letting n-N; we obtain
jvðt; xÞjpy1
ﬃﬃﬃﬃﬃ
ab
p
ey2x for every tAR and xX0:
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Furthermore, it follows from Lemmas 11 and 12 and (32) thatZ
xX0
ð@xvðt; xÞ2 þ vðt; xÞ2Þ
¼ lim
n-N
Z
xX0
fð@xv1;n þ @xv2;nÞðt þ tn; xÞ2 þ ðv1;n þ v2;nÞðt þ tn; xÞ2g
p y
2
1
2y2
ab:
Since u˜ðt; xÞ :¼ uðt;xÞ is also a solution to (RLW), we obtain
jvðt;xÞjpy1
ﬃﬃﬃﬃﬃ
ab
p
ey2x for every tAR xX0
and
Z
xp0
ð@xvðt; xÞ2 þ vðt; xÞ2Þp y
2
1
2y2
ab:
Hence it follows that
jvðt; xÞjpy1
ﬃﬃﬃﬃﬃ
ab
p
ey2jxj for every ðt; xÞAR2
and that
a2 ¼
Z
R
ð@xvðt; xÞ2 þ vðt; xÞ2Þ dxpy21y12 ab: &
Proof of Lemma 11. By deﬁnition, we have jv1;nð0ÞjH1pa2: If a2 is sufﬁciently small,
we can choose s41 and d40 such that ’xXð1þ dÞs and it follows from Lemma 2
that Z
R
cð
 þ xðt0Þ  xðtnÞ  sðt0 þ tnÞ  x0Þð@xv1;nðt0 þ tnÞ2 þ v1;nðt0 þ tnÞ2Þ
p
Z
R
cð
  x0Þð@xv1;nð0Þ2 þ v1;nð0Þ2Þ:
Put x0 ¼ A  sðt0 þ tnÞ þ xðt0Þ  xðtnÞ: ThenZ
cð
 þ AÞð@xv1;nðt0 þ tnÞ2 þ v1;nðt0 þ tnÞ2Þ
p
Z
cð
 þ A  dsðt0 þ tnÞÞð@xv1;nð0Þ2 þ v1;nð0Þ2Þ ð33Þ
because xðt0Þ  xðtnÞ  sðt0 þ tnÞXdsðt0 þ tnÞ and cðxÞ is monotone increasing.
Assumption (H2) yields that for any e40 and nAN; there exists a y040
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such that Z
jxjXy0
ð@xvðtn; xÞ2 þ vðtn; xÞ2Þoe: ð34Þ
On the other hand, there exists an n0AN such thatZ
jxjpy0
cð
 þ A  dsðt0 þ tnÞÞð@xvðtn; xÞ2 þ vðtn; xÞ2Þ
pjvj2H1 sup
jxjpy0
cðx þ A  dsðt0 þ tnÞÞ
pe ð35Þ
for nXn0: By (33)–(35) and the fact that cðxÞX12 for xX0; we haveZ
x4A
ð@xv1;nðtn þ t; xÞ2 þ vðtn þ t; xÞ2Þo4e
for nXn0: Thus we prove v1;nðtn þ t; 
Þ-0 in H1loc as n-N: &
Next, we prove that v2;n decays exponentially as x-N:
Lemma 13. Let vðt; xÞ be a solution to (15), where g1ALNt L2x; g2ALNt H1x : Assume that
there exist d40; aAð0; 1Þ and s41 such that
ð1 aÞs41;
jg1ðt; xÞj þ jg2ðt; xÞj þ j@xg2ðt; xÞjpdeax;
xtXs:
Then there exists a C40 such that
jvðt; xÞj þ j@xvðt; xÞjpCdeax
for all xAR and tX0:
The proof of Lemma 13 will be given in Appendices.
Proof of Lemma 12. By (4),
jv1;njH1 ¼ jvðtn; 
ÞjH1pa2
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and
jv1;nðtÞj2L2 ¼Eðv1;nðtÞÞ 
1
3
Z
v1;nðtÞ3 dx
¼EðvðtnÞÞ  1
3
Z
v1;nðtÞ3 dx
p sup
tX0
EðvðtÞÞ þ Cjv1;nðtÞjLN jv1;nðtÞj2L2
p ð1þ Ca2ÞjvðtÞj2L2 þ Ca2jv1;nðtÞj2:
If a2 is sufﬁciently small, we have
jv1;nðtÞjL2pC sup
tX0
jvðtÞjL2 ;
where C is a positive number independent of n: Thus we have
jv1;nðtÞjLNpCjv1;nðtÞj
1
2
H1
jv1;nðtÞj
1
2
L2
pC
ﬃﬃﬃﬃﬃ
ab
p
; ð36Þ
jv2;nðtÞjpjvðtÞj þ jv1;nðtÞjpC
ﬃﬃﬃﬃﬃ
ab
p
: ð37Þ
By (8) and (9), we have
sup
tX0
ðj ’xðtÞ  cðtÞj þ j’cðtÞjÞpCb ð38Þ
for a C40: In view of (36)–(38),
jeaxg1;nðt; xÞjp jeaxv2;njðjv1;nj þ 12jv2;njÞ þ eaxQcðttnÞðjv1;nj þ jv2;njÞ
pC
ﬃﬃﬃﬃﬃ
ab
p
ð1þ jeaxv2;njÞ
and
jeaxg2;nðt; xÞj þ jeax@xg2;nðt; xÞjpCðj ’xðt  tnÞ  cðt  tnÞj þ j’cðt  tnÞjÞ
pC
ﬃﬃﬃﬃﬃ
ab
p
;
where C is a positive number independent of n: Applying Lemma 13, we can prove
Lemma 12 in the same way as the latter part of Lemma 7. So we omit the detail of
the proof. &
Proof of Proposition 9. By the deﬁnition of bn; there exists a sequence ftngnAN
such that
jvnðtnÞjX12 bn: ð39Þ
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Let wnðt; xÞ ¼ vnðtþtn;xÞbn : Then by (39), we have
jwnð0ÞjL2X12: ð40Þ
Furthermore, Lemma 10 implies
jwnðt; xÞjpCey2jxj; ð41Þ
jwnðt; xÞjH1pC; ð42Þ
where C and y2 are positive numbers independent of n:
Now, let us translate (6) into the equation of wn:
ð1 @2xÞ@twn ¼ @xLcnðtnþtÞwn þ ð*anðtÞ@c þ *bnðtÞ@xÞQcnðtnþtÞ
þ bn *bnðtÞð1 @2xÞwn  12 bn@xw2n; ð43Þ
where xnðtÞ and cnðtÞ are parameters such that
unðt; xÞ :¼ QcnðtÞðx  xnðtÞÞ þ vnðt; x  xnðtÞÞ
satisﬁes (H2), and
*anðtÞ ¼  ’cnðtn þ tÞ
bn
*bnðtÞ ¼ ’xnðtn þ tÞ  cnðtn þ tÞ
bn
:
Differentiating (H2) with respect to t and dividing the resulting equation by bn; we
obtain
*anðtÞ 1
2
d
dc
NðQcnðtnþtÞÞ  bnðwnðtÞ; ð1 @2xÞ@cQcðtnþtÞÞ
 
 bn *bnðtÞðwnðtÞ; @xð1 @2xÞQcnðtnþtÞÞ þ 12 bnðwnðtÞ2; @xQcnðtnþtÞÞ ¼ 0;
*bnðtÞfj@xQcnðtnþtÞj2L2  bnðwnðtÞ; @2xQcnðtnþtÞÞg
 bn *anðtÞðwnðtÞ; @x@cQcnðtnþtÞÞ  ðwn; LcðtnþtÞ@2xð1 @2xÞ1QcnðtnþtÞÞ
þ 1
2
bnðwnðtÞ2; @2xð1 @2xÞ1QcnðtnþtÞÞ ¼ 0:
By (7),
sup
tAR
jcnðtÞ  c0jpCbn: ð44Þ
From the above, we obtain
j*anðtÞjpCbn; j *bnðtÞ  bnðtÞjpCbn; ð45Þ
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where
bnðtÞ ¼
1
j@xQc0 j2L2
ðwnðtÞ; Lc0@2xð1 @2xÞ1Qc0Þ:
By (42)–(45), we have
sup
nAN
sup
tAR
jwnðtÞjH1 þ j@twnðtÞjL2oN:
Combining the above with (41), we see that
ST :¼ fwnðtÞ j tA½T ; T ; nANg
is relatively compact in L2ðRÞ for every T40: Thus by Alzera’s theorem, we see that
there exists a subsequence of wnACðR; H1ðRÞÞ ðnANÞ; still denoted by fwng;
satisfying
wnðtÞ-wðtÞ in LNlocðR; L2ðRÞÞ:
Furthermore, it follows from (40)–(42) that
wnð0Þ-wð0Þc0 in L2ðRÞ:
By (45),
*anðtÞ-0; *bnðtÞ- 1j@xQc0 j2L2
ðwðtÞ; L@2xð1 @2xÞ1Qc0Þ ¼: bðtÞ;
uniformly on any compact interval of R as n-N: Hence wðtÞ satisﬁes and (h1), (h2),
and (27). This completes the proof of Proposition 10. &
5. Linear Liouville property
In this section, we aim to prove that solution w obtained in Proposition 9 does not
exist, which concludes the proof of our main results.
Proposition 14. Let wACð½0;NÞ; H1ðRÞÞ-LNð½0;NÞ; H1ðRÞÞ be a solution to (27)
satisfying (h1) and (h2). Then, there exists a positive number c41 satisfying the
following:
(i) If cAð1; cÞ;
w  0 on R R:
(ii) The conclusion of (i) holds for the speed c0A½c;NÞ; except for an exceptional set
of values that have no finite accumulation point.
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To prove Proposition 14, we make use of a decay estimate of the linearized
operator in an exponentially weighted space. Let A and A˜ be operators on L2ðRÞ
deﬁned by
A ¼ ð1 @2xÞ1@xLc0 ; A˜ ¼ eaxAeax;
where a is a positive number with aAð0; aÞ and
a ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
2þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ8c0 þ 1p
s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c0  1
c0
s
:
Throughout this section we assume that
(H3) There exists a positive number b such that the spectrum of A˜ denoted by sðA˜Þ
satisﬁes
sðA˜ÞCf0g,fl jRe lo bg:
Remark 2. Miller and Weinstein [9] proved that there exists a c41 such that (H3) is
valid for every cAð1; cÞ and that
E :¼ fcXc j ðH3Þ does not holdg
does not have accumulation points. That is to say, assumption (H3) is generically
true.
We see that l ¼ 0 is an eigenvalue for A˜ with algebraic multiplicity two and that
A˜x1 ¼ 0; A˜x2 ¼ x1;
A˜Z1 ¼ Z2; A˜Z2 ¼ 0;
where
x1 ¼ eax@xQc0 ; x2 ¼ eax@cQc0 ;
Z1ðxÞ ¼ m1eax @x@cQc0 
Z x
N
@cQðyÞ dy
 
þ m2eaxð1 @2xÞQc0 ;
Z2ðxÞ ¼ m3eaxð1 @2xÞQc0 ;
where mi ði ¼ 1; 2; 3Þ are real numbers so that xi ði ¼ 1; 2Þ and Zj ð j ¼ 1; 2Þ satisfy
ðxi; ZjÞ ¼ dij : Let P1 be a spectral projection onto the linear subspace spanned by
fx1; x2g associated with A˜ and let P2 ¼ 1 P1: Then by (H3), there exists a C40
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such that
jetA˜P2 f jL2pCebtj f jL2 ð46Þ
for every tX0 and fAL2ðRÞ:
Now, we are in position to prove Proposition 14.
Proof of Proposition 14. Let %wðt; xÞ ¼ wðt; xÞ  gðtÞ@xQc0 ; where
gðtÞ ¼
Z t
0
bðsÞ ds:
Then %w satisﬁes
@t %w ¼ A %w; ð47Þ
ð %w; ð@2x  1ÞQc0Þ ¼ 0: ð48Þ
Let y2 be a positive number as in Proposition 9 and 0oaominfy2; ag: Let
Wðt; xÞ ¼ eax %wðt; xÞ and W1ðt; 
Þ ¼ P2Wðt; 
Þ: In view of (46) and (48), we have
Wðt; xÞ ¼ cx1ðxÞ þ W1ðt; xÞ;
jW1ðtÞjL2pCjW1ð0ÞjL2ebt; ð49Þ
where c ¼ ðWð0Þ; Z1Þ: In view of (h2), we have
sup
tX0
jeaxwðt; 
ÞjL2 ¼ sup
tX0
jðc þ gðtÞÞx1 þ W1jL2oN: ð50Þ
Hence by (49) and (50), suptX0jgðtÞjoN: Similarly, we have suptp0 jgðtÞjoN
because w˜ðt; xÞ :¼ wðt;xÞ is a solution to
@tw˜ ¼ Aw˜  bðtÞ@xQc0
and satisﬁes (h1) and (h2). Combining the above with (h2), we obtain
jW1ðt; xÞjp jc þ gðtÞjjxj þ jeaxwðt; xÞj
pCeðy2aÞjxj for every ðt; xÞAR2: ð51Þ
Since W1ðt; xÞ satisﬁes (47) for any tAR; we have
W1ðtÞ ¼ esA˜W1ðt  sÞ for every sAR: ð52Þ
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Combining (46), (51), (52) with the fact that W1ðtÞARange P2 for every tAR; we
have
jW1ðtÞjL2 ¼ jesA˜W1ðt  sÞjL2
pCebsjW1ðt  sÞjL2-0 as s-N:
Hence it follows that W1  0 and
wðt; xÞ ¼ ðgðtÞ þ cÞ@xQc0 :
Substituting the above into (h1), we obtain gþ c ¼ 0: Thus we complete the
proof. &
Appendix A. Proof of Corollary 3
Proof of Corollary 3. By (RLW),
I 0x0ðtÞ ¼ 
Z
c0 u2 þ 1
3
u3
	 

þ
Z
c0uk  ð2u þ u2Þ
 s
Z
c0ðu2x þ u2Þ:
Let J ¼ ½xðtÞ  L; xðtÞ þ L and L be a positive number to be ﬁxed later. If L is
sufﬁciently large,
juðt; xÞjp sup
jyjXL
QcðtÞðyÞ þ jvðtÞjLN
pCe
ﬃﬃﬃﬃﬃﬃ
s1
s
q
L þ jvðtÞjLNp3e
for every xAJc: As in the proof of Lemma 2, we haveZ
Jc
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞkðx  yÞuðt; yÞ2 dy dx


p 1
1 b juðtÞjLN
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞ2 dx;
2
Z
Jc
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞkðx  yÞuðt; yÞ dy dx


p 4
2 b
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞ2 dx:
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Suppose that xAJ: Then
jx  xð0Þ  st  x0jXxðtÞ  xð0Þ  st  x0  jx  xðtÞjXdst  x0  L:
Hence
Z
J
c0ðx  xð0Þ  st  x0Þ u2 þ 1
3
u3
	 


pCðjuj2H1 þ juj3H1Þ sup
J
c0ðx  xð0Þ  st  x0Þ
pCebðx0þLdstÞ
and
Z
J
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞkðx  yÞð2uðt; yÞ þ uðt; yÞ2Þ dy dx


pCðjuj2LN þ juj3LNÞ
Z
J
Z
c0ðx  xð0Þ  st  x0Þkðx  yÞ dy dx
pCðjuj2LN þ juj3LNÞebðx0þLdstÞ:
Combining the above, we have
I 0x0ðtÞp
2þ b
2 b þ C1e s
	 
Z
c0ðx  xð0Þ  st  x0Þuðt; xÞ2 þ C2ebðx0dstÞ
for some positive constants C1 and C2: Integrating the above with respect to t; we
obtain
Ix0ðtÞpIx0ð0Þ þ Cebx0
for a C40 if e is sufﬁciently small. &
Appendix B. Proof of Lemmas 8 and 13
Let Sðt; xÞ be the solution to
ð1 @2xÞut þ ux ¼ 0;
uð0; xÞ ¼ d: ðB:1Þ
We will need the following estimate.
ARTICLE IN PRESS
T. Mizumachi / J. Differential Equations 200 (2004) 312–341 337
Lemma 15. Let Z0; Z1; aA½0; 1Þ: Then
jSðt; xÞjpCte
Z0
1Z2
0
tjxja1eZ0x for xX0;
jSðt; xÞjpCte
Z1
4
tjxja1eZ1x for xo0;
where C is a positive constant independent of ðx; tÞAR2:
Proof. Let o ¼ x=t; pðxÞ ¼ x=ð1þ x2Þ and Z be a constant with ZAð1; 1Þ: Then
Sðt; xÞ can be written as
Sðx; tÞ ¼ 1
2p
Z
eitðoxpðxÞÞ dx
¼ 1
2po
Z
p0ðxÞeitðoxpðxÞÞ dx:
Noting that Z
R
p0ðxÞeitpðxÞ dx ¼ 0
and using contour integral, we obtain
Sðt; xÞ ¼ 1
2po
Z
R
p0ðxþ iZÞeZxðeitox  1ÞeitpðxþiZÞ dx: ðB:2Þ
By a simple computation, we have
sup
xAR
Im pðxþ iZÞp
Z
1Z2 for ZAð0; 1Þ;
 Z4 for ZAð1; 0Þ:
(
ðB:3Þ
Since jeitox  1jp2ðtojxjÞa for aA½0; 1; it follows from (B.2) and (B.3) that
jSðt; xÞjpCeZxtajoja1
Z
jxjajp0ðxþ iZÞeitpðxþiZÞj dx
pCeZxjxja1te
Z
1Z2t
Z jxja
1þ x2 dx
pCe
Z
1Z2tjxja1eZx
for ZA½0; 1Þ and that
jSðx; tÞjpCte
jZj
4
tjxja1eZx
for Zo0: Thus we complete the proof of Lemma 15. &
ARTICLE IN PRESS
T. Mizumachi / J. Differential Equations 200 (2004) 312–341338
Proof of Lemma 8. Let vðt; xÞ be a solution to (15). Using the variation of constants
formula, we have
vðt; xÞ ¼
Z t
0
ds
Z
R
dy Sðt  s; yÞgðs; x  y þ xðtÞ  xðsÞÞ; ðB:4Þ
where gðt; xÞ ¼ @xð1 @2xÞ1g1ðt; xÞ þ g2ðt; xÞ: Let Z0 and a be constants with Z04a
and Z0ð1 Z0Þ1oas: By (B.4), we have
eaxð1 @2xÞv
¼
Z t
0
ds
Z
R
dy eaðxðtÞxðsÞÞ eaySðt  s; yÞeax0 ð1 @2xÞgðs; x0Þjx0¼xyþxðtÞxðsÞ:
Applying Minkowski’s inequality to the above and using Lemma 15 and the fact that
’xXs; we obtain
jvjH2apCje
axð1 @2xÞvjL2
pC
Z t
0
ds
Z
R
dy eaðxðtÞxðsÞÞeayjSðt  s; yÞj jeax0 ð1 @2xÞgðs; x0ÞjL2
pCd
Z t
0
ds
Z
R
dy eaðxðtÞxðsÞÞeayjSðt  s; yÞj
pCd
Z t
0
ds ðt  sÞe
Z0
1Z0ðtsÞeaðxðtÞxðsÞÞ
Z N
0
dy jyj1þaeðaZ0Þy
þ Cd
Z t
0
ds ðt  sÞe
Z0
4
ðtsÞeaðxðtÞxðsÞÞ
Z 0
N
dy jyj1þaeðaþZ0Þy
pCd: &
Proof of Lemma 13. Let vðt; xÞ be a solution to (15). For aAð0; 1Þ; we have
jeaxð@xð1 @2xÞ1gÞðxÞjp
1
2
Z N
x
eð1þaÞxyjgðyÞj dy
þ 1
2
Z x
N
eyð1aÞxjgðyÞj dy
p 1
1 a2 je
axgjLN :
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Let Z0 and a be constants with Z04a and Z0ð1 Z0Þ1oas: Combining the above
with Lemma 15 and (B.4), the fact that ’xXs; we compute
jeaxvðt; xÞj
pC
Z t
0
ds sup
xAR
eaxðjg1ðs; xÞj þ jg2ðs; xÞjÞ
Z
R
dy jSðt  s; yÞjeaðyxðtÞþxðsÞÞ
pCd
Z t
0
ds ðt  sÞe
Z0
1Z0ðtsÞeaðxðtÞxðsÞÞ
Z N
0
dy jyj1þaeðaZ0Þy
þ Cd
Z t
0
ds ðt  sÞe
Z0
4
ðtsÞeaðxðtÞxðsÞÞ
Z 0
N
dy jyj1þaeðaþZ0Þy
pCd:
Similarly, we have
jeax@xvðt; xÞjpCd:
Thus we complete the proof. &
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