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On the Hellmann -Feynman Theorem and the 
Variation of Zeros of Certain Special Functions* 
MOURAD E. H. ISMAIL AND RUIMING ZHANG 
Department of Mathematics, University of South Florida, Tampa, Floridn 33620 
We present a precise formulation and a rigorous proof of the Hellmann- 
Feyuman theorem of quantum chemistry. We mention some applications of this 
theorem to studying monotonicity properties of zeros of special functions and 
orthogonal poly~omiak. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Let S be an inner product space with an inner product ( . , .)I depending 
on a parameter Y, and the parameter v belongs to an interval (a, b) = I, 
say. The question we are interested in this work is how the eigenvalues of a 
self-adjoint operator defined on S change when v increases on I. Several 
results on this problem are known. For example, the Perron-Frobenius 
theorem [12J asserts that the largest eigenvalue of a matrix with nonnegative 
entries increases (decreases) with Y if the entries increase (decrease) with V. 
Markov proved that if { p,(x; v)} is a sequence of polynomials orthogonal 
with respect to a weight function w(x; V) on [a, u] and w(x; V) > 0 
on (u, u) then all zeros of p,,(x; V) increase (decrease) with v if 
a {lntwtx; ~>>}/a v is an increasing (decreasing) function of x on (u, u), see 
Szegii [ll]. The zeros of orthogonal polynomials are eigenvalues of finite 
tridiagonal matrices. A widely used theorem to study monotonicity of 
eigenvalues of differential operators is the Sturm comparison theorem [l, 2, 
7-101. In this work we treat a reIatively new method, the so-called Hell- 
mann-Feynman theorem of quantum chemistry [3, 41. This method has 
been used by chemists and physicists for over forty years but it does not 
seem to be well known to mathematicians. In this note we give a precise 
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formulation and a rigorous proof of the Hellmann-Feynman theorem. This 
is done in Section 2. In Section 2 we also derive two corollaries of the 
Hellmarm-Feynman theorem. In Section 3 we apply the results of Section 2 
to differential and difference quations. 
2. MAIN RESULTS 
Our main result is following theorem which we shall refer to as the 
Hellmann-Feynman theorem. 
THEOREM. Let H, be a self adjoint operator on S and let #, be an 
eigenfunction of H, corresponding to an eigenvalue X,. Assume that 
and that 
If we define ~H,/c?v by 
Hp - Hz4 
P --v 
then dX,/d v exists for v E I and is given by 
(2.2) 
Proof: Clearly H,,#, = A,,+, implies (HP+,, I/I,),, = X,(#,, +,),. Hence 
(A,, - k)Np, #,>v = W&u G,>v - Ok,, HvGJv. 
The self-adjointness of H,, implies 
(A, - ~“)(+p’ #“>” = 0, - W,~ G”>V (2.5) 
We now divide by p- v and then let /.t + v in (2.5). The limit of the 
right-hand side of (2.5) exists, for v E 1, and equals 
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while the second factor on the left-hand side tends to the positive number 
(+,, #,), as ~1 + V, v E I. Thus the limit of the remaining factor exists and 
(2.4) holds. This completes the proof. 
Earlier versions of the Helhnann-Feynman theorem are in [9, lo]. 
Remark. When S is a function space the eigenvalues A, and eigenfunc- 
tions J/, are usually defined by 
fw” = hw~v> (2.6) 
where (p(x) is a function independent of the parameter Y. In this case, we 
replace condition (2.1) by 
lim (+b)Iclpy k> = (WL WV > 0 (2.1)’ 
P+y 
and the conclusion of the Hellmann-Feynman theorem will be that the 
derivative of A, with respect o v exists and is given by 
(2.4)' 
Consider the differential operator 
V E I = (a, b) (2.7) 
with p(x) # 0, p’(x) and q(x) continuous on an interval (c, d), and define 
a subspace S, of L*(c, d) by 
s, = { y E L2(c, d)ly E cyc, d) 
and P~)Y~)Y’(x)~.+= P~)Y~)Y’(x~-}. 
It is clear that H, is self adjoint on S,. The Hellmann-Feynman theorem 
for the space S, and the aforementioned ifferential operator is Corollary 
2.1. 
COROLLARY 2.1. LA S, and H,, be as above and let #, be an eigenfunc- 
tion of H,, with eigenvalue A, in the sense H,#, = X,,+(x)\l/,, for v E I and 
x E (c, d). Zf 
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then d X Jd v exists and 
If, in addition, 
J ‘qs(x)lr/t(x) dx = 1 c 
then the following relations hold 
d A” --= 
i 1 dv v / 
)I(x) - ~-~bt-+)] $tb) dx, 
;( >) = -2v-3[“p(x)[$V(x)]2dx. 
(2.11) 
(2.12) 
(2.13) 
Proof. From (2.9) we obtain 
= 2v J dq(x)#z(x) dx c 
which, in view of (2.8), shows that the hypotheses of the Hellmann- 
Feynman theorem are fulfilled. Thus dX,/dv exists and is given by (2.10). 
On the other hand, if (2.11) holds then 
= /dMx) - W2~(x)] 6) dx 
c 
and (2.12) follows. We now prove (2.13). Clearly 
2v-3A”. 
We then use A,($+,, \I/,), = (H,J/,, JI,), to establish 
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which yields 
This, when combined with the formula for the derivative of X,/u2 yields 
(2.13). 
Versions of Corollary 2.1 appeared in [9, lo] but the boundary conditions 
defining the subspace in our version seem to be simpler. 
We now present a discrete setting for the Hellmann-Feynman theorem. 
Consider a family { u,(v)]n = 1,2,. . . } of positive differentiable functions 
of Y, v E I = (a, b) such that 
inf{ a,(v)]n = 1,2,. . ., v E I} > 0. 
We turn the sequence space S,, 
s,= u= (U(),Ul,...)I : u,+&+< 00 
i 1 
(2.14) 
n=O 
into an inner-product space by introducing the inner-product 
(U>V> = Ii %+lwwn~ 
n=O 
(2.15) 
On S, define the matrix operator H, via 
(H,)i,j= (ai+l,j + a;,j+l)/ui+l(v), i, j = O,l,--. . (2.16) 
It is easy to see that this matrix operator is self adjoint and bounded on S,. 
Let u, be an eigenvector of H, corresponding to an eigenvalue A,. Thus 
b++n-l = q-2 + u,, n 2 1, (2.17) 
where up1 is interpreted as zero and u, = ( uo, ul, . . . ). This establishes the 
following corollary. 
COROLLARY 2.2. Let S,, H,, X,, and u, be defined us uboue and ussume 
that X, is a continuous function of v, v E I. Assume further that the following 
limits exist and the respective conditions are sutisjied 
lim fu .+lm”bMP) = i! %+1(~>4(4 ’ 0. (2-W 
P-r” n=o n=O 
lim C O” un+l(p) - un+l(v)u (v)u (p) = c u~+,(+~(v) < co. 
CL-” a=0 p-v n n n=O 
(2.19) 
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Then dh,/dv exists and is given by 
Proof. Apply the Helhnann-Feynman theorem. 
3. APPLICATIONS 
A Bessel function of the first kind J,,(x) has infinitely many positive 
zeros for v > - 1, Watson [13, Section 15.61. These zeros are differentiable 
functions of v for v > - 1. Let 
be the positive zeros of J,(x). We now derive Schhifli’s formula [13] 
from the Hellmann-Feynman theorem. 
THEOREM 3.1. We have 
(i) For Jixed k, j,, k increases with v for v > 0 and (3.2) ho&. 
(ii) For fixed k, j,, k/v decreases with v for 0 < v < co. 
(iii) For Jixed k, jVy k/v is an increasing function of v for suficiently 
large v. 
ProoJ Apply Corollary 2.1 with p(x) = x, q(x) = x-l, 4(x) = x, 
a = 0, b = cc, c = 0, d = 1. The eigenvalues of H, are (j,, k)2 and the 
corresponding normalized eigenfunctions Jl,(x) are 2’/‘5,( j,, kx)/J,,+ r( j,, k). 
A calculation establishes 
lim /‘x#,(x)$,(x) dx = ~‘xI/J~(x) dx = 7 
P-+” 0 
and 
lim /‘x-~,(x)+,(x) dx = /bx-v”(x) dx. 
P-*V 0 
The latter integral is finite since J,(x) = 0(x’) as x -+ 0. Schllifli’s formula 
(3.2) now follows from (2.10) and we have proved part (i). Part (ii) follows 
immediately from (2.13) and the choice 
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To prove (iii) observe that in the present case (2.12) becomes 
We know from part (ii) that j,,Jv decreases with v for v > 0. In fact 
j,,,/v + 1 as v --) cc [13, Section 15.831. So, for sufficiently large v the 
integrand in the latter integral will be positive and the proof of part (iii) is 
complete. 
Theorem 3.1 is essentially in [9, lo]. As another example consider cross 
product 
G(x, v) := J,(ux)Y,(x) - J,(x)Y&zx). (3.3) 
This function G(x, v) has infinitely many positive zeros when v > 0. Let 
t &,,k, k = LZ..., denote the k th positive zero of this function. It can be 
shown that the eigenvalues of the eigenvalue problem 
-(xy’)’ + v*x-‘y = xy, y(a) =yO) = 1, O<a<l, 
are squares of the tu, k ‘s and the corresponding eigenfunctions #,(x) are 
44x) = Jh”,kPxxt”,k) - %kMkk)* 
THEOREM 3.2. Assume that t, is a positive zero of the function G(x, v) of 
(3.3). Then 
4, k 
v 
J 
‘x-‘+;(x) dx 
z = tv : 
J 
‘x$:(x) dx’ 
O~v<cQ. (3.4 
ll 
Furthermore t,, Jv decreases a.s v increases on (0,oo) but (t,, k)2/v increases 
with v when v satisfies 2l’*v 2 t,,,. 
Theorem 3.2 is an immediate consequence of Corollary 2.1. Willis [14] 
proved that the positive zeros t,,, are increasing functions of v by using a 
more elaborate argument. Lewis and Muldoon [9] gave a simple proof of 
Willis’s result using the Hellmann-Feynman theorem. 
The tv,k’~ appear in studying heat conduction in the region 0 < r < 1, 
0 < 8 < 0, due to the presence of a unit instantaneous point source 
positioned at r = 0. The surface of the region is held at zero temperature. 
One can use the discrete setting in Corollary 2.2 to prove the following 
result. 
THEOREM 3.3 [6]. If v > - 1 and j, is a positive zero of J,,( z) then 
jv% = 2 fhi,v+l(l/jv) n=O (3.5) 
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holds, where {h,,,(x)} are the Lommel polynomials [13] 
hn,v(x) = c (n - k)!l?(v f n - k) 
O<k542 k!b - 2ow + 4 (-1)7~/2)“-‘~. (3.6) 
For a proof we refer the reader to [6]. Several sharp inequalities for the 
smallest positive zero of J,,(z) follow from (3.5). The details are in [6]. 
Applications of the discrete version of the Hellmann-Feynman theorem to 
monotonicity of zeros of birth and death process polynomials and random 
walk polynomials are in [5]. 
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