Matrix integrals used in random matrix theory for the study of eigenvalues of matrix ensembles have been shown to provide τ -functions for several hierarchies of integrable equations.
Introduction
The studies in the connections between matrix models and integrable systems originated from the context of string theory and AdS/CFT correspondence [1] . The matrix models were used to evaluate non-perturbative correlators in string models constructed from conformal field theories, while at the same time, they were used to provide different tau functions for the integrable equations and hierarchies. During the courses of these studies, the famous integrable KP and 1d-Toda chain were firstly connected with the Hermitian matrix model with unitary invariance [2, 3] . Later on, with the development of random matrix theory, many different matrix models were considered during the late 1990s. The most general case were considered in [4] about two-matrix models and it was shown that the time-dependent partition function of coupled two matrix models is the tau function of general 2d-Toda hierarchy [4] . According to the Kyoto school's classification about integrable hierarchies [5] , the equations and hierarchies mentioned above belong to A ∞ type, and therefore, it is natural to consider the other kinds of integrable hierarchies afterwards. The matrix integral solution of BKP hierarchy was shown to be the time-dependent partition function of Bures ensemble [6, 7] and the one of DKP (or Pfaff lattice) hierarchy were demonstrated to be the partition function of orthogonal ensemble or symplectic ensemble [7, 8, 9, 10] . Very recently, the matrix integral solution of CKP hierarchy were shown to be the time-dependent partition function of Cauchy two-matrix model [11] , and thus complete a list of connections between typical integrable hierarchies (we mean the AKP, BKP, CKP and DKP equation in the Kyoto school's classification) and the matrix models.
The discrete integrable systems also play important roles in integrable theory and their connections with matrix models are interesting to be discussed. For example, in [12] , the matrix integral solutions of several integrable differential-difference systems were considered, whose tau functions were shown to be related to the integrals of the eigenvalues in the form
where the Dyson index β = 1, 2, 4 correspond to the orthogonal, unitary, and symplectic ensembles respectively and exp(f (x)) is a weight function with respect to the integral contour γ. Moreover, in [13] , the matrix integral solutions to the discrete KP hierarchy and its Pfaffianized version were considered, which provides us an idea to extend the original equations to Pfaffianized systems, to connect the tau function of the original one with β = 2 with the tau functions of the Pfaffianized one with β = 1, 4.
In this article, we'd like to extend the relation between integrals of the form (1.1) and integrable systems by obtaining matrix integral solutions to the semi-discrete and full-discrete Leznov lattice. The nonlinear two-dimensional (2D) Leznov lattice [14] ∂p(n) ∂y = θ(n + 1) − θ(n − 1),
which is a special case of the so-called UToda (m 1 , m 2 ) system with m 1 = 1, m 2 = 2. If we set the variable transformations a(n) = p(n + 1), c(n) = θ(n + 1), then (1.2a) and (1.2b) can be transformed into
which is a two-dimensional generalization of the Blaszak-Marciniak lattice [15, 16] . By the dependent variable transformation [17] 
the Leznov lattice (1.2a)-(1.2b) can be transformed into a quadric linear form
To decouple (1.4) into the bilinear form, we need to introduce an auxiliary variable z to obtain
where the Hirota's bilinear differential operator D m y D k t and the bilinear difference operator exp(δD n ) are defined [18] , respectively, by
. Moreover, by making use of the direct integrable discretization method proposed by Hirota [19] , the integrable difference Leznov lattice equations were constructed in [20] and the discrete integrability were demonstrated by the Bäcklund transformation and Lax pair. The advantage of this method is to find the solutions easily. It is known that the original Leznov lattice has Wronskian determinant solutions, and therefore the solutions of integrable semi(full)-discrete Leznov lattices inherit the determinant structure, which means both of them have Casorati determinant solutions [21] . The Pfaffianization procedure [22, 23, 24, 25] was also applied to the Leznov lattice and demonstrated that Pfaffianized Leznov lattice equation has solutions which could be expressed by Pfaffian [21] .
Motivated by the previous study of Leznov lattice and the importance of the matrix integrals, in this paper, we'd like to consider the matrix integral solutions to the Leznov lattice and its Pfaffianized version. The rest of this paper is organized as follows. In section 2, we present the Andréief formula and matrix integral formulae that solve the Leznov lattice and its discrete versions. We show that the partition function of Jacobi unitary ensemble (JUE) in (2.9) is a solution to the semi-discrete Leznov lattice in the y-direction. While in section 3, we demonstrate that the partition function of Jacobi orthogonal/symplectic ensemble form solutions to the Pfaffianized semi-discrete Leznov lattice in y-direction and the Pfaffianized Leznov lattice system. Finally, conclusion and discussion are given in section 4.
Matrix integral solutions to the Leznov lattice and discrete Leznov lattices
2.1. Matrix integral solution to the Leznov lattice. In [28] , it was shown that the bilinear Leznov lattice equation (1.5a)-(1.5b) has the Casorati determinant solution
,
where {φ i (n) := φ i (n, x, y, z), i = 1, 2, · · · , N } satisfy the dispersion relations
It should be emphasized that if we consider the Casorati determinant of the form (2.1) with the seed function φ i (n, x, y), which is only dependent on variables n, x, y, then the determinant is also the tau function of Leznov lattice in quadric form (1.4), reflecting the fact that z is only an auxiliary variable and wouldn't change the properties of solutions. Therefore, in the latter use, we would like to say the tau functions with variable z are the solutions of the decoupled bilinear forms and the ones without z are the solutions of the quadric forms or nonlinear forms. A special solution solving the above relations is given as
with η(x, y, z, t) = yt − zt −1 − xt −2 + η 0 (t) and η 0 (t) is a weight function with respect to the integral contour γ. Usually, in integrable theory, the variable y is regarded as the t 1 -time flow and x is regarded as the t −2 -time flow. Considering z is an auxiliary variable, the Casorati determinant solution (2.1) with z = 0 solves multi-linear Leznov lattice equation (1.4).
By making use of the Andréief formula
one can write the Casorati determinant as a matrix integral form and obtain
Thus we conclude that the partition function of the Hermitian matrix model with unitary invariance gives the tau function of Leznov lattice equation with dispersion relations given in the weight.
2.2.
Matrix integral solution to the semi-discrete Leznov lattice in y-direction.
The semi-discrete version of the Leznov lattice in the y-direction is given as [21] D
where we denote f (n, m) = f (n, x, m, z) for simplicity and m takes the place of y as a discrete variable. By using the bilinear identity
we can derive the multi-linear equation
from bilinear equations (2.4a)-(2.4b). Moreover, this quadric linear equation could be regarded as the discrete version of the multi-linear equation (1.4) . In [21] , the following Casorati determinant solution was obtained
To seek for the solitons, one can consider the seed functions
motivated by the dispersion relations (2.7a)-(2.7c) and p i , q i , c i , d i can be taken as arbitrary constants, which usually correspond to the wave numbers and phase parameters of the i−th soliton, respectively. In what follows, we'd like to show the partition function of Jacobi unitary ensemble (JUE) can act as the tau function of the semi-discrete Leznov lattice in the y-direction. The approach is to obtain a particular case of the Casorati determinant solution (2.6), and show it is equivalent to the partition function of JUE. It is easy to check that the φ i (n, m) defined by
with η 0 (t) taken to ensure the convergence of the integral. Noting that z is an auxiliary variable and it is not essential in the quadric form, we ignore this parameter in the following formula. Again, by making use of Andreiéf formula (2.3), one can see
which is the partition function of JUE with correspondence to the weight function (1 − t) −m/2 t n .
2.3.
Matrix integral solutions to the semi-discrete Leznov lattice in x-direction.
The bilinear semi-discrete version of the Leznov lattice in the x-direction is
By use of the bilinear identity
we get the multi-linear equation
that is an x−direction discrete version of (1.4). The solution of the semi-discrete version of the Leznov lattice (2.10a)-(2.10b) can be written as the Casorati determinant [21] f (n, l) = ψ 1 (n, l) ψ 1 (n + 1, l) . . . ψ 1 (n + N − 1, l) ψ 2 (n, l) ψ 2 (n + 1, l) . . . ψ 2 (n + N − 1, l)
where {ψ(k, l) := ψ i (k, l, y, z), k = n, n + 1, . . . , n + N − 1} satisfy the dispersion relations
The substitution the Casorati determinants into bilinear equations (2.10a)-(2.10b) leads to the Plücker identity and therefore (2.12) is a solution of semi-discrete Leznov lattice in x-direction. A special choice of the seed function
solves dispersion relations (2.13a)-(2.13c) with ignorance of the auxiliary variable z. In the case that 1 − 2t 2 > 0, we can put this term into the exponential term and express the seed functions as the form
The Andreiéf formula (2.3) is used to show a matrix integral solution to the semi-discrete Leznov lattice in x-direction f (n, l, y) = det
which solves semi-discrete equation (2.11).
Matrix integral solution to the full-discrete Leznov lattice.
The full-discrete version of the Leznov lattice is
Based on the bilinear operator identity
we approach the full-discrete multi-linear equation where {φ i (m, k, n, z), i = n, n + 1, . . . , n + N − 1} satisfy the following dispersion relations:
We take a special choice of the seed function as
Here η 0 (t) is an arbitrary function to ensure the convergence of the integral. It is easy to verify that φ i (m, n, k) above satisfies the dispersion relations (2.16a)-(2.16c). Then, using the identity (2.3) and factoring the integrand as the multiplication of two determinants, we get f m,n,k = det
(2.17)
Thus we obtain the matrix integral solution to the full-discrete Leznov lattice.
Matrix integral solutions to the Pfaffianized version of the semi-discrete Leznov lattice in the y-direction
In this section, we will show that the partition functions of the orthogonal and symplectic ensemble can be regarded as the tau solution of the Pfaffianized version of the semi-discrete Leznov lattice in the y-direction (2.4a)-(2.4b). We start from recalling some facts about Pfaffians.
As known in [18, §2] , a Pfaffian pf (1, 2, . . . , 2N ) is defined recursively by
where pf(i, j) = −pf(j, i) andĵ means that the index j is omitted. For any given 2N × 2N antisymmetric matrix A 2N = (a ij ) 1≤i,j≤2N , the Pfaffian associated with A 2N is defined as
with pf(i, j) = −pf(j, i) = a ij . In fact, Pfaffian is closely related to determinant. A determinant of n−th degree det |b(j, k)| 1≤j,k≤n can be expressed by means of a Pfaffian of 2n−th degree pf(1, 2, . . . , n, n * , . . . , 2 * , 1 * ) as [18] det |b(j, k)| 1≤j,k≤n = pf(1, 2, . . . , n, n * , . . . , 2 * , 1 * ) with entries defined by pf(j, k) = pf(j * , k * ) = 0, pf(j, k * ) = b(j, k).
3.1. matrix integral solutions of the Pfaffianized semi-discrete Leznov lattice. The Pfaffianized version of the semi-discrete Leznov lattice in the y-direction was obtained in [21] by using the procedure of Pfaffianization proposed by Hirota and Ohta [29] . It takes the form of the following four coupled equations
1b)
D z f n m · g n−1 m−2 + 2f n m g n−1 m=2 + 2f n−1 m g n m−2 − 2f n−1 m−2 f n m = 0, (3.1c)
It is remarkable the system above has the Pfaffian solutions f n m = pf(1, 2, . . . , N ) n m , g n m = pf(2, . . . , N − 1) n m , h n m = pf(0, 1, . . . , N, N + 1) n m supposed that N is an even integer larger than 0 and the entries of the Pfaffians are chosen to satisfy relations
In the following, we'd like to present two different kinds matrix integral solutions to the coupled Leznov lattice (3.1a)-(3.1d).
Matrix integral solutions (I).
First, we consider the matrix integral related to the orthogonal ensemble with even size N , which is of the form
It is well know the above equation can be written as a Pfaffian in the virtue of the de Bruijn integral formula [27] 1
and therefore one can consider the Pfaffian elements pf(i, j) = where η 0 (s) is taken to ensure the convergence. Obviously, the Pfaffian entry defined above satisfies the dispersion relation (3.2a)-(3.2c). Therefore, by using the de Bruijn formula backwards, we can check that f n m = pf(1, 2, . . . , N ) n m = Z Noting that the partition function expression of f n m could be written as
and this is the parameter dependent partition function of Jacobi Orthogonal Ensemble (JOE) with contour γ := [0, 1].
3.1.2. Matrix integral solutions (II). As was shown in [10, 12] , the partition function of the symplectic ensemble can also play a role as the tau function of the Pfaffianized system. Therefore, let's consider the case β = 4 with regarding to the equation (1.1) . The form of the partition function is
without any constraint on N . By making the use of two-fold Vandermonde determinant 2N,k=1 ,...,N as well as the de Bruijn formula, the partition function above can be written in terms of Pfaffian as
.
The parameter dependent Pfaffian elements can be chosen as It's also interesting to point out that the tau function f n m in this case is related to the partition function of the Jacobi Symplectic Ensemble (JSE)
with contour γ := [0, 1]. 
4)
D y e Dn/2 g n · f n = −D z e Dn g n · f n , (3.5)
D y e Dn/2 f n ·ĝ n = −D z e Dn f n ·ĝ n .
(3.6) was derived in [28] . The solution was presented in Pfaffian form f n = pf(1, 2, · · · , N ), g n = pf(0, 1, · · · , N + 1),
where the Pfaffian entries satisfy the relation
Matrix integral solutions (I).
Similar to the semi-discrete case, we first consider the matrix integral related to the orthogonal ensemble with even size N , which is of the form
where η 1 (x, y, z, t) = −zt −1 − xt −2 + ty + η 0 (t). By using the de Bruijn formula backwards, we find that f n m = pf(1, 2, . . . , N ) n m = Z gives Pfaffian solutions f n = pf(1, 2, · · · , 2N ) = Z β=4 N (x, y, z, n), g n = pf(0, 1, 2, · · · , 2N + 1) = Z β=4 N +1 (x, y, z, n − 1), h n = pf(2, 3, · · · , 2N − 1) = Z β=4 N −1 (x, y, z, n + 1).
Here we take the weight function as ω(x, y, z, t) = t n exp(η 1 (x, y, z, t)), η 1 (x, y, z, t) = −zt −1 − xt −2 + ty + η 0 (t),
where η 0 (t) is taken to ensure the convergence.
Conclusion and discussion
In this paper, we demonstrated that the Leznov equation, as a generalized 2 + 1 dimensional integrable system, admits a matrix integral solution. As is known, there are not many results about the matrix integral solution to the 2 + 1 dimensional lattice equation as well as the discrete versions of the lattice equation, therefore, we give more examples to connect the 2 + 1 dimensional lattice equation with random matrix theory. In particular, the Jacobi β-ensemble seems to be fundamental when we discuss about the discretization in the x-direction. Moreover, we consider the tau functions of discrete Leznov equation in x/y-direction respectively and a full-discrete lattice. The matrix integral solution of full discrete lattice is also rare to see but we have given some hints to see this kind of structure. Orthogonal polynomials with three type deformed weights, the Jacobi type, the Laguerre type and the weights deformed by the interval indicator function, are investigated in [30] , especially the relation with Heun equations when degree n is large. It is natural to find the related orthogonal polynomials associated with the deformed weights in the obtained matrix integrals here.
