We consider the perturbation properties of the eigensolution of Hermitian matrices. For the matrix entries and the eigenvalues we use the realistic " oating-point" error measure j a=aj. Recently, Demmel and Veseli c considered the same problem for a positive de nite matrix H showing that the oating-point perturbation theory holds with constants depending on the condition number of the matrix A = DHD, where A ii = 1 and D is a diagonal scaling. We study the general Hermitian case along the same lines thus obtaining new classes of wellbehaved matrices and matrix pairs. Our theory is applicable to the already known class of scaled diagonally dominant matrices as well as to matrices given by factors -like those in symmetric inde nite decompositions. We also obtain norm{estimates for the perturbations of the eigenprojections, and show that some of our techniques extend to non{hermitian matrices. However, unlike in the positive de nite case, we are still unable to simply describe the set of all well behaved Hermitian matrices.
Introduction and preliminaries
The standard perturbation result for the eigenvalue problem of a Hermitian matrix H of order n, Hx = x, reads 5] j i j k Hk 2 ;
(1.1) where 1 2 : : : n ; 0 1 = 1 + 1 : : : 0 n = n + n ;
Fernuniversit at Hagen, Lehrgebiet Math. Physik, Postfach 940, 5800 Hagen 1, Germany. e-mail MA704@DHAFEU11.BITNET, MA703@DHAFEU11.BITNET are the eigenvalues of H and H + H, respectively. The perturbation matrix H is again Hermitian, and k k 2 is the spectral norm. The backward error analysis of various eigenvalue algorithms initiated by Wilkinson 11] follows the same pattern, i.e. the round{o error estimates are given in terms of norms. A more realistic perturbation theory starts from the fact that both the input entries of the matrix H and the output eigenvalues are given in the oating point form. Thus, a desirable estimate would read max i i i C max i;j H ij H ij ; (1.2) where we de ne 0=0 = 0. Colloquially, " oating-point" perturbations are those with j H ij j "jH ij j, " small. Similarly, we call a matrix "well{ behaved" if (1.2) holds with a "reasonable" C, i.e. if the small relative changes in the matrix elements cause small relative changes in the eigenvalues. Now (1.1) implies (1.2) with C = n (H) n kHk 2 kH ?1 k 2 , and this bound is nearly attainable. This is illustrated by the positive de nite matrix The aim of this paper is to extend the above result to general non{ singular Hermitian matrices. The nature of the estimate (1.2) shows that the non-singularity is a natural condition to require. We show (Th. 2 1=2 . This result is stated and proved in a more general setting, namely that of a matrix pair H; K with K positive de nite, thus properly generalizing corresponding results of 1, 4] . Our eigenvector result, stated in Subsect. 2.1, concerns the case of a single non{singular Hermitian matrix and it essentially generalizes the norm{estimates from 1, 4 ]. An unpleasant point of our theory is that the matrix H , which has to be scaled, is not easy to compute. Moreover, the set of well-behaved inde nite Hermitian matrices is not scaling-invariant.
Barlow and Demmel 1] showed that for matrices of the type H = D(E + N)D ; (1.5) where D; E are diagonal, E 2 = I, diag(N) = 0 and kNk 2 < 1, (1.2) holds with C = n 1 ? kNk 2 :
(1.6)
The matrices (1.5) (1.8) where H 12 H 12 is positive de nite. Note that this H may be singular. As could be expected, the only well-behaved singular matrices are those where the rank defect can be read-o from the zero pattern.
Although our paper deals with Hermitian matrices, some of our techniques can be used to investigate the eigenvalues of general matrices. As an example we prove a oating{point version of the known Bauer{Fike theorem.
Another approach to the matrices of the type (1.8) is to convert the problem Hx = x into the quadratic eigenvalue problem ( 2 I ? H 11 ? H 12 H 12 )x = 0 for which a good minimax theory is available 6]. As a consequence, in Sect. 4 we obtain a perturbation result which is di erent from that of Sect. 3. All this shows that we are still not in a position to give a simple description of the set of all "well-behaved" Hermitian matrices. Similarly as in 1], 4] we note the remarkable fact that our eigenvalue estimates are independent of the condition number of the corresponding eigenvector matrices -in generalized Hermitian eigenvalue problems they are not unitary and there is no upper bound for their condition. This phenomenon seems to be typical for the " oating-point" perturbation theory.
Well{conditioned scalings
In this section we present perturbation results which are natural extensions of those from 1] and 4]. We rst give a general perturbation result for the eigenvalues of the pair H; K with K positive de nite. (An eigenvalue of the pair H; K is a scalar for which det (H ? K) = 0.) For this purpose we introduce a new absolute value of H relative to K denoted by H K . We then apply our general perturbation result to the oating{point perturbations of the matrices H and K. Theorems 2.13 and 2.16 give two simpli cations of the perturbation bounds and Th. 2.17 gives bounds for another, more general, type of perturbation where perturbing the zero elements is also allowed. Our theory applied to a single positive de nite matrix slightly improves the corresponding results of 4]. It also improves the van der Sluis estimate (1.4) in some cases. Then we apply our theory to a single non{singular inde nite matrix. We prove that our theory includes scaled diagonally dominant matrices 1]. We also characterize the class of matrices with the best perturbation bounds. At the end we give some examples, and also consider some singular matrices. In Subsect. Of course, all this does not mean that Th. 2.13 covers all well behaved matrices. Next sections will show the contrary. 
Perturbations by factors
In this section we consider perturbations of the eigenvalues of a single Hermitian matrix H given in a factorized form H = GJG ; (3.1) where G need not to be square but must have full column rank, whereas J is Hermitian and non-singular. A typical J is
Here the unit blocks need not have the same dimension and one of them may be void. Such factorization is obtained e.g. by the inde nite symmetric decomposition of H 2, 9]. We consider the change of the eigenvalues of H under perturbation of G while J remains unchanged. Here it is natural to use the one{sided scaling G = BD. The behaviour of the eigenvectors does not seem to be as easy to follow as in Subsect. 2.1, and we have no corresponding results as yet.
For J = I the problem reduces to considering singular values of G.
We reproduce the result of 4] with somewhat better constants. The same technique allows an interesting oating{point estimate for the eigenvalues of G (which is non{Hermitian).
The section is organized as follows. Th. 3.3 gives a general perturbation theory, while Th. 3.9 applies this theory to the oating{point perturbations. In the following discussion we simplify the perturbation bounds analogously to the previous section. As an application we derive oating{point perturbation estimates for some classes of matrices not covered by Sect. 2. Finally, Th. 3.16 and 3.17 show that good behaviour of the singular values often implies the same for the eigenvalues, if the matrix is not positive de nite, or even non{hermitian. Th. 3.17 is in fact a " oating{point version" of the known Bauer{Fike result. for all x 2 C n and some < This is a slight improvement over 4] (our constant is p n times better). For J = I (or J = ?I) we can handle the matrix H = GG in two ways. If G has full column rank, then we apply our theory as described in Theorems 3.3 and 3.9. If G has full column rank, then we apply our theory to the matrix b H = G G, whose non{vanishing eigenvalues are the eigenvalues of H. In the inde nite case (J 6 = I) the situation is di erent. The rule "well{behaved singular values, well{behaved eigenvalues" extends to many non{hermitian matrices. We present a simple oating{point version of the known Bauer{Fike theorem. Although the two following theorems do not concern matrices in factorized form, we present them here since they use results of this section. Here, too, the number of the eigenvalues in any component of the union equals to the number of disks in it.
Taking the perturbation j G ij j "jG ij j Th. 3.9 gives the radii r i = "j i jC(B) (S) with two condition numbers: C(B) and (S). An eigenprojection estimate similar to that in Subsect. 2.1 is possible here as well.
Quadratic pencil approach
In this section we consider once more Hermitian matrices of the type These conditions seem to be incomparable with the ones obtained in Sect.
3 for the same type of matrices.
