Rao's (1948) seminal paper introduced a fundamental principle of testing based on the score function and the score test has local optimal properties. When the assumed model is misspecified, it is well known that Rao's score (RS) test looses its optimality.
Introduction
Since Rao's (1948) seminal paper introduced a fundamental principle of testing based on the score function, as an alternative to the likelihood ratio (LR) and Wald tests, econometricians have produced a large number of specification tests using Rao's score (RS) principle, also known as the Lagrange multiplier (LM) test among econometricians. Although the success of the score test in econometrics was phenomenal, the main problem in these specification tests was that they were developed under the assumption that the underlying probability model is correct.
When the assumed model is misspecified, it is well known that RS test loses its local optimal properties.
A model could be misspecified in a variety of ways. In this paper we consider two kinds of misspecifications: distributional and parametric. In the first, the assumed probability density function differs from the data generating process. Kent (1982) and White (1982) analyzed this case and suggested a modified version of the RS test that involves adjustment of the variance of the score function. Although most of the econometric specification tests based on the RS principle are in fact dependent upon distributional assumptions in one way or another, we find only a handful of papers that applied the modified RS test. Koenker's (1981) robust test for heteroskedasticity can also be put in the framework of White (1982) , [see Bera (2000, pp. 76-77) for this interpretation]. Bera and McKenzie (1986) investigated the finite sample properties of the modified RS test through simulations. Lucas (1998) developed some inferential procedures on cointegrating ranks based on pseudo-likelihoods using the LR and RS tests. Bera and Premaratne (2001) applied White's approach to obtain adjusted tests for skewness and kurtosis for distributional misspecifications.
In parametric misspecification the dimension of the assumed parameter space does not match with the true one. Bera and Yoon (1993) developed a modified RS test that is valid under local parametric misspecification. This involves adjustment of both the mean and variance of the standard RS test. One of the attractive features of this adjusted test procedure is that it helps to identify specific source(s) of departure(s) from the null hypothesis. Several papers applied this approach to a variety of practical problems: Anselin, Bera, Florax, and Yoon (1996) and Baltagi and Li (2001) , to identify particular source(s) of spatial dependence; Godfrey and Veall (2000) to linear models; Bera, Sosa-Escudero and Yoon (2001) and Baltagi, Song and Jung (2002) to test for serial dependence in the presence of random effects, and vice-versa in the context of error component models. Several other potential applications were mentioned in Bera and Yoon (1991) and Yoon (1991) , such as testing for duration dependence and heterogeneity.
In this paper we consider the presence of distributional and parametric misspecifications simultaneously and develop a modified RS test that is valid under both the misspecifications.
The rest of this paper is organized as follows. In the next section, we introduce notation and review some basic properties of the RS test under ideal situation. Sections 3 and 4 deal with testing under distributional and parametric misspecifications, respectively. In Section 5, we formulate "robust" form of the RS test in the simultaneous presence of distributional and parametric misspecifications. In Section 6, we provide an application of our procedure. Section 7 concludes the paper with some remarks.
Rao's Score (RS) Test under Ideal Condition
We start by introducing some notation. Suppose there are n independent observations, y 1 , y 2 , . . . , y n with identical density function f (y; θ), where θ is a p × 1 parameter vector with θ ∈ Θ ⊂ p . Let us denote θ = (γ , ψ ) where γ and ψ are parameter vectors with dimensions (m × 1) and (r × 1)
respectively. It is assumed that f (y; θ) satisfies the regularity conditions stated in Rao (1973, p. 364) and Serfling (1980, p. 144) . The independent and identically distributed (IID) assumptions can be easily relaxed with some additional regularity conditions as in White (1994) . The log-likelihood function, the score function, and the information matrix are defined, respectively, as
Let us now consider testing H 0 : ψ = ψ * , where ψ * is a known parameter value. Typically ψ * = 0, and the MLE of θ under H 0 , θ = ( γ , ψ * ) say, is readily available. Let RS ψ be the RS test statistic for H 0 . It is given by
where
. Given correct specification, RS ψ is locally optimal and has well known asymptotic distributions under the null and a sequence of local alternatives.
This may be summarized as follows:
and hence
And under local alternatives
where λ 1 ≡ λ 1 (ξ) = ξ J ψ·γ ξ and ξ = 0. Here we are using D −→ to denote convergence in distribution, and χ 2 r (λ 1 ) stands for the non-central chi-square distribution with r degrees of freedom and non-centrality parameter λ 1 . In this ideal situation the RS principle provides a very convenient approach, and it is, as mentioned above, locally optimal if the assumed probability density function f (y; θ) represents the true data generating process (DGP). For a review of the RS test and a historical account see Bera and Bilias (2001) .
Testing under Distributional Misspecification
Under the distributional misspecification scenario, we consider hypothesis testing when one does not have confidence in the maintained probability model itself. Let the true DGP be described by the unknown density g(y) and f (y; θ) be our assumed distribution with θ = (γ , ψ ) ∈ Θ ⊂ p .
We assume that g(y) and f (y; θ) satisfy some appropriate regularity conditions, such as those given by Kent (1982) and White (1982) . An immediate effect of this is that some of the standard results break down under distributional misspecification. Consider, for instance, the information matrix (IM) equality
where E f [·] denotes expectation under f (y; θ). The counterpart of IM equality does not hold when f (y; θ) is not the true density and the expectation is taken with respect to g(y). Let us
where L(θ) = n i=1 ln f (y i ; θ) as defined in (2.1), and θ g is the value of θ that maximizes the Fraser (1965) information E g [ln f (y; θ)]. Note that the above J(θ g ) matrix will, in general, be different from the J(θ) matrix in (2.3) since in latter the expectation is taken with respect to the assumed density f (y; θ). Since under distributional misspecification the IM equality does not hold, the J and K matrices are, in general, different, [see White (1982) for an illustrative example]. The divergence between J and K under distributional misspecification also changes the asymptotic distribution of the quasi-maximum likelihood estimator (QMLE), θ, as follows:
When there is no misspecification, J = K, and then the asymptotic variance is the inverse of the matrix J shown in (2.3).
Different versions of this result are generally attributed to Eicker (1963 ) and Huber (1967 . However, long before the appearance of these papers, Koopmans, Rubin and Leipnik (1950, pp.148-150) derived the sandwich formula J −1 KJ −1 of the variance-covariance matrix while studying the large-sample properties of the maximum-likelihood estimates of the parameters of the system of structural equations. Given the vital role of this formula in the econometrics literature, it would not be out of place to summarize the discussion of Koopmans et al. (1950): in their Assumption 3.3.1.4 (p.134), they assumed joint normality of the disturbances. However, in p.135, they explicitly recognized the possibility that the assumed distribution function "has no necessary connection with the distribution of the observations. Nevertheless, we can use the [assumed distribution] function to define parameters by the same maximizing procedure.
In these circumstances," -they write -"we shall call it the quasi-likelihood function, and call the maximizing values of its parameters quasi-maximum-likelihood estimates." Possibly, this is the first appearance of the terms "quasi-likelihood function" and "quasi-maximum-likelihood estimates" in the statistics and econometrics literature.
In section 3.3.10 they studied "Asymptotic sampling variances and covariances of the maximumlikelihood estimates". In p.150, they derived the sandwich form of the covariance matrix of the estimates [their expression (3.141)]. However, (p.148) they noted that "Mann and Wald's analysis shows that the expressions for the asymptotic sampling variances and covariances of the maximum-likelihood estimates are greatly simplified by the normality Assumption 3.3.1.4 regarding the distribution of the disturbances. We shall deal only with that case." As a result, the sandwich form of the covariance matrix of the estimates is simplified to the inverse of the expected information (or, to be more precise, hessian).
Using Taylor series expansions, we can also obtain the asymptotic distribution of the score vector under distributional misspecification with H 0 : ψ = ψ * . This can be summarized as:
where 6) and θ denotes the restricted QMLE under H 0 . This will be clear from our derivation (in Section 5) of the the expression in (5.6) for the more general case. Comparing (3.5) with (2.5), the distributional misspecification now changes the asymptotic variance of the score vector invalidating the original RS test statistic in (2.4) based on the asymptotic variance J ψ·γ . When there is no misspecification, K ≡ J, and therefore,
For distributional misspecification, it is very straightforward to obtain a robust form of the RS test. We just have to use the correct variance matrix B ψ·γ given in (3.6). Let RS * ψ (D) denote the robust RS statistic under distributional misspecification for testing H 0 : ψ = ψ * . This may be written as:
due to the result in (3.5).
White (1982) has shown a robust form of the RS (or LM) test under distributional misspecification for testing the null hypothesis H
where h(·) is a (r × 1) vector function. Let the test statistic be denoted by RS * h . Using our notation, RS * h can be written as: 
where B ψ is the (r × r) block of B that can be written as
Using the partitioned inverse matrix formula and some straightforward algebra, it can be readily seen that RS * ψ in (3.11) is nothing but our RS * ψ (D) in (3.8). Note also that, in the special case of J ψγ = 0, the robust formula can be simplified further as:
That is, the robust form of the RS statistic can be obtained just by using K ψ when J is block diagonal.
Testing under Parametric Misspecification
Suppose we miss out one parameter vector φ with dimension (s × 1) from our analysis, i.e., our true parameter vector is now represented by θ = (γ , ψ , φ ) with local presence of the misspecified parameter φ = φ * +δ/ √ n. Recall that we had previously assumed θ = (γ , ψ ) ∈ Θ ⊂ p without accounting for the nuisance parameter φ. Then, under the true model with
Again, it is interesting to compare (4.1) with (2.5). Unlike the distributional misspecification discussed in the previous section, the parametric misspecification changes the asymptotic mean of the score keeping the asymptotic variance unaffected. That is, the asymptotic mean of the score function d ψ ( θ) is now contaminated by the local presence of the nuisance parameter φ.
Obviously, the nonzero mean J ψφ·γ δ would give rise to the noncentrality of asymptotic null distribution of RS ψ as follows: Anderson (1984, p. 36) ]. Therefore, even asymptotically, the size of the test will not be correct as seen from non-zero λ 2 , unless δ( = 0) belongs to the null space of J ψφ·γ and/or J ψφ·γ itself is zero. Using these results Bera and Yoon(1993) developed a modified RS test that is valid under local parametric misspecification.
This involves adjustment of both the mean and variance of the standard RS test.
Following Bera and Yoon (1993) , we can get rid of the nonzero mean by considering
In order to formulate a test statistic based on (4.3) one has to estimate δ. In fact this amounts to estimating φ since δ = √ n(φ − φ * ). For this we use the one-step method-of-scoring estimator, starting from an initial consistent estimator θ = ( γ , ψ * , φ * ) . The one-step method-of-scoring
This updating can be viewed as an attempt to "correct" the initial estimators γ and φ * to take account of the local departure of φ from φ * .
Since d γ ( θ) = 0, we have
. Using (4.5) and J φ·γ ( θ) = J φ·γ + o p (1), we can now replace δ in (4.3) by its estimate to give
and we need to find its asymptotic distribution.
Using some well known result for the asymptotic distribution of n −1/2 d φ ( θ), we find the asymptotic distribution of (4.6) to be
Hence the adjusted RS test under parametric misspecification, denoted RS * ψ (P ), is given by
Under the local alternatives
φ·γ J φψ·γ )ξ. Note that λ 1 − λ 3 ≥ 0 where λ 1 is defined in (2.7). Result (4.9) is valid both in the presence or absence of the local misspecification φ = φ * + δ/ √ n, since the asymptotic distribution of RS * ψ(P ) purges the effect of local departure of φ from φ * . Therefore, P S * ψ (P ) will be less powerful than P S ψ when there is no misspecification. The quantity λ 1 − λ 3 = ξ J ψφ·γ J −1 φ·γ J φψ·γ ξ can be regarded as the "insurance premium" we pay for the validity of RS * ψ (P ) under local misspecification.
It should be pointed out that RS * ψ (P ) is based on θ = ( γ , ψ * , φ * ) circumventing direct estimation of the nuisance parameter φ. As shown in Bera and Yoon (1993) , RS * ψ (P ) is asymptotically equivalent to Neyman's (1959) optimal C(α) test. Unlike RS * ψ (P ), however, the C(α) test requires a √ n-consistent estimate of the nuisance parameter explicitly.
To provide some more insight of the proposed test, we observe that it is based on the so called "effective score" of parameter of interest ψ:
where C depends on the various components of the information matrix J. Starting from the asymptotic multivariate normal distribution of the score vector, the above residual from re-
, evaluated on the true θ, is asymptotically normal with mean zero. By construction, the above residual is the part of score of ψ which is orthogonal to the score for (φ , γ ) Since d γ ( θ) = 0, evaluation at θ results into
without affecting the asymptotic mean. Therefore it can serve as a testing function for H 0 : ψ = 0.
Note also that RS * ψ (P ) = RS ψ when J ψφ·γ = 0. This implies that when the two score vectors d ψ and d φ are asymptotically independent then we do not need any adjustment for testing H 0 : ψ = ψ * due to the parametric misspecification involving φ. J ψφ·γ is also the appropriate information matrix for the joint RS test, RS ψφ say, for testing H 0 : ψ = ψ * and φ = φ * . When J ψφ·γ = 0, the necessary and sufficient condition for the additivity of the RS test is satisfied, i.e., RS ψφ = RS ψ + RS φ [see Bera and McKenzie (1987) ]. What is more interesting, however, is the general case where J ψφ·γ = 0. We can show after some algebra (see the Appendix) that a modified additivity of the RS test still holds in the general case such that
In other words, the two-directional RS test for ψ and φ can be decomposed into the sum of the uncorrected one-directional test for one type of alternative and the adjusted form for the other alternative. In some cases, one could ease computations considerably using this result, as illustrated in Anselin (2000) and Sosa-Escudero and Bera (2001).
Testing under Both Distributional and Parametric Misspecifications
We now consider the presence of both distributional and parametric misspecifications. In order to adjust the standard RS ψ for both types of misspecifications we start with a Taylor series expansion of the quasi-likelihood L(θ * ) around the parameter vector θ 0 = (γ , ψ * , φ 0 ) where
Since we allow for distributional misspecification and all expectations (and limits) are taken with respect to the true DGP g(y), the J matrix of this section will differ from that in Sections 2 and 4. Noting ∂L( θ)/∂γ = 0, similar expansion about θ = ( γ , ψ * , φ * ) yields
From (5.1) and (5.2) we obtain
Another Taylor series expansion shows
Using (5.3) we can rewrite (5.4) as
Using (5.5) and (5.6), under H 0 : ψ = ψ * , we have
Note the distinct effect of each type of misspecification present simultaneously on the asymptotic distribution of the score function. The parametric and distributional misspecifications change the mean and the variance of the score to J ψφ·γ δ and B ψ·γ , respectively. If δ = 0 and K = J, then d ψ will have zero mean and the familiar variance J ψ·γ as shown in (2.5). To obtain a modified form of the RS test that is valid under both types of misspecifications, the mean and the variance of the score need to be adjusted accordingly.
Consider first the adjustment of the score for the nonzero mean:
Estimating δ by the one-step method-of-scoring, an identical procedure to what we have used in the previous section, the left hand side of (5.8) can be written as 1
The asymptotic distribution of (5.9) can be established combining the distribution of
given in (5.7) with the asymptotic distribution of n −1/2 d φ ( θ). To obtain the asymptotic distri-
under both types of misspecifications, we use Taylor series expansions analogous to those given in (5.1) through (5.7) to yield 1
γ J γφ . Using (5.7) and (5.10), we finally obtain, after some algebra, under
, where
Note that B ψφ·γ = J ψφ·γ and B φ·γ = J φ·γ , when K ≡ J. Now a quadratic form can be constructed based on (5.11) to yield an adjusted RS statistic that is valid under both distributional and parametric misspecifications. We may denote this by RS * ψ (DP ):
Although RS * ψ (DP ) is shown to have a rather lengthy algebraic expression in (5.12), it is actually easy to compute requiring only θ = ( γ , ψ * , φ * ) . Also, it can be readily seen that under no parametric misspecification (δ = 0),
(5.14)
Under no distributional misspecification (f (y; θ) ≡ g(y), i.e., K ≡ J),
When there is no misspecification (δ = 0, K ≡ J),
RS * ψ (DP ) thus adjusts the standard RS test, RS ψ , providing a two-way protection against both types of misspecification we considered.
An Illustration
We consider an extension of an example due to Arnold (1980) . Suppose we are interested in testing H 0 : ψ = ψ * > 0 in the following model representing an ARCH(1) process
Here all parameters are scalars and γ has been dropped from the parameter space for simplicity giving θ = (ψ, φ). Now the scores and the information matrix evaluated at θ * = (ψ * , 0) are given
and (6.5) where the expectations are taken under the true DGP for J and K matrices with µ 4 = E g [y
4
t ]. The standard RS test statistic in (2.4) is obtained under normality (i.e., µ 4 = 3ψ 2 * , under H 0 : ψ = ψ * and J = K = 1/2ψ 2 * ), completely ignoring the parameter φ and setting θ = ψ, and is given by
To produce the adjusted RS test under distributional misspecification, given in (3.8), we need to use J = 1/2ψ Using these formulas in (6.6) through (6.9), one can readily verify the relationships between the adjusted tests and the standard test as discussed in (5.14) through (5.16).
Concluding Remarks
In this paper we have generalized the adjusted Rao's score tests suggested in White (1982) and Bera and Yoon (1993) to take account of the simultaneous presence of distributional and local parametric misspecifications. Although White's adjustment has not yet been much used in the econometric literature, we believe this procedure has high potential. The modified score test for local parametric misspecification has already found its way to many useful applications.
Therefore, the modified test proposed here could be successfully applied to various testing problems in econometrics. The example we provided here is a very simple one, but it highlights the inter-relationship among various adjustments needed for different kinds of misspecifcation. As substantial econometric applications, we plan to generalize the tests discussed in Anselin et al. (1996) , and other papers cited in Section 1. Given the complexity of these models, the algebra will be somewhat involved; however, the final adjusted test statistics could have quite manageable form and would be amenable to routine use. which proves result (4.11). Similarly, we can show result (4.12), that RS ψφ = RS ψ + RS
