M-type smoothing splines are a broad class of spline estimators that include the popular least-squares smoothing spline as a particular case, but also spline estimators that are less susceptible to outlying observations and model-misspecification. Available asymptotic theory, however, only covers smoothing spline estimators based on smooth objective functions and consequently leaves out frequently-used resistant estimators such as least-absolute deviations and Huber-types. We provide a general treatment in this paper and, assuming only the convexity of the objective function and some minor regularity of the error, show that the least-squares (super-)convergence rates can be extended to general M-type estimators. Auxiliary scale estimates may also be handled with slightly stronger assumptions. We further obtain optimal rates of convergence for the derivatives, which have not been obtained outside the least-squares framework.
Introduction
Based on data (t 1n , Y 1 ), . . . , (t nn , Y n ) with fixed t in ∈ [0, 1] that is allowed to vary with n, consider the classical nonparametric regression model
where f o is a sufficiently smooth function that we would like to estimate and the ǫ i , i = 1, . . . , n, are independent and identically distributed error terms, commonly assumed to have zero mean and finite variance σ 2 . A popular estimation method involves restricting f o to the so-called Hilbert-Sobolev space of smooth functions denoted by W m,2 ([0, 1]) and defined as W m,2 ([0, 1]) = {f : f has m − 1 absolutely continuous derivatives,
for some λ > 0 that governs the trade-off between smoothness and goodness-of-fit. The problem is well-defined for n > m and its solution is a 2mth order natural spline with knots at t 1n , . . . , t nn . The subsequent least-squares smoothing spline can be computed very efficiently with the Kimeldorf-Wahba representer theorem and under the usual Gauss-Markov conditions on the error term, it attains the optimal rates of convergence. The interested reader is referred to Wahba (1990) , Green et al. (1993) and Eubank (1999) for detailed theoretical developments and illustrative examples. The focus of this paper is theoretical and aims to show that optimal estimation of f o is still possible under deviations from the Gauss-Markov ideal, in particular, the lack of moments of the error. The estimator in consideration is the M-type smoothing spline estimator introduced by Huber (1979) and defined as the solution of
for some convex function ρ that is symmetric about zero and satisfies ρ(0) = 0. Clearly, the least-squares smoothing spline fulfils these conditions but the benefit of the above formulation is that it allows for more general loss functions that reduce the effect of large residuals and make for resistant estimation of f o . Popular examples include the resistant absolute value function |x| and Huber's function given by ρ k (x) = x 2 , |x| ≤ k 2k (|x| − k/2) , |x| > k where the tuning parameter k controls the blending of square and absolute losses. It can be shown that a solution to (3) exists, although as Cox (1983) and Eggermont et al. (2009) point out it may not be unique unless ρ is strictly convex. Similarly to the least-squares setting, if n > m then this minimizer must be a 2mth order natural spline with knots at the design points. Strict convexity is a strong condition, however, and is by no means necessary. For example, the Huber smoothing spline is unique unless there is a large gap in the middle of the data.
In general, for ρ-functions that include a tuning parameter it is advisable to standardize with a robust scale estimate σ so that only observations sufficiently far from the center of the data are subjected to downweighting. Thus, the minimization problem (3) should be amended to
Originally, Huber (1979) proposed simultaneous scale estimation but nowadays it has come to be recognized that preliminary scale estimates tend to perform better, see, e.g., Maronna et al. (2006) . Such scale estimates may be obtained either from preliminary model fitting, that is, from fitting a robust regression estimator to the data and computing a robust scale from its residuals, or from robust scale estimates involving linear combinations of the Y i , Cunningham et al. (1991) ; Boente et al. (1997) . Inclusion of σ adds a new theoretical layer to the smoothing spline problem and often its asymptotic behaviour influences the asymptotic behaviour of the smoothing-spline estimates.
In stark contrast to the least-squares setting, where numerous theoretical results have been obtained ranging from equivalent kernels to convergence rates of the derivatives, only a few works have delved into the theory of general M-type smoothing splines. Cox (1983) obtained an asymptotic linearization of M-type estimators with ρ-functions in C (3) and used this to show that smooth M-type estimators attain the least-squares convergence rates. Cox (1983) further obtained optimal convergence rates for the derivatives but solely for periodic regression functions. His work was complemented by Cunningham et al. (1991) who showed that optimal rates of convergence can also be attained with a root-n preliminary scale, provided that the error term possesses a first moment. van de Geer (2002) was able to reduce the smoothness requirements to a Lipschitz condition on ρ but her work does not address either the case of auxiliary scale estimates or estimation of derivatives. Finally, Eggermont et al. (2009) study the least-absolute deviations smoothing spline in detail but only under the assumption that asymptotically it is contained in a ball around f o .
We provide a unified treatment of the M-type smoothing spline problem in this paper, including preliminary scale estimation and estimation of derivatives. Our main assumptions center around a convex (and hence continuous) loss function, two mild regularity conditions on the errors ǫ i , that have been widely used in the non-penalized case, and approximate uniformity of the design points. These conditions do not require the existence of any moments of the error allowing for very heavy-tailed distributions that would otherwise make the leastsquares estimator inconsistent. The conditions barely change with the inclusion of a fastconvergent scale estimate but do require strengthening in the form of smoother losses and second moments of the error in case the scale converges slowly.
The rest of the paper is structured as follows: section 2 contains our main results and a discussion of the underlying assumptions while Section 3 contains some possible directions for future research. All mathematical proofs are collected in the appendix.
Main results: rates of convergence
We begin by introducing some useful notation for the sequel. We denote the standard L 2 ([0, 1]) inner-product by ·, · 2 and its associated norm by || · || 2 . Throughout, we endow W m,2 ([0, 1]) with the inner-product
for any f, g ∈ W m,2 ([0, 1]). This is only a slight generalization of the standard Sobolev innerproduct which may be recovered by setting λ = 1. Inner-products and norms depending on the smoothing parameter have also been used, for example, by Silverman (1996) and Eggermont et al. (2009) . Denoting the M-type smoothing spline with f n , we shall see that an advantage of this norm is that establishing rates of convergence with respect to || f n − f o || m,λ will semi-automatically yield convergence rates of the derivatives of order 1, . . . , m − 1 with respect to || · || 2 . By an extension of the Sobolev embedding theorem, Eggermont et al. (2009) show that for all x ∈ [0, 1] and all f ∈ W m,2 ([0, 1]) there exists a constant c m depending only on m such that
This result implies that point-evaluation is a continuous linear functional with the innerproduct (5 
Consequently, by (6), sup
with the same constant c m . The above bounds will play a key role in the establishment of the results. We first treat the simpler case of M-type estimators without auxiliary scale. The required regularity conditions on ρ, the error term and the design points t in , . . . , t nn are as follows.
(A1) ρ is a convex function on R with right and left derivatives ψ + and ψ − and ψ is any choice of the subgradient of ρ. (Note that necessarily
(A4) The family of points is quasi-uniform in the sense of Eggermont et al. (2009) , that is, there exists a constant such that, for all n ≥ 2 and all f ∈ W 1,2 ([0, 1]),
Conditions (A1)-(A3) are standard in M-estimation theory of unpenalized linear models, see, for example, Yohai et al. (1979) . Conditions (A2)-(A3) trade differentiability of the score function with some regularity of the error term. They are very mild; it is easy, for example, to check that (A2) is satisfied under (A1), if additionally ǫ 1 has a continuous distribution function and for some t 0 > 0,
Condition (A3) greatly reduces the smoothness requirements on ρ made by Cox (1983) ; Cunningham et al. (1991) and can be shown to hold even if ρ possesses a discontinuous derivative. We may list a few interesting examples to illustrate its broad scope.
Example 1 (LAD and quantile regression). Consider M-estimation with ρ(x) = |x|. Then, provided that ǫ 1 has a distribution function F symmetric about zero and a positive density f on an interval about zero,
cfr. Pollard (1991) . This generalizes easily to M-estimation with ρ α (x) = |x| + (2α − 1)x provided that in this case one views the regression function as the conditional α -quantile function, that is,
Example 2 (Huber) . For k > 0, ψ k (x) = 2xI(|x| ≤ k) + 2k sign(x)I(|x| > k) we may assume that F is absolutely continuous and symmetric about zero to get
Example 3 (L p regression estimates with 1 < p ≤ 2). Clearly, ψ p (x) = p|x| p−1 sign(x) and if we assume that F is symmetric about zero and has a differentiable density f ,
provided that the integral converges and is positive, which will be the case if f is unimodal. For p = 2 it is easy to check that ∞ 0 xf ′ (x)dx = −1/2 so that the least-squares score function is recovered.
Finally, condition (A4) ensures that the responses are observed at a sufficiently regular grid. it is similarly a weak assumption that can be shown to hold for all frequently employed designs such as t in = i/n or t in = 2i/(n + 1). Call F n the distribution function that jumps at each t in . An integration by parts argument shows
and therefore (A4) is satisfied, if, for example, F n approximates well the uniform distribution in either the Kolmogorov or L 2 metrics.
Our first result is Theorem 1, which establishes the optimality of general M-type smoothing splines provided that the smoothing parameter λ tends to zero but not too fast relative to n. Theorem 1. Assume (A1)-(A4) and further that λ ∼ const. n −γ for some γ ∈ (0, 1). Then there exists a sequence of M-type smoothing splines f n satisfying
For λ ∼ const. n −2m/(2m+1) the condition on λ is obviously met and we are lead to
, so that f n attains the optimal rates of convergence Stone (1982) . For such λ, the Sobolev embedding theorem (6) allows us to deduce that sup
, which implies that convergence can be made uniform.
Corollary 1 below states the (optimal) rates of convergence for the derivatives f Corollary 1. Assume (A1)-(A4), then for λ ∼ const. n −2m/(2m+1) and j = 1, . . . , m, the M-type sequence f n of Theorem 1 satisfies
As noted in the introduction, with the exception of the work of Cox (1983) on the periodic case and Eggermont et al. (2009) on the least-absolute deviations smoothing spline, we are unaware of general results concerning derivatives of general M-type estimates. Corollary 1 serves to remedy this deficiency.
A rather interesting feature of the least-squares smoothing spline is the possibility for a bias-reduction, under certain boundary conditions on the derivatives of f o , see, e.g., Rice et al. (1981) ; Eubank (1999) . This phenomenon leads to superior convergence rates and is known as super-convergence. As Corollary 2 indicates, super-convergence carries over to the general M-case.
Corollary 2. Assume (A1)-(A4) and further that λ ∼ const. n −γ for some γ ∈ (0, 1), f o ∈ W 2m,2 ([0, 1]) and f 
A consequence of this corollary is that if λ ∼ const. n −2m/(4m+1) then f o can be estimated with a squared error asymptotically decaying like n −4m/(4m+1) . Of course, had we suspected that f o ∈ W 2m,2 ([0, 1]) then an appropriate modification of the penalty would also yield the rate n −4m/(4m+1) . In this light, as (Eubank, 1999, pp. 259 ) notes, the higher rate of convergence may be viewed as a bonus of the smoothing-spline estimator for some situations where the regression function is smoother than anticipated.
We now turn to the problem of M-type smoothing splines with an auxiliary scale estimate. We aim to extend Theorem 1 and its corollaries to this case under suitable assumptions on ρ, ǫ and σ. The revised set of assumptions is as follows.
(B1) ρ is a convex function on R with derivative ψ that exists everywhere and is Lipschitz.
Further, for any ǫ > 0 there exists M ǫ such that
for any t > ǫ, s > ǫ and −∞ < x < ∞.
(B2) For any α > 0, E{ψ(ǫ 1 /α)} = 0 and
(B3) (A4).
(B4) There exists a c > 0 such that E|ǫ 1 | c < ∞.
(B5) n 1/2 ( σ − σ) = O P (1), for some σ > 0 that need not be the standard deviation of ǫ 1 .
The above conditions essentially require a somewhat smoother loss function and a wellbehaved scale. Condition (B1) is borrowed from He et al. (1995) and requires the score function to change slowly in the tail. It automatically implies its boundedness. Condition (B2) extends the linearization imposed by (A3) to a neighbourhood around σ. Conditions (B1) and (B2) are not stringent and are satisfied by, e.g., the Huber score function with ξ(α) = 2F (k/α) − 1. The design is required to be quasi-uniform as previously while we make a small moment condition on ǫ. This is much weaker than the first moment assumed by Cunningham et al. (1991) and is satisfied even for very heavy-tailed distributions such as the Cauchy, where c can be any value in (0, 1). Finally, the scale is assumed to converge at the parametric rate. Scale estimates obtained from linear combinations of the Y i , i.e., pseudoresiduals, in general satisfy the root-n condition, see Cunningham et al. (1991) ; Boente et al. (1997) .
We denote the sequence of M-estimates with auxiliary scale f n, σ . Theorem 1 now generalizes to Theorem 2 below.
Theorem 2. Assume (B1)-(B5) and further that λ ∼ const. n −γ for some γ ∈ (0, 1). Then there exists a sequence of M-type smoothing splines f n, σ satisfying
Since the proofs of corollaries 1 and 2 regarding optimal estimation of derivatives and bias reduction do not depend on the existence of a scale estimate, they carry over immediately to this setting.
We finally deal with the situation of auxiliary scale estimates that exhibit lower than rootn convergence rates. Such a slower rate could arise, for example, if one uses the residuals of an M-type smoothing spline estimate in order to compute a robust scale. In this case, since Y i − f n (t i ) differ from ǫ i by more than root-n, the scale estimate would normally converge with n −m/(2m+1) . The following last set of conditions is tailored for such cases.
(C1) ρ is a convex function on R with derivative ψ, which has a bounded second derivative.
(C2) The distribution of ǫ and ψ satisfy the following: E{ψ(ǫ 1 /σ)} = 0, E{ψ ′ (ǫ 1 /σ)} > 0, E{ψ ′ (ǫ 1 /σ)ǫ 1 } = 0 and E{|ψ ′ (ǫ 1 )ǫ 1 | 2 } < ∞.
(C3) (B3).
(C4) The error has a finite second-moment, that is, E{|ǫ| 2 } < ∞.
The above assumptions borrow heavily from He et al. (1995) in the context of lower-rank regression splines. The smoothness assumptions on ρ now parallel those of Cunningham et al. (1991) but while these authors assume a root-n rate we only require the optimal nonparametric rate of convergence. Note that the differentiability of ψ and E{ψ ′ (ǫ 1 /σ} > 0 now make (B2) redundant.
With these assumptions we may state the last theorem of the paper. As previously, f n, σ denotes the smoothing spline estimate that solves (4).
Theorem 3. Assume (C1)-(C5) and further that λ ∼ const. n −γ for some γ ∈ (0, 1). Then there exists a sequence of M-type smoothing splines f n, σ satisfying
Derivative estimation and bias-reduction present no special difficulties after Theorem 3 has been established and they may be proved along the lines of Corollary 1 and Corollary 2. We omit the details.
Concluding remarks
The results of this paper indicate that there is little theoretical difference between leastsquares smoothing splines and general M-type smoothing splines derived from convex but possibly non-smooth objective functions. In particular, under general conditions, M-type smoothing splines enjoy the same rates of convergence for the estimation of the regression function and its derivatives. Further, the presence of auxiliary scale estimates does not diminish these rates, at least provided that the auxiliary scale converges sufficiently fast or provided that the error has second moments in case of slower convergence of the scale.
We believe that two extensions of the present theory would be of great interest to theoreticians and practictioners alike. The first concerns the problem of estimating the smoothing parameter λ, which was not touched upon in this paper. This may be accomplished using, e.g., the robust cross-validation criterion of Cantoni et al. (2001) . We conjecture that such a criterion would yield the optimal rate of decay for λ but formal verification is required. Another useful extension would be to the case of dependent errors, that arise, for example, in mean-estimation of discretely sampled functional data. We firmly believe that M-type smoothing spline estimators with repeated measurements would still enjoy the optimal rates, as derived by Cai et al. (2011) , while also providing a safer estimation method in the presence of atypical observations.
Appendix
We first state a useful quadrature lemma that is given in (Eggermont et al., 2009, Chapter 13) .
Lemma 1 (Quadrature). Let m ≥ 1. Assuming that the design is quasi-uniform in the sense of (A4), there exists a constant c m depending only on m such that, for all f ∈ W m,2 ([0, 1]) and all n ≥ 2,
For notational convenience, throughout the following proofs we will suppress the dependence of the design points on n and write t i instead of t in . Generic constants will be denoted by const..
Proof of Theorem 1.
Let L n (f ) denote the objective function, that is,
and write C n = λ + (nλ 1/2m ) −1 . The theorem will be proven if we can establish that for every ǫ > 0 there exists a D ǫ > 0 such that
as this would entail the existence of a minimizer f n such that
Using the Cauchy-Schwarz inequality we immediately obtain
where we have used the fact that λ 1/2 ||g (m) || 2 ≤ ||g|| m,λ = D.
The errors are independent and identically distributed and, by assumption, E{ψ(ǫ 1 )} = 0 and E{|ψ(ǫ 1 )| 2 } < ∞. We thus obtain
where the first inequality follows from Lemma 1, the second inequality from the fact that ||g|| 2 ≤ ||g|| 2 m,λ and the last equality from the fact that n −1 = o(C n ) for λ ∼ const. n −γ with γ ∈ (0, 1) . Since n 2m λ → ∞ it follows that I 3 = o P (1)DC n .
Turning to I 1 , first note that by the reproducing property, the Schwarz inequality and (8),
and, since n m λ → ∞, it follows that C 1/2 n max i≤n |g(t i )| = o(1) as n → ∞. With this in mind, applying Fubini's theorem and (A3) yields 1 n
|g(t i )| 2 (1 + o(1) ).
Hence we obtain
Furthermore, by independence, the non-randomness of the penalty term and the Schwarz inequality we obtain
where we have also used (A2), Lemma 1 and λ ∼ const. n −γ for γ ∈ (0, 1). The mean and variance computations now reveal that
so that for sufficiently large D and large n, I 1 will dominate both I 2 and I 3 . Since for convex ρ-functions ψ is nondecreasing, both terms constituting I 1 are positive. The proof is complete.
Proof of Corollary 1. The proof follows from (Eggermont et al., 2009, Chapter 13, Lemma 2.17 ) that establishes the embedding {||f || 2 2 + λ j/m ||f (j) || 2 2 } 1/2 ≤ const. j,m ||f || m,λ for all j ≤ m and f ∈ W m,2 ([0, 1]) with the constant depending only on j and m. Since W m,2 ([0, 1]) is a vector space, Theorem 1 now implies that for any 1 ≤ j ≤ m
for λ ∼ const. n −2m/(2m+1) . The result follows.
Proof of Corollary 2. The essential modification to the proof of Theorem 1 concerns the treatment of I 3 , which under the boundary conditions contributes λ to the error instead of the previous λ 1/2 . In particular, writing C n = λ 2 + (nλ 1/(2m) ) −1 m-fold integration by parts shows that
The definition of || · || m,λ now yields
, g 2 ≤ const. C 1/2 n λ||g|| 2 ≤ const. DC n as λ < C n , ||g|| m,λ = D and, by assumption, f o ∈ W 2m,2 ([0, 1]). The penalty term λ enters C n only through I 3 , therefore the proof is complete.
Proof of Theorem 2. Let L n, σ (f ) denote the objective function (4) and, as previously, let C n = λ + (nλ 1/2m ) −1 . It suffices to show that for every ǫ > 0 there exists a D ǫ such that lim n→∞ Pr inf
This would imply that there exists an M-type smoothing spline estimator f n, σ satisfying
as n → ∞. Hence we may restrict attention to σ ∈ [σ − δ, σ + δ]. With this in mind, decompose L n, σ (
2 . The argument of Theorem 1 immediately shows that I ′ 3 is of order DC n . To derive the order I ′ 2 write
The first term in the RHS of (14) is the sum of independent random variables and may be expediently treated with condition (B3) to yield the order o P (1)DC n . For the second term, choose ǫ = (2σ) −1 and note that for large n, σ −1 > ǫ with probability tending to one. Applying condition (B1) now shows
Thus, by (B5) and the fact that n −1/2 = o p (C 1/2 n ) for our choice of λ, the second term of (14) is also of order o P (1)DC n as n → ∞. Combining these two results allows us to deduce that I ′ 2 = o P (1)DC n , as in the proof Theorem 1. Turning to I ′ 1 , using (B3) and the fact that σ − δ ≤ σ ≤ σ + δ for any δ > 0 with probability tending to one,
where in this case the constant depends only on σ. We now need to determine the order of Q( σ) := I ′ 1 ( σ) − E{I ′ 1 ( σ)}. Clearly, this is dominated by
since E{ψ(ǫ 1 /α)} = 0 for all α ∈ R. We aim to show that the above quantity, which is the supremum of a mean-centered process, is o P (1)DC n . The idea is to split the interval into a number of disjoint sub-intervals that grows at a polynomial rate and then produce an exponential inequality. First, by Boole's inequality and assumption (B4),
hence we may assume without loss of generality that for large n, |ǫ i | ≤ n 2/c , i = 1, . . . , n. Now let us split the interval [σ − δ, σ + δ] into K n disjoint sub-intervals such that the length of each subinterval does not exceed q := const. C −1/2 n {max i≤n |g(t i )|} −1 n −2/c ǫ/2 (for ease of notation we avoid specifying the constants). We clearly can have K n ≤ q −1 + 1.
Select an α j , j = 1, . . . , K n in each one of these subintervals. The boundedness of ψ implied by (B1) now yields
and, since C 1/2 n max i≤n |g(t i )| = o(1) by the argument in the proof of Theorem 1 and the fact that ψ is Lipschitz by (B1),
≤ const. C 1/2 n |g(t i )|n 2/c |α − α j | ≤ ǫ/2, for α in the jth sub-interval and appropriate choice of the constants. Therefore, by the independence of ǫ i , Boole's and Hoeffding's inequalities, Pr sup σ−δ≤α≤σ+δ |Q(α)| > ǫ ≤ Pr max j=1,...,Kn |Q(α j )| > ǫ/2 ≤ K n exp − const. n 2 ǫ C n n i=1 |g(t i )| 2 = (1 + o(1)n 2/c ) exp − const.
nǫ 2 C n D 2 (1 + o (1)) .
It now follows that for every small s > 0, sup σ−δ≤α≤σ+δ |Q(α)| = Do P (n −1/2+s C 1/2 n ) and since n −1/2 = o(C 1/2 n ) for λ ∼ const. n −γ , it may be concluded that sup σ−δ≤α≤σ+δ |Q(α)| = o P (1)DC n .
The above bounds show that I ′ 1 dominates all other terms for large enough D. As the convexity of ρ implies that I ′ 1 is positive, the proof is complete.
Proof of Theorem 3. Examination of the proof of Theorem 2 reveals that the only part where the rate of convergence of σ appears is in the derivation of the order of I ′ 2 . To see how the present assumptions may be used instead, expand ψ(ǫ i / σ) around σ to get
with R n given by
for some intermediate point σ. Clearly, the first term on the RHS of (15) is of order o P (1)D for ||g|| m,λ = D. Assumption (C2) allows for a similar treatment of the second term and since σ − σ = o P (1) it quickly follows that the second term is of lower order. On the other hand, the boundedness of ψ (2) , the existence of second moments and the rate of convergence of σ − σ establish that the first term of the remainder is of negligible order. Similarly, a first order Taylor expansion of the second term around σ and the Cauchy-Schwarz inequality yield the same conclusion. Multiply by −C 1/2 n to complete the proof.
