ABSTRACT Seafloor pressure gauges are used in marine geodesy to detect vertical displacement of the seafloor. Instrumental gauge drift is often larger than the sought after geophysical and oceanographic signals. We performed a 12 month laboratory test on two new methods that aim to reduce pressure gauge drift in Paroscientific Digiquartz and other pressure transducers. In one method, a reference quartz oscillator (RQO) is installed adjacent to but isolated from the Bourdon tube whose stress is measured by a vibrating quartz force transducer. In another method, the pressure gauge is periodically connected to accurately measured atmospheric pressure as a reference to allow drift calculation. We found that the RQO is not a good predictor of gauge drift. However, determining drift by periodic exposure to atmospheric pressure is effective. These drift estimates were compared to estimates determined with an absolute piston gauge calibrator; the average difference between drift rates of the two methods is 0.00 ± 0.05 kPa/year. Finally, we tested the stability of the quartz clocks used in the Paroscientific electronics and found that they are not a significant contributor to drift.
I. INTRODUCTION
Recording ambient seawater pressure on the seafloor can reveal changes in seafloor height caused by tectonic, volcanic, or hydrocarbon production processes [1] , [2] . In most cases, however, the expected rate of seafloor height change is less than the rate of drift in most pressure sensors [3] . For example, it is expected that height changes along the edge of a continental plate adjacent to a subduction zone will be at most 1 cm per year [4] . Because almost all subduction zones are underwater, drift-free pressure measurements may be the only practical way to observe the associated slow vertical deformation.
Sasagawa and Zumberge [5] developed a method to calibrate seafloor pressure gauges in situ to measure and correct for gauge drift. In that scheme, a valve occasionally switches the pressure applied to a recording pressure gauge from ambient seawater to a piston gauge calibrator (PGC). This provides a known and stable pressure, set to be very close to the local ambient seawater pressure, to be periodically observed, revealing the rate of drift in the gauge. The method is somewhat expensive and therefore not likely to be repeated at a large number of sites. Two alternative methods to determine the drift rate of pressure gauges in situ that are much simpler and less expensive have been proposed [6] - [8] . We tested the efficacy of these two methods in a year-long laboratory experiment on 15 pressure gauges held at typical seafloor temperature and pressure conditions. At the seafloor, the dominant pressure variations are tidal signals of order ±10 kPa (±1 m) at 12 and 24 hour periods [5] . Seafloor temperature variation amplitudes and periods vary with depth, but are typically less than 1 • C. Twelve of the pressure gauges tested were manufactured by Paroscientific, Inc. In these gauges, the pressure-induced stress in a Bourdon tube is measured by a force transducer that consists of a miniature (∼1 cm), vibrating quartz bar whose resonant frequency is a function of stress in the quartz [9], [10] . The other three pressure gauges tested, manufactured by Aanderaa, are based on a silicon piezo-resistive bridge.
The two drift-compensation schemes we tested are a reference quartz oscillator (RQO) method (applicable only to the Paroscientific gauges) and the ''A-zero-A'' scheme. In the reference oscillator method, the manufacturer installed a second vibrating quartz bar adjacent to the primary one measuring the force across the Bourdon tube. The RQO bar is isolated from the Bourdon tube stress. The hypothesis is that whatever the cause of the gauge drift (which is largely unknown), it will affect both quartz bars equally, and by observing the variation in resonant frequency of the RQO the drift rate in the primary one will be revealed. One example of a mechanism that might affect both the stressed quartz oscillator and the unstressed RQO is adsorption by the quartz of material expelled from the vacuum chamber wall that houses both oscillators. It is conceivable that such outgassing would be similar in both quartz oscillators, changing their masses uniformly and in so doing altering their resonant frequencies proportionally. Other sources of drift, for example, creep in the Bourdon tube or in the mechanical attachment, would not be compensated by the RQO method. Note that the specific physical mechanism for drift in quartz pressure sensors is not known [6] despite significant research by the manufacturer. An investigation into the root cause is beyond the scope of our research project; we are simply evaluating methods to measure the drift rate in a gauge deployed on the seafloor so that we can compensate for it correctly.
The A-zero-A compensation scheme is similar to our piston-gauge drift determination method except that the reference pressure is near 1 atmosphere -much lower than the ambient seawater pressure -rather than the piston-gauge reference pressure designed to be very close to the ambient seawater pressure. The gauge normally experiences ambient seawater pressure (''A'') but occasionally is switched via a valve to the air pressure inside the subsea system housing (''zero''), and then back to ambient seawater. The air pressure can be recorded quite accurately, and it is postulated that the drift seen in the gauge's occasional observation of known air pressure will be the same as the drift in the high-pressure recordings. This will be the case if the source of drift is in the form of an offset to the gauge and not a change in the slope. More specifically, we approximate the relationship between the observed pressure P observed and the true pressure P true by the equation:
The coefficients a and b are potentially time variable (causing drift); the A-zero-A method will give a correct measure of drift only if it is a alone that changes with time. Fig. 1 shows the apparatus we assembled to test the two drift compensation schemes. A manifold connected 12 Paroscientific gauges and 3 Aanderaa gauges to one of three manually selected pressure sources: a gas charged hydraulic accumulator, a PGC, or the laboratory atmosphere. The pressure gauges and their associated electronics were housed in an insulated box held at 5.45 ± 0.05 • C. The hydraulic accumulator was held at a pressure of 19.5±0.7 MPa, and the PGC produced an accurately known pressure of 22 MPa plus atmospheric pressure (with some minor corrections). The PGC pressure absolute accuracy is ± 0.321 kPa (13.8 ppm + 0.0184 kPa); the absolute accuracy estimate includes measurement uncertainties for the piston area and load mass. In this experiment, the same mass and piston was used and the measurement repeatability is estimated at ±0.085 kPa (3.0 ppm + 0.0184 kPa). Normally, the valves were set such that the gauges recorded the hydraulic accumulator pressure, mimicking the environment they would experience on the seafloor. For the first six months of the experiment the valves were switched to apply the PGC pressure to the gauges for 20 minutes every 7-8 days. This allowed the gauges to always experience approximately the same high pressure, and some of the time the pressure was accurately known, allowing their drift rates to be determined. For the second six months of the experiment, the A-zero-A scheme was tested by switching the manifold to atmospheric pressure. The atmospheric pressure measurement lasted 6 minutes, of which only the last 3 minutes was used in the data analysis. A PGC measurement was made approximately 5 hours after each A-zero-A measurement. In this way we could compare the gauge drift determined by application of the high-pressure piston gauge reference pressure to the drift determined by the atmospheric reference pressures.
II. THE EXPERIMENT
All of the gauges and the barometric pressure were monitored nearly continuously during the experimental period. Short gaps occurred during infrequent maintenance activity and logging failures in the computer system. The Paroscientific and Aanderaa gauges were logged at 1 and 10 s intervals, respectively. The RQO frequency output was also logged for eight of the gauges under test. Table 1 lists the gauge models used in the experiment. The Paroscientific gauges tested covered several pressure ranges, and only eight of them were equipped with secondary reference oscillators. The piston gauge was a model PG-7302 from DH Instruments with a 2 MPa/kg pistoncylinder module and net 11 kg mass; key components are calibrated by the manufacturer with traceability to NIST standards. The temperature of the piston gauge was measured with a platinum resistance thermometer (PRT) recorded by an Agilent 34401A digital multi-meter. The atmospheric pressure was measured by a model 6016B Paroscientific barometer and the height of the working fluid in a stand pipe was noted during each zero observation to correct for fluid head pressure. The media separator was constructed from a stainless steel bellows housed in a chamber pressurized by fluid separated from the high-pressure nitrogen gas by a commercial compensator chamber. The pressure generated by the piston gauge was determined with standard coefficients except for one -the temperature coefficient. In a separate experiment, described in Appendix 1, we have measured the temperature coefficient of the piston gauge and found that it is slightly different from that provided by the manufacturer. Our measurements, which span a range of 23 • C, yield a temperature coefficient in piston gauge pressure of 7.8 ± 0.2 ppm • C −1 (95% confidence limit), slightly lower than the manufacturer's value of 9 ppm • C −1 .
We also performed a test for the contribution of signal conditioning electronics to the apparent pressure gauge drift. Paroscientific transducers output pulse trains with frequencies proportional to pressure and temperature. The pressure and temperature signals (nominally 33 kHz and 200 kHz respectively) are measured with an external counting circuit. Any reference oscillator drift in the circuit would be added to the sensor drift. In order to determine the counting circuit drift contribution, simulated gauge frequency signals of 30 and 200 kHz were applied to the counting circuits. The simulated signals were generated by a waveform synthesizer, locked to a Rubidium atomic frequency reference. The fractional frequency drift of the Rb-disciplined synthesizer is less than 5 × 10 −9 /year. This counting circuit calibration was repeated 4 times over 16 months. The counting circuit difference between the output and expected value was recorded and used to determine an equivalent drift rate in pressure. Note that a constant reference oscillator frequency offset maps into a constant pressure offset. The Aanderaa gauges were not evaluated in this manner, as the electronics are substantially different and are sealed inside the sensor housing. Fig. 2 shows the results. For each gauge tested, the gauge output during the time it was connected to the piston gauge reference pressure is plotted as a function of time. Open symbols show the observed values at high pressure, filled symbols show the outputs when the gauge inlet was exposed to atmospheric pressure. An arbitrary offset has been added to each set of points for plotting clarity. A linear drift rate is plotted for each gauge absolute calibration before and after starting atmospheric (zero) calibration at day 406; linear rate estimates are also shown for the atmospheric calibration values. Linear models were chosen as the simplest description of the drift behavior [3] . Two of the 15 gauges exhibited poor linearity during the calibrations and are not included in this analysis. The time series is presented in Appendix 2, Fig. 6 .
III. RESULTS
An initial exponentially decaying response is present in some of the gauges prior to day 232; the sparse data collection does not allow for robust modeling of an exponential term. After day 232, all of the gauges show a linear drift response. The estimated drift rates range from 2.5 to 5.6 kPa/year, which are higher than the average in situ rate of Polster et al. [3] , but not inconsistent with the range of values. Table 2 presents the drift rate estimates.
After initiating the atmospheric calibrations, the absolute drift rates change in magnitude and, for a few cases, in sign as well. The absolute and atmospheric drift rates track very closely for the Paroscientific gauges of all model types, as shown in Fig. 3 and Table 2 . The average difference in absolute and atmospheric calibration rates is 0.00 kPa/year with a statistical standard error of ±0.05 kPa/year.
Wilcock et al. [8] describe a seafloor test of the A-zero-A method. Two gauges were installed at the MARS observatory and were periodically switched between the ambient seafloor pressure and the internal instrument housing air pressure. The A-zero-A measurements effectively removed the individual drift responses of the two gauges, producing two time series with no differential drift. The experiment is still deployed as of April 2018.
The Aanderaa model 4117E gauges show greater disagreement in the absolute and atmospheric calibration rate estimates. The average rate difference is 0.62 ± 0.30 kPa/year (1 statistical standard error).
In Fig. 4 we plot the frequency time series of the eight RQO crystals. Most notably, the secondary oscillator frequency series do not show any noticeable change at the start of A-zero-A measurements, whereas the PGC-determined Table 1 , are below each symbol; different symbols denote different gauge models. The average rate difference for Paroscientific gauges is 0.00 ± 0.05 kPa/year. drift curves do show rate changes. Perturbations in the RQO frequency prior to day 406 are not obviously matched by the PGC pressure series. Of the eight RQO-equipped gauges, two of the gauges showed poor performance. A comparison of RQO frequency rates versus pressure drift rates shows no obvious correlation. Table 3 lists the frequency error linear rate for eight signalconditioning circuits; none exceeds 0.5 × 10 −6 per year. Each gauge has a unique response function modeled by a fourth order polynomial, but the dominant term is linear in frequency. Scaling each frequency drift rate by the gauge model nominal linear response yields an apparent pressure drift contribution due to the signal-conditioning circuit. This contribution does not exceed 0.1 kPa/year, equivalent to 1 cm/year in water depth. Electronic drift contributions are geodetically significant at the 1 cm/year level, but are also an order of magnitude less than the pressure sensor drift. Note that PGC and A-zero-A calibrations measure the net drift contribution of both electronics and pressure gauges.
IV. CONCLUSIONS
The seafloor pressure and temperature conditions were sufficiently simulated to produce smooth and monotonic drift responses in a suite of gauges. Linear drift rate values are consistent with in situ seafloor estimates. This experimental method provides a means for testing seafloor geodetic pressure sensors without the expense of seagoing deployments.
We compared the A-zero-A drift determination method with the PGC drift determination method. For Paroscientific gauges, the two methods agreed at 0.00 ± 0.05 kPa/year. The A-zero-A method is simpler to implement for a seafloor system, and would significantly improve seafloor geodetic observations. The deadweight calibrations revealed a change in instrument drift response after initiating the A-zero-A method. We speculate that the change in pressurization history (a pressure reduction from 18 MPa to 0.1 MPa) initiated a change in instrument drift response. As a precaution, the A-zero-A method may require consistent application and repeat interval to produce the most reliable results. The A-zero-A method did not appear to work well for the Aanderaa gauges.
Tests of a second monitoring crystal showed that it is ineffective, with no apparent correlation with significant drift rate changes. It is likely that instrument drift is caused by mechanisms in addition to those observed by the second crystal. Tests of the frequency stability of the signal conditioning electronics indicate a drift contribution no more than 1 cm/year. Both the deadweight and A-zero-A method measure both sensor and signal conditioning electronics drift.
APPENDIX 1
The piston and cylinder components of a PGC are often fabricated from tungsten carbide composites, due to its material strength and hardness. The piston effective area is determined by the manufacturer at a specific temperature T 0 , nominally 20 • C. During operation at a different temperature T , the thermal expansion and contraction of the piston area is modeled by a factor of [1 + 2α(T − T 0 )] [11] ; α is the linear coefficient of thermal expansion and is stated to be 4.5 ppm/ • C by the manufacturer. Most PGC systems are operated near T 0 in metrological laboratories, which minimizes both the scaling factor value and the significance of the uncertainty in α.
We have used PGCs to perform in situ seafloor calibrations [5] , [12] at seafloor temperatures around 3 • C. The year long experiment described in this paper was conducted in a sub-surface laboratory with good daily temperature stability but poor seasonal stability, with peak variation of order 7 • C between summer and winter. The poor stability was due to air conditioning problems, which were resolved during the experiment described below. Data from our seafloor surveys and other experiments suggested that α differs from the manufacturer's nominal value.
Two DH Instruments piston-cylinder modules (PC) were used in this experiment, labeled PC-A (SN 1468) and PC-B (SN 1963). The nominal sensitivity of both PC modules is 2 MPa/kg. Module PC-A was operated at room temperature in an existing seafloor PGC. The laboratory air temperature was 22 ± 1 • C during the experiment, minimizing thermal effects. PC-B was installed in a second calibrator enclosed within a temperature-controlled housing. The housing temperature could be set between 2 • to 25 • C with 0.1 • C resolution, using a fluid heat transfer plate and a laboratory recirculating chiller (Thermo Scientific M33). Both PC-A and PC-B were operated near 28 MPa. PC-A was operated with a 14.648 kg mass, generating 29.254 MPa; PC-B was operated with a 14.000 kg mass, generating 27.969 MPa (equipment availability did not permit the use of masses with identical value).
Two Paroscientific 46K pressure gauges (SN 132670 and 132671), held at room temperature, measured the generated PGC pressures. The gauges could observe either the pressure of PGC-A (P A ) or PGC-B (P B ), using a manually operated three-way valve. PGC-A and PGC-B used platinum resistance thermometers (PRT) to monitor the piston-cylinder temperatures. Both PGC systems were operated at the same atmospheric pressure. Logging electronics recorded temperatures, barometric pressure, piston height, and other ancillary measurements. Calibration pressures were calculated using the accepted methodology in [11] . We varied the temperature of PGC-B from 2 • to 25 • C in 2 • C increments in both increasing and decreasing fashions over a two week period. Typically we allowed an equilibration time of at least 12 hours before making calibration measurements. These actions reduce the possibility of hysteresis and transient signals. Pressure measurements at a given PGC-B temperature consisted of five to seven alternating, 5-minute observations of the pressures from both PGC-A and B. Barometric pressure and piston hydraulic head height corrections were applied, which varied on timescales less than 5 minutes.
The pressure gauges and PGC-A operated under stable temperature conditions and only the temperature of PGC-B was changing. The pressure difference, P = P A -P B , between the two calibrators thus reflects the pressure change caused by thermal expansion of PGC-B. The fractional change in pressure due to thermal expansion can be expressed P/P B . Fig. 5 plots the fractional pressure change, P/P B , against the PGC-B temperature change relative to reference temperature T 0 , as measured by the PRT. A linear least squares fit estimates the slope as 7.8 ± 0.2 ppm/ • C (the uncertainty estimate is the 95% confidence interval). The pressure produced by a PGC is proportional to a thermal expansion scaling factor approximated by [1 + 2α(T -T 0 )]. We determined the thermal expansion coefficient α to be 3.9 ± 0.1 ppm/ • C (95% confidence interval).
APPENDIX 2
Two of the 15 gauges exhibited poor linearity during the experiment and were excluded from the analysis. The poor linearity may be due to manufacturing or handling problems. The PGC and zero calibration time series are presented in Fig. 6 for completeness.
