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1. INTRODUCTION AND RESULTS 
In the following we consider only positive nondecreasing functions F(t) 
defined on (0, co). For these functions, we denote their Laplace transforms 
by 
DF(x) = fro e-“‘F(t) dt, 
-0 
(1.1) 
assuming abscissa of convergence uC to be zero, and their Stieltjes transforms 
by 
dx F(r) 
SAX) = 1, ([ + du)P d*, p> 1, (1.2) 
assuming convergence for all x > 0. 
Further, we consider, associated with F, the family {F,(t) = F(At)/F(A), 
f E (0, oo), A > 0) and define 
ME(f) = hm &f F,,(t), for t<l, 
= IiF s,up F,(t), for t>l, 
and 
NF(c) = lim-rrf F,(t), for t<l, 
= lim+sttp F,(t), for t> 1. 
(1.3a) 
(1.3b) 
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DEFINITION. Functions F(t) > 0 defined on (0, 00) are called 
dominatedly varying at infinity if 
M&-(t) < 03 for all t E (0, co), (1.4a) 
and are called dominatedly varying at zero if 
NF(f) < 00 for all t E (0, co). (1.4b) 
For the notation dominatedly varying functions, see, for example, Seneta 
[4] or Stadtmiiller and Trautner [5] and papers cited there. 
Now consider the relations 
F,(t) = (1 + 4l))F?(f) as t-+ co (t-0). (1.5) 
4-,(x) = (1 + 4 1)) k-p) as .u+O (x+00}. (1.6) 
S,,(x)=(l +o(l))S,,(x) as x+03 {?c+O). (1.7) 
If (1.5) is true as t+ 00 {t+O} then (1.6) is true as x-+0 {x-, co} and 
(1.7) is true for x + co {the case x + 0 needs more information}. These 
results are called Abelian type theorems. For some further results, see 
Karamata [2] or Widder [6]. On the other hand one can ask whether (1.6) 
or (1.7) implies the relation (1.5). Results of this type are called Tauberian 
theorems. Without additional conditions on F the Tauberian theorem is not 
true in general. For an example which contradicts both cases (the second for 
p > 2), see, e.g., Example 1 in [5]. 
Karamata [2, 31 showed that for regularly varying monotone 
nondecreasing functions the Tauberian theorem is true in both cases. (See 
also Widder [6] for some results.) On the basis of the simpler proof of Feller 
[ 1) for Tauberian theorems for Laplace transforms, Stadtmiiller and 
Trautner [5] proved that, for nondecreasing and dominatedly varying (at co) 
functions, the exact condition in order for the Tauberian theorem to hold is 
that M&) be continuous at t = 1. 
The aim of this paper is to complete this result by the following theorem: 
THEOREM. Assume that F,(t) (i = 1, 2) are positive and nondecreasing 
functions on (0, co). 
(a) Case Laplace transform: Assume in addition that F,(t) is 
dominatedly varying at 0. Then (1.6) (x + co) implies (1.5) (I --) 0) if and 
only ~fN~,(t) is continuous at t = 1. 
(b) Case Stieltjes transform (with parameter p > 1): Assume that 
F,(t) is dominatedly varying at infinity {at zero} and assume that there exist 
constants E > 0, c > 0 such that 
MF,(t) < c . tP-‘-E (NF,(t) < ~t~-‘-~} in (1, co). 
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Then (1.7) as x-+ co {x-O} impfies (1.5) as f-t co {t-O) ifand only if 
M,,(t) (NF,(t)} is continuous at t = 1. (The statements inside (outside) the 
brackets belong together.) 
Remark. Part (a) is symmetric to Theorem 1 in [5], so the ideas for the 
proof are similar, but one has to observe that F,(t) is not uniformly bounded 
by a power of t as in the case of F.,(t). 
The proof of part (b) is based on the same technique. In this case, we have 
to restrict ourselves to functions F,, where MF, or NF, are bounded by 
~r~-‘-~ for some E > 0. In case M,,(t) < cP-‘-~ we have F,(t) < CtP-I-” 
for some E’, C > 0 (see Lemma 1). If F,(t)/C-’ is not bounded, for all 
E > 0, then S,MF(x) may be infinite (see Example 1) and our technique fails. 
EXAMPLE 1. F(t) = t”-‘/( 1 + (log t)‘), 
SUF(x) = co for all x > 0. 
then MF(I) = tP - ’ and 
In Section 2 we give some auxiliary results. The theorem is proved in 
Section 3. Final remarks and examples may be found in Section 4. 
2. AUXILIARY RESULTS 
First we repeat some results on MF(l), which can be found in (51, for 
example. Then we state similar results for NF(t). 
LEMMA 1. Let there be given a positive nondecreasing function F on 
(0, 00). Then 
(I) (i) MF(l/t) = (MF(t)) ~’ (with the convention l/O = co, 
I/co = 0). 
(ii) Either MF(t) = 00 for all t > 1 or there exist constants 
c,p, A0 > 0 with 
MF(f) < c . ID forallt> 1, (2.la) 
F.,(t) < c - tP foralit> 1 andA>& > 0. (2. lb) 
(II) (i) N,(l/t) = (NE(t))-’ (l/O = co, l/co = 0). 
(ii) Either N,(t) = 00 for all t > 1 or there exist constants c, C;p, 
E,, > 0 with 
NE(f) < c . tp foralIt> 1, (2.2a) 
F,(t) < c . tp forall1<t,<E/candO<~<~~. (2.2b) 
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(III) If we ussume that M&) < cCn (a > 0)for all t > 1. then for anq 
6 > 0 there exist constants cg > 0, A0 > 0 such that 
(i) F,(t)<c,t”+Sforali t> 1 andall A>&. 
(ii) F(t) < cata+’ for all t > 1. 
Zf NF(t) < ctn (a > 0) for all t > 1 then for any 6 > 0 there exist constants 
c6 > 0, C6 > 0, E,, > 0 such that 
F,(t) < cg ta + s forall I<t<EJEandO(E<e,,. (2.3) 
Remark. An example, which shows that F,(t) 4 c . tP for t > l/s, is given 
in Section 4. 
Proof: (I) The proof of (I) can be found in [5, Lemma 1, 21. 
(II)(i) Observe that, for 0 < t < 1, 
lim sup F(& . (l/t)) = 
F(E) ( 
lirn inf F’(& . (l/t) . t) -’ _ 1 . 
c-0 Cd0 W . (l/t)) ) N,-(t) 
(ii) Assume that there exist to, u > 1 such that NF(tO) = a < co; 
then because of the submultiplicity of NF we obtain 
NF(t) < a . tP, where p = log a/log to. 
Further, there exists a constant C;, such that 
WO)/F(~ ) < 2a for all E: 0 < E Q C;Jt,. 
Thus we obtain, for tt-’ < t < t:, < Q’s (thus k < log t/log to + l), 
F,(t) < 
F@- ’ . to) WO) . - < (2a)k < 2a . [log *O/‘Og tOa 
F(Et;-‘) * *.. F(E) 
With p = log 2a/lag to we obtain, because of the monotonicity of F, 
F,(t) ,< c . tP for t E [ 1, EJE], E small enough, 
for a suitable c > 0. 
(III) In the second case choose to = (2~)“‘; then NF(to) < ct: and by 
the calculations above there exist constants cg, E8 > 0 such that with p = 
(log 2c + a log t,)/log to = a + 6, we get 
F,(t) < cgt=+& for t E [ 1, F&/E], E small enough. 
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The proof for F,(r) is similar. To estimate F(t) itself, choose t, = (2~)’ *: 
then there exists v E N such that 
Then we obtain, for t:- ’ < t < tf , 
FO:) 
F(t) ,< F(t,) F(t . ... . 
F(t;-’ a t,) 
F(t:-‘) < w, 1 w94F.(t,))k-” L 
< R(t,, l9(2cty)k < k(t, ) V) t” +6. 
By the monotonicity of F we obtain the result. 
Further, we need the following sequence compactness result. 
LEMMA 2. Let there be given a positive nondecreasing function F on 
(0, co). Assume that MF(t) < 00 {NF(t) < 00 } for t > 1. Then for each 
sequence (A,)? /” co ((EJF \ O), there Fist a subsequence (A;)‘? ((EL)?} 
and a positive nondecreasing function F {F) on (0, 00 ), with 
F., , -+ F’ at all continuity points of F’ in (0, 00); 
{F,, + Eat all continuitypoints of Fon (0, w)}. 
Proof. The proof is done with a Helly theorem (see, for example, Feller 
[ 1, P. 2671), since F,&) {F,,(f)} are bounded on each compact subset of 
(0, a>. 
Further, we need some formulas for the Laplace and Stieltjes transforms. 
LEMMA 3. (a) For all E, A, x > 0 with F(E), F(I) > 0 the following 
relations hold: 
D&/E) = F(E) 1 E . L&-(x); (2.4) 
S,(l . x) = F(1) . ,?S&x). (2.5 1 
(b) Zf F > 0 and is nondecreasing on (0, co) and S,(x) < 00 for all 
x > 0, then 
F(t)=o(Y’) as t+c~. (2.6) 
Remark. Since we consider only nondecreasing functions, (2.6) implies 
that we need only consider p > 1. 
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3. PROOF OF THE THEOREM 
(a) Suficiency 
Assume that (1.6) is true as x --t 00, but 
F2WFI(5J + c # 1 for a sequence (E,)? \ 0 (0 <c < co). (3.1) 
Then there exist a subsequence (c,JF and a nondecreasing function F(t) < 
c . tp with 
FI(~,,WI(%,) + m at all continuity points of F. 
In the following we denote (.s,Jy by (EJF. Then we have, with a constant 
c’ = C;, as defined in Lemma 1, 
F,(t) exp(-x . I/E,) dt 
+ I-Z F,(t) exp(-x . t/&J dt = I + II, 
-E 
I>f >F1 (G).:exp (-E)(l-exp(-5)) 
_ c/2 
e 
)c%exp -e , 
( 1 n 
where c = F(?/2); further, there exists a constant c, such that F(t) < c, exp(t), 
so 
II <c, lus exp(t - xl/c,) dt = 
(X,&fl 1) 
exp(E - xE/c,). 
-s 
Thus II/I < K . exp(-Fx/2e,) + 0 as n -+ co, and hence 
DF, -y 
( 1 
as n+co. 
Etl 
= (1 + o( 1)) . r F,(t) exp(-xt/s,,) dt 
-0 
Using formula (2.4) and the notation F,,,Jt) = Fj(~,t)/F,(c,,), j = 1, 2, we 
obtain 
= (1 + o(l)) F,(E,) cnjr’” F,,,“(t) exp(-xt) dr, x > 0, 
= F,(E,,) E, Jm F,,& exp(--4 dt, 
0 
x > 0. 
409/86/l- I I 
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Now, using relation (1.6) we find 
I 
.P!r, 
-0 
F,,,n(t) ed-xl) dt = (1 + o( 1)) IX F2,,n(t) exp(-xt) dt 
-0 
for all x > 0, as E, + 0. 
Since F,,,J) < c . tP on (0, E//E,) we obtain 
I:@” F,,,“(t) exp(-xt) dt = (1 + o( 1)) 1:“” - F(t) exp(-xf) dt 
= (1 + o( 1)) fiLi F(t) exp(-xt) dt 
-0 
and 
!__ F(t) exp(-xt) dt = (1 + o( 1)) \m F,,,“(t) exp(-xt) dt 
.a -0 
as n+oo,x>O. 
The continuity theorem for Laplace transforms (see, e.g., Feller [ 11) now 
implies that 
FL,“@) -+ m at all continuity points of F. 
Since t = 1 is such a continuity point, we find 
F*kI) ----4(l)= 1 
F,(G) 
as n-too, 
which contradicts (3.1). 
For the “necessity” part of the proof, combine the proof in [5] and the 
proof of the necessity part in (b). 
(b) SuJkiencq 
Assume that there exists a positive nondecreasing function F,, satisfying 
(1.7) as x-+ co, but 
FAA) lim sup - 
.~+a0 F,(k) =cz l 
(O<c< co). 
Then there exists a sequence (A,);” with 
F,@n) - + c + 1 and F,,,I~(~) -+ F(f) 
F&L) 
(3.2) 
at all continuity points of F. 
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Since by Lemma 1, F,,,“(f) < cZtP-‘--C’2, we get, using Lemma 3 and the 
bounded convergence theorem, 
S&,x) = F,(A,,) - II;-” jam ;‘-$;! dt 
= (1 + o(l)) F,(,I,) . A;-” joW &@$, dt. 
(3.3) 
Defining F,,,“(t) = F,@,, t)/F,@,) we obtain, again by Lemma 3, 
Now (1.7) combined with (3.3) and (3.4) delivers 
! 
-cG F(t) 
0 (f + x)p 
dt = (1 + 0(1))j;~ ;$;! dt. 
13.4) 
(3.5) 
Using the formula 
1 1 .m -=- 
X0 ! r(a) -0 
exp(-xr) 4 ram’ dr, 
(3.5) is seen to be equivalent o 
.a, 
J 0 
exp(-xr) rp-’ r F(t) exp(-tr) dt dr 
-0 
= (1 + o( 1)) !em exp(-xr) rp- ’ [a F2,.3.(f) exp(-tr) dt dr. 
0 -0 
Then the continuity theorem for Laplace transforms implies (since 
J’F F,,,Jt) exp(-tr) dt is sequence compact) that 
,a3 
J o F,,,“(t) exp(-tr) dt + jrn F(t) exp(-tr) dt for all 5 > 0. 0 
And finally, again by the continuity theorem for Laplace transforms (see, 
e.g., [ 1 I>, 
F,,,“(t) + m at all continuity points of I? 
Since t = 1 is such a point, we have a contradiction to (3.2) by 
FZ(d”) 
-t;o=F*,““t’)+m)= 1. 
n 
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The proof for x+ 0, t+ 0 is again parallel to this proof, with suitable 
modifications as used in part (a). (Observe that Lemma l(M) implies that 
F(s) > c, r”- ’ -‘I* for small 5.) 
To prove the necessity of the condition that MJt) (NJr)} be continuous 
at t = 1, we follow again essentially the proof in [5 ]. So we sketch here only 
the case (x + 0, t + 0). For this assume NF( l-) = c* < 1. Then there exist 
sequences (sn)y \ 0, (a,)? \ 0 (compare Lemma 4 in [5]) with 
(3.6) 
Without loss of generality we can assume that E, < ts (C6 as in Lemma 1 for 
F,) and that E,+ ,/E,, < min(l/n, 1 - 6,) and 6, < l/n. Then we define F2 by 
F2W = F*(%h Fn(l-dn)<t<&“, n> 1, 
= F,(t), otherwise in [0, co). 
Then Fd~,(~ - hJ)l~2M1 - 43 -+ c* # 1, but we are going to prove that 
S,,(x) N S,,(X) as x + 0. To show this consider 
H,(t) := f-2(&1) - F,N) < c tP ~, -6 
F,(E) ’ ’ 
for all 1 < t < es/c and 0 < E < s6. (3.7) 
For any T > 0, H,(t) + 0 in measure as E + 0 in [0, T]. (3.8) 
To show this choose any y > 0 and T > 0; then we denote by n(s) the 
smallest index n with E,/E < T. Then for all n >, n(s), 
& n+l E n+1 -=-. ?L’<i. T<). 
& E, E n 
for E small enough since n(a)/ as E\. 
This means for E small enough there is at most one n such that E, or 
E~( 1 - 6,) are in [EY, ET] and thus (uL = Lebesgue measure), 
< Y + 
E, - &,(I - 48) 
E 
=I+3,<y+T4c2~ 
for E small, which shows (3.8). 
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Now observe that 
= o,( 1) . &‘-OF,(&) as s -+ 0, 
by (3.7) and (3.8) but 
&,W 2 F,(E) EL- jr(l +lwi-)p dt > c(x) F,(E) . E’ -“. 
This implies that S,,(.u . E) = (1 + oX( 1)) . SF2(x s E) as E -+ 0 and proves that 
F,(t) is a function as desired. 
4. FINAL REMARKS 
(i) As in [5] Abelian type theorems for al1 those cases in the theorem 
can be formulated without any additional effort. So if, for example, in the 
case of the Stieltjes transform, F(t) is dominatedly varying at infinity 
{or zero} and if there exist a sequence (A,,)? / w {(s,JF \ 0) and a 
function F(t) (F(t)} < ctP-‘-S for some 6 > 0 such that 
fv,~) --) F’ 
ml> I 
Fc%~)  F” 
F&J I 
at all continuity points of F {F}, 
then we obtain, for n -+ co, 
s,(x~~,)=(l +~(l))F&)~:-~j; (tF+‘:‘,, dt
I 
I S,(x . E,) = (1 + o( 1)) F(E,) &A-“ -km (,I;‘$ dt I a 
(ii) The following example shows that one cannot expect that in case 
N,(t) < 03, F,(t) < c . tP for all t > 0. 
EXAMPLE 2. 
F(t) = t, o<t< 1, 
I =e, t> 1, 
Iv&) = f for all t > 0, 
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but 
F,(t) = e’ I/E for all t > l/c. 
(iii) There exist functions F(t) which are dominatedly varying, and 
MF(t), N,(t) are continuous at t = 1, but which are not regularly varying. 
For M, see Example 2 in [5], and for NF see the following function: 
EXAMPLE 3. 
F(t) = 5/6, t> 1, 
=F(2-“)+(t-2-9 2-“pL<t<2-“, n=2k, kEh,, 
= F(2-“) + f(t - 2-“), 2-“-‘<t<2-“, n=2k+ 1, 
and 
N&) > 1 + ;(t - 1), I--E<t<1. 
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