Abstract-This comment letter points out that the essence of the "extreme learning machine (ELM)" recently appeared has been proposed earlier by Broomhead and Lowe and Pao et al., and discussed by other authors. Hence, it is not necessary to introduce a new name "ELM."
of the RHN RBF network, the general RBF network (with fully adjustable hidden neuron parameters and output weights), and the general MLP (with fully adjustable hidden and output neuron weights and biases).
As a special case of their more general functional-link neural networks (FLN) described in Pao's popular textbook [9] (cited over 700 times in the ISI Web of Science), Pao et al. (e.g., [10] [11] [12] [13] [14] [15] ) proposed the random vector functional-link (RVFL) network where the hidden neurons in an FLN are randomly selected and only the weights of the output layer need to be trained (e.g., with pseudoinverse or gradient descent), with the only difference from the "ELM" being that the RVFL allows for direct connections from the input nodes to the output neurons, whereas the "ELM" does not. Igelnik and Pao [12] proved that the RVFL network is a universal approximator. Igelnik, Pao, LeClair, and Shen [14] discussed learning and generalization with a one-hidden-layer feedforward neural network consisting of heterogeneous and randomly prescribed nodes. Pao et al. showed that the RVFL is fast and accurate, as also established in various applications by other researchers (e.g., [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] ; also see the textbook by Looney [35] ). In particular, Lewis and co-workers [21] [22] [23] [24] demonstrated that the RVFL makes efficient neural controllers. Husmeier [18] and Taylor [19] , [20] used the RVFL with the expectation-maximization (EM) algorithm for probability-density estimation. Chen and Wan [27] proposed both incremental (with added neurons) and online sequential (with new training data) learning algorithms for this type of networks suited for real-time applications. MLP neurons in the RVFL have generalized to other types of neurons, such as RBF [28] , [29] and trigonometric functions (e.g., sin and cos) neurons [30] .
In conclusion, feedforward networks (both RBF and MLP) with randomly fixed hidden neurons (RHN) have previously been proposed and discussed by other authors in papers and textbooks. These RHN networks have been shown, both theoretically and experimentally, to be fast and accurate. Hence, it is not necessary to introduce a new name "ELM."
Reply to "Comments on "The Extreme Learning Machine""
Guang-Bin Huang
In this reply, we refer to Wang and Wan's comments on our research publication. We found that the comment letter contains some inaccurate statements. The comment letter contains some contradictions as well.
The meaning of "random units" varies in different authors' works. We have comprehensively compared extreme learning machine (ELM), Lowe's work, random vector functional link (RVFL), and others in our work [2] , [3] .
The comment letter stated that "The idea that hidden RBF neurons randomly selected from the domain of a data space are sufficient to allow universal approximation was proposed by Broomhead and Lowe in their classic paper (1988) ." This statement is incorrect because of the following. 1) Lowe's work does not randomly select the RBF neurons (i.e., all the parameters of hidden neurons as done in ELM). Instead, Lowe's work only randomly selects the radial basis function (RBF) centers but not the impact factors. 2) Lowe's work does not address the universal approximation but only focuses on the data interpolation. Interestingly, Lowe's work will not have the universal approximation capability if it moves one more step towards ELM direction. The same impact factor b is selected heuristically for all the hidden nodes in Lowe's network fn(x) = n i=1 ig(bkx 0 aik). If one randomly chooses b, then the universal approximation capability of such a network is lost. The authors of the comment letter also have missed the apparent difference between Lowe's network fn(x) = n i=1 ig(bkx 0 aik) and our ELM network fn(x) = n i=1 iG(x; ai; bi).
This comment letter also stated that Haykin's textbook mentioned the universal approximation of Lowe's work. However, Haykin's textbook does not mention the universal approximation of Lowe's work at all. Instead, it only shows the interpolation ability of Lowe's work. The difference between the universal approximation and interpolation is important indeed. The authors of the comment letter claimed that the essence of ELM is the same as Lowe's works and also Pao's work. This would imply that Pao's work (RVFL for RBF case) is in essence the same as Lowe's work. This is incorrect again. Pao's work does not refer to Lowe's work at all. In fact, as discussed in [2] , the meaning of randomness in ELM, Lowe's work, and RVFL are different.
Furthermore, some capabilities of ELM cannot be reached by the other two works [2] . Some issues that seemed challenging to many other popular methods in the past decades have been resolved easily by our ELM [2] .
The main theme of our previous work [1] is to investigate the universal approximation capability of a type of single-hidden-layer feedforward network (SLFN), which randomly adds nodes to the hidden layer one by one and freezes the output weights of the existing hidden nodes when a new hidden node is added. The authors of the comment letter think that our work is in essence the same as others. The fact is that none of those works mentioned in this comment letter investigated such specific feedforward network, let alone its universal approximation capability.
ELM is a unified framework of generalized SLFNs f n (x) = n i=1 i G(x; a i ; b i ). ELM has the universal approximation capability for a wide range of random computational hidden nodes, including additive/RBF hidden nodes, multiplicative nodes, fuzzy rules, fully complex nodes, hinging functions, high-order nodes, ridge polynomials, wavelets, Fourier series, etc. Different from Lowe's works and RVFL, the hidden nodes in ELM can even be combinatorial nodes each consisting of different type of random computational nodes or networks. According to our ELM theories [4] , from the function approximation point of view, all the hidden node parameters (a i and b i ) can randomly be generated according to any continuous probability distribution without any prior knowledge. They are not only independent from each other but also independent from the training data. Generally speaking, unlike the conventional learning methods and learning theory popular in the past decades, the ELM theory claims that the parameter tuning (automatically or heuristically) is, in fact, not required in the learning. In short, the differences among the works mentioned are subtle but crucial. The essence of ELM and the essence of others are indeed different.
