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Abstract 
In this paper we apply the contragredient equivalence to solve two matrix systems. 
Firstly, we characterize and build all possible solutions of the matrix system 
P = XY, Q = YX, giving a recursive formula for the number of contragrediently non- 
equivalent solutions. And, secondly, we find the solution of the matrix system 
AX = YC, BY  -XD.  © 1999 Published by Elsevier Science Inc. All rights reserved. 
A MS classification: 15A21 : 15A23; 15A24 
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1. Introduction 
The study of the pairs of doubly multiplicable matrices (i.e. pairs of matrices 
(A, B) where A is an m x n complex matrix and B is an n x m complex matrix) 
was started by H. Flanders [4] in 1951. In his paper, Flanders found the re- 
lationship between the elementary divisors of the matrices AB and BA. Fur- 
thermore, he found a necessary and sufficient condit ion in order that two 
square matrices can be represented as the product of a pair of doubly multi- 
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plicable matrices (Flanders Theorem). Parker and Mitchell [12] gave another 
proof of that theorem, with some generalizations. Dobrovol'skaja and 
Ponomarev [3] studied a canonical form of the "pairs of opposite operators"; 
this work seems to be the earliest study of what we are now calling con- 
tragredient equivalence. Thompson [16] also gave a new proof of Flanders 
Theorem and studied the r lationship between the rank of the matrices A and B 
and the elementary divisors (those with zero root, principally) of the matrices 
AB and BA. Bernau and Abian [1] considered the matrices AB and BA as linear 
transformations into C m and C", respectively, and studied the relationship 
between the Jordan canonical form of both matrices. Rubi6 [13] introduced the 
concept of coupling, involving the matrices A and B in addition to the matrices 
AB and BA. Rubi6 and Gelonch [14] constructed a reduced form for the ma- 
trices A, B, AB and BA and defined an equivalence relation between pairs of 
doubly multiplicable matrices. Horn and Merino [7,8] defined the con- 
tragredient equivalence of pairs of doubly multiplicable matrices, which coin- 
cides with the above. They also found a canonical form and a necessary and 
sufficient condition (see Corollary 11 of Ref. [8]) for the contragredient 
equivalence. Moreover, in Ref. [8], it is proved that the contragredient equiv- 
alence is a common generalization of four basic equivalence relations (simi- 
larity, consimilarity, complex orthogonal equivalence and unitary equivalence). 
Lenard [11] constructed a decomposition i to irreducible pairs under the 
contragredient equivalence. Johnson and Schreiner [9] presented a self-con- 
tained matrix-theoretic proof of Flanders Theorem. Recently, Gelonch, et al. 
[6] have extended the Flanders theorem to several matrices. 
2. Notations and first definitions 
We denote the set of m × n complex matrices by Mm,n and write M, =_ M,,.,. 
Given A E M .... the linear transformation fC" into C m defined by A, as well as 
its restriction to any subspace, will be represented, for language abuse, by A 
itself. If {vl, v2,..., vp} is a basis of the subspace S, we write S = [vl, v2,. . . ,  Vp]. 
Following the notation of Ref. [8], J,(a) denotes the upper triangular Jordan 
block of order n corresponding toa given scalar a E C. The k × h null matrix is 
represented by O~k; if we can deduce the number of rows or the number of 
columns from its location, the corresponding indication will be omitted. We 
also define the matrices 
Ilk = [Ik-i 01 ] EMk_I.~ and Kk = [& Ik-l] E Mk ,,k. (1) 
Observe that 
HkK r = J[_, (0) and K[Hk = J[(O). (2) 
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Given a vector ~ with at least k components, we denote by 7"(~) the Toeplitz ~k 
lower triangular matrix of order k, 
-21 0 
'3~2 ~ 1 
~k  0~k 1 
, , , 0 
0 ... 0 
al ... 0 
~k-2  • • • ~1 
We define, using the previous notation, the matrices 
{T  (~! if k = g, "k  
T(~) [ T~ (~) d -*  ] if k < g, 
= r o, ,1 L j i rk>e.  
We also define the symbol 6,b such that 6,b = 1, if a = b and 6,,b = 0 if a ¢ b 
(this is a Kroneeker delta), for a, b E C. 
Given a polynomial matrix Z, maybe nonsquare, we denote by nj(Z) the 
number of its elementary divisors 2 j, for each j E IN. Take a E ~ as the greatest 
value such that n~(Z) ¢ O, if it exists; otherwise (if nj(Z) = 0 for all j C ~), we 
take c~ = 1. 
Definition 1. The nilpotency vector of a polynomial matrix Z is the ~-tuple 
(n~(Z), n~_l(Z),... ,nl(Z)). For a square (complex) matrix P, the nilpotency 
vector is the nilpotency vector of its characteristic matrix (for simplicity, we 
define nk(P) = nk(2I- P)). 
The nilpotency vector is strongly related with the Weyr characteristic and 
with the Segre characteristic associated to the null eigenvalue. In fact, we re- 
mind that the Weyr characteristic of a square matrix P (see, for example, [2,15]) 
is the nonincreasing sequence (W 1 (P), w2(P),... ,w~(P)) where 
wk(P) = dim kerP k -d im kerP k-l, for k = 1,2,. . .  ,co We can interpret the 
value wk(P) like the number of nilpotent subspaces according to P with di- 
mension greater than or equal to k. Hence, we have the equalities 
wk(P) =n~(P)+n~_,(P)+...+nk(P), for k= 1,2,...,c~. (3) 
On the other hand, the Segre characteristic associated to the null eigenvalue 
(the dual sequence of the Weyr characteristic) is 
,u(P) n~ i(P) m,(P) 
(~,. . . ,~, ~-  1 , . . . ,~-  1,1,.. . ,  1). 
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If nilpotency vectors of several matrices are simultaneously considered, we 
complete them with zeros by left, if necessary, so that all of them are the same 
length. 
Finally, recall (Definition 1 of Ref. [8]) that, given A, C E M,,., and 
B, D C M,,m, (A, B) is contragrediently equivalent to (C, D) if there are nonsin- 
gular matrices R E Mm and S c M, such that A = R ICS and B = S-JDR. Then 
we write (A, B) ~ (C, D). 
3. The matrix system P = AB, Q= BA 
In this section, we will translate the Flanders condition to relations between 
Jordan decompositions of nilpotent parts of C" and C n (Proposition 3) and we 
will get a new necessary and sufficient condition so that a pair of square ma- 
trices (P,Q) can be written in the form P=AB and Q=BA (Theorem 12). 
Using the contragredient equivalence, we will classify the solutions of this 
matrix system (when it is consistent). Moreover, we will describe a method for 
building all contragrediently nonequivalent solutions (Proposition 10) and we 
will find the number of them (Theorem 17). 
3.1. Consistency of the matrix system P=AB,  Q=BA 
Given a pair of square matrices (P,Q), consider the matrix system 
P=AB,  Q=BA.  (4) 
Since the matrices AB and BA have the same elementary divisors with nonnull 
root, a necessary condition for consistency of the matrix system (4) is the 
matrices P and Q have the same elementary divisors with nonnull root. 
Definition 2. A pair of square matrices (P, Q) is called pre-associable if both 
matrices have the same elementary divisors with nonnull root. A pair of square 
matrices (P, Q) is said to be associable if the matrix system (4) is consistent. 
Clearly, an associable pair is pre-associable. In Ref. [4] it is proved that the 
Flanders condition is a necessary and sufficient condition for the associability 
of a given pair of square matrices. 
If the order of P and Q is m and n, respectively, we can consider the linear 
transformation of C m into itself defined by P and the linear transformation of
C" into itself defined by Q. Let E and E0 be the nonsingular part and thenil- 
potent part of C m according to P and let F and F0 be the ones of C n according 
to Q. 
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Proposition 3 (First necessary and sufficient condition for associability). Given a 
pair of square matrices (P, Q), let 
Eo=E~®E20. . .OEp and Fo=F l®F20. . .®Fq (5) 
be Jordan decompositions of respective nilpotent part such that the subspaces 
El ,E2,. . . ,  Ep and Fl, F2,..., Fq are ordered by nonincreasing dimensions. Let 
r = rain(p, q). Then the following assertions are equivalent: 
(a) (P, Q) is associable. 
(b) (P, Q) is pre-associable and 
IdimE~- dimF, I~< 1, .for 1 <~i<~r, 
dimEj= 1, fo r r< j<.p ,  or dimFk= 1, fo r r<k<~q.  (6) 
Observe that the condition (b) is the Flanders condition translated to dimen- 
sion of nilpotent subspaces. 
For the construction of all contragrediently nonequivalent solutions of the 
matrix system (4), we generalize in the next definition the conditions (6). Let 
(P, Q) be an associable pair of square matrices and consider the decomposi- 
tions (5). Let a~, a2,. • •, 6q be a reordering of indices 1,2, . . . ,  q and let r be any 
nonnegative integer (r ~< min(p, q)) such that 
(a) [ dimE~ - dimF,, [~< 1, for 1 ~< i ~< r, 
(b) dimEj = 1, forr  <j<~p, and dimF~ = 1, forr  < k<~q. (7) 
Definition 4. The set (2={(E1,F,,),(E2,F~,_),...,(Er, F~r)} such that its 
elements atisfy the relations (7) and where we indicate, by underlining, as 
principal either Ei or F~, if they have the same dimension (we will see later the 
reason for this), is said to be a (P, Q)-association. Every pair (E~,F~,) E 0 is 
said to be a nilpotent (P, Q)-associated pair. 
If the pair (P, Q) is associable, Proposition 3 states the existence of one 
(P, Q)-association, at least; it is constructed taking a~ = i, for i = 1,2 . . . . .  q, 
and r=min(p,q) .  When dimE~ = dimF~, for any i<<.r, we can choose as 
principal either E, or F~,, that is, we can consider either the pair (E,_:, F~,) or the 
pair (El, F~, ). 
Lemma 5. Let (Ei,Fo,) be a nilpotent (P,Q)-associated pair. I f  A: C m -~ C ~ and 
B: C n --~ C m are linear transformations such that 
1. AB = P and BA = Q, 
2. A(F~,) C E, and B(Ei) C F~, and 
3. /f dimE, = 1 and dimF~, = 1, we have A(F~,) ~ {0} or B(Ei) ~ {0}, then 
dim (F~, n kerA) = 0 and dim(E, n kerB) = 1 or vice versa. 
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Proof. Let {e, Pe , . . . , /~- le}  be a Jordan basis of  the subspace Ei and let 
{v, Qv, . . . ,  Qk'-lv} be a Jordan basis of  F,,. Since (Ei, F,,) is a nilpotent (P, Q)- 
associated pair, we know that Ik - k' I ~< 1. Moreover,  x E Ei Cq kerB implies 
Px = 0. Then, x E [P*-Je] and, consequently, Ei N kerB C [/~-le]. In the same 
way, F,, N kerA C [Q~'-lv]. We study four cases. 
1. I f k '  = k + 1, it is easy to see that {Av, PAv,. . .  ,Pk-JAv} is also a Jordan ba- 
sis of  Ei. Then, AQ%=PkAv=O and BPk- JAv=Q%#O.  Hence, 
F~, C~ kerA = [Q%] and E~ ~ kerB = {0}. 
2. When k = k' + l, we can make a parallel reasoning. 
3. I f k  = k' > 1, we consider firstly that Fo i N kerA = {0}. Then AQ ~ Iv ¢ 0, 
that is, Pk-lAv # 0. This fact implies that E~ = lAY, PAy,. . .  ,t~-IAv]. Since 
BP k lAy = Q% = 0, we have that Ei N kerB = [P*-lAv]. 
On the other hand, suppose that F~, n kerA = [Qk-~v] and 
E, N kerB = [Pk-le]. Since Q~-lBe = BP k te = 0, we have 
Be = blQv + . . . + bk-lQk-lv. In a similar way, Av = ajPe + . . .+ 
ak_lU'-le. Then, 
Pe = A(blQv +. . .  + bk_tQk-lv) = (blP + ' . "  + bk-iPk-l)Av 
= (b,P +. . .  + bk_ltC-')(a,P +. . .  + ak_,t~-')e = PC2 
for any vector 2 E &, and Pk-le = Pk2 = 0, which is impossible. 
4. Finally, consider k = k' = 1, that is, Es = [e] and F,, = [v]. F rom third con- 
dition of  the statement of  this lemma, we know that B(E~)= F~, or 
A(F~,) =El. I f  B(E i )=F~,  we have Be=av with a #0.  Therefore, 
Eg N kerB = {0}. Moreover,  since Pe = 0, we have ABe = 0 with Be # O. 
Hence, F~, N kerA = Fo,. Otherwise, if A(F,,) = E,, we have 
F~, C~ kerA = {0} and E~ n kerB = Ei. [] 
Observe that if dimE,. ¢ dimF~ the dimension ofF~ i N kerA and the dimension 
ofE~ N kerB are completely determined, but if dimE,. = dimF~, we can choose 
between two possibilities: either dim (F,, C/ kerA) --- 0 and dim (Ei A kerB) = 1 
or vice versa. Then, in this case, we must indicate which is our choice. We do it 
underlining one of  the subspaces of  the pair. The underlined subspace is called 
principal subspace of the pair. We say that E,. or F~ i is the principal subspace if 
we choose F~, A kerA = {0} or E~ A kerB = {0}, respectively. 
Definition 6. Given a nilpotent (P, Q)-associated pair, (Ei, F~,), we define its 
type as follows: 
• I f  dimE,. = dimF,, and dim (F,, C3 kerA) = 0, the type is (I,1). Then the pair 
is (Ei,F,,). 
• I f  d imE/= dimF~ i and dim(E/C~ kerB) = 0, the type is (II,1). Here the pair 
is (E,F~,). 
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• If dimE,. = dimF~ - 1, the type is (1,2). 
• If dimEi = dimF~, + 1, the type is (II,2). 
The order of the pair is the value max(dimEg, dimF~,). 
These types are defined in order that they agree with Table 1 of Ref. [7]. 
For an associable pair of square matrices (P, Q), let ~ be a (P, Q)-associa- 
tion. The number of nilpotent (P, Q)-associated pairs in O of order k, for k >/1, 
and type TE{( I , I ) , ( I I ,  1), (I, 2), (II, 2)} is denoted by ck(T), with 
el (I, 2) = q - r and C 1 (II, 2) = p - r. 
Definition 7. Given a (P, Q)-association, f2, the vector 
(c~(I, 1), c~(I, 2),c~(II, l),c,(II, 2),c~_. (I, l),C,_l(I, 2), c,_, (II, 1), 
c~_, (II, 2) , . . . ,  Cl (I, 1), c, (I, 2), c, (I1, 1 ), c, (II, 2)), 
where c~ is the maximum order of the nilpotent (P, Q)-associated pairs in f2, if 
they exist, or ~ = 1, if they do not exist, is said to be the spectrum of 12. 
Let (P,Q) be an associable pair of square matrices. Proposition 10 will 
describe a method to construct matrices A c M,,,, and B E M,,,, such that they 
are solution of the matrix system (4), according to a given (P, Q)-association. 
We need the following definition. 
Definition 8. Given an associable pair of square matrices (P, Q) and a (P, Q)- 
association I2, every pair of doubly multiplicable matrices (A,B) such that 
1. AB = P and BA = Q, 
2. for all (E,,F~,) E f2, B(Ei) C F~, and A(F,,) C Ei, 
3. when dimEi = dim/~,, if Ei is the principal subspace, then 
dim(F,~N kerA) = 0; if F~, is the principal subspace, then 
dim (Ei n kerB) = 0, 
4. B(E,) = {0} for r < i ~<p and A(F~,) = {0} for r < i ~< q, is said to be a rep- 
resentative pair of f2. 
The next lemma describes the action of the linear transformations A and B 
between the nonsingular parts E (of C" according to P) and F (of C" according 
to Q). 
Lemma 9. Let (P, Q) be an associable pair of square matrices and let (A, B) be a 
representative pair of any (P, Q)-association. I f  E and F are the respective 
nonsingular parts of C m and C n, then B(E) = F and A(F) = E. 
Proof. Let x c E be a nonnull vector. By definition of nonsingular part, we 
know that there exists a polynomial p(2) such that p(0) :# 0 and p(P)x = O. 
Then, B(p(P)x) -- 0. From condition 1 of Definition 8, we can write 
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Bp(P) = p(Q)B. Then, p(Q)Bx = 0. Therefore, Bx ~ F and B(E) C F. More- 
over, if Bx = 0 then ABx = 0, that is Px = 0. Since the linear transformation P 
restricted to E is one-to-one, x = 0. Then, d imB(E)= d ime = d imF and 
B(E) = F. A parallel reasoning allows us to prove A(F) = E. [] 
Proposition 10. Given an associable pair o f  square matrices (P, Q), there exists a 
representative pair of  every (P, Q)-association f2. 
Proof. Consider Jordan decompositions (5) according to (P,Q). Let 
~2 = {(E~, F~ ), (E2, F~2),. • •, (E~, F~r) } be a (P, Q)-association and let 
Je = s -~s  = N~ Ne 
be the Jordan canonical form of  matrices P and Q, respectively, determined by 
the decompositions (5), where J E M~ is nonsingular (the same block for both 
matrices P and Q) and 
are nilpotent, with kj >t k2 >1 .. .  >>- kp > 0 and ~ /> k~ ~> ...  ~>/dq > 0. It is 
clear that k, = dimE,, for 1 ~< i ~ p, k~. = dimFj, for 1 ~< j ~ q, [ki - k'~, I ~< 1, for 
l<~i<~r, k i= 1 for r< i<~p and k' = 1 for r<i<~q.  Consider all pairs of 
o- i 
subspaces (Ei, Fj.), for l<<.i<~r and l<~j<<.r. Let {el ,ez, . . . ,ek i} and 
{vl, v2, . . . ,  vk, } be a Jordan basis of the subspac~s E, and Fj, respectively. 
If  (E~,~) ~ ~2, we define the matrices Aij = Ok~ and Bji = O~k ! 
If (E~, Fj) E f2, we must study four cases, according to its ty~pe. 
1. I lk, = k~ and the pair is (E_!,F,i) (that is type (I,1)), we define Beh = Vh+l, for 
h = 1 2 . . . . .  ki - 1, Be~, --- 0 and Avh = eh, for h = 1 ,2 , . . . ,  ki (observe that 
dim (Ei n kerB) = 1). Consequently, Aij  = Ik, and Bji = J~(0). 
2. Ifki = k~ and the pair is (Ei, F~,) (that is type (II, l)), we construct Beh = Vh, 
for h = 1,2, . . . ,k j ,  Avh ----- eh~l, for h = 1 ,2 , . . . , k~-  1 and AVki =0 (here, 
d im(~ ~ kerA) = 1). Then, A o = J~(0) and Bj~ = lk,. 
3. When k i+ l=k '  (type (I,2)), we define Beh=Vh+l and Avh=eh,  for 
/ 
h=l ,2 , . . . , k ' - j  1 and Av~=O.  Hence, Aij=Hk~ and Bj~=K~,r where 
the matrices Kk and Ilk are given by Eq. (1). 
4. If ki =k~+l  (type (II,2)), we set Beh = Vh and Avh =eh+j, for 
h = 1 ,2 , . . . ,  ki - 1, and Bek -=-- 0. Then, Aij = K r and Bj, = Hk~. 
• . t k k i  
Finally, we define the matrices A~ l.h = Op% , Ah,r + l = O~k[ r, B~ + l.h = O~q% and 
Bh ~+~ ----- O~ " for 1 ~< h ~< r, and A~+I ,-+l = O~p-~, B~+I ~+l = O° ~ 
• ~ , , q - r "  
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We construct he block matrices fI ° o] 
A'= [A]/=J,2,...,,.+l and B '= , (8) 
0 [ ~13i=1,2,..,r+1 [ ] i=l,2,...,r±l 
[Bji l j=I,2....,r+l ..] 
where the matrices A 0 and Bj~ are given above. Then, the matrices A' and B' 
satisfy A'B' = J~ and B'A'= JQ and the matrices A = SA'R -l and B = RB'S l 
form a representative pair of ~. [] 
The choice of the blocks J and I for the construction of the matrices A' and 
B', respectively, seems quite arbitrary. But any other choice gives a pair con- 
tragrediently equivalent to (A', B'). To prove this assertion, let us consider two 
matrices J~ and J2 such that J l J2  -~ J and J2J l  = J. Since J is nonsingular, the 
matrices J1, J2 are nonsingular. Then, we can write J~ = j j f l  and J2 = Jfl. 
Hence, (J1,J2) ~ (J,l). 
Proposition 11. Let (P, Q) be an associable pair of square matrices and let Q be a 
(P,Q)-association. I f (A1,B1) and (A2,B2) are representative pairs of £2, then 
(AI,B1) ~ (Az,B2). 
Proof. Let • = { (El, F,, ), (E2, F~ 2),. .., (Er, F~ r)}. Let (A, B) be a representative 
pair of (2. Choosing the adequate basis of each Ei and F~, for i = 1,2, . . . ,  r, the 
matrix of the linear transformation A is A' and the matrix of the linear 
transformation B is B', where the matrices A' and B' are given by Eq. (8). Then, 
(A, B) ,-~ (A', B') for all representative pair of ~2. [] 
Moreover, let QI and ~2 be two (P, Q)-associations. Let (Aj,BI) be a rep- 
resentative pair of ~j and let (A2, B2) be a representative pair of ~22. We can see 
that (Am, B~) ~ (A2,B 2) if and only if ~1 and (22 have the same spectrum. That 
is, the spectrum classify the contragrediently nonequivalent solutions of the 
matrix system (4). 
Now, we see a new necessary and sufficient condition for the associability. 
Given a pre-associable pair (P, Q), let W(P) = (w1(P), w2(P),... ,  w~(P) )  and 
W(Q) = (wl (Q), w2(Q),... ,  w~(Q)) be the Weyr characteristic of P and Q. We 
define the principal indices of (P, Q) by 
h~ = min (wk(P), wk(Q)) - max (wk+j (P), wk÷l (O)) (9) 
for k = 1,2, . . . ,~,  where w~+j(P) = 0 and w~+l(Q) = 0. 
Theorem 12. A pair of square matrices (P, Q) is associable if and only if it is pre- 
associable and hk >>- 0 for k = 1,2, . . . ,  z~. 
Proof. Assume that (P,Q) is associable. Then, for k E ~, the number of 
nilpotent subspaces according to P with dimension greater than k is wk+l (P). In 
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order to form (P, Q)-associated pairs, we need at least the same number of 
nilpotent subspaces according to Q with dimension greater than k -  I. Thus, 
wk+l(P) <<. wk(Q). It is clear that Wk+l(P) <~ wk(P). Therefore, 
wk+, (P) ~< min (wk(P), wk(Q)). (10) 
In the same way, if we consider firstly the number of nilpotent subspaces ac- 
cording to Q with dimension greater than or equal to k, we have 
wk+, (Q) ~< min (wk(P), wk(Q)). (ll) 
From Eqs. (10) and (11), we can deduce that hk >i O. 
Conversely, assume hk >>- 0 for k = 1,2,...,c~. Let (m~,rn~_l,...,mj) and 
(n~, n,_~,.. . ,  hi) be the nilpotency vector of P and Q, respectively. Remind that 
w~(P) = rn~ and w~(Q) = n~. Ifrn~ ~< n~, we form (P, Q)-associated pairs of type 
(I, 1) or (II, 1) (indistinctly) of order ~, assembling m~ nilpotent subspaces of C" 
with dimension ~ and the same number of nilpotent subspaces of C" with the 
same dimension. Moreover, h~_l ~> 0 implies n~ = w~(Q) <~w~_l(P) 
= m~ +m~_l and, consequently, n~-m~<~m~_l. Then the construction of 
(P, Q)-associated pairs of type (I,2) and order ~ is possible, assembling n~ - m~ 
nilpotent subspaces of C n with dimension ~ and the same number of nilpotent 
subspaces of C m with dimension ~ - 1. Ifm~ > n~ we can construct, in the same 
way, n, pairs of type (I,1) or (II,1) and m~ - n~ pairs of type (I1,2) all of them 
with order ~. 
Suppose that wk(P) <~ wk(Q) for a fixed index k, I < k ~< ~. Then, we assume 
that wk(P) nilpotent subspaces of C m are associated with the same number of 
nilpotent subspaces of C n (all of them with dimension greater than or equal to 
k). Thus, we need wk(Q) -wk(P) nilpotent subspaces of C m with dimension 
k - 1, that is, we need wk(Q) - wj,(P) <~ mk-I. This is an immediate consequence 
ofh~_j >~ 0: 
wk(Q) - wk(P) <~ wk-l(P) -- wk(P) =- mk-l. 
I f  wk(P) > w~(Q) we have a parallel reasoning. [] 
3.2. The number of contragrediently nonequivalent associations 
Given a pre-associable pair of square matrices (P, Q), let (m~, m~_j,..., ml) 
and (n~,n~-l,...,nl) be the nilpotency vector of P and Q, respectively. We 
denote the number of contragrediently nonequivalent (P, Q)-associations by 
~(m~,m~_,, . . . ,m, ) .  (12) 
k ,n~ n~_l,  : nl 
When mk = nk for all k = 1,2 . . . .  , ~, we simplify the notation denoting 
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A(n, ,n~_l , . . . ,n l )  = ~(n" '  n~-l' ' ' ' '  nl ) .  (13) 
It is clear that ~(0,  n~_ l , . . . ,n j )  = ~(n~- i , . . . ,n l )  and ~(0)  = 1. 
The aim of this subsection is to find a formula to compute the value of  
Eq. (12). The steps for this calculation are the following: Proposi t ion 13 proves 
that we can consider, without loss of  generality, mk= nk for k = 1 ,2 , . . . ,  ~; 
Proposit ion 15 provides a recursive formula which permits to reduce by one the 
value of  ~ and, finally, Proposit ion 16 provides the value of  ~(n~). 
Proposition 13. Let (P, Q) be an associable pair of square matrices and let 
(m~,m~_l, . . . ,ml) ,  (n~,n~_~,...,nl) be the nilpotency vector of e and Q, 
respectively. Then, we have 
&(m~,m~_, , . . . ,m l~ = A(h~,h~ , , . . . ,h , ) ,  (14) 
- - / \  g t~ nz¢_ I~ ~ n I 
where hk, for k = ~, ~ - 1 , . . . ,  1, are the principal indices, given by Eq. (9). 
Proof. We have m~ --- w~(P) and n~ = w~(Q). I f  m~ = n~, there is nothing to 
prove in this step. I f  m~ > n~, we must associate m~ - n~ ni lpotent subspaces of  
C m of  dimension ~ with the same number of  ni lpotent subspaces of  C" of  
dimension , -  1 forming (P, Q)-associated pairs of  type (II,2). Consequently,  
kn~, n~-l, n~ 2, , nl n~,n~ i - (m~-n~) ,  n~-2, • 
In the same way, if m~ < n~, we have 
'm l ) .  
nl 
(15) 
\n~,  n~-l, n~-2~ .~ nl \m~, n~-l, n~-2, , nl 
(16) 
= ' and ' min(m~,n~), " =m,_ !  -n~+n~ Defining the values n ~ m~_ 1 
tt t n~_ I = n~ j - m~ + n~, the expressions (15) and (16) can be summarized in the 
next one: 
t (  ) m~, m x l ,  m~-2~ • • • ~ ml  ~ & n~, m~ 1' m~ 2,  - - • , m l  . ¢ ¢! k n~, nx I, n~-2,, .: n I Ha, n~_l~ nct-2~ nl 
Observe that we can write 
n'~ = min (w~(P), w~(Q)) - max (w~+, (P), w~+, (Q)) = h~, 
" = w~_,(P) - max (w~(P),w~(Q)), m~_! 
n~ . = w~ ,(Q) - max(w~(P),w~(Q)). 
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Let us suppose we have arrived to 
mk_ 1 , • m~,m~ 1, m~ 2, . . . ,mr  =~ h.~,n~-l,  . . . , i l k ,  " . .  m l  
^ nit \ha ,  n~- l~ n~-2~ . ,  n l  \ f i~ ,  f i~- l ,  , nk,  k - I ,  , n l  
where G,  h~_l . . . .  , h~ are given by Eq. (9) and 
m tt k , = wk_, (P) - max two(P), wk(Q)), (17) 
n'~ , = W~-l(O) - max (wk(P) ,wk(Q)) .  
Now, the number  of  nilpotent subspaces of  C m (respectively, C") with dimen- 
sion greater than k -2  such that they are not necessarily associated is 
h~ + h~_~ + -- • + hk + m'k_~ (respectively, h~ + h~_l + • • • + hk + n~_l). Then, the 
number of necessary (P, Q)-associated pairs of  type (II,2) or (I,2) and order 
k -  1 is m" k- - nk-ll. Therefore, 
• if m" n It then k 1 ~ k- I~ 
i n It m" " " nk l  k 1, k-2 = ink-2 and " (18) = nk  2 ~ nk -2 - -mk- I  - '~nk- l~  
• if " < " then mk 1 nk 1, 
t ?l Ii nit  it i! nk i = ink-J, mk-2 = ink-2 - -  k-1 A- ink_ 1 and nk_ 2 = nk-2 .  (19) 
The expressions (18) and (19) can be summarized to 
t • t! l? tl It ! 
nk I = mln(mk- l ,nk  i ) ,  = mk-2 + i nk_  2 - -  nk_  1 nk_  1 
" " ' (20) nk-2  = nk -2  - -  mk 1 q -  nk - I  ", 
and the expression (20), using Eq. (17), yields 
n~,_, = rain (wk 1 (P), wk-, (Q)) - max (wk(P),  wk(Q)) = hk_,, (21) 
m" k 2 = wk_2(P) - max (Wk- , (P) ,wk I(Q)),  (22) 
It nk_ 2 = wk-2(Q) - max (Wk-, (P), wk-, (Q) ). (23) 
The expressions (21)-(23) permit the induction, which is finite and decreasing, 
over the indexkandtheva lueofn~_~ g ivenbyEq.  (21) is the adequate value. [] 
For  the next proposit ion we need a technical emma. 
Lemma 14. The principal indices satisfy hk <~ min(mk, nk). 
Proof. F rom definition (9) and relations (3), we have 
hk <. wk(P) -- wk+l (P) = mk and hk <~ wk(Q) - wk-! (Q)  = n,. 
Then, hk ~< min(mk,nk), as desired. [] 
Proposition 15 (A recursive formula for the computat ion of  the number of 
contragrediently nonequivalent associations.). Let  k~ = min(h~, h~_l ). Then, we 
have 
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k~ 
~(/~2,/~-1,/~'~-2,...,/~1) 7 -Z(n~-k+ 1)'/5~(/l~ I -k , /~  2 . . . .  ,/~1). 
k=0 
(24) 
Proof. Let El k), E~ kl . . . .  , E~ be the nilpotent subspaces of dimension k of a 
decomposition of C';' according to P and let 1;(1 k), F~), ... , F(k)nk be the nilpotent 
subspaces of dimension k of a decomposition of C n according to Q, for 
k = 1 2 ... 2. We consider only the subspaces EIk),E(. k) ... E! k f  and 
' A ~ n k 
F~(z),F~ k). . . .  F! k) (from Lemma 14, hk <~ mk and hk <~ nk). The nilpotent 
• - (k) "~ (k) 
subspaces E , , . . . ,  Em~, if they exist, are necessarily associated with nilpotent 
subspaces o?~C '' of dimension k + 1 or k -  1; also, F~(~, . . . .  ,F~ff/, if they exist, 
are necessarily associated with nilpotent subspaces of C" of dimension k + 1 or 
k - 1. Then, any (P, Q)-association must contain the pairs 
J_L_', l or Ei , , of type (I, I ) or (II, 1), fo r l< . j<~h~-k ,  
FIll ) EI~ I/, ,~ k+ij, of type (I,2), for 1 .<.j<~k, 
(p(~l 1/), type (II, 2) l<<.j4k. of for 
for some k ~< k~. If k = h~ there is not any pair of type (I,1) and (II,1); if k = 0 
there is not any pair of type (I,2) and (II,2). For every k, the construction of the 
pairs of type (I,2) or (II,2) and order c~ is unique, but we must decide, for each 
I~<j~<h~-k ,  i f  we  cons ider  the pair . . ~ej ,~!~') or \ , ,jZ__] (that is, they 
can be considered of type (I, 1) or (II, 1)). The number of nonequivalent possible 
choices is 
h~ - k + 1. (25) 
For each of these possibilities, the number of contragrediently nonequivalent 
(P, Q)-associations which can be formed with the rest of nilpotent subspaces, 
all of them with dimension lower than ~, is 
/~(h~ ~-k ,h~ 2,. . . ,h,) .  (26) 
The product of Eqs. (25) and (26) yields the number of contragrediently 
nonequivalent (P, Q)-associations in which there are k nilpotent subspaces of 
dimension ~ associated with the same number of nilpotent subspaces of di- 
mension ~ - 1, forming pairs of type (I,2) and (II,2). The formula (24) is the 
addition of these numbers for k = 0, 1, . . . ,  k~. [] 
Propos i t ion  16. The number of  contragrediently nonequivalent associations 
between two matrices, both with nilpotency vector (nl ), is 
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( ~(nl) = \nl 2 • (27) 
Proof. The nilpotent subspaces of dimension 1 can be associated between them 
or with {0}. The number of possible forms to construct (P, Q)-associated pairs 
(of type (I,1) or (II,1)) using nl - k nilpotent subspaces i nl - k + 1, according 
to Eq. (25). Hence, 
~(nl) = Z(n , -k  + 1)= ~-~k= 
k=0 ~=l 2 ' 
as desired. [] 
We can summarize the above results in the next theorem. 
Theorem 17. Let (P, Q) be an associable pair of square matrices and let 
(m~,m~_l,...,ml), (n~,n~-l,...,nl) be the nilpotency vectors of P and Q, 
respectively. Then, the number of contragrediently nonequivalent (P, Q)-associ- 
ations, 
~(m:~: m:~-i, . . . ,  ml ) ,  
n,, n~ 1, . . . ,  nl 
can be computed following the next algorithm: 
1. Compute the principal indices, given by Eq. (9), and use the equality (14). 
2. Use the recursive formula (24) to decrease the value of ~ by one. 
3. I f  ~ > 1, then go to step 2, otherwise, finish the computation using the 
equality (27). 
Finally, we show a practical rule to compute the principal indices of an 
associable pair of square matrices. Just like in Proposition 10, let kl, k2,..., kp 
(respectively, ~,  k~,..., k'q) be the nondecreasing sequence of Jordan block sizes 
associated with the eigenvalue 0 in P (respectively, Q). We consider the matrix 
k| kz ... ~i] 
k'l k ;  . . .  ' ' 
where/~ = max(p, q) and, ifp ~ q, we have augmented the shorter sequence with 
O's. Since the pair (P, Q) is associable, we have Iki - k,'] ~< 1 for i = 1,2,.. .  ,/~ 
(Proposition 3). Then, each principal index hk is the number of columns with 
ki = k,' = k. This rule is an immediate consequence of definition (9). 
Example 18. Let (P, Q) be a pre-associable pair of matrices; let (2,1,3,0,3) and 
(1,3,1,2,3) be the nilpotency vector of P and Q, respectively. To compute the 
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number of contragrediently nonequivalent (P, Q)-associations (if they exist), 
first we find the principal indices of (P, Q). To use the above described rule, we 
construct he matrix 
[ 5 5 4 3 3 3 1 1 1 0 1 ]  . 
5 4 4 4 3 2 2 1 1 
Since Iki - k~l ~< 1 for i = 1,2,. . . ,  10, the pair (P, Q) is associable. Moreover, 
h5 = 1, /~4 : l ,  /~3 : l ,  /~2 : 0 ,  h I : 2 and 
A(  2'1'3'0'3)1,3,12,3 =A( I  1 , ,1,0,2). 
Using the recursive formula (24), we have 
&(1, 1, 1,0,2) = 2~(1, 1,0,2) +/%(0, 1,0, 2) 
= 2(2A(1,0, 2) + A(0,0, 2)) + A(I ,0,2) = 5A(1,0,2) + 2A(2) 
4 .3  
= 10A(0,2)+ 2A(2)= 12&(2)= 12 . -~-= 72. 
4. The matrix system AX= YC, BY= XD 
In this section, we use the canonical form of the pairs of doubly multipli- 
cable matrices to find the solutions of the matrix system AX = YC, BY = XD. 
Assume that (A, B) and (C,D) are two pairs of doubly multiplicable ma- 
trices, with A E Mm,n and C E Mp,q, and consider the matrix system 
AX = rc ,  BY  = XD,  (28) 
where X E M,,q and Y E Mm,p are unknown matrices. Observe that we can also 
construct he matrix system (28) by fixing the size of the matrices X and Y. 
Then, so that the equations make sense, the pairs of matrices (A, B) and (C, D) 
must be pairs of doubly multiplicable matrices. 
In Ref. [8], it is proved that there exist nonsingular matrices, R E Mm, 
S E Mn, V E Mq and W E Alp, such that the matrices 
= R 1AS, B = S-IBR, C= V ICW and b= W-IDV (29) 
have a block diagonal form, 
A-= diag[A,,A2,... ,A,,O~[], B = diag[Bi,B2,... ,Br, O~,], 
O ~' , = diag[C,, C2 .. . .  , C,, O,,~], b = diag[D,, D2,.. . ,  ,, Owl 
where each pair of blocks (Ai,Bi), for i=  1,2, . . . , r ,  (and (Q, Di), for 
j = 1,2, . . . ,s)  is equal to 
(J[(a),Ik), (Ik,jr(O)), (Hk,K[), (jr(O),Ik), or (K[,Iik), (30) 
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with a E C, a ¢ 0, where the matrices Hk and K~ are given in Eq. (1). The pair 
(,i,/}) is the canonical form of the pair (A, B); also, (C,/0) is the canonical form 
of (C, D). 
According to the construction made in the proof of Proposition 10, we 
assign a type to each one of these possible forms. The type is 1, (I,1), (I,2), (II, l) 
and (II,2), respectively. Also, k is the order of the pair of blocks. 
Replacing the expressions of the matrices A, B, C and D given by Eq. (29) in 
the matrix system (28), we obtain the matrix system 
RAS-1X=YVCW 1, SBR- IY=XWDV l, 
which allows the formulation 
A-)? = YC, /~Y =){/), (31) 
where )( = S IXW and Y = R-1YV are unknown matrices of the same size asX 
and Y, respectively. 
The formulation (31) allows us to consider the matrix system (28) assuming 
that the pairs (A,B) and (C,D) are in canonical form. Let As C M, ...... 
Bs E M, ..... for i = 1,2, . . . ,  r, and C~ C Mpi,qi, Dj E mqj,pj, for j = 1,2, . . . ,  s. It is 
clear that ]ms - nil ~< 1 and ]pj - qj] ~< 1. We partition the matrices X and Y in 
blocks, 
Ix, ]/= 1.2,...,s+ i ~y..] j=l,2 ...... ~l 
X ~ L tJJi=l.2....,r+l and Y = L'UJi=l,2,....r+l ; 
where X O. E Mn,,q,, Y~j C Mm,,pi, Xi,s+l C Mn ..... Yi,,+l E Mm,,, Yr+l . j  E mu,qj ,  
Y~+J.i E Mr,p,, Xr+l,~+l E Mu .... and Yr+L~.+l E Mt,~,, for 1 <.i<.r, 1 <~j<~s. Then, 
the resolution of the matrix system (28) is reduced to solve the matrix sys- 
tems 
AsX~j = Y, JC/, BsYi/= G/D/, (32) 
and the equations 
Asx,...~+, = o, BsY~,.,.+a = O, Xr~,jDj = O, Yr+,jC/= O, (33) 
for 1 ~i~r ,  1 <. j~s.  
First, we solve the matrix systems (32) according to the type of the pairs 
(Ai,Bs) and (Cj,Dfl. To simplify the notation, we redefine X = ~i  and Y = Y,:j. 
In each matrix system, we consider that the order of the pair (As, Bi) is k and the 
order of (Cj, D/) is g. There are 25 possible matrix systems as we can see in 
Table 1. In this table, the type of the pair (At, Bs) determines the row and the 
type of the pair (Ci, Di) determines the column. 
We denote each one of these matrix systems by [Typerow-Type¢olumn]. The 
study of these 25 matrix systems can be reduced to study only 15 because there 
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are equivalent systems, by interchanging the matrices X and Y. The equiva- 
lences are: 
[1 - (I, 1)] ~ [(I, 1) - 1], 
[(I, 1) - (I, 2)] ~ [(II, 1) - ( I I ,2 ) ] ,  
[(I, 1) - (II, 2)] ~ [(II, 1) - (I, 2)], 
[(I, 2) - (I, 2)] --~ [(II, 2) - (II, 2)], 
[(I, 2) - (II, 2)] ~ [(II, 2) - (I, 2)]. 
[(I, 1) - (I, 1)] ,-~ [(II, 1) - (II, 1)], 
[(I, 1) - (II, 1)] ,-~ [(II, 1) - (I, 1)], 
[(I, 2) - (I, 1)] .~ [(II, 2) - (II, i)],  
[ ( I ,2)  - (II, 1)] ~ [ ( I I ,2) ,  (I, 1)], 
(34) 
Moreover,  the matrix systems [1-(II,1)] and [( l I ,1)- l ]  are practicaly the same. 
Then the 15 matrix systems to solve are: 
. 
[1 - (II, 1)], [1 - ( I I ,2) ] ,  
[(I, 1) - (II, 1)], 
[1 -1 ] ,  [1 - ( I ,  1)], [1 - ( I ,2 ) ] ,  
[(I, 1) - (I, 1)], [(I, 1) - ( I ,2) ] ,  
[(I, 1) - ( I I ,2) ] ,  [ ( I ,2 ) -  1], 
[ ( I ,2)  - (I, 1)], [0 ,2 ) -  ( I ,2)] ,  [ ( I ,2 ) -  (I I ,  1)], 
[ ( I ,2)  - ( I I ,2) ] ,  [ ( I I ,2)  - 1]. 
Matrix system [1-1]. The second equation is X= Y. Then, the first equa- 
tion is 
[J[(a)]X = X[J?(b)]. (35) 
The solution of this equation is well-known (see Chapter VI I I  of Ref. [5] or 
Chapter 12 of Ref. [10]). It is X = Y = T~,~. ) - 6ab. 
2. Matrix system [1-(I,1)]. We get the equation [Jf(a)]X =X[J[(O)]. It is a 
particular case of  Eq. (35), with b = 0. Since a ¢ 0, we have X = Y = O~k. 
3. Matrix system [1-(I,2)]. Using the relation (2), we can find the equation 
[jr(a)]X = X[J[(0)]. Its solution is X = (~. Then, Y = O~k -1 . 
4. Matrix system [1-(I I , l )] .  This matrix system yields the same equation as 
the case number 2. Then, the solution is also X = Y = ~.  
5. Matrix system [1-(II,2)]. Using again the relation (2), we have the equation 
[dr(a)]X = X[JT l(0)]. Its solution is X = ~- ' .  Then, Y = ~.  
6. Matrix system [(I, l)-(I,1)]. The first equation, X : Y, allows to write, 
using the second equation, [ J /(0)]X = X[J[(O), 1. This is a particular case 
of  Eq. (35), with a = b = 0. Then, X = Y -= T~f. 
7. Matrix system [(I,1)-(I,2)]. F rom this system we can deduce the equation 
[dkr(0)] Y = Y[Jf_l(0)], whose solution is Y = v(~) Then, ~k.g-I  • 
v _ ,r ' ( :<) u r , i . , fa )  ,.--it 1 
A - -  ~lk, t, i tt[  : {/k,,t_ltJ ] .  
8. Matrix system [(I,1)-(II,1)]. We obtain the equation Y[Jf(0)] = [J/(0)JY 
(again a particular case of  Eq. (35)). The solution of  this equation is 
Y = T(~) Then, we have "k,g" 
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X= [ JT{O, ]T ( .~) I  0 , 0 ] 
[4 \ }J k.{" = T (7l) 01 " 
*k l.t-I 
Matrix system [(I,1)-(II,2)]. From this system, 





9. the equation 
[jr(O)]Y= Y[Jf(0)] is found. We its solution is 
Y = T~.~/. From the first equation, 
X : T(:~)IKT [ Ol ] 
• k.~ • 'C  = T(~)  
L ~ k- l . t - I  
10. Matrix system [(1,2)-1]. It yields the equation [jr j (0)]Y = Y[JT(b)], whose 
solution is Y = 6~k_ 1. Then, X = O~. 
11. Matrix system [(1,2)-(1,1)]. The first equation is Y = HkX. Then, in the sec- 
ond equation, we have [jr(0)]X = X[J~r(0)]. The solution is X = T,/'l and, k,~ 
then, Y = [T~!~/1.,_ , O' ]. 
12. Matrix system [(I,2)-(I,2)]. Let X = [xij] E Mk,t, and Y = [Yis] c M, ~s~_,. 
The first equation of this matrix system, HtX = YHr, yields 
xij=y~j and xie=O for i=  1 ,2 , . . . , k -  l, j=  1,2,. ,g -  1. (36) 
The second equation, K[ Y = XK r, yields 
x~i=y~_,i_l and x l j=0  for i= 2,3, . . . ,k,  j=  2,3,. .,g. (37) 
From the relations (36) and (37) we obtain X = T(') and Y = 7"(~) "k,g ~k-l,g 1" 
13. Matrix system [(I,2)-(II,1)]. We have the equation [J[_~(O)]Y = Y[J[(O)]. 
Then, the solution is Y = T~'].t and 
X = KrT, (~) [ OI ] = (~) • k k 1 "'f T/~_ I ,g 
14. Matrix system [(1,2)-(11,2)]. Let X = [x,~] c MkS,-I and Y = [Yij] C Mk-~.~.. 
The first equation yields 
xii=Yij+l for i=  l ,2 , . . . , k -  l, j=  l ,2 , . . . ,g -1 ,  (38) 
and the second equation yields 
xi+lj=y,i ,xb=O and y~=0,  
fo r /=  1 ,2 , . . . , k -  l, j=  1 ,2 , . . . ,g -  1. (39) 
Using the relations (38) and (39), we have 
[°1 E X = r(~) and Y = 7"(~) O' lk 1,t-I • k-l,t '- I  
Matrix system [(II,2)- 1]. We have the equation [Jr(0)] Y = Y[Jr (b)]. Then, 
Y=~andX=O~,_~. 
previous results and the equivalences (34) allows us to construct 
with the blocks of the matrices X and Y. In the same way as in 
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Table 2 
The solutions of the matrix systems 
X 1 (I 1) 0,2) (l l ,1) (II,2) 
(I,l) O~ Z::) [fT~'J--'~/ O'] L[Z I,O,t,, t O'0 ] L[T'k--~JO' ~] 
Y 1 (I,1) (I,2) (I1,1) (11,2) 
1 T~ i" 6~,h ~. 0~.-' (~k (Y~- 
([,2) (~F~ I [T~(._~ )1 .t_ i o l  ] r~'>l,t__l T~')I. t [T~(~',,,_, 0'1 
[ ,e,o 
,,,,,> I., °, ] 
L k I,,~J Lq- l , t - - t  T~,~ ) k~ 
Table 1, the type of (A~,Bi) determines the row and the type of (Q, Dj) de- 
termines the column. 
The Eqs. (33) are easily solved. We study the solution of the four different 
equations. 
For the equations AiXi.s+ 1 = O, 1 <~i<<.r, we have X,.,s+l = 0~, if A,. forms a 
pair of type l, (I,1) or (II,2). Otherwise, 
[o-, l Xi.s+ I z t . 
0q ~2 , . .  0qv 
The solution of the equations Bs~.~,_l = O, 1 ~< i ~< r, is ~.,+l = O~, if B,. forms a 
pair of type 1, (|I,1) or (|,2) and, otherwise, 
y~..~+, = [ O,,, , ]. 
~1 ~2 . . .  0~t" 
For the equations Xr+I.jDj = O, 1 <~j <<. s, the solution is Xr+l j  = O q~ ifDj forms 
a pair of type 1, (II,1) or (II,2) and, otherwise, 
] ~2 Xr+l . ;= . 0 q' J . 
O~ u 
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Finally, for the equations Y~+IjC i = O, 1 ~j<~s, we have Y,-+l.i = O~, j if C/ 
forms a pair of  type 1, (I,1) or 0,2). Otherwise, 
~2 
Y,-+l i = . O p' J 
Obviously, the blocks Xr+j.s-i and Yr+l,s+l a re  free. 
The set S = {(X, Y) E M,,,q × Mm,p such that AX = YC, BY = XD) is, clearly, 
a vectorial subspace of M,,q × Mm,p. We calculate its dimension. Let 
al, a2,. •., a,,, be the nonnull eigenvalues of AB and let bl, b2, • ., b,, be the ones 
of CD. We denote by k~ is the greatest exponent of  the elementary divisors 
(2  - a~) ~ of AB, for 1 ~< i ~< m', ko the gratest exponent of the elementary divi- 
sors 2 k of AB, g:j the greatest exponent of the elementary divisors (2 -  bi) ~ of 
CD, for 1 ~<j~< n',Co the gratest exponent of  the elementary divisors 2 k of 
BA, ck(ai) the number of elementary divisors (,~ - ai) ~ of  AB, for 1 <~ i <~ rn' and 
l<~k<~k,,~(bj) the number of elementary divisors (2 -b / )  k of CD, for 
l <~j<~ n' and l~<g~<gi. 
Also, for the pair (A,B), ck(qF), for q]- E {(I,1), (I,2), (II,1), (II,2)}, where 
Cl(I, 2) = u and cl (II, 2) = t, are the values such that they form the spectrum of 
one (AB, BA)-association that has (A,B) as a representative pair. Similarly, for 
the pair (C, D), we define the values ~.~(q]-), where 01 (I, 2) = w and cl (II, 2) = v. 
Using those notations, it is straightforward to see that the solutions of the 
matrix systems (32) and the matrix equations (33) yield 
dimS= '/~(~(k=~(~tck(a*)c~(bi)b",b/min(k,Q)) ) 
+ Z ([c,(I, 1)(a,~(I, 1) + ~,(II, 1) 
k=l 
+{e( I I ,2 ) )+ck( I I ,  1)(5~(I, l )+5~(I I ,  1) 
+~( I ,2 ) )  +ck(lI,2)(O~(II, 1)+5~(I I ,2))  
+ck(I,2)(5~(I, 1 )+~( I ,2 ) ) ]min(k ,g )  
+(ck(I, 1)5~(X,Z)+c~(II, 1)~(II, Z))min(k,g - 1) 
+(ck(I I ,2)~,( I ,  1) +ck(I,2){~(II, l ) )min(k - 1,g) 
+(c~(II,2)~t(I,2)+ck(I,2)#e(II, Z))(min(k,g)- 1))]. 
Observe that the dimension furnished for the solutions of the matrix equations 
(33) is included in the second sum, when k = 1 or g = 1. 
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